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Abstract 
It is shown that a finitely generated linear semigroup T c GL(n,K) with no free non- 
commutative subsemigroups generates anilpotent-by-finite subgroup of GL(n, K). This extends 
the results of Tits and Rosenblatt on finitely generated linear and finitely generated solvable 
groups. We use it to derive a ‘generalised Tits alternative’ for an arbitrary linear semigroup 
S E M(n, K) and to obtain consequences for the structure of the Zariski and strongly n-regular 
closures of such S. 
1. Introduction 
Tits alternative asserts that a finitely generated linear group G c GL(n, K) either is 
solvable-by-finite or it contains a free nonabelian subgroup. This, together with 
a result of Rosenblatt [17] implies that G is nilpotent-by-finite or it contains a free 
noncommutative subsemigroup. Moreover, Boffa and Bryant showed in [l] that any 
linear group (not necessarily finitely generated) is nilpotent-by-finite if and only if it 
satisfies a semigroup identity. On the other hand, it was shown by the first author that 
the structure of an arbitrary linear semigroup S E M(n, K) can be effectively studied 
via cancellative subsemigroups T of S of certain special type, and via the linear groups 
they generate. Namely, let D be a maximal subgroup of M(n, K), viewed as a semig- 
roup under multiplication. That is, D is the group of units of the monoid eM(n, K)e for 
an idempotent e = e2 EM(~, K). It is known that there are at most 2” conjugacy 
classes in M(n, K) of the groups generated by the nonempty intersections SnD. These 
groups are called the groups associated to S and they play a crucial role in the general 
structure theorem for an arbitrary S, found in [12]. In view of this structural 
approach, it seems natural to study the status of cancellative subsemigroups ofa linear 
semigroup S, and in particular to ask whether a ‘generalised Tits alternative’ holds for 
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S. The aim of this paper is to show that this is indeed so. Namely, we prove that 
a finitely generated linear semigroup S c M(n,K) has no free noncommutative 
subsemigroups if and only if all associated linear groups are nilpotent-by-finite, the 
latter being equivalent o the fact that S satisfies a nontrivial semigroup identity. This 
is then used to derive consequences for the structure of the Zariski and strongly 
z-regular closures of semigroups of this type. 
We note that some other variants of Tits alternative have been studied for groups of 
units of integral group rings of finite groups [3] for skew fields [6,7] and domains [S]. 
Our approach is based on a refinement of arguments of Tits [lS] and Rosenblatt 
[17]. We refer to [2,4] for the general material on algebraic groups, extensively used 
in this paper. Other presentations of the proof of Tits alternative for finitely generated 
linear groups, beyond the original paper [18], can be found in [9, Appendix B] and 
[lOI. 
2. Main theorem 
Recall that a cancellative semigroup T is nilpotent-by-finite if it has a group of 
fractions that is a finite extension of a nilpotent group. This notion can also be given 
an intrinsic definition in terms of subsemigroups of finite index and certain semigroup 
identities introduced by Malcev in [S], cf. [ll]. 
Theorem 1. Let S E M(n, K) be a linear semigroup. Consider the following conditions: 
(1) S has no free noncommutative subsemigroups, 
(2) the associated linear groups are nilpotent-by-jinite, 
(3) every cancellative subsemigroup of S is nilpotent-by-Jinite, 
(4) S satisjies a semigroup identity. 
Then the following implications hold: (2) o(3) o(4) 3 (1). Moreover, if the jield 
K is finitely generated, then (1) * (2). 
Proof. The equivalence of the conditions (2)-(4) was established in [ 131. Clearly, (1) is 
a consequence of (4). If (1) holds and K is finitely generated, then to establish (2), it is 
enough to consider the case where S s GL (n, K), n 2 1. To this end, we will prove the 
following assertion: 
(*) If S c CL (n, K) and K is finitely generated, then either S has a free noncom- 
mutative subsemigroup or S is nilpotent-by-finite. 
Let G & GL(n, K) be the subgroup generated by S. First consider the case where 
G is solvable-by-finite. Extending K if necessary, we can assume that G has an upper 
triangular subgroup E of finite index, cf. [19, Theorem 3.61. Since E is the group 
generated by SnE, [ll], Lemma 7.4, we may assume that G lies in the group U of 
upper triangular matrices in GL(n,K). We proceed by induction on n. If n = 1, the 
assertion is trivial. Assume that n > 1. Let @i, @2 be the projections onto the diagonal 
(n - 1) x (n - 1) blocks in M(n, K). The induction hypothesis allows to assume that 
4,(G), 4,(G) are nilpotent-by-finite. If N = ker($,) nker($& then G/N embeds into 
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the product of 4,(G) and +2(G), so there exists a normal subgroup H of finite index in 
G, N c_ H, such that H/N is nilpotent. As above, this allows to assume that G/N is 
nilpotent, of nilpotency class r, say. Let x,y ES. Then Xr(x,y,ul, . . . ,u,)N = 
Y&Y,%,*.*, u,) N for the Malcev words X,, Y, in x, y and any fixed ul, . . . , u, E G, 
cf. [ll]. The definition of X,, Y, implies that X,, Y, have the same diagonal 
(a 1, ‘.. 9 a,). First, consider the case where al& 1 is a root of unity or X, = Y,. Since 
K is finitely generated, there exists k > 1 (independent of al,u,) such that ut = a:. It 
follows easily that 
= Yr(X,Y,Ul, ... ,f4~k-K(X,Y,~I, ‘.. ,dk 
(note that N consists of unipotent matrices in U with all nondiagonal entries, except 
possibly the (1, n)th entry, equal to zero). Hence, S satisfies a nontrivial identity, so that 
its Zariski closure S in CL@, K) also satisfies this identity. Since 3 is a group [16], 
Theorem 3.18, G c Sand so [l] implies that $ G are nilpotent-by-finite. Assume now 
that ala,’ is not a root of unity for some x,y,ul, . . . ,u, ES and s = X,(x, y, 
u1, ... , u,) # t = Yr(x,y,u1, .** , u,). Let T be the subgroup generated by s, t. We know 
that t = sz for some z E N. Proceeding as in [ 17, Lemma 4.81, we can assume thar the 
elements izs-‘, i E Z, generate a finitely generated subgroup D of N (the argument 
used there requires only the fact that (s, sz) is not a free noncommutative semigroup). 
Then D is a normal subgroup of T. Let z = I + xelR, 0 # x EK, where el, is the 
(1,n)th matrix unit. Then sizsmi = I + (u,a~‘)‘xe,,. If ch(K) = p >O, then D is a p- 
group, so it is finite. Therefore ala, ’ must be a root of unity, a contradiction. Thus, 
ch(K) = 0. We proceed as in [17, p. 491. K can be viewed as a subfield of the field of 
complex numbers and alan -I is an eigenvalue of the action of s on the finitely 
generated torsion-free group D by conjugation. As in [17], it follows that ala, ’ is not 
of absolute value 1. Therefore, there existsj 2 1 such that ) a{ ai’ ) 2 3 or ) ai a;’ ) 2 3. 
In the former case, from [17, Lemma 4.161, it follows that (2, tj) is a free semigroup. 
In the latter case, changing the roles of s, t above, we come to the same conclusion. 
This completes the argument in the case where G is solvable-by-finite. 
Assume now that G is not solvable-by-finite. We will use the Zariski topology in the 
K-algebraic group GL(n, F), where F is a sufficiently big algebraically closed exten- 
sion of K, and the topology induced to certain subsets of GL(n,F). It is well known 
that the F-closure S of S is an algebraic K-group. Let s” denote the connected 
component of $. If Snp contains a free noncommutative semigroup X, then X c S 
and we are done. If SnS” is nilpotent-by-finite, then so is s” = SnsC, and hence Sand 
S are nilpotent-by-finite. Therefore, it is enough to establish assertion (*) for the 
semigroup SnSE. But this semigroup is dense in the connected K-group s’. This 
allows to assume that S is a connected group. 
Consider the natural K-homomorphism 4 : $+S/%?(~, where 3(s) is the solvable 
radical of S. Since G E 9 is not solvable, it follows that S # B($). Hence 4(S) is dense 
in the nontrivial semisimple K-group S/&!(s) and it is contained in the set of 
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K-rational points of this group. It is enough to show that 4(S) has a free noncom- 
mutative subsemigroup. Thus, we can assume that s is nontrivial, connected and 
semisimple. From [is, Lemma 2.31, we know that there are finitely many roots of 
1 that satisfy a polynomial of degree n over K. Hence, the degrees of torsion 
semisimple lements of S divide a natural number N. Let B = {g E $1 gN = 1). B is 
closed and B # S because otherwise S is periodic of bounded index and so nilpotent- 
by-finite [l] contradicting the assumption. Let s ESn(S\ B)n{g ES/~ is 
semisimple}. (It is well known that the latter set contains an open subset of S.) Then 
s is a semisimple lement of infinite order. Extending K we may assume that the 
eigenvalues of s lie in K. One of the eigenvalues, say A, is not a root of 1. From [18, 
Lemma 4.11, we know that there exists a locally compact field K’ with an absolute 
value 1 ) and a homomorphism 0: K -+ K’ such that [c(A) 1 # 1. We will further 
assume that K is locally compact and 111 # 1. The unique extension of I I to an 
algebraic extension of K will also be denoted by ) 1. Let Y be the number of the 
eigenvalues of s of maximal absolute value. Since [S, $1 = S, det(s) = 1 so that r < n 
and the maximal absolute value of eigenvalues of s is not equal to 1. Replacing S, S by 
their images under the exterior power homomorphism g H A’(g), we can assume that 
r = 1. (Note that all homomorphic images of & A’($) in particular, are semisimple by 
[4, Theorem 27.51.) Passing to a finite extension of K (it is also locally compact), we 
can assume that S has a block triangular form with absolutely irreducible diagonal 
blocks. Replacing S by the block containing an eigenvector corresponding to the 
eigenvalue A, we can assume that s is absolutely irreducible. s is nontrivial because 
111 # 1. 
S acts on the projective space P of K”. K” and P are endowed with the topology 
induced from the field K, i.e. the product topology on K” and the quotient topology 
on P coming from the natural mapping 7t :K” \ (0) +P. It is well known that P is 
compact in this topology. In [18, 3.31 it is shown that there exists a metric 
d : P x P + Iw + inducing a topology that agrees with that introduced above. Moreover, 
on open subsets of P that can be identified with K”- ‘, d is equivalent in the usual sense 
with the metrics introduced via the Cartesian metrics on K"- ‘. For a linear map 
g : P -+ P we denote by llgll the norm of g with respect o the metric d, (Ilgll < co by 
[18, Lemma 3.53). Let 3 be a representative of g in GL (n, K) and x(x) = nl= 1 (x - Ai) 
EK[x] be the characteristic polynomial of i. Put Q = {Ai I I /Ii I = 
SUP{) ltj) ) 1 I j I a)}. Let xi(X) = nieR(X - Ai), X2(X) = ni$*(X - ii). Clearly 
x = x1x2 and it is easy to see that x1,x2 EK[x]. It is also known that 
ker(Xi(#)) @ ker(x2(g”)) = K”. We define A(g), A’(g) as the subspaces of P that corres- 
pond to ker(x,(a), ker(X,(g”)), respectively. For s E GL(n, K), by A(s), A’(s) we mean the 
spaces ,4(g), A’(g) where g is the image of s in PGL(n, K). With this notation we have 
the following important result. 
Lemma 1 (Tits [18, Lemma 3.81). Let g : P + P be a linear map, C E P a compact 
subset. Then 
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(1) Assume that g is semisimple, A(g) is a point and CnA’(g) = 8. Then 11g” 1 c/I -+n_ao 
0 and for every neighbourhood X of A (g) there exists N such that gk (C) G Xfor k 2 N. 
(2) Assume that g(C) E Int(C) and 1/g ICI\ < 1. Then A(g) is a point contained in 
Int(C). 
Lemma 2. Let S c GL(n, K) be such that s is connected. If there exists a semisimple 
element s E S such that A(s) is a point, then the set Z = {s’ E SI A(s’) is a point} is dense 
in S. 
Proof. Choosing an appropriate connected component of the set SN = {sk Ik E N} we 
can assume that there exists M c N, I M) = co, such that sM is connected. Let 
U = {u E SluA(s)$A’(s)}. U . is o p en and it is nonempty because s E U. Let u E U. 
There exists a neighbourhood X of the point A(s) in P such that &nA’(s) = 8, where 
8 denotes the closure of X in the topology of P. From Lemma 1 it follows that 
sk(t&) c X and llsku 11 II < 1 for k 2 N, (note that llsku 12 11 I II sk lucgj II I/u 11). Take 
k 2 N,. Lemma 1 applied to g = sku and C = r? implies that A(sku) is a point. Hence 
sku EZ for UE SnU and k 2 N,. Now sMntklkZ Nu) is dense in s”, so that s”u c Z. Let 
m. E M. Then smO (UnS) E Z. Consequently smo UnS = smoS = s G Z, which shows 
that Z is dense in S. 0 
The element s E S found earlier has precisely one eigenvalue of maximal absolute 
value, so that A(s) is a point. By Lemma 2, Z is dense in S. Let T E s be a maximal 
torus of S. T diagonalizes in a basis vl, . . , v, of 8’“. By hi we denote the eigenvalue of 
t E T corresponding to ai. Define Uij = {t E T I J-i(t) # Ai(t Uij are open in T. Let 
to E nu,,+o Uij. Assume that ~1, .. . , v, is the set of simple eigenvectors of to. The choice 
of to implies that each simple eigenvector vof t E T lies in {vi, . . . , vr}. Let w E K” E F” 
be a vector that corresponds to the point A(s), and W E F” a hyperspace correspond- 
ing to A’(s). Define L(s) = {g E SI if w’ is a simple eigenvector of g, W’ its g-invariant 
complement, then w $ W’ and w’ $ W}. We will show that L(s) contains an open subset 
OfS. Let V = {gESlgVi# W,w$glin(vi, . . . ,Ui-i,Ui+i, . . . ,V,) for i = 1, . . . ,r}. V is 
open and nonempty because S is absolutely irreducible. Let v be a simple eigenvector 
of gtg-‘, where g E I’, t E T. Then g- ‘v is a simple eigenvector of t, so that g- ‘v = zli 
for some iE{l, . . . ,r}. Hence v = gVi. A similar argument shows that the gtg-‘- 
invariant complement of 2, is equal to g lin(vl, . . , vi - 1, vi + 1, . . , v,). The definitions of 
L(s) and V imply that gtg-’ E L(s). Let 4 : Sx T + S be given by the formula 
&g, t) = gtg-’ for (g, t) E $x T. We know that &V x T) G L(s). 4(V x T) is a con- 
structible set as an image of V x T, cf. [4, Chapter 4.43, hence it contains an open 
subset of $(V x T) = 3. Therefore, L(s) contains an open subset of S, as claimed. Let 
t E Z nL(s)n(g E SI g is semisimple}n{g E SI w is not an eigenvector of g}. (The latter 
of the intersected sets is open and nonempty because S is absolutely irreducible, hence 
the intersection is nonempty.) The following lemma shows that there exists no such 
that P, P’ generate a free noncommutative semigroup, completing the proof of the 
theorem. 
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Lemma 3. Let s, t E GL(n, K) be semisimple. Assume that A(s), A(t) are points such that 
A(s) # A(t), A(s) $ A’(t), A(t) # A’(s). Then there exists no such that s”“, tno generate afree 
noncommutative s migroup. 
Proof. There exist neighbourhoods U,, U, of the points A (s), A(t), respectively, such 
that U,n U, = 8, 8, n(A’(s) u A’(t)) = 8 and oI,(A’(s) u A’(t)) = @, (as before, 8 de- 
notes the closure of X in P). Choose p #U,u U,uA’(s)uA’(t). From Lemma 1 it follows 
that s“({p}uU,uUJ 5 U, and tk({p)uU,uUJ c U, for k 2 no. Suppose that 
s”oalrnoaz . . . = tnobl snabz . .. for some a1,a2, . . . , bl,b2, . . . E fV. An easy induction 
shows that snoa*tnooa ... (p) E U, and tnob1snob2 ... (p) E U,, contradicting the fact that 
U,n U, = 8. Similarly, p $U,u U, implies that a nontrivial word in P, t”O cannot be the 
identity of GL(n, K). The assertion follows. 0 
Remark. The argument of Tits can also be modified to obtain an alternative proof of 
the solvable case in the above theorem. Indeed, it is enough to consider the situation 
where K is finitely generated and S E GL(n, K) is such that the group S is connected 
and solvable. Extending K we can assume that sis indecomposable and Sis contained 
in the group of upper triangular matrices over K. For an element g E S let 
k(g), ... ,1,(g) be the subsequent diagonal entries of g. Define 4:S+ GL(n,F) by 
4(g) = gl1i(g)- ‘. 4 is a K-homomorphism of algebraic groups. If &J(S) is nilpotent-by- 
finite, then S is nilpotent-by-finite, so that passing to 4(S) we can assume that 
Jr(g) = 1 for all g E 3. If for every s E S each Ai is a root of unity, then {&(s) 1 s E S, 
i = 1,2, . . . ,n} is a finite set. In this case the group generated by S is unipotent-by- 
finite, and so we are done. Thus, assume that n,(s) is not a root of unity for some s E S 
and some i. As in the proof of the semisimple case, Lemma 4.1 from [18] allows to 
assume that K is locally compact and 1 l,(s) 1 # 1. S acts on the protective space P of 
K”. Since 1 l,(s) 1 = 1 and I A,(S) I # 1, A(s) # P. Let W c K” be the linear space 
corresponding to A(s). Define AF(s) = lit-r,(W). Assume first that AF(s) is $-invariant. 
Then AF(s) is an element of an invariant flag of S. Extending K we can assume that 
W = linf(el, . . . ,e,), where ei is the ith vector of the standard basis of K” and 
S consists of upper triangular matrices over K. Consider the transpose ST E ST. If 
A#*) (defined similarly as AF(s) above) is $*-invariant, then AF(ST) is a direct 
summand of the $*-module F”, contradicting the indecomposability of S. Replacing 
S by ST if necessary, we can assume that A@) is not S-invariant. Applying N to 
S (note that r = dim, A&Y)) we come to an element K(s) E N(S) such that A(A*(s)) is 
a point. This allows to assume that s E S is such that A(s) is a point and AF(s) is not 
S-invariant. Choose M E N, IMI = 00, such that sM is connected. Let n,(s) be the 
eigenvalue of s of maximal absolute value. It is easy to see that for u E S there exists N, 
such that, for k 2 N,, li(usk) is an eigenvalue of usk of maximal absolute value. Let 
Z = {s’ E S I Ai is an eigenvalue of s’ of maximal absolute value}. Then usk E Z for 
u E S and k 2 N,. An argument as that in the end of the proof of Lemma 2 allows to 
show that Z is a dense subset of S. Let t ~Zn{g ESI AF(s) is not g-invariant). (The 
latter of the intersected sets in open in S and nonempty by the choice of s, so that 
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the intersection is nonempty.) We have chosen elements , t E S such that A,(s), A,(t) are 
eigenvalues of s, t, respectively, of maximal absolute values and A(s) # A(t). Replacing 
s by its restriction to lin(e,, . . . , ei) we can assume that n = i. Then 
A’(s) = A’(t) = lin(e,, . . . , e,_ i). The elements , t satisfy the hypotheses of Lemma 3, 
except for being semisimple. However, as mentioned in [ 181, the assertions of Lemma 
1 (and hence also of Lemmas 2 and 3) are valid without this restriction. Therefore, 
(s, t) contains a free noncommutative subsemigroup. 
Corollary 1. Assume that S z M(n, K) has no free noncommutative subsemigroups. 
Then the groups associated to S are nilpotent-by-periodic and they are solvable-by-jmite 
if ch(K) = 0. 
Proof. It is well known that locally nilpotent-by-finite linear groups are nilpotent-by- 
periodic and they are solvable-by-finite if ch K = 0, cf. [18, 193. 0 
If R is a finitely generated omain, then every locally nilpotent-by-finite subgroup 
of GL(n, R) is nilpotent-by-finite, cf. [19, Theorem 10.143. The following extension of 
this result is an immediate consequence of Theorem 1. 
Corollary 2. Assume that K is ajnitely generatedjield and G E GL(n, K) is a group. Zf 
G is locally nilpotent-by-jinite, then it is nilpotent-by-jinite. 
We note that, in contrast to the case of linear groups, finitely generated (noncancel- 
lative) linear semigroups satisfying the conditions of the theorem need not have 
polynomial growth, even if the associated linear groups are finitely generated, cf. 
[13,15]. 
3. Closure of S 
Let S s M(n, K). It is well known that the groups associated to the Zariski closure 
S of S in M(n, K) are just the maximal subgroups of S, cf. [16, Theorem 3.181. Thus, 
S has a better structure than S, cf. [ 121 and [ 11. Theorem 3. lo]. From Corollary 1 we 
know that, if S has no free noncommutative subsemigroups, then the groups asso- 
ciated to S are nilpotent-by-periodic. Moreover, Theorem 1 implies that, if S is finitely 
generated, then S has no free noncommutative subsemigroups. The latter is no longer 
true if S is not finitely generated. For example, the group G of upper triangular 
matrices in GL(n, K), n > 1, K gFP, with periodic diagonal is nilpotent-by-periodic, 
but its closure ( = the group of all upper triangular matrices) is not of this type. 
However, the following is true. 
Proposition 1. Assume that the associated groups of a linear semigroup S E M(n, K) are 
solvable-by-finite. Then the maximal subgroups ofS are solvable-by-finite. In particular, 
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if a linear semigroup S has no free noncommutative subsemigroups and ch(K) = 0, then 
the maximal subgroups of S are solvable-by-jinite. 
Proof. Let Uj, Wj,j = 1, 2 . . . , be words in x, y defined inductively as follows: 
u1 =x,wt =y, 
Uj+l = Uj+,Wj+t = UjWjUj for odd j, 
uj+t = Wjujwj, Wj+ 1 = Wj” for even j. 
It is easy to check that, if x, YE M(n, K), then u = U,,, i, w = WZn+ 1 lie in a maximal 
subgroup D of M(n, K). By the hypothesis, the group G generated by SnD is 
triangularizable-by-finite. From [15, Corollary l] we know that there are finitely 
many conjugacy classes of linear groups arising from S in this way. Therefore, there 
exists N 2 1 such that if x, y ES, then 
[c(ab - ba)]” = 0 for every a, b, c E (uN, w”). 
This is a set of polynomial identities, so it must be also satisfied for every x, y E S. Let 
H be a maximal subgroup of Sand let e = e2 E H. Suppose that x, y E H generate afree 
nonabelian subgroup. Then aN, wN also generate a free nonabelian subgroup X. The 
above implies that the commutator ideal of the K-subalgebra A generated by uN, wN in 
M(n, K) has a basis consisting of nilpotents. Therefore it is nilpotent. From the 
Cayley-Hamilton theorem (applied to eM(n, K)e N M(r, K) for some r I n) it 
follows that e E A is the identity of A and X lies in the group of units A* of A. 
However, A* is solvable, a contradiction. This shows that H is solvable-by-periodic 
[18]. Since K can be chosen nonalgebraic over its prime subfield, the connected 
component H” of H is solvable. (Otherwise, the semisimple group W/&Y(W) would 
have a periodic torus, which contradicts the choice of K.) Hence H is solvable-by- 
finite, as desired. 
The second assertion follows now from Corollary 1. Cl 
Let G = GL(n,P,)K*, where F, is a proper subfield of K. Then G is abelian-by- 
periodic, but the Zariski closure of G in GL(n, K) is not solvable-by-periodic. Hence, 
the analogue of the above result cannot hold for non-finitely generated linear semig- 
roups in positive characteristics. 
A semigroup T is called strongly x-regular if a power of every SE T lies in 
a subgroup of T. Let cl(S) denote the smallest strongly n-regular subsemigroup of 
M(n, K) containing S. This is well-defined and coincides with the smallest subsemi- 
group T G M(n, K) such that the associated groups of T actually are subgroups of T, 
cf. [ll, Theorem 3.101. Clearly, S E cl(S) c S. If S E GL(n, K), then cl(S) is the group 
generated by S. In general, if S G M(n, K), cl(S) should be viewed as an analogue of 
this situation - a ‘group approximation’ of S. 
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Lemma 4. Let S E M(n,K) be a semigroup. Then 
(1) cl(S) = U+l(T) h w ere the union runs over all finitely generated subsemigroups 
TofS; 
(2) for every jnitely generated subsemigroup R of cl(S) there exists aJinitely gener- 
ated subsemigroup T of S such that R G cl(T). 
Proof. Let A = Urcl(T). If sl, s2 EA, then the definition of A implies that there exist 
finitely generated subsemigroups T1, T2 of S such that Si E Cl(Ti) for i = 1,2. Clearly, 
s1 s2 E cl(( T1, T2)). Since ( T1, T2) E S is finitely generated, it follows that s1 s2 E A. 
Hence A is a semigroup. Moreover, cl( T,) is strongly rc-regular, so sy = s;lts;l for 
some t E cl(T) and m 2 1. Therefore, A is strongly n-regular. Since S E A E cl(S), it 
follows that A = cl(S). 
Assume that R = (v 1, . . . , vk) for some vi, . . . , ok E cl(S). From (1) it follows that 
ai E Cl(V’i) for a finitely generated subsemigroup Vi of S, i = 1, . . . , k. Then 
R G cl(( V1, . . . , vk)) and (Vi, . . . , vk) E S is finitely generated. 0 
More insight into the construction of cl(S) is provided by the following observation. 
Remark. Let N,,, . . . , N, be the sets of matrices of ranks 0, . . . , n, respectively, in 
M(n,K). Put S’i = SnNi. Let j be maximal with Sj # 8. Consider the non- 
empty intersections Sn H with maximal subgroups H of M(n, K) whose elements are 
of rank j. Let S(O) = S. Put S”’ = (S,U(SnH)-‘), where (SnH)-’ denotes the set of 
inverses in H of elements of SnH and the summation runs over all such H. Next, 
construct S(‘) 2 S(i) proceeding in the same way with respect o So’ and the set S$!! 1 of 
matrices of rank j - 1 in S (l) Afterj steps we reach a subsemigroup S(j) of M(n, K). It is . 
clear that, in each step r 2 1, St’ = St- ‘) for k 2 j - r + 2 and as in Lemma 9 in [14] 
one can show that S!ll , r+l = (S~~,:,,,(A~~~:‘,)-‘)nNj_,+,, where Ai’“‘denotes the 
set of ‘group elements’ in S”“’ n Nk. This easily implies that S(j) = cl(S). Moreover, each 
element of S”’ is a word w(sl, . . . , sq) in some sl, . . . ,sq E S”- ‘) that allows local 
(I- ‘) inverses of those si that lie in Aj_r+l. Therefore, each z E cl(S) is an iterated word 
z = wj(wj!!l( ...), . . . . w$“i;“( ..;)) of this type. 
Corollary 3. Let S G M(n,K). Then 
(1) if S satisfies an identity then cl(S) satis$es this identity, 
(2) if S has no free noncommutative subsemigroups, then cl(S) has no free noncom- 
mutative subsemigroups. 
Proof. This is a direct consequence of Theorem 1 and Lemma 4. 0 
If S G M(n, K), K g Fp, is a connected algebraic semigroup (i.e. Zariski closed and 
irreducible as an algebraic variety), then the maximal subgroups of S are connected. 
From Theorem and from [l] it then follows that S has no free noncommutative 
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subsemigroups if and only if the maximal subgroups of S are nilpotent, which is also 
equivalent o the fact that S satisfies an identity. 
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