We propose to replace the exact amplitudes used in MC event generators for trained Machine Learning regressors, with the aim of speeding up the evaluation of slow amplitudes. As a proof of concept, we study the process gg → ZZ whose LO amplitude is loop induced. We show that gradient boosting machines like XGBoost can predict the fully differential distributions with errors below 0.1%, and with prediction times O(10 3 ) faster than the evaluation of the exact function. This is achieved with training times ∼ 7 minutes and regressors of size 30 Mb. These results suggest a possible a new avenue to speed up MC event generators.
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I. INTRODUCTION
The success of the LHC in discovering the Higgs boson is a testament of the impressive advancements made by the HEP community in understanding accelerators and detectors, and in our ability to make more accurate Standard Model (SM) predictions. Thanks to these developments, the LHC is rapidly evolving from being an energy frontier machine, aimed at seeing large resonances over the SM background, to a precision machine, aimed at measuring small deviations over very precise SM predictions.
Due to the key role of higher order corrections in precision physics, there has been a Herculean effort in recent years to compute, store, and automate higher loop calculations for SM and Beyond the SM (BSM) predictions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . As impressive as this has been, the use of higher loop and N(N)LO results by the broader HEP community has been relatively low, in part due to the long times required to evaluate amplitudes beyond tree level. This evaluation time increases dramatically with the loop order, and already reduces the feasibility to perform certain MC event simulations at one loop in a reasonable amount of time. Nonetheless, higher loop effects will become more and more important as the precision from the experimental and theoretical sides keeps improving. This calls for innovative ways reduce the evaluation times for slow amplitudes. One possible avenue to do just that is to improve the techniques and tools currently in use; this effort is well underway by the various the groups cited above and steady improvements are continually being achieved. In this work, however, we want to direct our attention towards a possible new direction to address these issues.
Our main goal is to show that, thanks to the advances in Machine Learning (ML) algorithms and tools that implement them, it is now possible to train ML regressors with pre-computed slow amplitudes, and then * Electronic address:fady.bishara@desy.de † Electronic address:marc.montull@gmail.com use them to predict the same amplitudes with great accuracy in a fraction of the time.
As a proof of concept we study the gg → ZZ process which is loop induced at LO (see Fig. 1 ). We find that ML regressors can achieve prediction times O(10 3 ) faster than the time required by traditional tools while the predicted values for single and double differential distributions have errors below 0.1%. This is achieved with training times 7 minutes on a single CPU core, and with a disk size for the trained regressors of a few Mb. We present further details and discuss techniques to improve time and prediction accuracy in Sec. II, III, IV, V.
Machine Learning algorithms are constantly find new applications in HEP research (see [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] for concrete applications and [41] [42] [43] [44] [45] [46] [47] [48] [49] for recent reviews). Nonetheless, we are not aware of any work where these tools have been used to speed up time consuming amplitudes. 1 There are many processes where speeding up MC event generation can be immediately useful. Therefore, a next step after this work would be to test the ML regressors on other processes and implement them into a MC generator [51] . We comment on further applications in Sec. V. 
II. A PROOF OF CONCEPT WITH gg → ZZ
We choose to test the performance of ML regressors in approximating the gg → ZZ squared amplitude for several reasons. First of all, the LO contribution to this process arises at one loop ( Fig. 1 ) and therefore is slow. Secondly, it has been shown in Ref. [52] that the contribution of the loop-induced gg → ZZ channel represents 60% of the full NNLO correction of the hadronic Z-boson pair production, making its computation imperative when performing phenomenlogical studies to test the SM or to search for New Physics (NP). Of special relevance to NP are the cases where it is a background for pp → ZZ with H decaying tobb or to invisible new particles [53] [54] [55] [56] [57] [58] . At the same time it is simple enough to avoid unnecessary complications: the squared amplitude only depends on two variables, the center of mass energy and the polar angle θ, i.e. |M( √ŝ , cos θ)| 2 . Furthermore, when the the pair of ZZ bosons are on-shell, there are no resonance peaks. Hence the |M| 2 is the same order of magnitude over the full PS domain -we leave the study of processes with s-channel resonances for future work. Furthermore, this amplitude doesn't depend explicitly on the renormalization scale (only implicitly via the couplings and masses), making it straightforward to account for the running couplings with a global re-scaling.
III. ML ALGORITHM AND TRAINING

A. Choosing a Machine Learning algorithm
The problem we are trying to address here requires, above all, two features from a ML algorithm: first, it must be able to approximate the true function over the entire domain as accurately as possible; second, it must be be able to do so faster than existing dedicated programs ∼ 5 · 10 −3 [s] per phase space point. 2 An additional bonus feature is for the machine to be lightweight, i.e. to have a small size so that it is easily portable, for instance a few MB.
With this in mind, we evaluated several algorithms suited for regression in the early stages of this work. In particular, we tested deep neural networks (DNN) with TensorFlow [59] , random forests [60] [61] [62] , and gradient boosting machines (GBM) [63, 64] . From the outset, GBMs as implemented in XGBoost [65] outperformed the others by far in terms of speed, accuracy, and robustness against overfitting with virtually no tuning. 3 Therefore, 2 This evaluation time is the one measured by us when we used
OpenLoops to generate the gg → ZZ squared amplitudes for the training and prediction sets. The CPU core used for this timing is described in Sec. III D. 3 XGBoost rose to prominence by winning the Kaggle Higgs Callenge. Since then it has been consistently on the top of the ladder all the results presented in this paper are obtained with XGBoost via the scikit-learn API.
As discussed above, we use the default or close to the default values for the hyper-parameters, except for the number of estimators (n), maximum depth of the trees (m d ), and the learning rate (l r ), for which we performed a small scan n ∈ [10, 1000], m d ∈ [10, 800], and l r ∈ [0.01, 0.3]. Based on this bare bones optimization, the parameters chosen for the ML regressor used in this work are shown in Tab. A.
B. Datasets for Training and Prediction
To train and test the XGBoost regressor, we generate 18 million (18M) pairs of phase space points ( √ŝ , cos θ) uniformly distributed in the region defined by,
with p cut T = 1 GeV to regulate the singularity in |M| 2 in the limit p T → 0 (similarly to what is done in MCFM [68] and Madgraph aMC@NLO [2] ). We choose ( √ŝ ) max = 3 TeV as an arbitrary cutoff relevant for LHC physics. Nonetheless, it is straightforward to increase it (see Section IV A).
With these, we compute the corresponding squared amplitudes, required for training and testing XGBoost , using the OpenLoops software [69] . 4 The training and prediction datasets are split into 3M and 15M respectively. To ensure that the data sets are statistically independent, we generated the phase space points using the Python implementation of the Mersenne Twister algorithm, which when initialized properly, has a period of 2 19937 − 1 [70] .
C. One large versus many small?
The function that we are trying to approximate, |M| 2 , is peaked at cos θ → ±1. This motivates an ansatz to break up the full phase space into smaller subregions with roughly equal integrated d |M| 2 /dPS with the purpose of training one regressor per sub-region. The cos θ and √ŝ regions are defined by
with the idea of decreasing as much as possible the variation of the squared amplitude in each sub-region. With these choices, we end up with 10 sub-regions each with its own dedicated XGBoost regressor that is trained and only predicts in that region. We delineate each sub-region with dashed gray lines in Fig. 3 .
For the rest of the paper we will refer to the ansatz with 10 regressors as the '10 regions' regressor, and to the one trained on the full domain defined by Eq. (1) as '1 region'.
To compare the performance between the '1 region' and '10 regions' regressors, we first train the '1 region' regressor on a given dataset. Then, to train each of the ten regressors that make the '10 regions' regressor, we split the same dataset according to the regions defined in Eq. 2. In the end, each of these ten regressors making the '10 regions' regressor is only trained on a fraction between 2.4% and 24% of the total dataset, corresponding to the fraction of its PS area (since the PS is uniformly sampled).
D. Training time
We benchmark the time it took to train the '1 region' and '10 regions' regressors defined in Sec. III C on a single CPU core of an Intel R Xeon R CPU model E4-2630 v4 @ 2.40 GHz on x86 64 architecture. Since XGBoost can train and predict on multiple cores by default, the times reported here are quite conservative. In practice, modern desktop machines with at least four cores are increasingly common and so training and prediction times can be easily be improved by a factor of a few to ten.
The results of the timing tests for the training phase are shown in Fig. 2 for both the '1 region' and '10 regions' regressors. In addition, a simple power law fit to the points is shown for each one on the plot. For a training dataset size of 3M PS points, the '1 region' ('10 regions' ) regressors took ∼ 16 (7) minutes to train. In the case of the '10 regions' regressors -there are 10 of themwe added up the times it took to train each one of them.
IV. RESULTS
In order to benchmark the trained '1 region' and '10 regions' regressors defined in Sec. III C, we study the relative error of their predictions, and measure their evaluation times. The relative error is defined by,
As for the training times, We measure the prediction times on a single core of the same CPU described in Sec. III D.
A. Accuracy of predictions Figure 3 shows the relative error on the sum of the predicted d 2 |M| 2 /dPS values in each bin for the '1 region' and '10 regions' regressors defined in Sec. III C. Each of the regressors is trained with 3M points and the relative errors are computed from predicting 15M points. Each bin has a size of 140 × 0.2 (GeV, cos θ), which is appropriate for phenomenological studies at the LHC. The top and bottom panels correspond the '1 region' and '10 regions' regressors respectively. In addition, the bottom panel is overlayed with the boundaries of the 10 sub-regions defined in Eq. (2), where each of the ten XGBoost regressors tha mek the '10 regions' regressor are trained. We find that the '1 region' regressor has a maximum relative error of 0.3% while the '10 regions' regressor has a maximum error of 0.03% when trained with a dataset of 3M points while predicting on 15M.
For phenomenological studies, another important differential distribution is the singly differential one with respect to √ŝ . The relative error for this distribution is shown in Fig. 4 where the red curve and blue curves correspond to the '1 region' and '10 regions' regressors respectively. The training and prediction datasets have 3M and 15M points respectively.
In order to assess the effect of the size of the training set on the performance of the machines, we show in Fig. 5 the fraction of points with relative error greater than 1%, 5%, and 10% using the full 15M phase space point prediction dataset. The dashed (solid) curves correspond to the full (subdivided) phase space. Again, it is clear that subdividing the phase space is very effective in reducing the errors. Figure 5 also shows that, for the chosen hyperparameters (see Tab. II), there is little benefit from using training datasets larger than 1M points. Furthermore, the is no over-training even up to traning datasets of 3M points.
From the results presented in it is section, the benefit of subdividing the phase space and training separate ma- '1 region' '10 regions' = 1% = 5% = 10% Figure 5 . Percentage of predicted points with an error greater than 1%, 5% and 10% as a function of the number of trained points (the number of predicted points is three million).
chines on the subregions is clear: the error between the '1 region' and '10 regions' is reduced by an order of magnitude (see Figs. 3, 4) while the training and prediction time are reduce by a factor two (see Figs. 2, 6 ), for the same training and prediction datasets.
B. Prediction speed
The time required to predict one phase space point is a crucial performance metric for the trained machine. Clearly it must be much faster than the time required to evaluate the true function (use OpenLoops as our benchmark). To demonstrate the performance of our machines, we plot the prediction time per phase space point as a function of the training set size in Fig. 6 . For the 10 region machine trained on 1M points, the prediction time is ∼ 1 × 10 5 seconds in comparison to 8.7 × 10 −3 sec- onds for Fortran interface of OpenLoops -i.e., a factor of ∼ 1000 speedup! Note that loading the machine has an overhead cost of ∼ 6 × 10 −4 seconds and so care must be taken to load only once per run.
C. Disk size
A useful feature for any "function" approximating the true squared amplitudes, is to be lightweight in disk size. For this purpose we report in Eq. 4, the scaling behaviour of the '1 region' and '10 regions' regressors, as a function of the number of points N in the training set. Where N is given in millions. size = 1.1 N + 1.5 [Mb] ('1 region' ) size = 19.6 N 0.36 − 0.5 [Mb] ('10 regions' ) .
For instance, we find that for 1M points, the '1 region' regressor has a size is 2.6 Megabytes. This makes these regressors ultra portable and could be downloaded on the fly during MC event generation -we envision machines of this type to be an option given to the user when generating events with popular MC event generators such as MG5 aMCNLO [1] , Sherpa [71] , and Whizard [72] .
V. SUMMARY AND CONCLUSIONS
The idea of using ML regressors to approximate squared amplitudes proposed in this work is a new application of Machine Learning techniques in HEP. Our goal is to accurately predict the trained squared amplitudes in a fraction of the time it takes to evaluate the exact ones.
As a proof of concept, we studied the accuracy and speed of the XGBoost regressor to predict the squared amplitudes for the gg → ZZ process which at LO is generated at one loop. Our results show that the XGBoost regressors deliver a 1000-fold speedup in evaluation time with respect to OpenLoops with no more than 0.03% relative error with respect to the true double differential distribution binned as in Fig. 3 .
Another convenient feature of the XGBoost regressor studied in this article, is its reduced training speed. Using the hyper-parameters given in Tab. II the training on 1M uniformly generated PS points takes about 2 minutes on one CPU core (see Sec. III D). XGBoost is by default able to train and predict on multi-core CPUs so actual training and prediction times are faster by a factor proportional to the number of available cores. It is also able to run on GPUs with some minor modifications. Otherwise, LightGBM [73] works by default on GPUs and could be a better performing regressor than XGBoost .
In addition, the disk size of the trained XGBoost regressor for this process, is at most 30 Mb, making it easy to distribute on the fly during process generation in MC event generators.
Another important result of this work is the fact that the errors on the predictions of the XGBoost regressor can be reduced by an order of magnitude if, instead of one, ten regressors are trained on ten disjoint sub-regions of the full phase space. Given that the loading time of each XGBoost regressor is O(10 −4 ) seconds, the difference in prediction times between one versus ten regressors is negligible. A bonus feature of training more regressors in smaller sub-regions is that their aggregate training and prediction times for a given dataset are reduced with respect to only using on regressor for the full phase space, see Figs. 2, 6.
In Table I we summarize the aforementioned performance benchmarks for one XGBoost regressor (named '1 region' ) trained on the full phase space region, and for ten regressors ('10 regions' ) each trained on a subregion. ' The success of the proof of concept studied in this work suggests many applications and ideas to explore. Possible future directions are:
• Exploring the performance of ML regressors on qualitatively different channels with slow amplitudes. For instance: i) Amplitudes with resonant s-channels ii) N(N)LO amplitudes iii) 2 → n processes.
• Test and benchmark other ML regressors.
• Implement the trained ML regressors into a MC event generator [51] • On a side note, it would be interesting to test the performance of GBM on interpolating PDF and NNLO grids.
Note added: Refs. [74] appeared while we were finalizing this project. The authors use ML regressors as interpolators for the NNLO QCD amplitude for pp → 3γ.
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Appendix A: Hyper-parameter settings All of the regressors discussed in this paper were trained with the hyper-parameter settings shown in Tab. II. As discussed in Sec. III A, we performed a bare bones optimization of a subset of the hyper-parameters. Namely: the number of estimators, the max depth, and the learning rate. The final chosen values for these parameters are shown in the top half of Tab. II (above the split). The values of the parameters below the split in Tab. II are the default ones XGBoost except for 'subsample' where a value of 0.75 was chosen to reduce the risk of over-training. Table II . Hyper-parameter settings used for all XGBoost regressors in this work. The parameters we attempted to optimize are shown above the split while the values for the parameters below the split are the XGBoost default ones with the exception of 'subsample', see text for details.
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