Abstract. We present a method for solving systems of nonlinear equations suitable to problems where convergence of an approximate Newton method is initially slow. The method, nonlinear elimination (NlEm), eliminates the nonlinear equations and appropriate variables deemed to be causing the problem. We give an analysis of the method. The analysis leads to a detailed algorithm which we show reduces automatically to approximate Newton method near the root of the system of equations. We conclude with several examples demonstrating the e cacy of the method.
1. Introduction. We consider the numerical solution of a nonlinear system of equations g(w) = 0 (1.1) where g = (g 1 ; g 2 ; : : :g n ) T and w = (w 1 ; w 2 ; : : : ; w n ) T . Generically we consider the methodology of 1] and the analytic framework presented there. This setting insures that for any w 0 in some set S, a sequence of iterates w k will converge to w 2 S and g(w ) = 0. The iterates are de ned as w k+1 = w k + t k x k ; (1.2) where x k approximates z k in g 0 k g 0 (w k )z k = ?g k ?g(w k ) (1.3) and t k 2 (0; 1] is chosen to force kg k+1 k < kg k k; (1.4) where 0 < < 1. The sense in which x k approximates z k of equation (1.3) is measured by k = kg 0 k x k + g k k=kg k k (1.5) and all k < 1 su ces for convergence (for some sequence of t k ). We call this algorithmic approach GAN, for global approximate Newton, \global" referring to the set S which can be IR n . Such variations of Newton's method have been used successfully in signi cant technology areas including circuit and device simulation 2, 3] . The trick in any of these applications is in picking, if necessary, an \inner" solver for (1.3) to insure k < 1 and in choosing t k ! 1 to ensure (1.4) and superlinear convergence. This can be particularly challenging in practice since often we can not be sure a priori that the su cient convergence conditions are satis ed, nor can we wait for k ! 1.
The use of nonlinear elimination (NlEm, en-lem) is motivated by problems in which convergence seems to be interminably tedious and yet there is no evidence of ill-conditioning (or singularity). This leads us to believe that g has some badly misscaled component functions, that is, some \subfunction" g 1 (u; v) regarded as a function of u given v causes t k to be small. We propose to eliminate g 1 as an inner iteration.
Consider g(w) to be partitioned as g(w) For conciseness we write g ij g ij (u; v). Assuming then that u = h(v) exists on an appropriate set, we attempt to solve equation (1.1), which can be rewritten as f(v) g 2 (h(v); v) = 0; (1.11) for v using GAN. To use GAN we must compute the Jacobian f 0 (v); di erentiating equation (1.11) yields f 0 (v) = g 21 h 0 (v) + g 22 ; (1.12) where g 21 ; g 22 are evaluated at (h(v); v). Making the substitution (1.10), we obtain, f 0 (v) = g 22 ? g 21 g ?1 11 g 12 : (1.13) and we recognize the right hand side of (1.13) as a Schur complement. More precisely we see that the Newton direction equation associated with (1.11), namely, f 0 (v) v = ?f(v) ( (1.15) where all functions are evaluated at (h(v); v) and g 1 (h(v); v) = 0. The equation (1.14) arises from block Gaussian elimination on (1.15) as indicated by (1.13) . This is computationally attractive since nonlinear elimination leads to the same algebra as GAN on the whole system, but now applied at the point (h(v); v). To summarize there are two nonlinear solve processes: an \inner" equation solve to evaluate h(v) when necessary and an \outer" Newton iteration to solve (1.11) via (1.15).
Signi cantly, when a sparse matrix package can be used for GAN, it is also applicable for NlEm. That is, starting at the point (h(v); v) both NlEm and GAN would need to solve the system (1.15). It is unimportant that the variables be ordered so that the u variables are rst. In fact it is easy to imagine cases where such an ordering would lead to signi cant ll. After the linear system is solved the v variables can easily be gathered. Many investigators have studied nonlinear elimination for particular applications. We discuss two of these applictions here.
The rst is macromodeling circuits. A circuit can be thought of a k-terminal device. In modeling the circuit the user wishes to know how changing the voltage at some of the input terminals a ect the voltage at other terminals. The number of unknowns for the system is then k plus the number of internal unknowns in the device. In 4] the authors show how to eliminate the internal unknowns from the system of nonlinear equations that must be solved at each time step.
A second widely used, although only tangentially connected, application of nonlinear elimination is in nonlinear least square. Consider the problem of nding (u; v) such that ky ? g(u; v)k 2 (1.16) is minimized, where y 2 IR n 1 is a set of observations and g : IR p ! IR n is nonlinear. We have assumed, as in 7] , that l(v) has full column rank. The case when l(v) does not have full column rank is handled in 5, 6] .
The di erence between this approach and our approach is that we eliminate variables and equations so that f(v) is still a system of p nonlinear equations in p unknowns. This paper is organized as follows. In section 2 the algorithm discussed above is presented along with a simple example. Sections 3-5 contain an analysis of the whole procedure, presented as constructively as possible. Since we suggest that NlEm can be part of a general algorithmic strategy this analysis presents conditions that ensure convergence in a way that is compatible with the theory presented in 1]. Section 4 discusses the case when (1.8) is solved exactly while section 5 discusses how accurately (1.8) must be solved to retain the higher order convergence of Newton's method. The analysis in section 5 leads to a re ned algorithm in section 6, which uni es NlEm and GAN into a single methodology. Section 7 contains several computed examples.
2. Implementation Overview. In this section we will give a brief overview of how to implement the iteration. In section 7 we give a detailed algorithm that uni es GAN and NlEm into a single code.
The outline of the algorithm is given in gure 1. Often, the hardest part of the implementation is in step 2, since determining the set of equations that belong in g 1 is usually problem dependent.
The solve in step 3 might cause an initial increase in the overall norm of g; i.e., kg(u 0 ; v 0 )k < kg(h(v 0 ); v 0 )k:
However the norm of g decreases monotonically thereafter. Changing, arbitrarily, the set of equations represented by g 1 could lead to thrashing (i.e., the norm of g goes down for a while, but the g 1 equations are changed causing kgk to be as large or larger than previously).
Care must be taken that the norm has actually gone down before trying to change the g 1 equations.
The computation in step 4b implicitly requires a solve of the g 1 equation. That is, to compute h(v k + t k v k ) the g 1 equation must be solved.
Step 4b is potentially expensive, since every new choice of t k requires a solve of the g 1 equations.
Note that in step 4b we are trying to make the overall norm of g go down. This is necessary since g 1 6 = 0 in practice. When g 1 7 causes a large increase in the norm of the system. This is not true for the second equation. Having decided on the equation to eliminate we must then decide on the variable to be eliminated with it. In more realistic problems the variable eliminated will be somewhat more obvious. In this case we choose to eliminate the u variable. That is, for a given v we will solve for a u such that f 1 (u; v) = 0. In gure 3 we see that the number of iterations drops to 3. Solving for u in the rst equation means that u = v 7 ?v. The eliminated system, g 2 (h(v); v) = v 7=5 + 1, is a much simpler problem to solve.
3. Preliminaries. The objective is to solve equation (1.11) with Newton's method.
The following analysis of GAN is derived from 1]. Let g k g(u k ) with u 0 some initial guess for the solution.
There are three basic assumptions used to prove convergence of GAN. Assumption A2. g is di erentiable, the Jacobian g 0 (u) is continuous and nonsingular on S 0 , and the sequence kx k k is uniformly bounded, i.e., kx k k k 1 kg k k (3.2) for k 0 and u k 2 S 0 . Assumption A3. The Jacobian g 0 is Lipschitz; i.e., kg 0 (u) ? g 0 (v)k k 2 ku ? vk To continue the analysis of GAN we de ne the quantities A k = (g k + g 0 k x k )=kg k k; 
Recalling that u k+1 = u k + t k x k we have
And nally taking norms we are left with kg k+1 k kg k k (1 ? t k ) + t k k + t 2 k k kg k k :
Under the assumptions A1-A3, k can be shown to be bounded, k k 2 1 k 2 =2. It is usually possible to control the size of k by computing x k more accurately. This is the case when an iterative method is being used to solve the Newton equations. It is clear from equation (3.9) that if k < 1 then there exists a t k such that kg k+1 k < kg k k.
Convergence of the global approximate Newton method is given by the following proposition and theorem. We conclude this section with some results that will be used in subsequent sections. The proofs in this paper are somewhat complicated by the changes in sizes of norms. We will address this problem by restricting the matrix norms we consider to p-norms. These norms have the properties: Property P1. Let u 2 IR m , and v = 0; 0; : : :; 0; u] T 2 IR n then kuk p = kvk p : (3.13) i.e.,
(3.14)
Note that Property P1 holds however the elements of u are distributed in v.
Property P2. Let u 2 IR m , v = u; 0; 0; : : :; 0] T 2 IR n and w = u; x] T 2 IR n then kvk p kwk p : (3. 15)
The following Lemma can easily be veri ed to show that properties P1 and P2 carry through to matrices. We will refer to the equality as property P1, and the inequality as property P2 without distinguishing between matrices and vectors. Lemma To show that the algorithm is convergent we need to show that, under appropriate conditions, h(v) exists and that the basic assumptions (A1 -A3) hold on the function f(v). These assumptions and making k ! 0 insure that Proposition 1 and Theorem 1 hold.
The assumptions we will make are that GAN is convergent on g, and that from any point (u; v) (in some set) GAN converges on g 1 so that g 1 (û; v) = 0.
For clarity sake de ne by S 0 (g) the set S 0 given in equation (3.1). Assumption A1 remains unchanged. For the assumption A2 we make the stronger restriction that kg 0 ?1 k k 1 over S 0 (g). Let S 1 (g) be the set given in equation (3.4) . Because of the partitioning of the functions we need projections of the sets. De ne S 2 1 (g) fvj(u; v) 2 S 1 (g) v 2 IR n?j g: Assumption A5 g 1 is di erentiable on S 0 (g 1 ) with g 11 continuous and nonsingular, and kg ?1 11 (w)k k 5 ; w 2 S 0 (g 1 ):
Since kwk + k 5 kĝ 1 kg; (4.8) where kĝ 1 k is de ned as before. The sets S 0 (g), S 1 (g), S 0 (g 1 ) and S 1 (g 1 ) are illustrated in two dimensions in gure 4. Note that S 0 (g) need not be connected. Under the assumptions (A1-A5) there is a root of g in both of the disconnected regions. The sets S 1 (g) and S 1 (g 1 ) are both convex, but the set S 1 (g 1 ) has a capsule shape because it is only stretched in the direction of the eliminated variable.
These sets come into play during various phases of the solution algorithm. Initially w k is in S 0 (g). The approximate Newton direction is computed and a potential w k+1 produced. The potential w k+1 = w k + t k x k may be outside S 0 (g), but is within S 1 (g), (of course, when the nal w k+1 is determined it must be in S 0 (g)). At this point in the algorithm a root, u, is sought for g 1 (u; v) from a starting point in S 1 (g). This root will be somewhere in S 0 (g 1 ).
The Newton method used to nd that root may generate points in S 1 (g 1 ) (in the same way as w k + t k x k may be outside of S 0 (g)). thus (h(z); z) 2 S 0 (g) and by property P2 S 0 (f) is bounded. A2) Since (h(z); z) 2 S 0 (g) for z 2 S 0 (f), we know that In approximate NlEm equations (1.15) and g 1 (u; v k ) = 0 are not solved exactly. This makes verifying k < 1 impossible since f 0 cannot be computed. In this section we give two theorems. The rst is existential, giving the conditions under which approximate NlEm attains higher order convergence. These conditions are not veri able. The second theorem gives computable conditions for approximately determining k .
Since g 1 (u; v k ) 6 = 0, h(v k ) is not computed. Denote byh(v) the computed approximation to h(v). Note that, while h(v) was continuous and di erentiable,h(v) may be neither. In the remainder of this section we will useg 1k ;g 2k ;g 11k ;g 12k ;g 21k ;g 22k to denote g 1 ; g 2 ; g 11 ; g 12 ; g 21 ; g 22 , respectively, evaluated at (h(v k ); v k ). Finally at each step of approximate NlEm a linear system is solved. De ne the residual of this solve to be Algorithmically, failure to satisfy equation (5.5) for a given choice of t k leads to two options. The rst is to keep trying smaller t k 's, the second is to go back to the previous iteration because g 1 was not solved accurately at that point. In section 5.1 we give a formula which can be used to determine if the g 1 equations were solved to high enough accuracy in the previous iteration. Satisfying the conditions there will give the user con dence that a norm reduction will eventually occur, i.e., when t k is small enough.
In this section we will give a bound on the k in equation (3.5 ). This will show that, in the limit, quadratic convergence is attainable if the g 1 equation and equation (1.15) are solved accurately enough.
We will proceed in two stages. In the rst stage we will derive an expression for
Lemma 4. In the second stage we will bound the terms of that expression in two ways showing the conditions of higher order convergence of the method, Theorem 3, and the approximation to k , Theorem 4. Lemma 4. Under the assumptions of theorem 2, the k of equation (3.9) We precede the proof with a few remarks. Previously we noted the existence ofg ijk and the nonsingularity ofg 11k . The assumptions allow us to actually bound these quantities.
That is, kg ijk k k 3 i; j = 1; 2; and kg ?1 11k k k 5 . Note also that (h(v k ) + t k u k ; v k + t k v k ) 2 S 1 (g) S 0 (g 1 ):
Thus we may use u k to generate a starting guess for the solution of g 1 (u; v k + t k v k ). The algorithmic implication of this point is that in the regime of quadratic convergence of (the whole) g, NlEm need not do a solve of the g 1 equations, they will already be small enough. The proof of the theorem proceeds by bounding each of the terms of equation (5.7 
The fourth term is bounded by applying properties P1 and P2 to note that kr 2k ?g 21kg We continue by giving conditions to bound the terms of k . We present two theorems. The rst theorem is existential; computationally it is not possible to verify the conditions, although it does give the conditions under which higher order convergence can be expected. The second theorem gives a method for testing the size of k computationally. Theorem 3. Under the assumptions of Proposition 5, if conditions Proof. The theorem follows from Proposition 5 by bounding the quantities kg 1k k, k v k k, and kg 2k k. The bound for kg 1k k is given by condition C1.
By assumption A2 we know that
Applying properties P1 and P2 and condition C3 it follows that k v k k k 1 (kg 1k k + kg 2k k) 2k 1 kg 2k k:
All that remains is to bound kg 2k k. We Apply the mean value theorem g 2k = g 2k + Neither conditions C1 nor C2 are veri able. We present the following theorem to give conditions that are veri able. and therefore the method is converging (cf. Proposition 1). Second in the limit, when kr k k kg 2k k, quadratic convergence is attained.
Note that in the statement of Theorem 4 we write that g 1 should be solved so that kg 1 (u; v k )k < kg 2 (u; v k )k. Unfortunately, this inequality can only be checked after a function evaluation is done to determine g 2 (u; v k ). To avoid having to recompute g 2 every time a new u is generated, i.e., after every iteration of GAN on the g 1 system, we suggest that g 1 be solved so that kg 1 For our purposes we will assume that there is some 2 we wish to achieve. We compute a candidatef k+1 , yielding a 1 . We are then be able to determine if 2 (5.40) where the denominator is an O(kh ?hk 2 ) approximation for g 2 (h(v k ); v k ).
6. Implementation Details. In section 2 we presented the outline for NlEm. In this section we present a detailed algorithm. While the outline of NlEm is su cient for a programmer to generate a piece of code, we have noticed certain improvements that make the transition from NlEm back to GAN transparent. We also address certain issues raised in section 5. The algorithm in gure 5 is a recursive algorithm that allows NlEm to be done on more than two levels, i.e., NlEm used to solve the g 1 equations. One place we view this as a possibility is on a system of nonlinear PDE's. The g 1 equation at one level might be one or more of the PDE's while the g 1 equation at the next level might be the equations associated with some of the grid points. While we believe this to be a case where nested NlEM might be useful, we have not actually implemented NlEm on this problem.
De ne by g l the set of equations associated with level l. g 1 is the full set of equations. De ne P l+1 to be a projector function that, when applied to the variables u l (the variables associated with level l), returns u l+1 . There are several interesting points about this routine.
1. If g 2 consists of no equations then the code above is GAN. 2. Notice that after computing x l k , all ofû l k+1 is updated. When the answer is close enough to the root that GAN is in the regime of quadratic convergence the call to NlEm at the next step will (if the tol k is chosen reasonably) return doing no computation. Thus the transition from NlEm back to GAN is achieved with little extra work. 3. We make tol k smaller and MAX k bigger as t k decreases. As pointed out in section 5 there is a problem with determining whether norm reduction fails because t k has not been made small enough, or if the g 1 equations were not solved accurately enough at the previous level. While solving the g 1 equations more accurately at this level does not help the problem of failure at the moment, we have more con dence that it will not be a problem on the next iteration. 4. The maximum number of NlEm iterations needs to be set carefully. MAX ?1 should be set very high so that NlEm does not give up too early trying to solve them. On the other hand MAX k should be set to a small level (increasing as t k decreases). Long periods of time should not be spent trying to get solutions for t k 's when some smaller t k will get an answer faster. We know that the answer can be found for some smaller t k since the u from the previous iteration can be used if t k is su ciently close to 0. 5. It is sometimes the case that g 2 is not known before beginning. In that case g 2 would be calculated before the initial call to NlEm. It is important that g 2 not be changed after this. If for some reason the user does wish to dynamically change G 2 , it is important to check that after the initial call to NlEm there has been a norm reduction. If this is not done thrashing can occur, and the code will not terminate. 7 . Examples. In this section we give examples of the performance of NlEm.
The rst two examples demonstrate how NlEm is used on a system of nonlinear equations arising from the discretization of an ODE. The rst example shows that NlEm can improve performance on a problem where grid re nement might otherwise have been used. That is, the user would recognize that most of the action is taking place at some set of points and the rest of the domain is quiescent. Instead of griding the domain di erently, a ne uniform grid is used, and more computation is done on the points of interest. The cost of the algorithm is improved by ve times. The second example shows how NlEm can be used to solve problems where too few grid points are used. Sometimes when too few grid points are used the steep valleys as seen in section 2 occur. As seen there, NlEm can be used on the \bad" grid points giving results where GAN fails.
The third example is a simple 2D semiconductor device. We show how by eliminating two of the PDE's we can get convergence with an example that would not converge using GAN. Table 1 Comparison of NlEm to GAN on example 1.`Points' refers to the number of grid points in the domain.`its' refers to the number of iterations required.
In table 1 we see that NlEm runs about 5 times faster than GAN. The reason it is so much faster is because in the rst few iterations of GAN very small values of the damping parameter are required. The very small damping parameters mean that the function must be evaluated many times. NlEm also has to take small values for the damping parameter for the g 1 equations, but doing a large number of function evaluations on four percent of the points is not very costly. where we discretize the u 0 using central di erences. We used fty grid points on this problem, and, because we were using central di erences, this was not enough grid points. The computed solution under these circumstances shows ringing around 0:5. GAN is unable to solve this problem. NlEm solves the problem in 17 steps. Both solve the problem when more grid points are used.
7.3. Example from Semiconductor Device Simulation. One of the areas toward which we have been directing our application of this method is semiconductor device simulation. NlEm was implemented in the semiconductor device simulator SIMUL ( 8] ). In the example presented here the equations take the form ? 5 ( 5 u) + n ? p + N = 0 (7.4) ? 5 J n + R n (n; p) = 0 (7.5) ? 5 J p + R p (n; p) = 0 (7.6) where u,n, and p are functions in space (for the example we present here (x; y) 2 IR 2 ), and N are spatially related constants, J n and J p are electron and hole current densities, and R n and R p are recombination terms.
These steady state equations are usually solved using GAN. Under certain circumstances GAN fails to converge or converges too slowly, and other methods are employed to help get a good initial guess so that GAN converges well. These methods include nonlinear GaussSeidel and continuation in the boundary conditions. In nonlinear Gauss-Seidel each equation is solved in turn using the most recent values for the other variables as constants. Sometimes nonlinear Gauss-Seidel also fails in which case continuation in the voltage at the contacts is employed.
Oxide Contact The example given in gure 6 is an nmos transistor. The voltages at the various contacts are: source 0, gate 1, substrate 0 and drain 1 volts.
The problem was originally solved using a combination of nonlinear Gauss-Seidel and continuation in 235 seconds. When the system is solved with NlEm with the g 1 equations being the electron and hole continuity equations the time to get a solution is 36 seconds. Other choices for the g 1 equations do not perform as well. The experience of the that other choices for the g 1 equation were not as good. The experience of the author of SIMUL is that choosing electron and hole continuity equations as g 1 works in many cases.
We also point out that when the problem is easy, i.e., drain voltage of 0:1 volts, NlEm takes longer than GAN. We reiterate that NlEm should be used in cases where GAN is having di culties.
