ABSTRACT
INTRODUCTION
The problem of privacy-preserving data publishing has become an important issue of concern because of the increasing ability to store and share personal data about users. The traditional approach of publishing data without breaching the privacy of individuals in the data is to de-identify the records in the data by removing the identifying fields such as name, address and social security number. However, joining the de-identified data with a publicly available database (like the voters database) on quasi identifier attributes such as race, age, and zip code may enable the re-identification of individuals [1] , [2] . [3] and [4] define reidentification as "the process of attempting to determine the identities of the data subjects whose identifiers have been removed from the dataset". According to [5] re-identification combines datasets that were meant to be kept apart, and in so doing, gain power through accretion.
Anonymization methods and techniques are commonly used to address the challenge of re-identification. These techniques enable data owners to cautiously share sensitive information while preserving privacy [6] . The basic idea with anonymization is that an attacker cannot easily analyze the sensitive attribute of a tuple, from a transformed table, and therefore cannot identify a specific individual's sensitive information Wang et.al (2016) . One the most commonly used approach to data anonymization is the kanonymity model presented by [2] . To implement anonymization the -anonymity model utilizes generalization and suppression [7] . Suppression is performed prior to generalization to reduce the amount of generalization required to generate the k-anonymous data set. Generalization reduces the granularity of the information contained in the quasi-identifier attributes, thereby increasing the chance of several records sharing the values of the attributes [8] . The rest of this work is organized as follows; in section 2 we review related work while section 3 presents our approach and the model. In section 4 we conduct experiments. In section 5 we present the results while Section 6 presents our discussions and finally, section 7 concludes the study.
is to protect the privacy of the individuals to whom the data pertains. However subject to this constraint it's important that the data remains as useful as possible [14] . The -diversity model by [11] addresses some of the shortcomings of the anonymity model. The -diversity model requires each equivalence group of released table to contain at least l-well represented records. It means that every sensitive attribute in each equivalence should have at least l different values. [11] gives three interpretations of the term "well represented"; first distinct ℓ-Diversity ensures that there exist at least ℓ-distinct sensitive values in each equivalence class, second Entropy ℓ-diversity. The entropy of an equivalence class is defined as;
Where , is the sensitive attribute domain and is the fraction of records in with sensitive value , and third Recursive -diversity, which ensures that the most frequent values does not appear too frequently.
t-closeness principle requires that the distribution of a sensitive attribute in any equivalence class is close to the distribution of the attribute in the overall table as much as is possible (i.e., the distance between the two distributions should be no more than a threshold t [12] . Ninghui et al (2007) , performed an experiment on t-closeness. In the experiment the distance in the distributions of the attributes in a class is measured using the Earth Movers Distance (EMD). Given two distributions P and Q; ( ) ( ) the variational distance in the distribution can be defined as;
Where D is the distance and P,Q are the distributions.
Differential Privacy (DP) is a mathematical framework that is widely accepted for protecting data privacy. It guarantees that the distribution of query results changes only slightly due to the modification of any one tuple in the database [13] . This allows protection, even against powerful adversaries, who may know the entire database except one tuple. In [15] , a formal definition of differential privacy is given as: a randomized algorithm satisfies -differential privacy if;
for any set and any pairs of databases where can be obtained by either adding or removing one tuple or by changing the value of exactly one tuple.
Data Anonymization vs. Utility
Anonymization causes a decline of data utility. The main challenge with any anonymization process is to balance between the utility and the privacy of the data. Hiding data reduces the utility of the data, while disclosing the data reduces privacy. During the anonymization process there is a tradeoff between privacy and information loss [16] .
Privacy preservation requires that data is protected with minimum impact on its accuracy and utility [17] . [18] argue that utility may be achieved at the expense of runtime since the anonymization process is a one-time process.
According to [17] excessive data anonymization can make the published data less useful and so it's important to measure the utility of anonymized data. During the data privacy process, the utility of datasets diminishes as sensitive information such as personal identifiable information (PII) is removed, transformed, or distorted to achieve confidentiality. Attaining an equilibrium between data privacy and utility, requires trade-offs, and this is further complicated by the fact that making such trade-offs also remains problematic. Even with the latest state of the art data privacy algorithms like differential privacy, confidentiality is guaranteed but at a major loss of data utility. [19] in rating the privacy preservation for multiple attributes with different sensitivity requirements present and explain that, different attributes may have different sensitivity requirements. [20] in their research controlled the frequency of the sensitive attribute to no more than in order to achieve diversity of sensitive values in every equivalence class for an anonymized dataset. [21] defined the sensitivity S(f) of a function f as the quantity inherent in f; it is not chosen by policy. S (f) is independent of the actual database. Dwork et. al (2012) continues to explain that some functions may have a low sensitivity while others may have a high sensitivity.
Sensitivity in Data Anonymization
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In the work of [22] , it is well explained that the sensitivity of data tends to be connected with the potential harm of any confidentiality breach and that for a disclosure to be meaningful something has to be learned. These works further explain that personal data becomes sensitive according to its context and that the sensitivity of data can be reduced by removing the sensitive attributes. While there are several data release options available, the one you choose depends on the data you plan to release, the sensitivity of the data, and the proposed usage of the data.
Equivalence Class
An equivalence class of an anonymized table is defined to be a set of records that have the same values for the quasi-identifiers [23] . The number of equivalence classes in anonymized data set is determined by the specified value of in a -anonymity model [24] . This is given by the following formulae;
Where given is the equivalence classes, is the number of records in a table and is the value of specified inanonymity. For instance, a table with 100 records with specified as 3, will have 33 classes (100/3). The size of an equivalence class indicates the strength of identification protection of individuals in the class. If the number of tuples in an equivalence class is greater, it will be more difficult to re-identify individual [25] .
Generalization & Suppression
Data publishers and Database experts have developed different anonymization techniques, which vary in their cost, complexity, ease of use, and robustness [5] . The k-anonymity model is a major technique to anonymizing a data set [26] . This work focuses on generalization and suppression approaches to data anonymization. Author [7] used generalization and suppression to implement k-anonymity model. Generalizing an attribute means substituting its values with corresponding values from a more general domain e.g. male and female can be generalized to person [27] . Generalization at the attribute level ensures that all values of an attribute belong to the same domain and this is achieved via a taxonomy tree [28] . Suppression involves removing data from a table so that the data is not released. This operation uses special symbolic character to replace its authentic value (e.g. *, &, #), and makes the value meaningless [7] . Increasing generalization may reduce the amount of suppression required thereby increasing the utility of data [29] .
PROPOSED APPROACH
In this section, the study presents a sensitivity based anonymization model. The model first categorizes the different attributes in a dataset into quasi identifiers and sensitive attributes. Secondly the model identifies the distinct attributes within the sensitive attributes and groups them into two i.e. highly sensitive and less sensitive. Third the quasi identifier attributes for tuples with less sensitive attributes are generalized and finally the model is evaluated. The study uses the term mixed generalization to mean that the same attribute has been generalized to different levels within the same dataset.
The Model
The proposed model provides an outline of the various steps that one should follow in order to anonymize data while maintaining data quality and at the same time preserving privacy. The raw dataset is preprocessed. Preprocessing involves removing tuples with missing values. The next step involves categorizing the attributes in the dataset into; quasi identifiers (QIDs) and the sensitive attributes (SAs). The model then establishes the distinct attributes within the sensitive attribute and groups these distinct attributes into highly sensitive and less sensitive. The tuples with the less sensitive attributes are placed into To implement the model experiments were conducted. An anonymization tool built on java platform was used to conduct the experiments. The tool provided a graphical user interface for the entry of the data and a display for the anonymized data. Figure 1 presents our model; Table T2 tuples not sensitive Table T1= tuples  with sensitive  attributtes   Anonymize Table  T1 with kanonymity and ldiversity model Merged Dataset T* Merge anonymized Table T1 
EXPERIMENT
The study adopted the adult dataset [30] . Occupation was used as the sensitive attribute while the other seven attributes were the quasi identifier attributes. The quasi identifiers of table T1 were generalized to enable anonymization. only the age attribute was generalized in table T2. All the experiments were conducted on java platform. We used the approach of [31] and [32] . For our experiments, among the wide variety of available anonymization methods, we used ARX because it is an open source tool that is readily available, combines most of the data anonymization algorithms, is suitable for anonymizing a wide variety of datasets, is an easy to use tool and its the simplicity of the privacy definition that relies only on k.
In our approach to data publishing, only tuples with values that are considered sensitive are generalization. The purpose for this is to reduce the amount of data distortion and thus increase the utility of published data. For the sensitive attribute, occupation, the values that were considered sensitive were; Protective-service, Farming-fishing, Priv-house-service and Armed-Forces. From the available dataset (a table T), the tuples with the sensitive attribute values are grouped together into a table T1 and separated/  removed from the table T. The remaining tuples are grouped together into a table T2. The table T2 is given by  . The  quasi identifiers for table  are generalized to give the table  . For table  only the quasi identifier age is generalized to give  table  . For the generalization of table  we utilized the -anonymity model with =5. The -diversity model is used with the parameter = 3 for the sensitive attribute in table . Table  is then merged with table  to give table  the  generalized table for publication. We utilized the -anonymity and -diversity model in our experiments.
Results
In this section the performance of the different classifiers build from the merged dataset (Table T*) was compared. The research used three classifiers namely, Naïve bayes, J48 and the simple logistic classifiers. The performance of these classifiers was compared with a classifier built from the original dataset which had not been anonymized. The results of the three classifiers are summarized in Table 1 . We observed that the naïve bayes classifier, built from the original dataset after data cleaning and before performing any transformations and modifications on it, the classifier accuracy was 82.8526%. This classifier was built before the anonymization process when the utility of the data is at its maximum 100%. When the data was anonymized with the value of k=5, the performance of the classifier was 82.5476% while introducing the l-diversity model with the parameter l=3 recorded a performance of 82.8957%. With the sensitivity based anonymization after merging table T1 and T2 with the value of k=5 the classifier accuracy was 82.0801% while by introducing the l-diversity model the classifier performance was 82.836%.
With the J48, with the original data the classifier accuracy was 84.1688%. This classifier was built before the anonymization process when the utility of the data is at its maximum 100%. When we anonymized the data with the value of k=5, the performance of the classifier is 83.7975% while introducing the l-diversity model with the parameter l=3 recorded a performance of 84.1423%. With the sensitivity based anonymization after merging table T1 and T2 with the value of k=5 the classifier accuracy was 83.5654% while by introducing the l-diversity model the classifier performance was 84.0627%.
The Simple Logistic, with the original data the classifier accuracy was 83.9202%. This classifier was built before the anonymization process when the utility of the data is at its maximum 100%. When we anonymized the data with the value of k=5, the performance of the classifier is 83.8539% while introducing the l-diversity model with the parameter l=3 recorded a performance of 83.9832%. With the sensitivity based anonymization after merging table T1 and T2 with the value of k=5 the classifier accuracy was 83.9964% while by introducing the l-diversity model the classifier performance was 84.2915%.
DISCUSSIONS
A summary of the results for the performance of the classifiers in Table 1 is presented in figure 2.
Figure 2: Classifier Performance for Sensitivity Based Anonymization
From figure 2 it was noted that with the Naïve bayes classifier the performance is highest for the dataset of Table T with k=5 and l=3 while it was lowest with the dataset of Table T1&T2 with k=5. The J48 classifier performed best with the original dataset before anonymization while the classifiers lowest accuracy was with the dataset T1&T2 with k=5. The simple logistic classifier had highest performance with the dataset T1&T2 with k=5 l=3. The lowest performance for this classifier was noted with the dataset for Table T k=5.
CONCLUSION
Anonymization is a safe and effective method for data privacy protection, which can effectively balance the relationship between the efficiency and the security of the data. In this research we have implemented sensitivity based approach to anonymization and demonstrated that we can preserve the quality of data after the anonymization process. However in the face of an ever changing information environment and more data being made publically available, data anonymization remains to be/ is a complex issue. 
