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Abstract
A superspace formulation using superconnections and supercurvatures is specifically con-
structed for N = 4 extended super Yang-Mills theory with a central charge in four di-
mensions, first proposed by Sohnius, Stelle and West long ago. We find that the constraints,
almost uniquely derived from the possible spin structure of the multiplet, can be algebraically
solved which results in an off-shell supersymmetric formulation of the theory on the super-
space.
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1 Introduction
Theory of elementary particle is widely studied for the construction of a unified theory which
could explain every simple aspect of nature including matters and interactions. We know that
such a theory can be realized to some extent as a quantum field theory (QFT) based on the
gauge principle. In fact, so called the standard theory of particle physics has been constructed
as a quantum field theory with gauge invariance (Yang-Mills theory). There are many successful
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examples where description of nature in the standard theory agrees with experimental data with
a considerably surprising accuracy.
Though phenomenologically successful, the standard theory can not be interpreted as a
sufficient unified theory of particle physics. This is clearly seen by noting the following fact.
A consistent and unified scheme which can treat the two fundamental statistics of particles,
i.e. bosonic and fermionic statistics, should be essentially implemented into a unified theory. In
fact, fundamental matters in particle physics—quarks and leptons—are all described as fermions,
while fundamental interactions—photons (which mediate electromagnetic interaction), W and Z
bosons (weak), gluons (strong) and gravitons (gravity)—are all described as bosons. So naively
we expect that any theory which unifies these fundamental matters and interactions should
naturally treat bosons and fermions in a unified way. The standard theory dose not contain
such a unified scheme.
Supersymmetry (SUSY) serves one systematic, somewhat realistic and almost unique possi-
bility which treats bosons and fermions as unified objects consistent with relativistic spacetime
structure. In a supersymmetric theory, bosons and fermions are always introduced as a pair, and
forms a multiplet over which several kinds of transformations, called supertransformations, are
defined. In this sense, the bosons and fermions are treated in a unified manner and are called su-
perpartners. The theory is said to be supersymmetric when constructed to be symmetric under
the supertransformations of the superpartners. Since a supertransformation converts a boson
into a fermion, or vice versa, it has to be generated by a fermionic charge, called a supercharge.
Such transformations, or charges, which must be consistent with relativistic symmetry, namely
the Poincare´ symmetry, are uniquely prescribed by a graded Lie algebra, which is called the su-
persymmetry algebra (Coleman-Mandula no-go theorem, Haag- Lopuszanski-Sohnius theorem).
Phenomenologically, onlyN = 1 supersymmetry1, in which a set of supercharges is conserved,
may seem to be realistic. In fact, the minimal supersymmetric standard model (MSSM) with
N = 1 supersymmetry can be interpreted as a successful phenomenological model from, for
instance, the following reasons. Firstly, MSSM unifies the coupling constants of the gauge group
SU (3) × SU (2) × U (1) in the model as the meeting of the renormalization group flows of the
each coupling constant at the GUT scale (∼ 1016 GeV), implying that the gauge group itself
is unified in the scale. This unification of the coupling constants dose not occur in the usual
standard model without N = 1 supersymmetry. Secondly, so called the problem of naturalness,
or the problem of hierarchy of mass, can be solved in MSSM by the cancellation of some bad
divergences of self-energies due to the high degrees of freedom of supersymmetry.
From the viewpoint of the unification, however, so called extended supersymmetry, or N > 2
supersymmetry, where several sets of supercharges are conserved, may give more natural schema
in many cases, as in the following examples. First, those extended degrees of supersymmetry
in four dimensions can be naturally interpreted as dimensionally reduced degrees of freedom
of some higher dimensional supersymmetric theories, including superstring theories and super-
gravity theories in ten or eleven dimensions. Such kind of naive correspondence of extended
supersymmetry and higher dimensional supersymmetry may play more explicitly a role in some
cases as in the AdS/CFT correspondence, where the type IIA superstring (or supergravity) on
AdS5×S5 is naturally related to N = 4 U (N) super Yang-Mills (SYM) theory in four dimensions
as a low energy effective theory. Second, in the context of duality, which has been one of key
notions in recent theoretical works, extended supersymmetry naturally appears and gives many
fruitful topics, both from physical and mathematical point of view. Third, and as the fact which
gives most directly the motivation of this article, supersymmetry on a lattice in four dimensions
should be naturally and intrinsically interpreted as (twisted) N = 4 extended supersymmetry
as is proposed in recent works [2, 3]. In that paper, so called twisted supersymmetry, an ex-
otic version of extended supersymmetry which may be related with some topological theories or
1In the following, we denote the number of sets of conserved supercharges by N .
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some BRST quantized gauge theories [4, 5, 6, 7, 8, 9], is introduced on a lattice, based on the
facts that supercharges conserved in a twisted supersymmetric theory are naturally associated
with the simplex structure of the lattice. Introduced on the lattice, internal degrees of free-
dom of extended supersymmetry may be interpreted as flavor degrees of freedom through the
Dirac-Ka¨hler mechanism. Species doublers on the lattice, notorious obstacles which appear by
introducing chiral fermions on a lattice, may also be identified these internal or flavor degrees.
Thus there arises the possibility that extended N = 4 supersymmetry on a lattice can also give
a unified solution to the problem of chiral fermions on the lattice.
We should briefly remark here why we need to introduce a lattice theory. Quantum field
theory deals with inevitably infinite degrees of freedom of the fields. This infinite degrees of
freedom comes from that spacetime in quantum field theory is assumed to be a four-dimensional
continuum. Continuous spacetime has infinitely many degrees of freedom in an infinitely small
area, or, in its momentum representation, in an infinitely large momentum region over which a
divergent integration will be produced. Those divergences are thus essential and unavoidable in
quantum field theories, so that they have to be estimated systematically as finite quantities to
make a rigorous calculation. Such a technical scheme to evaluate those divergences is called a
regularization. Introducing a lattice structure into spacetime is considered to be one of the most
natural and important regularizations among others especially by the following reasons. First,
theory on a lattice is theoretically important from the viewpoint of the unification. In fact,
there is an approach to formulate gravity as well as the other three interactions and matters
on a (random) lattice in a unified manner, and we know such a formulation is successful in two
dimensions. Though no such theory has been completely formulated in four dimensions, we
expect the approach to a unified theory on a four-dimensional random lattice could also be a
successful scheme for the unification. Second, a theory on a lattice may be analyzed numerically
to make a realistic and practical computation. As is well known this is the case in lattice QCD,
which shows the prominence of the lattice regularization especially in a non-perturbative region
where quantitative analysis can hardly be done in other approaches.
Thus to construct a supersymmetric theory on a lattice may seem to serve a candidate of a
realistic unification including gravity.
We should especially note here that the formulation for introducing supersymmetry on a
lattice in the paper [2, 3] inevitably needs the full twisted N = 4 off-shell supersymmetry
(i.e., supersymmetry respected exactly without using classical solutions) in a continuous four-
dimensional spacetime. This aspect should be compared with the fact that in other theories
with twisted supersymmetry only a part of supercharges, especially the scalar charges, is taken
into account so that off-shell formulation in such theories is merely corresponding to only a part
of supercharges, not corresponding to the full supercharges.
One may thus consider to construct an off-shell formulation of a full N = 4 supersymmetric,
especially super Yang-Mills, theory. However, the N = 4 super Yang-Mills theory with the full
internal symmetry SU (4) in four dimensions has been formulated only on-shell [10]. Instead,
there is one known off-shell formulation of N = 4 super Yang-Mills theory with the internal
symmetry USp(4) [11, 12]. This model contains essentially a central charge to prohibit higher
spin components [13]. Since an off-shell formulation of a supersymmetric theory is constructed
most clearly and systematically by superspace formulation, these off-shell USp(4) model should
be naturally formulated on a superspace. Here we have to emphasize that still no superspace
formulation of N = 4 super Yang-Mills theory in four dimensions is known.
Motivated by the facts above, I have attempted in this work to construct a superspace
formulation, mentioned briefly in [12], of the USp(4) super Yang-Mills theory in four dimensions.
For the task, I applied a formulation using superconnections and supercurvatures with the
manifest gauge covariance. I set up constraints on the superfields in the formulation by noting
the contents of multiplets as well as their spins in the USp(4) model and solve the constraints to
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derive the supertransformations of the contents. There remains some difficulties which should
be resolved by the future works.
This article is organized as follows. In section 2 we review some foundations of extended
supersymmetry algebra in four dimensions, particularly one with central charges. In section 3
we discuss twisted supersymmetries in four dimensions since those ideas serve an essential back-
ground to this article. In section 4 we present the construction of the superspace formulation
of the USp(4) model, which includes the main results of this article. Finally we conclude in
section 5, and mention some possible ideas to complete our superspace formulation.
2 N-Extended Supersymmetry in Four Dimensions
In this section, we briefly review some general aspects of the N -extended superalgebra in four
dimensions and its irreducible representations [14, 15, 16]. Especially we consider supersymmetry
with central charges. Notational and technical details are listed in the appendix.
2.1 Superalgebra
N -extended superalgebra (super Poincare´ algebra) in four dimensions is prescribed by the fol-
lowing (anti-)commutation relations:
{Qiα, Qjβ} = CαβZij , {Qiα˙, Qj β˙} = Cα˙β˙Zij , (2.1)
{Qiα, Qj β˙} = 2δij(σµ)αβ˙Pµ, [Pµ, Pν ] = 0, (2.2)
[Qiα, Pµ] = 0, [Q
i
α˙, Pµ] = 0, (2.3)
[Jµν , Qiα] =
i
2
(σµν)α
βQiβ, [Jµν , Q
iα˙] =
i
2
(σ¯µν)
α˙
β˙Q
iβ˙ , (2.4)
[Jµν , Pρ] = i(ηµρPν − ηνρPµ), [Jµν , Jρσ ] = i (ηνρJµσ − ηνσJµρ
− ηµρJνσ + ηµσJνρ),
(2.5)
[Ra, Qiα] = (X
a)i
jQjα, [R
a, Qiα˙] = −(Xa)j iQj α˙, (2.6)
[Ra, Pµ] = 0, [R
a, Jµν ] = 0, (2.7)
[Zij , any] = 0, [Z
ij , any] = 0, (2.8)
where the supercharges Qiα, Q
i
α˙, related by Hermitian conjugation as
Qiα˙ = (Qiα)
†, (2.9)
are represented as Weyl spinors w.r.t. Lorentz transformation SO(1, 3) ∼= SL(2,C) in Minkowski
spacetime, and as the fundamental N and N representations w.r.t. the R-symmetry (internal
symmetry)2 SU (N), i.e.
Qiα ∈ (2,0,N ), Qiα˙ ∈ (0,2,N ), under SL(2,C) × SU (N); (2.10)
Zij and Z
ij are central charges which satisfy the relations3
Zij + Zji = 0, Z
ij + Zji = 0, (2.11)
2In the following, we concentrate only on the R-symmetry SU (N) for simplicity. The extension to the case
U (N) = U (1) × SU (N), or to more general cases, is trivial. Note, however, if N = 4 we cannot adopt the
symmetry U (4) for the super Yang-Mills multiplet in four dimensions because of the CPT theorem.
3In order for the central charges to be consistently introduced in the superalgebra, the R-symmetry group
should be restricted to some extent as is seen below.
5
i.e.
Zij ∈
N(N − 1)
2
, Zij ∈ N(N − 1)
2
under SU (N), (2.12)
and
Zij = (Zij)
∗, Z + Z† = 0; (2.13)
ηµν is the flat spacetime metric
ηµν = (+,−,−,−) (Minkowski), (2.14)
with its contragradient ηµν such that
ηµρηρν = η
µ
ν := δ
µ
ν ; (2.15)
Pµ is the four momentum and Jµν is the Lorentz generator
Pµ ∈ (2,2), Jµν ∈ (3,0)⊕ (0,3) under SL(2,C), (2.16)
with the convention
exp
(
− i
2
ωµνJµν
)
∈ SO(1, 3); (2.17)
Ra is the generator of the R-symmetry (internal symmetry) SU (N), i.e.
Ra ∈ su(N) (2.18)
with the convention
exp
(
i
∑
a
taRa
)
∈ SU (N), (2.19)
and (Xa)i
j is its adjoint representation
(Xa)i
j ∈ (N2 − 1) under SU (N), (2.20)
with
(Xa∗)ij := ((X
a)i
j)∗ = (Xa)j
i (Hermitian); (2.21)
Cαβ and Cα˙β˙ are the SL(2,C) invariant tensors with relations
Cαβ + Cβα = 0, Cα˙β˙ + Cβ˙α˙ = 0, (2.22)
i.e.
Cαβ ∈ (1,0), Cα˙β˙ ∈ (0,1) under SL(2,C), (2.23)
and
Cα˙β˙ = (Cαβ)
∗, (2.24)
while also Cαβ and C α˙β˙ are defined as
CαγC
βγ = δα
β, Cα˙γ˙C
β˙γ˙ = δα˙
β˙; (2.25)
(σµ)αβ˙ and (σ¯
µ)α˙β are defined by the Pauli matrices τ i as
σµ = (1, τ i), σ¯µ = (1,−τ i) (2.26)
in Minkowski spacetime, and interpreted as
(σµ)αβ˙ ∈ (2,2), (σ¯µ)α˙β ∈ (2,2) under SL(2,C), (2.27)
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with relations
(σµσ¯ν + σν σ¯µ)α
β = 2ηµνδα
β, (σ¯µσν + σ¯νσµ)α˙β˙ = 2η
µνδα˙β˙; (2.28)
and σµν and σ¯µν are defined by
(σµν)α
β :=
1
2
(σµσ¯ν − σν σ¯µ)αβ, (σ¯µν)α˙β˙ :=
1
2
(σ¯µσν − σ¯νσµ)α˙β˙, (2.29)
which are interpreted as
σµν ∈ (3,0), σ¯µν ∈ (0,3) under SL(2,C). (2.30)
Let us quickly recall how central charges are consistently implemented into the superalgebra
above. For this we consider the case where the algebra has more general internal symmetry
which includes the R-symmetry su(N). The Coleman-Mandula theorem restricts such an inter-
nal symmetry to be generated by Lorentz invariant and compact Lie algebra A. More precisely,
we can take as A = su(N)⊕A1 ⊕A2 with A1 and A2 being invariant semi-simple and Abelian
subalgebras, respectively. Accordingly let us denote the irreducible representations of this inter-
nal symmetry algebra by QIα, Q
J
β˙ with I = (i, i), J = (j, j), and let the Hermitian generators
of this algebra be Bl including Ra. Assume these generators satisfy the relations
[Bl, QIα] = (S
l)I
JQJα, [B
l, QI α˙] = −(Sl)J IQJ α˙, (2.31)
[Bl, Pµ] = 0, [B
l, Jµν ] = 0. (2.32)
Since {QIα, QJβ} is symmetric under the exchange of (I, α) ↔ (J, β), it should have most
generally the form
{QIα, QJβ} = CαβZIJ + 1
2
(σµν)αβ(Yµν)IJ , (2.33)
where ZIJ is antisymmetric under I ↔ J while (Yµν)IJ is symmetric, and (σµν)αβ := (σµν)αγCγβ
is symmetric under α↔ β. According to the Coleman-Mandula theorem, we have to set
ZIJ =
∑
l
(al)IJB
l ∈ A, (Yµν)IJ = YIJJµν , (2.34)
Then the Jacobi identity, firstly, w.r.t. Pµ, QIα, QJβ leads to that YIJ = 0, secondly, the identity
w.r.t. Bl, QIα, QJβ shows that linear combinations ZIJ generates an invariant subalgebra Z
of A, and, thirdly, the identity w.r.t. QIα, QJβ, QKγ˙ and the fact that Bl is Hermitian prove
that Z is Abelian. Thus we find that Z = A2 which is the center of the algebra A, namely,
[ZIJ , B
l] = 0, {QIα, QJβ} = CαβZIJ . (2.35)
Therefore a nonzero central charge exists if and only if the internal symmetry algebra has the
invariant Abelian subalgebra, and, of course, one has to work on supersymmetry for N > 2.
In what follows, we only consider the R-symmetry and the symmetry generated by the center
Z as nontrivial internal symmetries of our system, namely the case A = su(N) ⊕ Z. Since
Z is Abelian, its action is a trivial scalar multiplication so that its adjoint representation is
trivial. Thus we can label the quantities simply by indices I = i, J = j and treats only Ra as
nontrivial generators of the internal symmetry, which in turn leads to the superalgebra listed at
the beginning of this section.
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2.2 Central Charges
In the preceding section, we have seen central charges can be interpreted as generators of Abelian
internal symmetry. However, one can not introduce a nonzero central charge yet consistently
to an arbitrary structure of the R-symmetry. In fact, the Jacobi identity w.r.t. Ra, Qiα, Qjβ
together with that [Ra, Zij ] = 0 leads to
(Xa)i
kZkj + Zik(X
a)j
k = 0, (2.36)
or equivalently, since Xa is Hermitian and Zij =
∑
Bl∈A
(al)ijB
l,
(Xa)i
k(al)kj = −(al)ik(Xa∗)kj. (2.37)
If (al)ij is nondegenerate, i.e. if the matrix ((a
l)ij) has its inverse, the above condition is more
directly written as
(Xa)i
j = (al)ik(X
a∗)kl(a
l)lj, (2.38)
where (al)ij := (((al)T )−1)ij . These equations show that each coefficient (al)ij relates each
representation of R-symmetry generator Xa to its conjugate representationXa∗. Central charges
can exist if and only if such an intertwiner al does exist. In other words, the representation of
the R-symmetry algebra, or at least some invariant subalgebra, has to be (pseudo) real, namely,
the R-symmetry algebra has to be automorphic, for a central charge to exist.
If we persist to require the full SU (N) as the R-symmetry, such intertwiner al does not exist
except the case4 N = 2, since for N > 3 the fundamental representation N of SU (N) is not real,
i.e. N and N are inequivalent5. These facts can also be seen easily by a direct computation; let
eq. (2.37) hold for all generators Xa (a = 1, · · · , N2 − 1) in su(N), multiply the both side by
(Xa)m
n, take summation w.r.t. a = 1, · · · , N2− 1 by using the completeness relation eq. (A.59)
in su(N), and then take contraction w.r.t. indices n and j to give
0 = (N2 −N − 2)(al)im = (N − 2)(N + 1)(al)im, (2.39)
which shows that nonzero intertwiner al exists only if N = 2.
Thus we have to break the full R-symmetry group SU (N) into some automorphic subgroup
of SU (N) in order to introduce a nonzero central charge. If N is even, say N = 2n, the unitary
symplectic group6 USp(2n) ⊂ SU (2n) can be taken as a candidate, for, USp(2n) contains the
invariant tensor Ωij such that
(Xa)i
j = Ωik(X
a∗)klΩ
lj, Ωij := ((ΩT )−1)ij . (2.40)
Later we consider the automorphic subgroupUSp(4) ⊂ SU (4) forN = 4 super Yang-Mills theory
with a central charge, which is the main subject of this article. Another nontrivial example could
be served by the spinor representation of SO(N) ⊂ SU (N) for some appropriate N , where the
charge conjugation matrix, or equivalently the B-conjugation matrix7, can be used as invariant
intertwiners.
Central charges can be interpreted as some sort of additional masses. This can be seen by
the following observations. Firstly, by diagonalizing the on-shell superalgebra w.r.t. the central
charges as will be seen in the next section, we can show the BPS bound relation
2m > zl, (2.41)
4For N = 2, SU (2) ∼= USp(2) contains such an intertwiner; the SU (2) invariant tensor εij plays the role.
5See appendix A.3.3.
6See appendix A.4.
7See appendix B.
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wherem is the mass of the on-shell algebra and za are the eigenvalues of the central charges. This
relation allows one to interpret za, i.e. the central charges, as some kind of masses. Secondly,
if we consider a superalgebra in higher dimensions and then take a dimensional reduction by,
for instance, the Kaluza-Klein compactification of spacetime, we could obtain a superalgebra in
four dimensions with a central charge which originates from the momentum corresponding to
the compactified direction. In such case, the central charge can be clearly regarded as a mass of
an extra dimension. Thirdly, by an appropriate spontaneous breaking of a gauge symmetry in
some extended supersymmetric gauge theories, a central charge emerges as a nonzero vev (of a
moduli) both algebraically and field theoretically [13]. In this formulation, origins of some part
of central charges are gauge bosons in higher dimensions and as an effect are related somewhat
directly to the momenta in the higher dimensions. In fact, as an on-shell relation one can show
that PµPµ =
∑
l
(zl)2, which is identical to the BPS condition.
2.3 Representations
Let us now examine the irreducible one particle representations of the superalgebra eqs. (2.1)–
(2.8).
2.3.1 Massive Multiplet without Central Charge
First we consider the superalgebra with no central charge. For massive multiplets with massm >
0 i.e. P 2 = m2, we can take the rest frame in which Pµ = (m,0). Then relevant anticommutation
relations are written as
{Qiα, Qj β˙} = 2mδαβ˙δij , (2.42)
{Qiα, Qjβ} = 0, {Qiα˙, Qj β˙} = 0. (2.43)
Then defining
aiα :=
1√
2m
Qiα, (aiα)
† :=
1√
2m
Qiα˙, (2.44)
we find that
{aiα, (ajβ)†} = δαβδij, (2.45)
{aiα, ajβ} = 0, {(aiα)†, (ajβ)†} = 0. (2.46)
Hence we obtain 2N sets of fermionic creation-annihilation operators which constructs the irre-
ducible representation with total of 22N (2j + 1) states on a Clifford vacuum with spin j. The
maximum spin for such representations is N/2 + j.
2.3.2 Massless Multiplet without Central Charge
For massless multiplets, we can take a light-cone frame where P 2 = 0, so for instance Pµ =
(P 0, 0, 0,−P 0), P 0 > 0. Defining
ai :=
1
2
√
P 0
Q1i, (ai)
† :=
1
2
√
P 0
Qi1˙, (2.47)
bi :=
1
2
√
P 0
Q2i, (bi)
† :=
1
2
√
P 0
Qi2˙, (2.48)
we find that
{ai, (aj)†} = δij , (2.49)
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{ai, aj} = 0, {(ai)†, (aj)†} = 0, (2.50)
while
{bi, (bj)†} = 0, {bi, bj} = 0, {(bi)†, (bj)†} = 0, (2.51)
{ai, bj} = 0, {(ai)†, (bj)†} = 0, {ai, (bj)†} = 0, {(ai)†, bj} = 0. (2.52)
Hence we obtain only N sets of fermionic creation-annihilation operators, with bi, (bi)
† merely
represented as 0 on a Hilbert representation space. These operators thus create total of 2N
states8 on a Clifford vacuum with helicity λ. The maximum helicity for such representations is
clearly N/2 + λ.
2.3.3 Multiplet with Nonzero Central Charges
Finally let us consider the multiplets on which central charges take nonzero values. We take a
massive rest frame, by the reason which will be clear shortly, with momentum P 2 = m2, Pµ =
(m,0). The relevant anticommutators are
{Qiα, Qj β˙} = 2mδαβ˙δij , (2.53)
{Qiα, Qjβ} = CαβZij , {Qiα˙, Qj β˙} = Cα˙β˙(Z∗)ij . (2.54)
Since [Zij , any] = [(Z
∗)ij , any] = 0, the central charges can be simultaneously diagonalized.
Further, because Zij is antisymmetric, we can take, by a suitable orthogonal (thus unitary)
transformation (Ui
j) w.r.t. the internal indices, a basis in which the central charges take the
standard form as in
Zij = Ui
k(Zstd)klUj
l, (2.55)
(Zstd)ij := iC ⊗ Zd (N even) (Zstd)ij :=
(
iC ⊗ Zd 0
0 0
)
(N odd), (2.56)
where Zd = diag(z1, · · · , zrank(Z)) with zl > 0 being the eigenvalues of (Zij) and the tensor
product (Ai
k)⊗ (Bj l) = (AikBj l) is represented by the dictionary order
(i, j) = (1, 1), · · · , (n, 1), · · · , (1, n), · · · , (n, n), (2.57)
and similarly for (k, l). Then by pursuing the transformation
Q˜iα = (U
−1)i
jQjα, (Q˜iα)
† = Q˜
i
α˙ = Uj
iQj α˙, (2.58)
and by labeling as i = (am) (m = 1, · · · , [N/2]) just corresponding to the standard form Zstd,
we find that
{Q˜amα, (Q˜bnβ)†} = 2mδαβδabδmn, (2.59)
{Q˜amα, Q˜bnβ} = iCαβCab(Zd)mn, {(Q˜amα)†, (Q˜bnβ)†} = iCαβCab(Zd)mn. (2.60)
Note here that for the case of N odd we generalize the diagonal matrix Zd as
Zd = diag(z1, · · · , zrankZ , 0, · · · , 0). (2.61)
8We work on a CPT invariant field theory so that we require the CPT-conjugate of a multiplet is also included
in the whole multiplet. Thus unless the multiplet composed of the 2N states created purely by the supercharges is
CPT-self-conjugate, it needs its CPT-conjugate to be accompanied so that the whole multiplet consists of 2N+1
states.
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Hence letting
amα :=
1√
2
(
Q˜1mα + iCαγ(Q˜2
m
γ)
†
)
, (amα)
† :=
1√
2
(
(Q˜1mα)
† − iCαγQ˜2mγ
)
, (2.62)
bmα :=
1√
2
(
Q˜1mα − iCαγ(Q˜2mγ)†
)
, (bmα)
† :=
1√
2
(
(Q˜1mα)
† + iCαγQ˜2
m
γ
)
, (2.63)
we obtain
{amα, (anβ)†} = δαβ(2mδmn + (Zd)mn), {bmα, (bnβ)†} = δαβ(2mδmn − (Zd)mn), (2.64)
{amα, anβ} = 0, {bmα, bnβ} = 0, {(amα)†, (anβ)†} = 0, {(bmα)†, (bnβ)†} = 0, (2.65)
{amα, bnβ} = 0, {(amα)†, (bnβ)†} = 0, {amα, (bnβ)†} = 0, {(amα)†, bnβ} = 0. (2.66)
The left hand side of the first two equations is positive definite, so is the right, which leads to
2m > zl, for l = 1, · · · , rankZ. (2.67)
This is the BPS bound condition eq. (2.41). Especially massless states can not have nonzero
central charge, this is why we consider the massive representations here.
If central charges satisfy the condition
zi = 2m for i = 1, · · · , r 6 rankZ, (2.68)
the corresponding operators bi, (bi)
† vanish. Then we have total of 2(N − r) sets of creation-
annihilation operators. The irreducible representations constructed by such operators on a
Clifford vacuum with spin j (or helicity λ) have total of 22(N−r) states and the maximum spin
(or helicity) is (N − r)/2 + j (or (N − r) + λ). If r = rank(Z) = N/2 (for N even) the
representations are the same as those in the massless case. Note in particular for a system with
some central charges the maximum spin (helicity) can be consistently reduced.
3 Twisted Supersymmetry in Four Dimensions
As a variant of the notion of supersymmetry, one could consider “twisted” supersymmetry.
Since, as noted above, this subject serves one of the main motivations to this article, let us here
examine the technical aspect of twisted supersymmetry.
3.1 A Historical Review
Twisted supersymmetry was first proposed by Witten [4, 5] in the context of topological field
theory (TFT). Topological field theories are independent on metrics of the base manifolds on
which those theories are defined so that are only sensitive to topological structures of the man-
ifolds. Witten showed that, firstly, so called the Donaldson invariants on a four manifold [17]
can be computed within the framework of a quantum field theory, which we call the Donaldson-
Witten theory, and, secondly, the Donaldson-Witten theory can be obtained by twisting N = 2
super Yang-Mills theory. Shortly after the Witten’s work, that the twisted supersymmetry could
be interpreted as a kind of BRST symmetry so that the Donaldson-Witten theory is derived by
a BRST quantization of topological Yang-Mills theory in four dimensions [6, 7, 8, 9]. These facts
implies that as twisted supersymmetric theories one might construct some topological models.
Actually, for instance, topological matters in two [18, 19] and four [20] dimensions were shown
to be constructed as twisted N = 2 supersymmetric theories in two and four dimensions, re-
spectively. These observations were further generalized to twisting of N = 4 supersymmetric
theories. Yamron introduced [21] two inequivalent types of twisting N = 4 super Yang-Mills
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theories, and pointed out that one more type of twisting would be possible. Then Vafa and
Witten constructed [22] a topological theory as a twisted Yang-Mills theory with twisting pro-
cedure equivalent to one of two introduced by Yamron. Yamron’s third type of twist was later
considered by Marcus [23] and Blau and Thompson [24]. These works were analyzed in detail
from the viewpoint of the Mathai-Quillen formalism in [25].
We also remark that one alternative twisting of supersymmetry was introduced in [26, 27, 28,
29]. There twisted supersymmetry is strongly motivated by the Dirac-Ka¨hler mechanism, and
in fact the twisting process can be understood to be essentially the same as the Dirac-Ka¨hler
fermion formulation. We thus call this twist the Dirac-Ka¨hler twist. Here we emphasize that
the Dirac-Ka¨hler twist, in four dimensions, is equivalent to the Yamron’s third type as we will
see later and, in two dimensions, to the two-dimensional twist mentioned above, although the
motivations by which these twisting procedures are considered might be quite different.
In the following, we briefly review how these kinds of twisted supersymmetry in four dimen-
sions can be defined, and list the corresponding twisted superalgebras.
3.2 General Twisting Procedure
Twist of supersymmetry can be understood to be the process of identifying (some part of) the
internal symmetry (R-symmetry) with (some part of) the spacetime symmetry (Lorentz symme-
try) and then defining a new representation of spacetime symmetry for the original supercharges.
Such a process may include breaking of the internal symmetry group into some subgroups, one
of which is isomorphic to (a subgroup of) the Lorentz group, and then taking the diagonal sum9
of those of the isomorphic subgroups.
To be more specific, let us consider a supersymmetric theory with internal symmetry group
Ginternal and spacetime symmetry group Gspacetime. For an N -extended supersymmetric theory
in four dimensions, these symmetry groups should be taken as SU (N) (or U (N)) and P(1, 3)
(Poincare´ group), respectively. We assume that the spacetime symmetry group can be decom-
posed irreducibly as Gspacetime ∼= G × G ′spacetime. A twisting procedure for this system can be
taken if there exists a subgroup G ′ of Ginternal such that Ginternal ∼= G ′ × G ′internal and also
G ′ ∼= G (isomorphic). However, such decomposion of the internal symmetry group may not be
possible in general unless we break the group into its appropriate subgroup. Here, to illustrate
the twisting process, we first break the internal symmetry as Ginternal → G˜internal, and then
assume G˜internal can be decomposed as G˜internal ∼= G ′ × G ′internal. Since G ′ ∼= G , we denote the
former simply by G from now on. We therefore have a supersymmetric theory with associated
symmetries G ′internal×G ×G ×G ′spacetime. Now we are at the position of twisting of this system.
The process is described schematically in Figure 1 and consists of steps below:
(i) Identification of two representations of G . To do this, we have to take two equivalent
irreducible representations (ρI, VI) and (ρS, VS) of the two G ’s, respectively.
(ii) Taking the tensor product representation of the two irreducible representations of G .
More precisely—the original symmetry G × G should be represented by (ρ × ρ, V ⊗ V ), where
since (ρI, VI) ∼= (ρS, VS) we simply denote them by (ρ, V ). Then replace this by the tensor
representation (ρ ⊗ ρ, V ⊗ V ). We also denote G × G simply by G ′ and understand that it is
represented by the tensor product representation as above. Note here that G ′ is nothing but G ;
we just rename it just for the readability. Corresponding algebra now becomes g′ = g⊕g, which
should be represented by (dρ⊗ 1+ 1⊗ dρ, V ⊗ V ), or simply by (dρ+ dρ, V ⊗ V )—.
9More precisely, the diagonal sum of representations of the algebras corresponding to the internal symmetry
and the spacetime symmetry. The corresponding representation space is the tensor product of the original
representation spaces.
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SUSY
Ginternal ×Gspacetime ✛ ✲
Twist Twisted SUSY
G ′internal × G˜spacetime
✲
decomposition
Ginternal(
→ G˜internal
) ∼= G ×G ′internal
Gspacetime ∼= G ×G ′spacetime
SUSY (internal symmetry broken)
G ′internal × G ×G ×G ′spacetime
✻
diagonal summation
G ×G → G ′
(g × g→ g′ = g⊕ g)
G˜spacetime := G
′ ×G ′spacetime
Figure 1: Schematic description of twisting process
(iii) Decomposion of the representation into irreducible representations. This step is equiva-
lent to the Clebsch-Gordan decomposition of the tensor product representation (ρ⊗ ρ, V ⊗ V ),
or (dρ+ dρ, V ⊗ V ).
(iv) Redefinition of the spacetime symmetry by G˜spacetime := G
′ × G ′spacetime. Since G ′ ≡
G , this definition certainly restore the spacetime symmetry group though its representation is
changed from the original one.
Through all these steps, we now obtain a system which has the twisted supersymmetry with
associated symmetries G ′internal × G˜spacetime. One of the main outcome of such twisting process
is that one can extract explicitly the scalar part of supercharges of the original supersymmetry
as the singlet representation in the Clebsch-Gordan decomposition in the step (iii) above. In
the context of TFT, such scalar supercharge can be interpreted as a topological charge which
assures the topological nature of those theories, for, the scalar charge can be introduced on an
arbitrary manifold (because it is a scalar), and the charge is nilpotent (if there is no central
charge). We review some specific examples of twisting process of extended supersymmetries in
four dimensions.
3.3 Twisted N = 2 Supersymmetry
First consider the twist of N = 2 supersymmetry in four-dimensional Euclidean spacetime, with
R-symmetry group U (2) ∼= SU (2)I × U (1) and Lorentz symmetry group SO(4) ∼= SU (2)L ×
SU (2)R. The labels I, L, R specify the representations. We denote the R-symmetry generators
by Rij and the Lorentz generators by Jαβ , Jα˙β˙, where
Jαβ :=
1
4
(σµν)αβJµν , Jα˙β˙ :=
1
4
(σ¯µν)α˙β˙Jµν (3.1)
correspond to the decomposition above. The superalgebra is given as (2.1)–(2.8), namely
{Qiα, Qjβ} = CijCαβZ, {Qiα˙, Qj β˙} = CijCα˙β˙Z, (3.2)
{Qiα, Qj β˙} = δijPαβ˙ , [Pαβ˙ , Pγδ˙ ] = 0, (3.3)
[Qiα, Pγδ˙ ] = 0, [Q
i
α˙, Pγδ˙ ] = 0, (3.4)
[Jαβ , Qiγ ] =
i
2
Cγ(αQiβ), [Jαβ , Q
i
γ˙ ] = 0, (3.5)
[Jα˙β˙ , Qiγ ] = 0, [Jα˙β˙, Q
i
γ˙ ] =
i
2
Cγ(α˙Q
i
β˙), (3.6)
[Jαβ , Pγδ˙ ] =
i
2
Cγ(αPβ)δ˙ , [Jα˙β˙, Pγδ˙ ] =
i
2
Cδ˙(α˙Pγβ˙), (3.7)
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[Jαβ , Jγδ ] =
i
2
C(α|(γJδ)|β), [Jα˙β˙ , Jγ˙δ˙] =
i
2
C(α˙|(γ˙Jδ˙)|β˙), (3.8)
[Jαβ , Jγ˙δ˙] = 0, [Z, any] = 0, (3.9)
[Rij , Qkγ ] =
i
2
Ck(iQj)γ , [Rij, Qkγ ] =
i
2
Ck(iQj)γ , (3.10)
[Rij, Rkl] =
i
2
C(i|(kRl)|j), [Rij, Pαβ˙ ] = 0, (3.11)
[Rij , Jαβ ] = 0, [Rij , Jα˙β˙ ] = 0, (3.12)
where Pαβ˙ := (σ
µ)αβ˙Pµ. Supercharges Qiα and Q
i
α˙ have the U (1) charges
10 +1 and −1,
respectively, and the other generators have charges 0. Notice here that we have taken the
representation of the R-symmetry to be equivalent to the representations of SU (2)L,R of the
Lorentz symmetry. Indices i, j can be raised or lowered by the SU (2) invariant tensors Cij, C
ij .
Then according to the procedure above, we first identify SU (2)I as either of SU (2)L or
SU (2)R, and after that, we take the tensor product representation. In this case, these process
should be described as the identification of indices i as either of α or α˙, and then as taking the
diagonal summation
J ′αβ := Jαβ +Rαβ , or J
′
α˙β˙
:= Jα˙β˙ +Rα˙β˙. (3.13)
We represent these twisting prescription simply as
2 → (2,1)
i → α , or
2 → (1,2)
i → α˙ . (3.14)
In what follows, we only treats the former diagonal summation since these two are obviously
equivalent, so that the tensor product representation can be expressed as Qαβ, Qαβ˙. Next, we
take the Clebsch-Gordan decomposition
2⊗ 2 = 1 ⊕ 3
Qαβ → Q[αβ], Q(αβ), (3.15)
and, for simplicity, we denote as
Q :=
1
2
CαβQ[αβ], Hαβ := Q(αβ), Gαβ˙ := Qαβ˙ . (3.16)
The remaining task is to define a new representation of Lorentz symmetry. This can be realized,
as will be clear shortly, just by considering the symmetry to be generated by J ′αβ and Jα˙β˙.
Thus we complete a twisting of the N = 2 supersymmetry. The resultant twisted N = 2
superalgebra is readily derived from the original superalgebra and the definitions of the twisted
supercharges above. Renaming J ′αβ simply as Jαβ , we obtain
{Q,Q} = Z, {Hαβ ,Hγδ} = C(α|(γCδ)|β)Z, (3.17)
{Gαβ˙ , Gγδ˙} = CαβCβ˙δ˙Z, {Q,Hαβ} = 0, (3.18)
{Q,Gαβ˙} = Pαβ˙ , {Hαβ, Gγδ˙} = Cα(γPβ)δ˙ , (3.19)
[Q,Pγδ˙ ] = 0, [Hαβ, Pγδ˙ ] = 0, (3.20)
[Gαβ˙ , Pγδ˙ ] = 0, [Pαβ˙ , Pγδ˙ ] = 0, (3.21)
[Jαβ , Q] = 0, [Jα˙β˙, Q] = 0, (3.22)
[Jαβ ,Hγδ ] =
i
2
C(α|(γHδ)|β), [Jα˙β˙,Hγδ] = 0, (3.23)
10More precisely, we only have U (1)/Z4 symmetry unless the central charge vanishes.
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[Jαβ , Gγδ˙ ] =
i
2
C(α|γGβ)δ˙ , [Jα˙β˙, Gγδ˙ ] =
i
2
C(α˙|δ˙Gγβ˙), (3.24)
[Jαβ , Pγδ˙ ] =
i
2
C(α|γPβ)δ˙ , [Jα˙β˙, Pγδ˙ ] =
i
2
C(α˙|δ˙Pγβ˙), (3.25)
[Jαβ , Jγδ ] =
i
2
C(α|(γJδ)|β), [Jα˙β˙, Jγ˙δ˙] =
i
2
C(α˙|(γ˙Jδ˙)|β˙), (3.26)
[Jαβ , Jγ˙δ˙] = 0, [Z, any] = 0. (3.27)
Note here that Jαβ and Jα˙β˙ can actually interpreted as the generators of a new Lorentz group.
The twisted charges Q, Hαβ, Gαβ˙ transform under this new Lorentz symmetry as if they are
a scalar, a (anti-)selfdual tensor, and a vector, as implied by their indices, and they have the
U (1) charges +1, +1, −1, respectively.
We could have taken, as mentioned above, another diagonal summation based on the iden-
tification i → α˙. The result is almost the same as obtained above, except that the role of
selfduality and anti-selfduality should be exchanged. Thus we find that there is essentially one
twist for N = 2 supersymmetry in four dimensions.
Since we have obtain the twisted superalgebra, a twisted supersymmetric field theory can
be constructed based on the algebra. However, we can find such a theory by directly twisting
a theory with the ordinary N = 2 supersymmetry. As an example, consider the N = 2 super
Yang-Mills theory. It contains a gauge vector Aαβ˙ , Weyl spinors ψiα, ψ
i
α˙, complex scalars φ, φ,
and auxiliary fields Gij . The twist above can be applied to this theory and leads to the twisted
field contents
Aαβ˙ → Aαβ˙, (3.28)
λiβ → λαβ → η, χαβ, (3.29)
λiβ˙ → ψαβ˙, (3.30)
φ→ φ, (3.31)
φ→ ρ, (3.32)
Gij → Gαβ , (3.33)
where η = Cαβψαβ , χαβ = ψ(αβ), etc. The action and supertransformations can also be twisted
based on these (re-)definitions of fields and supercharges.
3.4 Twisted N = 4 Supersymmetries
We now review the survey of possible twists of N = 4 supersymmetry in Euclidean four-
dimensional spacetime.
Breaking of the Internal Symmetries According to the general procedure for twisting
explained above, we have to first take a representation of a subgroup of the R-symmetry which
can be identified as a representation of (a subgroup of) the Lorentz symmetry. In Euclidean four-
dimensional spacetime, the Lorentz symmetry should be given by SO(4) ∼= SU (2)L × SU (2)R
as before. For an N = 4 supersymmetric theory, the full R-symmetry should be SU (4). Since
SU (4) has no subgroup which can factorize directly as in SU (4) ∼= G×G ′, we have to break the
SU (4) into some suitable subgroup which is then factorized by SU (2) or SU (2)×SU (2) ∼= SO(4)
corresponding to the factorization of the Lorentz symmetry.
Actually, such nontrivial decomposition of SU (4) is determined uniquely once we choose
an SU (2) subgroup to be factorized, since remaining factors must be the (maximal) subgroup
which makes this chosen SU (2) factor to be an invariant subgroup. We have essentially two
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possibilities:
SU (4)→ SU (2) × SU (2),
su(4)→ su(2)⊕ su(2) =
{√
1/2
(
X12s,a +X
34
s,a
)
,
√
1/2X1 +
√
1/6
(√
2X3 −X2
)}
⊕
{√
1/2
(
X13s,a +X
24
s,a
)
,
√
1/3
(√
2X2 +X3
)}
,
(3.34)

SU (4)→ SU (2) × SU (2)× U (1),
su(4)→ su(2)⊕ su(2) ⊕ u˜(1) = {X12s,a, X1}⊕ {X34s,a, √1/3 (√2X3 −X2)}
⊕
{√
1/3
(√
2X2 +X3
)}
,
(3.35)
where the SU (N) generators X, with N = 4, are defined by (A.67) and (A.68). These decom-
positions are further restricted by specifying representations of each SU (2) factor. In order to
carry out twisting, the former should be assigned as
SU (2)L × SU (2)I, or equivalently, SU (2)R × SU (2)I, (3.36)
which corresponds to{
4→ (2,1)⊕ (2,1),
i→ aα, or equivalently,
{
4→ (1,2)⊕ (1,2),
i→ aα˙, (3.37)
while the latter should be assigned as
SU (2)L × SU (2)I × U , or equivalently, SU (2)R × SU (2)I × U , (3.38)
or
SU (2)L × SU (2)R × U , (3.39)
which corresponds to{
4→ (2,1)⊕ (1,1)⊕ (1,1),
i→ (α, a) ≡ a⊕ α, or equivalently,
{
4→ (1,2)⊕ (1,1)⊕ (1,1),
i→ (α˙, a) ≡ α˙⊕ a, (3.40)
or {
4→ (2,1)⊕ (1,2),
i→ (α, α˙) ≡ α⊕ α˙. (3.41)
These three (out of five) decompositions of representations provide inequivalent possible twisting
of N = 4 supersymmetry [21, 25]. Let us now examine how supercharges are represented after
each of these twisting processes.
Vafa-Witten Twist This is the twist for the decomposition [21, 22]
SU (4)→ SU (2)L × SU (2)I,
{
4→ (2,1)⊕ (2,1),
i→ aα. (3.42)
Diagonal summation is taken w.r.t. this SU (2)L and the one in the Lorentz group. The resultant
twisted theory thus has the symmetry group SU (2)I × SU (2)L′ × SU (2)R. Supercharges are
twisted as {
Qiβ → Qaα,β → Qa, Qaαβ ,
Qiβ˙ → Qaαβ˙,
(3.43)
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while the on-shell N = 4 super Yang-Mills multiplet is twisted as
Aαβ˙ → Aαβ˙, (3.44)
λiβ → λaα,β → ηa, χaαβ , (3.45)
λiβ˙ → ψaαβ˙, (3.46)
φij → φaα,bβ → ϕab, Gαβ , (3.47)
where ab and αβ denote symmetric labeling w.r.t. a ↔ b and α ↔ β, respectively. Note here
that φij + φji = 0 so that φaα,bβ must be antisymmetric w.r.t. a↔ b (α ↔ β) and at the same
time be symmetric w.r.t. α↔ β (a↔ b, respectively).
Half Twist This corresponds to [21]
SU (4)→ SU (2)L × SU (2)I × U (1),
{
4→ (2,1)⊕ (1,1)⊕ (1,1),
i→ (a, α) ≡ a⊕ α. (3.48)
Diagonal summation is taken for this SU (2)L, so the resultant symmetry group is SU (2)I ×
U (1)× SU (2)L′ × SU (2)R. Twisted supercharges are thenQiβ → Qa⊕α,β → Q
(−1)
aβ , Q
(+1), Q
(+1)
αβ ,
Qiβ˙ → Qa⊕αβ˙ → Q
(+1)
aβ˙
, Q
(−1)
αβ˙
,
(3.49)
where we have denoted the U (1) charges11 in the superscripts. The N = 4 on-shell SYM
multiplet is twisted as
Aαβ˙ → A
(0)
αβ , (3.50)
λiβ → λa⊕αβ → λ(+1)aβ , η(−1), χ
(−1)
αβ , (3.51)
λiβ˙ → λa⊕αβ˙ → ψ
(+1)
αβ˙
, ζ
(−1) a
β˙
, (3.52)
φij → φa⊕α,b⊕β → B(−2), C(+2), G(0)aα (= φaβ, φbα). (3.53)
Amphicheiral Twist The last one is for [21, 23, 24]
SU (4)→ SU (2)L × SU (2)R × U (1),
{
4→ (2,1)⊕ (1,2),
i→ (α, β˙) ≡ α⊕ β˙. (3.54)
The twisted supercharges areQiγ → Qα⊕β˙,γ → Q
(+1), Q
(−1)
γβ˙
, Q(+1)αγ ,
Qiγ˙ → Qα⊕β˙ γ˙ → Q˜(+1), Q˜(−1)αγ˙ , Q˜(+1)β˙γ˙ .
(3.55)
Thus we find that such theory contains two scalar supercharges with the same U (1) charges.
The N = 4 SYM multiplet is now twisted as
Aαβ˙ → A
(0)
αβ˙
, (3.56)
λiγ → λα⊕β˙ γ → ψ˜
(+1)
γβ˙
, η(−1), χ(−1)αγ , (3.57)
λiγ˙ → λα⊕β˙ γ˙ → ψ(+1)αγ˙ , η˜(−1), χ˜(−1)β˙γ˙ , (3.58)
φij → φα⊕β˙,γ⊕δ˙ → B(−2), C(+2), V
(0)
αβ˙
. (3.59)
11These charges can be assigned essentially as the eigenvalues of
√
2X2 +X3.
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3.5 Dirac-Ka¨hler Twist
Let us now consider one more type of twist which we call the Dirac-Ka¨hler twist (or the DK twist
for short) [26, 27, 28, 29]. As noted above, there are essentially three different types of twist of
N = 4 supersymmetry in four dimensions. Thus, the DK twist is expected to be equivalent to
one of the three. In fact, the twist, in four dimensions, will be recognized as the amphicheiral
twist listed at the end of the preceding section.
In principle, the DK twist can be defined in any dimensions. Here again we consider Eu-
clidean spacetime. In Euclidean spacetime with dimension D, spacetime symmetry group should
be SO(D) ∼= Spin(D), where Spin(D) is the double (and indeed the universal) cover of SO(D).
As for R-symmetry group GI, the DK twist restricts it to be Spin(D), or, more generally, to be
a group including Spin(D) as a subgroup. The DK twist is the process of taking the diagonal
sum of these two Spin(D), one is the Lorentz group and the other is the R-symmetry group,
and then identifying the resultant Spin(D) as a new Lorentz symmetry group.
To be specific, consider supercharges QAα and Q
Aα in D-dimensional Euclidean spacetime
with R-symmetry GI = Spin(D). For simplicity, we work on the case where D is even. Then A
and α are labels of 2D/2-component spinors. The Dirac conjugate is defined as12
QAα =
∑
Bβ
(QBβ)
†(Γ0)B
A(Γ0)β
α. (3.60)
We also assume that the Spin(D)-Majorana (or Spin(D)-Majorana-Weyl, if possible) conditions
are imposed on the supercharges, as in
QAα = (Qc)Aα := CABCαβ(Q
T )Bβ , (3.61)
where the charge conjugation matrices are such that
CT = ε′C, C†C = 1, CγµC−1 = η′(γµ)T , CγiC−1 = η′(γi)T , ε′, η′ = ±1. (3.62)
The DK twist now reads
GI → Spin(D),

2D/2 → 2D/2,
A→ α,
QAβ → Qαβ .
(3.63)
Using eq. (B.9), we obtain a Clebsch-Gordan decomposition as
Qαβ =
D∑
p=0
1
p!
Qµ1···µp(γ
µ1···µpC−1)αβ, Qµ1···µp := (−1)p(p−1)/2
1
2D/2
(Cγµ1···µp)
αβQαβ. (3.64)
We call Qµ1···µp the DK twisted supercharges. Note that they contain particularly the scalar
charge Q :=
1
2D/2
CαβQαβ for p = 0 as well as the pseudo scalar charge Q˜ :=
1
2D/2
(CΓ5)αβQαβ
for p = D. Note also that by taking the linear combinations
Q±µ1···µp : =
1
2
(
Qµ1···µp ±
1
(D − p)!(−1)
D/4+p(p+1)/2εµ1···µp
µp+1···µDQµp+1···µD
)
=
1
2D/2
(−1)p(p−1)/2
(
Cγµ1···µp
1
2
(
1± Γ5))αβ Qαβ , (3.65)
we can explicitly denote the chiralities of the supercharges.
12See appendix B for these conventions.
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The corresponding superalgebra should be
{QAα, QBβ} = 2C−1AB(γµC−1)αβPµ + ΓαβZAB , (3.66)
[Jµν , QAα] =
i
2
(γµν)α
βQAβ, [Rij , QAα] =
i
2
(γij)A
BQBα, (3.67)
where, just for simplicity, we have chosen η′ = 1 so that C−1AB and (γµC
−1)αβ should become both
antisymmetric or both symmetric, and Γαβ is restricted to be C
−1
αβ or (Γ
5C−1)αβ or both by the
Coleman-Mandula theorem. The DK twisted algebra can be readily obtained using eq. (B.6) and
the definition of the twisted supercharges. For example, in a simple case ΓαβZAB = CαβCABZ,
we have
{Qµ1···µp , Qν1···νp−1} =
2
2D/2
ηµ1···µp,ν1···νpP
νp , {Qµ1···µp , Qν1···νp} =
1
2D/2
ηµ1···µp,ν1···νpZ, (3.68)
[Jµν , Qρ1···ρp ] =
i
2
ε′(−1)p(p−1)/2
(
Qµνρ1···ρp +
p∑
i=1
η[µ|ρiQρ1···ν]···ρp
+
∑
16i<j6p
(−1)i+j(η[µ|ρiην]ρj)Qρ1···ρ˘i···ρ˘j ···ρp
)
, (3.69)
[Rµν , Qρ1···ρp ] =
i
2
ε′(−1)p(p−1)/2
(
−Qµνρ1···ρp +
p∑
i=1
η[µ|ρiQρ1···ν]···ρp
−
∑
16i<j6p
(−1)i+j(η[µ|ρiην]ρj)Qρ1···ρ˘i···ρ˘j ···ρp
)
. (3.70)
It is then crucial that by taking the diagonal summation J ′µν := Jµν +Rµν , we have
[J ′µν , Qρ1···ρp ] = iε
′(−1)p(p−1)/2
p∑
i=1
η[µ|ρiQρ1···ν]···ρp , (3.71)
which can be identified as the ordinary Lorentz transformations of a tensor quantity so that, in
particular, [J ′µν , Q] = 0.
Finally let us take a closer look at the DK twist of N = 4 supersymmetry in Euclidean four-
dimensional spacetime. The R-symmetry has to be Spin(4) ∼= SO(4). Twisted supercharges are
defined as in (3.64). Here we redefine them, changing some trivial constant factors including
sings, as
Q := CαβQαβ, Qµ := (Cγµ)
αβQαβ, Qµν := (Cγµν)
αβQαβ , (3.72)
Q˜ := (Cγ5)αβQαβ, Q˜µ := (Cγ
5γµ)
αβQαβ , Q˜µν := (Cγ
5γµν)
αβQαβ. (3.73)
Now take specific representations
γµ :=
(
0 σµ
σ¯µ 0
)
, σµ = (1, iτ i), σ¯µ = (1,−iτ i), (3.74)
so that
C := iγ1γ3 =
( −τ2 0
0 −τ2
)
, γ5 := γ0γ1γ2γ3 =
(
1 0
0 −1
)
. (3.75)
Then in terms of the Weyl basis
ψα →
(
ψα
ψα˙
)
, Qαβ →
(
Qαβ Qα
β˙
Qα˙β Q
α˙β˙
)
, (3.76)
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we find that
Q = Cαβ(2)Qαβ + C
(2)
α˙β˙
Qα˙β˙, Q˜ = Cαβ(2)Qαβ − C
(2)
α˙β˙
Qα˙β˙, (3.77)
Qµ = −(σµ)αβ˙Qαβ˙ + (σ¯µ)α˙βQα˙β, Q˜µ = (σµ)αβ˙Qαβ˙ + (σ¯µ)α˙βQα˙β , (3.78)
Qµν = (σµν)
αβQαβ + (σ¯µν)α˙β˙Q
α˙β˙, Q˜µν = (σµν)
αβQαβ − (σ¯µν)α˙β˙Qα˙β˙. (3.79)
Thus it is clear that they are essentially the same as supercharges in the amphicheiral twist
above, for
Q[αβ] =
1
2
(Q+ Q˜)C
(2)
αβ , Q
[α˙β˙] =
1
2
(Q− Q˜)C α˙β˙(2) , (3.80)
Qαβ˙ =
1
4
(Qµ + Q˜µ)(σ
µ)αβ˙ , Q
α˙β = −1
4
(Qµ − Q˜µ)(σ¯µ)α˙β, (3.81)
Q(αβ) =
1
4
(Qµν + Q˜µν)(σ
µν)αβ , Q
(α˙β˙) =
1
4
(Qµν − Q˜µν)(σ¯µν)α˙β˙, (3.82)
and the U (1) charges in the amphicheiral twist can be identified as products of the chiralities
w.r.t. to the two spinor indices, one originates from those for the R-symmetry and the other
from those for the Lorentz symmetry. We therefore understand that the Dirac-Ka¨hler twist for
N = 4 supersymmetry in four dimensions is equivalent to the amphicheiral twist, though the
former is applicable in any dimensions.
4 Superspace Formulation of N = D = 4 SYM with a Central
Charge
In this section, a superspace formulation using superconnections and supercurvatures is applied
to N = 4 super Yang-Mills theory with a central charge in four dimensions. There is no
known superspace formulation for N = 4 supersymmetric theories with manifest supersymmetry.
Thus in particular the N = 4 model, whose off-shell formulation is known [11, 12], is carefully
surveyed to see how difficulties occur in the extension to its manifest supersymmetric superspace
formulation.
4.1 A Historical Review
Super Yang-Mills theory (SYM) is defined to be a supersymmetric gauge theory which con-
tains a vector gauge boson with spin 1 and has no field contents with higher spins. From the
theoretical point of view, an off-shell formulation of such theories is quite important. Among
others, superspace formulations, especially that using superconnections and supercurvatures on
the superspace, should serve the most natural and powerful scheme to construct the off-shell
super Yang-Mills theories.
Formulations of super Yang-Mills theories in four dimensions were developed long ago with
N = 1 [30, 31, 32], for N = 2 [31, 32, 33] and for (on-shell) N = 4 [34] supersymmetries.
Counterparts in two dimensions were also found as well [35, 36]. Later, systematic construction
of supersymmetric gauge theories on superspace with superconnections and supercurvatures was
proposed for both Abelian and non-Abelian gauge groups with N = 1 supersymmetries in four
dimensions [37, 38]. Then it was generalized to superspace formulation for four-dimensional N =
2 super Yang-Mills theory [39] and also applied to many works, including, for example, the N =
2 twisted superspace formulation with twisted superconnections and supercurvatures of some
topological field theories in four and two dimensions [20, 28]. However further generalization
of such formulations simply to N = 4 super Yang-Mills theory based on the internal SU (4)
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symmetry13 has failed unless it breaks to the N = 2 super Yang-Mills or merely results in an
on-shell N = 4 formulation [10]. In fact, no superspace formulation for the SU (4) SYM which
contains fields with spins only less than 1 has been constructed. Even an off-shell formulation for
the SU (4) model which includes the usual on-shell field contents, namely, 1 vector, 4 Majorana
spinors and 6 real scalars [40], as well as complete lists of an auxiliary fields, has not been
constructed. However, an N = 4 supersymmetric gauge theory which contains higher spin
fields as well as higher derivatives in an action has been formulated on twisted superspace in
four dimensions [28]. This is the only known example of N = 4 superspace formulation with
manifest supersymmetry.
One of the essential difficulties to construct N = 4 super Yang-Mills theory on superspace
comes from the structure of the field contents of the multiplets in N = 4 supersymmetry. As we
have seen in section 2.3.2, massless representations, including vector multiplet for super Yang-
Mills theory, of N -extended superalgebra has maximum helicity (spin) > N/2. Thus, an N = 4
supersymmetric theory may contain the maximum helicity > 4/2 = 2. Especially the simple
generalization of [39] to the SU (4) SYM on superspace is based on the off-shell Clifford vacuum
with helicity 0, so that it must contain fields with helicity > 1 (up to 2) which are not allowed
in the SYM multiplet. Then one may consider if one can consistently prohibit for such higher
spin fields to emerge by imposing some suitable constraints. However no such procedure has
succeeded [10] as noted above. This is one of the main reason one cannot complete superspace
formulation of SYM with the usual field contents.
In [11, 12], it was shown that N = 4 super Yang-Mills with another kind of N = 4 SYM
multiplet which includes a central charge in the superalgebra based on the internal USp(4)
symmetry can be formulated off-shell both for Abelian and non-Abelian gauge groups14. The
basic idea is to introduce a central charge into the N = 4 super Yang-Mills theory in order to
reduce the possible maximum spin of the filed contents so that the theory contains spins less than
1. We have seen the mechanism how central charges reduce the on-shell spins (helicities). Such
a mechanism to reduce the spins successfully works in their formulations. However, they did not
construct the corresponding superspace formulation in completely closed in four dimensions.
There also proposed in [11, 12] off-shell, though not on superspace, N = 2 super Yang-
Mills theory with a central charge. Corresponding and applied superspace formulations were
later developed with a N = 1 vector superfield [41] and, by gauging the central charge [42,
43], with N = 2 superconnections and supercurvatures [45] and with the harmonic superspace
formalism [44], to be contrasted with the N = 2 super Yang-Mills theory with ungaged central
charge [46].
On the other hand, the N = 4 super Yang-Mills theory (USp(4) model) has not been
constructed explicitly on superspace, though briefly mentioned in [12]. In the following, we
will thus attempt to formulate the USp(4) SYM with a central charge. Since it is formulated
off-shell, it seems possible to develop the corresponding superspace formulation.
4.2 The USp(4) Superalgebra
Let us now go on to the analysis of the USp(4) model. First recall that, as noted in section 2,
in order to introduce a central charge, we have to break the full internal symmetry SU (4) into
some automorphic subgroup. As such subgroup, we can adopt USp(4), and just one real, or
Hermitian, central charge can be implemented into the superalgebra.
The USp(4) superalgebra is given as eqs. (2.1)–(2.8) with its R-symmetry group replaced by
13We call this theory the SU (4) model.
14We call this theory the USp(4) model.
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USp(4), namely15,
{Qiα, Qjβ} = CαβΩijZ, {Qiα˙, Qj β˙} = Cα˙β˙ΩijZ, (4.1)
{Qiα, Qjβ˙} = 2Ωij(σµ)αβ˙Pµ, [Pµ, Pν ] = 0, (4.2)
[Qiα, Pµ] = 0, [Qiα˙, Pµ] = 0, (4.3)
[Jµν , Qiα] =
i
2
(σµν)α
βQiβ, [Jµν , Qi
α˙] =
i
2
(σ¯µν)
α˙
β˙Qi
β˙, (4.4)
[Jµν , Pρ] = i(ηνρPµ − ηµρPν), [Jµν , Jρσ] = i (ηνρJµσ − ηνσJµρ
− ηµρJνσ + ηµσJνρ),
(4.5)
[Ra, Qiα] = (X
a)i
jQjα, [R
a, Qiα˙] = (X
a)i
jQjα˙, (4.6)
[Ra, Pµ] = 0, [R
a, Jµν ] = 0, (4.7)
[Z, any] = 0, (4.8)
where supercharges Qiα and Q
i
α˙, related as
Qiα˙ := (Qiα)
†, (4.9)
transform as Weyl spinors w.r.t. Lorentz transformations and as fundamental representations
4 and 4, respectively, w.r.t. the internal USp(4). These two internal symmetry representations
are, however, equivalent and related so that indices are raised or lowered freely by the USp(4)
invariant metric Ωij and Ωij as in
Qi = ΩijQj, Qi = Q
jΩji, Ωij +Ωji = 0, Ω
ikΩjk = δj
i. (4.10)
Thus we do not need to distinguish strictly the contravariant and covariant indices for USp(4).
We have denoted the USp(4) generators by Ra ∈ usp(4) and its representations by Xa which
satisfy that
(Xa)ij = (X
a)ji, (X
a)ij := (X
a)i
kΩkj. (4.11)
Through this section, we work on the theory in four-dimensional Minkowski spacetime, with
ηµν = (+,−,−,−). Note in passing that the central charge is in fact Hermitian
Z† = Z (4.12)
as it has to be so since the Hermitian conjugate of one of the equation in (4.1) converts to the
other.
4.3 The USp(4) SYM
The USp(4) super Yang-Mills theory is given as [11, 12]
S = tr
∫
d4x
(
−1
4
FµνF
µν − 1
2
VµV
µ +
1
2
DµφijD
µφij +
1
2
HijH
ij
− i
4
λi
↔
/D λi − λi[λj , φij ] + 1
4
[φij, φkl][φ
ij , φkl]
)
, (4.13)
where the field contents of the multiplet are arranged as
Aµ : vector, 4− 1 (gauge d.o.f.) = 3 components,
λi : USp(4)-Majorana spinors, 4× 4 = 16 components,
15For notations on USp(4) and usp(4), see appendix A.4.
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φij : scalars, 6 (antisymm. w.r.t. i, j) −1 (Ω-traceless) = 5 components,
Vµ : pseudo vector, 4− 1 (gauge d.o.f.) = 3 components,
Hij : auxiliary scalars, 5 components as in the scalar,
so that the d.o.f. of bosons and fermions are the same and are 16. The USp(4)-Majorana
condition16 is given as
λiα = λ
jβ(C−1)βαΩji, (4.14)
where C−1 is the charge conjugation matrix.
Supertransformations of these component fields are given as
δAµ = iζ
i(γµ)λi, (4.15)
δφij = −i
(
ζiλj − ζjλi + 1
2
Ωijζ
kλk
)
, (4.16)
δλi = −1
2
γµνF
µνζi + 2γ
µDµφi
jζj + γ
5γµVµζi + 2γ
5Hi
jζj − 2i[φik, φkj ]ζj, (4.17)
δHij = i(ζ iγ
5γµDµλj − ζjγ5γµDµλi + 1
2
Ωijζ
kγ5γµDµλk)
− 2(ζ iγ5[λl, φjl]− ζjγ5[λl, φil] + 1
2
Ωijζ
kγ5[λl, φkl]) + ζ
kγ5[λk, φij ] (4.18)
δVµ = iζ
iγ5γµνD
νλi + 2ζ
iγ5γµ[λ
j , φij ], (4.19)
and transformations generated by the central charge are
δzAµ = ωVµ, (4.20)
δzφij = −ωHij, (4.21)
δzλi = −ω(γ5γµDµλi − 2iγ5[λj , φij ]), (4.22)
δzHij = ω
(
−DµDµφij + i(1
4
Ωij{λk, λk})−
[
[φkl, φ
kl], φij
])
, (4.23)
δzVµ = ω
(
DνF
ν
µ − 1
2
{λ, γµλ}+ i[φij ,Dµφij ]
)
, (4.24)
where we have omitted the spinor indices. These supertransformations close off-shell, up to field
dependent gauge transformations. The action (4.13) is invariant under these supertransforma-
tions as long as the additional constraint
0 = DµVµ +
1
2
{λi, γ5λi} − i[φij ,Hij] (4.25)
is satisfies.
4.4 The USp(4) superspace
The USp(4) superspace is represented by the coordinates (xµ, θiα, θiα˙, z) which are the conjugate
to the generators (Pµ, Qiα, Qiα˙, Z). In other words, the superspace parameterizes, as local
coordinate system, the manifold composed of the USp(4) superalgebra. In this viewpoint, these
generators of the superalgebra are represented as the adjoint representation on the manifold
itself, and are expressed by the superspace coordinates as in
Pµ = i∂µ, (4.26)
16See appendix B for the Majorana spinor representations.
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Qiα =
∂
∂θiα
− i(σµ)αβ˙θiβ˙∂µ −
i
2
θiα∂z, (4.27)
Qiα˙ =
∂
∂θiα˙
− iθiβ(σµ)βα˙∂µ − i
2
θiα˙∂z, (4.28)
Z = i∂z, (4.29)
which satisfy that
{Qiα, Qjβ} = −CαβΩijZ, {Qiα˙, Qjβ˙} = −Cα˙β˙ΩijZ, (4.30)
{Qiα, Qjβ˙} = −2Ωij(σµ)αβ˙Pµ, [Pµ, Pν ] = 0, (4.31)
[Qiα, Pµ] = 0, [Qiα˙, Pµ] = 0, (4.32)
[Z, any] = 0. (4.33)
Supercovariant derivatives, which all (anti-)commute with generators above are then given,
on the superspace, as
Dµ = ∂µ, (4.34)
Diα =
∂
∂θiα
+ i(σµ)αβ˙θi
β˙∂µ +
i
2
θiα∂z, (4.35)
Diα˙ =
∂
∂θiα˙
+ iθi
β(σµ)βα˙∂µ +
i
2
θiα˙∂z, (4.36)
Dz = ∂z, (4.37)
which satisfy the following algebra:
{Diα,Djβ} = iCαβΩijDz, {Diα˙,Djβ˙} = iCα˙β˙ΩijDz, (4.38)
{Diα,Djβ˙} = 2iΩij(σµ)αβ˙Dµ, [Dµ,Dν ] = 0, (4.39)
[Diα,Dµ] = 0, [Diα˙,Dµ] = 0, (4.40)
[Dz, any] = 0, (4.41)
{Qiα, any D} = 0, {Qiα˙, any D} = 0, (4.42)
[Pµ, any D] = 0, [Z, any D] = 0, (4.43)
with the last four equations assuring the supercovariance of these derivatives.
4.5 Supersymmetric Gauge Theories on the USp(4) Superspace
Let us now formulate a supersymmetric gauge theory on the USp(4) superspace constructed in
the preceding section. We follow the formulation using superconnections and supercurvatures
defined on the superspace. This is technically the natural generalization of the formulation of
ordinary gauge theory, i.e. Yang-Mills theory, using gauge connections and curvatures on the
ordinary spacetime. We emphasize that this formulation has a great advantage among others
since there the structure of the superalgebra can be manifestly implemented.
4.5.1 Superconnections
Supercovariant derivatives DI = (Dµ,Diα,Diα˙,Dz) are further gauge covariantized by adding
the superconnections ΓI to define the gauge-supercovariant derivatives
∇I := DI − iΓI , (4.44)
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with gauge transformations
∇′I = eK∇e−K , or δK∇I = [∇I ,K], δKΓI = i[∇I ,K], (4.45)
where K is an anti-Hermitian gauge parameter superfield.
Here we note that by some suitable gauge transformations the lowest components w.r.t. θ, θ
of the fermionic superconnections Γiα and Γiα˙ can be algebraically gauged away. On the other
hand, the whole components of one of the five bosonic superconnections Γµ and Γz can also be
gauged away as in the usual gauge theory. In fact, take the anti-Hermitian gauge parameter
superfield K as, say,
K = κ(x, z) + θiα (iΓiα − i[κ(x, z),Γiα]) + θiα˙
(
iΓiα˙ − i[κ(x, z),Γiα˙]
)
+K ′(x, z, θ, θ), (4.46)
where K ′, which is also anti-Hermitian, contains no linear and zeroth order terms w.r.t. θ or θ
and the lowest parameter pure-imaginary field κ is determined as such that
∂zκ(x, z) = i[Γz(x, θ = 0, θ = 0, z), κ(x, z)] + iΓz(x, θ = 0, θ = 0, z). (4.47)
Since this condition on κ is a first order differential equation, it has certainly a solution. Then
it is easy to see
Γ′iα| = Γiα + δΓiα
∣∣ = 0, Γ′iα˙| = Γiα˙ + δΓiα˙∣∣ = 0, Γ′z| = Γz + δΓz∣∣ = 0, (4.48)
where for any function on the superspace,
B| := B(x, θ = 0, θ = 0, z). (4.49)
We call such special gauge the Wess-Zumino gauge; namely in the Wess-Zumino gauge, we have
Γiα| = Γiα˙|Γz| = 0. (4.50)
In the following computations, we usually take this gauge.
4.5.2 Supercurvatures
Supercurvatures FIJ are then defined as in
[∇I ,∇J ]± = −iFIJ , (4.51)
where the left hand side means anticommutators if both ∇I and ∇J are fermionic and denoted
by the subscription + while, otherwise, it means commutators and labeled by the subscription
−. Gauge transformations on supercurvatures are read off from those on gauge-supercovariant
derivatives as
δKFIJ = i[δK∇I ,∇J ]± + i[∇I , δK∇J ]± = i[[∇I ,K],∇J ]± + i[∇I , [∇J ,K]]± (4.52)
= i[[∇I ,∇J ]±,K] = [FIJ ,K]. (4.53)
Thus supercurvatures are gauge covariant. They should therefore be the ingredients for con-
structing the super Yang-Mills theory. Also supercurvatures are supercovariant, i.e. they are
superfields which transform correctly under a supertransformation. This fact can also be shown
easily from the supercovariance of the superconnections.
Note for example
{∇iα,∇jβ˙}± = 2Ωij(σµ)αβ˙∇µ− i{Diα,Γjβ˙}− i{Djβ˙,Γiα}−{Γiα,Γjβ˙}+2iΩij(σµ)αβ˙Γµ. (4.54)
The first term in the right hand side of this equation contains a gauge-supercovariant derivative
itself. In literature, such terms are sometimes called supertorsions and distinguished from su-
percurvatures. It is of course merely the difference of terminology, and here, we call, including
such terms, the right hand side of eq. (4.51) supercurvatures.
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4.5.3 Constraints on Supercurvatures
In an ordinary Yang-Mills theory, once a gauge covariant curvature are defined, one can construct
the Lagrangian (action) as L ∼ − trFµνFµν . In supersymmetric theories, however, superfields
have large degrees of freedom so highly reducible, containing possibly many extra component
fields. Thus to formulate the correct theory one would like to construct, one has to impose
some appropriate constraints on superfields and restricts them covariantly to the symmetry of
the system. In our case we need some suitable gauge and supercovariant constraints on the
supercurvatures we defined above.
To obtain appropriate constraints, let us start by writing the supercurvatures constructed
from two fermionic derivatives as
{∇iα,∇jβ} = iΩijCαβ∇z − iFijαβ , (4.55)
{∇iα,∇jβ˙} = iΩij(σµ)αβ˙∇µ − iFijαβ˙, (4.56)
where17
Fijαβ = Fjiβα (4.57)
since the left hand side of eq. (4.55) is symmetric under the exchange (i, α) ↔ (j, β). Then it
can be decomposed into symmetric and antisymmetric parts as in
Fijαβ =W
a
ijαβ +W
s
ijαβ, (4.58)
where
W aijαβ +W
a
jiαβ =W
a
ijαβ +W
a
ijβα = 0, (4.59)
W sijαβ =W
s
jiαβ =W
s
ijβα. (4.60)
The antisymmetric part is trivially written as
W aijαβ = CαβW
a
ij, W
a
ij +W
a
ji = 0. (4.61)
Then further we can decompose the antisymmetric factor into the parts which is proportional
to the invariant metric Ωij and which does not contain Ωij as in
W aij =Wij +ΩijW, where Ω
ijWij = 0 (Ω-traceless). (4.62)
Similarly, the symmetric part can be represented as
W sijαβ =
1
2
∑
a
(σµν)αβ(X
a)ijW
µνa, (4.63)
where (Xa)ij ∈ usp(4), (4.64)
since (σµν)αβ = (σµν)βα and Xij = Xji for (Xij) ∈ usp(4).
17We have rescale the gauge-supercovariant derivatives as
∇α →
√
2∇α, ∇α˙ →
√
2∇α˙, ∇z → 2∇z
just for a conventional reason.
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Spins and Constraints We now concentrate on the spins contained in the supercurvatures.
Spins (helicities) are of course eigenvalues of the Lorentz generators Jµν . Here we notice
[S±i , S
±
j ] = iǫijkS
±k, [S±i , S
∓
j ] = 0, S
±
i :=
1
2
(
−1
2
ǫijkJ
jk ∓ J4i
)
= −1
2
ǫijk(J
±)jk, (4.65)
where (J±)µν are the selfdual and anti-selfdual parts. We thus recognize S
±
i as the spin gener-
ators. The third component of spins (helicities) are then
J := (S+)3 + (S−)3 = J12. (4.66)
Then using
[Jµν , Qiα] =
i
2
(σµν)α
βQiβ, [Jµν , Qiα˙] =
i
2
(σ¯µν)
β˙ α˙Qiβ˙, (4.67)
we can easily compute spins of the superfields Fijαβ and Fijαβ˙, as in
[J, Fij11˙] = +Fij11˙, [J, Fij22˙] = −Fij22˙, (4.68)
[J, Fij12˙] = [J, Fij21˙] = 0. (4.69)
and
[J,W sij11] = +W
s
ij11, [J,W
s
ij22] = −W sij22, (4.70)
[J,W sij12] = [J,W
s
ij21] = 0. (4.71)
Thus we find that Fijαβ˙ and W
s have spin 1. As will be clear later, the multiplet in our
formulation is determined by successively multiplying ∇α, ∇α˙ as “creation operators” on su-
percurvatures as the basic superfields. In other words, component fields are created as the form
∇I1 · · · ∇IrF, (4.72)
where F is a nonzero supercurvature in our system. Since Fijαβ˙ andW
s have spins 1 themselves,
the created fields from such superfields can obviously contain spins higher than 1, which are not
allowed in the (USp(4)) super Yang-Mills multiplet. We therefore drop such superfields:
Fijαβ˙ =W
s = 0. (4.73)
Hence we consider the constraints
{∇iα,∇jβ} = iΩijCαβ∇z − iΩijCαβW − iCαβWij , (4.74)
{∇iα,∇jβ˙} = iΩij(σµ)αβ˙∇µ, (4.75)
where ΩijCαβW at the right hand side of the first equation can be absorbed into ΩijCαβΓz by
a trivial redefinition of the superconnection Γz.
Reality Condition Finally let us consider the reality of Wij (and, strictly, W , in order to
be absorbed in Γz as noted above). Since USp(4) is real in the sense of representations, we can
impose the condition, consistently to the internal symmetry,
(Wij)
∗ ≡W ij =W ij, W ∗ =W. (4.76)
where
W ij := ΩikΩjlWkl. (4.77)
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Since we are looking for the irreducible (or minimal) multiplet, we must impose all we can
impose without breaking any nontrivial structure of the constraints. More practically, the scalar
fields contained in the USp(4) model are real, so that we do not need extra complex d.o.f. of the
superfields Wij (and W ). We therefore adopt these reality constraints. We emphasize here that
in the earlier attempt to construct the SU (4) model in [10], the nontrivial complex structure
of SU (4) prevented from imposing any such reality constraint without forcing the superalgebra
close only on-shell.
Thus our constraints in the final form are
{∇iα,∇jβ} = iΩijCαβ∇z − iCαβWij , {∇iα˙,∇jβ˙} = iΩijCα˙β˙∇z + iCα˙β˙Wij , (4.78)
{∇iα,∇jβ˙} = iΩij(σµ)αβ˙∇µ, (4.79)
[∇iα,∇µ] = −iFiαµ, [∇iα˙,∇µ] = +iF iα˙µ, (4.80)
[∇iα,∇z] = −iGiα, [∇iα˙,∇z] = +iGiα˙, (4.81)
[∇µ,∇z] = −igµ [∇µ,∇ν ] = −iFµν , (4.82)
where
ΩijWij = 0, (Wij)
∗ =W ij. (4.83)
4.6 Solving the Constraints
Let us then move on to solving the constraints (4.78)–(4.82) derived above.
Specifically, we will solve them in the following way. First, applying the constraints into the
Bianchi identities
[∇A, [∇B ,∇C}} ± [∇B , [∇C ,∇A}} ± [∇C , [∇A,∇B}} = 0, (4.84)
we obtain various relations among the supercurvatures and their derivatives. Then we will
find each higher derivatives of the supercurvatures, particularly of the superfield Wij, can be
expressed only by some combinations of all the other supercurvatures, including themselves,
and their lower derivatives. In other words, we can compute each higher derivatives of the
supercurvatures self-consistently using the other supercurvatures in our system. Once each
derivatives of supercurvatures are computed self-consistently, componentwise expansions of the
supercurvatures can be fulfilled, so that the supercurvatures are determined completely in a
self-consistent manner. In this sense we say we solve the constraints. We will then identify the
set of component fields, which are necessary and sufficient to compute all the supercurvatures
componentwisely, as the independent fields in our system.
4.6.1 Bianchi Identities
We now go through with the process described above. Since the computations are lengthy and
cumbersome, here we only list the results in the following18.
Three Fermionic Derivatives First we list the results of applying Bianchi identities for
three fermionic derivatives, say (∇α,∇β ,∇γ).
[∇jα,W j i] = 5iGiα, [∇jα˙,W j i] = 5iGiα˙, (4.85)
Giα = −1
4
(σµC)α
β˙F iβ˙µ, Giα˙ = −
1
4
(Cσµ)βα˙Fiβµ, (4.86)
[∇iα,Wjk] = 2iΩi[jGk]α + iΩjkGiα, [∇iα˙,Wjk] = 2iΩi[jGk]α˙ + iΩjkGiα˙, (4.87)
Fiαµ = (σ¯µC)
γ˙
αGiγ˙ , F iα˙ = (Cσ¯µ)α˙
βGiβ. (4.88)
18See appendix C for the detail of those computations.
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Four Fermionic Derivatives
{∇iα, Gjβ} = − i
4
Ωij(σ
µν)αβFµν − 1
2
Cαβ[∇z,Wij ]− 1
4
Cαβ [Wik,W
k
j ], (4.89)
{∇iα˙, Gjβ˙} = −
i
4
Ωij(σ¯
µν)α˙β˙Fµν −
1
2
Cα˙β˙[∇z,Wij ] +
1
4
Cα˙β˙[Wik,W
k
j ], (4.90)
{∇iα˙, Gjβ} = −1
2
(σµ)βα˙
(
iΩijgµ − [∇µ,Wij ]
)
, (4.91)
{∇iα, Gjβ˙} = −
1
2
(σµ)αβ˙
(
iΩijgµ + [∇µ,Wij ]
)
. (4.92)
Five Fermionic Derivatives
[∇iα, gµ] = −(σµν)αβ [∇ν , Giβ ] + (σ¯µC)β˙α[Gj β˙,Wij ], (4.93)
[∇iα˙, gµ] = −(σ¯µν)β˙ α˙[∇ν , Giβ˙] + (Cσ¯µ)α˙β [Gjβ,Wij ], (4.94)
[∇z, Giα] = −(σµC)αα˙[∇µ, Giα˙] + [Gjα,Wij ], (4.95)
[∇z, Giα˙] = −(Cσµ)βα˙[∇µ, Giβ ]− [Gjα˙,Wij ], (4.96)
[∇iα, [∇z,Wjk]] = −i(σµC)αα˙
(
Ωjk[∇µ, Giα˙] + 2Ωi[j[∇µ, Gk]α˙]
)
+ i
(
Ωjk[G
l
α,Wil] + 2Ωi[j [G
l
α,Wk]l]
)
− i[Giα,Wjk], (4.97)
[∇iα˙, [∇z,Wjk]] = −i(Cσµ)βα˙
(
Ωjk[∇µ, Giβ ] + 2Ωi[j [∇µ, Gk]β]
)
− i
(
Ωjk[G
l
α˙,Wil] + 2Ωi[j [G
l
α˙,Wk]l]
)
+ i[Giα˙,Wjk]. (4.98)
Six Fermionic Derivatives
[∇z, [∇z,Wjk]] = [∇µ, [∇µ,Wjk]]
+ i(Ωjk{Giα, Giα} − 4{Gjα, Gkα})
− i(Ωjk{Giα˙, Giα˙} − 4{Gjα˙, Gkα˙})
+
1
4
[W[j|l, [Wk]m,W
ml]], (4.99)
[∇z, gµ] = [∇ν , Fµν ]− 2(σ¯α˙α){Giα, Giα˙}+ i
4
[W ij, [∇µ,Wij ]], (4.100)
[∇µ, gµ] = −{Giα, Giα} − {Giα˙, Giα˙}+ i
4
[W ij , [∇z,Wij ]]. (4.101)
Note each first fermionic derivative of all the superfields in the theory has been consistently
computed in terms of only these superfields. In this sense, these computations close in the set
of superfields at our disposal. Especially no additional (super)field can be excited by applying
fermionic derivatives in any way. In other words, we can compute any higher derivatives of these
superfields. Such computations including further fermionic derivatives are necessary to obtain
an invariant action.
4.6.2 Definition of Component Fields
According to the computations above, we find the independent component fields, or essentially
the independent superfields, which should correspond to the following degrees of freedom:
φij : =Wij|, (4.102)
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λiα : = 2iGiα| = 2
5
[∇jα,W j i]
∣∣ = −2[∇iα,∇z]∣∣, (4.103)
λiα˙ : = −2iGiα˙| = −2
5
[∇jα˙,W ji]
∣∣ = −2[∇iα˙,∇z]∣∣, (4.104)
Hij : = −i[∇z,Wij]| (4.105)
=
1
10
{∇[iα, [∇kα,W kj]]}
∣∣ = i
2
{∇[iα, Gj]α}
∣∣ (4.106)
=
1
10
{∇[iα˙, [∇kα˙,W kj]]}
∣∣ = i
2
{∇[iα˙, Gj]α˙}
∣∣, (4.107)
Vµ : = igµ| = −[∇µ,∇z]
∣∣ (4.108)
=
i
20
(σ¯µ)
β˙β{∇iβ, [∇jβ˙,W ji]}
∣∣ (4.109)
=
i
20
(σ¯µ)
β˙β{∇iβ˙, [∇jβ,W ji]}
∣∣, (4.110)
Aµ : = i∇µ|, (4.111)(
Fµν : = i[∇µ,∇ν ]
∣∣
=
i
8
(
(σµν)
αβ{∇iα, Giβ}+ (σ¯µν)α˙β˙{∇iα˙, Giβ˙}
)∣∣∣
=
1
40
(
(σµν)
αβ{∇iα, [∇jβ,W ji]}+ (σ¯µν)α˙β˙{∇iα˙, [∇jβ˙,W ji]}
)∣∣∣ ), (4.112)
where | denotes to take the lowest components. Note these field contents are exactly the same
as in the USp(4) model in [10]. In particular, the highest spin is 1, successfully prohibiting the
higher spins.
4.6.3 Supertransformations
Let us now derive the supertransformations on these component fields. Actually we find that
these are the same as in eq. (4.15)–(4.19), up to some trivial constant factors and the difference
of the spinor representations, as they should be. Similarly the central charge transformations
are also rederived.
First we recall how those transformations are computed in our formulation. Let B be a
general superfield and b := B| its lowest component field. Supertransformation of the component
field b is defined to be
δb = δ(B|) := (δB)
∣∣∣ = [ξiαQiα + ξiα˙Qiα˙, B]∣∣∣ = [ξiαDiα + ξiα˙Diα˙, B]∣∣∣, (4.113)
where supercharges are represented as differential operators on the superspace. The last equality
holds since the computation is for the lowest terms; the difference of Qiα, Qiα˙ and Diα, Diα˙
contains only linear terms w.r.t. θ, θ, so that it vanishes when taking the lowest contributions
(unless the superfield B contains fermionic derivatives, which is the case in our computations
below.). In the following computations, we always take the Wess-Zumino gauge, where the
fermionic superconnections (and the central charge superconnection as well) have no lowest
terms. Then we find
δb = ξiα[Diα, B]± + ξ
iα˙[Diα˙, B]±
∣∣∣ = ξiα[∇iα, B]± + ξiα˙[∇iα˙, B]±∣∣∣. (4.114)
Thus supertransformations of b = B| can be readily computed from the fermionic first derivatives
of superfields [∇iα, B] and [∇iα˙, B]. In our case, each independent component field is defined
as a lowest component of the superfield in the system whose fermionic first derivatives have
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been computed completely by Bianchi identities as shown in the preceding section. We can
therefore derive any supertransformations of each component field in our formulation. Similarly,
the central charge transformations of the field b = B| are computed as
δzb = δz(B|) := (δzB)
∣∣∣ = [iωDz, B]∣∣∣ = iω[∇z, B]∣∣∣ (due to the WZ gauge). (4.115)
We then list below the explicit results.
δφij = δWij
∣∣∣
= ξkα[∇kα,Wij ] + ξkα˙[∇kα˙,Wij ]
∣∣∣
=
(
ξ[i
αλj]α +
1
2
Ωijξ
kαλkα
)
−
(
ξ[i
α˙λj]α˙ +
1
2
Ωijξ
kα˙λkα˙
)
, (4.116)
δλiα = 2i
(
ξkβ{∇kβ, Giα}+ ξkβ˙{∇kβ˙, Giα}
)∣∣∣
=
1
2
ξi
β(σµν)βαFµν
+ i(σµ)αβ˙ξ
kβ˙[∇µ, φki]− i(σµ)αβ˙ξiβ˙Vµ + iξkαHki −
i
2
ξkα[φkl, φ
l
i], (4.117)
δλiα˙ = −2i
(
ξkβ{∇kβ, Giα˙}+ ξkβ˙{∇kβ˙, Giα˙}
)∣∣∣
= −1
2
ξi
β˙(σ¯µν)βαFµν
+ i(σµ)βα˙ξ
kβ[∇µ, φki] + i(σµ)βα˙ξiβVµ + iξkα˙Hki − i
2
ξkα˙[φkl, φ
l
i], (4.118)
δHij = −i
(
ξkβ[∇kβ, [∇z,Wij ]] + ξkβ˙[∇kβ˙, [∇z,Wij ]]
)∣∣∣
= −i
(
ξ[i
β(σµ)ββ˙ [∇µ, λj]β˙] +
1
2
Ωijξ
kβ(σµ)ββ˙[∇µ, λkβ˙]
)
− i
(
ξ[iβ˙(σ¯
µ)β˙β[∇µ, λj]β] +
1
2
Ωijξ
k
β˙(σ¯µ)
β˙β[∇µ, λkβ]
)
− i
(
ξ[i
β[λlβ, φj]l] +
1
2
Ωijξ
kβ[λlβ, φkl]
)
− i
(
ξ[i
β˙[λlβ˙, φj]l] +
1
2
Ωijξ
kβ˙[λlβ˙, φkl]
)
+
i
2
ξkβ[λkβ, φij ] +
i
2
ξkβ˙[λkβ˙, φij ], (4.119)
δVµ = iξ
iα[∇iα, gµ] + iξiα˙[∇iα˙, gµ]
∣∣∣
= −1
2
ξiα(σµν)α
β[∇ν , λiβ ] + 1
2
ξiα˙(σ¯µν)
α˙
β˙[∇ν ,∇iβ˙]
+
1
2
ξiα(σµ)αα˙[λ
jα˙, φij ] +
1
2
ξiα˙(σ¯µ)
α˙α[λjα, φij ], (4.120)
δAµ = i
(
ξiα[∇iα,∇µ] + ξiα˙[∇iα˙,∇µ]
)∣∣∣
= − i
2
ξiα(σµ)αα˙λi
α˙ +
i
2
ξiα˙(σ¯µ)
α˙αλiα. (4.121)
Similarly, the central charge transformations are give as follows:
δzφij = iω[∇z,Wij ]
∣∣∣
= −ωHij, (4.122)
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δzλiα = −2ω[∇z, Giα]
∣∣∣
= iω
(
(σµ)αα˙[∇µ, λiα˙] + [λjα, φij ]
)
, (4.123)
δzλiα˙ = −2ω[∇z, Giα]
∣∣∣
= −iω ((Cσ¯µ)α˙α[∇µ, λiα] + [λjα˙, φij ]) , (4.124)
δzHij = ω[∇z, [∇z ,Wij ]]
∣∣∣
= ω
(
[∇µ, [∇µ, φij ]]− 1
4
[φ[i|k, [φj]l, φ
kl]]
− i
(
1
4
Ωij{λkγ , λkγ} − {λiγ , λjγ}
)
+ i
(
1
4
Ωij{λkγ˙ , λkγ˙} − {λiγ˙ , λj γ˙}
))
, (4.125)
δzVµ = −ω[∇z, gµ]
∣∣∣
= ω
(
[∇ν , F νµ]− 1
2
(σ¯)α˙α{λiα˙, λiα}+ 1
4
[φij , [∇µ, φij ]]
)
, (4.126)
δzAµ = −ω[∇z,∇µ]
∣∣∣
= −ωVµ. (4.127)
4.6.4 Off-Shell Closure
Finally we show that the supertransformations derived above close off-shell. Since the super-
transformations are essentially intrinsic to our superspace formulation and derived automatically,
the off-shell closure of those supertransformations shows, in a sense, the superspace has been
completely and successfully constructed for the USp(4) model.
Let B be one of the superfields in our case and b := B| be the lowest component as before.
Recall first the off-shell closure is generally represented as
(δ1δ2 − δ2δ1)b = −i
(
(ξ1)iα(ξ2)
iα + (ξ1)iα˙(ξ2)
iα˙
)
[∂z, b]
− i ((ξ1)iα(σµ)αα˙(ξ2)iα˙ − (ξ2)iα(σµ)αα˙(ξ1)iα˙) [∂µ, b]. (4.128)
Instead of showing this by using the explicit formulae (4.116)–(4.121), we presents here more
general procedure in the WZ gauge:
δb = ξiα[∇iα, B]± + ξiα˙[∇iα˙, B]±
∣∣∣,
δ1δ2b = −(ξ1)jβ(ξ2)iα[∇jβ, [∇iα, B]±]∓ − (ξ1)jβ˙(ξ2)iα[∇jβ˙, [∇iα, B]±]∓
− (ξ1)jβ(ξ2)iα˙[∇jβ, [∇iα˙, B]±]∓ − (ξ1)jβ˙(ξ2)iα˙[∇jβ˙, [∇iα˙, B]±]∓
∣∣∣ (WZ gauge),
so that
(δ1δ2 − δ2δ1)b = −i
(
(ξ1)i
α(σµ)αα˙(ξ2)
iα˙ − (ξ2)iα(σµ)αα˙(ξ1)iα˙
)
[∇µ, B]
− i
(
(ξ1)iα(ξ2)
iα + (ξ1)iα˙(ξ2)
iα˙
)
[∇z, B]− i
(
(ξ1)
i
α(ξ2)
jα − (ξ1)iα˙(ξ2)jα˙
)
[Wij, B]
∣∣∣.
Thus, for the component fields b = φij , λiα, λiα˙, Hij, Vµ, we find
(δ1δ2 − δ2δ1)b = −i
(
(ξ1)i
α(σµ)αα˙(ξ2)
iα˙ − (ξ2)iα(σµ)αα˙(ξ1)iα˙
)
[Dµ, b]
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− i
(
(ξ1)iα(ξ2)
iα + (ξ1)iα˙(ξ2)
iα˙
)
[∂z, b] + i
[(
(ξ1)
i
α(ξ2)
jα − (ξ1)iα˙(ξ2)jα˙
)
φij , b
]
,
(4.129)
where Dµ is the ordinary gauge covariant derivative showing that the ∂µ in eq. (4.128) is correctly
gauge covariantized. The last term is the gauge transformation of the adjoint field b with the
gauge parameter being ((ξ1)
i
α(ξ2)
jα− (ξ1)iα˙(ξ2)jα˙)φij . Therefore the algebra closes up to a gauge
transformation. This term appears due to the fact we have taken the WZ gauge. On the other
hand, for b = Aµ, we should take B = i∇µ then we find
(δ1δ2 − δ2δ1)Aµ = −
[
Dµ,
(
(ξ1)
i
α(ξ2)
jα − (ξ1)iα˙(ξ2)jα˙
)
φij
]
− i
(
(ξ1)iα(ξ2)
iα + (ξ1)iα˙(ξ2)
iα˙
)
[∂z, Aµ]
− i
(
(ξ1)i
α(σν)αα˙(ξ2)
iα˙ − (ξ2)iα(σν)αα˙(ξ1)iα˙
)
Fνµ, (4.130)
so that the last term is again a gauge transformation of the gauge field Aµ w.r.t. the gauge
parameter ((ξ1)
i
α(ξ2)
jα− (ξ1)iα˙(ξ2)jα˙)φij . Thus for any component field in this model the super-
algebra closes off-shell up to a gauge transformation.
One may suspect that the above algebraic proof of the off-shell closure does not suffice to
show the explicit supertransformations (4.116)–(4.121) certainly close. However, those trans-
formation laws have been computed purely algebraically using only the constraints and the
Bianchi identities, and the computation in the proof above has also been done in exactly the
same manner. Thus the closeness is certainly and manifestly assured.
5 Conclusion and Discussion
We have seen how a superspace formulation using superconnections and supercurvatures would
be set up for the USp(4) super Yang-Mills theory in four dimensions. We introduced a central
charge to prohibit unpleasant fields with spins higher than one appearing in the super Yang-Mills
multiplet. In order to consider N = 4 supersymmetry with a central charge, we had to break the
R-symmetry SU (4) into some automorphic subgroup. We chose USp(4) as such automorphic
subgroup. We then obtained almost uniquely the appropriate constraints for supercurvatures by
noticing the trivial algebraic symmetries, dropping the unnecessary supercurvatures which con-
tain spins higher than one, and imposing the reality conditions on the supercurvatures to make
the multiplet irreducible. These constraints have been consistently solved with the restrictions
by the Bianchi identities. Then we have found that the theory we set up has one vector, four
Weyl spinors, five real scalars, five auxiliary scalars and one extra vector-like field, which thus
contains the same number of bosons and fermions, namely, 3+5+5+3=16 bosons and 4 · 2 · 2=16
fermions, as the off-shell degrees of freedom. Supertransformations as well as transformations
associated with the central charge can be computed using the Bianchi identities, and has been
automatically shown to be off-shell in section 4. Thus concerning to supertransformations, we
have succeeded to develop a superspace formulation for the USp(4) super Yang-Mills theory in
four dimensions.
There are, however, some problems remained. First, we have to notice the vector-like field
Vµ noted above. By definition, this field has (mass) dimension two, the same as that of the
auxiliary fields. This means that in four dimensions the field can not have a kinetic term as
an elementary field, or, in other words, terms only like VµV
µ/2 can be allowed. One may then
consider that this field should merely be an auxiliary or nondynamical field. We expect it is
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not [12], in fact, the field is further constrained by eq. (4.101), i.e.
[∇µ, gµ] = −{Giα, Giα} − {Giα˙, Giα˙}+ i
4
[W ij, [∇z,Wij ]],
which is the same as eq. (4.25) in [12]. If we restrict the gauge group to be Abelian, this equation
leads to
[∇µ, gµ] = 0. (5.1)
Then as a solution we can take
gµ = [∇ν , (∗A)µν ], (∗A)µν + (∗A)νµ = 0. (5.2)
(Here the Hodge star is taken to make an gauge invariant quantity.) Thus the constraint (4.101)
assures, in a way, that the field Vµ = igµ| is not elementary and does contain contain dynamical
degrees as in VµV
µ = [∇ν , (∗A)µν ][∇ρ, (∗A)µρ}] in the Abelian case. Similarly even in the
non-Abelian cases, the field Vµ should be interpreted as non-elementary and dynamical degrees
of freedom due to the constraint eq. (4.101). Here again we emphasize that eq. (4.101) is
implemented in our formulation and derived automatically from the Bianchi identities.
Another crucial issue is whether we can construct the manifestly invariant action of the
USp(4) model within the framework of our superspace formulation. Since we have the component
formulation (4.13), we should in principle construct the action on the superspace. In fact, as is
mentioned in [12], it can be shown, by explicitly evaluating the components, that the action can
be constructed in the form, roughly in our notation, like
S ∼ tr
∫
d4x
({∇, [∇, GG]}+ {∇, [∇, GG]})∣∣ .
However, because of the fact that N = 4 supersymmetry contains total of 16 supercharges,
it may not possible to construct a manifestly supersymmetric action on superspace in four-
dimensional spacetime. Moreover we work on the theory with a central charge, which makes
its superspace formulation to develop much harder than usual. Nevertheless, we expect such
superspace formulation could be established since the off-shell component formulation as its
counterpart has been presented in a simple form. We have to reveal these points in the work in
progress.
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A Notation and Formulae
A.1 Notation
We denote the symmetric group of degree p19 by Sp. The signature for σ ∈ Sp is defined as
usual, i.e.
sgn(σ) :=
{
+1, (σ : even permutation)
−1, (σ : odd permutation) . (A.1)
19It is the group consists of all bijective maps on the set Np := {1, · · · , p}.
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We use the following notation for symmetrization and antisymmetrization of any kind of indices
as
A(i1···ip) :=
∑
σ∈Sp
Aiσ(1)···iσ(p) , A[i1···ip] :=
∑
σ∈Sp
sgn(σ)Aiσ(1)···iσ(p). (A.2)
The set of all n by n matrices whose matrix components belong to the field K is denoted by
M(n,K). The n× n unit matrix on K is denoted as 1n ∈M(n,K) or simply as 1 ∈M(n,K).
We denote the Pauli matrices by τ i ∈M(2,C) (i = 1, 2, 3). We have as usual
τ iτ j = δij1+ i
3∑
k=1
ǫijkτk, τ2τ iτ2 = −(τ i)∗, (A.3)
where ǫijk is the totally antisymmetric symbol with ǫ123 = 1.
Through this article, we adopt the Einstein’s convention, unless otherwise noted, to contract
two identical indices with one from upper and the other from lower.
A.2 Weyl-Spinor Representations in Four Dimensions
A.2.1 Vector Basis in M(2,C) — Minkowski Basis
Let
σµ := (1, τ i), σ¯µ := (1,−τ i), (A.4)
and
C↓ := τ
2, C↑ := (C↓
T )−1 ≡ −τ2, C↓∗ := (C↓)∗ ≡ −τ2, C↑∗ := (C↑)∗ ≡ ((C↓∗)T )−1 ≡ τ2.
(A.5)
Note that the last four matrices are all antisymmetric so that satisfy
C↑ = −(C↓)−1, C↑∗ = −(C↓∗)−1. (A.6)
Two matrices σµ and σ¯µ satisfy the relations
σµσ¯ν + σν σ¯µ = 2ηµν , σ¯µσν + σ¯νσµ = 2ηµν , (A.7)
where ηµν = (+,−,−,−) is the Minkowski metric in four dimensions, and are related by a
transformation
(σ¯µ)T = C↑σµ(C↑∗)T , or (σµ)T = C↓
∗σ¯µ(C↓)
T . (A.8)
Notice also that
(σµ)† = σµ, (σ¯µ)† = σ¯µ. (A.9)
We prescribe that, according to the reason which will be understood later, these matrices
are labeled by row and column indices as
(σµ)αβ˙, (σ¯
µ)α˙β (A.10)
and
(C↓)αβ =: Cαβ , (C
↑)αβ =: Cαβ, (C↓
∗)α˙β˙ := Cα˙β˙, (C
↑∗)α˙β˙ := C α˙β˙. (A.11)
Then the above equations (A.6), (A.7), and (A.8) can be expressed by
CαβC
γβ = δα
γ , Cα˙β˙C
γ˙β˙ = δα˙
β˙; (A.12)
(σµ)αγ˙(σ¯
ν)γ˙β + (σν)αγ˙(σ¯
µ)γ˙β = 2ηµνδα
β, (σ¯µ)α˙γ(σν)γβ˙ + (σ¯
ν)α˙γ(σµ)γβ˙ = 2η
µνδα˙β˙; (A.13)
(σ¯µ)α˙β = CβδC α˙γ˙(σµ)δγ˙ , (σ
µ)αβ˙ = Cβ˙δ˙Cαγ(σ¯
µ)δ˙γ , (A.14)
respectively.
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Orthonormality and Completeness Using equations (A.7) and (A.8), we obtain the or-
thonormality of the matrices σµ, σ¯µ:
trσµσ¯ν = 2ηµν . (A.15)
Then we can easily show that four matrices σµ ∈M(2,C) are linearly independent, and because
of the fact that dimM(2,C) = 4, they form a basis of the complex vector space M(2,C).
Similarly, four matrices σ¯µ ∈ M(2,C) form another basis of M(2,C). Completeness of these
basis can be expressed as
(σµ)αγ˙(σ¯µ)
δ˙β = 2δα
βδδ˙ γ˙ . (A.16)
So called the Firtz transformations can be derived from the last identity; for instance,
(σµ)αγ˙(σµ)βδ˙ = 2CαβCγ˙δ˙, (σ¯
µ)α˙γ(σ¯µ)
β˙δ = 2C α˙β˙Cγδ. (A.17)
Some Formulae From eq. (A.7) we obtain
σµσ¯ρσν + σν σ¯ρσµ = 2(ηµρσν + ηνρσµ − ηµνσρ), (A.18)
σ¯µσρσ¯ν + σ¯νσρσ¯µ = 2(ηµρσ¯ν + ηνρσ¯µ − ηµν σ¯ρ). (A.19)
Total antisymmetricity w.r.t. µ, ν, ρ, σ in
tr(σµσ¯ρσν σ¯σ − σν σ¯ρσµσ¯σ), tr(σ¯µσρσ¯νσσ − σ¯νσρσ¯µσσ) (A.20)
leads to the equations
σµσ¯ρσν − σν σ¯ρσµ = 2iεµνρσσσ, (A.21)
σ¯µσρσ¯ν − σ¯νσρσ¯µ = −2iεµνρσσ¯σ. (A.22)
A.2.2 (Anti-) Symmetric Basis in M(2,C) — Minkowski Basis
Let
σµν :=
1
2
(σµσ¯ν − σν σ¯µ), σ¯µν := 1
2
(σ¯µσν − σ¯νσµ). (A.23)
Clearly, these matrices have standard index structure
(σµν)α
β, (σ¯µν)α˙β˙, (A.24)
and are traceless
trσµν = (σµν)α
α = 0, tr σ¯µν = (σ¯µν)α˙α˙ = 0. (A.25)
Thus if we define matrices
(σµν)αβ := (σ
µν)α
γCγβ , (σ
µν)αβ := Cαγ(σµν)γ
β, (A.26)
(σ¯µν)α˙β˙ := C β˙γ˙(σ¯µν)α˙γ˙ , (σ¯
µν)α˙β˙ := (σ¯
µν)γ˙ β˙Cγ˙α˙, (A.27)
they are all symmetric w.r.t. α, β or α˙, β˙. This fact can also be recognized by
σµνC↓ =
1
2
(
σµC↑∗(σν)T + (σµC↑∗(σν)T )T
)
, etc. (A.28)
Note also that
(σµν)† = −σ¯µν , (σ¯µν)† = −σµν . (A.29)
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(Anti-) Self-duality Since σµν and σ¯µν are traceless, each of them represents 4− 1 = 3 d.o.f.
inM(2,C), which corresponds to that σµνC↓, σ¯
µν(C↑)T , etc., are symmetric and have 2 · 3/2 = 3
d.o.f. These facts then imply that σµν and σ¯µν are (anti-) self-dual “tensors”. This is the case
as we can show using the formulae above that
σ˜µν :=
1
2
εµνρσσρσ = iσ
µν , ˜¯σµν :=
1
2
εµνρσσ¯ρσ = −iσ¯µν . (A.30)
Orthonormality and Completeness Using eqs. (A.18), (A.21), and (A.15) we find that
trσµνσρσ = −4℘+µνρσ , tr σ¯µν σ¯ρσ = −4℘−µνρσ , (A.31)
where
℘+µνρσ :=
1
2
(ηµρηνσ − ηµσηνρ − iεµνρσ), ℘−µνρσ := 1
2
(ηµρηνσ − ηµσηνρ + iεµνρσ). (A.32)
Two symbols ℘+ and ℘− can be interpreted as the projection operators in four dimensions into
the self-dual and anti-self-dual tensors, respectively, in the vector representation, in fact,
1
2
℘±µνρσ℘±ρσ
τλ = ℘±µντλ,
1
2
℘±µνρσ℘∓ρσ
τλ = 0, (A.33)
℘±ρσµν = ℘±µνρσ, ℘±νµρσ = ℘±µνσρ = −℘±µνρσ . (A.34)
Then we find that the sets of four matrices
(Cαβ , (σ
µν)αβ), (Cα˙β˙, (σ¯
µν)α˙β˙), (A.35)
or their variant with some indices raised, are separately taken to be bases in M(2,C). Note here
that
trC↓C
↑ = −2, trσµνC↓ = 0, etc. (A.36)
Completeness of these bases is expressed by identities as
CαβC
γδ +
1
2
(σµν)αβ(σµν)
γδ = 2δα
γδβ
δ, (A.37)
Cα˙β˙C
γ˙δ˙ +
1
2
(σ¯µν)α˙β˙(σ¯µν)
γ˙δ˙ = 2δα˙
γ˙δβ˙
δ˙. (A.38)
With the use of these identities, we can show, for instance, the following Firtz transformations
CαβCγδ = CαγCβδ − CαδCβγ , 1
2
(σµν)αβ(σµν)γδ = CαγCβδ + CαδCβγ , etc. (A.39)
A.2.3 Weyl Spinors in Four-Dimensional Minkowski Space
Weyl spinors are elements of representation spaces of SL(2,C) corresponding to the two funda-
mental representations (2,1) and (1,2). We choose to label a spinor which transforms under
(2,1) as ψα, and a the other as ψα˙. Their contragradient representations are thus represented
by ψα and ψα˙. We assume these spinors are Grassmann odd. Matrices C↓ and C↓
∗, or their
contragradient C↑, C↑∗, can be taken as the SL(2,C) invariant metrics. We choose (σµ) as
a basis of the representation space for (2,1) ⊗ (1,2), and (σ¯µ) as its contragradient. This is
why we have labeled as Cαβ , Cα˙β˙, C
αβ, C α˙β˙ and (σµ)αβ˙ , (σ¯
µ)α˙β. Transformations are then
represented as follows
ψ′α = exp(+
1
4
ωµνσ
µν)α
βψβ, ψ
′
α˙ = exp(−
1
4
ωµν σ¯
µν)β˙ α˙ψβ˙, (A.40)
37
ψ′α = exp(−1
4
ωµνσ
µν)β
αψβ , ψ′α˙ = exp(+
1
4
ωµν σ¯
µν)α˙β˙ψ
β˙. (A.41)
Thus indices can be raised or lowered by C’s by the same rule as before, namely,
ψα = Cαβψβ, ψα = ψ
βCβα. (A.42)
Notice here that
ψαχ
α = −ψαχα = +χαψα. (A.43)
We also find that
exp(−1
4
ωµν σ¯
µν)β˙ α˙ = (exp(+
1
4
ωµνσ
µν)α
β)†, i.e. ψα˙ = (ψα)
†, ψα˙ = (ψα)†, (A.44)
i.e., indices α are dotted to α˙ under Hermitian conjugation and vice versa, which is consistent
to that we have labeled (C∗)α˙β˙, (σ
µ)†αβ˙ = (σ
µ)αβ˙ , etc.
Through this article, Hermitian conjugation, as well as transposition, always changes an
order of, even of Grassmann, quantities. Thus for example,
(ψαχ
α)† = (ψαC
αβχβ)
† = (χβ)
†(C η˙α˙)(ψα)
† = χβ˙ψ
β˙. (A.45)
We define a fermionic derivative by{
∂
∂θα
, θβ
}
= δα
β,
{
∂
∂θα˙
, θβ˙
}
= δα˙
β˙, (A.46)
so that, by taking the Hermitian conjugation of this equation, we find that20(
∂
∂θα
)†
=
∂
∂(θα)†
=
∂
∂θα˙
. (A.47)
We also find that
Cαβ
∂
∂θβ
= − ∂
∂θα
, etc. (A.48)
A.2.4 Euclidean Basis and Weyl Spinors in Four-Dimensional Euclidean Space
Let
σµ := (1, iτ i), σ¯µ := (1,−iτ i). (A.49)
Then we have
σµσ¯ν + σν σ¯µ = 2ηµν , σ¯µσν + σ¯νσµ = 2ηµν , (A.50)
where ηµν = (+,+,+,+) is the four-dimensional Euclidean metric. Most of the definitions and
formulas in the preceding sections also hold here by replacing the Minkowski metric by the
Euclidean metric, and also εµνρσ by iεµµρσ . There are, however, some exceptions; note
(σµ)† = σ¯µ, (σ¯µ)† = σµ, (A.51)
so that
(σµν)† = −(σµν), (σ¯µν)† = −(σ¯µν). (A.52)
These equations and eqs. (A.40) and (A.41) implies that indices α, α˙ are raised or lowered under
Hermitian conjugations, namely,
(ψα)
† = ψα, (ψα˙)
† = ψα˙, etc. (A.53)
20Note in passing that, since [∂µ, x
ν ] = δµ
ν , we have ∂µ
† = −∂µ.
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A.3 SU (N)
A.3.1 Special Unitary Group SU (N)
The special unitary group SU (N) is the group composed of all unitary transformations on
a vector space without the trivial phase transformation group U (1). For convenience, it is
represented by matrices w.r.t. an orthonormalized basis, namely
SU (N) = {(Mij) ∈ GL(N,C)|(M †)ikMkj = δij , detM = 1}. (A.54)
A.3.2 Special Unitary Algebra su(N)
The special unitary algebra su(N) is composed of elements X ∈ gl(N,C) which satisfies that
exp(itX) ∈ SU (N), namely,
su(N) = {(Xij) ∈ gl(N,C)|(X†)ij = Xij, trX = 0}. (A.55)
Note here that su(N) should be a real vector space. As a consequence we find that dimSU (N) =
dim su(N) = N2 − 1.
Letting
〈X,Y 〉 := tr(X†Y ), X, Y ∈M(n,C), (A.56)
we introduce a positive-definite Hermitian form on M(N,C). Then, by taking a suitable linear
combination, we can obtain an orthonormalized basis (Xa) in su(N) such as
〈Xa,Xb〉 = 1
2
δab. (A.57)
In addition, if we define X0 := 1/
√
2N ∈M(N,C), N2 matrices Xa (a = 0, · · · , N2 − 1) satisfy
this relation, so that they can be interpreted as an orthonormalized basis in M(N,C). The
corresponding completeness relation is readily computed from this relation as
N2−1∑
a=0
(Xa)i
j(Xa)k
l =
1
2
δi
lδk
j, (A.58)
N2−1∑
a=1
(Xa)i
j(Xa)k
l =
1
2N
(Nδi
lδk
j − δijδkl). (A.59)
Let (Xa) be an orthonormalized basis in M(N,C), and let
F abc := 2〈Xa,XbXc〉 = 〈Xa, {Xb,Xc}〉+ 〈Xa, [Xb,Xc]〉. (A.60)
Note F abc = F bca = F cab. Since
〈Xa, {Xb,Xc}〉∗ = 〈{Xb,Xc},Xa〉 = 〈Xa, {Xb,Xc}〉, (A.61)
〈Xa, [Xb,Xc]〉∗ = 〈[Xb,Xc],Xa〉 = −〈Xa, [Xb,Xc]〉, (A.62)
they are identified as
〈Xa, {Xb,Xc}〉 = dabc := ℜF abc, −i〈Xa, [Xb,Xc]〉 = fabc := ℑF abc, (A.63)
where dabc is totally symmetric while fabc is totally antisymmetric and in particular dab0 =
δab/
√
2n, fab0 = 0, so that
{Xa,Xb} = 1√
2N
δab +
N2−1∑
c=1
dabcXc, (A.64)
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[Xa,Xb] = i
N2−1∑
c=1
fabcXc. (A.65)
We now construct a specific orthonormalized basis in su(N) explicitly. Since X† = X (X ∈
su(N)), we find
(XR)
T = XR, (XI)
T +XI = 0, where XR := ℜX, XI := ℑX. (A.66)
Thus as a basis, we can take the following:
(Xm)kl :=
1√
2m(m+ 1)
(
m∑
i=1
δikδ
i
l −mδm+1kδm+1l
)
, (m = 1, · · · , N − 1), (A.67)
(Xijs )kl :=
1
2
(δikδ
j
l + δ
j
kδ
i
l), (X
ij
a )kl :=
1
2
i(δikδ
j
l − δjkδil), (1 6 i < j 6 N), (A.68)
where we have used fixed indices which do not obey the general transformation laws. Note
especially the Cartan subalgebra is generated by {Xm}, so that weights are given as
νm =
0, · · · , 0, − m− 1√
2(m− 1)m,
m
1√
2m(m+ 1)
, · · · , 1√
2(N − 1)N
 ∈ RN−1,
(m = 1, · · · , N − 1), (A.69)
νN =
(
0, · · · , 0, − N − 1√
2(N − 1)N
)
∈ RN−1, (A.70)
which satisfy that
‖νi‖2 = N − 1
2N
, νi · νj = − 1
2N
, (i 6= j),
N∑
i=1
νi = 0. (A.71)
Correspondingly, simple roots are given as
αi := νi − νi+1, (i = 1, · · · , N − 1), (A.72)
with ‖αi‖2 = 1, αi ·αj =
{
0, (j 6= i, i± 1)
−1
2
, (j = i± 1) , (A.73)
thus the Dynkin diagram for su(N) is as follows:
α1 αN−1
(A.74)
A.3.3 Fundamental Representations
The fundamental representations (ρ, V ) of SU (N) are given by the N -dimensional defining
representation eq. (A.54) and, more generally, its antisymmetric tensor products (ρ ⊗ · · · ⊗
ρ,A(V ⊗ · · · ⊗ V )). This can be seen by the fact that the weight
µj :=
j∑
i=1
νi (A.75)
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becomes fundamental. Their differential representations (dρ⊕ · · · ⊕ dρ,A(V ⊗ · · · ⊗V )) become
the fundamental representations of su(N). We denote these representations by [j] :=
(
N
j
)
.
Since
N∑
i=1
νi = 0, i.e.
j∑
i=1
νi = −
N∑
i=j+1
νi, (A.76)
we find that
[j] = [N − j], especially N = [N − 1]. (A.77)
Adjoint representations (Ad, su(N)) of SU (N) and, as its differential representations, (ad, su(N))
of su(N), are N2 − 1-dimensional and given from the fundamental representations as in
N ⊗N = 1⊕ (N2 − 1). (A.78)
A.4 USp(2n)
A.4.1 Symplectic Form
Let V be a complex vector space with dimension dimV = 2n, and ω be a antisymmetric
nondegenerate bilinear form21 on V .
The existence of a nondegenerate bilinear form allows us to define a linear isomorphism
G : V → V ∗ such that
∀v ∈ V, v˜ := G(v) s.t. ∀w ∈ V, v˜(w) = ω(v,w). (A.79)
Similarly the inverse G−1 can be used to define an induced bilinear form ω˜ on V ∗ such that
∀φ ∈ V ∗, φ˜ := G−1(φ) s.t. ∀ψ ∈ V ∗, ψ(φ˜) = ω˜(ψ, φ). (A.80)
These operations are represented by components w.r.t. a basis (ei) in V and its dual (ei) in V
∗
as before; letting
ωij := ω(ei, ej), ωij := ω˜(ei, ej), vi := ei(v), φ
i := φ(ei), v ∈ V, φ ∈ V ∗, (A.81)
we find that
ωikω
jk = δi
j , v˜i = ωijvj , φ˜i = φ
jωji. (A.82)
A.4.2 Unitary Symplectic Group USp(2n)
A transformation f ∈ End(V ) such that
ω(f(v), f(w)) = ω(v,w), for∀v, w ∈ V, (A.83)
is called a symplectic transformation. The nondegeneracy of the symplectic form ω implies that
f ∈ Aut(V ). Then the set of all symplectic transformations on V forms a group, called the
symplectic group on V . If V is complex and finite dimensional, as is the case in our assumption,
one can impose that a symplectic transformation is simultaneously unitary w.r.t. a Hermitian
21A bilinear form ω : V × V → K is said to be antisymmetric if it satisfies that
∀v, w ∈ V, ω(v,w) + ω(w, v) = 0,
i.e. ω ∈
2∧
V ∗. An antisymmetric nondegenerate bilinear form ω exists only if the vector space V is even
dimensional, since an antisymmetric matrix (ω(ei, ej)) ∈ M(dimV,K), where (ei) is a basis in V , cannot be
nondegenerate (has at least one zero eigenvalue) when V is odd dimensional.
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form on V . The collection of all both unitary and symplectic transformations on V also forms a
group, which is called the unitary symplectic group, or the complex symplectic group, or simply,
the symplectic group on the complex vector space V , and denoted as USp(V ) or simply, Sp(V ).
Let f ∈ USp(V ) and (ei) be a basis in V . The condition (A.83) is represented w.r.t. the
basis as in
Mk
iωklMl
j = ωij, equivalently, Mi
kωklMj
l = ωij , (A.84)
where f(ei) = ejMj
i. Notice here that such transformation satisfies (detM)2 = 1. Since V is
even dimensional, we find that detM = 1. Then assume the basis (ei) is orthonormalized w.r.t.
a Hermitian form
g(ei, ej) = δij . (A.85)
By a suitable orthogonal, but not symplectic in general, transformation of this basis, we can
obtain a basis (e′i) such that
ω(e′i, e′j) = Ωij :=
(
0 +1
−1 0
)
. (A.86)
We call this matrix representation of ω the standard form. The corresponding contragradient ω˜
is represented
ω˜(e′i, e′j) = Ωij :=
(
0 +1
−1 0
)
, (A.87)
i.e. by the same matrix. Note that an orthogonal transformation is a unitary transformation,
which in particular preserve the Hermitian form, so that (e′i) is also orthonormalized. An
orthonormalized basis which represents ω as the standard form is said to be standard.
The unitary symplectic group is usually represented w.r.t. a standard basis as in
USp(2n) = {(Mij) ∈ GL(2n,C)|MkiΩklMlj = Ωij, (M †)ikMkj = δij}. (A.88)
If M ∈ USp(2n), it automatically satisfies detM = 1 as noted above.
In passing, we list some formulae in an irreducible matrix representation
ω↓ + (ω↓)
T = 0, ω↑ + (ω↑)T = 0, ω↓ = ((ω
↑)T )−1, (ω↓)
† = c(ω↓)
−1 = −cω↑, (A.89)
where 0 6= c ∈ R and ω↓ = (ωij) and ω↑ = (ωij). In particular, the last equation is derived by
comparing
M(ω↓)
†MT = (ω↓)
†, and M(ω↓)
−1MT = (ω↓)
−1, (A.90)
and noting the uniqueness of such ω↓ up to a constant as shown by the Schur’s lemma for the
irreducible representation. For the standard form, we find
(Ω↓)
† = (Ω↓)
−1 = −Ω↑. (A.91)
A.4.3 Unitary Symplectic Algebra usp(2n)
The unitary symplectic algebra usp(2n) is the Lie algebra of the Lie group USp(2n), namely, iff
X ∈ usp(2n) then exp(itX) ∈ USp(2n), so that
usp(2n) = {(Xij) ∈ gl(2n,C)|XkiΩkj +ΩikXkj = 0, (X†)ij = Xij}. (A.92)
Here again the condition trX = 0 (X ∈ usp(2n)) is automatically assured. If we write an
element X ∈ usp(2n) in the form
X =
(
T S
S′ T ′
)
, T, T ′, S, S′ ∈ gl(n,C), (A.93)
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we find that
T † = T, ST = S, T ′ = −T T , S′ = S†. (A.94)
Thus as a basis in usp(2n), we can take the following
X0 =
(
1 0
0 −1
)
, Xa =
(
T a 0
0 −(T a)∗
)
, T a ∈ su(n), (a = 1, · · · , n2 − 1), (A.95)
Xas =
(
0 SR
SR 0
)
, Xaa =
(
0 −iSI
iSI 0
)
, SR,I ∈ gl(n,R), STR,I = SR,I,
(a = 1, · · · , 1
2
n(n+ 1)), (A.96)
and, as a consequence, we find that dimUSp(2n) = dim usp(2n) = n(2n+ 1).
We consider the Cartan subalgebra to be generated by the following n elements:
X˜0 :=
1√
2n
X0, X˜m :=
(
Xm 0
0 −Xm
)
, (m = 1, · · · , n− 1), (A.97)
where Xm is given by (A.67). Then, using the weights (A.69), (A.70) and νn+1 := en+1 =
(0, · · · , 0, 1) ∈ Rn+1, the corresponding weights are given
±
(
νi +
1√
2n
νn+1
)
, (A.98)
so that the roots are
νi − νj, (i 6= j), ±
(
νi + νj +
√
2
n
νn+1
)
, (A.99)
and thus simple roots are
αi =
{
νi − νi+1, (i = 1, · · · , n− 1),
2νn +
√
2
nν
n+1, (i = n),
(A.100)
which satisfy that
‖αi‖2 =
{
1, (i = 1, · · · , n− 1),
2, (i = n),
αi ·αj =

−1
2
, (j = i+ 1, i = 1, · · · , n− 1, or i↔ j),
−1, (i = n− 1, j = n, or i↔ j),
0, (otherwise).
(A.101)
The Dynkin diagram for usp(2n) is as follows:
α1 α
n
(A.102)
This Dynkin diagram looks like that of so(2n + 1). However, norms of these simple roots are
not the same with each other, thus the two diagrams are actually different, except the case for
n = 2, so that SO(5) ∼= USp(4).
B Clifford Algebra and Spinors
In this appendix, we briefly examine some fundamental properties of Clifford algebra which
plays a role in this article. Notation and convention follows the preceding appendix.
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B.1 Clifford Algebra
B.1.1 Definition
Let η be a (non-degenerate) metric with (Sylvester’s) signature (t, s) which is defined on a vector
space M(t, s) with dimension D = t+ s [47]:
ηµν = (+, · · · ,+︸ ︷︷ ︸
t
, −, · · · ,−︸ ︷︷ ︸
s
). (B.1)
Clifford Algebra C(t, s) is defined to be an algebra which is generated byD elements {γ1, · · · , γD}
which satisfy the anticommutation relations22
{γµ, γν} = 2ηµν , (B.2)
where ηµν is defined to be the inverse of the metric ηµν :
ηµνηνρ = η
µ
ρ ≡ δµρ. (B.3)
B.1.2 Irreducible Representation
In what follows, we will be only interested in a finite dimensional irreducible linear representa-
tion (ρ, V ) of the Clifford algebra C(t, s) on a finite dimensional complex vector space V . We will
therefore identify each element γ ∈ C(t, s) of the Clifford algebra with its image ρ(γ) ∈ End(V ),
which is a linear transformation on the vector space V , or a matrix on CdimV , without distin-
guishing them. Further, we will only consider the case where the dimension D is even.
A basis of the algebra C(t, s) with even dimensions D = t+ s can be defined as
(γµ1···µp)16µ1<···<µp6D, 06p6D, (B.4)
γµ1···µp :=

1 (p = 0),
1
p!
∑
σ∈Sp
sgn(σ)γµσ(1) · · · γµσ(p) (p > 0), (B.5)
whereSp denotes the symmetric group of degree p. As a consequence, it follows that dim C(t, s) =
2D = 2D/2 × 2D/2 and dimV = 2D/2.
That the elements in eq. (B.4) are linearly independent can be shown by using the orthogo-
nality relations
tr γµ1···µpγν1···νq = (−1)p(p−1)/2 dimV δpqηµ1···µp,ν1···νp (B.6)
where
ηµ1···µp,ν1···νp :=
∑
σSp
sgn(σ)ηµ1νσ(1) · · · ηµpνσ(p), (B.7)
which is essentially a direct consequence of the fact
tr γµ1···µp = 0, (1 6 µ1 < · · · < µp 6 D, 1 6 p 6 D). (B.8)
22Let T (M(t, s)) be the tensor algebra on M(t, s) and Iη be the two-sided ideal generated by the set
{t ∈ T (M(t, s))|t = v ⊗ v − η(v, v), v ∈M(t, s)}.
Then Clifford algebra C(t, s) is defined as the quotient algebra C(t, s) = T (M(t, s))/Iη. In C(t, s) tensor product
of γ, γ′ ∈ C(t, s) is simply denoted as γγ′ instead of γ ⊗ γ′. Clifford algebra is determined uniquely by the
anticommutation relation {γ, γ′} = 2η(γ, γ′) up to an isomorphism due to the universality of tensor algebra. This
fact is said to be the universality of Clifford algebra.
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On the other hand, the completeness of the elements in eq. (B.4) can be proved by the fact that
the Clifford algebra C(t, s) is generated by the elements {γ1, · · · , γD}. Note that by using the
orthogonality eq. (B.6) the completeness relation can be given as the identity
γ =
D∑
p=0
1
p!
(−1)p(p−1)/2 1
dimV
γµ1···µp tr γµ1···µpγ, for
∀γ ∈ C(t, s). (B.9)
For later convenience, we define a special element (note here that D = t+ s is even and that
so is t− s)
Γ5 := i(t−s)/2(−1)sγ1 · · · γD, (B.10)
which satisfies that
{Γ5, γµ} = 0, (Γ5)2 = 1. (B.11)
We can also show that
γµ1···µpΓ5 =
1
(D − p)! i
(t−s)/2(−1)p(p−1)/2εµ1···µpµp+1···µDγµp+1···µD , (B.12)
where the totally antisymmetric tensor εµ1···µD is defined by
εµ1···µD =
1
|det g|ǫ
µ1···µD , ǫ1···D = 1. (B.13)
B.1.3 Conjugations
We then consider the complex conjugation of the representation (ρ, V ). Eq. (B.2) implies that
{−(γµ)∗,−(γν)∗} = 2ηµν , (B.14)
i.e. the complex conjugate (−ρ∗, V ) of the representation could also generate a representation
of Clifford algebra on the same space V . The universality of the Clifford algebra23 then requires
the existence of a unitary transformation B s.t.24
BγµB−1 = η(γµ)∗, B†B = 1, B∗B = ε, η = ±1, ε = ±1. (B.15)
Similarly, since
{(−γµ)T , (−γν)T } = 2ηµν , (B.16)
the contragradient representation (−ρT , V ) should be mapped by a unitary transformation C
s.t.
CγµC−1 = η′(γµ)T , C†C = 1, CT = ε′C, η′ = ±1, ε′ = ±1. (B.17)
We could also write
C∗BγµB−1C∗−1 = η(CγµC−1)∗ = ηη′(γµ)†, (B.18)
i.e.
Γ0(γµ)†(Γ0)−1 = κγµ, (Γ0)†Γ0 = 1, Γ0 := ε(−1)t(t−1)/2B−1C∗−1, κ := ηη′, (B.19)
23Clifford algebra is uniquely determined, up to an isomorphic algebra, by the fundamental anticommutation
relations. This fact is called the universality of Clifford algebra, and is a consequence of the universality of tensor
algebra.
24Since ηγµ = B−1(γµ)∗B = B∗(γµ)∗(B−1)∗ the uniqueness of B requires B∗B = ε. Also it should be unitary,
which can be similarly seen by the uniqueness of B and by the (anti-) Hermiticity of γµ shown in the following.
All these analysis can be similarly applied to the case for C below.
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(The sign ε(−1)t(t−1)/2 which appears in the definition of Γ0 is just for the later convenience.)
which implies that (γµ)† = κ′(µ)γ
µ, κ′(µ) = ±1. This sign κ′(µ) can not be chosen arbitrarily; for,{
(γt)2 = +1,
(γs)2 = −1, i.e.
{
(γt)†(γt) = +κ′t1,
(γs)†(γs) = −κ′s1,
(B.20)
and, for any matrix M , M †M is positive semidefinite, so κ′t = +1 and κ
′
s = −1, i.e.,{
(γt)† = +(γt),
(γs)† = −(γs). (B.21)
This leads to {
Γ0 = γ1 · · · γt,
κ = (−1)t+1, or
{
Γ0 = γt+1 · · · γD,
κ = (−1)s, (B.22)
and also {
η′ = (−1)t+1η,
ε′ = εηt(−1)t(t−1)/2 ,
or
{
η′ = (−1)sη,
ε′ = εηs(−1)s(s−1)/2. (B.23)
These two choices are equivalent, so that, in what follows, we choose the former representation
for Γ0. Further, ε and η can be related as follows. Notice that
(Cγµ1···µp)T = (−1)p(t+1)+p(p−1)/2+t(t−1)/2ηt+pε(Cγµ1···µp), (B.24)
hence Cγµ1···µp are either symmetric or antisymmetric. The total number of antisymmetric
elements is
#(AS) =
1
2
2D/2(2D/2 − 1), (B.25)
which can be also calculated as
#(AS) =
∑
p
(
D
p
)
(B.26)
where the summation is over the numbers p such that
(−1)p(t+1)+p(p−1)/2+t(t−1)/2ηt+pε = −1, i.e. (−1)p(t+1)+p(p−1)/2ηp = −(−1)t(t−1)/2ηtε.
(B.27)
Equating eqs. (B.25) and (B.26), we obtain Letting f(p) = (−1)p(p−1)/2+p(t+1)ηp, we note
p (mod 4) f(p)
0 1
1 (−1)t+1η
2 −1
3 −(−1)t+1η
(−1)t+1η f(p)
1 1, 1,−1,−1
−1 1,−1,−1, 1
and, labeling the cases by ((−1)t+1η,−(−1)t(t−1)ηtε), we can compute #(AS) as follows
(i) (+,+)
#(AS) =
D∑
p=0
(
D
p
)
1
2
(
1 + ℜ
√
2e−i
pi
4
+inpi
2
)
=
1
2
2D/2
(
2D/2 −
√
2 cos
π
4
(D + 3)
)
.
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(ii) (+,−)
#(AS) =
D∑
p=0
(
D
p
)
1
2
(
1−ℜ
√
2e−i
pi
4
+inpi
2
)
=
1
2
2D/2
(
2D/2 − (−1)
√
2 cos
π
4
(D + 3)
)
.
(iii) (−,+)
#(AS) =
D∑
p=0
(
D
p
)
1
2
(
1 +ℜ
√
2ei
pi
4
+inpi
2
)
=
1
2
2D/2
(
2D/2 −
√
2 cos
π
4
(−D + 3)
)
.
(iv) (−,−)
#(AS) =
D∑
p=0
(
D
p
)
1
2
(
1−ℜ
√
2ei
pi
4
+inpi
2
)
=
1
2
2D/2
(
2D/2 − (−1)
√
2 cos
π
4
(−D + 3)
)
.
Thus we find that
#(AS) =
1
2
2D/2
(
2D/2 −
(
−(−1)t(t−1)/2ηtε
)√
2 cos
π
4
(
η(−1)t+1D + 3)) . (B.28)
Equating this to
1
2
2D/2(2D/2 − 1), we obtain
ε = −
√
2ηt(−1)t(t−1)/2 cos 1
4
π
(
η(−1)t+1D + 3) = cos 1
4
π(s− t)− η sin 1
4
π(s− t). (B.29)
Conjugations of Γ5 are computed as
BΓ5B−1 = (−1)(t−s)/2(Γ5)∗, CΓ5C−1 = (−1)D/2(Γ5)T , (B.30)
Γ0(Γ5)†(Γ0)−1 = (−1)tΓ5, (Γ5)† = Γ5. (B.31)
Note also that
BΓ0B−1 = ηt(Γ0)∗, CΓ0C−1 = ηt(−1)t(t−1)/2(Γ0)T , (Γ0)2 = (−1)t(t−1)/21. (B.32)
B.1.4 The SO(t, s) Subalgebra, Spin(t, s)
Let
Σµν :=
i
4
[γµ, γν ] ≡ i
2
γµν . (B.33)
Then it can be shown that {Σµν}16µ<ν6D obeys the so(t, s) commutation relations
[Σµν ,Σρσ] = i(ηνρΣµσ − ηνσΣµρ − ηµρΣνσ + ηµσΣνρ), (B.34)
and thus generates the so(t, s) subalgebra in C(t, s). In fact, this subalgebra generates a group,
Spin(t, s) :=
{
γ ∈ C(t, s)|γ = exp
(
−i1
2
ωµνΣ
µν
)}
, (B.35)
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with
γγµγ−1 = exp(ω)µνγ
ν . (B.36)
To show that Spin(t, s) is actually the double cover of SO(t, s), let us consider the adjoint
representation on the vector space
W = 〈{γ1, · · · , γD}〉, (B.37)
as in
Γ ∈ Spin(t, s), γ ∈W, Ad(Γ)(γ) = ΓγΓ−1. (B.38)
Let Ad(Γ) = 1. Then decompose Γ = Γ0 + γ
pΓ′, where γ0 and γ
′ do not contain Γp. Note here
that Γ contains terms with only even number of γp’s by definition. We thus find
γp = ΓγpΓ−1, i.e. γp(Γ0 + γ
pΓ′) = (Γ0 + γ
pΓ′)γp, (B.39)
so that
(γp)2Γ′ = γpΓ′γp = −(γp)2Γ′, i.s. Γ′ = 0. (B.40)
Thus Γ does not contain either of γp, so that Γ ∈ C, hence Γ = ±1.
Since (for even D)
[Γ5,Σµν ] = 0, (B.41)
the representation of Spin(t, s) on V is reducible, although the representation of C(t, s) as a
whole is irreducible as noted before. This reducible representation can be decomposed into the
two irreducible representations on the two eigenspaces of Γ5 with eigenvalues, ±1, called the
chirality of the representations. Projection operators onto these two eigenspace are given as
P± =
1± Γ5
2
, (B.42)
where
P±P± = P±, P±P∓ = 0, (P±)† = P±, P+ + P− = 1. (B.43)
Note that
[Σ2a−1,2a,Σ2b−1,2b] = 0. (B.44)
Hence Σ2a−1,2a can form a Cartan subalgebra and can be simultaneously diagonalized. Let
Sa := (−i)δa,(t+1)/2+θ(a−(t+2)/2)Σ2a−1,2a = Γa+Γa− − 1
2
. (B.45)
Then we find that Sa takes half-integer values and can be identified as the spin operators.
B.2 Spinors
B.2.1 Spin(t, s) Spinors
We have seen that the Clifford algebra C(t, s) is irreducibly represented on V = C2D/2 . This
spinor representation also represents Spin(t, s), the double cover of SO(t, s), which is not irre-
ducible, and decomposes into two irreducible representations on the eigenspaces with chirality
±1. We call these two irreducible representations of Spin(t, s) the Weyl representations, and
elements of the corresponding representation spaces Weyl spinors. Weyl spinors are thus given
from a general 2D/2-component spinor ψ ∈ V as
ψ± = P±ψ, P±ψ± = ±ψ±, (B.46)
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and can be considered as 2D/2−1-component objects. On the other hand, a 2D/2-component
spinor ψ ∈ V , sometimes called a Dirac spinor, can be constructed from two Weyl spinors
ψ = (P+ + P−)ψ = ψ+ + ψ−, (B.47)
2D/2 = 2D/2−1 ⊕ 2D/2−1. (B.48)
We choose to label a 2D/2-component spinor as ψα, so that γ ∈ C(t, s), including Γ0 and Γ5,
is labeled as
γα
β , (γ−1)α
β , (γ†)α
β, (γT )αβ = γβ
α, (γ∗)αβ = (γα
β)∗, (B.49)
and conjugation matrices C = C, B are labeled as
Cαβ, (C−1)αβ , (C
T )αβ = Cβα, (C∗)αβ = (C
αβ)∗, (C†)αβ = (C
βα)∗. (B.50)
Note that the indices are consistently set in
(Γ0)α
β = (B−1)αγ(C
∗−1)γβ . (B.51)
Then a spinor transforms under Spin(t, s) as
ψ′α = exp
(
− i
2
ωµνΣ
µν
)
α
βψβ, or δψα =
1
4
ωµν(γ
µν)α
βψβ. (B.52)
Upper indices are thus label the contragradient representations, as in
ψ′α = exp
(
+
i
2
ωµνΣ
µν
)
β
αψβ, or δψα = −1
4
ωµν(γ
µν)β
αψβ . (B.53)
B.2.2 Conjugations
Conjugations discussed above are used to define some conjugates of spinors.
First, we define the Dirac conjugate of ψ ∈ V as
ψα :=
∑
β
(ψβ)
†((Γ0)−1)β
α. (B.54)
Note here that
Γ0(Σµν)†(Γ0)−1 = Σµν . (B.55)
The conjugate spinor25 does transform contragradiently as indicated by the upper indices:
ψ′α = (ψγ)
† exp
(
+
i
2
ωµν(Σµν)
†
)
γ
β(Γ0)−1β
α = ψβ exp
(
+
i
2
ωµνΣµν
)
β
α. (B.56)
For an upper-index spinor ψα, the Dirac conjugate can be defined as
ψα := (Γ
0)−1α
β(ψβ)†, (B.57)
so that successive Dirac conjugations reduces to the identity operation
ψ = (Γ0)−1(ψ)† = (Γ0)−1Γ0ψ = ψ. (B.58)
25In what follows we will omit the summation symbol for the Dirac conjugation.
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The next one is the charge conjugation. We define it for a lower-index spinor,
ψ˜α := (ψT )β(C
T )βα = Cαβψβ, (B.59)
and for an upper-index spinor,
ψ˜α := (C
−1)αβ(ψ
T )β. (B.60)
Again we have defined these conjugations so that
˜˜
ψ = ψ. Since
CΣµνC−1 = −(Σµν)T , (B.61)
these conjugates transform correctly as indicated by indices; for instance,
ψ˜′α = (C
−1)αβ exp
(
+
i
2
ωµνΣµν
)T
β
γ(ψ
T )γ = exp
(
− i
2
ωµνΣµν
)
α
βψ˜β. (B.62)
Conventionally, the term charge conjugation may only be used for the operation to define
(ψc)α := (C
−1)αβ(ψ
T )β = ψ˜α, with ψcc = εψ. (B.63)
Here we also define the charge conjugate with upper index
(ψc)
α := Cαβψβ = ψ˜
α
, with ψcc = εψ. (B.64)
The last one is called the B-conjugation, defined with the matrix B as26
(ψb)α := (B
−1)αβ(ψ
∗)β, (ψ∗)α := (ψα)
∗, (B.65)
(ψb)
α := ηtBαβ(ψ∗)β , (ψ
∗)α := (ψ
α)∗, (B.66)
with ψbb = εψ. Notice that the B-conjugation is actually the same operation as the charge
conjugation27, i.e., ψb = ψc.
B.2.3 Majorana Spinors
Generally a 2D/2-component Dirac spinor is, though irreducible w.r.t. the whole representation
of the Clifford algebra, reducible w.r.t. the representation of the Spin(t, s) subalgebra. Thus,
as a representation of Spin(t, s), it is appropriate to use the Weyl representations with 2D/2−1-
component Weyl spinors, which is irreducible w.r.t. Spin(t, s). In such cases, it is sometimes
more convenient to treats a pair of a Weyl spinor and its partner with opposite chirality as one
2D/2-component spinor, which is called a Majorana spinor. Note that d.o.f. of the two Weyl
spinors, one of which is a partner to the other, is 2 × 2D/2−1 = 2D/2, while that of a general
complex 2D/2-component spinor is 2 × 2D/2. Thus we need to impose a reality condition on a
Majorana spinor to reduce the d.o.f. Such conditions are called the Majorana conditions. Of
course, Majorana conditions have to be Spin(t, s)-covariant.
Let (ψiα) (i = 1, · · · , N) be a multiplet of N Majorana spinors with an internal symmetry
G labeled by the indices i. We adopt the following Majorana condition on such multiplets:
ψiα =Mij(ψc)
j
α, MijM
ik = δj
k, (B.67)
26Remark here we have used somewhat misleading labeling for ψ∗’s; (ψ∗)α = (ψα)
∗ does not necessarily
transform as an upper-index spinor.
27This is due to the fact that there are essentially two kinds of conjugations in a complex vector space, one is
the ordinary contragradient, and the other is the complex conjugation.
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where
(ψc)
i
α = (C
−1)αβ(ψ
T )iβ = (C−1)αβ((Γ
0)−1 T )βγ(ψ
∗)jγ , (ψ∗)iα := (ψiα), (B.68)
and Mij is a G (-invariant) metric. Notice here that the charge conjugation matrix C is a
Spin(t, s)-invariant metric, and the condition (B.67) is Spin(t, s) and G-covariant. Since the
condition (B.67) implies that
ψiα = εMik(M
∗)kjψjα, (B.69)
so that
Mik(M
∗)kj = ε, i.e., M † = ε(M−1)T . (B.70)
Thus the Majorana condition (B.67) can be possibly imposed only if there exists a metric Mij
which satisfy the condition (B.70). Since such a metric does not necessarily exist for any internal
symmetry group the Majorana condition restricts the possible internal symmetries. This fact
is seen more specifically as follows. For simplicity, we assume a unitary representation for
the internal symmetry metric, namely, M † = M−1. Then the condition (B.70) is written as
M = εMT .
(i) If ε = +1, the metric has to be symmetric: M = MT . If further M is supposed to be
invariant w.r.t. the internal symmetry, we may take G to be (a subgroup of) O(N). Majorana
spinors which obey the Majorana condition with ε = +1 and G ∼= O(N) are thus called O(N)-
Majorana spinors.
Especially, if N = 1, i.e., if we consider singlet Majorana spinors with no internal symmetry,
M = 1 so that only the Majorana condition with ε = +1 is possible. In other words, if ε = −1,
we can not consider singlet Majorana spinor.
(ii) If ε = −1, the metric has to be antisymmetric: M+MT = 0. If furtherM is supposed to
be invariant w.r.t. the internal symmetry, we may take G to be (a subgroup of)28 USp(2n) with
N = 2n. Majorana spinors which obey the Majorana condition with ε = −1 and G ∼= USp(2n)
are thus called USp(2n)-Majorana spinors. For instance, if N = 2, we can consider as the
internal symmetry USp(2) ∼= SU (2) and SU (2)-Majorana condition with the invariant metric
Cij = (τ
2)ij .
In some cases, Weyl spinors could independently become Majorana (including G-Majorana)
spinors, and, if so, are called Majorana-Weyl spinors29. The condition is that
(ψ±)c = ψ
±, (B.71)
which is possible only if
P±(−1)
t
= CP±C−1 = P±(−1)
D/2
, i.e. P±σ = 1l , σ := (−1)(s−t)/2, (B.72)
so that σ = 1, or, s− t ≡ 0 (mod 4).
C Solutions of the USp(4) SYM
In this section, we follow the whole computations to solve the system of constraints (4.78)–(4.82),
i.e.
{∇iα,∇jβ} = iΩijCαβ∇z − iCαβWij, {∇iα˙,∇jβ˙} = iΩijCα˙β˙∇z + iCα˙β˙Wij,
28As a nontrivial candidate, we can take, for example, G ∼= Spin(4).
29Thus, eachWeyl component (or Weyl decomposition) of a Majorana-Weyl spinor is itself real, or self-conjugate,
while Weyl components of a general Majorana spinor are conjugate to each other. In this sense, the Weyl
decomposition of a Majorana-Weyl spinor should be merely denoted as in 2D/2 → 2D/2−1 + 2′D/2−1, whereas
that of a non-Weyl-Majorana spinor can be as in 2D/2 → 2D/2−1 + 2¯D/2−1.
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{∇iα,∇jβ˙} = iΩij(σµ)αβ˙∇µ,
[∇iα,∇µ] = −iFiαµ, [∇iα˙,∇µ] = +iF iα˙µ,
[∇iα,∇z] = −iGiα, [∇iα˙,∇z] = +iGiα˙,
[∇µ,∇z] = −igµ, [∇µ,∇ν ] = −iFµν ,
ΩijWij = 0, (Wij)
∗ =W ij,
for the USp(4) model. Specifically, these constraints are further restricted by various Bianchi
identities for the superconnections ∇I , and we treat all such relations to compute various deriva-
tives of the superfields in our system. We will find that any higher derivatives of a superfield
can be expressed by some other superfields and some lower derivatives of the superfields. Thus
we obtain necessary and sufficient superfields and/or their derivatives to express all the other
superfields and their derivatives, which corresponds to the independent degrees of freedom of the
system. Since then all derivatives of all superfield are obtained, we can expand those superfields
componentwisely. Thus we completely determine the explicit forms of the superfields, which we
say we solve the constraints.
Let us now carry out the program explicitly. Most of the computations are based on Bianchi
identities. For one simply Hermitian conjugate to the other only the result will be listed.
Three Fermionic Derivatives First we compute relations derived from various combinations
of three fermionic derivatives. In order to show the typical manner of the computations, we list
them in the full detail.
(i) Computation of Giα
Giα = i[∇iα,∇z] = i[∇iα,− i
8
CβγΩjk{∇jβ,∇kγ}]
= −1
8
CβγΩjk
(
[∇jβ, {∇kγ ,∇iα}] + [∇kγ , {∇iα,∇jβ}]
)
= −1
8
CβγΩjk
(
[∇jβ, iΩkiCγα∇z − iCγαWki] + [∇kγ , iΩijCαβ∇z − iCαβWij]
)
= − i
4
(
[∇iα,∇z] + [∇jα,W j i]
)
= − i
4
(
−iGiα + [∇jα,W ji]
)
,
so that
[∇jα,W ji] = 5iGiα. (C.1)
(i′) Computation of Giα˙
[∇jα˙,W ji] = 5iGiα˙, (C.2)
consistent to (i).
(ii) Another computation of Giα
Giα = i[∇iα,∇z] = i[∇iα,− i
8
C β˙γ˙Ωjk{∇jβ˙,∇kγ˙}]
= −1
8
C β˙γ˙Ωjk
(
[∇jβ˙, iΩik(σµ)αγ˙∇µ] + [∇kγ˙, iΩij(σµ)αβ˙∇µ]
)
=
i
4
(σµC)α
β˙[∇iβ˙,∇µ] = −
1
4
(σµC)α
β˙F iβ˙µ,
so that
Giα = −1
4
(σµC)α
β˙F iβ˙µ. (C.3)
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(ii′) Another computation of Giα˙
Giα˙ = −1
4
(Cσµ)βα˙Fiβµ, (C.4)
consistent to (ii).
(iii) Computation of the first derivative of Wjk
[∇iα,Wjk] = [∇iα, i
2
Cβγ
(
{∇jβ,∇kγ} − iCβγΩjk∇z
)
]
= − i
2
Cβγ
(
[∇jβ, iΩkiCγα∇z − iCγαWki] + [∇kγ , iΩijCαβ∇z − iCαβWij]
)
+Ωjk[∇iα,∇z]
= −1
2
(
Ωki[∇jα,∇z] + Ωij[∇kα,∇z]
)
+Ωjk[∇iα,∇z]
+
1
2
(
[∇jα,Wki] + [∇kα,Wij ]
)
,
so that
[∇iα,Wji] = i
2
Ωi[jGk]α − iΩjkGiα +
1
2
[∇[jα,Wk]i].
(iii′) Computation of the first derivative of Wjk
[∇iα˙,Wjk] = i
2
Ωi[jGk]α˙ − iΩjkGiα˙ +
1
2
[∇[jα˙,Wk]i],
consistent to (iii).
(iv) Another computation of the first derivative of Wjk
[∇iα,Wjk] = [∇iα,− i
2
C β˙γ˙
(
{∇jβ˙,∇kγ˙} − iCβ˙γ˙Ωjk∇z
)
]
=
i
2
C β˙γ˙
(
[∇jβ˙, iΩik(σµ)αγ˙∇µ] + [∇kγ˙ , iΩij(σµ)αβ˙∇µ]
)
− Ωjk[∇iα,∇z]
= − i
2
Ωi[j(σ
µC)α
β˙F k]β˙µ + iΩjkGiα,
so that
[∇iα,Wjk] = 2iΩi[jGk]α + iΩjkGiα. (C.5)
This solves (iii) consistently.
(iv′) Another computation of the first derivative of Wjk
[∇iα˙,Wjk] = 2iΩi[jGk]α˙ + iΩjkGiα˙, (C.6)
consistent to (iv).
(v) Computation of Fiαµ
Fiαµ = i[∇iα,∇µ] = i[∇iα,− i
8
Ωjk(σ¯µ)
γ˙β{∇jβ,∇kγ˙}]
= −1
8
Ωjk(σ¯µ)
γ˙β
(
[∇jβ, iΩik(σν)αγ˙∇ν ] + [∇kγ˙ , iΩijCαβ∇z − iCαβWij ]
)
= −1
8
(σµσ¯µ)α
βFiβν +
3
4
(σ¯µC)
γ˙
αGiγ˙
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= −1
4
Fiαµ − 1
8
(σ¯µC)
γ˙
α(Cσ
ν)βγ˙Fiβν +
3
4
(σ¯µC)
γ˙
αGiγ˙ ,
so using eq. (C.4), we obtain
Fiαµ = (σ¯µC)
γ˙
αGiγ˙ . (C.7)
(v′) Computation of F iα˙µ
F iα˙µ = (Cσ¯µ)α˙
βGiβ , (C.8)
consistent to (v).
Four Fermionic Derivatives We then show relations constructed by four fermionic deriva-
tives. Those computations tend to very complicated. Since we have seen in the preceding
paragraph the typical rules for such computations, we now list the process more simply in the
following.
(vi) Computation of the first derivative of Gjβ
{∇iα, Gjβ} = i{∇iα, [∇jβ,∇z]}
= −{∇jβ, Giα}+ [∇z,ΩijCαβ∇z − CαβWij ],
so that
{∇iα, Gjβ}+ {∇jβ, Giα} = −Cαβ[∇z,Wij].
(vi′) Computation of the first derivative of Gjβ˙
{∇iα˙, Gjβ˙}+ {∇jβ˙, Giα˙} = −Cα˙β˙[∇z,Wij].
(vii) Another computation of the first derivative of Giβ
{∇iα, Gjβ} = − i
5
{∇iα, [∇kβ,W kj]}
=
1
5
(
{∇jβ, Giα} − 2{∇iβ , Gjα}+ 2Ωij{∇kβ, Gkα}
− Cαβ [∇z,Wij] + Cαβ[W kj,Wik]
)
.
Taking (i, j), we find that
{∇(iα, Gj)β} = −
1
2
[Wik,W
k
j ], (C.9)
and, taking [i, j], that
{∇[iα, Gj]β} = −Cαβ [∇z,Wij ] +
1
2
Ωij{∇kα, Gkβ}.
(vii′) Another computation of the first derivative of Gjβ˙
{∇(iα˙, Gj)β˙} =
1
2
Cα˙β˙[Wik,W
k
j ], (C.10)
{∇[iα˙, Gj]β˙} = −Cα˙β˙ [∇z,Wij ] +
1
2
Ωij{∇kα˙, Gkβ˙}.
(viii) Further computation of the first derivative of Gjβ
{∇iα, Gjβ} = −1
4
(σµC)β
β˙{∇iα, F jβ˙µ} =
i
4
(σµC)β
β˙{∇iα, [∇jβ˙,∇µ]}
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= −1
2
Cαβ{∇jα˙, Giα˙} − i
4
Ωij(σ
µν)αβFµν .
We then find that using (vi′)
{∇iα, Giβ} = 1
2
Cαβ{∇iα˙, Giα˙} − i(σµν)αβFµν = −i(σµν)αβFµν ,
which, together with (vii), leads to
{∇[iα, Gj]β} = −Cαβ [∇z,Wij ]−
i
2
Ωij(σ
µν)αβFµν . (C.11)
Thus, from eqs. (C.9) and (C.11), we obtain that
{∇iα, Gjβ} = − i
4
Ωij(σ
µν)αβFµν − 1
2
Cαβ[∇z,Wij ]− 1
4
Cαβ [Wik,W
k
j ]. (C.12)
(viii′) Further computation of the first derivative of Gjβ˙
{∇[iα˙, Gj]β˙} = −Cα˙β˙ [∇z,Wij ]−
i
2
Ωij(σ¯
µν)α˙β˙Fµν , (C.13)
{∇iα˙, Gjβ˙} = −
i
4
Ωij(σ¯
µν)α˙β˙Fµν −
1
2
Cα˙β˙[∇z,Wij ] +
1
4
Cα˙β˙[Wik,W
k
j ]. (C.14)
(ix) Computation of the first derivative of Gjβ
{∇iα˙, Gjβ} = i{∇iα˙, [∇jβ,∇z]}
= −i
(
i{∇jβ, Giα˙}+ iΩji(σµ)βα˙[∇z,∇µ]
)
= {∇jβ, Giα˙} − iΩij(σµ)βα˙gµ.
(ix′) Computation of the first derivative of Gjβ˙
{∇iα, Gjβ˙} = {∇jβ˙, Giα} − iΩij(σµ)αβ˙gµ.
(x) Another computation of the first derivative of Gjβ
{∇iα˙, Gjβ} = − i
5
{∇iα˙, [∇kβ,W kj ]}
=
1
5
(
{∇jβ, Giα˙} − 2{∇iβ , Gjα˙}+ 2Ωij{∇kβ, Gkα˙}
)
+
1
5
(σµ)βα˙[∇µ,Wij ].
Taking (i, j) we find, with the use of (ix′), that
{∇(iα˙, Gj)β} = 0, (C.15)
and, similarly, [i, j],
{∇[iα˙, Gj]β} = −5iΩij(σµ)βα˙gµ − 2Ωij{∇kα˙, Gkβ}+ (σµ)βα˙[∇µ,Wij ].
Multiplying the last equation by Ωij , we have
{∇kα˙, Gkβ} = −2i(σµ)βα˙gµ,
which in turn leads us to
{∇[iα˙, Gj]β} = −iΩij(σµ)βα˙gµ + (σµ)βα˙[∇µ,Wij ]. (C.16)
Thus using eqs. (C.15) and (C.16), we obtain that
{∇iα˙, Gjβ} = −1
2
(σµ)βα˙
(
iΩijgµ − [∇µ,Wij ]
)
. (C.17)
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(x′) Another computation of the first derivative of Gjβ˙
{∇(iα, Gj)β˙} = 0, (C.18)
{∇[iα, Gj]β˙} = −iΩij(σµ)αβ˙gµ − (σµ)αβ˙ [∇µ,Wij ], (C.19)
{∇iα, Gjβ˙} = −
1
2
(σµ)αβ˙
(
iΩijgµ + [∇µ,Wij ]
)
. (C.20)
(xi) Computation of gµ
gµ = i[∇µ,∇z] = 1
8
(σ¯µ)β˙α[{∇iα,∇iβ˙},∇z ] =
i
8
(σ¯µ)β˙α
(
{∇iα, Giβ˙}+ {∇iβ˙, Giα}
)
.
(xii) Another computation of gµ
gµ = i[∇µ,∇z] = 1
8
ΩijCαβ[∇µ, {∇iα,∇jβ}]
=
i
4
(σ¯µ)
β˙α{∇iα, Giβ˙}.
(xii′) Another computation of gµ
gµ =
i
4
(σ¯µ)
β˙α{∇iβ˙, Giα}.
These results ((xi), (xii), (xii′)) are trivially obtainable from (x) and (x′).
Five Fermionic Derivatives We now go on to the computation of relations containing five
fermionic derivatives.
(xiii) Computation of [∇iα, gµ]
[∇iα, gµ] = i[∇iα, [∇µ,∇z]] = [∇µ, Giα]− (σ¯µC)α˙α[∇z, Giα˙].
(xiii′) Computation of [∇iα˙, gµ]
[∇iα˙, gµ] = −[∇µ, Giα˙] + (Cσ¯µ)α˙α[∇z, Giα].
(xiv) Another computation [∇iα, gµ]
[∇iα, gµ] = i
4
(σ¯µ)β˙β[∇iα, {∇jβ, Gj β˙}],
where
[∇iα, {∇jβ, Gj β˙}] = [∇jβ,−
1
2
(σµ)αβ˙
(
iΩijgµ + [∇µ,Wij ]
)
]− [Gj β˙, iΩijCαβ∇z − iCαβWij]
=
i
2
(σµ)αβ˙ [∇iβ, gµ]−
5
2
i(σµ)αβ˙[∇µ, Giβ ]
+ 2iCαβ [G
j
β˙ ,Wij]− iCαβ [∇z, Giβ˙].
Thus we find that
[∇iα, gµ] = −1
8
(σν σ¯µ)α
β[∇iβ, gν ]− 5
8
(σν σ¯µ)α
β[∇ν , Giβ ]
+
1
2
(σ¯µC)
β˙
α[G
j
β˙,Wij ]−
1
4
(σ¯µC)
β˙
α[∇z, Giβ˙].
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(xiv′) Another computation of [∇iα˙, gµ]
[∇iα˙, gµ] = −1
8
(σ¯µσ
ν)β˙ α˙[∇iβ˙, gν ]−
5
8
(σ¯µσν)
β˙
α˙[∇ν , Giβ˙]
+
1
2
(Cσ¯µ)α˙
β[Gjβ,Wij ] +
1
4
(Cσ¯µ)α˙
β[∇z, Giβ ].
(xv) Further computation of [∇iα, gµ]
[∇iα, gµ] = i
4
(σ¯)β˙β[∇iα, {∇jβ˙, Gjβ}].
Since
[∇iα, {∇jβ˙, Gjβ}] =
[
∇j β˙,−
i
4
Ωij(σ
µν)αβFµν − 1
2
Cαβ [∇z,Wij]− 1
4
Cαβ [Wik,W
k
j]
]
+ iΩij(σ
ν)αβ˙ [∇ν , Gjβ],∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(σµν)αβ [∇iβ˙, Fµν ] = i(σµν)αβ [∇iβ˙, [∇µ,∇ν ]]
= −2(Cαβ(Cσ¯µ)γ˙γ [∇µ, Giγ ] + 2(σµ)ββ˙[∇µ,Giα ]),
[∇j β˙, [∇z,Wij]] = 5i[∇z, Giβ˙ ] + i[Gj β˙ ,Wij],
[∇j β˙, [Wik,W kj]] = −5i[Gkβ˙,Wik]− [iΩikGjβ˙ + 2iΩj[iGk]β˙,W kj]
= −8i[Gkβ˙,Wik],

= − i
2
Cαβ(Cσ¯
µ)β˙
γ [∇µ, Giγ ]− i(σµ)ββ˙ [∇µ, Giα]− i(σµ)αβ˙ [∇µ, Giβ ]
− 5
2
iCαβ [∇z, Giβ˙] +
3
2
iCαβ [G
j
β˙,Wij ],
we find that
[∇iα, gµ] = 5
8
(
[∇µ, Giα]− (σ¯µC)β˙α[∇z, Giβ˙]
)
− 3
8
(
(σµν)α
β[∇ν , Giβ ]− (σ¯µC)β˙α[Gj β˙,Wij ]
)
. (∗)
Equating this to the result in (xiv), we have
(σν σ¯µ)α
β[∇iβ, gν ] = −2(σµν)αβ [∇ν , Giβ ] + (σ¯µC)β˙α[Gj β˙,Wij ] + 3(σ¯µC)β˙α[∇z, Giβ˙].
After multiply this by
1
4
(σµσ¯ρ)δ
α, rename ρ as µ to give
[∇iα, gµ] = 1
2
(
(σµν)α
β[∇ν , Giβ ]− (σ¯µC)β˙α[Gj β˙,Wij ]
)
+
3
2
(
[∇µ, Giα]− (σ¯µC)β˙α[∇z, Giβ˙]
)
.
Equating this to (∗), we find that
[∇µ, Giα]− (σ¯µC)β˙α[∇z, Giβ˙] = −(σµν)αβ[∇ν , Giβ ] + (σ¯µC)β˙α[Gj β˙,Wij ].
Thus going back again to (∗), we obtain
[∇iα, gµ] = [∇µ, Giα]− (σ¯µC)β˙α[∇z, Giβ˙]
= −(σµν)αβ[∇ν , Giβ ] + (σ¯µC)β˙α[Gj β˙ ,Wij], (C.21)
which is completely consistent to (xiii). This result also leads to
[∇z, Giα˙] = −(Cσµ)αα˙[∇µ, Giα]− [Gjα˙,Wij]. (C.22)
(xv′) Further computation of [∇iα˙, gµ]
[∇iα˙, gµ] = −5
8
(
[∇µ, Giα˙]− (Cσ¯µ)α˙β[∇z, Giβ ]
)
− 3
8
(
(σ¯µν)
β˙
α˙[∇ν , Giβ˙ ]− (Cσ¯µ)α˙β[Gjβ,Wij ]
)
, (∗′)
[∇iα˙, gµ] = −[∇µ, Giα˙] + (Cσ¯µ)α˙β[∇z, Giβ ]
= −(σ¯µν)β˙α˙[∇ν , Giβ˙] + (Cσ¯µ)α˙β[Gjβ ,Wij], (C.23)
[∇z, Giα] = −(σµC)αβ˙[∇µ, Giβ˙] + [Gjα,Wij ]. (C.24)
(xvi) Computation of [∇iα, [∇z,Wjk]]
[∇iα, [∇z,Wjk]] = i[∇z,ΩjkGiα + 2Ωi[jGk]α]− i[Giα,Wjk]
= −i(σµC)αα˙
(
Ωjk[∇µ, Giα˙] + 2Ωi[j[∇µ, Gk]α˙]
)
+ i
(
Ωjk[G
l
α,Wil] + 2Ωi[j[G
l
α,Wk]l]
)
− i[Giα,Wjk]. (C.25)
(xvii) Computation of [∇iα˙, [∇z,Wjk]]
[∇iα˙, [∇z,Wjk]] = −i(Cσµ)αα˙
(
Ωjk[∇µ, Giα] + 2Ωi[j[∇µ, Gk]α]
)
− i
(
Ωjk[G
l
α˙,Wil] + 2Ωi[j[G
l
α˙,Wk]l]
)
+ i[Giα˙,Wjk].
Six Fermionic Derivatives Finally we compute relations containing six fermionic derivatives.
(xviii) Computation of [∇z, [∇z,Wjk]]
[∇z, [∇z,Wjk]] = − i
8
[{∇iα,∇iα}, [∇z ,Wjk]] = − i
4
{∇iα, [∇iα, [∇z,Wjk]]}
= −1
4
{
∇iα, (σµC)αα˙
(
Ωjk[∇µ, Giα˙] + 2Ωi[j[∇µ, Gk]α˙]
)
−
(
Ωjk[G
j
α,Wil] + 2Ωi[j[G
l
α,Wk]l]
)
+ [Giα,Wjk]
}
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

{∇iα, [∇µ, Giα˙]} = 2i(Cσν)αα˙[∇µ, gν ]− i(σ¯µ)β˙α{Giα˙, Giα˙},
{∇iα, [∇µ, Gk]α˙]} = −
1
2
(Cσν)αα˙
(−iδk]i[∇µ, gν ] + [∇µ, [∇ν ,W ik]]])
− i(σ¯µ)β˙α{Gk]α˙, Giβ˙},
{∇iα, [Glα,Wil]} = 5i{Glα, Glα} − [Wil, [∇z ,W il]],
{∇iα, [Glα,Wk]l]} = 3i{Gk]α, Giα} − 2iδik]{Glα, Glα}
− [Wk]l, [∇z,W il]]−
1
2
[Wk]l, [W
i
m,W
ml]],
{∇iα, [Giα,Wjk]} = −iΩjk{Giα, Giα}+ 4i{Gjα, Gkα},

= [∇µ, [∇µ,Wjk]] + 1
4
[W[j|l, [Wk]m,W
ml]]
+ i
(
Ωjk{Giα, Giα} − 4{Gjα, Gkα}
)− i (Ωjk{Giα˙, Giα˙} − 4{Gjα˙, Gkα˙})
− 1
4
(
Ωjk[Wil, [∇z,W il]]− 2[W[j|l, [∇z,Wk]l]]
)
.
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(xviii′) Another computation of [∇z, [∇z,Wjk]]
[∇z, [∇z,Wjk]] = − i
8
[{∇iα˙,∇iα˙}, [∇z ,Wjk]] = − i
4
{∇iα˙, [∇iα˙, [∇z,Wjk]]}
= [∇µ, [∇µ,Wjk]] + 1
4
[W[j|l, [Wk]m,W
ml]]
+ i
(
Ωjk{Giα, Giα} − 4{Gjα, Gkα}
)− i (Ωjk{Giα˙, Giα˙} − 4{Gjα˙, Gkα˙})
+
1
4
(
Ωjk[Wil, [∇z,W il]]− 2[W[j|l, [∇z,Wk]l]]
)
.
Comparing this result with the one in (xviii), we find immediately that we have to set
Ωjk[Wil, [∇z,W il]]− 2[W[j|l, [∇z,Wk]l]] = 0.
Thus we obtain that
[∇z, [∇z,Wjk]] = [∇µ, [∇µ,Wjk]] + 1
4
[W[j|l, [Wk]m,W
ml]]
+ i
(
Ωjk{Giα, Giα} − 4{Gjα, Gkα}
) − i (Ωjk{Giα˙, Giα˙} − 4{Gjα˙, Gkα˙}) .
(C.26)
(xix) Computation of [∇z, gµ]
[∇z, gµ] = i
4
(σ¯µ)α˙α[∇z, {∇iα, Giα˙}]
=
i
4
(σ¯µ)α˙α
(
{∇iα,−(Cσν)ββ˙[∇ν , Giβ]− [Gjα˙,W ij]}+ i{Gj α˙, Giα}
)
∣∣∣∣∣∣
 {∇iα, [∇ν , Giβ]} = −i(σρσ)αβ [∇ν , Fρσ ]− i(σ¯νC)β˙α{Giβ, Giβ˙},
{∇iα, [Gj α˙,W ij ]} = −5i{Gj α˙, Gjα}+ 1
2
(σν)αα˙[W
i
j, [∇ν ,Wij ]],

= ℘+µ
νρσ[∇ν , Fρσ ]− 2(σ¯µ)α˙α{Giα, Giα˙}+ i
4
[W ij, [∇ν ,Wij]]. (∗)
Using the Bianchi identity w.r.t. (∇ν ,∇ρ,∇σ), i.e.,
εµνρσ [∇ν , [∇ρ,∇σ]] = 0,
the first term in (∗) equals simply to [∇ν , Fµν ]. Thus we obtain
[∇z, gµ] = [∇ν , Fµν ]− 2(σ¯µ)α˙α{Giα, Giα˙}+ i
4
[W ij , [∇ν ,Wij ]]. (C.27)
(xix′) Another computation of [∇z, gµ]
[∇z, gµ] = ℘−µνρσ[∇ν , Fρσ ]− 2(σ¯µ)α˙α{Giα, Giα˙}+ i
4
[W ij , [∇ν ,Wij ]] (∗′)
= [∇ν , Fµν ]− 2(σ¯µ)α˙α{Giα, Giα˙}+ i
4
[W ij, [∇ν ,Wij ]].
(xx) Computation of [∇µ, gµ]
[∇µ, gµ] = − i
8
(σ¯µ)α˙α[{∇iα,∇iα˙}, gµ]
= − i
8
(σ¯µ)α˙α
(
{−(σ¯µν)β˙ α˙[∇ν , Giβ˙] + (Cσ¯µ)α˙β[Gjβ,W ij],∇iα}
59
{−(σµν)αβ[∇ν , Giβ ] + (σ¯µC)β˙α[Gj β˙,Wij ],∇iα˙}
)
∣∣∣∣∣∣∣∣∣∣∣∣∣

{[∇ν , Giβ˙],∇iα} = −2i(σρ)αβ˙ [∇ν , gρ]− i(σ¯νC)γ˙α{Giγ˙ , Giβ˙},
{[Gjβ,W ij ],∇iα} = −5i{Gjα, Gjβ}+ 1
2
Cαβ [[∇z,Wij ],W ij],
{[∇ν , Giβ ],∇iα˙} = 2i(σρ)βα˙[∇ν , gρ] + i(Cσ¯ν)α˙γ{Giγ , Giβ},
{[Gj β˙,Wij ],∇iα˙} = 5i{Gjα˙, Gj β˙} −
1
2
Cα˙β˙[[∇z,W ij ],Wij ],

= −3[∇ρ, gρ]− 4{Giγ˙ , Giγ˙} − 4{Giγ , Giγ}+ i[W ij, [∇z,Wij ]],
so that
[∇µ, gµ] = −{Giγ˙ , Giγ˙} − {Giγ , Giγ}+ i
4
[W ij , [∇z,Wij ]]. (C.28)
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