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Al~tract--Logistic discrimination is a partially parametric method for classifying multivariate obser- 
vations x into one of several populations. Ht . . . . .  H,. It is based on the assumption that posterior 
probabilities have the form (Anderson, 1972): pr (H, [ x) = exp (:,)/~, exp (z,), where z, = 
at r • x (s = 1 . . . . .  g) and z, = 0. This assumption is satisfied by a wide variety of families of 
distributions involving either continuous or discrete variables or a mixture of both. Maximum-likelihood 
estimates of the model parameters are obtained by an iterative procedure and. except for certain data 
configurations (complete, quasi-complete or partial separation), they are finite and unique. Using large 
sample theory of ML estimates, tests can be performed on the estimated coefficients, and improved 
measures of the correct classification rate can be derived that account for sampling variation. Diagnostic 
checks hould be performed to verify the appropriateness of the logistic model and to detect outlying or 
influential observations. Multiple group logistic discrimination has many potential extensions. 
1. INTRODUCTION 
Among the many possible approaches suggested for statistical discrimination, the logistic method 
can be classified midway between fully distributional solutions, of which the assumption of 
multivariate normality is a classical example[16l, and the distribution-free t chniques, using, 
for instance, kernel or nearest-neighbor methods[l,32]. Therefore it is often called a partially 
parametric or partially distributional method[l l]. This central position of the logistic model 
makes it one of the most attractive and widely used tools for solving regression and discrimination 
problems. Indeed, since there are fewer distributional assumptions than for fully parametric 
models, the logistic method is applicable to a larger family of multivariate distributions involving 
both discrete and continuous variables. Moreover, in spite of its wide applicability and generality, 
the method remains feasible and easy to use, in contrast with nonparametric methods. 
This paper is intended to review the basic ideas and principles of logistic discrimination[4- 
15,22-25] and also to bring additional results to some of the queries raised by Professor Anderson 
before his death. We restrict our attention to discrimination between qualitatively distinct groups 
and do not envisage the case where groups are quantitatively distinct or ordered[3,12,14]. 
We dedicate this paper to our friend and mentor, the late Professor J. A. Anderson, for 
his fundamental contribution to discriminant analysis and for his continuous upport of our 
research efforts. 
2. THE LOGISTIC MODEL 
We consider the classical problem of allocating an individual to one of several groups on 
the basis of a set of observations. Denote by Ht . . . . .  Hg the g groups envisaged and by 
x r = (x0, x, . . . . .  xp) the vector of variates, where for convenience x0 = 1. 
The logistic approach to discrimination is to assume that the posterior probabilities have 
the extended logistic form[5l: 
exp (z,) (s = 1, g), (1) pr(H, Ix) = , . . . .  
exp (z,) 
where 
z, = a r 'xanda  r = (aso . . . . .  a,r) (s = 1 . . . . .  g - 1). (2) 
209 
210 A. ALBERT and E. LESAFFRE 
By convention, a~ = 0. hence z~ = 0. 
It is easily seen that if P, denotes the prior probability of group H, (s = 1 . . . . .  g). 
Ct,o = 13~o + log (P /P , ) .  
0% = f3 v ( j  = 1 . . . . .  p) .  
(3) 
where the vector D r = (13s0 . . . . .  13~p) is defined by 
log pr (x I H~) = 13 r . x. (4) 
pr (x I H~) 
Thus the linearity of the logarithm of the density ratio is a necessary and sufficient condition 
for model (1) to apply. Note that assumption (4) implies that the log-density ratio has this form 
for any pair of group densities. For instance, s :~ t ~ g. 
pr (x t H,) pr (x I H,) log pr (x I H~) = log log 
pr (x [H,) pr (x [ H~) pr (x ] H~) 
= (Ps  - P,3T" x. (5) 
Model (1) implicitly assumes that H~ has been taken as the "base group": but using the above 
results, the choice of another group would simply imply a reparameterization f the model that 
does not affect the posterior probabilities. Each z, in Eq. (2) defines a linear combination of 
the original variables, usually called "score"  or "discriminant function". Denote by z r = (z~, 
. . . .  z,_~) the vector of scores. Thus, to discriminate between g groups, one requires the 
knowledge of g - 1 scores. 
Using the optimality theorem (Rao[57]), the "opt imal"  allocation rule is to classify an 
individual with observation x to the group H~ if 
p r (Hs Jx )~pr (H ,  lx)  (t = 1 . . . . .  g) (6) 
or by substituting (1) into (6), if 
2s ~ Zt. 
This allocation rule defines an "opt imal"  partition of the score-space R,~- t (hence of the 
observation space RP), A = {At . . . . .  As} for H~ . . . . .  H~: 
A~ = {z: zs - ", --> O, (t = 1 . . . . .  g)} (s = 1 . . . . .  g). (7) 
3. EST IMAT ION 
The logistic model (1) involves v = (g - l)(p + 1) unknown parameters. Let ot r = 
(or r . . . . .  ot r_ ~) represent the vector of unknowns and denote by H the variable which takes 
values H~ . . . . .  Hg, the indicator of group membership. 
The estimation of the vector ot is one of the major exercises in logistic discriminant analysis. 
Three possibilities have to be distinguished, depending on whether sampling is from the mixture 
distribution (x, H) or from either the conditional distributions x I H (separate sampling scheme) 
or H 1 x. The latter case arises frequently in bioassay, where x is fixed and several samples are 
drawn, which take the values H~ . . . . .  or H¢. In discrimination problems, only mixture and 
separate sampling designs are relevant, but the distinction between the two schemes is essential. 
Suppose a sample of size n is drawn from the populations H~ . . . . .  H,~ in the proportions 
Pt . . . . .  P~ (P~ + ... + P¢ = l). Let xi be the column vector of observations for the ith 
individual (i = l . . . . .  n), and denote X as the n x (p + l) matrix with the x, r as rows. 
We assume X is of full rank, p + 1. Denote E~ as the set of row identifiers of X for observations 
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from Hr, and n, as the number of observations from H~. Then E = U, Es, the set of integers 
{1 . . . . .  n}. It is also assumed that n > v. the number of unknown parameters. 
3.1 Mixture sampling 
Under the mixture sampling the log-likelihood of the sample is given by 
log LM(e~) = ~ ~ log {pr (x;. H~)}. 
.~ = I iEE ,  
C8) 
Since 
pr(x.H,) --- pr(Hs x ) .p r (x )  (s = 1 . . . . .  g). 
Eq. (8) can also be written 
8 
log LM(e~) = ~] ~] log {pr (H~ [ x,)} + ~'~ log {pr (x,)}. 
s= I iEE~ i~E  
(9) 
Arguing as Anderson[5,13], the functional form of the posterior probabilities has been assumed 
in (1), but, specifically, no further assumptions have been made. This implies that the second 
term in the right-hand side of Eq. (9), the marginal likelihood of x, contains no information 
about he vector oL. Even if there is further information about he forms of the pr (x I Hs) (s = 
1 . . . . .  g), the extra information is likely to be small compared to that contained in the first 
term of the sum. Hence maximum-likelihood estimates of the parameters otare obtained by 
optimizing the x-conditional log-likelihood 
g 
/(X,  ~)  ~-~ Z 2 log {pr (H., ] Xi)} 
.~= I i=_E,  
or, after substitution of (1), 
l(X, or) = ~ log I 
= ~ log I 
s=l  i~E, 
exp {(eL, - a,) r • x,}] 
exp (z,~ - z,~)}. (10) 
Denote by &r (&r, . . -r = . , o ,_ ~) the vector of ML estimates. In addition, since the sample 
is drawn from the mixture, n is fixed and the n~ are random variables, so that estimates of the 
prior probabilities are given by/~, = ns/n (s = 1 . . . . .  g). 
3.2 Separate sampling 
Consider now the situation where the sample of size n is in fact the combination of g 
independent samples of fixed size n~ drawn separately from the groups H~ (s = 1 . . . . .  g). 
The log-likelihood of the sample is now given by 
g 
log Ls(c~) = ~ ~ log {pr (x, [ H~)}, 
.~ ffi I i~ E~ 
(11) 
but since the sample brings no information about the relative proportions of the groups, it is 
necessary to specify the mixing proportions of H~ . . . . .  H.~, pr = (Pt . . . . .  P~). These are 
either known or estimated from other data. Consequently, to obtain ML estimates of the or- 
parameters, the likelihood function (11) must be maximized under assumption (1) but subject 
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f pr(x) dx = f P," p r (x iH , )dx  = 1, (12) 
f p r (H , ]x ) 'p r (x )dx  = P, (s = 1 . . . . .  g - 1), (13) 
which relate the ot's and the marginal likelihood of x. Thus the problem of estimating the vector 
of unknowns ot in the separate sampling situation differs from the mixture sampling scheme. 
It can be proven, however. (see [5,11.131) that the solutions of Eq. (11) subject o the g 
constraints Eqs. (12. 13) are again obtained by maximizing Eq. (10) as if samples were drawn 
from the mixture with proportions #r = (n,/n . . . . .  nJn). However. the estimated independent 
terms &,o (s = I . . . . .  g - 1) require an additional adjustment to give the desired proportions 
(P, . . . . .  P~). 
P~ " I1¢ 
"* = " + log - - .  (14) 
0"~° 0"~° ~ P 'z  " t l ,  
This result is exact when x is a vector of discrete variables. If some or all of the x-variates 
are continuous, the argument holds provided each continuous variable is subdivided to make it 
discrete. This procedure, however, entails some information loss due to the range subdivision. 
The full justification of the proof or continuous variables under separate sampling is still awaited, 
but it is conjectured that the above argument is certainly approximately valid[ 10,13]. 
3.3 Max imum- l ike l ihood estimation procedure 
It follows from subsections 3. ! and 3.2 that, regardless of the sampling scheme, whether 
from the mixture or from each group separately, the function to be maximized is 
} l(X. ot) = ~ log I exp(z, - :,,) , 
= I iCE, 
(15) 
where z,i = {XTs " Xi • 
The maximization of Eq. (15) is done by an iterative optimization procedure. Day and 
Kerridge[25] and Anderson[5] originally suggested using the Newton-Raphson method. Our 
own experience with this procedure is extremely satisfactory. Even for large size problems, 
when starting with zero values for all parameters, convergence normally takes no more than a 
dozen iterations (except for the particular cases described in the next section). Other techniques, 
such as quasi-Newton methods[29], have been recommended because they combine the Newton 
property of speed of convergence near the optimum with the advantages possessed by the 
steepest descent method with poor starting values. 
At the maximum point of the likelihood function, the Hessian matrix of second erivatives 
obtained by the Newton-Raphson iterative procedure, namely | = {O'-l(X, oO/(0ot)'-}, provides 
an estimation of the asymptotic covariance matrix of the parameters. 
V(a) = -i-'. (16) 
Let var (6%) (s = 1 . . . . .  g - 1; j = 0 . . . . .  p) denote the estimated asymptotic 
variance of &,j when sampling from the mixture. When sampling separately from the groups 
H, . . . . .  H~ with true proportions Pz . . . . .  P,, an adjustment is also required for the asymptotic 
covariance matrix V(&), but only the elements concerned with the variances and covariances 
of the terms &,o (s = 1 . . . . .  g - 1) are affected[5]: 
V(at*) = V(¢i) - n~ - I .  F (17) 
where F is a (g - l)(p + 1) matrix with all elements zero, except for terms in the {1 + 
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(s - l)(p + l)}-th row for which the diagonal element is 1 + nJn ,  (s = 1 . . . . .  g - 1): 
that in the {I + (t - l)(p + i)}-th column the diagonal element is I (t = 1 . . . . .  g - 1). 
and the other elements are zero again. In particular 
var (8* )  = var (850)  - n7  ~ - n -~ (s  = 1 g - 1 )  g . . . . .  (18) 
4. EXISTENCE AND NONEXISTENCE OF ML ESTIMATES 
Although the estimation method escribed in the preceding section is simple to apply, there 
is one important practical difficulty that can occur. Sometimes there is a nonunique maximum 
on the boundary of the parameter space at infinity. Thus, it is necessary to recognize those data 
configurations that lead to infinite estimates, in order to avoid unnecessary iterations in the 
optimization process. Albert and Anderson[4] explored this problem and proved existence 
theorems for the ML estimates, by considering the possible patterns of the sample observations. 
These fall essentially into three distinct categories: complete separation, quasi-complete sepa- 
ration and overlap. It appears that this categorization does not cover all possibilities, and that 
other data configurations can cause problems[49]. 
We briefly outline the possible configurations of the n sample points.in the observation 
space R p and state in each case a theorem about the existence and unicity of ML estimate. We 
use Haberman's terminology[33], in which existence means finiteness of the solution: thus 
nonexistence of the maximum-likelihood estimate signifies absence of a finite maximum. 
4.1 Complete separation 
The problem of complete separation in logistic discrimination was already recognized by 
Day and Kerridge[25]. By definition, there is complete separation in the sample points if 
:lot ~R" ,V i~Es ,  zs~ - :,~> 0 (s, t = 1 . . . . .  g ; s# t). (19) 
In other words, there is a vector ot that correctly assigns all observations to their group. In the 
two-group case, complete separation means that zi > 0 for all observations from H~, and z, < 
0 for all observations from H_,. 
THEOREM 1 
If there is complete separation of the data points, the maximum-likelihood estimate & does 
not exist, and 
max/(X,  ot) = O. 
~ R  ~ 
The proof can be found in [4,5,25]. 
In practice, complete separation implies divergence in the iterative optimization procedure, 
unless some stopping rule is inserted and activated as soon as a solution & is found that correctly 
allocates all observations[5]. 
4.2 Quasi-complete separation 
Anderson[7] showed that in the case of two groups, where one of the variables is binary 
and there is a zero frequency in one cell of the 2 x 2 contingency table, the ML estimate does 
not exist since the corresponding ot-parameter tends to infinity. This situation is a special case 
of the general concept of quasi-complete s paration introduced by Albert and Anderson[4]. 
By definition, the sample observations are quasi-completely separated, if
::lot ~R, ,V iEE , , . .T i  - -,i >0  (s , t  = 1 . . . . .  g : s  ¢: t), (20) 
with equality for at least one (i, s, t)-triplet. 
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THEOREM 2 
If there is quasi-complete s paration of the data points, then 
(i) 
(ii) 
the maximum-likelihood estimate & does not exist: 
the maximum of the likelihood function /(X, a) is equal to the maximum of the 
likelihood l(Xq, ~), where Xq denotes the submatrix of quasi-completely separated 
observations and [3 the parameters ofan appropriate r parameterization of the logistic 
model (1) in the subspace defined by Xq. 
See Silvapulle[59] for the proof in the two-group situation and Albert and Anderson[4] 
for the general case. 
Thus quasi-complete s paration implies divergence in the iterative maximization process. 
Albert and Anderson[4] have suggested an empirical method for detecting data configurations 
of this type. Specifically, at each iteration step, one looks for the correctly allocated observation 
x with the largest posterior probability across the data set and prints a warning message if this 
probability exceeds a suitably chosen threshold level (1 - e). The warning states that for at 
least one observation x in the sample, the probability of correct allocation has become xtremely 
close to 1. Now either x is an atypical observation i its own group, in which case the warning 
is unnecessary and the process wilt stop whenever the maximum is reached, or there is quasi- 
complete separation i the dataset: x is among the completely separated points and the asymptotic 
dispersion matrix is unbounded. 
In case quasi-complete s paration is detected, it is recommended to apply once again 
logistic discrimination on the sample, but with observation vectors tandardized to zero mean 
and unit variance. The process can be stopped if any diagonal element of the dispersion matrix 
exceeds, say, 103 . This seemingly cumbersome procedure always detects quasi-complete s p- 
aration, unless there is collinearity in the variates. 
4.3 Partial separation 
Lesaffre and Albert[49] discuss some intermediate situations, neither complete nor quasi- 
complete separation, where the maximum-likelihood estimate & does not exist. These are referred 
to as "partial separation." A simple example of such a data pattern for three groups occurs 
when two groups overlap (see Sec. 4.4), but the third group is completely separated from the 
first two. This concept can be generalized to several groups, and we may immediately realize 
that a multitude of data configurations of this kind exist. 
The sample points are said to be partially separated if the g subsamples of observations 
can be grouped into q (q <- g) clusters, C~ . . . . .  Cq, themselves completely separated as 
described in Sec. 4.1. Thus, by definition, partial separation occurs if 
::lCl . . . . .  Cq(U~C~ = E) and 'y~R' ,  v' = (p + l)(q - 1), 
V i~ Cs, z'i - z~>0 (s, t  = 1 . . . . .  q ; s# t), 
(21) 
where z;~ = ,yr . xi. 
The definition of quasi-partial separation follows exactly the same lines, except that equality 
is required in Eq. (21) for at least one (i, s, t)-triplet. We have the following theorem: 
THEOREM 3 
If there is partial separation of the data points, the maximum-likelihood estimate & does 
not exist. Moreover, 
(i) within each cluster Cs (s = 1 . . . . .  q), the logistic assumption (1) is again fulfilled 
for some parameter vector 13s and the ML estimate I]s exists; 
(ii) the maximum of the likelihood function I(X, a) is the sum of the maxima of the 
within cluster likelihood functions ls(X,, 13~) (s = 1 . . . . .  q), where Xs is the set 
of observations from C~. 
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Usually partial separation is detected by the empirical method escribed for quasi-complete 
separation. Research is underway, however, to improve the identification of the different 
clusters. 
4.4 Overlap 
If neither complete, quasi-complete nor (quasi-)partial separation exists in the sample 
points, these necessarily overlap in the sense that, 
Vet ~R' .  3( i ,s . t ) ,s  # t~{ i  . . . . .  g} , i~E ,_ - ,  - 7, <0.  (22) 
Note that the definition of overlap does not imply that all groups overlap each other. For 
instance, the three group situation where the groups H~ and H,. are disjoint, yet both intersect 
H3, corresponds to overlap as defined above. 
THEOREM 4 
If and only if there is overlap of the data points, the maximum-likelihood estimate of ,~ 
exists and is unique. 
The proof of this theorem follows immediately, since the log-likelihood is shown to have 
limit -zc at infinity and to be strictly concave. 
The above theorem states that when sample points are overlapping, and this is the most 
common situation in practice, the iterative optimization procedure converges to a unique and 
finite solution. The estimated asymptotic dispersion matrix of the parameters e timates i also 
finite. 
4.5 Further considerations 
Complete and quasi-complete s paration occur in small sample problems. With large 
numbers of observations, the chances of obtaining a set of separated or quasi-separated data 
points are small, no matter what sampling scheme is used. Our own experience is that it occurs 
more often than expected, especially in medical applications, where a mixture of binary and 
continuous variates are considered[34]. In contrast, the concept of partial separation is not 
necessarily related to sample size. For instance, in medical diagnosis, it often happens that the 
diseased categories do not overlap with the reference group of healthy subjects, so that the 
corresponding subsamples ofobservations can be separated completely from the controls. When 
discriminating between genetic morphotypes, a similar data configuration is likely to appear. 
The detection of (quasi-)complete or (quasi-)partial separation i a given data set can be 
extremely useful in giving insight into how groups are clustered and which variables yield a 
special structure to the sample data. 
5. VARIABLE  SELECT ION 
Almost every classical variable selection procedure developed in linear or nonlinear regres- 
sion can be applied to logistic discrimination[27,28.45,51]. In general, the selection criterion 
follows a chi-square distribution on g - 1 degrees of freedom, whether based on the log- 
likelihood ratio test[19], Wald's statistic[65] or the score statistic[57]. 
6. APPROPRIATENESS OF THE LOGISTIC MODEL 
In this section we describe some procedures to check the appropriateness of the assumed 
logistic model. Since most of the research as been devoted to the two-group logistic model 
(g = 2), we first review the various existing procedures in the case of two groups. For ease 
of notation, we let p(x) = pr (Ht I x). At the end of this section we indicate how these methods 
can be used in the general multigroup model 
6.1 Omnibus procedures 
Hosmer and Lemeshow[39] proposed several X-'-type tests for detecting eneral departures 
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from the logistic model. A 2 x ra contingency table is constructed by defining a random variable 
w, where wi = j if 
c j _~-p(x J  <Cj  (J = I . . . . .  m, i  = l . . . . .  n). (23) 
The cj's are known constants or determined from the sample such that 0 = co < ct < --" < 
cm-~ < c,~ = 1. Denote by ns i (s = 1, 2; j = 1 . . . . .  m) the observed cell frequencies in the 
2 x m table. The authors show that the asymptotic distribution of 
"~ m Z (' ' ,  - ." " 
s=l  i=1 n P's! 
(24) 
with 
/~:~ = n -I '~  p(xi), 
l)~i = (n~j + n:i)/n - fi,_,, 
(25) 
and 
ij = {i: Ci-I <--p(xi) < cj} (j = I . . . . .  m) 
is approximately a ×-'-distribution on (m - 2) d.f., if the logistic model holds and (p + 
l )<m.  
Tsiatis[64] proposed a score statistic to compare a vector of differences between observed 
and estimated frequencies. His procedure is a test for constant intercept (a0) in m groups defined 
in the covariate space. If the partition of the space is performed according to the procedure of 
Hosmer and Lemeshow[39], then this statistic follows asymptotically a ×-'-distribution on 
(m - 1) d.f. Lemeshow and Hosmer[461 compared these two types of statistics and concluded 
that the two tests have equal power. Therefore they preferred statistic (24) because of its 
simplicity. In practice, however, computational difficulties can occur when the two groups are 
well separated. This is because most observations have posterior probabilities close to 1 due to 
rounding effects and consequently some/~sj become equal to zero in Eq. (24). Little can be 
done to avoid this problem. Finally, it is worth mentioning that the results of the significance 
tests just described can be checked by the graphical procedures of Copas[21] and Landwehr et 
al.[43]. 
6.2 Procedures to detect the appropriateness of the logistic link function 
The logistic model assumes that iogit {p(x)} is a linear function of the independent variables 
x. However, it is possible that another function of p(x) is a better representation of this de- 
pendence. A natural way to test the logistic assumption is to embed the model in a larger 
parametric family of models indexed by (v, 8), where v is a skewness and 8 a kurtosis parameter. 
A likelihood ratio or score test can then be employed to determine whether v = v0, 8 = 80, 
where (v0, 80) corresponds to the logistic model. Examples of this approach can be found in 
Prentice[56], Pregibon[54] and Guerrero and Johnson[31]. 
6.3 Procedures to detect he appropriateness of the vector of x-variates 
The logistic assumption (1) can be violated if necessary interaction terms are omitted from 
the model or if the scale of the original variables should be changed. The need for inclusion 
of interaction terms can be revealed by adding these terms to the chosen set of variables in a 
variable selection procedure. However, one should test beforehand whether the scale of the 
original variables is correct. Indeed, practice shows that interaction terms can be dropped if the 
logistic model is formulated in the correct scale of the original variables. 
Graphical procedures may suggest he functional form in which a variable x should be 
included in the model. Landwehr et al.[43] proposed a plot similar to the partial residual plots 
in linear regression[44]. In particular, they consider log [p(x)/{l - p(x)}] = ~trx + f(z). 
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where f(z) is possibly a nonlinear function of the independent variable :, which can be a "new"  
variable. The maximum-likelihood fit of the model 
p(x) 
l o g -  = ot r .x  + v . . - ,  (26) 
I - p(x) 
to the data yields estimates ti, ~ and p(x). They suggest plotting (y~ - ,0~)/{pi(l - /~,)} + 
0 • z~ vs z~ (i = 1 . . . . .  n) where Yi = 1 for group H~, 0 for group H,, and p, = p(x~). This 
plot is augmented by a solid line representing an estimate of the expected ordinate, which can 
be obtained by the smoothing procedure proposed by Cleveland[20]. Unfortunately, this graph- 
ical procedure may not give the correct functional form of f ,  when f is nonlinear[35]. As an 
alternative, Hastie[36] and Tibshirani[62] advocate the concept of the "local-likelihood" prin- 
ciple for the construction of plots which have to reveal the function f .  This new method is very 
time consuming and therefore difficult to apply if too many data and/or variables are involved. 
It is clear that, in principle, these graphical procedures should precede any variable selection 
method, since the latter technique picks out the "best"  variables in a linear scale. Finally, it 
is proposed to augment he graphical techniques with a significance test to determine whether 
the increased complexity of the model is valuable. 
6.4 Outlying and influential observations 
It is shown by Bayne et al.[17] that for two bivariate normal distributions with equal 
covariance matrices and for small misclassifications probabilities, "outl iers" located between 
the two populations will have appreciable influence on the estimated et's. Thus it is of utmost 
importance that such points are detected. Before we proceed, we first define the terms "outlying" 
and "influential" observations. 
The hypothesis that the ith observation is an outlier can be formalized by 
p(x) = ot r"  x + 8 'z ,  (27) log 1 - p(x) 
where 8 ~ 0 and z~ = 1 for the ith observation and zero otherwise. 
An influential observation, on the other hand, is that point which greatly changes the results 
of the statistical analysis when omitted from the sample. To highlight such observations, Pre- 
gibon[53,55] constructed a number of diagnostic plots based on the components of two goodness- 
of-fit statistics: 
n 
= ×r, (28) 
i= l  
D = ~ d], (29) 
i=1  
where 
X, = (Y, - ,6,)/V'{I~," (I - /~i)}, (30) 
and 
d~ = -+ ~/{ -2[y i . log /~,  + (1 - yA ' log  l - PAl}. (31) 
The sign of di is positive if 3"~ = 1 and negative if yi = 0. It is easy to see that d~ = 2 log 
(l + ×~). Plots of xJV'{m,}, dJ'k/{m,~} vs the index of the observation are designed to highlight 
outlying observations. The element rn, is the diagonal element of the matrix I - 
Vt '"x(xrvx)- Jxrv 1'2, where V = diag {,0~(1 - ,0i)} and X the design matrix. 
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Observations can be influential for different aspects of the logistic model. We shall describe 
three of them. To keep computations within reasonable limits, an approximative procedure, 
called the "one-step approximation," is necessary. Firstly, the influence of the ith observation 
on the estimated fit is revealed by plotting Aifit/S.E.Oi) vs i, where .x,fit = ti - fit(i) = 
(x rvx)  -lx~(yi - #~)/raii and fit(i) the estimate when discarding the ith observation. Secondly, 
the impact on the total vector fit is described by a plot of Cooks' distance x~(l - rn~i)/m~ vs 
i. Finally, a plot of AiD = D - D(i) vs i, where D defined in (29) and D(i) is the deviance 
if the ith observation is deleted, provides an indication of how the goodness of fit statistic D 
changes by deleting each observation separately. The one-step approximation yields AiD = 
d~ + ×~(I - mi3/m~. 
These diagnostic procedures can be extended to quantify the effect of a set of observations 
on the different aspects of the fitted logistic model. For the moment, the null distribution of 
the various diagnostics has not been determined[40], which implies that the various graphical 
plots are merely qualitative in nature. 
6.5 Extensions to the general multigroup situation 
The general multiple group logistic assumption (1) actually consists of (g - 1) two-group 
assumptions against he base-class He. Moreover, Begg and Gray[ 18] proved that if we condition 
on being in one of the two classes H, and H~, (s = 1 . . . . .  g - 1). then the coefficient vector 
a~ must be equal to the corresponding coefficient in the multi-group formulation. Thus as a 
first approximation, we can apply the different methods described in subsections 6.1-6.4 above 
to the (g - 1) logistic models of Hs vs H~ (s = 1 . . . . .  g - 1). This strategy, however, is 
not without pitfalls. For instance, the repeated use of the significance test of Hosmer and 
Lemeshow makes the determination of the associated type / family error difficult. Next, in the 
case of diagnostic procedures, it is unclear whether an outlying or influential observation for 
any of the two-group models remains so for the complete logistic model. Because of these 
problems, we are currently investigating how to extend properly the described procedures to 
the general multigroup situation. 
7. PERFORMANCE MEASURES 
Once the classification rule has been derived, it is important o assess its performance in 
allocating future observations. 
Denote by ~, = z(¢i) the estimated score vector, which is a function of x. Now consider 
the partition A = {A~ . . . . .  A,} of the score-space R ~- t, where 
A~ = {z: z~ - z , ->0, ( t  = 1 . . . . .  g)} (s = 1 . . . . .  g). (32) 
The sample classification rule assigns an observation x to the group H, ts = 1 . . . . .  g) if and 
only if i ~ As. If p,, = pr ( i  E A, [ H,) (s. t = 1 . . . . .  g) denotes the probability of allocating 
an observation of group H, to group H~, the total probability of correct classification associated 
with the estimated allocation rule (or partition A) is equal to 
~r = ~ P, • p,,. (33) 
Its complement e = 1 - w is usually called the "'actual error rate"[30.381. 
Classically, rr is estimated by the resubstitution or the leaving-one-out[421 method, but 
for logistic models the latter is hardly applicable since it is time-consuming even for small 
sample sizes and cannot be implemented in one computer run as for multinormal models[26.501. 
Other performance measures based on the actual posterior probabilities of the observations were 
proposed by Hilden et al.[371. All these measures, however, have a major disadvantage, they 
do not incorporate any element of uncertainty inherent o the sampling process itself. 
When discriminating between two groups Ig = 2L Stablein et a/.[61] suggested to use 
the sampling distribution of the estimated coefficient of the logistic discriminant function to 
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construct a confidence interval for each score value. They verified whether the lower or upper 
limit of the interval was still correctly classified. Lesaffre and Albert[48] used a similar argument 
for multiple group discrimination. The key idea is to assess whether the sample observations 
are correctly allocated at a given confidence level 13 and to calculate the corresponding correct 
classification rate. We briefly outline the methodology. 
Conditional on observation x, the asymptotic sampling distribution of the score vector i
is multivariate normal with mean z and covariance matrix ~, where E,  = xrV,,x (s, t = I, 
. . . .  g - 1), and V is defined by (16). Following large-sample theory of maximum-likelihood 
estimates, a 13-confidence region can be defined for the true score z, 
R(i) = {z: (z - ~.)rs-'(z - 2) -< c(13)}. (34) 
where S is the ML estimate of 5~. and c(13) is the upper (1 - 13) percentage point of the X"- 
distribution with g - 1 degrees of freedom. This region is an ellipsoid in the z-space. 
By definition, an observation x from H, is correctly classified with 13-confidence if and 
only if R(~) C A,  where R(i) is defined above and A, by (32). When 13 = 0, the condition 
reduces to the ordinary case ~ E A~. We have the following theorem. 
THEOREM 5 
An observation x from H, (s = 1 . . . . .  g) is correctly allocated with 13-confidence if
and only if ~ ~ As and 
(u r .  ~)'- - urSu," c(13) > 0 (t = 1 . . . . .  g ; t -~ s), (35) 
where u r = (8~ - 8~, . . . . .  8~_,.s - 8~_,.,) and 8st is Kronecker's ymbol. 
We define the sharpness of the classification rule as the proportion of B-correctly allocated 
observations in the sample; it will be denoted by 4r(13). 
Lesaffre and Albert[48] also introduced the concept of maximal confidence llipsoid 
R,,,(i), entirely contained in A, which enables one to determine the sharpness measure ~(13) 
for any 0 -< 13 -< I in a quite simple way. 
If 13,, denotes the probability integral associated with R,,(i). then an observation x from 
H~ is correctly allocated with B-confidence if ~ ~ A~ and 13 < 13,,. By letting 13 vary between 
0 and 1, the sharpness measure ~(13) can be displayed graphically. 
The major advantages of the maximal confidence llipsoids are twofold. Firstly, they can 
be obtained in only one additional run of the logistic discrimination computer program. Sec- 
ondly, the 13,,-value associated with the posterior probabilities of each observation x provides 
a measure of their trustworthiness. A large 13,,-value indicates reliability of the assignment, 
whereas a value close to zero is a sign of uncertainty and doubt. 
8. MEDICAL APPLICATION 
To illustrate some of the features of multiple group logistic discrimination described in the 
preceding sections, we applied the method to laboratory data collected from 218 patients with 
liver disorders[52]. Four liver diseases are envisaged: acute viral hepatitis (H,, 57 patients), 
persistent chronic hepatitis (H.,, 44 patients), aggressive chronic hepatitis (H3, 40 patients) and 
post-necrotic cirrhosis (H~, 77 patients). The vector of variates consists of four well-known 
liver enzymes, namely, aspartate aminotransferase (xt; abbreviated AST), alanine aminotrans- 
ferase (x.,; ALT), glutamate dehydrogenase (x3; GIDH) and ornithine carbamyltransferase (x~; 
OCT). In the original study, the author used classical multinormal discriminant analysis[26] 
and reported that good separation between the diseased groups could be achieved with three 
enzymes only, AST, ALT and GIDH. The overall percentage of correct diagnoses was 83%, 
and the leaving-one-out rate was 81.7%. 
We applied multiple group logistic discrimination tothe sample data and derived the vector 
of scores z r = (zt, -_,, z3) by taking the post-necrotic cirrhosis patients (HD as the base group 
(see Table 1). Overall, the profile was highly efficient for diagnosing the diseases (×2 = 331.8, 
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Table I. Results of multiple group logistic discrimination applied to the enzyme data collected in 218 patients 
with liver diseases. Estimated coefficients are given with standard errors in parentheses. Univariate diagnostic 
ability of each enzyme. 
Coefficients (S. E. ) Diagnostic 
ability 
Variable z 1 z2 z3 (×" on 3 d.f.) 
lnte~ept -1.93 (0.82) 1.09 (0.67)* -3.05 (0 .53)  - 
AST -.051 (.010) -.056 (.011) -.021 (.006) 78.84 
ALT 0.077 (.011) 0.067 (.010) 0.041 (.009) 165.27 
GIDH -0.15 (.0~5)* -0.22 (.0~4) 0.062 (.033)* 66.43 
OCT + -.005 (.002) -.003 (.033)* -.000 (.001)* 70.42 
*N.S. at the 5% significance level, using an asymptotically standard normal deviate test 
+ Not selected in the stepwise selection procedure 
12 d.f., p < 0.0001), and the classification matrix [see Table 2(a)] yielded 82.1% of correct 
assignments. We determined the diagnostic ability of each enzyme separately by a chi-square 
test on 3 d.f. and found significant results in all cases ('see Table 1). ALT definitely is the best 
liver-function test, while the other variables have a lower but similar efficiency. We performed 
a stepwise variable selection procedure and found that only AST (×2 = 120.5, 3 d.f.) and 
GIDH (×-' = 39.3, 3 d.f.), in that order, improved the diagnostic ability of ALT. The fourth 
step of the selection process yielded for OCT a nonsignificant ×'--value of 6.77 on 3 d.f. When 
applying multiple group logistic discrimination to the selected variables, we obtained 83% of 
correct diagnoses [see Table 2(b)]. 
To measure the sharpness of the diagnostic rule, we determined for each correctly allocated 
observation the maximal confidence llipsoid and the corresponding 13,,,-integral. Thus we were 
able to determine the correct classification rate for different confidence levels 13. Table 3 
illustrates the results for 13 = 0.0, 0.05, 0.50 and 0.95. About 71% of patients are correctly 
diagnosed with a confidence probability of 50%. When 13 = 0.95, the correct diagnostic rate 
is still 55%. 
Finally, we performed on the data set some of the diagnostic heck procedures described 
in Sec. 6. Each diseased group was compared to the base group (post-necrotic cirrhosis) according 
to the approach of Begg and Gray[18]. We found that (i) groups Ht and H.~ were completely 
separated, (ii) groups H_, and/-/4 were almost completely separated with three misclassifications 
only, and (iii) groups H3 and H, overlapped substantially. These results are in agreement with 
Table 2. Classification matrices obtained with the total set of variables and with the selected variables in 218 
patients with liver diseases. 
(a) All variables (b) Selected variables 
True groups True groups 
Allocated H H H H H H H H 
groups 1 2 3 4 1 2 3 4 
~ .L~ 2 2 0 5_.22 2 I 0 
A '4 39 I I 3 38 I 0 
2 - -  - -  
A 3 2 I 21 8 2 I 2_2_ 8 
A 0 2 16 6_.88 0 3 16 6..99 
.= 
All 57 44 40 77 57 L~4 b0 77 
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Table 3. Sharpness of the diagnostic rule. Overall and group-conditional percentages of 13-correctly diagnosed 
patients in the data set. 
[3-confidence level 
Diseased 
group 0.0 0.05 0.50 0.95 
H 1 91.2 80.7 75.4 54.4 
H 2 86.4 81.8 72.7 56.8 
H 3 55.0 50.0 37.5 20.0 
H 4 89.6 88.3 83. I 72.7 
All 83.0 78.0 70.6 55.0 
those in Table 2(b). When applying Hosmer-Lemeshow's te t, we had problems with the first 
two comparisons (H~ vs H.~ and H., vs H4) since, as we mentioned in Sec. 6, the groups are 
well separated. However, expected and observed frequencies were in close agreement. As for 
the third comparison (H3 vs H4), we obtained a xZ-value of 7.12 on 8 d.f. (N.S.). We concluded 
that the logistic model was appropriate for solving the discrimination problem. 
The application of Pregibon's techniques revealed that, in the comparison of the groups 
H_, and H~, three observations were outlying and influential. Since almost complete separation 
occurred between the two groups, which is an unstable situation, we discarded only one of the 
three observations (patient No. 1 of group H_,). The corresponding Cooks' distance was 496.3, 
indicating a tremendous impact on the estimation of the coefficients. We were unable to retrieve 
the patient's chart and to check for his exact status. Nonetheless, we reran the program on 217 
patients and found a marked improvement in the overall diagnostic efficiency (the ×Z-test rose 
from 325 to 341 on 9 d.f.). All partial residual plots indicated that the variables were approx- 
imately on the correct scale and were needed in the score functions, 
9. CONCLUDING REMARKS AND FUTURE DEVELOPMENTS 
The solution of a discrimination problem can depend on many factors. Firstly, the nature 
of the groups envisaged. Generally, the groups are "'qualitatively" distinct as discussed in this 
paper. A classical example in medicine[60] is the differential diagnosis of diseases (see Sec. 
8) or the discrimination between various genotypes. There are many situations, however, where 
groups are "'quantitatively" distinct in the sense that the relationship between them is one of 
degree[3,14]. Thus, when allocating individuals into low-. medium- or high-risk categories on 
the basis of some x-variates, the groups are clearly ordered and appropriate models should be 
used. Anderson[12] discussed such problems and introduced the stereotype model which can 
be regarded as the extension of model (1 ) to ordered groups. Secondly. the nature of the variables 
considered in the study is also an important feature. Some discrimination problems only involve 
continuous variates, others, only binary variables, but, in general, users are faced with a mixture 
of both qualitative and quantitative informations. In the Fatter case, the logistic method is 
particularly interesting, although other methods have been proposed[41,63]. Thirdly. it is es- 
sential to choose an appropriate model for solving the discrimination problem. Methods are 
either parametric, distribution-free or partially parametric. Finally. an important issue for the 
practitioner is the availability of computer programs[26.50.58]. Vee are currently developing a 
general program which could deal with the multiple group problem and include all the new 
theoretical results discussed herein. For instance, it is important to detect he particular data 
configurations that yield infinite parameter stimates, not only to avoid unnecessary iterations 
in the maximizing process but also to get some insight into the problem's tructure. 
Throughout this paper, we have proceeded under the assumption (1) that posterior prob- 
abilities are a generalized logistic function of linear combinations of the variables. Several 
extensions can be envisaged. 
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9. l The relaxed logistic model 
The multiple group logistic model (l) can be replaced by a more flexible model in which 
the z-scores are linear combinations of possibly different subsets of the x-variates: 
p r (Hs ix )  - exp(z~) (s = 1 . . . . .  g), (36) 
~exp (z,) 
where z, = ot r • x, and x~ is a subset of p, variates of vector x (s = 1 . . . . .  g). Thus (x r = 
(a,0 . . . . .  %) .  
We already mentioned this eventuality in Section 6, when looking for the "minimal" 
representation of the logistic model. Previous experience or other considerations may lead the 
user to exclude some variables from certain z-scores and postulate a model as described by 
(36). There would be a gain in estimation efficiency since dealing with a more parsimonious 
modelling of the posterior probabilities. ML  estimation of the parameters of (36) can be done 
in exactly the same way as with model (I), and all methods described in this paper apply 
immediately. 
9.2 Quadratic logistic discrimination 
Another possible extension of model (I) is to assume that 
exp (w,) (s I, g), (37) p r (n~lx )  - ~ = . . . , 
exp (wO 
S = I 
where ws = ~x r • x + x r .  fl~ • x and the o :  are defined as before, and fls are p x p symmetric 
matrices, possibly the null matrix. 
This model is even more general as it includes quadratic terms in the score functions. The 
cost, however, is an increased number of extra parameters. Anderson[8] discussed this problem 
and proposed a solution to reduce the number of unknowns. His solution, however, although 
elegant, contains a subtle inexactitude as argumented by Lesaffre et al.[47]. 
9.3 Other extension 
Instead of using the logistic function, other candidates are possible for relating the scores 
to theposterior probabilities. In this context, Anderson[l 1] generalized the multiple group 
logistic discrimination to the model: 
pr(H,  Ix) = K, .  hs(Oq, X) (s = 1 . . . . .  g), (38) 
~ K~ • h~(oq, x) 
where Ks and oq are to be estimated from the sample data. To make this problem solvable, it 
is further assumed that 
K~" h~(oq., x) = tb(o~ r" x), (39) 
where ~(.) = G(.)/{1 - G(.)} and G(.) is a distribution function. 
For instance, in the two-group case (g = 2), Albert et a1.[2,3] using G(.) = ~( ' ) ,  the 
standard normal cumulative distribution, introduced the concept of probit discrimination, which 
can easily be extended to multiple group situations. In theory, one can replace G by any other 
distribution function such as Cauchy, Student-t, Beta, etc. 
Many research efforts are still required in the domain of logistic discrimination. We feel, 
however, they should be directed in priority to the general g-group framework, unlike most 
current ongoing developments essentially aimed at solving the two-group problem. This is 
highly desirable both from a theoretical and practical standpoint. 
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