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Abstract
Book embedding of graphs is one of the graph layout problem. It is useful for the multiprocessor network layout or the fault-
tolerant processor arrays. We show that the trivalent Cayley graphs proposed by Vadapalli and Srimani can be embedded in ﬁve
pages, and show some additional results on cube-connected cycles.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A book consists of a line, called the spine, and halfplanes called pages sharing the spine as a common boundary.
A book-embedding of a graph is deﬁned by an assignment of vertices to distinct points on the spine and an assignment
of edges to pages such that on each page there is no crossing of edges. The pagenumber P(G) of a graph G is the
minimum number of pages in which G can be embedded.
The book-embedding problem has been motivated by several areas of computer science such as sorting with parallel
stacks, single-row routing, and the design of fault-tolerant processor arrays [4]. The DIOGENES approach to fault-
tolerant processor arrays, proposed by Rosenberg [12], is the most famous one. In the DIOGENES approach, the
processing elements are laid out in a logical line, and some number of bundles of wires run in parallel with the line.
The faulty elements are bypassed, and the fault-free ones are interconnected through the bundles. Here, the bundles
work as queues and/or stacks. If the bundles work as stacks, then the realization of an interconnection network needs
a book-embedding of the interconnection network. In this case, the number of pages corresponds to the number of
bundles of the DIOGENES stack layout. Therefore, book-embeddings with few pages realize more hardware-efﬁcient
DIOGENES stacks layouts. Book embeddings have been studied for many classes of graphs in [2,6–8,10], etc.
The trivalentCayleygraphTC(n)wasproposedbyVadapalli andSrimani in [14].Thegraphhas a diameter logarithmic
in the number of nodes, is regular of degree 3, hamiltonian [16], and maximally fault-tolerant (i.e. TC(n) is 3-connected
for any given n2). Other properties have been shown in [3,11,15], etc.
Before turning to the main results, we give a new upper bound for the pagenumber of CCC(n). The butterﬂy network
and cube-connected cycles have been well studied in [1,9], etc. Konoe et al. showed that cube-connected cyclesCCC(n)
can be embedded in at most n − 1 pages in [10].
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Lemma 1 (Hasunuma [7]). Let n4 be a positive integer, then the pagenumber of the binary butterﬂy network
BF(2, n) is bounded by the following inequality:
P(BF(2, n))
{4 if n is even,
5 if n is odd.
Lemma 2 (Feldmann and Unger [5]). Cube-connected cycles CCC(n) is a spanning subgraph of BF(2, n).
Theorem 3. Let n be a positive integer. Then P(CCC(n))5.
Proof. For n=3, it is shown thatCCC(3) can be embedded at most two pages in [10]. For n4, we can apply Lemmas
1 and 2. 
Lemma 4 (Tanaka and Shibata [13]). If n is even, then TC(n) is a spanning subgraph of BF(2, n).
From Lemmas 1 and 4, we have the similar result.
Theorem 5. If n is even, P(TC(n))4.
If n is odd, it is not known whether TC(n) is a spanning subgraph of BF(2, n). In this paper, we use another method
to prove that the pagenumber of trivalent Cayley graphs are at most ﬁve.
2. Preliminaries
Let G = (V (G),E(G)) be a graph, where V (G) is the vertex set and E(G) is the edge set of G, respectively.
2.1. Trivalent Cayley graphs [14]
The trivalent Cayley graph TCn is deﬁned as a symmetric (undirected) graph on N = n× 2n vertices for any integer
n, n2; each vertex corresponds to a circular permutation of n symbols in lexicographic order where each symbol
may be presented in either uncomplemented or complemented form. Let tk , 1kn, denote the kth symbol in the
set of n symbols (we use English alphabets as symbols; thus for n = 4, t1 = a, t2 = b, t3 = c, t4 = d). We use t∗k to
denote either tk or tk . Thus, for n distinct symbols, there are exactly n different cyclic permutations of the symbols in
lexicographic order (disregarding the complements) and since each symbol can be represented in either complemented
or uncomplemented form, the vertex set of TCn has the cardinality n ·2n. The edges of TCn are deﬁned by the following
three generators:
f (a1a2 · · · an) = a2a3 · · · ana1, : f -edge,
f−1(a1a2 · · · an) = ana1 · · · an−1, : f−1-edge,
g(a1a2 · · · an) = a1a2 · · · an, : g-edge.
First, we give some deﬁnitions.
Deﬁnition 6. For vertex v = a1a2 · · · an in V (TC(n)), we deﬁne a mapping h : V (TC(n)) → Zn2 as follows:
h(v) = c1c2 · · · cn,
where ci = 1 if ai = t∗, otherwise ci = 0. The value m such that a1 = t∗m is called the leftmost symbol of v, and we
denote it vL.
Deﬁnition 7 (Tanaka and Shibata [13]). Let n be a positive integer. The base-n Modular exchange graph ME(n) is
the graph whose vertex set is Zn2, and a vertex u = u1u2 · · · un is adjacent to v = v1v2 · · · vn if and only if vi = ui and
vn = un for 1 in − 1 (called an E-edge), or vi = ui+1, vn = u1 (called a M-edge).
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Fig. 1. Modular exchange graph ME(2),ME(3),ME(4).
In ME(n), there exist two edges between (00 · · · 0) and (00 · · · 01) and also (11 · · · 1) and (11 · · · 10). Furthermore
if n is odd, there exist two edges between (101 · · · 01) and (010 · · · 10). We allow the existence of those multiple edges.
Remark 8. Every modular exchange graph is bipartite (Fig. 1).
Remark 9. Themappingh is a homomorphism fromTC(n) toME(n) such that eachvertex (edge) inME(n) corresponds
to n vertices (edges) in TC(n). Moreover, an M-edge in ME(n) corresponds to an f-edge (or f−1-edge) in TC(n) and
an E-edge corresponds to a g-edge, respectively.
Deﬁnition 10. For u = u1u2 · · · un ∈ V (ME(n)), a value k such that u1 = u2 = · · · = uk = uk+1 is called the head
length of u, and denoted l(u).
Deﬁnition 11. The exclusive-or operator (sum with modulo 2) is denoted by ⊕. For v = v1v2 · · · vn ∈ V (ME(n)),
we set the parity function p as follows:
p(v) = v1 ⊕ v2 ⊕ · · · ⊕ vn.
3. Embedding ME(n) in four pages
Before to show main results, as a preparing step, we show the book embedding for another graph. Then, we use the
embedding scheme to embed trivalent Cayley graphs in constant pages.
Theorem 12. Let n be a positive integer. We set the function n : V (ME(n)) → Z2n , recursively, as follows:
1(0) = 0, 1(1) = 1,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n(00 · · · 0) = 0, n(11 · · · 1) = 2n − 1, if l(v) = n,
n(v) =
l(v)+1∑
i=1
vi · 2n−i + (l(v)mod 2)(2n−(l(v)+1) − 1)
+(−1)l(v)(−vl(v)+1 · 2n−(l(v)+1) + n−l(v)(vl(v)+1vl(v)+2 · · · vn)),
otherwise.
Then, the function n is a bijection and 0n(v)2n − 1.
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Proof. We now prove the following stronger results by induction on n:
2n−(l(v)+1)n(v)2n−l(v) − 1 where v1 = 0, l(v) = n,
l(v)∑
i=1
2n−in(v)
l(v)+1∑
i=1
2n−i − 1 where v1 = 1, l(v) = n.
The result is trivial for n = 1. Suppose that n(v) is a bijection for the value nk
(1) Case 1: v1 = 0
(a) Case 1.1: l(v) = odd
k+1(v) =
l(v)+1∑
i=1
vi · 2k+1−i + 2 · 2k+1−(l(v)+1) − 1 − k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1),
2k+1−l(v)−1k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1)2k+1−l(v) − 1 since vl(v)+1 = 1,
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i + 2 · 2k+1−(l(v)+1) − 1 − (2k+1−l(v) − 1) = 2k+1−(l(v)+1),
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i + 2 · 2k+1−(l(v)+1) − 1 − 2k+1−l(v)−1 = 2k+1−l(v) − 1.
(b) Case 1.2: l(v) = even
k+1(v) =
l(v)+1∑
i=1
vi · 2k+1−i − 2k+1−(l(v)+1) + k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1),
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i − 2k+1−(l(v)+1) + 2k+1−l(v)−1 = 2k+1−(l(v)+1),
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i − 2k+1−(l(v)+1) + (2k+1−l(v) − 1) = 2k+1−l(v) − 1.
(2) Case 2: v1 = 1
(a) Case 2.1: l(v) = odd
k+1(v) =
l(v)+1∑
i=1
vi · 2k+1−i + 2k+1−(l(v)+1) − 1 − k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1),
0k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1)2k+1−l(v)−1 − 1 since vl(v)+1 = 0,
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i + 2k+1−(l(v)+1) − 1 − (2k+1−l(v)−1 − 1) =
l(v)∑
i=1
2k+1−i ,
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i + 2k+1−(l(v)+1) − 1 =
l(v)+1∑
i=1
2k+1−i − 1.
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(b) Case 2.2: l(v) = even
k+1(v) =
l(v)+1∑
i=1
vi · 2k+1−i + k+1−l(v)(vl(v)+1vl(v)+2 · · · vk+1),
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i =
l(v)∑
i=1
2k+1−i ,
k+1(v)
l(v)+1∑
i=1
vi · 2k+1−i + (2k+1−(l(v)+1) − 1) =
l(v)+1∑
i=1
2k+1−i − 1.
Next, we show that n(v) is an injection. If there exist two vertices u = u1u2 · · · un, v = v1v2 · · · vn such that
n(u) = n(v), then u = v.
By induction hypothesis, n is an injection for nk. As noted above, if k+1(u) = k+1(v), it is easy to see that
l(u) = l(v) and ut = vt for 1 t l(v) + 1. Hence,
l(u)+1∑
i=1
ui · 2n−i =
l(v)+1∑
i=1
vi · 2n−i ,
(l(u)mod 2)(2n−(l(u)+1) − 1) = (l(v)mod 2)(2n−(l(v)+1) − 1),
and
(−1)l(u)(−ul(u)+1 · 2n−(l(u)+1)) = (−1)l(v)(−vl(v)+1 · 2n−(l(v)+1)).
Therefore, we have
(−1)l(u)(k+1−l(u)(ul(u)+1ul(u)+2 · · · uk+1)) = (−1)l(v)(k+1−l(v)(vl(v)+1ul(v)+2 · · · uk+1)).
By induction hypothesis, ui = vi for the value i where l(u)+ 1 ik + 1.We conclude that n(v) is bijection for any
positive integer n. 
We show some useful corollaries about .
Corollary 13. For each v ∈ V (ME(n)),
|n(v1v2 · · · vn) − n(v1v2 · · · vn)| = 1.
Proof. Prove by induction on C(v) : the number of i’s such that vi = vi+1 for 1 in − 1.
If C(v) = 0, this implies v1 = v2 = · · · = vn and if v1 = 0 then n(v) = 0 and
n(v1v2 · · · vn) =
n∑
i=1
ui · 2n−i + ((n − 1)mod 2)(2n−n − 1) + (−1)n−1(−vn · 2n−n + 1(1))
= 2t−t + 0 + (−1)n−1(−1 + 1) = 1.
Otherwise, that is, if v1 = 1 then n(v) = 2n − 1 and n(11 · · · 10) =
∑n−1
i=1 2n−i = 2n − 2. Thus, the statement holds
when C(v) = 0 for any n.
Assume that whenC(v)k, the statement holds for any n. LetC(v1v2 · · · vn)=k+1. ThenC(v′=v1v2 · · · vn−1vn)=
k + 1 ± 1. By induction hypothesis, it is obvious when C(v′) = k + 1 − 1. Thus, we may assume that C(v′) = k + 2.
1284 Y. Tanaka, Y. Shibata / Discrete Applied Mathematics 154 (2006) 1279–1292
Since l(v) = l(v′) and vl(v) = vl(v)+1, we have
n(v) =
l(v)+1∑
i=1
vi · 2n−i + (l(v)mod 2)(2n−(l(v)+1) − 1)
+ (−1)l(v)(−vl(v)+1 · 2n−(l(v)+1) + n−l(v)(vl(v)+1 · · · vn)),
n(v
′) =
l(v)+1∑
i=1
vi · 2n−i + (l(v)mod 2)(2n−(l(v)+1) − 1)
+ (−1)l(v)(−vl(v)+1 · 2n−(l(v)+1) + n−l(v)(vl(v)+1 · · · vn)).
From those equations, we have the following equation:
n(v) − n(v′) = (−1)l(v)(n−l(v)(vl(v)+1 · · · vn) − n−l(v)(vl(v)+1 · · · vn)).
From the deﬁnition of C(v), we have C(vl(v)+1 · · · vn) = C(v) − 1 = k and C(vl(v)+1 · · · vn) = C(v′) − 1 = k + 1. So
we have
|n−l(v)(vl(v)+1 · · · vn) − n−l(v)(vl(v)+1 · · · vn)| = 1.
Therefore, the statement is true when C(v) = k + 1. 
Corollary 14. For each v = v1v2 · · · vn ∈ V (ME(n)),
n+1(v1v2 · · · vnx) = 2n(v) + y,
where x ∈ Z2, y ∈ {0, 1}.
Proof. Prove by induction on n. For n = 1,1(0) = 0,1(1) = 1:
2(00) = 0 = 2 · 0 + 0, 2(01) = 1 = 2 · 0 + 1,
2(10) = 2 = 2 · 1 + 0, 2(11) = 3 = 2 · 1 + 1.
Thus, the statement is true for n= 1. Suppose the statement holds when nk, and assume k(v)=p, v = v1v2 · · · vk,
l(v)=x1.Without loss of generality, wemay assume vk+1=0. By the deﬁnition ofk(v), letk−x(vx+1 · · · vk)=p′.
From l(v1v2 · · · vk0) = x,
k+1(v1v2 · · · vk0) =
x+1∑
i=1
vi · 2k+1−i + (x mod 2)(2k+1−(x+1) − 1)
+ (−1)x(−vx+1 · 2(k+1)−(x+1) + k+1−x(vx+1 · · · vk0))
= 2
(
x+1∑
i=1
vi · 2k−i + (x mod 2)(2k−(x+1) − 1) + (−1)x(−vx+1 · 2k−(x+1))
)
+ (−1)xk+1−x(vx+1 · · · vk0) + (x mod 2).
From the assumption x1, k − x < k and by the induction hypothesis, we have
k+1−x(vx+1 · · · vk0) = 2p′ + q, q ∈ {0, 1}.
Thus,
k+1(v1v2 · · · vk0) = 2p + (−1)xq + (x mod 2).
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If x is odd, then k+1(v1v2 · · · vk0) = 2p − q + 1. If x is even, then k+1(v1v2 · · · vk0) = 2p + q. In both cases, the
statement holds. 
Lemma 15. For any two distinct edges e1 = (u, v) and e2 = (x, y) where v = u2u3 · · · unu1 and y = x2x3 · · · xnx1, if
l(u) ≡ l(x)(mod 2), u1 = x1 and l(u) = l(x), then e1 and e2 can be embedded in the same page.
Proof. Without loss of generality, we may assume l(u)> l(x). Then there exists an integer p1 such that l(u) =
l(x) + 2p2 and l(v) = l(u) − 1. If x2 = x1, then l(y) = l(x) − 1 and l(u)> l(v)> l(x)> l(y), it is easy to see that
n(u)<n(v)<n(x)<n(y) if u1 = 0,
or
n(y)<n(x)<n(v)<n(u) if u1 = 1.
If x2 = x1, then y1 = x1,
n(u)<n(v)<n(x)< 2n−1n(y) if u1 = 0,
or
n(y)2n−1 − 1<n(x)<n(v)<n(u) if u1 = 1.
Therefore, two edges can be embedded in the same page in any cases. 
Theorem 16. ME(n) can be embedded in four pages without any adjacent edges are embedded in the same page.
Proof. Let n be an assignment of vertices to the spine, that is, an ordering of vertices on the spine, and the edge (u, v)
is assigned to the page Pi (0 i3) by the following rules:
(1) l(u) is odd and v = u2u3 · · · unu1 . . . . . . . . . (1)
(a) If u1 = 0 : P0
(b) If u1 = 1 : P2
(2) l(u) is even and v = u2u3 · · · unu1: P1 . . . . . . . . . (2)
(3) v = u1u2 · · · un−1un: P3 . . . . . . . . . (3)
We now prove this assignment does not give edge crossing in any page. From Lemma 15, it is sufﬁcient to prove
that two edges (u, v) and (x, y) with l(u) = l(x) do not cross where v = u2u3 · · · unu1 and y = x2x3 · · · xnx1. In this
proof, we assume n(u)<n(x).
In Case (1), two edges are assigned to different pages if u1 = x1, hence we may assume that u1 =x1. Then we obtain
n(u) =
l(u)+1∑
i=1
ui · 2n−i + (2n−(l(u)+1) − 1) + ul(u)+12n−(l(u)+1) − n−l(u)(ul(u)+1ul(u)+2 · · · un),
n(x) =
l(x)+1∑
i=1
xi · 2n−i + (2n−(l(x)+1) − 1) + xl(x)+12n−(l(x)+1) − n−l(x)(xl(x)+1xl(x)+2 · · · xn).
From l(u) = l(x), we have
n−l(u)(ul(u)+1ul(u)+2 · · · un)>n−l(x)(xl(x)+1xl(x)+2 · · · xn).
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If u1 = u2, then l(u) − 1 = l(v) = l(y) = l(x) − 1 is even and we have
n(v) =
l(v)+1∑
i=1
vi · 2n−i − vl(v)+1 · 2n−(l(v)+1) + n−l(v)(vl(v)+1vl(v)+2 · · · vn)
=
l(u)∑
i=1
ui+1 · 2n−i − ul(u) · 2n−l(u) + n−(l(u)−1)(ul(u)+1ul(u)+2 · · · unu1),
n(y) =
l(x)∑
i=1
xi+1 · 2n−i − xl(x) · 2n−l(x) + n−(l(x)−1)(xl(x)+1xl(x)+2 · · · xnx1).
Furthermore, from l(u) = l(x), u1 = x1, ﬁrst two terms in the above equations are equal. From Corollary 14, we get
n−(l(u)−1)(ul(u)+1ul(u)+2 · · · unu1)>n−(l(x)−1)(xl(x)+1xl(x)+2 · · · xnx1).
Since we have n(v)>n(y), we embed two edges (u, v) and (x, y) in the same page.
If u1 = u2, that is, l(u) = l(x) = 1, then
n−1(u2u3 · · · un)>n−1(x2x3 · · · xn).
From Corollary 14,
n(v) = n(u2u3 · · · unu1)>n(x2x3 · · · xnx1) = n(y).
In Case (2), by the deﬁnition of n, if u1 = x1, say u1 = 0, then n(u)2n−1 − 1, n(v)2n−1 − 1, 2n−1n(x)
and 2n−1n(y). So, the edges (u, v) and (x, y) can be embedded in the same page. Therefore, it is sufﬁcient to prove
for the case u1 = x1. We get
n(u) =
l(u)+1∑
i=1
ui · 2n−i − ul(u)+1 · 2n−(l(u)+1) + n−l(u)(ul(u)+1ul(u)+2 · · · un),
n(x) =
l(x)+1∑
i=1
xi · 2n−i − xl(x)+1 · 2n−(l(x)+1) + n−l(x)(xl(x)+1xl(x)+2 · · · xn).
We assume n(u)<n(x), therefore
n−l(u)(ul(u)+1ul(u)+2 · · · un)<n−l(x)(xl(x)+1xl(x)+2 · · · xn).
Since l(u) = l(x) is even, l(u) = l(x)2 and we obtain l(v) = l(u) − 1 and l(y) = l(x) − 1. As we noted above, the
value of n(v),n(y) are given by
n(v) =
l(u)∑
i=1
ui+1 · 2n−i + (2n−l(u) − 1) + ul(u) · 2n−l(u) − n−(l(u)−1)(ul(u)+1ul(u)+2 · · · unu1),
n(y) =
l(x)∑
i=1
xi+1 · 2n−i + (2n−l(x) − 1) + xl(x) · 2n−l(x) − n−(l(x)−1)(xl(x)+1xl(x)+2 · · · xnx1).
It means n(v)>n(y) and we embed those edges in the same page.
In Case (3), it is easy to see that all E-edges can be embedded in one page from Corollary 13. 
Then ME(4) can be embedded in four pages. Four page book embedding of ME(4) is shown in Fig. 2.
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0000 0001 0010 0011 0111 0110 0100 0101
1010 1011 1001
1000 1100
1101 1110 1111
Fig. 2. Four page book embedding of ME(4) using n(v).
Fig. 3. Edges in ME(n) are used as conduit for edges in TC(n).
4. Embedding TC(n) in ﬁve pages
We now give the ﬁve page book embedding of trivalent Cayley graphs from the method of book embedding ofME(n)
in the previous section.
First, we partition the set V (TC(n)) into 2n subsets V00···0, V00···01, . . . , V11···1 with the property that u ∈ Vi0i1···in−1
for some i0i1 · · · in−1 if and only if h(u) = i0i1 · · · in−1.
Each partition set corresponds to a vertex of ME(n). Furthermore, for any u ∈ Vi and v ∈ Vj , if (u, v) ∈ E(TC(n)),
then (i, j) ∈ E(ME(n)).
Then, we arrange partition sets to the spine in the manner that arranged V (ME(n)). As a result, all edges in TC(n)
makes 3×2n−1 bundles such that each bundle is formed by n edges. Those bundles are corresponding to edges inME(n)
in one to one manner. So, we regard the edge in ME(n) as a “conduit”, those bundles can pass through corresponding
conduits. (See Fig. 3.) It is easy to prove that 4n pages is sufﬁcient to embedTC(n) for any arrangement of each partition
set in the spine.
To reduce the upper bound of pagenumber of the trivalent Cayley graph, we reduce the number of pages for each
conduits. By the deﬁnition of TC(n), for some conduit C, if n vertices in a partition set at one side of C are arranged
by the leftmost symbol of those vertices increasingly (or those cyclic permutation) and another side decreasingly
(or cyclic permutation), then two pages are sufﬁcient to assign n edges between those partition set. From Remark 8,
every conduit can have that property and TC(n) can be embedded in at most eight pages.
In this section, we manipulate the assignment of every partition set to reduce upper bound of the pagenumber to at
most ﬁve.
Deﬁnition 17. For every vertex v ∈ V (TC(n)), a mapping n(v) : V (TC(n)) → Zn·2n is deﬁned as follows:
n(v) = n · n(h(v)) + (v),
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where (v) is deﬁned by the cases as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c1 = 0
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
l(h(v)) is even
{
p(h(v)) = 0 ⇒ (v) = vL − 1 (mod n),
p(h(v)) = 1 ⇒ (v) = n − vL (mod n),
l(h(v)) is odd
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
cn = 0
{
p(h(v)) = 0 ⇒ (v) = vL − 1 (mod n),
p(h(v)) = 1 ⇒ (v) = n − vL (mod n),
cn = 1
{
p(h(v)) = 0 ⇒ (v) = (vL − 1) − 1 (mod n),
p(h(v)) = 1 ⇒ (v) = n − (vL − 1) (mod n),
c1 = 1
{
p(h(v)) = 0 ⇒ (v) = vL + l(h(v)) − 1 (mod n),
p(h(v)) = 1 ⇒ (v) = n − (vL + l(h(v))) (mod n).
 stands for the global arrangement of vertices, and  stands for the local assignment of vertices. In this section, we
focus on number of pages to embed n edges in some conduit.
Lemma 18. All vertices in v ∈ V (TC(n)) can be labeled in the form (vL, h(v)).
In this section, vertices in TC(n) are denoted by (vL, h(v)). If there is no confusion from the context, then h(v) is
omitted and v is denoted by vL simply.
Proposition 19. Any two edges in different conduits does not cross unless those conduits cross.
Lemma 20. All edges in the conduit assigned to P0 can be embedded in at most two pages under the vertex
ordering n.
Proof. From the deﬁnition of n(v), for two vertices u, v ∈ ME(n) incident to the edge assigned to P0, there are eight
patterns of vertex arrangements and their corresponding edge arrangements illustrated in Figs. 4 and 5 . In each case,
we can embed those edges in two pages. (In Figs. 4 and 5, edges drawn by solid line are embedded in the page called
TP0, dotted line are embedded in TP4.) 
Lemma 21. All edges in the conduit assigned to P1 can be embedded in one page under the vertex ordering n.
Lemma 22. All edges in the conduit assigned to P2 can be embedded in one page under the vertex ordering n.
Fig. 4. Page assignment pattern for edges that pass through the conduit assigned to P0.
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Fig. 5. Page assignment pattern for edges that pass through the conduit that incident to vertices with l(u) = 1 and v1 = 1.
Fig. 6. Page assignment pattern for edges that pass through the conduit assigned to P1 with u1 = 0.
Fig. 7. Page assignment pattern for edges u1 = 1, v1 = 1 that pass through conduit assigned to P1 or P2.
Fig. 8. Page assignment pattern for edges that pass through the conduit assigned to P2 with v1 = 0.
Proof. These lemmas are proved in the similarmannerwith Lemma20. Each conduit embedded inP1 orP2 corresponds
to n edges. Vertex arrangement pattern of both sides and edge embedding in one page of this conduit are illustrated in
Figs. 6–8. 
Let o1, o2 be a conduit such that those corresponding edges in ME(n) are assigned in P1 (or P2), respectively. The
edge in TC(n) which pass through the conduit o1 (or o2) is assigned to the new page, called TP1 (or TP2).
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Fig. 9. Page assignment pattern for the edges corresponding to the conduit in P3 and assignment of nonparallel edge in other page.
Lemma 23. All edges in the conduit assigned to P3 can be embedded in at most two pages under the vertex
ordering n.
For each conduit to which corresponding edges in ME(n) are assigned in P3, there is at most one irregular edge in
the conduit such that it cannot be assigned the n edges in parallel but it can be assigned in parallel without that edge.
By this reason, two pages are needed to embed those n edges in some conduit. We call those irregular edge nonparallel
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Fig. 10. Page assignment pattern for the edges corresponding to the conduit in P3.
Fig. 11. Page assignment pattern for the edges corresponding to the conduit (00 · · · 0, 00 · · · 01) and assignment of nonparallel edge in other page.
Fig. 12. Page assignment pattern for the edges corresponding to the conduit (11 · · · 1, 11 · · · 10) and assignment of nonparallel edge in other page.
edge. The page which is assigned the edges (except nonparallel edge) through the conduit corresponding to P3 is
called TP3.
If we use the simple method, two pages are necessary to embed n edges through the conduit, say TP3 and other page.
But, from the position of vertices that incident to the nonparallel edge, we notice that every nonparallel edges are able
to assign to different pages from TP3.
Lemma 24. Nonparallel edges can be embedded in different page from TP3.
Proof. From the deﬁnition of n, there are 14 arrangement patterns of n edges through the conduit that assign to P3
and their corresponding 2n vertices. Nonparallel edge appears in the following three patterns, 1:u1 = 0 and l(u)= l(v)
is odd, 2:(00 · · · 00, 00 · · · 01) when n is even, 3:(11 · · · 10, 11 · · · 11). Figs. 9–12 shows those patterns. 
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Fig. 13. Five page book embeddings of TC(3).
Theorem 25. P(TC(n))5.
Fig. 13 shows a ﬁve page book embeddings of TC(3).
5. Concluding remarks
In this paper, we show that the pagenumber of the trivalent Cayley graph and cube-connected cycles are less than
or equal to ﬁve. In the future work, we would like to study the exact pagenumbers of TC(n), BF(k, n) and CCC(n).
(Actually, three is a lower bound of those graphs because TC(n), BF(2, n) and CCC(n + 1) are not planar for n3.)
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