We study Navier-Stokes equations perturbed with a maximal monotone operator, in a bounded domain, in 2D and 3D. Using the theory of nonlinear semigroups, we prove existence results for strong and weak solutions. Examples are also provided.
Introduction
Let T > 0 and let Ω ⊂ R n , n = 2,3, be an open and bounded domain, with a smooth boundary ∂Ω (of class C 2 , e.g.). Consider the perturbed Navier-Stokes equations where y = (y 1 , y 2 ,..., y n ) is the velocity field, p is the scalar pressure. The density of external forces is g = (g 1 ,g 2 ,...,g n ), the constant ν > 0 is the kinematic viscosity coefficient, and the perturbation Φ is a maximal monotone operator. Such a nonlinear term Φ arises usually as a feedback nonlinear controller.
In this section, we describe the functional framework and we rewrite the Navier-Stokes equations in an abstract form. The main existence and uniqueness results for strong solutions are stated in Section 2. The first of these theorems is proved in Section 3 and the others in Section 4. Section 5 is concerned with weak solutions. The last section is devoted to examples.
Abstract and Applied Analysis
We will use the standard spaces (see, e.g., [1] [2] [3] ) H = y ∈ L 2 (Ω) n ; div y = 0 in Ω, y · n ∂Ω = 0 on ∂Ω ,
H is a real Hilbert space endowed with L 2 -norm | · | and V is a real Hilbert space endowed with H In this setting, equations (1.1) may be rewritten dy dt (t) + νAy(t) + By(t) + Φ(y(t)) f (t), t ∈ (0,T)
where f = Pg, P : (L 2 (Ω)) n → H is the Leray projection.
Adriana-Ioana Lefter 3 Suppose Φ satisfies the following hypotheses: (h 1 ) Φ = ∂ϕ, where ϕ : H → R is a lower semicontinuous proper convex function (hence Φ is a maximal monotone operator in H × H); (h 2 ) 0 ∈ D(Φ); (h 3 ) there exist two constants γ ≥ 0, α ∈ (0,(1/ν)) such that Au,Φ λ (u) ≥ −γ 1 + |u| 2 − α Φ λ (u) 2 , ∀λ > 0, ∀u ∈ D(A), (1.12) where Φ λ = (1/λ)(I − (I + λΦ) −1 ) : H → H is the Yosida approximation of Φ. We consider the classical definition of the maximal monotone operator. We will denote |Φ(u)| = inf{|z|; z ∈ Φ(u)}, where u ∈ D(Φ).
In the sequel, the symbol will be used to denote convergence in the weak topology, while the strong convergence will be denoted by →. 
Main results for strong solutions

T;D(A)) ∩ C([0,T];V ) such that dy dt (t) + νAy(t) + By(t) + Φ y(t) f (t), a.e. t ∈ (0,T),
y(0) = y 0 .
(2.1)
Moreover, y is right differentiable, (d + /dt)y is right continuous, and
If n = 3, the solution y exists on some interval [0,T 0 ), where
We have denoted by y → (νAy + By + Φ(y) − f (t)) 0 the minimal section of the multivalued mapping y → (νAy + By + Φ(y) − f (t)).
If we ask for lower regularity of the initial data, we obtain the following results. 
has a unique solution
Remark 2.4. We obtain the same results if Φ satisfies the following hypotheses: (H 1 ) Φ is a single-valued maximal monotone operator in H × H; (H 2 ) there exist three constants γ 1 ,γ 2 ≥ 0, and α ∈ (0,ν) such that
In the sequel, we use the same symbol C for various positive constants.
Proof of Theorem 2.1
The proof uses the theory of nonlinear differential equations of accretive type in Banach spaces. In order to obtain a quasi-m-accretive operator in the left-hand side of the Navier-Stokes equation (Proposition 3.1), we have to substitute the nonlinearity B with a truncation B N , N ∈ N * . We may then state existence and uniqueness results for the approximate equations (3.2), (3.34) involving B N , Φ, and B N , Φ λ , λ > 0 instead of B, Φ (Propositions 3.2, 3.3).
We intend to prove that for N large enough, the solution of the truncated problem involving B N , Φ coincides with the solution of the initial problem. To this aim, we need to obtain estimates on the solution y N of problem (3.2) . In order to do this, we are obliged to deduce the convenient estimates first on problem (3.34) (the one involving Φ λ ) because relation (1.12) does not extend in a suitable way to arbitrary elements of Φ(y N (t)). Passing to the limit with λ → 0 in (3.34), we return to the problem in B N , Φ and conclude the proof.
Approximate problems: existence and uniqueness.
For N ∈ N * , define the modified nonlinearity B N : V → V ,
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Proposition 3.1 is one of the main ingredients of the proof. 
Moreover, there exists a constant C N > 0 such that
Proof. It has been proved in [4] (see Lemma 5.1, page 292) that νA + B N applies D(A) into H and that for α N large enough, the operator
is the sum of two monotone operators, and by consequence it is a monotone. In order to obtain the maximal monotony of Λ N , it is sufficient to prove that R(I + Λ N ) = H. Let f ∈ H and λ > 0 a fixed. We approximate the equation
by the equation
that is
where Φ λ is the Yosida approximation of Φ. By the properties of the Yosida approximation, Φ λ is demicontinuous monotone and its sum with the maximal monotone operator Γ N is maximal monotone, which implies the existence of a solution u λ ∈ D(A) for (3.6). The uniqueness follows by monotony arguments. Let μ N = α N + 1; then (3.6) reads
We first multiply (3.8) by u λ and infer that
6 Abstract and Applied Analysis
, and we have
where the constant C > 0 does not depend on λ. Next, (3.8) is multiplied by Au λ , which gives
14)
where C > 0 denotes several positive constants (not depending on λ). We used estimates (1.5) in the case n = 2, (1.7) in the case n = 3, then Young inequality and (3.12). Recalling also hypothesis (1.12), (3.13) implies that
(3.15)
Ignoring the term μ N u λ 2 ≥ 0, by (3.12) the above relation reads
where C > 0 denotes several positive constants (not depending on λ). Finally, we multiply (3.8) by Φ λ (u λ ) and obtain
(3.17) Adriana-Ioana Lefter 7 As shown before,
We used again (1.5) in the case n = 2, (1.7) in the case n = 3, and (3.12). The constants C do not depend on λ. Together with (1.12), (3.17) implies that
and by (3.12),
Substituting (3.21) into (3.16), we obtain
which implies that
follows that on a sequence λ j → 0, we have the weak convergences in H:
Because (u λj ) is bounded in V by (3.12), we get that u λj → u. Passing to the weak limit in the equality
We multiply by u λ − u μ the difference of (3.7) written for λ > 0 and the same equation written for μ > 0. We find
Since Γ N + I is the sum of two monotone operators and by consequence monotone, we 
Using also u λj → u, Γ N u λj f 2 and the fact that Γ N + I is maximal monotone (Γ N maximal monotone), it follows that (u,u + f 2 ) ∈ Γ N + I, and thus
Let us prove now (3.3) and (3.4).
For the first one, we consider λ > 0 fixed, w ∈ D(A), and let g λ = νAw+B N w + Φ λ (w) + μ N w. In the same way as we deduced (3.23), we may obtain |Aw| ≤ C(1
where the constant C > 0 does not depend on λ. Thus (3.3) is proved. In order to prove the second relation, we take
For this g, we may construct as in the first part of the proof a sequence (w λ ) λ>0 ⊂ H such that
Moreover, w λ → w, Aw λ Aw because Λ N is maximal monotone. Passing to the limit with λ → 0 in (3.23) written for (w λ ), we obtain |Aw| ≤ C(1
which proves relation (3.4) . This concludes the proof of Proposition 3.1.
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(Φ). Then there exists a unique strong solution
to problem (3.2) . Moreover, y N is right differentiable, (d + /dt)y N is right continuous, and 
A similar result takes place if we use the Yosida approximation Φ λ instead of Φ.
N is right continuous, and 
Estimates for the solution of problem (3.34). By Proposition 3.2, problem (3.2) has a unique strong solution
However, in order to get better estimates, we will further approximate problem (3.2) by problem (3.34), which also has a unique strong solution, by Proposition 3.3. First, we multiply (3.34) by y λ N (t) and integrate on (0,t),
(3.38)
In particular, it follows that
and by Gronwall's inequality,
Finally, we infer that
and thus
where C 1 is a positive bounded function depending on f L 2 (0,T;H) , |y 0 | 2 , but independent of N, λ. Next we multiply (3.34) with Ay λ N (t) and integrate on (0,t):
Recalling (1.12), this yields
(|y λ N (s)| being bounded from (3.42)) and if n = 3,
In both cases, the constant C is independent of N, λ. We get
where d = 4 for n = 2 and d = 6 for n = 3. Using also (3.42), it follows that 
Abstract and Applied Analysis
Finally, we multiply (3.34) with Φ λ (y λ N (t)) and integrate on (0,t). We recall that Φ = ∂ϕ and that the Yosida approximation Φ λ = ∇ϕ λ , the Gâteaux differential of ϕ λ , where 
(3.50)
and (1.12), we get 
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If n = 3, using (1.7) and Young's inequality, The constants C,ε,β > 0 do not depend on N, λ. While C (occurring in (1.5), (1.7), resp.) is fixed, ε and β are at our choice and will be precised later.
Then (3.51) becomes 
Relation (3.56) is then rewritten as
6 ds, n = 3. where
(3.58)
We would like that
This yields
In particular,we have Estimates (3.42) and (3.64), (3.65) in the case n = 2, respectively, (3.71), (3.72) in the case n = 3, will allow us to pass to the limit for λ → 0 (maintaining N fixed). The positive bounded functions C 1 , C 7 , C 8 are independent of λ.
Passing to the limit for λ → 0. We recall that Proposition 3.3 implies that
Let T 0 = T for n = 2 and T 0 < T * for n = 3 (we may take Moreover, by Aubin's compactness theorem,
We prove now that β N = B N y N a.e. t. Case 3 (n = 2). Using (1.5), we obtain for any ψ ∈ V that 
Using (3.81) and (3.64), we get 
hence, using also (3.71),
Using (3.71) and (3.83), we get
Letting λ tend to zero in (3.34), we obtain that y N satisfies problem (3.2).
The uniqueness of the solution for problem (3.2).
We will prove that the solution obtained by passing to the limit with λ → 0 is unique. In order to prove the uniqueness of the solution, we assume that y 
(3.92)
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We use the monotony of Φ and the estimate
N (s)| 2 ds and by Gronwall's inequality, 
The positive bounded functions C 1 ,C 7 ,C 8 ,C 9 do not depend on N.
Abstract and Applied Analysis
From (3.97), we infer that 
Remark 3.4.
If Φ is single valued, it is no longer necessary to use approximate problem (3.34) because hypothesis (1.12) implies that
Proof of Theorems 2.2 and 2.3
The idea of the proof is to approximate the initial data with sequences of functions satisfying the hypotheses of Theorem 2.1 and then to pass to the limit.
According to Theorem 2.1, problem
, where T 0 = T if n = 2 and T 0 ≤ T in n = 3. Moreover, y j satisfy the estimates
where
The constants are independent of j.
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Consequently, Then, on a subsequence again denoted by (y j ) j , we have for j → ∞,
Moreover, by Aubin's compactness theorem,
Using (4.7), (4.8), and Φ being maximal monotone, we get η ∈ Φ(y) a.e. t. Proceeding in the same way as we did in Theorem 2.1 to prove that β N = B N y N a.e. t, we deduce also that β = By a.e. t. Passing to the limit with j → ∞, we prove the existence of the strong solution.
In order to prove the uniqueness of the solution, we proceed as in the proof of Theorem 2.1 in Section 3.4.
Weak solutions
Consider the operator Φ : V → V monotone and demicontinuous. From the definition of demicontinuity, we infer that Φ is also single valued and its domain is V . Moreover, Φ is maximal monotone in
We will denote by the same symbol Φ the operator Φ : V → V and its restriction from
where Φ λ is the Yosida approximation of
3)
The following result on weak solutions takes place. 
The weak solution is unique if n = 2.
Proof. First we will fix N ∈ N * and we will prove that problem
Then we will pass to the limit with N → ∞.
Φ satisfies the hypotheses of Proposition 3.2, and supposing N ∈ N * fixed, we infer that problem: 
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In order to prove that β N = B N y N and η N = Φy N , we use that for μ N large enough, B N verifies 
(5.23)
Integrating from 0 to t and applying the Gronwall lemma, it follows that
Consequently, On the other side, from (5), (5.25), and the properties of Φ, we get η N (t)= Φ(y N (t)), t ∈ (0,T).
Thus problem (5.6) has a unique solution 
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If n = 2, the solution is unique. Indeed, taking two solutions y 1 , y 2 , we obtain
From the monotony of Φ and the properties of b, we infer that
and by Gronwall's lemma, y 1 ≡ y 2 .
Examples
Example 6.1 (a time optimal problem in 2D). Consider the controlled Navier-Stokes equations (n = 2)
e. t > 0, which steers y 0 to y 1 in minimum time.
In order to prove the existence of admissible controllers, in [7] u(t) ∈ −ρ sgn(y(t) − y 1 ), t > 0 is chosen. By sgn we mean the multivalued operator: Thus we may apply the existence and uniqueness theorems for strong solutions in Section 2. Then (see [7] ), problem In the mean time, (∂I K ) λ is the subdifferential of (I K ) λ (y) = (1/(2λ))|y − P K (y)| 2 . Given K ⊂ H a closed and convex set, with 0 ∈ K, we look for a feedback controller u such that y(t) − y e ∈ K, for all t ≥ 0 and lim t→∞ |y(t) − y e | = 0.
We set z = y − y e and take u(t) ∈ −λz(t) − (∂I K )(z(t)), with λ > 0 large enough. Then In the proofs of Theorems 2.1, 2.2, 2.3, the operator B will be replaced by B + A 0 . This fact does not change the estimates in Section 3. Of course, the positive constants in the right-hand side of the estimates will depend on y e , |Ay e |. Although, unlike B, (A 0 w,w) = b(w, y e ,w) = 0 in V , the resulting terms are absorbed by other terms.
Abstract and Applied Analysis
By consequence, we have existence and uniqueness results for the solution z of system (6.15), with the invariance property z(t) ∈ K, t > 0. Stability will be considered in a further paper.
