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In Chapter 7, concluding remarks of the entire study and recommendations for future works are
presented.
Appendices follow the seven chapters above to support main studies.2. Literature Review 36
as one of such the sophisticated methods. Accordingly, a combination of the DOE and multi-
ﬁdelity surrogate modelling could efﬁciently achieve a surrogate model with high precision,
by combining low-ﬁdelity computational and high-ﬁdelity experimental data sets.3. Research Methodology 48
where
¯ Á(xi) = lim
T→∞
1
T
∫ T
0
Á(xi;t)dt; (3.12)
and T is an averaging interval. Applying this averaging process to Equations (3.8) and (3.9) gives
the Reynolds-averaged Navier-Stokes equations as
@¯ ui
@xi
= 0; (3.13)
@¯ ui
@t
+ ¯ uj
@¯ ui
@xj
= −
1
½
@¯ p
@xi
+
@
@xj
(
º
@¯ ui
@xj
− u
0
iu
0
j
)
: (3.14)
Equation (3.14) contains an uncorrelated term −½u
0
iu
0
j known as the Reynolds stresses. To close the
RANS equations, approximations are introduced where the Reynolds stresses are correlated to the
known mean ﬂow quantities. The Boussinesq hypothesis, known as the turbulent viscosity hypothe-
sis, is mathematically analogous to the relation between stress and strain rate for a Newtonian ﬂuid
(Ferziger and Peric (1996); Fluent (2005)). According to the hypothesis, the effect of the Reynolds
stress is assumed to be induced by the turbulent viscosity, and the relation between the Reynolds
stress and mean velocity gradients can be written as
−u
0
iu
0
j = 2ºT ¯ Sij −
2
3
k±ij; (3.15)
where ºT is the kinematic turbulent viscosity. ¯ Sij and k are the mean rate of strain tensor and
turbulent kinetic energy given as
¯ Sij =
1
2
(
@¯ ui
@xj
+
@¯ uj
@xi
)
; (3.16)
k =
1
2
u
0
iu
0
i: (3.17)
Mahon and Zhang (2005) compared various types of turbulence model, using the same wing pro-
ﬁle used here. In this study, the characteristics of an inverted wing is mainly examined at h=c=0.090,
and Mahon and Zhang (2005) showed that the SST k-! model (Menter (1994)) presents the best pre-
diction at the ride height in pressure distributions and wake proﬁles. The S-A model (Spalart and
Allmaras (1992)), however, is employed here, since it has been found that the SST k-! model is
unstable at some ride heights examined, leading to unconverged computations. The S-A model ex-
hibits the second best performance in the work of Mahon and Zhang (2005). In addition, Zerihan
and Zhang (2001a) also compared the S-A and SST k-! models, using the same wing proﬁle used
by Mahon and Zhang (2005) and here, and showed comparable performance of the two models.
The S-A model is a relatively simple one-equation model, being able to save computational cost to3. Research Methodology 49
perform, and is speciﬁcally designed for aerodynamic wall-bounded ﬂows. Although one-equation
models may induce larger numerical error than two-equation models, a careful validation study is
performed here so as to provide sufﬁcient conﬁdence of the computations and to estimate an amount
of the errors. Two-equation models such as the k-² models solve two transport equations for two un-
known variables such as k and², and ºT is obtained as a function of these two variables. Meanwhile,
the S-A model estimates the Reynolds stress as
−u
0
iu
0
j = 2ºT ¯ Sij; (3.18)
where the term of 2k±ij=3 is simply missed from Equation (3.15). According to Spalart and All-
maras (1992), the term does not have a major effect in thin shear ﬂows, and there is an erosion of the
meaning of the term even in two-equation models. The kinematic turbulent viscosity ºT is modelled
as
ºT = ˜ ºfv1: (3.19)
The transport equation regarding ˜ º is solved in the model;
@˜ º
@t
+ ¯ uj
@˜ º
@xj
= cb1 ˜ S˜ º +
1
˜ ¾
[
@
@xj
{
(º + ˜ º)
@˜ º
@xj
}
+ cb2
(
@˜ º
@xj
)2]
− cw1fw
(
˜ º
yw
)2
; (3.20)
where
˜ S =
√
2RijRij +
˜ º
·2yw
2fv2; Rij =
1
2
(
@ui
@xj
−
@uj
@xi
)
; fv1 =
Â3
Â3 + c3
v1
; Â =
˜ º
º
;
fv2 = 1 −
Â
1 + Âfv1
; fw = g
(
1 + c6
w3
g6 + c6
w3
) 1
6
; g = ˜ r + cw2(˜ r6 − ˜ r); ˜ r =
˜ º
˜ S·2yw2;
and yw is the distance to a closest wall. The constants used in the model are
cb1 = 0:1355; cb2 = 0:622; ˜ ¾ =
2
3
; cv1 = 7:1;
cw1 =
cb1
·2 +
1 + cb2
˜ ¾
; cw2 = 0:3; cw3 = 2:0; · = 0:4187:
The S-A model is a low Reynolds number model being suitable to solve the viscous sublayer on a
wall boundary and separated ﬂow, when used with ﬁne enough computational grid, typically y+ of
O(1). Further details of the S-A model are described in the original paper of Spalart and Allmaras
(1992).3. Research Methodology 51
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FIGURE 3.4: Computational grid of inverted single-element wing and VG.
223.4mm and a ﬁnite trailing edge of 1.65mm. The origin of the coordinate system is set at the
leading edge of the wing. Table 3.1 lists the wing coordinates. The ride height h is varied between
0.067c and 0.448c, meanwhile the incidence ® is varied between 3.6 and 19.6 ◦.
Rectangular vane type SVG and LVG are studied with a device height of 2mm (hV G=c=0.009)
and 6mm (hV G=c=0.027), respectively. Single vane is used in this computational study to compute
efﬁciently, while a pair of counter- or co-rotating VGs are used in the experiments. To simulate the
counter-rotating VG conﬁgurations, both spanwise ends are deﬁned as symmetric conditions, mean-
while periodic conditions are applied for the co-rotating VG conﬁguration. The VG attached on the
suction side of the wing is oriented at 15 ◦ relative to the streamwise direction. The trailing edge
of the VG is placed at x=120mm corresponding to x=c =0.537. The height and chord ratio of the
VG is ﬁxed at 1:4, and the distance between the spanwise ends of the computational domain and the
trailing edge of the VG is set as 2hV G. Since the CtLVG conﬁguration demands a grid three times
wider than the other conﬁgurations in the spanwise direction to simulate the experimental conﬁgu-
ration, the CtLVG computational domain has additional cells along both the spanwise ends such that
the grid expansion ratio from the VG to the spanwise ends is the same in both the computational
domains. For the clean wing conﬁguration, the same computational grid as the SVG conﬁgurations
is used, while the computational cells for the VG are not set as a solid boundary. Although all the
conﬁgurations of the VG are the same as the experiment, the computational VG does not have thick-3. Research Methodology 54
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FIGURE 3.8: Grid reﬁnement study with clean wing conﬁguration: (a) sectional downforce coefﬁ-
cient, (b) convergence ratio.
Figure 3.8 shows the grid convergence history. For the two-dimensional study, the number of cells
are examined between 75,000 and 600,000 cells, and the grid of 150,000 cells is chosen; difference
between the ﬁnest and selected grids is less than 0.1%. The three-dimensional grid study is con-
ducted for a grid based on the two-dimensional grid of 150,000 cells. The number of cells examined
is between 1,500,000 and 6,000,000 cells, and the grid of 3,000,000 cells is employed for the clean
wing and SVG conﬁgurations; the difference between the ﬁnest and selected grids is less than 0.1%.
As described above, for the CtLVG conﬁguration, 1,500,000 cells are added to the grid of the clean
and SVG conﬁgurations along the spanwise ends, resulting in a total of 4,500,000 cells. The grid
for the CtLVG conﬁguration also shows a small difference with respect to the ﬁnest grid, being less
than 0.1%.
The size of the computational domain has been also examined. The distances from the wing to
the upstream and downstream boundaries are examined between 5c and 20c, and are respectively set
as 5c and 10c with difference from the largest grids of less than 0.01%. The distance between the
upper and lower boundaries has been examined between 5c and 20c, and is set as 10c with difference
from the largest grid of less than 0.05%.
The computational settings used for the simulations are summarised in Table 3.6.3. Research Methodology 62
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FIGURE 3.11: Sampling designs for experimental samples: (a) CCD with 12 samples, (b) FCD with
12 samples.
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FIGURE 3.12: Sampling designs for computational smaples: (a) 32 FFD with 9 samples, (b) LH with
9 samples, (c) 52 FFD with 25 samples, (d) LH with 25 samples.3. Research Methodology 64
ﬁrst-order and the second-order models are given as
ˆ Y (i) = ¯0 +
K ∑
j=1
¯jX
(i)
j (i = 1;2;:::;N); (3.25)
ˆ Y (i) = ¯0 +
K ∑
j=1
¯jX
(i)
j +
K ∑
j=1
¯jjX
(i)
j X
(i)
j +
K ∑
j=1
K ∑
j<l
¯jlX
(i)
j X
(i)
l (i = 1;2;:::;N); (3.26)
where X is design variables, and ¯ is regression coefﬁcients. The last term of Equation (3.26) de-
notes interactions between two factors. The regression coefﬁcients of the polynomial equations are
calculated by the least squares regression method, minimising the sum of squares of the modelling
error.
Suppose that a set of one-dimensional design variables and responses are respectively given as
X =

 


X(1)
. . .
X(N)

 


; Y =

 


Y (X(1))
. . .
Y (X(N))

 


;
where N is the number of samples. The ith-order one-dimensional polynomial form without inter-
actions can be written as
ˆ Y = Φ¯; (3.27)
where
Φ =


 

 

1 X(1) (X(1))2 ··· (X(1))i
1 X(2) (X(2))2 ··· (X(2))i
. . .
. . .
. . .
. . .
1 X(N) (X(N))2 ··· (X(N))i


 

 

; ¯ =


 

 

¯0
¯1
. . .
¯i


 

 

:
Φ is a design matrix reﬂecting the polynomial form, ¯ is a vector of the regression coefﬁcients. The
square of the modelling error which is the difference between the true and approximated values is
given as
E = (Y − Φ¯)
0
(Y − Φ¯)
= Y
0
Y − ¯
0
Φ
0
Y − Y
0
Φ¯ + ¯
0
Φ
0
Φ¯
= Y
0
Y − 2¯
0
Φ
0
Y + ¯
0
Φ
0
Φ¯: (3.28)
Since ¯
0
Φ
0
Y is a scalar, this term can be transposed as (¯
0
Φ
0
Y )
0
= Y
0
Φ¯. To minimise the
square of the modelling error, the vector of the regression coefﬁcients should satisfy
@E
@¯
= −2Φ
0
Y + 2Φ
0
Φ¯ = 0; (3.29)3. Research Methodology 67
The Gaussian basis function of form;
Ã(i) = exp

−
K ∑
j=1
µj|X
(i)
j − Xj|pj

 (i = 1;2;:::;N); (3.38)
is the basis function used in kriging-based model, where K is the number of design variables. The
Gaussian radial function has the constant 1=(2¾2), and exponent is ﬁxed at 2, meanwhile the kriging
basis function has a vector of µj and variable exponents pj , typically pj ∈ [1;2], for each dimension.
µj is a width parameter deciding how far a sample point affects to the others, while pj determines the
smoothness of the basis function. In fact, with a constant pj at 2 and a constant µj for all dimensions,
the kriging basis function is the same as the Gaussian radial basis function.
Assume that random data Yr, normally distributing with a mean of ¹n and variance of ¾2, are
responses of a set of design samples X;
X =


 

X(1)
. . .
X(N)


 

; Yr =


 

Y
(1)
r (X(1))
. . .
Y
(N)
r (X(N))


 

:
The correlation among the random data is give by the kriging basis function;
Cor[Yr(X(i));Yr(X(j))] = exp
(
−
K ∑
l=1
µl|X
(i)
l − X
(j)
l |pl
)
(i;j = 1;2;:::;N): (3.39)
The function intuitively shows that the correlation is 1 when |X
(i)
l − X
(j)
l | → 0, and conversely the
correlation is 0 when |X
(i)
l − X
(j)
l | → ∞. An n × n correlation matrix of all the sample data is
given as
Ψ =





Cor[Yr(X(1));Yr(X(1))] ··· Cor[Yr(X(1));Yr(X(N))]
. . .
...
. . .
Cor[Yr(X(N));Yr(X(1))] ··· Cor[Yr(X(N));Yr(X(N))]





: (3.40)
The Gaussian process correlation parameters are calculated such that the parameters maximise the
likelihood of the data. The likelihood function can be expressed in terms of the sample data as
P =
1
(2¼¾2)
N
2 |Ψ|
N
2
exp
[
−
(Y − 1¹n)
0
Ψ−1(Y − 1¹n)
2¾2
]
: (3.41)
To simplify the likelihood maximisation, the natural logarithm is taken for the likelihood function;
lnP = −
N
2
ln(2¼) −
N
2
ln¾2 −
1
2
ln|Ψ| −
(Y − 1¹n)
0
Ψ−1(Y − 1¹n)
2¾2 : (3.42)
Setting the derivative of Equation (3.42) with respect to ¹n and ¾2 to zero gives their optimal values
which maximise the likelihood as
ˆ ¹n =
1
0
Ψ−1Y
1
0Ψ−11
; (3.43)3. Research Methodology 69
Since only the last term of Equation (3.48) contains the sample data, removing terms without ˆ Y
gives the likelihood function as
lnP   −

 Y − 1ˆ ¹n
ˆ Y − ˆ ¹n


0 
 Ψ ˜ Ã
˜ Ã
0
1


−1 
 Y − 1ˆ ¹n
ˆ Y − ˆ ¹n


2ˆ ¾2 : (3.49)
The partitioned inverse method (see Appendix D) is used to obtain the inverse of the augmented
correlation matrix;
˜ Ψ
−1
=

 Ψ−1 + Ψ−1 ˜ Ã(1 − ˜ Ã
0
Ψ−1 ˜ Ã)−1 ˜ Ã
0
˜ Ψ
−1
−Ψ−1 ˜ Ã(1 − ˜ Ã
0
Ψ−1 ˜ Ã)−1
−(1 − ˜ Ã
0
Ψ−1 ˜ Ã)−1 ˜ Ã
0
Ψ−1 (1 − ˜ Ã
0
Ψ−1 ˜ Ã)−1

: (3.50)
Substituting Equation (3.50) into Equation (3.49) and removing terms without ˆ Y give
lnP  
[
−
1
2ˆ ¾2(1 − ˜ Ã
0
Ψ−1 ˜ Ã)
]
(ˆ Y − ˆ ¹n)2 +
[
˜ Ã
0
Ψ−1(Y − 1ˆ ¹n)
ˆ ¾2(1 − ˜ Ã
0
Ψ−1 ˜ Ã)
]
(ˆ Y − ˆ ¹n): (3.51)
The maximum of the likelihood function can be calculated by setting the derivative of Equation
(3.51) to zero with respect to ˆ Y ;
[
−
1
ˆ ¾2(1 − ˜ Ã
0
Ψ−1 ˜ Ã)
]
(ˆ Y − ˆ ¹n) +
[
˜ Ã
0
Ψ−1(Y − 1ˆ ¹n)
ˆ ¾2(1 − ˜ Ã
0
Ψ−1 ˜ Ã)
]
= 0: (3.52)
Consequently, an estimated response at X∗ of a kriging interpolation model is given as
ˆ Y (X∗) = ˆ ¹n + ˜ Ã
0
Ψ−1(Y − 1ˆ ¹n): (3.53)
Since kriging interpolation goes through all sampling points, it is sensitive to noise, and thus
may make misleading approximations when samples are noisy. Randomisation method, however, is
used throughout the experiments to minimise effects of systematic error here, and therefore samples
may be noisy. To ﬁlter the noise out and utilise randomisation method, a regression constant ¸r is
added to the correlation matrix; the correlation matrix is now Ψ + ¸rI where I is an unit matrix so
that the correlation Cor[Yr(X(i));Y (rX(j))] is 1 + ¸r when |X(i) − X(j)| → 0. The augmented
correlation matrix for regressing predictions is
˜ Ψr =

 Ψ + ¸rI ˜ Ã
˜ Ã
0
1 + ¸r

: (3.54)
Accordingly, a prediction of kriging regression at X∗ can be calculated as
ˆ Y (X∗) = ˆ ¹r + ˜ Ã
0
(Ψ + ¸rI)−1(Y − 1ˆ ¹r); (3.55)
where
ˆ ¹r =
1
0
(Ψ + ¸rI)−1Y
1
0(Ψ + ¸rI)−11
: (3.56)3. Research Methodology 71
Cov[YrH(XH);YrH(XH)] = Cov[½dZL(XH) + Zd(XH);½dZL(XH) + Zd(XH)]
= ½2
dCov[ZL(XH);ZL(XH)] + Cov[Zd(XH);Zd(XH)]
= ½2
d¾2
LΨL(XH;XH) + ¾2
dΨd(XH;XH): (3.63)
While kriging-based model has one correlation matrix Ψ, co-kriging interpolation has two corre-
lation matrices, ΨL and Ψd, and therefore more correlation parameters to be estimated; µL, µd,
pL, pd and ½d. An assumption that the low-ﬁdelity data is independent of the high-ﬁdelity data
indicates that the correlation parameters for the low-ﬁdelity model can be calculated the same as the
kriging interpolation by maximising the likelihood function. Removing constant terms, the natural-
logarithm taken likelihood for the low-ﬁdelity data is given in terms of the sample data as
−
NL
2
ln¾2
L −
1
2
ln|det(ΨL(XL;XL))| −
(YL − 1¹L)
0
ΨL(XL;XL)−1(YL − 1¹L)
2¾2
L
: (3.64)
Setting the derivative of Equation (3.64) with respect to ¹L and ¾2
L to zero gives the optimal param-
eters ˆ ¹L and ˆ ¾2
L as
ˆ ¹L =
1
0
ΨL(XL;XL)−1YL
1
0ΨL(XL;XL)−11
; (3.65)
ˆ ¾2
L =
(YL − 1ˆ ¹L)
0
ΨL(XL;XL)−1(YL − 1ˆ ¹L)
NL
: (3.66)
Substituting Equations (3.65) and (3.66) into Equation (3.64) gives the concentrated log-likelihood
function for the low-ﬁdelity data as
lnPL   −
NL
2
ln ˆ ¾2
L −
1
2
ln|det(ΨL(XL;XL))|: (3.67)
As the same as the kriging regression described above, ˆ pL is ﬁxed at 2 and ˆ µL is numerically calcu-
lated in this study such that those optimal correlation parameters maximise the likelihood function.
A distance matrix d is deﬁned as
d = YH(XH) − ½dYL(XH): (3.68)
The distance matrix represents a difference between the values of scaled low- and high-ﬁdelity
data at the same design variable XH
(i). A co-kriging regression, however, is also constructed for
data sets where XL
(i) and XH
(i) are not collocated in this study. In that case, YL
(i) at XH
(i) is
estimated using a low-ﬁdelity kriging interpolation before calculating the likelihood for the high-
ﬁdelity data. The natural-logarithm taken likelihood for the high-ﬁdelity data is given as
−
NH
2
ln¾2
d −
1
2
ln|det(Ψd(XH;XH))| −
(d − 1¹d)
0
Ψd(XH;XH)−1(d − 1¹d)
2¾2
d
: (3.69)3. Research Methodology 72
Again, setting the derivative of Equation (3.69) with respect to ¹d and ¾2
d to zero gives the optimal
parameters ˆ ¹d and ˆ ¾2
d as
ˆ ¹d =
1
0
Ψd(XH;XH)−1d
1
0Ψd(XH;XH)−11
; (3.70)
ˆ ¾2
d =
(d − 1ˆ ¹d)
0
Ψd(XH;XH)−1(d − 1ˆ ¹d)
NH
: (3.71)
The optimal parameters ˆ ¹d and ˆ ¾2
d give the concentrated log-likelihood function for the high-ﬁdelity
data by substituting Equations (3.70) and (3.71) into Equation (3.69) as
lnPH   −
NH
2
ln ˆ ¾2
d −
1
2
ln|det(Ψd(XH;XH))|: (3.72)
By maximising Equation (3.72), ˆ µd and ½d are numerically estimated, while ˆ pd is set at 2 in this
study.
Vectors ˜ X and ˜ Yr are deﬁned where an unobserved point X∗ and predicted its response ˆ Y (X∗)
are added at the (NH + 1)th observation to the original vectors X and Yr;
˜ X =





XL
XH
X∗





=

 

 
 
 
 
 

 

XL
(1)
. . .
XL
(NL)
XH
(1)
. . .
XH
(NH)
X∗

 

 
 
 
 
 

 

; ˜ Yr =





YrL(XL)
YrH(XH)
ˆ Y (X∗)





=

 
 

 
 
 
 

 

YrL(XL
(1))
. . .
YrL(XL
(NL))
YrH(XH
(1))
. . .
YrH(XH
(NH))
ˆ Y (X∗)

 
 

 
 
 
 

 

:
A covariance matrix for the augmented data sets is given where ˜ c which represents covariances
between the augmented data and the other data is added to the original covariance matrix C;
˜ C =

 C ˜ c
˜ c
0
½2
dˆ ¾2
L + ˆ ¾2
d

; (3.73)
where
˜ c =

 ½dˆ ¾2
LÃL(XL;X∗)
(½2
dˆ ¾2
L + ˆ ¾2
d)Ãd(XH;X∗)

: (3.74)
The natural-logarithm taken likelihoods for the low- and high-ﬁdelity data indicate that only the last
term contains the samples. Therefore, the natural-logarithm taken likelihoods to be maximised for
the augmented data set can be written in terms of the sample data as
lnP   −

 Y − 1ˆ ¹n
ˆ Y − ˆ ¹n


0 
 C ˜ c
˜ c
0
½2
dˆ ¾2
L + ˆ ¾2
d


−1 
 Y − 1ˆ ¹n
ˆ Y − ˆ ¹n


2
; (3.75)3. Research Methodology 73
where
ˆ ¹n =
1
0
C−1Y
1
0C−11
: (3.76)
The inverse of the augmented covariance matrix ˜ C is calculated by the partitioned inverse method
is used as used for the kriging regression;

C−1 + C−1˜ c(½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c)−1˜ c
0
C−1 −C−1˜ c(½2
Lˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c)−1
−(½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c)−1˜ c
0
C−1 (½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c)−1

:(3.77)
Substituting Equation (3.77) into Equation (3.75) and removing term without ˆ Y give
lnP  
[
−
1
2(½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c)
]
(ˆ Y − ˆ ¹n)2 +
[
˜ c
0
C−1(Y − 1ˆ ¹n)
½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c
]
(ˆ Y − ˆ ¹n); (3.78)
and setting the derivative of Equation (3.78) to zero with respect to ˆ Y gives the maximum of the
likelihood function;
[
−
1
½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c
]
(ˆ Y − ˆ ¹n) +
[
˜ c
0
C−1(Y − 1ˆ ¹n)
½2
dˆ ¾2
L + ˆ ¾2
d − ˜ c
0
C−1˜ c
]
= 0: (3.79)
Consequently, a predicted response of co-kriging interpolation at X∗ is given as
ˆ Y (X∗) = ˆ ¹n + ˜ c
0
C−1(Y − 1ˆ ¹n): (3.80)
As developing kriging regression from kriging interpolation, a regression constant ¸d is added to
the high-ﬁdelity correlation matrix Ψd to drive noise down; the correlation matrix is now Ψd+¸dI
so that Cor[Y (XH
(i));Y (XH
(j))] = 1 + ¸d when |XH
(i) − XH
(j)| → 0. Since the regression
constant is added to only the high-ﬁdelity correlation matrix, low-ﬁdelity data are ﬁtted by kriging
interpolation as the same as co-kriging interpolation does. The augmented covariance matrix for
regressing predictions is now
˜ Cr =

 Cr ˜ cr
˜ cr
0
½2
dˆ ¾2
L + ˆ ¾2
d(1 + ¸d)

; (3.81)
where
Cr =

 ¾2
LΨL(XL;XL) ½d¾2
LΨL(XL;XH)
½d¾2
LΨL(XH;XL) ½2
d¾2
LΨL(XH;XH) + ¾2
d(Ψd(XH;XH) + ¸dI)

; (3.82)
˜ cr =

 ½dˆ ¾2
LÃL(XL;X∗)
(½2
dˆ ¾2
L + ˆ ¾2
d)Ãd(XH;X∗)

: (3.83)
Accordingly, a regressing prediction at X∗ can be calculated as
ˆ Y (X∗) = ˆ ¹r + ˜ cr
0
Cr
−1(Y − 1ˆ ¹r); (3.84)
where
ˆ ¹r =
1
0
Cr
−1Y
1
0Cr
−11
: (3.85)4. Experimental Study of a Wing with Vortex Generators in Ground Effect 80
reduction phenomenon is observed below this height. Downforce of the counter-rotating VG con-
ﬁgurations shows almost the same values above h=c=0.134, and the CtSVG conﬁguration generates
higher downforce than the CtLVG conﬁguration below h=c=0.134. Downforce of the CoSVG con-
ﬁguration reaches the maximum values at h=c=0.090, the same as the clean wing, but with lower
magnitude.
The drag indicates an increase of value as the wing is moved closer to the ground. The gradient
of the curves becomes steeper as the wing is mounted below h=c=0.134. For the clean wing, the
increase of drag is due to an enhancement of the pressure drag which is the streamwise component
of the force generated by the pressure on the wing. As the wing moves closer to the ground the
force enhancement phenomenon and ﬂow separation on the suction surface lead to enhancement of
the pressure drag. All the VG conﬁgurations generate higher drag than the clean wing at all the ride
heights. For the CoSVG conﬁguration, since the CoSVGs exhibits a deterioration of performance of
the wing in downforce, the increase of the pressure drag should be relatively small. Therefore, the
contribution of the drag increase of the CoSVG conﬁguration is led by the device drag. The device
drag is composed of the pressure drag and skin friction drag of the VGs, and is frequently called
parasite drag. The CtLVG conﬁguration generates higher total drag than CtSVG conﬁguration. By
comparison between the CtSVG and CtLVG conﬁgurations, it can be deduced that the contribution
of the device drag of the counter-rotating VGs to the total drag enhancement is higher than that
of the pressure drag. The CtSVG conﬁguration generates a higher pressure difference between the
pressure and suction surfaces than the CtLVG conﬁguration, and hence the pressure drag of the
CtSVG conﬁguration should be higher than that of the CtLVG conﬁguration. The total drag is,
however, higher for the CtLVG conﬁguration compared with the CtSVG conﬁguration at all the ride
heights examined here.
Figure 4.2 shows contour maps of downforce with respect to the incidence and ride height of the
four conﬁgurations. The downforce contours show that both the counter-rotating VG conﬁgurations
produce higher downforce, showing steep gradient of contour lines at low incidences, and reach
the maximum downforce region distributing relatively lower incidences, compared with the clean
wing. The CtSVG conﬁguration also indicates another high downforce region around h=c=0.090
and ®=5.6 ◦ in addition to the region around the centre of the plot. The CoSVG conﬁguration shows
the similar degree of downforce but a smaller high-downforce region than clean wing, indicating
the CoSVG conﬁguration deteriorates the performance. Table 4.1 lists increases in the maximum
downforce via the attachment of the VGs relative to the clean wing at h=c=0.090, 0.179 and 0.269.
The counter-rotating VG conﬁgurations apparently exhibit better improvements in the maximum
downforce than the CoSVG conﬁguration which reduces the value at all the three ride heights.
For the counter-rotating VG conﬁgurations which exhibit higher downforce than the clean wing,4. Experimental Study of a Wing with Vortex Generators in Ground Effect 81
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(a) (b)
FIGURE 4.6: Surface ﬂow visualisation on suction surface of clean wing at ®=3.6 ◦ and h=c=0.090:
(a) centre, (b) spanwise end. Flow is from bottom to top.
(b) (a)
B
A
FIGURE 4.7: Surface ﬂow visualisation on suction surface of CtSVG conﬁguration at ®=3.6 ◦ and
h=c=0.090: (a) centre, (b) spanwise end. Flow is from bottom to top.4. Experimental Study of a Wing with Vortex Generators in Ground Effect 88
(a) (b)
D
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FIGURE 4.8: Surface ﬂow visualisation on suction surface of CtLVG conﬁguration at ®=3.6 ◦ and
h=c=0.090: (a) centre, (b) spanwise end. Flow is from bottom to top.
(b) (c) (a)
FIGURE 4.9: Surface ﬂow visualisation on suction surface of CoSVG conﬁguration at ®=3.6 ◦ and
h=c=0.090: (a) left end plate, (b) centre, (c) right end plate. Flow is from bottom to top.4. Experimental Study of a Wing with Vortex Generators in Ground Effect 91
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FIGURE 4.12: Mean streamwise velocity proﬁles at x=c=1.5 at ®=3.6 ◦ and h=c=0.090: (a) counter-
rotating VG conﬁgurations, (b) co-rotating VG conﬁguration.
the VG-generated vortices appears to suppress ﬂow separation accelerating the ﬂow near the trailing
edge, compared with the clean wing. For the accelerated ﬂow between the wing and the ground,
both proﬁles of the CtSVG conﬁguration show similar distributions to the clean wing. The CtLVG
conﬁguration exhibits a signiﬁcant effect of the VGs on the wake structure, the wake proﬁles at z=za
and zb being very different. The proﬁle at z=za shows a narrow wake distribution downstream of
the trailing edge as the result of the suppression of the ﬂow separation. Meanwhile, a signiﬁcantly
thicker wake is shown at z=zb. For the CoSVG conﬁguration, the wake proﬁle shows a very similar
distribution to that of the clean wing, while the CoSVG conﬁguration generates a slightly thicker
wake than the clean wing.
Figure 4.12 shows mean streamwise velocity proﬁles at x=c=1.5 of the four conﬁgurations at
®=3.6 ◦ and h=c=0.090. For the counter rotating VG conﬁgurations (Figure 4.12(a)), proﬁles at4. Experimental Study of a Wing with Vortex Generators in Ground Effect 94
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rotating VG conﬁgurations (Figures 4.13(b) and (c)) show distributions at two spanwise positions
(z=za and zb).
The vortex structure behind the clean wing is characterised by the presence of vortex shedding
and a shear layer between regions of positive and negative vorticity. For both the distributions of the
CtSVG conﬁguration, the vortices appear to spread relatively wider and the size of each shed vortex
is typically smaller compared with the clean wing case. The difference between the proﬁles at z=za
and zb is not obvious. The CtLVG conﬁguration shows a signiﬁcant impact of the CtLVGs on the
vorticity structure. At z=za, the vortices distribute only downstream of the trailing edge, and the
shear layer is observed clearly. The size of each vortex is relatively small. Meanwhile, a wide range
of the vortex shedding is observed at z=zb. The structure of shed vortices is much more irregular
compared with the others, and the shear layer cannot be observed clearly. For the co-rotating VG
conﬁgurations, the structure of discrete vortices of the CoSVG conﬁguration is similar to the clean
wing.
In addition to the instantaneous unsteady features of the vorticity, mean spanwise vorticity con-
tours of the four conﬁgurations, time-averaged over 500 PIV snapshots, at ®=3.6 ◦ and h=c=0.090
are shown in Figure 4.14. The ﬁgures for the counter-rotating VG conﬁgurations (Figures 4.14(b)
and (c)) show distributions at two spanwise positions (z=za and zb). The mean vorticity contours
clearly explain where the positive and negative vortices, and the shear layers are generated, and how
they diffuse as they develop downstream.
For the clean wing, the positive vorticity is thicker than the negative vorticity at a region of
x=c≤1.3 due to ﬂow separation on the suction surface. Both contours for the CtSVG conﬁguration
show a characteristic vorticity distribution. Two positive vorticity regions are observed; one is along
the suction surface of the wing, and the other is detected underneath the suction surface at y=c -
0.02. Between these positive vorticity regions, the negative vorticity is observed underneath the
suction surface in addition to the one generated around the pressure surface. The difference between
the distributions at z=za and zb is not obvious, however, at z=za, the positive vorticity region near
the trailing edge develops slightly further downstream than that at z=zb. Additionally, the positive
vorticity underneath the suction surface at z=za shows lower degree than the value of the clean wing
and the CtSVG conﬁguration at z=zb. These discrepancies of the distributions between z=za and zb
are due to the suppression of ﬂow separation at z=za as revealed by the surface ﬂow visualisation.
The effect of the VGs is more obvious in the CtLVG conﬁguration as can be seen in the other wake
surveys. At z=za, thin distributions of the vorticity are observed downstream of the trailing edge
due to the suppression of ﬂow separation. Meanwhile at z=zb, the negative vorticity generated from
the pressure surface and underneath the suction surface results in a thicker distribution downstream.
Both distributions of the CtLVG conﬁguration show two positive vorticity regions, as observed in4. Experimental Study of a Wing with Vortex Generators in Ground Effect 96
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U∞
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U∞
(b) (a)
zb
zc
FIGURE 4.15: Schematics of VG-generated vortices: (a) counter-rotating VG conﬁguration, (b) co-
rotating VG conﬁguration.
separation, as can be seen in the results of the surface ﬂow visualisation of the counter-rotating
VG conﬁgurations. However, the interaction between the neighbouring co-rotating vortices tend to
cancel each other’s downwash and upwash effects, resulting in a more rapid decay of the vortex, and
enhances the lateral component of the ﬂow. Therefore, the co-rotating vortices do not persist further
downstream, resulting in little effect of separation control. The more rapid decay of the co-rotating
vortices compared with the counter-rotating vortices captured here is in good agreement with the
investigation of Pauley and Eaton (1988). Thus, it is conceivable that co-rotating VGs with wider
device spacings which have less interaction between each vortex could have a more favourable effect
for separation control.
For separation control, important factors regarding the VG-generated vortices are their strength
and size. The surface ﬂow visualisation reveals that the vortices induced by the CtSVGs break down
at 95% chord, indicating that the vortices are sufﬁciently strong, but not excessively so, to make
the ﬂow overcome the adverse pressure gradient region, leading to efﬁcient separation control at the
condition tested. Meanwhile, the CtLVG conﬁguration not only suppresses ﬂow separation due to
the downwash on the suction surface, but also induces horseshoe vortices where the ﬂow is sepa-
rated by the upwash. The wake surveys performed by the PIV measurement show that the CtSVG
conﬁguration possesses a small spanwise variation, while the CtLVG conﬁguration exhibits signif-
icant spanwise variations. The large variation of the CtLVG conﬁguration indicates that vortices
with excessive strength and size have not only favourable effects regarding separation control but
also signiﬁcant penalties. Accordingly, the device height of the VGs is important not only for the
device drag but also for the strength and size of the vortices which the VGs produce.
Regarding the effect of the device spacing, the close-spacing CtSVG conﬁguration exhibits a
similar characteristics of downforce and efﬁciency to the reference-spacing CtSVG conﬁguration,
while the wide-spacing CtSVG conﬁguration shows less downforce and efﬁciency, compared with4. Experimental Study of a Wing with Vortex Generators in Ground Effect 100
shows a similar level of improvement of downforce and efﬁciency relative to the clean wing
to the reference-spacing CtSVG conﬁguration. Meanwhile, the wide-spacing CtSVG conﬁg-
uration shows less improvement in downforce, and similar or less efﬁciency compared with
that of the close- and reference-spacing CtSVG conﬁgurations.
• The chordwise pressure distribution features ﬂow separation on the suction surface of the
clean wing where the pressure curve shows a plateau. The counter-rotating VG conﬁgurations
show a moderate slope of the pressure recoveries towards the trailing edge and eliminate the
constant value region, indicating no or less separation. Meanwhile, the CoSVG conﬁguration
exhibits a similar pressure recovery trend to that of the clean wing, and thus a negligible effect
of the CoSVGs on the separation control.
• Surface ﬂow visualisation of the clean wing captures the characteristic horseshoe vortices and
ﬂow separation downstream of 65-80% chord. Both the counter-rotating VG conﬁgurations
suppress the ﬂow separation at the centre of each device pair, while the CtLVGs induce horse-
shoe vortices between each device where the ﬂow is separated. The CoSVG conﬁguration
shows the ﬂow separation downstream of the VGs over the wing span at 80% chord.
• Surface ﬂow visualisation of the close- and wide-spacings is performed in addition to the
reference-spacing CtSVG conﬁguration. The counter-rotating vortices induced by the wide-
spacing CtSVGs are likely to spread outward and induce the horseshoe vortices as the CtLVG
conﬁguration features, meanwhile the spreading of the vortices induced by the close- or
reference-spacing CtSVGs is restricted by the interaction of the vortices existing in their
neighbours.
• Wake ﬂow surveys obtained by the PIV measurement reveal signiﬁcant spanwise variations in
the wake behind the wing equipped with the CtLVGs, while the CtSVG conﬁguration shows
a relatively small variation in the spanwise direction. The CoSVG conﬁguration shows very
similar distributions to those of the clean wing.5. Computational Study of a Wing with Vortex Generators in Ground Effect 103
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FIGURE 5.1: Comparisons of computational and experimental chordwise surface pressure distribu-
tions on wing at ®=3.6 ◦ and h=c=0.090: (a) CtSVG, (b) CtLVG, (c) CoSVG.5. Computational Study of a Wing with Vortex Generators in Ground Effect 105
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FIGURE 5.6: Computational streamwise friction distributions on suction surface at ®=3.6 ◦ and
h=c=0.090: (a) counter-rotating VG conﬁgurations, (b) co-rotating conﬁguration.
friction as shown in the distributions at z=za. The friction slope of the CtSVG conﬁguration at
z=za indicates a spike around 60% chord, and decreases the value along streamwise direction as the
vortex becomes weaker downstream. Meanwhile, the upwash induced by the VG-generated vortex
makes low friction as presented by the slope at z=zb, indicating a small negative spike around 60%
chord. Although the upwash weakens the friction, the value is positive at most of the region, hence
indicating a very small adverse effect. For the CtLVG conﬁguration, the friction is enhanced by
the downwash at z=za as with the CtSVG conﬁguration. The gradient of the slope downstream of
60% chord is less steep compared with the CtSVG conﬁguration, indicating that the vortex is still
dominant. The friction slope at z=zb shows a relatively wide range of a negative region between 60
and 87% chord where ﬂow separation is enhanced by the upwash. For the CoSVG conﬁguration,
a small variation is observed compared with the clean wing. Although the CoSVG conﬁguration
shows ﬂow separation slightly further downstream compared with the clean wing, the effect for the5. Computational Study of a Wing with Vortex Generators in Ground Effect 113
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downstream of the VGs including the velocity vectors, streamwise velocity and streamwise vorticity
contours reveals the characteristics of the VG-generated vortices in the ﬂow well. The computations
are also in agreement with previously examined studies (Zerihan and Zhang (2001a); Catalano and
Amato (2003); Mahon and Zhang (2005)) where general ﬂow characteristics are predicted by RANS
simulations with the S-A turbulence model.
The vortex generated by the CtSVGs grows in size and breaks down as it develops downstream,
reducing the swirling motion. This feature is in very good agreement with the result of the sur-
face ﬂow visualisation shown in Figure 4.7. The slope of the computed streamwise friction also
shows the decay of the vortex generated by the CtSVGs in the streamwise direction. According
to the investigation of Lin (1999), effective separation control is provided when VG-generated vor-
tices are just strong enough to overcome separation, but are not so strong that they dominate in the
ﬂow further downstream passing after an initial separation point. According to this criterion, the
CtSVG conﬁguration investigated here exhibits the best performance both in the experiments and
computations in terms of separation control. The computed streamwise friction provides further ev-
idence of the advantages of the CtSVGs. The downwash towards the suction surface induced by the
VG-generated vortex increases the friction on the surface, as a result of the suppression of the ﬂow
separation. Meanwhile, the upwash should have an adverse effect on the separation control. The
friction distributions at z=zb, however, indicates a very small negative value region, and therefore
the unfavourable effect of the CtSVGs caused by the upwash is rather small. Meanwhile, the vortex
generated by the CtLVGs shows high vorticity even further downstream, indicating the vortex dom-
inance. This strong vortex signiﬁcantly affects the ﬂow in the spanwise direction as shown in both
the experimental and computational results. The downwash induced by the CtLVGs makes the ﬂow
attach on the suction surface at z=za as with the CtSVGs, as observed in the result of the surface
ﬂow visualisation shown in Figure 4.8. Indeed, the downwash induced by the CtLVGs might be
more effective than that generated by the CtSVGs, but the unfavourable effect caused by the upwash
induced by the CtLVGs at z=zb signiﬁcantly reduces the wing performance due to the acceleration
of ﬂow separation on the suction surface. The friction distribution also presents the unfavourable
effect of the upwash induced by the CtLVGs; a wider negative friction region with lower values
compared with the clean wing at z=zb. The greater strength of the vortex generated by the CtLVGs
is also illustrated by the wake survey of the VGs, showing the dominance of the swirling ﬂow down-
stream. The ﬂow ﬁeld behind the CoSVGs is dominated by the spanwise ﬂow component rather
than the swirling ﬂow, and the vortex quickly dissipates as it develops downstream. This lateral ﬂow
is identiﬁed in the result of the surface ﬂow visualisation shown in Figure 4.9 where the spanwise
ﬂow pattern is appeared. This is because the interaction between neighbouring co-rotating vortices
tend to cancel each other’s downwash and upwash, accelerating the decay of the vortices, and en-5. Computational Study of a Wing with Vortex Generators in Ground Effect 124
by the CtLVGs induces obvious unfavourable effects. The CoSVG conﬁguration exhibits a
very small difference of the friction distribution compared with the clean wing, however, the
CoSVG conﬁguration shows ﬂow separation slightly further downstream.
• The ﬂow ﬁeld survey downstream of the VGs features breakdown and dominance of the VG-
generated vortex in the ﬂow. The vortex generated by the CtSVGs grows in size and breaks
down as it develops downstream, while the vortex generated by the CtLVGs shows high vor-
ticity even further downstream, indicating the dominance of the vortex in the ﬂow.
• The ﬂow ﬁeld behind the CoSVGs is dominated by a lateral ﬂow having the spanwise ﬂow
component rather than a swirling ﬂow, and the vortex quickly dissipates as it develops down-
stream. This is because the interaction between neighbouring co-rotating vortices is likely to
enhance the lateral component of the ﬂow. Due to this behaviour of the vortex, the CoSVG
conﬁguration exhibits less effect in terms of the separation control than the other VG conﬁg-
urations in the current study.
• The computational investigation performed reveals aerodynamic characteristics of an inverted
wing with VGs in ground effect, and highlights the advantages of using the CtSVG conﬁgu-
ration for separation control.
• An application of a force-based VG source term model is examined, applied to the CtSVG
conﬁguration. The source term model has a high conﬁdence with less computational time,
and thus meshed VGs could be replaced by the source term model.6. Multi-Fidelity Surrogate Modelling of a Wing with Vortex Generators in Ground Effect 127
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FIGURE 6.1: Polynomial regression constructed with 12 CCD experimental samples. Axial points
are outside ﬁgure: (a) response approximation, (b) total uncertainty.
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FIGURE 6.2: Polynomial regression constructed with 12 FCD experimental samples: (a) response
approximation, (b) total uncertainty.6. Multi-Fidelity Surrogate Modelling of a Wing with Vortex Generators in Ground Effect 129
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FIGURE 6.3: Kriging regression constructed with 12 CCD experimental samples. Axial points are
outside ﬁgure: (a) response approximation, (b) total uncertainty.
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FIGURE 6.4: Kriging regression constructed with 12 FCD experimental samples: (a) response ap-
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FIGURE 6.5: Co-kriging regression constructed with 12 FCD experimental samples and 32 FFD
computational samples: ((a) co-kriging regression, (b) kriging interpolation for low-ﬁdelity data, (c)
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FIGURE 6.6: Co-kriging regression constructed with 12 FCD experimental samples and 9 LH com-
putational samples: (a) co-kriging regression, (b) kriging interpolation for low-ﬁdelity data, (c) total
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FIGURE 6.7: Co-kriging regression constructed with 12 FCD experimental samples and 52 FFD
computational samples: (a) co-kriging regression, (b) kriging interpolation for low-ﬁdelity data, (c)
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FIGURE 6.8: Co-kriging regression constructed with 12 FCD experimental samples and 25 LH com-
putational samples: (a) co-kriging regression, (b) kriging interpolation for low-ﬁdelity data, (c) total
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samples as 0.02 with 95% conﬁdence, indicating that 95% new samples should lie within random
error of ±0:02. Since the replication is performed only at the centre point, the samples around the
edge may contain random error, and thus less conﬁdence. The deviation analysis, however, indicates
relatively small random error compared with the values of sectional downforce themselves in this
study, and, in general, can provide conﬁdence of experimental samples used for high-ﬁdelity model,
indicating how much the experimental data are scattered due to random error.
Figure 6.9 shows a target response map constructed by kriging regression with the 17 experi-
mental samples which are all the experimental data used here; 1 centre point, 8 edge points, 4 axial
points outside the design space and 4 points used for validation. This target map may not be the true
map, but could be a representation of the true map. The most accurate approximation built here is the
co-kriging regression constructed with the 12 FCD experimental and 25 LH computational samples
and it may not be possible to say the best model completely represents the target map. An important
point here, however, is how the addition of the computational data to the experimental data improves
accuracy of the surrogate models. When Figures 6.2 and 6.8 where the same experimental data are
used are compared, it is apparent how the 25 computational data contribute to improve the approxi-
mation of the co-kriging regression. Indeed the co-kriging regressions examined here do not provide
perfect approximations, but the approximations indicate regions where more exploration should be
performed. If only the polynomial regression shown in Figure 6.2 is provided, test examiners may
try to explore the optimum only around the lower-left corner of the design space. The co-kriging
regression shown in Figure 6.8, however, could provide regions where resources should be invested.
Higher uncertainty in the uncertainty distribution also indicates regions of lower conﬁdence where
the approximation should be updated. Although the uncertainty distribution shows slightly low con-
ﬁdence around (X1 = 0:30, X2 = 0:90), the criterion is not used here due to a lack of data, and
an updating point of (X1 = 0:25, X2 = 0:75) which is one of the validation points is added to the
best surrogate model instead of (X1 = 0:30, X2 = 0:90). The updated approximation is shown in
Figure 6.10. Of interest here is that the updated approximation present a much closer global trend
than the other surrogate models presented, even though the location of the updating point is not
optimal. Indeed the updated approximation shows higher responses than the true responses, but the
approximation is still useful due to a better global trend; the primary target of surrogate modelling
is to capture the global trend, and to explore levels of design variables which produce the optimal
response rather than to obtain the optimal response value itself.
Table 6.4 summarises the optimisation study of an inverted single-element wing with CtSVGs
in ground effect regarding the maximum sectional downforce. Since the two local optima indicated
by the 25-LH co-kriging regression show comparable values, two optimal conﬁgurations are shown
in the table. As discussed above, the polynomial regressions, kriging regressions and co-kriging6. Multi-Fidelity Surrogate Modelling of a Wing with Vortex Generators in Ground Effect 137
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FIGURE 6.9: Target response map constructed with 17 experimental samples ﬁtted by kriging inter-
polation.
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FIGURE 6.10: Co-kriging regression constructed with 12 FCD experimental samples, 1 updating
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• While the polynomial regression indicates only one local optimum around the lower-left cor-
ner of the design space, the co-kriging regressions with 25 low-ﬁdelity computational samples
provide an insight of another optimum that should be explored in more detail by updating sam-
ple points.
• The co-kriging regressions with the 25 low-ﬁdelity computational samples obtain a 21% im-
provement in accuracy in terms of RMSE, compared with the polynomial regression con-
structed with the 9 FCD samples.
• The co-kriging regression built with the 12 FCD experimental and 25 LH computational sam-
ples indicates a signiﬁcant improvement of the optimisation regarding maximum sectional
downforce exploration of an inverted wing with CtSVGs in ground effect, compared to the
polynomial regressions, kriging regressions and co-kriging regressions with the 9 computa-
tional samples. The model reduces the difference between the target and prediction values
from 54% to 10% in the incidence, and from 59% to 20% in the ride height, respectively,
with showing a well predicted response with a 1% deviation. The explored optimal setting
and local two optima are aerodynamically reasonable.
• The approach developed here demonstrates how the addition of computational data can im-
prove the accuracy of surrogate models whilst reducing the cost of experimental testing re-
quired.7. Concluding Remarks 142
spacing of the CtSVGs induces horseshoe vortices, comparable to those seen in the CtLVGs con-
ﬁguration. Wake surveys show signiﬁcant spanwise variance behind the wing equipped with the
CtLVGs, while the CtSVG conﬁguration shows a relatively small variance in the spanwise direction.
These results suggest that use of VGs, notably of the CtSVG type, can be effective at controlling
ﬂow separation, with a resultant improvement in downforce for relatively low drag penalty.
Three-dimensional steady RANS computations of an inverted single-element wing with VGs
in ground effect are performed with the S-A turbulence model. The computations correspond to
ﬂow simulations at the centre portion of the wing used in the experimental study. A force-based
VG source model is also studied. The computational results are validated against the results of the
wind tunnel experiments regarding chordwise surface pressure, time-averaged sectional downforce
and wake characteristics. Further physical features are examined to complement the experimental
results, examining time-averaged sectional downforce at various ride heights, streamwise friction
and ﬂow characteristics of the VG-generated vortices. The downwash induced by the VG-generated
vortices toward the suction surface induces higher values of friction suppressing the ﬂow separa-
tion, meanwhile the upwash induces low friction. The adverse effect of the upwash regarding the
separation control is negligibly small in the CtSVG conﬁguration, meanwhile the upwash induced
by the CtLVG show obvious unfavourable effect. The survey downstream of the VGs reveals that
the vortices generated by CtSVG grow in size and breaks down as they develop downstream, while
those generated by CtLVG show high vorticity even further downstream, indicating the dominance
of the vortices in the ﬂow. The ﬂow ﬁeld behind the CoSVG is dominated by the lateral ﬂow having
the spanwise ﬂow component, and the vortices quickly dissipating as they develops downstream due
to interactions between neighbouring co-rotating vortices, resulting in less effect of the separation
control than the other VG conﬁgurations. An application of a force-based VG source term model ex-
hibits a high conﬁdence, showing more than 75% reduction of computation time, and thus meshed
VGs could be replaced by the source therm model.
A comprehensive multi-ﬁdelity surrogate modelling approach for heterogeneous data sets is ex-
amined. The developed approach is demonstrated regarding sectional downforce characteristics of
an inverted single-element wing with CtSVGs in ground effect, exploiting the high-ﬁdelity experi-
mental and low-ﬁdelity computational data. A multi-ﬁdelity surrogate model of co-kriging regres-
sion is employed where the experimental and computational aerodynamic data sets are combined,
and compared with polynomial regression and kriging regression built only with the experimental
data. The blocking and randomisation originally developed by the DOE are employed to minimise
systematic error in the experimental data, using FCD. While the polynomial regression indicates
only one optimum of sectional downforce around the lower-left corner of the design space, co-
kriging regressions with the 25 low-ﬁdelity computational samples provide another optimum, pre-References 153
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of the edge vortices on the pressure measurements is deemed negligible.
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FIGURE A.1: Schematic of pressure tapped array and mirrored pressure tapped array of counter-
rotating VG conﬁguration.
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FIGURE A.2: Schematic of pressure tapped array and mirrored pressure tapped array of co-rotating
VG conﬁguration.C. Example Problems of Surrogate Models 160
0.4 0.2 0.6 0.8
X1
0.2 1.0 0
0.2
0.4
0.6
1.0
0.8
0
X
2
(a)
0.4 0.2 0.6 0.8
X1
0.2 1.0 0
0.2
0.4
0.6
1.0
0.8
0
X
2
(b)
0 300 Samples
FIGURE C.2: Two-variable demonstration of kriging interpolation approximating modiﬁed Branin
function: (a) true function, (b) kriging interpolation.
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FIGURE C.3: Modelling uncertainty estimation of kriging interpolation: (a) kriging interpolation, (b)
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FIGURE C.4: One-variable demonstration of kriging regression approximating test function of Y =
(6X − 2)2 sin(12X − 4).
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FIGURE C.5: One-variable demonstration of co-kriging interpolation approximating test function of
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FIGURE C.8: Uncertainty-based inﬁll criterion: (a) initial approximation, (b) ﬁrst update, (c) second
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Substituting Equation (D.9) into Equation (D.5) gives
r
0
P + (Q − R
0
P −1R)−1R
0
= 0; (D.11)
therefore
r
0
= −(Q − R
0
P −1R)−1R
0
P −1; (D.12)
and
r = −P −1R(Q − R
0
P −1R)−1: (D.13)
Finally, substituting Equation (D.12) into Equation (D.3) gives
pP − P −1R(Q − R
0
P −1R)−1R
0
= I; (D.14)
therefore
p = P −1 + P −1R(Q − R
0
P −1R)−1R
0
P −1: (D.15)
Consequently, substituting each element together gives the inverse matrix A−1;
A−1 =

 P −1 + P −1R(Q − R
0
P −1R)−1R
0
P −1 −P −1R(Q − R
0
P −1R)−1
−(Q − R
0
P −1R)−1R
0
P −1 (Q − R
0
P −1R)−1

: (D.16)