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Autonomously training interpretable control strategies, called policies, using pre-existing plant trajectory data is of great interest in
industrial applications. Fuzzy controllers have been used in industry for decades as interpretable and efficient system controllers. In
this study, we introduce a fuzzy genetic programming (GP) approach called fuzzy GP reinforcement learning (FGPRL) that can select
the relevant state features, determine the size of the required fuzzy rule set, and automatically adjust all the controller parameters
simultaneously. Each GP individual’s fitness is computed using model-based batch reinforcement learning (RL), which first trains a
model using available system samples and subsequently performs Monte Carlo rollouts to predict each policy candidate’s performance.
We compare FGPRL to an extended version of a related method called fuzzy particle swarm reinforcement learning (FPSRL), which
uses swarm intelligence to tune the fuzzy policy parameters. Experiments using an industrial benchmark show that FGPRL is able to
autonomously learn interpretable fuzzy policies with high control performance.
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1 INTRODUCTION
In typical industrial applications, such as controlling wind or gas turbines, control strategies, known as policies, that
can be interpreted and controlled by humans, are of great interest [21]. However, using domain experts to manually
design such policies is complicated and sometimes infeasible, since it requires the plant’s system dependencies to be
modeled in great detail with dedicated mathematical representations. Since such representations cannot be found for
many real-world applications, policies have to be learned via reward samples from the plant itself. Reinforcement
learning (RL) [29] is capable of determining such policies using only the available system data.
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2 D. Hein et al.
Recently, fuzzy particle swarm reinforcement learning (FPSRL) has been proposed, and it has been shown that an
evolutionary computation method, namely particle swarm optimization (PSO), can be successfully combined with fuzzy
rule-based systems to generate interpretable RL policies [13]. This can be achieved by first training a model on a batch
of pre-existing state-action trajectory samples and subsequently conducting model-based RL. This step uses PSO to
optimize a predefined set of fuzzy rule parameters.
FPSRL has been applied to several well-known RL benchmarks, such as the mountain car and cart-pole problems [13].
While such simple benchmark problems are well-suited to introducing a new method and comparing its performance
to that of standard approaches, their easy-to-model dynamics and low-dimensional state and action spaces share few
similarities with real-world industrial applications. Real applications usually have high-dimensional continuous state
and action spaces. Applying FPSRL to systems with many state features often yields non-interpretable fuzzy systems
since every fuzzy rule contains all the state dimensions, including redundant or irrelevant state dimensions, in its
membership function by default.
In this paper, we propose an approach to efficiently determine the most important state features with respect to the
optimal policy. Selecting only the most important features prior to policy parameter training makes the production of
interpretable fuzzy policies using FPSRL possible again.
However, performing a heuristic feature selection initially and subsequently creating policy structures manually is a
feasible but limited approach; in high-dimensional state and action spaces, the effort involved grows exponentially.
Instead, we propose as main contribution of our work fuzzy genetic programming reinforcement learning (FGPRL), an
approach, such as FPSRL, that is based on model-based batch RL. By creating fuzzy rules using genetic programming
(GP) rather than tuning the fuzzy rule parameters via PSO, FGPRL eliminates the manual feature selection process.
This GP technique is able to automatically select the most important features as well as the most compact fuzzy rule
representation with respect to a certain level of performance. Moreover, it returns not just one solution to the problem
but a whole Pareto front containing the best-performing solutions for many different levels of complexity.
Although genetic fuzzy systems have demonstrated their ability to learn and adapt to solve different types of problems
in various application domains, GP-generated fuzzy logic controllers have never been combined with a model-based
batch RL approach so far.
Combining a fuzzy system’s approximate reasoning with an evolutionary algorithm’s ability to learn allows the
proposed method to learn human-interpretable soft-computing solutions autonomously. Cordón et al. [7] provide an
extensive overview of previous genetic fuzzy rule-based systems. While most of the existing research in this area has
focused on genetic tuning of scaling and membership functions as well as genetic learning of rule and knowledge bases,
less attention has been paid to using GP to design fuzzy rule-based systems. Since GP is concerned with automatically
generating computer programs [19], it should theoretically be able to both learn rule and knowledge bases as well as
tune scale and membership functions simultaneously [10].
Fuzzy rule-based systems have been combined with GP for modeling [16] and classification [3, 6, 24, 26] tasks. In the
optimal system control field considered in this paper, early applications that combine GP and fuzzy rule-based systems
for mobile robot path tracking have been demonstrated [32]. Type-constraint GP has also been used to define fuzzy logic
controller rule-bases for the cart-centering problem [1, 2]. Memetic GP, which combines local and global optimization,
has been used to train Takagi-Sugeno fuzzy controllers to solve the cart-pole balancing problem [31]. Recently, based on
the GP fuzzy inference system (GPFIS), GPFIS-control has been proposed [18]. They used multi-gene GP to automatically
train a fuzzy logic controller and tested its performance on the cart-centering and inverted pendulum problems.
Manuscript submitted to ACM
Generating Interpretable Fuzzy Controllers using PSO and GP 3
Training 
model
Evalu-
ation
FGPRL
PSO
PSO-P
AMIFS
Feature selection Rule 
construction
PSO
FPSRL
Fig. 1. Comparing FPSRL to FGPRL
In this study, we apply FPSRL and FGPRL to two different benchmarks, namely the cart-pole swing-up and industrial
benchmarks, to compare their RL policy performance and the interpretability of their fuzzy system controllers.
2 POLICY GENERATION METHODS
This paper compares two approaches to generate fuzzy RL policies from a batch of previously generated state-action
trajectories (Fig. 1). FPSRL, first proposed in [13], tunes the fuzzy membership parameters of a predefined fuzzy set.
Here, we extend FPSRL by adding an initial feature selection step, thus enabling its application to RL problems with
high-dimensional state spaces. In addition, we compare FPSRL to a new approach, called FGPRL, that uses GP to create
fuzzy RL policies using the same underlying model-based RL fitness function as FPSRL.
2.1 Model-based Reinforcement Learning
Inspired by behaviorist psychology, RL is concerned with the actions software agents should take in an environment to
maximize their received accumulated rewards. In RL, the agents are not explicitly told the actions they are supposed to
take; instead, they must learn the best strategy by observing the rewards given by the environment in response to their
actions. In general, their actions can affect both the next reward and all subsequent rewards [29].
In the RL formalism, each agent observes the system state st ∈ S at each discrete time step t = 0, 1, 2, . . . and takes an
action at ∈ A, where S and A are the state and action spaces, respectively. In deterministic systems, state transitions
can be expressed as function д : S × A → S with д(st , at ) = st+1. The corresponding rewards are given by reward
function r : S × A × S → R, with r (st , at , st+1) = rt+1. Thus, the RL problem’s optimal solution is the policy that
maximizes the expected accumulated rewards.
In the proposed approach, the goal is to find the best policy π ∈ Π, with Π being the set of all possible fuzzy RL
policies. Policies associate every state st with an action π (st ) = at , and their performance, for a given starting state st ,
is measured by the return R(st ,π ), i.e., the accumulated future rewards obtained by executing them. To account for the
increasing uncertainties associated with future rewards, the reward rt+k received k time steps in the future is weighted
by γk , where γ ∈ [0, 1]. In addition, we adopt the common approach of only including a finite number T > 1 of future
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rewards in the return [29], as follows:
R(st ,π ) =
T−1∑
k=0
γkr (st+k ,π (st+k ), st+k+1),
with st+k+1 = д(st+k , at+k ).
(1)
The overall state-independent policy performance F (π ) is obtained by averaging R(st ,π ) over all starting states
st ∈ S ⊂ S. Thus, the optimal solutions to the RL problem are the policies πˆ where
πˆ ∈ arg max
π ∈Π
F (π ), with F (π ) = 1|S |
∑
st ∈S
R(st ,π ). (2)
In optimization terminology, the policy performance function F (π ) is known as the fitness function.
For most real-world industrial control problems, the cost of executing a potentially bad policy is prohibitive. Therefore,
in model-based RL [5], the state transition function д is approximated by a model д˜, that is either a first-principles
model or has been created from previously recorded data. Substituting д˜ for the real system д in (1) allows us to obtain
a model-based approximation F˜ (π ) of the true fitness function (2). Here, we consider models based on neural networks
(NNs), but the proposed method could be extended to other models, such as Bayesian NNs [8] and Gaussian process
models [25].
The model-based RL approaches considered in this paper are based on data setsD of state transition samples gathered
from a real system. These samples are tuples (st , at , st+1, rt+1) that represent a start state st transitioning to a next
state st+1 owing to take action at and yielding a reward rt+1. The set D can be generated using any policy (even a
random one) prior to policy training and is subsequently used to generate world models д˜ that take inputs (st , at ) and
predict st+1 and rt+1.
2.2 Fuzzy Controller
Fuzzy set theory was first proposed by Zadeh [34]. Based on this theory, Mamdani and Assilian [22] subsequently
introduced so-called fuzzy controllers, specified by sets of linguistic if-then rules, whose membership functions can be
activated independently to produce a combined output, computed by a suitable defuzzification function.
In a D-inputs-single-output system with C rules, the fuzzy rules R(i) can be expressed as follows:
R(i) : IF s ism(i) THEN o(i), with i ∈ {1, . . . ,C}, (3)
where s ∈ RD is the input vector (environment state, in our case),m(i) is the membership of a fuzzy set of the input
vector in the premise part, and o(i) is a real number in the consequent part.
We use Gaussian membership functions [33]. These multivariate Gaussian functions are formed from products over
all membership dimensions and yield smooth outputs, are local, and never produce zero activation. We define each
rule’s membership function as follows:
m(i)(s) = m[c(i),σ (i)](s) =
D∏
j=1
d(c(i)j ,σ
(i)
j , sj ), (4)
with d(c,σ , s) = exp
{
−(c − s)
2
2σ 2
}
, (5)
wherem(i) is the i-th parameterized Gaussian m(c,σ ), with center c(i) and width σ (i).
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The output is determined by the following equation:
π (s) = tanh
(
α ·
∑C
i=1m
(i)(s) · o(i)∑C
i=1m
(i)(s)
)
, (6)
where the hyperbolic tangent limits the output to be between -1 and 1, and the parameter α can be used to change the
function’s slope.
2.3 Fuzzy Particle Swarm Reinforcement Learning
FPSRL is a PSO-based approach to solve model-based batch RL problems [13]. PSO is a population-based, non-convex,
stochastic optimization heuristic and can be applied to any search space that is a bounded sub-space of a finite-
dimensional vector space [17].
The position of each particle in the swarm represents a potential solution to the given problem. The particles fly
iteratively through the multidimensional search space, which is referred to as the fitness landscape. At each iteration,
the particles move and receive fitness values for their new positions. These values are used to update each particle’s
velocity vector as well as those of all the other particles in a certain neighborhood.
For a given maximization problem, the best particle positions at iteration p are calculated as follows:
yi (p) =

xi (p), if F (xi (p)) > F (yi (p − 1))
yi (p − 1), else,
(7)
where, in our framework, F is the fitness function given in (2) and the particle positions represent the policy parameters
x.
The parameter vector x ∈ X, where X is the set of valid Gaussian fuzzy parameterizations, is of size (2D + 1) ·C + 1
and can be presented as follows:
x = (c(1)1 , c
(1)
2 , . . . , c
(1)
D ,σ
(1)
1 ,σ
(1)
2 , . . . ,σ
(1)
D ,o
(1),
c
(2)
1 , c
(2)
2 , . . . , c
(2)
D ,σ
(2)
1 ,σ
(2)
2 , . . . ,σ
(2)
D ,o
(2), . . . ,
c
(C)
1 , c
(C)
2 , . . . , c
(C)
D ,σ
(C)
1 ,σ
(C)
2 , . . . ,σ
(C)
D ,o
(C),α).
(8)
2.3.1 Rule Construction. To set up the FPSRL training process, we must take an assumption about the number
of rules per policy during the rule construction step (Fig. 1). This requires either prior knowledge about the current
problem, or testing different numbers of rules combinatorially [13].
2.3.2 Feature Selection. Industrial applications usually have dozens or even hundreds of possible state features,
collected by different plant sensors. However, in our experience, very often only a small subset of them are required
to create a policy that performs well. Unfortunately, determining the most important features is an expensive and
ambiguous process, but it is nonetheless essential if we are to apply promising techniques such as FPSRL to industrial
applications. Therefore, we propose a two-step approach that yields lists of features for each action, which are ordered
by their relevance to an optimal policy.
First, an optimal trajectory is generated by applying the PSO-P receding horizon controller [12, 14] to the system
model д˜. Here, PSO-P uses the model д˜ to determine action sequences (at , at+1, . . . , aT ) starting from the state st . The
first action at in the optimal sequence is stored in the tuple (st , at ), and this process is repeated for all possible states in
the data set D. Note that no explicit policy representation is required to use the model to generate optimal actions.
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Fig. 2. A fuzzy GP individual
Second, the AMIFS feature selection heuristic [30] is used to order the possible features (s1, s2, . . .) = s of state s
in terms of their relevance to the individual action dimensions (a1,a2, . . .) = a. AMIFS uses mutual information as a
measure of feature relevance and redundancy to reveal non-linear feature-action relations.
Finally, the resulting ordered feature lists, e.g., {s3, s2, s1}a1 and {s2, s1, s3}a2 for the action dimensions a1 and a2, are
used to construct compact and interpretable fuzzy rule representations, whose parameters will then be optimized by
FPSRL.
2.4 Fuzzy Genetic Programming Reinforcement Learning
In this section, we introduce a GP-based approach that can generate interpretable fuzzy rule policies automatically using
model-based batch RL. Analogously to FPSRL, FGPRL uses an approximate system model to predict the performance of
policy candidates and subsequently uses this knowledge to iteratively generate high-performing policies. Unlike FPSRL,
FGPRL not only optimizes the predefined policy parameters but also automatically selects the relevant state features,
finds the necessary number of rules, and returns a Pareto front of policy candidates with different levels of complexity.
FGPRL is based on GP, which encodes computer programs as sets of genes and then modifies (evolves) them using a
so-called genetic algorithm (GA) to drive the optimization of the population. The solution spaces comprise computer
programs that perform well on the given tasks [19]. Since we are interested in using interpretable fuzzy controllers as
RL policies, the genes in our case include membership and defuzzification functions, as well as constant floating-point
numbers and state variables. These fuzzy policies can be represented as function trees (Fig. 2) and stored efficiently in
arrays.
The GA drives the optimization process using selection and reproduction of population members, both of which
are based on the members’ fitness values F . These represent how well each individual can perform the given task.
Selection ensures that only the fittest individuals will survive into the next generation. Similar to the case of biological
breeding process, pairs of individuals are selected for reproduction based on their fitness, and two offspring individuals
are created for each pair by crossing their chromosomes. Technically, this is achieved by selecting compatible cutting
points in the function trees and interchanging the subtrees below these cuts. Here, we apply tournament selection [4]
to select the parent individuals. In addition, we use strongly-typed GP for FGPRL to avoid constructing ill-defined
rules [2]. This means that each building block is assigned a type (Table 1). The different colors in Fig. 2 highlight the
example GP individual’s type structure. During the crossover process, only cutting points of equal type (color) are
selected to ensure that only legal offspring are created.
We adopt the so-called Gaussian mutator as the mutation operator for floating-point terminals, which is common for
evolutionary algorithms [27, 28]. In each generation, a given fraction of the best-performing individuals is selected for
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Type Complexity
Variable s π ,m¯, d¯ 0
Floating-point number c,σ ,o,α s 1
Dimension d, d¯ c,σ ,o,α 1
Rule m,m¯ d 2
Policy π m 10
Table 1. Types and complexities of the GP building blocks. The terminal blocks m¯ and d¯ have values 0 and 1, respectively.
each level of rule complexity. Then, these individuals are copied, and their original floating-point values z are mutated
by drawing replacement values z′ from the normal distribution N(z, 0.1|z |). If the best copy’s performance is better
than that of the original individual, it is added to the new population. This allows us to conduct a local search in the
policy space because it does not affect the individual’s basic genotype structure.
To yield fuzzy rules with the structure described in Section 2.2, we must apply an additional tree correction. The GA
can construct rules where two or more activation functions act on the same state variable, such as in Fig. 2 where the
same s appears twice below the same rulem. Such rules are expected to be difficult to interpret since their shape does
not conform the standard Takagi-Sugeno fuzzy inference model. For FGPRL, we decided to check every tree before
evaluating its fitness by looking for recurring state variables and cutting out their corresponding activation functions.
Note that the structures of the subsequent activation functions are not affected.
Since we are looking for interpretable solutions, we need to establish a suitable complexity measure. An individual’s
complexity can generally be measured in terms of its genotype (structural) or phenotype (functional) [20]. Here, we
decided to use a simple node counting measurement strategy where different types of functions, variables, and terminals
were weighted differently. Table 1 lists the weights (complexities) we decided to use in our experiments. Note that the
weights yield a problem-specific balance between learning controllers consisting of more rules with less dimensions
and vice versa.
Finally, we decided to create new generations for FGPRL using the following ratios: 45% crossover, 5% reproduction,
10% mutation, and 40% new random individuals.
2.4.1 Local Search. Since FGPRL’s GP process searches the entire fuzzy policy structure space, it is prone to
underestimate the importance of local fuzzy parameter tuning [23, 31]. We propose to counteract this by applying an
additional parameter tuning step to all the terminals (c,σ ,o,α ) after optimization is complete (Fig. 1). Applying PSO to
every individual in the final Pareto front yields an updated front comprising at most the same number of individuals
with equal or higher fitness values.
3 EXPERIMENTS
In this section, we evaluate both approaches, FPSRL and FGPRL, using two benchmarks. The first is the so-called cart-pole
swing-up problem (CP), a widely known RL benchmark, that was selected to demonstrate the methods’ performance on
a task where they could be easily compared with other RL methods. However, CP has a low-dimensional state space
and its dynamics are deterministic and smooth. To investigate these methods’ performance on real-world industry
applications, we also selected a second benchmark, the industrial benchmark (IB). This combines a high-dimensional
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FPSRL FGPRL
Particles/Individuals 1, 000 1, 000
Iterations/Generations × 10, 000 × 10, 000
Fitness value calculations (A) 1e+7 1e+7
Optimization result Single policy Pareto front of policies
1 22 to 41
Additional local search × 0 × 1e+6
Additional local fitness value calc. (B) 0 2.2e+7 to 4.1e+7
Runs for multiple complexities 4 1
(A) × 1e+7 × 1e+7
Fitness value calc. for multiple compl. (C) 4e+7 1e+7
Total fitness value calc. (B)+(C) 4e+7 3.2e+7 to 5.1e+7
Table 2. Computational costs for FPSRL and FGPRL
state space with stochastic dynamics, thus making its results increasingly meaningful for industrial applications, such
as controlling wind and gas turbines.
To compare the computational costs of FPSRL with FGPRL, we decided to use the parameter values shown in Table 2
for our experiments. Unlike FPSRL, FGPRL produces a whole Pareto front of solutions with different complexity and
fitness values, while FPSRL only yields one solution, derived from its initial rule set. Note that although it is useful
for FGPRL, FPSRL does not require any additional local optimization. Consequently, we chose the additional local
search and runs for multiple complexities settings to produce similar total fitness value calculations, yielding the results
presented below.
3.1 Cart-pole Swing-up
3.1.1 Dynamics. The objective of the CP benchmark is to apply forces to a cart moving along a one-dimensional
track to keep a pole (hinged to the cart) in an upright position. The four Markov state variables are the pole’s angle θ
and angular velocity Ûθ , and the cart’s position ρ and velocity Ûρ. These variables completely describe the Markov state;
therefore, no additional information is required about the system’s previous behavior. The RL agent’s task is to find a
sequence of force actions at ,at+1,at+2, . . . that prevent the pole from falling over [9]. The CP experiments described in
this paper were conducted using the CLS2 software1.
There are no restrictions on the cart’s position or the pole’s angle. Consequently, the pole can swing through, which
is an important property of the CP. Since the pole’s angle can initially be anywhere in the full interval [−π ,π ], it is
often necessary for the policy to swing the pole from one side to another to gain sufficient momentum to raise it and
consequently receive the highest reward.
CP policies can apply actions of between −30 N and +30 N to the cart, and the reward function is given as follows:
r (s) =

0, if |θ ′ | < 0.5 and |ρ ′ | < 0.5,
−1, otherwise.
(9)
1http://ml.informatik.uni-freiburg.de/research/clsquare.
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Fig. 3. Comparison of FPSRL and FGPRL performance for the CP, for both the model and the real system. Here, the penalty is equal
to the negative fitness. The green lines represent the median Pareto fronts over the FGPRL experiments. The semi-transparent green
areas show the minimum and maximum penalties obtained from the experiments, while the black crosses indicate the FPSRL results.
These show, from top to bottom, the maximum, median, and minimum penalties for each complexity level. The Pareto fronts resulting
from training on the system model are on the left, while the right-hand plot shows the manner in which testing the same policies
against the real system dynamics altered the fronts.
3.1.2 Benchmark Setup. Initially, we generated data set D by applying random actions using the real CP dynamics.
Generating 100 state-action trajectories of length 100 gave us |D| = 10, 000. These trajectories’ initial states (θ , Ûθ , ρ, Ûρ)
were sampled uniformly from [−π ,π ] × {0} × {0} × {0}. Then, we trained five NN system models д˜, one for each state
variable and one for predicting the probability of reaching the goal region [13].
These system models д˜ were subsequently used in model-based RL, with a time horizonT of 500 and a discount factor
γ of 0.994. The training process involved 100 training states sampled from [−π ,π ] × {0} × [−0.5, 0.5] × {0}. Solutions
with F ≈ −50 or greater were considered to be successful because such policies could swing-up more than 99% of the
given test states.
Finally, the best policies were tested against the real system dynamics using the sameT and γ parameter values but a
different set of 100 test states sampled from [−π ,π ] × {0} × [−0.5, 0.5] × {0}.
3.1.3 Results. Here, we compare the results of CP experiments in which we ran the benchmark for each method 10
times. FPSRL produced 40 policies for 4 complexity levels, while FGPRL produced 278 policies for 96 complexity levels.
Note that both methods involved a similar number of fitness value calculation (Table 2).
Since it is known that, for the CP, all four Markov state variables are required to produce policies that perform well,
we skipped the feature selection step for FPSRL (Fig. 1) and invested the fitness value calculations budget in evaluating
different numbers of rules, i.e., 2, 4, 6, and 8 rules yielding complexities of 63, 125, 187, and 249, respectively.
Fig. 3 shows that for problems such as the CP, which have low-dimensional state spaces and no irrelevant or
redundant state variables, applying prior knowledge to the rule construction step yields a rule structure that can be
easily tuned to produce high-performance, interpretable fuzzy policies. FPSRL can utilize all the available computational
resources to tune a fixed set of parameters.
However, FGPRL has to employ the same resources to search a significantly larger space of possible solutions. Note
that although FGPRL is theoretically able to produce exactly the same fuzzy policies for a complexity of 63 as FPSRL, it
was unable to find a comparable solution for the system models in any of our experiments (Fig. 3). The best individual it
produced with a complexity of 63 or less had a penalty value of 48.88, which was even above the median FPSRL penalty
value of 47.05.
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Comparing the model and real dynamics penalties yields another interesting observation. Even though the best
FGPRL policies never surpassed FPSRL’s performance for complexities of 300 and below on the system model, when
they were evaluated using the real dynamics, some FGPRL policies actually performed better than the FPSRL policies.
This could possibly be because the swarm optimization had already started to overfit the fuzzy parameters with respect
to the system model; this means that FPSRL was exploiting model inaccuracies, thus reducing its performance on the
real dynamics.
3.2 Industrial Benchmark
3.2.1 Dynamics. The IB2 was designed to simulate several of the common challenges associated with many industrial
applications [11]. It was not designed to approximate any specific real-world system but to be of a comparable hardness
and complexity to many industrial applications.
The IB’s state space is continuous, high-dimensional, and only partially observable. The actions are made up of three
continuous components and affect three control inputs. In addition, the IB includes stochastic and delayed effects. The
optimization task also involves multiple criteria; there are two reward components with opposite dependencies on the
actions. Its dynamics are heteroscedastic, with state-dependent observation noise and probability distributions that are
based on latent variables. Finally, it depends on an external driver that cannot be influenced by the actions.
At any given time step t , the RL agent can influence the state via actions at ∈ [−1, 1]3 that change the three observable
state control variables, namely the velocity v , gain д, and shift h, i.e., at = (∆vt ,∆дt ,∆ht ).
The state st and successor state st+1 are the Markov environment states. They can only be partially observed by the
agent. In addition to the three control variables, v , д, and h, there is a setpoint p that simulates an external force, such
as the load on a power plant or the speed of the wind driving a turbine that the agent cannot control but still has a
significant influence on the system’s dynamics. The system also suffers from a detrimental fatigue ft , which depends
on the setpoint p and the chosen control values at , and consumes resources, such as power and fuel, represented by the
consumption ct . At each time step, it generates output values for ct+1 and ft+1, which are part of the internal state
st+1. The reward is calculated as rt+1 = −ct+1 − 3ft+1.
Note that the IB system’s completeMarkov state s is unobservable. Only the observation vector o = (v,д,h,p, c, f ) ⊂ s
can be observed externally. The Markov state st can be approximated using a sufficient number of historic observations
( ot−H , ot−H+1, . . . , ot )with a time horizonH . A system model д˜ ( ot−H , ot−H+1, . . . , ot , at ) that computes (ot+1, rt+1)
with H = 30, achieved adequate prediction performance during our IB experiments. Note that combining the six-
dimensional observation vector with a time horizon H of 30 results in a 180-dimensional approximate Markovian state
vector.
3.2.2 Benchmark Setup. The system was initialized for each setpoint p in {10, 20, . . . , 100} and then random
trajectories of length 1,000 were produced. This process was repeated 10 times, resulting in a data set of size |D| =
100, 000. Following the approach reported in [15], we trained two recurrent NNs д˜ to predict the consumption c and
fatigue f . These models д˜ were then used in model-based RL, with a time horizon T of 100 and a discount factor γ of
0.97. The training process involved 100 training states, drawn randomly from states in D.
Finally, the best policies were tested against the real system dynamics, using the same T and γ parameter values, but
a different set of 100 test states drawn randomly from states in D.
2http://github.com/siemens/industrialbenchmark
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Fig. 4. Comparison of FPSRL and FGPRL performance for the IB, for both the model and the real system
3.2.3 Results. As with the CP experiments, we ran the IB benchmark 10 times for each method. FPSRL produced 40
policies for 4 complexity levels, while FGPRL produced 368 policies for 86 complexity levels.
To construct interpretable fuzzy rules using FPSRL, we have to select suitable features before swarm optimization
of the fuzzy parameters (Section 2.3). The proposed method identified the following state variables as being the most
important for each action dimension: ∆v : { f0,v7, c13,h0}, ∆д: {c0, f1, c15,p}, and ∆h: {h4,p,h10,h0}. Here, the variables
are listed in descending order of importance and the indices represent the time elapsed since the observation. Four
different fuzzy rule structures were constructed based on these variables. The first policy with a complexity of 99,
incorporated only the first variable in each list into two rules per action dimension, while the other policies, with
complexities of 129, 159, and 189, incorporated the first two, the first three, or all four variables, respectively.
Using the proposed feature selection heuristic, FPSRL was able to generate policies with adequate performance
(F˜ = −5700) for complexities of 129 or higher (Fig. 4). However, FGPRL was able to generate policies of a significant
low complexity with a higher performance, achieving F˜ = −5635 at a complexity of 94 (Fig. 5). Moreover, the FGPRL
search space covers all possible combinations of state dimensions and numbers of rules for each individual action. For
industrial problems where the state-to-action dependencies are not known a priori, we expect this ability to search
autonomously to be highly valuable to control system designers and domain experts.
Comparing the policies’ performance on the approximate IB model with their performance on the real IB dynamics
shows that the results of training can be transferred to the real system as long as their regression and generalization
quality is adequate (Fig. 4).
4 CONCLUSION
In this paper, we have evaluated two approaches to learn fuzzy control policies autonomously in terms of their
performance and interpretability in industrial applications. We have considered applications with high-dimensional
continuous state and action spaces and have proposed a feature selection heuristic that enables the previously presented
FPSRL approach to be applied successfully in such industrial domains. Our second contribution is a GP-based fuzzy
policy learning approach called FGPRL that utilizes the same model-based batch RL technique as FPSRL. However,
instead of only tuning the parameters of fixed fuzzy policy structures, FGPRL searches the full space of all possible
fuzzy controllers by determining the important state variables and the number of rules required and subsequently tunes
all the rule parameters.
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<latexit sha1_base64="Dahi0KoMb3HkjZmyP9JNY9pHIcs=">AAAC+XichV FNT9tAEH2YAiHlI9BjL1ajokpVgx0lfBwiIUFRL0ggkQaJoGhtNsGKv7R2kEKan9E/0BPqlWOv7Y+gv6WHPi9OJUBVdrU7M29m3s7sOLHvJall3c8Ysy/m5hcK i8WXS8srq6W19c9JNFCubLqRH6kzRyTS90LZTL3Ul2exkiJwfNly+vuZv3UtVeJF4Wk6jOVFIHqh1/VckRLqlDbDSAUbjXZXCXdkVWyr+oF33RrTsLaq73nXa+ N2u7jRoKNmd0plQnqZzxU7V8rI13FU+o02LhHBxQABJEKk1H0IJNznsGEhJnaBETFFzdN+iTGKzB0wSjJCEO3z7tE6z9GQdsaZ6GyXr/g8ipkm3vIcakaH0dmr knpC+YfnRmO9/74w0sxZhUNKh4yLmvGIeIorRkzLDPLISS3TM7OuUnSxo7vxWF+skaxP9x/PAT2KWF97THzUkT1yONq+5g+ElE1WkP3yhMHUHV9SCi2lZglzRk E+RZn9PuvhmO2nQ32uNKuV3Yp9Uivv7eTzLuA13uAdh7qNPXzCMctw8RU/8BO/jC/GN+PW+P4QaszkOa/waBl3fwFfkpye</latexit>
<latexit sha1_base64="L55QfJJ1XrsO255wc+mf5rCN/Wg=">AAADDHichVFNT 9VAFD0UP+D59cQlm8YXyWNh0yIEWJAQQePGBBOfkFBCpn3z+iavnTbTeSRI/A3+Df+AK+PWJVs/fosLT8diosQwzfTeOffcM/fOTapc1TYMv894s9eu37g5N9+5dfvO3Xv d+wtv6nJqUjlIy7w0B4moZa60HFhlc3lQGSmKJJf7yWSnie+fSFOrUr+2p5U8KkSm1UilwhI67j6NKxUXwo6TUb9eXtpaC9bX4nRY2tgKPY5zObL9xytBtOlAX5emiI3Kx nY5jjtLW6tB9OS42wuD0C3/shO1Tg/t2iu7PxBjiBIppiggoWHp5xCo+R0iQoiK2BHOiBl6ysUl3qHD3ClZkgxBdMJ/xtNhi2qeG83aZae8Jec2zPTxiPu5U0zIbm6V9G van9xvHZb994Yzp9xUeEqbUHHeKb4kbjEm46rMomVe1HJ1ZtOVxQgbrhvF+iqHNH2mf3R2GTHEJi7i45ljZtRI3PmEL6BpB6ygeeULBd91PKQVzkqnoltFQT1D27w+6+GY o3+HetkZrASbQfRqtbe90c57Dot4iD6Huo5tvMAey0jxAef4im/ee++j98n7/JvqzbQ5D/DX8r78AjRMprI=</latexit>
Example
<latexit sha1_base64="+r3KU3IybVaHwJ/Fdz93D298VaY=">AAADAnichV FNT9tAEH24hfJNaI9crEZI4YBlI6Kkh0hIpYgLEkgNIBFAa2eTWPGX7A0SRDn2b/AHeqq4cuy13OG3cOB5MZUAIdZaz+ybN29ndtwk8DNl27djxoeP4xOfJqem Z2bn5hdKi5/3s3iQerLpxUGcHroik4EfyabyVSAPk1SK0A3kgdv/nscPzmSa+XH0U50n8jgU3cjv+J5QhE5L9fBkWHFWRpVWKFTP7Qyz0UrLa8fKjB8DDduyq+ saWl2zatV6Y9W2nKp9Wiozopf52nEKp4xi7calO7TQRgwPA4SQiKDoBxDI+B3BgY2E2DGGxFJ6vo5LjDDN3AFZkgxBtM9/l6ejAo14zjUzne3xloA7ZaaJZe4t reiSnd8q6We099wXGuu+ecNQK+cVntO6VJzSijvEFXpkvJcZFsynWt7PzLtS6KCuu/FZX6KRvE/vv84mIymxvo6Y+KGZXWq4+nzGF4hom6wgf+UnBVN33KYV2k qtEhWKgnopbf76rIdjdl4O9bXTXLO+Wc7eenmjXsx7Ekv4igqHWsMGtrHLMjxc4i/+4cb4Zfw2/hhXj1RjrMj5gmfLuH4A3mShtw==</latexit>
<latexit sha1_base64="ugHv/SyBBaM6+h8cexYLCBS/Unc=">AAADAHichV FNSxtRFD1OW5totbFduhkaCskmzIQ26kIItBU3QgSjgSTKm8lLHDJfzLwIGrLq3+gf6Kp026Vb/QP6W1x45jkKVsQ3vLn3nnvveffDiX0vVZZ1NWe8ev1m/m2h uLD4bmn5fWnlw34aTRJXtt3Ij5KOI1Lpe6FsK0/5shMnUgSOLw+c8bfMf3Aik9SLwj11Gst+IEahN/RcoQgdlRrB4bRSr84qvUCoY2c4TWfVnjuIlBndOTatmt Woa8iuNb6u0bat+lGpTFwf86li50oZ+WlFpWv0MEAEFxMEkAihqPsQSPl1YcNCTKyPKbGEmqf9EjMsMHfCKMkIQXTM/4hWN0dD2hlnqrNdvuLzJsw08Zl3SzM6 jM5eldRTyhveM42Nnn1hqpmzCk8pHTIWNeMOcYVjRryUGeSR97W8nJl1pTDEuu7GY32xRrI+3Qee7/QkxMbaY+KHjhyRw9H2CScQUrZZQTblewZTdzygFFpKzR LmjIJ8CWU2fdbDNdv/L/Wp0q7XNmr27pdycz3fdwGr+IQKl7qGJrbRYhkufuEcF7g0fhq/jT/G37tQYy7P+YhHx/h3C40voUQ=</latexit>
Sh
ift
<latexit sha1_base64="rtCnBjQTzyi7/nqIKB9HroulDSo=">AAACz3ichVFLS8NAEJ7GV+uz6tFLsAieSiIW60Eo+MCLUMXYQi2SpNu6NC82abEWxatHr/r L9Ld48Ns1FbRIN2xm9ptvvp3ZcSKPx4lhvGe0qemZ2blsbn5hcWl5Jb+6dhWHPeEyyw29UNQdO2YeD5iV8MRj9Ugw23c8VnO6hzJe6zMR8zC4TAYRa/p2J+Bt7toJoFp0UCoVDeMmXzBg5NLHHTN1CpSuapj/oGtqUUgu9cgnRgEl8D2yKcbXIJMMioA1aQhMwOMqzuiB5pHbA4uBYQPt4t/BqZGiAc5SM1bZLm7xsAUyddrCPlG KDtjyVgY/hv3EvldY598bhkpZVjiAdaCYU4pnwBO6BWNSpp8yR7VMzpRdJdSmsuqGo75IIbJP90fnCBEBrKsiOh0rZgcajjr38QIBrIUK5CuPFHTVcQvWVpYplSBVtKEnYOXrox6M2fw71HHH2inuF83z3UKlnM47Sxu0SdsY6h5V6JSqKEM2+EKv9KZdaHfao/b0TdUyac46/Vra8xcvQ5A8</latexit><latexit sha1_base64="n1MU4lk8vVSao1Ul1NlYBO7Eim8=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwFBKp2B6Egg+8CBUaW6mlbNJtDM2LJC20RRCvHr3 qD9Pf4sEvaypokW7YzOw333w7s2MEjh3FqvqekRYWl5ZXsrn86tr6xmZha/sm8gehyXXTd/ywabCIO7bH9diOHd4MQs5cw+ENo3+axBtDHka279XjUcDbLrM8u2ebLAZ0e98pnZQqSumoUyiqiiqWPOtoqVOkdNX8wgfdUZd8MmlALnHyKIbvEKMIX4s0UikA1qYJsBCeLeKcHiiP3AFYHAwGtI+/hVMrRT2cE81IZJu4xcEOkSn TPvaFUDTATm7l8CPYT+yxwKx/b5gI5aTCEawBxZxQvAIe0z0Y8zLdlDmtZX5m0lVMPSqLbmzUFwgk6dP80TlDJATWFxGZzgXTgoYhzkO8gAero4LklacKsui4C8uE5ULFSxUZ9ELY5PVRD8as/R3qrKMfKhVFuy4Vq+V03lnapT06wFCPqUqXVEMZJgp5oVd6k+rSWHqUnr6pUibN2aFfS3r+AukGkOc=</latexit>
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Rule 1: IF                   AND                 THEN                .
<latexit sha1_base64="2JmSvr5kVDanYcPaomYyCJ4lfnA=">AAAC0nichV FLS8NAEJ7GV1tfVY9egkXwFJIiWA9CwQdehArGFmspSbqNoXmRbAu1eBCvHr3q/9Lf4sFv11TQIt2wmdlvZr552bHvpVzX33PK3PzC4lK+UFxeWV1bL21sXqfR IHGY6UR+lDRtK2W+FzKTe9xnzThhVmD7rGH3j4W9MWRJ6kXhFR/FrB1Ybuj1PMfigG6cjn5kGFVNr3RKZV3T5VGnFSNTypSdelT6oFvqUkQODSggRiFx6D5ZlO JrkUE6xcDaNAaWQPOkndEDFRE7gBeDhwW0j7+LVytDQ7wFZyqjHWTxcRNEqrSLeyYZbXiLrAx6CvmJey8x998MY8ksKhxB2mAsSMYL4Jzu4DErMsg8J7XMjhRd cepRVXbjob5YIqJP54fnBJYEWF9aVDqVni44bPkeYgIhpIkKxJQnDKrsuAtpSckkS5gxWuBLIMX0UQ/WbPxd6rRiVrRDzbjcL9eq2b7ztE07tIelHlCNzqmOMh wkeaFXelNMZaw8Kk/frkoui9miX0d5/gJWLJEO</latexit> <latexit sha1_base64="vcAaaoKZw/5zv49ShhhYXAOZNJQ=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFBKttB6Egg+8CBUardRSNuk2huZFkhbaIohXj171h+lv8eCXNRW0SDdsZvabb76d2TECx45iVX3PSHPzC4tL2Vx+eWV1bb2wsXkd +f3Q5LrpO37YMFjEHdvjemzHDm8EIWeu4fAbo3eSxG8GPIxs36vHw4C3XGZ5dtc2WQzottvWjg8OlVK5XSiqiiqWPO1oqVOkdNX8wgfdUYd8MqlPLnHyKIbvEK MIX5M0UikA1qIxsBCeLeKcHiiP3D5YHAwGtIe/hVMzRT2cE81IZJu4xcEOkSnTLva5UDTATm7l8CPYT+yRwKx/bxgL5aTCIawBxZxQvAQe0z0YszLdlDmpZXZm 0lVMXaqIbmzUFwgk6dP80TlFJATWExGZzgTTgoYhzgO8gAero4LklScKsui4A8uE5ULFSxUZ9ELY5PVRD8as/R3qtKPvK0eKdlUqVivpvLO0TTu0h6GWqUoXVE MZJgp5oVd6k+rSSHqUnr6pUibN2aJfS3r+AtWskN8=</latexit>
<latexit sha1_base64="lldTk6BditcC4h3YvsVMRW640TE=">AAACz3ichV FLS8NAEJ7GV+uz6tFLsAieQqKC7UEo+MCLUMXYQi2ySbcxNC+StFiL4tWjV/1l+ls8+O2aClqkGzYz+803387sWJHnJqmuv+eUqemZ2bl8YX5hcWl5pbi6dpWE vdjmph16YdywWMI9N+Bm6qYeb0QxZ77l8brVPRTxep/HiRsGl+kg4i2fOYHbcW2WAqqHB7pWruzeFEu6psuljjtG5pQoW7Ww+EHX1KaQbOqRT5wCSuF7xCjB1y SDdIqAtWgILIbnyjinB5pHbg8sDgYD2sXfwamZoQHOQjOR2TZu8bBjZKq0hX0iFS2wxa0cfgL7iX0vMeffG4ZSWVQ4gLWgWJCKZ8BTugVjUqafMUe1TM4UXaXU obLsxkV9kUREn/aPzhEiMbCujKh0LJkONCx57uMFAlgTFYhXHimosuM2LJOWS5UgU2TQi2HF66MejNn4O9Rxx9zRKppxvleqlrN552mDNmkbQ92nKp1SDWWIBl /old6UC+VOeVSevqlKLstZp19Lef4CRL6QRQ==</latexit>
Rule 2: IF                   AND                 THEN                  .
<latexit sha1_base64="R2+fqR+KdLBZE36YR7I78CUufhQ=">AAAC0nichV FLS8NAEJ7GV1tfVY9egkXwFJJSsD0IBR94ESoYW6ylJOm2hubFZluoxYN49ehV/5f+Fg9+WVNBi3TDZma/mfnmZUeeGwtdf88oC4tLyyvZXH51bX1js7C1fR2H Q+4w0wm9kDdtK2aeGzBTuMJjzYgzy7c91rAHx4m9MWI8dsPgSowj1vatfuD2XMcSgG6cjn5U0qtatdwpFHVNl0edVYxUKVJ66mHhg26pSyE5NCSfGAUkoHtkUY yvRQbpFAFr0wQYh+ZKO6MHyiN2CC8GDwvoAP8+Xq0UDfBOOGMZ7SCLh8sRqdI+7plktOGdZGXQY8hP3HuJ9f/NMJHMSYVjSBuMOcl4AVzQHTzmRfqp57SW+ZFJ V4J6VJHduKgvkkjSp/PDcwILBzaQFpVOpWcfHLZ8jzCBANJEBcmUpwyq7LgLaUnJJEuQMlrg45DJ9FEP1mz8XeqsYpa0qmZclou1SrrvLO3SHh1gqYdUo3Oqow wHSV7old4UU5koj8rTt6uSSWN26NdRnr8AcvWRGg==</latexit>
<latexit sha1_base64="COHxRQAWtYQ9bS+/BIX54AV/7+A=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFJIi2h6Egg+8CBUaW6mlbNJtDM2LJC20RRCvHr3qD9Pf4sEvaypokW7YzOw333w7s2MEjh3FqvqekRYWl5ZXsrn86tr6xmZha/sm 8gehyXXTd/ywabCIO7bH9diOHd4MQs5cw+ENo3+axBtDHka279XjUcDbLrM8u2ebLAZ02+toJyVNOap0CkVVUcWSZx0tdYqUrppf+KA76pJPJg3IJU4exfAdYh Tha5FGKgXA2jQBFsKzRZzTA+WROwCLg8GA9vG3cGqlqIdzohmJbBO3ONghMmXax74QigbYya0cfgT7iT0WmPXvDROhnFQ4gjWgmBOKV8BjugdjXqabMqe1zM9M uoqpR2XRjY36AoEkfZo/OmeIhMD6IiLTuWBa0DDEeYgX8GB1VJC88lRBFh13YZmwXKh4qSKDXgibvD7qwZi1v0OddfSSUlG068NitZzOO0u7tEcHGOoxVemSai jDRCEv9EpvUl0aS4/S0zdVyqQ5O/RrSc9f0zmQ3g==</latexit>
<latexit sha1_base64="Yw2I3jOl370jl493pMe0L8Tj+MQ=">AAAC0HichV FLS8NAEJ7GV+uz6tFLsAheDIkotgeh4AMvQkVjC7XIJt3G0LxI0kItIl49etU/pr/Fg9+uqaBFumEzs9988+3MjhV5bpLq+ntOmZqemZ3LF+YXFpeWV4qra9dJ 2IttbtqhF8YNiyXccwNupm7q8UYUc+ZbHq9b3SMRr/d5nLhhcJUOIt7ymRO4HddmKaBGeLija5X98m2xpGu6XOq4Y2ROibJVC4sfdENtCsmmHvnEKaAUvkeMEn xNMkinCFiLhsBieK6Mc3qgeeT2wOJgMKBd/B2cmhka4Cw0E5lt4xYPO0amSlvYp1LRAlvcyuEnsJ/Y9xJz/r1hKJVFhQNYC4oFqXgOPKU7MCZl+hlzVMvkTNFV Sh0qy25c1BdJRPRp/+gcIxID68qISieS6UDDkuc+XiCANVGBeOWRgio7bsMyablUCTJFBr0YVrw+6sGYjb9DHXfMXa2iGRd7pWo5m3eeNmiTtjHUA6rSGdVQhh jmC73Sm3KpDJRH5embquSynHX6tZTnL9ylkH4=</latexit>
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Rule 2: IF                   AND                THEN                .
<latexit sha1_base64="at2NPBD+hy2HgaCzcpUbrU1IUNI=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFJJS2noQCj7wIlRobKWWkqTbNjQvkm2hLYJ49ehVf5j+Fg9+WVNBi7hhM7PffPPtzI4ZOHbEVfUtJS0tr6yupTPZ9Y3Nre3czu5N 5I9Ci+mW7/hh0zQi5tge07nNHdYMQma4psMa5vA0jjfGLIxs36vzScDartH37J5tGRzQ7aBTPCmVlEK5k8uriiqWvOhoiZOnZNX83DvdUZd8smhELjHyiMN3yK AIX4s0UikA1qYZsBCeLeKM7imL3BFYDAwD6BD/Pk6tBPVwjjUjkW3hFgc7RKZMh9gXQtEEO76VwY9gP7CnAuv/ecNMKMcVTmBNKGaE4hVwTgMw/st0E+a8lv8z 46449agiurFRXyCQuE/rW+cMkRDYUERkOhfMPjRMcR7jBTxYHRXErzxXkEXHXVhDWCZUvETRgF4IG78+6sGYtd9DXXT0gnKsaNfFfLWSzDtN+3RARxhqmap0ST WUYaGQZ3qhV6kuTaUH6fGLKqWSnD36saSnT+aekOY=</latexit>
<latexit sha1_base64="SXTOPFhrOWrhXRvTjr+5h7T5DgM=">AAACz3ichV FLS8NAEJ7GV1tfVY9egkXwFJIi2h6Egg+8CFWMLdQim3RbQ/MiSYu1KF49etVfpr/Fg9+uqaBFumEzs9988+3MjhW6Tpzo+ntGmZmdm1/I5vKLS8srq4W19as4 6Ec2N+3ADaKGxWLuOj43EydxeSOMOPMsl9et3qGI1wc8ip3Av0yGIW95rOs7HcdmCaB6eLBX0Ur6TaGoa7pc6qRjpE6R0lULCh90TW0KyKY+ecTJpwS+S4xifE 0ySKcQWItGwCJ4joxzeqA8cvtgcTAY0B7+XZyaKerjLDRjmW3jFhc7QqZK29gnUtECW9zK4cewn9j3Euv+e8NIKosKh7AWFHNS8Qx4QrdgTMv0Uua4lumZoquE OlSW3TioL5SI6NP+0TlCJALWkxGVjiWzCw1Lngd4AR/WRAXilccKquy4Dcuk5VLFTxUZ9CJY8fqoB2M2/g510jFLWkUzzneL1XI67yxt0hbtYKj7VKVTqqEM0e ALvdKbcqHcKY/K0zdVyaQ5G/RrKc9fQBiQQw==</latexit>
<latexit sha1_base64="E/8MihD9lZDDTyqLLA2dnN6hJTM=">AAACz3ichV FLS8NAEJ7GV1tfVY9egkXwFBJRWw9CwQdehCrGFmqRJN3W0LxItsVaFK8eveov09/iwW/XVNAi3bCZ2W+++XZmx448N+G6/p5RpqZnZueyufz8wuLScmFl9SoJ e7HDTCf0wrhuWwnz3ICZ3OUeq0cxs3zbYzW7eyjitT6LEzcMLvkgYk3f6gRu23UsDqgWHhja3m7pplDUNV0uddwxUqdI6aqGhQ+6phaF5FCPfGIUEIfvkUUJvg YZpFMErElDYDE8V8YZPVAeuT2wGBgW0C7+HZwaKRrgLDQTme3gFg87RqZKm9gnUtEGW9zK4Cewn9j3Euv8e8NQKosKB7A2FHNS8Qw4p1swJmX6KXNUy+RM0RWn NpVlNy7qiyQi+nR+dI4QiYF1ZUSlY8nsQMOW5z5eIIA1UYF45ZGCKjtuwVrSMqkSpIoW9GJY8fqoB2M2/g513DG3tX3NON8pVsrpvLO0Thu0haGWqEKnVEUZos EXeqU35UK5Ux6Vp2+qkklz1ujXUp6/AEJVkEQ=</latexit>
Rule 1: IF                   AND                 THEN                  .
<latexit sha1_base64="EhlYscV2MX3m4FTXEe+9uQO6VPo=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFFKtWg9CwQdehAqNrdRSknSbhubFJi20RRCvHr3qD9Pf4sEvaypokW7YzOw333w7s2MEjh1GqvqekubmFxaX0pns8srq2npuY/M2 9PvcZJrpOz6vG3rIHNtjWmRHDqsHnOmu4bCa0TuL47UB46Hte9VoGLCmq1ue3bFNPQJ0120VT4sHyuFRK5dXFVUsedopJE6eklXxcx90T23yyaQ+ucTIowi+Qz qF+BpUIJUCYE0aA+PwbBFn9EBZ5PbBYmDoQHv4Wzg1EtTDOdYMRbaJWxxsjkyZdrEvhaIBdnwrgx/CfmKPBGb9e8NYKMcVDmENKGaE4jXwiLpgzMp0E+akltmZ cVcRdagkurFRXyCQuE/zR+ccEQ6sJyIyXQimBQ1DnAd4AQ9WQwXxK08UZNFxG1YXlgkVL1HUocdh49dHPRhz4e9Qpx1tXzlRCjfFfLmUzDtN27RDexjqMZXpii oow0QhL/RKb1JVGkmP0tM3VUolOVv0a0nPX99hkOM=</latexit>
<latexit sha1_base64="zfjuzJRXWcLI6Jg2VtKuGicbJKM=">AAACz3ichV FLS8NAEJ7GV1tfVY9egkXwFJIitD0IBR94EaoYW6hFNum2huZFkhZrUbx69Kq/TH+LB79dU0GLdMNmZr/55tuZHSt0nTjR9feMMje/sLiUzeWXV1bX1gsbm1dx MIhsbtqBG0RNi8XcdXxuJk7i8mYYceZZLm9Y/UMRbwx5FDuBf5mMQt72WM93uo7NEkCN8KBc0srVm0JR13S51GnHSJ0ipaseFD7omjoUkE0D8oiTTwl8lxjF+F pkkE4hsDaNgUXwHBnn9EB55A7A4mAwoH38ezi1UtTHWWjGMtvGLS52hEyVdrFPpKIFtriVw49hP7HvJdb794axVBYVjmAtKOak4hnwhG7BmJXppcxJLbMzRVcJ dakiu3FQXygR0af9o3OESASsLyMqHUtmDxqWPA/xAj6siQrEK08UVNlxB5ZJy6WKnyoy6EWw4vVRD8Zs/B3qtGOWtKpmnO8Xa5V03lnaph3aw1DLVKNTqqMM0e ALvdKbcqHcKY/K0zdVyaQ5W/RrKc9fUzSQSw==</latexit>
<latexit sha1_base64="8nYldtPzYr7rTSbvtCzEpP5YdDA=">AAAC0HichV FLS8NAEJ7GV1tfVY9egkXwYkiK0noQCj7wIlQ0tlCLbNJtDc2LJC3UIuLVo1f9Y/pbPPjtmgpapBs2M/vNN9/O7Fih68SJrr9nlJnZufmFbC6/uLS8slpYW7+O g35kc9MO3CBqWCzmruNzM3ESlzfCiDPPcnnd6h2JeH3Ao9gJ/KtkGPKWx7q+03FslgBqBIe7Ja28X7ktFHVNl0uddIzUKVK6akHhg26oTQHZ1CePOPmUwHeJUY yvSQbpFAJr0QhYBM+RcU4PlEduHywOBgPaw7+LUzNFfZyFZiyzbdziYkfIVGkb+1QqWmCLWzn8GPYT+15i3X9vGEllUeEQ1oJiTiqeA0/oDoxpmV7KHNcyPVN0 lVCHKrIbB/WFEhF92j86x4hEwHoyotKJZHahYcnzAC/gw5qoQLzyWEGVHbdhmbRcqvipIoNeBCteH/VgzMbfoU46Zkk70IyLvWK1ks47S5u0RTsYapmqdEY1lC GG+UKv9KZcKkPlUXn6piqZNGeDfi3l+QvcqZB+</latexit>
Rule 1: IF                 AND                  THEN                  .
<latexit sha1_base64="N0WyTKCq+sDP3qqg5q4z3swnr0s=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFBIVWw9CwQdehAqNrdRSNuk2huZFkhbaIohXj171h+lv8eCXNRW0SDdsZvabb76d2TECx45iVX3PSHPzC4tL2Vx+eWV1bb2wsXkT +f3Q5LrpO37YMFjEHdvjemzHDm8EIWeu4fC60TtN4vUBDyPb92rxMOAtl1me3bVNFgO67bbVk4OSoh21C0VVUcWSpx0tdYqUrqpf+KA76pBPJvXJJU4exfAdYh Tha5JGKgXAWjQGFsKzRZzTA+WR2weLg8GA9vC3cGqmqIdzohmJbBO3ONghMmXaxb4QigbYya0cfgT7iT0SmPXvDWOhnFQ4hDWgmBOKV8BjugdjVqabMie1zM5M uoqpS2XRjY36AoEkfZo/OmeIhMB6IiLTuWBa0DDEeYAX8GB1VJC88kRBFh13YJmwXKh4qSKDXgibvD7qwZi1v0OddvR95VjRrg+LlXI67yxt0w7tYaglqtAlVV GGiUJe6JXepJo0kh6lp2+qlElztujXkp6/AM56kNw=</latexit> <latexit sha1_base64="oPidIc+x1isCkyjNhX3a4ZHyU4o=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFBIttB6Egg+8CBUaW6mlJOk2Ls2LJC20RRCvHr3qD9Pf4sEvaypokW7YzOw333w7s2MGDo9iVX3PSAuLS8sr2Vx+dW19Y7OwtX0T +YPQYrrlO37YNI2IOdxjesxjhzWDkBmu6bCG2T9N4o0hCyPue/V4FLC2a9ge73HLiAHdDjvlk5KmHJU6haKqqGLJs46WOkVKV80vfNAddckniwbkEiOPYvgOGR Tha5FGKgXA2jQBFsLjIs7ogfLIHYDFwDCA9vG3cWqlqIdzohmJbAu3ONghMmXax74QiibYya0MfgT7iT0WmP3vDROhnFQ4gjWhmBOKV8BjugdjXqabMqe1zM9M uoqpRxXRDUd9gUCSPq0fnTNEQmB9EZHpXDBtaJjiPMQLeLA6Kkheeaogi467sIawTKh4qaIBvRA2eX3UgzFrf4c66+iHyrGiXZeK1Uo67yzt0h4dYKhlqtIl1V CGhUJe6JXepLo0lh6lp2+qlElzdujXkp6/APoykO4=</latexit>
<latexit sha1_base64="waMeFQrsklWR2ojy83WBxpTYJQQ=">AAAC0HichV FLS8NAEJ7GV1tfVY9egkXwYkhqwXoQCj7wIlQ0tlCLbNJtDc2LJC3UIuLVo1f9Y/pbPPjtmgpapBs2M/vNN9/O7Fih68SJrr9nlJnZufmFbC6/uLS8slpYW7+O g35kc9MO3CBqWCzmruNzM3ESlzfCiDPPcnnd6h2JeH3Ao9gJ/KtkGPKWx7q+03FslgBqBIe7hlbaK98Wirqmy6VOOkbqFCldtaDwQTfUpoBs6pNHnHxK4LvEKM bXJIN0CoG1aAQsgufIOKcHyiO3DxYHgwHt4d/FqZmiPs5CM5bZNm5xsSNkqrSNfSoVLbDFrRx+DPuJfS+x7r83jKSyqHAIa0ExJxXPgSd0B8a0TC9ljmuZnim6 SqhDFdmNg/pCiYg+7R+dY0QiYD0ZUelEMrvQsOR5gBfwYU1UIF55rKDKjtuwTFouVfxUkUEvghWvj3owZuPvUCcds6QdaMZFuVitpPPO0iZt0Q6Guk9VOqMayh DDfKFXelMulaHyqDx9U5VMmrNBv5by/AW/3ZBy</latexit>
Rule 2: IF                 AND                  THEN                .
<latexit sha1_base64="toQjbgMjl4gN7HsbeIaVn73wtvw=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFBIftB6Egg+8CBUaW6mlbNJtDM2LJC20RRCvHr3qD9Pf4sEvaypokW7YzOw333w7s2MEjh3FqvqekebmFxaXsrn88srq2nphY/Mm 8vuhyXXTd/ywYbCIO7bH9diOHd4IQs5cw+F1o3eaxOsDHka279XiYcBbLrM8u2ubLAZ0222rJwdHykGpXSiqiiqWPO1oqVOkdFX9wgfdUYd8MqlPLnHyKIbvEK MIX5M0UikA1qIxsBCeLeKcHiiP3D5YHAwGtIe/hVMzRT2cE81IZJu4xcEOkSnTLvaFUDTATm7l8CPYT+yRwKx/bxgL5aTCIawBxZxQvAIe0z0YszLdlDmpZXZm 0lVMXSqLbmzUFwgk6dP80TlDJATWExGZzgXTgoYhzgO8gAero4LklScKsui4A8uE5ULFSxUZ9ELY5PVRD8as/R3qtKPvK8eKdn1YrJTTeWdpm3ZoD0MtUYUuqY oyTBTyQq/0JtWkkfQoPX1TpUyas0W/lvT8BdDbkN0=</latexit> <latexit sha1_base64="80h9ewNBpWx8eQ6MxEws/rEet0o=">AAAC0XichV FLS8NAEJ7GV1tfVY9egkXwFJKitB6Egg+8CBUaW6mlJOk2huZFkhbaIohXj171h+lv8eC3aypokW7YzOw333w7s2OGrhMnqvqekRYWl5ZXsrn86tr6xmZha/sm DgaRxXQrcIOoaRoxcx2f6YmTuKwZRszwTJc1zP4pjzeGLIqdwK8no5C1PcP2nZ5jGQmg22GnfHKkKuVSp1BUFVUsedbRUqdI6aoFhQ+6oy4FZNGAPGLkUwLfJY NifC3SSKUQWJsmwCJ4jogzeqA8cgdgMTAMoH38bZxaKerjzDVjkW3hFhc7QqZM+9gXQtEEm9/K4Mewn9hjgdn/3jARyrzCEawJxZxQvAKe0D0Y8zK9lDmtZX4m 7yqhHlVENw7qCwXC+7R+dM4QiYD1RUSmc8G0oWGK8xAv4MPqqIC/8lRBFh13YQ1hmVDxU0UDehEsf33UgzFrf4c66+gl5VjRrg+L1Uo67yzt0h4dYKhlqtIl1V CGhUJe6JXepLo0lh6lp2+qlElzdujXkp6/AP8BkPA=</latexit>
<latexit sha1_base64="JES6G0+c3GT5V4uAkCdN2hg8/o0=">AAACz3ichV FLS8NAEJ7GV1tfVY9egkXwFJKiWA9CwQdehCrGFmqRTbqNoXmRpMVaFK8eveov09/iwW/XVNAibtjM7DfffDuzY0Wem6S6/pZTpqZnZufyheL8wuLScmll9TIJ +7HNTTv0wrhpsYR7bsDN1E093oxiznzL4w2rdyDijQGPEzcMLtJhxNs+cwK369osBdQI9yuavlO9LpV1TZdLnXSMzClTtuph6Z2uqEMh2dQnnzgFlML3iFGCr0 UG6RQBa9MIWAzPlXFO91REbh8sDgYD2sPfwamVoQHOQjOR2TZu8bBjZKq0iX0sFS2wxa0cfgL7gX0nMefPG0ZSWVQ4hLWgWJCKp8BTugHjv0w/Y45r+T9TdJVS l6qyGxf1RRIRfdrfOoeIxMB6MqLSkWQ60LDkeYAXCGBNVCBeeaygyo47sExaLlWCTJFBL4YVr496MGbj91AnHbOi7WnG2Xa5Vs3mnad12qAtDHWXanRCdZQhGn ymF3pVzpVb5UF5/KIquSxnjX4s5ekTOLmQQA==</latexit>
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<latexit sha1_base64="44bizw5PXiRelp2phm8sU44/zuo=">AAAC+HichVFNSxxBEH2OMdFNTFZzzGXJEgmIQ88iunsQhBjxIii4UXBFesbeddj5omdWWJf 9F/4BT+LVY67xTyS/xYOv21FIJNhDT1W9qnpdH34WhXkhxO8JZ/LV1Os30zOVt+9m33+ozs3/yNOBDlQ7SKNUH/gyV1GYqHYRFpE6yLSSsR+pfb//zfj3z5TOwzTZK4aZOoplLwm7YSALQsdVN0l1vLDW6WoZjDy3tdxcEu5qQ4xpCCEWhStWGuNOp7Kw5rneynG1LgzOU3uueKVSR3l20uofdHCCFAEGiKGQoKAeQSLndwgPAhm xI4yIaWqh9SuMUWHugFGKEZJon/8ercMSTWgbztxmB3wl4tXMrOEL76Zl9BltXlXUc8o73nOL9f77wsgymwqHlD4ZZyzjNvECp4x4KTMuIx9reTnTdFWgi6btJmR9mUVMn8ETzwY9mljfemr4biN75PCtfcYJJJRtVmCm/MhQsx2fUEorlWVJSkZJPk1pps96uGbv36U+V9oNt+V6u8v19Wa572l8wmd85VJXsY4t7LCMABf4iV+ 4dUbOpXPlXD+EOhNlzkf8dZybe+xBnHg=</latexit>
<latexit sha1_base64="OqcHnAEQwkIggAIMjHK2SgodiQg=">AAADCnichVHLahRBFD1pX8n4yKjLbBoHw2SRoTsIThaBAR+4ESI4JpAKobqnpqeY7uqmuiY Qg5/gb/gDrsStS7cR9FtceLrsCBok1VTfW+eee+reukmV69pF0fel4MrVa9dvLK90bt66fWe1e/fem7pc2FSN0zIv7X4ia5Vro8ZOu1ztV1bJIsnVXjJ/0sT3jpWtdWleu5NKHRYyM3qqU+kIHXVHotKikG6WTPv1xvpOLNJJ6YSTZiZyNXX9za3BcNuDoSltIazOZm5DiM76zmY8iKKjbi+iaVZ40Ylbp4d27ZbdHxCYoESKBQo oGDj6OSRqfgeIEaEidohTYpae9nGFd+gwd0GWIkMSnfOf8XTQoobnRrP22SlvybktM0M85H7uFROym1sV/Zr2J/dbj2X/veHUKzcVntAmVFzxii+JO8zIuCyzaJnntVye2XTlMMXQd6NZX+WRps/0j85TRiyxuY+EeOaZGTUSfz7mCxjaMStoXvlcIfQdT2ilt8qrmFZRUs/SNq/Pejjm+N+hXnTGW4PtQfzqUW80bOe9jDU8QJ9 DfYwRXmCXZaT4gK84w7fgffAx+BR8/k0Nltqc+/hrBV9+AcDHpi0=</latexit>
Example
<latexit sha1_base64="REmpm5yHLP40D6Oy3LxUb2zI774=">AAADA3ichVFNT9tAEH1xSwmUtgGOvVhElcIBy05RCIdISP1QL5Wo1AASoWjtbBwr/pK9iZR GufZv8Ad6qnrtsdf2DL+lB543phJFFWutZ/bNm7czO24aBrmy7cuK8eDh0qPl6srq47UnT5/V1jeO8mScebLrJWGSnbgil2EQy64KVChP0kyKyA3lsTt6VcSPJzLLgyT+qKapPIuEHweDwBOK0HltP/o0azjb80YvEmroDmb5fLvn9RNlJotAx7bsVlNDO45jtdovOzu2tde0z2t1hvQy7zpO6dRRrsOkdoUe+kjgYYwIEjEU/RA COb9TOLCREjvDjFhGL9BxiTlWmTsmS5IhiI7493k6LdGY50Iz19kebwm5M2aaeMH9Viu6ZBe3Svo57R/uzxrz/3vDTCsXFU5pXSquaMX3xBWGZNyXGZXMm1ruzyy6UhigrbsJWF+qkaJP76/Oa0YyYiMdMfFGM31quPo84QvEtF1WULzyjYKpO+7TCm2lVolLRUG9jLZ4fdbDMTv/DvWu021a+5bzYbd+0C7nXcVzbKHBoe7hAO9 wyDI8XOAnfuG38cX4anwzvi+oRqXM2cStZfy4BoYXofA=</latexit>
<latexit sha1_base64="o6R8VhJbEgJ4kAOjsgl9z1g5GAU=">AAADAHichVFNT9tAEH1xaUnoV1qOXKxGSOES2SgqyQEJqVBxQQpSA0gJRWtnE6z4S/YGiUY 59W/wBzihXnvstf0D8Fs48HYxlQqqstZ6Zt+8eTuz46VhkCvHuS5Zzxaev1gsV5Zevnr95m313fuDPJlkvuz6SZhkR57IZRjEsqsCFcqjNJMi8kJ56I0/6fjhmczyIIm/qPNUHkdiFAfDwBeK0En1Y/R1Wl9fm9X7kVCn3nCaz9b6/iBRdnIf2HQbjuMYyG20m61N8z+p1hyNc9lPHbdwaihWJ6neoI8BEviYIIJEDEU/hEDOrwc XDlJix5gSy+gFJi4xwxJzJ2RJMgTRMf8jnnoFGvOsNXOT7fOWkDtjpo1V7s9G0SNb3yrp57S33N8MNvrvDVOjrCs8p/WoWDGKe8QVTsmYlxkVzIda5mfqrhSGaJluAtaXGkT36f/V2WYkIzY2ERs7hjmihmfOZ3yBmLbLCvQrPyjYpuMBrTBWGpW4UBTUy2j167Mejtl9PNSnTne90W64+83aVquYdxkr+IA6h7qBLeyiwzJ8XOA XfuOP9d26tK6sH/dUq1TkLOOfZf28A7DXoVM=</latexit>
Rule 2: IF         THEN               .
<latexit sha1_base64="pFE63+dIn8hoduUmgc/TYVodLDM=">AAACzHichVFLS8NAEJ7GV1tfVY9egkXwVBIRrLeCD7yIFYwt1CKbdBtD82KTFGrp1aNX/Wv 6Wzz47ZoKWqQbNjP7zTffzuzYse8lqWG8F7SFxaXllWKpvLq2vrFZ2dq+S6JMONxyIj8SbZsl3PdCbqVe6vN2LDgLbJ+37MGpjLeGXCReFN6mo5h3A+aGXt9zWKogkfGHStWoGWrps46ZO1XKVzOqfNA99SgihzIKiFNIKXyfGCX4OmSSQTGwLo2BCXieinOaUBm5GVgcDAZ0gL+LUydHQ5ylZqKyHdziYwtk6rSPfaEUbbDlrRx +AvuJ/aQw998bxkpZVjiCtaFYUopXwFN6BGNeZpAzp7XMz5RdpdSnuurGQ32xQmSfzo/OGSIC2EBFdDpXTBcatjoP8QIhrIUK5CtPFXTVcQ+WKcuVSpgrMugJWPn6qAdjNv8OddaxDmsnNfPmqNqo5/Mu0i7t0QGGekwNuqQmynDQ9Au90pt2rWXaWJt8U7VCnrNDv5b2/AX7WZA5</latexit>
<latexit sha1_base64="WBgiAq8waGccYMxplJyycFi9yPg=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwFBKptB6Egg+8CBUaW6mlJOk2huZFkhbaIohXj17 1h+lv8eC3aypokW7YzOw333w7s2OGrhMnqvqekRYWl5ZXsrn86tr6xmZha/smDgaRxXQrcIOoaRoxcx2f6YmTuKwZRszwTJc1zP4pjzeGLIqdwK8no5C1PcP2nZ5jGQmg22FHPSlVlPJRp1BUFVUsedbRUqdI6aoFhQ+6oy4FZNGAPGLkUwLfJYNifC3SSKUQWJsmwCJ4jogzeqA8cgdgMTAMoH38bZxaKerjzDVjkW3hFhc7QqZ M+9gXQtEEm9/K4Mewn9hjgdn/3jARyrzCEawJxZxQvAKe0D0Y8zK9lDmtZX4m7yqhHlVENw7qCwXC+7R+dM4QiYD1RUSmc8G0oWGK8xAv4MPqqIC/8lRBFh13YQ1hmVDxU0UDehEsf33UgzFrf4c66+iHyrGiXZeK1Uo67yzt0h4dYKhlqtIl1VCGhUJe6JXepLo0lh6lp2+qlElzdujXkp6/AAYpkPM=</latexit>
<latexit sha1_base64="DFuiZSZw5QAVJQ/DQaBogNtF1NU=">AAAC+HichVFNSxxBEH2OMdFNTFZz9LJkiQTEoUeXdT0IgknwEjDgRsEV6Rl712Hni57ZhXX Yf5E/kFPwmqPX5E8kv8VDXndGIZFgDz1V/erV66ouP4vCvBDi54wz+2ju8ZP5hdrTZ4vPX9SXlj/l6UgHqhukUaqPfZmrKExUtwiLSB1nWsnYj9SRP9wz8aOx0nmYJofFJFOnsRwkYT8MZEHorO4mqY5Xd3p9LYOy7bZbW+tt19vemJaeK4RYE25rszPt9WqrO8Ld9M7qTWFwrsZ9x6ucJqp1kNZ/oYdzpAgwQgyFBAX9CBI5vxN 4EMiInaIkpumFNq4wRY25I7IUGZLokP8BTycVmvBsNHObHfCWiFszs4HX3O+tok+2uVXRz2lvuC8tNvjvDaVVNhVOaH0qLljFD8QLXJDxUGZcMW9reTjTdFWgj47tJmR9mUVMn8GdzltGNLGhjTTwzjIH1PDtecwXSGi7rMC88q1Cw3Z8TiutVVYlqRQl9TSteX3WwzF7/w71vtPdcLdd72Orudup5j2PFbzCGw51C7vYxwHLCPA Z1/iOH07pfHG+Old/qM5MlfMSfy3n228MyJyF</latexit>
<latexit sha1_base64="/24yg6HHl2N8b4ZpZK4gwB3EROw=">AAADCXichVFNb9QwEH0NBdrlawtHLhErqu0lSspKWw4VlSiIC1IrsbRSU1VO1pu1NnEix1u prfgH/A3+ACfUK0eucIDfwoEXkyJBherImfGbN88znqTKVW3D8PuCd23x+o2bS8udW7fv3L3XXbn/ti7nJpWjtMxLs5+IWuZKy5FVNpf7lZGiSHK5l8yeN/G9Y2lqVeo39qSSh4XItJqoVFhCR91ncaXiQthpMunXa6ubURin49LGVuhpnMuJ7T8JBgOH+bo0RWxUNrVrcdxZ3RwG4fCo2wuD0C3/shO1Tg/t2im7PxBjjBIp5ig goWHp5xCo+R0gQoiK2CHOiBl6ysUl3qHD3DlZkgxBdMZ/xtNBi2qeG83aZae8Jec2zPTxmPulU0zIbm6V9Gvan9ynDsv+e8OZU24qPKFNqLjsFF8Tt5iScVVm0TIvark6s+nKYoIN141ifZVDmj7TPzrbjBhiMxfx8cIxM2ok7nzMF9C0I1bQvPKFgu86HtMKZ6VT0a2ioJ6hbV6f9XDM0b9DveyM1oOnQbQ76G1ttPNewkM8Qp9 DHWILr7DDMlJ8wBd8xTfvvffR++Sd/6Z6C23OA/y1vM+/ACk6pf4=</latexit>
Example
<latexit sha1_base64="cu6T81OpUCTGrYoSoDiYlHejhEo=">AAADA3ichVFNT9tAEH24lK8WGuDIxSKqFA5YNolKckBC4kNckEBqChIBtHY2wYq/ZG+QaJQ rf4M/wAlx7bFXOMNv4cDzYiq1qGKt9cy+efN2ZsdNAj9Ttv0wYnwY/Tg2PjE59enz9MyX0uzcjyzup55senEQp4euyGTgR7KpfBXIwySVInQDeeD2NvL4wblMMz+OvquLRB6Hohv5Hd8TitBpqRGeDCrO0rDSCoU6czuDbLjU8tqxMuOXwJpt1ap1DS07NcupVteWv1lOY+W0VLYtWy/zreMUThnF2otLj2ihjRge+gghEUHRDyC Q8TuCAxsJsWMMiKX0fB2XGGKKuX2yJBmCaI//Lk9HBRrxnGtmOtvjLQF3ykwTX7m3taJLdn6rpJ/RPnH/1Fj3vzcMtHJe4QWtS8VJrbhLXOGMjPcyw4L5Wsv7mXlXCh3UdTc+60s0kvfp/dHZZCQl1tMRE1ua2aWGq8/nfIGItskK8ld+VTB1x21aoa3UKlGhKKiX0uavz3o4Zuffob51mitWw3L2a+X1ejHvCSxgERUOdRXr2ME ey/Bwhd+4w71xaVwbN8btC9UYKXLm8dcyfj0DnA2h+Q==</latexit>
<latexit sha1_base64="GVU73ts30/g5RWEgIDZ3jaB0RKM=">AAADAHichVHLTttAFD2YPni0xZRlN1YjpLCJbIQCXSAhlaJuKlGpKUhJisbOJFjxS/YECay s+A1+oCvEliVb+IH2W7romcFUKhHKWON759xzz9w718+isFCu+2vGmn32/MXLufmFxVev3yzZy2+/F+koD2QrSKM0P/RFIaMwkS0VqkgeZrkUsR/JA3/4UccPTmRehGnyTZ1mshuLQRL2w0AoQkd2M/5R1tfXxvVOLNSx3y+L8Von6KXKSe8D217DdV0DNRvNjc1t8z+ya67GuZxJx6ucGqq1n9q/0UEPKQKMEEMigaIfQaDg14Y HFxmxLkpiOb3QxCXGWGDuiCxJhiA65H/AU7tCE561ZmGyA94ScefMdLDKvWcUfbL1rZJ+QfuH+8xggydvKI2yrvCU1qfivFH8QlzhmIxpmXHFfKhleqbuSqGPLdNNyPoyg+g+g386u4zkxIYm4uCTYQ6o4ZvzCV8goW2xAv3KDwqO6bhHK4yVRiWpFAX1clr9+qyHY/YeD3XSaa03PjS8rxu1na1q3nN4h/eoc6ib2MFn7LOMABe 4wS3urHPrp3VpXd1TrZkqZwX/Lev6L7XDoVU=</latexit>
<latexit sha1_base64="eW6B9NfkXft/ynEpi3uoNBNaac0=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwFBIftB6Egg+8CBUaW6mlbNJtDM2LJC20RRCvHr3 qD9Pf4sEvaypokW7YzOw333w7s2MEjh3FqvqekebmFxaXsrn88srq2nphY/Mm8vuhyXXTd/ywYbCIO7bH9diOHd4IQs5cw+F1o3eaxOsDHka279XiYcBbLrM8u2ubLAZ0220fnByUlCOtXSiqiiqWPO1oqVOkdFX9wgfdUYd8MqlPLnHyKIbvEKMIX5M0UikA1qIxsBCeLeKcHiiP3D5YHAwGtIe/hVMzRT2cE81IZJu4xcEOkSn TLvaFUDTATm7l8CPYT+yRwKx/bxgL5aTCIawBxZxQvAIe0z0YszLdlDmpZXZm0lVMXSqLbmzUFwgk6dP80TlDJATWExGZzgXTgoYhzgO8gAero4LklScKsui4A8uE5ULFSxUZ9ELY5PVRD8as/R3qtKPvK8eKdn1YrJTTeWdpm3ZoD0MtUYUuqYoyTBTyQq/0JtWkkfQoPX1TpUyas0W/lvT8BdNakN4=</latexit> <latexit sha1_base64="rtCnBjQTzyi7/nqIKB9HroulDSo=">AAACz3ichVFLS8NAEJ7GV+uz6tFLsAieSiIW60Eo+MCLUMXYQi2SpNu6NC82abEWxatHr/r L9Ld48Ns1FbRIN2xm9ptvvp3ZcSKPx4lhvGe0qemZ2blsbn5hcWl5Jb+6dhWHPeEyyw29UNQdO2YeD5iV8MRj9Ugw23c8VnO6hzJe6zMR8zC4TAYRa/p2J+Bt7toJoFp0UCoVDeMmXzBg5NLHHTN1CpSuapj/oGtqUUgu9cgnRgEl8D2yKcbXIJMMioA1aQhMwOMqzuiB5pHbA4uBYQPt4t/BqZGiAc5SM1bZLm7xsAUyddrCPlG KDtjyVgY/hv3EvldY598bhkpZVjiAdaCYU4pnwBO6BWNSpp8yR7VMzpRdJdSmsuqGo75IIbJP90fnCBEBrKsiOh0rZgcajjr38QIBrIUK5CuPFHTVcQvWVpYplSBVtKEnYOXrox6M2fw71HHH2inuF83z3UKlnM47Sxu0SdsY6h5V6JSqKEM2+EKv9KZdaHfao/b0TdUyac46/Vra8xcvQ5A8</latexit>
<latexit sha1_base64="4xU1C2W4+qD8TZLNo6MxR4CnkQ8=">AAAC+XichVFLTxNRFP46iJQKUnDpprGRkBDG2welLEia+IgbE0wskFDS3JnelknnlTtTEqj 9GfwBVsatS7f6I/S3uPCb62AixPRO7pxzvnPOd8/DiX0vSYX4UbAWHiw+XCoulx6trD5eK69vHCXRRLuq60Z+pE8cmSjfC1U39VJfncRaycDx1bEzfpn5jy+UTrwo/JBexuoskKPQG3quTAn1yy/CSAebB72hlu5U2G3R2hH2fqM+o9FsiG1hi93WrNcrbR7QUW/1y1VC5lTuK7VcqSI/h1H5J3oYIIKLCQIohEip+5BI+J2iBoG Y2BmmxDQ1z/gVZigxd8IoxQhJdMz/iNZpjoa0M87EZLt8xefVzKzgOe8bw+gwOntVUU8of/FeGWz03xemhjmr8JLSIeOyYXxHPMU5I+ZlBnnkbS3zM7OuUgzRNt14rC82SNan+5fnFT2a2Nh4KnhtIkfkcIx9wQmElF1WkE35lqFiOh5QSiOVYQlzRkk+TZlNn/VwzbW7S72vdOv2vl1736x22vm+i3iKZ9jiUvfQwVscsgwX1/i Kb/hufbRurE/W5z+hViHPeYJ/jvXlN5jTnLU=</latexit>
<latexit sha1_base64="kqFzoSaaCqhSieBTp+VdX9+7J4U=">AAADDHichVHLbtQwFD0Nr3Z4DbBkEzGimi6IMpQy7aJSxUtskIrE0Ep1VTkZT8aaxIkcT6VS8Q38Bj /ACrFlyZbHt7DgxKRIUKE6cu71uece3+ubVLmuXRx/XwjOnb9w8dLiUufylavXrndv3Hxdl3ObqlFa5qXdTWStcm3UyGmXq93KKlkkudpJZo+b+M6hsrUuzSt3VKn9QmZGT3QqHaGD7iNRaVFIN00m/XpleXMtGq6JdFw64aSZilxNXP/eahQ/9GBoSlsIq7OpWxGis7y5Gg03Drq9OIr9Ck87g9bpoV3bZfcHBMYokWKOAgoGjn4OiZrfHgaIURHbx zExS0/7uMJbdJg7J0uRIYnO+M942mtRw3OjWfvslLfk3JaZIe5yP/OKCdnNrYp+TfuT+43Hsv/ecOyVmwqPaBMqLnnFF8QdpmSclVm0zJNazs5sunKYYN13o1lf5ZGmz/SPzhNGLLGZj4R46pkZNRJ/PuQLGNoRK2he+UQh9B2PaaW3yquYVlFSz9I2r896OObBv0M97YzuRxvR4OWD3tZ6O+9F3MYd9DnUIbbwHNssI8V7fMFXfAveBR+Cj8Gn39Rgo c25hb9W8PkXRyumug==</latexit>
Example
<latexit sha1_base64="x9fmF4Az1EUMmB5m7r2wD5liOOY=">AAADA3ichVFNT9tAEH24HyT0K8CxF6tRpeSAZUMD5BApEm3VCxKVGkAiKVo7m2DFX7I3SGm UK3+DP8AJ9dpjr+VMfwuHPi9OpRYh1lrP7Js3b2d23CTwM2Xb1wvGo8dPni6WykvPnr94+aqyvLKfxePUkx0vDuL00BWZDPxIdpSvAnmYpFKEbiAP3NFOHj84lWnmx9EXNUlkLxTDyB/4nlCEjivN8Ou05tRntW4o1Ik7mGazetfrx8qMbwMt27Ibmxpaczatht1ordlWc2P9uFJlSC/zruMUThXF2osrv9FFHzE8jBFCIoKiH0A g43cEBzYSYj1MiaX0fB2XmGGJuWOyJBmC6Ij/IU9HBRrxnGtmOtvjLQF3ykwTb7k/akWX7PxWST+jveH+prHhvTdMtXJe4YTWpWJZK+4SVzgh46HMsGDOa3k4M+9KYYBt3Y3P+hKN5H16f3XeM5ISG+mIiQ+aOaSGq8+nfIGItsMK8leeK5i64z6t0FZqlahQFNRLafPXZz0cs/P/UO86nXWraTmf31Xb28W8S3iNN6hxqFto4xP 2WIaHc/zEL1wZZ8aFcWl8v6UaC0XOKv5Zxo8/lK6h9g==</latexit>
<latexit sha1_base64="b8iiEoNfsPByghGs8KOXyDxL0rA=">AAADAHichVHLTttAFD2Y0iaUtgaWbKxGSGFj2YBCWFSKxEPdIKVS0yARisbOJFjxS/YEiUZ Z8Rv8ACvUbZfdtj9Av6WLHg+mUokqxhrfe8+998x9eGkY5Mpx7uaM+WcLz19Uqosvl169fmMur3zKk3Hmy46fhEl27IlchkEsOypQoTxOMykiL5Rdb7RX+LsXMsuDJP6oLlN5GolhHAwCXyhCZ2Yj+jypb25M671IqHNvMMmnGz2/nygruXe8c+ztLUdDrt3cadBuOo0zs+bYjj7WrOKWSg3laSfmL/TQRwIfY0SQiKGohxDI+Z3 AhYOU2CkmxDJqgfZLTLHI3DGjJCME0RH/Q1onJRrTLjhzne3zlZA3Y6aFdd5DzegxunhVUs8pf/N+0djwvy9MNHNR4SWlR8aqZjwirnDOiKcyozLyoZanM4uuFAZo6m4C1pdqpOjT/8uzT09GbKQ9Fg505JAcnrYvOIGYssMKiik/MFi64z6l0FJqlrhkFOTLKIvpsx6u2X281Fmls2nv2u6H7VqrWe67gjW8RZ1L3UEL79FmGT6 u8R0/8NO4Mm6MW+PrfagxV+as4p9jfPsDrGuhUQ==</latexit>
<latexit sha1_base64="rtCnBjQTzyi7/nqIKB9HroulDSo=">AAACz3ichVFLS8NAEJ7GV+uz6tFLsAieSiIW60Eo+MCLUMXYQi2SpNu6NC82abEWxatHr/r L9Ld48Ns1FbRIN2xm9ptvvp3ZcSKPx4lhvGe0qemZ2blsbn5hcWl5Jb+6dhWHPeEyyw29UNQdO2YeD5iV8MRj9Ugw23c8VnO6hzJe6zMR8zC4TAYRa/p2J+Bt7toJoFp0UCoVDeMmXzBg5NLHHTN1CpSuapj/oGtqUUgu9cgnRgEl8D2yKcbXIJMMioA1aQhMwOMqzuiB5pHbA4uBYQPt4t/BqZGiAc5SM1bZLm7xsAUyddrCPlG KDtjyVgY/hv3EvldY598bhkpZVjiAdaCYU4pnwBO6BWNSpp8yR7VMzpRdJdSmsuqGo75IIbJP90fnCBEBrKsiOh0rZgcajjr38QIBrIUK5CuPFHTVcQvWVpYplSBVtKEnYOXrox6M2fw71HHH2inuF83z3UKlnM47Sxu0SdsY6h5V6JSqKEM2+EKv9KZdaHfao/b0TdUyac46/Vra8xcvQ5A8</latexit><latexit sha1_base64="n1MU4lk8vVSao1Ul1NlYBO7Eim8=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwFBKp2B6Egg+8CBUaW6mlbNJtDM2LJC20RRCvHr3 qD9Pf4sEvaypokW7YzOw333w7s2MEjh3FqvqekRYWl5ZXsrn86tr6xmZha/sm8gehyXXTd/ywabCIO7bH9diOHd4MQs5cw+ENo3+axBtDHka279XjUcDbLrM8u2ebLAZ0e98pnZQqSumoUyiqiiqWPOtoqVOkdNX8wgfdUZd8MmlALnHyKIbvEKMIX4s0UikA1qYJsBCeLeKcHiiP3AFYHAwGtI+/hVMrRT2cE81IZJu4xcEOkSn TPvaFUDTATm7l8CPYT+yxwKx/b5gI5aTCEawBxZxQvAIe0z0Y8zLdlDmtZX5m0lVMPSqLbmzUFwgk6dP80TlDJATWFxGZzgXTgoYhzkO8gAero4LklacKsui4C8uE5ULFSxUZ9ELY5PVRD8as/R3qrKMfKhVFuy4Vq+V03lnapT06wFCPqUqXVEMZJgp5oVd6k+rSWHqUnr6pUibN2aFfS3r+AukGkOc=</latexit>
Rule 1: IF                       THEN                   .
<latexit sha1_base64="veLmbiQ5TvJK1TsrWxCsZbqobAI=">AAAC03ichVFLS8NAEJ7GV1tfVY9egkXwYkikYD0IBR94ESqYtlBLSdJtDc2LTVqo1Yt49eh Vf5f+Fg9+u6aCFumGzcx+8823Mzt25LlxouvvGWVufmFxKZvLL6+srq0XNjZrcTjgDjOd0At5w7Zi5rkBMxM38Vgj4szybY/V7f6JiNeHjMduGFwno4i1fKsXuF3XsRJAzWFbP94/MAytXGoXirqmy6VOO0bqFCld1bDwQTfUoZAcGpBPjAJK4HtkUYyvSQbpFAFr0RgYh+fKOKMHyiN3ABYDwwLax7+HUzNFA5yFZiyzHdziYXN kqrSLfS4VbbDFrQx+DPuJfSex3r83jKWyqHAEa0MxJxUvgSd0C8asTD9lTmqZnSm6SqhLZdmNi/oiiYg+nR+dU0Q4sL6MqHQmmT1o2PI8xAsEsCYqEK88UVBlxx1YS1omVYJU0YIehxWvj3owZuPvUKcd80A70oyrUrFSTuedpW3aoT0M9ZAqdEFVlCHG8kKv9KbUlHvlUXn6piqZNGeLfi3l+Qsh2ZFc</latexit>
<latexit sha1_base64="5+N3PxTiCiUq3e+HgzPQoJ/EIAw=">AAAC0HichVFLS8NAEJ7GV1tfVY9egkXwYkhEtB6Egg+8CBWNLdQim3QbQ/MiSQu1iHj16FX /mP4WD367poIW6YbNzH7zzbczO1bkuUmq6+85ZWp6ZnYuXyjOLywuLZdWVq+TsBfb3LRDL4wbFku45wbcTN3U440o5sy3PF63ukciXu/zOHHD4CodRLzlMydwO67NUkCN8HDbMLS9ym2prGu6XOq4Y2ROmbJVC0sfdENtCsmmHvnEKaAUvkeMEnxNMkinCFiLhsBieK6Mc3qgInJ7YHEwGNAu/g5OzQwNcBaaicy2cYuHHSNTpU3 sU6logS1u5fAT2E/se4k5/94wlMqiwgGsBcWCVDwHntIdGJMy/Yw5qmVypugqpQ5VZDcu6oskIvq0f3SOEYmBdWVEpRPJdKBhyXMfLxDAmqhAvPJIQZUdt2GZtFyqBJkig14MK14f9WDMxt+hjjvmjnagGRe75Wolm3ee1mmDtjDUfarSGdVQhhjmC73Sm3KpDJRH5embquSynDX6tZTnL84/kHg=</latexit>
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Rule 2: IF                     AND                 THEN                  .
<latexit sha1_base64="GfxxvqSGK+jZuruDx3suJa4QHKg=">AAAC03ichVFLS8NAEJ7GV1tfVY9egkXwYkisaD0IBR94ESqYtlBLSdJtDM2LJC3U6kW8evS qv0t/iwe/XVNBi3TDZma/+ebbmR0zdJ04UdX3jDQzOze/kM3lF5eWV1YLa+u1OOhHFtOtwA2ihmnEzHV8pidO4rJGGDHDM11WN3snPF4fsCh2Av86GYas5Rm273Qdy0gANbvt0vFu6UBT1HK7UFQVVSx50tFSp0jpqgaFD7qhDgVkUZ88YuRTAt8lg2J8TdJIpRBYi0bAIniOiDN6oDxy+2AxMAygPfxtnJop6uPMNWORbeEWFzt Cpkzb2OdC0QSb38rgx7Cf2HcCs/+9YSSUeYVDWBOKOaF4CTyhWzCmZXopc1zL9EzeVUJdKotuHNQXCoT3af3onCISAeuJiExngmlDwxTnAV7Ah9VRAX/lsYIsOu7AGsIyoeKnigb0Ilj++qgHY9b+DnXS0feUI0W72i9Wyum8s7RJW7SDoR5ShS6oijL4WF7old6kmnQvPUpP31Qpk+Zs0K8lPX8BBwuRUQ==</latexit> <latexit sha1_base64="hfNXGN8Djsfh3z3j6uUng4euKfg=">AAAC0HichVFLS8NAEJ7GV1tfVY9egkXwFJJSbD0IBR94ESoaW6hFNum2huZFkhZqEfHq0av +Mf0tHvx2TQUt0g2bmf3mm29ndqzQdeJE198zytz8wuJSNpdfXlldWy9sbF7HwSCyuWkHbhA1LRZz1/G5mTiJy5thxJlnubxh9Y9EvDHkUewE/lUyCnnbYz3f6To2SwA1w8NSeV8rVW4LRV3T5VKnHSN1ipSuelD4oBvqUEA2DcgjTj4l8F1iFONrkUE6hcDaNAYWwXNknNMD5ZE7AIuDwYD28e/h1EpRH2ehGctsG7e42BEyVdr FPpWKFtjiVg4/hv3EvpdY798bxlJZVDiCtaCYk4rnwBO6A2NWppcyJ7XMzhRdJdSlquzGQX2hRESf9o/OMSIRsL6MqHQimT1oWPI8xAv4sCYqEK88UVBlxx1YJi2XKn6qyKAXwYrXRz0Ys/F3qNOOWdIONOOiXKxV03lnaZt2aA9DrVCNzqiOMsQwX+iV3pRLZaQ8Kk/fVCWT5mzRr6U8fwHkA5CB</latexit>
<latexit sha1_base64="ObgNpS0+xGNkymSPWTcS67BwgKw=">AAAC0HichVFLS8NAEJ7GV+uz6tFLsAheDIkWrAeh4AMvQkVjC7VIkm5jaF5s0kItIl49etU /pr/Fg9+uqaBFumEzs9988+3Mjh37XpLq+ntOmZqemZ3LF+YXFpeWV4qra9dJ1OMOM53Ij3jDthLmeyEzUy/1WSPmzApsn9Xt7pGI1/uMJ14UXqWDmLUCyw29judYKaBGdLhjlDVj77ZY0jVdLnXcMTKnRNmqRcUPuqE2ReRQjwJiFFIK3yeLEnxNMkinGFiLhsA4PE/GGT3QPHJ7YDEwLKBd/F2cmhka4iw0E5nt4BYfmyNTpS3 sU6logy1uZfAT2E/se4m5/94wlMqiwgGsDcWCVDwHntIdGJMyg4w5qmVypugqpQ5VZDce6oslIvp0fnSOEeHAujKi0olkutCw5bmPFwhhTVQgXnmkoMqO27CWtEyqhJmiBT0OK14f9WDMxt+hjjvmrnagGRflUrWSzTtPG7RJ2xjqPlXpjGooQwzzhV7pTblUBsqj8vRNVXJZzjr9WsrzF72AkHE=</latexit>
Rule 2: IF         THEN               .
<latexit sha1_base64="pFE63+dIn8hoduUmgc/TYVodLDM=">AAACzHichVFLS8NAEJ7GV1tfVY9egkXwVBIRrLeCD7yIFYwt1CKbdBtD82KTFGrp1aNX/Wv 6Wzz47ZoKWqQbNjP7zTffzuzYse8lqWG8F7SFxaXllWKpvLq2vrFZ2dq+S6JMONxyIj8SbZsl3PdCbqVe6vN2LDgLbJ+37MGpjLeGXCReFN6mo5h3A+aGXt9zWKogkfGHStWoGWrps46ZO1XKVzOqfNA99SgihzIKiFNIKXyfGCX4OmSSQTGwLo2BCXieinOaUBm5GVgcDAZ0gL+LUydHQ5ylZqKyHdziYwtk6rSPfaEUbbDlrRx +AvuJ/aQw998bxkpZVjiCtaFYUopXwFN6BGNeZpAzp7XMz5RdpdSnuurGQ32xQmSfzo/OGSIC2EBFdDpXTBcatjoP8QIhrIUK5CtPFXTVcQ+WKcuVSpgrMugJWPn6qAdjNv8OddaxDmsnNfPmqNqo5/Mu0i7t0QGGekwNuqQmynDQ9Au90pt2rWXaWJt8U7VCnrNDv5b2/AX7WZA5</latexit>
<latexit sha1_base64="VA37LoCQ9AxCVqwsGOcnS86COXU=">AAACz3ichVFLS8NAEJ7GV1tfVY9egkXwFBIpbT0IBR94EaoYW6hFNum2huZFkhZrUbx69Kq /TH+LB79dU0GLuGEzs9988+3MjhW6Tpzo+ltGmZmdm1/I5vKLS8srq4W19cs4GEQ2N+3ADaKmxWLuOj43EydxeTOMOPMslzes/oGIN4Y8ip3Av0hGIW97rOc7XcdmCaBGsF/WyqXKdaGoa7pc6rRjpE6R0lUPCu90RR0KyKYBecTJpwS+S4xifC0ySKcQWJvGwCJ4joxzuqc8cgdgcTAY0D7+PZxaKerjLDRjmW3jFhc7QqZK29j HUtECW9zK4cewH9h3Euv9ecNYKosKR7AWFHNS8RR4Qjdg/JfppcxJLf9niq4S6lJVduOgvlAiok/7W+cQkQhYX0ZUOpLMHjQseR7iBXxYExWIV54oqLLjDiyTlksVP1Vk0ItgxeujHozZ+D3Uacfc1fY046xUrFXTeWdpk7ZoB0OtUI1OqI4yRIPP9EKvyrlyqzwoj19UJZPmbNCPpTx9Akv8kEg=</latexit>
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Rule 1: IF                        THEN                    .
<latexit sha1_base64="dq9GlqvOscGutbm70nVIUaJXuhc=">AAAC1HichVFLS8NAEJ7GV1tfVY9egkXwYkhspfUgFHzgRahgbKEtJUnXdmleJGmhlp7Eq0e v+rf0t3jwy5oKWqQbNjP7zTffzuyYvs3DSFXfU9LC4tLySjqTXV1b39jMbW3fhd4gsJhuebYX1E0jZDZ3mR7xyGZ1P2CGY9qsZvbP4nhtyIKQe+5tNPJZyzG6Lr/nlhEBavbaxdPDglpQjkvldi6vKqpY8qyjJU6eklX1ch/UpA55ZNGAHGLkUgTfJoNCfA3SSCUfWIvGwAJ4XMQZTSiL3AFYDAwDaB//Lk6NBHVxjjVDkW3hFhs 7QKZM+9iXQtEEO76VwQ9hP7EfBNb994axUI4rHMGaUMwIxWvgEfXAmJfpJMxpLfMz464iuqey6IajPl8gcZ/Wj845IgGwvojIdCGYXWiY4jzEC7iwOiqIX3mqIIuOO7CGsEyouImiAb0ANn591IMxa3+HOuvoR8qJot0U85VyMu807dIeHWCoJarQFVVRhoU2XuiV3qSaNJEepadvqpRKcnbo15KevwC8z5GW</latexit>
<latexit sha1_base64="YyyB0OytsDcQ7iwRlbmRfcgyY4s=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwYkjEaj0IBR94ESo0tlKLJOk2huZFsi20RRCvHr3 qD9Pf4sEvaypokW7YzOw333w7s2OGrhNzVX3PSDOzc/ML2Vx+cWl5ZbWwtn4dB73IYroVuEHUMI2YuY7PdO5wlzXCiBme6bK62T1J4vU+i2In8Gt8ELKWZ9i+03EsgwO6CY53tQOlpJbuCkVVUcWSJx0tdYqUrmpQ+KBbalNAFvXII0Y+cfguGRTja5JGKoXAWjQCFsFzRJzRA+WR2wOLgWEA7eJv49RMUR/nRDMW2RZucbEjZMq 0jX0uFE2wk1sZ/Bj2E3soMPvfG0ZCOalwAGtCMScUL4FzugdjWqaXMse1TM9MuuLUobLoxkF9oUCSPq0fnVNEImBdEZHpTDBtaJji3McL+LA6Kkheeawgi47bsIawTKj4qaIBvQg2eX3UgzFrf4c66eh7ypGiXe0XK+V03lnapC3awVAPqUIXVEUZFgp5oVd6k2rSUHqUnr6pUibN2aBfS3r+AmtXkLM=</latexit>
Rule 2: IF                      THEN                .
<latexit sha1_base64="y+Y1Q9OzMCGbJyB8jElvvIL2ztA=">AAAC0XichVFLS8NAEJ7GV1tfVY9egkXwYkiqYHsQCj7wIlRobKUWSdJtXJoXSVpoiyBePXr VH6a/xYNf1lTQIt2wmdlvvvl2ZscMHB7FqvqekebmFxaXsrn88srq2nphY/M68vuhxXTLd/ywaRoRc7jH9JjHDmsGITNc02ENs3eSxBsDFkbc9+rxMGBt17A93uWWEQO6CY73S1pFOVDvCkVVUcWSpx0tdYqUrppf+KBb6pBPFvXJJUYexfAdMijC1yKNVAqAtWkMLITHRZzRA+WR2weLgWEA7eFv49RKUQ/nRDMS2RZucbBDZMq 0i30uFE2wk1sZ/Aj2E3skMPvfG8ZCOalwCGtCMScUL4HHdA/GrEw3ZU5qmZ2ZdBVTl8qiG476AoEkfVo/OqeIhMB6IiLTmWDa0DDFeYAX8GB1VJC88kRBFh13YA1hmVDxUkUDeiFs8vqoB2PW/g512tFLSkXRrg6L1XI67yxt0w7tYahHVKULqqEMC4W80Cu9SXVpJD1KT99UKZPmbNGvJT1/AWkBkLI=</latexit>
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(b) FGPRL
Fig. 5. Comparison of the fuzzy policies produced by FPSRL and FGPRL for the IB. Although both policies have similar fitness values
(5a: -5700, 5b: -5635), their complexity is very different. The FGPRL policy only involves the minimum number of state variables
required to yield adequate performance, meaning that the fuzzy controller is substantially more interpretable.
Experiments using the standard CP RL benchmark showed that FPSRL has a significant advantage when no feature
selection is necessary and the number of rules required can be easily determined by simply testing a few different
options. In this case, FGPRL’s significantly wide search space is a drawback and it was far less likely to converge to a
Manuscript submitted to ACM
Generating Interpretable Fuzzy Controllers using PSO and GP 13
solution with similar performance to that produced by FPSRL when using a similar number of fitness value calculations.
However, FGPRL was occasionally able to produce high-performance solutions for the CP benchmark.
Experiments using the IB, a benchmark that mimics real industrial systems like gas or wind turbines, yielded
significant advantage for FGPRL over FPSRL. This benchmark has a high-dimensional state space, a multidimensional
action space, stochastic and delayed effects, and a reward function with multiple criteria. Applying feature selection to
FPSRL and manually testing different fuzzy policy structures did not yield satisfactory performance for low complexity
solutions. In contrast, FGPRL was able to find high-quality interpretable solutions of low complexity with a similar
number of fitness value calculations.
These results indicate that FGPRL is better than FPSRL at creating interpretable fuzzy policies autonomously from
existing transition samples.
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