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PrefaceThis book provides an up-to-date account of exciting developments in thin
lm inorganic photovoltaic (PV) solar energy. For many years the thin lm PV
market was led by amorphous silicon and showed the potential for thin lm
products on glass substrates. This has grown rapidly over the past 10 years
with new thin lm PV materials going to large volume manufacture such as
the polycrystalline thin lm PV materials, cadmium telluride and copper
indium diselenide. Amorphous silicon has also undergone a transformation
with more stable and more efficient multi-junction cells.
The book is very timely because thin lm PV is established in the market
for large-scale solar energy production but is still small, and arguably in its
infancy, compared with the predominant crystalline silicon PV module
products. This has generated a wealth of research over the past 10 years to
nd solutions to challenges such as achieving higher conversion efficiency,
greater long-term stability and reduction in manufacturing costs. The latter
turns out to be important for materials research as some of the materials
currently used in thin lm PVmight become in short supply in the future and
are subject to commodity price uctuations. For this reason the introduction,
Chapter 1, includes an overview of techno-economic considerations that
provide a context for the materials challenges covered in this book. The
contents give an up-to-date summary of the latest research but also examine
some of the fundamental considerations that underpin the technology. The
fundamental considerations in thin lm PV are covered in Chapter 2 and
each of the remaining chapters develops different aspects of these under-
pinning considerations. The chapters on absorber materials (Chapters 3, 5, 6
and 7) cover materials systems from thin lm silicon through to multi-
junction III–V devices. There are also chapters common to assisting all the
thin lm PV materials systems meeting the challenges such as transparent
conducting oxides, where in Chapter 4 we have an account of the pioneeringRSC Energy and Environment Series No. 12
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vi Prefacework carried out at the US National Renewable Energy Laboratory (NREL) in
Colorado, while in Chapters 8 and 9, the topics of light capture and photon
management are covered. This makes a truly exciting combination of
material for anyone who is studying or has interest in the application of thin
lm PV.
Each chapter provides a coherent and authoritative account of the topics
covered. Together they provide a stimulating view of new possibilities in thin
lm PV to meet the challenges of increasing the adoption of PV solar energy
and reducing our carbon emissions from the use of fossil fuels. These
challenges include the need for both high beginning-of-life efficiency and
stable long-term performance. This directly impacts the levelised cost of
electricity and the carbon impact. In the long term, with the expected growth
in thin lm PV production, we must look to improving sustainability through
the choice of abundant materials and minimising the use of materials
through greater efficiency of utilisation both within the device and in
manufacturing.
The idea for this book came from the excellent research collaboration in
the UK on thin lm PV under the Research Councils UK Energy Programme,
PV SUPERGEN. This project ran for a total of eight years from 2004 to 2012
and brought together many inspiring ideas that could potentially transform
thin lm PV production. As with all research projects there is always so much
more that could be done and new materials to explore, but the legacy of this
research are the research teams that have built on these early successes.
Many of the chapters of this book are authored by members of the PV
SUPERGEN collaboration and I extend my gratitude to all of the 50 plus
researchers who have contributed to this research. The thin lm PV research
community is the richer and stronger from this formative collaboration and I
hope this book will be an inspiration to all those who are interested in the
topic.
Stuart J. C. Irvine
Editor
Centre for Solar Energy Research, OpTIC Centre,
Glyndwr University, St Asaph, North Wales, UK
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Introduction and
Techno-economic BackgroundSTUART J. C. IRVINE*a AND CHIARA CANDELISEb
aCentre for Solar Energy Research, OpTIC, Glyndŵr University, St Asaph
Business Park, St Asaph LL17 0JD, UK; bImperial Centre for Energy Policy
and Technology (ICEPT), Imperial College London, 14 Princes Gardens,
London SW7 1NA, UK
*E-mail: s.irvine@glyndwr.ac.uk1.1 Potential for PV Energy Generation as Part
of a Renewable Energy Mix
Climate change became one of the major drivers for changing the balance of
energy generation and supply in the latter part of the 20th century and the
beginning of the 21st century. The increase in carbon dioxide (CO2)
concentration in the atmosphere over the past century to a gure
approaching 400 parts per million (ppm) is taking it closer to the historical
450 ppm concentration where there was virtually no ice on the planet. The
Intergovernmental Panel on Climate Change (IPCC) has set a maximum
increase in global temperature of 2 C which Hansen et al.1 argue can only be
achieved if atmospheric CO2 falls to 350 ppm to avoid irreversible loss of the
ice sheet. Meinshausen et al.2 put a gure on cumulative CO2 emissions into
the atmosphere of 1000 Gt between 2000 and 2050 would yield a 25%
probability of exceeding the 2 C threshold in global warming.
The world electricity supply is heavily dependent on coal, gas and oil,
accounting for 62% of the total for Organisation for Economic Co-operation
and Development (OECD) countries in the period January to April 2012,RSC Energy and Environment Series No. 12
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2 Chapter 1according to the International Energy Agency (IEA).3 In the same period the
balance was made up of 19% nuclear, 14% hydro and a mere 5% for other
renewable energy such as wind, solar and geothermal. However, this small
contribution from renewable energy has been increasing and was up by 1%
on the same period the previous year. Vries et al.4 have analysed the potential
mix of wind, solar and biomass (WSB) to 2050 and concluded that this could
be achieved at an energy cost of 10 US cents per kWh of energy, displacing
fossil fuel electricity generation.
Although the annual growth of the photovoltaic (PV) sector has been in the
range of 30 to 40% over the past 20 years, it is still at an early stage of
potential development both in terms of capacity and price. A number of
different scenarios exist to predict the future renewable energy mix that will
displace combustion of fossil fuels.5 For example, the World Business
Council for Sustainable Development (WBCSD) predicts 50% electricity
generated from renewable energy sources by 2050 with 15% generated by
solar PV.6 Other scenarios give a range for renewable energy generation from
31% from the IEA to a number of studies predicting 50%, including the
German Advisory Council on Climate Change, Greenpeace and Shell’s
sustainable development plan. All the scenarios consider PV solar energy to
be a signicant part of the energy mix though the extent of penetration into
the energy mix changes according to the different scenarios. Looking beyond
2050 the proportion of renewable energy and in particular PV solar energy
will continue to grow and the German Solar Industry Association predicts
that the proportion of PV solar electricity generation will increase to over 50%
of the mix by the end of the century. In a separate study by Fthenakis et al.7
which looked at the potential for combined PV and concentrator solar power
(CSP) in the USA, it was predicted that all the electrical energy could be
produced from the Sun combined with compressed air energy storage.
In 2011 over 25 GW of PV was installed worldwide, taking the cumulated
PV installations to over 50 GW. Most of these installations are based on
crystalline silicon (c-Si), but the share of thin lm PV has grown over the past
decade and currently stands at between 10 and 15%.
In terms of climate change there is a carbon cost in manufacture based on
the dependence of electricity used in PV module manufacture on fossil fuel
sources. The melting of silicon to form the c-Si requires a temperature of over
1400 C. In contrast, thin lm PV uses processing temperatures below 600 C
and therefore will require less energy. Pehnt8 carried out a lifecycle analysis
of c-Si PV module manufacture. With the current German energy mix, where
there is 566 g of CO2 per kWh of electricity, this leads to an emission of 100 g
of CO2 equivalent per kWh of electricity generated over the lifetime of the PV
module. As the proportion of non-fossil fuel energy sources in the energy mix
increases this could be halved to 50 g of CO2 equivalent per kWh. This
compares with around 10 g of CO2 equivalent per kWh for onshore wind and
1.5 MW hydropower. Other factors that will reduce this carbon emission are
the efficiency of solar energy conversion and processing temperatures. Thin
lm PV is currently less efficient than c-Si, roughly 10% compared with 15%
Figure 1.1 Lifecycle emissions (g CO2 equivalent per kWh) from different types of
silicon modules compared with thin lm CdTe for: Case 1 – the
current geographically specic production of Si; Case 2 – emissions
for upstream electricity used in production in Europe; and Case 3 –
emissions for equivalent production in the USA (aer Fthenakis et al.7).
Introduction and Techno-economic Background 3but the process energy per square metre is less, which leads to an overall
reduction in CO2 emission. Fthenakis et al.7 estimated that less than 20 g CO2
equivalent per kWh was emitted for 9% efficient cadmium telluride modules.
Figure 1.1 illustrates that cadmium telluride (CdTe) thin lm PV is very
competitive in terms of environmental emissions compared with other
technologies. Recent improvements in efficiency in thin lm CdTe modules
to more than 12% would reduce carbon emissions to less than 15 g CO2
equivalent per kWh. From these estimates it is clear that the adoption of thin
lm PV modules will make an impact on reducing carbon emissions in PV
module manufacture.
In this book we examine the materials challenges for inorganic thin lm
PV that will inuence both the environmental impact and the economic
payback, as discussed later in this chapter.1.2 Historical Development of Thin Film PV
Observation of the photovoltaic effect goes back to Becquerel, rst published
in 1839.9 However, practical devices were only realised with the development
of high purity silicon for semiconductor devices and the rst demonstration
of a silicon PV cell at Bell Labs in 1954.10 The initial devices had a conversion
efficiency of 6%, but this rapidly improved and established silicon solar cells
as a source of power for the early satellites. By 1980 c-Si cells had reached
16% AM1.5 (air mass) efficiency and have continued to improve to the
present day with record efficiency of 25%.11
Although the global PV market is dominated by c-Si, there has been rapid
growth of other PV cell and module technologies that offer a very wide choice
of PV materials, each with its potential advantages and disadvantages
4 Chapter 1compared with the silicon benchmark. For c-Si, the development of cast
multi-crystalline silicon has provided a cheaper alternative to single crystal
silicon with only a small penalty in loss of efficiency. By 2004multi-crystalline
silicon single cell record efficiency had exceeded 20%.12
The earliest thin lm PV dates back to the late 1960s with the emergence of
amorphous silicon (a-Si) on glass substrates as a much cheaper and lower
energy option than the crystalline silicon cells.13,14 The rst a-Si solar cell
reports date back to 197615 but have never achieved the efficiency of the c-Si
counterparts. This is discussed in more detail regarding the fundamental
properties in Chapter 2 and in further detail in Chapter 3. In many respects,
the history of a-Si has established a cheaper alternative to c-Si and led the way
for the emergence of other thin lm materials. The techno-economic trade-
off between cost of manufacture and module efficiency is discussed later in
this chapter and provides a context for the remainder of the book. Single
junction a-Si cells have now achieved over 10% stabilised efficiency16 and
over 12% when combined in a tandem cell with a micro-crystalline junc-
tion.17 Early applications of a-Si solar cells were seen in consumer products
where the low cost and monolithic integration were important but longer
term stability was not as important as for larger scale power applications.
Monolithic integration of a-Si onto glass has enabled a range of architectural
applications to be explored that would have been difficult or impossible to
achieve with c-Si.
The origins of CdTe PV cells goes back to a Cu2Te/CdTe cell reported in
1976 by Cusano.18 This sparked a rapid increase in the possibilities for
compound semiconductor thin lm PV that included, around the same
time, the rst interest in the Chalcopyrite structure of copper indium
diselenide (CIS) with the work of Wagner et al.19 on single crystal material
and Kazmerski et al.20 on thin lm PV. Further developments on CIS thin
lm PV led to alloying with gallium to form CIGS where indium can be
substituted with gallium to change the bandgap of the absorber. For both
CIGS and CdTe cells the absorber is p-type and the preferred n-type
heterojunction material has become cadmium sulphide. Although early
commercialisation of thin lm PV was with a-Si, the more complex
polycrystalline chalcogenides have shown the potential to achieve higher
module efficiencies and good long-term stability. Large-scale thin lm
module manufacture of CdTe and CIGS modules has been demonstrated
by First Solar and Solar Frontier, respectively. The signicance of
manufacturing volume in the cost of module manufacture is discussed in
Section 1.4 along with the signicance of continual improvements of
module conversion efficiency.
The past 20 years have seen the development of many alternative materials
and designs for PV solar cells suitable for a range of different applications.
The drive for low cost materials and low temperature processing has gener-
ated a huge amount of research in dye sensitised solar cells (DSC) and
organic photovoltaics. The DSC owes its origins to photoelectrochemical
cells and the origins of this go back to Becquerel.9 The principal of these
Figure 1.2 Schematic of a dye sensitised solar cell where an incident photon will
excite an electron in an absorbing dye molecule which is attached to
the surface of a TiO2 particle that can then pass into the transparent
conducting oxide (TCO). The charge neutrality of the dye is restored
through the iodide redox process at the back contact.
Introduction and Techno-economic Background 5cells21 is the release of an electron from a suitable dye such as ruthenium
organometallics into the conduction band of anatase TiO2. The dye is
regenerated from the counter electrode with an iodide redox couple and is
shown schematically in Figure 1.2. The highest efficiency achieved for
laboratory cells is achieved 11%.22 Commercial exploitation of this highly
manufacturable process has been demonstrated by G24i Power amongst
others. In the case of G24i Power the DSC is deposited onto a plastic sheet in
a roll to roll process. These cells perform particularly well under low light
intensity and are being marketed for consumer products.
A further development of organic semiconductors as an alternative to their
inorganic counterparts was the formation of polymer blends that can sepa-
rate the excitons formed when light is absorbed in organic semiconductors.23
This is essentially a room temperature process and represents a very low
carbon footprint. The excitons are strongly bound so separation of the
electron–hole pair is not as easy as with inorganic semiconductors and can
only occur at the interfaces. This is made more difficult by the short excitonic
diffusion length which is around 10 nm. Hence the success of polymer
blends which create a large interface area between the electron donor and
electron acceptor polymers to improve collection efficiency. These cells have
shown rapid progress over the past 10 years with only 3% efficient cells in
2002 rising to 10% in 2012.11 These cells are still very much in the research
phase, but are likely to be part of the PV materials mix in future generations
of PV device applications.
The highest efficiency PV devices are based on III–-V epitaxial materials.
The highest efficiency single junction cell is not c-Si, as one might expect,
but GaAs with a world record efficiency of 28.3%,11 not too far off the
Shockley–Queisser limit described in Chapter 2. These high efficiency cells
require very high quality epitaxial layers, which are achieved through lattice
matching of each of the layers in the structure. By lattice matching to Ge
6 Chapter 1substrates, it is possible to produce a triple junction of lattice matched layers
of InGaP and InGaAs to cover the blue and red parts of the spectrum,
respectively, with the infrared covered by a junction formed with the Ge
substrate.24 These triple junction cells have been developed as high perfor-
mance solar cells for space but there is now increasing interest for use with
concentrators (lenses or reectors) for terrestrial power generation.25 The
III–V cells are covered in greater detail in Chapter 8. The efficiency of these
cells has been increasing rapidly in the past 10 years going from 35% in 2002
to 41.6% in 200926 for around 500 suns concentration. In December 2012,
Solar Junction beat its own previous world record of 43.5% to achieve
a National Renewable Energy Laboratory (NREL) veried efficiency of 44% at
947 suns. This shows the same kind of rapid increase over the past decade as
the newer organic PV at the other end of the efficiency scale and reects the
advanced semiconductor engineering of epitaxial III–V semiconductors. The
challenge for thin lm PV moving forward is to nd a similar surge in
performance. This book explores new developments that could lead to such
rapid progress for thin lm amorphous and polycrystalline PV.1.3 The Role of Inorganic Thin Film PV in the Mix
of PV Technologies
There is now a wide variety of PV materials and devices that appear to be
competing for the same space of low cost per Watt peak (Wp). Conibeer27 has
described the generations of PV devices according to their potential to reduce
the cost per Wp. This is reproduced in Figure 1.3 showing the expected trend
lines for the three generations of PV materials. The rst generation is the
currently dominant crystalline silicon cells which are relatively high cost but
also high efficiency single junction cells. The second generation is the thin
lm inorganic monolithic modules that are much cheaper to produce per
square metre but are also lower efficiency than the crystalline silicon cells.
Both rst and second generations are single junction cells which have
a theoretical upper limit as explained in Chapter 2. The third generation
seeks to breach this single junction limit through either multi-junction cells
or other devices that can capture the energy from hot electrons. The cost per
square metre is similar to the second generation but achieves a lower cost per
Wp through gaining higher efficiency.
Organic PV (OPV) cells are also sometimes referred to as third generation.
These can be single or multi-junction but offer the potential for even lower
cost per square metre than thin lm inorganic PV, largely because of lower
deposition and processing temperatures. The limits to OPV efficiency are not
understood in the same way as for inorganic PV so how far OPV can go in
terms of low cost and high efficiency is not known at this point.28
Inorganic thin lm PV bridges between second and third generation PV.
The cost per square metre is less than for crystalline silicon but has the
potential to achieve the same single junction efficiency. There is also the
Figure 1.3 Schematic showing the relationship between cell efficiency and cost for
the three generations of solar cells, with the dotted lines showing the
trajectories for different cost per Wp (aer Conibeer27).
Introduction and Techno-economic Background 7potential for inorganic thin lm PV to incorporate third generation PV
concepts to achieve higher efficiency. In this respect the way has already been
shown with III–V triple junction cells, but these are high quality single crystal
and to truly achieve the potential of third generation PV this would have to be
achieved with the lower cost fabrication of inorganic thin lms.
Inorganic thin lm PV has had to compete with a more mature and larger
scale c-Si PV industry, but this scale is now being achieved by some of the thin
lm PV manufacturers and the signicance of this is discussed in the next
section. There are other aspects of inorganic thin lm PV that can make this
class of solar materials attractive over crystalline silicon. The absorber
materials are direct bandgap semiconductors so requiring far less material to
absorb the available solar radiation than for c-Si. This property is described in
Chapter 2. Another advantage is the temperature coefficient of efficiency
whereby the efficiency of all PV deviceswill decrease as themodules get hotter,
but the coefficient for thinlmPV is approximately half that of c-Si sowill have
advantages when being operated in hotter climates. Finally the monolithic
integration of cells in a thin lm module gives greater exibility over the
appearance of the module, making it look more uniform and giving it
aesthetic advantages over c-Si modules for building integrated applications.29
An example of the potential for thin lm PV in architectural design is
shown in Figure 1.4, which shows the 85 kWp CIS array on the technology
centre of the OpTIC building in St Asaph, North Wales. The curved façade
Figure 1.4 The 85 kWp thin lm PV façade at the OpTIC building in St Asaph, North
Wales, generating 70 MWh of electricity per year. The modules are Shell
ST36 CIS and the total array area is 1176 m2.
8 Chapter 1effect is actually created from a series of at panels and strings are aligned
with panels of similar elevation to avoid losses as the elevation of the Sun
changes during the day. This façade has been in operation now for 10 years
and the CIS thin lm panels continue to perform well with similar output to
their initial performance.1.4 Costs of Photovoltaics and Recent PV Industry
Developments
The cost of PV systems, dened as an integrated assembly of PV modules and
other components by convention called Balance of System (BOS), has been
steadily decreasing over time. There are different metrics for the costs of PV,
which can be measured in terms of:
1. Factory gate costs of individual PV system components (PV module
and BOS components), i.e. the cost of producing them ($ per Wp). Cost
trends and dynamics at component and, in particular, module level
are global as they can be manufactured and traded in the global
market and their technological development is affected by worldwide
R&D efforts. It is important to differentiate production costs from the
price charged to the nal end customer, which is the production cost
plus the company’s mark-up (price–cost margin). Indeed, PV module
prices are also affected by market forces such as demand–supply
dynamics and levels of market competition, as further discussed later
in this section.
2. Cost of investing in a PV system, i.e. CAPEX ($ per Wp installed) made
of PV modules cost and BOS costs. The latter refers to all PV system
components and cost elements other than the modules, thus
Figure 1.5 PV system price across European countries. Diamonds represent PV
system price installed in several European countries over the last
decade (Germany, Italy, Spain, Netherlands, Belgium, Austria, Greece,
France and the UK). Data are converted to 2011 British pounds,
accounting for currency exchange rates and ination. Source: ref. 33.
Introduction and Techno-economic Background 9including technical components such as inverter, mounting struc-
tures, cables and wiring, battery (for off-grid systems), metering (for
grid-connected applications) as well as installation, design and
commissioning costs. PV system CAPEX vary across market segment
(and system size), system types and countries (Figure 1.5). They do not
scale linearly with system size and thus tend to be higher in resi-
dential markets compared with medium size commercial systems and
large utility scale systems. They also differ across countries (as
affected by national market size and implementation conditions) and
across PV system types (with, for example, building integrated PV
systems being more expensive than standard rooop applications).
Despite this variability, PV system CAPEX has been decreasing over
time across segments and countries, and is expected to further reduce
(see also discussion below). Historically this has resulted from
a combination of progressive reductions in module costs (discussed
below) and BOS costs.30–33
3. Generation cost, usually calculated as the levelised cost of electricity
(LCOE) ($ per kWh). LCOE is generally dened as the discounted life-
time PV systemCAPEX divided by the discounted lifetime generation of
the PV system. It is thus a function of initial capital cost (CAPEX), life-
time of the system, operational andmaintenance costs, discount factor
and location of the plant, which denes the lifetime generation of the
system. LCOE varies considerably according to the type of PV system
assumed (being a functionof PV systemCAPEX) and is very location and
10 Chapter 1country specic (as PV electricity generation is strongly dependent on
climatic conditions and irradiation levels). In 2011, LCOE was esti-
mated to range between 0.25 $ per kWh and 0.65 $ per kWh in the USA
and to average around 0.203 V per kWh in Europe.34
The following discussion focuses on the costs of the PV module, being the
major contributor to the total PV system costs (ranging from 35 to 55%
depending on the PV system type and application35,36) and being at the centre
of most of the available cost reduction and PV roadmapping literature.37–40
Indeed, analysis and evolution of PV module production costs over time can
also help to shed light on future research and technology development
priorities as well as in dening successful policy support to emerging tech-
nologies and energy technology strategies.33
PV module prices have experienced sustained reductions over time. The
price dropped from about 90 $ per Wp in the 1970s to about 5 $ per Wp in the
early 2000s.41,42 The impressive PV market growth of the last decade (world-
wide cumulative installed capacity increased from 1.4 GW in 2000 to over 67
GW in 201143), coupled with continuous industrial and R&D developments
over time, allowed further price reductions.33,37–40,44 In particular, PV module
prices have dropped dramatically in the last couple of years, falling by about
45% between mid-2010 and March 2012 (Figure 1.6).41
Such impressive historical reductions reect the development and deploy-
ment of c-Si technologies, which still account for the majority of the PV
market (about 87% in 201145). Indeed, as estimated by the experience curves
literature, c-Si module technologies have shown an historical learning rate of
the order of 20% (ranging from 18 to 22% depending on studies and reference
dataset used33). In other words, this means a reduction of about 20% in c-Si
module prices for every doubling of production capacity (see also Figure 1.7).
The recent dramatic drop in c-Si prices is due to a combination of the
following factors (see ref. 33 and 46 for more details):
1. There has been a reduction in the production costs of c-Si PV driven
mainly by a combination of: technological development (in particular
increase in production cell efficiency) and optimisation of production
processes; reduction in the cost of input materials, in particular
a drop in silicon feedstock prices due to market oversupply resulting
from production capacity expansion triggered by the polysilicon
bottleneck experienced by the PV industry in the mid-2000s (see also
below); and a massive increase in the scale of production, driven in
particular by the fast expansion of the Chinese PV industry production
capacity (by 2010 China accounted for 57% of worldwide capacity
ramping up from only 8% in 200546).
2. A sustained oversupply situation in the global PV market (annual PV
production capacity has been higher than worldwide annual instal-
lation, e.g. in 2012 it was 50 GW compared with 29 GW in 201047)
which, combined with a slowdown in PV demand in key European
Figure 1.6 PV module retail price index, 2003–2012. The gures presented are
average retail prices in Europe and the USA based on a monthly
online survey. They encompass a wide range of module prices,
varying according to the module technology (with thin lm modules
generally cheaper than c-Si), the module model and manufacturer, its
quality, as well as the country in which the product is purchased. For
example, in March 2012 average retail module prices were 2.29 $
per Wp in the USA and 2.17 V per Wp in Europe, respectively, but the
lowest retail price for a c-Si solar module was 1.1 $ per Wp (0.81 V
per Wp) and the lowest thin lm module price was 0.84 $ per Wp
(0.62 V per Wp). Source: ref. 41.
Introduction and Techno-economic Background 11countries (such as Germany and Italy, major drivers of PV market
growth of the last decade years), has put strong downward pressure on
c-Si module prices, reducing manufacturers’ margins considerably
and triggering worldwide industry consolidation, with several
companies have gone out of business since late 2011 to date (both
along the c-Si supply chain and among thin lm PV manufacturers).
Crystalline silicon PV module prices vary depending on the cost structure of
the manufacturer, module quality and efficiency as well as country of produc-
tion andmarket features. Nonetheless, average c-Simodule prices are reported
to be 0.77 V per Wp from Germany and at 0.56 V per Wp from China in June
2013 (which compares with an averagemarket price in Europe of 1.95V perWp
in March 2010).48 Production costs of c-Si also vary according to manufacturer
and its cost structure, ranging between 1.03 and 0.60 V per Wp.49,50
Such recent developments in c-Si costs and prices were largely unexpected
and not predicted by the PV cost reduction literature available.33 The same
literature had placed considerable hope in the potential of thin lm
12 Chapter 1technologies to deliver higher cost reductions than c-Si37,38,51–54 for the
following reasons.
– They use semiconductor materials which are better absorbers of light
than c-Si, allowing much lower material thickness thus reducing costs.
– Their unit of production is more exible and not constrained by the
wafer dimensions, thus allowing larger unit of production (at least as
large as a conveniently handled sheet of glass might be). This reduces
manufacturing costs allowing large scale continuous production and
diversity of use. Roll-to-roll deposition on stainless steel for a-Si technol-
ogies are already in production. Flexible substrates, such as stainless foils
and polymer lms, are even more suitable for roll-to-roll deposition.55
– They have the potential for lower energy use in the production process
and product recovery, therefore showing a lower energy payback period
than c-Si technologies.51,55,56
Such potential can be harnessed provided the expected increases in cell
and module efficiency and large-scale production capacity are achieved.37,57
Indeed, signicant investment went into inorganic thin lm PV in mid-2000s
when the PV industry experienced the silicon feedstock bottleneck. This
caused an increase in feedstock prices and consequent inversion of the
historically negatively sloped experience curve for c-Si module prices (see
Figures 1.6 and 1.7). Since then, the production capacity of thin lm PV
facilities has increased from few MWs to approaching 1 GW, and turnkey
production lines with high cost reduction potential have been developed.
One company in particular, First Solar, managed to increase its production
capacity of CdTe modules from 20 MW in 2005 to above 1 GW by the lateFigure 1.7 The historical PVmodule price experience curve, 1979–2011. Data points
aer 2011 are estimated. Source: ref. 50.
Introduction and Techno-economic Background 132000s.58,59 It was the rst manufacturer to reduce unit production costs below
the 1 $ per Wp threshold in 200960 (see also Figure 1.7). Similarly, Solar
Frontier, a CIS manufacturer approached a production capacity of 1 GW by
2011.61 Thin lm PV modules are currently the cheapest in the market with
average market prices ranging from 0.39 V per Wp for a-Si to 0.57 V per Wp
for CdTe in June 2013.48
However, despite the considerable technological developments introduced
in this chapter and further discussed in Chapters 3, 5 and 6, at plate thin lm
PV have not yet achieved module efficiencies comparable with c-Si technolo-
gies. This limits their ability to compete in the worldwide market against the
incumbent and more mature c-Si, as lower module efficiency makes them less
suitable for area constrained applications (such as most rooop applications)
and implies higher area related BOS costs (such as cabling and mounting
structures) which partially offset their lower module prices when PV system
CAPEX are considered. Indeed several thin lm companies have gone out of
business during the market consolidation recently experienced by the
worldwide PV industry. Among these are the more innovation driven
companies (e.g. Solyndra, United Solar, Soltecture, Odersun), targeting novel
and niche applications for thin lm PV technologies such as on exible
substrates or semi-transparent modules suitable for, for example, building
integrated solutions or rooop applications with weight-bearing limitations.1.5 Role of Materials Cost and Efficiency in Cost
of Thin Film PV
The importance of increasing production scale for the reduction of the unit
costs of thin lm PV technologies is pointed out in the previous section.
However, when production scale increases then the input materials cost
share also increases (as shown for example for CdTe and CIGS in Figures 1.8Figure 1.8 CdTe module production cost share for increasing scale of production.
Source: ref. 73.
Figure 1.9 CIGS module production cost share for increasing scale of production.
Source: ref. 73.
14 Chapter 1and 1.9), indicating the need to optimise materials use in order to achieve
further cost reductions. An efficient use of input materials is particularly
relevant for CdTe and CIGS technologies, as concerns over scarcity (and
consequent high price) of key active materials, tellurium (Te) and indium
(In), have been highlighted as potential barriers to future market expansion
and cost reductions of those thin lm PV technologies relying on them.
Indeed, due to increased demand for both materials over the past decade, Te
and In prices have experienced increased volatility since mid-2000s, causing
unprecedented price highs. Driven by exponential demand coming from the
liquid crystal display (LCD) screen industry, the price of indium increased
dramatically from 85 $ per kg at the beginning of 2003 to 830 $ per kg by the
end of 2004,62 then rose again above 750 $ per kg in 201163 aer years of
volatility. Similarly, the tellurium price experienced an increase of more than
300% in 2005, reaching an annual average price of around 230 $ per kg (from
about 35 $ per kg in 2004), due to supply shortfall caused by demand
increases from China and solar cell manufacturers outside China.64 Tellu-
rium prices have been uctuating since, reaching values above 200 $ per kg in
201065 and above 400 $ per kg in 2011 (the average price in late 2011 was
around 300 $ per kg).66
In the past decade several contributions in the literature have attempted
to estimate the potential of thin lm PV technologies using scarce materials
such as Te and In to expand their production capacity in the future and to
contribute to the global warming mitigation challenge. A review of such
literature points out the differences in methods and assumptions taken by
the various contributors as well as the uncertainties behind critical mate-
rials resource assessment and currently available gures for Te and In
production and reserves.67 In particular, the potential to expand production
of In and Te is unclear, since data are poor and reporting has been reduced.
Resource data are largely absent and the economics of production is
Introduction and Techno-economic Background 15complicated by the fact that Te and In are mostly extracted as byproducts of
other primary metals, i.e. copper and zinc. Moreover, future In and Te
demand coming from thin lm PV is also subject to uncertainties as
materials usage in a PV cell can vary and demand will also depend on future
expansion of the PV sector as well as the relative share of thin lm PV
technologies in the overall PV technology mix. Such uncertainties translate
into a wide range of estimates of the impact of Te and In supply constraints
on potential future expansion of CdTe and CIGS.67 The literature review
highlighted how, in order to reach conclusive answers on such potential
constraint, more analysis and research is needed to better estimate future
availability of In and Te. Future availability scenarios should take into
account the temporal and economic nature of In and Te extraction and
recovery, and their future demand and production expansion should be
better understood. Indeed, the relevant literature has been increasingly
trying to address such questions.68–71
Thus, whether CdTe and CIGS technologies can be considered sustain-
able solutions in the long term under scenarios of low availability of In and
Te materials and very high PV market growth, or rather medium term
stepping stones for other PV technologies to come is still an open question.
The answer is linked to In and Te future production expansion, to PV
market developments and to the future mix of PV technologies available to
satisfy PV demand growth. This includes the development of thin lm PV
technologies based on alternative more abundant materials. Among those,
kesterite-based thin lm devices such Cu2ZnSn(S,Se)4 (CZTSSe) and
Cu2ZnSnS4 (CZTS) solar cells, where indium and gallium are replaced by the
readily available materials zinc (Zn) and tin (Sn). This is discussed in detail
in Chapter 6.72
Nevertheless, recent evidence on In and Te availability and the compar-
ison of estimated maximum annual production achievable by CdTe and
CIGS against forecasts of future PV market size seem to indicate that the
availability of In and Te is unlikely to constrain CdTe and CIGS technologies
per se in their ability to scale up production and to supply a signicant
proportion of future PV market growth.67,70,71 However, a possible cause of
concern for CdTe and CIGS is the impact of an escalation of In and Te price
on their production costs and their cost-competitiveness in the wider PV
market.68–70,73–75
Recent contributions have assessed the impact on CdTe and CIGS
production costs of increases in In and Te prices. The absolute maximum In
and Te prices which keep CdTe and CIGS technologies cost competitive is
debated in the literature, as the calculations vary over time and across
models due to high variability of materials prices themselves as well as of the
production cost structure assumed (other production cost drivers such as, for
example, the prices of other materials, cost of capital and production
capacity utilisation also change over time). However, the estimates available
clearly show how active materials account for an increasing production cost
share of CdTe and CIGS when In and Te prices increase (see, for example,
Figure 1.10 CdTe cost breakdown for increasing technical grade tellurium price
(from 170 $ per kg to 700 $ per kg). Note changes over baseline case
scenario of 0.75 $ per Wp production cost, 170 $ per kg tellurium
price, 11.6% efficiency and large-scale production. Source: ref. 73.
Figure 1.11 CIGS-planar cost breakdown for increasing technical grade indium
price (from 685 $ per kg to 2000 $ per kg). Note changes over
baseline case scenario of 0.97 $ per Wp production cost, 685 $ per
kg indium price, 11% efficiency and large-scale production. Source:
ref. 73.
16 Chapter 1Figures 1.10 and 1.11) with consequent impact on unit production costs (as
shown in Figure 1.12 for CdTe—in this analysis 0.75 $ per Wp has been
assumed as the baseline unit production cost).73 However, this impact can be
eased by reducing the intensity of the cell’s materials. This can be achieved
by reducing the thickness of the active layer, by improving material
Figure 1.12 CdTe module production cost ($ per Wp) for increasing technical grade
tellurium price (from 170 $ per kg to 700 $ per kg). Note percentage
production cost increase over baseline case scenario cost of 0.75 $
per Wp, under tellurium price of 170 $ per kg. Source: ref. 73.
Figure 1.13 CdTe production cost ($ per Wp) for varying layer thickness (from 1 to
2 mm) and tellurium price (from 170 $ per kg to 700 $ per kg). Source:
ref. 73.
Introduction and Techno-economic Background 17utilisation in the production process (improving both the effectiveness of
deposition processes and the recovery and recycling of the material) and by
increasing a cell’s efficiency. For example, Figures 1.13–1.15 show how
changes in these parameters can help ease the impact of increasing Te
price on CdTe production costs (again, against a baseline production costs of
Figure 1.14 CdTe production cost ($ per Wp) for varying material utilization (from
45% to 90%) and tellurium price (from 170 $ per kg to 700 $ per kg).
Source: ref. 73.
Figure 1.15 CdTe production cost ($ per Wp) for varying module efficiency (up to
16%) and tellurium price (from $170 per kg to $700 per kg). Note
changes over baseline case scenario of production cost 0.75 $ per
Wp, 170 $ per kg tellurium price, 11.6% efficiency and large-scale
production. Source: ref. 73.
18 Chapter 10.75 $ per Wp). Similarly, recent contributions show that thin lm technol-
ogies have signicant room to absorb potential critical materials price
increases and expand their total potentially available supply base if
improvements in their net material intensity are achieved.75,76 These are
covered in Chapters 5 and 6.
Introduction and Techno-economic Background 191.6 Future Prospects for Cost Reduction
and Thin Film PV
Estimates for future cost reductions in PV systems vary according to the
source, market segment and country of reference, but they all indicate further
decline over time. The European Photovoltaic Industry Association (EPIA)
predicts European PV system prices will fall by 36–51% over the next 10 years
(see Figure 1.6) and the PV generation cost (LCOE) to decline by around 20%
by 2020.34 Recent US estimates see the utility scale PV system price to decrease
to between 1.71 and 1.91 $ per Wp and that for residential systems to 2.29 $
per Wp.77 The average annual reduction of BOS costs has been estimated to be
in the range of 8–9.5%.78 Grid parity is expected to be achieved in southern
Europe (and in high electricity price countries such as Italy) by the end of 2013
and spread across all Europe by 2020.34 Similarly, PV LCOE is estimated to
compete with residential electricity prices in a wide range of US regions by
2020 and grid parity to be achieved in high-cost regions by 2015.50
In terms of PVmodules both c-Si and thin lm technologies are expected to
experience further cost reductions. Crystalline silicon module production
costs are expected to decrease thanks to increased efficiency and scale of
manufacturing as well as process optimisation and reductions in input
materials costs. Average production costs gures for c-Si are estimated to be
in the 0.85 to 0.50 $ per Wp range.49,50 Similarly, production costs of thin lm
PV technologies are also expected to go down further as shown in Table 1.1.
As also introduced in previous sections, increasing scale is crucial for PV
technologies to reach lower unit production costs, particularly for thin lm
PV. This is, for example, clearly shown in Figure 1.16, where CIGS cost
projections are presented for different levels of scale.
Increase in cell efficiency is also an important driver for future cost
reductions, as it translates into a higher output per area, thus reducing the
specic material consumption. As a rule of thumb, an increase in efficiency
of 1% is able to reduce costs per Wp by 5–7%.37 This challenge is particularly
relevant to thin lm PV, which needs to bridge the gap with c-Si module
efficiency to improve its competitiveness in the at plate modules global
market. This would expand the range of applications that thin lm PV
would become suitable for (including rooops) and reduce the BOS costs.
As a rule of thumb it is estimated that a 1% increase in efficiency reduces
BOS cost by between 0.07 and 0.1 $ per Wp.79 Cell and module efficiencyTable 1.1 Cost reduction potential of thin lm PV ($ per Wp)a
2010 2015
Single junction a-Si 0.99 0.55
Tandem junction Si 1.32 0.58
CIGS – co evaporation 1.31 0.63
CIGS – sputtering 1.31 0.69
CdTe 0.73 0.49
aSource: ref. 50.
Figure 1.16 Projections of CIGS production costs as function of manufacturing
scale, 2010–2015. Source: ref. 50.
20 Chapter 1increases are expected for both c-Si and thin lm PV, with CIGS showing
high potential to achieve efficiency levels comparable with c-Si, as discussed
in Chapter 6.
Overall, despite the signicant technological improvements, production
capacity investments and cost reductions that have been achieved, thinlmPV
has not yet fully harnessed its potential to capture a relevant PV market share.
Challenges still lie ahead for thin lm PV to improve its competitiveness with
respect to c-Si forat plate applications.Moreover, the potential of thinlmPV
todeliver innovative devices and systems (suchasexiblemodules or PV glass),
and thus product differentiation, still needs to be fully harnessed. It remains
unclear what will be the future prospects for such niche (and more costly, at
least initially) PV products, in particular given the consolidation the global PV
industry is currently experiencing. However, niche applications such as
building integrated photovoltaics are promising emerging market segments
where thin lm PV is likely to be better placed to deliver.
1.7 Outline of Book and Context of Topics in Terms of
Techno-economic Background
This chapter sets the scene for thin lm PV in a world dominated still by
crystalline silicon PV modules and many new emerging PV technologies. The
challenge for any of these PV technologies is to have the potential for:
 high efficiency;
 low materials costs;
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 low embodied energy and low equivalent greenhouse gas emissions;
 good long-term stability.
These are the challenges that form the basis for this book and are
addressed for each of the materials systems considered for thin lm PV
production. In Chapter 2 the fundamentals of thin lm PV are discussed and
their relevance for achieving high absorption of solar radiation, high effi-
ciency and thin lm structures explained. Chapter 3 covers the range of thin
lm silicon PV cells and expands on the themes of absorption of solar
radiation, improving cell efficiency and the challenges of achieving stable
performance over a period of many years.
Transparent conducting oxides (TCOs) are common to all thin lm PV
device structures and in some respects are the most important part of the
device, performing the dual role of high transparency and high electrical
conductivity. Without this the PV device efficiency would be severely limited.
Chapter 4 on this topic is set in the context of the developments at NREL in
the USA, which has been a leader in the science and technology of TCOs, and
provides insights to the choices that need to be made in selecting and
developing TCO thin lms for different PV structures.
The leading commercial thin lm PV material, CdTe, is described in
detail in Chapter 5. This chapter covers some of the historical develop-
ments in CdTe solar cells and goes on to look at some of the advanced
techniques that can give a greater exibility in performance and PV
module design.
Chapter 6 looks at alternative chalcogenide materials such as the kesterites
which replace the high cost In and Ga with lower cost Sn and Zn. In this
chapter some techniques are described on how to explore a large number of
different phases in discovering new thin lm absorber materials.
III–V solar cells, the topic of Chapter 7, are not strictly thin lm PV devices
though they are fabricated from very high quality thin lm materials and
represent the pinnacle of achievement not only for compound semi-
conductors but also for any solar cell material. Recent progress has seen
multi-junction cells achieve conversion efficiency under solar concentration
of over 40% and this chapter explores the path to achieving over 50%
conversion of solar energy. There is a lot to learn in improving PV cell effi-
ciency in the lower cost thin lm PV technologies from these very high
performance cells.
Chapter 8makes a comprehensive analysis of the role of light capture in thin
lm PV and is a key part of the materials challenges as this affects the whole
thin lm PV structure and the surfaces. The microstructuring and passivation
of surfaces is discussed before the chaptermoves on tomore advanced surface
structures involving nano-materials and nano-structures.
The theme of light capture is continued in Chapter 9 where the topic of
photon management is covered. Again, the objective is to capture more of the
solar radiation into the thin lm structure than would be achieved in
22 Chapter 1a conventional thin lm PV device. The approaches covered here include
uorescent materials to achieve photon energy conversion either from short
wavelengths to longer wavelengths or from the infrared to the visible. The
objective is to capture the solar radiation at wavelengths not normally
captured by the thin lm PV device. Thus a wider range of the solar spectrum
can be captured leading to higher efficiency, one of the challenges set in the
techno-economic analysis in this chapter.
This book brings together some of the exciting innovations in thin lm PV
materials and presents challenges for future generations of high efficiency,
low cost and highly stable PV module technology. Much of the background to
this book and the contributing authors come from the UK research pro-
gramme on thin lm PV, PV21, which has established new approaches and
fertile areas of research to enable thin lm PV to make a major contribution
to future global renewable energy demand.References
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CHAPTER 2
Fundamentals of Thin Film
PV CellsSTUART J. C. IRVINE* AND VINCENT BARRIOZ
Centre for Solar Energy Research, OpTIC, Glyndŵr University,
St Asaph Business Park, St Asaph LL17 OJD, UK
*E-mail: s.irvine@glyndwr.ac.uk2.1 Introduction
This chapter discusses some of the fundamental properties of photovoltaic
(PV) materials and the relationship to conversion of solar radiation into
electricity. A common denominator to all PV solar cells is the gure of merit,
‘conversion efficiency’. This is the ratio of the electrical output power to the
available power from the incident solar radiation. Determining the incident
solar radiation is not trivial and under outdoor conditions both the spectrum
and intensity of solar radiation will change with time of day, latitude and
weather conditions. Thus, standard irradiation conditions have been estab-
lished for the purpose of efficiency measurement and this are discussed in
Section 2.1.1. The chapter goes on to consider the fundamental limits to
conversion efficiency for a single junction cell and then how higher effi-
ciencies might be achieved. The relationship between the PV device and the
constituent materials is considered in some detail from the solar absorption
characteristics through to the effect of electrical defects in practical PV
devices.RSC Energy and Environment Series No. 12
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28 Chapter 22.1.1 The Sun and Solar Energy
Everyone on Earth has a ‘local’ primary source of energy about 8 minutes
away, at the speed of light, from wherever one may be situated. This primary
source of energy comes from the Sun and is produced from a nuclear fusion
reaction, generating a massive luminosity of 4  1020 MW. The Sun is safely
situated 1.5  108 km away from Earth. In terms of potential from solar
energy, while the world net electricity consumed in 2010 was 20.2 trillion
kWh,1 the solar energy falling onto the Earth’s surface over the same period
would be around 50 000 times greater.2 At its surface, the Sun has a black
body temperature of 6000 K following Planck’s Law for radiated power
density. The spectral emission of solar radiation, or more commonly known
as spectral irradiance, occurs for an electromagnetic radiation range from
the ultraviolet through the visible to the infrared (up to a wavelength 4 mm
into the mid-infrared range) as shown in Figure 2.1.3 Integration over the full
solar irradiance spectrum gives a power density equal to 1366 W m2. This
power density is true for extraterrestrial solar irradiance spectra at the zenith,
where the photons have not yet entered the Earth’s atmosphere.
An important notion in solar energy is the solar irradiance in relation with
the air mass (AM) reference relating to the optical path where the light,
radiated from the sun, has to travel to the Earth’s surface. AM0 and AM1 refer
to the light incident at the zenith above the atmosphere and at sea level,




(2.1)Figure 2.1 Solar irradiance at AM0 (in space) and AM1.5G (at Earth’s surface).3
Fundamentals of Thin Film PV Cells 29Figure 2.1 shows the most commonly used solar irradiance for space and
terrestrial applications. For AM1.5G, qAM1.5G ¼ 48.2 and G refers to the
global solar irradiance containing both direct and diffuse light and equate to
a power density of 1000 W m2. It must be pointed out that, in this standard
measurement, it is assumed that the south facing measurement plane is
tilted by 37 towards the Equator to average out the effect of seasons from the
tilt in the Earth’s axis. The 30% attenuation in power density, seen in
Figure 2.1 for AM1.5G, is wavelength dependent and caused by: (1) Rayleigh
scattering by small particles in the atmosphere; and (2) absorption bands due
to photons being absorbed by various gas molecules in the Earth’s atmo-
sphere, mainly water but also carbon dioxide and oxygen.2.1.2 History of Exploiting Solar Electricity
The photovoltaic effect, which is the basic principle of a solar cell, was
discovered in 1839 by A. E. Becquerel,4 a French physicist who worked on the
interaction between solar radiation and materials in electrolyte solutions to
produce an electrical current. However, the rst inorganic solar cell, made
from a selenium wafer and a deposited gold thin lm, was reported with
a conversion efficiency of less than 1%, by the American inventor C. E. Fritts.5
The silicon PV solar cell was developed at Bell Laboratories in 1953 by Chapin
et al.,6 with conversion efficiency reaching 6%. These silicon solar cells were
then used to power the transmitter in the rst solar-powered satellite,
Vanguard 1.7 Vanguard 1 demonstrated that PV solar cells were the only
viable power source for satellites; furthermore, it is still in orbit and trans-
mitting around the Earth.
Over the past 60 years, extensive materials research has taken place to
improve the conversion efficiencies of solar cells. For commercially available
single junction solar cells, conversion efficiencies are in the region of 20%.
Over the past 20 years, efforts have been made to reduce the cost of
production of solar cells in order for PV to be a cost-effective source of
electricity generation for terrestrial usage.
Solar cell technologies can be classied into three generations.8 The rst
generation is based on mono or polycrystalline silicon wafers where dopants
are diffused into the silicon to create the p-n junction. To reduce the cost and
materials utilisation, the second generation was developed based on amor-
phous or polycrystalline thin lm technologies, with full structures being
well below 10 mm thick, deposited onto rigid (glass) or exible (metallic foil or
polymer) substrates. The inorganic materials more commonly used are
amorphous silicon and chalcogenides, such as copper indium gallium dis-
elenide (CIGS) and cadmium telluride (CdTe). Finally, the third generation
encompasses all other technologies that have the potential for higher
conversion efficiency, compared with the single junction solar cells used in
the rst and second generations, and with the potential for lower cost. The
challenges in materials used in the second generation and third generation
are provided throughout this book. However, an overview of inorganic
30 Chapter 2semiconductors and their electrical and optical properties is given in Section
2.2, followed by an introduction to the single junction solar cells, described
in more details in Section 2.3. Finally, the limitations of the single junction
and ways of overcoming these limitations are given (Sections 2.3.3 and 2.3.4).2.2 Fundamentals of PV Materials
2.2.1 Electrical Properties of Inorganic Materials
In terms of electrical conductivity (s), materials can be classied asmetals (or
more generally conductors if electrolytes are considered), semiconductors or
insulators depending on the band structure of the solid (Figure 2.2). Due to
the large number of nuclei in the molecules of a solid (i.e. >1020), the discrete
energy levels resulting from each molecular orbital combine to form
continuous energy bands which are referred to the valence band with the
highest occupied energy EV and the conduction band with the lowest unoc-
cupied energy EC. By analogy, for organic materials, the valence band
corresponds to the highest occupied molecular orbital (HOMO) while the
conduction band relates to the lowest unoccupied molecular orbital
(LUMO).9 The bandgap energy (Eg) denes the forbidden zone in the band
structure where electrons cannot occupy an energy state (i.e. Eg¼ EC  EV). In
the case of metals, both bands are adjacent or merged and therefore no
bandgap exists; the electron can move freely resulting in very good electrical
conductivity. In the case of both semiconductors and insulators, an Eg exists
and the differentiation between the twomaterial types can be ambiguous and
generally referred to a transition where semiconductors that have Eg # 4 eV,
above which, the materials are considered insulators. Materials with a rela-
tively small bandgap are semiconductors with Eg in the range of 0.5–3 eV and
can be readily made conducting by introduction of donor or acceptorFigure 2.2 Band energy differences between metals, semiconductors and
insulators.
Fundamentals of Thin Film PV Cells 31impurities. This is the basis of a range of semiconductor devices where
photovoltaic cells are based on the p-n junction or ‘diode’.2.2.2 Doping of Semiconductors
In doped semiconductors, the number of electrons and holes is no longer
equal, although the total density of carriers remains constant:
ni ¼ ðn$pÞ1=2 (2.2)
where ni is the intrinsic carrier concentration, n is the concentration of
electrons in the conduction band and p is the concentration of holes in the
valence band.
By introducing a donor impurity, an extra valence electron is added to the
crystal and n ¼ ni + ND, where ND is the donor concentration. Due to the
higher number of negative carriers, the semiconductor is now referred to as
a n-type semiconductor. In this case, electrons are referred as majority
carriers while holes are the minority carriers. Furthermore, as seen in
Figure 2.3, as the Fermi level is based on the highest occupancy probability
for electrons, and the density n has increased, the position of the new
Fermi level is shied upward. Conversely, for an acceptor impurity,
a valence electron is lost and p ¼ ni + NA, where NA is the acceptor
concentration, resulting in a p-type semiconductor. The reverse of the
statement for n-type semiconductors is true as displayed in Figure 2.3. The
doping is normally achieved by introducing an impurity (dopant) that will
substitute onto a crystal lattice site but with a different valence to the
substituted ion. For example, boron (valence of 3) in silicon is an acceptor
and phosphorus (valence of 4) is a donor. Thin lm PV materials follow the
same principles, but being either amorphous or polycrystalline, theFigure 2.3 Energy band diagram showing the effect of (a) p-type doping,
(b) intrinsic & (c) n-type doping of a semiconductor.
32 Chapter 2electrical properties tend to be dominated by native defects rather than
dopant elements.2.2.3 Band Structure of Solar Absorbers
The properties of the band structure of the p-n junction are important for
both the optical and the electrical properties of the PV cell. In its simplest
form the bandgap is as an abrupt lter of solar radiation where, for photon
energy greater than the bandgap, the radiation will absorb and, for photon
energy less than the bandgap, it will transmit through the layer. In reality the
absorption is more complex and relates to the band structure of the absorber
material and will, in practice, determine the thickness of the absorber
required to absorb all the radiation falling on it when the photon energy is
greater than the bandgap.2.2.3.1 Indirect Bandgap Semiconductors
The most widely used absorber material, silicon, is actually a poor absorber
because the transition for electrons from the valence band to the conduction
band minima requires a momentum exchange at the time of absorption and
this reduces the probability for absorption. To understand the absorption
process we must look at the energy–momentum space band diagram for
silicon. Engineering band diagrams are normally represented in the form of
an energy scale on the y-axis and one dimensional space on the x-axis. To
understand the absorption of light we have to account for the momentum as
well as the energy of an electron in a semiconductor. The momentum is
characterised in quantummechanics by the wave vector (k) which is inversely
proportional to the electron wavelength. In free space, this has a simple
parabolic relationship with the energy of the electron but in a solid this
becomes considerably distorted and hence the curve of energy versus k can be
complex and depend on the crystal direction in which the electron travels.
Further details on band structure and relationship to semiconductor devices
can be found in ref. 10.
For simplicity, semiconductor band structures are oen considered at zero
Kelvin, where a thermal component to the electron energy is neglected. For
silicon PV cells, the thermal transfer of energy in the electrons is essential, as
the bottom of the conduction band does not occur at the same point in
momentum space as the highest energy in the valence band. This is repre-
sented in Figure 2.4 which shows the band structure for silicon where the top
of the valence band and the bottom of the conduction band are displaced on
the k axis. Photons can only create transitions with zero change in the value
of k, so some assistance from lattice vibrations (phonons) is required to
transfer an electron from the valence band to the conduction band, creating
an electron–hole pair. For silicon solar cells, operating at ambient temper-
ature, there is sufficient lattice energy to provide the momentum transfer at
Figure 2.4 Schematic of the E-k band diagram for silicon illustrating the indirect
transition from the valence band at the zone centre to the conduction
band minimum at the zone edge in the [100] crystal direction.
Fundamentals of Thin Film PV Cells 33the same time as photon absorption. However, the consequence is that the
absorption coefficient of crystalline silicon is less than for a direct bandgap
semiconductor where no momentum transfer is required. The transmission





where I(l) is the transmitted intensity of the light at wavelength l, I0(l) is the
incident light intensity at wavelength l, a(l) is the absorption coefficient at
wavelength l and d is the thickness of the absorber lm.
For crystalline silicon absorbers, the indirect bandgap gives a range of
values for a(l) from 1  102 cm1 at 1.3 eV (l ¼ 953 nm) to 1  104 cm1 at
2.5 eV (l ¼ 496 nm),11 so the biggest challenge is to achieve effective
absorption at the near infrared part of the solar spectrum. This contrasts
with direct bandgap semiconductors that rapidly rise to over 1  104 cm1
above the bandgap energy and can increase to over 1  105 cm1 for higher
photon energy. The signicance of a(l) or the materials selection and design
of solar cells is in the typical absorption depth for the photons of different
34 Chapter 2wavelengths. As the transmitted intensity is shown from eqn (2.3) to be an
exponential decay the typical absorption depth is taken to be when the
transmitted intensity reaches 1/e of the incident intensity. At this depth (d1/e),
the ratio I(l)/I0(l) is 0.37 and therefore 63% of the incident solar radiation at
this wavelength has been absorbed. To achieve 86% absorption would
require a thickness of 2d1/e and so on. The consequence for an effective
absorption of light with photon energy of 1.3 eV in silicon is that the 2d1/e
thickness would be 200 mm, which is the typical thickness of a crystalline
silicon solar cell.
For thin lm silicon, it is necessary to enhance the absorption of the solar
radiation by using amorphous silicon, which behaves as a direct bandgap
semiconductor with an absorption thickness of 2 mm at 2 eV. For crystalline
silicon thin lm layers, the light absorption has to be increased by either
increasing d through light scattering in the plane of the thin lm or using
light absorption enhancement with methods such as plasmonics. The
bandgap of amorphous silicon is around 1.7 eV, at the upper end of what
would be considered an efficient absorber material from the viewpoint of the
Shockley–Queisser limit (discussed in Section 2.3.3).2.2.3.2 Direct Bandgap Semiconductors
The concept of direct bandgap semiconductors was introduced in the
previous section along with the practical consequence of not requiring lattice
energy to absorb photons with energy greater than the bandgap. The E-k
band diagram for a direct bandgap semiconductor is shown in Figure 2.5.
The conduction band has a relatively light effective mass for carriers whereas
the hole bands consist of a heavy and light hole band with relatively high
density of states compared with the conduction band.10,12 This band struc-
ture is typical for most of the II–VI and III–V classes of direct bandgap
semiconductor materials and for the chalcogenides such as copper indium
diselenide (CIS). For thin lm PV devices, the picture is complicated by the
materials being polycrystalline with typical grain size of the order of 1–2 mm.
Although this is large enough for the band structure to be the same as for
a bulk crystal, the defects associated with the incoherent grain boundaries
will signicantly affect the electrical properties of the lm and are further
described in Section 2.4.
The signicance of CdTe being a direct bandgap semiconductor is that
a thickness of just 1 mm will absorb 90% of the available solar spectrum
for photon energy greater than the bandgap. In practice, solar cells are
made with CdTe absorber thickness in the region of 5–10 mm, but this has
more to do with the electrical properties and non-uniformity in the
polycrystalline CdTe lm. Theoretical studies by Amin et al.13 have re-
ported the effect of absorber thickness on the optical and electrical
performance of a CdTe solar cell, using an absorption coefficient of 2 
104 cm1 at 800 nm. For a theoretical cell efficiency of 16% at 3 mm
absorber thickness, this should only decrease to 15.5% for a 1 mm
Figure 2.5 Band structure of a direct bandgap semiconductor.
Table 2.1 Absorption coefficients of CdTe polycrystalline thin lms for PV cells
Wavelength/nm
405 658 810
Absorption coefficient (cm1) 4.2  104 8.8  103 4.5  103
1/e Absorption depth (nm) 240 1143 2224
Fundamentals of Thin Film PV Cells 35absorber thickness. The absorption coefficient measured in thin lm
CdTe for PV cells over a number of wavelengths from 410 to 810 nm is
shown in Table 2.1.14 It can be seen that absorption measurement in
polycrystalline thin lms differs signicantly from measurements made in
bulk material and is strongly wavelength dependent, even with a direct
bandgap semiconductor. The consequence is that for absorber thick-
nesses less than 3 mm, some loss in absorption at the longer wavelengths
will occur. Similar characteristics can be expected for the copper based
chalcogenide family of absorber materials.
2.2.3.3 Quantum Conned Absorbers
The bandgap of bulk absorbers can be modied by reducing at least one
dimension to less than 100 nm. This gives the following three classes of
quantum conned absorbers:
1. One-dimensional (1D) – quantum layers as in GaAsP/InGaAs strain-
balanced quantum wells15
36 Chapter 22. Two-dimensional (2D) – nano-rods as in Si nano-rods16
3. Three-dimensional (3D) – quantum dots.17
The most developed of these classes of quantum conned absorbers is the
1D connement where very thin epitaxial layers are grown tomodify the band
structure perpendicular to the surface of the lm. This is well known in opto-
electronic emitters such as lasers where very high intensity of light is
conned in the region of a quantum well. The laser emission wavelength is
controlled by the thickness of the well. In the same way, it is possible to
change not only the cut-off wavelength of the absorber but also to create
additional levels within the conduction and valence bands. The multi-
quantum well structure GaAsP/InGaAs utilises this feature in creating
a cascade of electrons from one well to the next via a built-in electric eld.15
This is illustrated in Figure 2.6 where the connement energy Ea determines
the longest wavelength for absorption, extending beyond the p and n layer
bulk absorptions. The advantage of such structures, over non-quantum
conned absorbers, is in the ability to optimise the absorption characteris-
tics by engineering the thickness of the quantum wells and, in similar ways,
with the width of the nano-rods or the diameter of quantum dots.
Nano-rods, made from any of the typical absorber materials, can be formed
on any suitable substrate and do not require epitaxial growth as with the 1D
connement. This approach has particular attractions for Si, where the nano-
rods structure can also contribute to light capture,16 and for CdTe where
short minority carrier diffusion lengths in bulk polycrystalline lms leads to
loss of photocurrent. The most challenging but potentially most exciting
class of quantum conned absorbers are the quantum dots. In its simplest
form, they could replace a dye as the sensitiser in nanoporous titania18 or asFigure 2.6 Band diagram of strain-balanced III–V MQW (aer Mazzer et al.15).
Fundamentals of Thin Film PV Cells 37a hybrid with organic solar cell, such as embedding CdSe quantum dots into
conducting polymers. Different sizes of quantum dots would have a different
absorption spectrum, so in a suitable matrix could provide efficient multi-
band absorption which could exceed the efficiency of a single junction cell
(described in Section 2.3.3).
Quantum dots have also been applied to the concept of extremely thin
absorber (eta) solar cells where the short minority carrier diffusion length is
overcome by creating the absorption close to the junction. High efficiency
solar absorption is achieved by creating a large surface area, compared with
a smooth surface, either through a structured surface or in the extreme
a network of nano-rods. Nano-rod templates, made from a transparent
conducting oxide (TCO), can be used to act as the electron-receiving elec-
trode. Zinc oxide (ZnO) is a particularly attractive TCO for this application
where nano-rod arrays can be readily formed.192.3 The pn Junction
If inhomogeneity exists in the carrier concentration of a doped semi-
conductor, redistribution of the carriers will take place in an attempt to
reach equilibrium. In the absence of an externally applied electric eld,
diffusion of carriers occurs owing from the high density region to the low
density region, generating a diffusion current density (Jdiff). The diffusion
process results in electrostatic charge creating an internal electrical eld,
which in turn produces a dri current density (Jdri) in the opposite direction
to Jdiff resulting in a net zero current ow (i.e. Jdiff + Jdri ¼ 0).20 This
phenomenon is the basis of a pn junction where a depletion region is
created when p-type and n-type semiconductors are brought together, as
shown in Figure 2.7(a). An important term here is the Einstein relation,
which stipulates that the work done to move a charge carrier must be equal









where Dn and Dp are the diffusion coefficient for electrons and holes, q is the
elemental charge of a carrier and kB is the Boltzmann constant. If the
mobility of the carrier (mn or mp) is known at a given temperature T, then Dn
and Dp can be calculated.
Note that for hetero-junctions, where two different semiconductor mate-
rials are used, such as those used in the second generation of solar cells,
Figure 2.7(a) would vary as each semiconductor would have a different
bandgap; however, the principle remains the same as long as a good interface
between the two semiconductors is made.
The ideal pn junction, also referred to as an ideal diode, is the principle
behind most modern electronic components, as it creates a rectifying
Figure 2.7 (a) Band alignment in a pn homo-junction. (b) Typical I–V characteristic
of an ideal diode (not to scale; curve in reverse bias has been magnied
to show IS).
38 Chapter 2current–voltage (I–V) characteristic, as seen in Figure 2.7(b), which can act as
a switch and relates to the following equation:
I ¼ IS

eqV=kBTC  1 (2.5)
where IS is the reverse saturated current in the pn junction, at a solar cell
temperature TC, which is related to the diffusion of carriers within the
depletion region, introduced earlier. IS can be observed in reverse bias when
a reverse applied voltage (V) is equal or lower than the Einstein relation, i.e.
eqn (2.4). It is noteworthy to remember that current (I) and current density (J)
may be used in the literature (i.e. I¼ J $ A, where A is the surface area covered
by the junction).
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in a pn Device
Conduction in an intrinsic semiconductor normally occurs through the
thermal generation of electron–hole pairs creating a concentration of free
electrons and free holes. Another way of exciting an electron–hole pair is by
absorbing photons in the semiconductor as described in Section 2.2.
Depending on the context, a photon of light may be described either by its
wavelength (l) or its equivalent energy (Eph). If the Eph of the incident light is
equal or higher than Eg, then an electron–hole pair is generated. Due to the
presence of an internal electric eld in the depletion region of the pn junc-
tion, the minority charge carriers generated in either p- or n-type side can
ow across the junction, producing the photovoltaic (PV) effect and gener-
ating a photocurrent (Iph). In theory, the photocurrent can be generated on
either side of the junction. However, this is usually dominant in just one side,
with the dominant minority carrier lifetime, and PV devices are designed to
take this into consideration.
The maximum amount of photocurrent that may be generated is governed
by the optical properties of the semiconductor, namely the refractive index
(n) and the extinction coefficient (k). From the solar irradiance at AM1.5G in
Figure 2.1, it is possible to calculate the solar spectral ux density Fsolar(l) at
each wavelength over the entire solar spectrum which may penetrate through
the atmosphere to the solar cell and contribute to electron–hole pair gener-
ation at each wavelength. However, the spectral ux density absorbed
Fabs(d, l) will depend on the semiconductor used and the spectral ux density
losses Floss(d, l) which, based on eqn (2.3), is governed by the absorption
characteristic of the semiconductor as follows:
Flossðd; lÞ ¼ FsolarðlÞeaðlÞd (2.6)




and the total absorbed ux density, within the device, can be dened as:
Fabsðd; lÞ ¼ FsolarðlÞ  Flossðd; lÞ ¼ FsolarðlÞ

1 eaðlÞd (2.8)
Once Fabs(d, l) is known as a function of wavelength, the related number of
electron–hole pairs and therefore the maximum photocurrent generated by
the solar cell can be calculated by integrating eqn (2.8) with respect to l; this
is further discussed in Section 2.3.3. However, this is where it becomes
important to carry out testing of the solar cell and to evaluate its performance
against theoretical expectations.
In these measurements, a standard temperature of 25 C is used. The
external and internal quantum efficiencies (EQE and IQE) of the solar cell can
Figure 2.8 EQE curves for CdTe/CdS devices showing the effect of reduced
absorption for ultra-thin CdTe absorber layers (aer Clayton et al.21).
40 Chapter 2be measured using spectral response measurements where the maximum
potential photocurrent from the available photon ux is compared with that
absorbed in the device (i.e. measuring the photocurrent generated in the
device), as illustrated in Figure 2.8. This uses a calibrated chopped light
source delivered, through a spectrometer arrangement, to the solar cell. A
bias light may be used, in these measurements, to ll trap levels, where
recombination generally occurs in the junction and provides an ‘uninter-
rupted’ path for the charge carriers. This is similar to operating conditions
under solar irradiation. The recombination rates in the depletion region are
dominated by trap assisted recombination at deep trap levels (i.e. Eg/2),
where the energy transition for electrons and holes are equal. Therefore, the
effect of the bias light source will depend on the defect type and trap depths
in the depletion region. In contrast to EQE, IQE measurements remove the
contributions from the external photon losses such as from reection and
will show more accurately the internal losses either from lack of photon
absorption or from carrier recombination.2.3.2 Electrical Behaviour of a PV Solar Cell
The standard measurement for assessing the performance of photovoltaic
solar cells is the current–voltage (I–V) characteristic under both dark and
illuminated conditions. The voltage is swept from reverse bias to forward
bias (and/or vice versa) to reveal a curve, as shown in Figures 2.7(b) and 2.9.
The dark response [Figure 2.7(b)] provides information on the solar cell as
a diode where IS can be measured. The measurement under illumination is
made with light from a solar simulator, which is ltered to achieve an
AM1.5G spectral irradiance. From this, it is possible to determine the
photovoltaic device characteristics and the maximum power output. This
measurement is used to determine the following parameters [indicated in
Figure 2.9(a)]: the maximum power (Pmax ¼ Imax  Vmax); short-circuit current
(Isc); open-circuit voltage (Voc); conversion efficiency (h); and ll factor (FF).
Figure 2.9 (a) Dark and light I–V characteristics of a photovoltaic solar cell,
including the power curve, required to determine the cell parameters
described in eqn (2.10). (b) Equivalent electrical circuit of the single
junction solar cell under illumination.
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modied to include the photocurrent as follows:
I ¼ IS

eqV=kBTC  1 Iph (2.9)
The ideal cell parameters can be determined from eqn (2.9) where
Iph ¼ Isc when V ¼ 0, V ¼ Voc when I ¼ 0, while Pmax is determined from the
point on the curve where I  V is a maximum, as illustrated in Figure 2.9(a).
The FF is simply the ratio ImaxVmax/IscVoc and is a measure of the ‘square-
ness’ of the I–V curve. However, real devices diverge from the ideal repre-
sentation of eqn (2.6) due to parasitic resistance, as shown in the circuit of
42 Chapter 2Figure 2.9(b). The series resistance (Rs) can have a number of contributors,
including the resistance of the bulk semiconductor, the contact resistance
and the resistance of the conductors, such as the transparent conducting
oxide. In addition, there can be a shunt resistance (Rsh) that can occur from
micro-shorts across the device and would affect the rectifying property in
reverse bias. Rs and Rsh can be determined from the forward bias and




eðVIRsÞq=kBTC  1þ V  IRs
Rsh
 Iph (2.10)
The diode equation can be further modied to include other factors
according to the physical model used, but the diode eqn (2.10) and corre-
sponding equivalent circuit in Figure 2.9(b) offer a suitable description of PV
devices.
2.3.3 Shockley–Queisser Limit
Shockley and Queisser22 have proposed a maximum conversion efficiency
that can be achieved using a single pn junction solar cell. This is referred to
as the Shockley–Queisser limit. The fundamental limitation in the conver-
sion efficiency of a single junction solar cell is a balance between the
proportion of the solar spectrum that can be absorbed by a semiconductor
and the energy that can be converted to electrical energy per photon absor-
bed. The narrower the bandgap the more photons that can be absorbed at
longer wavelengths, but the lower the electrical energy generated per photon
absorbed.
The basic assumptions of the model are as follows:
a) Generation of electron–hole pairs for Eph $ Eg, i.e. incoming solar
photons where absorption is determined by eqn (2.8).
b) The lifetime of minority carriers in the absorber layer is set by the
radiative recombination rate.
c) The Sn is treated as a black body at 6000 K and the cell as a black body
at 300 K.
d) Voc is a fraction of the bandgap and can only be equal to Eg at TC ¼ 0 K.
The rst limit to consider is that every photon with energy equal to or
larger than the bandgap will only produce one electric charge (i.e. one elec-
tron–hole pair). If the absorbed photon has an energy greater than Eg, then
the excess energy will be lost through rapid thermalisation (i.e. heat gener-
ation). On the other hand, any photon with lower energy than the bandgap
will not be absorbed by the semiconductor and therefore will not generate an
electron–hole pair. Therefore, if we assume that the absorbing semi-
conductor is thick enough to absorb all of the received photons with energy
higher or equal to Eg, eqn (2.8) can be simplied to Fabs(d, l) ¼ Fsolar(l).
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maximum efficiency for a single junction solar cell was around 30% at 1.5
eV. Treating the Sun as a black body approximates to the AM0 solar
spectrum but, for terrestrial applications, the spectrum is signicantly
modied so a more accurate estimate of the optimum efficiency can be
gained by calculating the I–V parameters using the AM1.5G spectrum from
Figure 2.1. The theoretical efficiency, Voc, Jsc and FF as a function of















where J(V, Eg) is the current density for an ideal absorber of bandgap Eg
at applied voltage V [note that in Figure 2.10(b), Jsc is the maximum
photocurrent taken at V ¼ 0] and N(E) is the number of photons per
photon energy E, derived from Fabs(d, l) of eqn (2.8) for AM1.5G. Finally, RrFigure 2.10 Shockley–Queisser limit for AM1.5G spectrum as a function of bandgap
energy for (a) Voc, (b) Jsc, (c) FF and (d) maximum conversion efficiency.
44 Chapter 2is the radiative recombination rate, in the absorber, for photon energy














Voc can be seen as the difference between the quasi Fermi levels for the
n-type and p-type side of the junction and will be a fraction of the
bandgap, increasing as the bandgap increases, as shown in Figure 2.10(a).
In contrast, Jsc decreases as Eg increases due to the reduction in the above
bandgap energy photon density. The theoretical FF increases with Eg, with
values up to 90% at 1.5 eV. The decreasing slope, seen in Figure 2.10(c) is
caused by its dependence on the decreasing Jsc at higher bandgap. The
combination of these parameters can be seen in Figure 2.10(d), which
shows the expected compromise between high Jsc for small bandgap
energy and high Voc for high Eg in a single junction solar cell. It can be
seen from Figure 2.10(d) that the highest efficiency with AM1.5 illumi-
nation is higher than for AM0 with a maximum around 34% in the
range 1.2 to 1.4 eV. This provides a target bandgap energy for new
solar PV absorbers and for each of the solar cell parameters a means of
gauging experimental performance with this maximum Shockley–Queisser
limit.2.3.4 3-G Solar Cells to Beat the Single Junction Limit
The Shockley–Queisser limit shows that there are physical limitations to
the maximum conversion efficiency which can be achieved by a single
junction solar cell, with a maximum value of 34% for AM1.5. In reality, the
actual conversion efficiencies of single pn junction are lowered due to
optical losses (i.e. reection at a single air–glass interface is 4%, while at
the surface of semiconductor such as Si and GaAs a 30–40% reection can
occur), which can be partly solved by simple anti-reection coatings or
more complex plasmonic light trapping concepts. If the thickness of the
absorbing material is not optimum, further optical loss can occur, as
shown in eqn (2.8), and may be overcome by applying suitable back
reection arrangements. The manufacturing process of the solar cell also
determines the quality of the materials and, therefore, the further losses
caused by charge recombination in bulk and at interfaces. These defects
might be improved by optimising the manufacturing process. If it can be
assumed that the defect structure has been optimised for the remaining
discussion, one can try to optimise the conversion efficiencies by one of
the following approaches addressing some of the limits discussed in
Section 2.3.3.
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To avoid the excessive thermalisation losses for photon energies above the
bandgap of a single junction, one may design a set of multi-junction solar
cells. In this concept, the bandgaps of the individual cells have to be opti-
mised to either match their photocurrents, when connected in series, or their
voltage if connected in parallel. In other words, the multi-junction solar cell
will perform as well as the sum of the individual cells. The maximum theo-
retical limit for a triple junction solar cell is 56% (and can be as high as 72%
for 36 junctions under 1000 suns).23 In practice, triple junctions are being
produced using III–V semiconductor materials to achieve conversion effi-
ciencies of up to 44.4% under concentrated light of (AM1.5  302),24 which is
the current world record produced by Sharp and veried by the Fraunhofer
Institute for solar energy systems. A lattice-matched GaInP/GaInAs/Ge
structure is generally used with typical bandgaps of 1.86, 1.35 and 0.67 eV,
respectively; however, a metamorphic tunnel junction may be used to relax
the structure and remove the stringent need for lattice matched layers.25
These triple junction cells require high quality epitaxial layers monolithically
stacked in series and generally manufactured by metal organic vapour phase
epitaxy (MOVPE). Due to the high light concentration level used in the
concentrator PV (CPV), temperature management must be a carefully
designed part of the system to avoid degradation of performance. A more
detailed description of multi-junction III–V solar cells is given in Chapter 7.
2.3.4.2 Intermediate Bands
Similarly to multi-junction solar cells, the intermediate band concept26
addresses the same limitations of thermalisation effect of a single junction for
higher energy photons than its bandgap. However, it differs in that the single
junction concept is kept, removing the complexity of lattice matched junction
and current matching. A wide bandgap semiconductor may be used such as
ZnTe27 tomaintain ahighVoc and the idea is then to incorporate impurities such
as oxygen within the structure in the form of quantumdots or quantumwells to
provide additional bands (i.e. minimum of three bands inclusive of the
conduction and valence band of the main single junction). The bands are
creating nite quasi Fermi levels enabling localised electron–hole pairs to be
created, using two photons, without excessive thermalisation loss, and therefore
increasing the overall photocurrent being generated in a single junction.
Although no successful device has been achieved so far, the theoretical conver-
sion efficiency limits are 63% and 72% for three-band and four-band, respec-
tively,26 which has greater potential compared with multi-junction solar cells.
2.3.4.3 Up/Down Converters
Rather than tuning the active structure (i.e. solar cell) to accommodate the
broad range of radiation from the solar spectrum, one can think of a ‘passive’
device or material that would allow the conversion of the solar spectrum to
46 Chapter 2suit single junction devices. Existing single junction solar cells are made
from semiconductors having a bandgap between 1 and 2 eV, meaning that
a large portion of the ultraviolet (UV) blue and the near infrared (NIR)–far
infrared (FIR) are not being utilised. Luminescent materials such as dyes or
quantum dots can therefore be used to convert the solar spectrum to be
tuned for the specic absorber bandgap. More is described about these
processes in Chapter 9.2.3.4.4 Hot Carriers
A large proportion of the photon energy can be lost from the photogenerated
electron, dened as the ‘hot’ carrier, in a non-equilibrium state as it relaxes
to the bottom of the conduction band. During that process, energy is being
transferred to lattice phonons. For example, a ‘blue’ photon with energy of
2.6 eV would lose 1.1 eV in a single junction CdTe solar cell simply through
thermalisation. This decay process only takes picoseconds to reach equilib-
rium, which is where the challenges lies: (1) the thermalisation should be
reduced within the selected structure; and (2) the selective energy bands, in
the structure, should have a narrow energy range to avoid ‘cooling’ or
relaxation of these hot carriers. In both cases, quantum connement is the
solution. Hot carrier solar cells have the potential to reach 68% conversion
efficiencies under non-concentrated AM1.5 solar irradiance.28 This concept
has the potential to be simpler than either the multi-junction or intermediate
band approaches.2.4 Defects in Thin Film PV Materials
Thin lm PVmaterials are either polycrystalline or amorphous because of the
need for low cost deposition onto cheap substrates. The epitaxial thin lm
III–V class of semiconductors are in a different category where high quality
single crystal Ge or GaAs substrates are used. This has a consequence for the
complexity of the defect structure and the effect this has on the device’s
performance. Consideration of the inuence of defects on the performance
covers the conversion efficiency of the device and long-term stability. The
latter relates to movement of impurities and crystalline defects in the device
layers. Once the absorber layer has absorbed a photon, creating an electron–
hole pair, there are two possible outcomes—either recombination or diffu-
sion across the junction. Only in the case of movement of the photogenerated
minority carrier across the junction will electrical energy be extracted (as
illustrated in Figure 2.7). The defects that cause recombination can occur
either in the bulk of the lm, at the back contact or at the junction. These
defects have the potential to reduce both the Jsc and Voc of the cell. In the case
of thin lm crystalline silicon the minority carrier diffusion lengths can be as
long as 60 mm29 and as little as a few hundred nanometres in polycrystalline
thin lms. For polycrystalline thin lms, there is the added complication
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within the grains or at the junction. Unlike single crystal and epitaxial
materials the polycrystalline materials can be dominated by a high density of
deep levels within the bandgap and will limit the minority carrier diffusion
length. All these defect types will contribute to reducing the minority carrier
diffusion length and loss of Jsc. Specic types of defects in thin lm PV
devices are now considered.2.4.1 Staebler–Wronski Effect
The most common type of thin lm silicon for PV cells is amorphous silicon
(a-Si) due to the high absorption coefficient. An amorphous material will
tend to have a high concentration of dangling bonds and these will act as
charge centres that can appear within the bandgap and act as traps for
minority carriers. This is overcome in a-Si by hydrogenation where the Si
dangling bonds are passivated by atomic hydrogen. The Staebler–Wronski30
effect is the observation of changes in the device performance under illu-
mination from solar radiation. The increase in defect traps on illumination
relates to the photo-induced change in bonding; this change is initially very
rapid and eventually stabilises. It is important that efficiency measurements
quoted for a-Si also quote the light soaking conditions.
Various mechanisms have been proposed for the Staebler–Wronski effect
and a common theme is a photo-induced breaking of a weak Si–Si bond and
reaction with mobile hydrogen. The process is reversible by heating to 150 C
and is quite different to crystalline silicon at these temperatures where point
defects are stable. An engineering solution to the inherent instability in
a-Si–H solar cells is to form a tandem cell with microcrystalline silicon. This
can be formed by annealing an a-Si lm. There is still some degradation but
typically less than 10% over the rst 100 hours of exposure and relatively
stable for longer periods. This is consistent with the Staebler–Wronski effect
being associated with weaker Si–Si bonds than appear in a-Si compared with
crystalline silicon. The subject of thin lm silicon is covered in more detail in
Chapter 3.2.4.2 Minority Carrier Lifetime and Junction Defects
Deep level defects in the bulk of the absorber will act as traps and reduce the
minority carrier lifetime of the photogenerated carriers. In the case of crys-
talline silicon, the trap density is low and recombination within a wafer 200
mm thick is minimal. This compensates for the need to have a thick layer of
silicon to absorb the available solar radiation. However, surface recombi-
nation becomes more critical and effective surface passivation of the silicon
wafer is essential. The direct bandgap in compound semiconductors reduces
the need for long minority carrier lifetime and diffusion length. In the case of
epitaxial GaAs/GaAsP devices, the bulk lifetime is high but defects forming at
the junction due to lattice mismatch will cause recombination within the
48 Chapter 2depletion region. So, choosing layer combinations that not only give the
required bandgap for absorption of the radiation but also good lattice
matching is essential, hence the importance of the strain-balanced quantum
wells described in Section 2.2.3.3.
The minority carrier lifetime can affect device performance through both
the Jsc, where it will affect the proportion of minority carriers that reach the
junction, and the Voc. The effect on Voc can best be described by looking at the
relationship between Voc and IS given by the following equation [a variant to
eqn (2.12)]:






where n is the ideality factor and the other terms are as dened previously. IS










where Dn,p is the minority carrier diffusion coefficient and s is the minority
carrier lifetime. It can be seen from eqn (2.13) and (2.14) that a decrease in s
arising from an increase in deep level traps will cause an increase in IS which
in turn will cause a decrease in Voc. This assumes that the device is essentially
homogeneous; the additional effects of inhomogeneities that occur in PV
devices are considered in the next section. It is also worth noting here that
according to eqn (2.13) and (2.14), an increase in NA will decrease IS and
hence increase Voc. This is a target in controlling the electrical properties of
the thin lm PV materials, but current approaches for intrinsic doping make
this very challenging.
Polycrystalline thin lm PV devices have a more complex defect structure,
although the same principles of defects such as dislocations at the junction
will apply as for the epitaxial junctions. One advantage of polycrystalline
layers is the potential for strain relief within each grain to create a so-called
pseudo-morphic junction where the lattice will try to match within the plane
of the device. This will constrain the choice of window and absorber layer in
hetero-junction devices beyond the constraints of optical absorption in the
absorber layer and good transmission in the window layer. The opportunities
for minority carrier recombination are shown schematically in Figure 2.11.
The grain boundaries create the largest challenge and, without effective
passivation, will prevent minority carriers reaching the junction, hence
reducing Jsc. Referring back to Section 2.2.3.1, we can see that the absorption
coefficient is lower for longer wavelength photons, so they will be typically
absorbing at depths greater than 1 mm away from the junction and more
vulnerable to recombination at unpassivated grain boundaries before they
reach the junction. Hence, the EQE curve will show poorer quantum effi-
ciency at longer wavelengths. Grain boundary passivation can be viewed as
causing a bending of the bands towards the grain boundary in a way that will
Figure 2.11 Schematic of recombination within a polycrystalline thin lm absorber
showing recombination within the junction region, bulk of the grain,
back contact and grain boundary.
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conduction band to increase in energy towards the grain boundary. The
simplest way of doing this is by doping the grain boundary p-type, but can
also be achieved by alloying to increase the bandgap.
The back contact is ideally an ohmic metal contact but in reality it can be
a poor Schottky junction. This will be a very defective region of the device and
carriers that diffuse to the back contact are likely to recombine. As with the
grain boundaries, the minority carrier must be repelled from the back
contact either by doping in the case of CdTe or by alloying to change the
bandgap as is the case with Cu(In,Ga)Se2.
The recombination of minority carriers at defects can affect the device
characteristics in a number of ways, all resulting in a loss of conversion
efficiency from the device. The effect on Jsc, where recombination occurs
before the minority carrier can reach the junction, is described above.
However, there is an optical type defect that can also reduce Jsc, where the
cut-off wavelength of the window will absorb solar radiation in the blue and
ultraviolet before it arrives at the junction. The Shockley–Queisser limit
assumes that most photons with energy greater than the bandgap will create
useful charge generation within the device. The short wavelength cut-off in
the EQE spectra such as in Figure 2.8, for CdS/CdTe PV cells, corresponds to
the absorption edge of the window layer CdS and shows that the electron–
hole pairs, generated by photon absorption in the window layer, do not result
in a photocurrent. Hence we are lewith a potential efficiency maximum that
is less than the ideal Shockley–Queisser limit, depending on the optical
properties of the window layer. This is oen referred to as the ‘blue defect’.
2.4.3 Lateral Non-uniformity of Thin Film PV Devices
A thin lm PVmodule is designed to cover a large area in order to capture the
solar radiation. Thin lm PV modules are typically monolithically integrated
and sub-divided into long thin cells, separated by a three-level scribing
50 Chapter 2process. The deposition process needs to provide uniform lms of material
over the whole area, which can extend to over one metre. Non-uniformity in
the lm thickness can result in variations in photon absorption and device
performance (i.e. across each cell and between cells), resulting in a decrease
in the power output of the module.
However, it is not just the macroscopic uniformity that can affect the
cell or module performance; microscopic variations in morphology, grain
size, composition and pinholes can all have an inuence. The types of
non-uniformity are inuenced by the type of thin lm cell and their
deposition techniques. For example, the characteristics of grain size and
variation in composition are not applicable to amorphous silicon which is
generally easier than polycrystalline CdTe or CIGS to deposit with suffi-
cient uniformity over large areas. The polycrystalline thin lm PV devices
tend to have better long-term stability, not having the dangling bonds;
however, passivation of grain boundaries is important. Compositional
uniformity variations in ternary and quaternary thin lm absorbers can
alter the cut-off wavelength of the devices and charge collection efficiency;
hence, this must be carefully controlled in materials such as CIS and CIGS.
The slight grading of Ga composition in CIGS towards the junction is an
advantage in creating a small built-in electric eld to sweep carriers
towards the junction.
The effect the density distribution of pinholes across the module has been
studied by Koishiyev and Sites,31 who showed that the distribution of micro-
shunts across the cells can have a large effect on the reduction in PV module
efficiency. A range of characterisation techniques from optical mapping
through to laser beam induced current (LBIC) can be used to survey modules
and cells for spatially distributed defects. The appropriate characterisation
techniques for each of thematerial systems covered in the book are described
in the following chapters. The nature of polycrystalline thin lm materials
presents a challenge to achieving uniform properties necessary to make high
efficiency PV modules.2.5 Conclusions
This chapter has introduced a number of topics that will be expanded in later
chapters of this book. The emphasis has been on the properties of the
different layers in a thin lm solar cell and the relationship with device
performance. For a single junction cell there is a fundamental limit to solar
cell efficiency which is dened by the Shockley–Queisser limit. In practice,
thin lm solar cells do not get close to this limit but understanding the
fundamental limitations to performance makes a start in understanding the
performance of the materials in thin lm solar cells. These practical limi-
tations will becomemuch clearer in later chapters and where the challenge of
new materials developments could get us closer to the fundamental limits.
This chapter has also introduced the reader to new concepts in extending the
range of solar capture through bandgap engineering or through photonic
Fundamentals of Thin Film PV Cells 51materials achieving improved conversion of photon energy into electrical
energy. Again, these themes will be expanded in chapters 8 and 9.Acknowledgements
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3.1 Introduction
Thin lm silicon has a long history in photovoltaics. Effort has mostly
focused on plasma-deposited amorphous hydrogenated silicon (a-Si:H) and
microcrystalline silicon (mc-Si:H) which is a mixture of a-Si:H and Si nano-
crystallites (nc-Si).1,2 These materials lie at the heart of current thin lm
silicon-based photovoltaic (PV) manufacturing. The devices use the p–i–n
structure with the intrinsic (i) layer being the absorber. Hydrogenated
amorphous silicon–germanium alloys have also been used as the absorber
layer.3 The light-induced degradation problems in a-Si:H are well-known and
microcrystalline Si was introduced to improve stability and cell performance.
This has led to the so-called ‘micromorph’ technology which is a tandem
a-Si:H and microcrystalline Si structure. Stabilised efficiencies of small area
micromorph cells exceeding 12% have been reported.4 Other multi-junction
approaches include the triple junction a-Si:H/mc-Si:H/mc-Si:H and a-Si:H/
a-SiGe:H/mc-Si:H designs with reported small area stabilised efficiencies of
13.6% and 13.3%, respectively.4
Fully crystalline forms of thin Si (without any amorphous content) offer the
promise of stable device operation as well as the other attributes of crystal-
line Si. These include its non-toxicity, high abundance in the Earth’s crustRSC Energy and Environment Series No. 12
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54 Chapter 3and, importantly, a high efficiency potential despite its indirect bandgap and
poor optical absorption properties. Single junction efficiencies exceeding
15% have been suggested for many years as being possible in mm scale
thicknesses by using effective light trapping.5 Conventional, fully crystalline,
thin forms consist of thin lm polycrystalline Si (with grain sizes $1 mm)
and monocrystalline silicon produced either epitaxially6 or by a variety of
etching or li-off processes. Li-off approaches generally yield fairly
thick layers (>10–20 mm) and have been studied for many years. Thinner (1
mm) monocrystalline layers have also recently been demonstrated using
li-off.7
This review covers thin lm polycrystalline Si (TF poly-Si) solar cell tech-
nology on glass. Some recent work on higher temperature substrates is also
discussed, together with thin (<5 mm), monocrystalline Si planar forms
produced by epitaxy or by li-off from crystalline Si wafers. Developments in
plasmonic concepts relevant to thin crystalline Si cells are described. Finally,
progress in Si nanowire solar cells is discussed.3.2 Planar Thin Film Crystalline Silicon Technology
The main approaches to the preparation of TF poly-Si since 2000 fall into two
broad categories. The rst is crystallisation of as-deposited amorphous layers
using solid phase crystallisation and liquid phase crystallisation. The second
uses a two-step process of forming a thin crystalline Si seed layer with large
grains which is then epitaxially thickened. Temperatures have to be generally
kept below 600 C for glass substrates, although excursions up to 900 C
are needed to remove defects, improve crystallinity and optimise dopant
activation. This means the use of borosilicate or aluminosilicate substrates
rather than the cheaper soda lime glass. Research in these areas is sum-
marised below together with some recent work on epitaxy and li-off
approaches for thin layers.3.2.1 Crystallisation of Amorphous Silicon
3.2.1.1 Solid Phase Crystallisation
In terms of device performance, solid phase crystallisation (SPC) of a-Si:H
has until recently been the most successful TF poly-Si formation technique.
The process consists of thermally annealing the deposited lms at 600 C
for a time period of up to several tens of hours. Film thicknesses are typically
in the range 1–3 mm. The average grain size of device grade SPC lms is in the
region of 1 mm with a high density of intra-grain defects as well as grain
boundaries. Sanyo reported a 9.2% efficient cell in 1996.8 Subsequently the
process was developed by several groups, most notably CSG Solar using its
novel point contact crystalline silicon on glass device technology9,10 (see
Figure 3.1).
Figure 3.1 CSG Solar point contact crystalline Si on glass technology. Aer ref. 10.
Crystalline Silicon Thin Film and Nanowire Solar Cells 55In the CSG Solar technology, amorphous Si layers (2 mm thick) with an
n+pp+ structure were deposited by plasma-enhanced chemical vapour depo-
sition (PECVD) onto textured and silicon nitride coated glass sheets. The
coated sheets were then heated to 600 C for about 24 hours to achieve SPC.
This was followed by a short defect anneal at 900 C using rapid thermal
annealing (RTA). Hydrogen plasma defect passivation was then carried out
followed by contact patterning. An efficiency of 10.4% was realised in 2007 in
a 94 cm2 minimodule using a Si thickness of 2.2 mm with an open-circuit
voltage (Voc) of 492 mV per cell.10 CSG Solar successfully demonstrated batch
processing to mitigate the slow nature of SPC, but the limited Voc of this
technology prevented large-scale commercialisation and the company
became insolvent in 2011.
In recent years electron beam (e-beam) evaporation has been investigated as
a higher deposition rate (up to 1 mm min1) alternative to PECVD for amor-
phous Si growth prior to SPC.11,12 Using this technique, Sontheimer et al.13
achieved an efficiency of 7.8% inminimodules fabricated onplanar SiN-coated
glass, conrming the electronic quality of e-beam deposited layers. These
authors also reported faster SPC on aluminium-doped zinc oxide (ZnO:Al)
coated substrates, which offer the potential of simpler device fabrication, due
to a signicant reduction in the activation energy of steady state nucleation
from 5.0 eV on SiN to 2.9 eV on ZnO:Al. The SPC of a-Si on large grained poly-Si
seed layerspreparedby aluminium-induced crystallisation (see Section 3.2.2.1)
has also been reported.14 The presence of the crystalline seed layer leads to the
transfer of its structure to the SPC layer. However, the performance of these
cells has been limited with Voc values below450mV. Various other aspects of
SPC technology have been studied. Examples include the inuence on crys-
tallisation of the annealing temperature15 and the RTA process.163.2.1.2 Liquid Phase Crystallisation
Alternative techniques for a-Si crystallisation have been studied for many
years. They include zone-melting crystallization processes using light sources
and electron beams. An earlier review was provided by Bergmann.17 Earlier
Figure 3.2 Electron backscatter diffraction images of poly-Si thin lms on glass
crystallised by a line-shaped electron beam (scan direction as
indicated). The inset shows the grain orientation map. Aer ref. 20.
56 Chapter 3work generally focused on high temperature substrates such as ceramics. An
example of recent work using e-beam zone-melting crystallization of 8–13 mm
thick Si lms is the report by Amkreutz et al.18 The lms were deposited by
low-pressure chemical vapour deposition (LPCVD) at 670 C on SiCx coated
high temperature glass substrates (Corning Eagle XG). Solar cells formed
using a-Si hetero-emitters yielded efficiencies up to 4.7%. A Voc of up to 545
mV was achieved showing the high electronic quality of the absorber layers.
The SiCx interlayer can crack during crystallisation, so in more recent work
a combined interlayer consisting of 200 nm SiOx followed by 20 nm SiCx was
used to resolve this issue whilst suppressing impurity diffusion from the
substrate. The interlayers were sputtered whilst high rate electron beam
evaporation was used to grow the 10 mm thick absorber layer. The Voc was
improved to 582 mV, although the overall efficiency was 4.3% due to a lower
short-circuit current and ll factor.19 The poly-Si absorber layers exhibit large
grains up to 100 mm wide and 1 cm in length with low defect densities as
shown by the electron backscatter diffraction (EBSD) image of Figure 3.2.20
Signicant progress has been made in recent years in crystallizing a-Si
layers on glass substrates using laser crystallisation (LC) employing line-
focused diode lasers operating at 808 nm. Long crystal grains similar to the
e-beam crystallised lms are obtained upon solidication. Using this tech-
nique, Dore et al.21 reported an initial efficiency of 11.7% with a Voc of 585 mV
for a 1 cm2 area cell on borosilicate glass. The Si lm was 10 mm thick and
deposited by e-beam evaporation using a sputtered SiOx/SiNx/SiOx interme-
diate buffer stack. The structure of the basic cell is shown in Figure 3.3. The
rear surface of the silicon was chemically etched to achieve a random texture
to promote light trapping giving a short-circuit current density (Jsc) of
27.6 mA cm2. The efficiency and Voc values are the highest reported to date
for a TF poly-Si on glass solar cell. However, a degradation in efficiency was
Figure 3.3 Device schematic for the basic cell structure of Dore et al. using a laser
crystallised absorber layer. The cell is operated in a superstrate
orientation. Aer ref. 21.
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tered Al and the lightly doped Si absorber layer. A selective p+ metallization
scheme has been devised which was reported to eliminate the degradation
but with a reduced efficiency of 10.4%.21
The use of high irradiance (several tens of J cm2) Xe ash lamp annealing
has also been reported for the crystallisation of a-Si lms several mm thick on
quartz glass substrates. The work is at an early stage with a reported solar cell
efficiency of 1.37% in a 2  2 mm2 crystallised device.22
In summary, SPC lms have small grain sizes and high levels of intra-grain
defects which have limited device performance to around 10%. Liquid phase
crystallisation yields better quality material with large (cm scale) grain sizes
leading to higher efficiencies. It offers the potential for a successful crystal-
line Si thin lm technology on glass if it can be implemented cost-effectively.3.2.2 Seed Layer Approaches
The concept is based on rst forming a thin layer of Si, the seed layer, with
good crystalline quality and large grains. This is then epitaxially thickened to
form the solar cell absorber layer with the crystalline structure of the
underlying seed. The main techniques investigated for seed layer formation
are aluminium induced crystallisation and laser crystallisation.3.2.2.1 Seed Layer Formation by Aluminium Induced
Crystallisation and Layer Exchange
Aluminium induced crystallisation (AIC) is based on the layer exchange of
thin (<500 nm), adjacent a-Si or mc-Si and Al lms when they are heated to
below the eutectic temperature of Al (577 C).23 The subject has been studied
extensively24–26 and only the salient points are described below.
The starting layer sequence of substrate/Al/a-Si is the one most commonly
employed. Both evaporated and sputtered Al layers have been successfully
used. E-beam evaporation, sputtering and PECVD have been the techniques
Figure 3.4 AIC process schematic where the thick black line represents the
permeable interface between the Al and Si layers. Adapted from Fuhs
et al.27
58 Chapter 3most widely used for Si deposition. The use of hot wire CVD (HWCVD) has
also been reported. Upon annealing, Si atoms diffuse into the Al lm through
a thin permeable membrane at the Al–Si interface (usually aluminium oxide
formed by atmospheric exposure). This is followed by nucleation of Si grains
at the interface and grain growth within the Al layer until adjacent Si grains
impinge. The Al is displaced towards the substrate leading to layer exchange
and the transition of the a-Si into poly-Si which becomes p+ doped by the Al to
its solid solubility limit in Si of 18 cm3. The poly-Si lm thickness is
dened by the thickness of the starting Al layer. The nal layer sequence is
substrate/poly-Si/Al+Si where the Al and Si phases segregate in the top Al rich
layer. A schematic of the process is shown in Figure 3.4.
The poly-Si lms generally exhibit a preferential (100) orientation of about
60–70% with average grain sizes in the region of 10 mm, although grains
exceeding 50 mm have been observed. The permeable membrane at the
interface plays a critical role in controlling these parameters. Schneider
et al.28 have contributed to the theoretical understanding of the process. A
property of the AIC process is that Si islands form on top of the poly-Si layer.26
For subsequent epitaxial thickening of the seed layers, the Al and the Si
islands have to be removed to leave a smooth surface. This is a critical factor
for epitaxial thickening, especially at low temperatures. Various approaches
to this have been implemented including wet chemical etching followed by
mechanical abrasion,26 chemical–mechanical polishing27 and selective wet
etching of Al combined with reactive ion etching of the remaining Si
islands.29
Solar cells based on seed layers directly on glass require relatively complex
contacting schemes due to the absence of a highly conducting back contact.
To overcome this drawback, Gall et al.26 successfully demonstrated seed layer
formation by AIC on transparent conducting oxide (TCO) coated glass
substrates where the TCO is ZnO:Al. The grain size was somewhat reduced
(e.g. average size decreased from 7 to 5 mmunder the conditions used) but, as
on bare glass, the preferential (100) orientation was 60%. Overall the
properties were quite similar to layers formed on bare glass.
The reverse of the structure described above (R-AIC), with the starting layer
sequence of substrate/a-Si/Al, has also been studied.27,30 This yields the nal
layer sequence aer layer exchange of substrate/Al+Si/poly-Si with the Al rich,
Figure 3.5 (a) Focused ion beam images showing the layer exchange process for
the R-AIC geometry: top – before annealing; bottom – aer annealing.
(b) EBSD map of poly-Si grains aer AIC with grain orientation colour
key. (c) Inverse pole gure showing preferred (100) orientation. The
poly-Si layer is 0.3 mm thick. Aer ref. 30.
Crystalline Silicon Thin Film and Nanowire Solar Cells 59Al+Si mixed phase le underneath the poly-Si surface. Therefore, this
geometry requires no Al etching step to expose the poly-Si layer and the Si
islands form underneath the poly Si layer to leave a relatively smooth surface.
In addition, the bottom Al+Si layer offers the possibility of forming a low
resistance back contact. A cross section of the R-AIC process is shown in
Figure 3.5(a). Figure 3.5(b) and (c) show an electron backscatter diffraction
(EBSD) map and the corresponding inverse pole gure, respectively, con-
rming large grains with a preferred (100) orientation. Although Si island
formation is avoided in this scheme, the as-formed poly-Si surface can still
exhibit signicant roughness and requires further treatment for successful
absorber layer deposition. Excimer laser processing has been shown to
improve surface morphology.313.2.2.2 Seed Layer Formation by Laser Crystallisation
Laser crystallisation of thin amorphous Si layers on glass has been an active
eld of study for many years driven by the thin lm transistor (TFT) market,
with pulsed excimer lasers being the dominant technology. The utility of this
technique to crystalline Si solar cells has been studied. The fact that excimer
lasers operate in the ultraviolet (UV) and vacuum ultraviolet (VUV) (wave-
lengths between 351 and 157 nm) restricts the Si layer thickness that can be
crystallised to below100 nm. This is acceptable for seed layer formation but
the grains are generally up to 1 mm in size at best and possess a mixed
Figure 3.6 (a) SEM of Schimmel defect etched MPS sample. (b) EBSD map showing
(100) texture. (c) Transmission electron micrograph (TEM) showing the
grains are mostly devoid of intra-grain defects. Aer ref. 36.
60 Chapter 3orientation.32,33 Pulsed copper vapour lasers operating at 511 or 578 nm
enable the crystallisation of thicker layers. For example, via sequential lateral
solidication using a copper vapour laser, Bergmann et al. obtained Si
crystallites of several tens of mm in length in 400 nm thick lms on glass.34
More recently, Falk and collaborators35 have shown that large grained poly-Si
seed layers on glass substrates can be produced by scanning the line focused
beam of a continuous wave (CW) diode laser operating at 806 nm, or of
a green pulsed laser emitting at 515 nm. Grains exceeding 100 mm in size
were formed in 400 nm thick amorphous Si starting layers by the CW laser,
whereas the green laser yielded grains with sizes in the 10 mm range in 60 nm
thick layers. Both approaches led to mixed orientation grains as evidenced by
EBSD analysis.
New approaches studied include multiple-exposure mixed-phase solidi-
cation (MPS) using a scanning laser beam. Promising results have been
reported with large grain size (5 mm), nearly 100% (100) oriented, low intra-
grain defect density poly-Si lms being formed on quartz substrates as shown
in Figure 3.6.36 The data is for a 130 nm thick a-Si lm on quartz processed
using a CW laser operating at 532 nm.3.2.2.3 Absorber Growth on Seed Layers and Device Results
Direct epitaxial growth has been widely reported for growing absorber layers
on seed layers using a number of low to medium temperature techniques.
Solid phase epitaxy of a-Si lms deposited on the crystallised seed layers has
also been investigated. To date, most of the work on solar cells on seed layers
has used simple structures without any complex light trapping schemes
thereby leading to modest short circuit currents.
The rst successful epitaxial growth of Si on AIC seed layers used ion-
assisted deposition (IAD) under non-UHV conditions.37 The technique is
based on e-beam evaporation and subsequent creation of Si ions which are
accelerated towards the substrate by a low voltage (typically 20 V) to increase
Crystalline Silicon Thin Film and Nanowire Solar Cells 61surface adatom mobilities. To obtain several mm thick smooth poly-Si lms
requires temperatures in the vicinity of 600 C or above. Seed layers with
a preferred (100) orientation were found to be advantageous for the epitaxial
thickening. However, the development of solar cell structures using these
layers has been challenging with typical as-grown devices having Voc values in
the region of 100 mV. A high density of intra-grain defects and impurities
have been identied as the key factors limiting performance. Post deposition
treatments such as rapid thermal defect annealing at 1000 C and remote
plasma hydrogenation lead to a signicant improvement in performance.
However, performance has remained poor with best Voc values of 420 mV
and efficiencies of 2% in small area cells with 2 mm thick absorber
layers.13
Plasma deposition techniques such as electron cyclotron resonance CVD
(ECRCVD) can also be used to provide low energy ion bombardment of the
growth surface to increase adatom surface mobilities and reduce epitaxial
growth temperatures to below 600 C. Epitaxial thickening of AIC seed layers
by ECRCVD has been reported by several authors including Gall et al.25 and
Ekanayake et al.38 The best quality epitaxial layers below 600 C are obtained
on (100) oriented Si wafers. Typically, epitaxy breaks down above a thickness
of 2.5 mm on (100) Si and at much lower thicknesses for other orientations.
This has consequences for the epitaxial thickening of AIC seed layers with
their mixed grain orientation. At best, epitaxial thickening of70–80% of the
surface has been reported.27
Like the IAD deposited absorber case, the performance of solar cells
fabricated from ECR thickened seed layers has been limited. Best reported
efficiencies in small area (4  4 mm2) cells on glass, with inter-digitated
contacts and a 2 mm thick absorber layer, were in the region of 1% with a Voc
of 397 mV. This was achieved aer post-deposition defect annealing using
RTA at 900 C and hydrogen plasma passivation.39 Reference cells grown on
p+ (100) Si wafers exhibited an efficiency exceeding 4.2% without light trap-
ping, with a Voc of 458 mV before defect annealing or passivation. Analysis of
the layers using Seeco etching has shown that they exhibit a very high density
($109 cm2) of extended defects and growth regions of different structural
quality which limits device performance.40 Interestingly, in a study of cells
prepared on AIC seed layers with the reverse structure (R-AIC) formed on
a silver–indium tin oxide (ITO) back contact, Jaeger et al. reported cell effi-
ciencies exceeding 5% using 2 mm thick non-epitaxial absorber layers grown
by PECVD at 180 C.41
Epitaxial thickening of AIC seed layers on glass using high rate e-beam
evaporation under non-UHV conditions has been systematically studied by
the group at Helmholtz–Zentrum, Berlin.42 As for the ECRCVD lms, the layer
structural quality depends strongly on the orientation of the underlying
substrate, with (100) orientation producing the best results and pointing to
the importance of a high preferential (100) orientation of the seed layers.
Layers grown at 600 C on Si (100) substrates exhibited no extended defects
whereas defects were present on other orientations. Films grown on seed
62 Chapter 3layers do exhibit defects and it has been suggested that these originate from
imperfections at the seed layer surface. The defect densities are lower than in
ECRCVD lms. This translated to superior performance in solar cells. The
best poly-Si cell on glass was reported to have an efficiency of 3.2% using an
absorber thickness of 2.2 mm. The Voc was 407 mV aer RTA defect annealing
and hydrogen plasma passivation. A 1.8 mm thick reference cell grown on a p+
(100) Si wafer at 650 C without any light trapping exhibited an efficiency of
5.86%, with a Voc of 570 mV. The same group also reported TF poly-Si cells
grown on AIC seed layers formed on ZnO:Al coated glass. This allows for
a simpler contacting scheme and light trapping. Solar cells using 2 mm thick,
e-beam evaporated epitaxial absorbers achieved a Voc of 389 mV and an
efficiency of 2%.43
Thickening of AIC seed layers has also been reported using HWCVD to
produce solar cell structures on glass. For example, Wang et al.44 reported an
initial efficiency of 5.6% with a Voc of 470 mV for a cell where the AIC
seed layer was formed on a Ti contact layer. The absorber layer had a p–i–n
conguration and a microcrystalline structure with a crystalline fraction
of 93%.
Laser crystallised seed layers have been investigated to see if they offer
better structural quality and hence better performance poly-Si on glass solar
cells. Andra et al. studied layered laser crystallisation (LLC) whereby the laser
crystallised seed layer was epitaxially thickened by simultaneous deposition
of a-Si using e-beam evaporation and repeated pulses of an excimer laser. A
Voc of 517 mV was achieved with an efficiency of 4.2% using a 2 mm thick
absorber layer, without an anti-reective coating (ARC) or light trapping.45
However the approach is difficult to scale up. Schneider et al. reported solid
phase epitaxial (SPE) thickening of e-beam deposited a-Si on CW laser crys-
tallised seed layers.46 The CSG Solar contacting technology was used and an
efficiency of 4.9% reported in a minimodule (12 series connected cells). Cell
results based on excimer laser crystallised seed layers with grain size up to
1100 nm have been reported.35 SPE of amorphous lms on the seed layers
gave higher Voc values (up to 443 mV) compared with e-beam deposited
epitaxial absorber layers.
The best performance in epitaxially thickened AIC seed layer cells has been
reported using higher temperature substrates and thermal CVD at 1100 C
by IMEC. IMEC used alumina and transparent glass ceramic substrates and
achieved a record efficiency of 8.5% on alumina using a heterojunction
emitter and an inter-digitated contacting scheme.47 A 2–3 mm thick absorber
layer was grown on a 250 nm thick seed layer followed by remote plasma
hydrogen defect passivation and plasma texturing. The textured surface
improved light trapping, and together with an ITO ARC, led to a Jsc of 21.6
mA m2, a Voc of 523 mV and a ll factor (FF) of 75.8%, giving an efficiency of
8.54%. An efficiency of 6.4% was reached on the glass ceramic. The structure
of the 8.54% efficient device and light I–V curves are shown in Figure 3.7.
Detailed analysis showed that the Voc of the cells was almost independent of
the grain size and that a high density (109 cm2) of electronically active
Figure 3.7 (a) Device structure and (b) light I–V characteristics of an 8.5% efficient
cell grown on an AIC seed layer using thermal CVD. Aer ref. 47.
Crystalline Silicon Thin Film and Nanowire Solar Cells 63intra-grain defects in the epitaxially thickened AIC layers was limiting cell
performance.48
The details of the AIC process, and the status and potential of AIC solar cell
research, were reviewed recently by Van Gestel et al.49 The high density of
intra-grain defects and mixed grain orientation are key factors limiting
performance. They concluded that further material improvement and the use
of advanced light trapping schemes could lead to Jsc values above 30mA cm
2.
Voc values will need to improve signicantly to >580 mV if efficiencies in the
region of 14% are to be achieved. This is a challenging requirement and it is
not clear if these improvements can be realised in a cost-effective process to
compete with laser and e-beam crystallisation approaches.
The use of monocrystalline Si seed layers has been investigated by Branz
and co-workers using a heterojunction cell structure with an a-Si emitter.50
They used HWCVD at 730 C to epitaxially thicken 450 nm thick
64 Chapter 3monocrystalline Si (100) layers, oxide bonded to Corning EAGLE XG display
glass. The best device had a Voc of 460 mV and an efficiency of 4.8% using
an absorber thickness of 2.5 mm and without any RTA, defect passivation or
light trapping. Reference wafer based devices reached an efficiency of 6.7%
with a Voc of 570 mV. High dislocation densities were reported to be
a limiting factor due to the lower growth temperature used compared with
thermal CVD.
The use of monocrystalline seed layers has also been reported by IMEC.7 Its
seed layers were created by transferring 300 nm thick, (100) oriented
monocrystalline Si layers onto glass ceramic substrates using Corning’s
anodic bonding and implant-induced separation technology.51 Seed layer
size is limited by the size of the starting Si wafer so that wafer scale cells are,
in principle, possible. Epitaxial thickening of the wafers by high temperature
thermal CVD followed by plasma texturing led to an efficiency of 10.8% in a 1
cm2 inter-digitated device with an absorber thickness of 8 mm. Voc values
exceeding 600 mV were recorded illustrating the good layer quality
(defect density reduced to 105 cm2). The Jsc values were still relatively low
(24.3 mA cm2) due to the absence of advanced light trapping schemes. The
good Voc values using monocrystalline seed layers demonstrate the potential
of the seed layer approach.3.2.3 Li-Off and Epitaxy Approaches
The preparation of thin monocrystalline Si wafers by li-off from a parent
wafer has been extensively reported. There are two main approaches: (a)
induced cleaving; and (b) porous Si based methods.52 Cleaving methods
generally lead to layer thicknesses in the range of 20–50 mm and are not
discussed further. Porous Si based methods involve the creation of two
porous Si layers in the top surface of the wafer. A high porosity layer sits
beneath a lower porosity upper layer which can support the growth of
epitaxial silicon by high temperature CVD. The mechanically weaker, high
porosity layer enables the epitaxial layer to be detached from the substrate
which can be re-used. Using this method an efficiency of 19% in a 43 mm
thick cell with an aperture area of 3.98 cm2 has been reported.53
Progress on thinner layers has been limited. IMEC has reported the
production of ultra-thin (1 mm)monocrystalline silicon layers using li-off
by the so-called ‘epifree’ approach.7 This relies on the formation of
a uniform array of cylindrical micropores in the surface of a mono-
crystalline wafer, followed by annealing at high temperature. The annealing
leads to merging of the pores into a wide, plate-like void under a thin lm
which can subsequently be detached. An efficiency of up to 4.1% was re-
ported in simple, ‘proof of concept’, solar cells fabricated on lms with
a thickness of1 mm. The cell ll factor was 75%, but Voc and Jsc were low at
426 mV and 12.8 mA cm2, respectively, suggesting the need for signicant
improvements in passivation and thicker lms. The epifree process is
illustrated in Figure 3.8.
Figure 3.8 (a) Regular pores with a diameter of 550 nm and a pitch of 800 nm
obtained by deep UV lithography and reactive ion etching. (b)
Transformation of pores into a single void with an overlaying lm of
1 mm thickness aer annealing for 60 min at 1150 C in hydrogen.
Aer ref. 7.
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‘epifree’ process (which they term ‘silicon millefeuille’) whereby several
crystalline silicon layers with thickness in the 1–7 mm range can be
produced from a single wafer in a single technological step. The work is at an
early stage and the performance of the layers in devices has not yet been
reported.
Turning to the direct production of crystalline layers, Cariou et al.54 re-
ported an approach to produce epitaxial silicon lms by RF-PECVD at a very
low growth temperature of 165 C. These epitaxial layers have been used as
absorbers in heterojunction solar cells. For a 2.4 mm thick absorber, a Voc of
546 mV, FF of 77%, Jsc of 16.6 mA cm
2 and an efficiency of 7% was achieved
in a cell with an area of 4 cm2 without any light trapping features. The same
group has reported a process based on low temperature (200 C) RF-PECVD to
produce ultra-thin crystalline silicon lms (0.1–1 mm) on exible substrates.55
It was suggested that, by optimising the ow of H2 gas during processing,
very highly crystalline lms can be grown on an interface mainly composed
of micro-cavities to facilitate li-off. Device results on these layers are
awaited.
66 Chapter 33.2.4 Plasmonic Enhancement in Thin Crystalline Silicon Cells
Due to the weak optical absorption of crystalline silicon near its band edge,
effective light trapping is a requirement to achieve high performance in thin
lm crystalline silicon solar cells. Traditional light trapping schemes used in
wafer based silicon technology involve pyramid texturing on the micron scale
and are not feasible in very thin structures.
Several new approaches to light trapping in thin lm silicon solar cells
have been proposed in recent years. These include the use of photonic
crystals as back reectors. A combined grating and one-dimensional
photonic crystal as a distributed Bragg reector has been shown to
enhance the efficiency in 5 mm thick monocrystalline Si cells fabricated
using a layer transfer technique. The measured Jsc was increased by 19%
compared with a theoretical prediction of 28%.56 Becker et al. have sum-
marised approaches based on replacing the planar absorber layer by
a periodically structured nanophotonic thin lm formed using nano-
imprint lithography (NIL), which is a promising technology for fabricating
submicron light trapping textures on large areas.20 They reported
a signicant increase of absorption over the range 400 to 1100 nm in
a solid phase crystallised 2 mm periodic, poly-Si microhole array with a
nominal thickness of 2.1 mm fabricated using NIL. Results on how these
structures perform in devices are awaited.
Another method for achieving light trapping in thin lm solar cells that
has attracted considerable attention in recent years, and is the focus for the
remainder of this section, is the use of metallic nanostructures that support
surface plasmons.57 These are excitations of the conduction electrons at the
interface between a metal and a dielectric. Both localised surface plasmons
(LSPs) excited in metal nanoparticles and surface plasmon polaritons (SPPs)
propagating at the metal–semiconductor interface can contribute to light
trapping in thin cells. Plasmonic nanoparticles have a very strong interaction
with light near the resonance frequency. Incident light can be either absor-
bed or scattered, and the contribution from each mechanism depends on the
size, shape and composition of the particle as well as the surrounding
medium.58 The nanoparticles can be applied to a planar semiconductor layer
and remove the need for rough textured surfaces. Theoretically, plasmonic
light trapping schemes can outperform conventional light trapping schemes
based on surface texturing.59
Excited LSPs can decay radiatively resulting in scattering, or nonradiatively
which gives rise to absorption. Absorption dominates for small particles
<50 nm in size, whereas larger particles up to 100 nm are more efficient
scatterers.58 For thin lm poly-Si solar cells, low absorption losses across the
visible and near infrared (NIR) region and large scattering cross-sections are
required, particularly in the NIR where transmission losses are more
signicant. Silver has been studied widely as a nanoparticle as its resonance
wavelength is in the visible and can be tuned towards NIR wavelengths. It
provides the highest scattering and lowest absorption for Si solar cells
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been shown to be unsuitable for polycrystalline Si solar cells due to the
presence of an interband region in the NIR. The opposite is found for Au
nanoparticles, which feature an interband threshold region in the visible that
makes their optical properties suitable for crystalline and polycrystalline
silicon solar cells.60 However, Au is a well-known killer centre in crystalline Si.
Review of the eld have been given by Catchpole and Polman61 and Pillai and
Green.62
Arrays of metal nanoparticles can be applied to the front or rear of thin lm
solar cells. Many designs have used Ag nanoparticles deposited by self-
assembly (annealing of nm scale thick lms) on the front, illuminated
surface of fully fabricated solar cells. This approach led to an increase in
photocurrent of up to a factor of 16, at a wavelength of 1050 nm, in 1.25 mm
thick silicon-on-insulator solar cells.63 However, these designs frequently
suffer from absorption losses in the nanoparticles in the blue end of the
spectrum.64 Locating the nanoparticles at the rear of the cell offers the
advantage of short wavelength light being absorbed in the cell before
reaching the particles, while the long wavelength light reaching the rear of
the cell can be scattered back and trapped. This is supported by numerical
simulations based mostly on nite difference time domain (FDTD)
methods.65,66 The role of very thin dielectric spacer layers between the Si and
the rear located nanoparticles has been investigated. The scattering cross-
section was found to increase dramatically with a decrease in thickness of the
dielectric spacer layer where this layer was <10 nm thick.67
Experimental efforts on applying particles to the rear of functioning TF
poly-Si cells are at an early stage and largely come from research at the
University of New South Wales in Australia. They include the work of Ouyang
et al.68 who prepared 2 mm thick polycrystalline Si cells on glass by solid
phase crystallisation of e-beam evaporated a-Si precursor lms. The cells had
a superstrate structure with inter-digitated contacts as shown in Figure 3.9.
The planar borosilicate glass substrates were coated with a silicon nitride
(SiNx) layer which served as a diffusion barrier and an anti-reection layer.
Random arrays of Ag nanoparticles were formed using self-assembly by
annealing a thin Ag lm at 200 C on the rear surface of the cell, with and
without a thin dielectric spacer layer. The particle size was of the order of
150–250 nm, with a coverage of50%. LSPs excited in the nanoparticles were
shown to increase light absorption in the Si lms and enhance the spectral
response and efficiency. Nanoparticles formed directly on Si enhanced the Jsc
by 29% and the efficiency by 23%, more than double the enhancement
provided by the particles on a 30 nm thick SiO2 spacer layer. A combination
of the Ag nanoparticles directly on the Si surface with a detached white paint
back surface reector further improved the Jsc and efficiency enhancement to
38% and 31%, respectively.
In subsequent work on similar devices a Jsc enhancement of 44% was
achieved when a nanoparticle/magnesium uoride/diffuse paint back
surface reector structure was employed.69 Again, the optimum arrangement
Figure 3.9 Plasmonic thin lm poly-Si solar cell structure with back surface eld
(BSF). Aer ref. 68.
68 Chapter 3was when the Ag nanoparticles were formed directly on the rear Si surface of
the cells without using the thin spacer layer.70 Rao et al.71 investigated the
change of the optical properties of the silver nanoparticles when overcoated
with different dielectric layers (MgF2, Ta2O5 and TiO2). They found that TiO2
(highest refractive index) provided the highest absorption enhancement of
75.6%. However, the highest Jsc enhancement of 45.8% was achieved with the
lower refractive index MgF2 coating. Optimizing the thickness of the latter,
together with the use of a diffuse white paint back reector, gave a nal Jsc
enhancement of 50.2%.
One of the challenges with plasmonic solar cells is the large area fabri-
cation of nanoparticle arrays having the desired size, shape and distribu-
tion. Self-assembly by thermal annealing provides poor control over these
parameters whilst particle distribution is a limitation of techniques using
colloidal suspensions. Electron beam lithography is limited to small area
research devices. Alternatives with scale-up potential such as nanoimprint
lithography are being explored but the focus so far has been on applying
these to amorphous Si cells. An example is the work of Ferry et al.72 who
fabricated cm2 scale a-Si:H solar cells using so nanoimprint lithography to
incorporate plasmonic nanostructures in ordered arrays. A schematic
diagram, photograph of a nished solar cell substrate and scanning elec-
tron microscope (SEM) images of the patterned substrate and substrate
cross section are shown in Figure 3.10. The structures were printed into
a sol–gel silica layer which was coated with 200 nm of Ag followed with the
growth of a 130 nm ZnO:Al layer, n–i–p a-Si:H solar cell and 80 nm ITO top
contact. When compared with planar control cells the plasmonic structures
exhibited higher photocurrents. The maximum performance for a cell
thickness of 160 nm was seen for 250 nm diameter particles at a pitch of
500 nm which showed a 50% higher Jsc compared with the at reference
cells, and 10% higher than randomly textured Asahi cells. The best effi-
ciency was 6.6%.
Figure 3.10 Plasmonic light trapping a-Si:H solar cell design: (a) schematic cross
section; (b) photograph of nished imprinted patterned solar cell
substrate where each square is a separate device with different
particle diameter and pitch; (c) SEM image of Ag over coated
patterns showing 290 nm diameter particles with 500 nm pitch; and
(d) SEM image of a cross-section of a fabricated cell, cut using
focused ion beam milling. From ref. 72.
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in plasmonic thin lm Si solar cells. However, reported improvements in
absolute efficiency are limited and generally in the region of 1% or below
at best.3.3 Silicon Nanowire Solar Cells
Single junction solar cell geometries based on crystalline Si nanowires
(SiNW) with radial junctions are attracting considerable interest as they
provide new opportunities for enhanced light trapping and increased
performance, as well as using signicantly less silicon compared with wafer
cells.73,74 The radial geometry is illustrated in Figure 3.11. The direction of
solar radiation is parallel to the wire axis such that light is absorbed parallel
to the p–n junction. Therefore absorption and carrier separation are ortho-
gonalised, with minority carrier generation close to the junction. This means
carrier diffusion lengths required are much shorter than in wafer Si cells
which relaxes the requirements on material purity. Measurements on single
wire test structures and optoelectronic simulations suggest that large area
SiNW solar cells have the potential to exceed 17% energy conversion
efficiency.75
Figure 3.11 Radial cell geometry showing the short diffusion distance inherent in
a simple SiNW cell design. From ref. 75.
70 Chapter 3Methods of wire formation fall into two main categories, bottom–up and
top–down. The vapour–liquid–solid (VLS) method is the most widely studied
bottom–up approach wherein wire growth takes place from the vapour phase
using a source of Si. Many techniques for supplying the Si and synthesising
wires have been studied,76 with chemical vapour deposition (CVD) and
related approaches being the most common. Consequently, our discussion is
restricted to CVD based approaches with wire diameters above the region
where quantum connement effects come into play (<10 nm). In the latter
regime the Si bandgap increases and SiNWs have been considered for the top
cell of an all Si tandem structure.773.3.1 SiNW Growth using the Vapour–Liquid–Solid Method
The VLS method has attracted considerable attention. It was rst reported by
Wagner and Ellis in 196478 and involved placing a small particle of Au on a Si
(111) growth substrate followed by CVD using SiCl4 and H2 at 950 C. SiNW
growth was observed at the site of the Au particles with the particles being
present at the tip of the wires during growth. It was suggested that the Au
particle formed a liquid alloy droplet with the substrate material whilst
undergoing heating and acted as a catalyst for arriving Si atoms, resulting in
saturation of the droplet under continual gas ow. The excess Si, containing
a small concentration of Au impurity, was expelled causing the droplet to rise
from the substrate on the topof thewire as shown inFigure 3.12(a). SiNWswith
diameter and length up to 0.25 mm and 2 mm, respectively, were reported.
The VLS effect is suggested to take place in the area of the Au–Si phase diagram
to the right and above of the eutectic point and below the liquidus line, iden-
tied as ‘core growth’ in Figure 3.12(b).79 Thickening the core with a shell is
possible if deposition conditions are varied as shown in Figure 3.12(b).
The favourable phase diagram of the Au–Si system and the inertness of Au
has resulted in it being the most widely used catalyst for SiNW growth.
Unfortunately, as mentioned previously, Au forms deep levels in the Si energy
Figure 3.12 (a) Model of the VLS effect: (A) metal alloy droplet; (B) droplet acting as
sink or catalyst for precursor gas carrying Si atoms; and (C) Si is
expelled from the droplet in a continuous process causing the
droplet to rise on top of the wire. (b) Binary phase diagram of Au–Si
material system with areas of core and shell growth. From ref. 80.
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catalyst metals have been investigated. They include Ag and Al which have
similar phase diagrams. However, Ag also forms deep levels in the bandgap
and the sensitivity of Al to oxidation is an issue. Low Si solubility metals such
as In, Ga and Sn have also been studied and are attractive due to their low
eutectic temperatures, but the low surface tensions of these metals and the
low solubility are impediments. However, successful wire growth using these
metals has been reported by PECVD.23 Successful SiNW growth has also been
achieved using silicide forming metals such as Cu and Ni but the growth
temperatures required are high, in excess of 800–900 C. The role of
different catalyst metals has been discussed by Schmidt et al.76 in a wide
ranging and comprehensive review of SiNW growth. Their review also covers
the mechanisms of wire growth including thermodynamics aspects.
As the SiNW solar cell concept requires wide area arrays of SiNWs, the
position and morphology of the wires is of interest. The growth site and
diameter are inuenced by the initial position and diameter of catalyst
particles.81 SiNWs have been grown from colloidal Au spheres deposited on
the growth substrate82,83 giving a degree of diameter control. Alternative
methods include self-organisation whereby particles are formed from
deposited thin metal lms. In this method, the heated metal lm de-wets
Figure 3.13 Tilted SEM views of a Cu-catalysed Si wire array over a 1 cm2 area. The
scale bar in the inset is 10 mm. From ref. 89.
72 Chapter 3from the surface forming metal–substrate material alloy particles84,85 with
a pseudo random position and diameter. This is reected in the grown wire
arrays. Particle formation is inuenced by factors including annealing
temperature,86 metal layer thickness87 and substrate orientation.88 Well-
ordered arrays of SiNWs have been demonstrated by conning the catalyst
metal within patterned oxide masks produced using photolithography and
metal li off techniques.89 An example of high delity wire growth using
the latter technique is given in Figure 3.13. Arrays of vertically oriented Si wires
with diameters of 1.5 mm and lengths of up to 75 mm were grown on Si (111)
over areas >1 cm2 using CVD and SiCl4 as the precursor gas. Cuwas used as the
catalyst metal with optimal growth occurring between 1000 and 1050 C.893.3.1.1 Wire Structure, Growth Direction and Crystallography
Typically, silicon wires grown via the VLS effect on single crystal Si substrates
by CVD grow epitaxially and are single crystal in structure.76,78,90 The growth
direction and crystal orientation are affected by the underlying growth
substrate. Three growth directions, h111i, h110i and h112i, have been
observed on single crystal wafer substrates. Wagner91 has suggested that wire
growth direction is inuenced by a ‘single lowest free energy solid liquid
interface’, this being parallel to the (111) plane. It has been observed by Wu
et al.81 and by Schmidt et al.92 that the wire growth direction is affected by
diameter. In general, wires with diameters in excess of 50 nm on (111)
oriented silicon substrates grow in a h111i direction and hence normal to the
substrate surface. Due to this preferential growth direction, wires grown on
substrate orientations other than (111) exhibit different growth angles. On Si
(100) growth is angled at 35.3 in four different directions at 90 to each
other. The substrate dependant growth orientation has been suggested by
Fortuna and Li93 to only be present on surfaces free from native oxide.
While the initial substrate orientation has a large inuence on wire growth
direction, changing growth conditions can modify the nal growth direction
giving rise to kinking. The importance of temperature and precursor partial
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as a source gas it was observed that the higher the temperature and lower the
partial pressure, the greater the kink free growth regime and larger the SiNW
diameter. Schmidt et al.76 have discussed themorphology of SiNWs including
defects. The presence of defects has been found to becomemore pronounced
in wires grown at lower growth temperatures using plasma assistance with
low solubility catalysts such as Sn, Ga and In.87,95–98 Interestingly, these wires
also exhibit signicant levels of tapering.3.3.1.2 Optical Properties
SiNW arrays exhibit enhanced absorption compared to a Si layers of the same
thickness. A considerable degree of simulation and modelling work has been
carried out in this area.99–101 The analysis by Hu and Chen102 of a modelled
square array of SiNWs showed a low reection from the wire arrays of <5%
over the studied wavelength range. At wavelengths below 500 nm, levels of
absorption were in the region of 90–95% compared with 40–60% for a planar
thin silicon lm. Disorder in SiNW arrays has been shown by Lagos et al.103 to
increase absorption. Bao and Ruan104 have used nite difference time
domain (FDTD) simulations to study this using a 4  4 ordered square array
as a control. This had SiNWs of 100 nm diameter, length of 2 mm and a centre
to centre spacing of 200 nm. The effects of disorder in wire length, position
and diameter were studied. Compared with the control, arrays with wires in
random positions had a slightly improved absorption but a similar reec-
tion. When length was randomised absorption was improved and reection
reduced, while randomised diameter increased and broadened the absorp-
tion spectrum. The enhanced absorption was attributed to inter-wire scat-
tering and resonance effects.
Optical characterisation of as grown wire arrays has been reported by
several groups including Stelzner et al.,105 Tsakalakos et al.,106 Convertino
et al.,107 Kuo et al.108 andMuskens et al.109 All observed low reectivity ranging
between1% and 20% dependent on wavelength. When the wire arrays were
grown on glass,105,106 the measurement of transmission across a range of
wavelengths typically resulted in results in the 1–2% range up to 700 nm.
The absorption results presented by Tsakalakos et al.106 calculated as (1-T-R)
indicated very high levels of absorption, typically over 90% in the visible. The
properties of tapered nanowires and nanocones have also been investigated.
These structures provide both efficient anti-reection properties and
absorption enhancement over a broadband spectrum and a wide range of
angles of incidence.110,1113.3.1.3 SiNW Solar Cells Grown Using Au Catalyst
Radial junction SiNW solar cells grown via the VLS effect generally employ
the p–n or p–i–n geometry with intrinsic and doped shells formed over the
nanowire core. Early SiNW solar cells were pioneered by the Lieber group
74 Chapter 3who grew p-type wires and then, with reduced pressure and increased
temperature, deposited phosphine doped n-type shells.112,113 Tian et al. grew
p–i–n SiNWs.80 Test results on a single SiNW cell yielded a Voc of 260 mV and
a FF of 55% yielding efficiency values between 2.3 and 3.4%. In 2007 Tsa-
kalakos and co-workers grew a SiNW cell with a radial junction on a stainless
steel substrate by VLS growth using CVD.114 A 40 nm thick n-type a-Si:H shell
was deposited by PECVD to create a radial p–n junction on p-type SiNWs
109  30 nm in diameter and 16 mm long. Optical reectance was reduced
signicantly compared with planar cells but device performance was poor,
with devices of area 1.8 cm2 having a Voc of 130 mV, a short-circuit current
(Isc) of 3 mA and an FF ofonly 28%. Reasons for the poor performance were
stated as nanowire geometry, regions of localised shunting, high contact
resistance and the use of the Au catalyst. Using a p–i–n radial junction on
a p-type wafer, the same group improved the efficiency to 1.18% with a Voc of
348 mV, a Jsc of 7.12 mA cm
2 and an FF of 47.6%.115
Gunawan and Guha116 have reported a SiNW cell grown by the VLS method
with n-type wires on an n-type monocrystalline substrate. The wire diameter
was80–100nmwith lengthsbetween1.52mm.Ap-type emitterwasdeposited
on thewires to form the junction togetherwith anAl front contact andan In–Ga
back contact. The cell was on a 10 mm  5 mm, 3 mm deep mesa structure.
The highest efficiency reached was 0.9% with a Voc of 300 mV and a Jsc of
11 mA cm2. The presence of the Au impurity in the wires and surface
recombination were identied as key limiting factors. The use of a conformal
Al2O3 lm as a surface passivation layer increased efficiency to 1.8%.
Several authors, including Perraud et al.,117 have reported cells consisting
of n-type SiNWs grown on p-type wafers The 40–50 nm diameter, 1 mm long
SiNWs were imbedded in a spin on glass (SOG) matrix. The surface was
planarised for contacting and a front contact nger grid of Ni/Al on ITO
applied together with and an Al back contact. An efficiency of 1.9% was re-
ported with a Voc of 250 mV, Jsc of 17 mA cm
2 and an FF of 44%. Kuo et al.118
reported an efficiency of 3.47% in a SiNW on a p-type substrate cell with a Voc
of 500 mV, a Jsc of 11.62 mA cm
2 and an FF of 59.7%. The nanowires were
doped with phosphorus aer growth to form the p–n junction.
SiNW solar cells grown on glass have been reported by Andra et al.119 A 200–
400 nm thick boron-doped a-Si lm was deposited on the glass and subse-
quently crystallised by a diode laser to produce a polycrystalline layer with
grains in the region of 100 mm. N-type wires were grown on this layer by
thermal CVD using Au colloids with diameters in the 30–150 nm range. The
device was completed by embedding poly(methyl methacrylate) (PMMA) into
the SiNW carpet and providing Al contacts. Rectifying and photovoltaic
behaviour was observed due to a junction formed between the nanowires and
the base layer, but the performance was very poor with a Voc in the region
of 100 mV.
In summary, the performance of SiNW cells constructed from wires grown
using Au catalyst particles has been limited. Aspects such as high levels of
surface recombination, doping, etc. are issues common to all SiNW designs,
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the well-known fact that Au forms a deep trap level in Si with a corresponding
detrimental effect on minority carrier lifetime. Interestingly, Kempa et al.120
have recently demonstrated Voc values up to 480 mV in single nanowire Au-
catalysed solar cells with a core/multi-shell geometry. They suggest that Au
impurities do not signicantly lower Voc and that the overall quality of the
core/multi-shell structure is the most important driver of good electrical
performance.3.3.1.4 Nanowire Solar Cells Grown from Non-Au Metals
As an alternative to Au, other catalyst metals have been examined for SiNW
solar cell growth. These include Sn, Bi, Cu and Al121–124 but work in this area is
limited. The temperature of the eutectic point in the Si–metal binary phase
system has an inuence on wire growth temperature. For example, growth
from the Si–Sn system takes place at <400 C whereas temperatures >900 C
are required for Si–Cu.
In 2009 Jeon and Kamisako125 grew SiNWs on a single crystal p-type wafer
using Sn as the catalyst and a microwave plasma assist to fabricate the seed
particles and the wires. Sn is isoelectronic with Si and does not form deep
trap levels in Si. Tapered SiNWs were grown having base and top diameters of
60 nm and 10 nm, respectively, with a length of 1.5 mm. Doping was
carried out aer wire synthesis using a spin-on phosphorous source to form
the solar cell structure which was essentially a SiNW emitter on a p-type base.
An encouraging Voc of 520 mV was measured in a 1 cm
2 device but the Jsc and
FF were poor due, amongst other reasons, to shunting and high series
resistance.
A hybrid amorphous Si/crystalline SiNW core radial junction solar cell on
top of a SnO2 or ITO coated glass substrate has been reported by Yu et al.126
The undoped SiNWs were grown by RF-PECVD using Sn catalyst particles
prepared by a H2 plasma to reduce the TCO layer. A thin, intrinsic a-Si:H layer
followed by a top n+ a-Si layer were conformally deposited on the SiNW core.
Photovoltaic action was demonstrated but the Voc was 240 mV, with a Jsc and
FF of 2.6 mA cm2 and 41%, respectively. Device performance has subse-
quently been signicantly improved in these structures using the n–i–p
conguration where the SiNW core is doped p-type during growth
(Figure 3.14). Using a ZnO back contact to grow the SiNWs, Cho et al.127 re-
ported an efficiency of 4.9%, with a Voc of 800 mV and Jsc of 12.4 mA cm
2.
Further work by the same group to optimise the SiNW density has led to a Voc
of 800mV, a Jsc of 16.1 mA cm
2, an FF of 62.8% and an efficiency of 8.14%.128
The high Voc reects the a-Si nature of the active layer of the device.
An all-crystalline microwire array radial junction cell using Cu as the
catalyst metal was reported by the Atwater group in 2010.129 The wires had
a diameter of 2.5 mm with a length of 60 mm and were grown by CVD on
heavily doped p+ Si (111) wafers. BCl3 was used as a dopant to achieve p-type
wires. The fabrication process is shown in Figure 3.15. Polydimethylsiloxane
Figure 3.14 (a) Schematic of the solar cell structure of Cho et al.127 A sputtered ITO
contact completes the device. (b) SEM of p-type silicon nanowires
covered with intrinsic a-Si:H, n-type a-Si:H. (c) Cross-sectional SEM
image. Scale bars: 1 mm.
76 Chapter 3(PDMS) was used as an etch barrier for the thermal oxide located at the
bases of the wires (Figure 3.15(C)). The best cell gave a Voc of 498 mV, a Jsc of
24.3 mA cm2, an FF of 65.4% and an efficiency of 7.92%. It utilised an
a-SiNx:H antireection/passivation layer, a Ag back reector and Al2O3
particles embedded between the wires to scatter light. This appears to be the
highest efficiency reported for a bottom–up grown Si radial junction array
cell to date. Up to 9.0% apparent PV, a Voc of 600 mV and over 80% FF has
been reported by the same group in a single-wire radial p–n junction solar
cell fabricated using the same approach.2 This has led the authors to suggest
that large-area Si wire-array solar cells have the potential to exceed 17%
energy conversion efficiency.3.3.2 Etched SiNWs and Solar Cells
Top–down approaches to wire fabrication involve the wet or dry etching of Si.
This has the major advantage that the wire internal structure and material
composition can be well regulated but scaleability is an issue. The patterns
for etching are typically formed by processes such as conventional
Figure 3.15 Schematic of the radial p–n junction fabrication process: (A) VLS-
grown, p-Si microwire array; (B) microwire array aer catalyst
removal, growth of a thermal oxide and deposition of a PDMS layer;
(C) removal of the unprotected thermal oxide; and (D) removal of
the PDMS and subsequent phosphorus diffusion to complete the
fabrication of a radial p–n junction. Aer ref. 129.
Crystalline Silicon Thin Film and Nanowire Solar Cells 77lithography, e-beam lithography and nanosphere lithography. Self-organised
arrays of wires can be formed with ametal assisted chemical etch (MAC etch).
Also known as electroless etching, one common method involves etching in
silver nitrate/hydrouoric acid/water solution as described by Peng et al.130
During the etching, Ag particles form and deposit on the surface of the Si
wafer. These particles catalyse oxidation of the Si locally with the resulting
SiO2 removed by the HF resulting in nanohole formation and nanowires aer
prolonged etching (Figure 3.16).
The majority of the work reported on top–down SiNW cells is on bulk Si
wafer substrates where photogeneration from the substrate most likely
contributes to device performance but has rarely been quantied. These are
not ‘thin lm’ structures but are included here for completeness. In some
cases the nanowires are heavily doped and utilised purely for their anti-
reective properties in a Si wafer cell. An example of this is the report by Oh
et al.131 of a wafer [300 mm thick, p-type (100)] based cell with silver nitrate
etched nanowires. A junction was formed via conventional phosphorus
diffusion. Auger recombination caused by excessive doping, and not simply
surface recombination associated with the high surface area of the wires, was
shown to limit photogenerated charge collection and efficiency. By sup-
pressing Auger recombination an efficiency of 18.2% was obtained without
any additional anti-reective coating. The Jsc was 36.45 mA cm
2, with a Voc
of 628 mV and an FF of 79.6%. Based on this work, design rules for core-shell
radial junction cells were proposed suggesting that in addition to excellent
surface passivation, Auger recombination needs to be suppressed for effi-
cient devices.
Work on SiNW devices on standard Si wafer substrates where diffusion
doping of the wires is employed includes Kumar et al.132 who used MAC
etching to fabricate wire arrays of length 4 mm on p-type (1–5 U cm) wafers
followed by phosphorous diffusion for junction formation. This structure
realised a Jsc of 37 mA cm
2, a Voc of 544 mV and an efficiency of 13.7%.
However, it was not clear whether the p–n junction was formed coaxially in
the SiNWs or the SiNWs were converted fully to n-type aer diffusion. The use
Figure 3.16 Cross-sectional SEM images of the vertically standing SiNW arrays
obtained by electroless etching at 40 C in a solution containing
4.6 M HF/0.02 M AgNO3 for: (a) 8 min; (b) 40 min; (c) 120 min; and
(d) 360 min. (e) Variation of nanowire length with etching time. Line
is a visual aid. From ref. 130.
78 Chapter 3of conventional lithography in conjunction with MAC etching has been
demonstrated by Lee et al.133 Periodic photoresist dots 4 mm in diameter with
a period of 12 mm were patterned on a p-type Si wafer. A 15 nm thick Au lm
was then deposited followed by MAC etching. The resulting 12 mm long wires
were diffusion doped giving a cell with a Jsc of 18.8 mA cm
2, Voc 432 mV, FF
of 38% and an efficiency of 3.2%.
The impact of doping concentration on microwire cells fabricated by
photolithography and deep reactive ion etching (DRIE) on a 380 mm thick p-
type wafer has been investigated by Mallorqui et al.134 The hexagonally
packed wires were 45 mm long with diameters of 1.86, 2.4 and 3.1 mm spaced
7, 8 and 10 mm apart, respectively. The n+-shell was formed by diffusing
POCl3. The most efficient cell was obtained with the 3.1 mm diameter wires
and reached 9.7% with a Jsc of 24.9 mA cm
2, a Voc of 530 mV and an FF of
68%. It was concluded that the doping of the wire core should be kept low to
avoid bulk recombination. It was also suggested that a thin n-layer would
reduce emitter losses and scaling the wire diameter with depletion width was
important.
Work has also been published on SiNW/organic hybrid core-shell hetero-
junction solar cells which offer the advantage that all processing can be
carried out at low temperatures. An example is the report by He et al.135 who
fabricated vertically aligned, single-crystal SiNW arrays on 2–4 U cm, n-type
Si (100) wafers by chemical etching. The wire diameter was in the range
30–150 nm with length up 5 mm. A thin layer of the p-type small molecule
2,20,7,70-tetrakis(N,N0-di-p-methoxyphenylamine)-9,90-spirobiuorene (spiro-
OMeTAD) was spin coated on the SiNWs followed by a highly conducting
Crystalline Silicon Thin Film and Nanowire Solar Cells 79layer of the polymer poly(3,4-ethylenedioxythiophene) polystyrene sulfonate
(PEDOT:PSS) and a silver grid to complete the device. The highest efficiency
of 10.3% was observed in a cell with a wire length of 0.35 mm with a Jsc of
30.9 mA cm2, a Voc of 0.57 V and an FF of 58.8%. Although the SiNWs
signicantly enhanced the light absorption and the photocurrent, absorption
in the Si substrate contributed to the photocurrent.
We next consider core-shell devices on standard Si wafer substrates using
amorphous Si shells deposited by PECVD. MAC etching was used in 2008
by Garnett and Yang136 to etch wires 18 mm long in an n-type wafer. The
nanowires were coated with p-type amorphous silicon yielding radial
junctions with efficiencies up to 0.5%. The limited performance was
ascribed to interfacial recombination and high series resistance. Jia et al.137
have reported TCO/a-Si/SiNW heterojunction cells on arrays also prepared
by MAC etching of an n-type silicon wafer. Wires with diameters ranging
up to 300 nm and lengths of 900 nm were produced. The intrinsic and
p-type a-Si layers shells were deposited by PECVD followed by a TCO layer
to complete the device. The mesa-structured 7 mm2 area cells yielded
a conversion efficiency of 7.29% with a Voc of 476 mV, Jsc of 27 mA cm
2
and FF of 56.2%. Electron beam induced current (EBIC) measurements
demonstrated that the nanowires played an active part in the cell’s PV
response.
Kim et al.138 have fabricated p-type Si microwires with a diameter,
spacing and length of 3 mm, 7 mm and 9 mm, respectively, in Si (100) wafers
by photolithography and DRIE. The devices featured CVD grown poly-
crystalline i- and n- layers for p–n and p–i–n structures. When compared
with a planar control, all the microwire devices exhibited superior effi-
ciency. The p–i–n structure was given an 80 nm thick a-SiN:H passivating
and anti-reective layer which improved efficiency from 8.9% to 10.6%.
The best efficiency achieved was 11.0% (Voc ¼ 0.58 V, Jsc ¼ 29.2 mA cm2,
FF ¼ 0.694).
Gharghi et al.139 also fabricated microwires by lithographically dened
patterns and DRIE. Single crystal, n-type upgraded metallurgical grade Si
wafers (200 mm thick) were used as substrates. The wires had radii ranging
from 1.5 to 50 mm with lengths of 22 mm and centre-to-centre distances
of2.7 times the radius. Amorphous silicon i- and p-layers were deposited by
PECVD at <150 C to form the radial heterojunction structures. The highest
efficiency obtained was 12.2% with a Jsc of 31.1 mA cm
2, Voc of 591 mV and
FF of 66%, despite the very short carrier lifetime of <1 ms in the starting wafer.
Laser mapping of the photocurrent showed that a signicant part of the
response was obtained from the planar regions of the wafer between the
wires.
Next we describe work on thin lm or thin lm equivalent structures which
uses glass substrates or thin Si epilayers on heavily doped Si wafers where the
substrate does not contribute to photogeneration. Gunawan et al.140 used Si
substrates consisting of a thin (2.3 mm) p-epitaxial layer grown on a highly
doped p+ wafer and nanosphere lithography (NSL) for SiNW array formation.
80 Chapter 3The NSL technique involves deposition of an ordered monolayer of submi-
cron polystyrene, latex or silica beads onto the substrate to be patterned.
Typical methods of bead deposition include spin coating and the Langmuir–
Blodgett technique.141 The spheres can be plasma etched to reduce bead size
and used as a mask for dry etching to form nanowires with high aspect
ratios.142,143 The wires of Gunawan et al. were etched in the p-epitaxial layer
and had a length of 1.1 mm with diameters of 0.44, 0.85 and 1.65 mm. POCl3
diffusion was used to form the n-type emitters in a radial conguration.
Capacitance-voltage measurements were used to show that only the 1.65 mm
diameter wires formed fully radial junction devices with an active p-type
region which served as an absorber. The best efficiency obtained was 4.9%
with a Voc of 563 mV and a Jsc of 12.7 mA cm
2.
Garnett and Yang144 also used nanosphere lithography and DRIE to form
nanowires 390 nm in diameter and length 5 mm. The substrates were
heavily doped n+ wafers with lightly doped epitaxial absorber layers on top
with thicknesses of 8 and 20 mm. A radial p–n junction was formed by
boron diffusion. Average efficiencies of 4.83% and 5.30% were obtained
for the 8 mm and 20 mm thick absorber layers, respectively, without any
surface passivation. By using optical transmission and photocurrent
measurements on arrays fabricated with different lengths on different
thickness absorber layers, the authors showed the SiNWs can increase the
path length for incident solar radiation by up to a factor of 73, above the
Lambertian limit. Also, the enhanced absorption can dominate over
surface recombination, even without any surface passivation for the 8 mm
thick absorber layers.
Work on etched wires on glass substrates is limited. Sivakov et al.145 used
MAC etching to fabricate non-radial junction SiNW cells. A planar, 2.7 mm
thick multicrystalline p+–n–n+ stack was formed by e-beam evaporation and
diode laser crystallisation. This was then etched with the best cell yielding
an open circuit voltage of 450 mV, Jsc 40 mA cm
2 and efficiency of 4.4%. A
strong broadband optical absorption (>90% at 500 nm) was observed.
The same group has recently reported an efficiency of 8.8% with a Voc of
530 mV in core-shell radial junction cells on glass.146 The SiNWs were
formed by MAC etching of an n-type, 8 mm thick laser crystallised multi-
crystalline Si lm. PECVD was used to deposit an a-Si heteroemitter around
the nanowires followed by an Al2O3 passivation layer. The space between
the wires was lled with TCO, ZnO:Al. The device concept is shown in
Figure 3.17.
In summary, the full potential of SiNW and microwire cells has yet to be
realised. The best performance in VLS grown wire cells is8% in amicrowire
array as well as a nanowire array using a-Si active layers. Top–down cells on Si
wafer substrates have better performance reecting the superior wire mate-
rial quality. Efficiencies in the region of 10–12% have been demonstrated in
microwire cells but photogeneration in the Si substrate is likely to be
contributing in many cases. The performance of top–down etched nanowire
cells on glass has reached a promising level of 9%.
Figure 3.17 Concept of the SiNW thin lm solar cell formed on glass using
a multicrystalline Si layer (mc-Si) produced by diode laser
crystallisation. Aer ref. 146.
Crystalline Silicon Thin Film and Nanowire Solar Cells 813.4 Conclusions
Signicant progress has been made in recent years in thin lm crystalline
silicon solar cell research. Crystallisation of amorphous silicon on glass to
form polycrystalline thin lms has been intensively studied using solid and
liquid phase approaches. Solid phase crystallisation on glass was developed
to the commercial stage but the limited Voc (500 mV) of this technology and
manufacturing throughput issues proved a barrier to large-scale commerci-
alisation. Liquid phase crystallisation is showing more promise with effi-
ciencies and Voc values approaching 12% and 600 mV, respectively, due to
superior material quality. Using high rate e-beam evaporation combined with
laser processing, this technology offers excellent prospects for a competitive
thin lm Si technology, exceeding 15%, particularly if viable light trapping
schemes based on nanophotonics can be implemented.
Seed layer approaches on glass can yield large grain sizes (>10 mm) but
efficiencies have struggled to exceed a few percentage due to material quality
issues. Efficiencies of up to 8.5% have been achieved using aluminium
induced crystallisation on high temperature compatible substrates and
thermal CVD for absorber layer deposition. However, a high density of intra-
grain defects and mixed grain orientation are key factors that have limited
Voc and device performance. It is not clear if adequate improvements in
material quality can be achieved using cost-effective processes to compete
with other approaches.
Plasmonic enhancement of thin lm cells has attracted considerable
interest in recent years and promising results showing improvements in
short-circuit current have been seen in thin lm Si solar cells. However,
reports of improvements in efficiency are limited with absolute gains in the
region of 1% or below at best. Many challenges remain and the eld remains
open for further research.
82 Chapter 3Work on Si nano/micro wire solar cells is at an early stage. So far effi-
ciencies of small area laboratory cells are in the region of 10% or below.
Improvements need to be made in several areas including wire quality for
bottom–up approaches. Common factors needing attention for all
approaches include minimising surface and bulk recombination, control of
dopant concentration and distribution and cell design including efficient
contacts for carrier extraction. These challenges need to be met to realise the
full potential and benets of this approach.
In summary, the crystalline Si thin lm and SiNW elds continue to
provide signicant research challenges and opportunities. Considerable
progress has been made. Further developments in materials quality and
device engineering will enable the full potential of these approaches to be
realised. Integrating both the crystallisation and nanowire concepts could be
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*E-mail: tcoutts1229@comcast.net4.1 Introduction
In a previous publication we discussed remaining materials challenges in the
development of transparent conducting oxides (TCOs) for thin lm photo-
voltaics.1 We pointed out that researchers should aim to achieve lm resis-
tivities of about 5  105 U cm and optical transmittances of at least 85%
across the entire range of wavelengths of the solar spectrum. For a lm
thickness of 0.5 mm, the corresponding sheet resistance of 1 U,1 is far less
than is typically achieved either in manufacture or even in research, and it is
a value that would benet thin lm solar cells by increasing their current and
ll factor. It is also desirable to avoid mismatch of the conduction band
edges of the TCO and n-CdS, the latter typically being the second layer
encountered by incoming photons. Unless this can be achieved, a barrier to
the transport of excess minority charge can result. Finally, there are manyRSC Energy and Environment Series No. 12
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90 Chapter 4practical challenges that must be considered in the further development of
TCOs. A recent review discusses many aspects of TCOs and summarizes
recent progress.2
Transparent conducting oxides are used in all thin lm solar cells,
currently at an advanced state of development. The role of the TCO is to
reduce resistive losses incurred in the collection of photogenerated excess
charge. In some thin lm devices and modules, a collection grid is also used
and the sheet resistance of the TCO determines the spacing of the grid
ngers. A reduction in the resistivity of the TCO offers the opportunity to
increase the spacing of the grid ngers, thereby reducing optical losses due
to shadowing. In circumstances such that individual subcells of a module are
formed by scribing and then connected in series and parallel strings, the
number of scribe lines is determined by the sheet resistance of the TCO.
Reductions in TCO sheet resistance again offer signicant advantages
because the number of scribe lines and subcells may be reduced.
The critical parameter in optimizing the properties of TCOs is the
mobility—or more fundamentally, the relaxation time—of the electrons. It
is important to make higher-quality material by adjusting the deposition
conditions, or by using alternative materials with reduced charge scat-
tering. In reality, both options have been vigorously investigated in recent
years and we shall discuss some of the progress we have made in our own
work, as well as that of others. It is debatable whether signicant advances
toward the goals discussed earlier have been made by adjusting fabrication
conditions.
Because the TCO is the rst thin lm layer of a thin lm multilayer device
encountered by incident photons, one of the key requirements is that it is
highly transmissive. The TCO lm must allow all photons in the solar
spectrum, which can be absorbed usefully by the electrically active layers, to
be transmitted to the region of the electrostatic junction. In general, TCO
lms have a transmittance window that extends over the entire solar
spectrum, but the transmittance is usually signicantly less than 100%.
Typically, the range of high transmission is from about 0.3–0.4 mm to about
1.5–2.0 mm. The former range is determined mainly by the fundamental
bandgap of the semiconducting TCO, whereas the latter range is deter-
mined by the density of free electrons, their effective mass and, far less
extensively discussed in the literature, the high frequency permittivity of the
TCO. The topic of TCOs has been the subject of extensive research at NREL
for many years, and in this chapter we discuss our work on some of the
materials studied. The review concludes with a discussion of the develop-
ment of high permittivity TCOs, which could lead to a new family of
materials that can be readily synthesized. For each material considered, we
indicate remaining challenges, the solution of which will help its adoption
in thin lm solar cells.
Before discussing the more fundamental aspects of TCOs and their
properties, we begin by considering some of the practical challenges that
must be overcome if novel materials are to be acceptable to industry.
A Review of NREL Research into Transparent Conducting Oxides 914.2 Practical Challenges Facing TCOs
In addition to the difficulty of making highly transparent, low-resistivity
material, there are several challenges for the TCO in a thin lm module that
are oen not discussed. Some of these may represent signicant challenges
at the practical level.4.2.1 Elemental Abundance and Cost
Claims have been made that the element indium is scarce and that novel
TCOs must be developed that do not include it. Because of its putative
scarcity, it is also costly and its cost per unit mass is rather variable.3 The
claim of scarcity is unproven and, in practice, there seems to be a strong link
between demand and price. The major market for indium has historically
been for indium tin oxide (ITO) electrodes for at panel displays.3 In the
event of a supply shortage of indium, it seems probable that this market
could afford to pay the increasing costs of indium, whereas the photovoltaic
(PV) market, which needs module costs to be reduced, may nd difficulty in
remaining competitive if there are severely increased material costs because
of the need to meet the goals for levelized cost of electricity.4,5
In partial response to claims of cost, note that the thickness of a typical
TCO is limited to about 0.5 mm, whereas the thickness of the absorber layer in
a copper indium gallium selenide (CIGS) solar cell is about 2 mm. The
equivalent cost of the indium in a CIGS solar cell is about 5 cents per watt, so
the justication for seeking a replacement for indium-containing TCOs in
thin lm PV seems marginal, because the cost is only about 1 cent per watt.
Continuation of supply is a separate issue and will depend on factors such as
reserves of indium, competing technologies and rate of production. Ensuring
that prices remain stable may require manufacturers of indium-containing
TCOs and CIGS solar cells to place long-term contracts with reners of
indium.4.2.2 Toxicity
Cadmium stannate (Cd2SnO4 or CTO) has been shown to be one of the most
promising TCOs and was used in a recent world record CdTe solar cell.6
However, criticisms of cadmium-containing materials are commonplace and
oen made without regard to their usage. Although cadmium is certainly one
of the most toxic elements known, this is not necessarily true of cadmium-
containing compounds and alloys. Both CdTe and CTO are likely far less
toxic than cadmium alone, and their stability was demonstrated by Wu et al.7
Fthenakis et al. demonstrated that the amount of cadmium in a type-C
battery (Ni–Cd) is about the same as that in one kilowatt of CdTemodules.8 In
addition, re tests showed that, even under exposure to intense heat, the
CdTe remained stable and the amount of Cd emitted from the modules was
minimal.
92 Chapter 4Hence, it appears that claims regarding the risks of toxicity are overstated.
Nevertheless, criticisms will doubtless continue, particularly as PV tech-
nology begins to compete with conventional sources of electricity in years to
come. The PV industry, or that part of it that uses cadmium-based semi-
conductors, must therefore be ready to answer such criticisms swily and
aggressively.4.2.3 Ease of Deposition
TCOs must have the following qualities: be simple to deposit rapidly, using
low-cost deposition equipment; not damage previously deposited layers in
the thin lm stack; not require high-temperature processing steps during or
aer deposition; be free of strain and of tendencies to crack or delaminate;
and maintain excellent optical and electrical properties. It must also be
straightforward to coat large areas with uniform lms both laterally and in
depth. Several techniques meet most or all of these requirements, including
chemical vapor deposition and sputtering. Others, such as sol-gel coating,
are not well developed for TCOs, but appear to have the potential to meet
requirements.94.2.4 Stability
One of the most important properties of a TCO in a thin lm cell or module is
that it is stable against internal mechanisms such as interdiffusion between
adjoining layers and against external mechanisms such as electrochemical
corrosion. There is ample evidence that the degradation in performance of
CIGS modules is due to moisture-related corrosion of the ZnO TCO bilayer.10
This problem represents a major challenge for the CIGS technology and
compounds such as amorphous ZnxIn1xO (0.6 < x < 0.8) are being investi-
gated because of their remarkable resistance to moisture and their excellent
electro-optical properties.114.2.5 Contacting
The purpose of the TCO in a thin lm module is to collect the photo-
generated current. However, occasionally an external metallic contact is used
and grids or bus bars are used for this purpose. Consequently, it must be
simple to make electrical contact to the TCO. TCOs usually have a very high
concentration of free electrons and it should not be difficult to make reliable
metallic contact, but the specic contact resistance must be minimal and
stable. This implies that the interfacial region must be chemically stable and
free of potentially high resistance oxides. The TCO contact to a CIGS cell or
module consists of a bilayer of ZnO. The rst layer of ZnO is in contact with
the n-CdS layer of the junction and is not deliberately doped. However,
its carrier concentration is still on the order of 1018 cm3. The second layer
is usually doped with aluminum and has a carrier concentration of about
A Review of NREL Research into Transparent Conducting Oxides 935  1020 cm3. When a CIGS module is exposed to standard environmental
testing conditions of humidity and temperature (80% relative humidity,
80 C) for a period of hundreds of hours, the performance deteriorates
slightly, primarily due to corrosion of the TCO contact. This is one of the
main issues facing the future development of CIGS as a technology and the
development of a corrosion-resistant TCO, with suitable electronic and
optical properties, remains a challenge for the CIGS technology.124.3 Background Science
The range of useful power density in the solar spectrum for most thin lm PV
applications extends from about 0.4–1.2 mm, and the peak in the solar power
occurs within this range.13 Generally, TCO transmittance in this range of
wavelengths is high, and reection and absorption losses are low—generally
around 0–5% for research-quality material. Reection losses can be reduced
by use of an anti-reection coating, although this may not be desirable in
large-volume manufacture of low-cost, thin lm solar cells. However, given
the large ux, absorption losses in this range (0.6–1.0 mm) can amount to
a signicant loss of current, which is much more difficult to reduce. This
range of energies (1.2–2.0 eV) is far less than the fundamental bandgap of
any TCO used in thin lm solar cells, so the absorption mechanism
responsible must involve near-mid-gap states.
In this section, we review efforts at NREL to develop improved TCOs and
present results that suggest they may benet PV devices. Nevertheless,
further improvements in their properties may still be realized. One of the two
main functions of a TCO is to permit as much incident solar radiation as
possible to pass unimpeded into the electrically active region of the solar cell.
To achieve this, the TCO must have low absorptance across the entire solar
spectrum. In general, a TCO transmits across a limited range of wavelengths,
referred to as the transmittance window. The ‘width’ of the window is
determined by fundamental constraints, although it may be adjusted by
changing the properties of the materials. First, we review the basic physical
mechanisms that determine the short wavelength cut-off and then those that
affect the cut-off in the near-infrared (NIR) region.4.3.1 The Transmission Window
The TCO transmits short wavelength light above its bandgap relatively freely,
but it absorbs sub-bandgap wavelengths strongly. The bandgap of a typical
TCO lies between about 3 and 4 eV, which roughly corresponds to a wave-
length range of 0.3–0.4 mm. The solar irradiance is relatively small at such
wavelengths, but solar cell designers would still prefer to capture photons in
this range to generate additional current, even if small.13 The range of
wavelengths transmitted by a TCO depends on the Burstein–Moss effect in
the short wavelengths (0.35 mm), and on free electron absorption in the NIR
in the wavelength range (1 mm).14 We rst discuss the shi of the optical
94 Chapter 4gap of the semiconductor due to its degeneracy, as originally demonstrated
by Burstein15 and Moss,16 and then summarize our efforts to increase the
fundamental bandgap by alloying.4.3.1.1 The Burstein–Moss Effect
A semiconductor is dened as degenerate when the Fermi energy is above the
minimum in the conduction band for n-type material; for higher electron
concentrations, the Fermi level moves further into the conduction band. The
degeneracy is the energy difference between the conduction band minimum
and the Fermi level, and a typical TCO becomes degenerate when the free
carrier concentration is about 1018 cm3. All electron states beneath the
Fermi energy but above the bottom of the conduction band are lled, which
means that electrons excited from the valence band will not be absorbed
unless they have an energy at least equal to the energy gap plus the degen-
eracy. The manifestation of this effect, known as the Burstein–Moss shi, is
a shi of the optical gap of the TCO to shorter wavelengths, with potential
benet to the device. The Burstein–Moss formulation gives an estimate of the
shi of the optical gap (as distinct from the fundamental gap) with the carrier
concentration. For a typical TCO, with a rather at valence band and a large
hole effective mass, the reduced effective mass and the electron effective
mass are approximately equal and generally about 0.35 me, where me is the
free electron mass.
The magnitude of the effect depends primarily on the curvature of the
conduction band and a semiconductor with an effective mass of about 0.35
me becomes degenerate for a carrier concentration of about 10
18 cm3. Large
shis (up to about 1 eV) in the optical bandgap are found for concentrations
in the mid 1020 cm3 range.
It has previously been shown that CdO, a material with a fundamental
bandgap of about 2.2 eV, which is too small for application in solar cells, has
an optical gap that can be increased by about 1 eV with increasing degen-
eracy.17 Although increasing the carrier concentration may appear to provide
an obvious benet by enabling lower TCO resistance, there may be disad-
vantages. For example, electron transport properties may deteriorate, long
wavelength transmittance may suffer and transmittance in the visible range
of wavelengths may decrease. In this case, the challenge is to ensure that
exploitation of the Burstein–Moss effect—bearing in mind that the increase
in current is necessarily small—does not adversely impact other aspects of
device performance.4.3.1.2 Free Electron Absorption
The free electron effect oen adequately accounts for the optical and elec-
trical properties of TCO materials in the NIR region of the spectrum.14,18 The
essence of the theory is that the sign of the real part of the dielectric
permittivity changes from positive to negative at the plasma wavelength. The
A Review of NREL Research into Transparent Conducting Oxides 95plasma wavelength is determined by the concentration of free carriers, the
effective mass of conduction electrons, and other quantities. In the region of
the plasma wavelength, the optical properties of the TCO change from being
highly transmissive (at shorter wavelengths) to highly reective (at longer
wavelengths). The reectance and transmittance do not equal 0.5 (in the
range from 0 to 1) at their point of intersection, meaning that there is nite
absorption in the vicinity of the plasma wavelength. An absorption band (the
free carrier absorption band) is formed and it can also impair device
performance. To minimize the width and height of the absorption band, it is
crucial to maximize the electron mobility or, more fundamentally, the elec-
tron relaxation time.18 Most research and development into TCOs needs to be
focused on optimization of the relaxation time. It is a far better strategy to
increase the relaxation time than the free-carrier concentration because this
will lead to an improvement of both the optical and electrical properties of
the TCO.4.4 Binary Compounds
4.4.1 ZnO
ZnO-based TCO is technologically important because of its abundance and
non-toxicity, its deposition by industrially scalable processes such as sput-
tering or chemical vapor deposition, and the reasonable performance ach-
ieved when depositing lms without intentional heating. ZnO lms, both
extrinsically doped and undoped, have been studied extensively since the
1970s.19 Most dopants have been selected to provide a cation substitution for
Zn (+2), although doping with uorine, as an anionic dopant, has also been
investigated.20–25 Minami26 and Gordon27 have compiled lists of TCOs and
extrinsic dopants that have been investigated. Al and Ga, each with the
valence state +3, have proven to be among the most effective substitutional
dopants for zinc (valence state +2).19,26,28–36 ZnO carrier concentration values
as high as 1021 cm3 have been achieved, but maximum mobility values re-
ported for ZnO thin lms have rarely exceeded 50 cm2 V1 s1.26,28,37 Values of
20 cm2 V1 s1 or less are typical in commercial ZnO:Al lms. Mobility and
resistivity improvements have continued for doped ZnO, whereas other
common TCOs such as indium tin oxide (ITO) and SnO2 have shown little
recent change.26 This suggests that future gains in ZnO material properties
may still be available and further investigations are worthwhile.4.4.1.1 Properties of ZnO
ZnO lms are typically thermodynamically stable in the hexagonal wurtzite
(B4) ABAB lattice structure, with lattice constants of a  0.3245 nm and c 
0.5206 nm.31 Polycrystalline ZnO lms are typically oriented in the ZnO
(0002) direction, with the c-axis oriented normal to the substrate. Calcula-
tions have been performed by different methods to determine the ZnO band
96 Chapter 4structure.38–41 Recent calculations show that ZnO has an s-like lowermost
conduction band consisting of zinc 4s states, while the valence bands include
oxygen 2p and zinc 3d states.39,40 The bandgap of ZnO was calculated to
be 3.4 eV.
ZnO is intrinsically n-type. Oxygen vacancies (VO) and zinc interstitials
(Zni) have been suggested as providers of intrinsic free carriers in ZnO.42–45
Others have calculated that VO are deep donors and Zni have a low activation
energy for diffusion from their interstitial sites, suggesting the possibility
that neither of these mechanisms provides a substantial number of free
carriers in ZnO.46–49 In recent years, hydrogen, an impurity common to most
lm deposition methods, has been suggested as an alternate source of free
carriers in ZnO, where hydrogen acts exclusively as a donor.50–56 Which of
these mechanisms dominates remains unclear.4.4.1.2 Recent Studies of ZnO-Based TCOs at NREL
Typically, ZnO lms have been grown at room temperature by sputtering in
pure argon; doping is usually required to achieve adequate conductivity.
A dopant concentration of 2.0 wt% aluminum is commonly used, although it
is not obvious that this is optimal for PV applications. In addition, non-
traditional metal dopants in ZnO may offer advantages over aluminum. At
NREL, we have studied various doping levels (using fully oxidized targets
containing 0.05, 0.1, 0.2, 0.5, 1.0 and 2.0 wt% Al2O3 in ZnO), less common
dopants including zirconium (valence state +4) and vanadium (+2, 3, 4, 5)
that have received less attention, and the role of oxygen and hydrogen
incorporation in the argon radio-frequency (r.f.) sputtering ambient.57,58 We
found that reduced aluminum doping can enhance lm properties by
reducing the amount of electron scattering from extrinsic defects. The elec-
trical properties of ZnO:V appear promising, although further work is
required to improve its optical properties.
Based on our initial studies of heavily doped lms deposited in pure argon,
a substrate temperature of 200 C was chosen for these studies. Films were
subsequently deposited at room temperature and were found to be of equal,
if not superior, performance. We also investigated the effects of adding
oxygen or hydrogen to the argon sputtering gas. Gas ows were controlled
with needle valves and measured using an ion gauge. The chamber pressure
was throttled to 15 mtorr during lm deposition.
When small amounts of oxygen are added to the argon ambient, the carrier
concentration and mobility both decrease sharply [Figure 4.1(a) and (b)]. The
quantity of oxygen is expressed as a percentage of the ow rate relative to that
of argon. The most signicant decrease occurs for the lightest doped, or
undoped, ZnO because it has a low initial carrier concentration. Films with
the lowest aluminum doping (0.1 wt% Al2O3 shown here) retain a slightly
higher carrier concentration in an oxygen partial pressure ambient than the
undoped ZnO lms, whereas the more heavily Al-doped lms experience
a smaller proportional decrease in carrier concentration. Conversely, ZnO:V
Figure 4.1 (a) Variation of carrier concentration with oxygen percentage in argon
sputtering gas. The x-axis refers to the percentage of the ow rate of
oxygen to argon. (b) Variation of mobility with oxygen percentage in
argon sputtering gas.59
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concentration in oxygen of all the dopants and doping levels examined in this
study. Hall mobility values also decrease signicantly when small amounts of
oxygen are added to the ambient, regardless of aluminum doping level.
ZnO:V again appears to be the most tolerant to the adverse effects of oxygen,
retaining a mobility value of24 cm2 V1 s1 at 0.1% O2/Ar, whereas the next
highest (belonging to the 0.5 wt% Al2O3 lm) was only 8 cm2 V1 s1.
These decreasing values of carrier concentration and mobility in oxygen
could have a number of possible causes. Because the lms are poly-
crystalline, with an average grain size of 30 nm, the grain boundary density
is high.59 Oxygen may adsorb on the grain boundaries and could remove free
carriers from the grains, thereby reducing the measured carrier
98 Chapter 4concentration.60 Trapped charge, due to the adsorbed oxygen, would also
establish electrostatic potential energy barriers that could inhibit carrier
transport between grains, thereby reducing the measured Hall mobility.61
Other mechanisms may also describe this behavior. Oxygen vacancies and
zinc interstitials have been suggested as donors in ZnO.43,45 Addition of
oxygen to the ambient could reduce the concentration of these defects,
thereby decreasing the number of free carriers. Others have suggested that
hydrogen may be a signicant source of free carriers in ZnO.47,53 The addition
of oxygen to the growth ambient could remove benecial effects of any
residual hydrogen in the growth chamber.
Controlled amounts of hydrogen in the sputtering gas increase both
carrier concentration and mobility, as shown in Figure 4.2(a) and (b). The
quantity of hydrogen is expressed as a percentage of the ow rate relative toFigure 4.2 (a) Variation of carrier concentration with hydrogen percentage in argon
sputtering gas. The x-axis refers to the percentage of the ow rate of
hydrogen to argon. Variation of mobility with hydrogen percentage in
argon sputtering gas.64
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a hydrogen-rich ambient increase systematically from 1 to 8  1020 cm3 as
the Al2O3 content of the target increases from 0.05 to 2.0 wt%, respectively.
The highest carrier concentration of the ZnO:V lms is 5.0  1020 cm3. A
small amount of hydrogen (optimal H2/Ar 0.3%) added to the argon
sputtering ambient was particularly important in obtaining the highest Hall
mobilities for undoped and lightly Al-doped lms. Remarkably, lms con-
taining 0.05–0.2 wt% Al2O3 exceed the mobility of undoped ZnO, reaching
values greater than 50 cm2 V1 s1 near 0.3% H2/Ar. The highest mobility of
ZnO:Zr lms is 24 cm2 V1 s1, offering no improvement over well-
established ZnO:Al, while having a lower corresponding carrier concentra-
tion. ZnO:V lms have a peak mobility of 42 cm2 V1 s1 for 0.3% H2/Ar.
Combined with their reasonable carrier concentration values, ZnO:V lms
offer the lowest lm resistivity (not shown) in this study in nearly all
hydrogen and oxygen partial pressure ambients. The ZnO:Al lms contain-
ing 2.0 wt% Al2O3 offer only slightly lower resistivities than ZnO:V lms in
the 100% Ar and 0.1% H2/Ar ambients. We observe that mobility values of
lms doped with vanadium decrease for H2/Ar ratios greater than 0.3%,
similarly to those doped with aluminum.
Hydrogen in the sputtering ambient could form complexes with adsorbed
oxygen on ZnO grain boundaries, thereby passivating negative oxygen ions
and returning carriers to the conduction band. The height of the electro-
static barriers between grains would also be reduced, increasing the
measured Hall mobility as observed. Alternatively, the use of hydrogen
creates a reducing environment that could be conducive to forming donor
defects, VO and Zni. The decrease in mobility with larger amounts of Al2O3
and excessive hydrogen content (>0.3% H2/Ar) is likely due to increased
ionized or neutral impurity scattering because of Al+ and H+ and neutral
scattering centers.
To obtain further information about hydrogen doping of ZnO, we per-
formed a secondary-ion mass spectrometry (SIMS) study to quantify the
amount present in the ZnO lms as a function of the H2/Ar ratio of the
deposition ambient.59 Hydrogen concentrations were obtained at mid-lm
depth (200 nm) by sputter depth-proling to avoid surface contamination
effects. Hydrogen incorporation in the lms was found to increase linearly
with the H2/Ar ratio in the growth ambient from 8  1019 cm3 at 100% Ar to
4  1021 cm3 at 2.0% H2/Ar. These data and the carrier concentration are
shown for these lms in Figure 4.3. Although the corresponding carrier
concentration increases with H2/Ar ratio, the carrier concentration repre-
sents only 1.5% of the hydrogen content in the lms. Thus, a maximum of
only 1.5% of the hydrogen atoms present in the ZnO lms appear to
contribute carriers. Interestingly, the saturation concentration in single
crystal ZnO is much lower (1017–1018 cm3) than the concentration
observed in our lms and in previous lm studies (1021 cm3).62 This
possibly supports our suggestion that surfaces and grain boundaries play an
important role in providing locations for hydrogen in ZnO lms.
Figure 4.3 Measured carrier concentration of ZnO lms as a function of the
hydrogen concentration of these lms. The hydrogen concentration
was measured using secondary-ion mass spectrometry.64
100 Chapter 4Optical absorptance data for the highest-mobility ZnO TCO lms of each
dopant and doping level in this study are shown in Figure 4.4. In the visible
wavelengths, the undoped and Al-doped lms all exhibit low absorptance of
less than 3%. The ZnO:V lm, however, has higher visible absorptance and is
not yet suitable for PV devices. In the infrared region, the peak absorptance
shis to shorter wavelengths as carrier concentration increases due to free
carrier effects. The absorptance peak is evident for lms with the highest
carrier concentrations, but the peaks for the undoped ZnO and 0.1 wt% Al2O3
lm occur at longer wavelengths and are of little relevance to solar cells. Low
absorptance up to 1100 nm is required for optimal current generation in
Cu(In,Ga)Se2 PV devices and signicant gains may be feasible by using lightly
doped ZnO.
ZnO has satisfactory electrical and optical properties, and is suitable for
use with some types of solar cell. Production advantages such as inexpensive,
non-toxic starting material and the possibility of room temperature deposi-
tion are also benecial. The primary challenges for ZnO-based TCOs lie in
their limited heat and moisture tolerance. Lightly doped lms deposited in
hydrogen remain stable up to temperatures of 250 C, but temperature-
programmed desorption and annealing experiments indicate that hydrogen
begins to desorb from the lms at higher temperatures, leading to decreased
Hall mobility and carrier concentration.63 Films with higher aluminum
concentration were found to be stable to temperatures of 400 C.64 ZnO
generally is not used for CdTe solar cells because it is not stable at the high
temperature used for deposition of the CdTe; other TCOs, such as SnO2 and
Cd2SnO4, are more tolerant of high temperatures. Moisture tolerance is
another signicant concern for ZnO.65,102 Although some TCOs, such as SnO2,
offer excellent damp-heat tolerance, ZnO generally has been found to be poor
in this regard. Using good engineering practices to guard against moisture
ingress, ZnO lms can be implemented in PV modules successfully.
Figure 4.4 Absorptance vs. wavelength for the highest mobility lm at each Al2O3
level or dopant, deposited at 200 C in 0.3% H2/Ar (except for the 2.0
wt% Al2O3 lm, deposited in 100% Ar). The bandgap of CIGS is shown
for comparison.64
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Doped In2O3 (IO) lms represent some of the highest quality TCOs presently
available because of high electron mobility at high carrier concentration, low
optical absorption and low moisture sensitivity. IO lms can be doped using
several Group IVa and IVb dopants, including Ti, Zr (IZrO) and Sn (ITO).66
However, most reports have suggested that the optimal balance between
electrical and optical quality is produced with Sn doping.67 IO-based TCO
lms can be deposited by a range of techniques including evaporation,
sputtering, spraying and CVD using a wide range of deposition temperatures
(room temperature to 500 C), and yet can maintain high lm quality
during equally high post-deposition treatments. Present applications of IO-
based TCOs are largely in high-value consumer electronic products where the
volatility of indium price is not a major issue (e.g. liquid crystal, light-
emitting diode and plasma displays). However, because of their robust
mechanical/chemical/electrical properties, applications also include touch
panels, antistatic shielding, hot mirrors, de-icing layers and PV solar cells.4.4.2.1 Brief History of In2O3-Based TCOs
Although IO-based TCOs are among the longest-studied TCOs, an all-
encompassing description of how to produce high-quality lms using
different deposition techniques and processes has not been established. For
many high-throughput applications, lms are produced at relatively low
temperature by reactive evaporation or sputtering from metal sources.
Although this allows for low tooling costs, good source utilization and
high deposition rates, the necessary lm quality is generally only achieved
following a controlled post-deposition oxidation step at 250–350 C.68
102 Chapter 4A post-deposition oxygen anneal process is generally used even when
‘reduced’ oxide sources are used for mechanical, throughput and/or other
production reasons. If high quality is required in as-deposited lms, lm
quality will be a delicate balance between structural quality (i.e. the amount
of dopant that is properly coordinated into an active donor–defect location)
and amount of oxygen incorporated into the lm.69 Depending on the type of
source used (i.e. encompassing the extent of oxidization of a sputtering target
and the reactivity of the dopant with oxygen), most researchers nd that
a small amount of oxygen must be added to the deposition ambient (0.3 vol
% oxygen in argon is typical). This suggests that IO-based TCOs form
desirable donor defects primarily under oxygen-rich deposition conditions
(note that the opposite is observed for fabricating high quality ZnO lms). If
the ambient contains too much oxygen, the carrier concentration decreases,
whereas if the ambient becomes too oxygen decient, optical transparency
decreases. The challenge during ITO deposition is to incorporate enough
oxygen to produce lms with high transparency and optimal electrical
properties. In production coating systems, this critical balance of oxygen
must be maintained over a large deposition area and it is typically adjusted
for variations in target use, seasonal changes and maintenance activities. As
is discussed in a later section, techniques have been identied that allow the
target composition to be tailored to reduce the effect of oxygen variation in
the deposition ambient.4.4.2.2 Overview of IO-Based TCO Work
As with most other TCOs studied at NREL, research on IO-based materials
has been directed primarily at developing TCO lms with desirable proper-
ties for specic PV devices of interest. For example, the initial NREL IO
studies (ca.1980s) were directed at improving the performance of ITO/InP PV
devices.70 At that time, ITO/InP devices demonstrated notably high resistance
to the type of high-energy proton radiation experienced by Earth-orbiting
satellites in low-Earth orbits. However, these devices also required the ITO to
be deposited at near room temperature and with controlled damage to the
near-surface layers.71 Later, aer the importance of high-mobility TCOs on
the performance of thin lm PV was more fully appreciated, IO-based studies
were undertaken to better understand the interactions of dopant species on
lm mobility. This led not only to the development of Mo-doped IO
(IMO),72,73 but also the realization that the real part of the dielectric
permittivity can be a much more important and controllable parameter in
TCOs than was previously appreciated.694.4.2.3 Results of ITO Studies
As mentioned above, ITO has long been considered a well-understood TCO
material. However, the past 25–30 years of work at NREL has provided
additional understanding that can assist with forming good quality ITO
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oxygen and Sn in yielding donors in the IO host material that demonstrate
low scattering. The rst insight into the nature of the defects in ITO resulted
from investigating the evolution of the Hall parameters (carrier concentra-
tion andmobility) as a function of post-deposition annealing temperature for
ion beam deposited ITO lms formed at room temperature. Figure 4.5 shows
how, for these lms, carrier activation increases signicantly at post-
deposition temperatures between 250 and 350 C.68 Subsequent trans-
mission electron microscopy (TEM) studies expanded on these initial results
to show that the ITO lm underwent complete recrystallization (from
amorphous to polycrystalline) at post-deposition temperatures greater than
250 C.74 The implications that ITO with good electrical quality can be
produced in either an amorphous or a polycrystalline structure is of great
scientic interest, and this continues to be investigated and debated. We
further propose that this phenomenon is shared by all IO-based TCOs
and can provide an invaluable starting point to explain most IO-based
material differences that occur as a function of either post-deposition and/or
deposition temperature.75
On a more practical note, advantages of the relative moisture insensitivity
of the amorphous state ITO continues to be actively exploited for thin lm PV
solar cells (especially those based on CuInSe2 alloys).76 X-Ray photoelectron
spectroscopy (XPS) and Mössbauer studies revealed that during recrystalli-
zation, some of the Sn in the amorphous matrix substitutes for indium in the
post-anneal polycrystalline structure to donate one electron. Although the
increased carrier concentration provided a noticeable Burstein–Moss shiFigure 4.5 Room temperature mobility and carrier concentration vs. annealing
temperature (5 min in ultra-high purity forming gas at each
temperature) for ion-beam sputtered ITO lm (91 mol% In2O3; 9 mol%
SnO2). The measured data apply to a nearly stoichiometric lm (slightly
oxygen-decient) grown with an oxygen partial pressure ¼ 1  105
torr, rate ¼ 0.04 nm s1 and thickness ¼ 71 nm.68
104 Chapter 4that improves the transparency of the lm, it also leads to greater ionized
impurity scattering that reduces the mobility.74 Efforts to improve the
mobility eventually led to sputtered ITO lms demonstrating mobility of
45 cm2 V1 s1, using targets made from 91 wt% In2O3 and 9 wt% SnO2.
These were re-oxidized, following hot pressing and machining, and then
used to r.f. magnetron sputter lms onto Corning 7059 glass, at substrate
temperatures of 350–400 C and a partial pressure of oxygen of 0.3 vol%.69
It should be noted that, at the time of this writing, ongoing studies to
improve the mobility by reducing the Sn concentration from the typical value
of 10 wt% are being pursued.4.4.2.4 Results of IMO Studies
With the ability to produce high-quality ITO at NREL rmly established, it
was a logical step to continue to develop IO-based TCOs that may exceed the
performance of standard ITO. One idea promoted was to identify an alter-
native dopant that, unlike Sn, could provide more than a single electron per
substitution. It was suggested that in this multi-donor defect scenario, the
scattering potential of the multiply ionized defect may remain similar to that
of a singly ionized defect, thus allowing higher carrier concentration without
greatly increased ionized impurity scattering (i.e. multi-donor defects may
yield higher mobility at similar carrier concentrations).
Reports at that time suggested that one possible multi-donor dopant was
Mo.77,78 Note that unlike Sn, which has only one oxidation state (+4), Mo
has several (+2, +4, +6). Although initial studies using an IO target con-
taining 4 wt% Mo metal suggested that multi-donor substitution was
occurring, more detailed investigations revealed that although the Mo
could indeed coordinate in one of several oxidation states, the +4 state
yielded the highest carrier concentration, similar to Sn, as shown in
Figure 4.6.73 Although this was not the desired result, it was also observed
that once the deposition conditions were optimized to coordinate the Mo
dopant primarily in the +4 state, electron mobility in excess of 85 cm2 V1
s1 resulted for lms deposited onto glass. At the time, this was the highest
mobility ever achieved for any type of sputtered TCO on glass and
prompted others to undertake similar studies on IMO using techniques
that, although not commercially relevant to PV, were known to yield
superior results over sputtering on glass.794.4.2.5 Results of IZrO Studies
Although the research on IMO discussed above provided positive results that
are still being discussed, the results suggested that the idea of incorporating
multi-donor defects may not be a straightforward pathway toward developing
IO-based TCOs with signicantly improved electrical quality. With this in
mind, a research effort began that would reconsider all the Group IV
elements (both IVa and IVb columns) as potential donors in IO.
Figure 4.6 Room temperature mobility vs. carrier concentration of r.f. sputtered
IMO thin lms with 0, 1, 2, 3 and 4 wt% Mo content. Direction of
arrows indicates increase in oxygen concentration during deposition.73
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the IVb-column dopants Zr and Hf had shown promise, research on these
dopants had not been reported for decades.66 Initial efforts at NREL
involved simply replacing the 9 wt% SnO2 in the ITO targets with 9 wt% ZrO2
(identied as IZrO targets). Electrical analysis of lms made from these IZrO
targets revealed only modest mobility (maximum electron mobility 15 cm2
V1 s1). However, and more importantly, the optical transmission of the
IZrO lms did not appear to be nearly as sensitive to the amount of oxygen
in the sputtering ambient. Indeed, IZrO lms sputtered in pure Ar
demonstrated similar visible transmission as ITO or IMO lms that
were deposited in a carefully controlled partial pressure of oxygen (typically
0.3 vol%).69
The insight that the amount of Zr-doped IO could drastically alter the
optical properties was next tested to see if co-doping with both Sn and Zr
could provide an IO-based TCO lm with the electrical properties of ITO
but the process latitude of IZrO (i.e. tolerance to variation in oxygen
ambient). This test was not only successful, but led to an even deeper
understanding of the effect of Zr in IO-based TCO (and all TCOs, for that
matter).69 This new insight was based on the knowledge that adding a small
amount of high-permittivity (generally refractory-metal) oxide to dielectric
oxides increases the real part of the dielectric constant of the host oxide
beyond the degree that might at rst be expected (i.e. a little bit of high
permittivity addition goes a long way!). Although this had been known in
dielectric oxides for many years, the same functionality had not been tested
Figure 4.7 Spectroscopic ellipsometry analysis of real part of dielectric
permittivity (31) vs. wavelength for ITO, IZrO and ITZO lms. Data
were modeled for the region at the bottom of the lm (lm–glass
interface). Because the plasma wavelength is dened at the point at
which 31 ¼ zero, gure shows that lp increases signicantly as Zr is
added to the lm.81
106 Chapter 4in TCOs.80 Indeed, as shown in Figure 4.7, by adding even 1 wt% ZrO2 to an
IO or ITO host, the real part of the dielectric constant increased signi-
cantly.81 Because this increase in permittivity occurred without signicant
change in the scattering potential (i.e. both Sn and Zr are Group 4, with
only the +4 oxidation state), the increased lm permittivity shied the
onset of free-carrier absorption to longer wavelengths (i.e. shied the point
at which the real part of the dielectric constant switches from positive to
negative).
The idea of engineering TCO dielectric permittivity to improve the lms’
NIR transmission has since been expanded for application to both ZnO and
SnO2:F lms (discussed in the next section) with positive results.81–83 The
application to the benet of device efficiency—and perhaps long-term
stability—remains an outstanding challenge for this group of TCOmaterials,
but it appears to hold substantial promise.
4.4.3 SnO2
SnO2 is one of the most popular TCO thin lms because of its high electronic
conductivity and transparency in the visible spectrum and excellent thermal
stability.67,84,85 SnO2 is chemically inert and mechanically hard. Because of
these properties, SnO2 is commonly used in gas sensors, electrochromic
devices, building glass coatings, solar cells and liquid crystal displays.86–89
SnO2 lms are oen fabricated by metal organic chemical vapor deposition
(MOCVD) and their high-temperature stability makes them well suited for
the high processing temperatures required for CdTe/CdS solar cells.90 Typical
commercial SnO2 lms are formed by CVD using various tin chloride based
A Review of NREL Research into Transparent Conducting Oxides 107cation precursors (e.g. tin tetrachloride or TTC), whereas researchers have
sometimes used the more toxic tetramethyl tin (TMT).91–95
SnO2 is a degenerate semiconductor material. In general, oxygen vacancies
(VO) provide n-type doping. The typical resistivity for undoped SnO2 is
between 102 and 102 U cm, depending on the deposition temperature and
precursors. With n-type cationic dopants such as antimony and arsenic, and
anionic dopants such as chlorine and uorine, a SnO2 lm with very low
resistivity can be obtained.96–98 Fluorine doping has resulted in the highest
conductivity and optical transmission.67,99,100 Bromotriuoromethane
(CBrF3) has been used in the research laboratory as a uorine dopant in
MOCVD to dope SnO2. However, CBrF3 is a greenhouse gas and has been
slowly phased out of the market; thus, an alternative uorine sources are
being investigated.
In our work at NREL, we studied CIF3 and CF4 as possible replacements for
CBrF3 and have performed both theoretical calculations and experi-
ments.101,102 The calculations suggest that CF4 has a very low conversion rate
compared with CIF3 and CBrF3; thus, our experiments focused on comparing
CIF3 and CBrF3 precursors. We also studied the dependence of electrical and
optical properties of SnO2:F lms on deposition temperature, as well as the
concentrations of dopant and oxygen.
The SnO2 lms were prepared by low-pressure chemical vapor deposition
(LPCVD) using ultra-high purity TMT and oxygen precursors, and with
nitrogen as the carrier gas. The reaction chamber was a cold wall rectangular
quartz tube with a high-purity graphite susceptor. The latter was heated
using infrared lamps divided into ve zones with a maximum temperature
of 800 C. The substrates were either 102 mm diameter silicon wafers or
102 mm  102 mm 7059 glass squares. No deposition occurred for substrate
temperature less than 475 C, but increased in the range of 500–700 C. At the
higher temperatures, a gas phase reaction occurred and the lms became
hazy. A wide range of analytical techniques was used to characterize the
lms.
Undoped lms had a carrier concentration of about 1018 cm3, i.e. non-
degenerate and a mobility of about 1 cm2 V1 s1. These properties were
essentially independent of the gas composition and substrate temperature,
although the mobility improved at the highest deposition temperatures
because of improved crystallinity. The fundamental bandgap was deter-
mined to be 3.78 eV from measurement of the transmittance and reectance
of lms.
Thermodynamic modeling of uorine incorporation helped design the
experiments. The model enabled us to estimate the equilibrium uorine
solubility in SnO2 as a function of temperature and ow rate of the various
dopant precursors. First, the saturated solubility of uorine in the SnO2 lm
was estimated by the Delta Lattice Parameter (DLP) Model.103 We calculated
the precursor decomposition percentage and equilibrium uorine concen-
tration in the SnO2 lm using Thermo-Calc soware based on the interaction
energy estimated by the DLP. Thermo-Calc is based on the principle of
Figure 4.8 Calculated conversion rate of CBrF3 as a function of its initial molar
concentration for various temperatures.101
108 Chapter 4minimizing Gibbs energy and was developed for performing various kinds of
thermodynamic and phase-equilibria calculations.104
The effects of different dopant precursors on uorine incorporation were
compared between the calculated and experimental results. Under chemical
equilibrium, different precursors have different conversion rates (ratio of
decomposed precursor to initial amount) at the same temperature, which is
expected to lead to different uorine concentrations in SnO2 lms. The
calculated conversion rates suggest that CIF3 decomposes more than CBrF3,
especially at SnO2 growth temperatures greater than 500 C, and that CBrF3
in turn decomposes more rapidly than CF4. These results are summarized in
Figure 4.8. Experimentally, we determined that SnO2 grown using CF4 to
provide the uorine dopant was insulating, in agreement with the low
conversion rate predicted by theory. Therefore, we limited our studies to
CBrF3 and CIF3. Although we set out to nd a replacement for CBrF3, it was
necessary to establish a baseline for this precursor for comparison with
potential alternatives such as CIF3.4.4.3.1 CBrF3 as the Fluorine Source
Figure 4.9 shows the calculated precursor conversion fraction of CBrF3 as
a function of its initial molar concentration for four deposition tempera-
tures. Although the model predicts that the conversion rate increases with
deposition temperature, it is relatively insensitive to the molar concen-
tration for temperatures between 450 and 600 C. For a wide range of
deposition temperatures, the fractional conversion rate is signicantly
higher at low initial CBrF3 concentration. However, as the initial CBrF3
concentration increases, the fractional conversion rate of the precursor is
reduced and saturates at a level that depends on the deposition
temperature.
Figure 4.9 Calculated conversion rate of CBrF3 vs. its initial molar concentration at
the inlet for various temperatures. The total chamber pressure was 40
torr with 44.4 mol% oxygen and 0.59 mol% tetramethyl tin.101
Figure 4.10 Comparison of calculated and measured quantities of uorine as
a function of the molar ratio of the CBrF3 dopant precursor. The
arrow on le indicates that the line with solid circle markers
represents SIMS-measured ion counts for uorine, while the arrow
on the right indicates that the line without markers represents the
calculated concentration of uorine.
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measured concentrations of uorine from four different SnO2:F lms that
were depth-proled by SIMS. Figure 4.10 shows the average uorine count
measured by SIMS, i.e. the symbols and the calculated concentration, both as
functions of the inlet CBrF3 molar concentration. Both calculated and
experimental data show that the uorine concentrations increase rapidly for
smaller CBrF3 inlet concentrations (0–0.2 mol%). As the inlet CBrF3
concentration increases to above 0.2 mol%, the uorine concentration in the
110 Chapter 4SnO2 lm saturates and increases by less than a factor of two as the CBrF3
concentration increases to 20 mol%.
When CBrF3 is used as the uorine dopant source, the conductivity is
signicantly improved. The carrier concentration increases by about three
orders of magnitudes—from 1017–1018 cm3 to mid-1020 cm3. The carrier
mobility also increases and the resistivity of the lms decreases by more than
three orders of magnitude—to the mid-104 U cm range. These ndings are
summarized in Figure 4.11. Generally, as the carrier concentration of
a semiconductor increases, the mobility decreases because of ionized
impurity scattering. That this does not happen for SnO2 suggests that ionized
impurity scattering is not the dominant scattering mechanism. Li’s group
has argued that grain boundary scattering may be responsible for carrier
scattering, although Coutts and co-workers have discounted this mechanism
in TCOs on the grounds that the electron mean free path is far smaller than
the size of typical grains.18,81 It seems more likely that neutral impurities and
defects within the grains are responsible for scattering carriers. The
conversion of the CBrF3 molecules is relatively small and the concentration
of neutral fractions may be sufficiently large to scatter electrons. With
changing deposition conditions (e.g. temperature, pressure, composition of
precursor gases), the concentration of neutral species almost certainly
changes and modies the extent of electron scattering.
The role of deposition temperature is less obvious because it may have
several roles. Firstly, the conversion of the precursors increases with
temperature, but the sticking coefficient of uorine atoms probably
decreases.105 Hence, the carrier concentration and mobility have uncertain
dependences on substrate temperature. SIMS measurements showed that
the uorine count decreased as deposition temperature was increased from
500 to 600 C, implying that the sticking coefficient decreased by more than
the conversion rate increased. Secondly, increasing substrate temperatureFigure 4.11 Carrier concentration and mobility of SnO2:F lms as functions of the
molar ratio of the CBrF3 dopant precursor at the inlet. The deposition
temperature was 500 C.102
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reduction in defects leading to improved mobility and a small reduction in
carrier concentration.
In summary, CBrF3 is a well-understood dopant source and the change to
another source would not be necessary if it was not a greenhouse gas.4.4.3.2 CIF3 as the Fluorine Source
As discussed earlier, because of its greater conversion rate, we believed that
CIF3 may be a useful replacement for CBrF3, due to reduced greenhouse gas
concerns. To assess this source, we performed various experiments and
measurements of lm properties. Initially, we xed the substrate tempera-
ture at 550 C and the oxygen concentration at 20.3 mol%. The CIF3 molar
ratio was then varied and a much higher uorine concentration was found in
the lms than for a similar quantity of CBrF3, as expected from the ther-
modynamic calculations. Figure 4.12 shows the carrier concentration and
mobility as functions of the inlet concentration of CIF3. Although the former
reaches 1020 cm3 for very low concentrations of CIF3, the mobility, with
a value of only 30 cm2 V1 s1, is substantially lower than for CBrF3.
Increasing the CIF3 concentration slightly reduced the mobility. While the
high conversion rate of CIF3 leads to moderately high carrier concentration
for small amounts of the material, it must also lead to a high concentration
of neutral impurities, which may again be responsible for the relatively low
mobility although to a greater extent than for CBrF3.
With the concentrations of oxygen and CIF3 xed at 20.3 mol% and
0.03 mol%, we grew a series of lms at various temperatures in the range
450–550 C. At all temperatures, the carrier concentrations were higher andFigure 4.12 Carrier concentration and mobility of SnO2F lms as functions of the
molar ratio of the CIF3 dopant precursor at the inlet. The deposition
temperature was 550 C and the oxygen content in the chamber was
20.3 mol%.102
Figure 4.13 Carrier concentration and mobility of SnO2:F lms as functions of the
oxygen molar ratio.
112 Chapter 4the mobilities lower than when using CBrF3. The mobility, however,
increased systematically with temperature due to substantial improvements
in the crystallinity of the lms. This supports our earlier postulate that the
predominant scattering mechanisms were due to neutral uorine atoms and
crystal defects.
With the temperature xed at 500 C and the concentration of CIF3 xed at
0.03 mol%, we grew a series of lms with the oxygen concentration as the
variable. These results are shown in Figure 4.13. The results show that the
lms grown at higher oxygen concentration had higher mobility but slightly
lower carrier concentration. X-Ray diffraction (XRD) analysis also showed
improved crystallinity with increased oxygen, again linking the mobility to
intragrain scattering by defects and perhaps by neutral uorine atoms.
In summary, although CIF3 as a dopant produces lms with slightly
inferior properties to CBrF3, this work is at its early stages and it is possible
that with further renement, lms of equivalent electrical and optical
properties could be achieved. The advantage of CIF3 is that less of it is needed
to produce a given carrier concentration, which would make waste
management simpler and less expensive. Higher deposition temperatures
and oxygen content appear to improve mobility, but it may be necessary to
minimize the CIF3 inlet pressure to reduce neutral impurity scattering.4.4.3.3 Permittivity-Engineered SnO2:F Films
As explained in Section 4.2.2, new design options were offered by realizing
that an engineered change in the high frequency permittivity could benet
the optical properties of TCOs, especially in the NIR region of the spectrum.
Changing the high frequency permittivity had been underappreciated in
Drude modeling of TCOs as a means of obtaining improved optical proper-
ties, while not having a negative impact on the electrical properties. However,
A Review of NREL Research into Transparent Conducting Oxides 113it had been recognized that adding small amounts of high permittivity
oxides, such as ZrO2 and HfO2, to silicon oxide increased the permittivity by
much more than would be expected from a linear extrapolation between SiO2
and ZrO2.80 Adding zirconium to In2O3 dopes the material about as effectively
as tin although, as will be seen, in the case of tin oxide, adding zirconium can
actually form an alloy.66,81,106
To test the effects of adding zirconium to SnO2, we deposited lms onto
glass by LPCVD with tetramethyl tin, zirconium tert-butoxide and CBrF3
precursors. These lms are referred to as FTZO. For comparison, uorine-
doped lms of SnO2 without zirconium were also deposited and are referred
to as FTO. The lms were deposited in an atmosphere of oxygen at
a temperature in the range 500–550 C. The optical properties were deter-
mined using a spectroscopic ellipsometer in the range 800–1700 nm.
Figures 4.14 and 4.15 show the optical transmittance of two pairs of FTO
and FTZO lms. In the former gure, the lms each had a carrier concen-
tration of about 1.8  1020 cm3 and their thicknesses were about 500 nm. In
the latter case, the carrier concentrations were about 4.4 1020 cm3 and the
thicknesses were again about 500 nm. All four lms had mobilities in the
range 26–31 cm2 V1 s1. The optical properties of the FTZO lms were
superior in both cases: the transmittances remained higher up to longer
wavelengths. Closer inspection of the FTZO lms reveals that they have
a slightly larger bandgap, presumably due to alloying. The small shi of the
band edge to shorter wavelength cannot be accounted for by the Burstein–
Moss shi because the carrier concentration is similar for each pair of lms.
Figure 4.16 shows the ellipsometric analysis of a series of FTZO lms and
clearly demonstrates that the real part of the permittivity increases with
the quantity of zirconium. Recall that the plasma wavelength occurs when the
real part of the permittivity equals zero.Hence, thegure shows that theplasma
wavelength increases signicantly with zirconium addition and this is
responsible for the improved optical properties shown in Figures 4.14 and 4.15.
Although this shi occurs in the NIR, in which region the ux of photons in
the solar spectrumis relatively low, it appears that therewouldbea small benet
to thinlm solar cells bymodifying the TCO layer as described above. Although
demonstrated for only In2O3 and SnO2 to date, we have no reason to suppose
that the same technique would fail to work for other TCOs such as ZnO,
In2O3:ZnO and Cd2SnO4. The approach appears to be generally applicable.
In summary, there are clear improvements that can be made to the manu-
facture of SnO2 by using CIF3 as a growth precursor (although improvements
in the mobility still need to be achieved) and by incorporating a high
permittivity oxide such as ZrO2. Other oxides may offer even greater benets.4.4.4 CdO
Cadmium oxide has a fundamental bandgap of about 2.28 eV and high
conductivity, and is typically a degenerate semiconductor, as rst established
by Koffyberg.107 It was also shown by Ueda et al. that the extent of the
Figure 4.15 Comparison of the optical transmittance of a FTO and a FTZO lm.
The carrier concentrations were about 4.4  1020 cm3 for each lm.
The thicknesses and mobilities were similar for both lms.81
Figure 4.14 Comparison of the optical transmittance of a FTO and a FTZO lm.
The carrier concentrations were about 1.8  1020 cm3 for both
lms. The thicknesses and mobilities were similar for both lms.81
114 Chapter 4degeneracy increased strongly with carrier concentration, implying
a conduction band with very small radius of curvature and, therefore, small
effective mass.108 Because of this, it was concluded that the optical bandgap
may widen sufficiently with degeneracy to make the material potentially
useful as a TCO for PV-related applications.
Figure 4.16 Variation of the real part of the dielectric permittivity of lms of FTZO
with wavelength. The lowermost and uppermost curves represent pure
SnO2 and ZrO2, respectively. The intermediate curves show FTZO with
varying amounts of Zr.81
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a quartz reactor with a deposition zone of 10.2 cm  30.5 cm.109 Films were
deposited onto Corning 7059 substrates, which were heated by a ve-zone
quartz lamp array used to heat a graphite susceptor, as described above.
The reactant gases were dimethyl cadmium and oxygen. Film thicknesses
were typically 100 nm. The electrical and optical properties of the lms
were a strong function of the deposition temperature. The mobility
increased from 5.9 to 216 cm2 V1 s1, and the carrier concentration
decreased from 2.7–0.24  1020 cm3 as the deposition temperature
increased from 150 to 450 C. Unfortunately, these changes yielded CdO
lm resistivity on the order of 103 U cm, which was considered too large
for required PV applications at the time. The reduced effective mass of
electrons was determined to be 0.11 me which, coupled with direct
measurement of the density-of-states (DOS) electron effective mass using
the method of four coefficients, gave a valence band DOS effective mass of
0.28–0.51 me.110 It was also shown that the optical bandgap increased to
almost 3.1 eV at the highest carrier concentration. Hence, for some
applications, CdO may indeed be considered a potentially suitable TCO.
However, the challenge of obtaining a resistivity of about 104 U cm may
be very severe.4.5 Ternary Compounds and Alloys
4.5.1 Cadmium Stannate
Cd2SnO4 (CTO) combines many benecial characteristics of both SnO2 and
CdO. It is an n-type semiconductor with either orthorhombic or spinel crystal
structure. In bulk form, CTO crystallizes as an orthorhombic crystal, but in
thin lms, the spinel crystal may be observed. Thin lm CTO has given
116 Chapter 4electron mobilities up to 65 cm2 V1 s1, high electrical conductivity and low
visible absorption, which make it potentially suitable for several applica-
tions.111 The properties of CTO lms were rst reported by Nozik, who
prepared amorphous lms by r.f. sputtering and reported mobilities as high
as 100 cm2 V1 s1 for a carrier concentration of 5  1018 cm3. Nozik
attributed this unusually high mobility to a low electron effective mass
(m)  0.04 me).111 Haacke et al. investigated the effects of deposition and
annealing parameters on the properties of polycrystalline CTO lms
prepared by r.f. sputtering and reported excellent transparency and resis-
tivities as low as 1.49  104 U cm.112 The electrical properties of sputtered
CTO lms were negatively affected by the presence of secondary phases,
namely CdO and CdSnO3. Theoretically, it is not expected that CTO forms in
the spinel phase in bulk form, though this is not found to be true in thin
lms for which the energetics must be distinct. These could be minimized by
adjusting the sputtering parameters and by post-deposition annealing.
Subsequently, there have been numerous investigations of various deposi-
tion methods to prepare CTO thin lms, including, but not limited to, dc
reactive sputtering, ion-beam sputtering, chemical vapor deposition, spray
pyrolysis and electroless deposition.
Wu and co-workers have also studied the preparation of CTO lms and
used them to fabricate record-performance CdTe solar cells.6,7,113 The lms
were sputter deposited in pure oxygen onto an unheated borosilicate (Corning
7059) substrate. The sputtering target was supplied by Cerac, Inc. (presently
known as Materion Advanced Materials Group, Milwaukee, WI) and it was
made by hot pressing a 2 : 1 molar mixture of CdO and SnO2. The lms were
amorphous as deposited. However, they were then annealed in pure argon in
close proximity to a lm of CdS that had been grown by chemical bath
deposition. Annealing temperatures up to 680 C were used, aer which XRD
showed the lms were single phase spinel without any evidence of amorphous
material. Figure 4.17 shows the XRD spectra of a lm before and aer
annealing at 680 C in argon in close proximity to a lm of CdS.
The transport properties improved with progressively higher annealing
temperatures, as is shown in Figure 4.18. The highest mobility achieved
was 54.5 cm2 V1 s1 with a carrier concentration of 8.9  1020 cm3,
corresponding to a resistivity of 1.28  104 U cm.
With increasing annealing temperature, the crystallinity of the lms
improved and this appeared to relate to the concurrent increase in mobility.
The optical properties of an annealed lm are shown in Figure 4.19. The
striking feature is that the absorbance is extremely small in the visible range
of wavelengths, making CTO potentially ideal for use in thin lm PV
devices. In addition to excellent optical and electrical properties, the lms
were also very smooth, with a root mean square (r.m.s.) roughness of only
0.13 nm, were very stable at elevated temperature, and could easily be
etched in either HCl or HF. Note that these excellent properties were only
found for single phase, well-oriented lms—in contrast to the work dis-
cussed next.
Figure 4.17 XRD spectra of a CTO lm before and aer annealing. The lms were
annealed in close proximity to a lm of CdS deposited using chemical
solution growth. Adapted from Wu et al.7
Figure 4.18 Mobility and carrier concentration of CTO as a function of the
annealing temperature. The lms were typically annealed in an
atmosphere of pure argon. The arrow on le indicates that the black
line with square markers represents electron mobility, while the
arrow on the right indicates that the grey line with circle markers
represents electron carrier concentration. Adapted from Wu et al.7
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CTO is unsuitable for large-volume manufacture, because it has proved
difficult to obtain reproducible targets, requires a high-temperature
annealing process incompatible with the low-cost soda lime substrates
typically used for the manufacture of thin lm solar cells, and the deposition
process is rather slow. However, CVD has been used to produce high-quality
lms, has the advantage of being easily scaled, and is rapid. Consequently, it
118 Chapter 4is widely used by industry and may be compatible with manufacture of CdTe
solar cells. Very few data points have been studied along the CdO–SnO2 tie
line, but combinatorial synthesis, in which several elements or compounds
are deposited non-uniformly, was used by Li et al.114 The latest developments
in this work promise to make the use of CTO lms for thin lm PV
practicable.
To exploit the combinatorial approach, thin lm libraries of samples are
oen synthesized using multi-target sputtering or pulsed laser deposition. Li
et al. established compositionally graded thin lm libraries of CTO lms
using MOCVD.114 This enabled the dependence of crystal structure, and
electrical and optical properties, to be investigated as a function of compo-
sition, which varied along the length of the reaction tube.
The CVD reaction chamber used was a cold-walled quartz tube with rect-
angular cross-section. The reactant gases, dimethyl cadmium (DMCd) and
TMT entered at one end of the tube, owed along the chamber length, and
exited aer passing through the reaction zone. Three Corning 7059 borosil-
icate glass substrates, 1 mm thick, and 102 mm  102 mm in area were
coated in each deposition run.
Because TMT and DMCd have different decomposition temperatures, their
decomposition rates are different at a given growth temperature. As the
precursors ow along the x-axis, those with a low decomposition temperature
decompose more rapidly and the composition of the Cd–Sn–O lm varied
along the x-axis. The precise compositional, electronic and optical properties
were controlled via the precursor ratio and the substrate temperature.
Here, we discuss two of the libraries. The rst, CTO53, was deposited at
550 C with a DMCd-to-TMT ratio of 2 : 1, whereas the second, CTO50, was
deposited at 500 C with a DMCd-to-TMT ratio of 0.2 : 1. The former
temperature is compatible with the industrially preferred soda limeFigure 4.19 Optical properties of an annealed CTO lm. The absorption is minimal
in the portion of the spectrum of greatest relevance to a CdTe solar cell.
Adapted from Wu et al.7
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glass substrates labeled as A, B and C from the leading edge to the trailing
edge of the deposition zone. At these deposition temperatures, the decom-
position rate of DMCd was much higher than that of TMT, which led to
a Cd-rich lm at the leading edge of the substrate and a Sn-rich lm at the
trailing edge. To characterize these compositional gradient libraries, each
piece of glass was cut into six small pieces and numbered from 1 to 6 along
the x-axis for reference. These 18 samples enabled us to map out the
properties of the material along the entire deposition zone.
Figure 4.20 shows an electron probe microanalyzer (EPMA) composition
analysis taken from library CTO53, the sampling area being in the millimeter
range. At the top of the gure is an illustration of the library and how it is
labeled. The results indicate that thehighestCd : Sn atomic ratio in this library
was slightly higher than 3 : 1. The composition varied rapidly at the leading
edge of the substrate. On the rst two glass substrates, the Cd : Sn ratio
decreased along the length from 3 : 1 to about 1 : 1. However, on the third
substrate, the composition was almost constant with a ratio of about 1 : 1.
The crystal structure of the thin lm libraries was investigated using XRD
with Cu–Ka radiation (l ¼ 0.5416 nm). The lattice constants for the various
phases observed were calculated from the XRD peaks. These results are
discussed in the following sections.
XRD indicated, as expected, that the rst zone of the CTO53 library was
a mixed phase of CdO and Cd2SnO4. Farther along the x-axis, near the end of
substrate A, the intensities of the diffraction peaks associated with CdO areFigure 4.20 EPMA of library CTO53. The classication of the 18 individual samples
cut from the three substrates (A, B and C) is shown in the schematic
above the EPMA spectrum. The numbers (1–6) refer to the samples
cut from each of the main substrates. The library was prepared using
a substrate temperature of 550 C. The analysis indicated that at the
leading edge of sample, the ratio of Cd : Sn was 3.2 : 1 and at the
trailing edge was about 1 : 1.
120 Chapter 4low, suggesting that the lm wasmainly Cd2SnO4. In the mixed phase region,
it was possible to calculate the lattice constants of the CdO and the Cd2SnO4,
which showed that the CdO lattice was under compression whereas the
Cd2SnO4 was under tension.
Farther downstream (substrate B), the Cd : Sn ratio continued to decrease,
the cubic Cd2SnO4 phase disappeared, and the lm became amorphous. In
zone B, where the ratio of Cd : Sn varied from about 2 : 1 to 1 : 1, an addi-
tional broad peak was observed that was most likely due to CdSnO3. Along
zone C where the Cd : Sn ratio was almost constant and equal to 1 : 1, the
remaining peaks corresponded mostly to amorphous Cd2SnO4 and CdSnO3.
Thus, the CTO53 library started at the leading edge with a Cd-rich compo-
sition and mixed phase structure of cubic CdO and spinel Cd2SnO4. The
library ended with amorphous material at the trailing edge.
Library CTO50 was fabricated with a DMCd : TMT ratio of 0.2 : 1 and
a deposition temperature of 500 C, meaning that a Sn-rich lm was
expected. The XRD pattern of library CTO50 began at a composition
similar to the trailing edge of library CTO53 (deposited at 550 C) and
a broad peak indicative of amorphous Cd2SnO4 with some short-range
order remaining.
Farther downstream (sample B-2), where the Cd : Sn ratio was less than
1 : 1, the broad amorphous peak disappeared and no crystal structure could
be detected. Even farther downstream, a new peak appeared that corre-
sponded to the (200) peak of tetragonal SnO2. The intensity of this peak
increased along the length of the reactor, as did the intensity of the other
peaks associated with tetragonal SnO2. We concluded that a pure amorphous
lm was formed as the lm began to change from a cubic to tetragonal
structure. Hence, these libraries enabled us to span a broad range of
compositions and crystal structures and, as described below, to correlate
these with the optical and electrical properties of the materials.
Figure 4.21 shows the variation of the carrier concentration and mobility
with the Cd : Sn compositional ratio. In the zone consisting of CdO and
Cd2SnO4, the carrier concentration was about 5  1020 cm3 and the
Hall mobility was about 20 cm2 V1 s1, both of which are similar to
earlier results for CdO lm. As the cadmium content decreases along the
x-axis, the carrier concentration also decreased but the Hall mobility
increased. In the composition range (Cd : Sn ratio) between 2 : 1 and
1 : 1—corresponding to the mixed phases of spinel Cd2SnO4 or amorphous
Cd2SnO4, SnO2 and orthorhombic CdSnO3—the carrier concentration is
about 1–2  1020 cm3 and the Hall mobility is about 50–60 cm2 V1 s1.
This value is similar to those discussed earlier for sputter-deposited poly-
crystalline Cd2SnO4.113 As the Cd content decreased and the lm nally
became tetragonal SnO2, the carrier concentration and mobility decreased
to 4  1018 cm3 and 1 cm2 V1 s1, respectively, similar to undoped
SnO2. Hence, the resistivity of the lms varied from the lowest value of
5  104 U cm in the zone consisting of mixed CdO plus Cd2SnO4, to the
highest value of 5 U cm in the SnO2 zone.
Figure 4.21 Variation of the electrical properties of samples taken from the
combinatorial libraries CTO53 and CTO50.
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sponding to the least perfect crystallinity. The values of electron mobility
reached 61 cm2 V1 s1, similar to the value for single-phase polycrystalline
material.113 The electron mobility of amorphous Si is about 103 cm2 V1 s1,
which is about three orders of magnitude smaller than for its polycrystalline
form. Hosono et al.115 and Kawazoe and Ueda116 suggested that, for the spinel
structure, the orbitals of the heavy metals overlap to form an extended
conduction band. In a metal oxide composed of a heavy metal, the relevant
orbital may have sufficient overlap, even in the amorphous structure, to
enable high electron mobility. This would not be expected for amorphous Si,
for which the orbitals are not extended.
Bandgaps calculated from transmittance and reectance data were ob-
tained for libraries CTO53 and CTO50. Figure 4.22 shows the narrowest
bandgap of 2.7 eV (characteristic of Cd2SnO4), which was observed at the
leading edge of library CTO53. Aer reaching its highest value, the bandgap
decreased as the quantity of cubic spinel Cd2SnO4 structure decreased, back
to 2.7 eV. Within the amorphous régime, the value of the bandgap increased
with increasing Sn composition. At the trailing edge of library CTO53, the
bandgap is 3 eV with a Cd : Sn ratio of 1 : 1. The bandgap increased
progressively as the Sn concentration increased. Library CTO50 starts with
a bandgap of 2.9 eV, whereas on its trailing edge, the widest bandgap of
3.65 eV (characteristic of SnO2) was observed.
The single greatest challenge for the future application of CTO is the
development of a method of synthesis compatible with large-scale manu-
facture. The above work has demonstrated that the high temperature
annealing step in close proximity to a lm of CdS is not essential for fabri-
cating high-quality material. However, at this stage, the electrical and optical
Figure 4.22 Variation of the optical bandgap for samples from libraries CTO53 and
CTO50.
122 Chapter 4properties of CTO lms made using LPCVD are not quite equivalent to those
made using r.f. sputtering; further optimization may be required, although
signicantly lower temperatures have been used. In addition, some compa-
nies may be unwilling to manufacture CTO because of the presence of
cadmium—even though large markets may exist because of the need to
increase the efficiency of CdTe modules—in the face of rapidly increasing
competition from materials such as polycrystalline silicon manufactured in
lower cost regions of the world.4.5.2 Zinc Stannate
The original motivation for studying zinc stannate (Zn2SnO4 or ZTO) was that
it does not contain either the toxic element cadmium or the expensive
element indium. In thin lm form, ZTO, like CTO, has the spinel crystal
habit. It also has the inverse spinel form in which half the tetrahedral sites
are occupied by zinc and half by tin atoms while the octahedral sites are fully
occupied by tin atoms. ZTO has a variety of applications such as ame
retardants,117 photoacoustic devices,118 dye-sensitized solar cells119 and CdTe/
CdS solar cells.6,120 Bulk ZTO crystallizes in the orthorhombic form, similar to
CTO, but the spinel form is usually found in thin lms. As discussed below,
the effective mass at the bottom of the conduction band is small, which
means that there is a rather large Burstein–Moss shi as the material
becomes degenerate.
Young studied the basic materials properties of ZTO with a view to
increasing its conductivity,121 which had been found by other authors to be
low.122,123 The objective was to make TCO lms of ZTO to eliminate cadmium,
but rather limited success was achieved because of very low carrier concen-
trations and lowmobilities. The approach used by Young and co-workers was
to understand the limiting conduction mechanisms.124
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ceramic target in pure oxygen onto Corning 7059 substrates, which could be
heated. The lms were characterized using XRD, atomic force microscopy
(AFM), TEM, Mössbauer spectroscopy, ultraviolet/visible (UV/vis) spectro-
photometry, and an advanced charge-transport technique known as the
method of four coefficients,110 which involves measuring the conductivity,
Hall coefficient, Seebeck coefficient and Nernst coefficient. The technique
provides valuable information about the effective mass of the carriers,
scattering time and mechanism of scattering, and position of the Fermi
energy, independent of whether or not the conduction band (or valence) is
parabolic.
Films deposited at room temperature were found to be amorphous but
became randomly oriented aer annealing at 600 C in argon. In the pres-
ence of oxygen in the sputtering gas, the rates of deposition were approxi-
mately halved. At a deposition temperature of 550 C in purer argon, the lms
were uniaxially oriented about the (400) peak. AFM showed that the lms
were exceptionally smooth, with an r.m.s. roughness of only 3.3 nm and
grain size of about 100 nm. This smoothness facilitated the use of ZTO as
a buffer layer between the CTO transparent conductor and the CdS window
layer. In the high-efficiency CdTe solar cells, the ZTO smoothness and rela-
tively high resistivity meant that an exceptionally thin layer of CdS could be
used without risking shorting of the junction by conduction paths between
the CTO and the CdTe. In turn, this enabled larger currents to be generated,
leading to record-efficiency devices.6
High-resolution TEM of a single grain of ZTO indicated incomplete
crystallization and an absence of well-ordered lattice planes, in contrast to
CTO, for which well-dened lattice planes were found in the grains. Further
evidence of disorder was provided by Mössbauer spectroscopy. This
showed that the degree of inversion of the structure was near unity,
meaning that the tin atoms were completely in the octahedral sites. In the
normal spinel, tin would be half in the tetrahedral and half in the octa-
hedral sites. The octahedral site does not have cubic symmetry that causes
quadrupole splitting in the 119Sn Mössbauer data. If perfect atomic
arrangements were present in the inverse spinel structure, no splitting
would have been observed. Our data revealed two quadrupole splittings,
indicating that tin atoms occupied two non-equivalent octahedral sites.
Hence, the combination of the atomic disorder (revealed by Mössbauer)
and crystallographic disorder (revealed by XRD) grossly disrupts perfect
periodicity in the lattice and, consequently, the mobility of electrons in
ZTO lms was substantially less than that in CTO.
The optical data indicated that the ZTO lms were highly transparent
because of the relatively low concentration of electrons. The Burstein–Moss
shi was rather large, implying a small effective mass of electrons, and the
fundamental bandgap was found to be 3.35 eV.15,16 However, because of the
small effective mass, the degeneracy increased the optical gap to as large as
3.89 eV.
124 Chapter 4The method of four coefficients also provided fundamental information
about this material. The negative Hall and Seebeck coefficients conrmed
that the lms were n-type, while positive Nernst coefficients implied ionized
scattering was responsible for electrons scattering. However, the transport
theory shows that band non-parabolicity can make interpretation of the
Nernst data difficult and its sign alone cannot be taken as unambiguous
proof of ionized scattering.125
The effective mass increased strongly with carrier concentration showing
that the conduction band is non-parabolic. At the bottom of the band, the
effective mass is 0.15 me, substantially lower than other TCO materials and
responsible for the large Burstein–Moss shi.123
The value of relaxation time was typically about 1–2 fs, which is consistent
with the observed disorder at the atomic and microscopic levels, and is the
cause of the low mobilities (20 cm2 V1 s1) typically observed for this
material. The method of four coefficients also provides a ‘scattering coeffi-
cient’ that gives a good indication about the dominant electron scattering
mechanism. For ZTO, this coefficient implied that ionized impurities were
primarily responsible for scattering electrons though, because of the high
electron concentration, screening of the charged impurities was evident. The
temperature dependence of mobility also suggested that ionized impurities
were responsible. Of course, the background disorder adds to the magnitude
of the scattering, further reducing the mobility.
In summary, ZTO is an excellent material as a buffer layer in CdTe device,
but it remains a very difficult challenge to improve its properties, particularly
mobility, to the extent that it could compete with either CTO or any other
high-quality TCO.4.5.3 ZnxMg1xO
ZnO has a fundamental bandgap of about 3.2 eV, which corresponds to
a wavelength of 0.39 mm. At shorter wavelengths, the ZnO strongly absorbs
photons, preventing them from being useful to the junction. The bandgap
of MgO is about 7.2 eV, which means that the addition of a small amount of
Mg to ZnO increases the bandgap of the alloy signicantly. The bandgap of
the MgO differs from that of ZnO primarily because the energy of the
conduction band edge is much greater than that of ZnO; that is, it has
a much smaller electron affinity, whereas the valence band edge is some-
what lower than that of ZnO.2 The use of ZnxMg1xO as a window layer in
the CIGS device has two apparent attractions: the rst is the wider bandgap
(thereby transmitting more photons to the absorber); and the second is the
potential improvement in the lineup of the conduction bands of the
ZnxMg1xO and CdS.
The variation of the bandgap of undoped ZnxMg1xO with alloy compo-
sition is shown in Figure 4.23. Most of the larger bandgap is due to the shi
in the conduction band edge. The two sets of points correspond to different
beam energies.
Figure 4.23 Variation of the optical bandgap of undoped ZnxMg1xO with the
atomic proportion, x, of Mg.128
A Review of NREL Research into Transparent Conducting Oxides 125For Al-doped alloys, we found a very different variation of the optical
bandgap, as shown in Figure 4.24. In this case, the optical bandgap actually
decreases as Mg increases. Without Mg, the ZnO:Al is degenerate and the
carrier concentration is greater than 1020 cm3. AsMg is added and the alloy is
formed, the conduction band edge moves toward the vacuum level, the ioni-
zationenergy of theAl dopant increases (implying that the aluminumleveldoes
not follow the conduction band but perhaps remains relatively xed relative to
the vacuum level), and less of it is ionized. Consequently, the free carrier
concentration decreases severely, causing the Fermi energy tomove away from
the vacuum level and the optical bandgap todecrease.With further increases of
the Mg, the degeneracy decreases further until the Fermi level coincides with
the conduction band edge; at this point, adding further Mg causes the
fundamental bandgap to increase and to be equal to the optical bandgap.
Figure 4.25 shows the carrier concentration and mobility of ZnxMg1xO:Al
as a function of the atomic proportion of magnesium.
Although modeling showed that the mismatch of the conduction band
edges of the ZnO alloy and the CdS in a CIGS device should be reduced by
alloying with Mg, the efficiency of the devices was also reduced because of the
large increase in resistivity of the alloy. In addition, no signicant increase in
the open-circuit voltage was observed, as may be expected for improved
alignment of the conduction band edges. The use of CdS virtually ensures
that the current cannot increase because its bandgap is less than that of the
TCO, meaning that very few of the higher energy photons can be transmitted
to the CIGS.
Despite the rather negative device results, this approach could lead to
signicant improvements if a more appropriate TCO could be developed.
The remaining challenge is to incorporate a dopant other than Al that
Figure 4.25 Variation in carrier concentration, mobility and resistivity as a function
of the atomic proportion of Mg in ZnxMg1xO:Al.
Figure 4.24 Variation of the optical bandgap of the Al-doped ZnxMg1xO with the
atomic proportion, x, of Mg.129
126 Chapter 4remains fully ionized, even for larger bandgaps, so that there is not:
a severe decrease in carrier concentration, a corresponding increase in the
series resistance and a deterioration of ll factor. Perhaps there exists
a dopant that follows the conduction band rather than the vacuum level.
Additionally, the concept of improved alignment of the conduction band
edges between the TCO and the n-CdS window layer warrants further
investigation.
A Review of NREL Research into Transparent Conducting Oxides 1274.6 Summary
In this chapter, we have reviewed our work at NREL on some of the TCOs we
have studied during the course, for at least two of us (T.J.C. and T.A.G.) of the
past 25–30 years. Initially, we described some of the requirements of TCOs
for use in thin lm solar cells. For each material discussed, we have
described the method of deposition along with some of the deposition
parameters, provided illustrative experimental data, identied remaining
challenges and suggested further work. This has enabled us to highlight
some of the more signicant results achieved, which we repeat below.
For zinc oxide, our work has shown that far less of the aluminum dopant
may be used than is typically used in devices. This has the potential to benet
the performance of CIGS devices. In addition, our work showed that there are
benecial effects of adding a small, controlled amount of hydrogen to the
sputtering atmosphere.126,127
Our work on indium tin oxide and indium oxide began at NREL with the
formation of the Device Development Group in 1984. In this research, we
established the importance of controlling the deposition atmosphere
and the changes that can occur with deposition and annealing tempera-
ture.74 Also, this work eventually led to the incorporation of novel dopants
such as molybdenum and zirconium.73 These high permittivity materials
provided signicant benets in material properties that remain to be
fully exploited in devices. It remains to be seen whether or not these
alternative dopants enhance the corrosion stability of materials such as zinc
oxide.
Our discussion of tin oxide focused on the low-pressure chemical vapor
deposition technique and our ability to make good quality material using
the uorine precursor CBrF3. Because this is a greenhouse gas, we discussed
the properties of lms made using the alternative precursor CIF3 and
pointed out the remaining challenges.101 In this section, we also discussed
our work on the properties of uorine-doped tin oxide lms with zirconium
as a secondary dopant. This showed the same shi of the free carrier
absorption band away from the region of the solar spectrum, i.e. to longer
wavelengths, that we had previously observed for indium tin oxide and
indium oxide. With further optimization, we can condently expect these
developments to be incorporated into commercially manufactured solar
modules.
Cadmium oxide is the least likely of the materials that we have researched
to be applied in solar cells because its bandgap is simply too low. However,
the low effective mass results in a large Burstein–Moss shi of the optical
gap, which may negate this criticism.17 In addition, the minimum resistivity
achieved for material without an extrinsic dopant was too large for the
material to be relevant. However, extraordinarily high mobilities were
achieved and, if this could be maintained together with extrinsically
doped material with higher carrier concentration, the material may have
applicability in solar cells. This has yet to be studied.
128 Chapter 4We discussed ternary materials next, with particular emphasis on
cadmium stannate because it was an important part of the world record CdTe
solar cell and still appears to have considerable potential to help increase the
efficiency of CdTe modules.120 First, we briey revisited the work by Wu
et al.113 on the synthesis of lms using r.f. sputtering and then discussed the
work by Kerr et al.101 using LPCVD, much of which has not previously been
published. Unpublished work by Li and co-workers used two cation precursor
gases, which enabled us to perform linear combinatorial synthesis deposi-
tions. This work showed, rather remarkably, that the highest mobilities were
found in what seemed to be the least-organized region of the compositionally
graded lm. It made the point that a single phase lm is unnecessary. The
greatest challenge facing the use of cadmium stannate is integrating it into
the manufacture of CdTe modules. For safety reasons, glass coating
companies are not currently interested in manufacturing coated glass with
integral lms of cadmium stannate.
Next, we reviewed some of our work on the fundamentals of zinc stannate
and, in particular, those characterized using the method of four coeffi-
cients.110,123 Young was able to establish that the conduction band was
strongly non-parabolic and that the carriers typically had a very short relax-
ation time leading to a very lowmobility. The carrier concentrations achieved
were typically at least an order of magnitude less than those observed for
cadmium stannate. In addition, he showed that the scattering mechanism
changed from low to high carrier concentrations. Using Mössbauer spec-
troscopy and high-resolution electron microscopy, he also showed that zinc
stannate typically has far less order at the atomic and crystallographic scales.
This reduced order is intrinsic to the material and appears to limit the
mobility to values far lower than for cadmium stannate. The main challenge
for zinc stannate is therefore to realize much lower resistivities. If this could
be achieved, there would be considerable attraction in using this material as
both a buffer layer and a TCO in CdTe solar cells.
Finally, we discussed our work on zinc magnesium oxide. So far, our results
for this material are not promising and it appears to have fundamental issues
that may make it difficult to achieve its potential benets as a TCO. One
approach is to establish a dopant that remains near the conduction band
minimum as magnesium is added to widen the bandgap. This is an
interesting opportunity for both theoreticians and experimentalists.
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CHAPTER 5
Thin Film Cadmium Telluride
Solar CellsANDREW J. CLAYTON* AND VINCENT BARRIOZ
Centre for Solar Energy Research, OpTIC, Glyndŵr University,
St Asaph Business Park, St Asaph LL17 0JD, UK
*E-mail: a.clayton@glyndwr.ac.uk5.1 Introduction
Research into the cadmium telluride (CdTe) thin lm solar cell has been
carried out for more than 40 years,1 with the p–n junction typically consisting
of p-type CdTe and n-type cadmium sulde (CdS). Both layers are poly-
crystalline and generally used in a ‘superstrate’ conguration, consisting of
a glass/TCO/CdS/CdTe structure. As discussed in Chapter 1, CdTe has a direct
bandgap (Eg) of 1.45 eV with a high optical absorption coefficient >10
4 cm1
at visible wavelengths, making it a good photovoltaic (PV) solar absorber in
a single junction device. The n-type CdS has a direct Eg of 2.42 eV and, as well
as being the n-type of the p–n junction, it acts as a window layer. The thin
lm CdS/CdTe solar cell is active in the solar spectrum between514 nm and
850 nm, with carrier generation occurring in the CdTe absorber layer.
A number of deposition techniques can be used to produce polycrystalline
CdS/CdTe solar cells including chemical bath deposition (CBD), vapour
transport deposition (VTD), close space sublimation (CSS), metal organic
chemical vapour deposition (MOCVD), radio-frequency (r.f.) sputtering and
electrochemical deposition. Typically a number of deposition techniques,
such as the ones described above, are used to produce the complete PV
structure and generally depend on the quality achieved for each layer.RSC Energy and Environment Series No. 12
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136 Chapter 5CdTe may be doped n-type or p-type, but also self-compensates when
dopant concentrations are high.2–8 Unwanted defect levels acting as carrier
traps are introduced into CdTe due to its self-compensation nature and
require passivation using post-growth treatment with CdCl2 deposition and
annealing, as discussed further in this chapter. The conductivity of CdTe can
be induced by depositing under certain conditions. Nouhi et al.9 employed Te-
rich conditions using MOCVD to intrinsically dope CdTe p-type onto
commercially available glass/SnO2/CdS achieving a device efficiency of 9.4%.
This approach was adopted by Chou and Rohatgi,10 who managed to obtain
a cell efficiency of 11.5%. CSS became the favourable technology for depos-
iting CdTe with its fast growth rates and large grain sizes as a consequence of
high process temperatures. In 1993 Britt and Ferekides11 reported amaximum
efficiency of 15.8%, improved on by Aramoto et al.12 with a 16.0% efficiency
cell. The 15.8% efficiency cell was produced11with sputtered CdS, whereas the
16.0% efficiency cell had12 a MOCVD CdS layer, while in both cases CdTe was
deposited by CSS. In 2001 the record for cell efficiency was increased to
16.5%,13 which stood for a decade. This was achieved by engineering the
device structure to improve the transmittance and conductivity of the trans-
parent conducting oxide (TCO), including incorporation of a high resistive
transparent (HRT) layer to improve the cell shunt resistances. Inter-diffusion
between these layers played a part in the observed improvements to the device
characteristics of which extended details are given in the following section.
Commercial production of CdS/CdTe PV modules using the CBD and CSS
technologies started towards the turn of the century with First Solar2 andAntec
GmbH.14 Transfer of thin lm deposition from laboratory scale solar cells to
large area modules introduces challenges such as lateral homogeneity across
the device area, which becomes more difficult to control as the area increases.
The device engineering used13,15–18 for the 16.5% efficiency record cell was not
suitable for industrial scale-up. This was partly due to the high post-growth
annealing temperatures required aer sputtering the TCO and HRT layers,
requiring the more costly bariumsilicate glass18 to be used replacing the
cheaper soda lime glass (SLG), but also due to the added complexity of the
device structure. The commercial drive within the thin lm industry has led to
a number of world record CdTe solar cells and modules in recent years using
the SLG substrate. GE Global Research have now achieved a 19.6% cell effi-
ciency, whilst First Solar have produced a thin lm CdTe solar module with
conversion efficiency of 16.1%.19 The recent progress has been encouraging
and the industry is optimistic of further improvements to thin lm CdTe solar
cell performances. In 2011 First Solar reported20 a cumulated production
capacity of 5 GW, substantiating the role of CdTe and thin lm PV within the
commercially viable technologies for producing low cost solar energy.
This chapter looks at the current material aspects and challenges that still
present themselves with thin lm CdTe PV solar cells. The focus is on
MOCVD as an upcoming technology for producing these cells with consid-
eration for prospects as a large-scale commercial production process and
with more versatility than the current production methods.
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CdS was determined1 to be a suitable material to create a heterojunction with
CdTe, with n-type conductivity occurring by intrinsic doping through the
formation of sulfur vacancies (VS).21,22 It has an Eg of 2.42 eV allowing photons
greater than wavelengths of 514 nm to transmit through to the p-type CdTe
layer for carrier generation. Generation of carriers from high energy photons
absorbed in the CdS window layer are lost and cannot contribute the
photocurrent generation as illustrated in Figure 5.1. This loss of current from
absorption in the CdS window accounts for 5–7 mA cm2 of the short-circuit
current density (Jsc).23,24 Therefore, the approach is generally to reduce the
CdS window layer thickness.21,25
Whilst a gain in Jsc is observed using thinner CdS it can be accompanied by
a drop in open circuit voltage (Voc) and ll factor (FF)23 due to formation of
localised TCO/CdTe microjunctions. These microjunctions resulting from
pinholes or areas of insufficient window layer coverage can cause regions of
shorts and can signicantly reduce the shunt resistance.16,23,25 However, the
CdS layer grown by MOCVD used in the 16.0% device produced by Aramoto
et al.12 in 1997 had a thickness below 100 nm. A later study27 on the quality of
MOCVD-deposited CdS using temperatures ranging from 430 to 470 C found
that CdS/CdTe solar cells produced using the lower temperature CdS gave the
best PV performances, obtaining 13% efficient cells for a contact area of 1
cm.2 The lower temperature CdS layers were conrmed27 by scanning elec-
tron microscopy (SEM) and atomic force microscopy (AFM) to have smaller
grains than those deposited at higher temperature as well as smoother
surfaces. These structural properties were implicated in reducing the density
of voids that may be present between grains and improving the quality of the
CdS/CdTe interface without the presence of pinholes.Figure 5.1 Solar spectrum at AM1.5 showing the photo-active region available for
CdTe and its Shockley-Queisser related limit,26 the portion of photons
within this area that are absorbed by CdS is also highlighted.
138 Chapter 55.2.1 Doped CdS
The introduction of O2 into the ambient during CSS has been found to reduce
the growth rate and grain size of the CdS,24,28,29 producing a denser window
layer and thus helping to reduce the density of pinholes present in the layer.
The introduction of oxygen as an impurity is considered to occur naturally in
CBD–CdS.28,29 Depositing CdS in the presence of O2 can lead to an insulating
layer forming at the CdS–CdTe interface, thought to be CdSO3,24which can be
removed by carrying out a post-growth anneal in an O2-free environment. Wu
reported15 the use of sputtering at room temperature in an Ar/O2 atmosphere
mixture, forming nanocrystalline CdS:O as the n-type window layer, with
tuning of the Eg from 2.5 to 3.1 eV by altering the O2 content in the ambient.
The grains were found to be much smaller than conventional CdS, hence
being ascribed nanocrystalline, with grain sizes of only a few nanometres.
Bosio and co-workers24,30 reported improvements to CdS lms with superior
optical and structural properties using sputtering at a temperature of
220 C in an Ar/CHF atmosphere. It was thought that the F ions bom-
barded the weakly bonded Cd and S atoms sufficiently to sputter them back.
The resulting CdS:F lms did not require any post-growth annealing and the
reverse saturation current in the resulting CdTe devices was found to
decrease relative to standard CdS giving better PV performances.
5.2.2 High Resistive Transparent Layer
Regardless of what technology is used to deposit the CdS window layer it has
been suggested by Bonnet31 that the lower limit of window layer thickness
with the current technology is 50–60 nm. Therefore, to avoid the issue of
shunts due to formation of TCO/CdTe micro-junctions, HRT (high resistive
transparent) buffer layers have been investigated13,15–17,23 acting as an insu-
lating layer between the TCO and CdS. The buffer layers are typically a HRT
oxide, forming a bilayer with the TCO to give a low-resistivity (r)/high-r
structure on the glass substrate before the CdS is deposited.16
Wuand co-workers13,15,17used r.f.magnetron sputtering to deposit cadmium
stannate (Cd2SnO4 or CTO) as the TCO, which was found to have higher
transmittance and lower resistivity, as well as smoother surfaces relative to the
standard F-doped SnO2 for low-rhigh conductivity TCO layers. The high-rTCO
wasbased onzinc stannate (Zn2SnO4or ZTO),13,15,17whichwas latermodied to
ZnSnOx,15 also produced by sputtering. Both the low-r/high-r lms were
deposited at room temperature in a pure O2 ambient with a post-growth
anneal. These two ternary compounds are discussed in detail in Chapter 4.
5.2.3 Wide Bandgap Cd1xZnxS Alloy Window Layer
Aer the CdCl2 treatment and anneal, inter-diffusion between both the CdS–
CdTe and ZTO–CdS interfaces were observed to occur,15 resulting in
consumption of CdS from both sides. Not only did the CdS thickness reduce
but Zn diffusing into the CdS from the ZTO buffer layer resulted in
Figure 5.2 External quantum efficiency of two baseline solar cells produced by
MOCVD at CSER showing the improved photo-response in the blue
region of the solar spectrum for the cell using a Cd1xZnxS window
layer with wider Eg.
Thin Film Cadmium Telluride Solar Cells 139a Cd1xZnxS alloy, which has a higher Eg than CdS15,32–36 resulting in a greater
transmission of photons in the blue region and thus enhancing the Jsc in the
solar cells.
Introduction of Zn into the CdS window layer to form the Cd1xZnxS alloy
can be achieved by direct deposition onto the TCO using MOCVD.32,34–36 The
amount of Zn incorporated into the CdS is easily controlled by varying the
partial pressure of the Zn precursor. Irvine and co-workers34,36 demonstrated
this by optimising the level of Zn to give a Cd1xZnxS Eg around 2.7–2.9 eV.
The wider Eg improved solar cell performance signicantly, which is visible
in the external quantum efficiency (EQE) measurements (Figure 5.2). This
improved blue response resulting in a conversion efficiency of 13.3%.34 Jones
et al.35 followed the same method34 utilising Cd1xZnxS window layers for
solar cell devices with CdTe thicknesses of 1 mm. This also resulted in
improved cell efficiencies relative to equivalent CdS/CdTe solar cells with
a signicant increase in Jsc.5.3 CdTe p-type Absorber Layer
Deposition of the CdTe layer by CSS to produce the CdS/CdTe thin lm solar
cell has led to the highest reported efficiencies.11–13,15,19 This is partly due to
the high growth temperatures, up to 600 C, used in the process which
leads to large grain formation during deposition. The advantage of this is to
limit the density of grain boundaries within the CdTe layer that can contain
many defects acting as recombination centres for the charge carriers.24,37,38
Deposition of CdTe using MOCVD is typically carried out at temperatures
<400 C,34,39–42 and therefore results in smaller grains relative to CSS, which
may introduce a large density of grain boundaries. However, this also
140 Chapter 5minimises the formation of pinholes that can form between large grains37
and allows thinner CdTe with thickness of 2 mm to be used.34,39–41 Typically,
5–10 mm thicknesses for CSS–CdTe are required3,43–47 in order to avoid the
issue of pinholes that may propagate through the CdTe layer to the back
contact. Due to the high absorption coefficient, a CdTe layer thickness of
2 mm is sufficient48–52 to absorb the majority of photons in the visible and
near infrared region, in which CdTe solar cells are active. Carriers that are
generated far into the CdTe absorber layer have more chance of recombi-
nation as they diffuse towards the junction. Therefore controlling the grain
size and the defect level within the CdTe layer is essential to utilise charge




The growth conditions are important in order to produce p-type CdTe,
particularly when no external dopant is used to increase the acceptor
concentration within the layer. Deposition under Te-rich conditions at the
high temperatures ($500 C), typically employed in CSS,11–13,53 induces the
p-type character of the growing layer due to intrinsic doping by the formation
of cadmium vacancy (VCd
) acceptor centres, as well as interstitial Te
(Tei).24,51,54 Te-rich conditions favouring formation of VCd
 and Tei have also
been explored9,10 using the MOCVD process and found at the time to result in
optimum solar cell performances relative to more stoichiometric, or Cd-rich
conditions. Other growth conditions, such as annealing ambient, can affect
the intrinsic doping characteristics.
5.3.1.2 Extrinsic
In processes such as MOCVD, dopants can be introduced as the CdTe layer is
growing in order to obtain p-type material, offering a good method of control
on dopant concentration levels. This may be done by adding an element that
is electron decient relative to either Cd or Te increasing the hole concen-
tration of the CdTe lm. Group I elements, as well as Cu or Ag, may be used to
occupy Cd sites,24 or group V elements may be used4,55,56 to occupy Te sites.
Too much dopant material can cause issues by segregating in the grain
boundaries along which they diffuse to the junction producing shunting
pathways.4,24,56 Diffusion of Sb has been observed46,57 to be slower in CdTe
than Cu aer stability tests were carried out with assessment of PV degra-
dation in solar cells with different back contact materials.
Addition of As to CdTe will induce p-type character in a similar way to Sb,
acting as a shallow acceptor by substituting into a Te site (AsTe), which is
enhanced under Cd-rich conditions.55,56 The AsTe shallow acceptor is also an
important p-type dopant for CdTe as it only requires a low formation energy
of 1.68 eV ensuring an effective doping.58 A study56 using capacitance–voltage
(C–V) measurements found that As dopant concentration in CdTe of PV solar
Thin Film Cadmium Telluride Solar Cells 141cells grown by MOCVD was several orders of magnitude greater than the
acceptor concentration. This was attributed to segregation of As at the grain
boundaries, interfaces, back surface or at defects within the CdTe layer.10,56
This correlated56 with a decrease in shunt resistance as As concentration was
increased from 1  1017 to 1.5  1019 atoms cm3. Nevertheless, acceptor
concentration levels achieved 1015 cm3 and, if doping concentrations are
optimised, then group V elements such as As and Sb can be used as effective
dopants to form p-type CdTe.4,55,56
5.3.1.3 Associated Defects in CdTe
CdTe grown under Te-rich conditions is likely to introduce Te interstitials into
the layer.51,54 Such deep acceptor centres can form without the presence of
extrinsic dopant precursors and may act as minority carrier recombination
sites.51,59 Donor levels such as tellurium vacancies (VTe
2+) or cadmium inter-
stitials (Cdi
2+) may also exist,51,56 but are less likely with Te-rich growth condi-
tions.Cadmiumvacancies (VCd
) are thought54,60 tobe thepredominantdefects
in most Cd-based compounds and introduce deep acceptor states in CdTe.
However, positronannihilation lifetime spectroscopy (PALS)measurements on
CdTe deposited by CSS have indicated that lifetimes associated with VCd

revealed an associated longer lifetime component,59 which may be associated
to Cd/Te divacancy (VCd
VTe
2+) complexes that may also act as deep level traps.
Under Cd-rich conditions, there is a strong likelihood that Cdi
2+ or VTe
2+ will
form introducing donor levels into the CdTe,56 which will compensate for any
extrinsic dopants used to obtain p-type character. These defect states will
introduce energy levels within the forbidden energy gap of CdTe that can affect
minority carrier lifetimes in particular.8,61–63 Self-compensation of CdTe limits
the acceptor level that can be achieved;2–8,64 if this effect can be reduced to
increase p-type doping in CdTe, overall PV cell efficiencies can improved.2,4,8
5.4 CdCl2 Activation Treatment
Due to their polycrystalline nature, as grown CdTe solar cells have too many
recombination centres within the grain boundaries, at the CdS–CdTe interface
and at the CdTe–metal interface, resulting in poor device performance. Treat-
ment of theCdTe layer and theCdS–CdTe interface is typically carried out using
aCdCl2deposition followedbyanneal to allowCl todiffuse into theCdTe via the
grain boundaries and towards the interface with CdS. This leads to a marked
improvement in PV cell performances, which in some cases can increase effi-
ciency by an order of magnitude.43,44 This treatment process is widely accepted
to bring about a number of changes to the CdTe, as described below:
i Re-crystallisation of the CdTe resulting in grain growth
ii Promotion of inter-diffusion between the CdS–CdTe interface to form
CdS1xTex, relieving some strain caused by the 9.7% lattice mismatch
between CdS and CdTe
iii Passivation of the grain boundary defects.
142 Chapter 55.4.1 Recrystallisation of CdTe Grains
Activation using CdCl2 deposition and annealing treatment results in
recrystallisation of the CdTe grains, causing growth16,25,38 and hence reduc-
tion in the density of grain boundaries. Figure 5.3 shows a comparison
between two SEM images of polycrystalline CdTe deposited by MOVCD: (a) as
grown; and (b) aer CdCl2 treatment. High temperature processes such as
CSS result in large grain sizes for the as-grown layers and little or no grain
growth is observed16,25,38 aer CdCl2 treatment, or removal of the few smaller
grains present in the CdTe layer occurs.65 The effect of grain growth is more
notable for CdTe layers with small grains (<1 mm).38,64 Taking this into
consideration it could be construed that improvement in PV cell perfor-
mance may be more signicant for cells with small grained CdTe aer CdCl2
treatment due to a more signicant reduction in the number of grain
boundaries in which defect centres are concentrated.5.4.2 Inter-diffusion at the CdS–CdTe Interface
The promotion of inter-diffusion between the CdS–CdTe interface is
important for improving the quality of the junction by removal of defects
related to structural effects between the CdS and CdTe layers caused by
a lattice mismatch of 9.7%.15,66,67 An abrupt CdS–CdTe interface is considered
to result in a poor junction.67,68 Diffusion of S into CdTe and Te into CdS
during the CdCl2 annealing treatment forms the alloy CdS1xTex at the CdS–
CdTe interface and is considered to reduce the density of recombination
centres in the region of the p–n junction.16,43,69Figure 5.3 SEM images of polycrystalline CdTe grown by MOCVD at 390 C: (a) as
grown; and (b) aer CdCl2 treatment. The scale for each micrograph
is at 5 mm.
Thin Film Cadmium Telluride Solar Cells 143The procedure for the CdCl2 treatment is strongly dependant on the
technique and conditions used to grow the device structure. The high growth
temperatures employed in CSS can also induce inter-diffusion,16,28,70 but not
to the same extent as during annealing with CdCl2.66 However, too much
inter-diffusion of S into CdTe is also thought to degrade the p–n junction,15,71
which may be due to excessive consumption of CdS leading to shunting
issues or by introduction of new defect centres into the interface region.28,29
Therefore, limiting the inter-diffusion process may be desirable and was
reported to be possible by introducing O2 into the ambient during CdS
growth.15,24,28,29 This resulted in a reduced growth rate and a decrease in grain
size to form a more compact layer. It was suggested that incorporating O2
into the CdS layer helped to also relieve some of the strain at the CdS/CdTe
junction and reduce associated defects.15,28,29 Similar results were observed
by annealing the CdS layer post-growth in the presence of O2,28,29 leading to
improvements to PV solar cell performances.5.4.3 Passivation of Grain Boundary Defects within CdTe
Aer CdCl2 deposition and anneal, Cl is incorporated into the bulk CdTe as
either a donor, substituting a Te site (ClTe
+), or by forming a complex with
VCd
2. The VCd/Cl complexes can have a neutrally charged state with two Cl
atoms,54 or the A-centre (VCd
2ClTe
+) arrangement with one Cl, which acts as
a shallow acceptor state.38,54,65 The latter is considered to be the compen-
sating effect, reducing the concentration of VCd
2.72 Formation of the
VCd
2ClTe
+ A-centre was studied using photo-induced current transient
spectroscopy (PICTS) by observing energy band intensities associated with
the complex.73 Comparison between Cl-doped and undoped samples deter-
mined that the compensation effect occurred readily during CdCl2 treat-
ment.73 The resulting decrease in deep levels that act as traps for minority
carriers leads to improvements in Voc and efficiency.54
Figure 5.4 represents a schematic of changes to EQE curves according to
changes within a solar cell structure. The importance of defect passivation
using CdCl2 treatment is illustrated where incident photon conversion effi-
ciency (IPCE) reduces with absorption of lower energy photons towards the
back contact. Also shown in Figure 5.4 is what may be expected from EQE for
aCdTe solar cellwith a poorCdS–CdTe interfacewith a largenumber ofdefects.
Net acceptor activity may be further enhanced by using O2 in the CdTe
growth ambient,4 or post-growth annealing at 390 C for 20 minutes in an O2/
N2 mixed atmosphere containing some HCl.44 Photoluminescence (PL)
measurements showed an increase in exciton band intensity associated with
active shallow centres involving VCd
2 and ClTe
+ when O2 was present during
CdTe annealing treatment.44 However, another report65 using deep level
transient spectroscopy (DLTS) concluded that CdCl2 treatment in the pres-
ence of O2 did not inuence the defect structure in CdTe compared with
CdCl2 activated cells carried out in the absence of O2. Such observations
emphasise the fact that the optimisation of the CdCl2 treatment is strongly
Figure 5.4 A schematic representation of: (a) ideal spectral response considering an
idealised standard CdS–CdTe PV solar cell (represented by the solid line);
(b) a CdTe solar cell with no CdCl2 treatment (represented by the dashed
line) showing poorer incident photon conversion efficiency (IPCE)
of lower energy photons due to greater recombination of charge carrier
towards the back contact; and (c) a CdTe solar cell with poor
CdS–CdTe interface (represented by the dashed line with central dot).
144 Chapter 5dependent on the condition in which the CdTe device was grown. Even
though there is debate as to the role of O2 in the CdCl2 annealing ambient,
there are many reports38,44,74 stating improvements to CdTe solar cell
performances using O2 in the CdCl2 treatment process.5.5 Back Contact Formation
Formation of a back contact to the CdTe layer requires good ohmic properties
at the CdTe–metal interface, in contrast to the rectifying p–n junction asso-
ciated with the CdS–CdTe interface.5,25 Finding a suitable metal for this
purpose is a challenge due to the high electron affinity of CdTe and difficulty
in obtaining high p-type conductivity to form a good ohmic contact.5–7,25 This
can lead to the formation of the Schottky barrier (fb) which would restrict
majority (hole) carrier conduction.5–7 In these conditions, the device can be
electrically described75–77 as a two diode model, with the p–n junction rep-
resenting one diode and the back contact acting as an opposed diode with
associated shunt resistance. Figure 5.5 shows a schematic representing such
a model. Capacitance measurements can give the saturation current, I2, from
which the barrier height at the back contact may be derived.75,76 The presence
of a large barrier at the back contact results in ‘roll-over’ (kink) effects,
observed in I–V curves, due to current saturation at high forward voltage.5,75,76
Another approach for investigating barrier formation at the back contact is
to consider the space charge regions at the p–n junction and back contact
using the energy band diagrams.75,78 When the two space charge regions
overlap, depending on the barrier height and CdTe thickness, the effect of
Figure 5.5 Equivalent circuit of a solar cell with back contact barrier represented by
a diode at the p–n junction with dark saturation current I1 and a diode in
the reverse direction at the back contact with dark saturation current I2
and shunt resistance Rsh. Figure reproduced from Thin Solid Films75 with
permission from Elsevier Publishing.
Thin Film Cadmium Telluride Solar Cells 145the barrier can be reduced due to closer CdS–CdTe band alignment.75 This
overlap is more likely for thin CdTe layers (sub-microns) whereas typical
absorber layer thicknesses are of the order of several microns.
Attempts are usually made to form a p+-type layer before depositing the
metal contact to create tunnelling pathways and/or back surface eld (BSF) in
order to reduce the effects of fb at the back contact interface.5–75.5.1 CuxTe
The conventional approach46,61–63 towards achieving this is by using Cu,
forming a CuxTe phase with a Te-rich CdTe surface prepared by a bromine/
methanol or nitric/phosphoric acid chemical etching process. The Cu
increases the acceptor concentration in CdTe by substituting Cd to form CuCd
and results in back contacts with a reduced barrier.61–63,79 Typically, Cu is used
as an alloy with Te andmixed with HgTe in conjunction with a form of carbon
paste.61,62 Cumay be deposited as a pure metal or as a CuxTe alloy.61 When Cu
is deposited as a pure metal the value of x in the CuxTe phase is dependent on
the Cu thickness.46 Thick Cu deposits aremore likely to form theCu2Te phase,
which is electrically superior to the other CuxTe phases,61,80 but also releases
more Cu into the CdTe layer as well as being more susceptible to oxidation
with the formation of Cu2O. Cu-related oxides are suspected to lead to roll-
over, the effects of which can be reduced by using less Cu to form CuxTe
phases with x <1.5.61 Increased Cu concentration in CdTe is associated with
a greater acceptor concentration, as CuCd is considered as a deep acceptor
level; including compensation effects that are caused by interstitial Cu (Cui)
deep donor levels. High Cu concentrations in CdTe have been linked62 to
a reduced minority carrier lifetime (s) due to an increase in deep level trap
density. Control of the Cu content in the CuxTe alloy is therefore essential.5.5.2 ZnTe:Cu
Incorporation of Cu with ZnTe deposited onto CdTe has been reported63,79 to
give good ohmic contacts by introducing p+-type conductivity, depending on
the thickness of ZnTe:Cu used. Aer the Cu is deposited onto the ZnTe layer
146 Chapter 5the contact is annealed to promote Cu diffusion to form the ZnTe:Cu layer.
Increased ZnTe:Cu thickness whilst maintaining contact annealing temper-
ature correlated with other investigations,61,62 with degradation of PV cell
performance due to excessive Cu diffusion.63 Corresponding low values of s
were determined by time-resolved photoluminescence (TRPL). An optimised
ZnTe:Cu thickness and contact annealing temperature of 280 C resulted in
high PV device performances with increased values of s  8  103 picosec-
onds, whereas higher annealing temperatures accelerated Cu diffusion
towards the CdS layer causing s to fall.63
5.5.3 Ni–P
Some reports suggest80,81 Ni may be used as a back contact to give good PV
performance and stability. Addition of dopant P levels with the Ni improves
the contact properties where P acts as a shallow acceptor. Reaction of Ni with
a Te-rich CdTe surface at 200 C can form NiTe or NiTe2, conrmed using X-
ray diffraction (XRD).81 Ni is a slow diffuser7 and could provide a suitable and
stable back contact, which stability tests have conrmed.80
5.5.4 Sb2Te3
A number of investigations report the use of Sb2Te3 and Sb–Te phases as
suitable back contact materials for long-term stability.6,7,57 Back contact
annealing of Sb–Te can lead to the formation of Sb2Te3 at certain tempera-
tures, which is considered to be more stable.6 A thin dense layer of Sb2Te3 is
considered themost effective for use as a diffusion barrier to the back contact
metal, such as Ni or Mo.7 Studies showed that Ni can react with Sb2Te3 to
form Ni–Sb and Ni–Te alloys,6,7 liberating some Sb or Te which are more
likely to diffuse into the CdTe when isolated. The formation of deep accep-
tors SbTe and Tei will increase CdTe p-type conductivity, but also diffuse
towards the junction, if in excess, deteriorating PV cell performance. Reac-
tion of Sb2Te3 with Mo was found to be less likely,7 with accelerated stability
testing showing no PV cell degradation.6,46,57 This is dependent on the Sb2Te3
layer preventing diffusion of Mo to the CdTe/Sb2Te3 interface, which would
form a high density of traps in the bulk absorber material.7
5.5.5 CdTe:As+
A back contact layer (BCL) creating a p+ layer suitable for metallisation of the
back contact, giving an effective npp+ cell structure has been reported.34,40,82
This has been used in conjunction with As doping for bulk CdTe p-type
conductivity.55,56 A CdTe:As+ BCL with increased As concentration of 1  1019
atoms cm3 is deposited,40 creating a BSF lowering the contact barrier.40,64
This process also removed the necessity of any wet chemical processing steps
which would require transfer of the solar cell device from the chamber
between steps.34,40,82 A suitable back contact can then be deposited to
complete the solar cell device.
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Although less dominant within the CdTe research community, thin lm
CdTe solar devices can be produced by MOCVD. A reported baseline process
utilises a horizontal reactor conguration with vapour species mixing at the
inlet of the chamber with laminar ow over the substrate.34,83 The cells are
deposited in a superstrate conguration where the substrates used are either
NSG Pilkington SLG coated with uorine doped tin oxide (FTO) or Corning
boroaluminosilicate coated with indium tin oxide (ITO). The coated sample
area for the baseline process is typically 50  50 mm2.5.6.1 MOCVD Cd1xZnxS vs. CdS Window Layer
Solar cell performance is optimised by controlling the concentration of Zn in
the Cd1xZnxS alloy to give an Eg up to 2.9 eV.34,35,84 Addition of too much Zn
causes resistance on the n-type side of the junction to increase,32,33 reducing
the benet of the improved solar cell response in the blue region. Careful
preparation of the substrate before deposition is required, particularly with
the smoother boroaluminosilicate/ITO substrates to achieve good adherence
of the Cd1xZnxS to give complete window layer coverage. This is essential for
avoiding areas of no growth which leads to regions of TCO/CdTe micro-
junctions that are inferior to the Cd1xZnxS/CdTe junction.41,85,86 A thicker
window layer thickness of 240 nm can be used without signicantly limiting
solar cell performance from blue absorption,34,87 because of the increased
transmittance of the Cd1xZnxS alloy relative to CdS. However, consideration
towards reducing this window layer thickness will be necessary for further
improvement to Jsc to be realised. The lm is deposited up to a substrate
temperature of 360 C using dimethylcadmium (DMCd), di-tert-butylsulde
(DtBS) and diethylzinc (DEZn) as precursors in one growth step,34,35,84,87
regulating gas phase partial pressure to control the stoichiometry of the
growing layer. Figure 5.6 illustrates the widening Eg of the Cd1xZnxS alloy
window layer as the Zn content (x) is increased.
The quality of the Cd1xZnxS deposition can affect the whole device
structure. Laser beam induced current (LBIC) can be used as a diagnostic tool
for assessing the quality of the complete cell and can reveal the effect that
pinholes and other defects may have on a solar cell device. The principle of
the technique is the same as optical beam induced current (OBIC), but with
utilisation of specic wavelengths to probe the cell being studied. Spatially
resolved assessment of photocurrent generation can be achieved with a triple
laser set up85 using wavelengths, for example, at 405, 658 and 810 nm each
having different penetration depths through the cell structure. A three-
dimensional map is represented in Figure 5.7 for a CdTe PV cell produced on
a plasma-cleaned boroaluminosilicate/ITO substrate. The induced current
can be generated within different regions of the Cd1xZnxS/CdTe cell scan-
ning over the whole contact area, typically 5  5 mm2 or with higher reso-
lution over a smaller area. The resolution of the LBIC instrument beam can
Figure 5.6 Bandgap (Eg) determination of Cd1xZnxS alloy window layer with
increasing Zn content (x) using a2E2 vs. E curves. Figure reproduced
from Progress in Photovoltaics: Research and Applications with
permission from Wiley Publishing.
Figure 5.7 LBIC three-dimensional map showing current (nA) against X–Y position
(mm) of a Cd1xZnxS/CdTe solar cell produced by MOCVD for three
different laser wavelengths. Regions of pinholes are identied by
peaks at 405 nm due to high transmittance through localised areas
with no Cd1xZnxS coverage and corresponding dips at 658 and
810 nm signifying poorly generated photocurrent within the CdTe
absorber layer. Figure reproduced from Energy Procedia87 with
permission from Elsevier Publishing.
148 Chapter 5be reduced down to 10 mm, allowing smaller features to be mapped into
localised photo-active regions. Contribution from each photo-active region
can then be separated and quantied. A high photocurrent response at the
shortest laser wavelength (405 nm) corresponds to regions of thin Cd1xZnxS
coverage and results in a low photocurrent response at the longer wave-
lengths, associated with poor minority carrier generation in the CdTe
absorber layer. Likewise, a poor response observed in the LBIC measure-
ments at 405 nm correlates with a thick region of Cd1xZnxS, giving good
Thin Film Cadmium Telluride Solar Cells 149photocurrent generation in the CdTe layer at the two longer wavelengths and
described as a strong photo-active region.
Variation in cell efficiency has shown,85 from the LBIC measurements, to
have strong dependence on Voc. Cells with majority weak photo-active
regions corresponded with an overall low Voc and cells having a majority of
strong photo-active regions with high overall Voc, the latter having the
highest conversion efficiencies. Shunt resistance (Rsh) also had an effect on
overall cell efficiency, although independent of Cd1xZnxS thickness distri-
bution, which led to poor PV performance; attributed to micro-shunts within
the solar cell device.5.6.2 MOCVD CdTe:As Absorber and Contact Layer
Deposition of the CdTe layer occurs sequentially to the Cd1xZnxS window
layer, using the same MOCVD growth chamber. Relatively low growth
temperatures are used (390 C) in comparison with other techniques such as
CSS, which leads to small grain sizes (1 mm). An as-grown CdTe thickness of
2 mm is sufficient to capture the majority of photons above the Eg of CdTe for
photocurrent generation.
Extrinsic doping with arsenic is carried out in situ using tris(dimethyla-
mino)arsine (tDMAAs) during the CdTe growth step, along with precursors
dimethylcadmium (DMCd) and diisopropyltelluride (DiPTe). Cd-rich condi-
tions55,56 are used to promote As incorporation into Te vacancies and exces-
sive deep donor VTe must be avoided. An As-dopant concentration of 2 1018
atoms cm3 was found55,56 to give the optimum dopant levels in order to
obtain the p-type conduction, while increasing the As-dopant concentrations
[As] above this value resulted in reduced solar cell performance. The likely
reason for the drop in efficiency with increased [As] beyond a value of 2 
1018 atoms cm3 is increased segregation of As into the grain boundaries,
which may then diffuse towards the junction creating localised areas of high
electrical conduction leading to micro-shorts and increased shunting.4,24,56
Following deposition of the bulk CdTe:As absorber layer, a second
CdTe:As+ layer with high As-dopant concentration of 1  1019 atoms cm3 is
deposited as the BCL to create a low contact barrier.40 In situ CdCl2 deposition
can be carried out followed by anneal at 420 C for 10 minutes for passivation
of the CdTe grain boundaries.34,88 Apart from the metallisation process, the
complete device structure is carried out in a single growth chamber, at
atmospheric pressure, reducing processing time and simplifying the process
to produce the solar cell device. Outside of the MOCVD chamber, any excess
CdCl2 is rinsed off using deionised water followed by drying under high
pressure N2. The nal metallisation, using gold, is carried out using
a thermal evaporator to form the back contacts with areas of 0.25–1.0 cm2
leading to a conversion efficiency of 15.3%.83 The J–V curve for this MOCVD-
grown Cd1xZnxS/CdTe cell, 0.25 cm
2 in area, is represented in Figure 5.8. J–V
parameters are shown in Table 5.1 for the MOCVD-CdTe PV cell with
comparison with the 16.5% efficient CTO/ZTO/CdS/CdTe PV cell13,15
Figure 5.8 J–V curve of MOCVD-CdTe PV cell with 15.3% conversion efficiency.
Table 5.1 Comparison of J–V parameters of a MOCVD-grown CdTe PV cell83 relative
to the 16.5% efficient CTO/ZTO/CdS/CdTe cell produced at NREL
(2001).13,15 The data in the table were obtained from: proceedings of the
8th Photovoltaic Science Applications and Technology conference, C94,
April 2012, Newcastle upon Tyne, UK;83 Solar Energy15 with permission
from Elsevier Publishing; and Progress in Photovoltaics: Research and
Applications19 with permission from Wiley & Sons
Cell structure h (%) Jsc (mA cm
2) Voc (mV) FF (%) Area (cm
2) Ref.
FTO/ZnO/CdS/CdTe 19.6 28.6 857 80 1.01 19
CTO/ZTO/CdS/CdTe 16.5 25.9 845 75.5 1.03 13, 15
ITO/CdZnS/CdTe 15.3 26.2 767 76.2 0.25 83
150 Chapter 5produced by the National Renewable Energy Laboratory (NREL) in the USA
and the current world record 19.6% CdTe PV cell.19 Table 5.1 shows that the
19.6% CdTe PV cell has a Jsc close to the theoretical limit24 of 30.5 mA cm
2.
Improvements to Voc and FF have also been achieved. The MOCVD-CdTe
solar cell is currently limited by a lower Voc compared with the CSS–CdTe
solar cells. In order to achieve further improvements to the best CdTe PV
cells, efforts will most likely be directed towards greater p-type doping to
obtain higher Voc.5.6.2.1 Reducing the CdTe Absorber Layer Thickness
With high volume manufacture of CdTe solar modules and limited global
availability of Te,48,49,89 the use of ultra-thin CdTe becomes an attractive
prospect. This would include a decrease in overall material consumption
along with lower module production costs. It has been shown in a theoretical
study that most of the carrier generation occurs close to the CdS/CdTe
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by two orders of magnitude within the rst 1 mm of the CdTe absorber layer.
Investigation into reduction of the CdTe absorber layer thickness has been
carried out using MOCVD and assessed in relation to solar cell perfor-
mance.35,90 Little effect on the series resistance was observed between varying
CdTe absorber thicknesses, demonstrating that the close proximity to the
p–n junction does not affect the back contact barrier in these devices. As the
CdTe layer thickness is reduced, however, reduction of pinhole formation
becomes more crucial41 to preserve the photocurrent generation and PV cell
performance within the optical absorption limits. Voc and FF have been
observed to drop as a result of thinning the CdTe absorber.35,90 This is
conrmed by EQE characterisation (Figure 5.9) where loss of photocurrent
generation occurred over the whole photo-active region for CdTe, with
a corresponding decrease in shunt resistance for thinner absorber layer
thicknesses. Also, recombination at the back contact may become more
prominent, as identied by Plotnikov et al.49 from current–density–voltage vs.
temperature (J–V–T) characterisation. This particular study established that
bifacial illumination would be important when considering photon capture
in ultra-thin CdTe PV cells. Reports have discussed large losses in EQE curves
at longer wavelengths for ultra-thin PV cells due to a decrease in photon
absorption towards the CdTe band edge.48,50
It has also been found that CdCl2 treatment can have an adverse effect on
the ultra-thin Cd1xZnxS/CdTe PV cells, such that the improved response in
the blue region deteriorates with reduction of absorber layer thickness.35,90
The window layer band edge shied towards the red region of the solarFigure 5.9 External quantum efficiency (EQE) curves for ultra-thin CdZnS/CdTe PV
cell deposited by MOCVD using various CdTe absorber thicknesses
showing red-shi of the Cd1xZnxS absorption edge as effective Cl
concentration increased for thinner CdTe. Figure reproduced from
Solar Energy Materials and Solar Cells90 with permission from Elsevier
Publishing.
152 Chapter 5spectrum (Figure 5.9) showing closer characteristic to the absorption edge of
CdS, particularly for the thinnest CdTe absorber layer thicknesses. This was
attributed to Cl leaching Zn out of the Cd1xZnxS alloy during CdCl2 treat-
ment,90 becoming more severe for thinner CdTe layers where the Cl
concentration effectively increased. Reducing the CdCl2 deposition and
anneal time proportionally, for the ultra-thin CdTe thicknesses of 500 nm
relative to the baseline CdTe thickness, recovered PV cell response in the blue
region of the solar spectrum. The overall PV performances of the cells with
recovered blue response did not improve aer optimisation of the CdCl2
treatment. A further study91 showed that the Voc reduced with CdCl2 layer
thickness indicating that activation treatment needed to be preserved.
Optimisation of the window alloy composition was found to be the necessary
approach towards improving device blue response and overall ultra-thin
Cd1xZnxS/CdTe PV solar cell performances.5.7 Prospects for Large-scale Manufacture using
MOCVD
Inorder for anew technology—albeitmaterials and/or deposition techniques—
tohaveprospects for large-scalemanufacturing, itsmoduleproduction cost, i.e.
cost per Watt peak (Wp), should be as low as possible, which in the current
market targets $0.5 per Wp. Such a scale of manufacture towards cost
reduction has been demonstrated by First Solar, through economy of scale,
achieving $0.75 per Wp at the end of 201092 and aiming towards $0.5 per Wp
by 2015. Although the gap in production cost is narrowing due to increased
production of crystalline silicon PV modules in China, thin lm PV modules
still offer advantages andexibility from thematerials viewpoint. Furthermore,
an improvement in conversion efficiency is paramount in order to increase
Wp per m.2
Currently, most commercial CdTe PV modules use physical vapour depo-
sition techniques, namely, the vapour transport deposition (VTD) technique
or its alternative and more widely reported CSS. Both techniques rely on high
temperatures for the source material and the substrate reaching 500–900 C
to achieve deposition rates of 1–10 mm min1.93 It was reported that a CdTe
PV module takes 2.5 hours from a TCO coated glass to a nished product
ready for shipment.92 The annual maximum production capacity of one of
these lines is reported to be 70 MW per line, which extrapolates to a single
module produced every minute. Therefore, in such production lines multiple
deposition arrangements and/or parallel processes must be used to maxi-
mise throughput and ‘overcome’ slower processes, which could include the
substrate heating and cooling steps. MOCVD can be a scalable and low
energy process alternative, offering controllability of materials and uti-
lisation, with tuneability of materials’ properties. These factors have been
detailed throughout this chapter so far for CdTe, and emphasis will now be
placed on its suitability as an alternative high throughput process.
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(AP) is used, reducing running and maintenance costs as well as removing
some of the complexity in chamber designs and therefore reducing the
capital cost of each line. Secondly, the temperatures employed during
the process are in the range of10 to 50 C for the sourcematerials, while the
substrate temperature range is within 200–450 C. Finally, as was introduced
in Section 5.6, the full structure (except for the metal contacts) can be
deposited by AP-MOCVD, therefore simplifying the duplication and scaling
of the whole process. Barrioz et al.94 assessed the feasibility of using AP-
MOCVD by considering the molar supply limits during the pyrolysis of
CdTe and found that 1 mm could be deposited at a process line speed of
60 cm min1. In terms of material utilisation, Hanket et al.93 reported values
of up to50% with dynamic deposition rates of up to 0.8 mmmin1 for CdTe
deposited by VTD on a substrate moving at 1.25 cm min1. By comparison,
with an inline AP-MOCVD and a substrate moving at 1.13 cm min1, it was
reported that a material utilisation of more than 40% was achieved with
a dynamic deposition rate of 0.3 mm min1 (Figure 5.10).95 Therefore, both
VTD and AP-MOCVD appear to offer similar performance both from the
throughput and material utilisation point of view.
In terms of scalability and with potential scarcity of some materials,96 both
high material utilisation and minimal amount of materials being used per
module should be a priority although not at the detriment of conversion
efficiency. Ultra-thin absorbers are readily suited for the MOCVD process, but
as mentioned in Section 5.6.2.1, due to the optical absorption limits this
approach would have to be combined with photon trapping solutions in
order to improve the low energy photon path length within the structure to
maintain or improve conversion efficiency.Figure 5.10 Materials utilisation and growth rate as a function of substrate
temperature for an inline MOCVD-CdTe PV process. Figure
reproduced from the Journal of Crystal Growth95 with permission
from Elsevier Publishing.
154 Chapter 5Finally, it is essential to be able to scale up a deposition process to enable
production of thin lm modules with desired production cost and conver-
sion efficiency. The deposition process must also be adaptable for any future
improvements to be made to the structure to enhance conversion efficien-
cies. As described in Section 5.6, not only can MOCVD be used for depositing
all of the structure layers, but it has also been shown to be tuneable where the
Eg of the window layer can be accurately and repeatedly alloyed to gain
photocurrent by up to4 mA cm2. Extrinsic As in situ doping of p-type CdTe
was also demonstrated by MOCVD with controllable levels to dope both the
bulk p-CdTe and the BSF p+-CdTe with acceptor carrier concentration of up to
1015 cm3. The increased As doping to create the BSF enabled ohmic
behaviour to be observed at room temperature with low series resistance of
2 U$cm2. CdTe devices deposited using an inline AP-MOCVD process in
a preliminary study showed promising results with 8% conversion efficiency
with a dynamic deposition rate of 0.6 mm min1.97 These results highlight
AP-MOCVD as a potential alternative to the usual VTD process for large scale
manufacture of thin lm PV on rigid as well as exible substrates.5.8 Conclusions
This chapter provides a brief discussion of CdTe solar cell progress in recent
years, introducing a number of deposition techniques employed for
producing the complete photovoltaic structure. A relationship between
selected process methods for deposition and the properties of the layers
forming the CdS–CdTe p–n junction has been given. Focus is on the CdTe
absorber and the effects that impurities have on its p-type character, which is
dependent on the process conditions used, but also due to the nature of the
material itself with self-compensation inuencing the acceptor levels in the
layer. Some of the defects associated with the compensation have been
identied and their suspected origin in relation to the deposition conditions.
These impurities can introduce deep donor/acceptor levels that can act as
traps for both majority and minority carriers. This leads to greater recom-
bination and reduced carrier lifetimes, causing a loss in the level of gener-
ated photocurrent and overall performance of the PV solar cell. The
impurities are concentrated at the grain boundaries of the polycrystalline
CdTe making grain size an important parameter in controlling the density of
defect states, which is inuenced by the deposition process employed.
However, post-growth treatment using CdCl2 and annealing results in
recrystallisation and grain growth. It also causes inter-diffusion at the CdS–
CdTe interface, removing some of the defects related to the lattice mismatch
between the two layers including passivation of deep acceptor states through
complex formation with the ClTe
+ shallow donor. Increase in the p-type
character of CdTe whilst avoiding the compensation effects is required,
coupled with control of defect density, in order to improve on current PV
solar cell performances. High p-type doping is necessary for the formation of
a back contact with good ohmic properties without the formation of
Thin Film Cadmium Telluride Solar Cells 155a Schottky barrier that can restrict conduction of majority carriers. Due to the
high work function of CdTe there is no suitable metal available without the
use of a p+-type layer to create tunnelling pathways for reducing the effects of
the barrier at the back contact interface. Diffusion from the back contact
metal and p+-layer into the bulk CdTe needs to be prevented to avoid
formation of deep level states. Stable back contacts during illumination and
temperature cycling are required, with the Sb2Te3–Mo system possibly
offering the best solution. Finally in this chapter, MOCVD is offered as
a prospective technique for large-scale commercial production of CdTe solar
modules, with discussion of the benecial impact in reducing CdTe absorber
thickness and the processing challenges associated with it.References
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A. N. Tiwari, Thin Solid Films, 2004, 451–452, 536–543.
47. M.-A. Arturo, Sol. Energy Mater. Sol. Cells, 2006, 90, 678–685.
48. A. Gupta, V. Parikh and A. D. Compaan, Sol. Energy Mater. Sol. Cells, 2006,
90, 2263–2271.
49. V. Plotnikov, X. Liu, N. Paudel, D. Kwon, K. A. Wieland and
A. D. Compaan, Thin Solid Films, 2011, 519, 7134–7137.
50. N. Amin, K. Sopian andM. Konagai, Sol. Energy Mater. Sol. Cells, 2007, 91,
1202–1208.
51. T.M.Razykov,G.Contreras-Puente,G.C.Chornokur,M.Dybjec, Y. Emirov,
B. Ergashev, C. S. Ferekides, A. Hubbimov, B. Ikramov, K. M. Kouchkarov,
X. Mathew, D. Morel, S. Ostapenko, E. Sanchez-Meza, E. Stefanakos,
H. M. Upadhyaya, O. Vigil-Galan and Y. V. Vorobiev, Sol. Energy, 2009, 83,
90–93.
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6.1 Introduction and Background
Photovoltaic (PV) technologies were developed for terrestrial energy genera-
tion during the 1970s as a result of the oil crisis. The dependence of the
western economies on fossil fuels was highlighted and this vulnerability
demonstrated a need to address the security of energy supply. During this
period the potential threat to the world was beginning to become apparent,
especially to two of the major energy dependent economies that had few
fossil fuel resources, Japan and West Germany. The following three decades
saw the development of silicon terrestrial PV and the research into thin lm
amorphous silicon, cadmium telluride and copper indium diselenide based
technologies move towards commercialisation.
One of the main barriers to photovoltaics being implemented as a major
energy generation technology is its relatively high cost. Thin lm inorganic
photovoltaics is a proven technology that offers signicant reductions in cost
compared with crystalline silicon which is the current dominant market PVRSC Energy and Environment Series No. 12
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New Chalcogenide Materials for Thin Film Solar Cells 161technology. Of these, copper indium diselenide (CIS) based photovoltaics
and in particular its variant, copper indium gallium diselenide (CuInGaSe2 or
CIGS), has yielded the highest laboratory efficiency of all the thin lm
technologies. Currently both cadmium telluride (CdTe) and CIGS based
photovoltaics are now produced at the gigawatts peak (GWp) scale and their
cost reductions and potential for thin lm photovoltaics is starting to be
achieved.
During the period of these developments, the threats of climate change
and security of energy supply have become increasingly apparent and the
need to nd alternative sources of energy ever more urgent. The growth of
developing economies such as China, India and Brazil and the future need to
meet the aspirations of countries in Africa, Central and South America, and
Asia have resulted in a future need for the primary energy of tens of terawatts
by the end of the 21st century. As the photovoltaic market develops the
current CdTe and CIGS technologies are making a signicant contribution
and this is expected to continue. However, the scale of energy supply needs
makes it necessary to consider sustainability of any future energy source.
The solar resource is by far the largest source of energy available and is also
the most widely geographically distributed. However, the resources that are
required for photovoltaics to convert the solar resource at the required scale
must be considered and therefore emphasis must be placed on sustainability
concerns relating to both the materials and the processes used. By denition
the thin lm technologies use relatively small amounts of material. Various
studies have examined components of PV modules and their costs and
abundance.1–5 Substrate costs represent a major cost factor, though various
routes to reduce this are being considered. These include the use of foils and
other materials, and can be expected to be common to any thin lm
technology.
In general, therefore, it is the active materials that represent the most
critical components where abundance and cost are concerned. Typically, thin
lms absorber layers are a few micrometres thick which corresponds to
a volume of one or two cubic centimetres for each square meter of photo-
voltaic panel. The following simple calculation shows the mass of CIGS that
is needed for each GWp of installed capacity:
Mass of CIGS for 1 GW installed capacity ¼
Area in m2 equivalent to the installed 1 GW capacity Mass per m2 (6.1)
If a 2 mm thick CIGS absorber layer is used within the module, then the
volume, in cm3, of CIGS per m2 would be 2 cm3, and using a density value of
5.77 g cm3, the mass per m2 would be 11.54 g. Assuming a module
conversion efficiency of 15% and calculating for standard measurement
conditions (1000 Wm2, 25 C, AM1.5), each m2 yields 150 W.
Assuming 1000 Wm2 insolation, 1 GW of installed capacity ¼ 109 W.
Area in m2 required ¼ 109/150 y 6.7  106 m2 (6.7 km2).
Mass of CIGS in 1 GW installed capacity y (6.7  106  11.4) g y 77.3
tonnes.
162 Chapter 6The mass of each element can be estimated using the number of that
element’s atoms per molecule together with the ratio of atomic to molecular
weight and the mass of the absorber.
A general approach that can be used to estimate the potential for PV
materials is to consider the minerals resource and translate this into an
equivalent scale of deployment or production in the context of estimated
future energy demand. Estimates of the abundance of the particular element
in the Earth’s crust could be used as an indicator of the amount of that
element available. However, the crustal abundance is an estimate that does
not provide any indication of the distribution in the Earth’s crust. To be
economically viable for exploitation the elements need to be available in
sufficient concentration. The term ‘resources’ is used to provide a better
estimate and takes account of the concentration of the particular elements
within exploitable minerals either at the present time or at some time in the
future depending on the economic drivers. Other terms that attempt to
dene the availability of a mineral to be exploited includes the ‘reserves base’
and mineral ‘reserves’. A denition of these terms is given in by the US
Geological Survey (USGS).6
Where they are available, the reserves base or resources can be used as
a very crude upper limit to the amount of a material that is available.
However, these are not denitive and there are other factors, such as a given
mineral being a byproduct of extracting a more abundant mineral, that
become important in determining the supply of such minerals. There are
numerous factors that determine the amount of a particular mineral that can
be economically exploited and these will all have an impact on the availability
of photovoltaic materials. Assuming such resources are available for
economic exploitation, then a more reliable metric would be to consider the
current world production levels of a material. Where the proposed use, in
this case PV thin lms, would be expected to take up a signicant fraction of
this production, then it would be reasonable to assume that the need for
additional mining and rening would act as an obstacle to development that
would be likely to result in disruption to the market and variations in price.
Such an issue was demonstrated during the growth of photovoltaic produc-
tion in the rst decade of the 21st century when a shortage of silicon wafers
resulted in increased cost and limited the supply of crystalline silicon based
modules.
A more reliable metric to assess the potential of a material to satisfy
a terawatt (TW) photovoltaic market and benet from the cost reductions
associated with large-scale production would be to consider production
facilities of 1 GWp annual output in the context of annual mineral
production for the component material. The area of PV material produced
will vary depending on the performance of the technology and the quantity
of material used will depend on this and technology choice. For CIGS and
CdTe the global production of metals and chalcogens, together with an
estimate of the mass needed for 1 GWp production, is illustrated in
Figure 6.1.
Figure 6.1 Comparison between annual production of selected materials with
consumption of those materials at a production level of 1 GWp per
annum (For sources [5] and [9], please see references of the same
numbers in this chapter, respectively).
New Chalcogenide Materials for Thin Film Solar Cells 163Figure 6.1 illustrates a number of features including the incomplete nature
of the available data. Considering the case for tellurium, the USGS gures
imply that more than the total annual production is used for the production
of 1 GWp of CdTe. First Solar produced more than 1.8 GW in 20127 and
claimed over 1.5 GWp production in its 2010 annual report. The gures for
global tellurium production do not include gures that were either withheld
or not available, and the gures published indicate an annual production of
more than 90 tonnes according to the USGS8 or approximately 100 tonnes
according to the British Geological Society (BGS).9 There is no indication of
‘missing data’ for the other elements and their gures can be considered
more reliable than for tellurium.
From the gures available, if the entire annual production of indium,
gallium and seleniumwere used for CIGS devices then between approximately
100 GWp and 1000 GWp could be produced. However, indium and gallium
are both byproducts of rening other metals. Indium is most commonly
found in zinc sulde (Spalerite ore) and is extracted when in concentrations of
between 1 and 100 ppm. Gallium can be produced from processing zinc and
bauxite, and is extracted when in concentrations >50 parts per million (ppm).
Whilst there is estimated to be signicantly more gallium than indium that
can be extracted, it is unlikely that this will occur independently from the
exploitation of bauxite.6 These materials are also used for other products such
as transparent conducting oxides (TCOs) in the case of indium (indium tin
oxide, ITO) and light-emitting diodes (LEDs) and other semiconductor devices
based on GaAs, in the case of gallium. In addition, these renery gures do
not take into account the purication needed for using the materials in solar
Figure 6.2 Number of TWp produced as modules from global thin lm PV
materials reserves (lled – TWp production, greater than global
material reserves; white – TWp production, less than global material
reserves).
164 Chapter 6cells. Therefore signicant breakthroughs in materials extraction and
increase in production facilities would be needed if these materials alone are
to be able to satisfy a multi-TW photovoltaic market. If the material’s reserves
are considered—as known resources that can be exploited economically at
present—then these can be compared with the requirements for a multi-TWp
market. Figure 6.2 shows the number of TWp that could be produced from the
reserves as indicated by the USGS.
Figure 6.2 is for illustration purposes and the Indium Corporation
considers that the amount of indium available through all sources, including
recycling, is in the region of 50 000 tonnes—nearly three times the last
published data from the USGS.10 However, assuming the Indium Corpora-
tion’s gures can be achieved then indium appears to remain a limiting
factor for CIGS-based photovoltaics. These gures imply that the resources
will limit CdTe and CIGS photovoltaic technologies to multi-GWp production
levels. Assuming that there is no change in production capacity for gallium
then this is considered to limit annual maximum production of CIGS to
26 GWp.11 However, the estimates used in this study were based on
conservative efficiency values for CIGS that are currently being achieved or
exceeded in production. In all inorganic PV technologies, especially those
based on inorganic thin lms, the efficiency values would be expected to
increase during the 21st century. However, even with these increases, it is
clear that the current generation of materials will struggle to satisfy the
predicted demand for solar power.
New Chalcogenide Materials for Thin Film Solar Cells 165The gures for reserves are those that are oen used in calculations and
are based on USGS reports that include estimates for reserves and resources.
Figures 6.1 and 6.2 indicate that the most sensitive materials as indicated by
their production and reserves are indium and tellurium, and to a lesser
extent selenium. Gallium is a high-cost, low-production volume material and
the gures for reserves are not given. Estimates for reserves are not equiva-
lent to those for other relatively scarce materials. There are very large reserves
of bauxite known, but as byproduct of the exploitation of these, gallium while
not likely to be limited in quantity is likely to be limited by the extraction rate.
It is not economically viable to exploit bauxite more rapidly than the demand
for aluminium dictates. The current distribution of indium indicates that the
production is overwhelmingly concentrated within China. The Indium
Corporation, however, considers that at least half of its estimated 50 000
tonnes is available outside China.
This discussion has focused on the abundance and production of these
materials. A further factor that is becoming increasingly important for many
materials is the security of supply. A number of studies have considered
materials that have economic signicance to the UK, European Union and
the USA,12 and both from USGS and BGS data on the mining and rening of
metals, it is clear that the source of these materials should be considered
when projecting their use into future large-scale manufacturing. In partic-
ular, the proportion of minerals that is dominated by production based in
China needs to be considered. As an emerging super economic power with
a rapidly increasing need for its own energy generation, materials originating
in China will be increasingly used within that country. These strategic factors
are likely to be an increasingly important factor for materials choices and it
will be necessary to ensure that vulnerability to fossil fuel supplies is not
replaced by a new vulnerability to materials supply.
CIGS-based devices, at over 20% conversion efficiency, have demonstrated
the highest performance of any thin lm technology. The technology is being
developed using a range of processing techniques for commercial produc-
tion. Solar Frontier has a two-stage vacuum based fabrication facility in Japan
which will have a total capacity of about 1 GWp and a mini-module efficiency
record of over 17%. The technology has a signicant potential to contribute
to the cost reduction and development of terrestrial PV solar electricity
generation for many decades to come. However, the potential global PV
market is predicted to reach the multi-TWp scale by 2050, and CIGS and
CdTe are unlikely to be able to meet more than a few hundreds of GWp.
Various technologies have been proposed as capable of meeting a future
multi-TWp photovoltaic market, including dye-sensitized technologies and
organic photovoltaics (OPV). The former is, at present, limited by ruthenium
and the latter is considered as a practical solution based on the abundance of
carbon. However, both technologies will need to overcome long-term stability
issues if they are to contribute to the power generation market. OPV is
considered to be likely to be conned to the small power consumer market
for the next 15 years or more. All current OPV require inorganic materials
166 Chapter 6such as indium tin oxide (ITO) transparent conducting oxide contact layers.
It has been suggested by proponents of OPV that short lifetimes are overcome
by the very low potential cost of the materials. Assuming the cost of the
materials is reduced as the scale of production increases, the cost of the
photovoltaics represents only part of the system cost and frequent replace-
ment of the panels will incur additional dismantling and installation costs.
At present there are signicant stability challenges to overcome and such
materials will need to demonstrate 20 year lifetimes to be taken seriously as
power generating technologies because approximately 30% of the system
cost is related to the installation.
The application of crystalline silicon photovoltaics is not considered to be
limited by the active absorber layer material because silicon is one of the
most abundant materials on Earth. Most studies consider silicon to be
limited by the silver used in the contacts.
The success of CIGS technologies, together with the concerns about the
dependency on materials with low availability and abundance, has stimu-
lated interest in alternative materials in the same family of inorganic
compounds. These include Cu2ZnSn(Se,S)4 Sn–S based materials, together
with Cu–Sb and Cu–Bi based compounds, with some researchers revisiting
CuO and PbO based absorbers that were investigated during the 1960s and
1970s. Of these materials the most promising to date are the Cu2ZnSn(S,Se)4
(CZTS) kesterite materials that have demonstrated laboratory conversion
efficiencies of over 12%.13 Intuitively, CZTS-based devices utilise materials
with signicantly lower cost and greater abundance than those based on
CIGS. Copper pipes and electrical cables are found in most buildings, while
zinc is used on as galvanic protection for steel streetlights, fencing and
corrugated iron roong. Tin is used in tinplate and is produced in volume for
cans. Considering the materials that form CZTS in the context of PV and
future TWp markets, however, it becomes clear that these materials have
great potential for a sustainable stable thin lm technology. This illustrated
in Figure 6.3 which shows the percentage of annual materials production of
each component materials consumed in the production of 1 GWp PV, with
the constituents of CZTS PV presenting a far lower demand than those for
existing inorganic thin lm technologies.
In this chapter we explore alternative inorganic materials for thin lm
solar cells. These are predominantly chalcogenides, or materials based on
the group 16 elements O, S, Se and Te. This family of materials has been
considered for many years with early studies including the oxides† (e.g. Cu2O
and PbO)14–18 and the suldes (e.g. CdS and FeS2).19,20 There have, of course,
been some very notable successes such as CdTe and CIGS. However, the
sustainability and toxicity of both of these materials presents potential
obstacles to their continued and expanded use, with long-term planning
subject to geopolitical uncertainties such as the availability of indium†Neglecting the extensive work on oxides that act as transparent conductors for electrical
contacts to solar cells and other optoelectronic devices.
Figure 6.3 Percentage of annual production used for 1 GW of thin lm PV (for each
material).
New Chalcogenide Materials for Thin Film Solar Cells 167(discussed above) or wide-ranging legislation against the use of cadmium on
the grounds of its toxicity.21
On the most basic level identifying a suitable alternative material is simply
a matter of nding those with an appropriate bandgap, around 1.5 eV for
a single junction device.22 However, growing a material in a form suitable for
devices presents many challenges. For example, while FeS2 has been iden-
tied as the most promising candidate material for large-scale photovoltaics
based on cost and availability,23 this was based on achieving its theoretical
conversion efficiency of 32% as indicated by its bandgap (0.95 eV).
However, the current record efficiency for solar conversion based on a FeS2
device is only 2.8% for a photoelectrochemical cell,24 with solid state thin
lm devices not performing as well. Therefore, while FeS2 is theoretically
a strong candidate for future thin lm PV, in reality there is much work
remaining to be done.
As we have seen in the previous chapters of this book, increasing the effi-
ciency of a particular device technology generally takes several decades of
intense research on a global scale, with sudden step changes rare. Therefore
moving to a relatively unexplored material presents a signicant risk as far as
meeting our immediate demands for low cost renewable energy, even if the
prospects for low toxicity and sustainably are good. Potentially there would be
far less risk associated with modifying an existing high performing tech-
nology, such as CIGS, to improve its credentials in these areas. In principle
this would involve substituting the indium and gallium with other more
desirable elements, such as zinc and tin. The resulting material’s similarity to
CIGS would hopefully mean that some of the lessons learnt during CIGS
development could be transferred over, speeding up development of the new
material. However, this would only work up to a point, so to increase the rate
of development of the new material more efficient ways of working would
168 Chapter 6have to be developed, such as the high throughput or combinatorial approach
that effectively removes time-consuming process stages from a materials
investigation and potentially improves experimental reproducibility.
The following sections introduce the concept of combinatorial synthesis of
experimental samples and the resulting high throughput exploration of new
materials for absorber layers in thin lm solar cells. In the sections that
follow new chalcogenide materials, loosely based upon CIGS, are described.
These include Cu2ZnSn(Se,S)4, CuSb(S,Se)2 and Cu3BiS3.6.2 Investigating New Materials
6.2.1 Conventional versus High Throughput Techniques
Thoroughly investigating a new material, semiconductor or otherwise, is
a protracted process. Small changes in composition and the method of
growth can have a major impact. Conventional experimental methods where
an individual specimen is grown at each change of composition or process
are expensive in both time and labour, and the need to create a manageable
number of specimens can mean that important changes are either missed or
are poorly resolved.
Process stages that can affect the time required to grow an individual
specimen include.
 cleaning individual substrates;
 loading and unloading each substrate into the deposition system;
 evacuation of a vacuum chamber;
 heating and cooling times;
 mixing precursor chemicals;
 deposition time at each composition.
The high throughput or combinatorial approach reduces process time
by compressing a wide range of (usually) material compositions into
a single specimen, effectively eliminating many of the stages listed above
by growing specimens in parallel.14,25 This can be achieved by several
different methods, but can be as simple as using multiple deposition
sources to deliberately grow a thin lm with a compositional gradient
across its surface. This lm can be interrogated at any location that the
experimenter chooses, with each individual location being equivalent to
a single convention specimen.
The ‘combinatorial specimen’ can therefore be considered to contain an
almost endless number of ‘conventional specimens’ and it is therefore oen
referred to as a ‘library’. The experimenter can examine a particular location
in the library and then return to that same location at a future time aer the
library has been processed, for example by annealing, and determine how its
properties have been changed. Because the location is arbitrary, they can also
move to any alternative location, should they wish to examine a particular
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require the growth of a completely new specimen. In addition, all of the
‘specimens’ within the combinatorial library have been grown under the
same conditions, which offers improved process control compared those
grown conventionally.
A composition gradient can be created using the inherently non-uniform
ux from most types of deposition source (e.g. sputter sources, thermal
evaporation sources, spray nozzles)26 and the careful alignment of the
deposition geometry. Alternatively, either a translating shutter that gradually
exposes the substrate to the deposition source, or removing or immersing the
substrate into a deposition bath can be used. While these methods benet
from simplicity and exibility, a composition gradient can present a problem
during analysis or in the construction of libraries of discrete PV devices. This
problem can been overcome by creating a library that has a mosaic structure
with different uniform composition at each location. This has been done in
practice by using spray pyrolysis and amoving heated substrate, and by using
a complicated process with repeated deposition through different fractal
masks.27,286.2.2 One- and Two-dimensional Libraries
The application of thin lm technology to the growth of individual layers over
the large areas required for PV panels usually demands lms with a highly
uniform thickness and composition. This can present a major challenge,
especially when growing thin lms from multiple sources, and is made
particularly difficult by the non-uniform ux of material emitted by most
types of deposition source. Sources have to be very carefully aligned to ensure
a uniform composition and ultimately, complicated substrate rotation sys-
tems‡ may be needed to create a uniform thickness. This ‘problem’ can be
used to the experimenter’s advantage when creating a combinatorial library,
as the non-uniform ux produced by a source can be used to create the
compositional gradient across the library, with multiple sources deliberately
operated out of alignment. And while the ability to design and grow a lm of
a particular thickness and composition gradient assists with experimental
design, it is not essential as the library is fully characterised before each
subsequent processing stage.
Let us consider the growth of a library on a 75 mm  25 mm substrate
(such as a glass microscope slide). The growth of a bimetallic alloy (ABx)
requires two sources and would create a one dimensional library along
direction x as shown in Figure 6.4(a). Repeated analysis of the library at
intervals along its length is used to reveal the compositional gradient, for
example, intervals in x of 5 mm would make the library equivalent to 14
separate specimens. This is illustrated in Figure 6.4(b) for the metallic‡These are of only practical for experimental systems, not the large areas of commercial thin lm
solar cells.
Figure 6.4 (a) Arrangement for producing a one-dimensional library by DC
magnetron sputtering. (b) Sb to (Cu+Sb) prole for a CuSbix library.
(c) Sb to (Cu+Sb) map for the same library.
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one of the authors (McCracken) by co-deposition by DC magnetron sput-
tering, with the lm composition characterised by the Sb to (Cu+Sb) atomic
ratio. Before deposition a quartz crystal microbalance was placed immedi-
ately in front of each source and used to measure the deposition rate as
a function of power. This was used to establish the power settings for each
source to create the desired composition in the centre of the library. The lm
composition was measured using scanning electron microscopy (SEM) with
energy dispersive X-ray analysis (EDXA), giving the prole shown. While the
compositional gradient is largely along the direction of the slide, the spread
of the ux from the sources does result in a slight gradient in a perpendicular
direction [see Figure 6.4(c)].
The range of compositions covered within a library depends on two
factors: the compositional gradient and the physical size of the substrate.
To a large extent the gradient will be limited by the size of the source and
achieving the desired range of compositions can be difficult. In this case
the ux from the source can be modied by the inclusion of a shield or
baffle. This is illustrated in Figure 6.5(a) where the shield partially blocks
the ux from the crucible and produces a diffuse shadow or penumbra
across the substrate similar to that produced from an extended light
source. Substrate position 1 has direct line of sight to the whole of the
source and will receive the maximum ux, whereas position 2 only has
direct line of sight to half of the source and consequently the ux will
halve. As one proceeds from position 1 through position 2 to position 3, the
area of the source masked by the shield increases until it is completely
blocked. Figure 6.5(b) presents the composition prole for a library of the
candidate intermediate bandgap material Cr doped ZnS, which was
deposited using two alumina crucible evaporation sources, one partially
cover by a shield. The compositional gradient is far greater than without
the shield, allowing a wide range of Cr doping levels to be included on
a single substrate.
The growth of a bimetallic precursor layer opens up three possible depo-
sition sequences. Co-deposition where the metals are deposited simulta-
neously and sequential deposition where they are deposited in turn, either
Cu–Bi or Bi–Cu. DC magnetron sputtering is well suited to co-deposition,
although other techniques, such as electrodeposition, may only be able to
deposit a single element at a time. Electrodeposition is a low temperature,
non-vacuum technique in which the metal is deposited from an aqueous
precursor.29 It is inexpensive and capable of producing uniform layers over
large areas. However, the electrochemistry of the process means that it can be
very difficult to co-deposit alloys. Figure 6.6 shows the experimental
arrangement for growing a Cu–Bi library by sequential electrodeposition,30
where a thickness gradient was created by gradually raising the level of the
electrolyte during deposition. The substrate was then rotated through 180
and the process repeated for the second element. It should be noted that
Figure 6.5 (a) Inclusion of a shield in an evaporation system. (b) Cr concentration
prole produced for a ZnS(Cr) library.
172 Chapter 6electrodeposition requires an electrically conductive substrate, in this case
sputtered Mo on glass.
The growth of more complicated materials, such as CZTS, require ternary
precursors and generally three sources that can be examined through a two
dimensional library of type ABxCY. Following our earlier example this could
be achievedusing three substrates placed side by side to give a 75mm 75mm
library. Repeated analysis of this library over a grid of spacing 5 mm would
be equivalent to 196 individual specimens. Figure 6.7(a) shows the experi-
mental arrangement to produce such a library using three Torus sputter
sources.31This type of source iswell suited to combinatorial studies as it canbe
equipped with a exible mount that allows the magnetron to be tilted to the
Figure 6.6 Arrangement for producing a one-dimensional library by electrode-
position.
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its support tube to achieve thedesired alignment. This canbe assisted byxing
a small laser to its target and noting where the beam strikes the substrate
surface. The deposition process is very similar to that for the one-dimensional
library, although many more deposition sequences are now possible. These
include the co-deposition of all three metals and sequential deposition in the
order A-B-C, A-C-B, B-A-C, B-C-A, C-A-B, C-B-A and sequential deposition of
binary alloys by co-deposition. As for binary alloys, the deposition sequence
can prove highly inuential for subsequence annealing and conversion to the
sulde or selenide. Figure 6.8(b) and (c) shows the range of compositions
achieved for a Cu–Zn–Sn precursor library for the investigation of CZTS. In this
case the (7.5 cm  7.5 cm) library was deposited over three unheated micro-
scope slides by co-sputter deposition as described above. The ratios illustrate
the targeted stoichiometric regions for Cu2ZnSnS4 (Zn : Sn ¼ 1 and
Cu : (Zn+Sn) ¼ 1) forming distinct central bands that cross, with a spatial
deviation either side spanning the approximate range from near zero to 4.5
across the whole library.6.2.3 Mapping Libraries
The application of high-throughput techniques to thin lm PV materials
usually involves correlating the chemical composition at each point within
a library with its corresponding structural, optical and electrical properties.
These can be measured using a range of different analytical techniques, and
the ultimate precision to which the library is investigated will depend on
many factors, not least the analysis area required for a particular technique
and the time it requires at each location. Mapping is generally done
sequentially with each location examined in turn, with the total mapping
time being equal to the sum of the analysis times at each point plus the total
Figure 6.7 (a) Three 2 inch Torus sputter sources supplied by Kurt J. Lesker Ltd for
a ternary alloy library. (b) and (c) show elemental ratio contour plots for
a single Cu–Zn–Sn library grown by co-sputter deposition for Zn/Sn and
Cu/(Zn+Sn), respectively.
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desirable because the properties of the material inherently change over the
library’s surface and analysis can therefore be considered to be averaged over
the probe area. However, a small probe area oen means a weaker detected
signal, reducing the signal to noise ratio and increasing the required data
collection (integration) time if high quality data are to be maintained. This
increases the overall mapping time.
The direct comparison of material properties clearly requires the ability for
each analytical technique to reliably return to exactly the same location.
Therefore careful attention should be paid to accurate library registration
and the precision and accuracy to which each location is reached, for
example, by ensuring that motors are driven in the same direction on the
approach to each point to avoid backlash. The probe areas for each analytical
technique should also have similar sizes to ensure averaging effects remain
the same.
The analysis of the library composition is frequently done by X-ray
microprobe analysis in a scanning electron microscope.32 This technique
benets from a potentially small probe size and in vacuum analysis which
allows the detection of low energy X-rays from lighter elements (typical range
O to U). The effects of overlapping X-ray lines from different elements is
becoming less of an issue as the resolution of energy dispersive detectors
improves, and is generally not an issue for high resolution wavelength
dispersive detectors. Alternative techniques for determining a library’s
chemical composition include X-ray uorescence (XRF)33 and ion beam
analysis (IBA).34 Many XRF systems have a mapping capability, although the
probe beam size (>100 mm) is generally much greater than that found in an
SEM (1 mm), although this need not be an issue if the composition gradient
within the library is low. As for all techniques the sensitivity of a measure-
ment will depend on the experimental conditions and, if analysis is per-
formed in air, attenuation will reduce the sensitivity to light elements (typical
range Mg to U). IBA probes range from mm size down to 1 mm for micro-
beam systems. Heavy elements can be mapped by proton induced X-ray
emission (PIXE) and Rutherford backscattering spectrometry (RBS), which
also gives depth information, and light isotopes (elements H to S) can be
mapped by nuclear reaction analysis (NRA).
While the topographical structure of the surface of a library can be readily
examined by SEM, its crystalline structure and the identication of specic
crystallographic phases requires a technique such as X-ray diffraction
(XRD).35 This can also be mapped across the surface of a library by sequen-
tially analysing individual points. The use of capillary optics also allows the
incident X-ray beam to be focused to a small spot (50 mm) and data
collection times can be greatly reduced by using an area detector to simul-
taneously collect the whole X-ray powder diffractogram in a matter of
minutes. Careful examination of the pattern of scattered X-rays recorded by
the area detector will provide addition valuable information about grain size
(relative to the beam diameter) and preferred orientation in the growth of the
Figure 6.8 High-throughput XRD using a linear X-ray beam directed along a one-
dimensional library (diffraction from three points shown). Analysis of
a two-dimensional library is achieved by sweeping the linear X-ray
beam across the library.
176 Chapter 6material. Recently the problem of long mapping times due to the adoption of
sequential, point-by-point analysis has been addressed by sweeping a linear
X-ray beam (as opposed to a discrete spot) across a library and using
a mathematical algorithm to extract the X-ray powder diffractograms from
separate points along the beam (see Figure 6.8).36 The resulting two-dimen-
sional array of diffractograms is then analysed by conventional means. For
some materials, such as CZTS, it may be necessary to use a complementary
technique to conrm which phases are present. The formation of this
material from metallic precursors can result in a wide range of different
phases that include several that have structures and lattice parameters which
are practically indistinguishable from those of kesterite/stannite Cu2ZnSnS4
(e.g. cubic-ZnS, tetragonal-Cu2SnS3 and cubic-Cu2SnS3). In this case Raman
microscopy has been used to identify Cu2ZnSnS4 through its Raman scatter
peaks at 289, 339, 350 and 370 cm1.37 Neutron diffraction has also been
used to identify bulk Cu2ZnSnS4 as Cu
+ and Zn2+ have an identical number
of electrons and are hence indistinguishable in atomic structure by
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small and this technique is impractical for thin lms.
Spectrophotometry39 and ellipsometry40 are probably the two most
common forms of optical characterisation and can provide information
about a material’s complex refractive index (n) ¼ n + ik). This can be used to
understand how the optical bandgap is affected by chemical composition
and the affect a material will have when it is included as one of the layers in
a multilayer stack or device. In its simplest form, transmission measure-
ments can be used to determine the wavelength (l) at which optical
absorption begins, allowing the bandgap (Eg) to be estimated. When
combined with a measurement of reection, n) can be determined. While
this generally requires knowledge of the lm’s thickness, this too can be
determined if transmission and reection are measured over a wide spectral
range and a consistent solution for n) is determined. Once n) is known it is
a small step to determining the optical absorption coefficient (a ¼ 4pk/l)
along with a more accurate determination of Eg by plotting a
2 or a1/2 against






and indirect transitions follow
a1=2f

E  Eg  EP

(6.3)
where EP is the energy of the phonon associated with the indirect
transition.
Spectroscopic ellipsometry also gives n), along with lm thickness, and
can provide additional information about more complicated samples and
anisotropic materials such as non-cubic crystals.40 As for all techniques,
the measurement area should be carefully considered, especially where
reection measurements are done over a range of angles (as in variable
angle spectroscopic ellipsometry), as the footprint on the library surface
will change with angle of incidence. While the above techniques are
generally require sequential, point-by-point analysis, potentially faster
parallel analysis is possible. This is done in imaging ellipsometry by
illuminating a strip across sample surface and sweeping it in an orthog-
onal direction.
The electrical resistivity of a thin lm is usually measured using a four
point probe,41 which consists of four linearly arranged and equispaced spring
loaded electrical contacts (usually tungsten carbide) [see Figure 6.9(a)]. An
electric current (I) is passed through the two outer most contacts and the
voltage (V) across the innermost contacts is measured. Separating the elec-
trical contacts for the current supply and the voltage measurement removes
the effects of contact resistance and hence minimises errors for low resis-
tivity materials. The calculation of resistivity depends on the physical size of
the specimen. In the ideal case, with a lm thickness (t) very much less than
the probe spacing and lateral dimensions very much greater than the probe
178 Chapter 6spacing, the sheet resistance (RS, measured in U ,
1) and resistivity




Step and repeat measurements can be used to map resistivity over the
surface of a library. However, results should be interpreted with care when
approaching the edge of the library or the boundary between regions with
widely differing conductivities as the assumption of an effectively innite
sample size will breakdown. Consequently, the measurement may benet
from adopting different probe geometry where the probes are arranged in
a square.42 This minimises the overall footprint and allows measurements to
be taken closer to the edge of the library before any correction is required.
When taking measurements on a thin lm using the square arrangement,
the measured sheet resistance is twice that indicated by eqn (6.4). Automated
four point probe mapping systems are commercially available, and are
mainly used to assess doping uniformity on Si wafers for the semiconductor
industry.
Resistivity can also be measured using a non-contact technique where
a coil is held in close proximity to the library surface. An AC signal (10 kHz)
is applied to the coil and an electrical eddy current is induced in the lm.
This technique can again be used to create a resistivity map by moving the
library beneath the measurement coil.43,44
Electrical conductivity (s) is the inverse of r and is related to the concen-
trations of electrons (ne) and holes (np) through their respective mobilities (me
and mp) and by:
s ¼ neeme þ npemp (6.5)
where e is the magnitude of the electronic charge. The dominant or majority
carrier type can be determined several different ways depending on the
degree of electrical conductivity.45–47 Low conductivity materials can be
assessed using the rectication technique that involves taking an AC
measurement using a four point probe [see Figure 6.9(b)]. When the probes
are brought into contact with the surface of the library, each one forms
a metal-semiconductor contact or Schottky diode. During measurement an
AC current is passed through contacts 1 and 2 and a DC voltmeter is applied
across contacts 3 and 2. If the measured voltage is positive the majority
carrier is p-type and if it is negative it is n-type. High conductivity materials
are best examined using the hot probe technique where the sign of the
Seebeck coefficient is used to establish carrier type. During the measure-
ment two electrical contacts are made to the surface of the library and these
are directed to a high impedance voltmeter. The introduction of a temper-
ature gradient across the contacts causes the majority carriers to diffuse
down the temperature gradient, inducing a voltage; in the case of n-type
Figure 6.9 Geometry for electrical characterisation: (a) DC four-point probe for
sheet resistance; (b) AC four-point probe for carrier type; and (c) Hall
effect.
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become electrically positive. While this technique can be used to map
carrier type over a library surface, care must be taken when interpreting the
results as measurements can be swamped by the effects of thermal
conduction from neighbouring locations and the relative change in voltage
on the introduction of the thermal gradient should be used as the indicator
of carrier type.
While the measured value of the Seebeck coefficient can, in theory, be used
to determine carrier concentration as well as carrier type, reliable measure-
ment is difficult. The determination of majority carrier type and both its
concentration and mobility can be more readily achieved by combining
electrical conductivity measurements with Hall effect measurements. During
the Hall effect, the Lorenz forces acting on electrical carriers moving within
a magnetic eld induce a transverse voltage. The polarity of this Hall voltage
(VH) indicates the carrier type and its magnitude gives the carrier concen-
tration (n) through:
VH ¼ IxBynet (6.6)
where Ix is the electrical current and By is the applied magnetic ux density
[see Figure 6.9(c)]. The geometry of the Hall effect specimen requires the
electrical contacts to be point-like and located at its edges; this is frequently
done using cloverleaf shaped ‘Van de Pauw’ shaped specimens, which are
difficult to accommodate in a combinatorial study.
180 Chapter 6The bandgap of a material can be determined by several different
techniques, including themeasurementof the optical absorption coefficient as
discussed earlier in this section. Electrical measurements require a mecha-
nism to excite electrons from the valence band into the conduction band; this
is generally through either thermal or optical excitation. While thermal exci-
tation is impractical for mapping combinatorial libraries, optical excitation
can be applied with ease, for example, during the measurement of photocon-
ductivity.48 Under illumination the total electrical conductivity (sT) can be
considered to be the sum of the photoconductivity (sPh) plus the electrical
conductivitymeasured in the dark (sD). sT can be determined from the current
measured using a simple two point probe with a DC bias voltage applied to
a pair of electrical contacts on the sample’s surface, and sT and sD determined
from the current measured with and without illumination. However, sPh may
be very much less than sT and the effect of illumination on the measured
current may not be apparent. Modulating both sT and the measured current
can be achieved by chopping the light source at a xed frequency (usually
around 10 Hz) and, by using a lock-in amplier, the AC component of the
measured current (IAC) can be determined at the chopping frequency. This is
equivalent to the photocurrent and is therefore proportional to sPh. Light from
a monochromater can be conveniently delivered to the area between the
electrical contacts by an optical bre and IAC recorded as the wavelength of the
light is swept from a long wavelength to a short wavelength (i.e. increasing
photon energy). Selecting a region of the spectrum that straddles the bandgap
energy will allow its energy to be determined as IAC suddenly increases.
A rangeof processes is used to grow thinlm semiconductors andduring the
evaluation of a new material system rough surfaces are common. These can
confound themeasurement of the optical absorption coefficient and hence the
determination of the bandgap by this route. However, photoconductivity
measurements are less prone to roughness effects, though they usually require
the deposition of an array of electrical contacts over a library’s surface.
The need to produce suitable contacts in an array across the surface of
a sample provides further potential problems. As discussed in the materials
characterisation sections above, the resolution needs to be considered.
Geometrically, the contact size and arrangement will depend on the
measurement requirements. There are measurement constraints imposed by
the characterisation technique employed, such as Van der Pauw or photo-
conductivity and Hall techniques; the arrangement of contacts and their
geometrical arrangement must be designed to yield measureable signals
whilst also providing ameasurement resolution that is compatible with other
characterisation techniques.
As the resolution increases and measurement area decreases, the signal
magnitude decreases and uncertainty increases. For resolutions approaching
the micrometre scale and below a range of scanning microscopy techniques
are available and include those based on scanning probe microscopy (SPM)
and scanning tunnelling microscopy (STM). These can map conductivity
across the surface using conductive atomic force microscopy (C-AFM), and
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(SCM), electro-luminescence mapping and electron beam induced current
(EBIC) mapping techniques. These achieve high resolutions and can be used
for interrogating small regions of a library to provide a greater depth of
understanding; however, they are time-consuming, usually require special
sample preparation and are currently not suitable tools for whole-library
characterisation.
The deliberate variation of composition within a library can result in
problems for the formation of the library if the complete formation of the
compounds requires different process conditions that vary with the
composition. This may result in a need to produce a number of libraries.
However, it also has implications for the formation of electrical contacts.
Formation of ohmic contacts to a material depends on the contact material
and the composition, conductivity type and carrier concentration of the
material to be contacted. The formation conditions can also vary with these
parameters. Measurements based on the Seebeck coefficient generally
assume the same material/contact for each contact. Where the material/
contact varies, the local Seebeck coefficient is likely to vary. It is necessary
take these variations into account if reliable data is to be extracted.6.2.4 Device Libraries
To gain a greater understanding of a potential solar cell absorber material it
may be desirable to incorporate that material into device structures and
then characterise these using standard device characterisation techniques.
There are a several potential problems in converting the libraries into
devices. Chalcogenide thin lm absorber libraries, for instance, could use
CuInSe2 or CdTe device designs as a starting point. It would be necessary to
produce the libraries using suitable substrates such as molybdenum or TCO
coated glass for superstrate or substrate congurations, respectively; such
structures would need suitable buffer and window layers, and either front
TCO or back metallised contacts to complete them. A functioning solar cell
requires the formation of a junction and this is in turn dependent on the
surface of the absorber layer and the materials used for the buffer and
absorber layers as well as the interface between them. An absorber library is
likely to vary in concentration of carriers and the type may also vary. In
addition, the junction formation is likely to depend critically on the process
conditions used.
The compositional variation inherent in an absorber material library
means that the difficulty of producing practical devices from a complete
library is likely to be greater than the value of the data that could be extracted.
It may be possible to form functioning devices over limited regions of
a library, though the device size considerations would need to take into
account the issues of resolution and measurement that were discussed
earlier. An alternative approach may be to consider the use of a liquid elec-
trolyte to form the junction and contact to the material.
182 Chapter 6In general, the production of device libraries would be more appropriate
to use to determine optimum device structure for an absorber layer with
unvarying composition. Such a library would use gradients in thickness of
the component layers (buffer, TCO) or deliberate variations in buffer or
TCO layer properties to identify the combinations that yield optimum
properties.
The size of device will be constrained by a balance between the resolution
of the interrogation and the limitations of practical measurement. For
instance, cell efficiency and current density, device capacitance and quantum
efficiency measurements depend on the device area. The actual collection
area may differ from the dened area if edge isolation is not complete or is
measured incorrectly. As the area of a cell approaches 1 mm2, the resolution
of the parameter measured will be affected by the uncertainty in the area and
this uncertainty is likely to become comparable or greater than measured
parameter variations. In addition, the edges of a device can behave differ-
ently to the main area—for instance, mechanical or laser scribing is typically
used to dene the device area and this will cause damage resulting in
different electronic and/or optical behaviour compared with the undamaged
area. As the device area decreases, edge effects can increasingly contribute to
the overall device behaviour.
Consider square devices with areas of 1 cm2 and 1 mm2. If it is assumed
that scribing causes a damaged region extending up to 50 mm from the
scribe edge, then the area of the device that is undamaged is 98.1 mm2
and 0.81 mm2, and the damaged regions represent approximately 2% and
23% of the undamaged device areas, respectively. Similar reasoning
applies to the measurement of the device areas and the ability to produce
contacts with equal areas reproducibly with less variation than the
parameter being interrogated. As device areas decrease towards 1 mm2, the
ability to make electrical contacts to devices becomes difficult and the
number of measurements increasingly large. However, larger device areas
can give misleading results because they integrate response over the
collection area and regions that encompass electrical shunts and thus they
will either produce an average response or little or no response. In either
case the value of using a library to identify optimum combinations will be
reduced.
Stepped libraries of device structural variations could be used with the step
size determined by the desired size of the device area. Although this
approach xes the resolution and thus reduce the value of the library
approach, given the increase in uncertainty that occurs as the device size
decreases, it may not be as signicant a drawback as for the materials
interrogation as discussed earlier. The choice of linear or stepped gradient
libraries for assessing device component layer combinations will depend on
many factors. The choice of library type and device size will depend on the
practicality of producing and interrogating the library and the reliability of
the analyses data that can be extracted.
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In this section, we give a brief outline to why CZTS is a strong alternative
material for absorber layers in thin lm solar cells. Among the many systems
available are the naturally occurring adamantine minerals Cu2ZnSnS4 (CZTS)
and Cu2ZnSnSe4 (CZTSSe), which avoid many of the sustainability problems
mentioned at the start of this chapter. The use of highly abundant, low-cost
and non-toxic elements is a major attraction and a dominant driving force
behind the current research into CZTS. It is regarded as a highly promising
absorber layer and has become the subject of much interest owing to the fact
it has desirable characteristics applicable to PV, with a reported optimal
direct bandgap in the range 1.45–1.6 eV and a high absorption coefficient
(>104 cm1).49–51 CZTS is analogous to the chalcopyrite material CIS with half
of the In(III) being substituted iso-electronically by Zn(II) and the other half
with Sn(IV); notably both are considered sustainable elements. The quater-
nary compound can form into one of two main crystallographic polymorph
structures classied as stannite-type (space group I42m) and kesterite-type
(space group I4)52 with a tetragonal structure. The distinguishing factors are
associated with how the substitution of the Zn and Cumetals are arranged on
the structural sites of the unit cell, as illustrated in the two-dimensional
schematic in Figure 6.10. Differentiating these two polymorphs can prove
challenging. Many studies only use powder XRD, but without carrying out
comprehensive single crystal structural analysis using XRD and/or neutron
diffraction, the structure cannot be conclusively identied. CZTS has been
found to usually occur in the thermodynamically stable kesterite phaseFigure 6.10 Schematic representing the evolution of the kesterite and stannite type
crystal structures from the chalcopyrite structure. Derived from ref. 54.
184 Chapter 6as opposed to the stannite type.52 Therefore, in this study the CZTS(Se) family
of materials is assumed to only form as the kesterite structure.6.3.1 Growth of CZTS
CZTS absorber layers and device structures can be grown by a wide range of
techniques that can be categorised as either vacuum or non-vacuum
methods. The majority of techniques involve a two-stage process where the
metallic precursor elements (Cu–Zn–Sn) are initially deposited, either
sequentially or simultaneously, before annealing in the presence of the
chalcogen (S and/or Se) for the conversion into the semiconductor. This is
known as ‘sulfurisation’ or ‘selenisation’, and ‘sulfoselenisation’ when both
sulfur and selenium are present. A one-step process can also be used, where
all materials are deposited and annealed simultaneously. Many different
types of vacuum and non-vacuum technologies are available and in the
following sections some of the most notable studies that represent mile-
stones in the area of CZTS research are described.6.3.1.1 Vacuum Deposition
Vacuum deposition mainly encompasses variants of sputtering and evapo-
ration techniques as well as pulsed laser deposition (PLD), which are
collectively known as physical vapour deposition (PVD). One of the rst to
work on CZTS were Ito and Nakazawa53 in 1988, who deposited stoichio-
metric CZTS lms and made devices using atomic beam sputtering. Tanaka
et al.54 deposited elemental Cu, Zn and Sn sequentially in the presence of
sulfur onto a 400 C heated quartz substrate to form CZTS thin lms within 1
hour using a hybrid sputtering arrangement. However, above 450 C signif-
icant Zn losses were experienced due to its high vapour pressure. Momose
et al.55 simultaneously deposited Cu, Zn and Sn metals onto soda lime glass
substrates. Notably, full conversion to CZTS involved a rapid annealing
process in the presence of sulfur in only 7 minutes.
Some groups have investigated the sequential deposition of each element
as opposed to the co-deposition route. Fernandes et al.56 fabricated CZTS
precursor structures with stacking orders of Mo/Zn/Cu/Sn and Mo/Zn/Sn/Cu
using DC magnetron sputtering. They found that the Mo/Zn/Sn/Cu sequence
facilitated better CZTS growth and crystallinity, concluding that a Cu layer on
the top prevents the elemental loss of Zn and Sn during sulfurisation by
acting as a ‘capping layer’, although there was evidence of the secondary
phase Cu2xS in the form of crystallites predominantly on the surface of the
lm. Araki et al.57 studied various stacking orders of electron beam evapo-
rated metal layers with respect to the CZTS properties and device perfor-
mance. Some very interesting results came to light: the best performing solar
cell consisted of a Mo/Zn/Cu/Sn stacking order yielding device efficiency
around 1.79%. This is in relatively good agreement with Fernandes et al.56 as
mentioned previously. They found that when Cu and Zn layers were in
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importantly, when Cu was used as the bottom layer, i.e. in contact with Mo,
formation of voids occurred between the Mo and CZTS interface and hence
device performance degraded dramatically.6.3.1.2 Non-vacuum Methods
Non-vacuum methods offer the possibility of reducing overall production
and material costs with an increased opportunity for scalability and include
spray pyrolysis58 sol–gel59 and screen printing.60 Unsurprisingly, the work by
Todorov and co-workers is mentioned rst, whereby a record performing
CZTSSe cell (efficiency 9.7%) was produced using a unique solution-particle
process; all the constituent elements Cu, Zn, Sn and S were subjected to
a ‘sulfoselenide’ rich atmosphere at 540 C.61 Guo and co-workers were the
rst to synthesis CZTS-based semiconductor nanocrystals using a hot-injec-
tion solution method in 2009. When subjected to Se vapour at 500 C
improved lm quality, grain growth and device efficiencies were observed.62
Electrodeposited CZTS thin lms was rst reported by Scragg et al.64 with
varying elemental metal stacked layers deposited directly onto Mo coated
glass substrates. For comparative reasons, the lms were fully converted
within an elemental sulfur rich and also H2S gas atmosphere at 500 C, with
the latter improving lm crystallinity.6.3.2 CZTS Device Structures and Efficiencies
Ito and Nakazawa53 rst reported photoelectric behaviour in 1988 for a CZTS/
CdSnO heterostructure. Although device efficiency was not well documented,
a full investigation of the p-type CZTS concluded its suitability with a direct
bandgap of 1.45 eV. In 1997, Friedlmeier et al.63 reported the fabrication of
CZTS solar cells using a CZTS/CdS/ZnO structure, yielding a conversion
efficiency of 2.3%. This record was soon overtaken by Katagiri’s group,50 with
cell conversion efficiencies up to 2.63%. Further investigation and optimi-
sation of the annealing and conversion process by this group substantially
improved AM1.5 device efficiencies reaching 5.45% in 200365 and then their
best to date of 6.8% in 2008.66
With increased interest and awareness of the materials potential, many
research groups have since undertaken extensive studies into the fabrication
and characterisation of CZTS thin lm single layers and complete device
structures. There has since been a remarkable improvement in device effi-
ciencies. This is covered in depth in references.67 Interestingly, the current
record by Wang et al. in 2013 boasts a conversion efficiency of 12.6%.68 This
has now overtaken the previous record held by Todorov et al.13 and the
previous records of Barkhouse et al.69 over 10% and Todorov et al. at 9.7% in
201061 (although both authors are part of the IBM group). In both cases, the
device structures used a CZT(S,Se) absorber layer fabricated by a hybrid non-
vacuum solution-particle approach. Also, synthesis of selenised CZTS
186 Chapter 6nanocrystals via hot injection has shown total area efficiencies as high as
7.2% grown by Guo et al.70 However, it would be desirable to grow CZTS active
layers without incorporating the rare element selenium. Katagiri and co-
workers maintain the current record of 6.8% by fabricating Se-free CZTS solar
cells via an in-line sputtering and a sulfurisation process.66 Similarly,
a single-step thermal evaporation process by Wang et al. also yielded effi-
ciencies up to 6.8%.71
The current status of kesterite-type efficiencies has shown progressive
improvements but still remains substantially low compared with competing
thin lm technologies and certainly the theoretical limit,22 requiring
a concerted effort to fully understand and optimise material and device
parameters. Interestingly, these studies have all targeted the same
stoichiometric ratios and notably demonstrated that the best performing
CZTS-based devices consist of Zn-rich and Cu-poor compositions, as has
been well documented within the literature, irrespective of which fabrica-
tion route is pursued. The optimum compositions for the Se-free
compounds were estimated to be Zn : Sn z 1.25, Cu : (Zn+Sn) z 0.85 and
S : metal z 1.1.66
The greatest challenge remains the precise control of the desired stoichi-
ometry of the precursor elements during sulfurisation for the complete
conversion to monophase kesterite CZTS. Incomplete conversion or
elemental depletion during sulfurisation, as is explained later, will almost
certainly induce decomposition of the pure CZTS phase and lead to the
detrimental formation of binary and/or ternary metallic chalcogen phases. A
greater understanding of which compositions are necessary to fabricate high-
performing absorber material is required, which in turn will facilitate
improved device efficiencies for ultimate commercialisation. In conjunction
with this, suitably rened low-cost and scalable growth is needed. This has
recently been demonstrated for electrodeposition where a CZTS solar cell
with an efficiency of 7.3% was reported.72 Furthermore, the idea of com-
mercialising CZTS has started to come to fruition with the thin lm producer
Solar Frontier announcing collaboration with IBM to take CZTSSe develop-
ment further.73
CZTS absorber layers have the added advantage of being integrated into
the familiar substrate conguration, as used for CIS/CIGS devices. This
multi-layer structure, as illustrated in Figure 6.11, typically starts with a glass
base coated with a molybdenum electrical back contact, a p-n junction
consisting of a CZTS active absorber layer (p-type) to replace materials like
CIGS, and a thin CdS buffer layer (n-type). A further i-ZnO/Al:ZnO window
layer and top electrical (Al) contacts complete the solar cell. Whether this
conguration is the most suitable for CZTS-based devices has yet to be fully
investigated. Many research groups are beginning to look into using different
layers, thicknesses and substrates. Rajeshmon et al.74 have, for instance,
demonstrated low cell efficiencies with alternate cell structures by avoiding
the usual KCN etching treatment of CZTS and further substituting the CdS
buffer layer for In2S3.
Figure 6.11 Schematic cross-section of the substrate device conguration
commonly used for CZTS-based solar cells. Each constituent layer is
indicated with approximate thicknesses as taken from the Katagiri
cell.66
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Studies of CIS and CIGS have shown that the Cu to In and Cu to (In+Ga)
composition ratios play a signicant role in determining the material prop-
erties suitable for solar cell fabrication and increased conversion efficien-
cies.75,76 Therefore, it seems reasonable to assume similar ratios could be
used to investigate kesterite lms, which are represented using the univer-
sally recognised ratios Cu to (Zn+Sn), Zn to Sn, and S to metal. These have
been used to understand crystal growth, phase transformation, morphology
and opto-electronic properties.
Some recent reports have explored the inuence of composition on CZTS
formation and properties. Tanaka et al.77 co-evaporated complete CZTS thin
lms onto stationary soda lime glass substrates at a temperature of 550 C for
12 min, yielding lms with varying Cu to (Zn+Sn) and Zn to Sn ratios ranging
from 0.95 to 1.10 and 0.82 to 1.28, respectively. The overall CZTS lm
thickness was in the region of 310–530 nm, which is perhaps rather thin
compared with most studies—notably the current world record of 12.6% uses
thickness up to 2.5 mm.68
In summary, the crystallinity improved with enhanced grain size as the Cu
to (Zn+Sn) ratio increased and, interestingly, the structural properties were
only affected by the change in Cu to (Zn+Sn) and not Zn to Sn. A further study
by Babu et al.78 focused on the effect of changing the Cu to (Zn+Sn) ratio in
CZTS lms using a four-source co-evaporation arrangement. Films were
converted in a single step with a substrate temperature of 350 C. Using
a constant Zn to Sn ratio, the Cu to (Zn+Sn) ratio ranged from 0.83 to 1.15. Of
particular signicance in this study is the realisation that polycrystalline
phase pure CZTSSe lms were only evident in the 0.90–1.10 range, with the
formation of secondary phases ZnSe and Cu2xS occurring at 0.85 and 1.15,
respectively. The optical bandgap was found to be dependent on the Cu to
(Cu+Zn) ratio, with an ideal value of 1.50 eV found at 0.90–0.95.
188 Chapter 6The inuence of composition in non-vacuum techniques was also explored
by Tanaka et al.79 using changeable sol–gel solutions. The Cu to (Zn+Sn) ratio
was varied from 0.73 to 1.00 with a constant Zn to Sn ratio held at 1.15. As the
ratio decreased, large grains began to develop with a shi in bandgap
towards higher energies. The best performing solar cell with an efficiency of
2.03% was Cu-poor [Cu to (Zn+Sn)¼ 0.80]. Kumar et al.80 used spray pyrolysis
to investigate the concentration effect of copper salt and thiourea on CZTS
formation. Conversion occurred at a substrate temperature of 350 C and
lm ratios of Zn : Sn ¼ 0.92, Cu : (Zn+Sn) ¼ 0.79 and S : metal ¼ 0.64 yielded
a single phase kesterite structure with a bandgap of 1.43 eV. However, pre-
venting a substantial sulfur loss remains a challenge with this particular
technique. Platzer-Björkman et al.81 recently studied the effects of precursor
sulfur content on co-sputtered CZTS. They interestingly compared sulfurised
metallic precursors with sulfur-containing precursor compounds. By sulfu-
rising metallic precursors substantial Sn loss was observed, with the latter
yielding higher quality lm and improved uniformity. It was further shown
that specic compositions dominated the overall device efficiencies: Zn-rich
and Cu-poor/Sn-rich were highest, while near to stoichiometric material
yielded low performances.
Although these studies offer an interesting and useful insight into how
chemical composition effects the overall formation and characteristics of
CZTS thin lms, only changes within a very narrow range are targeted. In fact,
most studies generally keep the Zn to Sn ratio constant while the Cu to
(Zn+Sn) value incrementally deviates away from stoichiometry. Very few
studies give a comprehensive overview of how CZTS formation and device
performance are affected by a large elemental change over a wide spatial
region. One of the main constraints is the vast number of individual samples
with different stoichiometries required to undertake such a study, coupled
with a large investment in time, effort and the need for advanced and
automated analytical tools. As previously mentioned Tanaka et al.77 showed
a way of keeping the substrate stationary and deliberately changing the angle
of the sputter targets to obtain a graded composition in a single run. Work by
one of the authors of this chapter82 used DCmagnetron sputter deposition to
grow libraries of alloy precursors that covered a much wider compositional
range than used by Tanaka et al.,77 with the Cu to (Zn+Sn) and Zn to Sn ratios
ranging from almost zero to 4.5, and centred around Cu : Zn : Sn ¼ 2 : 1 : 1
as required for stoichiometric Cu2ZnSnS4 [see Figure 6.12(b) and (c)]. Phase
mapping of the library was performed using XRD complemented by Raman
spectroscopy to conrm the phases identied, with composition provided by
X-ray microanalysis in an SEM.
A phase composition plot for the same library as presented in Figure 6.7 is
given in Figure 6.12(a). This shows that this single library covered approxi-
mately one quarter of the Cu–Zn–Sn system, with each point corresponding
to a single analysis location. The gure includes the Cu–Zn–Sn phase
diagram based on the theoretical 453 K (180 C) isothermal section,83
whereby all binary Cu–Zn and Cu6Sn5 phases have tie lines with solid Sn and
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composition and there is no evidence of the binary Cu3Sn forming, but
instead Cu41Sn11 occurs. However, it should be remembered that the lms
are unlikely to have fully reached structural equilibrium at this temperature.
Figure 6.12(b) gives the results for a repeat analysis on the same library
following annealing for 30 minutes in sulfur vapour at 773 K, during which
the phase-pure kesterite/stannite structure forms within a small region along
the Cu2SnS3–ZnS line system. In this study, the lm crystallised as a phase
mixture over the entire library, with only ternary copper–tin–sulde phases
formed as indicated in the gure. Changes in the metal content of selected
points on the library are tracked in Figure 6.12(c). This shows that more
metal was lost when the precursor composition moved away from the ‘ideal’
Cu : Zn : Sn ¼ 2 : 1 : 1 required for stoichiometric Cu2ZnSnS4, suggesting
that the sulfurisation process was best matched to this central region. An
electrical characterisation of the library by hot probe showed that it was
p-type over its entire area, conrming the results of Tanaka et al.,77 and
photoconductivity spectroscopy indicated that all areas on the library had
a bandgap of 1.48 eV, with a lm composing of Zn to Sn 2.96 and Cu to
(Zn+Sn) 0.49 showing the strongest photoconductivity response. Surpris-
ingly, this deviates substantially from the targeted composition ratios syn-
thesised by other groups such as Katagiri et al.66
The research activity into CZTS and related materials has increased very
rapidly over the past ve years and new developments are being reported
frequently. The current section aims to provide a brief introduction into this
technology. Journals such as Progress in Photovoltaics: Research and Applica-
tions and Solar Energy Materials and Solar Cells, amongst others, provide
greater detail and updates on current developments in this eld than is
possible in this chapter section.6.4 Sulfosalts
Sulfosalts are a family of IV-V-VI chalcogenides that include naturally
occurring silver ores84,85 and have to date had relatively little application to
photovoltaics. Having been known, in mineralogical terms, for many years,
their structure has recently been dened by international committee,86 withFigure 6.12 Phase-composition plots for CZTS.82 (a) Metallic precursors
superimposed onto the ternary Cu–Zn–Sn equilibria phase diagram
at 453 K84 and (b) sulfurised precursors superimposed onto the
quasi-ternary Cu2S–ZnS–SnS2 600 K equilibria phase diagram. (c)
Ternary Cu–Zn–Sn composition plot illustrating elemental changes
during processing: precursor deposition, post-sulfurisation and
post-etching treatment. Note for each plot the intersection of blue
dashed lines denotes stoichiometric precursor ratio (Cu : Zn : Sn ¼
2 : 1 : 1).
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Hg2+, Tl+,.; and B ¼ As3+, Sb3+, Bi3+, Te4+ and C ¼ S2, Se2, Te2.
Sulfosalts are notable for their highly complex crystallographic structure
that can include a modular construction which involves a combination of
interconnected sub units arranged in a ‘box-work’ or ‘super-complex’ struc-
ture.84 This high complexity allows for high versatility through the wide range
of contributing ions and variation of the dimensions of the sub-units, the
connectivity between sub-units and the combinations of types of sub-units
within a particular material. This gives many opportunities for engineering
specic properties such as electronic bandgaps. Indeed, many sulfosalts have
bandgaps that are well suited to terrestrial photovoltaics (see Table 6.1). In
addition, the growth and annealing temperature of sulfosalts are generally
around 200 to 350 C, lower than the typical type conversion anneal
employed for CdTe (450 C) and the growth temperature of CIGS (500 C).
This would suggest potential for simpler and more energy efficient growth
processes and therefore a shorter energy payback time. The fact that many of
the sulfosalt phases are naturally occurring minerals means that they have
formed and remained over geological timescales, which is promising for
high stability.
As discussed in the introduction to this chapter, current successful thin
lm solar cells rely on scarce elements such as Te or In, and ultimately these
will limit their exploitation. The economics of using sulfosalts in thin lm
solar cells are also presented in Table 6.1 where they are compared with more
conventional materials (CdTe and CIGS) by assuming a hypothetical effi-
ciency of 15% and a 2 mm thick absorber layer. The estimated cost (US$ m2)
of each material is based on the prices of the individual elements within the
absorber layer,6 and shows that the raw materials in sulfosalt solar cells
would generally account for a tiny fraction of the overall cost of a complete
module, and is on the whole less than for both CdTe and CIGS cells. Some
compounds are of course more costly than others, with some of the Ag
compounds being signicantly more expensive. However, the viability of
a particular compound will of course depend on many other factors,
including the both the concentrations and availabilities of the elements it is
made from.
The exploitation of a particular compound can be considered, in many
cases, to be dominated by the scarcity of one particular element. These
‘limiting elements’ are identied in Table 6.1 by normalising the weight
fractions of each of the elements in a compound by its estimated global
reserve.10 The global annual production of the limiting element can then be
used to estimate how well the compound would be able meet the current PV
market should it be based solely on this material. For illustrative purposes
this is presented in the table by assuming the 2010 global PV market
(18.2 GWp87) and indicates that at the current rate of production the
elements found in the sulfosalt compounds presented are, probably, more
than capable of meeting the current market demand. A similar analysis for








































































































































































































































































































































































































































































































































































































































































































New Chalcogenide Materials for Thin Film Solar Cells 193difficult to assess because of the incompleteness of the data (as discussed
earlier in this chapter), with the USGS stating that US production gures are
‘withheld to avoid disclosing company proprietary data’8 and the world
resources being based only on tellurium contained in copper reserves. In the
calculation presented here an annual global production of 200 tonnes was
assumed, based on the 2011 USGS estimate of 115 tonnes (for Canada, Japan,
Peru and Russia) plus the 2009 BGS estimate for US production of 50 tonnes.9
This was rounded up to 200 tonnes to accommodate unknown contributions
from other countries such as Germany. The analysis shows that the scarcity
of Te places a greater constraint on the continued use of CdTe than that for
Cd, and it is quite likely that the requirements for the current PV market
alone would exceed current production. For similar reasons it is not possible
to say which of the elements in CIGS will have the greatest restriction on its
exploitation. In, Ga and Se are all scare elements and the simple analysis
presented here shows that current production of all three would be unlikely
to meet all the demands of the PV market.
To date the application of sulfosalts to photovoltaic devices has been
limited. Research into three candidate systems is presented in the following
sections.6.4.1 Cu–Sb–(S,Se)
The key factors for determining the choice of photovoltaic absorber materials
include the energy bandgap (Eg), stability and ability to meet the needs of
future multi-TW markets sustainably. To minimise absorber thickness,
ideally, the bandgap should be direct, with a magnitude in the range 1.2–
1.5 eV. One materials system that shows promise is that based on the sul-
fosalt containing Cu–Sb–S and their sulfo-selenide analogues. The binary
materials of Sb2S3 and Sb2Se3 are possible candidates, but whilst Sb is
signicantly more abundant than indium, with typical annual global mine
production above 120 000 tonnes over the last ve years compared with
about 500 tonnes for indium,9 the sustainability is increased signicantly by
use of the Cu–Sb-chalcogenide ternary. In this section we consider the
ternary compounds in the Cu–Sb–(S,Se) system.
The Cu–Sb–S materials system was the subject of a comprehensive inves-
tigation and review of the Cu2S–Sb3S2 phases published in 1973.88 Apart from
the ternary Cu–Sb–S phases of tetrahedrite and famatinite (Cu12Sb4S13 and
Cu3SbS4, respectively) which are naturally occurring minerals in the copper
antimony sulfur system, the chalcostibite CuSbS2 phase was thought to be
the only naturally occurring mineral phase in the binary Cu2S–Sb3S2 system.
This mineral is orthorhombic and was named aer the Greek terms for
copper and antimony; it was discovered at the Graf Jost-Christian Zeche
mine, Wolfsberg, Harz, Sachsen-Anhalt, Germany in 1835.89 There were
reports of a Cu3SbS3 phase as early as 1890, but it was Skinner et al.90 who
reported synthetic Cu3SbS3 unambiguously in 1972. Both Skinner and co-
workers and Sugaki et al.88 reported the polymorph behavior of Cu3SbS3 that
194 Chapter 6had a reversible transition temperature of between 115 C and 125 C; the
symmetry is orthorhombic above this and below it is monoclinic. Skinner
and co-workers considered it only stable above 359 C though, by quenching,
the phase was found to exist down to room temperature. In 1974, Klnup-
Møller andMakovicky published the rst conrmed report of this material as
a naturally occurring mineral, Skinnerite.91 The Cu–Sb–(S,Se) sulfosalt
system encompasses several potential PV absorber material candidates.6.4.1.1 CuSb(S,Se)2
Early work on synthesised stoichiometric CuSbS2 crystals did not imply that
this material was very promising as a solar cell material. Produced using the
Bridgman–Stockburger method, Wachtel and Noreika92 reported strongly
p-type behaviour for their material, within the limits of their Hall measure-
ments. They concluded that it possessed a low mobility with a correspond-
ingly high carrier concentration and a room temperature intrinsic bandgap
of 0.28 eV,92 conrming a prediction by Wernick and Benson.93 However,
there was uncertainty about the bandgap value for a low temperature phase
due to equipment limitations and a value above 0.58 eV was predicted. The
limited solid solubility of the various phases in this materials system indi-
cated that bulk single or multicrystalline Cu–Sb–S(or Se) material would not
be a strong candidate for PV applications.
More promising results were obtained from the properties of millimetre-
sized single crystals of CuSbSe2 and CuSbS2 grown at 160 C using a sol-
vothermal method as reported by Zhou et al.94 Optical bandgap values of
1.05 eV and 1.38 eV, respectively, were measured and both materials
possessed orthorhombic symmetry with different morphologies for the
different chalcogens; where some of the sulfur is replaced with selenium, the
bandgap can be adjusted to the lower end of this range.
Thin lm PV provides a route to lower cost solar electricity and it is in this
form that Cu–Sb–S,Se materials would be likely to compete. Also, the solu-
bility limits are known to be less rigid for polycrystalline thin lms and work
on thin lm CuSbS2 demonstrated that this material possesses many of the
key features needed for PV applications. CuSbS2 was produced by chemical
bath deposition followed by a 400 C heat treatment, which led to the rst
report of a direct optical bandgap of 1.52 eV and conrmation of p-type
conductivity for this material.95 From a weak photoresponse, the conductivity
was determined to be 0.03 U1 cm1 under illumination and the resistivity in
the dark was measured at 35 U cm. Although the material showed a relatively
high conductivity, it was concluded that, by appropriate processing, it may
be possible to modify the carrier concentration, mobility and bandgap of
Cu(Sb/Bi)(Se/S)2 thin lms for solar cell applications.
Manolache et al.96 selected CuSbS2 as the absorber material for a three-
dimensional solar cell. Thin lms of Cu3SbSe3 were investigated for
hydrogen generation by the photoelectrochemical decomposition of water.
They were produced by electrodeposition of Sb2Se3 and Cu2Se followed by
New Chalcogenide Materials for Thin Film Solar Cells 195heating at 400 C to yield a near single phase material with a measured direct
bandgap of between 1.61 and 1.68 eV. They exhibited p-type conductivity and
carrier concentrations of 1.1  1020 cm3. Details of the processing of the
material and the preparation of devices were as reported by Fernandez and
Turner.97 A Cu–Se layer was electrodeposited on a Sb–Se layer deposited on Cr
plated stainless steel. The bandgap values were extracted from transmittance
and specular reectance versus wavelength measurements. The carrier
concentration and conductivity type were extracted from capacitance–voltage
and current–voltage measurements. These used layers that had electrical
contacts of silver loaded epoxy and used an electrolyte to form a junction.
This conguration was also used measure the bandgap via photocurrent
versus wavelength measurements.98 The feasibility of using this as an alter-
native absorber material to replace CuInS2 is supported because CuSbS2 has
a similar absorption coefficient as the chalcopyrite and kesterite I-III-VI2
(11-13-162) family of semiconductors, with the ionic radius of indium and
antimony being almost equal. These I-V-VI (11-15-162) materials were
investigated by Yu et al.99 as part of an initial screening of materials for PV
applications using their spectroscopic limited maximum efficiency (SLME)
multidimensional approach. The group V (15) elements can exhibit both
a lower (+3) and higher (+5) oxidation state. The highest absorption coeffi-
cients were found by this approach to be related to these metals exhibiting
the low (+3) valency composition—similar to the group III (13) elements.
CuSbS2 is a direct semiconductor, with properties that match those
required for photovoltaic materials.94 Zhou et al.94 produced CuSbS2 and
CuSbSe2 layers using a low-temperature solvothermal method for prepara-
tion of the two semiconductor from Cu, Sb and S(or Se) powders. They used
a device structure similar to that of a dye cell and spray pyrolysis to deposit
the CuSbS2 onto a TiO2 nanoporous material. Dark I–V characterization
showed that Sb-rich material yielded rectifying behavior. Semiconductor
properties were measured and the bandgap values were found to be 1.05 eV
for the selenide and 1.38 eV for the sulde. Colombara et al.100 investigated
the formation pathway of CuSbS and CuBiS thin lms produced by sulfur-
isation of electrodeposited metal precursors.
In 2013, Wilman et al.101 reported a 3.1% solar cell using CuSbS2 layers
produced by conversion of electrodeposited CuSb metallic layers via heating
in owing H2S.
A second low valence composition was shown to be Cu3SbS3 and the
selenide variant.99 Maiello et al.102 investigated thin lms of Cu–Sb–S over
a wide range of compositions using a combinatorial approach. The thin lms
were produced in a two-stage process in which the Cu–Sb precursors were
deposited by magnetron sputtering followed by evaporation of a sulfur layer
and conversion in a tube furnace. In a paper focused on conversion condi-
tions of the metal precursors, these authors reported conversion of
a predominant ternary phase of Cu3SbS3 from xed composition precursors
and demonstrated that the material yielded a bandgap of 1.83 eV. Using
a range of S to Se ratios, the group demonstrated that the bandgap of the
196 Chapter 6material could be varied from 1.83 eV for the pure sulde to 1.38 eV for a Se-
rich compound,102 poor material adhesion preventing reliable characteriza-
tion of the pure selenide. The paper reported a photoresponse for these
materials and a 1.8 eV sample was processed as a solar cell, demonstrating an
active device with a very low efficiency (<1%).
A number of other groups are working on Cu–Sb–S materials with most
concentrating on CuSbS2 compositions.103,104 This promising material
requires further work to enable it to reach a breakthrough efficiency level
of 10%.6.4.2 Cu–Bi–S
Cu3BiS3 is a sulfosalt material that has been identied as a candidate
material for the absorber layer in photovoltaics. It takes the mineral name,
Wittichenite, aer the locality of the mine in Germany where it was discov-
ered.105 Past studies have shown that it possesses a bandgap within the
optimal range for solar radiation and has a high optical absorption coeffi-
cient—both critical characteristics for an absorbing material for use in solar
cells.
If Cu3BiS3 is found to be suitable for use in thin lm solar cells it will have
two signicant advantages over the established CdTe and CIGS cells. The rst
is relative abundance of constituent materials. In 2008 the USGS estimated
world reserves of bismuth, tellurium and indium at 320 000 tonnes, 21 000
tonnes and 11 000 tonnes, respectively.6 Mineral scarcity could limit cells
using indium to a few GW106 and cells using tellurium to 100 GW.107
Bismuth’s second advantage is that it is non-toxic; it is used as a lead
replacement in solders and ammunition, and is also used in pharmaceuti-
cals.6,108 The toxicity level of current materials is high, so care must be taken
at the manufacturing stage and again at the decommissioning stage of the
cell’s lifetime, further increasing costs.
In the past decade or so several groups have studied layers of Cu3BiS3
deposited by different methods and their studies suggest it ought to be
suitable for PV applications but to date no PV cells have beenmade using this
compound.
In the mid-1990s Nair and co-workers produced lms of Cu3BiS3 using
chemical bath deposition to deposit a multilayer of Bi2S3 and CuS directly
onto glass. The multilayer was than annealed in air. Using XRD, the lms
annealed at 250–300 C for 1 hour were shown to contain Cu3BiS3. The solid
state reaction pathway, 6 CuS + Bi2S3 / 2 Cu3BiS3 + 3 S, was suggested. The
lms were found to have high optical absorbance in the visible region and to
display p-type conductivity.109 Later layers of Cu3BiS3 were grown using
chemical bath deposition to deposit a single lm of CuS onto a single lm of
Bi2S3; annealing at 250–300 C again produced lms of Cu3BiS3. These lms
were found to have high optical absorption in the visible region with an
absorption coefficient of 4  104 cm1 at 500 nm. They were p-type and had
an electrical conductivity of 102 to 103U1 cm1, leading Nair et al. to suggest
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Following on from this work, in 2003 Estrella et al.111 reported that lms of
Cu3BiS3 can also be formed following the solid state reaction pathway 3 CuS +
Bi/ Cu3BiS3. Bismuth was thermally evaporated onto chemically deposited
CuS lm and then heated to 300 C for 1 hour. Almost complete conversion to
Cu3BiS3 took place to give lms with an absorption coefficient greater than
105 cm1 at 650 nm and a bandgap of 1.2  0.1 eV, but with a mobility
lifetime product inferior to current materials used in solar cells. It was sug-
gested the mobility lifetime product might be improved by optimising the
heating process.111
In the mid-2000s Gerein and Haber112 reported that Cu3BiS3 lms could be
grown using DC magnetron sputtering to create a copper and bismuth
precursor on quartz substrate followed by reactive annealing in an H2S
atmosphere. Bismuth depletion was observed at high temperatures and the
reaction was sluggish at low temperature. Therefore long annealing times at
low temperature were required to produce Cu3BiS3.112 The morphology of
lms using this method and another similar method using radio frequency
(r.f.) magnetron sputtering to deposit metal sulde precursors was investi-
gated, but it was concluded that reactive annealing of sputtered precursors
was not suitable for the production of Cu3BiS3 lms smooth enough and
continuous enough for use in PV.113 However, subsequent studies showed
reactive sputtering of Cu–S and Bi onto a hot substrate could produce lms of
phase pure Cu3BiS3 lms that were crystalline, smooth and continuous.
These lms had a bandgap of 1.4 eV and an optical absorption coefficient of
105 cm1 at 650 nm which would make them suitable for use in PV.108,114
More recently Mesa and co-workers prepared Cu3BiS3 lms by reactive
evaporation. In a sulfur atmosphere Bi was thermally evaporated onto a glass
substrate held at 300 C. Then Cu was thermally evaporated onto the Bi–S
layer, also in a sulfur atmosphere and with heated substrate. This produced
a Cu3BiS3 layer with no other phases identied independently of the mass
ratio of Cu and Bi (within the limits of the study). Again, they had a high
absorption coefficient of more than 104 cm1 and a bandgap of 1.41 eV.114
However, the mass ratio did have an effect on transmittance and
morphology.115
Researchers at Bath University have used electrodeposition of copper and
bismuth metallic precursors on molybdenum-coated glass. The precursors
were then annealed in sulfur vapour at 450–500 C for 30 minutes under
owing nitrogen gas. The resulting lms were uniform and adherent, and
had a photocurrent response.116 Further work concerning the phase evolu-
tion of Cu3BiS3 lms grown by this method was reported by Colombara
et al.100 In this study precursors were deposited either simultaneously or in
layers. During heating it was found the reaction to Cu3BiS3 proceeds via the
binary sulphides, but the conversion of Bi to Bi2S3 is much slower than Cu to
CuS. In the case of the co-deposited precursor the sample must be heated
slowly to ensure full conversion to Bi2S3 before the melting point of bismuth
198 Chapter 6(271 C) is reached, otherwise the bismuth will melt and segregate affecting
the morphology of the nal lm; this appeared not to happen with the
layered precursors.100,114
One of the authors of this chapter (McCracken) is currently applying
a combinatorial approach to the copper–bismuth–sulfur system. DC
magnetron sputtering is used to deposit copper and bismuth metallic
precursors. The sputtering targets are aligned so that the deposition is
graded to give a library precursor with a lateral gradient in metal composi-
tion. Both simultaneous and layered deposition of copper and bismuth are
being explored. In an attempt to covert this to the desired Cu3BiS3 phase,
elemental sulfur is introduced by thermal evaporation directly onto the
precursor. The sulfurised precursor is then sealed in an evacuated ampoule
and heated. This approach has been successfully used to create lms of
CZTS. For Cu3BiS3, the heating conditions used were adapted from Gerein
and Haber.112 The sample was heated to 260 C to avoid melting bismuth and
was held at this temperature for 30 hours. Unfortunately Cu3BiS3 was not
identied on the libraries. It was thought 260 C could be too low to facilitate
conversion to Cu3BiS3 using elemental sulfur. In order to heat to a higher
temperature a two-step anneal was attempted. The rst stage was at 250 C to
convert Bi to Bi2S3 without melting any bismuth metal present and, since
Bi2S3 has a much higher melting point, a second anneal was preformed at
500 C. A second layer of sulfur was deposited between anneals to make sure
enough sulfur entered the system. XRD showed some regions of the double
annealed library contained phase pure Cu3BiS3.
The double anneal method is being investigated in the hope of producing
high quality Cu3BiS3 lms and it may be possible to replace the double
anneal with a carefully controlled single anneal. In addition a secondmethod
is being explored. Instead of thermally evaporating sulfur onto the lm,
a sulfur pellet is heated with the precursor in an evacuated ampoule. The
pellet melts and lls the ampoule with sulfur vapour. A pellet large enough to
saturate the atmosphere was used and, over a range of temperatures,
preliminary results show the formation of ternary phases but not Cu3BiS3.
There was also large degradation of lms. Although discouraging, this
method is simpler and removes a processing stage requiring a high vacuum.
For these reasons it is being investigated in the hope that the conversion and
adhesion problems can be resolved and Cu3BiS3 grown reliably.6.4.3 Sn–Sb–S
The compositions of the known crystalline phases in the Sn–Sb–S system are
presented in Figure 6.13(a), with the majority of the ternary phases lying
along a tie line joining SnS and Sb2S3. These phases include Sn2Sb2S5, which
has recently been examined by Gassoumi and Kanzari,117 who grew thin lms
by thermal evaporation from a Sn2Sb2S5 source that had been prepared by
annealing a stoichiometric mixture of the individual elements in an evacu-
ated quartz tube at 600 C. Aer cooling, the resulting material was identied
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material for vacuum evaporation onto unheated glass substrates. The
resulting lms were found to be polycrystalline Sn2Sb2S5 with strong (104)
preferred orientation; annealing in air at temperatures up to 250 C had little
effect on the grain sizes of the lms, which remained at around 20 nm.
Electrically, the lms were described as being highly compensated in their as-
deposited state, and exhibited low resistivity and n-type conduction aer
annealing. Optical measurements revealed two direct bandgaps, both of
which resulted in high optical absorption coefficients (104 to 105 cm1),
which dropped with increased annealing temperature. The lower bandgap
(1.52–1.78 eV) was attributed to electron transitions from the valence to
conduction band, and the higher bandgap (1.80–1.96 eV) attributed to the
valence band spilling due to the crystal eld of the lattice. However, the
presence of two bandgaps has also been attributed to the coexistence of two
structural phases, crystalline and amorphous Sn2Sb2S5,118 which is consis-
tent with the XRD results presented in their earlier study.
Gassoumi and Kanzari119 have also examined SnSb2S4, which was found to
be amorphous in the as-deposited state and crystalline following annealing
in air at temperature of up to 275 C. The thickness of the lms was found to
have a signicant effect on electrical and optical properties, with lms <600
nm in thickness undergoing a dramatic transition from semiconducting to
metallic behaviour at 150 C as demonstrated by a hysteresis in their elec-
trical resistance. Optical measurements showed the bandgap of the as
deposited material gradually reduced from 1.3 to 1.0 eV as lm thickness
increased from 300 to 800 nm, and dropped to below 1 eV on annealing in air.
The Sn–Sb–S system has also been examined in two combinatorial
studies,120,121 Dittrich et al.120 used co-evaporation of pure elements or binary
suldes (Sb2S3 and SnS) to grow one-dimensional libraries on both bare and
Mo-coated oat glass substrates. This provided a compositional gradient of
30% over the library’s length and allowed compositional changes in prop-
erties to be easily resolved. Phase identication by XRD was reported to be
‘very difficult to interpret’. The Sn–Sb–S system has several phases over its
full compositional range, as can be seen in Figure 6.13(b), many of which
have a low symmetric structure that results in complicated diffraction
patterns, with analysis confounded further by possible preferred orientation.
The effect of substrate temperature was noted to have the following struc-
tural effects:
 up to 150 C, amorphous lms produced;
 from 150 to 250 C crystalline layers with highly preferred orientation;
 above 250 C ‘statistical oriented sulfosalt structures observed’.
Optical measurements showed evidence of both direct and indirect
bandgaps, with the direct bandgaps ranging from 1.3 to 2.2 eV, with an ideal
1.5 eV found at around a Sn : Sb : S ratio of 1 : 1 : 2. Results from thermo-
power measurements were found to be very strongly dependant on the
200 Chapter 6S content, with S#51% appearing to give p-type conductivity whereas S >54%
appeared to give n-type conductivity, which is consistent with the n-type
Sn2Sb2S5 lms grown by Gassoumi and Kanzari.122 p-type lms grown on Mo-
coated glass were used to make libraries of devices with a substrate structure,
as usually used for CIGS devices, with a 30–50 nm thick CdS buffer layer
(grown by chemical bath deposition) followed by a i-ZnO/Al:ZnO front
contact. Under 1000 Wm2 illumination, the best device gave VOC ¼ 0.208 V,
JSC ¼ 133 A m2, FF ¼ 38% and h ¼ 1.05%. The best results for an all
sputtered Sn–Sb–S cell are VOC ¼ 0.24 V, JSC ¼ 71 A m2, FF ¼ 56%,85
equivalent to h ¼ 0.95%.
The Sn–Sb–S system has recently been re-examined in a combinatorial
study by Ali et al.,121 during which one-dimensional libraries were grown on
soda lime glass microscope slides using a similar technique to that of Dit-
trich et al.,119 with separate Sb2S3 and SnS thermal evaporation sources and
unheated substrates. The crystallographic structures of the libraries were
assessed by XRD and were found to depend strongly on the temperature of
a post-deposition anneal under Ar. As-deposited libraries had a poly-
crystalline structure, and libraries annealed at $150 C were amorphous at
Sb concentrations above 25 at%. While the library was noted to be poly-
crystalline at lower Sb concentrations, a strong preferred orientation again
prevented the identication of which specic phases were present. The
transition to amorphous structure at higher annealing temperatures is
somewhat unexpected; especially as high temperature annealing is usually
promotes the crystallisation of amorphous lms and, as previously
mentioned, higher growth temperatures (>150 C) are associated with crys-
talline Sn–Sb–S lms.116 In the study by Ali and co-workers,121 spectral
photoconductivity measurements gave an optical bandgap of between 1.35
and 1.4 eV across the whole compositional range, irrespective of whether the
lm was amorphous or crystalline, with the strongest photoresponse found
at the higher Sn concentrations. Hot probe measurements generally showed
n-type conductivity, with some evidence of p-type conductivity in a library
annealed at 325 C. Overall, the tendency found by Ali and co-workers for Ar
annealed lms to be amorphous at Sb concentrations >25 at%, and exhibit n-
type conductivity and have a bandgap of around 1.3 eV, draws comparison
with Gassoumi and Kanzari’s results for SnSb2S4 lms.120
Compared with other materials there is relatively little published work on
potential photovoltaic materials within the Sn–Sb–S system. From what we
have seen it appears that the combinatorial studies are generally consistent
with those that have targeted specic phases, with the most promising
composition lying around that of Sn2Sb2S5. This gives a high optical
absorption coefficient and a bandgap that is favourable for thin lm
terrestrial photovoltaics. However, the carrier type depends strongly on S
content, with a tendency to produce n-type conductivity that would be
difficult to accommodate in conventional cell structures, although p-type
conductivity may be practical by producing a S decient lm. Gassoumi and
Kanzari have shown that moving from Sn2Sb2S5 to SnSb2S4 results in
Figure 6.13 Compositions of known phases of selected ternary compounds based
on data from the International Centre for Diffraction Data (ICDD).
(a) Cu–Sb–S. (b) Sn–Sb–S.
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according to Ali et al.); this may be accompanied by a tendency to an
amorphous structure.1216.5 Conclusions
There are many promising chalcogenide materials that have potential as
absorber layers for thin lm PV applications. The predicted growth in solar
PV to multi terawatt scale implementation and production requires the
development of materials to be focused on those that will not be constrained
by production or scarcity. The rate of growth of the world PV market has
decreased in the past three years largely due to the global economic down-
turn following the nancial crisis of 2008–2009. However, growth is begin-
ning to increase again and this will need to accelerate if the goals for
reducing carbon and increasing energy security through the implementation
of solar PV electricity production are to be met. The timescale for change is
short with many targets for major carbon reduction targeted at 2020 and
2050. To identify and develop suitable new materials within this period
places additional demands on the research community to identify rapid
processes to screen, identify and investigate suitable materials and devices
based on these. This chapter has shown that combinatorial techniques have
been used to ll this role. However, whilst these techniques are promising,
the practical application of them to materials development needs to be
carefully considered. The ability to select processing conditions that enable
synthesis of samples with widely varying composition needs to take into
account the effect across the combinatorial materials libraries. The chal-
lenges include identication of process conditions which allow suitable
quality of libraries to be produced that will allow their characterisation. The
development of a comprehensive range of characterisation techniques is
needed to enable interrogation of both materials and optoelectronic prop-
erties, at suitably high resolution on thin lms. The extension of the use of
these techniques to device and multilayer structures will also require
signicant challenges to be overcome. The process has begun and the
prospect of overcoming these challenges represents an exciting new prospect
for the development of thin lm PV materials.
The application of rapid screening has been used in the copper–zinc–tin–
sulfur system. However, most of the development of this promising material
for PV has relied upon conventional development approaches. With
conversion efficiencies for the sulphur selenide form of the absorber already
exceeding 12.5% and both vacuum and non-vacuum processing being used
successfully to synthesis the material, the possibility of sustainable thin lm
PV is almost within our grasp. This chapter has also shown that there are
other related materials in the sulfosalt family (the denition of which has
been relaxed to include the selenide containing variants). From this family,
the materials that have received some attention from the authors and other
researchers include those based on copper–antimony and copper–bismuth,
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at a very early stage of development with a relatively small research effort
underway. A combinatorial approach would be a possible route to screening
these materials for rapid development and the authors have used such an
approach for initial studies.
The chapter has provided a brief overview of materials, sustainability
issues and some new development approaches that face the eld of thin lm
PV technologies for the challenging and exciting years ahead.References
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Upward trends in energy costs are a powerful driver in the development of
new energy sources and efforts to reduce the relative costs of a range of
technologies. This is the case for the III–V semiconductor compounds, which
are traditionally1 an expensive photovoltaic (PV) technology whilst also being
the most efficient, with corresponding advantages and disadvantages.
Principal among the disadvantages are the relatively complex synthesis
and device fabrication, and corollary issues such as availability of relatively
rare elements (In, Ga).2 These two points are largely responsible for the
higher cost. Among the advantages, however, are a number of materials
characteristics which help make III–V solar cells the most efficient photo-
voltaic materials available at present. The main reason for this is the exible
combination of a range of materials from binary to quaternary compounds,
with a corresponding exibility of bandgap engineering. More signicantly,
a number of these compounds interact strongly with light, since they largely
retain direct bandgaps and correspondingly high absorption coefficients,
and therefore also tend to radiate light efficiently. This is a class of materialsRSC Energy and Environment Series No. 12
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210 Chapter 7which therefore features most of the opto-electronically efficient
semiconductors.
With these advantages, the III–V semiconductors are a exible group of
materials well suited for opto-electronic applications. They are therefore
good materials for high efficiency solar cells using the basic single junction
concepts developed since the early days of photovoltaics. The bandgap
engineering aspect allows this class of cells to be tailored to different spectra
(e.g. global, direct concentrated or space spectra) and their corresponding
applications. Moreover, they are ideally suited for the fundamental devel-
opment of new concepts because the exible bandgap engineering properties
allow new designs to be investigated.
The overall result of these considerations is that niche applications
requiring high efficiency or fundamental research have largely driven III–V
photovoltaic development to date. Historically, the rst and most important
niche application has involved space applications where low weight and
hence high efficiency combined with reliability is the prime concern. This is
currently being supplemented by terrestrial applications using the cost-
reducing solar concentrator technologies.
The following sections address some materials aspects of III–V solar cell
development with a focus on design for maximum efficiency resting on the
exibility afforded by this family of materials.7.2 Materials and Growth
7.2.1 The III–V Semiconductors
The III–V semiconductors are based on group III (boron group) and group V
(nitrogen group) elements as illustrated in Figure 7.1. This common
diagram3 locates the most interesting compounds for photovoltaic applica-
tions in terms of their bandgaps and lattice constants as reported in a range
of sources.4–7 Also shown is the terrestrial solar spectrum AM1.5 allowing us
to see the III–V materials in the context of available power, and demon-
strating good coverage of almost the entire terrestrial spectrum.
The most commonly used substrates are rst GaAs and then InP, which
incidentally possess bandgaps near the ideal for solar conversion. Further-
more, materials compatible with these substrates are the most technologi-
cally important. These are rst of all lattice matched compounds, which can
be grown without strain relaxation and associated defects reducing device
performance. The dashed arrows in Figure 7.1 indicate substrate lattice
parameters and we include here the two main group IV semiconductors Ge
and Si, which provide possible routes to lower cost fabrication via hetero-
geneous growth. We note in passing that Ge is close to a lattice match with
GaAs, and that a small amount of In to GaAs can allow exact lattice matching
to low-cost Ge substrates. The substrate is therefore frequently used in triple
designs as the lowest bandgap component. In addition to the binary
compounds, a rich family of ternary and quaternary compounds are available
Figure 7.1 Signicant III–V semiconductors in terms of 300 K lattice parameters
and bandgaps, with the horizontal dashed area indicating the range
of GaInAsP compositions, and positioning common III–V and group
IV substrates in the context of the solar spectrum (shaded area upper,
right axis).
III–V Solar Cells 211by substitution of a range of fractions of different group III and group V
atoms while maintaining a stoichiometric III–V ratio.
Considering rst the GaAs materials family, the ternary compound Alx-
Ga1xAs is historically the rst extensively studied material.8–10 It retains
a direct bandgap greater than GaAs over the greater part of the compositional
range and remains nearly lattice matched to GaAs across the entire range of
Al fractions (Figure 7.1). Residual strain can be essentially eliminated with
the addition of a small amount of phosphorus allowing lattice matched
AlAs0.96P0.04 growth on GaAs. However, it suffers from materials issues
related primarily to Al and associated recombination DX centres,9–11 which
limit device efficiencies unacceptably. Furthermore, these compounds are
increasingly unstable and highly reactive with increasing Al composition.
212 Chapter 7As a result, despite the seemingly ideal bandgap engineering potential of
these compounds, their use in photovoltaic cells is largely limited to window
layers, tunnel junctions and some work on heterojunction AlGaAs/GaAs
concepts.12 Nevertheless, there exist other less reactive Al ternary and
quaternary compounds with gaps greater than GaAs. The chief amongst
these for photovoltaic applications is AlInP lattice matched to GaAs. It is an
important window layer and usually preferably to AlGaAs due to its lower
reactivity.
Considering phosphides, the ternary compound Ga0.515In0.485P is also
lattice matched to GaAs. The gap of this material varies as a function of sub-
lattice ordering: an ordered group III lattice yields a direct gap of 1.96 eV,
which is reduced, depending on the degree of disorder, by up to 0.5 eV.13
For bandgaps lower than GaAs, there is a shortage of attractive
III–V compounds compatible with GaAs. The quaternary solution,
In1xGaxNyAs1y nitrides, has been proposed14 as the addition of just a few
percent of nitrogen allows lattice matching and an ideal third junction
bandgap. However, it also introduces crippling material defects that lead to
unacceptably short minority carrier lifetimes for reasons that are not fully
understood, although interstitial nitrogen has been shown to play a role.15
But despite slow progress for some time, a breakthrough has recently been
achieved with the pentenary GaInNAsSb by Sabnis and colleagues at Solar
Junction, who have reported an independently veried world record effi-
ciency of 43.5% at 400 suns.16 Despite this impressive result, details are
unavailable and the performance of this novel pentenary dilute nitride is ill
dened.
Following this impressive result, a new 44.7% four-junction record17 was
achieved in 2013. This avoided nitride materials and instead used wafer
bonding to combine two independently grown dual-junction structures. The
structures consist of a GaInP/GaAs tandem wafer bonded to a GaInAsP/
GaInAs tandem, achieving the 44.7% record in a direct spectrum for
a concentration of 297 suns. This is currently the absolute record efficiency
albeit at some cost in materials and in fabrication complexity.
Concerning substrates of InP, only the ternary In0.53Ga0.47As of bandgap
approximately 0.72 eV is lattice matched to it. As we will see this is a non-
ideal bandgap combination for multi-junction designs. More fundamentally,
InP, despite its near ideal band structure and corresponding limiting effi-
ciency of 31%, achieved just 22% two decades ago with no certied progress
since,18 although related work19 continues on cells lattice matched to InP
substrates. This is due partly to inherent performance issues and to the
fact that InP is a relatively dense and rather brittle material,20,21 therefore
posing handling difficulties and making industrial low-cost development
challenging.
The overall conclusion is that the quaternary compound GaInAsP is
currently the most important materials family, including as it does
compounds lattice matched to all the major substrates in use. It comprises
as subsets the three important ternary phosphides—GaAsP, GaInP and
III–V Solar Cells 213InAsP—as well as the all-important GaInAs materials family, essential in
a wide range of applications.
This overview of materials leads us to the conclusion that compounds of
the GaInAsP family on GaAs and Ge substrates are the most promising. The
following sections give an overview of some progress in the development of
designs based on these materials.7.2.2 Growth Methods
A brief mention of III–V growth22 is key to understanding the cost of these
materials. To start with, wafer growth is by standard single crystal boule
fabrication usually by one of two methods.
The rst is the Czochralski method, where a single crystal seed of the
material in a known crystal orientation is placed in contact with a melt
comprising a liquid solution of the same material, which may be encapsu-
lated to prevent the evaporation of some species, and in particular As. The
crystal is pulled slowly from the melt producing a single crystal ingot or
boule.
The similar oat zone and Bridgman alternatives consist of moving the
melt away from the seed, rather than pulling the seed and crystal away from
the melt. The recrystallisation occurs behind the moving heater and asso-
ciated melt zone, resulting again in a single crystal boule. This method has
one advantage in that impurities are expelled from the melt at the interface
with the crystal. By this means, very high purity crystals can be achieved by
repeated passes with the impurities segregated in the section of the boule
furthest from the seed.
The boule is subsequently mechanically cut into wafers. Following this,
surface treatment such as polishing produces the nal single crystal wafers
ready for further processing. The processing may consist of direct conversion
into devices. For solar cells, the process consists primarily of diffusion or ion
implantation of doping proles dening the junction and enabling photo-
voltaic action, followed by additional essential features such as metal con-
tacting which is an art we will not explore further here.
The steps described so far allow fabrication of single junction solar cells.
More sophisticated structures are made using such wafers as growth
substrates by further epitaxial growth techniques.
The rst class is the relatively low-cost chemical vapour deposition
methods. The dominant variant is atmospheric pressure metal organic
vapour phase epitaxy (MOVPE) or metal organic chemical vapour deposition
(MOCVD). This is a technique whereby metal organic precursor gases,
optionally including dopant species, are owed through a growth chamber.
The precursors impinge on the wafer, placed on a temperature controlled
stage, leading to epitaxial growth at a rate of the order of microns per hour.
A simple example is trimethylgallium (TMGa) and arsine (AsH3) in a H2
carrier react [Ga(CH3)3 + AsH3 / GaAs + 3 CH4] forming epitaxial GaAs
monolayers.
214 Chapter 7In principle any number of sources can be attached to a growth reactor.
Switching between these enables the layer-by-layer growth of heterogeneous
semiconductors within limits set by material properties of strain and reac-
tivity, and material-specic residual background levels that may accumulate
in the reactor.
Further techniques such as low pressure chemical vapour deposition
(LPCVD) are variations on the same theme, each with its strengths and
weaknesses. Overall, however, MOCVD is much used due to its relatively low
cost and the monolayer control achievable in the best conditions.
The second higher cost growth method is molecular beam epitaxy
(MBE). In this ultra-high vacuum technique, ultrapure precursor solids
are placed in radiatively heated graphite Knudsen cells attached to the
growth chamber containing the substrate. Opening shutters on the cells
allows a molecular beam to be emitted from the cell at a temperature
controlled rate. This beam impinges on the temperature controlled
substrate stage, which may be angled to adjust growth modes and
conditions, and rotated to optimise growth uniformity. A range of
Knudsen cells are usually attached to a MBE reactor in order to deposit
heterogeneous structures on a single substrate, with the same limitations
due to geometry and materials properties. Here variants again exist, for
example, gas-source molecular beam epitaxy (GSMBE) or metal organic
molecular beam epitaxy (MOMBE).7.2.3 Heterogeneous Growth
The layer deposition methods outlined above allow excellent two-dimen-
sional control of different materials, but there are fairly tight limitations on
the heterostructures that can be grown. The rst, which we will not mention
in detail, is that certain species with high sticking coefficients, for example,
have an unfortunate tendency to haunt growth chambers (e.g. by dynamically
adsorbing and desorbing from their surfaces). This can seriously contami-
nate subsequent layers and must be avoided by growth chamber purges
which signicantly increase machine downtime and deposition cost.
Furthermore, ideal growth conditions differ for different materials. In
particular, different growth temperatures are routinely needed for different
materials, but must be carefully optimised to take account of different
thermal coefficients of expansion, of solubility, and therefore of elemental
species migration. The greatest difficulty in this class is generally dopant
diffusion, as in the well-known case of highly mobile Zn diffusion in
AlGaAs/GaAs.
Finally, an all-important heterogeneous growth consideration is the lattice
constant. Sequentially growing layers with different lattice constants in the
same stack gives rise to strain. The total strain energy increases with the
thickness of the layers deposited. Above a limit known as the Matthews–
Blakeslee23 critical thickness, the cumulative strain energy density at the
heteroface becomes greater than the bond energy and the total system energy
III–V Solar Cells 215releases strain potential energy by breaking bonds in the interface region.
This is strain relaxation, which generates dislocations that seriously
compromise cell performance and even structural integrity. The Matthews–
Blakeslee limit is a function of materials parameters, the lattice constant and
elasticity tensors. For example, no more than approximately 351 Å or so of
In0.01Ga0.99As, that is about 60 monolayers, can be grown on GaAs before the
limit is exceeded and mist dislocations are generated.
However, solutions to the lattice mist problem have been implemented.
One is strain compensation in multilayer structures with alternating
compressive and tensile strain layers. Another is to allow the layer to relax. It
is seen that aer a sufficient further layer thickness, the dislocation density
can return to reasonably low levels, sufficient for some device applications.
This is known as the virtual substrate or relaxed buffer technique by meta-
morphic growth. Finally, a variation on this is the graded buffer growth
technique,24 which has been used with some success in multi-junction solar
cells. With this method the composition is varied in incremental steps,
restricting the dislocations in each case and again producing an effective
virtual substrate.
7.3 Design Concepts
Improving design starts with understanding losses. In solar cells under
illumination these include extrinsic losses such as reection or external
resistance, and intrinsic, such as optical and electrical transport losses.
The optical losses result from poor light–matter interaction and, rst of
all, inefficient light absorption. The transport losses can be described
under the umbrella of nite carrier lifetimes and corresponding recom-
bination loss via a range of channels. Understanding and addressing
these loss issues can be achieved most reliably via numerical model-
ling,25–27 which can deliver exact solutions to analytically intractable
problems. These are obtained at the expense, however, of some physical
understanding, though this can be recovered by sweeping large parameter
spaces. These numerical methods are usually required for complex
materials and structures.
Understanding can also be gained via analytical methods by applying
approximations resulting from exploring physical processes in limiting
cases. In this case precisely the reverse is true in that greater understanding
is achieved at the expense of physical accuracy though this may, however, be
recovered by rening the theoretical picture. Furthermore, this approach is
well suited to crystalline materials and structures symmetrical enough to
lend themselves to analytical methods, as is the case with many III–V
designs.
The following sections follow the second route and apply analytical models
to a range of scenarios. We rst develop a picture of the dominant sources of
efficiency loss and investigate some examples of solutions that may address
these losses.
216 Chapter 77.3.1 Light and Heat
We now examine the fundamental losses of light absorption and heat
dissipation in order to dene the basic concepts of solar cell design and the
answers that III–V materials may bring to the issue. Of the rst category of
optical losses mentioned earlier, we start with the transparency of the cell to
photons with energies below its bandgap. This obvious and important fact in
cell design is illustrated in Figure 7.2, which shows the fraction of the inci-
dent AM1.5G spectrum with energy below gap that is transmitted through
a cell. The resulting transparency loss as a function of bandgap is illustrated
in Figure 7.3. This loss is small for low gap materials as expected, and rises
with increasing bandgap. InP, for example, is subject to a 26.6% transparency
loss.
The next fundamental loss is thermalisation (Figure 7.2), whereby carriers
photo-excited with energies greater than the bandgap Eg rapidly thermalise,
mainly via collisions with the lattice, establishing a steady state minority
carrier population with a quasi-Fermi level (QFL) near the band-edge. The
photogenerated carriers are harvested with a xed energy close to that of
the lowest energy photons absorbed, wasting the remainder largely as heat.
The resulting loss is shown in Figure 7.3 and this time shows an unsurprising
high thermalisation loss for low bandgaps. For InP, again, the loss is a 26.7%,
nearly identical to the transparency loss. This symmetry is consistent with
the fact that InP is close to the optimum bandgap, as we will see with more
exact methods. Together, the transparency and thermalisation loss mecha-
nisms lead to a total maximum efficiency of 46.7%, as shown on Figure 7.3 by
the solid line combining both loss mechanisms.Figure 7.2 Illustration of losses with respect to the AM1.5G spectrum in a GaAs cell,
showing transparency loss for photons with less energy than Eg, and
thermalisation loss for electrons and holes absorbing photons with
energy greater than Eg.
III–V Solar Cells 217For a an ideal GaAs cell with no further losses, integrating the potential
power as described shows that the total maximum efficiency with only
thermal and transmission losses is 45.1%. This limit is set by incident energy
losses of 24.8% by thermalisation and 30.1% through transparency, which is
consistent with the slightly higher bandgap of GaAs compared with InP.
Finally, the best case cell efficiency from this analysis is 48.8% for
a bandgap of 1.13 eV—surprisingly close to silicon.
Having set out the basic mechanisms illustrating the trade-off between
greater absorption and greater thermal loss, we now develop a more accurate
picture of efficiency limiting mechanisms in solar cells, in order to address
the resulting issues.7.3.2 Charge Neutral Layers
The rst transport loss is the well-known Shockley28 injection current in the
dark, whereby majority carrier electrons and holes diffuse from an n or p
region across the built-in potential or junction bias under a concentration
gradient and against the junction potential. They diffuse into a charge
neutral region where they are minority carriers and therefore recombine,
giving rise to a net current.
The diffusion or injection rate is a function of how long the diffusing
carriers remain as minority carriers before recombining—the faster they
recombine, the faster they are replaced, thereby increasing the injection
current. This is characterised by hole minority carrier lifetimes sn in the
n-doped charge neutral region and likewise sp for electrons in the p-doped
charge neutral region or, via the Einstein relationships Ln ¼ [sn Dn]1/2 and
Lp ¼ [sp Dp]1/2 in terms of electron and hole diffusion constants Dn and Dp,
respectively, and diffusion lengths Ln, Lp across charge neutral widths xpFigure 7.3 Effects of thermal and transmission losses on single junction solar cell
efficiency as a function of cell bandgap considering no other losses.



























































where nip is the intrinsic carrier concentration in the p layer doped at a level
NA, of surface recombination velocity Sn, and corresponding parameters nin
and ND in the n doped layer with its recombination velocity Sp.
The Shockley injection formalism, operating under the impetus of
a concentration gradient, does not differentiate between bulk transport
recombination mechanisms (whether radiative or non-radiative). The life-
times follow an inverse sum law of contributions from a range of recombi-
nation mechanisms, the most important of which are radiative transitions
across the gap and non-radiative recombination with phonon emission. The
latter usually dominates in charge neutral layers as a consequence of doping
as we will see later in this discussion. We will also see that, although the
Shockley injection does not discriminate between radiative and non-radiative
processes, explicitly modelling the upper limit of the radiative recombination
can enable us to dene an explicitly non-radiative Shockley injection level.
The photocurrent from these layers can be evaluated using standard one-
dimensional analytical methods in the depletion approximation.30 We repeat
them briey here to show the complementarity of light and dark solutions and
increasedmodel reliability that results, and the understanding that this yields.
Neglecting possible optical reections at the back contact, the generation
rate G at position x is determined by the Beer–Lambert law relating incident
ux F, reectivity R and absorption coefficient a as:
Gðx; lÞ ¼ Fð1 RÞaeax (7.2)
The resulting photocurrent collected from the charge neutral fraction of
the p layer can be evaluated from the excess minority carrier concentration
Dnp, relative to equilibrium in the dark. This is determined, in the absence of
an electric eld term in the charge neutral layers, from the balance of








which can be solved with appropriate boundary conditions given by surface
recombination and the depletion approximation.3 A similar expression
III–V Solar Cells 219for Dpn yields excess minority carrier concentration in the charge neutral n
layer. Thephotocurrent fromboth chargeneutral layers is givenby the gradient,
with the appropriate sign, taken at the p and n layer depletion edges, of the
minority carrier concentrations. The sum of these two photocurrents denes
the charge neutral layer contribution to the total solar cell photocurrent, JPH.
7.3.3 Space Charge Region
The space charge region (SCR) non-radiative recombination dark current can
be expressed in terms of hole and electron diffusion proles extending across
it. This is the Shockley–Read–Hall (SRH) formalism,31 which can be
expressed analytically in terms of carrier densities n and p as a function of







snðpðxÞ þ ptÞ þ spðnðxÞ þ ntÞ

dx (7.4)
This current describes the non-radiative recombination considering only
mid-gap trap levels (the most efficient for recombination) and a space charge
layer with trapped electron and hole densities nt and pt, and electron and
hole non-radiative lifetimes sn and sp, respectively.
In the space charge region under illumination, the injected majority
proles are perturbed by a small population of free carriers collected at the
depletion edges, and of free carriers photogenerated in the SCR. The trans-
port of these excess free carriers is dominated by dri and lifetimes much
greater than the short transit time across the depletion layer. For this reason,
the photocurrent contribution from the space charge region is assumed to be
equal to the integral of the generation rate over that region. The sum of this
SCR photocurrent and the charge neutral contributions denes the total
photocurrent JPH.
7.3.4 Radiative Losses
The last loss mechanism we consider is the radiative loss which applies in
some measure to both charge neutral and space charge regions. This is the
loss that is a direct consequence of absorption, and sets the fundamental
limit on the efficiency of solar cells.32
The generalised Planck equation expresses light emitted by a grey body33 as
a function of absorption, geometry and chemical potential or QFL separation
of recombining species. It denes the total current density JRAD corre-
sponding to the emitted luminescent ux at bias V from a radiative emitter as















220 Chapter 7where n is the refractive index of the grey body, DF is the QFL separation
(the difference between hole and electron QFLs) and the other symbols
have their usual meanings. The absorptivity a(E,q,s) is the line integral over
position through the different layers of the cell along the optical path of
radiation at angle q with the normal exiting or entering surface S, the total
emitting surface in three dimensions.33 Therefore, JRAD is minimised by
reducing S, for example, by coating the cell with reective materials except
on the absorbing fraction of the cell’s surface facing the Sun. This inci-
dentally increases light trapping and is closely related to photon recycling
concepts.
The spatial variation of the QFL separation is a function of material
quality: In the high mobility SCR, it is essentially equal to the applied bias,
and constant. In defective (e.g. heavily doped) charge neutral layers, injected
carriers have short lifetimes. Their density therefore decreases exponentially
away from the SCR edge, which is equivalent to a QFL separation tending to
zero. In thin, high purity charge neutral material, however, lifetimes are long
and the diffusion length may be signicantly greater than the charge neutral
layer thickness. In this case, it is reasonable to assume, as did Araujo and
Mart́ı,32 the upper limiting case of a constant quasi-Fermi level separation
equal to the applied bias across the entire device and a consequently higher
radiative recombination current.
These points are important in determining how close to the radiative limit
cells are operating. They do so by placing a maximum possible upper limit on
the radiative character of charge neutral layers in the case that these layers
have lossless transport. This limit can be expressed by evaluating eqn (7.5)
with an absorptivity path integral a(E,q,s) across the charge neutral layers. In
this way, the QFL separation and absorption of different layers and their
position determines their contribution to the total luminescence. In this way
we can express the upper limit JcnRAD on charge neutral luminescence and
corresponding recombination current.
The minority carrier transport is xed by the carrier continuity eqn
(7.6), the solution of which yields the charge neutral contribution to the
photocurrent JPH. Knowing the total Shockley injection, JS, and the upper
limit on its radiative fraction JcnRAD we can dene the lower limit of the non-
radiative fraction of the Shockley injection JcnS as the remainder. That is,
the lower limit of the non-radiative fraction of the Shockley injection is
JcnS ¼ JS  JcnRAD.
To summarise these points, the photocurrent and Shockley formalisms
complement the radiative limit. The combination of these three formalisms
enables us to formulate an explicitly non-radiative modication of the
generic Shockley injection level and to dene a radiative recombination
fraction as a function of bias. This is dened as the radiative fraction of the
total recombination as follows:
hRADðVÞ ¼
JRAD
JSRH þ JRAD þ JcnS
(7.6)
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to avoid double-accounting for the charge neutral radiative recombination
current which is already included in JRAD.
This important point allows us to clarify an issue whereby dark current
measurements and their diode ideality factors cannot differentiate between
non-radiative and radiative limit recombination regimes in the dark. These
regimes, and hence the radiative recombination fraction dened above,
remain relevant in the light, via the superposition principle that we will come
to below.
The signicance of these remarks on explicit radiative recombination
fraction is that, as we mentioned earlier, the radiative limit is the most
efficient operating regime of solar cells, in which the only loss is the re-
emission of light at an intensity partly determined by the absorption coeffi-
cient as shown in the Planck non-black-body equation. It is instructive to
look at the resulting maximum conversion efficiency shown in Figure 7.4.
The ideal bandgap of 1.35 eV for the AM1.5G spectrum is remarkably close to
InP, which is wholly consistent with the approximate analysis of thermal and
transparency losses seen earlier. A similar analysis can be applied to multiple
junction designs as we will see subsequently.7.3.5 Resulting Analytical Model
The sum of contributions from the charge neutral p and n zones and the
space charge regions gives the total photocurrent density JPH. This denes
the external quantum efficiency including reection loss (QE) as the ratio of
collected carriers to number of incident photons at a given wavelength, that
is, the probability that a photon incident on the solar cell gives rise to
a charge carrier collected at the cell terminal. Finally, the light current
density ( JL) under applied bias, assuming superposition of light and dark
currents is given by:
JLðVÞ ¼ JPH  ð JS þ JSRH þ JRADÞ (7.7)
where we use the photovoltaic sign convention of positive photocurrent.
This light current density enables us to evaluate solar cell gures of merit
such as the short circuit current density JSC ¼ JL(0), the maximum power
point VMP and ll factor (FF) in the standard manner.30 Effects of parasitic
resistance are included when modelling real data in the usual manner, that
is, a series resistance dening a junction bias, and a parallel resistance and
associated shunt current reducing the photocurrent.
To put this model in context of other work it is, rstly, equivalent to the
classic Henry model for single to multi-junction cells35 giving 31% efficiency
for a single junction in the radiative limit, as seen above (Figure 7.4). It also
agrees with further development concluding with Araujo and Mart́ı32 and
references therein. These authors consider an optimum radiatively efficient
design with unit QE, no non-radiative losses, and emission losses restricted
to the solid angle subtended by the Sun; they calculate a limiting efficiency
Figure 7.4 Single junction solar cell ideal conversion efficiency in the radiative limit
as a function of bandgap showing best single junction results to date for
two key III–V semiconductors. Both have bandgaps close to the optimum
of 1.35 eV with a potential conversion efficiency of 31.1% for an ideal cell
with only radiative recombination losses.
222 Chapter 7of 40.7% for a single unit gap cell. The method used here is in good agree-
ment, giving 40.1% in the same conditions.
A further contextual issue is that of real data and the capacity of the model
to t them. A result of this modelling approach is the additional constraints
placed on variable parameters by the light and dark mechanisms. For
example, the minority carrier transport properties are constrained by their
specication of photocurrent collection, and with a symmetry that reects
the minority carrier origin of both effects, are constrained by the Shockley
injection current. This results in fewer free parameters and a more exact
understanding of efficiency limiting processes.
The only remaining free parameters are parallel and series resistive
losses, and non-radiative lifetimes for electrons and holes in the space
charge region. Both of these, however, are adequately constrained by the
III–V Solar Cells 223dark current data and in their respective bias ranges constitute single
parameter ts.
The examples given so far have considered only AM1.5G solar spectra. The
same principles hold for other spectra which we introduce here, such as the
AM1.5 direct AOD and spatial AM0 spectra, together with the light concen-
tration frequently used in the eld.7.3.6 Single Junction Analyses
To illustrate the concepts developed above, we look at two examples of single
junction solar cells. The rst is a well-characterised non-ideal 20% efficient
pin structure (extrapolated to 5% shading) comprising a nominally undoped
intrinsic i layer between emitter and base, while the second is a record 25%
GaAs np solar cell36 with less available data but showing a slightly different
and superior operating regime, and also with 5% shading reported.
Figure 7.5 shows the spectral response data and model for both example
cells. The rst notable difference is the signicant intrinsic region contri-
bution in the 20% pin cell (as would be expected) and the good t resulting
from the use of the measured reectivity (not shown) in the modelling.
The 25% np cell shows a slightly inferior t [Figure 7.5(b)], resulting from
the need to calculate the front reectivity for a dual layer MgF2/ZnS anti-
reection coating as described by Kurtz et al.36 (using 120 nm MgF2 and 65
nm ZnS thickness rather than the inconsistent 6.5 nm quoted in the refer-
ence). It shows a negligible SCR contribution and a signicantly higher short
wavelength response than the 20% cell [Figure 7.5(a)]. This is despite the less
promising np geometry, for which the short wavelength QE is dominated by
less efficient hole minority carrier collection in the n-type emitter layer. This
is related to the main novelty of this cell, which is the use of a 30 nm GaInP
window on a thin 0.1 mm n-type emitter. The novel window is responsible for
very low emitter–window recombination velocity allowing a thin emitter
without excessive spreading resistance and high collection efficiency in this
thin n-type layer.
Figure 7.6 shows the complementary modelling in the dark for both
example cells, using the transport parameters consistent with the QE
modelling. The le and right axes show the dark current contributions and
resulting radiative efficiency, respectively. The 20% cell never reaches radi-
ative dominance, the radiative share of recombination reaching about 18%
as the cell approaches at band and the effects of series resistance start to
appear [Figure 7.6(a)]. More importantly, the radiative fraction at the
maximum power point VMP under one sun illumination is just 0.1%, showing
overwhelmingly non-radiative dominance in this cell. Although dark IV data
for the 25% efficient cell are not available to similarly high bias, the
modelling of the lower efficiency cell strengthens the analysis of what data
are available [Figure 7.6(b)]. Additionally, the t is not as exact, which is
attributable in part to less precise knowledge of reported cell geometry and in
particular cell grid coverage reported as approximately 5%.36
Figure 7.5 Spectral response of GaAs cells showing (a) a 20% efficient pin structure
and (b) a record 25% efficient pn cell.
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Figure 7.6 Dark current of (a) a 20% efficient pin GaAs cell and (b) the record 25%
efficient pn GaAs cell. The higher conversion efficiency for the pn cell is
consistent with its higher radiative recombination fraction: at high bias
approaching at band, these recombination fractions reach 58% and
18%, respectively, as indicated on the right axis of both gures.
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7.1, is nevertheless close. Comparing the two cells, we note that the radiative
current density is comparable, if slightly higher in the pn as might be ex-
pected in the light of the differences in geometry and shading which are such
as to have little bearing on the net rate. However, the non-radiative SRH rate
is much greater in the pin structure, despite the electron and hole SCR
lifetime of 10 ns as opposed to just 2 ns in the 25% pn cell. This apparent
contradiction between the longer lifetime in the less radiatively efficient pin
cell and the lower non-radiative recombination rate in the pn cell has two
causes: The most important is the obvious longer lifetime in the undoped i
layer of one structure which means less dopants, or equivalently a lower
defect density, and a longer lifetime as shown by the modelling. The lower
non-radiative injection current in the more efficient pn, on the other hand, is
explained in part by the superior performance of the n-type charge neutral
layer in the pn case as a result of the novel window layer at the time of
publication.
The overall conclusion is that the modelling is consistent with available
light and dark data, and suggests that the 25% record cell is just about
radiatively dominated but only at high bias. That is, the explicitly radiative
recombination from the SCR and charge neutral layers accounts for 58% of
the total as the cell approaches at band. In addition, series resistance is
negligible in this case, reecting the high quality GaInP of window layer
design and consequent high conductivity of the solar cell surface layers with
little loss of photogeneration. This represents the highest radiative efficiency
this cell can conceivably attain at the high current levels obtained at high
illumination levels under concentration. More practically, and more impor-
tantly, is the situation at the maximum power bias VMP ¼ 0.91 V (Table 7.1).
At this bias under one sun illumination, the radiative recombination fraction
is 4%. This is far higher than the less efficient 20% cell, and yet still over-
whelmingly non-radiatively dominated.
There emerges a consistent picture of the physical phenomena developed
in describing these high purity crystalline solar cells. This is that the dark
current and light current modelling consistency leads to constrained
modelling which reveals detailed information concerning the operational
regime of solar cells.
One conclusion of looking at the radiative fraction in the high bias regime
where ideality 1 starts to dominate is that a solar cell with an ideality of 1 may
be far from the radiative limit. It may in fact only ever asymptoticallyTable 7.1 Record GaAs cell parameters published by Kurtz36 for
AM1.5G compared with analytical model results
Jsc/A m
2 Vmp/V Voc/V FF/% Efficiency/%
Kurtz32 285 NA 1.05 85.6 25.0  0.8
Model 278 0.91 1.05 82.7 24
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decreased, hence reducing the doping related defect density and non-radi-
ative recombination rate. In this low doped case, however, the overall cell
efficiency drops due to a signicant reduction of the built-in potential rela-
tive to the cell bandgap. An optimum can be estimated with the analytical
methods described. A detailed analysis is beyond the scope of this chapter,
but we can say that the optimum is a trade-off between high doping levels
and efficient transport. High doping ensures a high junction potential and
lower injection. But shorter neutral layer lifetimes imply both higher injec-
tion levels and lower collection efficiency. A proper optimisation in terms of
these competing processes ensures high collection efficiency together with
a low Shockley injection, consistent with tending asymptotically towards the
radiative limit.7.3.7 Conclusions
This analytical overview of solar cell performance has examined the trade-off
between thermal and transparency losses, and suggests that reducing these
important losses is a promising strategy. The more detailed analysis of
radiative and non-radiative losses has shown a more realistic and signi-
cantly lower achievable efficiency with a single bandgap. Analysis of an effi-
cient published cell shows an interesting point, which is that solar cells with
ideality factors tending towards 1 at high bias are not necessarily tending
towards a regime dominated by the highest potential efficiency radiative
recombination limit.
These two points analysing single junction performance and loss set the
stage for designs going beyond the single junction design in the following
sections.7.4 Multi-junction Solutions
7.4.1 Theoretical Limits
In order to reduce the fundamental losses illustrated in Figures 7.2 and 7.3,
we must rst absorb all incident photons and yet arrange things such that all
these photons are absorbed close to the band-edge. These conicting
requirements could be resolved by reshaping the spectrum either by means
of an intermediate lter absorbing all incident photons and re-emitting light
in a narrow spectrum or ideally as a monochromatic beam. This method, and
its variants up and down conversion,37,38 needs only a single junction
accepting the reshaped spectrum but predictably suffers from efficiency
losses in the spectral conversion.
Another option is spectral splitting,39 whereby the spectrum is separated
into different, ideally monochromatic beams, which are absorbed by solar
cells with appropriate bandgaps tuned to the part of the spectrum they are
designed to convert to electrical power. This is a multiple cell solution where,
228 Chapter 7for most applications, the sub-cells would be connected in parallel, or in
series with an equal series current constraint.
This concept of spectral splitting nally leads us to a simpler solution, that
is developing the notion of sub-cells to achieve a similar result by arranging
the sub-cells optically in series, each acting as an optical lter to those
underneath it. As shown in Figure 7.7, the rst cell to see the spectrum
converts and lters the high energy photons, and so on through ideally an
innite number of junctions. This is the multi-junction solar cell and is
ideally suited to III–V solar cell materials since, as we saw at the beginning of
this chapter, these materials cover the greater part of the solar spectrum.
The multi-junction solution raises the problem of how to connect the sub-
cells. The mechanically stacked solution is to place them in series optically,
and contact them individually in parallel or even completely independently.
This has the advantage of allowing the combination of arbitrary materials
which may be lattice and current mismatched. However, the complexity
resulting from the multiple connections and optically efficient stacking
means that this technique is limited to concentrator arrays.1
Another solution is the monolithic series connected design, illustrated in
Figure 7.7 for a tandem cell. This scheme requires a constant series current
constraint through all sub-cells and is therefore limited by the lowest
photocurrent contribution. The other cells are forward biased away from
their maximum power point until the series current constraint is met,
resulting in a loss in output power. It also implies compatible growth in
principle, regarding lattice constants and growth methods.
A nal design issue is the reverse diode presented by the series connection
of subsequent sub-cells, illustrated in Figure 7.7, whereby the pn junction
sub-cells are inevitably connected by a reverse biased np junction acting as
a blocking diode. This must be short-circuited by a highly doped tunnelFigure 7.7 Monolithic tandem multi-junction solar cell band diagram solution to
thermalisation losses. The series connection of pn junctions requires
constant series current and a tunnel junction in order to cancel the
current blocking np junction formed between pn sub-cells. The design
raises materials compatibility issues for monolithic cell growth, in
particular lattice constants.
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thus completing the circuit.
A simplied model sufficient for our purposes is given by Demassa and
Knott41 and allows calculation of tunnel junction characteristics in terms of
bulk materials parameters of the layers dening the tunnel junction, in
particular effective masses, permittivity, and doping levels. A brief calcula-
tion, which we will not describe in detail, shows that good tunnel junction
materials must possess a high density of states and must be degenerately
doped. Solar cells impose further constraints, which are that the tunnel
diode must be as thin as possible and possess a high bandgap in order to
remain optically thin, since any light absorbed in these degenerately doped
layers does not contribute to photovoltaic action. A properly designed tunnel
junction is ohmic up to a limiting current and may be treated as a series
resistance, together with an associated optical loss, which is the approach
used in the modelling presented here.
To conclude this brief mention of ohmic tunnel junctions, we note,
referring to Figure 7.1, that AlGaAs and GaInP, lattice matched to GaAs, are
good candidates for tunnel junctions because of their high bandgaps.
Another material mentioned earlier is AlInP lattice matched to GaAs, which
constitutes another indirect high bandgap material for tunnel junctions and
window layers as we shall see subsequently.7.4.2 Material Limitations
The radiative efficiency limit for an innite number of sub-cells32 is about
86%. More practically, we nd that a tandem cell with two junctions may
reach 42.2% without concentration. This is illustrated by the efficiency
contour (Figure 7.8) in terms of upper and lower gaps assuming only
radiative losses and therefore a perfect, lossless tunnel junction. Non-ideal
bandgap combinations may, however, reach efficiencies close to this.
Examining at the contour shows a tandem efficiency that is relatively
insensitive to change in bandgap as long as both gaps are varied simulta-
neously. For example, a tandem with gaps (0.8, 1.6 eV) will perform roughly
the same as one with gaps (1.19, 1.78 eV), with an efficiency of about 42%—
both only slightly lower than the absolute maximum. Nevertheless,
considering the ideal limit rst, the upper and lower bandgaps for the
absolute maximum tandem efficiency of 42.2% are 1.63 eV and 0.957 eV
(Figure 7.8).
For the most promising substrate, GaAs, Figure 7.1 shows two materials
with the higher gap (1.63 eV) that are lattice matched to GaAs. The rst,
AlxGa1xAs, remains direct from x¼ 0 up to Al0.49Ga0.51As, a bandgap ranging
from 1.424 to about 2 eV and including the 1.63 eV cell for a composition of
approximately x ¼ 0.17. The second possible material is in the
GaxIn1xAsyP1y family, which ranges from 1.424 eV (GaAs) to 1.9 eV (that is,
x ¼ 0.51, y ¼ 0.49) with a continuous range of group III and group V
compositions lattice matched to GaAs. This same exibility raises another
230 Chapter 7important advantage, which is the possibility of lattice matching this
quaternary to Ge, and even to Si substrates.
Ironically, this phosphide material has been much studied on InP
substrates for telecommunications applications,7 but has received little
attention on GaAs substrates because of the availability of AlGaAs which is
historically well-established, and easier to grow6 despite its non-ideal
minority carrier characteristics. The consequence is that materials knowl-
edge is largely restricted to the lattice matched ternary endpoint
Ga0.51In0.49P, and that lattice matched quaternary materials are simply
expressed by a linear interpolation as (GaAs)1z(Ga0.51In0.49P)z.
These considerations suggest that this quaternary materials family is
worthy of greater attention. However, in the current state of knowledge, the
quaternary composition (GaAs)0.8(Ga0.51In0.49P)0.2 has the correct direct gap
of 1.63 eV for our ideal tandem structure, for which we need to identify
a lower gap 0.957 eV material.
For this lower gap, however, there is no lattice matched candidate. Using
GaAs, the lowest available gap, as the lower gap sub-cell of a tandem cell
yields an ideal efficiency limit of 38%. This dictates an ideal upper sub-cell
bandgap of 1.95 eV, obtainable with AlGaAs but approaching the indirect
transition for this material where the recombination associated with the DX
centre corresponding to the L indirect valence band minimum becomesFigure 7.8 Ideal dual junction solar cell maximum conversion efficiency in the
radiative recombination limit as a function of higher and lower
junction bandgaps, showing the absolute maximum of 42.2% and the
highest conversion efficiency of 38% achievable with a GaInP on GaAs
tandem.
III–V Solar Cells 231increasingly important.11 For these reasons, AlGaAs is generally not consid-
ered as a candidate for tandem cells and we will not consider it further. The
GaAs based tandem, however, remains a viable design with a compatible
phosphide material which is nearly ideally matched by GaInP and has the
potential to reach 38% efficiency.
Coming back to the ideal tandem efficiency limit of 42%, the closest
material with the correct lower sub-cell bandgap of 0.957 eV is In0.43Ga0.57As.
This compound is lattice mismatched to GaAs substrates, with a critical
thickness of just 8 nm aer which mist dislocations result in a serious
penalty in cell efficiency.
Figure 7.9 shows another step on the road to the 86% limit consisting of
three junctions, demonstrating the result of a numerical optimisation of the
three gap system efficiency in the radiative limit. In this case, the efficiency
contour is much sharper than for the tandem case. Any deviation from the
ideal brings a rapid decrease in efficiency that cannot be corrected to the
same degree by adjusting the other two bandgaps. The ideal sub-cell
bandgaps found for the triple multi-junction cell are 1.91, 1.37 and 0.94 eV,
which together give an efficiency of 48%. Referring to Figure 7.1, we ndFigure 7.9 Ideal triple junction solar cell maximum conversion efficiency in the
radiative recombination limit showing a section through the triple
gap bandgap/efficiency volume by xing the highest gap component
at its ideal value of 1.91 eV. The world record triple at gaps 1.87, 1.40
and 0.67 eV of conversion efficiency 40.7% under a different,
concentrated spectrum cannot be shown on this contour given its
non-ideal top sub-cell bandgap.
232 Chapter 7again that the most promising materials belong to the GaInAsP family and
indeed are signicantly closer to simple ternary compounds. The upper gap
is well approximated by Ga0.515In0.485P with of gap 1.9 eV which is lattice
matched to GaAs. Themiddle gap cell at 1.37 eV corresponds to In0.05Ga0.95As
which has a critical thickness of 70 nm on a GaAs substrate. Finally the lowest
gap varies little compared with the tandem case and therefore presents the
same problem as in that case, that is, the lack of lattice matched lower gap
materials.
This survey of the materials available in III–V semiconductors for ideal
tandem and triple junction cells shows that even this wide range of materials
requires some additional tricks to circumvent materials issues resulting from
mismatched materials. Our brief exploration of available materials leads us
to conclude, somewhat counterintuitively given the range of materials
available, that the most immediately promising materials for both tandem
and triple junction designs are GaAs and GaInP, and an as yet undetermined
lower gap material for the triple. The following sections examine some
solutions to these issues and the record-breaking multi-junction cells that
have been fabricated as a result.7.4.3 A Tandem Junction Example
The previous sections have provided some understanding of the sources of
efficiency loss, how to moderate them, and candidates amongst the III–V
materials where these ideas may be put into practise.
Among the large body of work on multi-junction cells (see for example
Andreev1), we now present an analysis of a tandem consisting of the GaAs/
GaInP combination we mentioned earlier with a theoretical maximum effi-
ciency of 38%. This has been attempted by a number of groups. One of the
rst achieved over 30% under a concentration of 100–200 suns in 1994.42 We
focus on a later result from 1997 by Takamoto et al.43 to whom we are
indebted for quantum efficiency and dark current data. The Takamoto paper
reports over 30% efficiency under a global unconcentrated spectrum.
The full devices structures are available in Takamoto’s paper and we
mention only the main points here. The device structure chosen is n on p
with an AlInP window layer. Like the Kurtz single junction cell, the n-type
emitter is heavily doped and only 50 nm thick, whereas the lightly doped base
(hence with good minority carrier transport) is over an order of magnitude
thicker at 0.55 mm. The tunnel diode comprises of n and p doped InGaP
layers of 30 nm each doped 1025 m3 (Zn) and 0.8  1025 m3 (Si), respec-
tively, and sandwiched between higher gap AlInP cladding layers. These are
intended, in part, to reduce the common problem of dopant diffusion from
the highly doped tunnel junction. The device is completed by a GaAs bottom
junction with an InGaP back surface minority carrier reector.
Figure 7.10(a) shows the modelled QE again assuming a double layer
MgF2/ZnS anti-reection coat and showing a good t overall. The breakdown
of different regions clearly demonstrates one strength of the design, that is,
Figure 7.10 QE data and modelling showing the detail of layer contributions (a)
and dark current data and modelling (b) for a high efficiency GaInP/
GaAs tandem (Japan Energy Corp.39).
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234 Chapter 7the dominance of photocurrent produced by p-type layers which benet from
better electronminority carrier transport than the n-type layers. In this n on p
geometry, the more efficient p layer dominance is achieved by the use of
a thin n layer, combined with good interfaces between the GaAs n layer and
the tunnel junction cladding, and the topmost n-type GaInP layer and the
AlInP window. A further important point to note is the signicant QE of the
bottom GaAs cell above the GaInP bandgap. This means the top cell is some
way from being opaque near its bandgap. This is another design feature of
this cell. In order to ensure current continuity in the light of the imperfect
bandgap combination imposed by the GaAs as discussed above, the top cell
is made thinner so as to ensure current continuity at the expense of a slightly
greater thermalisation loss in the GaAs cell.
Figure 7.10(b) shows the corresponding dark current t together with
individual sub-cell and overall tandem dark currents. The tandem current is
determined by the sub-cell current–voltage characteristics by adding sub-cell
biases at constant current assuming an ohmic tunnel junction. As mentioned
earlier, this estimates the Shockley injection from the transport parameters
and calculates the radiative current from the cell geometry and absorption
coefficient, both validated by the QE t. In the case of the dark current there
is, in this case, an imperfect t and signs of systematic error at low bias,
which cannot be elucidated further without separate dark IV curves for both
sub-cells. At higher bias, however, agreement is sufficient to indicate that the
higher gap GaInP sub-cell is approximately 40% radiative and the bottom
GaAs sub-cell approximately 65% radiative, comparable if slightly better than
the Kurtz single junction cell reviewed previously.
The model results are compared with the published data in Table 7.2. In
this case, the model slightly underestimates experimental data, due in part to
underestimating the short circuit current density by about 2%, but more
importantly because of overestimating the dark current at high bias by
a factor of up to 2 in the region of the Voc at 2.5 V. This can be seen in the
underestimate in Voc in particular.
Concerning the dark current overestimate, the radiative current can only
be overestimated if there is a net reduction of the luminescence. The lumi-
nescence from the front surface is small due to the critical angle for total
internal reection at the front surface of 18% for this design. Most of the
luminescence (of the order of 90%) is therefore lost to the substrate where it
is effectively absorbed. The only scenario for a signicant overestimation of
the radiative current is therefore the presence of a reective rear surface. ThisTable 7.2 Tandem cell published parameters for AM1.5G compared with
analytical model results, showing reasonable agreement but with
an underestimated Voc due to an overestimated dark current
Jsc/A m
2 Vmp/V Voc/V FF/%
JEC39 142.5 2.49 85.6 30.3
Model 139.5 2.32 87.0 29.4
III–V Solar Cells 235is ruled out by the good quality of the QE t near the band-edge with the
nominal structure [Figure 7.10(a)], which has no rear reector.
The only remaining possibility is that the minority carrier transport
properties in the charge neutral layers are better than standard values
tabulated as a function of composition in the literature, as used by the
model.
However, despite these issues we can conclude that the tandem solar cell
operates in a regime which is consistent, and slightly better than, the single
junction GaAs cells. That is, the GaAs sub-cell 12% radiative fraction at the
maximum power point reported in Table 7.3 is greater than the corre-
sponding 4% reported above in Section 7.3.6 for earlier single junction
values, which is consistent with marginally superior VMP, Voc and FF (cf. Table
7.1). The GaInP sub-cell is comparable if slightly better at 13% radiative
fraction at its operating bias VMP. To put this performance in context, this
30% record tandem operates at an impressive 78% of the 38% ideal radiative
limit for this bandgap combination and at 71% of the 42% ideal radiative
limit with no materials restrictions.7.4.4 Record Efficiency Triple Junction
The examples discussed in previous sections are in terms of an AM1.5G
global spectrum without concentration. The more complex multi-junction
cells, and increasingly single junction cells, are usually reported in terms of
the AM0 spectrum just outside the Earth’s atmosphere, or the terrestrial
direct beam AOD spectrum44 at AM1.5. Table 7.4 gives a summary of ideal
triple junction characteristics calculated in the radiative limit for these three
spectra without concentration. The AM0 spectrum gives the lowest conver-
sion efficiency despite the highest power since this is the broadest spectrum,
and as such an ideal cell loses more power below its bandgap in the infrared.Table 7.3 Modelled sub-cell radiative recombination fraction at
respective maximum power points showing non
negligible radiative recombination levels
Tandem sub-cell Vmp/V Radiative fraction hRAD(Vmp)/%
GaInP 1.34 13
GaAs 0.926 12










AM1.5G (1000 W m2) 1.91 1.37 0.94 167.0 3.20 47.9
AOD (913 W m2) 1.86 1.34 0.93 157.3 3.09 47.6
AM0 (1354 W m2) 1.84 1.21 0.77 235.2 2.84 44.0
236 Chapter 7The materials limitations are more stringent than in the tandem case. This
is rst because the triple junction efficiency is more sensitive to variations in
bandgap and because the ideal bandgaps are further from those of available
lattice matched materials.
In this context, these designs and their higher efficiencies have led to the
development of lattice matched and heterogeneous growth III–V cells on Ge
substrates. An example consisting of GaInP, GaInAs and Ge substrate sub-
cells is provided by King et al.,45 whose paper includes the detailed cell
structure together with lattice matched and mismatched cells. The lattice
matched material looks at the optimum material quality option, whereas the
lattice mismatched, metamorphic option is intended to approach the ideal
sub-cell bandgaps more closely. In addition, this paper covers a further
interesting degree of freedom that we have mentioned above, which is the
use of group III sub-lattice disorder to control the bandgap and thereby the
current matching in the triple junction. The band structure is not explicitly
stated by King et al. but is approximately (1.87, 1.40, 0.67) eV for lattice
matched GaInP, Ga0.99In0.01As and Ge sub-cells. In a little more detail, the
optimal bandgaps in the ideal limit for a Ge substrate sub-cell are 1.88 eV for
the top GaInP sub-cell and 1.33 eV GaInAs middle gap sub-cell for a 0.67 eV
Ge sub-cell and substrate. The ideal one sun AM1.5G efficiency for this
structure is 45.5%.
The GaInP may be engineered to match this with judicious use of
composition and ordering mentioned above. The ideal Ga0.955In0.055As
cannot, but the tolerable critical thickness or nearly 3 mm for this layer is the
reason the metamorphic route is investigated by King et al.45
The net difference between the two cases is relatively minor, however, with
similar performance within margin of error. In this discussion, therefore, we
limit the analysis to the lattice matched case as a direct progression from the
previous single junction and tandem cases examined. The main interest
from the point of view of this discussion is the investigation of ideality 1 and
2 mechanisms reported in the paper for both lattice matched and mis-
matched triple structures. The method used by King et al.45 is the probing of
JSC and Voc as a function of cell illumination intensity. Subject to the
assumption of the superposition principle mentioned earlier, this yields the
dark current, and is provided for the upper GaInP and middle GaInAs sub-
cells but not the low gap Ge sub-cell. Concerning earlier discussion of the
meaning of ideality 1 regimes, the paper explicitly denes the ideality n ¼ 1
regime as the regime where the dark current is dominated by the Shockley
injection current and concludes that the sub-cells increasingly approach the
ideality 1 regime at high bias, consistent with the modelling reported here.
Figure 7.11(a) and (b) show the modelled QE for each sub-cell, assuming as
before a calculated reectivity consistent with the published data. The
modelling uses transport data from the literature,4–7 validated by the good QE
t. As illustrated by the sub-cell light IV in Figure 7.12, the model shows that,
as reported by King et al.,45 the Ge substrate bandgap is signicantly below
the optimum and therefore this sub-cell over-produces current. In
Figure 7.11 QE data and modelling (a) for the three sub-cells of a GaInP/GaAs/Ge
record triple junction cell41 and (b) dark current data and modelling
for two of the sub-cells and the combined triple junction response
showing the recombination regimes described in the text.
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238 Chapter 7consequence, it is forced into forwards bias in order to decrease its net
current and to achieve current parity and continuity with the other sub-cells.
It therefore operates at lower efficiency at a bias beyond its maximum power
point. The other consequence of a non-ideal lower bandgap is excessive
thermalisation in this Ge sub-cell and consequent efficiency loss.
The dark current tting is shown in Figure 7.11(b) for available sub-cell
data and the overall experimental tandem response. The lack of Ge data
requires the use of transport data from the literature for this material which
is nevertheless validated by the good QE t. The relatively short range of
available dark current data for the GaInAs junction, GaInP junction and
overall triple junction device nevertheless covers the transition between the
nz 2 and nz 1 idealities, together with the experimental maximum power
point VMP and Voc reported.45 For these three sets of data, the model
provides a good t subject to the proviso of short datasets. With regards to
efficiency, the light current theory and experimental data are shown in
Figure 7.12, and corresponding conversion efficiency parameters given in
Table 7.5, for aperture area efficiency as reported,45 which disregards
shading losses.
The rst conclusion from these results is that the dark current data
available are sufficient to analyse the operating regime of this cell at the
maximum power point. The combined modelling of the GaInP and GaInAsFigure 7.12 Triple junction light IV data and modelling showing good agreement
and a structure current limited by the middle GaInAs cell which is
thereby reverse biased away from its maximum power point, while
the overproducing Ge cell is forward biased away from its Vmp, as is
the GaInP sub-cell to a lesser extent.
Table 7.5 Comparison of modelling and published parameters for the triple jun-
tion41 lattice matched GaInP/GaInAs/Ge design under the AM1.5G
spectrum compared with modelling. Good agreement overall is observed
despite the assumptions made regarding the Ge subcell
Jsc/A m
2 Vmp/V Voc/V FF/% Efficiency/%
King41 143.7 2.62 2.30 85 32.0
Model 143.2 2.62 2.31 86.0 32.4
III–V Solar Cells 239sub-cells in Figure 7.12 and Table 7.5 shows that the range of dark current
data and modelling covers the illuminated maximum power point bias VMP.
It also covers the transition from non-radiative dominated ideality at low bias
to the n ¼ 1 ideality marking the Shockley injection regime which may be
radiatively dominated. Taken as a whole, the modelling and experiment for
this triple show a close match in the critical transition from non-radiative
dominated high ideality behaviour at low bias to n¼ 1 behaviour at high bias.
In order to explore radiative recombination contribution, Table 7.6 shows the
radiative fraction of the total recombination current in each sub-cell at its
maximum power point. This shows that the radiative fraction of the sub-cells
is signicantly lower than the single junction (4% radiative at VMP) and
tandem junction records (GaInP and GaInAs operate at 12% and 13% radi-
ative fraction respectively at their VMP points).
The analysis shows quantitatively that this cell, even when favoured by
reporting active area efficiency, is signicantly further from the ideal limit
than the single and tandem junction cells seen earlier. This is to some extent
reected in its proportionally greater difference with the 45.5% limiting
efficiency for the sub-cell bandgaps (1.88, 1.33, 0.67 eV) in the same condi-
tions: That is, the cell is operating at 70% of the ideal limit within constraints
set by the Ge substrate, and at 66% of the unconstrained radiative limit for an
ideal triple junction cell which is the 48% gure we discussed earlier illus-
trated in Figure 7.9.7.4.5 Conclusions
The fundamental loss mechanisms described above can be addressed by
bandgap engineering and via the exible range of materials available in the
III–V family. However, materials limitations still impose compromise. These
include exible design at the expense of material purity (the metamorphic
route), or greater material quality at the expense of design (homomorphic
lattice matched design).
A study of single, tandem and triple junctions shows impressively
increased efficiencies, which are tantalisingly close to the radiative limit.
However, increasing the number of junctions brings a diminishing rate of
efficiency improvement along the lines highlighted in the earlier discussion
on thermalisation losses. In addition, practical issues move the design
Table 7.6 Sub-cell radiative fraction of the total recombination
current at their respective maximum power points for
the triple junction device showing overall strong non-
radiative dominance
Sub-cell Voc/V Vmp/V Radiative fraction hRAD(Vmp)/%
GaInP 1.35 1.12 0.5
GaInAs 0.95 0.84 0.5
Ge 0.29 0.22 2
240 Chapter 7further from the radiative limit, due partly to increasingly complex
manufacturing and lower materials quality.
These considerations are best summarised by the results under one sun
AM1.5G illumination showing a manufactured tandem operating at 71% of
the radiative limit versus 66% for a triple junction cell: gures that show
potential for improvement. On that note, we nd a comparable triple junc-
tion cell has achieved 40.7% under concentrated sunlight.45 Further triple
junction results from Stan et al.46 are a sign that, as mentioned above, there is
scope for signicant improvement with these high efficiency strategies,
among which is the trend towards radiative dominance.
A nal point to note is that the simple use of increased light concentration
allows operation in a regime closer to radiative dominance—as long as the
cell material is sufficiently pure to deliver a ideality n ¼ 1 that is explicitly
dominated by radiative recombination, as opposed to one dominated by
non-radiative Shockley injection recombination pathways in the charge
neutral layers.7.5 Remarks on Nanostructures
The bulk semiconductor structures described so far show signicant scope
for improvement as we have demonstrated on a technological front. Other
approaches using the exibility of the III–V materials have more funda-
mental potential going beyond the limitations of pn multi-junctions devices.
The rst key concept as we saw earlier remains the equilibrium population
of majority and minority carriers leading to thermalisation loss, and the
delivery of all carriers at a single potential. A second key concept is the
symmetry of bulk materials resulting in spatially homogeneous properties,
such as homogeneous emission over all solid angles. Liing this homoge-
neity as mentioned earlier allows reduction of radiative losses, for example,
and opens the possibility of further gains by reducing structural symmetry.
This question of symmetry overlaps with the concept of meta-materials in the
general sense: geometric arrangement of available materials such as to
modify their combined properties.
To conclude this chapter we mention briey some concepts in III–V solar
cell research touching on these issues and with a common theme. This is the
modication of bulk materials properties by manipulating materials and
III–V Solar Cells 241geometries on the nano scale, and thereby creating spatially inhomogeneous
materials properties.
A design addressing these issues is the hot carrier cell47 which uses two
concepts of slowed carrier thermalisation and energy-selective carrier
extraction. The thermalisation rate is decreased by phonon emission rate
reduction as a result of modifying the phonon density of states, for example,
with the use of nanostructures on the quantum scale in two48 or three
dimensions: quantum dots (QDs) and quantum wells (QWs).49 The second is
achieved by modifying the carrier density of states at or near the contacts and
allowing only a narrow energy spectrum of carriers being transported to the
contacts. Again, this is achievable by structures that provide well dened
energy bands which are, again, QWs and QDs.
This mention of hot carrier cells, and manipulating carrier energy distri-
butions emphasises the promise of quantum conned structures and the
relevance of III–V materials to this eld. There is a rich and fascinating body
of research on related issues ranging over quantum wires, quantum dots and
quantum wells.
We conclude with some comments on quantum well solar cells (QWSCs),
a concept that has been developed nearly exclusively in III–V materials for
a number of years, and reviewed recently by Barnham et al.50 The QWSC is a
pin structure with lower gap quantum wells sandwiched between higher gap
barriers in the undoped intrinsic i region and higher gap doped p and n
layers. It was initially proposed and studied in the AlGaAs materials system as
a means of extending the absorption of a solar cell whilst keeping a junction
potential and hence a Voc determined largely by the higher gap bulk regions
enclosing the quantum wells. It transpires, however, that the loss mecha-
nisms mentioned above, and ultimately the fundamental Planck radiative
efficiency limit, are still determined largely by the well material, that is, the
lower bandgap.
The design has led to a lively debate summarised in the recent review50
and a number of phenomena going beyond the bulk semiconductor oper-
ating regime. The rst is signs of reduced QFL separation in the wells,
implying decreased carrier populations and decreased recombination
relative to bulk samples. Secondly, luminescence studies have shown signs
of hot carrier populations in the wells.51 Finally, however, these effects have
not, to date, lead to veriable operation in efficiency regimes going beyond
the bulk.
On the materials front, practical materials advantages of QWSCs have been
identied. The rst and most practical is the development of the strain
balancing technique, whereby alternating quantum well and barrier layers,
typically made of GaInP and GaInAs, are grown lattice mismatched on a GaAs
substrate but with thicknesses below the critical thickness. The alternating
tensile and compressive strain in wells and barriers leads to strain balancing
with no net generation of defects. An arbitrary number of quantum well/
barrier periods may be grown in principle. The resulting design is the strain
balanced quantum well solar cell (SBQWSC).52
242 Chapter 7A second and more fundamental advance is the operation of these cells in
the radiative recombination limit.53 The recombination in this design may be
up to 90% radiatively dominated as a consequence of the lower quantum well
gap being located in thehighpurity, highmobility i region as discussed earlier.
As a consequence of this radiative dominance, the design symmetry may be
further manipulated to restrict emission by fabricating mirrors on all surfaces
oriented away from the incoming solar spectrum (essentially the back surface
of the cell). The fundamental difference between this approach applied to
a bulk cell and to the SBQWSC is the absorption range of the bulk charge
neutral layers encasing the space charge region. For the bulk cell, lumines-
cence emitted and reected from the back cell is partly re-absorbed by the
charge neutral layers, and some of this is lost via non-radiative recombination
according to fractions as calculated earlier in this chapter. For an SBQWSC, on
the other hand, the doped and therefore lossy charge neutral layers are
transparent to the dominant radiative recombination loss because of their
greater bandgap. As a result, the non-radiative loss pathway for these photons
via the charge neutral layers is cut off. The only remaining pathways for the
luminescence are reabsorption in the radiatively dominated quantum wells or
re-emission towards the source of incident radiation, that is, the Sun. This
scenario represents the closest achievable design to the fundamental effi-
ciency limit whereby the only recombination loss is radiative emission,
restricted to the solid angle of acceptance of the incoming radiation.
On a practical level, a detailed analysis53 demonstrates intrinsic radiative
dominance in QWSCs as opposed to non-radiative dominance in bulk cells.
The same work further reveals the interesting switch in behaviour in QWSCs
coated with back-surface mirrors. The dark current (and Voc) of the QWSC is
dominated by the radiative low-gap quantum well layers. The dark current of
the mirror-backed cell, however, is dominated by non-radiative recombina-
tion in the higher gap charge neutral bulk regions of the cell.
To place this in context, results by Quantasol achieved a world record
efficiency of 28.3% under concentration,54 and other unpublished results
have since achieved efficiencies over 40% for multi-junction QWSCs since
Quantasol moved into management by JDSU.
To conclude this overview of future concepts, these record nanostructured
efficiencies illustrate some of the more fundamental routes forward in solar
cell research. These bring together known concepts of multi-junction solar
cells together with novel physical concepts of heat and light management. In
both these concepts, III–V materials remain key for the exibility of design
this family of materials allows.7.6 Conclusions
Ongoing changes in global energy supply have moved III–V materials from
niche applications towards the mainstream. The principal reasons for this
are fossil fuel supply, volume fabrication reduction in costs, and increasing
cell efficiency due to the greater exibility of cell design possible. These
III–V Solar Cells 243benets, together with concentrating photovoltaics, justify the complex
fabrication processes.
In order to appreciate the relevance of exible materials, an investigation
of high efficiency strategies is necessary. We nd that fundamental light and
thermal management is key; analytical analysis allows us to explicitly
quantify this, together with other material-related loss mechanisms. An
analysis of bulk III–V pn and pin solar cells shows interesting and contrasting
contributions from radiative and non-radiative losses, and how closely the
cells approach the radiative limit. The analysis emphasises that bulk single
gap cells are inherently non-radiatively dominated. An analysis of record
multi-junction cells gives an understanding into how thermal management
has increased efficiency to date. The relatively low radiative efficiency in these
designs, however, emphasises that there is signicant potential for
improvement.
A brief note on high efficiency nanostructured concepts, some on the verge
of commercial success, underlines the relevance of the III–V materials family
for future concepts. As time goes by and energy costs inevitably increase, the
importance of these materials seems set to remain central to development of
sustainable energy supply.References
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of Southampton, Higheld, Southampton SO17 1BJ, UK
*E-mail: sb1@ecs.soton.ac.uk8.1 Introduction
The rst step in achieving efficient conversion of light to electricity in
a photovoltaic (PV) device is to ensure that as much of the incident light as
possible is transmitted through to the active layer and absorbed there. This
chapter focuses on reducing the optical losses that are detrimental to this
efficient ‘capturing’ of light. These losses fall into two main categories:
1. Reectance from the top surface.
2. Incomplete absorption of light.
These two optical loses are being tackled by the development of antire-
ection (AR) and light trapping (LT) schemes, respectively, and this chapter
explores a variety of implementations of AR and LT ranging from thin lm
coatings, through texturing on various length scales, to the exploitation of
localized surface plasmons in metal particle arrays. The mechanisms
through which these techniques operate are explained and the fabrication
methods being used to experimentally and commercially realize these
approaches are described. The effectiveness and feasibility of each technique
for wide scale adoption in PV applications is also discussed.RSC Energy and Environment Series No. 12
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248 Chapter 88.2 The Need for Antireection
For normal incidence, the reectance, R, from an interface between two
materials with refractive indices of n1 and n2 respectively is given by:1
R ¼




For absorbing materials, the reectance is given by replacing the n terms in
eqn (8.1) by a complex refractive index, ň, where:
ň ¼ n ik (8.2)
The imaginary component, k, describes absorption in the material and is
oen referred to as the extinction coefficient. The reectance is then given by:
R ¼
ň2  ň1ň2 þ ň1

2
¼ ðn2  n1Þ
2 þ ðk2 þ k1Þ2
ðn2 þ n1Þ2 þ ðk2 þ k1Þ2
(8.3)
Eqn (8.3) shows that the larger the difference between the refractive indices
of the two materials, the greater the reectance at the interface between
them. The real part of the refractive index for silicon, n, ranges from 3.5 to 6.9
over wavelengths in the range 300 to 1200 nm, which is high compared with
materials such as glass and ethylene vinylacetate (EVA) that typically
surround a solar cell in a module, for which n is approximately 1.5
(Figure 8.1). This leads to a normal incidence reectance for an air–silicon
interface, which is important for laboratory cells, of between 31 and 61% and
for an EVA–silicon interface, found in encapsulated cells, of between 16 and
46% (Figure 8.1). In one analysis, it has been shown that the reduction inFigure 8.1 Variation of real part of refractive index (n) for silicon and glass with
wavelength and reectance spectra for silicon–air and glass–air
interfaces. Silicon data taken from ref. 3, B270 crown glass data taken
from ref. 4.
Light Capture 249short-circuit current due to reectance losses if no AR scheme is employed is
approximately 36.2% for a laboratory crystalline silicon (c-Si) cell and 19.5%
for an encapsulated cell.2 There is therefore a need for effective methods of
reducing reectance losses in solar cells.8.3 The Need for Light Trapping
Light transmitted into the semiconductor must be absorbed to generate an
electron–hole pair, which can then be split and extracted to produce current.
Incomplete absorption of the solar spectrum reduces the maximum
achievable efficiency of a solar cell. The fraction of light absorbed as it






Here, lo is the free space wavelength and k is the imaginary component of
the refractive index known as the extinction coefficient, as discussed above.
The likelihood of a photon being absorbed is a function of the extinction
coefficient, the wavelength and the thickness of material it passes through.
Silicon is an indirect bandgap semiconductor and so has a low extinction
coefficient in the visible and near infrared (NIR) (Figure 8.2). Fewer than 50%
of photons with wavelength larger than 625 nm are absorbed aer a single
pass through 2 mm of silicon. Increasing the thickness to 200 mm consider-
ably improves absorption, but it is still low near the bandgap.
Solar cells cannot bemade arbitrarily thick because excited carriers need to
be extracted from the semiconductor. Increasing the thickness of the device
results in higher photon absorption, but also increases the chance of
photoexcited carriers recombining at defects or impurities within the semi-
conductor. Light trapping increases the effective optical path length withoutFigure 8.2 Variation of the imaginary part of refractive index (k) for silicon and the
absorption of light aer passing through 2, 20 and 200 mm of silicon.
250 Chapter 8affecting the physical thickness of the semiconductor, which enables the use
of thinner and lower quality semiconductor layers. A useful gure of merit for
light trapping schemes is the path length enhancement factor, Z, given by:
Z ¼ effective optical thickness
actual thickness
(8.5)
The maximum path length enhancement that can be achieved in
a conventional solar cell is 4n2, where n is the refractive index of the semi-
conductor.5 This is known as the ergodic limit or the Yablonovitch limit, and
is around 50 for silicon in the NIR. Enhancements larger than the Yablo-
novitch limit are only possible when the active layer is substantially thinner
than the incident wavelength, i.e. within the wave-optics regime.68.4 Mechanisms
Various mechanisms are exploited by the different techniques for AR and LT
implemented in photovoltaic devices. These are introduced before specic
examples of their applications are discussed.8.4.1 Antireection
8.4.1.1 Destructive Interference
In electromagnetic wave theory when two or more light waves overlap,
according to the principle of superposition, the resultant electric eld
intensity is equal to the vector sum of the intensities from each wave.
Consequently, if two waves are half a cycle out of phase with respect to one
another, superposition results in the cancelling out of their electric eld
intensities and the resultant intensity is zero. This is called destructive
interference and is the fundamental mechanism behind the common usage
of simple thin lm coatings to reduce reection at an interface. Thin lm
antireection coatings (ARCs), consisting of one (single-layer ARC or SLAR),
two (double-layer ARC or DLAR) or more than two (multi-layer ARC) layer(s)
of materials with a refractive index in between those of the two media either
side of the interface, cause destructive interference between beams reected
from each interface. This results in a reduction in the intensity of the re-
ected beams of a particular wavelength for which the coating is designed.8.4.1.2 Multiple Reections
Texturing with either regular, geometric features such as pyramids or more
irregular, random features can lead to a reduction of reection through
a multiple reection mechanism. A manifestation of this occurs when light
reected from one part of a textured surface is directed onto a different part
of the surface and so is incident more than once on the surface of the solar
cell, resulting in more light being coupled into the cell (Figure 8.3).
Figure 8.3 Diagrams of multiple reection AR mechanism with two different
texture types: (a) pyramids; and (b) bowl-like features. From ref. 7.
Light Capture 2518.4.1.3 Graded Index
Removing the step change in refractive index at an interface by texturing it with
features on the subwavelength scale can be used to minimize reection. Most
of the solar spectrum lies within the visible range (0.4–0.7 mm). When light
from the Sun interacts with structures of dimensionsmuch below this range, it
behaves as if it were encountering a homogeneous medium whose optical
properties are a weighted spatial average of the prole’s optical properties. If
the subwavelength features are regular in size and arrangement, we have what
is known as a zero order diffraction grating because all the higher orders are
evanescent and only the zero order propagates.8 Consequently, a surface
textured with ridges smaller than the wavelength of light will interact with the
light as if it had a single-layer ARC of refractive index governed by the ratio
between the ridges and channels [Figure 8.4(a)]. Likewise, a steppedprole will
act as a multilayer ARC [Figure 8.4(b)] and a tapered prole will behave as an
innite stack of innitesimally thin layers, introducing a gradual change in
refractive index from one medium to the other [Figure 8.4(c)]. This effectively
smooths the transition between one medium and another, ensuring that
incident light does not encounter a sudden change in refractive index which
would cause a proportion to be reected.8.4.2 Light Trapping
8.4.2.1 Reection
The most basic light trapping scheme simply consists of a highly reective
back contact. This increases the optical path length by 2 (Z¼ 2), because light
that would ordinarily pass through the cell only once is reected from the
back contact and so passes through the cell a second time. A reectance of
greater than 98% is achievable using an aluminium back contact with
Figure 8.4 Subwavelength feature proles and their analogous refractive index
proles: (a) ridges; (b) staircase; and (c) nipple-like protuberances.
252 Chapter 8a dielectric layer of appropriate thickness between the back contact and
silicon.3 Texturing the back surface with micron-scale regular geometric
features (pyramids, inverted pyramids, grooves) can enhance light trapping by
changing the direction in which light propagates through the cell. The
effective optical path length is increased via two mechanisms: Firstly, light
deected away from the normal to the cell may undergo total internal
reection and so will be forced to pass through the cell multiple times.
Secondly, the distance across a cell for light travelling at amore oblique angles
will be greater than that of light travelling perpendicular to the cell surface.
8.4.2.2 Refraction
Changing the direction along which light propagates through a cell can also
be achieved through a refraction mechanism, by texturing the top surface.
The texturing again consists of regular geometric features, which incline the
surface at angles away from the plane of the cell. Light refracted through the
textured surface will thus be forced to travel at oblique angles to the cell
surface, increasing the amount trapped and absorbed.
8.4.2.3 Diffraction
By reducing the size and periodicity of regular geometric features on the front
or back of a cell, diffraction can be invoked to trap light within the cell. A
surface covered in a periodic array of features with a period on the scale of the
wavelength of light will introduce periodic variations in phase in an incident
wavefront. Interference leads to a series of intensity maxima and minima
distributed in various directions. This is a form of diffraction and the peri-
odic array of features is known as a diffraction grating.9 By creating a reec-
tion/transmission grating on the back/front surface of a solar cell, light can
be forced to travel at oblique angles through the cell. For thin lm solar cells,
Light Capture 253light is only allowed to propagate in a discrete number of modes parallel to
the lm and diffraction gratings can be designed to generate diffraction
orders which couple to the allowable modes, increasing the optical path
length and therefore the amount of light absorbed.
8.4.2.4 Scattering
An external scattering layer can be used to transmit light into a solar cell
across a range of angles. Light passing through a transparent medium can be
scattered by variations in refractive index, for example voids or embedded
dielectric particles, that have dimensions of the order of the wavelength or
larger. In a thick non-absorbing scattering layer, light will undergo multiple
scattering events before eventually being emitted at a random angle from the
top surface. This structure can be used as a diffuse reector and any photons
reected beyond the critical angle will be trapped within the semiconductor
layer by total internal reection. An ideal diffuse reector is non-absorbing
and has a Lambertian angular distribution of reection, such that the
reection intensity is proportional to the cosine of the angle.10,11
Metal nanoparticles embedded in a dielectric medium can also be used as
an external scattering layer. The optical cross-section of metal nanoparticles
typically exceeds the geometric cross-section, and so a two-dimensional (2D)
planar array is sufficient to interact with all incident photons. This extremely
strong optical interaction is due to the excitation of localized surface plas-
mons (LSPs), which are resonant oscillations of conduction electrons. Light
couples to an LSP, which then decays either radiatively, resulting in scat-
tering, or non-radiatively, resulting in absorption. Absorption can be mini-
mized by correct choice of nanoparticle parameters, but cannot be entirely
eliminated. Metal nanoparticles situated near a semiconductor layer scatter
preferentially into waveguide propagating modes.12,13
Some examples of the implementation of AR and LT mechanisms are now
explored in more detail.
8.5 Thin Film Antireection Coatings
Practically all solar cell designs incorporate some form of thin lm to
improve the transmission of light across the various interfaces within a cell/
module by exploiting destructive interference. When deposited at an inter-
face involving the active component of the cell, the thin lm can also provide
electrical passivation, reducing surface recombination and so improving the
quantum efficiency of a cell.
8.5.1 Optical Considerations
A single-layer ARC (SLAR) can be designed by tuning its thickness so that
light reected from the coating–substrate interface travels a distance equal to
half a wavelength more than light reected from the air–coating interface.
When the two waves meet again, one will be 180 out of phase with the other
and so they will destructively interfere. For an SLAR of refractive index n1 and
Figure 8.5 Thin lm AR coatings: (a) single layer (SLAR); and (b) double layer
(DLAR). From ref. 7.
254 Chapter 8thickness d1 on a substrate of refractive index ns [Figure 8.5(a)], optimum
antireection for light of wavelength l, at normal incidence from air, is
achieved when:
n1d1 ¼ l4 (8.6)
For complete destructive interference, the amplitudes of the waves must be
equal, i.e. from eqn (8.6) (neglecting absorption):
n1  n0
n1 þ n0 ¼
ns  n1
n2 þ n1 (8.7)







DLARs operate on the same principles as SLARs, but with two minima in
the reectance spectra, they can be designed to exhibit a low reectance over
a broader wavelength range. This has the added benet that the AR effect is
less sensitive to variations in layer thickness compared with SLARs. For
a double-layer ARC (DLAR), it can be shown that the optimum refractive
indices, n1 and n2, where layer 1 is the top layer [Figure 8.5(b)], are calculated
using:
n31 ¼ n20ns and n32 ¼ n0n2s (8.9)
The corresponding optimum thicknesses, d1 and d2, are given by:




For solar cell applications, the design wavelength is usually chosen to be at
the peak in the solar spectrum, i.e. lz 600 nm. Taking a typical c-Si cell as an
example, ns at 600 nm is 3.941, which leads to the optimum refractive index
Table 8.1 Optimum refractive index and thickness values calculated using eqn
(8.6)–(8.10) for SLARs and DLARs at air–Si EVA–Si and air–glass inter-
faces for light with a wavelength of 600 nm
Air–silicon EVA–silicon Air–glass
SLAR n1 1.985 2.431 1.225
SLAR d1 (nm) 75.6 61.7 122.5
DLAR n1 1.580 2.070 1.145
DLAR n2 2.495 2.856 1.310
DLAR d1 (nm) 95.0 72.5 131.0
DLAR d2 (nm) 60.1 52.5 114.5
Note: Refractive indices of 3.941 for silicon and 1.5 for glass and EVA were used in
the calculations.
Light Capture 255and thickness values for SLARs and DLARs at the air–silicon, EVA–silicon and
air–glass interfaces given in Table 8.1.
Research in this area has focused on growing materials with refractive
index values as close as possible to these optima. This is more difficult for
the air–glass interface because few suitable materials exist with the
required low refractive index. Magnesium uoride (MgF2), with a refractive
index of 1.38 is commonly used for AR on camera lenses and has been
explored as an AR material for solar glass. However, as deposition involves
expensive vacuum techniques for which large area uniformity and stability
is difficult to achieve, such an approach has not been widely adopted by PV
manufacturers. Experimental PV devices including CdS/CdTe14,15 and
CuInS2/CuGaS216 solar cells have employed an evaporated thin lm of MgF2
for antireection on the glass substrate, reducing the average top surface
reectance from 5.6% to 4.3% in one case.16 The coating material has been
investigated for PV devices for operation in space but questions remain as
to the stability of the lm.17 Low refractive index uorinated polymers have
also been studied as possible SLAR coatings for glass.18,19 This approach is
more compatible with large-scale PV module manufacturing because
cheaper spray coating techniques can be used to deposit the material
which, when dry, forms a chemically resistant, hard-wearing AR surface
layer.20,21
For an air–silicon interface, the optimum refractive index for a single-layer
ARC is approximately 1.99. Cerium oxide (CeO) is identied by Zhao and
Green22 as having a near optimum refractive index of 1.953. Cerium dioxide
(CeO2) has a higher refractive index with values of between 2.467 and 2.780
obtained for radio frequency (r.f.) sputtered lms at various deposition
temperatures.23 It is therefore more suitable for the bottom layer in DLARs.
Similarly, zinc sulde (ZnS), with a refractive index of z2.33 is also used in
DLARs,22 most notably in combination with MgF2 for the 24.7% efficient
passivated emitter and rear locally diffused (PERL) cell.24 Absorption in the
ultraviolet (UV) is relatively high for ZnS, but it is still an effective ARC
material because of the low solar irradiance in this part of the spectrum.
Stoichiometric silicon nitride (Si3N4), grown by low-pressure chemical vapour
256 Chapter 8deposition (LPCVD), has a refractive index between 1.91 and 2.17 over the
300–1240 nm wavelength range.25 It also has negligible absorption over this
range, an obvious additional requirement for any ARC, and has been used in
buried contact solar cell technology.26 Depositing silicon nitride using
plasma-enhanced chemical vapour deposition (PECVD) offers more exi-
bility in refractive index. By changing the NH3/SiH4 ow ratio, Nagel et al.4
grew SiNx layers with refractive indices measured at 632.8 nm of between 2.62
and 1.85. Encouraged by the wide range of refractive index values obtainable
with this material, researchers investigated the possibility of SiNx DLARs.27,28
Unfortunately, the extinction coefficient of the SiNx lms increases with
increasing silicon content and so the performance of such DLARs is limited
by absorption in the bottom layer.
Another commonly used ARC material with variable optical properties is
titanium dioxide (TiO2). In this case, instead of varying the stoichiometry, the
refractive index can be tuned by altering the density and phase of the
material through different deposition conditions and by post-deposition
sintering.29 TiO2 can exist as three different phases. Low deposition
temperatures lead to an amorphous lm; increasing the deposition
temperature or annealing above 350 C results in the metastable crystalline
phase of anatase, with a maximum (single crystal) refractive index at l ¼
600 nm of 2.532.30 Sintering above 800 C leads to the formation of the stable
crystalline rutile phase, with a maximum refractive index at l ¼ 600 nm of
2.70.31 The lm density also increases with sintering temperature and time,
leading to an increase in refractive index. In the presence of high concen-
trations of water vapour, porous lms with lower refractive index values can
be formed. Richards et al.32 used ultrasonic spray hydrolysis to create an
anatase TiO2 lm with a refractive index of 2.44, which is near optimum for
a SLAR at an EVA–silicon interface. Using atmospheric pressure chemical
vapour deposition (APCVD), Richards29 also showed that thin lms of TiO2
with refractive indices (at l ¼ 600 nm) varying from 1.52 for a porous lm to
2.63 for a dense, rutile lm can be grown. This remarkable range of refractive
indices for one material inspired the design of a TiO2 DLAR, with a dense,
high n bottom layer and a porous, low n top layer. Near optimum values for
an air–silicon interface of n1 ¼ 1.52 and n2 ¼ 2.489 were achieved. For an
encapsulated cell, the optimum n2 is too high at 2.856 to be achieved with
even the most dense TiO2 layer and the best obtained was a DLAR with n1 ¼
1.95 and n2 ¼ 2.63. The modelled weighted reectance (which is the reec-
tance weighted by the photon ux density of the solar spectrum) of an
encapsulated surface with this DLAR is 7%, which is impressively low
considering that this includes 4.3% absolute reectance from the glass cover.
Silicon dioxide is non-absorbing over the wavelength range 300–1240 nm,
but it has a refractive index of 1.46 which is too low for good performance in
encapsulated cells. However, it has been widely used as an SLAR for unen-
capsulated laboratory cells, for example, the original buried-contact designs
featured a SiO2 SLAR.33 It also has a refractive index close to the optimum for
the top layer of an unencapsulated DLAR.
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The main benet of using thermally grown SiO2 for an ARC is that it confers
excellent surface passivation to silicon. Defect states within the bandgap
cause recombination losses in silicon and the highest concentrations of
defect states are found at the surface due to the presence of non-terminated
bonds. Growing a thermal oxide, or other suitable passivating layer, results
in termination of these defect states and so a reduction in recombination
losses. An additional mechanism also operates whereby positive charges
within the oxide repel holes from the surface and so hinder carrier
recombination.34
Many of the other materials considered above, namely ZnS, TiO2 and Si3N4,
provide negligible surface passivation4,27,35,36 and so are oen combined with
a thin layer of SiO2. Surface recombination velocities of less than 10 cm s
1
have been reported for a silicon surface passivated with a thermally grown
oxide.37
PECVD silicon nitride lms can also be very effective for surface passiv-
ation, with a record low value of surface recombination velocity of 4 cm s1
being reported.38 Alas, the best passivating nitride lms are those with a high
silicon content and so a correspondingly high extinction coefficient which
leads to unacceptable absorption in the lm.4 There are some reports of good
passivation with silicon-poor SiNx lms,39 but these lms suffer from a poor
thermal stability, with passivation properties degrading during high
temperature processing. A very thin layer of SiO2 can be used in conjunction
with SiNx to overcome this problem.39,408.5.3 Other Thin Film Considerations
A high chemical resistance is a requirement of thin lm coatings for solar
cells because cleaning, etching and metal plating processes involving
a variety of acids and bases are oen performed aer the coating has been
deposited. Most of the lms mentioned above exhibit excellent chemical
resistance, with notable exceptions being the susceptibility of SiO2 to HF and
ZnS to any water-based solutions. TiO2 is highly resistant to chemical attack
in its crystalline phases of anatase or rutile, but its amorphous phase exhibits
poor chemical resistance.41 Phase changes and general thermal expansion
coefficient mismatches between layers can also lead to stress-induced
cracking and peeling of the lms during high temperature processing. For
industrial cells, cost also needs to be considered. Growing high quality
thermal oxide requires heating to around 1000 C for extended periods of
time. In the BP Solar buried contact process, for example, Si3N4 is deposited
at temperatures of 700–800 C for 0.5–1.5 hours per batch.54 These massive
thermal budgets substantially increase the cost of the cell. Films that can be
deposited at lower temperatures, for example, sputtered or PECVD deposited
SiNx and TiO2 lms deposited by spray pyrolysis or APCVD are therefore
advantageous.
258 Chapter 8Thin lm coatings are used throughout PV as a means of antireection but
they are not a perfect solution. Optical properties of lms are heavily
dependent on deposition conditions and fabricating thin lms with the
optimum refractive indices and mechanical and thermal properties is chal-
lenging. The performance of single-layer ARCs is very wavelength dependent
and only optimum for the particular wavelength to which the thickness of the
coating is tuned. This does not pose a problem for laser applications but for
solar cells, which operate with light from a broad frequency range, it is not
ideal. The use of multilayer ARCs addresses this issue but these coatings
suffer from other problems. Thermal expansion coefficient mismatches and
general poor interface properties can cause thin lms to detach from the
substrate, a problem that increases with increasing number of layers.
Another issue with layered ARCs is that diffusion of material can cause
mixing between the layer(s) and the substrate, and so degradation of the ARC
properties and electronic properties of the cell.8.6 Micron-scale Texturing
Reectance from a surface can be reduced by texturing with features on the
micron scale and so enabling the mechanism of multiple reections.
Texturing on this scale also results in refraction or scattering of the trans-
mitted light and so confers a light trapping effect. For monocrystalline
silicon, anisotropic, alkaline etching is used to create arrays of geometric
features (pyramids and grooves). For polycrystalline silicon, isotropic etching
and direct ablation texturing methods are employed, resulting in more
randomly textured surfaces.8.6.1 Alkali Etching: Pyramids and Grooves
Themost common form of surface texturing for monocrystalline Si solar cells
involves forming arrays of micron-scale pyramids by taking advantage of the
different etch rates of the silicon crystal planes in alkali etchants.10,42 A weak
alkaline solution will anisotropically etch silicon, with the h100i planes
etching at a higher rate than h111i planes. Such an etch treatment on a wafer
with a h100i surface will result in the formation of facets on h111i planes,
creating pyramids, inverted pyramids or grooves (Figure 8.6) which, through
the multiple reection mechanism, will afford a reduction in the overall
reectance.8.6.1.1 Maskless Texturing
The use of anisotropic etching for solar cells was rst reported by Haynos and
colleagues, who textured the top surface of Comsat cells.43 Their texturing
scheme used hydrazine hydrate as a selective etchant and relied on random
nucleation, forming arrays of randomly arranged micron-scale pyramids on
the surface. These cells achieved energy conversion efficiencies under
Figure 8.6 (a and b) Schematics of alkali-textured silicon (a) masked, forming a
regular array of inverted pyramids, and (b) maskless, forming
a random array of pyramids. (c and d) Helium ion microscope images
of corresponding examples of: (c) regular inverted pyramids; and (d)
random pyramids.
Light Capture 259standard terrestrial conditions of 17.2%. The texturing scheme does not
require expensive photolithography stages which, combined with the excel-
lent antireection and light trapping conferred by this approach, led to it
becoming the texturing scheme of choice for monocrystalline silicon
commercial cells, including the screen printed44 and buried contact cells.33
Potassium hydroxide mixed with isopropanol and heated to 60–70 C is
frequently used for this type of texturing, with mechanical stirring or ultra-
sonication used to ensure efficient etching at the wafer surface.45,46 The
isopropanol is used to ensure good uniformity of pyramids by reducing the
interfacial energy and so improving the wettability of the surface,47 and by
acting as a complexing agent to dissolve the hydrous silica formed during the
etch reaction.48 In an effort to reduce chemical costs, other etchants have
been investigated including hydrazine monohydrate (N2H4$H2O),47 K2CO349
or Na2CO3.508.6.1.2 Regular Pyramid Arrays
The positions of nucleation sites for the formation of pyramids can be
controlled using photolithography to dene a mask through which aniso-
tropic etching can proceed. Pyramids can thus be formed in regular arrays
and can be upright or inverted depending on the mask geometry. Developed
at the University of New South Wales in Australia, the PERL cell—which
holds the world record for efficiency of a single junction silicon solar cell
260 Chapter 8(at 25%)—employs a regular array of inverted pyramids as a top surface
texturing scheme.24,51 In addition to low reectance over a range of wave-
lengths, pyramidal schemes also confer excellent antireection over a range
of incident angles up to 80.52 Diffraction has little effect for these structures
because the pyramids are 5–10 mm in size and so visible diffractive orders are
within a few degrees of the zero order.
Ray tracing simulations have been used to investigate the effect of varying
the arrangement of pyramids, which inuences the degree of light trapping
conferred by the texture but has little effect on the AR properties of the
surface.10,53 Various tiling schemes have been proposed as alternatives to the
close-packed square array of pyramids in an effort to break the pattern
symmetry and enhance light trapping. Breaking of the symmetry of each
pyramid by slicing the silicon ingot into wafers at a small angle with respect
to the h100i crystallographic direction surface has also been investigated for
increased light trapping,54 but the departure from standard wafers is likely to
increase costs.
Reectance of between 10% and 20% in the 400–1000 nmwavelength range
are typically achieved using alkali texturing, which is a signicant improve-
ment on the 35–40% reectance exhibited by a planar silicon surface. A further
improvement in antireection can be achieved by combining alkali texturing
with thin lm ARCs. The minimum reectance is lower compared with
textured bare silicon and reectance reduction over a broad wavelength range
is improved compared with thin lm ARCs on planar surfaces. Commercial
implementation of the non-random pyramid schemes has been hindered by
the extra cost associated with the photolithography stages necessary for
dening the patterns before etching. Consequently, regular arrays of pyramids
are only employed in high-efficiency, high-cost solar cells, such as the PERL
cell, and random arrays still dominate the low-cost bulk market.
Unfortunately, alkali etching is not as effective for light trapping and
antireection on multicrystalline silicon because each grain has a different
orientation and so creating deep, dramatic surface relief is not possible.
Consequently, this approach does not tend to produce low reectance
surfaces, with most attempts reporting little reduction in reection
compared with planar surfaces.55,56 Some success using a mixture of NaOH
and NaOCl as an etchant for texturing multicrystalline silicon has been re-
ported, with large area (150 mm 150 mm) cell efficiencies of 14.5%,57 but in
this case, a SiNx thin lm was employed for additional antireection.8.6.2 Acid Etching
8.6.2.1 Maskless Acid Texturing
The cheapest, most industry compatible method of acidic wet etching is
performed without masking, using the surface damage resulting from wafer
sawing as seeds for texturing. Mixtures of HF and HNO3 have been used,
oen with catalytic agents such as CH3COOH or H3PO4 to control the etch
Figure 8.7 SEM images of surfaces textured by acid etching: (a) maskless;55 and (b)
masked (bowl-like features are 14 mm in diameter).24 (a) Reprinted
from D. H. Macdonald, A. Cuevas, M. J. Kerr, C. Samundsett, D. Ruby,
S. Winderbaum and A. Leo, ‘Texturing industrial multicrystalline
silicon solar cells’, Sol. Energy, 76(7), 277–283, Copyright 2004, with
permission from Elsevier. (b) Reprinted with permission from J. Zhao,
A. Wang, M. A. Green and F. Ferrazza, ‘19.8% efficient ‘honeycomb’
textured multicrystalline and 24.4% monocrystalline silicon solar
cells’, Appl. Phys. Lett., 73(14), 1991–1993, Copyright 1998, American
Institute of Physics.
Light Capture 261rate.55,56 This results in smooth, bowl-like features [Figure 8.7(a)], but the
isotropic nature of the etchants means that the resulting surfaces are not
textured sufficiently to reduce reectance to a low level by the multiple
reection mechanism.55,56 It seems that this technique is only useful for
damage removal and is not effective for reection reduction, with reec-
tances of between 20 and 30% in the wavelength range from 450 to 1050 nm56
being demonstrated.8.6.2.2 Masked Acidic Texturing
By controlling the nucleation of the texture features through masking of the
surface, improvements in the performance of acid texturing for antireection
are possible, albeit with the added cost of the photolithographic mask-
dening process. In one example, an HF/HNO3/H3PO4 isotropic wet etch
through an oxide mask was used to create a square array of hemispherical
bowls with a diameter of 10 mm on a silicon surface.58 Although shallower
than the inverted pyramid type features achieved with alkali etching, the
bowl texture proved effective for encapsulated cells, where it increased total
internal reection from the underside of the glass cover, thus redirecting
light back onto the cell.
A similar technique was employed for a multicrystalline cell based on the
PERL solar cell design [Figure 8.7(b)].24 A hexagonal ‘honeycomb’ array of 4 mm
diameter holes, spaced 14 mm apart, was dened in a layer of oxide using
photolithography. An isotropic etch (HNO3 : HF ¼ 50 : 1) was then used to
create hemispherical bowls in the underlying silicon substrate, through the
oxide mask. When combined with a DLAR, the reectance of the surface was
262 Chapter 8reduced to 3–10% for the 500 nm to 1 mm wavelength range. When compared
with the inverted pyramids texturing scheme, which is used on the PERL
monocrystalline solar cells, the honeycomb array has8% higher reectance,
which is mainly due to the at areas at the base of the wells and at the inter-
stices. In terms of light trapping capabilities, however, ray tracing calculations
show that the honeycomb structure would outperform the inverted pyramids
design, with 85–90% of light remaining aer two passes compared with only
65% remaining with the inverted pyramids design. The cell exhibited an effi-
ciency of 19.8%, a world record for multicrystalline silicon cells at the time.
In another example, a patterned photoresist layer was used as an etch
mask, eliminating the need for a patterned oxide layer.59 When etching is
complete, the photoresist layer peels off, simplifying the fabrication process.
However, the resulting proles tend to contain more at areas, with surfaces
parallel to the plane of the wafer, than the corresponding anisotropically
etched structures, especially in the troughs of the pattern. Light reected
from these at areas is unlikely to be deected by a sufficiently large angle to
be incident on another part of the cell or undergo total internal reection
(TIR) at the underside of the glass cover and so these areas are deleterious to
the antireective effectiveness of the texturing scheme.8.6.3 Dry Etching
Reactive ion etching (RIE) employs chemical and physical mechanisms to
selectively and directionally remove material. For solar cells, it is used mainly
to texture on the sub-micron scale but it can also be used for forming micron-
scale features by employing an etch mask. It is mainly applied to multi-
crystalline cells to achieve larger aspect ratio features than are possible with
wet etching, and so to increase the effectiveness of the multiple reection AR
mechanism.
In one example, RIE was performed through a photolithographically
patterned nichrome etch mask, leading to a regular array of micron scale
pyramids and grooves (Figure 8.8).60 AR properties were similar to those
achieved with anisotropic wet etching of single crystal cells, with the
advantage that RIE texturing is equally applicable to multicrystalline cells.
Despite the possibility of enhanced surface recombination due to surface
damage cause by the etch, cell efficiency improvements of 22% were reported
over an untextured cell. Vacuum requirements for RIE cause it to be a rela-
tively expensive technique to implement on a large scale.
In another example, an array of hemispherical bowls was formed in
a silicon surface by SF6 plasma etching through a mask.61 The dry etch
technique enabled the formation of deeper bowls than was possible with acid
etching through the samemask by a factor of almost 3 (16 mm compared with
6 mm). Reectivities similar to those of monocrystalline wafers with inverted
pyramids were demonstrated, with corresponding efficiency improvements
that indicate that damage due to plasma etching does not hinder the cell
performance if a suitable damage removal step is included.
Light Capture 2638.6.4 Ablation Techniques
Direct ablation texturing methods including mechanical grooving and laser
texturing have also been developed (Figure 8.9). Indeed, the rst allusion to
using pyramids to reduce reection from the surface of a solar cell was made
in a 1964 patent which suggests a mechanical texturing method.62 These
alternative texturing techniques involve cutting out a pattern using a saw or
a laser and then etching in an attempt to remove the damage whilst keepingFigure 8.8 Silicon surface textured by RIE through a photolithographically dened
nichrome etchmask.60 Reprinted from S. Winderbaum, O. Reinhold and
F. Yun, ‘Reactive ion etching (RIE) as a method for texturing
polycrystalline silicon solar cells’, Sol. Energy Mater. Sol. Cells, 46(3),
239–248, Copyright 1997, with permission from Elsevier.
Figure 8.9 SEM images of silicon surfaces textured by: (a) laser scribing;63 (b)
mechanical scribing.64 (a) Reprinted with permission from J. C.
Zolper, S. Narayanan, S. R. Wenham and M. A. Green, ‘16.7%
efficient, laser textured, buried contact polycrystalline silicon solar
cell’, Appl. Phys. Lett., 55(22), 2363–2365, Copyright 1989, American
Institute of Physics. (b) Reprinted with permission from H. Bender,
J. Szlufcik, H. Nussbaumer, G. Palmers, O. Evrard, J. Nijs, R. Mertens,
E. Bucher and G. Willeke, ‘Polycrystalline silicon solar cells with
a mechanically formed texturization’, Appl. Phys. Lett., 62(23), 2941–
2363, Copyright 1993, American Institute of Physics.
264 Chapter 8the desired texture.63,64 The main problem with these techniques is that
considerable damage is caused during texturing and the subsequent etch
step is unable to completely remove this. Surface recombination is therefore
an issue. Another drawback for laser scribing is the excessive groove depth at
the crossover areas where the laser beam has to pass over twice during the
texturing process. Effective doping of these deep wells has proven difficult to
achieve. Nevertheless, these processes are valid and useful texturingmethods
for polycrystalline cells, with efficiencies demonstrated at 16.7%63 and
16.4%65 for laser and mechanical scribing, respectively. Monocrystalline
silicon cells with efficiencies of z18.5% have also been achieved using laser
texturing and several damage removal etches.66 Reectivity behaviour similar
to alkali-textured monocrystalline cells has been demonstrated.
8.7 Submicron Texturing
If the texture features have dimensions below 1 micron, they are in the
subwavelength regime for parts of the solar spectrum. Arrays of sub-
wavelength features on a surface can confer an AR effect through the graded
index mechanism. One form of this approach is employed by nature in the
form of arrays of regular-shaped, tapered protuberances on the eyes and
wings of some species of moth and buttery (which are commonly termed
‘moth-eye’ structures/arrays)67–69 (Figure 8.10). Similar structures have been
identied on the corneal surfaces of some species of y and mosquito.70,71 In
nature, it is thought that these arrays have developed to reduce reections
and glare which could reveal the location of the insect to a passing predator.Figure 8.10 Helium ion microscope image of natural moth-eye structures found on
the transparent wing of Cephanodes hylas.
Light Capture 265Another theory is that the increased transmission accompanying the reduc-
tion in reection enhances the sensitivity of the insect’s visual system. In any
case, natural moth-eye structures have developed to minimize the reectance
of sunlight and therefore have inspired efforts to fabricate articial versions
suitable for photovoltaic applications. Some of these efforts are attempts to
directly mimic the array of regularly shaped features found in nature,
whereas others realize the graded refractive index prole with irregular
subwavelength features.
Subwavelength features are by denition too small to change thedirectionof
propagation of light and so such structures cannot be used for light trapping. If
the period of the features approaches the solar wavelength range, however,
light trapping is possible in the form of diffraction with the case of regular
arrays forming a grating, or scattering in the form of randomly sized features.8.7.1 Subwavelength Array Theory
The simplest way to treat subwavelength arrays theoretically is to use effective
medium theory (EMT) whereby the interface region is modelled as a stack of
many layers, each with an effective refractive index in between those of the
media either side of the interface.72 The effective refractive index in each layer
is determined by averaging the refractive indices of the two constituent
materials, weighted by the amount of each within the layer. In this way, any
refractive index prole perpendicular to the surface can be modelled. Studies
of how the reectance varies with the height-to-wavelength ratio all show
that, if the graded index region is thicker than approximately half the
wavelength, reectance is below 0.5%.73–76 For EMT to apply, the features at
the interface must be sufficiently small so that they cannot be resolved by the
incident light. In other words, the features should not be large enough to
scatter light appreciably, either incoherently, as with randomly arranged
features, or coherently, as with regular arrays of features such as those found
on moth-eye surfaces. By treating the array of subwavelength features as
a diffraction grating, this condition translates as the period being sufficiently
small so that all orders other than the zeroth are suppressed. This condition
is given in Table 8.2 and is calculated using the diffraction grating equation
for the cases of reection and transmission, and normal and grazing
incidence.
For applications using infrared light, it is relatively easy to satisfy these
conditions and produce antireective zero order gratings that can be ana-
lysed using EMT. Not only are the wavelengths in this region longer but the
refractive index of silicon is lower, at 3.4, than for visible wavelengths. For
this reason, EMT is a popular technique for analysing subwavelength AR
schemes working at infrared wavelengths.8,77–79 Fabricating a grating with
d  l for applications in the visible light range is more challenging and so
these subwavelength AR schemes tend to have characteristic lengths closer to
the operating wavelengths, i.e. d / l, for which EMT is no longer valid.79,80
Therefore, most theoretical work on subwavelength AR surfaces has been
Table 8.2 Zero order grating condition from diffraction grating equation
Normal incidence Grazing incidence











Note: d is the grating period, l is the wavelength of incident light and n is the refractive index
of the substrate (the incident medium is assumed to be air).
266 Chapter 8carried out using an approach know as rigorous coupled wave analysis
(RCWA),81 which is a differential-based method to calculate efficiencies of
orders in diffraction gratings. Various commercial implementations of this
theory are available, e.g. GD-Calc from K. J. Innovation82 and Dif-
fractMOD from RSo Design Group,83 which allow subwavelength struc-
tures of any prole to be modelled using a staircase approximation. The
approach is oen used to support reectance measurements of articial
moth-eye structures,84–86 but can also be used to explore the parameter space
in articial moth-eye design and perform optimizations for solar
applications.86–89
Studies using RCWA have shown that feature shape, height and period (or
spacing) are all important factors for the AR performance of the sub-
wavelength moth-eye structures.88 Simulations of the total reectance of an
array of subwavelength features as a function of period and height or aspect
ratio for a single wavelength can be used to guide the design of practical
moth-eye arrays. An example of the typical results of such simulations is
presented in Figure 8.11. For small periods, effective medium behaviour is
observed, with a dramatic decrease in reectance, followed by the appear-
ance of low amplitude interference fringes as the feature height is increased.
More complicated behaviour is observed as the period approaches the
resonance region (i.e. as d/ l). The period region between effective medium
and resonance represents an optimum in the design, whereby low reec-
tances are achieved at modest feature heights. Higher aspect ratio features
lead to a lower reectance but are more difficult to fabricate and incorporate
into solar cell designs, a trade-off that is balanced at a height of approxi-
mately half of the design wavelength. The feature shape is also key as it
species the refractive index gradient prole. Unsurprisingly, a smoothly
tapered feature prole, similar to those found on natural moth-eyes, is found
to out-perform designs based on sharper or at-topped features.88
Theory and experiments have shown that although the moth-eye AR effect
is broadband, there is variation with wavelength (Figure 8.12) and the period
can be tuned to position a local reectance minimum in the spectral region
important for a particular application.88 One such optimization for mono-
crystalline silicon solar cells encapsulated in EVA arrived at a period of 312
nm for the maximum reduction in reection of the AM1.5 solar spectrum at
the silicon–EVA interface.89 The short-circuit current daily average was
Figure 8.11 (a) Parameter map from RCWA simulations implemented in GD-Calc
of a silicon moth-eye structure showing reectance vs. height and
period at a wavelength of 1000 nm. (b) A three-dimensional
rendering of the simulated structure.88
Figure 8.12 Contour plot of reectance vs. period and wavelength of a siliconmoth-
eye with a feature height of 400 nm, calculated using RCWA
implemented in GD-Calc.89
Light Capture 267calculated to be only 0.6% less than that of a cell with zero reectance at the
EVA–silicon interface, an improvement of approximately 3% on the best
DLAR coating.8.7.2 Subwavelength Texturing Practical Realization
8.7.2.1 Fabrication of Articial Moth-eye Structures
Experimental realization of regular arrays of tapered pillars, mimicking the
moth-eye arrays found in nature generally involves rst dening the pattern
in a thin layer of polymeric resist covering a hard substrate using electron
268 Chapter 8beam or interference lithography. These processes consist of chemically
modifying the resist by exposure to either an electron beam or the interfer-
ence pattern formed between two or more laser beams. The resist is then
developed whereby the unwanted material (exposed or unexposed, depend-
ing on whether the resist is a positive or negative type) is removed, leaving the
required subwavelength-scale pattern dened in the resist. For glass
substrates, the patterned resist layer is an effective AR coating because of the
similar refractive index values of the two materials.90 However, a pattern
dened in photoresist is delicate and so an etch is oen employed, using the
resist as a mask, to transfer the structures into the harder underlying
substrate. Examples of patterning glass/quartz substrates this way include
using CHF3 reactive ion etching (RIE)91 and SF6 fast atom beam (FAB)
etching92 through a resist mask. To fabricate taller features, a more robust
etch mask is oen used. In one example, electron beam lithography (EBL)
was used to dene a pattern of holes in resist. Chromium was then deposited
and the resist lied off, leaving behind an array of Cr disks which were
employed as amask for a subsequent C4F8/CH2F2/O2 RIE to form the articial
moth-eye structure in a fused silica substrate.84 Reectivities of less than
0.5% across the wavelength range of 400–800 nm were achieved.
Pattern transferral via etching is required to form an articial moth-eye AR
array in the active layer of a solar cell (e.g. in silicon or GaAs) as polymers with
a refractive index sufficiently high to match to the active layer material are
not available. In one example, a CHF3/O2 RIE was employed to transfer
features from an interference lithography patterned resist layer into an
intermediate oxide layer before a Cl2/BCl3 RIE was employed to transfer the
pattern onto a silicon substrate.93 Another group used a SF6 FAB to form
subwavelength structures in a silicon substrate through an EBL patterned
resist mask,94 achieving broadband AR, down to 0.5% at 400 nm (from an
initial untextured substrate reectance of 54.7% at this wavelength).
Figure 8.13 shows an example of an articial, biomimetic moth-eye array
dened in resist by EBL and then transferred into silicon with HBr dry
etching along with, for comparison, a natural subwavelength structure found
on the transparent wings of the cicada Cryptotympana aquila.88
In efforts to reduce costs, alternatives to the top–down approaches to
moth-eye pattern denition have also been developed involving the self-
assembly of an etch mask in the form of polystyrene or silica nanospheres
from a colloidal suspensions.85,95,96 In one example, an SF6/O2 RIE was used
to pattern a silicon surface through a mask of silica spheres deposited
through spin coating a colloidal suspension. Homogeneous monolayer
coverage is difficult to achieve with this technique, especially on poly-
crystalline wafers where the surface roughness hinders the formation of large
domains of close-packed spheres. Progress has been made in this area by
controlling the viscosity of the nanosphere suspension through the incor-
poration of a polymer.97 In a demonstration of this technique, Sun et al.85
coated a 4 inch silicon wafer with a polymer containing 360 nm diameter
silica spheres. Removal of the polymer le an array of spheres which was
Figure 8.13 SEM images of: (a) articial, biomimetic moth-eye array in silicon,
fabricated by EBL and dry etching; and (b) subwavelength structures
found on the transparent wing sections of Cryptotympana aquila.88
Reprinted with permission from S. A. Boden and D. M. Bagnall,
‘Tunable reection minima of nanostructured antireective
surfaces’, Appl. Phys. Lett., 93(13), 133108, Copyright 2008, American
Institute of Physics.
Figure 8.14 SEM images of AR pillar arrays formed in silicon by RIE through: (a)
a mask consisting of a monolayer of silica nanospheres deposited
from a colloidal suspension;98 and (b) an aluminium mask patterned
by nanoimprint lithography and li-off.100 (a) Reprinted with
permission from W.-L. Min, B. Jiang and P. Jiang, ‘Bioinspired Self-
Cleaning Antireection Coatings’, Adv. Mater., 20(20), 3914–3918,
Copyright 2008, John Wiley and Sons. (b) Reprinted with permission
from S. A. Boden and D. M. Bagnall, ‘Nanostructured biomimetic
moth-eye arrays in silicon by nanoimprint lithography’, Proceedings
of SPIE, 7401, Copyright 2009, Society of Photo Optical
Instrumentation Engineers.
Light Capture 269used as an etch mask for the formation of a moth-eye texture in the silicon by
an SF6 RIE85,98 [Figure 8.14(a)], achieving a reectance less than 2.5% in the
350–900 nmwavelength range. This technique has also been applied to GaSb,
an important material for thermophotovolatic devices, with similar reec-
tance reductions.99
270 Chapter 8To enhance the scalability of articial moth-eye surfaces, embossing or
nanoimprinting techniques have been developed whereby a hard stamp or
master is fabricated using one of the processes above and then used to
replicate the pattern multiple times by imprinting into heated polymer
layers.101–103 A related technique known as step-and-ash imprint lithography
employs UV light to cure the polymer through a transparent substrate during
the imprint. Using this technique, moth-eye arrays can be replicated in hard
wearing polymer layers on glass. In one example, scratch-resistant inorganic–
organic co-polymerswere imprintedwith nickelmasters patternedwithmoth-
eye arrays using interference lithography,104 achieving a5%enhancement in
transmittance through glass.105 Again, for moth-eye arrays on higher index
substrates, pattern transfer by etching is required. In one approach, an EBL
dened stamp is used to imprint holes in a polymer layer on silicon. Then,
through a deposition and li-off process, a 1 cm  1 cm array of aluminium
disks is formed on the silicon surface and used as an etch mask for an SF6/
C4H8 dry etch.100 This is followed by various shaping etches to create the
desired feature prole [Figure 8.14(b)]. Large area patterning is possible with
nanoimprinting, with nanoimprintmastersmade by interference lithography
on the scale of tens of centimetres available commercially.106,107 Roller
processes have also been developed that use exible masters and/or
substrates for AR moth-eye fabrication on the wafer-scale and beyond.108–1108.7.2.2 Random Subwavelength Texturing
Not all subwavelength texturing is designed to directly mimic moth-eye
features; graded index layers can be created with features less regular in size,
shape and arrangement. These techniques offer potentially cheaper, more
scalable routes to effective AR surfaces because a lithographically dened
mask is not required.
Reactive ion etching can be used without masking to form a surface that is
randomly textured with subwavelength features. Chlorine- and uorine-
based plasmas have been used to texture silicon wafers in this way,111–114 with
reectances less than 5% across the wavelength range of 300 nm to 1 mm
demonstrated. In the case of maskless SF6/O2 etching, deep texturing of
silicon can be achieved by etching through a thin oxide layer. The etch
perforates the oxide at random points and these areas become more
susceptible to the etch. Thus pits appear on the surface and the walls of these
pits quickly become covered with absorbed SixOyFz, which protects these
areas from further etching. The resulting surface has a random, needle-like
texture. When applied in the fabrication of a multicrystalline silicon solar
cell, the texturing was shown to increase the device efficiency from 8.5% to
10.9%.111 The increase in surface area and damage caused by the texturing
process leading to increases in surface recombination, and issues related to
doping the textured silicon limited the improvement in device performance.
A wet etch (e.g. HNO3, HF) can be performed post-RIE to remove some of the
RIE-related defects, with reported improvements of up to 7% over an
Light Capture 271untextured cell.115 Similar dry etch process have achieved exceeding low
broadband silicon reectivities, notably Yoo et al.,116 who used a RF multi
hollow cathode discharge system for SF6/O2 plasma etching, forming
a surface texture that exhibited negligible reectance across the 200–1000 nm
wavelength range.
Another related approach is to deposit small amounts of material either
prior to or during the dry etch to facilitate the formation of high aspect ratio
features. In one example, silicon surfaces were textured in an electron
cyclotron resonance reactor using a mixture of silane, methane, argon and
hydrogen.117 Nano-sized silicon carbide clusters are formed in a reaction
between silane and methane. These are deposited onto the silicon surface,
protecting the silicon directly underneath from etching by the Ar/H2
plasma,118 and so leading to the formation of a dense array of conical
‘nanotips’, uniformly over the surface of a six-inch wafer. The close-packed,
high aspect ratio nanotips confer broadband, wide angle antireection to the
surface, but questions remain over the compatibility of such high aspect ratio
features and damage-inducing plasma etching processes to successful solar
cell fabrication.
Although fewer defects are introduced to a surface by wet etching, the
resulting texture is usually insufficient for effective AR. One promising tech-
nique circumvents this limitation by rstly depositing a 1–2 nm thick,
discontinuous gold lm onto a silicon surface before etching with a HF : H2O2
mixture.119 The resulting surface is textured to depths of between 200 and 300
nm with randomly arranged features of widths in the 50–100 nm range. The
technique was successfully applied to c-Si, microcrystalline Si (mc-Si) and
amorphous Si (a-Si), creating surfaces exhibiting reectances <5% in the 300–
1000 nm wavelength range. A 40% improvement in short-circuit current
compared with an untextured reference cell was demonstrated.120
Reectances approaching those of the best micron-scale textures
combined with multilayer thin lm ARCs are readily achieved with maskless
submicron texturing without the need for the addition of thin lm ARCs or
expensive lithography steps. The challenges for this approach when texturing
the active region of a cell are increased surface recombination due to etch
damage and surface area increases. Nevertheless, recent progress in this area
suggests it holds great promise for future PV applications.8.7.2.3 Porosity Techniques for Glass AR
Other techniques have been specically developed for the texturing of glass
surfaces in order to reduce PV module top surface reection. These involve
introducing some form of subwavelength-scale porosity into the rst few
hundred nanometres of the glass surface to form an effective medium and so
invoke destructive interference or graded index AR mechanisms. There is
considerable overlap here with the principle of thin lm ARCs described in
Section8.5. Porosity canbe introducedduring vacuumdepositionof thinlms,
for example, with magnetron sputtering of porous SiO2 and TiO2 lms on
Figure 8.15 SEM images of porous AR schemes for glass surfaces: (a) porous SiO2
ARC by RPECVD;122 and (b) SiO2–TiO2 colloidal particle coating (i)
top-down view, (ii) cross-section.128 (a) Reprinted from H. Nagel,
A. Metz and R. Hezel, ‘Porous SiO2 lms prepared by remote plasma-
enhanced chemical vapour deposition—a novel antireection
coating technology for photovoltaic modules’, Sol. Energy Mater. Sol.
Cells, 65(1–4), 71–77, Copyright 2001, with permission from Elsevier.
(b) Reprinted (adapted) with permission from X.-T. Zhang, O. Sato,
M. Taguchi, Y. Einaga, T. Murakami and A. Fujishima, ‘Self-cleaning
particle coating with antireection properties’, Chem. Mater., 17(3),
696–700, Copyright 2005, American Chemical Society.
272 Chapter 8glass.121 Remote plasma-enhanced chemical vapour deposition (RPECVD) has
also been successfully used for porous SiO2 ARC deposition [Figure 8.15(a)].122
However, cost is even more important for glass AR as the relative gains are
smaller due to the lower refractive index compared with the silicon and other
active area materials. Therefore, these relatively expensive vacuum techniques
have not seen wide scale commercial implementation. However, combustion
CVD,123 which does not require a vacuum chamber but instead involves
burning a silicate precursor solution as it is sprayed out of a nozzle onto the
glass surface, has been commercialized for large-scale PV glass AR.
Selective etching or leaching of a component of the glass with an acid
treatment can be used to introduce porosity into a surface layer. This is
achieved in borosilicate glasses by rst heating to induce nanoscale phase
separation into high and low silicate components, with the latter being more
susceptible to a subsequent acid etch.124 Acid etching to produce porous AR
glass surfaces has been shown to increase transmission by 5% and has
been successfully commercialized by a number of companies including
Sunarc Technologies and CSG Solar Ltd.125–127
Various solution-based techniques have also been developed to produce
porous and therefore low effective refractive index layers on glass for AR.
These so-called ‘sol–gel’ processes129 generally involve deposition of a solu-
tion which forms a gel on a surface, the liquid phase of which is removed
during drying to leave a hard, porous coating. Tetraethyl orthosilicate (TEOS)
Light Capture 273is oen used as a precursor, resulting in a porous silica layer.130–132 A non-
ionic surfactant is sometimes added to control pore size and improve
adhesion.133 Industrial-scale processes for stable sol–gel glass AR layers have
been developed, with the coating of 1.5 m  2.5 m panels in a single dip
process.134 Other solution-based techniques for glass AR involve colloidal
deposition of nanospheres, similar to the nanosphere lithography
approaches described in Section 8.7.2.1 but the with the nanosphere coating
itself acting as the AR layer because the refractive index of the nanospheres is
close to that of the glass substrate. In one example, polymer-silica core-shell
particles were dip coated onto a glass substrate. Removal of the polymer
core using a high temperature treatment resulted in a durable but highly
porous silica layer and a 5% increase in transmittance.135 In a similar
approach, polyelectrolyte multilayers were deposited onto glass to create
a positively charged surface onto which negatively charged SiO2, TiO2
and polymer colloidal particles were deposited to form an AR coating
[Figure 8.15(b)].128,136,137 In all these examples, no vacuum chamber is needed
and expensive patterning processes are avoided, making these techniques
attractive to the PV industry for their scalability.8.8 Metal Nanoparticle Techniques
Metal nanoparticles can interact stronglywithUV, visible andNIRphotons due
to the excitation and decay of localized surface plasmons (LSPs), which are
resonant oscillations of conduction electrons.138 LSPs decay either radiatively
or non-radiatively, resulting in far-eld scattering or absorption, respectively.
The spectral position of the resonance and the dominant decay channel can be
modied by changing the composition ormorphology of the nanoparticle, and
by changing the optical properties of the surroundingmedium.139 Importantly,
metal nanoparticles can strongly interact with light despite having dimensions
considerably smaller than the wavelength. Therefore metal nanoparticles can
be used as highly tuneable subwavelength-sized scattering elements for light
trapping in photovoltaics.12,140 Metal nanoparticles have been shown to
improve the efficiency of various types of solar cell, including amorphous,141
microcrystalline142 and crystalline12,143 silicon and GaAs.144
The design challenges for metal nanoparticles include the minimization of
parasitic absorption (i.e. absorption within the nanoparticle rather than
within the semiconductor) and maximizing scattering across the wavelength
range of interest. These properties can be optimized by appropriate choice of
nanoparticle size, shape and position within the solar cell.8.8.1 Optical Properties of Metal Nanoparticles
Metal nanoparticles both scatter and absorb light. The sum of scattering and
absorption is known as extinction and represents the total far-eld interac-
tion of light with metal nanoparticles. The extinction spectrum consists of
a peak that reaches a maximum at the resonant frequency of the localized
274 Chapter 8surface plasmon. The radiative efficiency is the ratio of scattering to extinc-
tion, and varies from 0 for completely absorbing nanoparticles to 1 for
completely scattering nanoparticles. The extinction peak magnitude, width,
spectral position and radiative efficiency can be tuned by modifying the
refractive index of the surrounding medium and by modifying the particle
composition, size or shape.
Extinction, scattering and absorption by metal nanoparticles are usually
dened as dimensionless efficiencies, which are the ratio of the optical cross-
section to the geometric cross-section. The optical cross-section of a metal
nanoparticle typically exceeds the geometric cross-section,145,146 and so a two-
dimensional (2D) array of metal nanoparticles with a surface coverage lower
than 100% is sufficient to interact with all incident photons. Arranging the
nanoparticles in a 2D planar array minimizes multiple interactions and also
simplies fabrication. The design of the nanoparticles within the array must
be chosen to maximize the extinction efficiency at wavelengths where light
trapping is required, and to maximize radiative efficiency (i.e. minimize
absorption) for all wavelengths in the incident spectrum.147 The magnitude
of the extinction efficiency determines the minimum surface coverage of
nanoparticles required to scatter all incident photons: the higher the
extinction efficiency the lower the required surface coverage.
The optical properties of metal nanoparticles can be modelled using
analytical or numerical simulation techniques. Analytical solutions to
Maxwell’s equations are available for the case of a spherical or spheroidal
metal nanoparticle in a non-absorbing homogeneous medium.146 More
complicated particle geometries and environments require the use of
numerical methods such as the nite-difference time-domain (FDTD) tech-
nique,148 the nite-element method (FEM),149 or the discrete dipole approx-
imation (DDA).150 In the following sections, Mie theory and DDA simulation
results are used to investigate the inuence of size, shape and surrounding
medium on the optical properties of metal nanoparticles, with the aim of
achieving high scattering efficiencies in the NIR.8.8.1.1 Position within the Solar Cell
Metal nanoparticles can be integrated into a solar cell as a planar 2D array
positioned at the front or rear of the solar cell, or within the semiconductor.
Nanoparticles positioned within the semiconductor are likely to degrade the
electrical properties of the layer due to the introduction of defects and the
diffusion of metal impurities. Situating the nanoparticles on the front or rear
of the solar cell ensures that they have minimal impact on the electrical
properties of the semiconductor. In this case the array can be embeded
within one of the transparent layers already present in the solar cell struc-
ture, for example, a front or rear transparent conducting oxide (TCO) or
a dielectric passivation layer. Metal nanoparticles situated on the front
surface can both reduce reection and increase light trapping,12 but can in
some cases increase reectance due to back-scattering.151,152 Nanoparticles
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absorbed within a single pass of the semiconductor, which reduces parasitic
absorption losses, and the inclusion of a planar reector eliminates out-
coupling losses.1538.8.1.2 Size and Surrounding Medium
Small metal nanoparticles exhibit a single narrow extinction peak, which
corresponds to the dipolar LSP resonance.146 As the diameter is increased the
dipolar peak is broadened, attenuated and shied to longer wavelengths
(Figure 8.16). Additional peaks occur in the spectra of large nanoparticles due
to the excitation of higher order modes, with the overall spectra being
superpositions of each individual mode.146,151
Spherical nanoparticles in air (n ¼ 1) require large diameters to achieve
extinction peaks in the NIR. However, metal nanoparticles embedded within
the solar cell structure will have a higher surrounding refractive index (n $
1.5). Increasing the refractive index of the surrounding medium shis the
peaks to longer wavelengths, with a linear relationship between peak posi-
tion and the surrounding refractive index (Figure 8.17). Increasing the
refractive index of the surrounding medium reduces the minimum nano-
particle size required to achieve scattering in the NIR. The radiative efficiency
of the extinction peak rapidly increases with particle size until a saturation
region is reached. This is achieved at smaller diameters as the refractive
index is increased. The refractive index has negligible effect on the radiative
efficiency of metal nanoparticles with diameters of 150 nm or larger, and so
in this size range only its inuence on the peak position need be considered.
Spherical nanoparticles with diameters of 100 nm or smaller cannot be tuned
to the NIR and can suffer from high parasitic absorption.Figure 8.16 Simulated optical extinction spectra in vacuum of Ag spheres with
diameters of 50, 150 and 250 nm.
Figure 8.17 (a) Extinction peak position and (b) radiative efficiency of spherical Ag
nanoparticles as a function of the refractive index of the surrounding
medium for diameters ranging from 50 to 300 nm.
276 Chapter 88.8.1.3 Shape: Spheroids and Prisms
The optical properties of metal nanoparticles are highly sensitive to the
particle shape because this inuences the collective electron oscillation
dynamics and hence the resonance frequency. Therefore it is possible to tune
the optical properties of metal nanoparticles while keeping the particle
volume constant. For example, stretching one axis of a sphere results in
a prolate spheroid, which supports distinct resonances along the longitu-
dinal and transverse axes.154 The result is a polarization-sensitive extinction
spectrum, with a weak short wavelength peak for polarization aligned along
the transverse axes, and a strong long wavelength peak for polarization
aligned along the longitudinal axis. As the aspect ratio (long axis to short
axis) is increased, the longitudinal mode becomes strongly shied to longer
wavelengths, while the transverse mode is attenuated and weakly blue-
shied (Figure 8.18). The response to unpolarized light is the average of both
modes but is dominated by the longitudinal mode.155 Tuning the peak
position by increasing the aspect ratio rather than the size means that the
peak is not attenuated or broadened.
Figure 8.19 demonstrates that a wide range of extinction spectra can be
achieved by varying both the aspect ratio and the particle size. There is
a nearly linear relationship between extinction peak position and the aspect
ratio, and larger particles exhibit a stronger shi for a given change in aspect
ratio. The relationship between aspect ratio and radiative efficiency is more
complicated, with small particles generally exhibiting an improved radiative
efficiency as the aspect ratio is increased, but larger particles exhibit
a modest decrease for aspect ratios larger than 2.
Metal nanoparticles fabricated by lithography have a prism shape, with
a constant 2D cross-section extruded along an axis. The optical properties of
prisms can be changed by modifying either the height or the cross-sectional
size and shape. The cross-sectional shape has a strong inuence on the
Figure 8.18 Simulated optical extinction spectra of Ag spheroids with aspect ratios
of 1, 2.5 and 5, and volume equal to that of a 100 nm diameter sphere,
illuminated by unpolarized light.
Figure 8.19 (a) Extinction peak position and (b) radiative efficiency of spheroidal Ag
nanoparticles as a function of the aspect ratio for volumes
corresponding to spheres with diameter ranging from 50 to 300 nm.
Light Capture 277optical properties, even if the cross-sectional area is kept constant.155 The
extinction spectra and peak radiative efficiencies of Ag nanoparticles with
circular, square, triangular and rectangular cross-sections are shown in
Figure 8.20. Rectangular nanoparticles exhibit a similar extinction spectrum
to the spheroids discussed above, and have the highest extinction efficiency
and longest wavelength peak position of the four shapes. For the other three
shapes there is a correlation between the peak position and the maximum
radius of curvature of the shape vertices, with sharper corners resulting in
a more red-shied peak position.156 However, sharp features also result in
a large drop in radiative efficiency and so should be avoided for photovoltaic
applications.155
Decreasing the height of the prism generally shis the peak position to
longer wavelengths, with the magnitude of the shi strongly increasing for
heights less than 10 nm [Figure 8.21(a)]. The effect of height on extinction
Figure 8.20 (a) Extinction spectra and (b) peak radiative efficiency of Ag prisms with
height 50 nm and cross-sections of circle with diameter 115 nm, square
width side length 100 nm, equilateral triangle with side length 150 nm,
and rectangle 50 nm  200 nm.
278 Chapter 8peak position becomes very weak for heights greater than approximately 40
nm. The radiative efficiency is decreased as the prism height is reduced and
so very thin prisms are predominantly absorbing [Figure 8.21(b)]. For
example, decreasing the height of a 150 nm square nanoparticle from 10 to 5
nm shis the extinction peak from 860 to 1350 nm, but also decreases the
radiative efficiency from 0.71 to 0.15. Therefore reducing the nanoparticle
height is not a suitable tuning method for photovoltaic applications because
the benecial red-shiing of the extinction peak position is accompanied by
a detrimental reduction in radiative efficiency.8.8.1.4 Constituent Metal
So far in this section we have only considered Ag nanoparticles, but other
metals also support LSPs in the visible and NIR range.157–159 LSPs can only be
excited efficiently at wavelengths where the optical properties of themetal are
predominantly due to the behaviour of electrons in the conduction band (i.e.
free electrons). Interband transitions act as additional non-radiative decay
channels and so either damp or prohibit the excitation of LSPs. The metals
with predominantly free-electron behaviour in the visible and NIR are the
noble metals (Ag, Au, Cu), the alkali metals (K, Na, Li) and Al. The alkali
metals are too chemically unstable to use in practical applications. The noble
metals (Ag, Au, Cu) are characterized by a threshold below which the optical
properties are dominated by interband transitions, which occurs at wave-
lengths of approximately 327, 517 and 590 nm for Ag, Au and Cu, respec-
tively.160 Al has a weak interband region centred near 827 nm, but supports
free-electron behaviour above and below this region.159
Free-electron behaviour is a requirement for both high reectivity of bulk
metal and the excitation of LSPs in metal nanoparticles. Therefore the
reectance spectrum of bulk metal can be used to gauge the suitability of the
metal for plasmonic applications at a given wavelength. Figure 8.22(a) shows
Figure 8.21 (a) Extinction peak position and (b) radiative efficiency of Ag
nanoparticle as a function of the height of the prism for a square
cross-section with side length of 50, 100 and 150 nm.
Figure 8.22 (a) Reectance spectra of bulk Ag, Au, Cu and Al calculated using
Fresnel’s equations. (b) The maximum radiative efficiency found for
Ag, Au, Cu and Al spherical nanoparticles with diameters ranging
from 5 to 300 nm.
Light Capture 279the reectance spectra of bulk Ag, Au, Cu and Al calculated using eqn (8.3).
The interband regions of Au and Cu can be identied as regions of low
reectivity in the UV and visible, which gives rise to the well-known colour-
ation of these metals in bulk form. Al has the highest reectance of all the
metals at 400 nm, but has the lowest in the NIR due to the presence of
interband transitions. The maximum radiative efficiency that can be attained
at each wavelength by spherical particles as the diameter is varied from 5 to
300 nm is shown in Figure 8.22(b), and clearly correlates with the reectance
spectrum. The presence of interband transitions results in low reectivity of
bulk metal and poor radiative efficiency in metal nanoparticles.
The Au and Cu interband regions are more detrimental to reectance and
radiative efficiency than the Al interband region, but the latter occurs within
the NIR where light trapping is required. In general, Ag gives the highest
radiative efficiency, although the values of all of the noble metals are similar
Figure 8.23 SEM images showing arrays of metal nanoparticles fabricated using (a)
lithography; (b) chemical synthesis; and (c) thermal recrystallization.
280 Chapter 8in the NIR. In general, Ag can be used for applications in the visible and NIR,
Au and Cu can be used for applications in the NIR, and Al can be used for
applications in the UV and visible.147 It is interesting to note that the
maximum radiative efficiency of a metal nanoparticle is nearly equal to the
reectance, i.e. the minimum achievable absorption losses within an array of
metal nanoparticles is similar to that of the bulk metal.8.8.2 Fabrication of Metal Nanoparticles
Metal nanoparticles can be fabricated at low cost over large areas and so are
a viable option for the PV industry. For PV applications there is a consider-
able difference in the industrial and laboratorial requirements of a metal
nanoparticle fabrication technique. Industrial applications require a tech-
nique that is fast, low-cost and large area, and does not require complex
equipment. These criteria are less important for laboratory use, and instead
the level of control over particle size, shape and arrangement are prioritized
such that the parameter space available for experiments is maximized.
Metal nanoparticles can be fabricated using a wide variety of techniques,
which can broadly be split into three categories: lithography; chemical
synthesis; and thermal recrystallization. Each category of technique results
in considerably different arrays of metal nanoparticles in terms of the
arrangement of the particles and the distribution of size and shape
(Figure 8.23). For example, lithographically dened arrays of nanoparticles
generally consist of nearly identical nanoparticles arranged periodically,
while arrays made by thermal recrystallization have a broad distribution of
size and shape and are randomly arranged.8.8.2.1 Lithography
Lithographic techniques utilize a resist layer to mask the deposition or
etching of a planar metal lm, resulting in an array of planar metal nano-
particles. The primary difference between lithographic techniques is the
method used to pattern the resist layer. The most exible option is electron
beam lithography (EBL), where an electron beam is used to sequentially write
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freedom of the lateral design of the array: each nanoparticle can have an
arbitrarily chosen size, shape and position, with feature sizes down to tens of
nanometres.161,162 The drawback is that EBL equipment is expensive and
complex, and requires many hours to write a 1 mm2 array. Interference
lithography, as introduced in Section 8.7.2.1 for the fabrication of sub-
wavelength AR arrays, can be used to dene large areas in a single exposure
by using the interference of multiple beams,163 but still requires relatively
complex equipment and is restricted to the fabrication of periodic arrays.
Nanoimprint lithography (NIL) uses physical compression of a reusable
stamp into a polymer layer to transfer the pattern164,165 and so can be used to
replicate patterns fabricated by EBL or interference lithography for metal
particle arrays, in addition to the subwavelength AR structures described in
Section 8.7.2.1.
A range of low-cost lithographic techniques are based on spherical latex
particles. One of the rst of these techniques to be developed is known
as nanosphere lithography (NSL).166 In NSL, latex nanospheres are self-
assembled into a close-packed monolayer onto a substrate and metal is then
deposited into the gaps between the spheres to form a hexagonal array of
triangular (or, more accurately, truncated-tetrahedral) nanoparticles. NSL is
a very simple technique but the geometry and arrangement of the nano-
particles is limited by the array structure, and any defects in the nanosphere
array are transferred to the substrate as large areas of metal. Hole-mask
colloidal lithography (HCL) also utilises latex nanospheres, but these are
randomly dispersed and used to pattern an intermediate resist layer.167 The
resulting metal nanoparticles have a disc-like structure with the same
diameter as the latex spheres and are randomly arranged on the surface.158
HCL has also been used to create other nanoparticle geometries by altering
the angle of the substrate during evaporation, resulting in rod-shaped and
cone-shaped nanoparticles, and disc dimers.167
There is no restriction to the constituent metal that can be used in
nanoparticle arrays fabricated using lithography, provided it can be depos-
ited in a smooth lm that adheres to the substrate. The metal deposition
stage can even be modied to produce nanoparticles that comprise multiple
metal and dielectric layers.168 Conventional li-off procedures are restricted
to arrays of nanoparticles that have identical height and composition, but the
lateral size and shape are only limited by the technique used to pattern the
resist.8.8.2.2 Chemical Synthesis
Chemical synthesis can be used to produce metal nanoparticle colloids,
which can subsequently be precipitated onto a substrate in 2D or 3D arrays.
Synthesis is typically achieved by the reduction of metal salts, and involves
separate stages to nucleate, grow and sort the nanoparticles within solution.
Simple one-pot recipes can be used to produce spherical nanoparticles in
282 Chapter 8gram scale quantities.169–171 In contrast to other fabrication methods,
chemical synthesis also allows a large degree of control over the three-
dimensional (3D) shape of the nanoparticles, as the growth of specic crystal
facets can be enhanced or suppressed by changing the reaction conditions.172
There are an ever increasing number of published recipes for a wide variety of
geometries, including spheres, rods, platelets, cages, core-shells and multi-
branched nanoparticles. In general, the larger or more complex the
nanoparticle is, the lower the yield will be. Each metal type requires a dis-
tinct synthesis recipe, with Au being by far the most commonly investigated
material. Nanoparticles of other metals can also be synthesized, but
have a lower number of available recipes, i.e. a more limited choice of
geometries.
Aer synthesis the size distribution of nanoparticles within the colloid can
be reduced by various techniques such as ltering and centrifuging.173 The
nal stage is to precipitate the nanoparticles from solution onto the
substrate, ideally as a submonolayer with minimal aggregation. One method
is to simply drop-cast the colloid onto the substrate, but this can result in
uneven surface coverage and aggregation due to the surface tension of the
evaporating drop. Improved results can be achieved by dunk-coating, where
the substrate is prepared with an adhesion layer and immersed in the colloid.
Adhesion is conventionally achieved either by electrostatic attraction to
a charged polymer layer,174 or by covalent bonding to a linker layer such as an
organosilane monolayer.175 Aggregation is limited by mutual repulsion of
nanoparticles due to the surface charge of capping layers. Depositions of
different colloids on one substrate can be used to form an array with more
than one type of nanoparticle and the surface coverage of each can be
controlled by varying the immersion time.8.8.2.3 Thermal Recrystallization
Thermal recrystallization is the process of forming or modifying metal
nanoparticles from larger or smaller starting materials using heat.176
Temperatures well below the melting point can still result in dramatic
reshaping of metal lms and nanoparticles due to the diffusion of metal
atoms along grain boundaries and the substrate. Annealing semi-continuous
or continuous metal thin lms at temperatures on the order of 100 C or
higher can result in the formation of nanoparticle arrays, known as metal
island lms (MIFs). These are dense arrays of nanoparticles with a wide
distribution of nanoparticle size and shape, which is a complex function of
both the properties of the starting layer and of the annealing conditions.
Increasing the amount of deposited material in the starting layer increases
the average particle size but results in more irregular particle shapes, while
increasing the anneal temperature results in smaller, more rounded parti-
cles.177 The metal deposition speed and substrate properties also affect the
size and shape of nanoparticles.178,179 Critically, there is very little control over
the overall surface coverage of the nanoparticles.
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nanoparticle size and shape. In vapour coalescence the nanoparticles are
formed by evaporating metal atoms into a owing gas, with the ambient
temperature controlled to achieve nucleation of nanoparticles and reshaping
or aggregation.180 Various methods can be used to select a narrow range of
particle sizes to reach the substrate and the surface coverage can be
controlled by varying the deposition time.8.8.2.4 Summary of Metal Nanoparticle Fabrication
Despite the large variety of fabrication methods, metal island lms are
currently the most common type of nanoparticle used in laboratory solar cell
experiments. This is because the technique requires no additional equip-
ment or expertise than is already available in a typical solar cell fabrication
laboratory, needing only a single metal evaporation and a low temperature
anneal. Most other metal nanoparticle fabrication techniques require addi-
tional equipment or extensive process development. The MIF technique is
very simple, but the resulting arrays are highly complex, oen being
comprised of closely spaced, irregularly shaped nanoparticles with a wide
distribution of sizes.
Low cost, ease of process integration and large area coverage make metal
island lms attractive for industrial applications, but they are far from ideal
for research purposes. In contrast, EBL offers the highest level of control over
particle shape and position and so is highly suited to research studies, but
cost and complexity prohibit its use in industry. Simpler lithography
methods such as NSL and HCL are useful for research studies when EBL is
unavailable or otherwise unsuitable. Chemical synthesis offers an interesting
middle ground, with a high level of control and the possibility for large area
processing, but requires extensive expertise to implement and develop.
Fabrication techniques can also be combined, for example, annealing can be
used to reshape any nanoparticle array, and lithography can be used for site-
selective adhesion of chemically synthesised nanoparticles.8.8.3 Integration of Metal Nanoparticles into Silicon
Solar Cells
Metal nanoparticles have been integrated into many different types of solar
cell and photodetectors. In this section we review the experimental results for
metal nanoparticles integrated into crystalline (wafer-based), polycrystalline
and amorphous silicon solar cells.
Nanoparticles deposited onto the front surface of thick, wafer-based
silicon solar cells primarily increase photocurrent by reducing reection. Lim
et al.143 deposited a sparse array of 100 nm Au spheres onto the front surface
of a silicon photodiode, and found that photocurrent was increased at short
wavelengths and decreased at long wavelengths. The decrease was attributed
to interference between scattered and unscattered photons. Pillai et al.12
284 Chapter 8reported a 19% increase in photocurrent aer depositing a Ag island lm on
the front surface of a planar PERL cell.
The light-trapping effect of metal nanoparticles becomes more important
when the thickness of the semiconductor is reduced. Beck et al.153 deposited
a Ag island lm at the rear of a 20 mm thick bifacial solar cell, which was used
in combination with a conventional thin-lm ARC on the front surface. The
nanoparticles increased the photocurrent by 10% when used alone and by
13% when used in conjunction with a detached mirror. The thinnest single-
crystal devices are made using silicon-on-insulator (SOI) wafers, which are
not economically viable for solar cells but provide an interesting experi-
mental platform. Improving on earlier results by Stuart and Hall,181 Pillai
et al.12 demonstrated a 33% increase in photocurrent aer depositing a Ag
island lm onto the front surface of an SOI solar cell with an active layer
thickness of 1.25 mm. They also found that the enhancement was strongly
sensitive to the particle size.
Thin lm solar cells have a semiconductor layer thickness of a few microns
or less and so can strongly benet from light trapping. Ouyang et al.182
studied the inuence of a Ag island lm on the efficiency of a 2 mm thick
evaporated silicon solar cell, and reported photocurrent enhancements of
27% and 44% for rear-mounted nanoparticles with and without a white paint
reector, respectively. Amorphous silicon has higher absorption but poorer
carrier lifetimes than crystalline silicon, and so is limited to active layers of
a few hundred nanometres. Eminian et al.141 integrated a dense array of silver
nanoparticles into the rear reector of an amorphous silicon solar cell with
an intrinsic layer thickness of 150 nm. They reported a 33% increase in total
absorbance, which led to a 20% increase in short-circuit current. However,
this was accompanied by a reduction of ll factor from 58% to 42%, which
was attributed to reduced quality semiconductor growth due to the rough-
ness of the nanoparticle array.
Despite the impressive results already published there is still considerable
scope for the improvement of antireection and light trapping by metal
nanoparticles. Only a small section of the available parameter space has been
explored and there have been few studies that attempt to experimentally
optimize the size, shape and arrangement of metal nanoparticles for solar
cell applications.8.9 Summary
A wide variety of techniques for capturing light in PV devices have been
developed in an effort to reduce optical losses in solar cells. These are broadly
divided into techniques to reduce reection and so increase transmission of
light into the active region of a cell, and techniques to enhance absorption
through light trapping within the active region. Antireection technologies
include single or multilayer thin lm approaches exploiting destructive
interference mechanisms, either standalone or combined with texturing on
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multiple reections. More recently, subwavelength texturing schemes,
inspired by natural ‘moth-eye’ structures, have been developed which exploit
graded refractive index mechanisms to confer AR to a surface. Efficient
broadband and wide angle AR can be achieved with these approaches, but
the costs involved in fabricating dense arrays of such small features have
limited industrial adoption of these techniques. Nevertheless, the develop-
ment of scalable processes based on nanoimprinting, interference lithog-
raphy and colloidal techniques is paving the way towards commercial
viability.
Micron scale texturing can also scatter or refract light, changing its
direction of propagation through the active layer of a cell and so increasing
the optical path length and therefore the amount absorbed. Photolithog-
raphy and controlled etching can be used to accurately dene arrays of
features and this has been used to good effect in the form of inverted pyra-
mids and bowl-like features for high efficiency laboratory type cells. Cheaper
techniques for forming random textures are used in commercial devices. A
new light trapping approach that is gaining increasing popularity involves
the use of metal particle arrays. Here, the excitation of localized surface
plasmons is exploited to scatter light leading to enhanced optical path
lengths and therefore increased absorption. The scattering properties of such
arrays can be tuned by varying the particle size, shape, density, material and
surrounding medium to maximize the extinction efficiency and radiative
efficiency (minimizing absorption by the particles) across the spectral range
important for PV devices. Theoretical studies are promising and various
fabrication techniques have been developed, but it has yet to be seen whether
the balance between extra cost and performance enhancement can be tipped
towards enabling commercial implementation of such approaches.
Light capture strategies are essential for maximizing the absorption of
light within a solar cell and hence to achieve high conversion efficiencies.
The design of antireection and light trapping schemes is complicated by the
need for them to function over a broad wavelength range and the require-
ment that they do not substantially increase the cost or complexity of the
solar cell fabrication process. New developments in light capture are needed
to further increase optical absorption, particularly in thin lm solar cells.References
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121. M. Vergöhl, N. Malkomes, T. Staedler, T. Matthee and U. Richter, Ex situ
and in situ spectroscopic ellipsometry of MF and DC-sputtered TiO2 and
SiO2 lms for process control, Thin Solid Films, 1999, 351(1–2), 42–47.
122. H. Nagel, A. Metz and R. Hezel, Porous SiO2 lms prepared by remote
plasma-enhanced chemical vapour deposition-a novel antireection
coating technology for photovoltaic modules, Sol. Energy Mater. Sol.
Cells, 2001, 65(1–4), 71–77.
123. A. Hunt, W. Carter and J. Cochran, Combustion chemical vapor
deposition: a novel thin-lm deposition technique, Appl. Phys. Lett.,
1993, 63(2), 266–268.
124. M. J. Minot, Single-layer, gradient refractive index antireection lms
effective from 035 to 25 m, J. Opt. Soc. Am., 1976, 66(6), 515–519.
125. M. Brogren, P. Nostell and B. Karlsson, Optical efficiency of a PV-
thermal hybrid CPC module for high latitudes, Sol. Energy, 2001, 69,
173–185.
126. G. K. Chinyama, A. Roos and B. Karlsson, Stability of antireection
coatings for large area glazing, Sol. Energy, 1993, 50, 105–111.
127. M. J. Keevers, T. L. Young, U. Schubert and M. A. Green, in Proceedings
22nd European Photovoltaic Solar Energy Conference, 2007, pp. 1783–
1791.
128. X.-T. Zhang, O. Sato, M. Taguchi, Y. Einaga, T. Murakami and
A. Fujishima, Self-cleaning particle coating with antireection
properties, Chem. Mater., 2005, 17(3), 696–700.
129. D. Chen, Anti-reection (AR) coatings made by sol–gel processes:
a review, Sol. Energy Mater. Sol. Cells, 2001, 68(3–4), 313–336.
130. M. Bautista, Silica antireective lms on glass produced by the sol–gel
method, Sol. Energy Mater. Sol. Cells, 2003, 80(2), 217–225.
131. Y. Xiao, J. Shen, Z. Xie, B. Zhou and G. Wu, Microstructure control of
nanoporous silica thin lm prepared by sol–gel process, J. Mater. Sci.
Technol., 2007, 23(4), 504–508.
132. I. M. Thomas, High laser damage threshold porous silica antireective
coating, Appl. Opt., 1986, 25(9), 1481–1483.
133. G. S. Vicente, R. Bayo+n and A. Morales, Effect of additives on the
durability and properties of antireective lms for solar glass covers,
J. Sol. Energy Eng., 2008, 130(1), 011007.
134. C. Ballif, J. Dicker, D. Borchert and T. Hofmann, Solar glass with
industrial porous SiO antireection coating: measurements of
photovoltaic module properties improvement and modelling of yearly
energy yield gain, Sol. Energy Mater. Sol. Cells, 2004, 82(3), 331–344.
135. P. Buskens, N. Arfsten, R. Habets, H. Langermans, A. Overbeek,
J. Scheerder, J. Thies and N. Viets, ‘Innovation at DSM: state of the art
single layer anti-reective coatings for solar cell cover glass,’ in Glass
Performance Days 2009, 2009, pp. 505–507.
294 Chapter 8136. H. Hattori, Anti-reection surface with particle coating deposited by
electrostatic attraction, Adv. Mater., 2001, 13(1), 51–54.
137. H. Y. Koo, D. K. Yi, S. J. Yoo and D.-Y. Kim, A snowman-like array of
colloidal dimers for antireecting surfaces, Adv. Mater., 2004, 16(3),
274–277.
138. S. A. Maier, Plasmonics: Fundamentals and Applications, Springer, New
York, 2003.
139. K. Kelly, E. Coronado, L. Zhao and G. C. Schatz, The optical properties of
metal nanoparticles: the inuence of size, shape, and dielectric
environment, J. Phys. Chem. B, 2003, 107(3), 668–677.
140. H. A. Atwater and A. Polman, Plasmonics for improved photovoltaic
devices, Nat. Mater., 2010, 9(3), 205–213.
141. C. Eminian, F.-J. Haug, O. Cubero, X. Niquille and C. Ballif,
Photocurrent enhancement in thin lm amorphous silicon solar cells
with silver nanoparticles, Prog. Photovoltaic, 2011, 19(3), 260–265.
142. E. Moulin, J. Sukmanowski, M. Schulte, A. Gordijn, F. X. Royer and
H. Stiebig, Thin-lm silicon solar cells with integrated silver
nanoparticles, Thin Solid Films, 2008, 516(20), 6813–6817.
143. S. H. Lim, W. Mar, P. Matheu, D. Derkacs and E. T. Yu, Photocurrent
spectroscopy of optical absorption enhancement in silicon
photodiodes via scattering from surface plasmon polaritons in gold
nanoparticles, J. Appl. Phys., 2007, 101(10), 104309.
144. K. Nakayama, K. Tanabe and H. A. Atwater, Plasmonic nanoparticle
enhanced light absorption in GaAs solar cells, Appl. Phys. Lett., 2008,
93, 121904.
145. C. F. Bohren, How can a particle absorb more than the light incident on
it?, Am. J. Phys., 1983, 51(4), 323.
146. C. F. Bohren and D. R. Huffman, Absorption and Scattering of Light by
Small Particles, Wiley VCH, 1998.
147. T. L. Temple and D. M. Bagnall, Broadband scattering of the solar
spectrum by spherical metal nanoparticles, Prog. Photovoltaic, 2013,
21(4), 600–611.
148. A. Taove and S. C. Hagness, Computational Electrodynamics: The Finite-
Difference Time-Domain Method, Artech House, Norwood, MA, 3rd edn,
2005.
149. J. L. Volakis, A. Chatterjee and L. C. Kempel, Review of the nite-element
method for three-dimensional electromagnetic scattering, J. Opt. Soc.
Am. A, 1994, 11(4), 1422–1433.
150. B. T. Draine and P. Flatau, Discrete-dipole approximation for periodic
targets: theory and tests, J. Opt. Soc. Am. A, 2008, 25(11), 2693–2703.
151. T. L. Temple, G. D. K. Mahanama, H. S. Reehal and D. M. Bagnall,
Inuence of localized surface plasmon excitation in silver
nanoparticles on the performance of silicon solar cells, Sol. Energy
Mater. Sol. Cells, 2009, 93(11), 1978–1985.
152. K. R. Catchpole and A. Polman, Plasmonic solar cells, Opt. Express, 2008,
16, 21793–21800.
Light Capture 295153. F. J. Beck, S. Mokkapati and K. R. Catchpole, Plasmonic light-trapping
for Si solar cells using self-assembled, Ag nanoparticles, Prog.
Photovoltaic, 2010, 18(7), 500–504.
154. K.-S. Lee and M. A. El-Sayed, Dependence of the enhanced optical
scattering efficiency relative to that of absorption for gold metal
nanorods on aspect ratio, size, end-cap shape, and medium refractive
index, J. Phys. Chem. B, 2005, 109(43), 20331–20338.
155. T. L. Temple and D. M. Bagnall, Optical properties of gold and
aluminium nanoparticles for silicon solar cell applications, J. Appl.
Phys., 2011, 109(8), 084343.
156. A. J. Haes, C. L. Haynes, A. D. McFarland, G. C. Schatz, R. P. Van Duyne
and S. Zou, Plasmonic materials, MRS Bull., 2005, 30(5), 368–375.
157. M. G. Blaber, M. D. Arnold, N. Harris, M. J. Ford and M. B. Cortie,
Plasmon absorption in nanospheres: A comparison of sodium,
potassium, aluminium, silver and gold, Phys. B: Condens. Matter,
2007, 394(2), 184–187.
158. C. Langhammer, B. Kasemo and I. Zoríc, Absorption and scattering of
light by Pt, Pd, Ag, and Au nanodisks: absolute cross sections and
branching ratios, J. Chem. Phys., 2007, 126(19), 194702.
159. C. Langhammer, M. Schwind, B. Kasemo and I. Zorić, Localized surface
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Photon management in solar cells usually refers to processes that aim to
enhance light capture as the rst step in photovoltaic solar energy conversion
(Figure 9.1). Proposed methods include sub-wavelength and nanoscale
techniques,1 embracing at times near-eld interaction2,3 and plasmonics.4
This chapter focuses on photon management where the frequency is
changed between absorption of the incident light and its re-emission as
uorescence.5 We show that, within the realm of classical optics, currentRSC Energy and Environment Series No. 12
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Figure 9.1 Examples of photon management structures for improved solar energy
collection in PV. From le to right: a parabolic concentrator,
a University of New South Wales passivated emitter, rear locally
diffused (PERL) cell where light trapping is achieved via surface
texturing, and a schematic of a light harvesting unit. Copyright ©
1999 John Wiley & Sons, Ltd.
298 Chapter 9results and potential applications outline a landscape that offers substantial
scope to increase the efficiencies and reduce material requirements in the
manufacture of solar cells. A particularly useful tool for frequency manage-
ment is Förster resonance energy transfer6 which provides a powerful plat-
form to optimise independently the absorption and emission spectra in
structured dye mixtures using, for example, zeolites,7–10 Langmuir Blodgett
(LB) lms11,12 or biological complexes.13
This type of photon management has been successfully applied to
cadmium telluride (CdTe) and copper indium gallium (di)selenide (CIGS)
solar cells which employ a relatively thick CdS layer and results in a low
quantum efficiency in the blue region of the solar spectrum.14,15 Lumi-
nescent solar concentrators (or uorescent solar collectors), have been
studied for some time16–21 with the aim of reducing the size of the solar cell
and thus the cost of the overall system. We discuss a novel form of uo-
rescent collector which directs light effectively onto the edge of a solar cell
(and not in the usual way on the front surface), making it possible to
reduce the amount of crystalline silicon by some two orders of magnitude.
A similar idea is to employ photon frequency management to maximise the
photon path length inside the solar cell and obtain a novel form of optical
connement (or light trapping) compared with the traditional scheme
based on surface texturing.
At the fundamental level, photon frequency management can be
pictured as a transformation of a high temperature solar light beam into
a room temperature beam at a lower frequency. In this formulation, the
principal constraints are revealed as thermodynamic in nature. Unlike
Photon Frequency Management Materials for Efficient Solar Energy Collection 299geometric concentrators, the energy exchange with the absorbing/uores-
cent medium allows the entropy of the captured photon gas to be reduced,
making it possible for the resulting beam to be emitted with lower
ètendue and thus containing smaller number of quantum states than the
incident beam.22,239.2 Fundamentals
9.2.1 Introduction
In contrast to geometric concentrators, the opportunity to change frequency
(invariably implemented through absorption and re-emission as lumines-
cence) introduces a new degree of freedom which opens up new avenues to
enhance the capture of sunlight. The stochastic nature of these processes,
however, must be taken fully on board for a satisfactory understanding and
description of device operation. Viewed in a more fundamental setting, the
ergodic features of re-absorption (also known as photon recycling) introduce
a fundamentally new facet to optical devices and move optics into the novel
arena of the thermodynamics of light.24
Detailed numerical models of photon transport in uorescent collectors
have emerged in recent years. A model based on the radiative transfer of all
uxes between mesh points in the concentrator plate has been proposed.25
Also popular is a generic approach using ray tracing.26,27 In this chapter, we
adopt a simpler but more instructive two-ux model, developed originally in
our group.289.2.2 Re-absorption
Viewed quite generally, the probability rl that light emitted in a volume V at








where ‘ denotes the optical path length of a ray inside the volume, al is the
absorption coefficient at wavelength l, and pðrÞ describes the probability
distribution of emission events inside V. Eqn (9.1) assumes that emission
occurs isotropically over all elements of solid angle dU. For simplicity we
have also assumed that a ray is either completely transmitted or completely
reected at the edges of the volume, for example, by total internal reection.
Specic examples of the re-absorption probability [eqn (9.1)] are considered
below.
In terms of rl, the total re-absorption probability for light emitted with




300 Chapter 9The spectrum f1(l)—the rst generation spectrum—is the ‘usual’ uores-




The re-absorption probability R in the framework of uorescent concen-
trators was rst analysed by Weber and Lambe16 on the example of innite
strip geometry. By symmetry, such geometry also applies to a rectangular
collector where a solar cell is attached to one edge and the other three edges
are covered by perfect mirrors.27 In this case, noting that for uorescent
collectors with a reasonably high gain, it is sufficient to take the probability
pðrÞ ¼ 1/V, where V is the volume of the collector. The volume integral in eqn
(9.1) then reduces to an integral over a single coordinate which can be


















where P¼ U/4p¼ 1 – cos qc, qc ¼ sin1(1/n) is a half apex angle of the ‘escape
cone’ subtending a solid angle U, L is the length of the collector and n is the
refractive index of the medium. The integral, eqn (9.3), has to be evaluated
numerically and the result is shown in Figure 9.2(b).
The validity of the Weber and Lambe model has been veried by means
of ray tracing simulations.27 Simulations of at-plate, liquid and thin lm
collectors have demonstrated the validity and versatility of the Weber and
Lambe model for re-absorption at high gain ratios. Ray tracing simula-
tions have also shown that collector geometry has little or no inuence on
collector operation.26,27 These results conrm experiments by Roncali and
Garnier29 in which no efficiency improvement was recorded with various
collector geometries. In addition, it has been shown that thin lm
collector structures perform no better than standard homogeneous
collectors.26,30 The optimal conguration is reached when the refractive
index of the dye lm layer is the same as that of the substrate, which is
usually the case for spin coated polymethyl methacrylate (PMMA) lms on
glass substrates. In this case a thin lm device can be treated like
a homogeneous device, with the resulting absorption efficiency identical to
a plain collector.
Eqn (9.3) describes the re-absorption of rays outside the solid angle of the
escape cone shown in Figure 9.2(a), and is appropriate for rays which enter
a solar cell of a higher refractive index than the collector. If we wish to
describe the photon ux emitted from the edge of the collector—a useful
characterisation technique, as we shall see in Section 9.4.2—a modication
of Weber and Lambe’s theory is required [Figure 9.2(b)] since only photons
emitted in escape cone at the edge can be collected by the detector
Figure 9.2 (a) Schematic of a collector structure and denition of the light escape
cones. qc is the critical angle for total internal reection. (b)
Comparison of re-absorption probabilities calculated from Weber and
Lambe’s theory (solid line) and modied Weber and Lambe’s theory
(dashed line). Reprinted with permission from ref. 31, Copyright 2012,
AIP Publishing LLC.
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cos qsin qdq (9.4)
where {1  r(l)}MWL is the spectral re-absorption probability for the modied
Weber and Lambe’s theory applicable to edge uorescence experiments.31
302 Chapter 9The results show that the spectral re-absorption probability for Weber and
Lambe’s theory is higher than that for the modied Weber and Lambe’s
theory [Figure 9.2(b)]. The apparent reason is that the photons considered to
be collected in Weber and Lambe’s theory propagate a longer path length
before reaching the edge mounted solar cell.
9.2.3 Photon Balance in the Collector
The performance of the collector is usually assessed by means of optical effi-
ciency hopt, equal to the ratio of photon ux _Nwork emitted from the collector




















In terms of the incident photon ux F(l) and absorbance A(l) ¼ 3(l)Cd
(where C is the concentration, d is the thickness of the collector and 3(l) is the








where lmin and lg are the minimum and maximum (near bandgap) wave-
length in solar spectrum that are taken into consideration. In our analysis
below we take lmin ¼ 300 nm, unless otherwise stated.
An expression for Qc has been obtained by different methods by Zewail and








where ff is the quantum yield of uorescence and Rtot is the probability of
re-absorption, averaged over all directions.
Let us suppose that the uorescence emitted by the structure is in the form
of a sharp single sharp line at wavelength lem. The useful current collected by




FðlÞdl ¼ QAQCQEcellðlemÞJideal (9.10)
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Ð lg
lo
FðlÞdl is the maximum current available for conversion.
For a broader emission spectrum, QEcell(lem) should be replaced by the









In luminescence down-shiing layers where the solar cell is positioned
behind the collector, the current collected by the down-shiing structure





For down-shiing structures that rely on energy transfer between dyes, the
photon collection efficiency can be written as:
QC ¼ fðAÞf hEThLDS (9.13)
where fðAÞf , is the uorescence quantum yield of the acceptor dye, hET is the
energy transfer efficiency (see Section 9.3) and hLDS (#1  R) is the down-
shiing efficiency which takes into account escape cone losses and
re-absorption. The total current (sum of the collector current [eqn (9.10) and
(9.12)] should, of course, be greater than the current that would be produced





We apply these expressions to uorescent collectors and down-shiing
structures in Sections 9.4 and 9.5.9.3 Förster Resonance Energy Transfer
9.3.1 Introduction
Förster Resonance energy transfer (FRET)6,32 is a powerful tool for efficient
photon management. An example of such process is photosynthesis which
makes use of efficient energy transfer in the antenna system to increase the
absorption efficiency of energy conversion. Light is absorbed by chlorophylls
and other accessory pigments that surround the reaction centre and the
molecular excitation energy created is transported to the reaction centre.
Borrowing concepts from light harvesting in photosynthesis suitable
antenna pigment structures can be envisaged to improve the capture of solar
radiation in articial structures used in photovoltaic and photochemical
conversion.13
304 Chapter 9Fluorescent collectors and down-shiing structures can benet from
a similar process but for a subtly different reason. Energy transfer in
photosynthesis is a spatial phenomenon which increases the cross-section
for optical absorption. At the same time, however, the change of spectrum on
energy transfer between different molecules can be used to advantage and
improve the efficiency of solar cells or concentrate light, as in uorescent
collectors. We discuss these aspects in Sections 9.3.5 and 9.4.3.9.3.2 Basic Theory
Excitation energy transfer results from the resonance interaction between the
electronic transition dipole moments of a donor molecule (D) in the excited
state and an acceptor molecule (A) in the ground state (Figure 9.3). It is a near
eld interaction which occurs during the excitation lifetime of the donor
molecule and the electronic excitation energy transfer is radiationless. The
FRET mechanism is effective over distances ranging from <1 nm to about 10
nm. The pioneering theoretical work was carried out half a century ago by
Theodor Förster who showed that the excitation energy transfer rate varies







where sD is the lifetime of the excited state for the donor molecule in the











(9.16)Figure 9.3 (a) Energy level scheme of a donor–acceptor dye molecular system
showing the resonance coupled transitions and (b) illustration of the
overlap integral (shaded area) between the emission spectrum of the
donor and the absorption of the acceptor. Reproduced from ref. 33,
Copyright © 1999 John Wiley & Sons, Ltd.
Photon Frequency Management Materials for Efficient Solar Energy Collection 305where k2 is an orientational factor which takes into account the orientation of
the electronic transition dipole moments of the donor and acceptor and can
take the values from 0 (perpendicular transition moments) to 4. F0D is the
uorescence quantum yield of the donor in the absence of the acceptor, n is
the refractive index of the medium, ID(l) is the uorescence spectrum of the
donor normalised so that
ðN
0
IDðlÞdl ¼ 1, 3A(l) is the molar absorption
coefficient of the acceptor (in dm3 mol1 cm1), and l is the wavelength in
nanometres.
The excitation energy transfer efficiency is dened by:




The excitation energy transfer efficiency in dye mixture layers can be
estimated by comparing the absorption spectrum of the collector layer with
the excitation spectrum of the acceptor molecule in the layer. The energy





















where lA and lD are the absorption maxima of the donor AD(lD) and acceptor
AA(lA) in the uorescent layer respectively, IA and ID are the excitation uo-
rescence spectra observed at a wavelength lemA where there is no absorption
from the donor.
In the case of time-resolved measurements the uorescence decay of the
donor or acceptor can be used directly to estimate the excitation transfer
rate. If the uorescence decay lifetime of the donor is not a single expo-
nential, the transfer efficiency can be estimated from the average decay times
of the donor in the presence and absence of the acceptor:
ETeff ¼ 1 hsDi
s0D
 (9.19)
where the average decay lifetime of the donor can be empirically modelled as





where ai is the fractional amplitude and si is the decay lifetimes for the ith
component.
Clearly, it is important to distinguish between radiative and non-radiative
transfer. Radiative transfer or re-absorption occurs when absorption by
molecule A of a photon emitted by a molecule D is observed. Such interaction
does not require close proximity between themolecules and depends on both
306 Chapter 9the spectral overlap and concentration. In contrast, non-radiative transfer
occurs without the emission of photons and occurs over distances much less
than the wavelength of emission.9.3.3 Materials for Improved Photon Energy Collection
Over the past years a variety of organic dyes have been extensively employed
in uorescent collectors because of their high absorption coefficients
combined with high uorescence quantum yields. However, they are not
photostable and the few dyes with high quantum efficiency emit in the
green–yellow spectral region which introduces a severe constraint on the
absorption efficiency in application with commercial solar cells.35
The BASF laboratories have developed organic uorophores based on
perylene and naphthalimide dyes for application in uorescent collec-
tors.24,36 The Lumogen F series,37 in particular, have been used extensively in
almost every fabricated collector since 2007.38–40 All Lumogen dyes show very
high quantum yields (near 100%) in plastic plates41 and strong absorption of
light, are non-toxic, and have photostability guaranteed over 10 years if
shielded from ultraviolet (UV) radiation. The absorption and emission
spectra of the Lumogen F dyes embedded in PMMA are shown in Figure 9.4.
It is evident that by using a mixture of the dyes it is possible to absorb all
solar radiation from 350 nm up to 620 nm. In addition, their absorption and
emission spectra exhibit good overlap between them as shown in Figure 9.5
and will be good candidates for efficient energy transfer.9.3.4 Estimation of Quantum Yield
The uorescence spectra and intensities of uorescent samples are depen-
dent on the optical density of the samples and the geometry of uorescence
detection.34 Of particular importance is uorescence quenching at high dye
concentrations, and the uorescence emitted by the collectors provides
a good vehicle how this quenching can be quantied. A simple method is to
observe the uorescence intensities at the red end of the spectrum where we
can ensure that the re-absorption is negligible.42 At that wavelength range the
uorescence intensity is proportional to concentration except for any exci-
tation energy loss due to quenching. Thus, a plot of the uorescence intensity
per absorption efficiency as a function of concentration should be constant,
with any deviation observed due to quenching effects. Examples of these
plots are shown in Figure 9.6.
Figure 9.6 shows uorescence quenching plots for Violet (V570), Orange
(O240) and Rhodamine 101 dyes. In the case of Rhodamine 101 there
is a rapid drop in the uorescence efficiency for concentrations higher than
7  104 M. For the BASF dyes V570 and O240, the plots show a decrease in
uorescence efficiency when the concentration reaches around 1000 parts
per million (ppm). The decrease in uorescence efficiency occurs because, as
the dye molecules come closer together with increased concentration, they
Figure 9.4 Normalised absorption and emission spectra of selected BASF Lumogen
organic dyes embedded in PMMA.
Photon Frequency Management Materials for Efficient Solar Energy Collection 307can transfer their excitation energy to each other which greatly increase non-
radiative relaxation losses. In a recent study the Lumogen F dyes have shown
to have very high uorescent yields (near 100%) in plastic plate luminescent
collectors and with no signicant uorescence concentration quenching,
even at concentrations as high as 1000 ppm.41 In some instances, however,
thin lm collectors (fabricated, for example, by spin coating) require high dye
doping in order to achieve high absorbance values which inevitably results in
uorescence quenching.
Increasing further the concentration of the dye in the polymer lm can
result in the presence of aggregates. The uorescence spectra of the yellow
dye (Y083) at high concentration show a signicant change on their spectral
shape which is indicative of the formation of aggregates (Figure 9.7). This is
typical behaviour of excimer (excited state dimer) formation observed in
perylene dyes.43 The emission spectrum of the Y083 dye changes drastically
above 800 ppm signifying the onset of aggregate formation in the layer.
Excimer emission is red-shied with respect to the absorption spectrum of
Figure 9.5 Normalised absorption and emission spectra of BASF dyes (donor :
acceptor) spin coated PMMA lms: (a) V570 and Y083; (b) Y083 and
O240; (c) O240 and R305; and (d) Y083 (excimer emission) and R305.
308 Chapter 9the dye leading to a large Stokes shi and hence a decrease in re-absorption.
Excimers can have high uorescence quantum yields, which makes them
potentially a useful candidate for application in uorescent collectors.449.3.5 Examples of Energy Transfer for Efficient Photon
Management
The good overlap of the absorption and emission spectra of the BASF dyes
shown in Figure 9.5 forecasts efficient energy transfer in a mixture of these
dyes. This will lead to an increase of the absorption efficiency in the dye layer
and, at the same time, the emission wavelength can be shied towards the
red end of the spectrum, helping improve the operation of uorescent
collectors and down-shiing.
Examples of combined absorption and uorescence spectra for different
BASF dye doped PMMA mixtures fabricated by spin coating on glass
substrates are shown in Figure 9.8. These mixtures of dyes can be used in
uorescent or down-shiing collectors. The normalised absorption and
Figure 9.6 Semi-log plots of the dependence of uorescence efficiency on the
concentration of the dye in the uorescent layer for: (a) Rhodamine
101; and for (b) Violet-V570 and Yellow-Y083.
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systems, and the ability to shi to the red end of the spectrum the absorbed
energy. Nearly all emission in these dye mixtures occurs from the acceptor
dye in the layer with estimated energy transfer efficiency in the order of
60–80%. In collectors fabricated by spin coating, the dye concentrations are
kept high in order to achieve high absorbance. Thus, the uorescence effi-
ciency is reduced somewhat due to quenching and possible aggregate
formation. In thicker PMMA cast collectors the concentrations can be kept
Figure 9.7 Fluorescence spectra for Yellow-Y083 dye in the uorescent layer at
different dye concentrations (ppm). The monomer uorescence
spectrum is reduced with increasing concentration (arrow pointing
down). The onset of the excimer emission is observed for dye layer
concentration above 800 ppm and the uorescence spectrum is
shied to the red and the uorescence increases (arrow pointing up).
310 Chapter 9low, less than 1000 ppm, for mixture of dyes without sacrice in uorescence
efficiency.41 Keeping the concentration low to avoid uorescence quenching
but at the same time increasing the proximity of the molecules together to
achieve efficient energy transfer is a challenge in standard solution method
approaches and different methods are required.
In Figure 9.9 a different system is shown consisting of two LB dye mono-
layers which consist of donor and acceptor molecules. The energy transfer
efficiency of the dye monolayer, measured by time-resolved uorescence,
gives an efficiency of 80%.
Similar systems have been developed during the past years using LB lms45
and dye-loaded zeolites10 and are nding their way in applications to
collectors. Figure 9.10(a) shows a cylindrical nanochannel structure in
zeolites which can accommodate individual dyes and create an articial
photonic system with efficient energy transfer between the dyes. Calzaferri7,10
has pioneered the research eld in articial light harvesting by developing
hierarchically organised structures based on one-dimensional channel
materials such as zeolites and mesoporous silicas. His research has
produced articially photonic antenna systems which can be used as
building blocks for solar energy conversion devices such as uorescent
collectors.46
Figure 9.10(b) illustrates a schematic based on the arrangement of dye
molecules (D-donor) in J-aggregates packed in a brickstone work arrange-
ment using LB lms. The optical properties of J-aggregates are dramatically
Figure 9.8 (a) Normalised absorption and emission spectra of different mixture of
dyes with efficient energy transfer at different donor : acceptor ratios
deposited as a thin polymer lm via spin coating: (a) V570 and Y083;
(b) Y083 and O240; (c) V570, Y083 and O240; and (d) Y083, O240 and
R305. The excitation wavelength was 370 nm in (a), (b) and (c) and
440 nm in (d).
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the J-aggregate are tightly packed, their oscillator strengths are strongly
coupled and as a result coherent excitons are created within the monolayer.
An acceptor dye (A-acceptor) can be incorporated in the aggregate monolayer
which can act as an energy acceptor. J-aggregates can mimic light harvesting
arrays45 and appear to manifest efficient quenching in acceptor : donor
mixing ratios as high as (1 : 10,000).479.4 Luminescent Solar Collectors
9.4.1 Introduction
Luminescence solar collectors (LSCs) or concentrators were rst introduced
in the late 1970s (see, for example ref. 16–20). Following intense research
activity in the 1980s, the area has received renewed interest in the past
decade or so due to the availability of new materials and the advent of
photonics, leading to more optimistic theoretical predictions.48,49
Figure 9.9 (a) Chemical structure of donor (DiO) and acceptor (DiI) carbocyanine
dyes used for (b) energy transfer between dye monolayers. (c)
Fluorescence decay curves for the DiO in the absence and presence of
the acceptor dye (DiI) showing the signicant shortening of the decay
curve. The decay curve has been tted with a multi-exponential and
the energy transfer was calculated to be 80%. The excitation
wavelength was 440 nm.
312 Chapter 9A uorescent solar collector usually consists of a at plate, doped with
a luminescent species, which absorbs the incident sunlight (direct or
diffuse). A large fraction of the emitted light is then trapped within the
collector by total internal reection (TIR) and is directed to a solar cell at the
edge of the collector where the remained edges of the collector can be
covered by mirrors. A schematic of the operation of the luminescent solar
collector is shown in Figure 9.11.
An increase in the photon ux reaching the solar cell is achieved by virtue
of the large area difference between the front face of the collector and the
edge area covered by solar cells. The ultimate aim is to produce a sizeable
concentration gain ratio Aent to Aexit, where Aent and Aexit are the areas of the
top and edge surfaces, respectively (Figure 9.12).
Figure 9.10 (a) Schematic overview of an articial photonic antenna system. The
image on the le shows the chromophores being embedded in the
channels of the host material (zeolite). The dyes act as donor
molecules that absorb the incoming light and transport the
electronic excitation energy via resonance energy transfer to the
acceptors shown at the ends of the channels on the right. The
process can be analysed by measuring the emission of the acceptors
and comparing it with that of the donors. The double arrows
indicate the orientation of the electronic transition dipole moment
(ETDM). The image on the right shows a bunch of such strictly
parallel channels: a schematic view of some channels in a hexagonal
zeolite crystal with cylindrical morphology. Reproduced from ref. 10
with permission from the European Society for Photobiology, the
European Photochemistry Association, and the Royal Society of
Chemistry. (b) Schematic of brickstone arrangement of dyes to form
an aggregate. Reproduced with permission from ref. 45.
Figure 9.11 (a) Schematic diagram of uorescent collector, A and B. llustrate the
path length of rays emitted with an angle q # qc and q > qc
respectively. Reprinted with permission from ref. 28, Copyright ©
Swiss Chemical Society: CHIMIA. (b) Perspective view of
a uorescent solar collector. Reprinted with permission from ref. 24,
Copyright 2009, AIP Publishing LLC.
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Figure 9.12 Schematic diagram of a generic uorescent collector dening the areas
Aent and Aexit. Reprinted with permission from ref. 49, Copyright 2006,
AIP Publishing LLC.
314 Chapter 9The collector may be composed of a transparent matrix such as PMMA,50
glass51 or liquid27 which is doped with a mixture of dyes,35 quantum dots52 or
rare earth ions.53 The choice of the luminescent species can be modied to
suit the bandgap of the solar cell. For efficient operation, the collector has to
absorb a substantial part of the incident light and this usually necessitates
the use of several different dyes. Efficient absorption, however, implies losses
through re-absorption of the emitted light and a careful understanding of the
re-absorption losses in the collector is therefore paramount.449.4.2 Spectroscopic Characterisation of LSCs
In this section we introduce a simple characterisation technique based on
the absorption and emission spectra of uorescent collectors used for
a spectral-based analysis of the performance of the collectors using the two-
ux model outlined in Section 9.2.3. The analysis is based on careful
measurements of the edge uorescence of the collector and comparing that
with the ‘rst’ generation uorescence spectra obtained from samples with
no re-absorption at low dye concentrations. The re-absorption loss that
occurs from a partial overlap of the absorption and emission bands is eval-
uated by scaling the measured edge uorescence to the rst generation
uorescence.
The photon ux emitted from the edge of the collector is usually observed
with a bre optic or an integrating sphere. These measurements, however,
imply photon collection from a limited angular range (restricted to the edge
escape cone) and observation of a different photon ux than the one received
by the solar cell with perfect optical coupling to the edge, as described by the
Weber and Lambe theory16 (see Section 9.2.2).
The experimental spectral re-absorption probability of different dye
concentration collector samples obtained in Section 9.2 are compared with
Weber and Lambe’s theory and the modied Weber and Lambe’s theory in
Figure 9.13(a), where the rst generation uorescence spectrum was nor-
malised to the edge uorescence of BASF Red 305 collector samples in the
Figure 9.13 (a) Normalised absorption, rst generation uorescence (f1) and tted
edge uorescence spectra. (b) Experimental re-absorption probability
of different dye concentration collector samples compared with
theory. Reprinted with permission from ref. 31, Copyright 2012, AIP
Publishing LLC.
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316 Chapter 9wavelength range from 650 to 850 nm, where the absorbance of all the
collector samples was negligible. The probability of re-absorption r(l) for
each collector was estimated from the ratio of the two scaled spectra.
Figure 9.13(b) shows that the experimental re-absorption probability ts well
with the modied Weber and Lambe’s theory.
Through this analysis, it is possible to estimate the performance of any
uorescent collector based on knowledge of its absorption and emission
spectra. The analysis is not restricted to single dye-doped collectors. This
simple model estimates the re-absorption probability within the collector
and can set an upper limit to the achievable collection efficiency QC assuming
no other losses are present except re-absorption and escape cone losses. The
effective absorption coefficient, introduced in ref. 28 and dened by:
aeff ¼ a lala þ ls (9.21)
where la and ls are the thicknesses of the absorbing layer and substrate
glass, respectively, and a is the absorption coefficient of the absorbing layer,
provides a convenient vehicle for comparison with uniform block collectors
of the same absorbance.
9.4.3 LSC Examples
The characterisation techniques and principal results can be conveniently
illustrated on the example of single-dye collectors. Studies carried out so far
on the effect of mirrors on the uorescent collectors indicate that a small air
gap between the mirror and the edge of the collector is needed for better
collector efficiency39 and any attempt on optical coupling disturbs the TIR
structure and limits the efficiency. The effect of re-absorption losses also puts
a limit on the concentration gain factor, which cannot assume very high
values, and so most collectors to date have been fabricated with gain factors
up to 50, and is much lower than the high gain ratios near the thousands
initially reported.29 This restriction applies only to TIR congurations and is
lied when a photonic band stop is used together with a near unity uores-
cence efficiency dye49 as seen in Section 9.6. Also, differences between
a uorescent solar concentrator surrounded by four edge mounted solar cells
versus a single solar cell conguration have shown that the re-absorption
probability of trapped photons in a four solar cell conguration is improved.54
Despite the improvements of uorescent collectors over the past 30 years,
the overall experimental power conversion efficiencies for fabricated devices
(collector and solar cell) remain well below 10% (Table 9.1). Higher efficien-
cies of uorescent collectors using GaAs solar cells (Table 9.2) are reported
due to a better match of the dye emission spectra to the GaAs bandgap.
The highest power conversion efficiency for a single-dye collector for
silicon solar cells reported is 2.4%, increasing to 2.7% (optical efficiency of
14.5%) if combined with a second dye. Recently an efficiency of 2.8% has
been reported with CdSe quantum dots.52 Using the same two dye mixture,
Table 9.1 Efficiencies of uorescent collectors coupled to a c-Si cell, as reported in
the literature for different collector gain; the highest efficiency for
a single plate collector is about 3%
Year Gain
Number
of dyes Efficiency/% Comments/dyes References
1981 133 1 1.1 75
1983 68 1 1.3 DCM 19
1983 92 1 0.9 19
1985 62 1 2.3 76
1981 28 1 1 77
1983 23 2 1.9 78
1984 20 1 1.4 29
2008 12.5 1 2.4 R305 39
2008 12.5 2 2.7 R305 and CRS040 39
2009 20 2 1.9 R305 and DCM 27
2011 12.3 1 2.8 CdSe 52
2012 5 1 2.9 R305 79
2012 2.5 2 4.2 Two stage, R305 and
perylene perinone
79
Table 9.2 Efficiencies of uorescent collectors coupled to GaAs cells for different
collector gain, as reported in the literature
Year Gain
Number
of dyes Efficiency/% Dyes References
1984 35 1 2.5 29
1985 33 1 2.6 76
1985 33 1 4 76
1984 17 1 4 29
2008 10 2 4.6 R305 and CRS040 38
2008 2.5 2 7.1 R305 and CRS040 38
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4.6% and increases further to 7.1% when used with four GaAs solar cells
connected parallel, albeit with a reduced collector gain. The best results so
far have been obtained with collectors gain in the region of 10–15 due to
severe restrictions posed by re-absorption.
The possibility of using many luminescent species together to extend the
absorption range in the collector was proposed originally by Zewail and co-
workers.19,20 Making use of Förster resonance transfer (Section 9.3) the light
absorption is maximised while the acceptor concentration is kept to
a minimum to reduce re-absorption. This approach has been employed
successfully in LB lms45 and dye-loaded zeolite channels55 (Section 9.3),
which can lead to collectors absorbing a substantial part of the incoming
radiation spectrum (high QA) and an emission close to the bandgap of the
solar cell (high QC). The spectral characteristics of such a collector are shown
schematically in Figure 9.14(a), where DE denotes the width of the photon
Figure 9.14 (a) Schematic diagram of the incident and emitted uxes and (b) the
absorption spectrum for an optimum uorescent collector with light
trapping by TIR. Reprinted with permission from ref. 31, Copyright
2012, AIP Publishing LLC.
318 Chapter 9transport channel in energy units. Broad absorption of the incident light is
achieved by the use of an appropriate mixture of dyes. For optimal absorption
of the solar radiation, the emission region should be spectrally narrow and
close to the semiconductor wavelength bandgap. At the same time, it is
important to ensure that this emission region is absorption-free as shown in
Figure 9.14(b). The absorption coefficients for absorption and emission
should therefore satisfy:
aabs $ 1=d; aem  1=L (9.22)
where d and L are the thickness and length of the collector, respectively.
Recently, an LSC scheme has been proposed that mimics a four-level laser
design, making use of Förster energy transfer and phosphorescence in thin
lm organic coatings on glass substrates.56 Collector optical efficiencies near
50% were measured and device efficiencies of the order of 6.8% when used in
tandem have been claimed but were not experimentally veried. Other multi-
dye uorescent collector studies included three dyes with a near-unit efficient
energy transfer resulting in high optical efficiencies.57 The above studies
show that it is possible to create multi-dye mixtures in uorescent collectors
Figure 9.15 Normalised absorption and emission spectra for a three dye collector
(Y083, O240 and R305) with donor : acceptor ratios (30 : 20 : 1). The
individual dye absorption bands have been deconvoluted in the
spectra.
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efficient photon management.
We have fabricated a three dye collector based on the BASF Lumogen F
dyes yellow (Y083), orange (O240) and red (R305). The dyes were dissolved in
PMMA and spin coated on glass substrates. In this mixture the Y083 and
O240 act as the donor dyes and the R305 acts as the acceptor dye to which all
the excitation energy is transferred and emission occurs. By increasing the
donor to acceptor ratio we can reduce the re-absorption losses in the
collector. An example of the absorption and emission characteristics of
a collector is shown in Figure 9.15. The combined absorption spectrum has
been deconvoluted to the absorption of the individual dyes. A signicant
portion of the incident photon ux is absorbed in the donor dyes (Y083 and
O240) while the absorption of the acceptor dye (R305) remains low, which is
necessary to reduce re-absorption losses. We expect uorescent collectors
with these spectral characteristic to be able to reach signicant optical
efficiencies.9.5 Luminescence Down-Shiing (LDS)
9.5.1 Introduction
Luminescence down-shiing (LDS) of the incident solar spectrum was orig-
inally proposed by Hovel et al.58 in order to overcome the low spectral
response in the blue region of the solar spectrum in some types of solar cells.
Figure 9.16 (a) A typical down-shiing structure for a CdTe solar cell. (b) A similar
structure as a uorescent concentrator. Reproduced from ref. 27.
320 Chapter 9Proposed during the same period as luminescent solar collectors, both
technologies share many similarities; a down-shiing structure for CdTe
solar cells Figure 9.16(a) can be compared with a similar structure acting as
a uorescent collector in Figure 9.16(b). The solar cells in Figure 9.16(b),
which cover only a part of the rear of the collecting structure, receive light
that travels along the light-guiding collector by virtue of their higher refrac-
tive index.59 A recent review for luminescence down-shiing can be found
in ref. 60.
Luminescent down-shiing, of course, is benecial only if any losses are
compensated by gains incurred through the frequency shi in the incoming
light. The losses in the LDS layer are similar to those in the LSCs: (i)
absorption, reection and scattering losses in the matrix material; (ii) lower
than unity uorescence quantum yield of the luminescent species; (iii)
escape cone losses from the top and the edge of the LDS layer; and (iv) re-
absorption losses, although they play less signicant role because of the
shorter distances traversed by the emitted light.
There are two types of solar cells where luminescent down-shiing can be
proven benecial: solar cells with low quantum efficiencies at short wave-
lengths due to high minority carrier losses near the surface such as crystal-
line silicon (c-Si);61 and gallium arsenide (GaAs)60 and solar cells with a cut-
off in the blue region due to absorption of the incoming light by the presence
of window layers such as CdTe14 and CIGS.15 In principle, these shortcomings
can usually be addressed by improvements in solar cell design, but it is
frequently easier and cheaper to make use of LDS where light capture can be
optimised independently of the solar cell fabrication process. Due to the
availability of a wide range of dyes with high uorescence efficiencies in the
blue region of the spectrum, luminescence down-shiing offers the potential
for improved light collection leading to increase of efficiencies in commercial
solar cells.
Figure 9.17 Typical EQEs of thin lm solar cells fabricated by the PV21 Supergen
consortium.
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Typical external quantum efficiency (EQE) curves for thin lm solar cells
fabricated in the PV21 consortium are shown in Figure 9.17 for three
different platforms—amorphous silicon (a-Si), CdTe and CIGS—together
with the AM1.5G solar spectrum photon ux. The short wavelength region
(300–500 nm), which is of interest in the down-shiing process, shows
a reduced spectral response.
From an inspection of the EQE curves at wavelengths below 500 nm it
can be seen that the most promising improvements in relative efficiency
increase could be achieved with CdTe solar cells. Recent down-shiing
studies have also been carried out on c-Si cells but with only small incre-
ments observed in efficiencies.61 The two CdTe EQE curves shown in
Figure 9.17 are fabricated from different methods. One contains a thick
(240 nm) CdS layer fabricated by metal organic chemical vapour deposition
(MOCVD),62 and the other one has a normal thickness CdS and the cell was
fabricated via close space sublimation.63 The thicker CdS layer was grown
to demonstrate the feasibility of the LDS layer and also due to the simi-
larities of the spectral response with commercial produced PV modules.
The higher efficiency CdTe spectral response can be used to investigate
potential efficiency improvements due to luminescence down-shiing in
state-of-the-art laboratory CdTe solar cells.
Examples of absorption and emission spectra of LDS layers spin coated
on glass containing one, two and three BASF Lumogen F dyes are shown in
Figure 9.18. The mixing dye ratios were optimised in the layer for efficient
energy transfer. The combination of two (V560 and Y083 or Y083 and O240)
and three (V570, Y083 and O240) dyes together can increase the absorption
range of the LDS layer and utilising efficient energy transfer between the
Figure 9.18 Normalised absorption and emission spectra of LDS dye mixtures
containing: (a) one (Y083); (b) two (V570 and Y083); (c) (Y083 and
O240); and (d) three (V570, Y083 and O240) dyes. A typical EQE
curve of a CdTe solar is also shown.
322 Chapter 9dyes emit the absorbed light in a wavelength region where the EQE
response of the solar cell is high. The two dye (V570 and Y083) and one dye
(Y083) layers have the same emission prole, but the two dye layer
increases the absorption range of the LDS layer into the UV region (350–
400 nm). Using the O240 dye as the acceptor dye in a two dye (Y083 and
O240) LDS layer, the emission can be shied further into the red end of the
spectrum shown in Figure 9.18(c). If we add the R305 dye, the effect of
absorption of the dye becomes detrimental to the efficiency of the cell.
Lastly, the LDS layer containing three dyes shown in Figure 9.18(d) absorb
almost all the incident light below 550 nm and emission occurs in a region
of the solar spectrum with improved spectral response; in this case the
maximum of the emission peak is at 584 nm.
These LDS layers have been tested with CdTe solar cells to estimate the
increase in EQE from the action of the LDS layer.64 A blank PMMA layer of the
same thickness as the dye-doped LDS layer was used to measure the refer-
ence EQE. An example of an improved spectral response of a CdTe solar cell
with LDS dye layers on top when compared with a blank PMMA layer is
Figure 9.19 (a) EQE comparison of CdTe solar cells (Glyndŵr) with the application
of uorescent down-shiing structures. A single, two and three dye
LDS layer was applied and the blank PMMA EQE curve is also shown
for comparison. (b) Comparison of short circuit current density (Jsc)
of a CdTe solar cell with and without concentration of light using
uorescent structures (CE: concentration enhancement).
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improved in the blue region of the spectrum due to the action of the LDS
layer. The EQE values are improved for wavelengths 400–500 nm mirroring
the absorption spectrum of the dye in the LDS layer. By taking advantage of
the wave guiding structure of Figure 9.16(b), a further increase in current
output can be observed when the down-shiing structure is used as a uo-
rescent collector. The short-circuit current density output is shown in
Figure 9.19(b) with and without the effect of concentration. Although further
work is needed to optimise the LDS structures, the examples given here give
an indication of the efficiency increase that can be achieved.9.6 Advanced Photonic Concepts
Photon frequency management can benet from recent advances in
photonics and this section provides a brief outline of different ways to
increase the efficiency of collectors beyond the TIR efficiency limit.
Spectrally selective lters have been proposed for application to lumines-
cent solar collectors in order to reduce the light losses through the TIR
escape cone. The lters can be fabricated from photonic crystals. A photonic
crystal has a spatial periodic variation in its dielectric constant and prevents
light of certain energy propagating in certain directions.65 The top face of the
collector can be covered by a photonic structure (a band stop) that reects the
uorescent light (Figure 9.20) blocking much of the escaping light and
reducing photon transport losses to a minimum. Simulations carried out by
Goldschmidt and co-workers66,67 have shown 20% increases in efficiency with
band edge lters. An increase in edge emission with the use of photonic
opal crystals was also reported by Knabe et al.68 Debije et al.69,70 observed
up to 12% more light collected on the edge of the collector by using
Figure 9.20 (a) Schematic of an advanced uorescent collector where a photonic
band stop covers the entrance aperture, with the reectance prole
shown in (b). Reproduced from ref. 5.
324 Chapter 9wavelength-selective mirrors consisting of chiral nematic (cholesteric) liquid
crystals applied on the top of the collector using an air gap and when used in
conjunction with a separate white scatterer layer on the back of the collector.
Recently researchers have started attempting to improve photon collec-
tion efficiency by restricting the molecular orientation of the dye inside the
collector. For example, a planar aligned dye with its absorbing axis parallel
to the edge of collection will have an increased light output and a respec-
tive reduction edge light output in a direction perpendicular to the
absorption axis. Using liquid crystal hosts to hold common dye molecules
such as Coumarin 6 and DCM71 aligned, Debije et al.70 carried out
measurements under polarised light and showed improvements up to 30%
in collected light with planar dye alignment with respect to no dye align-
ment (isotropic). Baldo and co-workers71a in a similar experimental set-up
saw improvement in collection efficiencies of 23% with respect to isotropic
dye alignment. These results clearly demonstrate the potential of
increasing collection efficiencies in uorescent collectors by controlling the
orientation of the dye molecules. However, doubts remain about losses
introduced by a reduction in absorption72 and more work is clearly
required to substantiate the potential for improvement using this
approach.
Fluorescent collectors provide an elegant technique for exceeding the
Shockley–Queisser limit by spectral splitting. Stacked collectors were intro-
duced by Goetzberger and Greubel17 in the 1970s (Figure 9.21). Each plate
absorbs part of the solar spectrum and re-emits it onto a small solar cell.
Theoretical conversion efficiencies have been estimated to exceed 30%, but
practical results remain well below this limit.
A radically new solution to enhance the photoexcitation of silicon by
directing the illumination onto the edge of the solar cell by means of uo-
rescence energy collection has recently been proposed by our group.73 The
generic structure of the new device is shown in Figure 9.22(a). A uorescent
collector, adjacent to a thin crystalline silicon solar cell, captures all or part of
Figure 9.21 (a) Schematic of a cross-section of a uorescent collector stack. (b)
Example of absorption and emission spectra of the stacked layers.
Reproduced from ref. 27.
Figure 9.22 (a) Solar cell illuminated from the edge by a uorescent collector. (b) An
alternative ‘checkerboard’ arrangement, making use of strong silicon
absorption at short wavelengths. (c) The absorption and re-emission
paths of the red and blue parts of the spectrum. Reproduced from
ref. 73.
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with frequency near the silicon bandgap. In an optimised structure shown in
Figures 9.22(b) and 9.22(c), the collector absorbs only the red/near infrared
part of the spectrum but the short wavelength radiation is absorbed directly
by the thin silicon cell.
If attached to a 1 mm thick crystalline silicon solar cell with nominal 20%
efficiency and illuminated from the edge at standard testing conditions, the
edge illuminated ultra-thin silicon solar cells using uorescent collectors can
produce conversion efficiencies close to conventional c-Si solar cell but with
greatly reduced material requirements as shown in Figure 9.23, depicting the
quantum and total efficiencies. Higher efficiencies can still be achieved with
thicker cells, different emission wavelengths or a different photon
Figure 9.23 (a) The spectral management of device operation illustrating the
absorption and uorescence channels and a possible absorption
spectrum of the dye. AM1.5 spectrum, W m2 mm1 or dye spectrum
(arb. m.). (b) Calculated quantum efficiencies, showing contributions
due to photons absorbed in different parts of the device. (c) Overall
efficiencies (cell + collector) for 1 mm c-Si solar cell operating with
a collector based on a Nd+3 or Yb+3 emission channel. Reproduced
from ref. 73.
326 Chapter 9management strategy.7 In a practical setting, current developments in uo-
rescent collectors bear the promise of inexpensive practical devices with
efficiencies in excess of 10%.
As suggested in Section 9.2.1, frequency management can be used not
only to concentrate light but also to enhance light absorption by increasing
the path length of light in the solar cell. Figure 9.24(b) shows a structure
taking advantage of frequency shi to trap light inside a thin weakly
absorbing c-Si solar cell, to be contrasted with a conventional light
trapping schemes based on a textured rear surface as shown in
Figure 9.24(a).5,74 We have shown that this photonic scheme has the
potential to increases the photon path length by a factor proportional to
the Boltzmann factor of the frequency shi.23 The photonic band stop now
takes over as the principal bandgap that governs the operation of the solar
cell. Somewhat surprisingly we nd that a 1 mm thick c-Si solar cell with
a photonic bandgap is not only highly effective in trapping light but can
exceed slightly the efficiency of a standard c-Si solar cell!23
Figure 9.24 (a) Light trapping scheme with a textured rear surface, showing
external rays ① within the ‘escape cone’ and trapped rays ②. (b) A
photonic scheme where the absorbing/uorescent layer at the back
surface introduces a frequency shi. Reprinted with permission
from ref. 23, Copyright 2011, AIP Publishing LLC.
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In this chapter we have presented a unied overview of uorescent collectors
and down-shiing structures in application to solar cells. We have shown
how different photon frequency management methods can be used to
increase solar cell efficiencies and lower the cost signicantly by reducing the
size as well as the thickness of the solar cell. A simple two-ux model has
been presented which can be used to describe the re-absorption losses and
collection efficiency of the collector using as input only the absorption
spectrum and edge uorescence measurements. The application of photon
frequency management materials that employ efficient Förster resonance
energy transfer can be applied in the near term for increasing the efficiencies
of commercial CdTe solar cells via down-shiing/light guiding or for the
fabrication of uorescent collectors with reasonable efficiencies approaching
10%. Looking further into the future, the employment of photonic structures
with uorescent collectors or into light trapping structures offers the promise
for substantial increase in solar cell efficiencies even beyond the theoretical
limits for single-junction solar cells with a signicant lower material demand
than for current conventional methods.Acknowledgements
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