Abstract: Let W i = {W i (t), t ∈ R + }, i = 1, 2 be two Wiener processes and W 3 = {W 3 (t), t ∈ R 2 + } be a two-parameter Brownian sheet, all three processes being mutually independent. We derive upper and lower bounds for the boundary non-crossing probability
Introduction
Let W i = {W i (t), t ∈ R + }, i = 1, 2 be two Wiener processes and let W 3 = {W 3 (t), t ∈ R 2 + } be a Brownian sheet.
For two measurable functions f, u : R 2 + → R we shall investigate the boundary non-crossing probability P f = P f (t) + W (t) ≤ u(t), t ∈ R 2 + , with W an additive Wiener field defined by
where we assume that W 1 , W 2 , W 3 are mutually independent. Clearly, the additive Wiener field W is a centered
Gaussian field with covariance function E {W (s)W (t)} = s 1 ∧ t 1 + s 2 ∧ t 2 + (s 1 ∧ t 1 )(s 2 ∧ t 2 ), s = (s 1 , s 2 ), t = (t 1 , t 2 ).
Calculation of boundary non-crossing probabilities of Gaussian processes is a key topic of applied probability, see, e.g., [11, 22, 17, 20, 18, 8, 3, 5, 4, 6, 7, 14] and the references therein. Numerous applications concerned
with the inner product h, g = R+ h ′ (s)g ′ (s)ds and the corresponding norm h 2 = h, h . The description of RKHS for W 2 is evidently the same. It is also well-known that the RKHS of the Brownian sheet W 3 , denoted by H 2 , is characterized as follows
with the inner product h, g = 
equipped with the inner product
and the corresponding norm h 2 = h, h . For simplicity we used the same notation for the norm and the inner product of H 1 , H 2 and H 2,+ .
As in [13] , a direct application of Theorem 1' in [15] shows that for any f ∈ H 2,+ we have
Clearly, the above inequality provides a good bound for the approximation rate of P f by P 0 when f is small.
In case that we want to compare P f and P g for g ∈ H 2,+ and g ≥ f , we obtain further (by Theorem 1' in [15] )
where Φ is the distribution of an N (0, 1) random variable and α = Φ −1 (P 0 ). When f ≤ 0, then we can take always g = 0 above. When f (t 0 ) > 0 for some t 0 with non-negative components, then the last inequalities are useful when f is large, namely we obtain
where f ∈ H 2,+ , f ≥ f is such that
We show in the next section that f is the projection of f on a closed convex set of H 2,+ . Furthermore,
Our result in this paper are of both theoretical and practical interest. Furthermore, our approach can be applied when dealing instead of the additive Wiener sheet W with the linear combinations of
Additionally, our approach is applicable also for the evaluations of boundary non-crossing probabilities of the additive Brownian pillow, i.e., when W 1 , W 2 are independent Brownian bridges and W 3 is a Brownian pillow.
For the later case our results are more general than those in [12] .
Organization of the paper is as follows: We continue below with preliminaries followed then by a section containing the main result. In Appendix we present two technical lemmas.
Preliminaries
Bold letters in the following are reserved for vectors, so we shall write for instance t = (t 1 , t 2 ) ∈ R 2 + . Further, λ 1 and λ 2 denote the Lebesgue measures on R + and R 2 + , respectively whereas ds and ds mean integration with respect to these measures.
Expansion of one-parameter functions
Most of the results in this subsection are well-known, see [2, 14, 12] . However we shall introduce some modifications (re-writing for instance V 1 below) which are important for the two-parameter case. From the derivations below it will become clear how to obtain expansion of multiparameter functions to two components, one of which is the "analog of the smallest concave majorant" and the other one is a negative function. More precisely, when studying the boundary crossing probabilities of the Wiener process with a deterministic trend h ∈ H 1 , then it has been shown (see [4] ), that the smallest concave majorant of h solves (8) and determines the large deviation asymptotics of this probability. Moreover, as shown in [14] the smallest concave majorant of h, which we denote by h, can be written analytically as the unique projection of h on the closed convex set
is a non-increasing function for any s ∈ R + } i.e., h = P r V1 h. Here we write P r A h for the projection of h on some closed set A also for other Hilbert spaces considered below.
(ii) We have P r V1 h, P r V1 h = 0 and further
The unique solution h of the minimization problem min g≥h,g∈H1 g is h = P r V1 h.
Proof. In the following for a given real-valued function ϕ we denote its one-parameter increment ∆
With this notation we can re-write V 1 as
Let h ∈ V 1 and define A = {s ∈ R + : h(s) > 0}. Fix T > 0 and consider the function v(·) such that
implying that 1 A (u) = 0 a.e. λ 1 , in other words, h(u) ≤ 0 a.e. λ 1 . However, h is a continuous function and therefore h(u) ≤ 0 for any u.
Statements (ii) and (iii) follow immediately from [14] and are valid for any Hilbert space.
(iv) Write
and suppose that f ∈ H 1 and ϕ ≥ 0. Note that for any function g ∈ V 1 its derivative g ′ is non-increasing therefore is non-negative and tends to zero on ∞. Since ϕ ≥ 0 we have that for any sequence t n → ∞
Consequently,
establishing the proof.
Expansion of two-parameter functions
For some given measurable function ϕ :
In our notation s = (s 1 , s 2 ) ≤ t = (t 1 , t 2 ) means that s 1 ≤ t 1 and s 2 ≤ t 2 . Define the closed convex set
and let V 2 be the polar cone of V 2 , namely
Below we derive the expansion for two-parameter functions. Since the results are very similar to the previous lemma, we shall prove only those statements that differ in details from Lemma 2.1.
Lemma 2.2. (i) If
(ii) We have P r V2 h, P r V2 h = 0 and
(iv) The unique solution h of the minimization problem min g≥h,g∈H2 g is h = P r V2 h.
Proof. We prove only statement (i). Similarly to Lemma 2.1 we fix T > 0. Denote T = (T, T ) and consider the function v with
Similarly to (11) we conclude that 1 A (u) = 0 a.e. λ 2 . Other details follow as in the proof of Lemma 2.1.
Since we are going to work with functions f in H 2,+ we need to consider the projection of such f on a particular closed convex set. In the following we shall write
where f 1 , f 2 ∈ H 1 and f 3 ∈ H 2 . Note in passing that this decomposition is unique for any f ∈ H 2,+ .
Define the closed convex set
and let V 2,+ be the polar cone of V 2,+ given by
with inner product from (4). It follows that for any h = h 1 + h 2 + h 3 ∈ V 2 we have h i ≤ 0, i = 1, 2 and h 3 ≤ 0.
Furthermore, P r V2,+ h, P r V2,+ h = 0 and h = P r V2,+ h + P r V2,+ h.
Analogous to Lemma 2.2 we also have that for h = f + g, f ∈ V 2,+ , g ∈ V 2,+ such that f, g = 0, then f = P r V2,+ h and g = P r V2,+ h. Moreover, the unique solution of (8) is
Main Result
Consider two measurable two-parameter functions f, u : R 2 + → R. Suppose that f (0) = 0 and present them as
For f i ∈ H 1 , i = 1, 2 and f 3 ∈ H 2 we shall estimate the boundary non-crossing probability
In the following we shall write f i = P r V1 f, i = 1, 2 and f 3 = P r V2 f, f = P r V2,+ f .
We state next our main result:
lim
then we have
Proof. Denote by P a probability measure that is defined via its Radon-Nikodym derivative
where 
Note that
We have thus using (14) and (15) 
Now we only need to re-write
In order to re-write R+ f 1 ′ (t)dW 0 1 (t), we mention that in this integral dW
} under conditions of the theorem we have the relations
Similarly,
At last, using conditions of the theorem and Lemma 4.1, we get that
Further conclusions are similar to [2] .
The above theorem applied for u(s, t) = u > 0, s, t ≥ 0 combined with (7) implies the following result.
Corollary 3.1. If f ∈ H 2,+ is such that f (t 0 ) > 0 for some t 0 with non-negative components, then (9) holds.
Remarks: a) If u i 's are bounded, then clearly condition (16) and (17) are satisfied. b) Our results can be generalized to higher dimensions. We only mention that in the case of n-parameter functions we have to define similarly all the differences ∆ k s f (t), 1 ≤ k ≤ n and the space
c) The case of linear combinations of W i 's can be treated with some obvious modifications. functions are zero on the boundaries of these intervals. The closed convex spaces V 1 , V 2 and V 3 are then defined similarly as in Section 2, and thus all the results above hold for the additive Brownian pillow by simply changing the conditions for f and u accordingly. Note that compared to [12] we do not need to put restrictions on f .
Thus the results obtained by our approach here are more general.
Proof. If the function h : R 2 + → R admits the representation
where h i ∈ H 1 , i = 1, 2 and h 3 ∈ H 2 , then the representation (18) is unique. This claim follows immediately if we put t i = 0, i = 1, 2. In view of (2) the claim follows by Theorem 5, p.24 in [1] .
