the vapor (vacuum)-aqueous electrolyte interface. These experiments are often paired with complementary molecular dynamics (MD) simulations in an attempt to provide a complete description of the liquid interface. There is, however, no systematic protocol that permits a straightforward comparison of the two sets of results. XPS is an integrated technique that averages signals from multiple layers in a solution even at the lowest photoelectron kinetic energies routinely employed, whereas MD simulations provide a microscopic layer-by-layer description of the solution composition near the interface. Here we use the National Institute of Standards and Technology database for the Simulation of Electron Spectra for Surface Analysis (SESSA) to quantitatively interpret atom-density profiles from MD simulations for XPS signal intensities using sodium and potassium iodide solutions as examples. We show that electron inelastic mean free paths calculated from a semi-empirical formula depend strongly on solution composition, varying by up to 30 % between pure water and concentrated NaI. The XPS signal thus arises from different information depths in different solutions for a fixed photoelectron kinetic energy. XPS signal intensities are calculated using SESSA as a function of photoelectron kinetic energy (probe depth) and compared with a widely vi employed ad hoc method. SESSA simulations illustrate the importance of accounting for elastic scattering events at low photoelectron kinetic energies (< 300 eV) where the ad hoc method systematically underestimates the preferential enhancement of anions over cations.
Finally, some technical aspects of applying SESSA to liquid interfaces are discussed.
vii Chapter 1
Introduction
Core-level X-ray photoelectron spectroscopy (XPS) is a chemical-specific analytical technique that many consider to be the workhorse of surface and interface science. Major advantages of XPS are its surface sensitivity, [29] its ability to detect every element of the periodic table except hydrogen, and the fact that many compounds can be analyzed without significant decomposition by the incident X-ray beam. In order, however, to interpret XPS signal intensities quantitatively, a comprehensive understanding of the attenuation and scattering of the photoelectrons in the sample is required. One important sample parameter in this regard is the electron inelastic mean free path (IMFP), which together with the photoelectron emission angle determines in large part the surface sensitivity of XPS experiments. [29] In solids, appropriate models and the required data are available for accurate predictions of IMFPs for energies greater than 50 eV, [30, 36, 31] many of which have been confirmed experimentally. [28] In liquids, more specifically in aqueous solutions, consensus remains elusive and several publications report substantially different values for the electron IMFP. [35, 27, 39, 12, 19] This poor understanding of the electron IMFP limits the ability to quantitatively interpret XPS signal intensities from aqueous solutions.
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In order to quantitatively describe the structure of an aqueous solution interface, it is commonplace to turn to molecular dynamics (MD) simulations for confirmation of depthresolved, a term that is interchangeable with energy-dependent, XPS signal intensities. [27, 15, 14, 8, 21 ] MD simulations yield molecular-level solute (typically an electrolyte) and solvent (most often water) distributions with respect to depth and, over the past decade, have contributed enormously to our microscopic understanding of the vapor (or vacuum)-aqueous electrolyte interface. [20] Direct comparison of MD simulations with XPS signal intensities are, however, not straightforward. MD simulations provide an atomic-scale description of molecular distributions in the vicinity of the interface, whereas XPS is an integrated technique that samples a depth that depends on the IMFP for the photoelectron energy, the photoelectron emission angle, and a parameter describing the strength of elastic scattering. [29] The crux of the problem is, therefore, to relate water and solute distributions obtained from MD simulations to the XPS signal intensities measured for different photoelectron energies.
The solution requires better knowledge of the IMFP as a function of energy for water and aqueous solutions. In this article we describe what we believe to be the first quantitative interpretation of MD simulation profiles for XPS signal intensities of aqueous solutions of 2 mol/L KI and 1 mol/L NaI.
The present contribution is not intended to entirely resolve the debate surrounding the energy dependence of the probe depth in XPS experiments on aqueous solutions (the resolution will most likely come from novel experiments), but rather sets out to establish a straightforward and consistent protocol using the National Institute of Standards and Technology (NIST) database for the Simulation of Electron Spectra for Surface Analysis (SESSA) [32, 45] to enable a direct interpretation of MD simulations with XPS signal intensities. As our understanding of electron IMFPs and elastic-scattering effects in aqueous solutions continues to evolve, the calculations reported herein can be updated. 2
Methods

Molecular Dynamics Simulations
MD simulations of ≈ 2 mol/L KI (68 ion pairs and 1728 water molecules) and ≈1 mol/L NaI (32 ion pairs and 1728 water molecules) solutions were performed using the Gromacs simulation suite, [42, 43, 3, 22, 17 ] version 4.6.3. The ions and water molecules were placed in a simulation cell of dimensions 3 nm × 3 nm × 14 nm in the x, y, and z directions, respectively.
The simulations were carried out with three-dimensional periodic boundary conditions and a timestep of 2 fs for 100 µs (excluding equilibration time) for the 1 mol/L NaI solution and 80 ns for the 2 mol/L KI solution. Two interfaces formed spontaneously during the equilibration. The average temperature was held at 300 K using a Berendsen thermostat with an additional stochastic term that ensures the correct kinetic energy distribution. [7] The non-polarizable force field developed by Horinek et al. [18] was used to model the ions, and the Simple Point Charge/Extended (SPC/E) model was used for the water molecules. [2] The Lennard-Jones parameters σ and , and charges associated with each atom type are listed in Table 1 .1. Electrostatic interactions were calculated using the smooth particle-mesh-Ewald method, [13] and a cutoff of 0.9 nm was used for the Lennard-Jones interactions and the real-space part of the Ewald sum. Water molecules were held rigid by using the SETTLE algorithm. [23] The average bulk concentrations are computed from the compositions of the innermost 2 nm of the simulated slabs: 0.96 mol/L for NaI and 2.07 mol/L for KI.
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Interface Definitions
Due to thermal fluctuations, the surface boundary separating the liquid and vapor phases is a dynamic and rough interface that evolves along with the movement of the molecules in solution. A common definition of the location of the interface is the Gibbs dividing surface (GDS). In MD simulations, the GDS is located first by computing the water O atom density profile in a static coordinate system, which averages over the thermal fluctuations.
The GDS is the position along the coordinate (z) normal to the interface at which the solvent density is equal to half its bulk value. In this study, we implement an additional definition of the interface, the so-called instantaneous interface, proposed by Willard and Chandler. [46] The use of the instantaneous interface as the origin of the interfacial coordinate yields density profiles with molecular-scale resolution. To locate the instantaneous interface, the nuclear positions of each water molecule and ion are convoluted with three-dimensional Gaussian density distributions, with standard deviations ξ and magnitudes η listed in Table   1 .1, to construct a density field over the entire simulation cell. The instantaneous interfaces are then determined at each time step as the locus of points at which the density field is equal to half the bulk solution density. To compute the density profiles, the positions of each water molecule and ion are then referenced to the nearest instantaneous interface (above or below). Further details on the implementation of the instantaneous interface for interfaces of vapor (vacuum) and water or aqueous salt solutions are available in the literature. [46, 34] In light of the fact that the escape of photoelectrons from solution at the kinetic energies and information depths of relevance in this study is extremely fast (≈ 0.5 × 
Simulation of Electron Spectra for Surface Analysis (SESSA)
XPS signal intensities are simulated using the SESSA software developed by Werner et al. [32, 45] SESSA is a NIST standard reference database that contains all data needed for quantitative simulations of XPS and Auger-electron spectra. Data retrieval is based on an expert system that queries the databases for each needed parameter. SESSA performs simulations of photoelectron intensities for user-specified conditions such as the morphology of the sample, the composition and thickness of each layer of a film or the composition and dimensions of a nanostructure, the X-ray source and its polarization, and the experimental configuration. SESSA provides the spectral shape of each photoelectron peak using a model of signal generation in XPS that includes multiple inelastic and elastic scattering of the photoelectrons. In order to minimize the computation time, an efficient Monte Carlo code is employed based on the trajectory-reversal method. [21] In contrast to conventional Monte Carlo codes where electrons are tracked based on their trajectories from the source to the detector, the trajectory-reversal approach tracks electrons in the opposite direction, starting from the detector and working back to the point of origin. Thus, all electrons contribute to the signal, which results in significantly decreased simulation times.
For the SESSA simulations reported in this article, the orientation of the analyzer axis is perpendicular to the X-ray source, while the sample surface normal is oriented in the same direction as the analyzer axis. The excitation source is a linearly polarized X-ray beam.
The polarization vector is rotated 54.7
• from the analyzer detection axis, which corresponds to the so-called magic angle in which the XPS intensity is independent of the emission angle. The acceptance solid angle for the detector is ±11
• and the illuminated area on the sample is independent of the emission angle. The last condition is valid when the X-rays are The simulated intensities are then normalized by the atomic photoionization cross sections (built in to SESSA) of Yeh and Lindau. [47] 1.3 Result and Discussion
The Information Depth of XPS
The information depth (ID) or sampling depth is a measure of the surface sensitivity in a particular XPS experiment and is defined as the maximum depth, normal to the specimen surface, from which useful signal information is obtained. 
where λ is the IMFP, α is the photoelectron emission angle with respect to the surface normal, P is a specified percentage of the detected signal, and ω is a convenient measure of the strength of elastic-scattering effects on the photoelectron trajectories. [29, 24] The ω parameter has a complicated dependence on electron energy and material [29, 30] but is typically small (< 0.1) for low atomic numbers (Z < 13) at an energy of 1500 eV but can be larger (≈ 40.4) at much lower energies (e.g., 65 eV). We note that Eq. The majority of XPS experiments from aqueous solutions are performed at soft X-ray synchrotron beamlines where the energy range of practical interest varies from roughly 65 eV to 1500 eV. [35, 27, 39, 19, 15, 14, 8, 21] The ID for a semi-infinite, structureless slab (a bulk liquid with no structure at the interface) of pure liquid water was calculated from Eq. 1.1
and is shown in Figure 1 .1 for an emission angle α = 0
• . The ω parameter was obtained from IMFP values at 65 eV (0.77 nm) and 1500 eV (5.03 nm) that were calculated from the predictive TPP-2M equation [36] and from values of the transport mean free path (TMFP) that were retrieved from the SESSA database (1.07 nm and 92.74 nm for energies, E, of 65 eV and 1500 eV, respectively). These IMFP and TMFP values result in ω = 0.418 at 65 eV and ω = 0.052 at 1500 eV, with the larger ω highlighting the importance of elastic-scattering at lower energies. As expected, the surface sensitivity is significantly higher at 65 eV than it is at 1500 eV.
The contribution of the outermost molecular layer of water (0.3 nm) to the overall photoelectron signal can be determined from Figure 1 . We find this layer contributes only 6 % at an energy of 1500 eV (S = 14.5 nm for P = 95 %) but 44 % at 65 eV (S = 1.5 nm for P = 95 %). The former value reveals the lack of surface/interface sensitivity when working at 1500 eV in aqueous solution, whereas the latter value demonstrates the inability of XPS 8 to probe exclusively the outermost molecular layer of solution for normal emission of the photoelectrons (α= 0 • ). Analogous contributions can be determined for the outermost 1.5 nm of solution (the thickness of the interface region for 2 mol/L KI from the MD simulations, see Section 1.3.3). At 1500 eV, the outermost 1.5 nm of solution contributes 27 % to the overall signal intensity, whereas at 65 eV virtually all the signal (96 %) originates from this region and almost none of the bulk solution is sampled.
Relation Between Electron Kinetic Energy and Electron IMFP
Photoelectron experiments using X-rays from a synchrotron source are attractive in that the surface sensitivity can be varied simply by changing the X-ray wavelength so that the energy of a particular photoelectron peak corresponds to a desired value of the IMFP for a given material. [38, 40] The energy-dependent IMFPs from the TPP-2M equation [36] for semi-infinite structureless slabs of water (blue circles), and 1 mol/L (green diamonds) and 10 mol/L (red squares) aqueous solutions of NaI are shown in Figure 1 .2 and tabulated in Table 1 In both the GDS and instantaneous-interface representations, we observe an enhancement [36] for water, 1 mol/L NaI, and 10 mol/L for electron energies from 65 eV to 1500 eV.
Molecular Dynamics Simulations
in the ion populations in the vicinity of the interface relative to the bulk. In the GDS representation ( Figure 1.3) , the density of iodide is enhanced (with respect to the bulk density) with a maximum occurring approximately 0.25 nm from the interface. An enhancement in the potassium density is observed in the depletion layer of the iodide profile, with a maximum number density at approximately 0.7 nm. The densities of both potassium and iodide ions converge to bulk values at about 1.2 nm. In the water density profile, bulk behavior is observed until approximately 0.2 nm, above which it decreases monotonically to zero. The corresponding atom density profiles for the instantaneous interface are shown in Figure   1 .4(b) (compare with Figure 1.3(c) ). The bulk solutions in both cases are modeled as semiinfinite slabs with densities and compositions averaged from the innermost 1.5 nm of the MD simulations. Twenty-one layers are used in both the Gibbs dividing surface and the instantaneous definitions of the interface. Using bin sizes of half the thicknesses in Table 1.3 yields no change in the SESSA simulation results; however, doubling the bin size results in an atom density profile that visibly differs from that of the MD simulations and results in non-negligible changes in the SESSA results (not shown and the results are not discussed herein).
SESSA Simulation Results
Ratios of peak intensities of 2 mol/L KI from SESSA simulations, normalized in each case by the ratio of atomic photoionization cross sections, are shown in Figure 1 .5 for both the GDS The SESSA simulations capture this decrease.
The more pronounced decrease in the ion to oxygen ratios for the GDS is rationalized quali-15 tatively by analyzing the relative ion depletions between the two interface definitions. In the GDS definition, I
− and K + concentrations are depleted (over the 1.2 nm interfacial length) relative to the bulk by 10.6 % and 8.8 %, respectively, whereas the depletions are 8.2 % and 8.4 %, respectively, for the instantaneous definition. These differences are captured by the SESSA simulations, which predict lower signal intensities for the GDS than the instantaneous interface definition of the interface (Figures 1.5(b) and 1.5(c) ), however, they are small and may be difficult to reproduce in an XPS experiment at a liquid interface. 
Comparison of SESSA Results with Other Approaches
SESSA is not unique in its ability to calculate XPS signal intensities using atom-density profiles from MD simulations, although it does offer several distinct advantages over the more traditional convolution-integral approach employed by Brown et al. [6] and Ottosson et al. [27] Here we describe the latter approach and subsequently make a direct comparison with results from SESSA simulations using as example an aqueous solution of 1 mol/L NaI where the density profiles are computed from a MD simulation using the instantaneous definition of the interface. [25] The XPS signal of atom n can be calculated from MD simulations by integrating the atomic density profile according to [8] 
where I n (E) is the XPS signal intensity of the n-th species at the photoelectron kinetic energy E, is the density profile of atom n (from the MD simulations), and is the distance from the interface. The integration limit of zero defines the position of the interface. The first integral in Eq. 1.2 accounts for the vapor (vacuum)-side of the interface where the total atomic density is low and the electron IMFP term is assumed to vanish: the probability of a photoelectron in this region to undergo an inelastic scattering event is assumed to be zero. The second integral in Eq. 1.2 accounts for the solution side of the interface. Here photoelectrons have a non-negligible probability to undergo an inelastic scattering event, and the intensity is attenuated with a probability governed by the IMFP. The effects of elastic scattering are neglected in Eq. 1.2. [8] The results of performing the integrations of Eq. 1.2 using the I and Na + atom-density profiles from the MD simulation of 1 mol/L NaI are shown in Figure 1 .6 (solid blue line).
The calculated XP intensities were normalized by the corresponding atomic photoionization cross sections, as before, to give the anion-to-cation ratio, I/Na. The abscissa in Figure 1 .6 has been converted to photoelectron energy using the relation between λ and energy provided by the TPP-2M formula for this solution (see Figure 1 .2, Table 1 .2). The corresponding ratios from the SESSA simulations are also shown in Figure 1 .6 (solid green circles). Pronounced differences in the predicted ion ratios are seen for energies below ≈ 300 eV, with the SESSA ratios systematically higher than those from Eq. 1.2. At an energy of 65 eV (where the IMFP is 0.72 nm), a maximum difference of about 12 % is observed. (green circle), and 10 −6 (red triangles). The system is a semi-infinite structureless slab of 1 mol/L NaI. 20
Technical Considerations for SESSA
The band-gap energy (E g ) of the solution is a required input in SESSA for calculation of the IMFP from the TPP-2M equation. In the above SESSA simulations, Eg was assumed to be constant, 7.9 eV. We note, however, that E g values for water in the literature vary by about ± 1 eV, [16, 4, 9, 10] roughly centered around 7.9 eV. Databases for band-gap energies of aqueous electrolyte solutions do not exist. In order to quantify the influence of the solution band-gap energy on the SESSA results, we have carried out additional simulations for 1 mol/L NaI using the instantaneous definition of the interface and Eg values of 6.9 eV, 7.9 eV (as for the previous results) and 8.9 eV. Figure 1 .7(c) shows plots of the I 4d/Na 2p atomic ratios (derived in the same way as those in Figure 1 .6) as a function of photoelectron energy. Differences in the I 4d/Na 2p ratios do arise for energies below ≈200 eV; however, these differences are small, with variations of only ± 3 % from the results for the E g = 7.9 eV simulation.
The convergence criterion for the SESSA simulation is a user-defined setting. Using a semiinfinite slab of 1 mol/L NaI, the effect of the convergence factor (CF) on the simulated I 4d/Na 2p ratios was assessed (Figure 1.7(b) ). We find that CFs larger than 10 −6 are insufficient to provide a satisfactory level of statistical accuracy (< 0.5% from the stoichiometric ratio). This level of accuracy is not without computational expense: the series of simulations needed to construct the data set in Figure 7b with a CF of 10 −6 required about 13 minutes (on a personal laptop computer), whereas a CF of 10 −4 required only 1 minute. Simulating an entire 21-layer system, as was done for Figure 5 , took ≈ 45 minutes with a CF of 10 −6 . 21
Conclusions
A straightforward and systematic protocol that uses SESSA for the direct interpretation of MD simulations with XPS signal intensities was presented. Using the TPP-2M predictive formula, the electron IMFP was calculated as a function of photoelectron kinetic energy and shown to depend on solution composition, varying by up to 30 % at 65 eV between pure water and 10 mol/L NaI. The information depth, or surface sensitivity, of the experiment for different photoelectron kinetic energies was calculated using pure water as an example.
Even at the lowest kinetic energies routinely employed in XPS experiments from aqueous solutions, 65 eV, the outermost monolayer of solution is responsible for less than half of the total signal intensity. The expected ion signal intensity ratio (I/K) and ion-to-water signal intensity ratios (I/water and K/water) for 2 mol/L KI were calculated as a function Table 2 .3: SESSA input parameters for 1 mol/L NaI using the instantaneous interface. 
