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Abstract
We present a method for computing the 3D motion of
articulated models from 2D correspondences. An iterative
batch algorithm is proposed which estimates the maximum
aposteriori trajectory based on the 2D measurements sub-
ject to a numberof constraints. These include(i) kinematic
constraints based on a 3D kinematic model, (ii) joint an-
gle limits, (iii) dynamic smoothing and (iv) 3D key frames
which can be speciﬁed the user. The framework handles
any variation in the number of constraints as well as par-
tial or missing data. This method is shown to obtain favor-
able reconstruction results on a number of complex human
motion sequences.
1 Introduction
Video is the primary archival source for human move-
ment, with examples ranging from sports coverage of
Olympic events to dance routines in Hollywood movies.
The ability to reliably track the human ﬁgure in movie
footage would unlock a large, untapped repository of mo-
tion data. However, the recoveryof 3D ﬁgure motion from
a single sequence of unconstrained video images is a chal-
lenging problem.
Tracking articulated motion in 3D requires the solution
of two problems: a registration problem of aligning the
projection of the model with the image measurements, and
a reconstruction problem of estimating the 3D pose of the
ﬁgurefrom2D data. Thechallengein registrationis to deal
with background clutter and ambiguities in image match-
ing, while the challenge in reconstruction is to compen-
sate for the loss of 3D information. Direct approaches to
trackingcouplethesetwoproblemsbyﬁtting3Dkinematic
models directly to an image sequence. In this method, the
pose parameters of the model (e.g. joint angles) deﬁne the
state space for the tracker and the kinematics constrain the
registration to the image.
The direct approach to 3D tracking is particularly ef-
fective when multiple camera views of the 3D motion are
available. With an adequate set of viewpoints, the state
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space is fully observable and the 3D state estimate will re-
main near the correct answer. In this case, the 3D kinemat-
ics provide a powerful constraint on image motion, simpli-
fying the registration task. Representative examples of the
direct method include [15, 17, 13, 2, 10].
When only a single camera viewpoint is available, how-
ever, there are fundamental ambiguities in the reconstruc-
tion of the 3D pose. The well-known reﬂective ambiguity
under orthographic projection results in a pair of solutions
for the rotation of a single link out of the image plane [19].
In addition, kinematic singularities arise when the out-of-
planerotationis zero [14]. As a result of these ambiguities,
3-D kinematic models provide a less powerful constraint
during monocular tracking.
The weakness of the kinematic constraint in monoc-
ular tracking can be addressed by using dynamic mod-
els to constrain the motion, and complex statistical meth-
ods to jointly represent the ambiguity in registration and
reconstruction. Recent examples of this approach in-
clude [20, 4, 1, 11]. However, these dynamic models typ-
ically rely on strong prior assumptions about the type of
motion. In practice, this often means that new dynamic
models must be tuned for each new sequence that is to be
tracked. This limits the applicability of these techniques
to challenging video, such as movie dance sequences and
sports footage.
Our goal is to developan interactivesystem whichcom-
bines constraints on 3-D motion with input from a human
operator to reconstruct extremely difﬁcult sequences in 3-
D. In contrast to other efforts, our solution is not a fully
automatic approach to 3-D tracking. It is however, an ex-
tremely useful tool for reconstructing 3-D motion from se-
quences that cannot currently be tackled using any other
method.
The input to our reconstruction method is a set of 2-
D correspondences that identify the projection of the 3-D
ﬁgure in each frame of a video sequence. The top row of
Figure 7 gives an example. These correspondences can be
producedautomaticallythrough2-Dregistrationofaﬁgure
model with the image sequence, as described in [14, 3], orthey can be speciﬁed manually. We present reconstruction
results in Section 5 using both types of input.
This paper makes two contributions. First, we present a
batch optimization frameworkfor 3-D reconstruction from
2-D correspondences which admits a wide range of con-
straints on 3-D pose. A related framework for processing
3-D motion capture data is described in [6]. In addition to
the kinematics, we explore three other types of constraints:
dynamic models, joint angle limits, and 3-D key frames.
A key feature of our approach is to express all con-
straints as priors. The resulting solution is tolerant of er-
rors in the constraints themselves as well as in the image
measurements. This is extremely important in practice, as
experience shows that even human observers have a difﬁ-
cult time assigning accurate 3-D poses to the human ﬁgure
from a single monocular sequence.
Our second contribution is an interactive system for
reconstruction that can produce surprisingly good results
with a small amount of user effort. We present experimen-
tal results on the reconstruction of 3-D motion from three
video sequences: a Fred Astaire dance sequence, a waltz
sequence from a motion capture session, and a ﬁgure skat-
ing sequence. In the case of the waltz sequence we also
present a comparisonbetween our 3-D reconstructionsand
3-D motion capture data produced by a commercial mag-
netic tracking system. We believe this is the ﬁrst experi-
mental comparison between 3-D motion capture data and
whole-body 3-D tracking results.
2 A Signal Model for 3-D Motion Recovery
Our approach follows [14] in separating 3-D ﬁgure
tracking into the two tasks of 2-D ﬁgure registration and
3-D ﬁgure reconstruction. This decomposition allows us
to focus explicitly on the ambiguities that are fundamen-
tal to 3-D reconstruction,and avoid lumpingthem together
with issues, such as appearance modeling and clutter, that
arise during registration.
In general, the 3-D ﬁgure reconstruction stage requires
the estimation of all of the kinematic parameters of the ﬁg-
ure, including model topology and ﬁxed parameters like
link lengths and axes of rotation. In this paper, we assume
that a 3-Dkinematic modelwith knownﬁxedparametersis
available, and focus on the simpler problem of 3-D motion
recovery: Estimatingthetime-varyingjointanglesandspa-
tial displacements that deﬁne the motion of the kinematic
model.
The problem of 3D motion recovery can be approached
from a signal reconstructionperspective. The signal in this
case is the time history of 3D pose parameters for all links
in the structure. The observed measurement sequence is
the result of ﬁltering the true state signal through a succes-
sion of lossy channels (see ﬁgure 1):
1. Noise. Noise is added to the true 3D states.
2. Projection. Additionally, depth information is re-
moved from some states through perspective projec-
tion.
3. Deletion. Partial or full data of some states are
deleted, e.g. in the case of partial or full occlusion or
dropped frames.
The goal is to reconstruct the original signal from the se-
quence of available measurements.
Noise  channel Projection  channel Deletion  channel
(a) (b) (c) (d)
3D  Motion  Recovery
Figure 1: A channel-based model of the data degradation
process. (a) shows the true 3D trajectory with discrete
states. (b) noise is added to the states. (c) some states are
projected onto the image plane, losing depth information.
(d) shows the ﬁnal set of observed states after deletion of
more states. The goal is to recover the true states from the
set of available observed states.
The identiﬁcation of these degradation channels is use-
fulforformulatingauniﬁedframeworkforseamlesslyhan-
dling a large range of scenarios with different data degra-
dation – e.g. from smoothing of noisy 3-D motion capture
data with dropped frames, to estimating 3-D ﬁgure motion
from a 2-D correspondences in the presence of multiple
occlusion events.
3 Constraints for 3-D Motion Recovery
As a consequence of the lossy channels in the model of
Figure 1, the problemof 3-D motion recoveryis inherently
ill-posed. In order to regularize it, we utilize a number of
constraints:
￿ 3-D kinematic constraints
￿ Joint angle limits
￿ Dynamic smoothing
￿ 3-D key framesThe most important constraints are the 3-D kinematics.
Kinematic constraints enforce connectivity between adja-
cent links and link length constancy, as well as restricting
joint motion to rotation about a ﬁxed local axes in the case
of revolute joints. These hard constraints are automatically
enforced when estimation is done in the state-space of a
3-D kinematic model.
Of particular note is that simply applying a 3-D kine-
matic model to 2-D measurements restricts the solution to
a number of isolated candidate regions in the kinematic
state-space (modulothe depth of the base link underortho-
graphic projection). These candidate solutions correspond
to the discrete combinations of 3-D reﬂective ambiguities
at each link (see ﬁgure 2) mentioned in section 1.
A B
Figure 2: 3D reﬂective ambiguity. The ﬁgure shows a rev-
olutelinkwhichcan rotateina full circle. Fromthe camera
position shown, it is impossible to distinguish pose A from
pose B based only on the link projection.
Reconstruction of 3-D state from 2-D correspondences
is accomplished by minimizing the residual error in each
frame:
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is the 3-D kinematic state for the
$ th time frame,
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is the forward kinematic function for computing the
3-D position of the
& th joint center,
￿ is the camera pro-
jection matrix,
 
￿
￿
is the observed image position of the
joint center, computedfrom the registration of the ﬁgure in
the image plane. Since
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is nonlinear, Equation 1 is
typically linearized at each time instant.
In the case of Figure 2, if Equation 1 were minimized
directly, the solution would converge to either A or B de-
pending upon the initial conditions. It is theoretically pos-
sible to represent the full set of possibilities via a multiple
hypothesis smoothing scheme. This may not be feasible in
practice, however, since the number of solutions increases
exponentially with the number of links (see [19] for an ex-
ample).
It is therefore necessary to introduce additional con-
straints which can be used to bias the reconstruction to-
wards a desiredsolution. Jointanglelimit constraintsspec-
ify the limits to which joints can rotate about their corre-
sponding axes. Dynamic smoothing constraints describe
the probability of a particular state conditioned on past
and future state values. They bias the reconstruction to-
wards smooth 3-D trajectories, suppressing noise. 3-D key
frame constraints are 3-D states which are interactively
established by the user, and are equivalent to observed
states undergoing only noise channel degradation. Each of
theseconstraintsintroducesadditionalcost termsinabatch
smoothing framework which is described in Section 4.
3.1 Joint Angle Limit Constraints
One way to limit our solution for 3-D motion to a phys-
ically valid result is to incorporate limits on the range of
joint angles for our kinematic model. For example, a hu-
man elbow can only rotate through about 135 degrees; it is
advantageous to use this knowledge to obtain a plausible
solution for 3D motion. For example as shown in ﬁgure 3,
knowing the forbidden interval for the joint angle of the
link allows unambiguous selection of pose B.
A B
Figure3: Disambiguationfromjointanglelimits. Thejoint
angle limits prevents the selection of pose A leaving pose
B as the only possibility.
To incorporate limits on the range of revolute joint an-
gles, we introduce inequality constraints such as
)
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is the
& th revolute angle parameter and
+
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is the
ﬁxed lower limit for
)
￿
.
Joint angle inequality constraints can be incorporated
into the batch estimation framework through an additional
loss function:
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is a zeroth-order continuous barrier function. When
the estimated state leaves the feasible set for a particular
frame during optimization, the barrier function provides a
restoring force.
3.2 Dynamic Smoothing Constraints
Dynamic smoothing constraints express a prior model
for a particular form of motion, e.g. the typical preference
for smooth continuous motion compared to abrupt motion
(see ﬁgure 4). There are many different variants of dy-
namic models, ranging from simple hand-constructedcon-
stant velocity models to complex switching models auto-
matically learned from data [16]. The typical application
of dynamic models in tracking is for forward prediction in
the context of the Fokker-Planck drift-diffusion. However,dynamic models also can be expressed in an interpolating,
or smoothing manner. This is particularly useful in a batch
frameworkwherethe estimationofstates in all timeframes
is done simultaneously.
t-1 t t+1
A B
Figure 4: Disambiguation from dynamics. Knowing the
approximate poses of the joint at frames
$
￿
￿ and
$
￿
￿
￿
preferentially selects pose B at frame
$ when dynamics is
used to bias towards smooth motion.
Smoothness constraints can be added in two ways. The
simplest is to represent the state trajectory through a set
of basis functions such as B-spline curves which implicitly
describe smooth motion. Alternatively, the state trajectory
can be sampled at each time frame, and smoothness con-
straints between frames can be enforcedduringestimation:
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Here
￿
is the vector of concatenated states for all time
frames and
￿
is block diagonal weighting matrix that im-
poses local smooth constraints on the individual state vec-
tors.
In our experiments, a second order constant velocity
model was used. In this case,
￿
is chosen so that the pre-
dicted current state is
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is the mean
of immediate past and future states.
Theuse of evensimple dynamicpredictionsigniﬁcantly
helps in eliminating incorrect sets of hypotheses due to 3D
reﬂective ambiguities. While more accurate learned mod-
els are preferred if available, they unfortunately require
vast amounts of training data for modeling such that intra-
class and inter-class variations are captured. This poses a
problem for learning 3-D human motion models due to the
difﬁculty of obtaining a large volume of data.
3.3 3-D Key Frame Constraints
Despite the application of kinematics, joint angle lim-
its and dynamic smoothing, 3-D motion recovery is gen-
erally still underconstrained. While many additional cues
could be investigated, one of the most powerful methods
for obtaining good results is to allow a user to set 3-D
key frames interactively. See ﬁgure 5. Key-frames pro-
vide a simple mechanism for controlling and biasing the
solution. If sufﬁcient 3-D keyframes were available, none
of the earlier constraints are required. However, specify-
ing 3-D keyframes is a time-consuming and tedious task.
Therefore the goal is to use as few key frames as possible,
leveraging the other constraints as much as possible.
A B
Figure 5: Disambiguation from key frames. A key frame
would specify the approximate pose of the joint, which in
this case is located near pose B. Hence pose B is selected.
Note that the key frame does not need to be exact.
Since 3-D key frames are inherently noisy, we treat
them as noise channel degraded observations. The resid-
ual error model is
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where
￿
￿
is the jth keyframe, corresponding to the state at
time
$
￿
.
￿
is a covariance matrix which speciﬁes the noise
properties of the keyframe.
For greater generality, we also allow the speciﬁcation
of partial key frames, in which only some state parameters
are established. For example this may be used to disam-
biguate the angles of one joint in a human ﬁgure model if
this is the only ambiguous limb. In the context of (4), the
unestablished state parameters will have inﬁnite variance.
In an interactive setting, the user will initially apply the
solver with a minimal number of key frames, e.g. at the
start and the end of the sequence and potentially prob-
lematic frames with departure from the expected dynam-
ics. Any resulting gross estimation errorsmay be corrected
by introducing additional key frames and reapplying the
solver.
4 3D Batch Framework
Our 3-D batch framework uses iterative nonlinear least
squares techniques to solve for a state trajectory that mini-
mizes the total set of constraints simultaneously in all time
frames. The framework computes the maximum aposteri-
ori (MAP) estimate as follows:
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for the full trajectory state
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(consisting of the states in all
time frames) given the 2D measurements
)
. In this case,
the constraints are priors for the estimate.The complete minimization problem is obtained by
merging the loss equations from (1), (2), (3), and (4) for
all time frames to obtain
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This in turn results in the following least squares solution
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where
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is the overallJacobian,
￿
is the total residual, and
￿
is the measurement covariance. The matrix
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block-diagonal and grouped according to time frames. We
further add a stabilization term
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, where
￿ is a constant.
Note that the 2-D measurements, joint angle limits, dy-
namics and 3-D key frames are represented as rows in
￿
and treated in the same uniﬁed manner by the framework.
The allows great ﬂexibility, e.g. for including as many 3D
keyframes as required,or evenchangingconstraintson the
ﬂy. Handling partial missing data simply involves zeroing
some of the entries in
￿
￿
￿
￿
. Equation 6 is solved itera-
tively using the Gauss-Newton least-squares method with
a sparse-matrix inversion routine.
5 Results
In ﬁgure 6, we present results from a Fred Astaire video
sequence. The results are shown in terms of a 3D re-
construction sequence with super-sampled frame rate and
the associated observations. The start and end frames of
the sequence contain noisy 3D observations expressed by
manually-speciﬁed 3D key-frames. The intermediate ob-
servations are 2D correspondenceswithout depth informa-
tion. Additionally,becausethe 3Dreconstructionsequence
is more ﬁnely sampled than the original video data, there
arereconstructionframeswhichdonothaveanyassociated
observations.
The two 3D key frames at the start and end of the se-
quence represent boundary conditions. In this 14-frame
sequence, no additional key frames are necessary. The
2D correspondenceshave to be manually speciﬁed as none
of the current trackers are able to track successfully from
videowhenthereis signiﬁcant3D bodyrotation,whichoc-
curs in our test sequences. These 2D correspondences are
used as input into our 3D estimation framework. The es-
timation involved running the algorithm for 20 iterations
taking a total of 27 seconds. The ﬁnal output was im-
ported into 3D Studio Max and rendered. Given the 2D
measurements, the total time required to produce the 3D
reconstruction was about four minutes, including the spec-
iﬁcation of 3D key frames.
In ﬁgure 7, we show the results obtained from a 74-
frame ice-skating spin sequence. In this sequence, 8 key
frames were used. However, only the ﬁrst, last and mid-
dle key frames were set with decent accuracy, while the
remaining 5 were rotated duplicates of the ﬁrst and last
key frames simply to keep the skater rotating in the correct
direction. The reconstruction generated is highly plausi-
ble. However, a number of errors can be noted, particu-
larly the penetration of the right foot into the ground in
the fourthframe. This is becausephysics-basedconstraints
were not used for the results, although it should be reason-
ably straightforward to incorporate these.
In ﬁgure 8, results are shown for a waltzing sequence.
Theactorin thissequenceis wearingmagneticmotioncap-
ture sensors, making it possible to simultaneously record
his motion in 3-D.
Figure 9 shows a number of plots comparing 3 joint
angle sequence obtained from 3-D reconstruction and
motion-capture1. The plots show a strong correlation of
the joint angles, although there appears to be systematic
offsets at different parts of the sequence.
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Figure9: Comparativeplotsofsomejointanglescomputed
from 3D recovery and motion capture. Note that motion
capture data is signiﬁcantly noisy as well.
6 Previous Work
Many researchers have tackled the problem of tracking
3D articulated models with multiple cameras. Rehg [18]
tracked hands using an extended Kalman ﬁlter framework.
O’Rourke and Badler [15] and Gavrila and Davis [5] used
1Note that motion-capture data is highly noisy and does not represent
accurate ground-truth.Unseen
Sub-
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Figure 6: A 3D reconstruction sequence is obtained at super-sampled frame rate. The associated observation sequence
comprises of noisy 3D key frames (start and end), 2D correspondences and null observations (due to frame-rate disparity).
Figure 7: 3D reconstruction for an ice-skater doing a spin. Top row: tracked frames. Middle row: 3D reconstruction
rendered from similar viewpoint. Bottom row: rendering from an alternative viewpoint.Figure 8: 3D reconstruction for a single person waltzing, where motion capture data is also obtained. Top row: tracked
frames. Middle row: 3D reconstruction rendered from similar viewpoint. Bottom row: rendering from an alternative
viewpoint.
multiple cameras to obtain 3D positions of the human
body, while Bregler and Malik [2] used Kalman ﬁltering
to exploit dynamic constraints.
To obtain a less complete, but still useful, interpreta-
tion of motion, many researchers have attempted tracking
in 2D from a single camera. Hogg [9] and Bregler and Ma-
lik [2] studiedthe case ofthe humanwalkingparallel to the
image plane, which limits the solution to two dimensions.
Hel-Or andWerman [8] appliedjoint constraintsto ﬁnd 2D
in-plane motion, in both Kalman ﬁlter and batch solutions.
Other papers allow motion out of the plane of view, but
only attempt to ﬁt a 2D model to the image stream [12].
Morris and Rehg [14] both used 2D models with prismatic
joints to do this. Such tracking data may be useful for clas-
siﬁcation of 3D motion, but it is inadequate for true 3D
motion analysis.
Few attempts have been made to capture 3D motion
from a single image stream. Goncalves et al. [7] tracked
a human arm in a very constrained environmentwith mini-
mal reﬂective ambiguity. Shimada et al. [19] capture hand
motion from one camera, using Kalman ﬁltering and sam-
pling the solution probabilityspace. They exploit join con-
straints bytruncatingtheprobabilityspace. The strengthof
joint constraints in the hand model helped make this pos-
sible (e.g. ﬁnger joints can only rotate approximately 90
degrees). Howe et al. [11] also recover 3D position of a
human ﬁgure, but with limited movement out of the plane
of vision and no body rotation.
7 Summary and Future Work
We presented an interactive system for recovering the
3D motion of articulated models from a sequence of 2D
SPM measurements. A key feature of our approach is to
express all constraints as priors. The resulting solution is
tolerant of errors in the constraints themselves as well as
in the image measurements. This is extremelyimportantin
practice, as experience shows that even human observers
have a difﬁcult time assigning accurate 3-D poses to the
human ﬁgure from a single monocular sequence.
Our framework exploits a number of constraints in-
cluding kinematic constraints, joint angle limits, dynamic
smoothing and 3D key frames. The equations for these
constraints were derived and integrated into a 3D batch es-
timation framework. The estimation framework is ﬂexible
and can easily cope with variation in the number of con-
straints applied, and also with partial or missing data.
The favorable reconstruction results shown for a Fred
Astaire dance sequence illustrate the capability of using
multiple constraints to reduce 3D ambiguity. Our system
is reasonably fast, taking about four minutes to reconstructa 20 frame sequence, including manual key frame speciﬁ-
cation. We believe this can be a useful tool for repurposing
archival footage and generating novel 3D visualizations of
historic dance performances. No current fully automatic
tracking system can address such a wide range of content.
For the future, we intend to add further constraints
to our framework. This includes volume exclusion con-
straints to avoid inter-penetration of links and other ob-
jects, as well as making use of self-occlusion cues to fur-
ther help disambiguate 3D pose. We also plan to enhance
the estimation framework to cope with remaining unﬁl-
tered ambiguities, possibility using a multiple hypothesis
statistical framework. Finally, we will explore ways to
fully automate the process of video to 3D ﬁgure motion
recovery. This will include the interleaving of the 3D es-
timation framework with 2D tracking to improve both the
robustness of 2D registration and the quality of 3D recon-
struction.
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