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Abstract—Diffusing a graph signal at multiple scales requires
computing the action of the exponential of several multiples of
the Laplacian matrix. We tighten a bound on the approximation
error of truncated Chebyshev polynomial approximations of the
exponential, hence significantly improving a priori estimates of
the polynomial order for a prescribed error. We further exploit
properties of these approximations to factorize the computation
of the action of the diffusion operator over multiple scales, thus
reducing drastically its computational cost.
Index Terms—Approximate computing, Chebyshev approxi-
mation, Computational efficiency, Estimation error, Polynomials
I. INTRODUCTION
THE matrix exponential operator has applications in nu-merous domains, ranging from time integration of Or-
dinary Differential Equations [1] or network analysis [2] to
various simulation problems (like power grids [3] or nuclear
reactions [4]) or machine learning [5]. In graph signal pro-
cessing, it appears in the diffusion process of a graph signal
– an analog on graphs of Gaussian low-pass filtering.
Given a graph G and its combinatorial Laplacian matrix L,
let x be a signal on this graph (a vector containing a value at
each node), the diffusion of x in G is defined by the equation
dw
dτ = −L · w with w(0) = x [6]. It admits a closed-form
solution w(τ) = exp(−τL)x involving the heat kernel τ →
exp(−τL), which features the matrix exponential.
Applying the exponential of a matrix M ∈ Rn×n to a
vector x ∈ Rn can be achieved by computing the matrix
B = exp(M) to compute then the matrix-vector product Bx.
However, this becomes quickly computationally prohibitive
in high dimension, as storing and computing B, as well as
the matrix-vector product Bx, have cost at least quadratic
in n. Moreover, multiscale graph representations such as
graph wavelets [7], graph-based machine learning methods
[5], rely on graph diffusion at different scales, thus implying
applications of the matrix exponential of various multiples of
the graph Laplacian.
To speedup such repeated computations one can use a well-
known technique based on approximations of the (scalar)
exponential function using Chebyshev polynomials. We build
on the fact that polynomial approximations [8] can signif-
icantly reduce the computational burden of approximating
exp(M)x with good precision when M = −τL where L
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is sparse positive semi-definite (PSD); this is often the case
when L is the Laplacian of a graph when each node is
connected to a limited number of neighbors. The principle
is to approximate the exponential as a low-degree polyno-




methods exist, some requiring the explicit computation of
coefficients associated with a particular choice of polynomial
basis, others, including Krylov-based techniques, not requiring
explicit evaluation of the coefficients but relying on an iterative
determination [9] of the polynomial approximation on the
subspace spanned by
{
x,Mx, · · · ,MKx
}
.
Our contribution is twofold. First, we devise a new bound on
the approximation error of truncated Chebyshev expansions of
the exponential, that improves upon existing works [10], [11],
[12]. This avoids unnecessary computations by determining
a small truncation order K to achieve a prescribed error.
Second, we propose to compute exp(−τL) at different scales
τ ∈ R faster, by reusing the calculations of the action
of Chebyshev polynomials on x and combining them with
adapted coefficients for each scale τ . This is particularly
efficient for multiscale problems with arbitrary values of τ ,
unlike [13] which is limited to linear spacing.
The rest of this document is organized as follows. In
Section II we describe univariate function approximation
with Chebyshev polynomials, and detail the approximation of
scaled univariate exponential functions with new bounds on
the coefficients (Corollary II.2). This is used in Section III to
approximate matrix exponentials with controlled complexity
and controlled error (Lemma III.1), leading to our new error
bounds (17), (18), (19). Section IV is dedicated to an exper-
imental validation, with a comparison to the state-of-the-art
bounds of [11], and an illustration on multiscale diffusion.
II. CHEBYSHEV APPROXIMATION OF THE EXPONENTIAL
The Chebyshev polynomials of the first kind are charac-
terized by the identity Tk(cos(θ)) = cos(kθ). They can be
computed as T0(t) = 1, T1(t) = t and using the following
recurrence relation:
Tk+2(t) = 2tTk+1(t)− Tk(t). (1)
The Chebyshev series decomposition of a function f :
[−1, 1] 7→ R is: f(t) = c02 +
∑







cos(kθ) · f(cos(θ))dθ. (2)
Truncating this series yields an approximation of f . For
theoretical aspects of the approximation by Chebyshev polyno-
mials (and other polynomial basis) we refer the reader to [14].
2
A. Chebyshev series of the exponential
We focus on approximating the univariate transfer function
hτ : λ ∈ [0, 2] 7→ exp(−τλ), which will be useful to obtain
low-degree polynomial approximations of the matrix expo-
nential exp(−τL) for positive semi-definite matrices whose
largest eigenvalue satisfies λmax = 2 (see Section III).
Using a change of variable:
t = (λ− 1) ∈ [−1, 1], h̃τ (t) = hτ (t+ 1)













cos(kθ) exp(−τ(cos(θ) + 1))dθ. (3)








where for any k ∈ N: T̃k(λ) = Tk (λ− 1).
Truncating the series (4) to order K yields a polynomial
approximation of hτ of degree K whose quality can be con-
trolled, leading to a control of the error in approximating the
action of exp(−τL) as studied in Section III. First we focus
on how to evaluate the coefficients ck defined in Equation (3).
B. Chebyshev coefficients of the exponential operator
Evaluating numerically the coefficients using the integral
formulation (3) would be computationally costly, fortunately
they are expressed using Bessel functions [15]:
ck(τ) = 2Ik(τ) · exp(−τ) = 2 · Iek(−τ), (5)
with Ik(·) the modified Bessel function of the first kind and
Iek(·) the exponentially scaled modified Bessel function of
the first kind.
The following lemma applied to f = h̃τ yields another
expression of the coefficients (3), which will be used to bound
the error of the truncated Chebyshev expansion.
Lemma II.1 ([14], Equation 2.91). Let f be a function




assume that this series is uniformly convergent on [−1, 1].













Corollary II.2. Consider h̃τ (t) := exp(−τ(t + 1)), t ∈
[−1, 1]. The coefficients of its Chebyshev expansion satisfy:
ck = (−1)kdk c̄k (7)





















Proof. Denoting C = τ/2, we expand f(t) = h̃τ (t) =









Using Lemma II.1, we obtain for each k ∈ N:







For any integers k, i we have k!/(k+i)! ≤ min(1/i!, 1/(k+















































III. APPROXIMATION OF THE MATRIX EXPONENTIAL
The extension of a univariate function f : R → R to sym-
metric matrices L ∈ Rn×n exploits the eigen-decomposition
L = UΛU>, where Λ = diag(λi)1≤i≤n, to define the action
of f as f(L) := Udiag(f(λi))U>. When f(t) = tk for some
integer k, this yields f(L) = Lk, hence the definition matches
with the intuition when f is polynomial or analytic.
The exponential of a matrix could be computed by taking
the exponential of the eigenvalues, but diagonalizing the ma-
trix would be computationally prohibitive. However computing
a matrix such as exp(−τL) is rarely required, as one rather
needs to compute its action on a given vector. This enables
faster methods, notably using polynomial approximations:
given a square symmetric matrix L and a univariate function
f , a suitable univariate polynomial p is used to approximate
f(L) with p(L). Such a polynomial can depend on both f and
L. When the function f admits a Taylor expansion, a natural
choice for p is a truncated version of the Taylor series [13].
Other polynomial bases can be used, such as the Padé poly-
nomials, or in our case, the Chebyshev polynomials [11], [16]
(see [17] for a survey), leading to approximation errors that
decay exponentially with the polynomial order K.
A. Chebyshev approximation of the matrix exponential
Consider L any PSD matrix of largest eigenvalue λmax = 2
(adaptations to matrices with arbitrary largest eigenvalue will
be discussed in the experimental section). To approximate
the action of exp(−τL), where τ ≥ 0, we use the matrix
polynomial pK(L) where pK(λ) is the polynomial obtained
by truncating the series (4). The truncation order K offers a
compromise between computational speed and numerical ac-
curacy. The recurrence relations (1) on Chebyshev polynomials
yields recurrence relations to compute T̃k(L)x = Tk(L−Id)x.
Given a polynomial order K, computing pK(L)x requires K
3
matrix-vector products for the polynomials, and K+ 1 Bessel
function evaluations for the coefficients. This cost is dominated
by the K matrix-vector products, which can be very efficient
if L is a sparse matrix.
B. Generic bounds on relative approximation errors
Denote pK the polynomial obtained by truncation at order
K of the Chebyshev expansion (4). For a given input vector





Expressing exp(−τL) and pK(L) in an orthonormal eigenba-





|hτ (λi)− pK(λi)|2 ≤ ‖hτ − pK‖2∞
(12)
with λi ∈ [0, λmax] the eigenvalues of L and ‖g‖∞ :=
supλ∈[0,λmax] |g(λ)|.
Lemma III.1. Consider τ ≥ 0, hτ as in Section II-A, and L
a PSD matrix with largest eigenvalue λmax = 2. Consider pK
as above where K > τ/2− 1. With C := τ/2 we have




K!(K + 1− τ/2)
=: g(K, τ).
(13)




















K!(K + 1− C)
(14)
and C2/(K + 1) < C hence for k ≥ K + 1 (10) yields:
1 ≤ dk ≤ exp(C2/(K + 2)) ≤ exp(C). (15)
Since |Tk(t)| ≤ 1 on [−1, 1] (recall that Tk(cos θ) =






























K!(K + 1− C)
.
While (11) is the error of approximation of exp(−τL)x,
relative to the input energy ‖x‖22, an alternative is to measure





Since ‖ exp(−τL)x‖2 ≥ e−τλmax‖x‖2 = e−2τ‖x‖2 we
have ηK(x) ≤ ‖hτ −pK‖2∞e4τ . Using Lemma III.1 we obtain
for K > τ/2− 1 and any x:
εK(x) ≤ g2(K, τ); (17)
ηK(x) ≤ g2(K, τ)e4τ . (18)
C. Specific bounds on relative approximation errors
As the bounds (17)-(18) are worst-case estimates, they may
be improved for a specific input signal x by taking into account
its properties. To illustrate this, let us focus on graph diffusion
where L is a graph Laplacian, assuming that a1 :=
∑
i xi 6= 0.
Since a1/
√
n is the inner product between x and the unit
constant vector (1, . . . , 1)/
√
n, which is an eigenvector of the
graph Laplacian L associated to the zero eigenvalue λ1 = 0,
we have ‖ exp(−τL)x‖22 ≥ |a1/
√
n|2. For K > τ/2− 1 this





















Considering a graph with Laplacian L, the diffusion of
a graph signal x at scale τ is obtained by computing
exp(−τL)x. In general, the largest eigenvalue of L is not
necessarily λmax = 2 (except for example if L is a so-
called normalized graph Laplacian, instead of a combinatorial
graph Laplacian). To handle this case with the polynomial
approximations studied in the previous section, we first ob-
serve that exp(−τL) = exp(−τ ′L′) where L′ = 2L/λmax
and τ ′ = λmaxτ/2. Using Equation (20) with scale τ ′ allows
to select which of the two bounds (18) or (19) is the sharpest.
The selected bound is then used to find a polynomial order
K that satisfies a given precision criterion. Then, we can
use the recurrence relations (2) to compute the action of the
polynomials T̃k(L′) = Tk(L′ − Id) on x [16], and combine
them with the coefficients ck(τ ′) given by (5).
A. Bound tightness
Our new bounds accuracy can be illustrated by plotting
the minimum truncated order K required to achieve a given
precision. The new bounds can be compared to the tightest




















1−d if K ≤ 2τ
dK
1−d if K > 2τ
(22)








. This bound can be made
independent of x by using the same procedure as that of used
to establish (18):
ηK(x) ≤ 4E(K)2 exp(4τ). (23)
An experiment was performed over 25 values of τ ranging
from 10−2 to 102, 100 samplings of Erdos-Reyni graphs
of size n = 200, with connection probability p = 5%
4






Bound (18) (Our, generic)
Bound (19) (Our, specific)
Bound (21) (Ref [11], specific)
Bound (23) (Ref [11], generic)
Real required K
Fig. 1. Minimum order K to achieve an error ηK(x) below 10−5, either
real or according to each bound. Median values taken for 100 Erdos-Reyni
graphs of size 200 with 5% connection probability, and a centered standard
normal distributed signal.
(which yields λmax ' 20), and coupled with a random signal
with entries drawn i.i.d. from a centered standard normal
distribution. For each set of experiment parameters, for each
bound, generically noted B(K, τ, x), the minimum order K
ensuring ηK(x) ≤ B(K, τ, x) ≤ 10−5 was computed, as
well as the oracle minimum degree K guaranteeing MSE
ηK(x) ≤ 10−5. The median values over graph generations
are plotted on Fig 1 against τ , with errorbars using quartiles.
We observe that our new bounds (blue) follow more closely
the true minimum K (black) achieving the targeted precision,
up to τ ' 10, thus saving computations over the one of [11]
(red). Also of interest is the fact that the bounds (19)-
(21) specific to the input signal are much tighter than their
respective generic counterparts (18)-(23).
B. Acceleration of multiscale diffusion
When diffusing at multiple scales {τ1 · · · τm}, it is worth
noting that computations can be factorized. The order K
can be computed only once (using the largest τ ′i ), as well
as T̃k(L′)x. Eventually, the coefficients can be evaluated
for all values τi to generate the needed linear combi-
nations of T̃k(L′)x, 0 ≤ k ≤ K. In order to illus-
trate this speeding-up phenomenon, our method is compared
to scipy.sparse.linalg.expm_multiply, from the
standard SciPy Python package, which uses a Taylor ap-
proximation combined with a squaring-and-scaling method.
See [13] for details.
For a first experiment, we take the Standford bunny [18], a
graph built from a rabbit ceramic scanning (2503 nodes and
65.490 edges, with λmax ' 78). For the signal, we choose
a Dirac located at a random node. We compute repeatedly
the diffusion from 2 to 20 scales τ sampled in [10−3, 101].
Our method is set with a target error ηK ≤ 10−5. When the
τ values are linearly spaced, both methods can make use of
their respective multiscale acceleration. In this context, our
method is about twice faster than Scipy’s; indeed, it takes
0.36 s plus 6.1×10−3 s per scale, while Scipy’s takes 0.74 s
plus 2.4×10−3 s per scale.
On the other hand, when the τ values are uniformly sam-
pled at random, SciPy cannot make use of its multiscale
acceleration. Indeed, its computation cost increases linearly
with the number of τ ’s, with an average cost of 0.39 s per
scale. Whereas, the additional cost for repeating our method
for each new τ is negligible (0.0094 s on average) compared
to the necessary time to initialize once and for all, the T̃k(L′)x
(0.30 s).
The trend observed here holds for larger graphs as well. We
run a similar experiment on the ogbn-arxiv graph from
the OGB datasets [19]. We take uniformly sampled scales in
[7.6×10−2, 2.4×10−1] (following recommendations of [20]),
and set our method for ηK ≤ 10−3. We observe an average
computation time of 504 s per scale (i.e. 1 hr and 24 min
for 10 scales) for Scipy’s method, and 87 s plus 50 s per
scale for our method (i.e. around 9 min for 10 scales). If
we impose a value ηK ≤ 2−24, comparable to the floating
point precision achieved by Scipy, the necessary polynomial
order K only increases by 6%, which does not jeopardise
the computational gain of our method. This behavior gives
insight into the advantage of using our fast approximation for
addressing the multiscale diffusion on very large graphs.
All experiments are in Python using NumPy and SciPy.
They ran on a Intel-Core i5-5300U CPU with 2.30GHz pro-
cessor and 15.5 GiB RAM on a Linux Mint 20 Cinnamon.
V. CONCLUSION
Our contribution is twofold: first, using the now classical
Chebyshev approximation of the exponential function, we
significantly improved the state of the art theoretical bound
used to determine the minimum polynomial order needed for
an expected approximation error. Second, in the specific case
of the heat diffusion kernel applied to a graph structure, we
capitalized on the polynomial properties of the Chebyshev
coefficients to factorize the calculus of the diffusion operator,
reducing thus drastically its computational cost when applied
for several values of the diffusion time.
The first contribution is particularly important when dealing
with the exponential of extremely large matrices, not neces-
sarily coding for a particular graph. As our new theoretical
bound guarantees the same approximation precision for a
polynomial order downsized by up to one order of magnitude,
the computational gain is considerable when modeling the
action of operators on large mesh grids, as it can be the case,
for instance, in finite element calculus.
Our second input is directly related to our initial motivation
in [5] that was to identify the best diffusion time τ in an
optimal transport context. Thanks to our accelerated algorithm,
we can afford to repeatedly compute the so-called Diffused
Wasserstein distance to find the optimal domain adaptation
between graphs’ measures.
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