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Capitolo 1
Introduzione
1.1 I sistemi MIMO
Gli argomenti principali su cui verte la tesi sono i sistemi multivariabili e il
loro controllo. I sistemi MIMO (Multiple Input Multiple Output) si incon-
trano frequentemente nei problemi di controllo reali e la loro stabilizzazione
e` piu` complicata rispetto al caso SISO (Single Input Single Output). Per il
controllo di sistemi multivariabili vengono usualmente adottate strutture di
controllori decentralizzati, ovvero controllori costituiti da piu` anelli di con-
trollo con un solo ingresso ed una sola uscita.
In questo modo e` possibile riportare il problema complesso di progettazione
di un controllore multivariabile ad uno piu` semplice ottenendo una strut-
tura di controllori a singola variabile con prestazioni adeguate alle richieste
di piu` semplice implementazione e manutenzione ed inoltre con la possibi-
lita` di sfruttare le tecniche e le conoscenze sul controllo nel caso SISO. Per
i motivi suddetti, i sistemi multivariabili che verranno presentati, saranno
controllati adottando tale struttura anche perche´ molte volte scegliere strut-
ture di controllo piu` complicate porta a miglioramenti solo marginali delle
prestazioni a discapito di una maggiore complessita` e con costi addizionali
di implementazione e manutenzione.
Nello sviluppo di un sistema di controllo per un impianto occorre far fron-
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te a diversi problemi.
Innanzitutto la scelta di quali variabili controllare in uscita, scelta che dipen-
de essenzialmente dal giudizio dell’esperto e dalla comprensione del processo.
Nella decisione occorrera` tener conto delle aspettative economiche di resa del
processo, della sicurezza, dei vincoli fisici, della disponibilita` e dell’affidabi-
lita` dei sensori. Tale scelta per certi sistemi risultera` ovvia ma puo` succedere
che le variabili da controllare scelte non siano direttamente misurabili e che
vadano calcolate a partire da altre misure.
Altra problematica da risolvere e` la scelta delle variabili di controllo cioe`
le variabili alle quali applicare l’azione giusta per far s`ı che le uscite del
sistema rispettino la risposta desiderata.
Altro problema da risolvere e` la scelta dell’accoppiamento tra variabili di
controllo e variabili di uscita (pairing). Nei sistemi multivariabili risolvere
questo problema significa individuare in che misura una certa variabile di
controllo determina l’andamento di una variabile di uscita e vedremo che cio`
sara` determinante per la sintonia dei controllori.
Infine un’altra questione fondamentale e` quella della predisposizione dei
controllori (tuning). La risoluzione di tale problema richiede l’individuazione
dei parametri del controllore in modo da ottenere le migliori prestazioni. La
taratura dei controllori a struttura decentralizzata per sistemi multivariabili
e` ulteriormente complicata dalle interazioni tra i vari anelli. La risoluzione
delle problematiche sopra enunciate riguarda appunto gli argomenti presi in
esame in questa tesi.
1.2 Esempi di sistemi MIMO reali
Nella maggioranza dei casi, i processi che nella realta` ci interessa controllare,
non sono riconducibili ad una semplice struttura con una singola coppia
ingresso-uscita. Solitamente, nei processi industriali, abbiamo piu` unita` di
produzione che lavorano sul prodotto e su ognuna di esse e` necessario tenere
sotto controllo due variabili fondamentali per il processo: product rate, che
6
1.2 Esempi di sistemi MIMO reali
Figura 1.1: Reattore chimico.
riguarda la velocita` di produzione e product quality che riguarda la qualita`
stessa del prodotto elaborato.
Naturalmente le due variabili sopra citate vanno ad aggiungersi alle gran-
dezze fisiche proprie del processo che richiedono un’azione di controllo; questo
fatto sottolinea ancor piu` l’interesse per lo studio ed il controllo dei processi
multivariabili perche´ nelle problematiche reali le variabili da controllare sono
quasi sempre in numero maggiore di uno.
Unita` di processo tipicamente usate nei sistemi industriali sono:
• reattori chimici;
• colonne di distillazione;
• scambiatori di calore.
Nei sistemi di reazione le variabili di maggior interesse sono la composizione
del prodotto ottenuto e la temperatura del materiale all’interno del reattore.
Va percio` adottato un anello di controllo composto dalla variabile composi-
zione del prodotto, manipolabile attraverso gli attuatori dell’alimantazione
del reattore e la variabile temperatura controllata utilizzando strumenti di
riscaldamento e raffreddamento del reattore. Un cambiamento della quantita`
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Figura 1.2: Schema di un reattore chimico con mescolatore.
dei composti in ingresso al reattore effettuata per ottenere la composizione
del prodotto desiderata, modifichera` anche la temperatura di sistema; oppo-
sitamente aumentare o diminuire il calore influenzera` la reazione in corso e
di conseguenza cambiera` la composizione del prodotto in uscita.
Cos`ı per funzionare correttamente, ogni anello di controllo deve sapere
l’operato dell’altro altrimenti la propria azione di controllo andra` a contrasta-
re l’azione dell’altro. Questo fenomeno, come accennato, e` conosciuto come
interazione d’anello (loop interaction).
Le colonne di distillazione sono largamente usate nei processi industriali
per operazioni di raffinazione e separazione di elementi. Esse tuttavia richie-
dono un elevato quantitativo di energia per le loro operazioni.
Una minimizzazione dell’energia utilizzata e` ottenibile mantenendo contem-
poraneamente la composizione dei prodotti sulla sommita` e sul fondo della
colonna su dei valori specifici.
Una soluzione comune e` quella di utilizzare un sistema di ricircolo per con-
trollare il prodotto della parte superiore e un immettitore di calore per con-
trollare il prodotto della parte inferiore. Anche in questo caso l’azione di uno
dei sistemi provoca un effetto contrastante all’azione dell’altro e viceversa.
Quello della colonna di distillazione e` un esempio in cui gli anelli di control-
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Figura 1.3: Schema di una colonna di distillazione.
lo sono affetti da consistenti interazioni. Le interazioni d’anello presentate
in questi esempi hanno origine dalla natura stessa del processo, dipendono
infatti da caratteristiche fisico-chimiche del processo.
Esistono poi delle interazioni d’anello in sistemi multivariabili che sono
conseguenza dell’architettura del sistema di controllo; in entrambe i casi
comunque e` necessario prendere le dovute precauzioni perche´ le interazioni
tra gli anelli di controllo di un processo mutivariabile portano il sistema
all’instabilita`.
9
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Figura 1.4: Scambiatore di calore a serpentine.
1.3 Modello dei regolatori PID
Nonostante lo sviluppo di avanzate strategie di controllo dei processi, i rego-
latori PI e PID rappresentano ancora oggi la piu` comune e diffusa tecnica di
controllo dei processi nelle industrie.
Le motivazioni principali di un tale successo vanno ricercate nella loro
efficienza e semplicita` di implementazione e manutenzione. Essi infatti ven-
gono realizzati con varie tecnologie (meccaniche, pneumatiche, idrauliche,
elettroniche analogiche e digitali).
La larga diffusione di questo tipo di regolatori ha portato allo sviluppo di
una grande varieta` di tecniche di taratura dei parametri che li caratterizzano.
Per le motivazioni suddette anche il controllo e lo studio dei processi mul-
tivariabili che affronteremo in questo lavoro sara` incentrato proprio sull’uso
di questi regolatori. Quindi in questa fase introduttiva e` utile riproporre il
funzionamento di un regolatore PID e il suo modello matematico.
La variabile di controllo viene ottenuta come somma di tre contributi:
il primo e` proporzionale all’errore, ovvero alla differenza fra l’uscita e il ri-
ferimento; il secondo e` proporzionale all’integrale dell’errore e consente di
ottenere errore nullo asintoticamente per segnali di riferimento o disturbi ad-
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ditivi costanti; il terzo e` proporzionale alla derivata dell’errore e puo` essere
visto come una previsione dell’andamento dell’errore stesso.
Modello matematico del regolatore PID.
Si ha:
u(t) = Kp e(t) +Ki
∫ ∞
t0
e(t) +Kd
∂e(t)
∂t
(1.1)
che puo` anche essere scritto nella forma:
u(t) = Kp
(
e(t) +
1
τi
∫ ∞
t0
e(t) + τd
∂e(t)
∂t
)
dove τi e τd, denominati rispettivamente “tempo integrale” e “tempo deriva-
tivo”, sono definiti come segue:
τi =
Kp
Ki
; τd =
Kd
Kp
.
Queste tre utili azioni consentono di ottenere un controllo soddisfacente per
un’ampia gamma di processi.
1.4 Identificazione con la tecnica del rele`
L’identificazione dei processi riveste un ruolo molto importante nell’ambito
della taratura automatica dei controllori PID.
I metodi di identificazione prevedono, a seconda delle informazioni utilizzate,
due diverse tipologie di approcci: quello nel dominio del tempo e quello nel
dominio della frequenza.
L’approccio nel dominio del tempo si basa sulla osservazione delle risposte
del sistema quando in ingresso vengono posti segnali a gradino o impulsi. Le
caratteristiche di tali risposte vengono poi utilizzate per calcolare i parametri
di un modello assunto per il processo. I test con gli ingressi a gradino possono
essere effettuati in anello aperto o chiuso. Tuttavia gli esperimenti a ciclo
aperto sono soggetti a disturbi di carico soprattutto per sistemi con costanti
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di tempo significative. Gli esperimenti a ciclo chiuso consentono in molti casi
di ridurre i tempi di test.
Per quanto riguarda gli approcci nel dominio del tempo, la procedura di
Ziegler-Nichols (1942) e` certamente la piu` nota. Probabilmente il successo
del metodo di Ziegler-Nichols e` dovuto, piu` che alle ben note “regole” di ta-
ratura, alla procedura di identificazione, ovvero alla tecnica da essi utilizzata
per determinare la pulsazione ωu e il guadagno ku critici, corrispondenti al
punto, sul diagramma di Nyquist, in cui l’angolo di fase e` pari a −pi. Questi
due valori rappresentano importanti informazioni sul modello del processo.
Un semplice approccio che consente di ottenere tali valori, puo` essere sinte-
tizzato come segue:
1. Assegnare al guadagno kc del controllore un valore basso, ad esempio
0.2.
2. Porre il controllore in funzionamento automatico.
3. Generare una piccola variazione di set-point o di carico e osservare la
risposta. Se il guadagno e` troppo piccolo la risposta sara` lenta.
4. Incrementare il guadagno di un fattore due e generare un’altra varia-
zione di set-point o di carico.
5. Ripetere il passo 4 finche´ l’uscita cominci ad oscillare e attendere che
l’oscillazione risulti costante in ampiezza e frequenza. Il guadagno in
corrispondenza del quale cio` accade rappresenta appunto il guadagno
critico e la frequenza del ciclo limite che si genera in uscita costituisce
la frequenza critica. Questa procedura, pur essendo molto semplice, ha
lo svantaggio di essere costosa in termini di tempo.
La tecnica oggi utilizzata per determinare queste importanti informazioni e`
il test del rele` (Relay Feedback Autotuning) proposto da Astrom e Hagglund
nel 1984 [22].
Viene generato un ciclo limite della variabile controllata introducendo un
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rele` nell’anello di controllo. Le informazioni desiderate vengono direttamen-
te estratte dall’esperimento e sono le stesse che si ottengono seguendo la
procedura sopra descritta. Un’importante differenza risiede nel fatto che l’o-
scillazione permanente della variabile di uscita viene generata in un modo
controllato (ad esempio, l’ampiezza dell’oscillazione e` limitata). Il successo
dell’autotuner ideato da Astrom e Hagglund e` dovuto alla semplicita` del suo
funzionamento che gli operatori sono in grado di comprendere senza eccessivo
sforzo.
Luyben, nel 1984, ha contribuito a rendere popolare questa tecnica, da
lui denominata “ATV” ovvero “AutoTune Variation”.
Come puntualizzato da Luyben, i vantaggi dell’ATV rispetto alla meno affi-
dabile procedura sopra descritta, sono apparsi evidenti dagli studi condotti
su una colonna di distillazione industriale. La colonna di distillazione riveste
grande importanza nelle industrie chimiche ed e` piuttosto difficile ottenere
un modello lineare per colonne altamente non lineari. Sono stati effettua-
ti dei tentativi in tal senso conducendo degli esperimenti basati sullo studio
delle risposte al gradino o all’impulso, ma il sistema presenta delle costanti di
tempo estremamente lunghe. Inoltre le simulazioni rivelano che molto spesso
e` necessario effettuare variazioni di set-point molto piccole per ottenere un
modello lineare accurato. Luyben mostra come la semplice tecnica di Astrom
e Hagglund consenta di determinare, in modo efficiente, modelli lineari per
questo tipo di processi.
Per processi con lunghe costanti di tempo, questa tecnica risulta molto piu`
efficiente in termini di tempo. Il tempo necessario per l’esperimento in genere
varia tra 2Pu e 4Pu, dove Pu e` il periodo critico.
Descriviamo piu` in dettaglio la tecnica di Astrom e Hagglund. Si consideri
il sistema di figura 1.5(a), in cui G(s) rappresenta la funzione di trasferimento
del processo in analisi, y la variabile controllata, r il set-point, e l’errore ed
u la variabile di controllo. Un rele` ideale, del tipo on-off, di ampiezza pari
ad h, viene posto all’interno dell’anello.
Astrom e Hagglund osservarono che se il sistema ha un ritardo in fase di
13
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(a) Sistema con rele` in anello. (b) Segnale di uscita e di controllo.
Figura 1.5: Identificazione con tecnica del rele`.
almeno pi alle alte frequenze esso oscilla con una frequenza pari alla frequenza
critica.
La figura 1.5(b) consente di comprendere il funzionamento del sistema: ini-
zialmente l’ingresso u viene incrementato di h. Non appena l’uscita y subisce
un incremento (dopo un certo tempo di ritardo), il rele` commuta alla posi-
zione opposta, u = −h. Poiche´ il ritardo in fase e` di −pi, si crea un ciclo
limite di periodo pari a Pu. Percio` la frequenza critica risulta essere:
ωu =
2pi
Pu
Considerando lo sviluppo in serie di Fourier, e` possibile esprimere la variabile
di controllo u come segue:
u(t) = A0 +
∞∑
n=1
An cosnωt+Bn cosnωt
dove:
A0 =
1
2pi
∫ 2pi
0
u(t) d(ωt)
An =
1
pi
∫ 2pi
0
u(t) cosnωt d(ωt)
Bn =
1
pi
∫ 2pi
0
u(t) sinnωt d(ωt)
14
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Poiche´ u(t) e` una funzione a simmetria dispari, i coefficienti A0 e An sono
uguali a zero. Dunque si ottiene:
u(t) =
∞∑
n=1
Bn sinnωt
Inoltre, se si utilizza un rele` ideale, i coefficienti Bn risultano essere:
Bn =
 1n 4hpi con n = 1, 3, 5 . . .
0 con n = 2, 4, 6 . . .
Effettuando una approssimazione di prima armonica, la funzione descrittiva
risulta essere:
N(a) =
B1 + jA1
a
;
e quindi nel caso in questione:
N(a) =
4h
pia
.
Poiche´ il test del rele` determina una oscillazione permanente, la frequenza di
tale oscillazione corrisponde al limite di stabilita`, cioe`:
1 +G(jω)N(a) = 0
e quindi:
Ku = − 1
G(jω)
= N(a) =
4h
pia
.
1.5 Metodi di sintonia
Mentre i controllori PID garantiscono prestazioni soddisfacenti in molte ap-
plicazioni di processi industriali con un solo anello di controllo, spesso le
prestazioni degradano nel caso di processi con dinamica lenta, con ritardi
finiti, con disturbi frequenti, o con interazioni multivariabili.
Nel caso di processi multivariabili sono di largo impiego, a livello indu-
striale, le strutture di controllori decentralizzati, ovvero costituite da piu`
15
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anelli di controllo con un solo ingresso e una sola uscita. Strutture di questo
tipo sono semplici e comprensibili, e su di esse possono facilmente intervenire
operatori e ingegneri di processo per modificare le tarature dei controllori,
qualora cio` si renda necessario. I parametri da tarare risultano in numero
minore nei controllori decentralizzati, rispetto al caso in cui si utilizzino con-
trollori multivariabili.
Un altro vantaggio dei controllori decentralizzati e` rappresentato dal fatto
che essi assicurano una buona tolleranza ai guasti degli anelli del sistema di
controllo, cosa molto importante per le applicazioni pratiche.
E` inevitabile pero`, la presenza di interazioni fra gli anelli che rende la pro-
gettazione di questo tipo di controllori piu` difficile rispetto al caso SISO.
Sono state sviluppate quattro tipologie di metodi di taratura per sistemi di
controllo multianello:
1. Metodo di detuning.
2. Metodo sequenziale.
3. Metodo iterativo.
4. Metodo di progetto indipendente.
I metodi di detuning prevedono la predisposizione di ogni controllore nel si-
stema, basandosi semplicemente sui corrispondenti elementi diagonali e igno-
rando, quindi, le interazioni provenienti dagli altri anelli.
I parametri dei vari controllori vengono poi scalati di un fattore, detto di
“detuning”, per tener conto delle interazioni, finche´ non risulti soddisfatto
un determinato criterio.
Il metodo BLT (Biggest Log modulus Tuning) [6] per controllori PI e PID
costituisce un esempio di queste tecniche. Il vantaggio fondamentale e` la
semplicita`, nonostante le prestazioni che si ottengono non siano le migliori
in assoluto.
I metodi sequenziali prevedono la chiusura degli anelli uno dopo l’altro.
Al fine di garantire una piu` rapida convergenza dei parametri, la sequenza di
16
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chiusura generalmente comincia dal loop caratterizzato dalle dinamiche piu`
veloci; l’interazione dinamica di tale anello viene poi considerata quando si
chiude il secondo, e cos`ı via.
I principali svantaggi sono rappresentati dal fatto che la predisposizio-
ne finale del controllore puo` dipendere dall’ordine di chiusura degli anelli
e che procedure di iterazione diventano essenziali in quanto la chiusura di
anelli successivi puo` alterare le risposte sui canali i cui controllori sono stati
sintonizzati precedentemente. Inoltre la tolleranza ai guasti non e` garanti-
ta automaticamente quando gli anelli che sono stati sintonizzati prima, si
interrompono.
Nel caso in cui la scelta preventiva dell’accoppiamento delle variabili di
controllo e di uscita (pairing) risulti errata, i metodi sequenziali risultano
insoddisfacenti; per cui diventa determinante individuare gli elementi del-
la matrice di funzioni di trasferimento del sistema e utilizzare tecniche che
risolvano efficacemente il problema del pairing. Per la taratura dei singoli
controllori SISO e` possibile usare il test con rele` (vedi par. 1.4) [19].
Questo tipo di approccio e` stato seguito da Mayne [4], Chiu e Arkun [14],
Hovd e Skogestad [6].
I metodi iterativi prevedono inizialmente la sintonizzazione dei vari anel-
li uno dopo l’altro come nel caso sequenziale; quando tutti gli anelli sono
stati chiusi, i singoli controllori vengono tarati nuovamente uno dopo l’altro,
mentre gli altri anelli sono in funzionamento automatico. Questa procedura
prosegue fino alla convergenza dei parametri. Studi su questi metodi sono
stati svolti da Shen e Yu [19].
Nello stesso gruppo dei metodi iterativi, possiamo compredere i metodi
trial-and-error ; ne e` un esempio il metodo ICC (Iterative Continuous Cy-
cling) proposto da Lee [18]. Con questa metodologia i parametri dei PID
vengono determinati sequenzialmente portando al sistema un ciclo continuo
di dati. Vengono poi imposte delle condizioni aggiuntive affinche´ siano cal-
colati i parametri dei controllori garantendo anche la stabilita` nominale. I
principali svantaggi di questa tipologia di metodi sono la necessita` di suc-
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cessivi esperimenti ed anche il debole legame che esiste tra la procedura di
tuning e le prestazioni di anello.
I metodi di design indipendente sono stati utilizzati da Economou e Mora-
ri, Skogestad [7], Hovd [8]. I controllori SISO nei vari anelli vengono predispo-
sti indipendentemente cercando di rispettare vincoli predefiniti di stabilita` e
prestazioni che tengono conto delle interazioni con gli altri anelli. Poiche´ que-
sti metodi non utilizzano informazioni dettagliate circa le dinamiche del con-
trollore negli altri anelli, i risultati ottenuti appaiono, il piu` delle volte, piut-
tosto poveri in termini di prestazioni le quali risultano alquanto conservative.
In compenso la tolleranza ai guasti e` ottenuta automaticamente.
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Capitolo 2
L’indice RGA
2.1 Introduzione
Avendo scelto di occuparci del controllo di processi multivariabili, avremo a
che fare con sistemi e controllori del tipo cos`ı detto m.n. Nello studio del
controllo di processi multivariabili si ha la tendenza a considerare tali sistemi
come costituiti da n processi in singola variabile; si preferisce quindi adottare
una struttura formata da coppie di una variabile di ingresso e una di uscita
chiuse in anello.
Con tale ipotesi avremo una variabile di controllo che agisce sulla rispettiva
variabile di uscita del processo e quindi saranno presenti n anelli di controllo.
Da cio` sorge un problema fondamentale per poter progettare bene il con-
trollore, quello della scelta preliminare dell’accoppiamento fra le variabili di
controllo e le variabili di uscita, detto anche pairing. Inoltre gli anelli presenti
interagiscono tra loro in modo che ogni azione di controllo su una variabile,
influisce in una certa misura sulle altre.
La tecnica piu` usata per risolvere tali problemi e` la RGA (Relative Gain
Array) proposta da Bristol nel 1966 [5]. Questo metodo propone la costru-
zione di un vettore di cofficienti che gode di particolari proprieta` e tramite
l’analisi di tale vettore riesce a dare una misura dell’interazione dei proces-
si che formano il sistema multivariabile e suggerisce anche l’accoppiamento
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delle variabili di ingresso e di uscita per strutturare il controllore.
2.2 Definizione del metodo
Per definire il metodo RGA e presentare alcuni esempi, assumiamo di trattare
sistemi linearizzati, tempo-invarianti e descritti da una matrice dei guadagni
statici K quadrata. I sistemi presi in esame saranno quindi descritti da una
matrice di funzioni di trasferimento G(s) ed avranno un numero di variabili
di controllo pari al numero di variabili di uscita, inoltre K = G(0).
Definizione 1 (RGA) Il Relative Gain Array Λ e` costituito dal generico
elemento λij il quale corrisponde al rapporto fra il guadagno Kij tra ingresso
j-esimo ed uscita i-esima, considerando l’anello isolato e gli altri aperti, ed il
guadagno 1/Rij fra le stesse variabili nell’ipotesi che tutti gli altri anelli siano
sotto controllo perfetto, ovvero con tutte le corrispondenti uscite regolate a
zero.
Λ = K ⊗ (KT )−1 = K ⊗K−T (2.1)
dove con il simbolo ⊗ abbiamo indicato il prodotto termine a termine1. La
relazione 2.1 fornisce un semplice algoritmo per il calcolo della matrice Λ.
Questa matrice gode di svariate proprieta` che saranno utili anche per gli
sviluppi successivi. Riportiamo di seguito le principali.
Proprieta` di RGA.
1. Le somme di ogni riga o colonna sono pari a 1.
2. La matrice e` indipendente da fattori di scala, ovvero Λ(M) = Λ(PMQ),
dove P e Q sono arbitrarie matrici diagonali.
3. Una permutazione delle variabili di uscita e/o di controllo comporta
una analoga permutazione sulla matrice Λ.
1In notazione Matlab ‘.*’.
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4. La presenza di elementi della matrice con valori molto piu` grandi di
uno implica una matrice dei guadagni statici vicina alla singolarita`.
Il significato di λij comporta che nel caso di controllo decentralizzato l’ac-
coppiamento ideale si realizza se λij = 1. Nel caso λij = 0, allora o il sistema
ha guadagno statico del singolo anello pari a zero, o l’effetto dell’interazione
e` cos`ı alto da alterare completamente il comportamento dell’anello stesso in
presenza delle interazioni. Tale interazione ha effetti in direzione opposta se
λij e` negativo; cio` comporta che il sistema a ciclo chiuso e` instabile, o l’anello
con λij negativo e` instabile, o il sistema complessivo diventa instabile in caso
di rottura dell’anello i-j [9].
Quindi nell’utilizzare la tecnica RGA gli accoppiamenti favoriti saranno quelli
con i corrispondenti fattori λij positivi piu` vicini a 1.
2.3 Esempi
Proseguiamo lo studio del metodo RGA con alcuni semplici esempi. Sono
stati scelti per semplicita` sistemi con matrice dei guadagni 2x2. Negli esempi
viene mostrata la matrice dei guadagni statici e la corrispondente matrice
RGA calcolata.
K =
 a 0
0 b
 ⇒ RGA =
 1 0
0 1
 con a,b 6= 0 (2.2)
K =
 0 a
b 0
 ⇒ RGA =
 0 1
1 0
 con a,b 6= 0 (2.3)
Gli esempi 2.2 e 2.3 mostrano entrambi processi non interagenti.
K =
 a 0
c b
 D′ =
 1α 0
0 α
 D =
 α 0
0 1
α

K ′ = D′KD =
 a 0
α2c b
 con α→ 0 K ′ =
 a 0
0 b

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K =
 a 0
c b
 ⇒ RGA =
 1 0
0 1
 con a,b,c 6= 0 (2.4)
La matrice K dell’esempio 2.4 puo` essere ricondotta alla forma 2.2 tramite
un opportuno cambiamento di scala e quindi ha la stessa matrice RGA. In
questo esempio l’interazione presente tra i processi non introduce nuovi anelli
e quindi la stabilita` non cambia.
K =
 a a
a a(1 + δ)
⇒ RGA =
 (1+δ)δ −1δ
−1
δ
(1+δ)
δ
 (2.5)
con a 6= 0 |δ| < 1 δ 6= 0
L’esempio 2.5 mostra un caso di processi con elevata interazione e di difficile
controllo perche´ gli effetti di ogni variabile di cotrollo su ogni variabile di
uscita sono simili (i valori della matrice RGA sono tutti vicini).
K =
 a a
−a a
 ⇒ RGA =
 0.5 0.5
0.5 0.5
 con a 6= 0 (2.6)
L’ultimo esempio 2.6, mostra un caso con processi fortemente interagenti che
pero` e` possibile controllare singolarmente con o senza ‘decoupling’.
Infine forniamo un esempio piu` complesso per verificare il corretto fun-
zionamento del metodo RGA. Si e` scelto un noto sistema multivariabile: il
processo di Wood and Berry [3].
Il processo ha la seguente matrice di funzioni di trasferimento:
Esempio 1 : processo di Wood e Berry.
P (s) =
 12.8e−s16.7s+1 −18.9e−3s21s+1
6.6e−7s
10.9s+1
−19.4e−3s
14.4s+1
 (2.7)
a cui corrisponde la seguente matrice RGA:
Λ =
 2.0094 −1.0094
−1.0094 2.0094
 .
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L’esame della matrice Λ suggerisce l’accoppiamento y1−u1, y2−u2, in perfetto
accordo con le caratteristiche fisico-chimiche del processo.
2.4 RGA dinamico
Generalmente le caratteristiche degli accoppiamenti delle varibili nei proces-
si multivariabili dipendono dalla frequenza. Uno dei vantaggi della tecnica
RGA classica e` che si basa sulla sola conoscenza dei guadagni statici, cono-
scenza che puo` essere ottenuta con semplici misure sull’impianto.
Il metodo classico pero` non tiene conto degli effetti dovuti alla variazione
della frequenza. Infatti e` possibile provare, con alcuni sistemi, che il metodo
fallisce; cioe´ il metodo suggerisce una coppia che per le caratteristiche del
sistema risulta sbagliata oppure non riesce a suggerire nessun accoppiamento
preferibile.
Esempio 2.
P2(s) =
 e−s1+s 11+s
−1
1+s
e−2s
1+s
 (2.8)
a cui corrisponde la seguente matrice RGA:
Λ =
 0.5 0.5
0.5 0.5
 .
Questo e` un esempio in cui la tecnica RGA non riesce a suggerire uno specifico
accoppiamento.
I problemi che nascono dall’applicazione della tecnica di Bristol possono farsi
risalire a diverse motivazioni:
1. Le caratteristiche degli accoppiamenti dipendono dalla frequenza.
2. Le caratteristiche degli accoppiamenti dipendono dalla struttura dei
controllori ad un solo ingresso e ad una sola uscita realmente utilizzati.
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3. La tecnica RGA non distingue processi diagonali con processi a strut-
tura triangolare.
4. La tecnica RGA non tiene conto dei disturbi.
Introducendo un disaccoppiatore statico e` possibile disaccoppiare gli anelli
di controllo in bassa frequenza.
Una estensione della 2.1 ci porta a definire una matrice RGA dinamica:
Λ(s) = P (s)⊗ (P (s)T )−1 = P ⊗ P−T (2.9)
In questo modo otteniamo degli indicatori dipendenti dalla frequenza [9][12].
Una prima difficolta` e` dovuta alla necessita` di dover disporre di un buon
modello matematico del processo; la seconda difficolta` e` legata all’interpreta-
zione nel dominio della frequenza, ad esempio in termini di classici diagrammi
di Bode occorrerebbero n× (n− 1) grafici.
Un indicatore alternativo di dominanza e` dato dall’indice di Niederlinski
[12][13] definito come segue:
N(s) =
∏n
i=1 Pii(s)
detP (s)
(2.10)
Tale indice e` unitario se P(s) e` diagonale o triangolare; pertanto la dominan-
za della matrice puo` essere verificata esaminando quanto questo indice sia
prossimo all’unita`.
Vedremo nel capitolo successivo un altro metodo per valutare la dominanza
diagonale di una matrice di funzioni di trasferimento che risolve le proble-
matiche viste.
2.5 Implementazione RGA
Passiamo ora ad illustrare l’implementazione della tecnica RGA nel program-
ma e l’uso dell’applicativo grafico per ottenere gli accoppiamenti tra variabili
di ingresso e di uscita.
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Figura 2.1: Dettaglio del panello per le tecniche di pairing.
Nell’interfaccia utente esiste un pannello per la selezione della tecnica desi-
derata che viene eseguita cliccando sul tasto Pairing (fig. 2.1).
La funzione che realizza la tecnica RGA e` s_rga.m ed ha la seguente di-
chiarazione: [y,rga,ret]=s_rga(G). In ingresso viene fornita la struttura
del sistema in esame G (vedi par. A.1) e nelle variabili di uscita rispettiva-
mente, il vettore delle uscite selezionate per l’accoppiamento y, la matrice
degli indici rga, e il valore ret che vale 1 in caso di successo e −1 nel caso
in cui la tecnica fallisca.
Figura 2.2: Tecnica RGA con sistema di Esempio 2.
Una volta concluso il calcolo degli accoppiamenti viene visualizzato un
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messaggio che indica l’esito dell’operazione e il vettore delle uscite prescelto;
tale configurazione di sistema rimane invariata per le simulazioni di tuning
dei controllori che vengono eseguite con gli accoppiamenti indicati. E’ anche
possibile inserire manualmente gli accoppiamenti per poi confrontare i risul-
tati delle simulazioni di uno stesso sistema con ingressi e uscite accoppiate
diversamente.
In figura 2.2 possiamo vedere come il calcolo degli accoppiamenti con la
tecnica RGA fallisca con l’esempio 2.8 inserito nel tool di controllo.
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L’indice ROmA
3.1 Definizione del metodo
Nella progettazione di un sistema di controllo decentralizzato spesso si utiliz-
za per ogni canale un controllore standard del tipo PI o PID. Una possibile
tecnica di predisposizione e` basata sull’inserimento di uno o piu` rele` [16] in
modo da eseguire i classici test per il rilievo delle frequenze critiche ωij e dei
guadagni critici kij [17] [19]. Con la tecnica di autosintonia ATLS [20] pro-
posta da Loh e Shen gli anelli vengono ordinati secondo le frequenze tipiche
di oscillazione, il primo anello e` quello con frequenza piu` alta ed e` quello che
viene accordato per primo, seguono gli altri anelli.
Questa procedura concorda con la pratica degli esperti del controllo in
cascata, in particolare nel settore degli azionamenti ad elevate prestazioni
in cui la sintesi procede chiudendo gli anelli partendo da quello interno piu`
veloce e procedendo verso l’esterno piu` lento [21].
Se consideriamo il generico anello che intercorre fra la variabile i-ma di
uscita e la variabile j-ma di ingresso avremo che tale anello isolato e` descritto
dalla funzione di trasferimento Pij(s); se consideriamo l’inserimento di un
controllore standard Cij(s) la funzione di trasferimento a ciclo aperto sara`
Gij(s) = Pij(s)Cij(s). L’ideale funzione di trasferimento a ciclo chiuso (sup-
ponendo tutti gli altri anelli aperti) e` data da Wij =
Gij(s)
(1+Gij(s))
.
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In corrispondenza della pulsazione critica di oscillazione ωij avremoGij(ωij) =
−mij, ed inoltre Wij(ωij) = −mij(1−mij) . La pulsazione critica ωij resta inalte-
rata nel passaggio da ciclo aperto a ciclo chiuso; mij rappresenta il relativo
margine di ampiezza, ovviamente minore di uno per assicurare la stabilita`
dell’anello.
Se riconsideriamo la definizione classica dell’indice RGA occorre esamina-
re gli effetti indotti da un controllo perfetto eseguito su tutti gli altri anelli,
ovvero supponendo che tutte la altre uscite (esclusa la i-ma) siano pari a zero.
In queste particolari condizioni il legame fra la variabile j-ma di ingresso e
la variabile i-ma in uscita viene ad essere modificato per l’interazione fra gli
anelli di controllo. Indichiamo con W ij(s) la nuova funzione di trasferimento
e con ωij la corrispondente nuova pulsazione critica. Ovviamente ωij = ωij
in assenza di interazioni, quindi e` possibile in analogia con la tecnica RGA
definire i rapporti
ωij
ωij
e con essi formare una matrice di indicatori di domi-
nanza F =
ωij
ωij
.
La dominanza e` assicurata quanto piu` tali rapporti sono prossimi ad uno.
La verifica di dominanza e la selezione degli accoppiamenti puo` essere ese-
guita introducendo, in analogia alla RGA, la matrice ROmA(Relative Omega
Array) presentata per la prima volta dai relatori di questa tesi:
Ψ = F ⊗ F−T (3.1)
3.2 Esempi: RGA e ROmA a confronto
Adesso vengono proposti dei sistemi multivariabili per testare il nuovo indi-
ce. In particolare riprendiamo gli esempi del capitolo 2.3 e verifichiamo che
l’indice ROmA fornisce risultati corretti anche nei casi in cui la tecnica RGA
falliva.
Esempio 1: processo di Wood e Berry [3]
P1(s) =
 12.8e−s16.7s+1 −18.9e−3s21s+1
6.6e−7s
10.9s+1
−19.4e−3s
14.4s+1

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In questo esempio, come condizione di prova, e` previsto l’inserimento di un
rele` nell’anello di interesse con l’aggiunta di un ritardo fisso di 4 sec. Tale
ritardo deve essere aggiunto per scongiurare il caso in cui, nel calcolo delle
pulsazioni a ciclo chiuso, la funzione di trasferimento risultante abbia un
ritardo positivo e quindi evitiamo la situazione assurda in cui il sistema e` in
anticipo rispetto al segnale di ingresso.
Si determinano le frequenze di oscillazione dell’anello di interesse mante-
nendo aperti tutti gli altri e richiudendo l’anello preso in esame con un rele`
piu` un ritardo di 4 sec. Si ottengono le seguenti pulsazioni di oscillazione
effettuando questi passi:
A. si chiude in reazione l’anello corrispondente a y1 − u1; si ricava
ω11 = 0.3553;
B. si chiude in reazione l’anello corrispondente a y2 − u2; per ottenere
l’autoscillazione occorre cambiare di segno a u2; si ricava
ω22 = 0.2688.
Si osservi che a seguito del cambiamento di segno della variabile u2, tenu-
to conto dell’introduzione del ritardo aggiuntivo di 4 sec, la matrice delle
funzioni di trasferimento e` riscritta nella forma seguente, forma che viene
mantenuta in tutte le prove,
P
′
1(s) =
 12.8e−s16.7s+1 18.9e−3s21s+1
6.6e−7s
10.9s+1
19.4e−s
14.4s+1
 e−4s
C. si chiude in reazione l’anello corrispondente a y1 − u2; si ricava
ω12 = 0.192;
D. si chiude in reazione l’anello corrispondente a y2 − u1; si ricava
ω21 = 0.2567.
Si considera ora la determinazione delle condizioni di oscillazione per i diversi
casi sotto l’ipotesi di un controllo perfetto.
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A. Si chiude in reazione l’anello corrispondente a y1 − u1, ipotizzando che
il controllore ideale introdotto nell’altro anello sia tale da garantire
y2 = 0. Si ricava quindi: y1CL =
(
g11 − g11g21g22
)
u1
y1OL = g11u1
e sviluppando i calcoli:
y11CL =
(
12.8
e−s
(16.7s+ 1)
− 6.43 (1 + 14.4s)e
−7s
(1 + 10.9s)(1 + 21s)
)
u1.
Premoltiplicando per e−4s otteniamo:
y11CL =
(
12.8
e−5s
(16.7s+ 1)
− 6.43 (1 + 14.4s)e
−11s
(1 + 10.9s)(1 + 21s)
)
u1.
In definitiva ricaviamo la pulsazione cercata: ω11 = 0.4012.
B. Procedendo analogamente per l’anello 2-2: y2CL =
(
g22 − g12g21g11
)
u2
y2OL = g22u2
e sviluppando i calcoli:
y22CL =
(
−19.4 e
−3s
(14.4s+ 1)
+ 9.7453
(1 + 16.7s)e−9s
(1 + 10.9s)(1 + 21s)
)
u2.
Premoltiplicando per e−4s otteniamo:
y22CL =
(
−19.4 e
−7s
(14.4s+ 1)
+ 9.7453
(1 + 16.7s)e−13s
(1 + 10.9s)(1 + 21s)
)
u2.
In definitiva ricaviamo la pulsazione cercata: ω22 = 0.3185.
C. Per l’anello 1-2:
y12CL =
(
−18.9 e
−3s
(21s+ 1)
+ 37.6242
(1 + 10.9s)e3s
(1 + 16.7s)(1 + 14.4s)
)
u1.
Premoltiplicando per e−4s otteniamo:
y12CL =
(
−18.9 e
−7s
(21s+ 1)
+ 37.6242
(1 + 10.9s)e−s
(1 + 16.7s)(1 + 14.4s)
)
u1.
In definitiva ricaviamo la pulsazione cercata: ω12 = 1.582.
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D. Per l’anello 2-1:
y21CL =
(
6.6
e−7s
(10.9s+ 1)
− 13.1386 (1 + 21s)e
−s
(1 + 16.7s)(1 + 14.4s)
)
u2.
Premoltiplicando per e−4s otteniamo:
y21CL =
(
6.6
e−11s
(10.9s+ 1)
− 13.1386 (1 + 21s)e
−5s
(1 + 16.7s)(1 + 14.4s)
)
u2.
In definitiva ricaviamo la pulsazione cercata: ω21 = 0.4095.
Possiamo quindi ricavare la matrice delle pulsazioni critiche relative:
F =
ωOL
ωCL
=
 0.35530.4012 0.1920.3185
0.2567
0.4095
0.2688
0.3185
 .
Ed effettuando il calcolo del Relative Omega Array:
Ψ = F ⊗ F−T =
 2.0227 −1.0227
−1.0227 2.0227
 = ROmA.
Gli accoppiamenti suggeriti dalla matrice ROmA sono in accordo con la
matrice RGA secondo Bristol:
Λ = A⊗ A−T =
 2.0094 −1.0094
−1.0094 2.0094
 = RGA.
Adesso prenderemo in esame l’esempio 2.8 del paragrafo 2.4 per il quale il
metodo RGA non aveva fornito nessun accoppiamento specifico e proviamo
il funzionamento dell’indice ROmA.
Esempio 2:
P2(s) =
 e−s1+s 11+s
−1
1+s
e−2s
1+s

considerando come nuovi ingressi le variabili v1 = u2, v2 = −u1, otteniamo
la nuova matrice:
P
′
2(s) =
 11+s − e−s1+s
e−2s
1+s
1
1+s

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inoltre inseriamo in tutti gli anelli un blocco comune di ritardo, ad esempio
e−3s. In definitiva si ottiene la matrice seguente:
P
′′
2 (s) =
 11+s − e−s1+s
e−2s
1+s
1
1+s
 e−3s.
Osserviamo esplicitamente che le operazioni eseguite non hanno influenza
sul risultato finale dell’elaborazione tipo RGA, in quanto tale elaborazione e`
indipendente da una matrice di scalatura diagonale.
La matrice delle pulsazioni critiche relative per l’esempio 2, con riferi-
mento alla P
′′
2 (s), e` data da:
F =
ωOL
ωCL
=
 0.672.101 0.85660.5196
0.8566
0.5196
0.5522
1.471
 .
Calcoliamo il Relative Omega Array:
Ψ = F ⊗ F−T =
 −0.0461 1.0461
1.0461 −0.0461
 = ROmA.
Confrontiamo ora il risultato con l’indice RGA:
Λ = A⊗ A−T =
 0.5 0.5
0.5 0.5
 = RGA.
Come si puo` osservare, mentre la tecnica RGA non fornisce alcun risultato,
il nuovo indice ROmA suggerisce correttamente gli accoppiamenti y1 − u2 e
y2 − u1.
Per concludere il confronto tra le due tecniche, viene proposto come ul-
timo esempio un impianto studiato da Seider [11]. La matrice delle funzioni
di trasferimento del processo e` la seguente:
Esempio 3:
P3(s) =
 2.5e−5s(1+15s)(1+2s) 11+4s
1
1+3s
− 4e−5s
1+20s
 .
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In questo caso le pulsazioni di autoscillazione vengono determinate inserendo
un rele` ideale ed un ritardo comune di 6 sec.
Le frequenze di oscillazione dei vari anelli isolati valgono:
A. Per l’anello 1-1 si ha ω11OL = 0.1573.
B. Per l’anello 2-2 si ha ω22OL = 0.174 (cambiando segno).
C. Per l’anello 1-2 si ha ω12OL = 0.3786.
D. Per l’anello 2-1 si ha ω21OL = 0.3992.
Si tenga presente che per consentire l’autoscillazione occorre considerare
un cambio di segno della seconda variabile di controllo. Le frequenze di
oscillazione dei vari anelli nell’ipotesi di controllo perfetto valgono:
A. Per l’anello 1-1 si ha ω11 = 1.823.
B. Per l’anello 2-2 si ha ω22 = 3.143 (cambiando segno).
C. Per l’anello 1-2 si ha ω12 = 0.09454.
D. Per l’anello 2-1 si ha ω21 = 0.4133.
La matrice delle pulsazioni critiche relative vale quindi:
F =
ωOL
ωCL
=
 0.15731.823 0.37860.09454
0.3992
0.4133
0.174
3.143
 .
Calcoliamo il Relative Omega Array:
Ψ = F ⊗ F−T =
 −0.0012 1.0012
1.0012 −0.0012
 = ROmA.
Confrontiamo ora il risultato con l’indice RGA:
Λ = A⊗ A−T =
 0.9091 0.0909
0.0909 0.9091
 = RGA.
Anche in questo caso l’indice ROmA suggerisce l’accoppiamento corretto
y1−u2 e y2−u1 che trova conferma anche nella realizzazione pratica; mentre
l’indice RGA suggerisce la coppia y1 − u1 e y2 − u2.
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Vediamo ora come e` stata implementata la tecnica dell’ Omega Array e in
particolare lo sviluppo della funzione Matlab roma.m. Iniziamo prendendo
in esame il caso di sistemi di dimensione 2× 2. Come visto nel paragrafo 3.1
il procedimento per il calcolo della matrice degli indici ROmA necessita di
eseguire ripetute iterazioni del test del rele`.
Lo schema che realizza tale test per il calcolo degli ωij, considerando singo-
larmente le funzioni di trasferimento chiuse in anello mentre gli altri sono
aperti, e` il modello simulink roma_wo.mdl(fig. 3.1).
Figura 3.1: Schema Simulink per il calcolo degli ωij .
La funzione implementata, dopo aver calcolato il ritardo aggiuntivo neces-
sario, passa a ciclare sulla simulazione dello schema suddetto, selezionando
ogni funzione di trasferimento della matrice del sistema e calcolando la pulsa-
zione critica corrispondente. Nel caso in cui il sistema non vada in oscillazio-
ne, si inverte il segno della funzione di trasferimento e si esegue nuovamente
la simulazione.
Una volta calcolati tutti gli ωij, si passa ad eseguire le simulazioni per
il calcolo degli ωij; in questo caso dovremo calcolare la funzione di trasferi-
mento risultante e introdurre il ritardo aggiuntivo affinche´ quello comples-
sivo non sia maggiore di zero. Per fare cio` viene usato il modello simulink
roma_wc_2.mdl(fig. 3.2).
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Figura 3.2: Schema Simulink per il calcolo degli ωij .
Infine controlliamo la realizzazione del blocco di nome valutak che verra`
utilizzato spesso negli altri modelli Simulink. Il blocco prende in ingresso
un segnale res che serve per dare l’avvio al blocco e come reset, il segnale
di uscita del rele` e il segnale di uscita y del sistema. In uscita ci fornisce il
valore del guadagno critico Kc e del periodo critico Tc. In figura 3.3 viene
visualizzata la struttura interna del blocco.
A partire dalla seconda oscillazione in poi ogni transizione a zero della
variabile y e` un segnale di trigger per il blocco che calcola periodo e K critici
come descritto in seguito.
Il blocco controllore delle oscillazioni non e` altro che un contatore di
cicli del rele` che si resetta quando res assume valore 1. Il blocco di nome
ampiezza max, prende in ingresso l’uscita del sistema relativa al canale in
questione e di quest’ultima calcola, ad ogni oscillazione, l’ampiezza di picco.
L’ampiezza a, istante per istante, e` il valore massimo assunto dal segnale di
uscita del sistema globale y. A questo scopo confronta il valore attuale di
y con il valore che al passo precedente rappresentava il massimo e aggiorna
quest’ultimo solo se il primo risulta essere maggiore del secondo. Il blocco
periodo, si occupa del calcolo del periodo del segnale di uscita y. A tal
fine calcola la lunghezza dell’intervallo di tempo compreso fra due istanti
consecutivi in cui il segnale y attraversa lo zero sul fronte in salita. Si tratta
infatti di un sottosistema dotato di trigger, costituito appunto dal segnale
35
3.3 Implementazione ROmA
Figura 3.3: Struttura interna del blocco valutak.
y, che ha come ulteriori ingressi l’istante di tempo corrente e quello relativo
al colpo di trigger precedente e come uscite quest’ultimo e la differenza fra i
due, ovvero il periodo.
Il blocco periodo e k critici, prendendo in ingresso l’ampiezza e il pe-
riodo del segnale di uscita y del sistema globale, calcola nell’istante in cui
tale segnale e` a regime Kc e Pc in accordo alle regole di Ziegler-Nichols per
controllori PID.
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Figura 3.4: Tecnica ROmA con sistema di Esempio 2.
In figura 3.4 viene mostrato il corretto accoppiamento delle varibili di
ingresso e uscita calcolato per il sistema di ordine 2 (2.8) visto in precedenza,
per il quale la tecnica RGA falliva.
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Capitolo 4
Stabilita` nei sistemi MIMO
4.1 Introduzione
In questo capitolo verra` analizzata la stabilita` dei sistemi multivariabili in
retroazione; in particolare verranno illustrati i concetti fondamentali sul-
la stabilita` e le definizioni teoriche necessarie per introdurre i teoremi e le
tecniche per lo studio della stabilita` dei sistemi MIMO.
Sara` trattato il teorema di Nyquist generalizzato e la tecnica delle fasce
di Gershgorin per la valutare la stabilita` del sistema e per determinare se la
matrice delle f.d.t e` a predominanza diagonale. Questo in pratica ci offre uno
strumento per poter decidere se il sistema MIMO e` ben approssimato da un
insieme di sistemi SISO studiabili singolarmente.
4.2 Forma canonica di Smith
I poli e gli zeri di un sistema MIMO non sono individuabili in modo diretto
ed e` necessario introdurre una forma canonica. Si noti innanzi tutto che una
qualsiasi matrice di funzioni di trasferimento G(s) puo` essere sempre riscritta
come una matrice polinomiale, i cui elementi sono funzioni polinomiali della
variabile s, divisa per un polinomio in s pari al minimo comune multiplo
(m.c.m.) di tutti i denominatori degli elementi di G(s). Inoltre una qualsiasi
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matrice polinomiale puo` sempre essere espressa in una forma canonica detta
forma canonica di Smith, attraverso un numero finito di operazioni elementari
su di essa.
Tali operazioni elementari sono:
• scambio di due righe (colonne);
• moltiplicazione per una riga (colonna) per una costante non nulla;
• somma ad una riga (colonna) di un’altra riga (colonna) moltiplicata
per un polinomio p(s).
Per proseguire nella trattazione definiamo una matrice polinomiale unimo-
dulare e un teorema riguardante tali matrici.
Definizione 2 Una matrice polinomiale U(s) e` detta unimodulare se la sua
inversa e` ancora una matrice polinomiale.
Teorema 1 U(s) matrice polinomiale e` unimodulare se e solo se il det[U(s)]
e` una costante, cioe` se il suo determinante e` indipendente da s.
Le operazioni suddette effettuate sulle righe (colonne) possono essere rappre-
sentate dalla pre-moltiplicazione (post-moltiplicazione) della matrice polino-
miale per opportune matrici definite matrici elementari sinistre (destre). Le
matrici elementari sono unimodulari.
Si puo` quindi definire una relazione di equivalenza: due matrici polinomiali
o razionali P (s) e Q(s) sono equivalenti se esiste una sequenza di matrici
elementari sinistre e destre tale che:
P (s) = Ll(s) . . . L2(s)L1(s)Q(s)Rr(s) . . . R2(s)R1(s)
Si ha il seguente teorema che afferma l’equivalenza di una qualsiasi matrice
polinomiale con una matrice polinomiale pseudo-diagonale.
Teorema 2 (Smith) Sia P (s) una matrice polinomiale di rango r generico;
allora P (s) puo` essere trasformata da una sequenza di operazioni elementari
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su righe e colonne in una matrice polinomiale pseudo-diagonale S(s) detta
forma di Smith del tipo:
S(s) =

ε1(s) 0 · · · · · · 0
0 ε2(s)
...
...
. . .
εr(s)
0
...
. . .
...
0 · · · · · · 0 0

(4.1)
con εi(s) polinomio monico e divisore di εi+1(s), tali polinomi vengono detti
fattori invarianti
εi(s) | εi+1(s) con i = 1, . . . , r − 1 e r = rank(P (s)).
Definendo:
D0(s) = 1;
Di(s) = massimo comun divisore (M.C.D.) di tutti i minori di P (s) di
ordine i× i normalizzati in modo da essere polinomi monici;
si ha
εi(s) =
Di(s)
Di−1(s)
con i = 1, . . . , r
E’ possibile definire un algoritmo che permette di determinare le opportune
matrici elementari tali da trasformare una matrice polinomiale nella sua for-
ma di Smith. Ovviamente due matrici polinomiali equivalenti hanno la stessa
forma canonica di Smith. Il teorema precedente e` estendibile alle matrici di
funzioni razionali.
Teorema 3 (Smith-McMillan) Sia G(s) una matrice razionale di rango
r generico; allora G(s) puo` essere trasformata da una sequenza di operazio-
ni elementari su righe e colonne in una matrice razionale pseudo-diagonale
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M(s) detta forma di Smith-McMillan del tipo:
M(s) = diag
{
η1(s)
ψ1(s)
,
η2(s)
ψ2(s)
, . . . ,
ηr(s)
ψr(s)
, 0, . . . , 0
}
(4.2)
con ηi(s), ψi(s) polinomi monici coprimi (privi di fattori comuni) e con la
seguente proprieta` di divisibilita`:
ηi(s) | ηi+1(s);
ψi+1(s) | ψi(s);
con i = 1, . . . , r
Proprieta`:
• I poli di G(s) sono le radici del polinomio dei poli p(s) =∏ri=1 ψi(s).
• Gli zeri di G(s) sono le radici del polinomio degli zeri z(s) =∏ri=1 ηi(s).
Quindi, una volta raggiunta la forma canonica di Smith-McMillan, possiamo
calcolare piu` agevolmente i poli e gli zeri della matrice di partenza calcolando
rispettivamente le radici dei polinomi descritti sopra che si ottengono come
prodotto dei numeratori e dei denominatori dei termini sulla diagonale della
matrice.
4.3 Stabilita`
Prima di studiare la stabilita` dei sistemi multivariabili, parliamo dell’inter-
connessione di un generico sistema e diamo delle definizioni di stabilita`.
Consideriamo per prima cosa la generica interconnessione in controreazione
di fig. 4.1. Per definire se un sistema di questo tipo e` ben posto proviamo a
fare un esempio; siano rispettivamente K(s) = 1 e P (s) = − (s−1)
(s+2)
entrambe
proprie.
L’ingresso di controllo e` dato dalla
m(s) =
(s+ 2)
3
(r(s)− n(s)− d(s))− (s− 1)
3
di
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Figura 4.1: Interconnessione in controreazione.
la quale risulta non fisicamente realizzabile. La stessa funzione di trasferi-
mento riferimento-uscita, per il sistema SISO di figura
Wry(s) =
K(s)P (s)
1 +K(s)P (s)
= 1− s
e` impropria.
In generale, si dira` che un sistema a controreazione e` ben posto se tutte le
funzioni di trasferimento sono bene definite e almeno proprie.
Per quanto riguarda un generico sistema P (s) in reazione con K(s) come
in fig. 4.2, l’interconnessione e` ben posta se e solo se I −K(∞)P (∞) risulta
invertibile.
Per lo studio e le definizioni di stabilitta` ci riferiremo allo schema di inter-
connessione di fig. 4.2.
Figura 4.2: Interconnessione in retroazione.
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Le relazioni che caratterizzano lo schema di figura 4.2 sono: I −K(s)
−G(s) I
 e1(s)
e2(s)
 =
 u1(s)
u2(s)
⇒
⇒
 e1(s)
e2(s)
 =
 H11(s) H12(s)
H21(s) H22(s)

︸ ︷︷ ︸
H(s)
 u1(s)
u2(s)

con
H11 = I +K(s)[I −G(s)K(s)]−1G(s)
H12 = K(s)[I −G(s)K(s)]−1
H21 = [I −G(s)K(s)]−1G(s)
H22 = [I −G(s)K(s)]−1
Diamo ora definizioni utili di stabilita` per i sistemi multivariabili. In
generale una funzione di trasferimento G(s) e` esponenzialmente stabile se e
solo se e` propria e tutti i poli sono a parte reale maggiore o uguale a zero.
Tornando a considerare il generico sistema in reazione diamo la seguente
definizione.
Definizione 3 (Desoer e Chan) Un sistema in retroazione come quello di
figura 4.2 e` internamente stabile se e solo se la f.d.t. H(s) e` esponenzialmente
stabile, cioe´ se tutte le funzioni Hij(s) sono esponenzialmente stabili.
Questa definizione e` necessaria per evitare cancellazioni poli/zeri a parte
reale positiva tra G(s) e K(s). Tali cancellazioni non possono essere rilevate
da test tipo Nyquist e quindi quando sia G(s) che K(s) sono instabili si
devono controllare tutte e quattro le matrici Hij(s). Se G(s) o K(s) e` stabile
esponenzialmente, la condizione si semplifica.
Teorema 4 (Desoer e Chan) Sia K(s) esponenzialmente stabile. Allora
un sistema in retroazione come quello di figura 4.2 e` internamente stabile se
e solo se la funzione di trasferimento
H21 = [I −G(s)K(s)]−1G(s) (4.3)
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e` esponenzialmente stabile1.
Il problema delle cancellazioni per i sistemi MIMO e` di piu` difficile indivi-
duazione rispetto ai sistemi SISO.
Si considerino ad esempio i due sistemi
G(s) =
 1s+1 1s+2
2
s+2
1
s+1
 , K(s) =
 s+2s−√2 − s+1s−√2
0 1
 ;
K(s) e` instabile per la presenza di un polo in
√
2. Il prodotto delle matrici
di funzioni di trasferimento da come risultato
K(s)G(s) =
 − s+√2(s+1)(s+2) 0
2
s+2
1
s+1

la quale risulta stabile esponenzialmente e quindi sicuramente uno zero di
G(s) in
√
2 si e` cancellato con il polo instabile. Infatti il determinante della
matrice G(s)
det[G(s)] =
2− s2
(s+ 1)2(s+ 2)2
si annulla in ±√2.
Insieme al teorema precedente si ha il seguente risultato che fornisce una con-
dizione necessaria e sufficiente per verificare la stabilita` di H21(s) nell’ipotesi
che K(s) sia stabile.
Teorema 5 Sia K(s) esponenzialmente stabile. Allora H21(s) e` esponen-
zialmente stabile se e solo se:
1. det[I−G(s)K(s)] non ha zeri nel semipiano destro chiuso (Re[s] ≥ 0);
2. (I −G(s)K(s))−1G(s) e` analitica in ogni polo instabile di G(s).
1Lo stesso risultato puo` essere enunciato con H12(s) al posto di H21(s).
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Il secondo punto del teorema precedente e` necessario per cogliere eventuali
cancellazioni poli/zeri ed e` valido anche nel caso SISO.
Vediamo il teorema appena enunciato applicato ad un esempio con il sistema
interconnesso ancora in retroazione:
K(s) =
s− 1
s+ 2
, G(s) =
1
s− 1
la condizione uno e` verificata
det[I −G(s)K(s)] = s+ 1
s+ 2
mentre la condizione due non lo e`
[I −G(s)K(s)]−1G(s) = s+ 2
(s+ 1)(s− 1)
per la presenza del polo di G(s) in 1.
La seconda condizione del teorema diventa essenziale nelle procedure auto-
matiche di scelta del controllore quali quelle derivanti dall’ottimizzazione dei
parametri (algoritmo di Edmund).
I teoremi descritti valgono anche per sistemi in controreazione (reazione
negativa) il termine [I −G(s)K(s)] con [I +G(s)K(s)].
4.4 Teorema di Nyquist
Riprendendo i concetti illustrati nel paragrafo precedente e sfruttandone i
teoremi si puo` definire il teorema di Nyquist generalizzato che offre uno
strumento per determinare la stabilita` di un sistema come segue.
Nel caso particolare in cui G(s) e` quadrata e K(s) = −kI, che equivale ad
una controreazione con lo stesso guadagno k in ogni anello, la condizione due
del teorema 5 sulla stabilita` del sistema interconnesso non e` piu` necessaria.
In tal caso, si definisce con Po, il numero di poli a parte reale positiva di G(s)
e con Pc il numero di zeri a parte reale positiva di det[I +kG(s)]. Si noti che
i poli di det[I + kG(s)] coincidono con i poli di G(s).
45
4.4 Teorema di Nyquist
Definendo il percorso di Nyquist come nel caso SISO, si ha esattamente lo
stesso risultato espresso come variazione di fase mentre s compie il percorso
di Nyquist:
∆ arg{det[I + kG(s)]} = −2pi(Pc − Po) (4.4)
e quindi per avere stabilita` interna (Pc = 0) deve essere:
∆ arg{det[I + kG(s)]} = 2pi←−N con ←−N = Po
con
←−
N numero di giri in senso anti-orario che l’immagine del percorso di
Nyquist, secondo det[I+kG(s)], compie attorno all’origine. Si ottiene quindi
un risultato identico al teorema di Nyquist per i sistemi SISO.
Si noti tuttavia che sarebbe necessario tracciare tanti diagrammi al variare
di k, mentre nel caso SISO basta tracciare il diagramma di Nyquist per un
valore di k (es. k = 1) e si deduce la stabilita` del sistema per qualsiasi valore
di k.
Si sfruttano le seguenti proprieta` nel caso MIMO. Se λi(s) e` un autovalore
di G(s) allora kλi(s) e` un autovalore di kG(s) e 1 + kλi(s) e` un autovalore
di I + kG(s).
Si ricordi inoltre che il determinante e` uguale al prodotto degli autovalori e
quindi
det[I + kG(s)] =
∏
i
[1 + kλi(s)] (4.5)
e in termini di fase
∆ arg{det[I + kG(s)]} =
∑
i
∆arg{1 + kλi(s)}. (4.6)
Quindi il criterio di Nyquist diventa:∑
i
∆arg{1 + kλi(s)} = 2pi←−N . (4.7)
La 4.7 rappresenta la formulazione finale del criterio di Nyquist generalizzato,
che gode di tutte le proprieta` di normalizzabilita` rispetto a k esattamente
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come nel caso del criterio standard monovariabile, in base al quale, tramite
un unico tracciamento del diagramma, si studia la stabilita` per ogni valore
di k.
I grafici degli autovalori λi(s) per s = jω, con ω ∈ (−∞,+∞), si chia-
mano luoghi caratteristici.
Si osservi che in termini rigorosi la riformulazione che compare nella 4.7
non sarebbe completa. Infatti, non essendo gli autovalori di G(s) in genere
funzioni razionali, non e` garantito a priori che i diagrammi di λi(s) siano
chiusi.
Si puo` comunque provare che, poiche´ G(j∞) = G(−j∞), allora se si
contruiscono i diagrammi di tutti i λi(s) si ottengono curve chiuse e il numero
di rotazioni e` ben definito.
Si consideri ad esempio il sistema
G1(s) =
 0 1
s−1
s+1
0
 , con autovalori λi(s) = ±√s− 1
s+ 1
.
Si noti tuttavia che λ1(jω) e λ2(jω), per ω che varia da −∞ a +∞, formano
una curva chiusa solo considerandoli congiuntamente e non singolarmente
(vedi fig. 4.3).
In generale gli autovalori sono funzioni continue dei parametri della ma-
trice e nel caso di λi(jω) sono funzioni continue di ω. Dalla figura 4.3 risulta
evidente anche che i luoghi caratteristici possono coincidere solo in punti iso-
lati.
Solitamente considerando tutti i luoghi caratteristici delle λi(jω) insieme, si
ottengono una o piu` curve chiuse.
Teorema 6 (Nyquist generalizzato) Si supponga che G(s) abbia Po poli
instabili (Smith-McMillan C.fr. 4.2) e che non esistano modi instabili na-
scosti. L’anello chiuso con K(s) = −kI e` stabile internamente se e solo se i
luoghi caratteristici di kG(s) circondano il punto (−1, 0) del piano complesso
Po volte in senso antiorario.
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Figura 4.3: Luoghi caratteristici di G1(s).
Valutiamo un altro esempio per capire meglio il teorema; si consideri il
seguente sistema:
G2(s) =
1
1.25(s+ 1)(s+ 2)
 s− 1 s
−6 s− 2
 .
Adesso costruiamo l’insieme dei luoghi caratteristici per il sistema.
Dal diagramma di figura 4.4 si deduce che il sistema ad anello chiuso e` stabile
internamente per −∞ < −1/k < −0.8, −0.4 < −1/k < 0 e per 0.53 <
−1/k <∞ perche´ non compie nessun giro; mentre per −0.8 < −1/k < −0.4
si ha un giro in senso orario e per 0 < −1/k < 0.53 abbiamo due giri in senso
orario.
4.5 Nyquist array e bande di Gershgorin
Un metodo alternativo per valutare la stabilita` del sistema interconnesso
consiste nel tracciare le bande di Gershgorin. Tale metodo viene utilizzato
in congiunzione con il Nyquist array. Il Nyquist array di una funzione di
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Figura 4.4: Luoghi caratteristici di G2(s).
trasferimento G(s), non necessariamente quadrata, e` l’insieme dei diagrammi
di Nyquist di gij(s).
Consideriamo il caso particolare di G(s) diagonale con funzioni di trasfe-
rimento gii(s) sulla diagonale; il sistema e` composto da m sistemi monova-
riabile disaccoppiati e si ha
det[I +G(jω)] =
m∏
i=1
(1 + gii(jω)).
L’applicazione del teorema di Nyquist si semplifica in quanto basta valuta-
re il numero di giri di ogni singolo sistema SISO gii(jω) intorno al punto
(−1, 0). Nel caso generale di G(s) matrice quadrata qualunque, ci si avvale
del seguente teorema.
Teorema 7 (Gershgorin) Sia Z una matrice complessa di dimensioni m×
m. Allora gli autovalori di Z giacciono nell’unione degli m cerchi centrati in
zii ed aventi raggi ri dati da:
ri =
m∑
j=1
j 6=i
|zij|, con i = 1, . . . ,m. (4.8)
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Inoltre tali autovalori giacciono negli m cerchi centrati in zii ed aventi raggi
r′i dati da:
r′i =
m∑
j=1
j 6=i
|zji|, con i = 1, . . . ,m. (4.9)
Vediamo ora l’utilizzo del teorema di Gershgorin considerando una G(s) qua-
drata e i diagrammi di Nyquist di gii(s). Sovrapponiamo ad ogni ω al punto
gii(jω), un cerchio di raggio dato dalla 4.8 o dalla 4.9. Si ottengono cos`ı le
cosiddette bande di Gershgorin per ciascun gii(jω); ciascuna banda e` formata
dall’unione dei cerchi di Gershgorin.
Il teorema 7 assicura che queste bande contengono, frequenza per fre-
quenza, i luoghi caratteristici di G(s). Dunque, se le bande di Gershgorin di
G(s) non contengono il punto (−1, 0), possiamo dedurre le rotazioni intorno
a tale punto degli autovalori λi(s) direttamente da quello delle bande; piu`
precisamente tali rotazioni coincidono.
Inoltre, l’esclusione dell’origine da parte delle fasce di Gershgorin, implica
una dominanza diagonale (riga o colonna) di G(s).
Definizione 4 Una matrice G(s) di dimensioni m×m si defininisce domi-
nante diagonale riga in Ω se:
|gii(s)| >
m∑
j=1
j 6=i
|gij(s)|, ∀s ∈ Ω, con i = 1, . . . ,m (4.10)
e dominante diagonale colonna in Ω se:
|gii(s)| >
m∑
j=1
j 6=i
|gji(s)|, ∀s ∈ Ω, con i = 1, . . . ,m. (4.11)
Se G(s) e` dominante riga (o colonna) sull’asse immaginario, allora il numero
di giri N compiuti attorno all’origine dal vettore det[G(jω)] per ω che varia
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da −∞ a +∞, e` uguale alla somma dei numeri dei giri νi compiuti dalle
singole funzioni gii(jω)
N =
m∑
i=1
νi.
Si ricorda che la condizione di stabilita` e` riferita a i + G(s) e pertanto per
I +G(s) la condizione di dominanza diagonale riga diventa
|1 + gii(jω)| > ri(ω), con ri(ω) =
m∑
j=1
j 6=i
|gij(jω)|
quindi I+G(s) e` dominante diagonale se le fasce di Gershgorin non includono
il punto (−1, 0).
Figura 4.5: Dominanza diagonale.
Nel diagramma in figura 4.5, possiamo vedere la rappresentazione delle varie
grandezze 1+gii(jω), gii(jω) e ri(ω) per la caratterizzazione della dominanza
diagonale.
In generale piu` e` elevato il grado di dominanza e piu` le fasce di Gershgorin
divengono strette; il sistema si comporta sempre di piu` come m sistemi SISO
non interagenti.
Nella figura 4.6 viene mostrato un esempio di fascia di Gershgorin per la
verifica della stabilita` di un sistema a controreazione unitaria. Si devono
verificare anche le fasce per gli altri elementi della diagonale.
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Figura 4.6: Fascia di Gershgorin.
Si noti tuttavia che la verifica della stabilita` tramite le fasce costituisce
solo una condizione sufficiente. Se una fascia ricopre il punto (−1, 0), e quindi
I +G(s) non e` dominante diagonale, non si puo` dire che il sistema ad anello
chiuso sia instabile.
Supponiamo adesso di eseguire una trasformazione di similarita` su G(s):
G˜(s) = X(s)G(s)X−1(s).
I luoghi caratteristici di G˜ e di G coincidono, infatti trasformazioni simili
lasciano inalterati gli autovalori. Si noti pero` che G˜ puo` essere dominante
diagonale anche se G non lo e`; pertanto ha senso a tale scopo cercare di
individuare particolari trasformazioni simili.
Esiste un risultato di Mees (1981) che ha permesso di utilizzare pratica-
mente sempre il risultato sulla diagonale dominanza. Prima di enunciare il
risultato di Mees saranno introdotte alcune definizioni.
Definizione 5 Una matrice M e` detta non-negativa se tutti i suoi elementi
sono positivi o nulli (mij ≥ 0).
Definizione 6 Una matrice quadrata M di dimensioni n × n non-negativa
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e` detta primitiva se:
∃ k | Mk > 0
Teorema 8 (Perron-Frobenius) Sia M(jω) una matrice quadrata non-
negativa e primitiva, allora:
• uno dei suoi autovalori, chiamato autovalore di Perron-Forbenius λp e`
reale e positivo e risulta:
λp(jω) ≥ |λ1(jω)| ≥ |λ2(jω)|, . . . ,≥ |λm(jω)|
essendo gli autovalori λi di M ordinati secondo il modulo decrescente;
• gli autovettori destro e sinistro per λp sono anch’essi reali e positivi;
• λp e` una radice semplice dell’equazione caratteristica.
Infine diamo l’ultima definizione e poi il teorema di Mees.
Definizione 7 Data la matrice quadrata M = {mij} di dimensioni m ×m
si definisce:
Mdiag = diag{m11,m22, . . . ,mmm}.
Teorema 9 (Mees) Sia G(s) quadrata e primitiva. Allora esiste una ma-
trice diagonale X tale che:
G˜ = XGX−1 (4.12)
e` diagonale dominante se e solo se vale la disugualianza:
λp(GG
−1
diag) < 2. (4.13)
Se la condizione del teorema 9 e` soddisfatta, chiamando l’autovalore
sinistro di Perron-Frobenius di GG−1diag
(x1, x2, . . . , xn)
T
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la matrice X che trasforma la G in una matrice dominante diagonale e` data
da
X = diag{x1, x2, . . . , xn}.
La matrice diagonale ad elementi reali X puo` essere interpretata come
una scalatura delle uscite di G mentre X−1 come una scalatura degli ingressi
di G. Si noti che il risultato richiede una X diversa per ogni frequenza, ma
essendo uno strumento di analisi cio` non costituisce un particolare problema.
Un’altra apparente limitazione del risultato precedente e` la richiesta che
G sia primitiva. Se tutti gli elementi di G sono non nulli allora G sara`
sicuramente primitiva. Se invece qualche elemento diG e` identicamente nullo,
allora G e` di solito diagonale a blocchi o triangolare a blocchi o puo` essere
resa tale con un opportuno riordino degli ingressi e delle uscite. In questo
caso i luoghi caratteristici di G corrispondono ai luoghi caratteristici dei
blocchi primitivi che compaiono sulla diagonale principale, rendendo possibile
l’applicazione del teorema 9 separatamente ad ogni blocco primitivo.
Infine e` stato anche dimostrato che la matrice X precedentemente indivi-
duata e` anche ottimale; le bande di Gershgorin sono le piu` strette ottenibili
con una trasformazione simile diagonale. Si ricorda che si desidera ottenere la
dominanza diagonale di I+G(s), ma essendo X(1+G(s))X−1 = I+XGX−1
si puo` ancora dedurre la stabilita` dalle bande di XGX−1 e quindi lavorare
solo con G.
Un ultimo risultato riguarda il sistema in controreazione (vedi. fig.4.1)
con in catena diretta G(s) quadrata in serie con una matrice di guadagni
diagonale
K = diag{k1, k2, . . . , km}.
A differenza del caso precedente, il guadagno ki in ogni anello puo` essere
diverso.
Con le suddette condizioni possiamo usufruire del seguente teorema.
Teorema 10 (Rosenbrock, 1970) Sia G(s) quadrata e K matrice diago-
nale. Si supponga inoltre che non esistano modi instabili nascosti e che valga
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la seguente relazione:
|gii(jω) + k−1i | >
∑
j 6=i
|gji(jω)| ∀i, ∀ω (4.14)
e che la i-esima banda di Gershgorin di G(s) circondi il punto −k−1i Ni volte
in senso antiorario. Allora il sistema ad anello chiuso in controreazione e`
stabile internamente se e solo se:∑
i
Ni = Po (4.15)
dove Po e` il numero di poli a parte reale positiva di G(s).
4.6 Implementazione
Nel tool di strumenti per il controllo di sistemi MIMO e` stata inclusa anche
la funzionalita` per la costruzione del grafico di Nyquist con le bande di Ger-
shgorin. Tale operazione e` eseguita dalla funzione gershgorin.m e permette
un’analisi della diagonale dominanza del sistema come visto nei paragrafi
precedenti.
Figura 4.7: Dettaglio del pannello per la funzionalita` delle bande di Gershgorin.
Come e` possibile notare dalla figura 4.7, l’interfaccia e` dotata di un tasto
per lanciare la funzione di Gershgorin e di due pulsanti per selezionare il
tipo di dominanza che devono rispettare le bande ricostruite; in particolare
il pulsante dd row prevede la costruizione dei cerchi calcolando i raggi con
gli elementi non apparteneti alla diagonale ma sulla riga, mentre il pulsante
dd col utilizza gli elementi della colonna. Se selezioniamo entrambe i pulsan-
ti otteniamo una grafica che ci da informazione sulla dominanza simmetrica
di ogni elemento sulla diagonale.
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Non ci resta che riprendere l’esempio visto nel paragrafo 4.4
G2(s) =
1
1.25(s+ 1)(s+ 2)
 s− 1 s
−6 s− 2

e valutare i grafici prodotti dal tool lanciando la funzione di Gershgorin.
Per l’esempio scelto e` stata calcolata la dominanza riga e una volta conclusa
l’elaborazione ci vengono forniti i due grafici per i due elementi diagonali.
Figura 4.8: Bande di Gershgorin per l’elemento (1,1).
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Figura 4.9: Bande di Gershgorin per l’elemento (2,2).
Tracciamo i grafici che si riferiscono al sistema con il seguente accop-
piamento delle variabili ingresso-uscita: in1 - out1 e in2 - out2. Possiamo
vedere come per il canale 1 (fig. 4.8), rileviamo una dominanza riga perche´
le bande non comprendono l’origine; risulta escluso anche il punto (−1, 0)
quindi potremmo trarre conclusioni sulla stabilita` a ciclo chiuso. Entrambe
le affermazioni precedenti pero` non valgono per il canale 2 (fig. 4.9).
Mentre i grafici in figura 4.10 e 4.11 mostrano le bande di Gershgorin per il
sistema con un accoppiamento invertito rispetto al precedente.
In conclusione, come si puo` notare dai diagrammi, l’accoppiamento in-
gresso uno con uscita due e ingresso due con uscita uno ci garantisce una
dominanza riga a ciclo chiuso per l’esclusione del punto(−1, 0); e` quindi pre-
feribile, per una successiva operazione di tuning dei controllori, scegliere la
seconda configurazione.
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Figura 4.10: Bande di Gershgorin per l’elemento (1,1).
Figura 4.11: Bande di Gershgorin per l’elemento (2,2).
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Capitolo 5
Metodo sequenziale
5.1 Introduzione
In questo capitolo viene presentato un primo metodo di tuning dei controllori
per un sistema MIMO con un approccio semplice e orientato a risolvere il
problema di design multivaribile n × n come una sequenza di n problemi
monovariabile.
Il concetto di “sequential design” fu proposto, a partire dagli anni ’70, da
Mayne, Bhalodia e Weber, Bernstein, Chiu e Arkun.
Il metodo sequenziale, come abbiamo detto, si applica a sistemi MIMO
scomponibili in un insieme di sistemi SISO; pertanto possono essere utilizzate
le familiari tecniche sviluppate per la taratura dei controllori per sistemi ad
un ingresso ed una uscita.
Shen e Yu presentano una tecnica di taratura di controllori SISO per sistemi
multivariabili, basata sulla tecnica del rele` sviluppata precedentemente da
Astrom e Hagglund.
La caratteristica fondamentale e` che questo metodo non richiede alcuna
conoscenza a priori del processo in questione. Infatti l’identificazione del
processo e la taratura dei controllori vengono effettuate simultaneamente.
Viene utilizzato un rele` per perturbare un anello alla volta, mentre tutti gli
altri sono chiusi, in modo tale da portare il sistema in condizioni critiche,
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ovvero di marginale stabilita`.
L’identificazione del processo e la taratura dei controllori sono basati sulle
condizioni critiche. La procedura viene poi ripetuta fino alla convergenza.
Questo metodo ha il vantaggio di consentire l’identificazione delle reali dina-
miche dell’impianto in quanto tiene conto delle interazioni provenienti dagli
altri anelli. Un ulteriore vantaggio e` rappresentato dal fatto che, consideran-
do un sistema di dimensioni n×n, si rende necessario identificare soltanto n
funzioni di trasferimento.
Come gia` accennato, questa procedura prevede la predisposizione dei con-
trollori su ciascun loop in sequenza; piu` precisamente si effettua il test del
rele` sul primo loop mentre il secondo e` aperto e si sintonizza il controllore
relativo in accordo alle regole di Ziegler-Nichols o di altro tipo, sfruttando
la conoscenza del guadagno e della frequenza critici derivante dal test con il
rele`.
Posto quindi in automatico il primo loop, si effettua il test del rele` sul secon-
do e quando anche il secondo controllore e` stato opportunamente tarato, si
riparte dal primo loop reiterando la procedura.
Generalmente si trova un nuovo insieme di valori per le costanti di tu-
ning del controllore sul primo anello. La procedura viene ripetuta fino alla
convergenza dei coefficienti dei PID su entrambi gli anelli, generalmente que-
sto avviene quando tali parametri deviano meno del 10% dal valore del ciclo
precedente. In genere cio` si verifica dopo tre o quattro cicli.
Appare evidente come l’approccio appena descritto per grandi linee, renda
il problema semplice, in quanto tratta il sistema MIMO come una sequen-
za di sistemi SISO per i quali l’utilita` e l’affidabilita` della tecnica del rele` e`
garantita.
5.2 Procedura
Si descrive in dettaglio la procedura di autotuning sequenziale per siste-
mi multivariabili. Per semplicita` consideriamo un sistema 2 × 2 in quanto
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l’estensione della procedura a sistemi di ordine maggiore e` immediata.
1. Si effettua il test del rele` sul primo loop, mentre il secondo e` aperto e si
calcolano i valori del guadagno e della frequenza critici Ku1 e ωu1 (vedi
fig. 5.1(a)).
2. Si procede alla taratura dei parametri del controllore PI presente sul
primo anello in accordo alle equazioni:
KC1 =
Ku1
2.2
; τI1 =
2pi
1.2 ωu1
che rappresentano le regole di Ziegler-Nichols.
3. Si effettua il test del rele` sul secondo anello mentre il primo e` in fun-
zionamento automatico, determinando cos`ı i valori di Ku2 e ωu2 (vedi
fig. 5.1(b)).
4. Si procede alla taratura dei parametri del controllore PI presente sul
secondo anello in accordo alle equazioni:
KC2 =
Ku2
2.2
; τI2 =
2pi
1.2 ωu2
5. Si effettua il test del rele` sul primo anello mentre il secondo e` in
automatico (vedi fig. 5.1(c)).
6. Si riparte dal passo 2 e si continua il ciclo fino alla convergenza delle
costanti di tuning.
In figura 5.1 sono rappresentate le fasi principali dell’algoritmo, al fine di
comprendere meglio quanto appena esposto.
Si parte da uno stato iniziale indicato con Init (5.1(a)) e si prosegue con gli
stati S1 (5.1(b)) e S2 (5.1(c)). Se non si e` ancora ottenuta la convergenza
dei parametri, si ripete il ciclo partendo da S1.
61
5.2 Procedura
(a) Configurazione Init.
(b) Configurazione S1.
(c) Configurazione S2.
Figura 5.1: Configurazioni sistema-controllore in sequential tuning.
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5.3 Implementazione
La tecnica di autotuning descritta in precedenza e` stata implementata a mez-
zo del diagramma Simulink sequential_tuning_2.mdl riportato in figura
5.2 e della m-function seq_tun_2.m. Sono presenti poi le rispettive versioni
per i sistemi di ordine 3.
Figura 5.2: Schema Simulink per il tuning Sequenziale.
Nello schema Simulink ritroviamo il blocco valutak analizzato in detta-
glio nel paragrafo 3.3. In questo caso i valori di Pc e Kc forniti dal blocco,
sono prelevati dalla m-function per calcolare i parametri del PID dell’anello
interessato dal test secondo le formule:
 Kci = Kc2.2
Ti =
2pi
2ωc
con ωc =
2pi
Pc

pi = Kci
ii =
Kci
Ti
di = Kci · Ti
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Nel diagramma sono visibili anche i blocchi dei sottosistemi della matrice
delle funzioni di trasferimento e il blocco switch per passare da rele` a con-
trollore PID.
La funzione seq_tun_2.m si occupa di ciclare lanciando la simulazione del-
lo schema iterando per ogni canale e settando via via opportunamente le
variabile dello switch; infine si continua a ciclare ottenendo ogni volta nuo-
vi parametri per i PID fino alla convergenza degli stessi cioe´ finche` la loro
variazione e` inferiore al 10%.
5.4 Simulazioni
Come parte conclusiva del capitolo presentiamo i risultati delle simulazioni di
alcuni tra i sistemi di esempio memorizzati nella cartella system. Il tool una
volta lanciato va a cercare i file contenenti le strutture dei sistemi e carica poi
quello selezionato; per eseguire il tuning con la tecnica sequenziale dobbiamo
selezionarlo nel menu` Tuning Method.
Prima di eseguire operazioni di tuning l’utente dovrebbe studiare il sistema
ed individuare il corretto accoppiamento ingressi-uscite con le tecniche di
pairing e con le bande di Gershgorin viste nei capitoli precedenti.
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Figura 5.3: Interfaccia del tool con i risultati per Metanol Tower.
Esempio 1.
Il primo esempio prende in esame il processo di separazione del metanolo. Le
tecniche di pairing provate su questo sistema suggeriscono l’accoppiamento
in1−out1 e in2−out2 e l’analisi dei diagrammi con le bande di Gershgorin
confermano tale scelta. Il programma visualizza graficamente la matrice
del sistema scelto e dopo aver cliccato sul tasto Tuning viene avviata la
sintonizzazione dei controllori. Ad operazione conclusa si ottengono i valori
dei PID (fig. 5.3) e compaiono i diagrammi delle uscite del sistema durante
la fase di test (fig. 5.4) che mostrano le oscillazioni.
Infine in figura 5.5, vengono mostrati a confronto le risposte al gradino
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Figura 5.4: Uscite del sistema Metanol durante il tuning sequenziale.
del sistema con i controllori appena tarati nel caso si usi o no la componente
derivativa; tale componente come possiamo vedere diminuisce il tempo di
salita e anche il tempo di assestamento. Per simulare la risposta al gradino,
si clicca sul tasto STEP response ed e` possibile scegliere su quale canale
porre il gradino; per default viene scelto il canale piu` veloce individuato dalla
funzione e quello da cui parte la procedura di sintonia.
Ripetendo il test sul sistema Metanol Tower con gli accoppiamenti ingressi-
uscite invertiti possiamo notare che la tecnica sequenziale ottiene risultati
peggiori. Infatti quando si seleziona un accoppiamento non idoneo i para-
metri dei controllori vengono calcolati con errore maggiore e di conseguenza
otteniamo una risposta al gradino non soddisfacente (fig. 5.6). In alcuni
casi la tecnica sequenziale fallisce completamente l’autosintonia se l’accop-
piamento non e` quello corretto perche´ non riesce ad ottenere l’oscillazione
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Figura 5.5: Risposta al gradino con PID e PI a confronto.
del sistema.
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Figura 5.6: Risposta al gradino del sistema Metanol Tower con accoppiamenti inversi.
Esempio 2.
Il secondo sistema preso in considerazione e` di dimensioni 3× 3 ed e` dovuto
a Tyreus. In questo caso affinche´ il tuning dei controllori vada a buon fine, si
deve selezionare l’accoppiamento corretto che per questo sistema e` in1−out1,
in2−out3 e in3−out2.
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Figura 5.7: Interfaccia del tool con i risultati per il sistema Tyreus.
In figura 5.7 viene mostrata l’interfaccia del tool al termine del tuning e
la figura 5.8 contiene i diagrammi della risposta al gradino sul canale 2.
Per questo sistema, la risposta al gradino e` soddisfacente anche se pre-
senta oscillazioni per un certo tempo sul canale al quale e` applicato il gra-
dino. Per quanto riguarda gli altri canali osserviamo disturbi di una certa
consistenza dovuti alle interazioni.
69
5.4 Simulazioni
Figura 5.8: Risposta al gradino del sistema Tyreus.
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Capitolo 6
BLT
6.1 Introduzione
Come e` stato detto, una delle questioni piu` importanti nel controllo di pro-
cessi multivariabili e` la taratura dei controllori in una configurazione con N
anelli di sistemi con un singolo ingresso ed una singola uscita (dove N e` l’or-
dine del processo).
La taratura dei controllori, altres`ı detta tuning, nel caso multivariabile, deve
tener conto delle interazioni tra gli anelli e quindi le tecniche di tuning per
controllori di sistemi SISO non sono efficaci. I guadagni e le constanti dei con-
trollori andranno selezionati in modo da assicurare la stabilita` complessiva
del sistema e buone capacita` di reiezione dei disturbi.
Una tecnica piuttosto semplice e molto comune per la taratura dei con-
trollori PID nel caso MIMO, consiste nella ricerca di un opportuno fattore di
“detuning”; tale valore viene utilizzato per scalare i parametri dei controllori
calcolati, per i vari anelli di controllo, al fine di garantire la stabilita`, senza
tener conto delle interazioni.
Friman e Waller, per esempio, suggeriscono l’utilizzo della ben nota procedu-
ra di “autotuning”, basata sull’introduzione di un rele` nell’anello di controllo,
per stabilire un modello del sistema multivariabile e l’uso di una procedura
“trial and error” per determinare il fattore di detuning.
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Una procedura piu` sistematica per determinare questo fattore e` proposta
da Luyben. Quest’ultima tecnica, nota in letteratura con il nome di BLT,
ovvero “Biggest Log modulus Tuning”, puo` essere vista come una estensione
del classico metodo di Ziegler-Nichols per sistemi ad un solo ingresso ed
una sola uscita, attraverso un fattore calcolato in modo da realizzare un
buon compromesso fra stabilita` e prestazioni del sistema. In particolare tale
fattore viene determinato in modo da verificare la condizione:
Lmaxcm = max
(
20 log10
∣∣∣∣ W(1 +W )
∣∣∣∣) = 2N
dove:
W (s) = −1 + det (I +G(s) C(s))
ed N e` l’ordine del sistema.
La quantita` Lmaxcm rappresenta una misura di quanto il sistema di controllo
risulta essere lontano dalla instabilita`.
Questo metodo di taratura riesce a fornire una adeguata predisposizione
dei controllori nei sistemi multivariabili con poco sforzo da parte del proget-
tista ed un impiego limitato di risorse di calcolo; essa e` stata provata su un
gran numero di sistemi ed ha fornito prestazioni accettabili anche se un poco
conservative.
6.2 Procedura
La procedura della tecnica BLT si articola secondo i seguenti 4 passi:
1. Si calcolano le predisposizioni dei controllori alla Ziegler-Nichols per
ogni singolo anello. Tali parametri devono essere calcolati secondo le
formule:
kZNi =
Kui
2.2
; τZNi =
2pi
1.2 ωui
dove Kui e ωui rappresentano rispettivamente il guadagno e la pulsazio-
ne critici relativi all’i-esimo loop e vengono calcolate o misurate come
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usualmente si fa per sistemi SISO per ogni funzione di trasferimento
sulla diagonale Gii(s), considerando il loop indipendentemente dagli
altri. Tali valori possono essere determinati mediante due tipologie di
test.
La prima consiste nel chiudere ogni funzione di trasferimento diagonale
in anello con un controllore puramente proporzionale e incrementare il
guadagno fino a quando il sistema comincia ad oscillare. Il valore del
guadagno tale per cui l’oscillazione risulta costante e` noto come “ul-
timate gain” e denotato con Kui, mentre la frequenza dell’oscillazione
generata e` nota come “ultimate frequency” ed e` denotata con ωui.
Questo approccio e`, in generale, rischioso in quanto porta l’impianto
nelle vicinanze della condizione di instabilita`, ed inoltre risulta difficile
assicurare che l’ampiezza del controllo resti limitata in modo da non
recare danni all’impianto.
La seconda prevede l’introduzione di un rele` nell’anello di controllo,
cosa che, nella maggior parte dei sistemi di interesse determina l’insor-
gere di una oscillazione permanente.
Alla fine il segnale di controllo sara` un’onda quadra di ampiezza pari a
quella del rele` utilizzato ed avra` un periodo approssimativamente pari
a quello critico considerato nella precedente versione del test. L’uscita
del sistema a regime sara` una sinusoide di ampiezza A.
In questo caso e` possibile ottenere il guadagno critico dalla formula:
kui =
4 h
pi A
dove h e` l’ampiezza del rele` e A quella dell’onda sinusoidale generata
in uscita.
Mediante questo tipo di test il segnale di controllo resta limitato per
tutta la durata dell’esperimento, per cui il rischio di instabilita` e` note-
volmente ridotto.
2. Si introduce un fattore F di detuning, F e` sempre maggiore o uguale
ad 1. Valori tipici di F sono nell’intervallo 1.5 e 4.
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Si dividono tutti i guadagni Kci ottenuti nella prima fase di predisposi-
zione (relativa ai singoli anelli) per il fattore F, mentre i tempi di azione
τi integrale vengono moltiplicati per F:
Ki =
Kci
F
; τi = F τi.
Piu` alto e` il valore di F, piu` il sistema e` stabile, ma le risposte alle va-
riazioni dei segnali in ingresso o ai disturbi risultano piu` lente. Questa
tecnica fornisce delle predisposizioni che danno un ragionevole compro-
messo fra stabilita` (robustezza) e prestazioni (rapidita`) in un sistema
multivariabile.
3. A partire dal valore di tentativo di F e dalle predisposizioni dei con-
trollori viene tracciato il grafico di Nyquist della funzione:
W (jω) = −1 + det (I +G(jω) C(jω)).
Nel caso scalare W(s) coincide ovviamente con GC; infatti essendo
det(I + GC) = ac(0)
ao(0)
il rapporto fra polinomio caratteristico a ciclo
chiuso e polinomio caratteristico a ciclo aperto, questo coincide con
1+W(s).
A partire dall’intuizione e confortati dalla pratica introduciamo la fun-
zione log modulus a ciclo chiuso Lcm:
Lcm = 20 log10
∣∣∣∣ W(1 +W )
∣∣∣∣ .
Il picco nel grafico di Lcm, al variare di ω da zero a infinito, definisce il
piu` alto log-modulus Lpeakcm .
4. Viene variato il fattore F fino a che Lpeakcm = 2N , dove N rappresenta il
numero di ingressi e di uscite del sistema.
Se N=1, ovvero nel caso di sistema a singolo ingresso e singola uscita,
si ha il familiare criterio che impone un massimo modulo a ciclo chiuso
pari a 20dB. Per un sistema 2×2 vale Lpeakcm = 4, mentre per un sistema
3×3 vale Lpeakcm = 6.
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La procedura garantisce la stabilita` dell’intero sistema con tutti gli anelli
chiusi in funzionamento automatico; altres`ı e` garantita la stabilita` del singolo
anello chiuso quando tutti gli altri sono aperti. Quindi si ha una soluzione
per il cosiddetto problema dell’integrita`, anche se le variabili cos`ı calcolate
sono piu` conservative rispetto ai corrispondenti valori di Ziegler-Nichols.
Questa tecnica adotta lo stesso fattore F per tutti gli anelli; se si vo-
gliono pesare diversamente gli anelli e` possibile usare differenti fattori Fi,
i = 1, .., N . Per gli anelli piu` importanti (migliore risposta desiderata a ciclo
chiuso) occorrera` scegliere valori di Fi prossimi ad 1; per quelli meno im-
portanti, valori di Fi piu` elevati. Ovviamente possiamo adottare tecniche di
predisposizione piu` sofisticate utilizzando procedure di ottimizzazione. Ad
esempio in un sistema 2×2 i parametri da predisporre Ki, Ti, i=1,2 sono 4;
la ricerca dei 4 valori puo` essere eseguita nella regione: 0 < Koi ≤ Kci2.2
0 < Tii ≤ 2 pi1.2 ωci
6.3 Diagramma di Nyquist nel caso MIMO
Il criterio di stabilita` di Nyquist puo` essere applicato anche ai processi mul-
tivariabili. La funzione di cui occorre analizzare il diagramma di Nyquist, in
questo caso e`
F (s) = det[I +G(s)C(s)]
dove I e` la matrice identica, G(s) il processo multivariabile considerato e C(s)
il controllore multiloop.
Il numero di volte per cui il grafico di tale funzione circonda l’origine sul
piano di Nyquist e` uguale alla differenza fra il numero di zeri e il numero di
poli a parte reale positiva di F(s). Se il processo in ciclo aperto e` stabile,
nessuna delle funzioni di trasferimento componenti la matrice G(s) presenta
poli a parte reale positiva. Anche i controllori PI costituenti C(s) sono stabili
a ciclo aperto.
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Ovviamente i poli di F(s) coincidono con i poli di G(s)C(s), per cui e`
possibile dedurre che se il processo e` stabile a ciclo aperto, la funzione F(s)
non ha poli a parte reale positiva, percio` il numero di volte per cui il grafico
di F(s) circonda l’origine rappresenta il numero di zeri a parte reale positiva.
Dunque e` possibile enunciare il criterio di stabilita` di Nyquist per siste-
mi multivariabili stabili in anello aperto: “Se il diagramma di Nyquist della
funzione F (s) = det[I+G(s)C(s)] circonda l’origine, allora il sistema a ciclo
chiuso e` instabile”.
Anziche` considerare la funzione F(s) sopra definita, risulta piu` comodo defi-
nire una nuova funzione:
W (s) = −1 + det[I +G(s)C(s)]
e considerarne il grafico sul piano di Nyquist. Nel caso in cui si stia consi-
derando un sistema stabile in anello aperto e tale grafico circondi il punto
(-1,0), allora il sistema a ciclo chiuso e` instabile.
6.4 Implementazione
Passiamo ora a illustrare come e` stata realizzata l’implementazione in Matlab
per questa tecnica di tuning. Ancora una volta si e` resa necessaria la creazione
di schemi Simulink per le simulazioni integrate e gestite da codice contenuto
in m-file che vengono richiamati opportunamente dal tool.
La funzione interessata e` BLTLuyben che al suo interno lancia le fun-
zioni zntune e FLuy. La zntune effettua il test del rele` per ogni anello
del sistema, restituendo i parametri Kzn e TAUIzn calcolati col metodo
di Ziegler-Nichols. Il test viene eseguito su ogni anello singolarmente con-
siderandolo privo di interazioni per avere una prima approssimazione dei
valori dei PID. Lo schema Simulink che realizza tale test e` relaisanello.mdl
mostrato in figura 6.1.
Anche in questo diagramma utilizziamo il blocco valutak gia` visto in
precedenza [3.3].
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Figura 6.1: Schema Simulink per il test del rele`.
La seconda funzione invocata dalla procedura che realizza il BLT tuning
e` la FLuy, la quale ricevendo in ingresso le constanti di Ziegler-Nichols e la
matrice del sistema G, calcola il fattore di detuning opportuno in accordo alle
specifiche viste e aggiorna i parametri. La FLuy cicla lanciando la simulazione
dello schema ord2.mdl (fig. 6.2) per ottenere le uscite del sistema e con il
valore di F aggiorna i parametri del PID considerato. Poi si passa a calcolare
la funzione di trasferimento W (s) = −1 + det(I +G(s)C(s)) e la funzione:
dbmagWblt = Lcm(ω) = 20 log10 |
w
1 + w
|
ed infine si calcola dbmax= Lpeakcm .
Lo scarto del valore di picco del log-modulus dbmax dal valore 4 rap-
presenta la condizione di test del ciclo; se tale scarto e` inferiore a 0.1 si esce
dal ciclo. Quindi riassumendo all’interno del ciclo si compiono le seguenti
operazioni:
1. Si effettua la divisione dei parametri di Ziegler-Nichols per l’attuale
valore del fattore di detuning F.
2. Si costruisce la matrice di trasferimento del controllore con i parametri
assegnati al punto 1.
3. Si calcolano i valori assunti dalla funzione Lcm per ogni valore di fre-
quenza e si memorizzano in un vettore.
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Figura 6.2: Schema Simulink ord2.
4. Si preleva il massimo valore tra quelli calcolati e lo si confronta con il
valore desiderato.
5. Infine si modifica il valore di F secondo una tecnica di bisezione e si
ricomincia il ciclo.
La procedura di BLT tuning realizzata visualizza per ogni variazione
di set-point le uscite del sistema mettendo in risalto i miglioramenti nella
funzione di uscita del sistema ad ogni passo.
6.5 Simulazioni
Come parte conclusiva del capitolo presentiamo i risultati delle simulazioni di
alcuni sistemi, in particolare possiamo confrontare i risultati ottenuti con la
tecnica BLT con quelli ottenuti con la tecnica Sequenziale vista in precedenza.
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Esempio 1.
Il primo esempio preso in esame e` quello del sistema di Wood e Berry. Per
questo sistema l’accoppiamento corretto e` in1−out1 e in2−out2 ottenuto
con gli algoritmi RGA e ROmA e per l’accoppiamento inverso entrambe
le tecniche di tuning falliscono perche´ il test del rele` ottiene oscillazioni non
uniformi. I valori calcolati per i parametri di partenza per il BLT sono falsati
e non si riescono a recuperare con il fattore di detuning.
In figura 6.3 vediamo i parametri dei PID e il fattore di detuning calcolati
dalla procedura.
Figura 6.3: Interfaccia del tool con i risultati per Wood e Berry.
Selezionando la tecnica di BLT nel tool appare la barra in figura 6.4
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Figura 6.4: Barra per la selezione del diagramma da tracciare.
che ci permette di selezionare il tipo di diagramma che vogliamo consultare.
Per default viene tracciato il diagramma che visualizza le variazioni della
funzione di uscita (fig. 6.5), mentre in figura 6.6 possiamo vedere come varia
il diagramma di Bode del sistema durante la fase di sintonia dei controllori.
Figura 6.5: Variazioni sulle uscite del sistema Wood e Berry con BLT tuning.
Infine mettiamo a confronto le risposte al gradino per il sistema Wood
e Berry utilizzando le due tecniche viste, quella sequenziale e la BLT (fig.
6.7). Da tale diagramma si nota come la tecnica BLT abbatta meglio le
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Figura 6.6: Variazioni sul diagramma di Bode del sistema Wood e Berry con BLT tuning.
sovraelongazioni ed abbia un tempo di assestamento minore rispetto alla
risposta ottenuta con la tecnica sequenziale che oscilla maggiormente ed ha
una sovraelongazione maggiore ma guadagna in termini di tempo di salita.
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Figura 6.7: Risposte al gradino per Wood e Berry, BLT e Sequenziale a confronto.
Esempio 2.
Il secondo sistema studiato e` di ordine 3 e si deve a Niederlinski. Analizzan-
dolo con le tecniche RGA e ROmA si determina l’accoppiamento in1−out1,
in2−out2 e in3−out3. I diagrammi di Gershgorin evidenziano anche una
dominanza diagonale a ciclo chiuso. Anche in questo caso cambiando la con-
figurazione ingressi-uscite le prestazioni delle tecniche di tuning degradano
vistosamente.
In questo caso vedremo come si modifica durante il tuning il diagramma di
Nyquist del sistema (fig. 6.9). In figura 6.8 sono evidenziati i valori dei pid
forniti dall’interfaccia del tool.
Vediamo ora a confronto le risposte al gradino ottenute con le sue tecniche
di sintonia (fig. 6.10). Anche per questo esempio valgono le valutazioni del
precedente sulle due tecniche, pero` si nota in questo caso come la tecnica
BLT tenda ad influenzare maggiormente le uscite non interessate al gradino
in ingresso.
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Figura 6.8: Interfaccia del tool con i risultati per Niederlinski.
Figura 6.9: Variazioni sul diagramma di Nyquist per Niederlinski con BLT tuning.
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Figura 6.10: Risposte al gradino per Niederlinski, BLT e Sequenziale a confronto.
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Capitolo 7
Detuning con criteri integrali
7.1 Introduzione
Studi piu` recenti riguardanti la taratura di controllori PID nel caso SISO
propongono un approccio diverso alla risoluzione del problema. L’idea e`
quella di sfruttare degli indici di ottimalita` e calcolare i parametri del PID
in modo tale da minimizzare tali indici.
Elenchiamo gli indici tipicamente utilizzati:
ISE =
∫ ∞
0
e2(t) dt;
ITSE =
∫ ∞
0
t e2(t) dt;
IT 2SE =
∫ ∞
0
t2 e2(t) dt;
IAE =
∫ ∞
0
|e(t)| dt;
ITAE =
∫ ∞
0
t |e(t)| dt.
Il principale svantaggio di questi criteri e` che essi richiedono la conoscenza
della funzione di trasferimento dell’impianto. Il criterio ISE e` forse il piu`
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noto ed e` stato spesso utilizzato nell’ambito del controllo dei processi perche´
l’integrale considerato e` valutabile in modo piuttosto semplice nel dominio
della frequenza.
Questo criterio infatti richiede semplicemente la minimizzazione della funzio-
ne obiettivo:
J(Θ) =
∫ ∞
0
e2(Θ, t) dt =
1
2pij
∫ j∞
−j∞
E(s)E(−s) ds (7.1)
dove con Θ si indicano i coefficienti del controllore PID.
Benche´ l’indice di ottimalita` ISE fornisca un metodo semplice per il cal-
colo dei parametri del regolatore, presenta lo svantaggio non trascurabile che
la sua minimizzazione puo` tradursi in una risposta al gradino che presenti
una sovraelongazione iniziale relativamente piccola, ma un lungo tempo di
assestamento dovuto al fatto che il criterio ISE pesa tutti gli errori allo stes-
so modo, indipendentemente dall’istante di tempo a cui sono riferiti.
Un miglioramento nella risposta al gradino puo` essere ottenuta utilizzando
un criterio di ottimalita` pesato con il tempo, come l’ITSE o l’IT 2SE, poi-
che´ cio` consente di attribuire un peso minore all’inevitabile errore iniziale.
Si e` osservato sperimentalmente che il criterio ITSE consente di ottenere
prestazioni abbastanza simili a quelle ottenute con il criterio ITAE.
La metodologia di tuning descritta in questo capitolo propone una fusione
della tecnica di detuning, ampiamente descritta nel capitolo precedente con
l’utilizzo di questo tipo di indici di ottimalita`. Piu` precisamente, l’idea e` di
utilizzare ancora una volta il metodo di autotuning di Astrom e Hagglund
per determinare delle approssimazioni del guadagno e della frequenza criti-
ci da cui ricavare le costanti di Ziegler-Nichols per tutti i loop considerati
indipendentemente e di modificare poi tali costanti attraverso un fattore di
detuning non piu` calcolato in accordo alla regola di Luyben, ma in maniera
tale da minimizzare uno dei criteri integrali.
Si e` osservato che questo metodo risulta piu` pratico in quanto presenta
il vantaggio di calcolare il fattore di detuning ottimale in tempi brevi senza
dover partire da un valore molto vicino ad esso, cosa che era necessaria nel
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caso della tecnica descritta in precedenza affinche´ l’algoritmo convergesse in
tempi ragionevoli.
7.2 Procedura
Andiamo ad illustrare in modo piu` dettagliato la procedura di selezione dei
parametri dei controllori PID con la tecnica di detunig e il supporto dei criteri
integrali proposti. La procedura prevede cinque passi fondamentali:
1. Calcolo dei parametri di Ziegler-Nichols per ogni singolo loop.
Tali parametri devono essere calcolati secondo le formule:
kZNi =
Kui
2.2
; τZNi =
2pi
1.2 ωui
;
dove Kui e ωui rappresentano rispettivamente il guadagno e la pulsazio-
ne critici relativi all’i-esimo loop considerato indipendentemente dagli
altri.
Tali valori critici vengono determinati utilizzando la tecnica di autotu-
ning sviluppata da Astrom e Hagglund.
Alla fine il segnale di controllo sara` un’onda quadra di ampiezza pari a
quella del rele` utilizzato ed avra` un periodo approssimativamente pari
a quello critico. L’uscita del sistema a regime avra` un andamento si-
nusoidale. Se si indica con A l’ampiezza dell’onda generata in uscita, e`
possibile calcolare il guadagno critico dalla formula:
Kui =
4 h
pi A
;
dove h e` l’ampiezza del rele`.
Mediante questo tipo di test il segnale di controllo resta limitato per
tutta la durata dell’esperimento, per cui il rischio di instabilita` e` note-
volmente ridotto.
2. Si assume, quale valore iniziale del fattore di detuning, F(1) = 1.
87
7.2 Procedura
3. I guadagniKCi vengono calcolati dividendo i guadagni di Ziegler-Nichols
KZNi per il fattore di detuning al passo k-esimo. I parametri rela-
tivi alla componente integrale τZNi vengono calcolati moltiplicando i
corrispondenti parametri di Ziegler-Nichols per F :
kCi =
KZNi
F(k)
; τIi = τZNi F(k).
Dunque il medesimo fattore F viene applicato a tutti gli anelli con
F > 1.
Maggiore e` il valore di F , piu` il sistema e` stabile, ma la risposta al
gradino diventa piu` lenta. I parametri che si ottengono in questo modo
realizzano un compromesso fra robustezza e velocita`. Il fattore de-
ve essere vincolato a restare maggiore di 1 durante tutti i passi di
iterazione.
4. Si calcola il valore di una delle funzioni obiettivo; nel caso si utilizzi il
criterio IAE la funzione e` la seguente:
m∑
i=1
∫ ∞
0
|ei(t)| dt;
mentre, per il criterio ITAE:
m∑
i=1
∫ ∞
0
t |ei(t)| dt;
oppure, per il criterio ISE:
m∑
i=1
∫ ∞
0
e2i (t) dt;
o ancora, per il criterio ITSE:
m∑
i=1
∫ ∞
0
t e2i (t) dt;
o infine, per il criterio IT 2SE:
m∑
i=1
∫ ∞
0
t2 e2i (t) dt;
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dovem rappresenta il numero di anelli da cui e` caratterizzato il sistema;
la funzione ei(t) = ri − yi(t) in cui ri rappresenta il set point relativo
all’i-esimo anello e yi(t) rappresenta l’i-esima uscita del sistema.
5. Si fa variare il fattore di detuning F e si ritorna al passo 3 finche´ la
funzione obiettivo scelta non assuma valore minimo.
7.3 Variante sulla procedura
E’ possibile intervenire sulla procedura del metodo di detuning con criteri
integrali appena presentato e implementare una variante. La variante sulla
procedura e` stata ideata per ridurre l’overshoot1 della risposta al gradino del
sistema e mantenerlo entro un limite prefissato.
La variante implica l’aggiunta di due passi successivi a quelli illustrati nel
paragrafo precedente; al passo 5 e` stato ottenuto un fattore di detuning F
comune a tutti gli anelli ma prima di ritornare al passo 3 si eseguono i seguenti
passi per ottimizzare l’overshoot:
6. Si fa variare solo il fattore di detuning dell’anello sul quale e` applicato
il gradino fino ad ottenere il rispetto delle condizioni sull’overshoot su
questo anello.
7. Si fanno variare gli altri fattori di detuning per minimizzare di nuovo
l’indice di ottimalita`.
7.4 Implementazione
La funzione divFintegraltuncond implementa il criterio integrale; essa in-
voca la zntune, gia` vista in precedenza, e la Ftune. La Ftune prendendo i
parametri iniziali calcolati secondo le regole di Ziegler-Nichols dalla zntune,
calcola il fattore di detunig F ottimo secondo il criterio prescelto e aggiorna i
1Detto anche sovraelongazione e` la differenza tra il valore massimo raggiunto dall’uscita
e il valore finale; normalmente si esprime in % rispetto al valore finale.
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parametri dei controllori. Per far tutto cio` la funzione utilizza lo schema Si-
Figura 7.1: Schema Simulink per il criterio integrale.
Figura 7.2: Schema Simulink per il calcolo dell’indice di qualita`.
mulink integraltunord2.mdl(fig. 7.1) settando opportunamente le variabili
del blocco che calcola l’indice di qualita` (fig. 7.2) e lanciando ciclicamente le
simulazioni. Ad ogni passo si incrementa F e si effettua la simulazione con
i parametri dei PID scalati del nuovo fattore di detunig; dopo si calcola il
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nuovo indice di ottimo e si effettua il grafico delle uscite. Il ciclo termina
quando il valore dell’indice di ottimo cessa di decrescere.
7.5 Simulazioni
Come parte conclusiva del capitolo presentiamo i risultati delle simulazioni
di alcuni sistemi, in particolare possiamo confrontare i risultati ottenuti con
la tecnica del criterio integrale con quelli ottenuti con le tecniche viste in
precedenza.
Esempio 1.
Il primo esempio preso in esame e` il sistema di ordine 2 dovuto a Wardle
e Wood. Per questo sistema le tecniche di pairing implementate nel tool,
individuano l’accoppiamento in1−out1 e in2−out2. Inoltre, le bande di Ger-
shgorin evidenziano una dominanza diagonale marcata rispetto ad altri si-
stemi che si traduce in minore interazioni tra gli anelli. In figura 7.3 sono
messe a confronto le risposte al gradino del sistema al variare degli indici di
ottimo. Possimo notare come con l’indice ITAE, che calcola un F di valore
1, si ottenga una risposta con maggior sovraelongazione e tempo di assesta-
mento rispetto all’uso dell’indice ISE che ottiene un F pari a 1.20. Infine
vediamo come con l’indice di ottimo IT 2AE otteniamo una risposta che e` un
compromesso tra le due precedenti.
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Figura 7.3: Risposte al gradino per Wardle e Wood, indici di ottimo a confronto.
Possiamo aggiungere che gli overshoot si riducono all’aumentare di F e il
tempo di risposta aumenta, si ha una riduzione proporzionale dei valori dei
PID pero` il sistema si allontana dall’instabilita` e diventa piu` robusto.
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In figura 7.4 invece, utilizziamo tutte e tre le tecniche viste per il sistema
e confrontiamo i risultati.
Figura 7.4: Risposte al gradino per Wardle e Wood, le tre tecniche a confronto.
Le risposte ottenute con il metodo di tuning integrale realizzano un com-
promesso tra tempi di risposta e overshoot, con tempi di assestamento un po`
piu` lunghi rispetto alle altre due tecniche. La tecnica di Luyben, presenta
rispetto alle altre un miglioramento in termini di overshoot pagando in ter-
mini di tempi di salita e tempo di assestamento.
Da un confronto con gli andamenti risultanti nel caso sequenziale, si evince
un tempo di salita inferiore controbilanciato da un peggioramento in termini
di overshoot. Quanto detto appare piu` chiaro dall’osservazione della figura
7.4.
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Figura 7.5: Risposte al gradino sul canale 1 per Wardle e Wood, le tre tecniche a
confronto.
In figura 7.5 invece il gradino in ingresso e` posto sul primo canale aven-
do sintonizzato i controllori alle perturbazioni a gradino agenti sul secondo
canale. Il tuning integrale, minimizzando nell’ addestramento del control-
lore l’indice di qualita` che dipende dall’errore rispetto alle perturbazioni in
ingresso ad un canale, paga in termini di sovraelongazioni. Il BLT di Luy-
ben abbatte meglio le sovraelongazioni, tuttavia data la sua caratteristica di
rendere piu` robusto il sistema ad anello chiuso, paga in termini di tempi di
salita. La tecnica sequenziale minimizza le sovraelongazioni con buoni tempi
di salita.
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Conclusioni
8.1 Risultati ottenuti
Nella realizzazione di questo strumento per la simulazione del controllo di si-
stemi MIMO, e` stato possibile evidenziare l’importanza dell’aspetto di iden-
tificazione dei sistemi multivariabili per il loro controllo, in particolare si e`
dimostrato fondamentale determinare un corretto accoppiamento fra le va-
riabili di controllo e di uscita per le operazioni di tuning dei controllori. Tra
le due tecniche implementate per risolvere il problema del pairing il metodo
ROmA ha dato risultati migliori rispetto all’ RGA, mentre tra le tecniche di
autosintonia sono state riscontrate differenti caratteristiche nei risultati che
possono suggerire una scelta a seconda dei casi. Inoltre e` stato dimostrato
che l’adozione di una struttura decentralizzata di controllori PID unita a
metodologie di autosintonia permette di controllare sistemi MIMO complessi
con risultati soddisfacenti.
8.2 Sviluppi futuri
L’identificazione dei sistemi e` un argomento attuale e molto sentito e su di
esso c’e` un lavoro continuo, percio` un primo intervento potrebbe essere quel-
lo di modificare o aggiugere altre tecniche per la risoluzione del problema
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di pairing delle variabili al tool presentato in questo lavoro. Per quanto
riguarda l’aspetto di tuning dei controllori, anch’esso oggetto di fervido stu-
dio, potrebbero essere ideate delle varianti sui metodi di sintonia illustrati
e implemetate altre delle diverse tecniche oggi presenti. Infine sarebbe in-
teressante introdurre altri sistemi nel tool anche di ordine superiore al tre e
aumentare il bagaglio di esperienze simulabili.
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Appendice A
Manuale d’uso
In questa sezione viene descritta l’interfaccia utente del tool realizzato e il
suo utilizzo.
A.1 Caricamento dei sistemi
Il tool di controllo per sistemi multivariabili e` stato programmato in modo che
all’avvio vada a rintracciare tutti i sistemi disponibili per le simulazioni nella
cartella system; legge tutti i nomi nei file .mat e li visualizza nel popupmenu`
(fig. A.1). Il programma ogni volta che si seleziona un nome in tale menu`
carica nel workspace la struttura e visualizza l’immagine della matrice di
funzioni di trasferimento. La struttura ideata per memorizzare i sistemi e`
quella di figura A.2 e quindi per inserire nuovi sistemi non bisogna far altro
che inserire i dati necessari nella struttura, con coefficienti delle funzioni di
trasferimento dei ritardi e altro, e salvare il tutto in un file .mat da inserire
nella cartella system. Al successivo avvio il tool mostrera` nel menu` il nuovo
sistema. C’e` da aggiungere che il tool una volta caricato il sistema seleziona
nel menu` channel il canale piu` veloce in automatico per la successiva fase
di tuning.
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A.2 Fase di pairing
Figura A.1: Interfaccia del tool per la selezione del sistema.
Figura A.2: Struttura dati dei sistemi.
A.2 Fase di pairing
Dopo aver caricato il sistema sarebbe opportuno che l’utente individuasse
l’accoppiamento ingressi-uscite corretto per il sistema prima di effettuare il
tuning. A tal scopo si utilizzano il tastoGershgorin, per ottenere un analisi
della dominanza, e il pannello con le tecniche di pairing facendo calcolare al
tool i giusti accoppiamenti (fig. A.3). E’ comunque possibile inserire diret-
tamente nelle caselle gli indici delle uscite in corrispondenza degli ingressi
manualmente.
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A.3 Fase di tuning
Figura A.3: Interfaccia del tool per il pairing del sistema.
A.3 Fase di tuning
Per eseguire una fase di sintonia dei controllori e` necessario scegliere la tecnica
di tuning dal menu` Tuning Method, scegliere tra controllori PID o PI,
e se la tecnica e` quella integrale scegliere l’indice di ottimalita` tra quelli
visualizzati nel menu` (fig. A.4).
Figura A.4: Interfaccia del tool per il tuning del sistema.
Una volta selezionato le opzioni per il tuning possiamo cambiare il canale
che per primo sara` addestrato e aggiungere un valore di saturazione che andra`
a limitare il segnale in uscita dai PID (fig. A.5).
Infine non resta che cliccare sul tasto Tuning per lanciare la funzionalita`
di autosintonia. Dopo che l’operazione e` conclusa i valori dei PID vengono
visualizzati e il tasto operativo mostrera` la scritta STEP response (fig.
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A.3 Fase di tuning
Figura A.5: Interfaccia per la saturazione, il canale e il tasto operativo.
A.6); se premuto ora avviera` la fase di risposta al gradino per il sistema con
i valori appena calcolati.
Figura A.6: Tasto per la risposta al gradino del sistema.
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Appendice B
Codice
In questa sezione illustriamo i frame di codice delle funzioni principali che
operano nel tool di controllo per sistemi MIMO realizzato.
B.1 s rga.m
Di seguito possiamo vedere una parte del codice della funzione che imple-
menta la tecnica di pairing RGA (cap. 2) con la quale si ricava la matrice
RGA.
function [y,rga,ret] = s_rga (G) % ret = 1 --> DONE
% ret = -1 --> FAIL
for j=1 : G.ordine
for i=1 : G.ordine
H(j,i) = tf(G.num(j,i),G.den(j,i));
end
y(j) = 0;
end
lam = dcgain(H);
lamTinv = (lam’)^(-1);
rga = lam .* lamTinv;
B.2 roma.m
La parte del codice seguente e` della funzione che implementa la tecnica di
pairing ROmA (cap. 3); in particolare si vede il ciclo che lancia le simulazioni
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B.2 roma.m
per il calcolo degli ωij chiudendo l’anello i-j e considerando aperti tutti gli
altri.
function [y,wo,wc,roma_m,ret] = roma(G);
tparziale=0;
toutcompleto=[0];
yout1completo=[0];
yout2completo=[0];
opt=simset(’solver’,’ode15s’,’SrcWorkspace’,...
’Current’,’MaxStep’,0.01,’SaveFormat’,’Array’);
stepvalue=[0 0];
switchr=1;
switchrelay=[tparziale switchr];
.
.
% Calcolo Omega_O (Open-loop)
for i=1 : G.ordine
for j=1 : G.ordine
num=G.num{i,j};
den=G.den{i,j};
rit=G.rit(i,j);%+rit_add;
[rt,tass,setrelay] = rise_time_res(num,den,rit);
tass
maxtime = max(tass,360)
if maxtime > 1000
maxtime = 1000
end
ciclo2=0;
Tc=0;
while Tc == 0 && ciclo2 < 3
[tout,xout,yout]=sim(’roma_wo’,...
[tparziale tparziale+maxtime],opt,switchrelay);
s=size(yout,1);
Tc=yout(s,3);
if Tc == 0
if ciclo2 == 1
den = den .* -1
else
num = num .* -1
end
ciclo2=ciclo2+1
end
end
wo(i,j)=2*pi/Tc
end
end
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B.3 gershgorin.m
La parte del codice seguente e` della funzione che implementa la tecnica delle
bande di Gershgorin (vedi 4.5); in particolare si vede il ciclo che costruisce
per i diversi valori di frequenza i cerchi con raggio specifico sul diagramma di
Nyquist. I parametri di ingresso dd_row e dd_col se sono uguali a 1 indica-
no che le bande di Gershgorin riguarderanno rispettivamente la dominanza
diagonale riga o colonna. Se valgono entrambi 1 allora sara` valutata una
dominanza diagonale simmetrica.
function gershgorin(G,dd_row,dd_col)
.
.
figuretitle=[’Bande di Gershgorin for "’,G.nome,’"’];
set(gcf,’Position’,pos);
set(gcf,’NumberTitle’,’off’);
figuretitle2 = [figuretitle,’ (’,num2str(i),’,’,num2str(i),’)’];
set(gcf,’Name’,figuretitle2);
plotedit(’showtoolsmenu’)
nyquist(Gpade);
hold on;
c = 1;
while c <= SIZE
if dd_row == 1 & dd_col == 1
if h_r1(c) > h_r2(c)
R = h_r1(c)
else
R = h_r2(c)
end
else if dd_row == 1
R = h_r1(c)
else
R = h_r2(c)
end
end
R = R / 2;
x = R * cos(t) + real(h_g(c));
y = R * sin(t) + imag(h_g(c));
plot(x,y,’r’);
h_r1(c) = 0;
h_r2(c) = 0;
c = c+1;
end
end
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B.4 zntune.m
Di seguito possiamo vedere una parte del codice della funzione che imple-
menta il test del rele` con lo schema relaisanello.mdl (vedi 6.4).
function [Kzn,TAUIzn] = zntune (G,mainhandle);
.
while i <= G.ordine
%****** parametri ZN sull’anello di indice i *************
.
.
while Tc==0 && ciclo2 < 3
[tout,xout,yout]=sim(’relaisanello’,[0 handles.timesim],opt);
s=size(yout,1);
Tc=yout(s,3)
if Tc == 0
if ciclo2 == 1
den = den .* -1;
else
num = num .* -1;
end
ciclo2=ciclo2+1
end
end
%* visualizzo le uscite dell’anello di indice i *******
figure(1)
subplot(G.ordine,1,i);
hold off;
plot(tout,yout(:,1),’k’,’linewidth’,2);
s=size(yout,1);
pid_v=get(handles.pid_pum,’Value’);
switch pid_v
case {2,4} % PI
Kzn(i)=yout(s,2)/2.2*sign(handles.setrelay(i)); % K(i,1)=Kc/2.2;
Tc=yout(s,3); % wc=2*pi/Tc;
TAUIzn(i)=Tc/1.2; % Ti=2*pi/(1.2*wc);
case {1,3} % PID
Kzn(i)=yout(s,2)*0.6*sign(handles.setrelay(i)); % K(i,1)=Kc*0.6;
Tc=yout(s,3); % wc=2*pi/Tc;
TAUIzn(i)=Tc/2; % Ti=2*pi/(2*wc);
end
% Td=Ti/4;
% K(i,2)=Kc/Ti;
% K(i,3)=Kc*Td;
i=i+1;
end
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