This work studies slice functions over finite-dimensional division algebras. Their zero sets are studied in detail along with their multiplicative inverses, for which some unexpected phenomena are discovered. The results are applied to prove some useful properties of the subclass of slice regular functions, previously known only over quaternions. Firstly, they are applied to derive from the maximum modulus principle a version of the minimum modulus principle, which is in turn applied to prove the open mapping theorem. Secondly, they are applied to prove, in the context of the classification of singularities, the counterpart of the Casorati-Weierstrass theorem.
Introduction
This work addresses the study of function theory over finite-dimensional division algebras with a unified vision, thanks to the theory of slice functions introduced in [16] .
As explained in [10] , complex holomorphy admits a natural generalization to such algebras: the notion of slice regular function introduced in [11, 12] for the algebra of quaternions and in [13] for the algebra of octonions. The class of slice regular functions includes polynomials and convergent power series of the form f (x) = n∈N x n a n , and it has many useful properties. Quaternionic slice regular functions have been extensively studied: see [9] for a survey of the first phase of their study. Over the octonions, power series have been investigated in [17] , while slice regular functions have been considered in the recent work [23] . A key tool for these studies was a quaternionic result called Representation Formula, [3, Theorem 2 .27], along with the related octonionic result [17, Lemma 1] . The work [16] introduced an innovative approach. On the one hand, it provided a definition of slice regularity valid for functions with values in any alternative * -algebra A. On the other hand, it widened the class under investigation by relaxing the regularity assumptions on the functions. Indeed, it defined the class of slice functions to comprise exactly those A-valued functions (not necessarily differentiable nor continuous) for which the analog of the Representation Formula is valid. This class properly includes the class of A-valued slice regular functions and it provides new tools to study it. For instance, the algebraic properties of slice functions, studied in [18] , have been applied in [19] to the construction of Laurent series and the classification of singularities of slice regular functions.
In the present work, we turn back to the case of finite-dimensional division algebras and study slice functions in detail. In doing so, we encounter both expected and unexpected phenomena. In the second part of the work, we derive some results valid for slice regular functions over finitedimensional division algebras, which had not been proven with the original approach to slice regularity.
In Section 2, we first overview the construction and classification of finite-dimensional division algebras. We then survey the definitions of slice function and slice regular function, along with the basic properties of these functions.
The grounds for our work thus set, we proceed in Section 3 to a detailed description of the zero sets of slice functions over finite-dimensional division algebras. Although their peculiar properties were known for quaternionic slice regular functions, [12, 6, 4, 8, 1] , and for octonionic power series, [13, 17] , we take a step forward and prove them for all slice functions.
Section 4 is devoted to reciprocals (multiplicative inverses) of slice functions over finitedimensional division algebras. We present a brand new representation formula for the reciprocal. We generalize to all such functions a formula of [22, 8, 18] , which linked the values of a quaternionic slice function to those of its reciprocal. This generalization is highly nontrivial and some unexpected topological phenomena appear in the octonionic case.
In the last part of the work, we focus on slice regular functions over finite-dimensional division algebras. In Section 5, we prove the maximum modulus principle and then apply the results about reciprocals to derive a version of the minimum modulus principle. The latter principle is, in turn, applied to prove the open mapping theorem. These results subsume the separate results of [12, 7, 8, 1, 23] .
Section 6 studies the possible singularities of slice regular functions. We make use of the general theory of [19] to classify them as removable singularities, poles or essential singularities, but we add a finer characterization of the essential singularities that is typical of division algebras. We then have two results proven in [22, 8] for quaternions, but new for octonions. The first one is the counterpart of the Casorati-Weierstrass theorem. The second one concerns the analogs of meromorphic functions, called semiregular functions. We prove that semiregular functions form an (infinite-dimensional) division algebra.
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Preliminaries
Let C, H, O denote the * -algebras of complex numbers, quaternions and octonions, respectively. As explained in [5, 24, 2] , they can be built from the real field R by means of the so-called Cayley-Dickson construction:
• C = R + iR, (α + iβ)(γ + iδ) = αγ − βδ + i(αδ + βγ), (α + iβ) c = α − iβ ∀ α, β, γ, δ ∈ R.
• H = C+jC, (α+jβ)(γ +jδ) = αγ −δβ c +j(α c δ +γβ), (α+jβ) c = α c −jβ ∀ α, β, γ, δ ∈ C.
• O = H+ℓH, (α+ℓβ)(γ +ℓδ) = αγ −δβ c +ℓ(α c δ +γβ), (α+ℓβ)
On the one hand, this construction endows the three real vector spaces with a bilinear multiplicative operation, which makes each of them an algebra. By construction, each of them is unitary, that is, it has a multiplicative neutral element 1; and R is identified with the subalgebra generated by 1. All algebras and subalgebras we consider are assumed to be unitary. It is well-known that, while C is commutative and associative, H is associative but not commutative. Moreover, O is not commutative nor associative but it is alternative: the associator (x, y, z) = (xy)z − x(yz) of three elements vanishes whenever two of them coincide. The nucleus N(O) := {r ∈ O | (r, x, y) = 0 ∀ x, y ∈ A} and the center {r ∈ N(O) | rx = xr ∀ x ∈ O} of the algebra O both coincide with R. Alternativity implies the following properties (see [21] ).
• [Moufang identities] For all elements a, x, y of an alternative algebra,
• [Artin's Theorem] In an alternative algebra, the subalgebra generated by any two elements is associative.
• [Power associativity] For all x in an alternative algebra, (x, x, x) = 0, so that the expression x n can be written unambiguously for all n ∈ N.
On the other hand, the Cayley-Dickson construction endows each of C, H, O with a * -involution, i.e., a (real) linear transformation x → x c with the following properties: (x c ) c = x and (xy) c = y c x c for every x, y; x c = x for every x ∈ R. Thus, C, H and O are * -algebras. We point out that (r + v) c = r − v for all r ∈ R and all v in the Euclidean orthogonal complement of R. The trace and norm functions, defined by the formulae
are real-valued. In particular, O is compatible, i.e., its trace function t has values in the nucleus of the algebra. This definition has been given in [18, §1] , along with the following property.
• [ * -Artin's Theorem] In a compatible * -algebra, the * -subalgebra generated by any two elements is associative. Moreover, in C, H and O, 1 2 t(xy c ) coincides with the standard scalar product x, y and n(x) coincides with the squared Euclidean norm x 2 . In particular, these algebras are nonsingular, i.e., n(x) = xx c = 0 implies x = 0. If A = C, H, O, even more is true: if we consider the central cone of A, namely C A := {0} ∪ {x ∈ A | n(x), n(x c ) are invertible elements of the center of A} ,
The trace function t vanishes on every commutator [x, y] := xy − yx and on any associator (x, y, z) (see [18, Lemma 5.6] ). It holds n(xy) = n(x)n(y), or equivalently xy = x y . Every nonzero element x of C, H or O has a multiplicative inverse, namely
For all elements x, y:
• if x, y = 0 then (xy)
As a consequence, each of the algebras C, H, O is a division algebra: any equation ax = b or xa = b with a = 0 admits a unique solution. The special case b = 0 is equivalent to saying that there are no zero divisors. Let us recall the following well-known result:
• [Zorn's Theorem] R, C, H and O are the only (finite-dimensional) alternative division algebras.
From this point on, let A be any of the algebras C, H, O. Let us consider the sphere of imaginary units
which has, respectively, dimension 0, 2 or 6. The * -subalgebra generated by any J ∈ S, i.e., C J = 1, J , is * -isomorphic to the complex field C (endowed with the standard multiplication and conjugation) through the * -isomorphism
The union
coincides with the entire algebra A. If, moreover, A = H, O, then C I ∩ C J = R for every I, J ∈ S with I = ±J. As a consequence, every element x of A \ R can be written as follows: x = α + βJ, where α ∈ R is uniquely determined by x, while β ∈ R and J ∈ S are uniquely determined by x, but only up to sign. If x ∈ R, then α = x, β = 0 and J can be chosen arbitrarily in S. Therefore, it makes sense to define the real part Re(x) and the imaginary part Im(x) by setting Re(x) := t(x)/2 = (x + x c )/2 = α and Im(x) := x − Re(x) = (x − x c )/2 = βJ. It also makes sense to call the Euclidean norm x = n(x) = a 2 + β 2 the modulus of x and to denote it as |x|. The algebra O has the following useful property.
• [Splitting property] For each imaginary unit J ∈ S, there exist J 1 , J 2 , J 3 ∈ O such that {1, J, J 1 , JJ 1 , J 2 , JJ 2 , J 3 , JJ 3 } is a real vector basis of O, called a splitting basis of O associated to J. Moreover, J 1 , J 2 , J 3 can be chosen to be imaginary units and to make the basis orthonormal.
An analogous property holds for H.
We consider on A the natural Euclidean topology and differential structure as a finitedimensional vector space. The relative topology on each C J with J ∈ S clearly agrees with the topology determined by the natural identification between C J and C. Given a subset E of C, its circularization Ω E is defined as the following subset of A:
A subset of A is termed circular if it equals Ω E for some E ⊆ C. For instance, given x = α + βJ ∈ A we have that
is circular, as it is the circularization of the singleton {α + iβ} ⊆ C. We observe that S x = {x} if x ∈ R. On the other hand, for x ∈ A \ R, the set S x is obtained by real translation and dilation from the sphere S. If D is a non-empty subset of C that is invariant under the complex
The class of A-valued functions we consider was defined in [16] by means of the complexified algebra A C = A ⊗ R C = {x + ıy | x, y ∈ A} of A, endowed with the following product:
In addition to the complex conjugation x + ıy = x − ıy, A C is endowed with a * -involution x + ıy → (x + ıy) c := x c + ıy c , which makes it a * -algebra. This * -algebra is still alternative and compatible (see [18, §1.2] ). Let us identify with C the real subalgebra R C = R + ıR of A C , which is the center of A C . Then, for all J ∈ S, the previously defined map φ J : C → C J extends to
Let D ⊆ C be preserved by complex conjugation and consider a function
commutes for each J ∈ S. In this situation, we say that f is induced by F and we write f = I(F ).
If F is R C -valued, then we say that the slice function f is slice preserving.
The term 'slice preserving' is justified by the following property (cf. [16, Proposition 10]): when A = H, O, a stem function F is R C -valued if, and only if, the slice function f = I(F ) maps every "slice" φ J (D) into C J .
The algebraic structure of slice functions can be described as follows, see [18, §2] .
c . This * -algebra is compatible and its center includes all stem functions D → R C . Let Ω := Ω D and consider the mapping I : {stem functions on D} → {slice functions on Ω} =: S(Ω)
Besides the pointwise addition (f, g) → f + g, there exist unique operations of multiplication (f, g) → f · g and conjugation f → f c on S(Ω) such that the mapping I is a * -algebra isomorphism. The * -algebra S(Ω) is compatible and its center includes the * -subalgebra S R (Ω) of slice preserving functions.
The product f · g of two functions f, g ∈ S(Ω) is called slice product of f and g. If f is slice preserving then (f · g)(x) = (g · f )(x) = f (x)g(x) but these equalities do not hold in general. To compute f · g with f = I(F ), g = I(G) ∈ S(Ω), one needs instead to compute F G and then f · g = I(F G). Similarly, f = f c when f is slice preserving but in general f c = I(F c ) with
It coincides with f 2 if f is slice preserving. Formulae to express the operations on slice functions without computing the corresponding stem functions can be given as a consequence of the following representation formula, valid for all f ∈ S(Ω) and for all x = α + βI ∈ Ω (with α, β ∈ R, I ∈ S) after fixing J, K ∈ S with J = K and after setting y := α + βJ, z := α + βK:
In order to state the aforementioned formulae, it is useful to define a function f 
The original article [16] and subsequent papers used the notations v s f and ∂ s f , respectively, and remarked that f
. As a consequence of equality (9) and of the fact that the function Im is a slice preserving element of S(A), for all x ∈ Ω \ R it holds
Notice that f is slice preserving if, and only if, f
• s and f ′ s are real-valued. We now come to the announced formulae for the operations on S(Ω), see [18] . For all x ∈ Ω \ R:
while for all x ∈ Ω ∩ R we have
We now restrict to special subclasses of the algebra S(Ω) of slice functions on Ω = Ω D . First of all, within the * -algebra of stem functions we can consider the * -subalgebra of continuous stem functions F : D → A C . This * -subalgebra induces, through the * -isomorphism I, a * -subalgebra of S(Ω), which we denote as S 0 (Ω). Now suppose Ω is open: then for any J ∈ S the slice
is open in the relative topology of C J ; therefore, D itself is open. We can therefore consider the * -subalgebras of continuously differentiable (C 1 ) and of real analytic (C ω ) stem functions F : D → A C . We denote as S 1 (Ω) and S ω (Ω) the corresponding * -subalgebras of S(Ω). Now, the class considered can be further refined to obtain a generalization of the class of complex holomorphic functions. This class was introduced in [11, 12] for A = H and in [13] for A = O, although we follow here the presentation of [16, 18] . Within the * -algebra of real analytic stem functions F : D → A C , we can consider * -subalgebra of the holomorphic ones, namely those such that
The corresponding * -subalgebra of S ω (Ω) is denoted as SR(Ω) and its elements are called slice regular functions. Equivalently, In the former case, the resulting Ω Dt is called a slice domain because each intersection Ω Dt ∩ C J with J ∈ S is a domain in the complex sense (more precisely, it is an open connected subset of C J ). In case 2, we will call Ω Dt a product domain as it is homeomorphic to the Cartesian product between the complex domain D + t and the sphere S. Thus, any mention of S 1 (Ω), S ω (Ω) and SR(Ω) will imply that Ω is a disjoint union of slice domains and product domains within the algebra A. We point out that, for quaternionic slice regular functions on a slice domain, the original reference for the construction of the algebraic structure and for the representation formula (9) is the work [4] .
The relation between slice regularity and complex holomorphy can be made more explicit. The following result, called the 'splitting lemma', was proven in [13, 16] 
Then f is slice regular if, and only if, for each n ∈ {0, 1, 2, 3}, f n is holomorphic from Ω J to C J , both equipped with the complex structure associated to left multiplication by J. . . x n a n with coefficients a 0 , . . . , a n ∈ A is a slice regular function on A. Every power series of the form n∈N x n a n converges in a ball B(0, R) = {x ∈ A | x < R}. If R > 0, then the sum of the series is a slice regular function on B(0, R).
An analogous result holds for
Actually, SR(B(0, R)) coincides with the * -algebra of power series converging in B(0, R) with the operations
This is a consequence of [12, Theorem 2.7] and [13, Theorem 2.12]. With the same operations, the polynomials over A form a * -subalgebra of SR(A).
Example 2.5. If we fix y ∈ A, the binomial f (x) := x − y is a slice regular function on A. The conjugate function is f c (x) = x − y c and the normal function
2 − x(y + y c ) + yy c coincides with the slice preserving quadratic polynomial
The zero set of ∆ y is equal to S y . Consequently, if y ′ ∈ A, then ∆ y ′ = ∆ y if and only if S y ′ = S y .
Convention
Throughout the paper, all statements concerning S(Ω) and its subalgebras are valid for circular sets Ω in C, H or O. In Section 6, we set A = C, H or O. All proofs are specialized to the octonionic case for the sake of simplicity, but they stay valid when either C or H is substituted for O. All examples are over O, but the displayed functions can be easily restricted to the subalgebras H and C.
Zeros of slice functions
In the present section, we describe the zero sets
of slice functions f ∈ S(Ω). In the special case of octonionic power series, similar results had been obtained in [13, 17] . For quaternionic slice regular functions, see [12, 6, 4, 8, 1] .
In the general setting of slice functions, we use the theory developed in [18] . To do so, the next result will be a useful tool. Let us recall that a slice function f is termed tame if N (f ) is a slice preserving function (see Definition 2.1) and if N (f ) = N (f c ).
Theorem 3.1. Every f ∈ S(Ω) is tame. As a consequence,
for all f, g ∈ S(Ω).
Proof. Let f ∈ S(Ω). The function N (f ) is slice preserving because the quantities
c appearing in Formula (11) are real numbers. Moreover, N (f ) = N (f c ) because the aforementioned quantities are unchanged when f c is substituted for f . This is a consequence of Formula (10) and of the equalities
valid for all a, b ∈ O. Thus, f is tame. The second assertion then follows from [18, Proposition 2.4].
We are now ready to describe the zeros of slice functions f, g on a sphere S x and their relation to the zeros of f c , N (f ), f · g.
Theorem 3.2. If f ∈ S(Ω), then for every x ∈ Ω the sets S x ∩ V (f ) and S x ∩ V (f c ) are both empty, both singletons, or both equal to S x . Moreover,
Finally, for all g ∈ S(Ω),
Proof. Taking into account the compatibility of O, its nonsingularity and equality (5), when A = O we can apply [18, Corollary 4.7 (2) ] to every f ∈ S(Ω) and derive the first assertion and the equality
For the same reasons, [18, Proposition 5.9] applies to all tame f, g ∈ S(Ω) when A = O. By Theorem 3.1, the third assertion follows. Our final remark is that, since N (f ) is slice preserving, V (N (f )) is circular, whence equal to Sx⊆V (N (f )) S x . The second assertion follows.
For all constant functions g ≡ c, we have (f · g)(x) = xc − yc, whence V (f · g) is {y} when c = 0 and it is O when c = 0.
The general picture is much more manifold than the previous example tells. The next result describes the 'camshaft effect' (so called in [17] , which studied the special case of octonionic power series).
4. If S x ∩ V (f ) = {y} and S x ∩ V (g) = {z} for some y, z ∈ S x , then one of the following holds:
vanishes. We point out that in case 4.(b) the point w can be equivalently computed by means of each of the formulae appearing in 2. and 3.
Proof. Taking into account the compatibility of O and equality (5), when A = O we can apply [18, Theorem 5.5 ] to all f, g ∈ S(Ω). Moreover, the inclusions S x ∩ V (f · g) ⊆ {w} appearing in cases 2., 3. The zero sets of slice regular functions can be further characterized, as follows. For J ∈ S, we will use the notations C
Theorem 3.5. Assume that Ω is a slice domain or a product domain and let f ∈ SR(Ω).
• If f ≡ 0 then the intersection V (f ) ∩ C + J is closed and discrete in Ω J for all J ∈ S with at most one exception J 0 , for which it holds f | Ω 
Understanding when N (f ) ≡ 0 implies f ≡ 0 is the same as characterizing the nonsingularity of SR(Ω), which can be done as follows. Proposition 3.8. Assume that Ω is a slice domain or a product domain. Take f ∈ SR(Ω) with
In particular, if Ω is a slice domain, then no element of SR(Ω) can be a zero divisor in S 0 (Ω).
Reciprocals of slice functions
This section treats the multiplicative inverses f −• of slice functions. We will make use of the general theory of [18] but also prove two new formulas for f −• : a representation formula and a formula that links the values of f −• to those of f . The representation formula for f −• is a completely new result. The second formula was only known for the quaternionic case, see [22, 8, 18] .
Our first statement follows immediately from [18, Proposition 2.4], from formula (11) and from Theorem 3.1.
is slice regular if and only if f is slice regular in Ω ′ .
We point out that here and in the rest of the paper the restriction f | Ω ′ is denoted again as f and f −• stands for f | Ω ′ −• . Similarly, the product f · g of two slice functions f, g whose domains of definition intersect in a smaller domainΩ = ∅ should be read as f |Ω · g |Ω . The consistency of this notation is guaranteed by the fact that slice multiplication is induced by the pointwise multiplication of the corresponding stem functions. We remark that if Ω = Ω D is a slice domain and f ∈ SR(Ω) has N (f ) ≡ 0, then V (N (f )
In the sequel, for each n ∈ Z we will denote by (x − y)
•n the n th -power of f with respect to the slice product. For the power (x − y)
•(−n) we might also use the notation (x − y) −•n .
More in general, we will be using the notation f (x)·g(x) for (f ·g)(x) and the notation f (x)
•n for f •n (x) when they are unambiguous. In such a case, x will necessarily stand for a variable. Now let us see how f −• can be represented in terms of f
To this end, the following definition will be useful. 
We point out that the definition is well-posed because O is a compatible * -algebra. 
For all
Proof. Pick any sphere α + βS ⊆ Ω ′ (with α, β ∈ R, β = 0). Let a 1 := f
• s (α + βi) and a 2 := βf ′ s (α + βi) so that f (α + βJ) = a 1 + Ja 2 for all J ∈ S. Consider the slice function
on the same sphere. Then
Thanks to the * -Artin theorem,
Thus, g · f | α+βS ≡ 1. Since Proposition 4.1 guarantees the existence of f −• ∈ S(Ω ′ ), we conclude that
for all J ∈ S, which is our first statement. The second statement follows, for the case x ∈ Ω ′ ∩ R, from the fact that
, it follows from the fact that a 2 = 0 implies, for all J ∈ S, the equality
1 along with the equality f (α + βJ) = a 1 = f
• s (α + βJ). By the same argument we derive the inclusion V (f
) also holds, whence the third statement. We will now study the relation between the values f −• (x) and the values f (x) −1 .
Theorem 4.5. Let f ∈ S(Ω) and suppose that
where
T f is a bijective self-map of Ω ′′ . For all y ∈ Ω ′′ , the restriction (T f ) | Sy is a conformal transformation of the sphere Finally, in all cases described T f −• is the inverse map to T f .
Proof. The first statement for Ω
) is a direct consequence of Theorem 4.4. Let us prove the second statement concerning Ω ′′ . For α, β ∈ R such that α + βS ⊆ Ω ′′ , we know that f (α + βI) = a 1 + Ia 2 for all I ∈ S, with a 1 := f • s (α + βi) and a 2 := βf ′ s (α + βi), and we know that a 2 = 0. At x = α + βI we have that
Now, J ∈ S. Indeed, n(J) = n(I) = 1 because the norm function n is multiplicative. Moreover, since the trace function t vanishes on all associators and commutators,
Consequently,
This quantity coincides with f −• (x) = (N (f )(x)) −1 f c (x) if, and only if,
The last equality is equivalent to each of the following equalities: a 2 , a 1 ) = (I, a 1 , a 2 ) , where we have taken into account formulae (10) and (11) and the fact that t(a 2 ), t(a 1 ) are elements of the nucleus of O. The last equality is true by the alternating property of O. This proves the second statement concerning Ω ′′ . Now let us fix α + βS ⊆ Ω ′′ and prove that (T f ) | α+βS is a conformal transformation of α + βS. By formula (17) , T f (α + βS) ⊆ α + βS. According to Theorem 4.4, equality (15) can be rewritten for x = α + βI and T f (x) = α + βJ as
2 . All affine transformations of O are conformal (see [24, §4.6, p.205] ) and the map ρ(w) = w −1 = |w| −2 w c is conformal on O \ {0}, as it is the composition between the reflection w → w c and the inversion in the unit sphere of R 8 centered at 0. Thus, (T f ) | α+βS is a conformal transformation of α + βS, as desired.
We conclude that T f is a bijective self-map of Ω ′′ because Ω ′′ is a disjoint union of spheres S y (for appropriate y ∈ Ω ′′ ), each mapped bijectively into itself by T f . Now let us prove that T f −• is the inverse map to T f :
by Theorem 4.4. Thus, T f −• is a bijective self-map of Ω ′′ mapping S y into itself for all y ∈ Ω ′′ . By applying formula (15) twice, we get that for all
Since for each y ∈ Ω ′′ the composition T f • T f −• maps S y into itself and f | Sy is an affine transformation of S y into another sphere a 1 + Sa 2 , we conclude that T f • T f −• (x) = x for all x ∈ Ω ′′ . To conclude the proof, let us consider the case when some regularity is assumed for f and let us apply [16, Proposition 7] .
We first deal with the case when f ∈ S 0 (Ω ′′ ). Then f c , f
, the inverse transformation T f −• is continuous, too, and T f is a homeomorphism.
Secondly, we treat the case when Ω ′ is open and f ∈ S ω (Ω ′ ). In this case, f c : Ω ′ → O \ {0} is real analytic and f ′ s extends to a real analytic function Ω ′ → O. If V is its zero set and Ω := Ω ′ \ V then T f extends to a real analytic map on Ω by the same formula (16) . For all x ∈ Ω \ Ω ′′ , we observe that x belongs to the nucleus R of O so that T f (x) = x. This implies both that equality (15) is still fulfilled (thanks to the first statement) and that T f Ω = Ω. The inverse map of T f : Ω → Ω is the analogous real analytic extension of T f −• to Ω. In particular, T f : Ω → Ω is a real analytic diffeomorphism.
The study conducted for quaternionic slice regular functions in [22, Theorem 5.4] 
whenever (x, f c (x), f ′ s (x)) = 0. If this associator vanishes for all x ∈ Ω ′ and f ′ s ≡ 0, then the previous formula extends T f to a bijective self-map of
′ is open and f ∈ S ω (Ω ′ )) with inverse
On the other hand, in the octonionic case equality (18) does not always hold true:
We point out that
where we have taken into account that
The previous example shows that [23, Formula (5.2) ] is only true under additional assumptions, such as those of Remark 4.6. • x belongs to a slice C J that is preserved by f .
The thesis follows by direct computation in both cases. In the second case, we take into account the fact that x, f c (x) and f ′ s (x) all belong to the commutative subalgebra C J . In general, T f does not always admit a natural extension to Ω ′ . Let us begin with a general remark and then provide some examples.
We are now ready to provide an example where T f admits an extension to Ω ′ , though not through formula (18) , and an example where it does not. In both examples, we will use the Leibniz rule (12) for spherical derivatives and the fact that for ∆(x) = x 2 + 1 we have ∆ 
J denotes the inverse of the bijection φ J : D → Ω J , α + iβ → α + Jβ. The Euclidean norm F (z) equals |f (φ J (z))|, whence F has a local maximum point z 0 := φ −1
Since F is holomorphic, it follows from the maximum modulus principle for holomorphic complex maps [20, Theorem 2.8.3] that F is constant in the connected component of D that includes z 0 . As a consequence, f is constant in the connected component of Ω J that includes x 0 .
If Ω is a product domain and
If, on the other hand, Ω is a slice domain then f is constant in Ω J , whence in Ω.
In the case of a product domain, a function that is constant on a half-slice Ω + J may well have a local maximum point.
Example 5.2. Let f ∈ SR(O \ R) be defined by the formula
(using the function of Example 3.6). In particular, g | C
We can see that i is a local maximum point for |g| as follows. First, we observe that
Thus,
If we consider the product domain U := {x ∈ O : |x| 2 < 3| Im(x)|}, which includes i, then
We point out that the same is true if we replace i with any x 0 ∈ U + i , while for V := O \ U and for all y 0 ∈ V + i it holds |g(y 0 )| = 3 = min V |g|.
Before turning towards the minimum modulus principle, we prove a technical lemma (cf. [14, Proposition 6.13] for the quaternionic case).
Lemma 5.3. Let f ∈ S(Ω). Choose y = α + Jβ ∈ Ω (with α, β ∈ R, β > 0, J ∈ S) and let
2. Suppose v ∈ R and set I :=
Im(v)
| Im(v)| . Then the function |f | | Sy attains its maximum at α + βI and its minimum at α − βI. In particular, the maximum and minimum of |f | | Sy are attained at points belonging to the subalgebra A f,y generated by f Proof. For x ∈ S y it holds
If Im(v) = 0 then v, Im(x) = 0 and |f (x)| 2 is constant in S y . Otherwise, |f (x)| 2 is maximal (respectively, minimal) when Im(x) is a rescaling of Im(v) with a positive (respectively, negative) scale factor. Moreover, it does not admit any other local extremum.
We are now ready for the minimum modulus principle. In the quaternionic case, separate results had been proven in [12, 7, 8, 1] . In the octonionic case, [23] considered only the case of a slice regular function whose modulus has a local minimum point in R. For f ∈ SR(Ω), after restricting f to Ω ′ := Ω \ V (N (f )), we will deal with the points of If Ω is a slice domain, then f is constant. If Ω is a product domain then there exists
Proof. Since f (x 0 ) = 0, Lemma 5.3 tells us that f (whence N (f )) has no zeros in S x0 . In other words, S x0 is included in the domain
We consider the set
. If x 0 ∈ K then it holds for all y 0 ∈ S x0 . Proof. We apply Theorem 4.5, Corollary 4.12 and Lemma 5.3 repeatedly. We first observe that 
As a consequence, we can apply the Maximum Modulus Principle 5.1 to f −• at some point y 0 ∈ S x0 . If Ω (whence Ω ′ ) is a slice domain, we conclude that f −• is constant in Ω ′ . Thus, f is constant in Ω ′ , whence in Ω. If Ω is a product domain, we reason as follows.
• The function f −• is constant in the half-slice Ω ′+ I through y 0 . Moreover, the point y 0 (whence I) can be chosen so that the constant is f (x 0 ) −1 . With this choice, every y ∈ W • Let us prove that S is included in a half-plane C + J . By Lemma 5.3, every x ∈ S is included in the subalgebra A f,x generated by f 
As a consequence,
• Example 5.6. Consider again the octonionic polynomial f (x) = −i + (x 2 + 1)(j + xℓ) of Example 4.11. We already saw that the zero set of f
whence the condition f
c ∈ R is only satisfied at S. For each I ∈ S, we saw in Example 4.11 that both (i((Ii)j))j and (i((Ii)ℓ))ℓ are limit points of T f at I. Now let U := B(ℓ, 1/2) and W := T −1 f (U \ S). We will prove by contradiction that, for all I ∈ S, the set W ∪ S is not a neighborhood of I.
If W ∪ S were a neighborhood of I, we would have (i((Ii)j))j, (i((Ii)ℓ))ℓ ∈ U , whence
for some γ, δ ∈ B(0, 1/2). By direct computation, this would imply
Despite such pathological phenomena, Theorem 5.4 allows to establish the next result.
Theorem 5.7 (Open Mapping Theorem). Let f ∈ SR(Ω).
• If Ω is a slice domain and f is not constant, then
is an open map. Moreover, the
• If the fibers f −1 (y 0 ) are discrete for all y 0 ∈ f (Ω), then f is an open map.
Proof. We first deal with the case when Ω is a slice domain and f is not constant. Let U be an open subset of Ω \ V (f ′ s ) or a circular open subset of Ω. Let us prove that f (U ) is open; that is, for each y 0 = f (x 0 ) with x 0 ∈ U , let us find a radius ε > 0 such that the Euclidean ball B(y 0 , ε) is contained in f (U ).
• If U ⊆ Ω\V (f ′ s ), then the point x 0 must be an isolated zero for the function g(x) := f (x)−y 0 in U . Thus, there exists a closed Euclidean ball K := B(x 0 , r) ⊆ U such that g never vanishes in K \ {x 0 }.
• Suppose U ⊆ Ω \ V (f ′ s ) but U is circular. For an appropriate R > 0 we have that K := {x ∈ O | dist(x, S x0 ) ≤ R} ⊆ U and that g never vanishes in K \ S x0 .
We claim that ε := 1 3 min ∂K |g| is the desired radius. Indeed, for all y ∈ B(y 0 , ε) and for all x ∈ ∂K the inequality 3ε ≤ |g(x)| implies
Thus, |f (x) − y| admits a minimum (whence a zero by Theorem 5.4) at an interior point of K. As a consequence, y ∈ f (K) ⊆ f (U ), as desired.
Secondly, let us deal with the case when no assumption is taken on the open domain Ω, but the fibers f −1 (y 0 ) are assumed to be discrete for all y 0 ∈ f (Ω). It suffices to prove that f |Ω 0 is open for each connected component Ω 0 of Ω. As explained in Section 2, Ω 0 is either a slice domain or a product domain. Moreover, the discreteness of the fibers of f guarantees that f is not constant in Ω 0 , nor on any half-slice of Ω 0 . For any open subset U of Ω 0 and for each y 0 = f (x 0 ) with x 0 ∈ U , the point x 0 must be an isolated zero for the function g(x) := f (x) − y 0 in U . As in the previous case, there exists a closed Euclidean ball K := B(x 0 , r) ⊆ U such that g never vanishes in K \ {x 0 } and we can prove along the same lines that f (U ) includes B(y 0 , ε) with ε := 1 3 min ∂K |g|. For quaternions, related results had been proven in [12, 7, 8, 1] and more will appear in [15] . For octonions, the recent work [23] had considered the case of circular open subsets of a slice domain.
We point out that, in the quaternionic and octonionic cases, restricting f to Ω \ V (f ′ s ) (or supposing the fibers are discrete) is essential in order to have an open map.
Example 5.8. The slice regular polynomial f (x) = x 2 has f ′ s (α + βJ) = 2α for all α, β ∈ R with β = 0 and J ∈ S. Thus, f ′ s (extended to O) has Im O as its zero set. Consider the imaginary unit i ∈ V (f ′ s ) and notice that it has distance 1 from C J for all J ∈ S orthogonal to it, e.g., J = k. Thus, the Euclidean ball B(i, 1) does not intersect C k . Because f is slice preserving, f (B(i, 1)) does not intersect C k \ R. As a consequence, f (i) = −1 is not an interior point of f (B(i, 1)) and f (B(i, 1) ) is not open in O.
Singularities of slice regular functions
In this section, we first recall from [19] the construction of Laurent-type expansions and the related classification of singularities as removable, essential or as poles. We then state a characterization of each type of singularity and prove an analog of the Casorati-Weierstrass theorem for essential singularities. Finally, we study the algebra of semiregular functions, namely functions without essential singularities, proving that it is a division algebra when the domain is a slice domain. These results are new in the octonionic case. Over the quaternions, part of the characterization of essential singularities is new, while the other results had been proven in [22, 8] .
Two distinct Laurent-type expansions have been presented in [19] for slice regular functions on an alternative * -algebra. Throughout this section, we continue to focus on an algebra A = C, H or O. In this situation, the sets of convergence of these expansions are balls, or shells,
U(y, r) := {x ∈ A | u(x, y) < r}, U(y, r 1 , r 2 ) := {x ∈ A | r 1 < u(x, y) < r 2 }.
with respect to the distance σ and the pseudodistances τ, u defined as follows on A:
The expansions are based on functions such as those mentioned in Examples 3.3 and 4.2. The first result is [19, Theorem 4.9]: Theorem 6.1. Consider a slice regular function f ∈ SR(Ω). Suppose that y ∈ A and R 1 , R 2 ∈ [0, +∞] are such that R 1 < R 2 and Σ(y, R 1 , R 2 ) ⊆ Ω. Then there exists a (unique) sequence
•n · a n (22) in Σ(y, R 1 , R 2 ). If, moreover, Σ(y, R 2 ) ⊆ Ω, then for all n < 0 we have a n = 0 and formula (22) holds in Σ(y, R 2 ).
The second result is a consequence of [19, Remark 7.4 
]:
Theorem 6.2. Let f ∈ SR(Ω), let y ∈ C J ⊆ A and let r 1 , r 2 ∈ [0, +∞] with r 1 < r 2 such that
for all x ∈ U(y, r 1 , r 2 ), where
If, moreover, U(y, r 2 ) ⊆ Ω, then for all k < 0 we have u k = 0 = v k and formula (23) holds in U(y, r 2 ).
The previous results allow to adopt the following terminology.
Definition 6.3. Consider a slice regular function SR(Ω). A point y is a singularity for f if there exists R > 0 such that Σ(y, 0, R) ⊆ Ω, so that Theorem 6.1 and Theorem 6.2 hold with inner radii of convergence R 1 = 0 = r 1 and positive outer radii of convergence R 2 , r 2 .
In the notations of Theorem 6.1, the point y is said to be a pole for f if there exists an m ≥ 0 such that a n = 0 for all n < −m; the minimum such m is called the order of the pole and denoted as ord f (y). If y is not a pole, then it is called an essential singularity for f and ord f (y) := +∞.
In the notations of Theorem 6.2, the spherical order of f at S y is the smallest even natural number 2k 0 such that u k = 0 = v k for all k < −k 0 . If no such k 0 exists, then we set ord f (S y ) := +∞.
Finally, y is called a removable singularity if f extends to a slice regular function in SR( Ω), where Ω is a circular open set containing y.
Singularities can be characterized as follows.
Theorem 6.4. Let Ω be a circular open set, let y ∈ Ω \ R and set Ω := Ω \ S y . If f ∈ SR(Ω) then one of the following assertions holds:
1. Every point of S y is a removable singularity for f , i.e., f extends to a slice regular function on Ω. It holds ord f (S y ) = 0 and ord f (w) = 0 for all w ∈ S y .
2. Every point of S y is a non removable pole for f . There exists k ∈ N \ {0} such that the function defined on Ω by the expression
extends to a slice regular function g ∈ SR( Ω) that has at most one zero in S y . It holds ord f (S y ) = 2k. Moreover, ord f (w) = k and lim Ω∋x→w |f (x)| = +∞ for all w in S y except the possible zero of g, which must have order less than k.
3. Every point w ∈ S y , except at most one, is an essential singularity, i.e., ord f (w) = +∞. In particular, to check which is the case it suffices to check whether ord f (y), ord f (y c ) are both 0, both finite (but not both 0) or not both finite; or, equivalently, (if J ∈ S A is such that y ∈ C J \ R) whether the function defined on Ω J by the expression
is bounded near y and y c for k = 0, for some finite k or for no k ∈ N.
Proof. We can apply [19, Theorem 9.4 ] to f . Moreover, according to Theorem 3.2, the function g appearing in case 2 can have at most one zero. Finally, from the same theorem and from [19, Lemma 10.7] it follows that in case 3 there can be at most one point in S y that is not an essential singularity for f .
A similar characterization is available for real singularities, see [19, Theorem 9.5] . It is completely analogous to the complex case.
We can now consider the analogs of meromorphic functions. The algebra of semiregular functions can be studied as follows.
Theorem 6.6. Let Ω be a a circular open set. The set SEM(Ω) of semiregular functions on Ω is an alternative * -algebra with respect to +, ·, c .
• If Ω is a slice domain, SEM(Ω) is a division algebra.
• If Ω is a product domain, then SEM(Ω) is a singular algebra, that is, it includes some element f ≡ 0 with N (f ) ≡ 0. However, every element f with N (f ) ≡ 0 admits a multiplicative inverse within the algebra.
Proof. The first statement is derived from [19, Theorem 11.3] . When Ω is a slice domain, [19, Corollary 11.7] tells us that the nonzero tame elements of the algebra form a multiplicative Moufang loop. But in our setting all slice functions f are tame by Theorem 3.1, whence the second statement follows. Finally, if Ω is a product domain then the algebra is singular by Proposition 3.7 (see also Example 3.6). However, every f with N (f ) ≡ 0 admits a multiplicative inverse (still semiregular in Ω) by [19, Theorem 11.6 ], if we take into account again Theorem 3.1.
We are now ready to prove our last result: an analog of the Casorati-Weierstrass theorem for essential singularities.
Theorem 6.7. Let Ω be a circular open set. Let y ∈ Ω and set Ω := Ω \ S y . Suppose y to be an essential singularity for f ∈ SR(Ω). Then, for each neighborhood U of S y in Ω, the image f (U \ S y ) is dense in A.
Proof. We will prove that, if there exist a neighborhood U of S y and a Euclidean ball B(v, r) with r > 0 such that f (U \ S y ) ∩ B(v, r) = ∅ , then y is not an essential singularity for f . We assume, without loss of generality, U to be circular. The previous equality implies that the function g := f − v maps U \ S y into the complement of B(0, r). Now consider g −• , which is semiregular in Ω. By Corollary 4.12, g −• (U \ S y ) = {g(x) −1 | x ∈ U \ S y } ⊆ B(0, 1/r) , whence g −• is bounded near S y . By Theorem 6.4, g −• extends to a regular function on Ω. Using Theorem 6.6 twice, we conclude that g and f are semiregular in Ω, so that y cannot be an essential singularity for f .
