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Abstract 
The HIV epidemic in the past couple of decades has spread at an alarming rate throughout 
Southern Africa. Today the region accounts for roughly one third of all HIV infections, while 
prevalence rates in other areas of sub-Saharan Africa remain low. In the following study, sampled 
sequences from Cape Town, spanning over a 21-year period were used to investigate the 
epidemic history of HIV, which was compared to epidemic trends across Southern Africa. 
Longitudinal sequence data sets were generated from stored patient samples from Cape Town 
through standard molecular techniques. Firstly, these sequences were used to estimate the date of 
origin of the HIV epidemic in Cape Town and to reconstruct a demographic history of the 
epidemic with advanced Bayesian inference methods. These analyses placed the estimated date of 
origin of the Cape Town epidemic around the mid 1960‟s with periods of strong epidemic growth 
observed during the mid 1980‟s and 1990‟s. Secondly, reference strains of HIV from Southern 
African countries were used to estimate the date of origin of the epidemic in the Southern African 
region. These analyses placed the date of origin of the epidemic in the Southern African region 
around the mid 1950‟s roughly ten years before the start of the epidemic in Cape Town/South 
Africa. These sequences were also used for the reconstruction of the demographic history of the 
epidemic in the region. A two phased growth in the HIV epidemic in the Southern African region 
was observed with exponential growth occurring in the mid 1980‟s and 1990‟s. Such findings are 
also supported by HIV prevalence estimates made by some of the leading HIV research centres 
and government health departments. Thirdly, a large number of homologous reference strains 
were used to establish the evolutionary relationship of HIV isolates from Cape Town with those 
from around the world. A close genetic relationship between Cape Town isolates with other 
South African and other Southern African isolates was observed in these analyses. Finally, large 
monophyletic clusters of Cape Town isolates, which was observed during the evolutionary 
inference, were further investigated. After detailed analyses it appears that these transmission 
clusters of HIV-1 have been in circulation amongst the infected population of Cape Town for 
several years or decades.  
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Opsomming 
Die MIV-epidemie het in die afgelope paar dekades teen ´n snelspoed deur Suider-Afrika 
versprei. Een derde van die globale MIV-infeksies kom hiér voor terwyl ander dele van Afrika 
aansienlik minder infeksies aantoon. Verskeie studies skryf dit toe aan onder andere: manlike 
besnydenis, seksuele losbandigheid, migrasie en verskeie politike faktore. Die MIV-epidemie in 
Suider-Afrika word deur ´n enkele subtipe van die virus oorheers (nl. MIV Subtipe C) terwyl 
ander subtipes sirkuleer deur die res van sub Sahara-Afrika. In die opeenvolgende studie word 
DNS-monsters uit Kaapstad (wat oor ´n 20 jaar tydperk strek) gebruik om die oorsprong en 
verloop van die epidemie te bestudeer. Die data van die Kaapstad epidemie word met die 
geskiedkundige verloop van die epidemie in Suider-Afrika vergelyk. 
 
Deur gestoorde bloedmonsters van Kaapstad te gebruik, was DNS-datastelle gegenereer deur 
middel van standaard molekulêre tegnieke. Die DNS-monsters was eerstens gebruik om die 
evolusionêre oorsprong en verloop van die epidemie in Kaapstad te bepaal deur Bayesiaanse 
Markov-ketting Monte Carlo steekproefneming. Volgense die resultate het die epidemie sy 
oorsprong in die 1960‟s. Klein periodes van epidemiese groei kon waargeneem word gedurende 
die 1980's en -90's. Die bevindings is toe vergelyk met die geskiedkundige verloop van die 
epidemie in Suider-Afrika. Die Suider-Afrika epidemie se oorsprong en verloop was afgelei van 
DNS monsters wat verkry is van publieke databasisse en die gebruik van soortgelyke 
Bayesiaanse metodes. Die resultate van die ondersoek het bevind dat die epidemie in Suider-
Afrika in die 1950‟s ontstaan het. In vergelyking toon dit 'n stadiger liniêre groei met kort 
periodes van eksponensiële groei. Verder is ´n standard filogenetiese analise onderneem om die 
evolusionêre verwantskap van die Kaapstad-monsters te bepaal met ander MIV subtipe C isolate.  
Die filogenetiese steekproef toon dat die Kaapstad-monster baie nou verwant is aan ander isolate 
van Kaapstad, Suid-Afrika en Suider Afrika. Buiten hierdie bevindings was transmissie-bondels 
van MIV in Kaapstad ontdek. Na ´n deeglike verdere filogenetiese ondersoek blyk dit of die 
transmissie bondels al vir ´n paar dekades deur die geïnfekteerde populasie van Kaapstad 
sirkuleer. 
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CHAPTER ONE 
INTRODUCTION 
The human immunodeficiency virus (HIV) is arguably one of the most devastating and serious 
health problems facing humanity today. HIV was introduced into human populations through a 
zoonotic transmission of a similar virus called simian immunodeficiency virus (SIV), which is 
commonly found in non-human primates throughout sub-Saharan Africa (sSA) [Hahn et al., 
2000]. This virus was transmitted to human populations roughly a century ago in areas of Central 
Africa [Korber et al., 2000; Worobey et al., 2008]. Since the transmission of the virus to humans, 
HIV spread to various geographical locations before we became aware of the virus existence in 
the early 1980´s. Shortly after the first cases of HIV/AIDS were reported in the United States of 
America (USA) and Europe, similar cases started to be documented amongst individuals in 
countries from Central and Eastern Africa [Clumeck et al., 1984; Serwadda et al., 1985]. These 
new cases of HIV-1 amongst Africans, in comparison to the epidemic in Europe and the USA, 
were largely documented amongst heterosexual individuals.  
Southern African nations, with the exception of South Africa who reported early cases of 
HIV/AIDS amongst urban homosexual men, only started to report their first cases of HIV a 
couple of years after the countries in Central and East Africa [Hira et al., 1989; Reeve, 1989; 
Ingstad, 1990; Vuylsteke et al., 1993; Phits‟ane, 1994; Ojo and Delaney, 1997]. While the HIV 
epidemics in Central and East African countries have remained relatively stable since the 
outbreak of the epidemic, prevalence trends in Southern African countries have grown almost 
exponentially and have only stabilized in recent years [UNAIDS, 2012]. Currently, UNAIDS 
estimates that roughly one out of every three people living with HIV/AIDS in the world resides in 
the Southern African region [UNAIDS, 2012]. 
Another stark contradiction between the HIV-1 epidemics in the sSA region are that the HIV-1 
epidemics in countries in Central and Eastern Africa are caused by a multitude of viral HIV-1 
subtypes, while the epidemic in Southern Africa is predominantly caused by a single subtype 
called HIV-1 subtype C (www.hiv.lanl.gov). Today, HIV-1 subtype C accounts for just over half 
of all the HIV-1 infections in the world [Santos and Soares, 2010]. This may be due to the 
overwhelming prevalence of HIV-1 subtype C in the most severely affected nations of Southern 
African. However, large HIV-1 subtype C epidemics are also found in other areas of the world 
such as: South America (largely in the south-eastern region of Brazil), East Africa (Ethiopia, 
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Kenya, and Somalia), the Indian sub-continent, South-East Asia, and in the Far East [Santos and 
Soares, 2010]. To date, several studies have been conducted on the evolutionary history and 
dynamics of the HIV-1 subtype C epidemics in some countries such as; Malawi [Travers et al., 
2004], Brazil [Bello et al., 2008], Zimbabwe [Dalai et al., 2009], Ethiopia [Tully and Wood, 
2010], the United Kingdom [de Oliveira et al., 2010], India [Shen et al., 2011], Senegal [Jung et 
al., 2012], and Angola [Afonso et al., 2012]. In addition to these studies, which focused on the 
HIV-1 epidemics within countries, two other studies investigated the evolutionary history of the 
global HIV-1 subtype C epidemic [Travers et al., 2004; Novitsky et al., 2010] and the regional 
HIV-1 subtype C epidemic in East Africa [Delatorre and Bello, 2012] respectively. Such studies 
provide valuable insight into the origin and growth of these epidemics.  
However, no evolutionary investigation has been conducted on the HIV-1 subtype C epidemic 
within South Africa. In the following study the evolutionary history, including the estimated date 
of origin of the South African epidemic, as well as the phylodynamic aspects of the epidemic, 
will be investigated. Due to the close relation of the HIV-1 subtype C epidemic in South Africa to 
those in other Southern African countries, it is of importance to compare the evolutionary trends 
of the epidemic in South Africa with those in other Southern African countries. Such a study will 
greatly enhance our current understanding of the HIV-1 subtype C epidemic in South African and 
within the larger Southern African region.  
LITERATURE REVIEW 
In the following section the history of the HIV pandemic, the genomic organization of HIV-1, the 
genetic diversity, factors influencing HIV transmission, as well as phylogenetic methods 
commonly used in the analysis of HIV, will be briefly reviewed. 
1.1. The history of the Human Immunodeficiency Virus 
1.1.1 The start of the global HIV pandemic 
In the early months of 1981, several homosexual men presented with a variety of unusual 
symptoms at different hospitals and clinics throughout the USA. These men suffered from 
opportunistic infections such as; Pneumocystis jiroveci pneumonia (which historically is known 
as Pneumocystis carinii pneumonia or PCP), oral thrush, high viral loads for cytomegalovirus 
(CMV), and a relatively malignant cancer called Kaposi`s sarcoma (KS). Close investigation also 
revealed that the majority of the men had very low T-cell counts, which indicated an immune 
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dysfunction. These opportunistic infections, all coinciding in otherwise healthy young men, 
prompted doctors to submit a paper to be included in the Center for Disease Control and 
Prevention´s (CDC) Morbidity and Mortality Weekly Report (MMWR) weekly newsletter 
[MMWR – June 1981].  
These symptoms all coincided in people from the same demographic and social background, and 
their association with a compromised immune system, in particular lower levels of T-cells 
[Friedman-Kien, 1981], led doctors to believe that they were dealing with a new unknown 
disease. In these early days doctors called this new disease GRID, or Gay-Related Immune 
Deficiency, but by the end of the year similar cases of the disease where starting to appear in the 
heterosexual population [Brennan and Durack, 1981]. 
The first group in the general heterosexual population to present with these unusual symptoms 
were intravenous drug users or (IVDU´s) [Masur et al., 1981]. The second group was young 
Haitian immigrants in the USA [MMWR – July 1982]. Shortly after that, reports of the disease 
were documented amongst haemophiliacs who had been treated with blood and other blood 
products [MMWR – December 1982a]. By the end of 1982 reports of the disease in new born 
babies, who were born to IVDU mothers, were documented [MMWR – December 1982b]. The 
occurrence of the disease in non-homosexual individuals meant that the acronym GRID was no 
longer appropriate. A new term for this illness, Acquired Immune Deficiency Syndrome or 
AIDS, was suggested in July of 1982 at a meeting in Washington D.C. [MMWR – September 
1982]. AIDS turned out to be an appropriate name because when people acquired the condition, it 
led to a deficiency within the host immune system, and because it was a syndrome, with a wide 
range of possible manifestations, rather than a single disease. Over the following years, other 
countries, particularly in Europe and Africa, started to report their first cases of AIDS [Vilaseca 
et al., 1982; Rozenbaum et al., 1982; Clumeck et al., 1984; Weller et al., 1984; Serwadda et al., 
1985].  
In May of 1983, Professor Luc Montagnier and his team at the Pasteur Institute in Paris reported 
that they had isolated a new retrovirus from the lymph node of a patient suffering from AIDS. 
The French team named the new isolated virus LAV for Lymphadenopathy-Associated Virus 
[Barre-Sinoussi et al., 1983]. The findings of the French team were confirmed by research teams 
in the USA [Levy et al., 1984; Gallo et al., 1984, Schüpbach et al., 1984; Sarngadharan et al., 
1984]. Ratner and co-workers independently confirmed that these new viruses, which were 
Stellenbosch University  http://scholar.sun.ac.za
 28 
isolated by the French and American researchers, were similar to one another and also published 
the first fully sequenced genome of the virus [Ratner et al., 1985].   
After 30 years since the first reported cases of AIDS appeared in the USA, more than 60 million 
people have been infected with the virus worldwide and roughly 25 million people have died 
from HIV/AIDS related illnesses [Merson et al., 2008]. Current estimates put the total number of 
people infected in the world today around 35 million people. Every year an additional 2,8 million 
people become infected with the virus and roughly 1,8 million HIV/AIDS related deaths occur. 
The sSA region has been hit the hardest where 28 million are infected with the virus. The 
Southern African region accounts for the highest HIV prevalence rates on the African continent 
(roughly one third of the global burden). The epidemic in the sSA region is driven largely by 
heterosexual transmission of the virus [UNAIDS, 2012].  
1.1.2 The origin of HIV 
HIV is a member of the lentivirus subfamily of retroviruses (Retroviridae) [Desrosiers et al., 
1989]. Recent phylogenetic studies have shown that the virus has been circulating amongst 
human populations for decades before humans became aware of the virus‟s existence in the early 
1980‟s [Korber et al., 2000; Lemey et al., 2003; Lemey et al., 2004; Worobey et al., 2008; 
Wertheim and Worobey, 2009]. In addition to the overwhelming phylogenetic evidence, several 
possible retrospective cases of HIV before the 1980‟s have also been identified [Nahmias et al., 
1986; Frøslash et al., 1988; Garry et al., 1988].  
In 1985, 1172 blood plasma samples, dated between 1950 and 1980 from several African 
countries, were tested for HIV-1 antibodies. Only one of the plasma samples, dating back to 1959 
from a patient from the Central African country of Zaire, now the Democratic Republic of the 
Congo (DRC), tested strongly positive for HIV-1 antibodies in four different assays [Nahmias et 
al., 1986]. More recently the research team of Dr Worobey recovered a number of old specimens 
of HIV from the DRC dating back to 1960 [Worobey et al., 2008]. These samples provide 
credible evidence that the disease has been in humans for some time and also suggests that the 
epidemic might have originated in Africa. 
The true nature and origin of HIV-1 has been a subject of intense study and debate since the 
discovery of the virus in 1983. The first major breakthrough in the race to uncover the origin of 
the virus came in the discovery of similar viruses found amongst non-human primates [Daniel et 
al., 1985]. These simian viruses were collectively termed simian immunodeficiency viruses 
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(SIVs) with a suffix to denote the particular species of origin [Sharp and Hahn, 2011]. The most 
important finding was the discovery that chimpanzees and sooty mangabey monkeys harboured 
SIV strains, which genetically and antigenically were closely related to HIV-1 and HIV-2 
respectively [Hirsch et al., 1989; Huet et al., 1990]. These close relationships between HIV and 
SIV strains provided the first credible evidence that HIV/AIDS emerged in humans as a 
consequence of cross-species infections with lentiviruses from different primate species [Sharp et 
al., 1994]. Subsequent molecular studies of HIV-1 and its three groups (HIV-1 Group M, N and 
O), with a wide range of SIV sequences, confirmed that HIV-1 arose through zoonotic 
transmissions of SIVcpz from chimpanzees (Pan troglodytes) to humans [Santiago et al., 2002; 
Worobey et al., 2004; Keele et al., 2006]. Likewise it has been shown that HIV-2 is more closely 
related to SIVsmm sequences commonly found in sooty mangabeys (Cercocebus atys) monkeys 
[Apetrei et al., 2005; Apetrei and Marx, 2005]. In recent years another HIV-1 variant was 
identified in a Cameroonian migrant who was living in France at the time. Genetic investigation 
of this new HIV-1 variant revealed a close relationship with SIVgor, a Simian Immunodeficiency 
Virus commonly found in western lowland Gorillas (Gorilla gorilla) from Central Africa [Van 
Heuverswyn et al., 2007]. This newly discovered variant was designated to a new tentative 
group, HIV-1 group P [Vallari et al., 2011].  
The timing of the zoonotic events that led to the rise of HIV in human populations has been a 
question for debate. With the use of advanced molecular clock techniques, independent 
researchers estimated the time of the most recent common ancestor (tMRCA) of HIV-1 group M 
in Central Africa at 1908 (with a confidence interval between 1884 – 1924) [Korber et al., 2000]. 
Similar analyses of sequence data from HIV-1 groups N and O have dated the time of origin for 
these groups at 1963 (1948 – 1977) [Wertheim and Worobey, 2009] and 1920 (1890 – 1940) 
respectively [Lemey et al., 2004]. Phylogenetic investigation of HIV-2 sequence data has dated 
the time of origin of HIV-2 groups A and B at 1932 (1906 – 1955) and 1935 (1907 – 1961) 
respectively [Lemey et al., 2003]. 
These dating methods have come under serious scrutiny in the past as some analysts believe that 
viral recombination, which is a common occurrence in the HIV genome, might seriously 
confound such phylogenetic analysis, but recent work on the subject suggest that recombination 
(tough leading to increased variance) is not likely to systematically bias the results of such 
analysis [Worobey et al., 2008]. 
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1.1.3 The history of the epidemic in Southern Africa 
Southern Africa is in the grip of the most devastating HIV/AIDS epidemic in the world. 
According the latest UNAIDS and WHO estimates roughly one-third of the people living with 
HIV/AIDS in the world resides in the Southern African region [UNAIDS, 2012]. To put things 
further into perspective 9 out of the top ten countries for sero-prevalence of HIV-1 in the world 
are Southern African nations (Figure 1.1). Of the estimated 15 million HIV infected individuals 
in the Southern African region roughly 6 million live in South Africa [UNAIDS, 2012]. 
 
Figure 1.1: HIV prevalence rates across the Southern Africa region. Each of the Southern African 
nations and it global position for HIV prevalence is indicated on the map. [Figure authors own art work; data used 
from UNAIDS 2012] 
In 1982, the first reported cases of AIDS in the Southern African region were documented in 
South Africa, amongst two airline workers who worked on regular international flights [Ras et 
al., 1983]. During December 1984, HIV-1 was first isolated at Tygerberg Academic Hospital 
from two patients, diagnosed with the clinical condition known as AIDS [Becker et al., 1985]. 
These early cases were concentrated in the major urban areas of Johannesburg, Cape Town and 
Durban. The majority of these early cases occurred in high-risk groups, such as men who have 
sex with men (MSM) [Sher, 1989]. An HIV-1 sero-prevalence study amongst the MSM 
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community in Johannesburg in the late 1980´s indicated that there was a prevalence of 12.6% 
[Sher, 1989]. These early cases of HIV/AIDS in South Africa were almost exclusively associated 
with the MSM population, but later AIDS cases were documented amongst haemophiliacs [Sher, 
1989].  
In 1984, Zambia became the second Southern African nation to report its first confirmed case of 
AIDS [Hira et al., 1989]. The following year the nations of Malawi, Botswana, and Zimbabwe 
reported their first cases of HIV/AIDS [Reeve, 1989; Ingstad, 1990]. By 1986, Lesotho, 
Swaziland, Angola, Namibia, and Mozambique also reported their first cases of AIDS [Vuylsteke 
et al., 1993; Phits‟ane, 1994; Ojo and Delaney, 1997]. The majority of these HIV/AIDS cases in 
other Southern African countries contrasted sharply with the early documented cases from South 
Africa as they were diagnosed amongst individuals in the general heterosexual population. Only 
in 1987 did South Africa report its first documented cases of AIDS amongst heterosexual 
individuals [Sher, 1989]. These individuals were from rural areas of South Africa working as 
migrant labourers in the gold mines around Johannesburg at the time, where they came into close 
contact with foreign migrant labourers from other Southern African countries.  
By the end of the 1980´s the number of documented cases of AIDS had risen sharply in several 
Southern African countries. By the beginning of the 1990´s, Zambia, Malawi, and Zimbabwe, 
had reported more than 25 000 diagnosed AIDS cases (Table 1.1) [Wiseman, 1998]. However, 
when the number of diagnosed AIDS cases is adjusted for population size other countries such as 
Namibia also showed a surprisingly high infection rate amongst the population [Wiseman, 1998]. 
This was in the early years of the global HIV pandemic when the number of clinically diagnosed 
cases was used to assess the magnitude of the epidemic in a given country. Given the general 
assumption of a 10 year latency period from infection to the development of AIDS like 
symptoms, two hypothetical conclusions can be made about HIV/AIDS in the Southern African 
region: (1) that the number of infected individuals were far greater than the total number of 
patients diagnosed with AIDS by the start of the 1990´s and (2) that HIV/AIDS must have been 
circulating amongst the population of Southern Africa since at least the early 1970´s or possibly 
earlier. 
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Table 1.1: Total number of documented AIDS cases per country and the estimated number of 
AIDS cases per million inhabitants for several Southern African countries by the early 1990´s. 
[Data adopted from Wiseman, 1998] 
Country Diagnosed AIDS cases Rates / Million 
Zambia 29 734 3 457 
Namibia 510 3 188 
Malawi 31 857 3 185 
Zimbabwe 25 332 2 367 
Botswana 1 415 1 010 
Swaziland 413 516 
Lesotho 479 252 
South Africa 3 210 82 
Angola 608 64 
Mozambique 826 54 
Rates / Million = Total number of diagnosed AIDS cases per million inhabitants of each country.  
By the early 1990´s international and national health officials started to estimate sero-prevalence 
trends of HIV by testing women attending antenatal clinics [García-Calleja et al., 2006]. These 
prevalence trends are then used to estimate the population level of HIV prevalence for each 
country or region with the use of complex mathematical models and algorithms such as the 
ASSA 2003 model from the Actuarial Society of South Africa [ASSA, 2003]. HIV prevalence 
rate estimates for various Southern African countries are listed in Table 1.2.  
Table 1.2: Estimated national population level HIV sero-prevalence trends for several Southern 
African countries calculated from antenatal clinic data. The data is presented as the total sero-prevalence 
of HIV in percentage of the total national population [UNAIDS, 2012].  
Country Name 1992 1995 1998 2001 2004 2007 
Angola 1,0 1,6 1,8 1,9 1,9 1,9 
Botswana 7,3 16,6 24,1 26,3 25,8 25,1 
Lesotho 3,3 14,3 23,4 24,5 23,8 23,5 
Malawi 10,5 13,9 14,7 13,8 12,5 11,4 
Mozambique 2,1 4,1 6,7 9,4 11,0 11,4 
Namibia 3,0 7,1 12,5 16,1 16,2 14,3 
South Africa 1,8 6,1 12,9 17,1 18,1 18,0 
Swaziland 4,4 10,6 18,5 23,6 25,5 25,8 
Zambia 14,2 15,0 14,7 14,3 14,0 13,7 
Zimbabwe 17,2 25,1 26,3 23,7 19,8 16,1 
From the epidemiological data available it is clear that the Southern African region has 
experienced two major growth periods in HIV prevalence. During the 1970´s, when HIV/AIDS 
was still unknown to us, and the 1980´s, increases in HIV prevalence rates were the highest in the 
northern most countries of Southern Africa (e.g. Zambia, Zimbabwe and Malawi). During the 
1990´s a second wave in the HIV epidemic took place with massive increases in HIV prevalence 
rates in the southern most countries of the region (e.g. Namibia, Botswana, South Africa, 
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Lesotho, Swaziland and Mozambique). The HIV epidemic in the northern most countries started 
to peak during the late 1990´s after which HIV prevalence rates started to decline significantly 
(Table 1.2). This has been most evident in Zimbabwe were HIV prevalence trends declined from 
its peak at 26,3% in 1998 to 15,3% by 2010 [Halperin et al., 2011]. While HIV prevalence rates 
in the northern most parts of the Southern African region started to decline, HIV prevalence rates 
continued to increase throughout the 1990´s in the other Southern African nations and only 
started to stabilize early in the 21
st
 century [Gouws et al., 2008].  
With the massive role out of antiretroviral (ARV) treatment throughout Southern African 
countries it is expected that more and more infected individuals will continue to live longer. 
Therefore, in the age of highly active antiretroviral therapy (HAART) HIV prevalence rates will 
remain very high, as people live longer, and the incidence (number of new infections per year) of 
HIV may become a more important measure to assess the epidemic.  
1.2 HIV transmission and prevalence trends 
Since the outbreak of the HIV-1 epidemic in sSA, HIV prevalence rates have increased unevenly 
across the region. During the 1980´s HIV prevalence rates were the highest amongst Central and 
East African nations. During the 1990´s HIV prevalence rates had increased dramatically in the 
Southern African nations, while HIV prevalence rates had remained fairly stable in other areas of 
the continent and in some cases even decreased significantly (e.g. in Uganda). This led to major 
discrepancies in the prevalence of HIV across the sSA region. This large north-south discrepancy 
in HIV prevalence trends has been a major focal point of the international HIV research 
community. Several theories have been proposed that could account for the large discrepancies in 
HIV prevalence in the region as discussed in the following sections [Kreiss et al., 1986; Plummer 
et al., 1991; Allen et al., 1993; Yamaguchi, et al., 1994; Decosas et al., 1995; Wollants et al., 
1995; Janssens et al., 1997; Williams et al., 2000; Glynn et al., 2001; Buvé et al., 2002; Quinn 
and Overbaugh, 2005; Abu-Raddad et al., 2006; Baggaley et al., 2010; Paxton, 2010; Fenwick, 
2012]. 
1.2.1 HIV transmission risk and male circumcision 
One of the major epidemiological focal points has been the large discrepancy in the practice of 
male circumcision. The relationship between male circumcision and personal risk for HIV has 
been extensively investigated in the past [Halperin and Bailey, 1999; Drain et al., 2006; Dinh et 
al., 2011]. The potential benefits of male circumcision in reducing the risk of HIV infection were 
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raised as early as 1989 [Bongaarts et al., 1989]. Since then this relationship has become one of 
the most contested fields in the HIV scientific community. Today, it is generally regarded by the 
majority of the scientific community that uncircumcised men are at a higher risk for HIV 
infection.  This is due to the abundance of Langerhans´ cells in the foreskin, which provides a 
larger cell receptor for HIV entry and infection [Dinh et al., 2011]. The incidence of HIV 
amongst uncircumcised men is on average 8 times higher than in circumcised men [Williams et 
al., 2006].  
However, given the large controversy surrounding the role of male circumcision in the global 
HIV pandemic it is still too early to establish what role male circumcision has played in the 
shaping of the Southern African HIV epidemic. Additionally, the benefits of male circumcision 
are limited and do not pose any direct benefit to women in sSA, which are the most severely 
affected group [Baeten et al., 2009]. 
1.2.2 HIV transmission risk and concurrency 
Another major epidemiological focal point has been concurrency between partners in the 
Southern African region. Several studies have shown that even though the average number of 
lifetime sexual partners of Southern Africans may be less than for individuals in other parts of the 
world there is an on-going practice of having multiple sexual partners over an extended period of 
time amongst these individuals [Morris and Mirjam, 1997; Mah and Helperin, 2010; Beyrer et 
al., 2010]. This is generally referred to as sexual concurrency and is a common practice amongst 
Southern African individuals. The cultural practice of having multiple sexual partners, all of 
whom may also have multiple sexual partners, increases the sexual network within a small 
community and may therefore play an important role in the spread of any sexually transmitted 
disease, not only HIV. Although this topic has extensively been researched in the past, recent 
reviews suggest that the large-scale concurrency throughout Southern Africa cannot alone 
account for the discrepancies in HIV prevalence trends throughout the sSA region [Lurie and 
Rosenthal, 2010; Knopf and Morris, 2012].  
1.2.3 HIV transmission risk and the effect of migration 
One of the biggest epidemiological focal points surrounding the epidemic in Southern Africa has 
been the effect of migration on the spread of the HIV epidemic in the region.  South Africa, and 
Southern Africa to a lessor extent, has experience a large degree in seasonal migration of labour 
compounded by political and economic factors, throughout the 20
th
 century.   
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The relationship between HIV and migrancy are particularly complex and may be influenced by 
several factors. Levels of migrant labour are particularly high, but not exclusively confounded, 
amongst rural men. In a study done amongst young rural individuals it was found that the level of 
migrant labourers was as high as 60% for men and 30% for rural women [Williams et al., 2000]. 
However, most men from rural areas tend to migrate over longer distances and for extended 
periods of time than their female counterparts. This result in large disparities in the gender ratio 
in areas that experiencing high levels of seasonal migration (in both the inwards and outwards 
settings). Areas with large disparities in the gender ratio are particularly vulnerable to HIV, when 
compared with areas experiencing lower levels of migrancy [Williams et al., 2000]. In a study 
conducted amongst migrant labourers during the 1990´s, only a small proportion of men 
indicated that they had a regular partner that was living in the area they were working in at the 
time [Williams et al., 2000]. Due to this separation from their regular sexual partners, many of 
these men often engage in casual sexual relationships or solicit the use of a commercial sex 
worker (CSW) in the surrounding community [Decosas et al., 1995]. Those migrant labourers 
who become infected in urban areas may pass the virus on to their partners when they return to 
their rural place of origin. However, data also suggests that the route of transmission may also 
occur from the rural to the urban setting. In a seroprevalence study that was conducted amongst 
discordant migrant couples it was found that 40% of the female companions were infected with 
the virus but not their male spouses [Lurie, 2000].  
The extent of migrant labour in other areas of sSA, outside of the Southern African region, is not 
well known and less understood. It can be hypothesized that Southern Africa, due to its relative 
economic prosperity in comparison with the rest of the sSA region may experience higher rates of 
migrant labour. Therefore migration, compounded by economic and political factors, in Southern 
Africa may provide a relative good explanation as to how HIV has spread so far and so quickly 
across the region.  
1.2.4 HIV transmission risk and the role of political factors 
In recent years another major epidemiological focal point within the HIV research community 
has been the effect of political factors on the spread of HIV/AIDS in various countries or regions 
[Mendelson and Carballo, 2001]. Traditionally the consensus of the international HIV research 
community has been that political instability (e.g. wars, conflict, or civil unrest) could 
significantly increase the transmission and spread of HIV amongst local communities [Mock et 
al., 2004]. This view was largely based on factors that could increase personal risk to infection 
Stellenbosch University  http://scholar.sun.ac.za
 36 
during such times. For instance, during conflict situations the government may be limited in its 
ability to provide basic medical services [Mock et al., 2004]. This inability may lead to increases 
in other sexually transmitted infections, malnutrition and malaria, as well as a decrease in the 
efficacy of HIV prevention programs, all of which have been linked to increased susceptibility to 
HIV infection. Additionally, conflict situations may lead to an increase deterioration of family 
structures and social values [Asenkeyne et al., 2002]. Similarly, conflict may also lead to 
increases in gender-based violence [Wollants et al., 1995; Mendelson and Carballo, 2001]. These 
are all factors that may increase personal risk for HIV infection.  
However, in recent years several studies have been published which report no significant 
correlation between combat situations and increases in HIV prevalence amongst the population 
[Spiegel et al., 2007; Paxton, 2010]. Even more surprising in some of these studies was that the 
researchers found more significant increases in HIV prevalence trends in politically more stable 
countries and countries who experience major political change towards a more democratic and 
representative form of government [Paxton, 2010]. This could potentially prove to be a key factor 
in the HIV epidemic in the Southern Africa region, as the region experienced the biggest 
increases in HIV prevalence trends following the political stabilization of the region during the 
1980´s and early 1990´s (e.g. the end of Apartheid, the independence of Namibia, the end of 
South African military involvement in southern Angola, the end of the Mozambican civil war, 
and the end of the Rhodesian war of independence).  
1.3 The genomic organization of the structural genes of HIV-1 
The genome of the human immune virus is approximately 9.2-kilo base pairs (kbp) long, which is 
flanked by long terminal repeats (LTR‟s) on both sides [Krebs et al., 2001]. Within the genome, 
there are several open reading frames, which code for the various proteins of the virus. As with 
most other retroviruses the genome of HIV-1 encodes for three main types of proteins: gag, pol 
and env [Gelderblom, 1997]. HIV however does carry a large number of accessory genes that are 
smaller in size such as tat, rev, nef, vif, vpr and vpu (for HIV-1) or vpx (in the case of HIV-2) all 
of which have different functions [Cullen, 1998]. A diagrammatic representation of the genomic 
layout of HIV-1 is indicated in Figure 1.2. 
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Figure 1.2: A diagrammatical representation of the genome layout of HIV-1. All three reading 
frames with all the most important genes are shown. All start and stop coordinates of genes on the diagram 
corresponds to that of the HXB2 reference strain [Adapted from Watts et al., 2009]. 
The gag gene codes for the capsid of the virus [Göttlinger, 2001]. The gag gene, which is roughly 
1500 base pairs (bp) long, is transcribed in one single fragment, which is then spliced into the 
various polyproteins [Göttlinger, 2001]. The gag p24 part of the gene makes up the viral capsid 
whereas the gag p6 and gag p7 parts code for the nucleocapsid and gag p17 provides a protective 
matrix [Henderson et al., 1992].  
The pol gene is a common feature of retroviruses [Coffin et al., 1997].  As with the gag gene, pol 
is transcribed in a single protein, which is then spliced into the four functional polyproteins: 
reverse transcriptase, the RNase, the integrase and the protease [Wlodawer et al., 1989]. The 
function of the reverse transcriptase gene is to transcribe the viral RNA to double stranded DNA 
[Kohlstaedt et al., 1993]. The protease gene is responsible for the cleaving/splicing of large 
protein segments of gag, pol, env, and nef into the separate functional units [Nicholson et al., 
1995]. The integrase fragment of the pol gene is responsible for the integration of the double 
stranded viral DNA into the host cells genome [Lodi et al., 1995].  
The env gene encodes for a precursor protein, gp 160, which is spliced by the host cellular 
enzymes into the two functional proteins gp 120 and gp 41 [Wyatt et al., 1998; Kim et al., 1998]. 
Env gp120 is exposed on the surface of the viral envelope and binds the virus to the CD4 
receptors on the surface of any target cells [Wyatt et al., 1998]. The glycoprotein gp41 is non-
covalently bound to gp120, and facilitates the second step of viral entry into the target cells 
[Hunter, 1997; Kim et al., 1998]. The gp41 is originally found inside the viral envelope, but when 
gp120 binds to the CD4 receptor, gp120 undergoes a conformational change causing gp41 to 
become exposed on the viral envelope, where it can assist in the fusion of the virus with the host 
cell [Wyatt et al., 1998].  
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1.4 Genetic diversity of HIV-1 
HIV is characterized by a high degree of genetic variation driven by a wide range of factors, such 
as the lack of a proofreading ability by its reverse transcriptase [Preston et al., 1988], the rapid 
turnover time of HIV-1 in vivo [Perelson et al., 1996], host selective pressures [Rambaut et al., 
2004], and recombination events in dually infected patients [Rambaut et al., 2004]. The rate of 
sequence variation across the genome of HIV varies, with the highest degree of sequence 
variation in the env gene, intermediate amounts in the gag and a low degree in the pol gene 
[Shankarappa et al, 1999].  
Genetic classification of HIV is based on a phylogenetic system, which means that viral isolates 
are grouped into a subtype based on their inferred evolutionary relationship [Butler et al., 2007], 
rather than on other characteristics such as serological reactivity, phenotype, co-receptor usage 
and many other possible biological characteristics, which are routinely used for the classification 
of other viruses. This method sets HIV subtype classification apart from other older viral 
pathogens where serological subtyping is the norm.  
HIV-1 group M is the major epidemic strain of HIV today and has spread across the world. HIV-
1 group M can be divided into 9 main subtypes (Subtypes A, B, C, D, F, G, H, J, and K). Several 
of these subtypes can be divided into sub-subtypes such as subtype A (A1, A2, and A3) and F (F1 
and F2) [Santos and Soares, 2010]. Viral recombination also forms a major part of the genetics of 
HIV. To date several circulating recombinant forms (CRF) and unique recombinant forms (URF) 
have been identified, the most important of which are CRF01_AE and CRF02_AG [Murphy et 
al., 1993; Carr et al., 1996; Carr et al., 1998].  
In some cases, HIV-1 subtypes can be linked to a specific geographical region or epidemiological 
risk group. These distribution patterns of HIV-1 are either the consequence of accidental 
trafficking or due to a prevalent route of transmission, which results in a strong advantage for a 
specific subtype to become dominant within a certain region or country [Santos and Soares, 
2010]. Molecular epidemiology studies have shown that, with the exception of the sSA region 
where most of the existing HIV-1 Group M subtypes and recombinants can be found, there is a 
specific geographic-demographic distribution pattern (Figure 1.3) for HIV-1 subtypes [Santos 
and Soares, 2010].  
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Figure 1.3: Global distribution of different HIV-1 subtypes and circulating recombinant forms. 
Subtype B dominates the epidemic in the Americas, Australia, Europe, and the Eastern parts of Asia. Subtype C 
dominates the regional HIV-1 epidemics in Southern Africa, the Horn of Africa, and the Indian sub-continent and the 
south-eastern parts of Brazil. Subtype A is the most prominent viral form of HIV in the countries of the former 
Soviet Union and in parts of Central and East Africa. Additionally, the circulating recombinant forms CRF01_AE 
and CRF02_AG are the most prevalent viral forms in South East Asia and West Africa respectively. [Adopted from 
Santos and Soares, 2010].  
The latest epidemiological data indicates that the most prevalent genetic variants of HIV-1 are 
subtypes A, B, and C, with HIV-1 subtype C accounting for just over half of the global HIV-1 
infection burden [Santos and Soares, 2010].  
HIV-1 subtype A for example is the most prevalent form of HIV-1 in areas of Central and 
Eastern Africa and within member countries of the former Soviet Union [Santos and Soares, 
2010]. In the east and central African countries this viral subtype of HIV-1 is predominantly 
spread via heterosexual contact whereas in the countries of the former Soviet Union the 
predominant mode of infection is via intravenous drug users [Ingram, 1996; Naganawa et al., 
2002]. Areas where HIV-1 subtype A co-circulate with other viral genetic forms of HIV-1 have 
seen the rise of recombinant viral forms containing fragments of both subtype A and the other 
subtypes of HIV-1. Examples of these areas of co-circulation are Eastern Europe where AB viral 
recombinants (CRF03_AB) have emerged [Liitsola et al., 1998; Lukashov et al., 1999].  
HIV-1 subtype B is the major genetic clade of HIV-1 circulating in Western Europe, the 
Americas, Japan, and Australia, but it can also be found in large numbers in countries in 
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Southeast Asia, Northern African, and the Middle East and amongst the homosexual populations 
within South Africa and the Russian Republic [Santos and Soares, 2010]. HIV-1 subtype B was 
the first major subtype of HIV to be isolated and characterized. It was introduced from Central 
Africa into the Caribbean country of Haiti, where it subsequently spread to the MSM population 
of the US and the rest of the industrialized world [Gilbert et al., 2007]. 
HIV-1 subtype C is the predominant form of HIV-1 in the countries of Southern Africa 
(excluding migrants from other areas of Africa or the homosexual population of South Africa), 
the Horn of Africa (Ethiopia, Eritrea and Somalia) and the Indian subcontinent [Santos and 
Soares, 2010]. Smaller subtype C epidemics has also emerged in areas of China and Brazil where 
this particular viral form is predominantly associated with intravenous drug users [Santos and 
Soares, 2010]. 
1.5 HIV-1 subtype diversity in Africa 
The African continent is home to nearly two thirds of the people living with HIV/AIDS in the 
world [UNAIDS, 2012]. The central African region is widely accepted as the place of origin of 
HIV-1 [Vidal et al., 2000]. A large amount of genetic variation has occurred within the HIV-1 
genome since the emergence of the virus in the region and a multitude of subtypes and circulating 
recombinant forms can be found within the region [Rambaut et al., 2004]. This degree of genetic 
diversity can be attributed to the founding of small isolated regional epidemics, which diverged 
over the course of several years in isolation. The distribution and occurrence of different subtypes 
within the African population are not linked to particular lifestyle habits, as they would be in 
other parts of the world. However, certain geographical regions within the African continent are 
home to particular subtypes, which is possibly due to founder effects. 
In the central part of Africa a large degree of HIV-1 genetic variation can be found. This is 
largely due to the fact that the central African region is the place of origin of the global HIV-1 
pandemic [Vidal et al., 2000]. In the eastern parts of the African continent, HIV-1 subtype A1 
and D are the most prevalent forms of HIV circulating amongst the infected population, though 
HIV-1 subtype C has in recent years become increasingly important [Torques et al., 1999; Tapia 
et al., 2003; Lwembe et al., 2009; Nofemela et al., 2011].  
Recombinant form CRF02_AG is the most important genetic variant of HIV circulating in the 
west-central region of the African continent in countries such as Cameroon, Gabon, the Congo 
and Nigeria. Since the emergence of CRF02_AG this viral form has become important in the 
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global epidemiology of the virus and today accounts for up to 4.6% of global infections. Initially 
the recombinant form CRF02_AG was described as a divergent lineage within HIV-1 subtype A1 
(based on partial gag and env sequence data), but after full genome analysis of these isolates was 
obtained it was recognized as a complex mosaic virus of alternating subtype A1 and G fragments 
[Imamichi et al., 2009; Ajoge et al., 2011]. CRF02_AG has also been identified in North African 
countries (Libya), which can be attributed to the increased movement of people from central-west 
Africa, via Northern Africa to Europe [Myriam et al., 2001; de Oliveira et al., 2006].   
In other Northern African countries (Egypt, Algeria, Tunisia, and Morocco) HIV-1 subtype B is 
the most prevalent from of HIV circulating in the infected population [Myriam et al., 2001]. 
The HIV-1 epidemic in Southern Africa is largely dominated by HIV-1 subtype C where it 
accounts for more than 90% of all the infections in the region. In the largest country in the region, 
South Africa, there are two very distinct epidemics, which only seldom intermingle. HIV-1 
subtype B and to a lesser extend subtype D viral forms are largely associated with infections 
amongst the homosexual epidemic in South Africa [Engelbrecht et al, 1994; Becker et al, 1995; 
Loxton et al, 2005]. HIV-1 subtype C however, is overwhelmingly associated with the 
heterosexual epidemic in South Africa, where it accounts for nearly 95% of all infections 
[Williamson et al, 1995; van Harmelen et al, 1997]. In recent years several papers has also been 
published on other viral forms of HIV-1 such as: HIV-1 subtypes A1, F1, G, K, some circulating 
recombinant viral forms (CRF02_AG) and several unique recombinant forms [Engelbrecht et al., 
1999; van Harmelen et al., 1999; Hunt et al., 2001; Engelbrecht et al., 2001; Bredell et al., 2002; 
Scriba et al., 2001; Gordon et al., 2003; Bessong et al., 2005; Jacobs et al., 2006; Bredell et al., 
2007; Jacobs et al., 2008; Huang et al., 2009; Jacobs et al., 2009; Wilkinson and Engelbrecht, 
2009; Papathanasopoulos et al., 2010; Fish et al., 2010; Iweriebor et al., 2011; Wilkinson et al., 
2013 in press]. However, these rare viral forms of HIV-1 contribute less than 1% of the epidemic 
in South Africa.  
HIV-1 subtype C is also responsible for the overwhelming majority of infections in other 
Southern African countries. In Botswana, Zimbabwe, Malawi, and Swaziland HIV-1 subtype C 
accounts for over 99,0% of all viral genotyped isolates [Papathanasopoulos et al., 2003; Lihana et 
al., 2012]. Even in Zambia, the Southern African country with the largest degree of genetic 
diversity, HIV-1 subtype C accounts for over 90% of all infections [Papathanasopoulos et al., 
2003; Lihana et al., 2012]. The rest of the non-subtype C isolates in Southern African countries is 
largely made up of HIV-1 subtype A, D or complex viral recombinant forms [Novitsky et al., 
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2000; McCormack et al., 2002; Novitsky et al., 2007; Gnanakaran et al., 2010; Campbell et al., 
2011]. 
1.6 Phylogenetic analysis and HIV 
HIV was discovered when modern molecular biology and phylogenetic methods became widely 
used. Therefore, the advances in molecular biology such as, DNA amplification and sequencing, 
as well as advances in computer technology and evolutionary biology, have revolutionized HIV 
based research. Since a large variety of different phylogenetic methods are widely used 
throughout the course of this study it is of importance to briefly introduce some of the basic 
concepts of modern phylogenetic practices.  
1.6.1 An introduction to phylogenetics 
Phylogenetics forms a small part of modern evolutionary biology. Traditionally, the evolutionary 
relationships between taxa or species were inferred from phenotypic differences or similarities, 
since the days of Charles Darwin. In the early days these trees were drawn by hand and the 
branching order between the different taxa was based on observed phenotypic differences or 
similarities. In the late 1950‟s and early 1960‟s two critical technological advances gave a new 
impetus to modern phylogenetics. These were the advancements in molecular biology (nucleic- 
and amino acid sequence composition) and the development of large centralized computers, 
which were powerful enough to handle complex computations. With the genetic information and 
computational power now readily available, scientists set out to develop algorithmic means of 
analysing the genetic data to infer evolutionary relationships. 
The first major breakthrough came with the development of parsimony methods of inferring 
evolutionary relationships in the early 1960‟s [Edwards and Cavalli-Sforza, 1963]. This method 
is rooted in the assumption that the evolutionary tree that requires the least number of changes to 
explain the current set of data would be the best possible tree topology (most parsimonious). 
Since the development of parsimony methods, several algorithmic processes have been 
developed to infer evolutionary trees. These include the edition of the unweighted pair group 
method with arithmetic means or UPGMA [Sokal and Michener, 1958; Murtagh, 1984], the 
Maximum Likelihood method [Edwards and Cavalli-Sforza, 1964], the Fitch-Margoliash method 
[Fitch and Margoliash, 1967], the Neighbor-Joining method [Saitou and Nei, 1987], the 
Minimum Evolution method [Rzhetsky and Nei, 1992; Rzhetsky and Nei, 1993], and lastly the 
Bayesian method [Rannala and Yang, 1996; Yang and Rannala, 1997; Mau and Newton, 1997; Li 
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et al., 2000] of tree inference. These various techniques can broadly be divided into two main 
categories (Table 1.3) based on the kind of data they use to infer tree topologies: distance based 
methods and character based methods [Hall, 2008; Salemi and Vandamme 2003].  
Table 1.3: Summary of the various methods of tree construction.  
Method Optimality search criterion Clustering algorithm 
Distance based methods 
Fitch-Margoliash UPGMA 
Minimum Evolution Neighbor-Joining 
Character based methods 
Maximum Parsimony 
  Maximum Likelihood 
Bayesian Inference 
In the following section, some of the most widely used methods of tree inference will be 
discussed. However, the construction of a phylogenetic tree is in some cases the final product of 
any phylogenetic investigation. Several important steps precede the inference of a phylogenetic 
tree topology (Figure 1.4).  
One of the first steps in any phylogenetic investigation is the retrieval of relevant genetic 
information to compare against newly sequenced information. The next step involves the aligning 
of the different sequences with one another in order to obtain position homology. Thirdly some 
assumption about the evolutionary process needs to be made. For this an appropriate model of 
nucleotide substitution needs to be selected. Finally the sequence alignment and the inferred 
model of substitution can be used to infer an evolutionary relationship [Baldauf, 2003]. A 
schematic breakdown of the basic steps involved in any phylogenetic investigation is presented in 
Figure 1.4. These basic steps (steps 1 to 4) in any phylogenetic inference will be introduced 
briefly in the following section (section 1.6.2 – 1.6.4).  
Stellenbosch University  http://scholar.sun.ac.za
 44 
 
Figure 1.4: A breakdown of the basic steps involved in any phylogenetic investigation.  The 
diagram illustrates the basic steps involved in the generation of a phylogenetic tree [Authors own artwork]. 
1.6.2 Retrieving of relevant genetic information  
The goal of any phylogenetic analysis is to establish the evolutionary relationship between newly 
sequenced data and other known sequences. One of the first steps in any phylogenetic analysis is 
to obtain reference sequences to compare to newly sequenced data in order to establish the 
evolutionary relationship of the newly sequenced information.  
The aim is therefore to obtain enough genetic information that shares a close genetic relationship 
with the new sequence(s) of interest. However, it is important to understand the difference 
between homology and similarity where sequence information is concerned. Genetic similarity 
merely reflects the proportion of sites over the length of sequences that are identical [Koonin, 
2005]. Homology on the other hand implies that two taxa or sequences are descended from a 
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common ancestor and thus will imply that in a sequence alignment identical residues at a site are 
identical by descent [Koonin, 2005]. 
The easiest method to obtain homologous sequence information is to use the Basic Local 
Alignment Search Tool or BLAST method [Altschul et al., 1990]. BLAST uses the input 
sequence as a query to search databases for any protein or nucleic acid sequence that share 
similarity. After the search is complete the program will produce a list of sequences that it found 
to be similar to the query sequence. The BLAST program also produces an E value for every 
“hit”, which indicates the level of confidence in that particular result. If a sequence E value is 
below 0.1, one can assume with high confidence that the sequence will be a homologue to your 
query sequence [Altschul et al., 1990].  
Currently, the majority of genetic information is stored in online sequence databases, either in a 
nucleic acid or amino acid format. There are a large number of sequence databases in existence, 
the most important of which are: GenBank (at NCBI), EMBL (European Molecular Biology 
Laboratory), and the DDBJ (DNA Data Bank of Japan) [Learn et al, 1996]. Other specialized 
databases exist for sequences only associated with a single organism or research topic such as, 
the HCV database (containing Human Hepatitis C Viral sequences), and the HIV database 
(containing sequences of HIV and other related lentiviruses) [Rodrigo and Learn, 2001]. Most of 
these sequence specific online databases allow users to search the database for homologous 
sequences directly through the BLAST application.  
1.6.3 Sequence alignments 
In bioinformatics, a multiple sequence alignment is a method of arranging the different sequences 
of nucleic or amino acids to identify regions of similarity and form the basis of all phylogenetic 
analysis. Apart from its wide use in modern evolutionary biology, it is also widely used in 
functional and structural evaluations of protein sequences. Aligned sequences of nucleotides or 
amino acid residues are typically represented as rows within a matrix. Gaps are inserted between 
the residues in order to obtain position homology. Operating under the assumption that two 
sequences in an alignment share a common ancestor, one can interpret mismatches within the 
alignment as point mutations and gaps as indels (indels can be defined as insertions or deletions) 
which were introduced in one or both of the taxa in the time since they diverged  [Abecasis et al, 
2007]. Sequences of a few nucleotides long that share a high degree of sequence similarity can be 
aligned easily by hand. Most sequences alignments however, require the alignment of large 
numbers of lengthy, and sometime highly variable, sequences that cannot be aligned solely by 
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human effort. In the modern digital age, algorithms are used for the construction of sequence 
alignments. Even with the development of several alignment algorithms, the quality of most of 
these alignments is still very poor and they require manual editing (with special alignment editing 
tools) in order to obtain accurate codon alignments. 
Pairwise sequence alignment methods are commonly employed to find the best matching 
alignment of two query sequences and can therefore only be used between two sequences at a 
time [Abecasis et al, 2007]. They are however extremely easy to calculate and are therefore often 
used for methods that do not require extreme precision. 
Multiple sequence alignment is an extension of pairwise alignment to accommodate more than 
two sequences at a time [Salemi and Vandamme, 2003]. This method is often used for the 
identification of conserved sequence regions across a group of sequences, which are related back 
in time (share a common ancestor). Multiple sequence alignments also form the backbone of 
modern phylogenetic analysis since they are used for the construction of phylogenies [Salemi and 
Vandamme, 2003]. The most commonly used method for the construction of multiple sequence 
alignment is the progressive method (also called the tree method of alignment) in which the 
program first draws a “guide tree” and then aligns sequences according to the tree topology 
[Salemi and Vandamme, 2003]. Taxa that appear within the tree to be most closely related are 
first aligned with one another, then successively less related sequences are added to the alignment 
until the entire set of sequences has been resolved [Salemi and Vandamme, 2003].  
1.6.4 Nucleotide substitution models 
Phylogenetic analysis makes certain assumptions about the process and rate of DNA substitutions 
or amino acid replacements in the model of evolution they employ. Point mutations can either be 
due to transversions (when a purine base is replaced by a pyrimidine base) or due to transitions 
(the replacement of a purine or pyrimidine base with another purine or pyrimidine respectively). 
Due to the chemical similarity between purine bases (Adenine or Guanine) or pyrimidine bases 
(Cytosine or Thymine) transitions (Ts) are more common than transversions (Tv), which would 
alter the chemical composition of the DNA molecule [Graur and Li, 1997; Salemi and 
Vandamme, 2003]. To study the dynamics of these changes in sequences, one needs to use 
mathematical algorithms that take into account different rates of nucleotide substitution (e.g. to 
allow for transitions to occur more often than transversions). To date a large number of these 
models have been developed, all of which allow for different assumptions and conditionalities. 
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The first model of nucleotide substitution developed was the Jukes and Cantor method (JC69) in 
1969 [Jukes and Cantor, 1969]. This model operates under the assumption that the equilibrium 
base frequencies of the four nucleotides are 25% for each nucleotide (π1 = π2 = π3 = π4 = ¼). It 
also assumes that any nucleotide has the same probability to be replaced by any of the other three 
nucleotides. This means that the only variable is the overall substitution rate or μ. By taking these 
considerations into account one can see that, although the process can be easily mathematically 
applied, there are some shortcomings to this model of nucleotide substitution. Since the 
development of the JC69 model in the 1960´s, several extensions and improvements have been 
made, that can allow for unequal base frequencies or allow for different rates of transitions and 
transversions. A full diagrammatical representation of the most important nucleotide substation 
models is presented in Figure 1.5. 
 
Figure 1.5: A diagrammatical breakdown of the most important nucleotide substitution models 
currently available. Each of the models is basically an extension of the JC69 model. The K80 model [Kimura, 
1980] allows for different Transition to Transversion (Ts/Tv) ratios, but keeps the base frequencies equal, while the 
F81 model [Felsenstein, 1981] allows for the base frequencies to vary but keeps the Ts/Tv ratio equal. The HKY 
model [Hasegawa et al, 1985] is basically a combination of the K80 and F81 model in that it allows for unequal base 
frequencies and Ts/Tv ratio. The GTR model [Rodriguez et al, 1990; Yang et al, 1994] is an extension of the HKY 
model, but allows each of the 6 parameters to have its own probability while not assuming any direction in the 
change over time. [Authors own artwork]. 
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Besides the use of a specific model of nucleotide substitution in evolutionary analysis, one also 
needs to account for variable substitution rates across sites. All of the model(s) that were 
discussed in the preceding section work under the assumption that different sites in a sequence 
evolve in the same way and at the same rate. Such an assumption however, may be unrealistic as 
some areas of a coding region may be more conserved due to their importance in determining the 
secondary structure of proteins. One can account for such rate variations by assuming that the 
rate for any site is a random variable that can be calculated from a statistical distribution.  
The most commonly used distribution to accommodate for rate heterogeneity amongst sites today 
is the gamma distribution (+G). A gamma distribution of 1 across sites for instance will mean 
that all site across the length of the alignment evolve at the same constant rate, while a gamma 
distribution closer to 0 (G < 1) will mean that different parts across the sequence length evolve at 
much different rates. 
1.6.5 Phylogenetic inference 
In a previous section (section 1.6.1) a brief introduction were given to modern phylogenetic 
reconstruction. In the following section the various algorithmic methods of tree inference will be 
discussed in more detail. However, it is of some importance to briefly review the most basic 
components of any phylogenetic tree.  
In any phylogenetic tree, two closely related taxa (taxa are also sometime referred to as 
operational taxonomic units or OTU‟s) are connected with one another by branches. These two 
branches connect with one another in an internal node, which represents the hypothetical 
common ancestor of these two sequences. This grouping of taxa based on similarities can be 
expanded to include larger number of taxa. If a group of taxa are closely grouped together within 
a tree then they from a monophyletic group of taxa or cluster. Most phylogenies are rooted. This 
root represents the hypothetical common ancestor of all of the taxa within the tree topologies. If 
the common ancestor of the group of taxa is not known then no common ancestor can be included 
in the data set and the tree topology is unrooted. A diagrammatical breakdown of a basic 
phylogenetic tree is presented in Figure 1.6.  
Stellenbosch University  http://scholar.sun.ac.za
 49 
Figure 1.6: Diagrammatical representation of a phylogenetic tree. On the diagram all the important 
features of a phylogenetic tree has been depicted including: a branch, a taxon or OTU, the root, a clade and an 
internal node [Authors own artwork].  
1.6.5.1 Distance based methods of tree inference 
A major branch of phylogenetic methods has been the distance-based methods of tree 
construction. This method of tree inference was introduced by Cavalli-Sforza and Edwards 
[Edwards and Cavalli-Sforza, 1963; Edwards and Cavalli-Sforza, 1964] and by Fitch and 
Margoliash [Fitch and Margoliash, 1967] in the 1960´s. The general idea is to calculate a measure 
of the distance between each pair of species or taxa within the dataset and then find a tree that 
predicts the observed set of distances as closely as possible. This leaves out all information from 
higher order combinations of character states and reduces the data to a matrix of numerical 
values. These distances are calculated using a distance matrix in which all sequences are plotted 
against one another. An example of a distance matrix is presented in Table 1.4. 
The most simplistic way to interpret distance-based methods is to look at the calculated distance 
between two taxa as an estimation of the branch length between the two taxa with in the 
phylogeny. Several methods of distance based methods to infer phylogenies have been developed 
to date such as: the Fitch-Margoliash method [Fitch and Margoliash, 1967], the unweighted pair 
group method with arithmetic means (UPGMA) [Sokal and Michener, 1958], the Minimum 
Evolution (ME) method [Rzhetsky and Nei, 1992], and the Neighbour Joining (NJ) method of 
tree construction [Saitou and Nei, 1987].  
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Table 1.4: A representation of a distance matrix calculated for a data set of eight taxa or 
sequences. [Authors own graphic work] 
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Sequence 1 - 2.6 3.7 5.1 4.7 9.5 1.4 7.3 
Sequence 2 2.6 - 1.5 2.7 2.1 4.3 6.4 3.6 
Sequence 3 3.7 1.5 - 1.9 9.7 6.9 5.7 6.2 
Sequence 4 5.1 2.7 1.9 - 0.4 8.4 0.8 8.1 
Sequence 5 4.7 2.1 9.7 0.4 - 7.4 4.8 5.4 
Sequence 6 9.5 4.3 6.9 8.4 7.4 - 0.6 3.6 
Sequence 7 1.4 6.4 5.7 0.8 4.8 0.6 - 7.4 
Sequence 8 7.3 3.6 6.2 8.1 5.4 3.6 7.4 - 
One limitation of this method of tree construction is that it may leave out small details of the 
dataset and thus could not possibly provide an accurate estimation of the phylogeny [Holder and 
Lewis, 2003]. Recent computer analyses on these objections have shown that the amount of 
information about the phylogeny that is lost in the process is remarkably small and that the 
estimates of the phylogeny are quite accurate [Holder and Lewis, 2003]. These methods of tree 
inference are particularly good for very large phylogenies as most character-based methods (e.g. 
Maximum Likelihood or Bayesian) are still restricted by computer power. 
1.6.5.1.1 UPGMA 
The unweighted pair group method with arithmetic means or UPGMA is the most simplistic 
method of tree construction and was first introduced by Sokal and Michener in 1958 [Sokal and 
Michener, 1958]. Their method was largely used for the construction of taxonomic phenograms 
(trees that reflect the phenotypic similarities between OTU´s). However this was later adapted for 
the construction of phylogenetic trees from sequence data. The implementation of the UPGMA to 
sequence data is only possible if the rate of evolution is approximately constant amongst the 
different lineages in the data set [Murtagh, 1984]. 
The method employs a sequential clustering algorithm, in which local topological relationships 
are identified by similarity scores, and then the tree is constructed in a stepwise manner. The two 
OTU´s within the dataset with the smallest observed distance in the matrix are grouped together 
and treated in subsequent rounds of addition as a single OTU.  This process of stepwise addition 
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is continued until only two unique taxonomic units (UTU) remain, and these are then joined 
together.   
The UPGMA method produces a rooted tree topology and assumes a constant rate of evolution 
(molecular clock hypothesized) and therefore it is generally not regarded as a good method to 
infer phylogenetic relationships. The UPGMA method of tree inference is also quite old, and 
many better inference algorithm methods have been developed to date, which reconstruct 
phylogenetic relationships far more accurately. 
1.6.5.1.2 Fitch-Margoliash method 
The Fitch-Margoliash method of tree inference can broadly be viewed as an extension of the 
UPGMA method of tree inference and was introduced by Fitch and Margoliash in 1967 [Fitch 
and Margoliash, 1967]. 
As with UPGMA this method of tree inference relies on the distance matrix (calculation of 
genetic distances) for the grouping of taxa. The algorithm also uses a sequential clustering 
technique (as with UPGMA) to group all of the taxa into clusters until the entire tree topology has 
been resolved. However, this method does not rely on the assumption of a molecular clock and 
produces an unrooted tree topology. As with the UPGMA method of tree inference this method is 
also quite old and today there are far more robust algorithmic methods of inferring evolutionary 
relationships. 
1.6.5.1.3 Neighbor-Joining  
Briefly, the Neighbor-Joining (NJ) method, as a distance based method of tree inference, uses a 
distance matrix (as presented in Table 1.4), which specifies the genetic distance between each 
pair of taxa in the given data set [Gascuel and Steel, 2006]. The algorithm starts with a 
completely unresolved tree (tree topology corresponds to a random star phylogeny) and repeats 
the following steps until all the taxa and branch lengths have been resolved:  
1. The algorithm calculates the distance matrix for the entire data set.  
2. The two taxa with the smallest distance in the matrix are paired together. 
3. A node is introduced in the tree topology that joins these two taxa together.  
4. The algorithm calculates the distance from the new node to each of the two taxa.  
5. The algorithm then calculates the distance from the new node to each of the other taxa  
In the data set.  
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6. The algorithm starts from the beginning by calculating a new distance matrix, while  
treating the two taxa that were joined in the preceding section as a single OUT starting 
from their internal node.  
 
Unlike the UPGMA method of tree inference, Neighbour Joining does not assume the implication 
of a molecular clock and the algorithm produces an unrooted tree. Rooted trees can be created 
with Neighbour Joining methods by using an appropriate outgroup. 
 
The major advantage of the NJ-method is that it performs extremely fast in comparison to other 
methods of tree inference. The major disadvantage of the method is that some information may 
be lost by the compression of sequence data into distances and that reliable estimation of pairwise 
distances could be difficult to calculate for extremely divergent taxa [Gascuel and Steel, 2006]. 
The NJ-method of tree inference is often just treated as a simplistic starting point for an intensive 
search for the best phylogeny. To perform such a search a standard must be used which is called 
an optimality criterion. The most popular optimality criteria are the parsimony, minimum 
evolution and the maximum likelihood methods of tree inference [Holder and Lewis, 2003].  
1.6.5.1.4 Minimum-Evolution 
Rzhetsky and Nei first proposed the Minimum Evolution method of tree construction in the early 
1990´s [Rzhetsky and Nei, 1992; Rzhetsky and Nei, 1993]. ME method of tree inference can be 
viewed as an extension of the NJ-method of tree inference. As with the NJ-method, ME-tree 
inference requires the simplification of genetic data into a distance matrix. As with NJ the ME 
algorithm repeats over the following steps to find the best ME-tree topology: 
1. Construct a standard NJ-tree topology. 
2. Compute the total sum (S) of all the branch lengths for the NJ-tree. 
3. Then all theoretically possible tree topologies, which could be an infinite number  
(depending on the number of taxa), that are closest to the NJ-tree are examined under  
certain criteria. 
4. The S values for each of these trees are then computed. 
5. Each of the computed S values are then compared with one another and the topology  
with the smallest S value will be chosen as the final “best” tree.  
A major advantage of the ME-method of tree inference is that computational analyses have 
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shown that the ME-method is more efficient than most other distance based methods of tree 
construction. However, since the method relies on an exhaustive search for the best tree topology 
this method can be extremely computationally intensive, particularly for large data sets. This can 
be overcome with the use of heuristic searches, such as Nearest Neighbor Interchange (NNI) or 
Subtree Pruning and Regrafting (SPR) method (section 1.6.5.3), which improves the speed of tree 
inference for basic ME-methods. 
1.6.5.2 Character based methods of tree inference 
Character based methods of tree construction operate by evaluating candidate phylogenetic trees 
according to an explicit optimality criterion [Holder and Lewis, 2003]. The tree with the most 
favourable score is, regarded as the best estimation of the phylogenetic relationship of the taxa 
within the data set. Several character-based methods of inference have been developed to data 
such as: maximum parsimony, maximum likelihood, and Bayesian inference [Holder and Lewis, 
2003].  
1.6.5.2.1 Maximum-Parsimony 
The parsimony method of tree construction is the most simplistic character based method of tree 
inference there is and can be easily performed in a reasonable amount of time. As was briefly 
introduced earlier in section 1.6.1. This method of tree inference represents one of the first tree 
inference methods and was introduced by Edwards and Cavalli-Sforza in the early 1960‟s 
[Edwards and Cavalli-Sforza, 1963]. 
Maximum parsimony (MP) aims to find the tree topology for any given data set (sequence 
alignment) that can be explained with the smallest number of character changes (substitutions). 
For a particular tree topology the MP-algorithm infers for each sequence position the minimum 
number of character changes required along its branches to explain the observed character states. 
The sum of the scores at all positions is called the parsimony length of a tree and this is computed 
for different tree topologies. After a reasonable number of tree topologies have been evaluated, 
the tree that requires the minimum number of changes is selected as the most optimal maximum 
parsimony tree.  
It is relatively easy to find the most parsimonious tree if the data set is small, but when data sets 
become larger, the time of computation becomes a problem when trying to identify the most 
parsimonious tree. Consequently, a number of heuristic search methods for optimization have 
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been developed in the past to locate a highly parsimonious tree within such a large dataset. Most 
of these heuristic methods involve some of the mechanisms in phylogenetics, which operates on a 
tree rearrangement bases (section 1.6.5.3).  
There are some advantages of maximum parsimony methods of inference. The method is based 
on shared and derived characters. It is therefore a cladistics rather than a phonetic method of tree 
construction. It does not reduce sequence information to a single numerical value like many of 
the distance-based methods and the method also tries to provide information on the ancestral 
sequences. Several disadvantages of maximum parsimony methods exist as well. This method is 
slow in comparison with distance-based methods of tree construction. The method does not 
utilize all the sequence information and only use the informative sites in the alignment. The 
method does not allow for multiple mutations and does not provide information on the branch 
lengths.  
1.6.5.2.2 Maximum-likelihood 
Maximum likelihood (ML) method of tree construction is broadly very similar to maximum 
parsimony in that the algorithm examines different tree topologies and evaluates the relative 
support for each tree. Unlike parsimony methods, maximum likelihood evaluates the support for 
each tree by summing over all the positions along the sequence length and not just the 
informative sites along the sequence length [Hall, 2008; Salemi and Vandamme 2003].  
The ML algorithm search for the tree that maximizes the probability (likelihood) of observing the 
character states in the given data set, given a particular tree topology and an inferred model of 
evolution (nucleotide substitution model). Numerical optimization techniques are used to find the 
combination of evolutionary parameters and branch lengths that maximizes the likelihood. 
Depending on the search algorithm used, the likelihoods of a large number of trees topologies are 
searched with the method. These search algorithms include branch optimization techniques 
(described in detail in section 1.6.5.3) such as the nearest neighbor interchange (NNI) or the 
subtree pruning and regrafting (SPR) methods. The tree that yields the highest likelihood at the 
end is then chosen as the best possible tree to explain the given data set [Hall, 2008; Salemi and 
Vandamme 2003].  
Unfortunately a major disadvantage to the ML-method of tree inference is that it can be 
extremely computationally intensive. However, the many advantages of ML-tree inference out 
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ways the computational intensive nature of this search algorithm. Firstly, the ML-method of tree 
inference relies on maximum likelihood scores, which allows for users to test trees or hypotheses 
and does not rely on additional statistical analysis such as Bootstrap sampling. The ML-method 
also utilizes all the sequence information in the data set and not only informative sites. It is also 
robust enough for the analysis of very short sequences [Holder and Lewis, 2003].  
1.6.5.2.3 Bayesian methods of tree inference 
Bayesian inference is a character-state method of tree inference that employs an optimality 
criterion. It was introduced into the field of molecular phylogenetics in the late 1990‟s [Rannala 
and Yang, 1996; Yang and Rannala, 1997; Mau and Newton, 1997; Li et al., 2000] and 
represents the latest breakthrough in evolutionary biology. It is theoretically very different from 
other character based methods of inference such as maximum parsimony and likelihood methods, 
in that this method does not attempt to search only for one single best tree [Suchard et al., 2001]. 
As with maximum likelihood, Bayesian inference also employs the concept of likelihood, but as 
it targets a probability distribution of trees rather than a single best tree it searches for a set of 
plausible trees or hypotheses for the given data set. This posterior distribution of plausible trees 
inherently holds a confidence estimate of any evolutionary relationship. Therefore phylogenetic 
statistical confidence such as inferred by bootstrapping is not necessary in Bayesian tree 
inference [Suchard et al., 2001].   
Bayesian inference requires the use of a prior, as specified by the researcher or the investigator, 
which is formalized as a prior distribution on the model parameters (e.g. branch lengths, tree 
topology, and substitution model parameters). If no biological information is available then the 
prior belief is preferably vague or uninformative. If biological information (e.g. mutation rate or 
predominant mode of nucleotide substitution) about the gene or species under study is known, 
then one can set a very informative prior on the analysis [Suchard et al., 2001]. In Bayesian 
inference a uniform prior on tree topology is the foremost objective. 
Posterior probabilities of trees are obtained by exploring the tree space using a sampling 
technique, called the Markov Chain Monte Carlo (MCMC) method [Yang, 2008]. This Bayesian 
MCMC algorithm can broadly be described as follows. The algorithm starts with a totally random 
tree, with random branch lengths and random substitution parameters, at a random spot in the tree 
space. Then in each of the steps in the chain the tree is rearranged, as follows: 
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1. The algorithm proposes a change in the tree, by using standard tree rearrangement 
techniques such as NNI or SPR. 
2. The branch lengths of the topology are changed. 
3. The algorithm proposes a change to the parameters. 
4. The algorithm then calculates the likelihood and prior ratio for the new topology. 
5. If the product of the likelihood and the prior ratio is better in the new state than the old 
one, then the new state (tree) is accepted and the old one discarded. 
 
Following a specified number of iterations in the chain length a sample of the tree, branch lengths 
and parameters is taken and saved. This process of continuous tree rearrangement and sampling 
every few steps in the chain is continued until the end of the chain length. At the end of the chain 
the sampled data is summarized into a posterior distribution of trees/parameters. 
The major disadvantage of Bayesian methods of tree inference is that it can be extremely 
computationally intensive. The major advantage of Bayesian inference is that from a single 
MCMC run, support values for each of the clusters in a tree can be derived from the data 
generated, and thus Bayesian inference provides a natural way of taking phylogenetic uncertainty 
into account [Hall, 2008; Lemey et al., 2010].  
1.6.5.3 The problem of finding the best tree topology  
The problem with many of the tree inference techniques is that there is no build-in method of 
assessing the clustering in a tree topology. Since most character based methods such as 
Maximum-Likelihood and Bayesian tree construction inherently rely on likelihood scores and a 
posterior distribution of possible trees or parameters, this problem is largely restricted to the 
distance methods of tree inference (e.g. NJ- or ME-tree inference). However, additional methods 
have been developed to statistically assess the confidence of internal nodes in these types of tree 
topologies.  
The most widely used method today is the Bootstrapping method of confidence testing. Bootstrap 
resampling as a statistical tool was invented in the late 1970‟s by Bradley Efron [Efron, 1979] 
and was introduced into the field of molecular phylogenetics by Joseph Felsenstein in the mid 
1980‟s [Felsenstein, 1985]. Briefly, bootstrapping in modern molecular phylogenetics entails 
continuous resampling of taxa, over a user specified number of iterations. Following the 
resampling statistical confidence for branches are obtained by a single value. Therefore, a 
bootstrap value of 70 for a branch indicates that in 70% of the resampled cases, the taxa that are 
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joined by the internal node of that branch clustered together. Bootstrapping does not resolve the 
question of whether the tree topology that was obtained is the best possible fit for the given data 
set. It only provides a degree of confidence estimation for the internal branching order of the 
topology.  
Another major problem with tree inference is to find the best tree topology that represents the 
given data set the best. If you were to search the entire tree space (all possible tree) you would 
obviously find the best possible tree. However the total number of possible trees becomes very 
large, even with a small number of taxa. A data set of 50 taxa contains roughly 2,75 x 10
76
 
possible tree topologies. Therefore, to conduct an exhaustive search through the entire tree space 
is usually impossible due to the obvious time constraints. Heuristic search methods have been 
developed in order to overcome this problem. The most widely used heuristic search algorithms 
today in modern phylogenetic are the Nearest Neighbor Interchange (NNI) or the Subtree Pruning 
and Regrafting (SPR) methods. 
The NNI search algorithm allows for the swapping of two adjacent branches on the tree topology. 
This is done by the elimination of one of the internal branches and reconnecting the taxa or 
clusters by the addition of another branch in a different place. Conversely, the more widely used 
SPR algorithm selects and removes a small subtree from the main tree topology and reinserts it 
elsewhere on the tree to create a new node on the tree. These heuristic search algorithms allow 
for random jumps in the tree space, which prevents the tree topologies getting stuck on a local 
maximum (which is not the true global maximum in the tree space). Additionally heuristics, such 
as NNI and SPR, greatly speed up the inference of phylogenies when compared to the alternative 
exhaustive search algorithms.  
 1.6.6 The implication of a molecular clock  
Since the start of modern phylogenetics in the late 1950‟s and early 1960‟s, the implication of a 
molecular clock has been central in the field of phylogenetic inference. The molecular clock was 
introduced in the early 1960´s by Zuckerkandl and Pauling, who published two papers on the rate 
of evolution in proteins [Zuckerkandl, 1962; Zuckerkandl, 1963]. They observed that the genetic 
distance of two sequences coding for the same protein, but isolated from different species, 
increased linearly with the divergence time of the two isolates. They observed similar findings in 
a wide range of other proteins and hypothesized that the rate of evolution for any given protein is 
constant over time. These findings led to the implication of a molecular clock for different genes. 
This meant that if a molecular clock exists and the rate of evolution of a particular gene can be 
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calculated or is known, one can calculate the divergence time between the isolates by comparing 
their nucleic or amino acid sequences [Zuckerkandl, 1962; Zuckerkandl, 1963].  
The branch length of a phylogenetic tree is expressed as the expected number of substitutions per 
site. If the implied model of evolution indicates that each site within an ancestral sequence will 
experience n number of substitutions then the ancestor and descendant are considered to be 
separated by a branch length n [Felsenstein, 2004]. A molecular clock can be applied only if the 
expected number of substitutions per year (indicated by the Greek letter mu = μ) is constant in all 
the taxa within the data set. For example when one is studying the divergence of HIV with that of 
other primate lentiviruses (SIV) or when studying mammalian protein families (e.g. globin 
sequences) [Felsenstein, 2004].  
Some species (or genes) evolve at faster rates than others. The assumption of a molecular clock in 
these cases is unrealistic, especially across long periods of evolution. For example, primates and 
rodents are genetically very similar to one another, but rodents have undergone a much higher 
rate of substitutions in the estimated time since divergence in some areas of their genome. In 
cases such as this the two measures of branch lengths between the two species are not directly 
proportional and a molecular clock cannot be applied [Felsenstein, 2004]. However, now with the 
implementation of a relaxed molecular clock assumption this problem can be overcome.  
The relaxed molecular clock allows for different rates of mutations in different branches within 
the tree topology, while the strict molecular clock assumption allows for only a constant rate in 
all of the branches [Lemey et al., 2010].  Several modern phylogenetic software packages have 
been developed to implement a molecular clock within their analysis and in most analyses one 
has the option to employ a strict or a relaxed molecular clock.  
Since the development of the molecular clock in the 1960´s this method has become widely used 
in computational evolutionary biology. The study of the evolutionary history of HIV is no 
exception and the implementation of a molecular clock has been widely used. These include the 
pioneer work done by Betty Korber and her group at the Los Alamos National Laboratory on the 
origin of HIV-1 and HIV-2 [Korber et al., 2000]; the work done by Michael Worobey on the 
origin of subtype B HIV-1 in the DRC and its subsequent spread to Haiti and the homosexual 
population of the USA and the rest of the industrialized world [Gilbert et al., 2007; Wertheim and 
Worobey, 2009]; the work done by Tulio de Oliveira, Oliver Pybus, Andrew Rambaut and co-
workers on the timing of the epidemic spread of HIV and HCV amongst children infected in 
hospitals and clinics in Libya [de Oliveira et al., 2006]; and similar molecular clock work done 
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by Marco Salemi and his team in Florida which worked independently on the origin of the global 
HIV pandemic and the epidemic spread of HIV-1 in Albania [Salemi et al., 2001; Ciccozzi et al., 
2005] and Anne-Mieke Vandamme and her team in Leuven in Belgium, which worked on the 
origin of HIV-2 and Group O HIV-1 [Lemey et al., 2003; Lemey et al., 2004].  
In addition to its wide application in HIV based research the molecular clock assumption has also 
successfully been employed in the investigation of the origin of pandemic influenza by Rambaut 
and co-workers [Rambaut et al., 2008; Lemey et al., 2009; Nelson et al., 2011].  
 1.6.7 The coalescent theory in modern phylodynamics 
In recent years the use of genomic data for the inference of population dynamics has become ever 
more important in the studying of epidemics. The most widely used method in “molecular 
epidemiology” to elucidate the population dynamics of epidemics is based on coalescent 
inference. The concept of coalescent inferences is based on the knowledge that present day 
populations carry a “genetic signature” that is locked inside their genomic data and that their 
genetic information can be used to reconstruct their historical profile of population dynamics. 
This reconstruction of population dynamics from present day sequence data provides scientists 
and epidemiologists with useful insight into various evolutionary processes and has become fairly 
widely used in recent years (e.g. in tracing the transmission and spread of viral pathogens) 
[Kitchen et al., 2008; Magiorkinis et al., 2009].  
The coalescent approach is aimed at quantifying the relationship between the genealogy of a 
given data set and the demographic history of the set data set and was first popularized by 
Kingman in the 1980´s [Kingman 1982a; Kingman 1982b]. In a coalescent framework, lineages 
are traced back in time from a sample of sequences at a given time point, with pairs of lineages in 
the genealogy coalescing with one another at random until a distant point in the past. This point 
where all lineages have coalesced to a single point back in time is commonly referred to as the 
common ancestor of all the sampled sequences. The genealogy of a sample of sequences is 
randomly determined by a wide range of factors (history of the population, natural selection 
pressures and other factors) [Donnelly and Tavaré, 1995]. The reconstruction of the demographic 
history thus involves the estimation of the genealogy and the inference of the effective population 
size at various time points along the genealogy. The effective population size directly reflects the 
number of individuals that contribute offspring in the subsequent generations and is almost 
always smaller than the actual population size.  
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In the past, the majority of these methods assumed that the population history of a data set could 
be easily described by simple parametric models (e.g. constant-, exponential-, or logistic growth). 
The reality however, is that most population histories are far more complex, and they cannot 
sufficiently be described by simplistic parametric means. This led to the development of non-
parametric methods for the inference of demographic histories from sequence data [Fu, 1994; 
Polanski et al., 1998; Pybus et al., 2000]. The development of non-parametric means of inferring 
demographic histories led to the introduction of the “skyline plot” framework which was first 
introduced by Pybus and co-workers in 2000 [Pybus et al., 2000]. Since the introduction of the 
“classic skyline plot” by Pybus and co-workers, a small “family” of skyline plot methods has 
been developed [Strimmer and Pybus, 2001; Opgen-Rhein et al., 2005; Drummond et al., 2005; 
Minin et al., 2008; Heled and Drummond, 2008]. 
In viral epidemic population dynamics the coalescent framework and demographic reconstruction 
by means of non-parametric means has extensively been used in the recent past to investigate the 
epidemiology of pathogens such as; the inter-host evolutionary dynamics of longitudinally 
sampled HIV-1 env genes [Lemey et al., 2006], the estimation of pandemic growth of H1N1 
influenza in the USA [de Silva et al., 2012], the epidemic sexual transmission and the 
phylodynamics of HIV-1 amongst the MSM population in the UK [Lewis et al., 2008], and the 
epidemic reconstruction of the HCV epidemic in Egypt [Drummond et al., 2005]. 
The wide spread use of coalescence, along with the implementation of molecular clock and 
Bayesian techniques has recently given rise to a new branch in phylogenetic inference termed 
phylodynamics. This new branch is aimed at the elucidation of population characteristics, such as 
the calculation of the population size (Ne) and the rate of viral genetic expansion, of epidemics 
through the analysis of sequence data and the use of advanced phylogenetic methods (molecular 
clock, Bayesian inference and the coalescence).  
AIM OF THE STUDY 
The aim of this study was to look at the evolutionary history of the heterosexual HIV-1 subtype C 
epidemic in Cape Town, South Africa. Four specific scientific questions were formulated: (1) 
What is the evolutionary history and dynamic aspects of the Cape Town epidemic? (2) How does 
the evolutionary history of the Cape Town data sets relate to the epidemic across the Southern 
African region? (3) What is the evolutionary relationship of the Cape Town data sets and how 
does it fit into the global HIV-1 subtype C pandemic?  (4) What is the nature of the highly 
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monophyletic clustering of Cape Town sequences and what is the evolutionary history of the 
putative transmission events? 
The strategy was to obtain a comprehensive data set of longitudinal sampled specimens from the 
Cape Town region of South Africa. From these longitudinal sampled specimens gag p24 and pol 
sequences were generated through standard molecular characterization techniques. These 
sequences were then used to elucidate the evolutionary history of the HIV-1 subtype C epidemic 
in Cape Town, South Africa with the use of advanced phylogenetic methods such as Bayesian 
inference and the implementation of a molecular clock and coalescence. This included the 
estimation of the date of origin and phylodynamic aspects of the epidemic in Cape Town.  
Additionally, large numbers of homologous HIV-1 subtype C sequences were obtained from 
public and/or private sequence databases. A small subset of these sequences was then used to 
infer evolutionary histories for other areas of the Southern African region. The results of the Cape 
Town sequence data set where then compared to those from other areas of the Southern African 
region. The genetic information that is produced throughout this study represents some of the 
oldest HIV-1 subtype C sequences from South Africa and the Southern African region.  
Specific objectives of the study included:  
1. To obtain a longitudinal sampled data set of gag p24 and pol sequences from Cape Town, 
South Africa.  
2. To investigate the evolutionary history, including the date of origin and phylodynamics 
aspects, of the Cape Town HIV-1 subtype C epidemic. 
3. To compare the evolutionary history of the epidemic in Cape Town, South Africa with the 
epidemic(s) from other areas of the Southern African region.  
4. To conduct a basic phylogenetic investigation to establish the evolutionary relationship of 
the isolates in the Cape Town data set(s) with other HIV-1 subtype C isolates from around 
the world. 
5. To investigate the nature of highly monophyletic clustering of Cape Town isolates, which 
was observed during the basic phylogenetic investigation, and to establish whether these 
monophyletic clades represent transmission events of HIV-1.  
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CHAPTER TWO 
The methodology that was used during the course of this study will be discussed in this chapter. 
This project involved three main steps: (1) the production of 21-years of genetic information 
from patient samples that were stored mostly in -20°C refrigerators, (2) the analysis of the genetic 
information, and (3) the interpretation of the analysed data.  
Briefly, the general aim was to obtain longitudinal sampled sequence data sets of patients from 
Cape Town, spanning roughly over a 21-year time period. Samples were selected from the patient 
database at the Division of Medical Virology (Tygerberg Academic Hospital). These samples, 
which were submitted for routine HIV diagnostic purposes, were selected from the Division‟s 
cold storage at -20°C. The gag p24 and a partial segment of the pol fragment of HIV-1 were 
targeted for characterization due to the highly standardised nature of these PCR and sequencing 
assays, as well as for the availability of primer sets.  
The analysis of these sequence fragments involved the separation of sequence data into three 
different data sets: a gag p24, a pol and a concatenated gag-pol data set (containing gag and pol 
sequence fragments from patients who where represented in both data sets). Firstly, the estimated 
date of origin and phylodynamic aspects of the Cape Town epidemic was estimated through 
Bayesian reconstruction from the three different Cape Town data sets. Following the epidemic 
reconstruction from the three Cape Town data sets, similar analyses were performed on Southern 
African data sets (some including and others excluding sequence information from the Cape 
Town data sets). This was done in order to assess whether any potential similarities or differences 
exists between the Cape Town epidemic and the Southern African HIV-1 subtype C epidemic 
and to calculate the estimated date of origin of the HIV-1 subtype C epidemic in the Southern 
African region. Thereafter, a phylogenetic investigation was performed to establish the 
evolutionary relationship of the Cape Town isolates with other HIV-1 subtype C strains from 
around the world. This was done through the inference of large-scale phylogenetic tree 
topologies, which were then analysed through both manual and automated methods. Highly 
monophyletic clustering of Cape Town isolates, which were observed during the inference of 
large-scale tree topologies, was further investigated following the epidemic reconstruction. This 
was done in order to establish the nature of these monophyletic clusters, which may be 
representative of transmission events of HIV-1.  
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2.1 Ethical permission 
The study received ethical approval from Human Research Ethics Committee (HREC) at the 
Faculty of Medicine and Health Sciences at Stellenbosch University (Tygerberg Campus). Ethics 
permission was granted in August 2009 and the project was registered under the application 
number N09/08/221 and renewed annually.  
2.2 Reagents and equipment 
All the reagents, equipment, and software applications that were used during the course of this 
study are listed in Table(s) 2.1 - 2.3. All chemical and biological agents or commercial kits that 
were used in this study are summarized in Table 2.1. Registered trade mark items and trade mark 
products are indicated by the symbols ® and TM respectively.  
Table 2.1: List of chemicals and commercial products used in the study. 
Chemical or Commercial products and kits used Supplying Company Catalogue number 
QIAamp Viral RNA Mini Kit QIAGEN, Dusseldorf, Germany 52 906 
QIAamp DNA Blood Mini Kit QIAGEN, Dusseldorf, Germany 51 106 
Access RT-PCR System Promega, Madison, WI, USA A 1 260 
GoTaq
®
 DNA Polymerase Promega, Madison, WI, USA M 8 305 
dNTP´s  Promega, Madison, WI, USA U 1 330 
Nuclease free water Promega, Madison, WI, USA P 1 193 
Agarose Whitehead Scientific (Pty) Ltd. #D1 - LE  
Ethidium Bromide Promega, Madison, WI, USA H 5 041 
6x Blue Orange Loading Dye Promega, Madison, WI, USA G 1 881 
QIAquick PCR Purification Kit QIAGEN, Dusseldorf, Germany 28 106 
BigDye
TM
 Terminator cycle sequence ready Kit Applied BioSystems, CA, USA 4 337 035 
5x Sequencing Buffer Applied BioSystems, CA, USA 4 305 603 
BigDye XTerminator Purification Kit Applied BioSystems, CA, USA 4 374 408 
A brief summary of all the equipment that was used during the course of this study is listed in 
Table 2.2.  
Table 2.2: Equipment used to perform sample analysis. 
Piece of Equipment Supplying Company 
QIAcube nucleic acid isolation system QIAGEN, Dusseldorf, Germany 
GeneAmp PCR System 9700 thermal cycler Applied BioSystems, CA, USA 
Hoefer EPS 2 A 200, Power Pack Pharmacal Biotechnologies, CA, USA 
Syngene
TM
 GeneGenius Computer System Synoptics Ltd., Cambridge, UK 
ABI 3130xl automated DNA sequencer Applied BioSystems, CA, USA 
The various software applications, and/or, online analytical tool that were used during the 
phylogenetic analysis of the sequence data are listed in Table 2.3.  
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Table 2.3: Software programs and online analytical tool that were used in the analysis of 
sequence information. 
Software package References and/or licensed companies 
Sequencher v 4.8 Gene Codes Corporation, Ann Arbor, MI, USA 
ClustalW v 2.1 Thompson
©
 et al, 1997 
Se-al v 2.0 Rambaut (http://tree.bio.ed.ac.uk)  
MrBayes v 3.0 Huelsenbeck and Ronquist, 2001 
Path-O-Gen Rambaut (http://tree.bio.ed.ac.uk/software/pathogen) 
PhyML v 3.0 Guindon et al., 2010 
BEAST v 1.4 Drummond and Rambaut, 2007 
FigTree v 1.3.1 Rambaut (http://tree.bio.ed.ac.uk)  
MEGA v 5.0 Tamura et al., 2011 
fastME Desper and Gascuel, 2002 
PhyloType Chevenet et al., 2013 
jpHMM Spang et al., 2002 
REGA v 2.0 HIV subtyping tool de Oliveira et al., 2005 
2.3 Generation of Cape Town data sets 
The following section contains the methodology that was used in the generation of the various 
Cape Town data sets (Figure 2.1). In this study the gag p24 and a partial segment of the pol genes 
of HIV-1 were targeted for investigation. These regions of the HIV-1 genome were specifically 
targeted since the molecular assays, both PCR and sequencing, for these regions of the HIV 
genome has been well standardized [Swanson et al., 2003; Plantier et al., 2005] and the various 
primers were readily available at our laboratory. Furthermore, these segments of the HIV-1 
genome have routinely been used successfully in the past to reconstruct evolutionary 
relationships of HIV isolates [Dalai et al., 2009; Novitsky et al., 2010].  
A large number of gag p24 and pol sequences that have previously been characterized within the 
Division of Medical Virology were chosen for inclusion in this study. A total of 163 previously 
characterized gag p24 sequences and 93 previously characterized pol sequences were selected for 
inclusion into the study.  
These sequences were generated by either me or other by colleagues [Jacobs et al., 2006; 
Wilkinson et al., 2013 in press; Isaacs et al., in preparation]. Additionally, a large number of 
HIV-positive patient samples were selected for characterization from the HIV sample database of 
the Division of Medical Virology (Tygerberg Academic Hospital). These samples have been 
stored in -20°C freezers for several years since their submission to the Division for various 
routine diagnostic tests.   
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Figure 2.1: A step-by-step breakdown of the methodology that was used in the generation of the 
Cape Town data sets is illustrated in the different steps. 
2.3.1 Sample selection 
Longitudinally sampled specimens, spanning roughly over a 21-year period (1989 to 2010), were 
selected from the Division of Medical Virology‟s HIV-1 sample database. The database contains 
over 35,000 HIV-1 samples since the early 1980´s till the present. Adequate patient demographic 
data was available on many of the samples included in the database. Samples were selected based 
on strict inclusion and exclusion criteria. A list of inclusion and exclusion criteria is presented in 
Table 2.4.  
Table 2.4: Specific inclusion and exclusion criteria for sample selection. 
Inclusion Criteria Exclusion Criteria 
1.     Specimens from South African nationals 1.     Specimens from non-South African citizens. 
2.     Patients older than 15-years of age. 2.     Patients younger than 15-years of age. 
3.     Epidemiologically unlinked patient samples. 3.     Specimens from epidemiologically linked patients. 
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A total of 250 patient samples were selected for genotyping, which met all of the inclusion 
criteria. These 250 patient samples only represent a very small number of the total number of 
patient samples that were available for selection (n > 35,000). These samples included 63 
previously isolated DNA samples (originating between 1989 and 1992), 34 samples from 1996 
from which new DNA or RNA were extracted (depending on the sample type), and 153 
previously isolated RNA samples which were sampled between 2000 and 2004. The previously 
isolated DNA and RNA samples were stored at 4°C and -80°C respectively since their isolation. 
2.3.2 Sample preparation & Nucleic acid isolation 
Nucleic acid isolations were performed on all samples for which no nucleic acid had previously 
been isolated. Since the majority of the samples that were selected for characterization had 
nucleic acids isolated at a previous point in time, the isolation of new nucleic acids were only 
limited to the 34 samples from 1996. Due to the variation in the type of specimen (whole blood or 
blood plasma) either DNA or RNA was isolated from these samples. 
For DNA isolation the QIAamp DNA Blood Mini Kit and the QIAcube automated nucleic acid 
isolation system (QIAGEN, Dusseldorf, Germany) was used with the proposed protocol of the 
manufacturer. After the DNA was isolated from whole blood specimens, the DNA samples were 
labelled and stored at 4°C for use at a later date. 
RNA was isolated from blood plasma samples with the use of the QIAamp Viral RNA Mini Kit 
and the QIAcube automated nucleic acid isolation system (QIAGEN, Dusseldorf, Germany) 
according to the manufactures proposed protocol. After RNA was isolated from the blood 
plasma, the samples were labelled and stored at -80°C for further use.  
2.3.3 Amplification of the viral genomic segments 
The amplification of viral genomic segments involved two main steps, a reverse transcription 
polymerase chain reaction (RT-PCR) and a standard polymerase chain reaction, which are 
described in detail in the following paragraphs.  
For the genotyping of RNA samples a coupled reverse transcription and PCR amplification assay 
were used to reverse transcribe the RNA into complimentary DNA (cDNA) and then amplify the 
target gene of interest within a single reaction. This was achieved with the use of the Access RT-
PCR System and GoTaq DNA polymerase (Promega, Madison, WI, USA). All reverse 
transcription and PCR steps were performed on the GeneAmp PCR System 9700 thermal cycler 
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(Applied BioSystems, CA, USA). PreNested and Nested PCR´s were performed on samples that 
were characterized.  
For all RNA samples the reverse transcription reactions for the formation of cDNA were set up as 
follows: each reaction contained 10 µl of AMV/Tfl 5x Reaction Buffer (1x concentration), 1 µl of 
dNTP´s (10mM concentration), 1 µl of each primer (40 pmol concentration), 2 µl of MgSO4 (at a 
concentration of 25mM), 1µl of Tfl DNA Polymerase (concentration of 0.1U/µl) and 1 µl of 
AMV Reverse Transcriptase (concentration of 0.1U/µl). The PreNested cycling conditions were 
preceded with 2 cycles for the synthesis of cDNA from the RNA template copy. This was done 
by heating each sample to 48°C for 45 minutes and then to 94°C for 2 minutes (for the 
inactivation of the AMV reverse transcriptase enzyme and denaturation of nucleic acid) before 
the regular cycling conditions of the PreNested PCR. 
The PCR methods and primers, for the amplification of target genes from DNA or cDNA 
templates, were adapted from Swanson and co-workers [Swanson et al., 2003] and Plantier and 
co-workers [Plantier et al., 2005] for the gag p24 and pol assays respectively. The pol 
amplification assay as described by Plantier and co-workers involves the amplification of the pol 
target region in two overlapping fragments: one spanning the protease (PR) segment and one 
spanning the reverse transcriptase (RT) segment of the pol gene. For all DNA samples, both the 
PreNested and Nested PCR reactions of the gag p24 and pol PCR assays contained 10 mM of 
each dNTP, 20 µM of each primer, 1,5 mM of MgCl2 and 1U of Taq polymerase in a total 
reaction volume of 50 µl. The following cycling conditions were used for the gag p24 as well as 
for the protease and reverse transcriptase pol PCR assays: one cycle of denaturation at 94°C for 2 
minutes; followed by 40 cycles of: denaturing at 94°C for 20 seconds, primer annealing for 30 
seconds, and primer extension at 68°C; one final step of primer extension at 68°C for 10 minutes, 
after which samples were cooled down and stored at 4°C. Five µl of the PreNested product was 
carried over to each nested PCR reaction. Table 2.5 contains an outline of the cycling conditions 
of the gag p24 PreNested and Nested PCR assay.  
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Table 2.5: Cycling conditions for the PreNested and Nested gag 24 PCR assays. These assays were 
conducted on either DNA or RNA templates depending on the sample type. 
Cycling conditions for the PreNested gag p24 PCR assay 
Step Temperature Duration Cycles 
Reverse Transcription  48°C 45 min x1 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 45°C 30 sec 
Extend 68°C 90 sec 
Final Extension 68°C 10 min x1 
Cycling conditions for the Nested gag p24 PCR assay 
Step Temperature Duration Cycles 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 50°C 30 sec 
Extend 68°C 60 sec 
Final Extension 68°C 10 min x1 
sec – seconds; min – minutes; °C – Degrees Celsius 
Similarly, Table(s) 2.6 and 2.7 contains the cycling conditions of both the PreNested and Nested 
PCR assays of the PR-pol and RT-pol fragments, respectively.  
Table 2.6: Cycling conditions for the PreNested and Nested protease-pol PCR assays. These assays 
were conducted on either DNA or RNA templates depending on the sample type. 
Cycling conditions for the PreNested PR-pol PCR assay 
Step Temperature Duration Cycles 
Reverse Transcription  48°C 45 min x1 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 55°C 30 sec 
Extend 68°C 90 sec 
Final Extension 68°C 10 min x1 
Cycling conditions for the Nested PR-pol PCR assay 
Step Temperature Duration Cycles 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 55°C 30 sec 
Extend 68°C 60 sec 
Final Extension 68°C 10 min x1 
sec – seconds; min – minutes; °C – Degrees Celsius; RT – Reverse Transcriptase; pol – polymerase 
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Table 2.7: Cycling conditions for the PreNested and Nested reverse transcriptase-pol PCR 
assays. These assays were conducted on either DNA or RNA templates depending on the sample type.  
Cycling conditions for the PreNested RT-pol PCR assay 
Step Temperature Duration Cycles 
Reverse Transcription  48°C 45 min x1 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 55°C 30 sec 
Extend 68°C 90 sec 
Final Extension 68°C 10 min x1 
Cycling conditions for the Nested RT-pol PCR assay 
Step Temperature Duration Cycles 
Initial Denature Step 94°C 2 min x1 
Denature 94°C 20 sec 
x40 Anneal 55°C 30 sec 
Extend 68°C 60 sec 
Final Extension 68°C 10 min x1 
sec – seconds; min – minutes; °C – Degrees Celsius; RT – Reverse Transcriptase; pol – polymerase 
Additionally, all PCR assays were run with a positive HIV-1 control sample that amplified well 
under the same conditions and primer sets used in a previous study [Wilkinson and Engelbrecht, 
2009]. Due to the age of these patient samples, some degree of difficulty was experienced in the 
amplification of some samples. Therefore, in some cases a large amount of time and resources 
were spent optimizing PCR conditions such as: various primer concentrations, MgCl2 titrations at 
various concentrations and adjusting annealing temperatures. The final amplification conditions 
are summarized in Table(s) 2.5 through to 2.7. 
2.3.4 Gel electrophoresis and sample clean up 
All nested PCR products were separated on 0,8%, ethidium bromide stained, agarose gels (10 cm 
long). Eight µl of PCR product was mixed with 3 µl of Blue Orange loading dye (Promega, 
Madison, WI, USA) and loaded onto the gels. The samples were then run at 50 Volts for 
approximately 45 minutes. After the samples migrated through the gel, each gel was exposed to 
UV light and photographed with the use of the Syngene
TM
 GeneGenius Computer System 
(Synoptics Ltd., Cambridge, UK). All positive PCR samples were then cleaned-up to remove all 
excess dNTP´s and residual unbound primers, with the QIAquick PCR Purification kit 
(QIAGEN, Dusseldorf, Germany). The kit uses silica based spin columns to bind amplified PCR 
products while all residual dNTP´s and primers are removed through continuous wash steps using 
high speed centrifugation or a vacuum. The amplified target DNA is then finally eluded from the 
spin column with elution buffer or nuclease free water. The molecular concentration of each 
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cleaned up product were then determined with the Nanodrop
TM
 ND 1000 (Nanodrop 
Technologies Inc., Delaware, USA) before it was stored at 4
 o
C for later use. 
2.3.5 Sequencing of amplified products 
Amplified PCR products were all directly sequenced with the use of the primers listed in Table 
2.8. The BigDye® Terminator Cycle Sequencing Kits (Applied BioSystems, CA, USA), was 
used for the sequencing reactions.   
Table 2.8: Sequencing primers and the annealing temperatures that were used for the sequencing 
of amplified products.  
Primers and Cycling conditions used for the sequencing of gag p24 PCR products 
Primer Forward / Reverse Annealing Temperature Reference 
gag p6 Reverse 50°C  Swanson et al., 2003 
gag p2 Forward 50°C  Swanson et al., 2003 
Primers and Cycling conditions used for the sequencing of PR-pol PCR products 
Primer Forward / Reverse Annealing Temperature Reference 
JA 217 Reverse 50°C  Plantier et al., 2005 
30 prot 2 Reverse 50°C  Plantier et al., 2005 
Pol 1D Forward 50°C  A Loxton personal communication 
Primers and Cycling conditions used for the sequencing of RT-pol PCR products 
Primer Forward / Reverse Annealing Temperature Reference 
AK 10 Forward 50°C  Plantier et al., 2005 
AK 11 Forward 50°C  Plantier et al., 2005 
pol 3 Forward 50°C  S Engelbrecht personal communication 
NE 135 Reverse 50°C  Plantier et al., 2005 
°C – Degrees Celsius; PCR – Polymerase Chain Reaction; RT – reverse transcriptase; PR – protease; pol – 
polymerase; gag – glycoprotein 
Briefly, each sequencing reaction contained approximately 50 ng of the purified PCR product, 5 
pmol of sequencing primer, 1.3 µl of Big Dye terminator enzyme mix (BigDye® Terminator 
Cycle Sequencing Kits, Applied BioSystems, CA, USA), and 2.7 µl of 5x Sequencing Buffer 
(Applied BioSystems, CA, USA). Nuclease free water was added to each reaction mixture to 
make up a final reaction volume of 10 µl. Each sequencing reaction was performed under the 
following conditions on a GeneAmp PCR System 9700 thermal cycler (Applied BioSystems, CA, 
USA): 25 cycles of denaturation at 96
 o
C for 10 seconds, primer annealing for 5 seconds (Table 
2.8) and an elongation step at 60
 o
C for 4 minutes. Afterwards the samples were cooled down to 4
 
o
C for storage. 
Each sequencing reaction was cleaned up with the BigDye XTerminator Purification Kit 
(Applied BioSystems, CA, USA) according to the manufactures protocol before it was run on the 
ABI 3130xl automated DNA sequencer (Applied BioSystems, CA, USA). The trace data files of 
each sequencing run was then retrieved and imported into Sequencer v 4.8 (Gene Codes 
Stellenbosch University  http://scholar.sun.ac.za
 73 
Corporation, Ann Arbor, Michigan, USA). The quality of each chromatogram fragments was 
assessed and manually trimmed in order to remove ambiguous sections (portions with multiple 
peaks). Each patient‟s chromatogram fragments was then assembled into a single contiguous 
sequence fragment and manually proofread in order to assure good sequence quality. After the 
fragments were proofread they were exported in a text file (.txt) format and labelled.  
2.3.6 Sequence subtyping 
All assembled sequenced data that was generated during the course of the study, as well as all 
sequences that was selected for inclusion in the study, were subtyped with the use of two 
different online HIV subtyping tools: the HIV-1 & -2 viral subtyping tool of REGA v 2.0 
(http://www.bioafrica.net/rega-genotype/html/subtypinghiv.htm), which is accessible from the 
bioafrica.net webpage, and the jpHMM (http://jphmm.gobics.de) at GOBICS to ensure that only 
HIV-1 subtype C sequences were included into the study. 
The REGA subtyping tool is an easy online method of subtyping full-length or subgenomic 
fragments by combining different phylogenetic approaches with bootscanning methods [de 
Oliveira et al., 2005]. The jpHMM method of subtyping employs a jumping alignment approach, 
which was first proposed by Spang and colleagues [Spang et al., 2002], for the subtyping of 
sequence fragments or the identification of recombinant viruses. Instead of a query sequence 
being compared with a multiple alignment, which is the standard approach, the query sequence is 
compared and aligned to individual sequences from the alignment. In the case of recombination 
events the query sequence can then jump between different sequences of the multiple alignment 
as a sliding window moves over the alignment. This tool also makes the identification of 
particular breakpoints within a recombinant isolate much easier [Schultz et al., 2006; Zhang et 
al., 2006]. 
2.3.7 Testing the molecular clock of the Cape Town data set  
It is important to assess the clocklikeness of any given data set before any phylogenetic analysis, 
which relies on the assumption of a molecular clock, is conducted. The generation of gag p24 and 
pol sequences from Cape Town samples continued until a strong evolutionary signal was 
obtained in each of the data sets. The evolutionary signal was tested with Path-O-Gen v 1.3 
(http://tree.bio.ed.ac.uk/software/pathogen), which is part of the BEAST software package 
[Drummond and Rambaut, 2007]. The Path-O-Gen program was designed to read phylogenies 
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that were not constructed under the assumption of a molecular clock to test the clocklikeness of 
the given data set.  
Briefly, dated sequences (corresponding to the year of sampling) were assembled in a single text 
(.txt) file for both the gag p24 and pol sequences. Alignments were constructed for each of the 
data sets in ClustalW v 2.1 (http://www.clustal.org/download/current) with the use of a quick tree 
function to speed up the time of the alignment. Alignment files were then imported into Se-Al v 
2.0 (http://tree.bio.ed.ac.uk/software/seal) and manually edited till a perfect codon alignment was 
obtained. Each of the alignments (gag p24 and pol) was then exported in the appropriate file 
format (.nex & .fasta) and labelled. Each of the file formats were then used for the inference of 
ML- and ME-tree topologies which was constructed with the use of the HKY+G+I model of 
nucleic acid substitution and the use of the Subtree Pruning and Regrafting (SPR) method in in 
PhyML v 3.0 (http://www.atgc-montpellier.fr/phyml/) [Guindon et al., 2010] and fastME 
(http://www.atgc-montpellier.fr/fastme/binaries.php) [Desper et al., 2002] respectively. Newly 
constructed topologies were then analysed manually in FigTree v 1.2.1 
(http://tree.bio.ed.ac.uk/software/figtree) and saved in a nexus tree file format. Each of the trees 
were then imported in Path-O-Gen v 1.3 (http://tree.bio.ed.ac.uk/software/pathogen) software 
package and analysed to evaluate the temporal signal, general clock likeness and mutation rate 
(slope rate) of each of the data sets. For a diagrammatical representation of a molecular clock 
analysis that was performed in Path-O-Gen on the gag p24 ME-tree topology please refer to 
Figure 6.1 in Appendix B on page 236.  
2.4 Phylogenetic investigation 
The following section contains the methodology that was used in the analysis of the various Cape 
Town data sets. The different methodologies were used in order to answer the following scientific 
questions: (1) What is the evolutionary history and dynamic aspects of the Cape Town epidemic? 
(2) How does the evolutionary history of the Cape Town data sets relate to the epidemic across 
the Southern African region? (3) What is the evolutionary relationship of the Cape Town data 
sets and how does it fit into the global HIV-1 subtype C pandemic? (4) What is the nature of the 
highly monophyletic clustering of Cape Town sequences and what is the evolutionary history and 
aspects of these potential transmission events? A diagrammatical breakdown of the phylogenetic 
methods is presented in Figure 2.2.  
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Figure 2.2: A diagrammatical breakdown of the phylogenetic methodology that was used during in order to answer the 4 main scientific questions in 
this study. Question 1 involves the epidemic reconstruction of the Cape Town HIV-1 subtype C epidemic from the three data sets. Question 2 involves the epidemic 
reconstruction of the epidemic of Southern Africa from three genomic regions of HIV. Question 3 involved the retrieval of homologous sequences and the inference of large-scale 
tree topologies in order to establish the evolutionary relationship of the Cape Town isolates. Question 4 involves the methodology that was used in the investigation of possible 
transmission events of HIV-1 in Cape Town.  
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2.4.1 Bayesian inference and epidemic reconstruction 
2.4.1.1 Data set composition for the Bayesian analysis 
For the  estimation of the evolutionary histories of the entire Southern African region, as well as 
individual countries (e.g. Botswana or Zimbabwe) or regions (in the case of Cape Town), a large 
number of spatiotemporal samples were selected at random with known dates of sampling from 
each of the large data sets. For a full breakdown of the total number of taxa for each Southern 
African data set please refer to Table 6.4 in Appendix C on page 237. 
All three of the data sets (gag, gag-pol, and pol) were analysed in three different Bayesian 
inference runs: a run containing only Cape Town sequence data, a run of Southern Africa 
sequences excluding Cape Town sequences, and a run of Southern African sequences including 
sequence data from Cape Town.  
2.4.1.2 Sequence alignment for Bayesian inference 
Each of the alignments was constructed with a quicktree method of alignment in ClustalW v 2.1  
(http://www.clustal.org/download/current) to speed up the alignment process. Each alignment file 
was manually edited in Se-Al v 2.0 (http://tree.bio.ed.ac.uk/software/seal). Gaps were excluded 
from alignments if the gaps were present in more than 20% of the taxa within the data set by 
deleting the entire column in which these gaps appeared. Alignments were then manually edited 
until a perfect codon alignment was obtained. Once again a considerable amount of time was 
spent on the manual codon aligning of each of the alignment due to the importance of a good 
alignment on any subsequent analysis. Aligned files were then exported in a nexus (.nex) and 
fasta (.fasta) file formats and labelled.  
2.4.1.3 Setting up of the Bayesian runs 
Bayesian Markov Chain Monte Carlo (MCMC) runs were set up under various demographic 
models in the BEAUTi software application, which is part of the BEAST v 1.7.3 
(http://beast.bio.ed.ac.uk/Main_Page) software package. Sequence alignments, containing 
longitudinal sampled sequences were imported into BEAUTi in a nexus (.nex) file format. 
Sampling dates was estimated from the taxa names within each of the alignments. 
For each of the data sets, evolutionary histories were estimated under a parametric (Constant 
population size) and non-parametric (Bayesian Skyline Plot) model with the use of both a strict 
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and relaxed molecular clock assumption. Each run was set up with 100 million steps in the 
MCMC with sampling every 10,000 steps in the chain. Each of the runs was run with the 
implementation of the SRD06 model of nucleotide substitution [Shapiro et al., 2006]. This model 
has two rate partitions, one for the first- and second-base and another for the third-base in a 
codon. This allows for a different rate for G + Ι than the first two coding bases in an amino acid. 
Fixed and estimated mutation rates were used for each of these models. Mutation rates were fixed 
for all of the model parameters that were executed under a fixed mutation rate according to the 
known mutation rates for the various regions of the HIV-1 genome: gag p24 [Novitsky et al., 
2010], concatenated gag-pol [Hue et al., 2004], and pol [Hue et al., 2004] that are routinely used 
in the literature. Each of these run parameters was carefully set up and exported and saved. Each 
of the files (.xml) was then executed in the BEAST v 1.7.3 software application 
(http://beast.bio.ed.ac.uk/Main_Page). 
The average time of each of the runs varied depending on the total number of taxa contained 
within each data set, as well as the sequence length of each data set. The smallest data sets took 
on average around 24 hours, while the largest took up to 14 days. Each of the runs was executed 
on a standard multi processor (32-processors) Linux based computer platform with Mac OS X 
10.6 (Snow Leopard).  
2.4.1.4 Analysis of Bayesian MCMC runs 
Convergence in each of the runs was sporadically assessed with the use of Tracer v 1.5 
(http://tree.bio.ed.ac.uk/software/tracer/) on the basis of the effective sample size (EES) and good 
convergence in the trace files. It is generally regarded that an EES greater than 200 shows good 
sampling from the posterior distribution of parameters. If good convergence was attained before 
the run attained the final chain length (100 million steps) the run was terminated prematurely. 
Each of the corresponding log files was used to extract the estimated time to the most recent 
common ancestor (tMRCA), mutation rate, and the coefficient of variation. Uncertainty in the 
estimation in each of the runs was assessed by the 95% highest posterior density (95% HPD) 
intervals.  
Bayesian inference relies heavily on the use of priors, for example the assumption of a relaxed or 
strict molecular clock or assumptions based on population sizes (constant or exponential). 
Therefore, one needs to test which of the chosen priors represents the given data set the best.  
Since the output of any Bayesian analysis is a posterior probability of possible solutions, standard 
probability methods can be used to address this question. For each of the various data sets the 
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“best-fitting model” of inference was determined through the calculation of Bayes factors 
[Suchard et al., 2001]. This was performed in Tracer with the use of the various log output files 
from the Bayesian runs in BEAST v 1.7.3 following 1000 bootstrap replicates. The best fitting 
model for each data set was then chosen based on the calculated Bayes factors. 
Time resolved phylogenies of each of the data sets were also constructed. The tree output file 
from the corresponding Bayesian MCMC run was used to construct a time resolved phylogenetic 
tree in TreeAnnotator v 1.7.3, which is part of the BEAST (http://beast.bio.ed.ac.uk/Main_Page) 
software application. The “best fitting” non-parametric model that was identified through the 
Bayes factor model comparison was used for the inference of these time resolved phylogenies.  
2.4.1.5 Epidemic reconstruction 
HIV demographic histories were reconstructed from the data that were inferred during the 
BEAST analysis. Bayesian Skyline Plots (BSPs) were constructed form the “best fitting” non-
parametric run in the gag and pol data sets for the Cape Town epidemic, the Southern African 
epidemic (excluding sequence data from Cape Town) and the entire Southern African epidemic. 
These BSPs were inferred from the corresponding log (.log) and tree (.tree) files in Tracer v 1.5 
(http://tree.bio.ed.ac.uk/software/tracer/). The plots, as well as the raw data, were exported and 
saved. The raw data was then imported into Excel and the BSPs were carefully reconstructed for 
each plot. The median and 95% Highest Posterior Density (HPD) intervals were used for this 
reconstruction.  
The estimated percentage lineages through time (PLTT) were also inferred from the best fitting 
non-parametric models for the Cape Town gag p24 and pol data sets. These, as with the BSPs, 
were inferred in Tracer v 1.5 (http://tree.bio.ed.ac.uk/software/tracer/) from the corresponding log 
(.log) and tree (.tree) files. These plots, along with the raw crude data, were once again exported 
and saved. The raw data were then imported into Excel and the percentages were calculated by 
standard mathematical techniques. Time resolved tree topologies were then inferred from the 
corresponding gag p24 and pol Bayesian data (.tree files) in TreeAnnotator v 1.7.3, which is part 
of the BEAST software package (http://beast.bio.ed.ac.uk/Main_Page). Each of the time resolved 
tree topologies along with the corresponding PLTT were combined in PowerPoint in a single 
diagram for ease of interpretation.  
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2.4.2 Establishing the evolutionary relationship of Cape Town isolates 
The Cape Town data sets were compared with other HIV-1 subtype C homologous sequences. 
This was accomplished by the inference of large-scale phylogenies to assess the evolutionary 
relationship between the sequences from Cape Town with other sequences from around the 
world. This involved four mains steps, which are described in detail in the next four sub-sections.  
2.4.2.1 Data Mining 
Public sequence databases were searched for all homologous HIV-1 subtype C sequences, which 
could be used to compare the newly sequenced data from the Cape Town cohort in a basic 
phylogenetic investigation. For this purpose both gag p24 (1246 – 1727 bp relative to HXB2), pol 
(2264 – 3321 bp relative to HXB2), and gag-pol (1246 – 3321 bp relative to HXB2) homologous 
sequences were collected. All sequences were downloaded with the appropriate patient 
information that was available. All sequences were then assembled into the appropriate file 
formats (.fasta or .txt) and labelled. 
A large number of sequences in these public sequence databases have been generated from a 
single patient over a long period of time. Therefore, it is possible to find multiple sequences, 
which have been generated from a single patient. Each of the three different data sets was 
imported into Se-Al v 2.0 (http://tree.bio.ed.ac.uk/software/seal) and exported in a text file 
format. The files were then imported into an Excel spread sheet and arranged alphabetically. The 
alphabetical arrangement of taxa based on their unique patient ID (Accession number) simply 
allows for easier exclusion of duplicates. This alphabetical arrangement of taxa was then used to 
screen for sequences with a high degree of sequence identity (>98%) as identified with the HIV-1 
Sequence Quality Analysis Tool (http://bioafrica.mrc.ac.za/tools/pppweb.html) from the 
bioafrica.net webpage.  
The HIV-1 Sequence Quality Analysis Tool is normally used to screen newly genotyped isolates 
for any potential sequence contamination. This is done by comparing the genetic diversity 
between strains, with two highly similar strains (> 98%) being identified as possible 
contaminants. However, this method can also be used to identify multiple genotypes from the 
same patient, as the genetic diversity of these genotypes are very low, even if these sequences 
were generated from specimens that were sampled months or years apart. Therefore, this method 
was used to manually exclude all multiple sequences (duplicates) from a single patient in the final 
data set. The removal of multiple sequences from the same patient is of the utmost importance. 
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Even though multiple sequences may not have any serious effect on the inference of standard 
phylogenies, they may seriously impact on advanced Bayesian methods of inference as inter and 
intra host evolutionary rates may vary considerably. Since South African and Southern African 
genotypes were selected from these large HIV-1 subtype C data sets, duplicates may therefore 
significantly influence any of the Bayesian results in the subsequent analyses.  
2.4.2.2 Sequence alignments and Editing 
The Cape Town data sets (gag p24, gag-pol, and pol) were combined with all the “cleaned-up” 
homologous reference sequences that were obtained in the data mining section. Each of these 
files were then saved in the appropriate file format and labelled carefully for alignment. 
ClustalW v 2.1 (http:/www.clustal.org/download/current) [Thompson et al., 1997] was used for 
the construction of each of the alignments. A quicktree method of alignment was used to speed 
up alignments due to the large number of taxa contained within the data sets. Each alignment file 
was then imported into Se-Al v 2.0 (http://tree.bio.ed.ac.uk/software/seal) for manual editing. 
Gaps were excluded from the alignment if the gaps were not present in more than 20% of the taxa 
in each of the alignments. Alignments were then manually edited until a perfect codon alignment 
was obtained. This is an extremely time consuming process and may sometimes take days of 
manual alignment for some data sets (depending on the size of the data set). However, this is an 
extremely important process since all further analysis will rely on these alignments and the 
quality of these analysis ultimately depend on the quality of the alignment that is used. After 
manual editing aligned files were exported in a nexus (.nex) and fasta (.fasta) file format and 
saved for later use.  
2.4.2.3 Inference of large-scale phylogenies 
Two different methods of tree inference were used to infer phylogenies for each of the three data 
sets. This was done in order to compare clustering of samples across the two different methods. 
No model test was performed on any of the alignments due to their large size. For example the 
gag p24 data set contained 1895 taxa while the pol data set contained 2333 taxa. Therefore, all 
phylogenies were inferred under a single model of nucleotide substitution (HKY85), which 
allows for base frequencies and Ts/Tv ratios to vary. 
Large-scale Minimum Evolution (ME) trees were inferred in fastME  (http://www.atgc-
montpellier.fr/fastme/binaries.php) [Desper et al., 2002] for each of the data sets. Firstly, the ME-
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tree topologies were inferred with the HKY85 model of nucleotide substitution, estimated gamma 
shape parameter, and the Nearest Neighbor Interchange (NNI) of branch optimization. This was 
done in order to identify any possible miss aligned sequences. Final ME-tree topologies were 
then inferred with the use of the HKY85+G (alpha = 0.8) model of nucleotide substitution. Each 
of these final ME-phylogenies was constructed with the implementation of the Subtree Pruning 
and Regrafting (SPR) method of tree search optimization technique. Bootstrap resampling for all 
ME-SPR tree topologies were also performed with a total of 100 bootstrap replicates for each 
data set.  
Maximum Likelihood (ML) tree topologies were also inferred in phyML v 3.0 [Guindon et al., 
2010] from the three large HIV-1 subtype C data sets in addition to the ME-tree topologies. 
These ML-tree topologies were inferred with an HKY85 model of nucleotide substitution, a 
proportion of invariant sites and estimation of a Gamma shape parameter. These ML-tree 
topologies were inferred with an approximate likelihood ratio test (aLRT) in order to obtain some 
support for the internal branching order of these phylogenies.  
These ME- and ML-tree topologies were constructed using a MacPro computer with 32 
processors and 64 GB of memory. Some of the ML-tree topologies took more than 40-days of 
computing time. 
2.4.2.4 Analysis of large-scale phylogenies 
Each of the newly constructed phylogenies was imported into FigTree v 1.3.1 
(http://tree.bio.ed.ac.uk/software/figtree) and manually investigated. The clustering of Cape 
Town sequences with other sequences was manually assessed through careful assessment of the 
branching patterns in each of the phylogenies. 
ME- and ML-phylogenies were also examined with the use of the PhyloType 
(http://www.phylotype.org) online software application. The PhyloType application is a recently 
published application [Chevenet et al., 2013], that allows for the quick, easy and unbiased 
analysis of large phylogenies that would normally have to be done manually, which is an 
extremely time consuming method. Briefly, all sequences were classified into three main 
categories based on their dates of sampling. All sequences in the large data sets that were 
generated from patient samples prior to the year 2000 (≤1999) were designated as “oldest” 
samples. Sequences from patient samples dating 2000 – 2005 were designated as “middle”, and 
sequences from patient samples dating from 2006 onwards were designated as “youngest”. 
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Sequences from patients with no known date of sampling were designated as “none”. The 
separation of taxa based on temporal classes, above their geographical classification, allows for a 
more in-depth look at the clustering of taxa in these large phylogenies. Taxa were carefully 
arranged, according to these dated criteria, in a PhyloType text file annotation. An illustration of 
a PhyloType file annotation is presented in Figure 2.3. These PhyloType annotated files along 
with the corresponding tree files (in Newick specific file formats) were used to assess sequence-
clustering patterns based on geographical and temporal classification in the PhyloType 
application with a total of 1000 shuffling iterations in order to calculate p-values for each of the 
identified clades in the tree topologies.  
 
Figure 2.3: An illustration of a PhyloType file annotation. This particular file annotation contains the 
taxa (sequence) of each isolate, the country code, the date category of the particular taxa and a country date 
combination. This is the query file annotation that PhyloType use to search the tree topology. This particular file 
annotation was generated in TextWrangler v 4.0.1.   
Analyses of these large phylogenies based only on their geographical classification were 
performed at a later stage (section 2.4.4.1). 
2.4.3 Phylogenetic investigation of transmission events  
During the course of the basic phylogenetic investigation of sequence data a large number of 
sequences from Cape Town clustered closely together. Such monophyletic clustering patterns are 
very unusual. Particularly in the context of a generalized HIV-1 subtype C epidemic in a country 
such as South Africa. As such, these are the first large monophyletic clusters detected of subtype 
C isolates in South Africa.  
These sequences that clustered in these monophyletic clusters however are not identical. Patient 
samples clustered in these monophyletic clusters in both the gag p24, and pol in tree topologies 
as well as the gag-pol (for those select few patient samples that were represented in both the gag 
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and pol data sets) phylogenies. Similarly, these patient samples were sampled at different time 
points and their genotypes have been generated in different studies [Jacobs et al., 2006; 
Wilkinson et al., in press; Isaacs et al., submitted], which dispel possible sequence 
contamination. Additionally, the previous mentioned analysis (in section 2.4.2.1) is normally 
used to exclude sequence contamination and therefore any potential sequence contamination 
would have been detected in these analyses. Furthermore, other South African sequences that 
cluster closely with the Cape Town isolates in these phylogenies were identified through 
retrospective analysis to also have originated from patients in the greater Cape Metropolitan area. 
Lastly, the majority of the patient samples were obtained from a few hospitals or clinics in the 
Cape Metropolitan area, which was then sent to the Tygerberg Academic Hospital for diagnostic 
testing, and therefore did not originate from a single source. Therefore it is highly possible that 
these monophyletic clusters may represent transmission events of HIV-1 amongst local 
communities in the Cape Town region. 
2.4.3.1 Identifying and testing potential clusters 
Each of the large-scale gag p24 and pol phylogenies that were constructed in the basic 
phylogenetic investigation in section 2.4.2 was imported into FigTree v 1.3.1 
(http://tree.bio.ed.ac.uk/software/figtree/) and manually investigated for potential transmission 
clusters of Cape Town sequences. Traditional knowledge regarding transmission events, based on 
findings in the established scientific literature (e.g. the length of internal and external branch 
lengths) was used to assess potential clusters. This method of analysing evolutionary trees is still 
regarded as the best way of identifying large clusters of similarity.  
Each of the inferred large-scale phylogenies was also assessed with the use of the PhyloType 
application (http://lamarck.lirmm.fr/phylotype/) to identify any potential clusters within the 
phylogenies. A total of 1000 shuffling iterations were used to provide statistical confidence in the 
assessment of the transmission clusters.  
During the manual and automatic scanning of tree topologies several Cape Town clusters were 
observed, however no adequate bootstrap support was obtained for the internal branches of these 
clusters. Similarly, adequate support values for more established HIV-1 subtype C clusters (e.g. 
the Indian and Brazilian clades) were also very poor. Due to the lack of adequate support for the 
internal branches of the putative transmission clusters, additional analyses were performed in 
order to investigate whether these clusters could be trusted.   
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Therefore, additional clustering analyses were set up in order to access the validity of these 
putative clusters and investigate whether they hold up against a different reference set. Each 
potential cluster were analysed against a reference set of HIV-1 sequences in five different 
phylogenies. For this the full full-length HIV-1 subtype C reference set was obtained from the 
Los Alamos National Laboratory (LANL) HIV-1 sequence database 
(http://www.hiv.lanl.gov/content/index) along with the HXB2 reference strain of HIV-1, which 
were used to root phylogenies in the subsequent analyses. Multiple sequence alignments were 
constructed for each of the putative transmission clusters, along with homologous reference 
strains in ClustalW (http://www.clustal.org/clustal2/) [Thompson et al., 1997]. Each alignment 
was then manually edited in Se-Al v 2.0 (http://www.tree.bio.ed.ac.uk/software/seal/). Gaps were 
excluded from the alignment if the gaps were present in more than 20% of the taxa in each of the 
alignments. Sequences were manually edited until a perfect codon alignment was achieved. 
Five different tree topologies were inferred for each of these alignments. This included a 
Neighbor-Joining (NJ) tree topology and a Minimum Evolution (ME) tree topology, which were 
both inferred with the K2P model of nucleotide substitution, an estimated gamma shape 
parameter, and 1000 bootstrap replicates. The NJ-tree topologies were inferred in MEGA v 5.0 
[Tamura et al., 2011] while the ME-tree topologies were inferred in fastME [Desper and Gascuel, 
2002]. Furthermore, two Maximum Likelihood (ML) tree topologies were inferred for each data 
set in phyML v 3.0 [Guindon et al., 2010], with the use of the HKY85+G (G = 0.8) model of 
nucleotide substitution. One of the ML-tree topologies was inferred with aLRT while the other 
was inferred with bootstrap resampling (n = 1000). Finally, a Bayesian tree topology was also 
inferred for each of the alignments in MrBayes [Huelsenbeck and Ronquist, 2001; Ronquist and 
Huelsenbeck, 2003] with the GTR+G+I model of nucleotide substitution. Posterior tree files were 
summarized in TreeAnnotator v 1.7.4, which is part of the BEAST software package (Drummond 
and Rambaut, 2007). 
All trees were inspected in FigTree v 1.3.1 (http://tree.bio.ed.ac.uk/software/figtree/) to access the 
support for internal branches of the clusters. Additionally, all of these phylogenies were also 
analysed with the PhyloType application (http://lamarck.lirmm.fr/phylotype/) to identify clusters, 
and to access support for each of these clusters. Only Cape Town isolates that consistently 
clustered within the monophyletic clades were accepted as “true” transmission clusters, while any 
taxa that cluster outside of these clades were excluded from any of the subsequent analyses.  
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2.4.3.2 Timing the internal nodes of monophyletic clades  
The estimated root height (date of origin or tMRCA) of the internal nodes of each of the 
identified clades was calculated with the use of standard Bayesian inference methods.  
Briefly, each of the taxa in the clusters was annotated according to the specific year, month and 
day of sampling (represented as a fraction of a sampling year e.g. 1990.67), which was manually 
calculated in Excel. Sequence alignments of each of the clusters were performed in ClustalW v 
2.1 with a quicktree method of alignment (http://www.clustal.org/download/current) and 
manually edited in Se-Al v 2.0 (http://tree.bio.ed.ac.uk/software/seal) to obtain a perfect codon 
alignment. Each of the alignments was then exported and saved in the appropriate file format 
(.nex). Dated tree topologies, evolutionary rates and root heights (tMRCA of each cluster) were 
co-estimated with the implementation of a standard Bayesian MCMC approach, which was 
executed in BEAST v 1.7.3 (http://beast.bio.ed.ac.uk/Main_Page) [Drummond and Rambaut, 
2007] with a the use of the SRD06 model of nucleotide substitution [Shapiro et al., 2006]. Two 
parametric (Constant Population Size and Exponential Growth) and one non-parametric (BSP) 
tree prior, was compared under a strict and relaxed molecular clock conditions. Each of the run 
parameters was analysed under both a fixed and estimated mutation rates. For the gag p24 data 
sets the mutation rate were fixed at 3,0 x 10
-3
 mutations/site/year [Novitsky et al., 2010] and for 
the pol analyses the mutation rate were fixed at 2,55 x 10
-3
 mutations/site/year [Hue et al., 2004]. 
Chains in the MCMC were run for 30 million generations and sampled every 3000 steps in the 
chain. Convergence in each of the runs was assessed with the use of Tracer v 1.5 
(http://tree.bio.ed.ac.uk/software/tracer/) on the basis of the effective sample size (EES) after a 
10% burn-in. Uncertainty in the estimation was indicated by 95% highest posterior density (95% 
HPD) intervals. Bayes factor comparisons were conducted for all runs for each of the various 
data sets in Tracer v 1.5 [Suchard et al., 2001]. 
2.4.3.3 Time resolved tree topologies with clustering of the various  
           monophyletic clades 
Time resolved phylogenies of the entire gag p24 and pol Cape Town data sets were also 
constructed. 
Briefly, sequence alignments of the various (Cape Town only) data sets were constructed in 
ClustalW v 2.1 (http://www.clustal.org/download/current/) and manually edited in Se-Al v 2.0 
(http://tree.bio.ed.ac.uk/software/seal/) until a perfect codon alignment was obtained. Each of the 
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alignments was then exported and saved for later use. Each of the sequences within the clusters 
was forced into monophyletic clades in BEAUTi (http://beast.bio.ed.ac.uk/Main_Page).  
A Bayesian Markov Chain Monte Carlo (MCMC) approach, executed in BEAST v 1.7.3 
(http://beast.bio.ed.ac.uk/Main_Page), was used for the estimation of dated tree topologies, 
evolutionary rates and population growth rates. Each of the runs was conducted with the use of 
the SPR06 model of nucleotide substitution. Two parametric models (constant population size 
and exponential growth) and one non-parametric model (Bayesian skyline plot) were compared 
under strict and relaxed molecular clock conditions. Each of the run parameters was analysed 
with the use of both a fixed and estimated mutation rate. For the gag p24 analysis the mutation 
rate was fixed at 3,00 x 10
-3
 mutations/site/year [Novitsky et al., 2010] and for the pol analysis 
the mutation rate was fixed at 2,55 x 10
-3
 mutations/site/year [Hue et al., 2004]. Two independent 
runs were performed for each model tree prior. A total of 50 million steps was run in the MCMC 
and sampled every 5000 steps. Convergence in each of the runs was assessed in Tracer v 1.5 
(http://tree.bio.ed.ac.uk/software/tracer/) on the basis of the effective sample size (ESS). 
Uncertainty in the estimation was indicated by 95% highest posterior density (95% HPD) 
intervals.   
The posterior distribution of trees were summarized in a target tree with the use of TreeAnnotator 
v 1.7.3 program, included in the BEAST software package (http://beast.bio.ed.ac.uk/Main_Page), 
by choosing the tree with the maximum product of posterior probabilities after a 10% burn-in. 
Each of the time resolved tree topologies were examined in FigTree v 1.3.1 
(http://tree.bio.ed.ac.uk/software/figtree/) and manually edited for better interpretation and 
visualization.  
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 CHAPTER THREE 
The following chapter contains the results of the study and are organised in several parts: (1) 
Results on sample selection and the genotyping of patient samples. This part (section 3.1) will 
cover the selection of samples from cold storage for genotyping. (2) Results on the genotyping of 
patient samples. This part (section 3.2) will cover the genotyping of the selected patient samples 
for the generation of longitudinal gag p24 and pol sequence data sets from Cape Town. (3) 
Results of the dating analyses. This part (section 3.3) will cover the results of the viral subtyping, 
results of the molecular clock analyses of the Cape Town sequence data sets, the results of the 
evolutionary reconstruction of the Cape Town HIV-1 subtype C epidemic and the results of the 
evolutionary reconstruction of the Southern African HIV-1 subtype C epidemic. (4) This will be 
followed by results from the basic phylogenetic investigation (section 3.4), which looked at the 
evolutionary relationship of the isolates from the Cape Town data sets with other HIV-1 subtype 
C isolates from around the world. (5) Results of the transmission cluster analyses. This part 
(section 3.5) will contain results on the identification, verification and analyses of putative 
transmission clusters of HIV-1 subtype C in Cape Town.  
These results that are presented in this chapter will then be discussed and compared with one 
another, as well as with the findings from other studies in the established scientific literature, in 
the following chapter.  
3.1 Results of the selection of patient samples 
Several HIV-1 subtype C gag p24 and pol sequences have been characterized in the past from 
patients in the Cape Town area. These sequences, which were generated within the Division of 
Medical Virology at the Tygerberg Academic Hospital, were selected for inclusion into the study. 
A total of 168 previously characterized gag p24 sequences (2002 – 2010), and 92 pol sequences 
(2008 – 2010), were obtained by this method. These patient sequences were characterized by 
either myself or by other students within the Division of Medical Virology [Jacobs et al., 2006; 
Wilkinson et al., 2013 in press; Isaacs et al., in preparation].  
Additionally, 250 patient samples were selected from the -20°C freezers for the generation of 
new sequences, particularly from the very early years of the HIV-1 subtype C epidemic in Cape 
Town. This was done in order to achieve comprehensive longitudinally sampled sequence data 
sets that would span over roughly a 21-year time period.  
Stellenbosch University  http://scholar.sun.ac.za
 90 
3.2 Results of the genotyping of patient samples  
3.2.1 Amplification of gag p24 and pol fragments from Cape Town 
The amplification of gag p24 and pol genomic fragments from isolated nucleic acid (either RNA 
& DNA) produced a total of 49 PCR positive gag p24 fragments (spanning between 1989 and 
1993) and 110 PCR positive pol fragments (spanning between 1989 and 2004). No positive PCR 
products were obtained for the 34 RNA samples from 1996, following extensive methods to 
optimize the PCR conditions (e.g. changing the concentrations of MgCl2 and/or slightly adjusting 
the annealing temperatures of primers). The 110 successfully amplified pol fragments only refer 
to isolates for which both the PR- and RT PCR-pol amplification assays were positive. This small 
number of characterized patient samples (particularly from the very oldest samples) represents 
only a small number of the patient samples that were selected for characterization (n = 250). The 
characterization of such old patient samples are extremely difficult and time consuming since the 
storage of these samples, over long periods of time, may have led to a considerable degree of 
sample degradation.   
3.2.2 Sequencing and the composition of the final sequence data sets from  
  Cape Town 
Sequencing of amplified gag p24 and pol fragments produced 25 new gag p24 sequences (1989 - 
1992) and 74 new pol sequences (1989 - 2004). The newly characterized gag p24 and pol 
sequences were combined with the previously characterized sequences from Cape Town, that 
were genotyped as part of other studies within the Division of Medical Virology (Tygerberg 
Hospital). This produced a final gag p24 data set, containing a total of a 193 taxa, and a final pol 
data set of 166 sequences. Only 52 patient samples were represented in both the gag p24 and pol 
data set. These 52 sequences were also arranged into a different data set to produce a 
concatenated gag-pol data set. A full list of gag p24, concatenated gag-pol and pol sequences that 
were generated from Cape Town patients, along with relevant demographic and health 
information are presented in Tables 6.1 to 6.3 in Appendix A (page 223 - 235).  
3.2.3 Results of the subtyping of various sequence data sets 
All of the gag p24 and pol sequences from Cape Town were subtyped with two online HIV-1 
subtyping tools. All of the gag p24 and pol sequences contained in the two data sets were 
classified with high bootstrap support (> 70%) as HIV-1 subtype C isolates with the REGA v 2.0 
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subtyping tool (http://www.bioafrica.net/rega-genotype/html/subtypinghiv.htm). Similarly, all 
isolates were also classified with high posterior probability values (> 0.9) as HIV-1 subtype C 
isolates with the jumping profile Hidden Markov Model (jpHMM) method from GOBICS 
(http://jphmm.gobics.de).  
3.2.4 The results of the regression analyses of root-to-tip divergence of the  
  Cape Town data sets 
The gag p24 and pol data sets were analysed with the Path-O-Gen application 
(http://tree.bio.ed.ac.uk/software/pathogen/) in order to assess the degree of temporal signal and 
molecular clock likeness of each of the data sets.  
The Path-O-Gen analysis of the final Cape Town gag p24 data set (data shown in Figure 6.1 on 
page 242) placed the estimated tMRCA (based on the crude root-to-tips regression) around 
1953.50 with an R squared (R
2
) value of 0.213. The estimated mutation rate of the gag p24 Cape 
Town data set (calculated from the crude root-to-tip regression in Path-O-Gen) was estimated at 
around 2.79 x 10
-3
 mutations/site/year.  
Similarly, the Path-O-Gen analysis of the final Cape Town pol data set (Figure 3.1) placed the 
estimated tMRCA for the data set (based on the crude root-to-tips regression) around 1952.77 
with a calculated R
2
 value of 0.294. The mutation rates of the pol Cape Town data set were 
estimated at around 2.23 x 10
-3
 mutations/site/year based on the root-to-tip regression in Path-O-
Gen. The preliminary molecular clock analysis of both the gag p24 and pol data sets, suggest that 
both data sets holds enough genetic information and does evolve in a clock like manner.  
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Figure 3.1: The root-to-tip regression analysis of the pol Cape Town data set. The 166 pol sequences 
from Cape Town were analysed in Path-O-Gen v 1.3. The ML-tree that was used for the analysis was constructed in 
PhyML with the HKY+G+I model of nucleotide substitution and the SPR method of branch swapping was utilized. 
The average R
2
 of the data set was 0.29, the estimated tMRCA calculated from the crude root to tip regression was 
1952.77 and the mutation rate (slope rate) is 2.23 x 10
-3
 mutations/site/year. 
3.3 Results of the HIV-1 subtype C epidemic reconstruction 
3.3.1 Outcome of the epidemic reconstruction of the HIV-1 subtype C epidemic in  
   Cape Town  
HIV epidemic reconstruction was undertook to investigate the evolutionary history of the Cape 
Town subtype C HIV-1 epidemic. Firstly, the estimated tMRCA was inferred from the three 
different Cape Town data sets. Secondly, the phylodynamic aspect of the Cape Town epidemic 
was investigated through dynamic construction from selected gag p24 and pol data runs.  
3.3.1.1 Estimated tMRCA of the Cape Town epidemic 
Three different genomic regions (gag p24, gag-pol concatenated, and pol) were used to infer the 
evolutionary history of the Cape Town epidemic. Manual inspection of each of the log files was 
assessed in Tracer and good convergence in the Markov Chains were observed for all the runs. 
The estimated tMRCA of the Cape Town epidemic that was inferred from the three different 
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genomic regions (gag p24, partial pol and a concatenated gag-pol data set) gave very similar 
results (Tables 3.1 – 3.3). 
The inferred tMRCA of the Cape Town epidemic from the gag p24 data set (Table 3.1) ranged 
between 1952,5 (95% HPD 1935,9 – 1967,0) and 1973,7 (95% HPD 1969,2 – 1977,7). The 
calculation of Bayes factors identified Const.relax.est.2 as the best fitting tree prior used for the 
gag p24 Cape Town data set (data shown in Table 6.5 in the Appendix D on page 238). The 
estimated mean tMRCA of this model was 1966,6 with the 95% HPD ranging between 1956,4 
and 1975,8 while the mean estimated mutation rate for this model tree prior was 3,1 x 10
-3
 
mutations/site/year with the 95% HPD interval ranging between 2,3 x 10
-3
 and 3,8 x 10
-3 
mutations/site/year. The average coefficient of variation for the gag p24 Cape Town relaxed runs 
was 0,33 for the BSP model and 0,47 for the constant population size tree prior. These 
coefficients of variation indicate that there is a very small variation in the evolutionary rate 
amongst the different branches in the tree topology irrespective of the evolutionary model that 
was employed. 
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Table 3.1: The estimated tMRCA and mutation rates for the Cape Town gag p24 data set. The best 
fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are marked in bold. The 
average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are indicated at the 
bottom. 
Estimated tMRCA  
Model Parameters Mean Median 95% HPD lower 
95% HPD 
upper 
ESS 
BSP.relaxed.est.1 1952,6 1953,9 1967,8 1935,2 669,6 
BSP.relaxed.est.2 1954,2 1955,5 1968,7 1937,6 533,3 
BSP.relaxed.fix.1 1973,4 1973,7 1977,8 1968,7 1030,5 
BSP.relaxed.fix.2 1973,4 1973,6 1977,7 1968,7 400,2 
BSP.strict.est.1 1952,8 1953,9 1966,5 1936,8 808,7 
BSP.strict.est.2 1952,5 1953,6 1967,0 1935,9 827,7 
BSP.strict.fix.1 1973,7 1973,9 1977,6 1969,4 1164 
BSP.strict.fix.2 1973,7 1973,9 1977,7 1969,2 1262,9 
Const.relax.est.1 1967,7 1968,5 1976,3 1958,2 539,0 
Const.relax.est.2 1966,6 1967,4 1975,8 1956,4 351,4 
Const.relax.fix.1 1968,0 1968,5 1973,6 1961,3 819,2 
Const.relax.fix.2 1967,3 1967,9 1973,5 1959,5 914,2 
Average 1964,7 1965,4 1973,3 1954,7 776,7 
Estimated mutation rates  
Model Parameters Mean Median 95% HPD lower 
95% HPD 
upper 
ESS 
BSP.relaxed.est.1 1,30E-03 1,30E-03 9,50E-04 1,70E-03 598,9 
BSP.relaxed.est.2 1,40E-03 1,40E-03 1,00E-03 1,90E-03 117,6 
BSP.strict.est.1 1,30E-03 1,30E-03 9,70E-04 1,70E-03 55,1 
BSP.strict.est.2 1,30E-03 1,30E-03 9,70E-04 1,70E-03 663,5 
Const.relax.est.1 3,10E-03 3,00E-03 2,30E-03 3,80E-03 253,6 
Const.relax.est.2 2,90E-03 2,90E-03 2,20E-03 3,70E-03 136,8 
tMRCA – time to the Most Recent Common Ancestor; HPD – Highest Posterior Density; ESS – Effective Sample 
Size; BSP – Bayesian Skyline Plot, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Constant – Constant Population Size 
Similarly, the inferred tMRCA of the Cape Town epidemic from the concatenated gag-pol data 
set (Table 3.2) ranged between 1941,4 (95% HPD 1917,1 – 1960,2) and 1973,4 (95% HPD 
1970,0 – 1976,6). The calculation of Bayes factors identified BSP.relax.est.1 as the best fitting 
tree prior used for the gag-pol Cape Town data set (data shown in Table 6.6 in the Appendix D 
on page 238). The estimated mean tMRCA of this model was 1969,9 with the 95% HPD ranging 
between 1961,0 and 1977,9. The mean estimated mutation rate for this model tree prior was 2,5 x 
10
-3
 mutations/site/year with the 95% HPD interval ranging between 1,6 x 10
-3
 and 3,3 x 10
-3
. 
The average coefficient of variation for the gag-pol concatenated Cape Town relaxed runs was 
0,32 for the BSP model and 0,49 for the constant population size tree prior, which suggest that 
there is a very small variation in the evolutionary rates amongst the different branches in the tree 
topology irrespective of the various models that were employed. 
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Table 3.2: The estimated tMRCA and mutation rates for the Cape Town gag-pol concatenated 
data set. The best fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are 
marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are 
indicated at the bottom. 
Estimated tMRCA  
Model Parameters Mean Median 95% HPD lower 
95% HPD 
upper 
ESS 
BSP.relax.fix.1 1940,9 1943,7 1962,0 1914,4 1166,1 
BSP.relax.fix.2 1941,3 1944,3 1962,4 1915,1 1175,7 
BSP.relax.est.1 1969,9 1970,6 1977,9 1961,0 840,1 
BSP.relax.est.2 1968,4 1969,8 1978,1 1956,6 128,8 
BSP.strict.fix.1 1972,4 1972,5 1975,2 1969,3 4429,3 
BSP.strict.fix.2 1972,3 1972,4 1975,0 1969,1 5403,4 
BSP.strict.est.1 1941,7 1944,1 1961,0 1918,1 2024,2 
BSP.strict.est.2 1941,4 1943,7 1960,2 1917,1 1940,9 
Const.relax.fix.1 1971,3 1971,7 1975,7 1965,9 2747,1 
Const.relax.fix.2 1970,9 1971,3 1975,6 1965,8 3110,8 
Const.relax.est.1 1973,3 1973,4 1976,5 1969,9 4742,8 
Const.relax.est.2 1973,4 1973,5 1976,6 1970,0 6003,6 
Average 1961,4 1962,6 1971,4 1949,4 2809,4 
Estimated mutation rates  
Model Parameters Mean Median 95% HPD lower 
95% HPD 
upper 
ESS 
BSP.relax.est.1 2,50E-03 2,40E-03 1,60E-03 3,30E-03 887,2 
BSP.relax.est.2 2,40E-03 2,40E-03 1,40E-03 3,30E-03 162,7 
BSP.strict.est.1 9,90E-04 1,00E-03 6,30E-04 1,30E-03 1462,8 
BSP.strict.est.2 9,90E-04 9,90E-04 6,10E-04 1,30E-03 1221 
Const.relax.est.1 9,90E-04 1,00E-03 6,00E-04 1,40E-03 1004,9 
Const.relax.est.2 1,00E-03 1,00E-03 6,10E-04 1,40E-03 823,6 
tMRCA – time to the Most Recent Common Ancestor; HPD – Highest Posterior Density; ESS – Effective Sample 
Size; BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation 
rate; est – Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree 
prior 
From the pol data set the inferred tMRCA of the Cape Town epidemic (Table 3.3) was estimated 
between 1951,4 (with the 95% HPD ranging between 1937,0 and 1964,7) and 1969,9 (with the 
95% HPD ranging between 1965,1 and 1974,3). Bayes factor comparison identified 
Const.relax.est.1 as the best fitting model tree prior used for the pol Cape Town data set (data 
presented in Table 6.7 in the Appendix D on page 239). For this model the mean tMRCA was 
1964,8 with the 95% HPD ranging between 1955,3 and 1973,5. The mean inferred mutation rate 
for this model was estimated at 2,1 x 10
-3
 mutation/site/year (with the 95% HPD ranging between 
1,8 x 10
-3
 and 2,5 x 10
-3
). The median coefficients of variation were 0,34 and 0,48 for the relaxed 
BSP and constant population size tree priors. This suggests that there is a very small variation in 
the evolutionary rates amongst the different branches in the tree topology irrespective of the 
various models that were employed. 
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Table 3.3: The estimated tMRCA and mutation rates for the Cape Town pol data set. The best 
fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are marked in bold. The 
average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are indicated at the 
bottom. 
Estimated tMRCA  
Model Parameters Mean Median 95% HPD lower 95% HPD upper ESS 
BSP.relax.est.1 1951,4 1952,4 1964,7 1937,0 772,4 
BSP.relax.est.2 1951,6 1952,6 1963,7 1937,0 1118,4 
BSP.relax.fix.1 1969,9 1970,1 1974,3 1965,1 362,6 
BSP.relax.fix.2 1969,6 1969,9 1974,2 1964,7 171,9 
BSP.strict.est.1 1951,6 1952,1 1961,2 1940,6 725,1 
BSP.strict.est.2 1951,3 1951,9 1961,0 1940,8 582,0 
BSP.strict.fix.1 1966,4 1966,6 1971,3 1961,2 1363,7 
BSP.strict.fix.2 1966,2 1966,4 1971,1 1961,2 2324,3 
Const.relax.est.1 1964,8 1965,5 1973,5 1955,3 380,0 
Const.relax.est.2 1964,9 1965,6 1973,7 1955,1 365,2 
Const.relax.fix.1 1960,5 1961,1 1968,4 1951,4 1591,3 
Const.relax.fix.2 1960,7 1961,3 1968,5 1952,6 1020,4 
Const.strict.est.1 1960,2 1960,5 1967,5 1952,5 939,4 
Const.strict.est.2 1960,0 1960,3 1967,3 1952,2 638,4 
Const.strict.fix.1 1965,1 1965,3 1969,4 1960,4 5117,8 
Const.strict.fix.2 1964,9 1965,0 1969,4 1960,1 3732,4 
Average 1961,2 1961,7 1968,7 1953,0 1325,3 
 Estimated mutation rates  
Model Parameters Mean Median 95% HPD lower 95% HPD upper ESS 
BSP.relax.est.1 1,40E-03 1,40E-03 9,90E-04 1,70E-03 404,8 
BSP.relax.est.2 1,40E-03 1,40E-03 9,90E-04 1,70E-03 872,3 
BSP.strict.est.1 3,00E-03 3,00E-03 2,30E-03 3,60E-03 149,2 
BSP.strict.est.2 3,00E-03 3,00E-03 2,40E-03 3,70E-03 172,6 
Const.relax.est.1 2,10E-03 2,10E-03 1,80E-03 2,50E-03 456,1 
Const.relax.est.2 2,10E-03 2,10E-03 1,80E-03 2,50E-03 395,2 
Const.strict.est.1 1,40E-03 1,40E-03 1,10E-03 1,70E-03 332,3 
Const.strict.est.2 1,40E-03 1,40E-03 1,10E-03 1,70E-03 370,9 
tMRCA – time to the Most Recent Common Ancestor; HPD – Highest Posterior Density; ESS – Effective Sample 
Size; BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation 
rate; est – Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree 
prior 
In summary, the dating analyses from the three different Cape Town data sets placed the 
estimated date of origin for the Cape Town/South African HIV-1 subtype C epidemic around the 
mid 1960‟s with the 95% HPD interval ranging from 1955 to 1977. 
3.3.1.2 Phylodynamic aspects of the Cape Town data sets 
Phylodynamic reconstruction of the demographic history of the Cape Town HIV-1 subtype C 
epidemic was achieved through non-parametric remodelling from various gag p24 and pol runs.  
Close examination of the reconstructed BSP under a relaxed molecular clock assumption from 
the gag p24 data set (Figure 3.2) revealed a relatively smooth BSP with a linear growth over 
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roughly a 30-year period (1980 – 2010). A brief period of exponential growth in the EPS is 
visible in the mid 1980‟s (1984 – 1987). Another possible brief period of exponential growth can 
be seen in the mid 1990‟s (1994 – 1997), particularly when looking at the growth trajectory of the 
95% lower HPD.    
 
Figure 3.2: Bayesian skyline plot of Cape Town HIV-1 subtype C gag p24 data sets. This non-
parametric estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the 
“traced” median effective population size with the 95% upper and lower highest posterior density intervals indicated 
in the green dashed lines. This plot starts in the late 1970‟s and stretches over roughly a 30-year period (1980 - 
2010). The period marked in grey indicates period(s) of exponential growth in the effective population size.  
Similarly, the BSP from the pol data set (Figure 3.3) revealed a strong linear growth in the HIV-1 
subtype C epidemic in Cape Town from the middle of the 1970´s till the late 1980´s, with a 
period of exponential growth in the late 1980‟s and early 1990‟s. A plateau, or even a slight 
decline (as seen in the lower 95% HPD), in the rate of epidemic growth, was observed from the 
mid 1990‟s till the present.  
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Figure 3.3: Bayesian skyline plot of Cape Town HIV-1 subtype C pol data sets. This non-parametric 
estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the “traced” 
median effective population size with the 95% upper and lower highest posterior density intervals indicated in the 
green dashed lines. This plot begins in the mid 1970‟s and stretches over roughly a 35-year period (1975 – 2010). 
The period marked in grey indicates period(s) of exponential growth in the effective population size. 
In summary, the dynamic reconstruction of the HIV-1 subtype C epidemic from the two Cape 
Town data sets (gag p24 and the partial pol) suggests a slow linear growth in the epidemic in 
Cape Town/South Africa since the start of the epidemic till the mid to late 1990‟s. Small periods 
of exponential growth in the effective population size were observed during the mid to late 
1980‟s. Since the turn of the century it would appear that the growth of the epidemic has 
stabilized. 
3.3.1.3 Estimates of the percentage lineages through time in Cape Town  
The estimated percentage lineages through time, as well as time resolved tree topologies, were 
also inferred from selected runs for both the gag p24 and pol data sets. Each of the inferred time 
resolved tree topologies were combined with the median estimated percentage lineages through 
time.   
The estimated percentage lineages through time (PLTT) of the gag p24 inferred data (Figure 3.4) 
reveal a slow increase in the genetic diversity in the period before 1980. This was followed by a 
massive increase in genetic variation during the course of the 1980‟s. By the start of the 1990‟s 
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an estimated 79,2% of current genetic isolates were already present within the Cape Town region 
or the surrounding environment. Since then the genetic diversity has continued to expand till the 
present day. 
The estimated percentage lineages through time (PLTT) that were inferred from the pol Cape 
Town sequence data (Figure 3.5) reveals a slow increase in the genetic diversity in the early years 
of the epidemic in Cape Town (1965 - 1980). This period of slow viral genetic expansion was 
followed by a massive increase in genetic variation during the 1980‟s. By the end of the 1980‟s 
more than 80% of the present day genetic variants were already circulating amongst the infected 
population of Cape Town. Since the start of the 1990‟s the genetic diversity of HIV-1 subtype C 
has continued to increase till the present.  
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Figure 3.4: Estimated percentage lineages through time for the gag p24 Cape Town data set. The tree topology and the corresponding percentage lineages 
through time were reconstructed from data that was inferred in BEAST following 100 million iterations in the MCMC. This MCMC was conducted under a non-parametric 
relaxed molecular clock assumption with a fixed mutation rate of 3.0 x 10
-3
 mutations/site/year. The estimated percentage lineages through time were calculated in Tracer with the 
use of the corresponding log and tree files. The raw data were exported into Excel and converted into percentages. The time resolved tree topology was constructed from the 
corresponding tree file in TreeAnnotator following the discarding of a 10% burn-in. 
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Figure 3.5: Estimated percentage lineages through time for the pol Cape Town data set. The tree topology and the corresponding percentage lineages through 
time were reconstructed from data that was inferred in BEAST following 100 million iterations in the MCMC. This MCMC was conducted under a non-parametric relaxed 
molecular clock assumption with a fixed mutation rate of 2.5 x 10
-3
 mutations/site/year. The estimated percentage lineages through time were calculated in Tracer with the use of 
the corresponding log and tree files. The raw data were exported into Excel and converted into percentages. The time resolved tree topology was constructed from the 
corresponding tree file in TreeAnnotator following the discarding of a 10% burn-in. 
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3.3.2 Outcome of the epidemic reconstruction of the Southern African epidemic 
  (excluding sequence information from the Cape Town data sets) 
Evolutionary histories were also inferred from sequence data from the Southern African region in 
order to compare the evolutionary trends of the Cape Town HIV-1 subtype C epidemic with that 
of the Southern African region. Once again, evolutionary histories were inferred from three data 
sets spanning over different genomic regions: a gag 24 data set, a gag-pol concatenated data set, 
and a pol data set. These data sets contained no sequence information from the Cape Town data 
sets.  
3.3.2.1 The estimated tMRCA of the Southern African epidemic  
           (excluding sequence information from the Cape Town data sets)  
The inferred tMRCA of the Southern African epidemic from the gag p24 data set (Table 3.13) 
ranged between 1927,6 (with the 95% HPD ranging between 1871,0 and 1964,6) and 1970,9 
(with the 95% HPD ranging between 1963,0 and 1977,1). Low effective sample sizes (ESS < 
200) were obtained for these runs, however good convergence in the trace files was observed. An 
example of this can be seen in Figure 6.2 in Appendix E on page 243.  
The estimated inferred mean tMRCA of the Southern African (excluding Cape Town sequence 
data) epidemic, from the gag p24 data set (Table 3.4) ranged between 1927 (95% HPD 1871,0 – 
1964,6) and 1970,9 (95% HPD 1963,0 – 1977,1). Bayes factor comparison between the various 
tree priors (Table 6.8 in Appendix D on page 239) identified BSP.relax.est.2 as the best fitting 
prior used for this data set. The mean tMRCA of this run was 1955,9 with the 95% HPD ranging 
between 1936,5 and 1972,0. The mean mutation rate for the best fitting model was 2,4 x 10
-3
 
mutations/site/year with the 95% HPD ranging between 1,7 x 10
-3 
and 3,2 x 10
-3
.  
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Table 3.4: Estimated tMRCA and mutation rates for the Southern African gag p24 data set. The 
best fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are marked in bold. 
The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are indicated at the 
bottom. 
Estimated tMRCA  
Model Parameters  Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relax.est.1 1963,5 1964,6 1978,1 1947,5 36,2 
BSP.relax.est.2 1955,9 1957,3 1972,0 1936,5 31,6 
BSP.strict.fix.1 1970,9 1971,8 1977,1 1963,0 15,8 
BSP.strict.fix.2 1965,3 1965,6 1970,1 1960,4 191,8 
BSP.strict.est.1 1937,6 1941,9 1968,6 1898,6 191,2 
BSP.strict.est.2 1927,6 1937,0 1964,6 1871,0 566,4 
Const.relax.est.1 1967,6 1968,7 1979,5 1952,8 52,0 
Const.relax.est.2 1970,6 1972,1 1981,6 1956,3 56,5 
Const.strict.fix.1 1966,2 1966,6 1972,7 1958,2 19,5 
Const.strict.fix.2 1967,2 1967,5 1972,5 1960,6 197,6 
Const.strict.est.1 1935,6 1945,4 1972,3 1894,9 252,2 
Const.strict.est.2 1929,3 1940,7 1970,8 1863,0 333,8 
Average 1954,7 1958,2 1973,3 1930,2 162,0 
Estimated mutation rate 
Model Parameters  Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relax.est.1 2,40E-03 2,40E-03 1,70E-03 3,20E-03 50 
BSP.relax.est.2 2,80E-03 2,70E-03 1,80E-03 3,90E-03 24,3 
BSP.strict.est.1 1,20E-03 1,20E-03 6,10E-04 1,80E-03 147,9 
BSP.strict.est.2 1,10E-03 1,10E-03 4,80E-04 1,70E-03 462,3 
Const.relax.est.1 3,60E-03 3,50E-03 2,60E-03 4,70E-03 22,9 
Const.relax.est.2 3,70E-03 3,70E-03 2,60E-03 4,80E-03 18,5 
Const.strict.est.1 1,30E-03 1,30E-03 6,10E-04 2,00E-03 241,2 
Const.strict.est.2 1,20E-03 1,20E-03 4,30E-04 2,00E-03 275,8 
tMRCA – time to the Most Recent Common Ancestor; HPD – Highest Posterior Density; ESS – Effective Sample 
Size; BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation 
rate; est – Estimated mutation rate; strict – Strict Molecular Clock assumption; Constant – Const Population Size tree 
prior 
The estimated tMRCA of the various countries of origin in the Southern African data sets (Table 
3.5); Botswana, South Africa (excluding Cape Town), Zambia, Zimbabwe, and Malawi, were 
also compiled from the log files. The estimated mean tMRCA for the model with the best fitting 
tree prior (BSP.relax.est.2), as was determined through Bayes factor comparison, for the gag p24 
data set for each of these countries were as follows: Botswana 1957,3 (1939,5 – 1972,6); Malawi 
1960,0 (1944,6 – 1974,5), South Africa excluding Cape Town sequence data 1958,7 (1940,4 – 
1973,7), Zimbabwe 1960,8 (1945,4 – 1973,6), and Zambia 1957,5 (1938,8 – 1973,7).  
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Table 3.5: Inferred tMRCA of the various countries in the Southern African only gag p24 data set. The best fitting model tree prior used for this data set, as 
was determined by Bayes factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are indicated at 
the bottom. 
Model 
parameter 
Botswana Malawi 
South Africa  
(excluding Cape Town) 
Zimbabwe Zambia 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.est.1 1964 1978 1948 1967 1981 1953 1965 1978 1950 1966 1979 1952 1964 1979 1949 
BSP.relax.est.2 1957 1972 1939 1960 1974 1944 1958 1973 1940 1960 1973 1945 1957 1973 1938 
BSP.strict.fix.1 1971 1977 1963 1971 1977 1964 1971 1977 1963 1972 1977 1964 1971 1977 1963 
BSP.strict.fix.2 1966 1970 1961 1966 1970 1962 1965 1970 1961 1966 1971 1962 1965 1970 1961 
BSP.strict.est.1 1938 1968 1899 1939 1968 1900 1938 1968 1899 1938 1969 1900 1938 1968 1899 
BSP.strict.est.2 1928 1967 1873 1929 1967 1875 1928 1966 1873 1929 1967 1875 1928 1966 1873 
Const.relax.est.1 1969 1980 1955 1972 1981 1962 1970 1980 1959 1971 1981 1962 1969 1980 1957 
Const.relax.est.2 1972 1982 1958 1975 1982 1965 1973 1982 1962 1974 1982 1964 1972 1982 1961 
Const.strict.fix.1 1967 1973 1960 1969 1974 1964 1967 1973 1961 1969 1974 1964 1967 1973 1960 
Const.strict.fix.2 1968 1973 1962 1970 1975 1965 1968 1974 1963 1970 1975 1964 1968 1973 1962 
Const.strict.est.1 1936 1972 1895 1937 1972 1896 1936 1972 1895 1936 1972 1896 1936 1972 1895 
Const.strict.est.2 1930 1972 1865 1931 1973 1868 1930 1971 1863 1930 1973 1867 1930 1973 1865 
Average 1956 1974 1932 1957 1975 1935 1956 1974 1932 1957 1974 1935 1955 1974 1932 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated mutation rate; relax – Relaxed Molecular Clock assumption; 
strict – Strict Molecular Clock assumption; Const – Const population size tree prior 
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The estimated inferred mean tMRCA of the Southern African (excluding Cape Town), epidemic 
from the concatenated gag-pol data set (Table 3.6) ranged between 1941,5 and 1975,5. Once 
again good convergence in the trace files were obtained even tough the majority of the runs 
reported low (>200) effective sample sizes. The best fitting model, as was determined through 
Bayes factor comparison analysis (Table 6.9 in Appendix D on page 240), was identified as 
Const.relax.est.2. The mean tMRCA for this model was 1946,0 (95% HPD ranging between 
1926,7 and 1972,1) while the estimated mutation rate for the model was 2,7 x 10
-3
 
mutations/site/year (2,3 x 10
-3
 – 3,6 x 10-3 mutations/site/year).  
Table 3.6: The estimated tMRCA and mutation rates for the Southern African only gag-pol 
concatenated data set. The best fitting model tree prior used for this data set, as was determined by Bayes factor 
calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the 
average ESS‟s are indicated at the bottom. 
Estimated tMRCA  
Model parameters Mean Median 95% HPD lower 95% HPD upper EES 
BSP.relax.fix.1 1953,7 1954,1 1957,6 1949,0 47,7 
BSP.relax.fix.2 1951,6 1952,1 1956,9 1945,9 34,0 
BSP.relax.est.1 1948,5 1948,9 1960,7 1933,8 11,9 
BSP.relax.est.2 1948,6 1949,4 1961,9 1933,7 36,1 
BSP.strict.fix.1 1951,3 1951,3 1956,1 1946,2 77,7 
BSP.strict.fix.2 1949,9 1950,0 1955,8 1944,4 39,9 
BSP.strict.est.1 1949,3 1949,9 1959,1 1938,7 16,4 
BSP.strict.est.2 1946,1 1946,4 1956,2 1936,4 82,3 
Const.relax.fix.1 1941,5 1942,0 1948,4 1934,1 42,1 
Const.relax.fix.2 1975,5 1975,7 1980,5 1970,4 13,6 
Const.relax.est.1 1964,7 1966,0 1972,6 1955,2 14,3 
Const.relax.est.2 1946,0 1965,1 1972,1 1926,7 8,8 
Average 1952,2 1954,2 1961,5 1942,9 35,4 
Estimated mutation rate  
Model parameters Mean Median 95% HPD lower 95% HPD upper EES 
BSP.relax.est.1 2,40E-03 2,40E-03 2,00E-03 3,00E-03 30,1 
BSP.relax.est.2 2,40E-03 2,40E-03 1,70E-03 2,90E-03 30,9 
BSP.strict.est.1 2,50E-03 2,50E-03 2,10E-03 2,80E-03 51,9 
BSP.strict.est.2 1,70E-03 1,70E-03 1,40E-03 1,90E-03 71,5 
Const.relax.est.1 2,90E-03 2,90E-03 2,30E-03 3,60E-03 9,7 
Const.relax.est.2 2,70E-03 3,00E-03 5,30E-04 3,40E-03 4,2 
tMRCA – time to the Most Recent Common Ancestor; ESS – Effective Sample Size; HPD – Highest Posterior 
Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated mutation rate; relax – 
Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Constant – Constant Population 
Size tree prior 
The mean estimated tMRCA from the best fitting model in this gag-pol data set for each of the 
various countries (Table 3.7) were as follows: Botswana 1946 (95% HPD 1927 – 1972); 
Swaziland 1948 (95% HPD 1931 – 1972), South Africa (excluding Cape Town) 1945 (95% HPD 
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1927 – 1970), Zimbabwe 1949 (95% HPD 1930 – 1971), and Zambia 1945 (95% HPD 1926 – 
1971).  
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Table 3.7: Inferred tMRCA of the various countries in the Southern African only gag-pol concatenated data set. The best fitting model tree prior used for 
this data set, as was determined by Bayes factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s 
are indicated at the bottom. 
Model parameter 
Botswana Swaziland 
South Africa  
(excluding Cape Town) 
Zambia Zimbabwe 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1 1952 1958 1949 1955 1959 1949 1953 1959 1950 1952 1959 1949 1955 1959 1949 
BSP.relax.fix.2 1951 1957 1946 1952 1959 1947 1951 1956 1945 1950 1957 1945 1952 1958 1948 
BSP.relax.est.1 1948 1961 1934 1950 1962 1935 1949 1961 1935 1948 1961 1935 1950 1961 1935 
BSP.relax.est.2 1948 1962 1934 1950 1961 1935 1948 1962 1934 1949 1961 1934 1949 1962 1934 
BSP.strict.fix.1 1951 1956 1946 1952 1958 1948 1951 1957 1945 1951 1956 1945 1952 1958 1948 
BSP.strict.fix.2 1949 1956 1944 1950 1961 1940 1949 1961 1939 1949 1960 1939 1950 1939 1960 
BSP.strict.est.1 1949 1959 1939 1950 1960 1941 1949 1960 1940 1949 1960 1938 1950 1939 1961 
BSP.strict.est.2 1946 1956 1936 1948 1957 1938 1946 1955 1936 1945 1955 1937 1947 1956 1937 
Const.relax.fix.1 1941 1948 1934 1943 1948 1935 1942 1948 1935 1941 1948 1934 1943 1949 1936 
Const.relax.fix.2 1975 1981 1970 1976 1980 1971 1975 1981 1970 1975 1981 1970 1976 1980 1971 
Const.relax.est.1 1964 1973 1955 1965 1973 1956 1964 1974 1956 1963 1973 1954 1965 1972 1956 
Const.relax.est.2 1946 1972 1927 1948 1972 1931 1945 1970 1927 1945 1971 1926 1949 1971 1930 
Average 1952 1962 1943 1953 1963 1944 1952 1962 1943 1951 1962 1942 1953 1959 1947 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot, fix – Fixed mutation rate; est – Estimated mutation rate; relax – Relaxed Molecular Clock assumption; strict – 
Strict Molecular Clock assumption; Const – Constant population size 
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The estimated inferred mean tMRCA of the Southern African (excluding Cape Town), epidemic 
from the pol data set (Table 3.8) ranged between 1958,1 (with the 95% HPD ranging between 
1946,2 and 1969,2) and 1965,6 (with the 95% HPD ranging between 1954,0 and 1976,5). The 
best fitting model, as was determined through Bayes factor comparison analysis (Table 6.10 in 
Appendix D on page 240), was identified as BSP.relax.est.1. The mean tMRCA for this model 
was 1960,6 (1948,0 – 1972,4) while the estimated mutation rate for the model was 2,3 x 10-3 
mutations/site/year (1,8 x 10
-3
 – 2,8 x 10-3).  
Table 3.8: The estimated tMRCA and mutation rates for the Southern African pol data set 
(excluding Cape Town). The best fitting model tree prior used for this data set, as was determined by Bayes 
factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as 
the average ESS‟s are indicated at the bottom. 
 Estimated tMRCA 
Model parameter Mean Median 
95% HPD 
lower 
95% HPD upper EES 
BSP.relax.est.1 1960,6 1961,4 1972,4 1948,0 1258,5 
BSP.relax.est.2 1960,6 1961,4 1972,1 1946,9 970,1 
BSP.strict.est.1 1958,3 1958,9 1968,9 1945,9 726,1 
BSP.strict.est.2 1958,1 1958,8 1969,2 1946,2 456,3 
Const.relax.est.1 1965,5 1966,2 1976,1 1953,8 425,1 
Const.relax.est.2 1965,6 1966,2 1976,5 1954,0 353,3 
Const.strict.est.1 1964,4 1964,8 1972,2 1955,0 537,2 
Const.strict.est.2 1964,6 1964,9 1972,4 1955,8 756,6 
Average 1962,2 1962,8 1972,5 1950,7 685,4 
Estimated Mutation Rates  
Model parameter Mean Median 
95% HPD 
lower 
95% HPD upper EES 
BSP.relax.est.1 2,30E-03 2,30E-03 1,80E-03 2,80E-03 964,7 
BSP.relax.est.2 2,30E-03 2,30E-03 1,80E-03 2,90E-03 654,8 
BSP.strict.est.1 2,20E-03 2,20E-03 1,70E-03 2,70E-03 635,4 
BSP.strict.est.2 2,20E-03 2,20E-03 1,70E-03 2,70E-03 413,2 
Const.relax.est.1 3,60E-03 3,60E-03 2,80E-03 4,40E-03 163,5 
Const.relax.est.2 3,60E-03 3,60E-03 2,80E-03 4,40E-03 92,3 
Const.strict.est.1 3,00E-03 3,00E-03 2,40E-03 3,60E-03 250,0 
Const.strict.est.2 3,00E-03 3,00E-03 2,50E-03 3,60E-03 508,7 
tMRCA – time to the Most Recent Common Ancestor; ESS – Effective Sample Size; HPD – Highest Posterior 
Density; BSP – Bayesian Skyline Plot, est – Estimated mutation rate; relax – Relaxed Molecular Clock assumption; 
strict – Strict Molecular Clock assumption; Constant – Constant Population size 
The mean estimated tMRCA for the various countries in the pol data set (Table 3.9) for the best 
fitting model in the Bayesian MCMC were as follows: Botswana 1961,0 (1948,0 – 1972,4); 
Swaziland 1969,7 (1960,3 – 1977,9), South Africa excluding Cape Town sequence data 1961,1 
(1948,9 – 1973,8), Zimbabwe 1969,6 (1960,2 – 1977,8), and Zambia 1961,1 (1948,9 – 1972,5).  
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Table 3.9: Inferred tMRCA of the various countries in the pol Southern African data set. The best fitting model tree prior used for this data set, as was 
determined by Bayes factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are indicated at the 
bottom. 
Model 
parameter 
Botswana 
South Africa  
(excluding Cape Town) 
Zambia Zimbabwe Swaziland 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.est.1 1961 1972 1948 1961 1974 1949 1961 1973 1949 1970 1978 1960 1969 1977 1960 
BSP.relax.est.2 1961 1972 1947 1961 1972 1947 1961 1972 1947 1969 1977 1960 1969 1977 1960 
BSP.strict.est.1 1958 1969 1946 1958 1969 1946 1958 1969 1946 1968 1976 1959 1968 1976 1959 
BSP.strict.est.2 1958 1969 1946 1958 1970 1947 1958 1969 1946 1968 1975 1959 1968 1975 1959 
Const.relax.est.1 1966 1976 1955 1966 1976 1954 1966 1976 1955 1975 1981 1968 1975 1981 1968 
Const.relax.est.2 1966 1976 1955 1966 1977 1954 1966 1977 1955 1975 1981 1968 1975 1981 1969 
Const.strict.est.1 1964 1972 1955 1965 1973 1955 1964 1972 1955 1972 1978 1966 1972 1978 1966 
Const.strict.est.2 1965 1972 1956 1965 1973 1956 1965 1972 1956 1972 1978 1966 1972 1978 1966 
Average 1962 1972 1951 1963 1973 1951 1962 1973 1951 1971 1978 1963 1971 1978 1963 
tMRCA – time to the Most Recent Common Ancestor; ESS – Effective Sample Size; HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot, est – Estimated mutation 
rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Const – Constant Population Size 
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In summary, the estimated date of origin of the Southern African HIV-1 subtype C epidemic, as 
was inferred from Southern African sequence data (excluding sequences from the original Cape 
Town data sets), placed the date of origin for the epidemic around the mid 1950‟s with the 95% 
HPD confidence interval stretching from 1926 to 1972. 
 
3.3.2.2 Results of the dynamic epidemic reconstruction from Southern Africa  
           sequences (excluding Cape Town)  
Close inspection of the BSP plot in Figure 3.6, which was reconstructed from the Southern 
African gag p24 data sets (excluding Cape Town), revealed exponential growth in the effective 
population size in the late 1970´s (1974 - 1980) and late 1980´s (1985 – 1990).  A possible 
reduction in the rate of epidemic expansion can be seen on the graph from the early 1990´s until 
the present. This BSP was inferred from the “best fitting” non-parametric model, as determined 
through Bayes factor comparison, which was the BSP.Relax.est.1 run.  
 
Figure 3.6: BSP of the Southern African gag p24 data set (excluding Cape Town). This non-
parametric estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the 
“traced” median effective population size with the 95% upper and lower highest posterior density intervals indicated 
in the green dashed lines. This plot begins in the mid 1970‟s and stretches over roughly a 35-year period (1975 – 
2010). The period(s) marked in grey represent periods of exponential growth in the effective population size of the 
epidemic.  
Stellenbosch University  http://scholar.sun.ac.za
 111 
Close inspection of the reconstructed BSP plot in Figure 3.7, which was inferred from the 
Southern African pol data sets (excluding Cape Town), revealed exponential growth in the 
effective population size in the early 1980´s (1982 - 1986) and the mid 1990´s (1993 – 1997).  A 
possible reduction in the rate of epidemic expansion can be seen on the graph from the early 
1990´s till the present. This BSP was inferred from the “best fitting” non-parametric model, as 
determined through Bayes factor comparison, which was the BSP.Relax.est.1 run. 
 
Figure 3.7: BSP of the Southern African pol data set (excluding Cape Town). This non-parametric 
estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the “traced” 
median effective population size with the 95% upper and lower highest posterior density intervals indicated in the 
green dashed lines. This plot begins in the mid 1970‟s and stretches over roughly a 35-year period (1975 – 2010). 
The period(s) marked in grey represent periods of exponential growth in the effective population size of the 
epidemic. 
In summary, the epidemic reconstruction of Southern African HIV-1 subtype C (excluding 
sequence data from Cape Town) from the two data sets (gag p24 and partial pol) suggests a 
linearly increasing in the effective population size over the course of the epidemic, with small 
short periods of exponential growth during the mid 1980‟s and mid 1990‟s.  
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3.3.3 Southern African data sets (including Cape Town) 
3.3.3.1 tMRCA of the Southern African epidemic (including Cape Town) 
Root height or tMRCA estimations were also made from a Southern African data set, which 
contained sequence information from the Cape Town data sets. These evolutionary histories, as in 
the previous two sections, were reconstructed from three different genomic regions (gag 24, gag-
pol, and pol). Convergence in the log files was manually assessed in Tracer for each of the model 
parameters. Good convergence in the Markov Chain was observed for all of the runs, even 
though in some cases the estimated sample size (ESS) remained very low for some of the runs.  
These low EES values are due to the large data sets that were used (n > 500). With such 
extremely large data sets, spanning over a large time frame and comprising genetically diverse 
isolates from a large geographical region, it is extremely difficult for the Bayesian MCMC to 
obtain a good posterior distribution of the various model parameters. However, given the good 
convergence in the trace files (Figures 6.3 – 6.5 in Appendix E on pages 243 and 244) one can 
interpret the following results with confidence.  
The mean inferred tMRCA of the Southern African gag p24 data set, with sequence data from 
Cape Town (Table 3.10), ranged between 1946,3 (1928,8 – 1960,8) and 1974,3 (1962,8 – 
1988,0). The best fitting tree prior used (Table 6.11 in Appendix D on page 241), as was 
determined through Bayes factor comparison, was BSP.relax.est.1. This model had a mean 
tMRCA of 1950,3 with the 95% HPD intervals ranging between 1933,5 and 1964,0. The mean 
estimated mutation rate for this particular tree prior was 2.1 x 10
-3
 mutations/site/year with the 
95% HPD intervals ranging between 1.4 x 10
-3 
and 3.0 x 10
-3 
mutations/site/year. 
 
 
 
 
 
 
 
 
 
 
 
Stellenbosch University  http://scholar.sun.ac.za
 113 
Table 3.10: The estimated tMRCA and mutation rates for the entire Southern Africa gag p24 
data set. The best fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are 
marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as the average ESS‟s are 
indicated at the bottom. 
 Estimated tMRCA 
Model Parameters Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relax.fix.1  1974,3 1971,4 1988,0 1962,8 11,3 
BSP.relax.fix.2 1967,8 1968,1 1973,7 1960,9 125,8 
BSP.relax.est.1 1950,3 1951,4 1964,0 1933,5 198,7 
BSP.relax.est.2 1950,3 1951,3 1964,4 1933,9 46,3 
BSP.strict.est.1 1947,1 1948,2 1961,5 1931,4 192,5 
BSP.strict.est.2 1946,3 1947,5 1960,8 1928,8 124,4 
Const.relax.est.1 1968,8 1969,5 1976,3 1960,0 125,7 
Const.relax.est.2 1968,5 1969,4 1975,7 1959,2 220,2 
Const.strict.est.1 1967,1 1967,5 1972,8 1960,3 50,1 
Const.strict.est.2 1967,0 1967,6 1973,2 1960,2 85,7 
Average 1960,7 1961,2 1971,0 1949,1 118,07 
Estimated Mutation Rates 
Model Parameters Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relax.est.1 2,10E-03 2,10E-03 1,40E-03 3,00E-03 6,0 
BSP.relax.est.2 2,10E-03 2,10E-03 1,30E-03 2,90E-03 6,6 
BSP.strict.est.1 2,10E-03 2,00E-03 1,50E-03 2,70E-03 31 
BSP.strict.est.2 2,10E-03 2,10E-03 1,30E-03 2,70E-03 19,7 
Const.relax.est.1 5,10E-03 5,00E-03 3,40E-03 7,40E-03 9,2 
Const.relax.est.2 4,50E-03 4,20E-03 3,30E-03 6,50E-03 6,2 
Const.strict.est.1 4,10E-03 3,60E-03 2,90E-03 5,70E-03 3,2 
Const.strict.est.2 5,10E-03 5,10E-03 4,40E-03 6,00E-03 19,1 
tMRCA – time to the Most Recent Common Ancestor; ACT – Auto-Correlation Time; ESS – Effective Sample Size; 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot, fix – Fixed mutation rate; est – Estimated mutation 
rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Constant – Constant 
Population Size 
The estimated tMRCA of the various countries of origin in the entire Southern African gag p24 
data set; Botswana, Cape Town, South Africa (not including Cape Town sequences), Zambia, 
Zimbabwe and Malawi, were also compiled from the log files in Tracer. The mean estimated 
tMRCA for each of the various countries/regions from this gag p24 data set, as determined 
through Bayes factor model comparison were as follows: Botswana 1951 (1933 - 1966), Cape 
Town 1950 (1932 - 1966), South Africa 1950 (1932 - 1966), Zambia 1950 (1932 - 1966), 
Zimbabwe 1952 (1935 - 1966), and Malawi 1951 (1935 - 1966). A summary of the estimated 
tMRCA‟s of the various countries and regions contained within the Southern African gag p24 
data set are listed in Table 3.11. 
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Table 3.11: Inferred tMRCA of the various countries in the entire Southern African gag p24 data 
set (including Cape Town). The best fitting model tree prior used for this data set, as was determined by Bayes 
factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as 
the average ESS‟s are indicated at the bottom. 
Model 
parameters 
Botswana Cape Town  Rest of South Africa 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1  1976 1991 1963 1974 1988 1963 1976 1994 1963 
BSP.relax.fix.2 1968 1974 1962 1968 1974 1961 1968 1974 1962 
BSP.relax.est.1 1951 1966 1933 1950 1966 1932 1950 1966 1932 
BSP.relax.est.2 1951 1965 1933 1951 1965 1932 1951 1965 1932 
BSP.strict.est.1 1947 1961 1929 1947 1960 1929 1947 1960 1929 
BSP.strict.est.2 1946 1961 1929 1946 1960 1929 1946 1960 1929 
Const.relax.est.1 1967 1976 1952 1967 1975 1952 1968 1976 1952 
Const.relax.est.2 1964 1975 1939 1965 1975 1946 1965 1975 1946 
Const.strict.est.1 1967 1973 1961 1968 1973 1962 1968 1973 1963 
Const.strict.est.2 1967 1973 1961 1968 1973 1962 1968 1973 1962 
Average 1960 1972 1946 1960 1971 1947 1961 1972 1947 
Model 
parameters 
Zambia Zimbabwe Malawi 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1  1976 1989 1963 1977 1995 1964 1976 1991 1963 
BSP.relax.fix.2 1968 1974 1961 1968 1974 1962 1968 1974 1962 
BSP.relax.est.1 1950 1966 1932 1952 1966 1935 1951 1966 1935 
BSP.relax.est.2 1951 1965 1932 1953 1966 1934 1952 1967 1934 
BSP.strict.est.1 1947 1960 1929 1948 1962 1932 1947 1961 1931 
BSP.strict.est.2 1946 1960 1929 1948 1962 1931 1947 1962 1930 
Const.relax.est.1 1967 1975 1953 1969 1978 1955 1969 1979 1955 
Const.relax.est.2 1964 1975 1939 1967 1977 1947 1966 1975 1947 
Const.strict.est.1 1968 1973 1962 1969 1975 1963 1969 1974 1963 
Const.strict.est.2 1968 1973 1962 1969 1974 1963 1969 1974 1963 
Average 1961 1971 1946 1962 1973 1949 1961 1972 1948 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated 
mutation rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Const – 
Constant Population Size tree prior 
The mean inferred tMRCA of the Southern African gag-pol concatenated data set, with sequence 
data from Cape Town (Table 3.12), ranged between 1927,5  (1881,0 – 1974,2) and 1970,1 
(1965,4 – 1974,5). Bayesian factor model comparison identified BSP.relaxed.fix.1 as the best 
fitting model tree prior used for the data set (Table 6.12 in Appendix D on page 241). The mean 
tMRCA for this run was 1963,3 with the 95% HPD ranging between 1952,9 and 1972,3. The 
mutation rate for this run was fixed at 2.5 x 10
-3
 mutations/site/year.   
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Table 3.12: The estimated tMRCA and mutation rates for the entire Southern Africa gag-pol 
concatenated data set (including Cape Town). The best fitting model tree prior used for this data set, as was 
determined by Bayes factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper 
estimates, as well as the average ESS‟s are indicated at the bottom. 
 Estimated tMRCA 
Model Parameters Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relaxed.fix.1 1963,3 1963,4 1972,3 1952,9 153,9 
BSP.relaxed.fix.2 1970,1 1970,2 1974,5 1965,4 61,9 
BSP.relaxed.est.1 1936,3 1937,4 1950,5 1921,2 125,4 
BSP.relaxed.est.2 1937,9 1938,6 1952,4 1922,1 187,2 
BSP.strict.est.1 1938,1 1938,8 1950,1 1925,0 241,0 
BSP.strict.est.2 1934,2 1934,8 1947,6 1919,6 64,2 
Const.relaxed.fix.1 1964,0 1964,6 1969,5 1958,9 46,3 
Const.relaxed.fix.2 1964,0 1964,2 1968,9 1958,6 116,4 
Const.relaxed.est.1 1927,5 1963,1 1974,2 1881,0 8,0 
Const.relaxed.est.2 1966,7 1967,0 1972,7 1959,9 18,3 
Average 1950,2 1954,2 1963,2 1936,4 102,26 
Estimated Mutation Rates  
Model Parameters Mean Median 
95% HPD 
lower 
95% HPD 
upper 
EES 
BSP.relaxed.est.1 1,50E-03 1,50E-03 1,20E-03 1,80E-03 77,5 
BSP.relaxed.est.2 1,50E-03 1,50E-03 1,20E-03 1,80E-03 148,6 
BSP.strict.est.1 1,50E-03 1,50E-03 1,30E-03 1,80E-03 111,8 
BSP.strict.est.2 1,50E-03 1,50E-03 1,20E-03 1,70E-03 194,1 
Const.relaxed.est.1 3,40E-03 3,10E-03 2,30E-03 4,90E-03 4 
Const.relaxed.est.2 3,20E-03 3,20E-03 2,70E-03 3,70E-03 20,4 
tMRCA – time to the Most Recent Common Ancestor; ACT – Auto-Correlation Time; ESS – Effective Sample Size; 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot, fix – Fixed mutation rate; est – Estimated mutation 
rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Constant – Constant 
Population Size 
The estimated tMRCA of the various countries of origin in the Southern African gag-pol 
concatenated data set; Botswana, Cape Town, South Africa (not including Cape Town 
sequences), Zambia, and Tanzania, were also compiled from the log files of the best fitting model 
as was determined in the Bayes factor model comparison. The average estimated tMRCA from 
this gag-pol concatenated data set for each of the regions and countries were as follows: 
Botswana 1964 (1952 - 1972), Cape Town 1968 (1965 - 1971), South Africa 1963 (1952 - 1972), 
Zambia 1963 (1951 - 1975), and Tanzania 1964 (1959 - 1969). A summary of the estimated 
tMRCA under the various model parameters for each of the countries or regions for this data set 
is listed in Table 3.13.  
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Table 3.13: Inferred tMRCA of the various countries in the Southern African gag-pol concatenated data set, including sequence information from 
Cape Town. The best fitting model tree prior used for this data set, as was determined by Bayes factor calculation, are marked in bold. The average mean, median, 95% HPD 
lower and upper estimates, as well as the average ESS‟s are indicated at the bottom. 
Model parameter 
Botswana Cape Town Rest of South Africa Zambia Tanzania 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1 1964 1972 1952 1968 1971 1965 1963 1972 1952 1963 1975 1951 1964 1969 1959 
BSP.relax.fix.2 1970 1975 1966 1973 1975 1970 1970 1975 1966 1970 1975 1967 1971 1975 1967 
BSP.relax.est.1 1937 1951 1922 1942 1955 1928 1937 1951 1922 1937 1950 1921 1939 1953 1923 
BSP.relax.est.2 1938 1952 1922 1943 1956 1929 1938 1952 1922 1938 1951 1922 1940 1954 1925 
BSP.strict.est.1 1938 1950 1925 1945 1956 1934 1938 1950 1925 1938 1950 1925 1949 1959 1938 
BSP.strict.est.2 1934 1948 1920 1941 1952 1927 1934 1948 1920 1934 1948 1920 1946 1957 1931 
Const.relax.fix.1 1965 1970 1960 1969 1973 1966 1964 1969 1959 1965 1970 1960 1966 1971 1960 
Const.relax.fix.2 1964 1969 1959 1969 1972 1967 1964 1969 1960 1964 1969 1959 1965 1970 1960 
Const.relax.est.1 1956 1973 1903 1934 1975 1895 1956 1974 1902 1931 1974 1896 1932 1974 1896 
Const.relax.est.2 1967 1973 1960 1971 1976 1966 1967 1973 1961 1967 1973 1961 1968 1973 1961 
Average 1953 1963 1939 1956 1966 1945 1953 1963 1939 1951 1964 1938 1954 1966 1942 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated mutation rate; relax – Relaxed Molecular Clock assumption; 
strict – Strict Molecular Clock assumption; Constant – Constant Population Size tree prior 
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The mean inferred tMRCA of the Southern African pol data set, with sequence data from Cape 
Town (Table 3.14), ranged between 1909,6 (1877,7 – 1937,0) and 1956,9 (1935,5 – 1972,3). The 
best fitting model tree prior used, as was determined through Bayes factor comparison, for this 
pol data set was Const.relax.est.1 (Table 6.13 in Appendix D on page 242). The mean estimated 
tMRCA for this model was 1951,9 with the 95% HPD ranging between 1927,2 and 1971,0. The 
mean mutation rate for this model was 2,6 x 10
-3
 mutations/site/year with the 95% HPD ranging 
between 2,1 x 10
-3
 and 3,0 x 10
-3
 mutations/site/year.  
 
Table 3.14: The estimated tMRCA and mutation rates for the Southern Africa pol data set 
(including Cape Town). The best fitting model tree prior used for this data set, as was determined by Bayes 
factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as 
the average ESS‟s are indicated at the bottom. 
 Estimated tMRCA 
Model parameters Mean Median 95% HPD lower 95% HPD upper ESS 
BSP.relax.fix.1 1947,8 1950,0 1966,0 1923,6 12 
BSP.relax.fix.2 1950,2 1953,0 1966,9 1925,1 13,8 
BSP.relax.est.1 1937,2 1939,3 1955,7 1912,1 74,6 
BSP.relax.est.2 1938,9 1940,6 1957,6 1917,9 242,7 
BSP.strict.est.1 1911,0 1911,9 1937,2 1882,6 848,3 
BSP.strict.est.2 1909,6 1910,6 1937,0 1877,7 543,2 
BSP.strict.fix.1 1927,1 1928,0 1949,9 1904,2 19,9 
BSP.strict.fix.2 1930,1 1930,6 1949,8 1909,9 162 
Const.relax.est.1 1951,9 1954,4 1971,0 1927,2 42,8 
Const.relax.est.2 1956,9 1959,3 1972,3 1935,5 35,9 
Const.strict.est.1 1939,3 1940,2 1956,3 1920,6 181,7 
Const.strict.est.1 1941,7 1942,4 1957,9 1924,3 319,2 
Average 1936,8 1938,4 1956,5 1913,4 208,0 
Estimated Mutation Rates  
Model parameters Mean Median 95% HPD lower 95% HPD upper ESS 
BSP.relax.est.1 1,60E-03 1,60E-03 1,20E-03 1,90E-03 122,8 
BSP.relax.est.2 1,70E-03 1,70E-03 1,30E-03 2,00E-03 113,6 
BSP.strict.est.1 1,60E-03 1,60E-03 1,30E-03 2,00E-03 21,5 
BSP.strict.est.2 1,50E-03 1,50E-03 1,20E-03 1,80E-03 134,6 
Const.relax.est.1 2,60E-03 2,60E-03 2,10E-03 3,00E-03 15,5 
Const.relax.est.2 2,60E-03 2,60E-03 2,10E-03 3,00E-03 51,8 
Const.strict.est.1 3,50E-03 3,50E-03 2,90E-03 4,20E-03 15,5 
Const.strict.est.1 3,60E-03 3,60E-03 3,00E-03 4,30E-03 51,8 
tMRCA – time to the Most Recent Common Ancestor; ACT – Auto-Correlation Time; ESS – Effective Sample Size; 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated 
mutation rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption, Constant – 
Constant Population Size tree prior 
The estimated tMRCA of the various countries and regions of origin in the entire Southern 
African pol data set (including sequence information from the Cape Town data sets) was also 
compiled from the log files in Tracer. The mean estimated tMRCA from this pol data set for each 
of these countries and regions were as follows: Botswana 1956 (1940 – 1969), Cape Town 1954 
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(1927 – 1972), South Africa excluding Cape Town sequence data 1957 (1944 – 1970), Zambia 
1957 (1944 – 1970), Zimbabwe 1968 (1962 – 1974), and Swaziland 1968 (1962 – 1974). A 
summary of the estimated tMRCA‟s of the various countries or regions of the Southern African 
pol data set are presented in Table 3.15. 
Table 3.15: Inferred tMRCA of the various countries in the Southern African pol data set 
(including Cape Town). The best fitting model tree prior used for this data set, as was determined by Bayes 
factor calculation, are marked in bold. The average mean, median, 95% HPD lower and upper estimates, as well as 
the average ESS‟s are indicated at the bottom.  
Model 
parameters 
Botswana Cape Town Rest of South Africa 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1 1952 1965 1938 1950 1969 1923 1952 1965 1938 
BSP.relax.fix.2 1954 1965 1941 1954 1971 1926 1954 1965 1941 
BSP.relax.est.1 1939 1956 1921 1937 1956 1913 1939 1956 1922 
BSP.relax.est.2 1940 1956 1921 1939 1957 1918 1940 1956 1921 
BSP.strict.est.1 1934 1948 1918 1910 1938 1882 1934 1948 1918 
BSP.strict.est.2 1934 1948 1918 1911 1938 1883 1934 1948 1918 
BSP.strict.fix.1 1947 1958 1936 1927 1950 1904 1947 1958 1936 
BSP.strict.fix.2 1949 1958 1940 1930 1950 1910 1949 1958 1940 
Const.relax.est.1 1956 1969 1940 1954 1972 1927 1957 1970 1944 
Const.relax.est.2 1959 1972 1943 1961 1974 1938 1963 1974 1948 
Const.strict.est.1 1950 1960 1940 1939 1957 1921 1951 1960 1941 
Const.strict.est.1 1952 1961 1941 1942 1958 1924 1952 1961 1942 
Average 1947 1960 1933 1938 1958 1914 1948 1960 1934 
Model 
parameters 
Zambia Zimbabwe Swaziland 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
BSP.relax.fix.1 1953 1967 1939 1962 1969 1954 1962 1969 1954 
BSP.relax.fix.2 1955 1967 1943 1964 1969 1957 1964 1969 1957 
BSP.relax.est.1 1939 1956 1922 1953 1964 1942 1953 1964 1942 
BSP.relax.est.2 1940 1958 1922 1953 1964 1941 1954 1964 1941 
BSP.strict.est.1 1934 1948 1918 1951 1961 1942 1951 1961 1942 
BSP.strict.est.2 1934 1948 1918 1952 1961 1941 1952 1961 1941 
BSP.strict.fix.1 1947 1958 1936 1961 1967 1953 1961 1968 1953 
BSP.strict.fix.2 1949 1958 1940 1962 1967 1956 1962 1967 1956 
Const.relax.est.1 1957 1970 1944 1968 1974 1962 1968 1974 1962 
Const.relax.est.2 1960 1972 1945 1967 1974 1960 1967 1974 1960 
Const.strict.est.1 1951 1960 1941 1962 1968 1955 1962 1968 1955 
Const.strict.est.1 1952 1961 1942 1964 1969 1957 1964 1969 1957 
Average 1948 1960 1934 1960 1967 1952 1960 1967 1952 
HPD – Highest Posterior Density; BSP – Bayesian Skyline Plot tree prior, fix – Fixed mutation rate; est – Estimated 
mutation rate; relax – Relaxed Molecular Clock assumption; strict – Strict Molecular Clock assumption; Constant – 
Constant Population Size tree prior 
 
In summary, the estimated tMRCA of the Southern African epidemic that was inferred from three 
different data sets and included sequence data from the Cape Town data sets, places the date of 
origin of the epidemic around the early to mid 1950‟s. Some small variation in the estimates was 
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observed with the estimated tMRCA inferred from the concatenated gag-pol data set suggesting a 
slightly younger date of origin around 1960. 
  
3.3.3.2 Outcome of the dynamic reconstruction of the Southern Africa epidemic  
              (including sequence information from Cape Town) 
Phylodynamic reconstruction of the demographic history of the entire Southern African HIV-1 
subtype C epidemic was performed from gag p24 and pol sequence data sets. Close examination 
of the reconstructed BSP of the Southern African gag p24 data set (Figure 3.8) reveals a slow 
linear increase in the EPS from the early 1960‟s till the mid 1970‟s, which was followed by a 
brief period of exponential growth (1975 – 1980). Since then the growth has returned to a linear 
trajectory again. 
 
Figure 3.8: BSP of the Southern African gag p24 data set (including Cape Town). This non-
parametric estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the 
“traced” median effective population size with the 95% upper and lower highest posterior density intervals indicated 
in the green dashed lines. This plot begins in the mid 1960‟s and stretches over roughly a 45-year period (1965 – 
2010). 
Close examination of the BSP of the entire Southern African pol data set (Figure 3.9) reveals a 
strikingly similar course in epidemic growth when compared to the data that was inferred from 
the entire Southern African gag p24 data set. As with the gag p24 data, the pol BSP indicates a 
period of slow linear epidemic growth from the mid 1960‟s till the late 1970‟s. This period then 
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followed by a brief period (1977 - 1983) of exponential epidemic growth. After the period of 
exponential growth the epidemic growth returns to a more linear phase till the mid 1990‟s. Once 
again a possible stabilization in the epidemic growth can be observed in the period from the mid 
1990‟s till the present.  
 
Figure 3.9: BSP of the Southern African pol data set (including Cape Town). This non-parametric 
estimate of demographic history was reconstructed in Excel from raw data. The solid red lines are the “traced” 
median effective population size with the 95% upper and lower highest posterior density intervals indicated in the 
green dashed lines. This plot begins in the mid 1960‟s and stretches over roughly a 45-year period (1965 – 2010). 
In summary, the reconstruction of the Southern African epidemic, including sequence data from 
the Cape Town data sets, suggests a slow linear increase in the effective population size (EPS) 
from the mid 1960‟s till the mid 1970‟s. This was then followed by a brief period of epidemic 
expansion with exponential increases in the EPS in the mid to late 1970‟s. During the 1980‟s the 
growth in the epidemic returned to a linear trajectory. When looking at the 95% HPD intervals it 
would seem that another period of epidemic expansion occurred during the late 1990‟s 
(particularly when looking at the upper 95% confidence interval). 
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3.4 Results of the basic phylogenetic investigation into the evolutionary relationship  
  of the Cape Town isolates 
3.4.1 Outcome of the data mining 
The data mining of homologous sequences from the HIV sequence database at the Los Alamos 
National Laboratory (http://www.hiv.lanl.gov) produced 2347 gag p24 and 5377 pol homologous 
sequences respectively. The screening of sequences with the HIV-1 Sequence Quality Analysis 
Tool (http://bioafrica.mrc.ac.za) revealed a total of 645 duplicate gag p24 and 398 duplicate pol 
sequences. No duplicates were found in the concatenated gag-pol data set. These duplicates were 
removed manually while the remaining sequences were combined with the Cape Town sequences 
to form three large data sets. Due to the large size of the pol data set (initially > 5,000) 
phylogenies were difficult to compute. Therefore this data set was reduced by roughly half.  
The large gag p24 data set contained a total of 1895 sequences, including 193 sequences from 
Cape Town. A full break down of the large gag p24 data set is presented in Table 3.16.  
Table 3.16: The complete gag p24 data set for the large-scale phylogenetic inference.  
Final gag p24 data set for large-scale phylogenetic inference 
Code Name of country 
Number 
of taxa 
Code Name of country 
Number 
of taxa 
AR Argentina 1 JP Japan 1 
AU Australia 3 KE Kenya 12 
BR Brazil 17 MW Malawi 9 
BW Botswana 224 NG Nigeria 1 
CA Canada 7 SA Saudi Arabia 16 
CD Democratic Republic of the Congo 6 SN Senegal 5 
CM Cameroon 2 SO Somalia 1 
CPT Cape Town 193 TZ Tanzania 74 
CY Cyprus 10 UG Uganda 3 
DK Denmark 1 US United States of America 3 
ES Spain 3 UY Uruguay 1 
ET Ethiopia 13 YE Yemen 1 
FR France 18 ZA South Africa 935 
GB United Kingdom 4 ZM Zambia 285 
IL Israel 18 ZW Zimbabwe 5 
IN India 23 Total 1895 
Due to the lack of large sequence fragments available in public sequence databanks the reference 
sequences for the gag-pol concatenated data set was largely restricted to all available full (FLG) 
or near full-length genomes (NFLG) of HIV-1 subtype C. The final gag-pol concatenated data set 
contained a total of 507 sequences including the 52 patient samples from Cape Town for whom 
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both gag p24 and pol sequence data was available. Once again a full break down of the large 
concatenated gag-pol data set is presented in Table 3.17.  
Table 3.17: The complete gag-pol concatenated data set for the large-scale phylogenetic 
inference. 
Final gag-pol concatenated data set for large-scale phylogenetic inference 
Code Name of country 
Number 
of taxa 
Code Name of country 
Number 
of taxa 
AR Argentina 1 MM Myanmar 1 
BR Brazil 8 MW Malawi 1 
BW Botswana 50 SN Senegal 1 
CPT Cape Town 52 SO Somalia 1 
CN China 2 TZ Tanzania 21 
CY Cyprus 11 US USA 2 
DK Denmark 1 UY Uruguay 1 
ES Spain 4 YE Yemen 1 
ET Ethiopia 7 ZA South Africa 304 
IL Israel 5 ZM Zambia 16 
IN India 14 
Total 507 
KE Kenya 3 
Similarly, the final pol data set contained a total of 2333 sequences including 166 sequences from 
Cape Town. A full break down of the large pol data set is presented in Table 3.18.  
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Table 3.18: The complete pol data set for the large-scale phylogenetic inference.  
Final pol data set for large-scale phylogenetic inference 
Code Name of country 
Number 
of taxa 
Code Name of country 
Number 
of taxa 
AR  Argentina 9 KR  South Korea 2 
AT  Austria 3 LC  Saint Lucia 1 
BE  Belgium 20 LU  Luxembourg 4 
BI  Burundi 30 ML  Mali 2 
BR  Brazil 178 MM  Myanmar 1 
BW  Botswana 119 MW  Malawi 87 
BY  Belarus 1 MZ  Mozambique 79 
BZ  Belize 2 NG  Nigeria 6 
CD  Democratic Republic of the Congo 23 NL  Netherlands 9 
CH  Switzerland 13 NP  Nepal 2 
CM  Cameroon 1 PH  Philippines 1 
CN  China 10 PK  Pakistan 1 
CPT  Cape Town  166 PL  Poland 2 
CS  Serbia and Montenegro  1 PT  Portugal 23 
CU  Cuba 15 RO  Romania 23 
CY  Cyprus 11 RU  Russia 5 
CZ  Czech Republic 27 SD  Sudan 8 
DE  Germany 7 SE  Sweden 26 
DK  Denmark 21 SN  Senegal 23 
ES  Spain 20 SZ  Swaziland 32 
ET  Ethiopia 40 TH  Thailand 2 
FI  Finland 4 TW  Taiwan 1 
FR  France 8 TZ  Tanzania 48 
GA  Gabon 1 UA  Ukraine 2 
GB  United Kingdom 9 UG  Uganda 28 
GE  Georgia 1 US  the United States of America 25 
GQ  Equatorial Guinea 1 VE  Venezuela 1 
HN  Honduras 1 YE  Yemen 5 
IL  Israel 5 ZA  South Africa 635 
IN  India 183 ZM  Zambia 119 
IT  Italy 22 ZW  Zimbabwe 125 
JP  Japan 7 
Total 2333 
KE  Kenya 42 
3.4.2 Large-scale phylogenetic inference 
Large-scale tree topologies were inferred from the three large data sets that were obtained in the 
previous section. For the inference of ME-tree topologies exploratory runs were performed with 
the ME-NNI method of tree inference in order to check for any possible miss aligned sequences 
(e.g. taxa with extremely long branch lengths). Following this basic exploratory investigation 
these alignments were then used for the construction of large-scale ME-SPR tree topologies, 
which took a considerable amount of time due to the exhaustive nature of the tree inference 
method that was used. The ME tree inference with bootstrap resampling (n = 100 replicates) took 
three day for the gag p24 data set, one day for the concatenated gag-pol data set, and six days for 
the pol data set. Furthermore, Maximum Likelihood (ML) tree topologies were also inferred from 
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the three different data sets. These ML-tree topologies were inferred with approximate likelihood 
ratio test (aLRT) and took 16 days for the gag p24 data set, one day for the concatenated gag-pol 
data set and 46 days for the pol data set.  Each of the inferred phylogenies was inspected in 
FigTree v 1.3.1 (http://tree.bio.ed.ac.uk/software/figtree) and manually edited for better visual 
interpretation. 
In the manual investigation of the gag p24 ME-SPR tree topology (Figure 3.10) a close clustering 
of Cape Town isolates with other Cape Town or South African isolates was observed. A total of 
80 Cape Town isolates (40,6%) clustered with other Cape Town isolates, while 81 (41,1%) of the 
sequences clustered with isolates from other areas of South Africa. Five Cape Town sequences 
clustered with East African isolates (e.g. Kenya, Tanzania) and another five sequences cluster 
with isolates from other areas of the world (e.g. Europe and the Middle East). The remaining 26 
Cape Town sequences (13,2%) in the gag p24 data set clustered with isolates from other 
Southern African countries. Several large monophyletic clades of Cape Town isolates were 
observed in this ME-SPR tree topology. The largest of which contained 15 Cape Town isolates. 
However, the bootstrap support for this internal branch of the cluster was 2,0%. In addition to the 
large monophyletic cluster of Cape Town isolates, highly monophyletic clades were also 
observed for the Indian (bootstrap = 0,0%) and South American (bootstrap = 0,0%) HIV-1 
subtype C clusters. 
The manual inspection of the ML.aLRT tree topology of the large gag p24 data set (Figure 3.11) 
a similar close relationship between the Cape Town isolates and other South African isolates was 
observed. A total of 85 Cape Town isolates (43,1%) clustered with other Cape Town isolates in 
the tree topology, while 81 of the Cape Town isolates (41,1%) clustered with other South African 
isolates. Six of the Cape Town isolates (3,0%) clustered with HIV-1 subtype C sequences that 
originated in other areas of the world, such as East Africa, India and Europe. The remaining 25 
Cape Town isolates (12,7%) clustered with other isolates from the Southern African region.  
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Figure 3.10: Large-scale ME-SPR tree of the gag p24 data set. The tree contains a total of 1985 taxa and was constructed in fastME, with the use of the HKY85+G 
(alpha = 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the branches has been 
colour coded to correspond to the place of origin of each of the taxa in the tree topology. A distinct South American, Asian (excluding the Middle East and the former Soviet 
Union) and one highly monophyletic Cape Town cluster have been highlighted. Due to the sheer size of the tree topology the bootstrap support values for each of the branches 
have been removed.  
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Figure 3.11: Large-scale ML tree with aLRT of the gag p24 data set. The tree contains a total of 1985 taxa and was constructed in phyML v 3.0, with the use of the 
HKY85+G (alpha = 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the branches 
has been colour coded to correspond to the place of origin of each of the taxa in the tree topology. A distinct South American, Asian (excluding the Middle East and the former 
Soviet Union) and two highly monophyletic Cape Town cluster have been highlighted. Due to the sheer size of the tree topology the aLRT support values for each of the branches 
have been removed.  
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The manual inspection of the ME-SPR gag-pol concatenated tree topology (Figure 3.12) showed 
a close relationship amongst Cape Town isolates. Furthermore, a large number of Cape Town 
isolates also showed a close relationship with other South African isolates. A total of 27 Cape 
Town isolates (51,9%) cluster with other Cape Town isolates, while 15 Cape Town isolates 
(28,8%) clustered with South African sequences. Seven of the Cape Town sequences clustered 
with isolates from other Southern African nations, while the remaining three Cape Town isolates 
in the data set clustered with subtype C isolates from other areas of the world (e.g. East Africa or 
Europe). Two highly monophyletic clusters were observed in the tree topology. The first was a 
pure monophyletic cluster of 11 Cape Town sequences, with a bootstrap support of 4% for the 
internal branch of this cluster. The second clade contained 10 Cape Town isolates broken eight 
times by isolates from Zimbabwe, Botswana, Malawi, South Africa and Tanzania. The bootstrap 
support for this internal branch was 0,0%. Furthermore, the other two monophyletic clusters that 
were observed were the Indian and Brazilian HIV-1 subtype C clades, with bootstrap support of 
9,0% and 95,0% respectively. The Indian clade was rooted in a cluster of South/Southern African 
isolates, while the Brazilian clade were rooted in a clade of East African isolates (Figure 3.12). 
Close examination of the ML.aLRT tree topology that was inferred from the concatenated gag-
pol data set (Figure 3.13) showed a similar close relationship of Cape Town isolates with one 
another. A total of 32 of the Cape Town isolates in this data set (61,5%) clustered with other 
Cape Town isolates, while 12 of the Cape Town isolates (23,1%) clustered with other South 
African reference strains in the data set. Of the remaining seven isolates, 6 all clustered with 
isolates from other Southern African countries (11,5%), while one clustered with an East African 
isolates (1,9%). Two Cape Town clusters were observed in the tree topology. One was a pure 
monophyletic cluster contained 11 Cape Town isolates with an aLRT support of 0,98. The other 
cluster contained 6 Cape Town patients and was broken three times, once by an isolate from 
Tanzania, and twice by South African isolates. The aLRT support for the internal branch of this 
cluster was 0,63. A similar clustering pattern was observed in the ML-tree topology for Indian 
and Brazilian HIV-1 subtype C isolates as in the corresponding ME-tree topology. 
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Figure 3.12: Large-scale ME-SPR tree of the gag-pol concatenated data set. The tree contains a total of 507 taxa and was constructed in fastME, with the use of 
the HKY85+G (alpha = 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the 
branches has been colour coded to correspond to the place of origin of each of the taxa in the tree topology. A distinct South American, Asian (excluding the Middle East and the 
former Soviet Union) and two monophyletic Cape Town cluster have been highlighted. Due to the sheer size of the tree topology the bootstrap support values for each of the 
branches have been removed.  
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Figure 3.13: Large-scale ML tree with aLRT of the gag-pol concatenated data set. The tree contains a total of 507 taxa and was constructed in phyML v 3.0, with 
the use of the HKY (alpha = 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the 
branches has been colour coded to correspond to the place of origin of each of the taxa in the tree topology. A distinct South American, Asian (excluding the Middle East and the 
former Soviet Union) and two monophyletic Cape Town cluster have been highlighted. Due to the sheer size of the tree topology the aLRT support values for each of the branches 
have been removed.  
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The manual inspection of the ME-SPR pol tree topology (Figure 3.14) also indicated a close 
relationship between Cape Town sequences with themselves and other subtype C isolates from 
South Africa. A total of 69 (41,6%) sequences out of the entire Cape Town pol data set clustered 
with other Cape Town sequences. A total of 61 (37,0%) of the Cape Town pol sequences in the 
data set clustered with other South African isolates. Four Cape Town pol sequences clustered 
with European isolates, one with an Indian isolate, two with isolates from the US, while the 
remaining 27 (16,4%) sequences in the pol data set clustered with other subtype C isolates from 
other Southern African countries (e.g. Zimbabwe, Botswana, Swaziland and Mozambique). 
Furthermore, three highly monophyletic clades of Cape Town sequences were observed. The first 
contained 10 Cape Town isolates. The other two clades contained 12 and 21 Cape Town isolates 
respectively. No bootstrap support (0,0%) was obtained for any of these clades. Similarly, highly 
distinct clustering of Indian and Brazilian taxa was observed. The Indian clade was rooted in a 
small cluster of Southern Africa sequences (bootstrap = 0,0%), while the Brazilian clade was 
rooted in a larger East African cluster (bootstrap = 0,0%). 
Lastly, the manual inspection of the ML-aLRT tree topology that was inferred from the large-
scale pol data set (Figure 3.15) also revealed a close clustering of Cape Town isolates with one 
another. In total 83 Cape Town isolates (50,2%) clustered with other Cape Town pol sequences in 
the data set, while 59 of the Cape Town isolates (35,8%) clustered with other South African 
sequences. Of the remaining Cape Town isolates, 16 clustered with other isolates from Southern 
Africa (9,7%), while 7 isolates (4,3%) clustered with other subtype C isolates from around the 
world. Furthermore, two highly monophyletic clades of Cape Town sequences were observed. 
The first contained 10 Cape Town isolates clustering with 5 other South African isolates. The 
aLRT support for the internal branch of this cluster was 0,899. The second cluster contained 20 
Cape Town isolates clustering along with two isolates from Tanzania. The aLRT support for the 
internal branch of this cluster was 0,886. Highly monophyletic clades were also observed for the 
Indian and Brazilian taxa in the ML.aLRT tree topology. The aLRT support values for the Indian 
and Brazilian clades were 0,918 and 0,982 respectively.  
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Figure 3.14: Large-scale ME-SPR tree of the pol data set. The tree contains a total of 2334 taxa and was constructed in fastME, with the use of the HKY85+G (alpha 
= 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the branches has been colour 
coded corresponding to the place of origin of each of the taxa. Large monophyletic clusters of Cape Town isolates have also been highlighted. Due to the sheer size of the tree 
topology the bootstrap support values for each of the branches have been removed.  
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Figure 3.15: Large-scale ML tree with aLRT of the pol data set. The tree contains a total of 2334 taxa and was constructed in phyML, with the use of the HKY85+G 
(alpha = 0.8) method of nucleotide substitution. The genetic distance is shown in the bottom line and corresponds to the length of the branches.  Each of the branches has been 
colour coded corresponding to the place of origin of each of the taxa. A clear clustering of Asian, East African and South American samples are visible and have been highlighted.  
Similarly large monophyletic clusters from the Cape Town data set have also been highlighted. Due to the sheer size of the tree topology the aLRT support values for each of the 
branches have been removed.  
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3.4.3 Outcome of the PhyloType analysis of large tree topologies 
Taxa in these large trees were classified into different temporal classes and analysed with the 
PhyloType application (http://lamarck.lirmm.fr/phylotype/) to assess the clustering of samples 
based on temporal and geographical criteria.  
The PhyloType analysis of the large-scale gag p24 ME-SPR tree topology revealed a strong 
clustering of Cape Town sequences with one another (Table 3.19). Nearly three quarters (72,0%) 
of the oldest Cape Town sequences (1989 - 1992) contained in the data set clustered with other 
old Cape Town sequences. This is remarkable since these sequences make up only 1,3% of the 
total gag p24 data set. Similarly, 33,0% of the Cape Town isolates that was sampled between 
2000 and 2005 clustered with one another, considering these Cape Town isolates only makes up 
4,8% of the entire gag p24 data set. Lastly, the most recently sampled Cape Town isolates in the 
data set also showed a fairly high clustering with one another (21,0%). 
Similarly, the large-scale gag p24 ML-tree topology with aLRT was also investigated with the 
PhyloType software application (Table 3.20). A very large proportion (80,0%) of the oldest Cape 
Town sequences in the data set, which were sampled between 1989 and 1992, clustered with 
other Cape Town isolates that were sampled in the same period. This is highly significant since 
these Cape Town isolates only comprise 1,3% of the entire gag p24 data set. Furthermore, 40,0% 
of the Cape Town isolates that were sampled between 2000 and 2005 also clustered with one 
another, even though they only comprise 4,8% of the entire data set. Lastly, 34,0% of the more 
recently samples Cape Town isolates (2006 till the present) clustered with one another, while 
they only comprise 4,1% of the full gag p24 data set.  
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Table 3.19: Results of the PhyloType analysis of the gag p24 ME-SPR tree topology.         
Category or 
criteria 
Number of 
clusters 
Average size of 
cluster 
Total number of taxa 
in cluster(s) 
Total number of taxa 
that fits this criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
BR_Middle 1 4,00 4 6 67,00% 0,30% 
BR_Youngest 2 2,00 4 9 44,00% 0,50% 
BW_Middle 1 2,00 2 25 8,00% 1,30% 
BW_Youngest 17 3,12 53 133 40,00% 7,00% 
CPT_Middle 10 3,00 30 91 33,00% 4,80% 
CPT_Oldest 4 4,50 18 25 72,00% 1,30% 
CPT_Youngest 6 2,67 16 78 21,00% 4,10% 
ET_Oldest 2 2,00 4 11 36,00% 0,60% 
FR_Oldest 3 2,00 6 19 32,00% 1,00% 
IL_Middle 1 2,00 2 13 15,00% 0,70% 
IN_Middle 1 2,00 2 6 33,00% 0,30% 
IN_Oldest 1 2,00 2 13 14,00% 0,70% 
KE_Oldest 1 2,00 2 9 20,00% 0,50% 
SA_Middle 2 2,00 4 15 25,00% 0,80% 
TZ_Middle 4 2,50 10 66 15,00% 3,50% 
ZA_Middle 60 5,70 342 464 74,00% 24,50% 
ZA_None 11 2,18 24 203 12,00% 10,70% 
ZA_Oldest 1 2,00 2 61 30,00% 3,20% 
ZA_Youngest 24 2,25 54 208 26,00% 11,00% 
ZM_Middle 44 2,52 111 224 50,00% 11,80% 
ZM_Youngest 2 2,00 4 32 13,00% 1,70% 
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Table 3.20: Results of the PhyloType analysis of the gag p24 ML.aLRT tree topology. 
Category or 
criteria 
Number of 
clusters 
Average size of 
cluster 
Total number of taxa 
in cluster(s) 
Total number of taxa 
that fits this criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
BR_Oldest 1 2,00 2 2 100,00% 0,10% 
BR_Youngest 1 6,00 6 9 67,00% 0,50% 
BW_None 3 2,00 6 46 13,00% 2,50% 
BW_Youngest 19 3,16 60 133 45,00% 7,00% 
CPT_Middle 13 2,77 36 90 40,00% 4,80% 
CPT_Oldest 6 3,33 20 25 80,00% 1,30% 
CPT_Youngest 10 2,60 26 76 34,00% 4,10% 
ET_Oldest 3 2,33 7 11 64,00% 0,10% 
FR_Oldest 3 3,67 11 19 58,00% 1,00% 
IL_Middle 1 2,00 2 13 15,00% 0,70% 
IN_Middle 1 3,00 3 6 50,00% 0,30% 
IN_None 1 2,00 2 3 67,00% 0,20% 
IN_Oldest 2 3,50 7 14 50,00% 0,70% 
KE_Oldest 1 6,00 6 10 60,00% 0,50% 
SA_Middle 2 2,50 5 16 31,00% 0,80% 
SN_Oldest 1 2,00 2 5 40,00% 0,30% 
TZ_Middle 6 2,67 16 67 24,00% 3,50% 
TZ_Oldest 1 2,00 2 4 50,00% 0,20% 
ZA_Middle 40 8,88 355 461 77,00% 24,50% 
ZA_None 25 2,44 61 203 30,00% 10,70% 
ZA_Oldest 7 2,14 15 60 25,00% 3,20% 
ZA_Youngest 24 2,46 59 211 28,00% 11,00% 
ZM_Middle 43 3,26 140 222 63,00% 11,80% 
ZM_None 2 2,00 4 20 20,00% 1,10% 
ZM_Youngest 1 2,00 2 33 6,00% 1,70% 
 
  
Stellenbosch University  http://scholar.sun.ac.za
Stellenbosch University  http://scholar.sun.ac.za
 136 
The PhyloType analysis of the gag-pol ME-SPR tree topology (Table 3.21) revealed also a high 
degree of clustering of Cape Town isolates. A total of 92,0% of the oldest Cape Town isolates in 
the data set clustered with one another, while they only comprise 5,70% of the entire data set. 
Similarly, 34,0% of the most recently sampled Cape Town isolates in the data set also clustered 
with one another even though these Cape Town isolates only comprise a total of 2,2% of the 
entire gag-pol concatenated data set.  
The analysis of the ML.aLRT tree topology that was constructed from the concatenated gag-pol 
data set with the PhyloType application also revealed very similar results (Table 3.22). A total of 
79,0% of the oldest Cape Town isolates in the data set clustered with one another, while they 
only comprise 5,70% of the entire data set. Similarly, 48,0% of the most recently sampled Cape 
Town isolates in the data set also clustered with one another even though these Cape Town 
isolates only comprise a total of 2,2% of the entire gag-pol concatenated data set.  
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Table 3.21: PhyloType analysis of gag-pol ME-SPR phylogeny based on temporal and geographical criteria. 
Category or 
criteria 
Number of clusters 
Average size of 
cluster 
Total number of taxa 
in cluster(s) 
Total number of taxa 
that fits this criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
BR_Middle 1 5,0 5 5 100,00% 1,00% 
BR_Oldest 1 2,0 2 2 100,00% 5,30% 
BW_Middle 3 2,0 6 27 22,00% 4,50% 
BW_Oldest 1 3,0 3 23 13,00% 4,70% 
CPT_Oldest 3 7,3 22 24 92,00% 5,70% 
CPT_Younge
st 5 2,0 
10 29 34,00% 2,20% 
CY_Youngest 1 3,0 3 9 33,00% 0,80% 
ET_Oldest 1 3,0 3 6 50,00% 1,20% 
IN_Oldest 1 9,0 9 11 82,00% 2,20% 
TZ_Middle 3 2,0 6 17 35,00% 3,40% 
TZ_Oldest 1 2,0 2 4 50,00% 0,80% 
ZA_Middle 2 128,0 256 261 98,00% 46,80% 
ZA_Oldest 2 2,0 4 24 17,00% 4,50% 
ZM_Middle 2 2,5 5 12 42,00% 7,90% 
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Table 3.22: PhyloType analysis of gag-pol ML.aLRT phylogeny based on temporal and geographical criteria. 
Category or 
criteria 
Number of 
clusters 
Average size of 
cluster 
Total number of taxa 
in cluster(s) 
Total number of taxa 
that fits this criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
BR_Middle 1 5,0 5 5 100,00% 1,00% 
BR_Oldest 1 2,0 2 2 100,00% 5,30% 
BW_Middle 3 2,0 6 27 22,00% 4,50% 
BW_Oldest 3 2,7 8 23 35,00% 4,70% 
CPT_Oldest 4 4,8 19 24 79,00% 5,70% 
CPT_Youngest 7 2,0 14 29 48,00% 2,20% 
CY_Youngest 1 3,0 3 9 33,00% 0,80% 
ET_Oldest 2 3,0 6 6 100,00% 1,20% 
IN_Oldest 1 9,0 9 11 82,00% 2,20% 
TZ_Middle 3 2,3 7 17 41,00% 3,40% 
TZ_Oldest 1 2,0 2 4 50,00% 0,80% 
ZA_Middle 1 260,0 260 260 100,00% 46,80% 
ZA_Oldest 1 2,0 2 22 9,00% 4,50% 
ZM_Middle 2 2,5 5 12 42,00% 7,90% 
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The analysis of the ME-SPR tree topology that was inferred from the large pol data set revealed 
similarly high clustering of Cape Town isolates with one another (Table 3.23). A total of 73% of 
the oldest sequences in the Cape Town pol data set clustered with one another, while these 
sequences only comprise 1,9% of the entire pol data set. Similarly, 16,0% of the sequences that 
were sampled between 2000 and 2005 also clustered with one another. A total of 18,0% of the 
most recently sampled isolates in the Cape Town pol data set also clustered with one another. 
Similar, high clustering was observed in the Brazilian and Indian HIV-1 subtype C clades. A total 
of 92,0% of the Brazilian isolates that were sampled between 2000 and 2005 clustered with one 
another, while they only comprise 4,7% of the entire pol data set.  
Lastly, the analysis of the ML.aLRT tree topology that was inferred from the large pol data set 
revealed a similarly high clustering of Cape Town isolates with one another (Table 3.24). In total 
80,0% of the oldest Cape Town isolates clustered with one another, while these isolates only 
comprised 1,9% of the entire data set. A total of 21,0% of the Cape Town isolates that were 
sampled between 2000 and 2005 also clustered with one another. These Cape Town isolates only 
comprised 2,6% of the entire data set. Lastly, 28,0% of the more recently sampled Cape Town 
isolates also clustered with other Cape Town isolates from the same time period, while they only 
made up 2,6% of the final data set. As with the analysis of the ME-SPR tree topology similarly 
high clustering was observed for the Brazilian and Indian isolates. A total of 85,0% of the 
Brazilian isolates that were sampled between 2000 and 2005 clustered with one another, while 
70,0% of the Brazilian sequences that were derived from more recently sampled specimens also 
clustered with one another. For the more recently sampled Indian samples a total of 92,0% of 
samples clustered with one another, while they only comprised 5,4% of the entire data set. 
Similarly, 39,0% and 43,0% of the Indian samples that were sampled during the temporal periods 
“Middle” and “Oldest” also clustered with one another. 
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Table 3.23: PhyloType analysis of pol ME-SPR phylogeny based on spatiotemporal criteria. 
Category or 
criteria 
Number of 
clusters 
Average size of 
cluster 
Total number of taxa 
in cluster(s) 
Total number of 
taxa that fits this 
criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
AR_Middle 1 2,00 2 8 25,00% 0,30% 
BE_Middle 3 2,00 6 11 55,00% 0,50% 
BE_Oldest 2 3,50 7 9 78,00% 0,40% 
BI_Middle 4 4,00 16 30 53,00% 1,30% 
BR_Middle 3 33,67 101 110 92,00% 4,70% 
BR_Youngest 5 5,80 29 66 44,00% 2,80% 
BW_Middle 12 2,50 30 88 34,00% 3,80% 
BW_Oldest 1 3,00 3 21 14,00% 0,90% 
BZ_Middle 1 2,00 2 2 100,00% 0,10% 
CN_Youngest 3 2,00 6 8 75,00% 0,30% 
CPT_Middle 4 2,50 10 63 16,00% 2,60% 
CPT_Oldest 4 8,00 32 44 73,00% 1,90% 
CPT_Youngest 5 2,20 11 61 18,00% 2,60% 
CU_Middle 3 3,00 9 14 64,00% 0,60% 
CZ_Middle 1 3,00 3 10 30,00% 0,40% 
CZ_Noneee 1 5,00 5 17 29,00% 0,70% 
ES_Youngest 3 2,33 7 17 41,00% 0,70% 
ET_Middle 7 2,29 16 36 44,00% 1,50% 
ET_Oldest 1 2,00 2 4 50,00% 0,20% 
GQ_Youngest 1 2,00 2 2 100,00% 0,10% 
IN_Middle 1 4,00 4 44 9,00% 1,90% 
IN_Youngest 2 58,00 116 125 93,00% 5,40% 
IT_Middle 1 2,00 2 13 15,00% 0,60% 
JP_Middle 1 2,00 2 7 29,00% 0,30% 
KE_Youngest 5 4,40 22 38 58,00% 1,60% 
MW_Middle 2 2,00 4 19 21,00% 0,80% 
MW_Youngest 8 2,00 16 67 24,00% 2,90% 
MZ_Middle 10 2,50 25 78 32,00% 3,40% 
NL_Middle 3 2,00 6 9 67,00% 0,40% 
PT_Middle 2 2,00 4 18 22,00% 0,80% 
PT_Youngest 1 2,00 2 5 40,00% 0,20% 
RO_Middle 2 3,00 6 12 50,00% 0,50% 
RO_Youngest 1 3,00 3 11 27,00% 0,50% 
SE_Middle 3 2,33 7 18 39,00% 0,80% 
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SN_Middle 2 6,00 12 14 86,00% 0,60% 
SN_Oldest 1 2,00 2 5 40,00% 0,20% 
SZ_Middle 3 4,67 14 32 44,00% 1,40% 
TZ_Middle 1 6,00 6 22 27,00% 0,90% 
TZ_Oldest 1 2,00 2 4 50,00% 0,20% 
TZ_Youngest 3 2,33 7 22 32,00% 0,90% 
UA_Middle 1 2,00 2 2 100,00% 0,10% 
UG_Youngest 1 3,00 3 14 21,00% 0,60% 
ZA_Middle 15 2,60 39 150 26,00% 6,50% 
ZA_Oldest 1 2,00 2 20 10,00% 0,90% 
ZA_Youngest 58 6,00 348 464 75,00% 19,90% 
ZM_Middle 2 2,00 4 44 9,00% 2,00% 
ZM_Oldest 1 2,00 2 25 8,00% 1,00% 
ZM_Youngest 8 2,00 16 47 34,00% 2,00% 
ZW_Youngest 10 2,20 22 100 22,00% 4,40% 
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Table 3.24: PhyloType analysis of pol ML.aLRT phylogeny based on spatiotemporal criteria. 
Category or 
criteria 
Number of 
clusters 
Average size of 
cluster 
Total number of taxa in 
cluster(s) 
Total number of 
taxa that fits this 
criteria 
Percentage of this criteria that 
cluster with taxa of the same 
criteria 
Number of taxa with 
criteria in total data 
set 
AR_Middle 2 2,00 4 8 50,00% 0,30% 
BE_Middle 3 2,00 6 11 55,00% 0,50% 
BE_Oldest 2 3,50 7 9 78,00% 0,40% 
BI_Middle 5 3,80 19 30 63,00% 1,30% 
BR_Middle 8 11,63 93 109 85,00% 4,70% 
BR_Youngest 6 7,67 46 66 70,00% 2,80% 
BW_Middle 13 3,23 42 88 48,00% 3,80% 
BW_Youngest 2 2,00 4 10 40,00% 0,40% 
BZ_Middle 1 2,00 2 2 100,00% 0,10% 
CN_Youngest 3 2,00 6 8 75,00% 0,30% 
CPT_Middle 6 2,17 13 62 21,00% 2,60% 
CPT_Oldest 3 11,67 35 44 80,00% 1,90% 
CPT_Youngest 7 2,43 17 61 28,00% 2,60% 
CU_Middle 2 5,50 11 14 79,00% 0,60% 
CZ_Middle 1 3,00 3 10 30,00% 0,40% 
CZ_None 1 6,00 6 17 35,00% 0,70% 
ER_Middle 1 2,00 2 2 100,00% 0,10% 
ES_Youngest 3 2,33 7 17 41,00% 0,70% 
ET_Middle 6 2,83 17 36 47,00% 1,50% 
GQ_Youngest 1 2,00 2 2 100,00% 0,10% 
IN_Middle 4 4,25 17 44 39,00% 1,90% 
IN_Oldest 3 2,00 6 14 43,00% 0,60% 
IN_Youngest 4 28,75 115 125 92,00% 5,40% 
IT_Middle 1 2,00 2 13 15,00% 0,60% 
IT_Youngest 1 2,00 2 8 25,00% 0,30% 
JP_Middle 1 2,00 2 7 29,00% 0,30% 
KE_Youngest 5 5,00 25 38 66,00% 1,60% 
MW_Youngest 11 2,46 27 68 40,00% 2,90% 
MZ_Middle 9 3,22 29 78 37,00% 3,40% 
NL_Middle 3 2,00 6 9 67,00% 0,40% 
PT_Middle 2 2,00 4 18 22,00% 0,80% 
PT_Youngest 1 2,00 2 5 40,00% 0,20% 
RO_Middle 2 3,00 6 12 50,00% 0,50% 
RO_Youngest 1 3,00 3 11 27,00% 0,50% 
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SE_Middle 3 2,00 6 18 33,00% 0,80% 
SN_Middle 2 6,00 12 14 86,00% 0,60% 
SZ_Middle 4 3,50 14 32 44,00% 1,40% 
TZ_Middle 1 5,00 5 22 23,00% 0,90% 
TZ_Oldest 1 2,00 2 4 50,00% 0,20% 
TZ_Youngest 3 5,00 15 22 68,00% 0,90% 
UA_Middle 1 2,00 2 2 100,00% 0,10% 
UG_Middle 1 2,00 2 5 40,00% 0,20% 
UG_Youngest 2 2,00 4 14 29,00% 0,60% 
ZA_Middle 17 2,65 45 150 30,00% 6,50% 
ZA_Youngest 35 10,37 363 465 78,00% 19,90% 
ZM_Middle 4 2,00 8 47 17,00% 2,00% 
ZM_Oldest 1 2,00 2 25 8,00% 1,00% 
ZM_Youngest 6 2,00 12 46 26,00% 2,00% 
ZW_Middle 3 2,33 7 23 30,00% 1,00% 
ZW_Youngest 17 2,59 44 19 43,00% 4,40% 
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This PhyloType method is a new and easy way of analysing the clustering of taxa in tree 
topologies, particularly large trees, which may not always be possible to do manually. As the 
manual interpretation of clustering may be subject to some bias, this method also provides an 
unbiased assessment of the clustering relationship in any tree topology. In Table 3.6 the 
clustering of various taxa based on spatiotemporal classifications were assessed for the 
concatenated gag-pol ME-SPR tree topology. For the Cape Town sequences contained in this 
data set there were 2 clusters containing old sequences (sampled between 1989 and 1992) with 
the average size of these clusters measuring 10 taxa per cluster. Additionally, there were 4 
clusters, where Cape Town sequences which belonged to the most recently sampled (2006 - 
1010), clustered with one another with the average size measuring 2,5 taxa per cluster. Manual 
inspection of the tree topology that was used for the PhyloType analysis can confirm these 
findings (Figure 3.16).   
Figure 3.16: Observed clustering of Cape Town isolates in the concatenated gag-pol ML.aLRT 
tree topology as was observed through the PhyloType analysis. The 7 different clusters with the 
youngest Cape Town isolates are shown. Each cluster contains on average 2,0 taxa from Cape Town corresponding 
to the average that was obtained in PhyloType. There are 29 Cape Town isolates in the concatenated gag-pol data set 
that satisfy this criteria which means that on average roughly 48,3% of the isolates clustered with an isolate in the 
same spatiotemporal class (in correlation with data presented in Table 3.21).  
3.5 Large monophyletic clades of HIV-1 subtype C in Cape Town 
During the examination of the large-scale gag p24, gag-pol, and pol tree topologies highly 
monophyletic clusters of Cape Town isolates were observed, which are very unique for the 
clustering of patient samples in a generalized HIV epidemic. Additionally, several of the South 
African taxa that clustered with these taxa in the large phylogenies were identified through 
retrospective investigation to also have originated from the Cape Metropolitan area. These 
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clusters along with the retrospectively identified Cape Town isolates were further investigated to 
establish their true nature.  
3.5.1 Identification of monophyletic clusters 
Due to small variations in the clustering patters between the ME and ML tree topologies only the 
ML.aLRT tree topology were used for any of the subsequent analyses. However, the putative 
clusters that were observed in the ME-SPR tree topologies, as well as the isolates contained 
within them, were also present in the ML.aLRT tree topologies, with only small minor variations.  
The manual assessment of the gag p24 and pol ML.aLRT tree topologies revealed five 
monophyletic clusters of Cape Town isolates in the gag p24 tree topology, while three putative 
clusters were observed in the pol phylogeny. These clusters were also present in the 
corresponding Minimum-Evolution tree topologies that were inferred with small variations in the 
clustering in each cluster due to the varying degree of tree inference algorithms used. The five 
clusters in the ML.aLRT gag p24 tree topology ranged from five taxa in size in the smallest 
cluster to 20 taxa in size in the biggest cluster. Similarly, the size of the three clusters in the 
ML.aLRT pol tree topology ranged between 22 taxa in the smallest cluster to 32 in the largest of 
the clusters. PhyloType analyses of the tree topologies also supported these findings (data not 
shown). 
Five putative transmission clusters of Cape Town sequences were observed in the gag p24 
ML.aLRT tree topology (Table 3.25 and Figure 3.17). The first cluster (gag.cluster.1) contained 
25 Cape Town taxa (1991 - 2010), with an additional two South African taxa intermingled in the 
cluster. The second cluster (gag.cluster.2) contained seven Cape Town taxa (1989 - 1991) 
clustering with an isolate from Kenya, while the third cluster (gag.cluster.3) contained ten 
sequences from Cape Town (2002 - 2010) and two additional isolates from South Africa. The 
fourth cluster (gag.cluster.4) contained a total of five taxa from Cape Town (1989 - 1992), while 
the fifth cluster (gag.cluster.5) contained five taxa (all from the year 2002). The internal branch 
support for each of the five putative clusters in the ML.aLRT gag p24 tree topology was all 
above 0,700 with the highest 0,904 (gag.cluster.2) while the lowest support value was 0,739 
(gag.cluster.1). The taxa in each of the clusters are tabulated in Table 3.25, while an illustration 
of the various gag p24 clusters can be seen in Figure 3.17. 
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Table 3.25: The five putative transmission clusters of Cape Town sequences that were found 
through manual assessment of the gag p24 ML.aLRT tree topology. Sequences and their respective 
years of sampling are listed in the right hand column, while sequences marked in bold were identified through the 
retrospective identification of additional Cape Town sequences.  
Cluster Taxa and Sampling Year 
gag.cluster.1 
AF543976_1999, DQ866235_2002, DQ866208_2002, DQ866265_2002, 
DQ866283_2002, DQ866244_2002, DQ866243_2002, AZ111_2010, CM103_2009, 
JO228_2009, DQ866221_2002, DQ866222_2002, JO202_2009, NN087_2009, 
DQ866277_2002,TB089_2009, NN117_2010, JO191_2009, GU201717_2007, 
DQ866246_2002, R9684_1991, JO166_2009, JO232_2009, JO244_2009 
gag.cluster.2 
R16812_1992, R11961_1991, R11397_1991, R11983_1991, R11391_1991, 
R4369_1989, R4368_1989 
gag.cluster.3 
DQ866296_2000, JO239_2009, JO210_2009, MN091_2009, DQ866300_2000, 
DQ866271_2000, DQ866262_2000, DQ866255_2000, NM114_2010, NM090_2009 
gag.cluster.4 R4370_1989, R11988_1991, R16335_1992, R8864_1991, R16885_1992 
gag.cluster.5 
DQ866227_2002, DQ866206_2002, DQ866249_2002, DQ866253_2002, 
DQ866248_2002 
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Figure 3.17: The five putative transmission clusters of Cape Town sequences that were observed through manual inspection of the gag p24 
ML.aLRT tree topology.  This ML.aLRT tree topology contains 1895 taxa and is rooted by the subtype B reference strain HXB2. It was constructed in phyML v 3.0, with the 
HKY85 model of nucleotide substitution and an estimated Gamma shape parameter (HKY+G). The scale bar at the bottom of the large circular tree topology correspond the 
branch lengths in that phylogeny. All of the isolates from Cape Town in the putative clusters are marked in red, while sequences from other locations are marked in black. The 
branch support for some of the internal branches of each putative cluster is also indicated.  
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Similarly, the analysis of the pol ML.aLRT tree topology revealed three clusters of Cape Town 
sequences (Table 3.26). The first cluster (pol.cluster.1) contained 22 isolates, mostly from the 
very early years of the HIV-1 subtype C epidemic (1989 - 2000), clustering with two isolates 
from Tanzania. The second cluster, pol.cluster.2 contained 32 Cape Town isolates (1992 - 2009). 
This cluster contained 16 pol sequences from the original Cape Town data set, while another 16 
sequences were retrospectively identified as being from Cape Town. The third cluster contained 
33 isolates, originating from more recently sampled patients (2000 - 2009). This cluster contains 
16 isolates from the original Cape Town pol data set, while another 17 isolates were 
retrospectively identified as originating from Cape Town. Once again the support values for the 
internal branches of the three putative clusters in the ML.aLRT pol tree topology were all large 
than 0,700 with the highest support 0,920 (pol.cluster.3) while the lowest support value was 
0,740 (pol.cluster.2). The taxa in each of the pol clusters are tabulated in Table 3.26, while an 
illustration of the various clusters can be seen in Figure 3.18. 
Table 3.26: The three putative transmission clusters of Cape Town sequences that were found 
through manual assessment of the pol ML.aLRT tree topology. Sequences and their respective years of 
sampling are listed in the right hand column, while sequences marked in bold were identified through the 
retrospective identification of additional Cape Town sequences.  
Cluster Taxa and Sampling Year 
pol.cluster.1 
R4370_1989, R16022_1992, R4714_1990, R16166_1992, R11961_1991, R4368_1989, 
R11983_1991, R4369_1989, R16885_1992, R11582_1991, R11391_1991, R8597_1991, 
R7663_1991, R6191_1990, R7148_1991, R4846_1990, R16335_1992, R7788_1991, 
R6201_1990, TV30_2000, R6742_1990, R16200_1992 
pol.cluster.2 
EF602189_2002, R15791_1992, R6984_1991, R11988_1991, JN638177_2009, 
JN638094_2009, JN638160_2009, EU854512_2006, JO210_2009, JN638079_2009, 
TV86_2000, TV28_2000, AX455917_1998, TV1769_2004, EF602191_2002, 
JN638170_2009, JN638230_2009, JN700932_2009, JN638218_2009, TV1799_2004, 
JN638115_2009, JN638101_2009, JN638110_2009, MH020_2008, JN638095_2009, 
JN638102_2009, JN638213_2009, JO239_2009, R17042_1992, TV22_2000, R6978_1991, 
JO166_2009, TV55_2000 
pol.cluster.3 
JO258_2009, HQ994437_2007, TV1761_2004, EF602205_2002, EF602211_2002, 
TV1771_2004, 20_pol_2008, EF602186_2002, JO247_2009, TV1753_2004, JO191_2009, 
JN638165_2009, JO202_2009, TV51_2000, JN638119_2009, TG005_2008, 
JN638192_2009, EF602245_2007, TV1762_2004, JO204_2009, JO244_2009, JO173_2009, 
HQ994450_2007, HQ994455_2007, HQ994569_2007, HQ994591_2007, JN638153_2009, 
HQ994470_2007, HQ994600_2007, JN638120_2009, HQ994418_2007, 41_pol_2008, 
TV1774_2004 
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Figure 3.18: The three putative transmission clusters of Cape Town sequences that were observed through manual inspection of the pol ML.aLRT 
tree topology.  This ML.aLRT tree topology contains 2333 taxa and is rooted by the subtype B reference strain HXB2. It was constructed in phyML v 3.0, with the HKY85 
model of nucleotide substitution and an estimated Gamma shape parameter (HKY+G). The scale bar at the bottom of the large circular tree topology correspond the branch 
lengths in that phylogeny. All of the isolates from Cape Town in the putative clusters are marked in red, while sequences from other locations are marked in black. The branch 
support for some of the internal branches of each putative cluster is also indicated.  
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3.5.2 Testing putative transmission clusters 
Following the identification of these putative transmission clusters, additional clustering analyses 
were performed in order to dispel any doubt over their validity. This included the construction of 
five phylogenies (NJ.bootstrap, ME.bootstrap, ML.aLRT, ML.bootstrap and Bayesian) for each 
of the observed putative clusters to assess support values for internal branches and consistency in 
clustering across methods. Due to the large size of these results (totalling 40 tree topologies) they 
have not been included in the main results section, but can be found in Appendix F (Figures 6.6 – 
6.45). A summary of these tree topologies are provided in Table(s) 3.27 and 3.28, for the putative 
gag p24 and pol transmission clusters respectively.  
Careful examination of the results of the clustering analyses for the five putative transmission 
clusters that was observed in the gag p24 tree topology provided some support for each cluster. 
For the first cluster, gag.cluster.1, only 20 out of the 25 Cape Town isolates consistently clustered 
with one another. For gag.cluster.2, gag.cluster.3 and gag.cluster.4 all of the Cape Town isolates 
clustered consistently across all five methods of tree inference with one another. Only four out of 
the five Cape Town isolates in the gag.cluster.5 data set clustered consistently with one another. 
The support values for these clusters were fairly low, in particularly the bootstrap support. 
However, the posterior support and aLRT support values were much higher. The support for 
these putative clusters were compared against support values for the Indian and Brazilian clades 
(Table 3.27), which were fairly similar to those found for the Cape Town clusters. Support values 
for putative clusters are normally set above 70,0% with 90% being optimal. However, branch 
support values are influence by the size of the alignment as well as the degree of genetic variation 
within the region under study. Therefore branch support values will perform poorly with such 
small variable alignments. The analysis of these putative clusters would have benefited from the 
analysis of complete genomes, however the generation of complete genomes would be difficult 
from such old samples. However, given the consistent clustering of the Cape Town isolates with 
one another across the five different methods of tree inference one can assume that they are truly 
epidemiologically linked. However, given the lack of confidence in the one cannot interpret as 
true transmission events of HIV-1. Furthermore, the p-values for each of the clusters that were 
inferred during the PhyloType analyses (Table 3.27), all indicate that the clustering of the Cape 
Town sequences were highly significant.  
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Table 3.27: Summary of the clustering analyses for the five putative gag p24 clusters of Cape Town sequences, as well as the results of the 
clustering analyses for the Indian and Brazilian clades. In the table the total number of Cape Town or Indian or Brazilian taxa for each cluster is indicated at the top of 
each column. The clustering refers to the number of isolates (either Cape Town, Brazilian and/or Indian) that clustered together out of the total number of isolates in each of the 
data sets. The Phylotype support corresponds to the support values for each of the clusters given as a fraction. The p values indicate the likelihood of those isolate clustering 
together given the data set as was determined by following 1000 shuffling iterations in Phylotype. These results correspond to the phylogenies presented in Figures 6.6 – 6.30.  
Method of tree 
inference 
Clustering / 
Support 
gag.cluster.1 
(25 taxa) 
gag.cluster.2 
 (7 taxa) 
gag.cluster.3 
(10 taxa) 
gag.cluster.4  
(5 taxa) 
gag.cluster.5  
(5 taxa) 
IN.clusters  
(16 taxa) 
BR.clusters  
(10 taxa) 
NJ.bootstrap 
Clustering 22/25 7/7 10/10 5/5 5/5 5/16 5/10 
Support 0.000 91.000 0.000 0.000 93.000 20.000 28.000 
Phylotype 0.000 0.910 0.000 0.000 0.930 0.200 0.276 
p value 0.004 0.000 0.001 0.002 0.000 0.000 0.000 
ME.bootstrap 
Clustering 21/25 7/7 10/10 5/5 5/5 5/16 5/10 
Support 0.000 94.000 0.000 0.000 93.000 20.000 26.000 
Phylotype 0.000 0.940 0.000 0.000 0.930 0.200 0.256 
p value 0.000 0.000 0.001 0.002 0.000 0.000 0.000 
ML.aLRT 
Clustering 21/25 7/7 10/10 5/5 5/5 10/16 6/10 
Support 83.200 95.200 90.400 91.900 98.000 78.000 92.000 
Phylotype 0.832 0.952 0.904 0.919 0.981 0.780 0.919 
p value 0.001 0.001 0.000 0.000 0.001 0.001 0.001 
ML.bootstrap 
Clustering 21/25 7/7 10/10 5/5 5/5 10/16 6/10 
Support 8.000 69.000 1.000 23.000 93.000 0.000 18.000 
Phylotype 0.080 0.690 0.010 0.230 0.930 0.000 0.180 
p value 0.002 0.001 0.000 0.000 0.001 0.001 0.001 
Bayesian 
Clustering 21/25 7/7 10/10 5/5 4/5 10/16 9/10 
Support 62.570 94.310 21.750 13.090 76.000 91.000 93.000 
Phylotype 0.626 0.943 0.218 0.131 0.760 0.910 0.930 
p value 0.001 0.002 0.001 0.001 0.000 0.000 0.000 
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Careful examination of the results of the clustering analyses for the three putative transmission 
clusters that were observed in the pol ME-SPR tree topology provided some support for each 
cluster. For the first cluster, pol.cluster.1, 21 out of the 22 Cape Town isolates consistently 
clustered with one another. For pol.cluster.2 all 32 of the Cape Town isolates consistently 
clustered with one another while for pol.cluster.3 only 32 out of the 33 Cape Town isolates 
consistently clustered together across all five methods of tree inference.  
The support values for these putative clusters were fairly low, in particularly the bootstrap 
support. However, the posterior support and aLRT support values were a bit higher. The support 
for these putative clusters were compared against support values for Indian and Brazilian clades 
(Table 3.28), which were fairly similar to those found for the Cape Town clusters. As mentioned 
earlier support values for putative clusters are normally set above 90,0% (95,0% - 98,0%). 
However, given the consistent clustering of the Cape Town isolates with one another across the 
five different methods of tree inference one can conclude that they represent monophyletic 
clusters of Cape Townian sequence as they held true during the additional clustering analyses that 
was performed. As with the analyses of the five putative gag p24 clusters, the p-values that were 
inferred during the PhyloType analyses (Table 3.28), suggest that the clustering of the Cape 
Town isolates were highly significant.  
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Table 3.28: Summary of the clustering analyses for the five putative pol clusters of Cape Town sequences, as well as the results of the clustering 
analyses for the Indian and Brazilian clades. In the table the total number of Cape Town or Indian or Brazilian taxa for each cluster is indicated at the top of each column. 
The clustering refers to the number of isolates (either Cape Town, Brazilian and/or Indian) that clustered together out of the total number of isolates in each of the data sets. The 
Phylotype support corresponds to the support values for each of the clusters given as a fraction. The p values indicate the likelihood of those isolate clustering together given the 
data set as was determined by following 1000 shuffling iterations in Phylotype. These results correspond to the phylogenies presented in Figures 6.31 – 6.45.  
Method of tree 
inference 
Clustering / Support 
pol.cluster.1  
(22 taxa) 
pol.cluster.2  
(32 taxa) 
pol.cluster.3  
(33 taxa) 
IN.clusters  
(16 taxa) 
BR.clusters  
(10 taxa) 
NJ.bootstrap 
Clustering 21/22 32/32 32/33 15/16 10/10 
Support 0.000 19.000 0.100 2.000 28.000 
Phylotype 0.000 0.189 0.001 0.020 0.281 
p value 0.002 0.003 0.000 0.001 0.001 
ME.bootstrap 
Clustering 21/22 32/32 32/33 15/16 10/10 
Support 0.000 18.900 0.100 0.94 2.000 
Phylotype 0.000 0.189 0.001 0.009 0.020 
p value 0.002 0.001 0.000 0.001 0.001 
ML.aLRT 
Clustering 22/22 32/32 32/33 14/16 10/10 
Support 80.20 34.800 43.900 94.000 40.000 
Phylotype 0.802 0.348 0.439 0.940 0.401 
p value 0.004 0.002 0.001 0.000 0.000 
ML.bootstrap 
Clustering 22/22 32/32 32/33 14/16 10/10 
Support 1.000 1.000 0.000 64.000 59.000 
Phylotype 0.010 0.010 0.000 0.639 0.591 
p value 0.004 0.002 0.001 0.000 0.000 
Bayesian 
Clustering 22/22 32/32 30/33 14/16 10/10 
Support 80.100 48.89 43.890 42.000 38.000 
Phylotype 0.801 0.489 0.439 0.420 0.380 
p value 0.003 0.000 0.004 0.001 0.001 
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3.6.3 Timing the root height of the internal nodes of each cluster 
Bayesian inference through the use of various model parameters was employed to time the 
estimated date of origin (age of the internal node) of the various clusters. Manual inspections of 
the log trace files for each of the various runs showed good convergence in the trace files, 
following a Bayesian MCMC totalling 30 million steps. Extremely high ESS‟s (between 200 - 
9000) were also recorded for each of the runs, which is a good “diagnostic indicator” of the 
quality of the various runs. For some of the transmission clusters selected non-parametric runs 
could not be inferred in BEAST due to the extremely small size of the data sets (< 10 taxa), in 
which case the root-height estimation was restricted to the use of only a parametric tree prior.  
The inferred tMRCA of gag.cluster.1 (Table 3.29) was estimated around 1986,4 (with the 95% 
HPD ranging between 1981,1 and 1990,8) according to the “best-fitting model” as was 
determined through Bayes factor comparison. Similarly, the estimated inferred tMRCA of 
gag.cluster.2 and gag.cluster.3 were placed around 1986,7 (95% HPD 1983,3 – 1989,3) and 
1993,6 (95% HPD 1989,4 – 1997,4) respectively. Similarly, the root height of gag.cluster.4 was 
placed around 1980,8 (95% HPD 1972,9 – 1988,1), while the tMRCA of gag.cluster.5 was 
estimated around 1995,1 (95% HPD 1991,2 – 1998,3).  
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Table 3.29: The estimated tMRCA‟s of the various gag p24 transmission clusters of Cape Town sequences. The “best fitting” run as was identified through 
Bayesian model comparison has been highlighted in bold and the average estimated date of origin is indicated at the bottom of each column. Due to the small number of taxa 
contained within some clusters only parametric tree priors could be used to infer the dates of origin in some clusters. 
Model 
parameters 
gag.cluster.1 gag.cluster.2 gag.cluster.3 gag.cluster.4 gag.cluster.5 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Mean 
95% 
HPD 
lower 
95% 
HPD 
upper 
Relax.bsp.est.1 1985,8 1991,5 1976,1 - - - - - - - - - - - - 
Relax.bsp.est.2 1985,6 1991,5 1975,7 - - - - - - - - - - - - 
Relax.bsp.fix.1 1985,6 1991,5 1975,8 - - - - - - - - - - - - 
Relax.bsp.fix.2 1985,9 1991,5 1976,4 - - - - - - - - - - - - 
Relax.const.est.1 1985,9 1991,5 1976,5 1986,0 1989,2 1981,9 1984,8 1998,3 1963,6 1981,9 1988,2 1972,4 1993,0 1998,6 1984,9 
Relax.const.est.2 1968,7 1990,3 1933,8 1985,9 1989,3 1981,9 1984,6 1998,2 1962,6 1981,8 1988,4 1972,1 1992,5 1998,6 1984,4 
Relax.const.fix.1 1969,3 1989,5 1933,4 1985,8 1989,2 1981,7 1984,5 1998,2 1962,6 1980,2 1988,2 1972,6 1992,9 1998,7 1984,9 
Relax.const.fix.2 1969,7 1990,1 1934,9 1986,1 1989,2 1982,1 1984,9 1998,2 1963,6 1980,1 1988,0 1972,5 1992,9 1998,6 1985,5 
Relax.expo.est.1 1969,8 1990,1 1937,3 1986,0 1989,1 1981,9 1985,1 1997,8 1964,7 1979,2 1988,0 1972,5 1994,7 1998,7 1990,0 
Relax.expo.est.2 1982,5 1990,7 1971,9 1986,5 1989,4 1983,1 1990,7 1997,8 1981,7 1979,8 1988,1 1972,5 1995,0 1998,5 1990,5 
Relax.expo.fix.1 1986,4 1990,8 1981,1 1986,5 1989,4 1983,0 1994,5 1997,7 1990,9 1980,8 1987,9 1972,6 1995,1 1998,3 1991,2 
Relax.expo.fix.2 1982,8 1991,1 1972,7 1986,6 1989,3 1983,2 1990,8 1997,8 1981,7 1980,8 1988,1 1972,9 1994,5 1998,6 1989,1 
Strict.bsp.est.1 1982,9 1991,1 1972,7 - - - - - - - - - - - - 
Strict.bsp.est.2 1985,6 1991,5 1978,7 - - - - - - - - - - - - 
Strict.bsp.fix.1 1985,7 1991,5 1978,9 - - - - - - - - - - - - 
Strict.bsp.fix.2 1986,8 1991,5 1981,1 - - - - - - - - - - - - 
Strict.const.est.1 1987,0 1991,5 1981,1 1986,7 1989,3 1983,3 1990,8 1997,6 1981,3 1985,6 1988,3 1982,6 1995,2 1998,4 1991,4 
Strict.const.est.2 1983,3 1990,0 1975,4 1987,1 1989,4 1984,7 1993,1 1997,0 1988,4 1985,7 1988,2 1983,1 1995,2 1998,5 1991,5 
Strict.const.fix.1 1983,4 1989,5 1975,5 1987,1 1989,5 1984,5 1993,1 1997,3 1988,5 1985,6 1988,1 1982,7 1995,3 1998,3 1991,7 
Strict.const.fix.2 1984,4 1990,0 1977,4 1986,7 1989,1 1983,7 1993,5 1997,3 1989,2 1985,6 1988,1 1982,8 1995,2 1998,5 1992,0 
Strict.expo.est.1 1984,4 1990,1 1977,9 1987,2 1989,4 1984,7 1993,6 1997,4 1989,4 1985,7 1988,2 1982,6 1996,0 1998,6 1992,9 
Strict.expo.est.2 1985,3 1990,6 1979,5 1986,8 1989,2 1984,1 1994,0 1997,7 1990,1 1985,7 1988,2 1982,6 1995,8 1998,5 1992,7 
Strict.expo.fix.1 1985,2 1990,3 1979,2 1986,8 1989,1 1984,1 1994,0 1997,6 1990,1 1985,7 1988,2 1983,0 1995,9 1998,5 1993,0 
Strict.expo.fix.2 1986,4 1990,8 1981,1 1987,1 1989,4 1984,5 1994,4 1997,8 1990,9 1985,6 1988,3 1982,6 1995,9 1998,6 1992,9 
Average 1982,4 1990,8 1970,2 1986,5 1989,3 1983,3 1990,4 1997,7 1980,0 1983,1 1988,1 1977,6 1994,7 1998,5 1989,9 
HPD – Highest Posterior Density, BSP – Bayesian Skyline Plot tree prior, relax – relaxed molecular clock assumption, strict – strict molecular clock assumption, Const – Constant 
population size tree prior, expo – exponential growth tree prior, fix – fixed mutation rate, est – estimated mutation rate
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Similarly, the inferred tMRCA of the “best fitting model” as was determined in a Bayesian model 
test comparison, for the pol.cluster.1 data set was 1980,8 with the 95% HPD ranging between 
1977,4 – 1984,0. Similarly, the inferred tMRCA of the pol.cluster.2 data set was estimated at 
1985,9 with the 95% HPD ranging between 1983,5 and 1987,9 (1976,8 – 1984,7). Lastly, the 
inferred tMRCA‟s of the pol.cluster.3 data set was estimated at around 1992,2 with the 95% HPD 
ranging between 1990,1 and 1994,2. The full results of the estimated tMRCA for each of the 
three different pol transmission clusters are tabulated in Table 3.30. 
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Table 3.30: The estimated tMRCA‟s of the various pol transmission clusters of Cape Town sequences. The “best fitting” run as was identified through 
Bayesian model comparison has been highlighted in bold for each data set and the average estimated date of origin is indicated at the bottom of each column. 
Model parameters 
pol.cluster.1 pol.cluster.2 pol.cluster.3 
Mean 
95% HPD 
lower 
95% HPD 
upper 
Mean 
95% HPD 
lower 
95% HPD 
upper 
Mean 
95% HPD 
lower 
95% HPD 
upper 
Relax.bsp.est.1 1979,7 1985,1 1973,1 1985,7 1987,5 1983,8 1992,3 1994,4 1990,1 
Relax.bsp.est.2 1979,8 1985,4 1973,4 1985,0 1987,3 1982,5 1990,2 1996,1 1983,2 
Relax.bsp.fix.1 1980,1 1985,0 1974,4 1985,9 1988,0 1983,6 1990,8 1996,0 1984,8 
Relax.bsp.fix.2 1980,1 1984,9 1974,2 1985,9 1987,9 1983,5 1990,8 1995,7 1984,9 
Relax.const.est.1 1965,9 1983,3 1937,5 1982,8 1986,8 1978,0 1966,5 1993,1 1917,2 
Relax.const.est.2 1966,1 1983,4 1937,3 1982,8 1986,7 1978,2 1966,9 1993,6 1921,6 
Relax.const.fix.1 1966,9 1982,9 1940,3 1983,5 1987,1 1978,7 1965,8 1992,5 1918,4 
Relax.const.fix.2 1966,3 1982,9 1938,1 1983,3 1987,2 1977,9 1966,3 1992,3 1919,5 
Relax.expo.est.1 1976,5 1982,8 1969,7 1984,4 1986,8 1981,8 1987,7 1993,9 1981,2 
Relax.expo.est.2 1976,3 1982,6 1969,0 1984,4 1986,7 1981,7 1987,9 1993,7 1981,6 
Relax.expo.fix.1 1977,3 1982,5 1970,5 1985,6 1987,6 1983,3 1989,2 1994,1 1983,6 
Relax.expo.fix.2 1977,4 1982,8 1971,2 1985,6 1987,6 1983,3 1989,2 1994,1 1983,7 
Strict.bsp.est.1 1982,0 1984,6 1979,2 1985,0 1987,1 1982,6 1991,2 1994,3 1988,2 
Strict.bsp.est.2 1982,0 1984,6 1979,1 1985,0 1987,1 1982,8 1991,2 1994,3 1988,1 
Strict.bsp.fix.1 1982,6 1984,6 1980,5 1986,0 1987,8 1984,1 1993,1 1995,0 1990,9 
Strict.bsp.fix.2 1982,6 1984,4 1980,5 1986,0 1987,7 1984,0 1993,1 1995,1 1990,9 
Strict.const.est.1 1980,8 1984,0 1977,4 1983,9 1986,4 1981,5 1989,2 1993,3 1985,6 
Strict.const.est.2 1980,8 1984,0 1977,3 1983,9 1986,3 1981,3 1989,2 1993,0 1985,3 
Strict.const.fix.1 1981,3 1983,7 1978,5 1985,2 1987,1 1983,2 1991,4 1993,8 1988,7 
Strict.const.fix.2 1981,3 1983,8 1978,7 1985,2 1987,0 1983,1 1991,4 1993,8 1988,6 
Strict.expo.est.1 1980,3 1983,3 1977,3 1984,4 1986,7 1982,1 1990,1 1993,1 1987,1 
Strict.expo.est.2 1980,3 1983,3 1977,3 1984,4 1986,5 1982,0 1990,1 1993,2 1987,2 
Strict.expo.fix.1 1981,5 1983,6 1979,2 1985,7 1987,5 1983,8 1992,2 1994,2 1990,1 
Strict.expo.fix.2 1981,5 1983,5 1979,1 1985,0 1987,3 1982,5 1990,2 1996,4 1983,2 
Average 1977,9 1983,8 1969,7 1984,8 1987,2 1982,1 1986,5 1994,1 1975,2 
HPD – Highest Posterior Density, BSP – Bayesian Skyline Plot tree prior, relax – relaxed molecular clock assumption, strict – strict molecular clock assumption, Const – Constant 
population size tree prior, expo – exponential growth tree prior, fix – fixed mutation rate, est – estimated mutation rate 
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3.6.4 Time resolved tree topologies with transmission clusters 
Time resolved tree topologies were inferred from the entire Cape Town gag p24 and pol data 
sets. These were inferred with the use of a BSP tree prior and a relaxed molecular clock 
assumption. Time resolved tree topologies were inferred in TreeAnnotator and imported into 
FigTree for visual interpretation and manual adjustment. The time resolved tree topology of the 
gag p24 and pol, along with the different clusters is presented below in Figures 3.19 and 3.20, 
respectively. 
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Figure 3.19: A time resolved tree topology of the gag p24 Cape Town data set with the 5 different clusters. The tree was reconstructed in TreeAnnotator 
from a non-parametric BSP tree prior that was executed in BEAST. The five different transmission clusters has been highlighted in red. The estimated root height as well as the 
95% HPD intervals of each cluster as well as the full tree is indicated. The blue bars represent the 95% HPD intervals of each of the internal nodes in the tree topology. 
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Figure 3.20: Time resolved tree topology of the pol Cape Town data sets with the 3 different clusters. The tree was reconstructed in TreeAnnotator from a 
non-parametric BSP tree prior that was executed in BEAST. The three different transmission clusters has been highlighted in red. The estimated root height as well as the 95% 
HPD intervals of each cluster as well as the full tree is indicated. The blue bars represent the 95% HPD intervals of each of the internal nodes in the tree topology
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CHAPTER FOUR  
DISCUSSION 
4.1 Sample selection and genomic characterization 
One of the primary objectives of this study was to generate a comprehensive longitudinal 
sequence data set of Cape Town isolates that span over several years or decades. In order to 
achieve this objective a large number of gag p24 and pol sequence fragments that were 
previously generated within the Division of Medical Virology (Faculty of Medicine and Health 
Sciences of Stellenbosch University) were selected for inclusion into the study [Jacobs et al., 
2006; Wilkinson et al., 2013 in press; Isaacs et al., in preparation]. In addition to these genotypes, 
250 patient samples were selected (particularly from the earlier years of the epidemic) in order to 
obtain a comprehensive longitudinally sampled sequence data sets.  
Patient samples were selected based on stringent inclusion and exclusion criteria (Table 2.4), 
from the HIV-1 sample database at the Virology laboratory of the Tygerberg Academic Hospital. 
This sample database contains more than 35,000 patient samples, which were sent in over the 
past 30-years for routine HIV diagnostic testing. For a large number of these patients, particularly 
from the very early years of the epidemic (1986 - 1993), nucleic acid was isolated from patient 
samples at previous occasions.  Therefore, patient samples for which previously isolated nucleic 
acid was available were preferred above other patient samples for inclusion in order to reduce 
cost and to increase amplification success. A total of 250 patient samples were selected for 
genotyping. These 250 patient samples included 63 previously isolated DNA samples 
(originating between 1989 and 1992), 34 patient samples from 1996 from which DNA were 
extracted, and 153 previously isolated RNA samples which originated between 2000 and 2004.  
These patient samples were used for the generation of gag p24 and pol sequence fragments 
through standard molecular techniques (PCR and Sanger sequencing). As mentioned in section 
3.2 in the previous chapter the amplification of target gene fragments were very troublesome. The 
poor amplification could be described to several factors such as problems with primer annealing, 
primer extension, nucleic acid degradation, and suboptimal buffer and/or salt concentrations. 
Therefore a considerable amount of time was taken to try and improve the amplification of target 
DNA. This included the changing of primer annealing temperatures and magnesium titrations. 
Success for PCR assays was also measured with the use of a positive control. The amplification 
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of the positive control worked consistently across the various methods that were tried. However, 
only 49 of the 250 patient samples produced a strong positive PCR product in the gag p24 
amplification assay. Similarly, only 110 positive PCR products could be obtained from the pol 
PCR assay. The primer sets that were used during the course of this study for the amplification of 
target DNA were designed to work against a large range of different subtypes of HIV-1 including 
HIV-1 subtypes B and C [Swanson et al., 2003; Plantier et al., 2005]. Given that the positive 
control worked consistently across the various methods that were tried and the fact that the 
changing of the PCR conditions did not perform any better than the standard amplification 
conditions that are listed in Table(s) 2.5 – 2.7 one can conclude that the problem with the 
amplification does not lie with the PCR conditions but with the samples itself. These samples 
and/or nucleic acid have been stored over several years or decades at -20°C. Non optimal storage 
and several power failures coupled with the breaking down of refrigeration equipment may 
therefore have led to significant degradation in the nucleic acid.  
The sequencing of these PCR products produced 25 new gag p24 sequences (1989 - 1992) and 74 
new partial pol sequences fragments (1989 - 2004) while 24 gag p24 and 36 pol PCR products 
could not be sequenced due to sequencing problems. These problems could be due to primer 
annealing or primer extension problems in the sequencing assays. In addition to the problems 
with primer annealing and primer extension, another possible problem may be due to sample 
degradation due to prolonged storage at 4°C or -80°C for DNA and RNA specimens, as well as 
the effect that repeated freezing and thawing cycles may have on the integrity of the specimens. 
These two factors in HIV sample degradation have been well characterized previously [Gessoni 
et al., 2004; Baleriola et al., 2010] and can seriously affect the outcome of PCR amplification 
assays.   
However the primary aim of this study was to obtain a longitudinal sample of gag p24 and pol 
sequences from Cape Town spanning over several years or decades. Therefore, the number of 
characterized specimens combined with the sequence data that were previously characterized was 
sufficient enough for this study. In total our gag p24 data set contained 193 patient sequences 
spanning from 1989 till 2010. Similarly, the final pol data set of Cape Town patients contained 
166 sequences sampled between 1989 and 2010. The concatenated gag-pol data set of Cape 
Town patients, which were represented in both the gag p24 and the pol data sets, contained 52 
sequences (1989 - 2010).  
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In previous studies, which reconstructed HIV-1 subtype C epidemic in other areas of the world, 
the total number of taxa that were used differs significantly. In the estimation of the date of origin 
of the HIV-1 subtype C epidemic from Malawian sequence data two different genomic regions 
(gag p17-p24 and env C2-V3) were used for their analyses. These data sets differed in size from 
as little as 59 taxa while the largest data sets contained up to 376 taxa [Travers et al., 2004]. In 
the reconstruction of HIV-1 epidemics in Zimbabwe [Dalai et al., 2009] and Ethiopia [Tully and 
Wood, 2010] a total of 177 (1991 - 2006), and 165 (1988 - 1998) taxa were used respectively. In 
another study a total of 82 (V3), 40 (partial env C2 – C5), and 72 partial pol fragments, spanning 
over a 15-year period (1991 - 2006), were used for the epidemic reconstruction of the Brazilian 
HIV-1 subtype C epidemic [Bello et al., 2008]. More recently, the demographic reconstruction of 
the HIV-1 subtype C epidemics in Senegal and Angola used even smaller sequence data sets. The 
Angolan epidemic [Afonso et al., 2012] was inferred from only 31 partial pol sequences 
(spanning over a 9-year period), while the epidemic in Senegal [Jung et al., 2012] was 
reconstructed from 56 partial pol sequences (1990 - 2008). Given these numbers the 193 gag p24, 
166 partial pol, and 52 concatenated gag-pol sequences from Cape Town, are large enough for 
epidemic reconstruction.  
Given the large variation in the number of taxa that is used for the inference of demographic 
histories it becomes clear that several factors may influence the size of the data set such as, 
availability of patient samples and the genomic region of interest. The most important factor 
however is the molecular clocklikeness of any data set and therefore the size of the final data set 
will ultimately be determined by the degree of clocklikeness that it carries [Brown, 2002].  
4.2 Subtyping of samples 
The subtyping of newly acquired HIV sequence information is one of the most basic principles of 
modern HIV-1 phylogenetic analysis. The subtyping of new HIV sequence information is 
essential in the study design of any further phylogenetic analysis that any researcher may want to 
conduct. For instance, in phylogenetic methods that employ the coalescent theory, HIV isolates 
from different subtypes can have a major effect on the outcome of the results.   
The city of Cape Town is generally regarded by many as one of the most cosmopolitan on the 
African continent and is home to thousands of domestic and international migrants, as well as a 
substantial population of MSM. This large demographic variation has resulted in the regular 
identification and characterization of non-subtype C isolates in and around Cape Town 
[Engelbrecht et al., 1999; Engelbrecht et al., 2001; Jacobs et al., 2006; Jacobs et al., 2008; Jacobs 
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et al., 2009; Wilkinson and Engelbrecht, 2009; Jacobs et al., 2013 in press; Wilkinson et al., 2013 
in press]. However, even though these studies have identified a large number of non-subtype C 
isolates, HIV-1 subtype C still accounts for the overwhelming number of infections (> 90%) in 
the Cape Metropolitan area. However, the circulation of such strains of HIV within the area under 
study does warrant the need to screen all new isolates before their inclusion in the analysis of this 
study, particularly for those phylogenetic analyses that relies heavily on the assumption of a 
molecular clock and the coalescence theory.  
Several methods of subtyping HIV isolates have been developed. The most prominent and widely 
used of which are; the REGA viral subtyping tool (http://www.bioafrica.net/rega-
genotype/html/subtyping.html) and the jumping profile Hidden Markov Model methods 
(http://jphmm.gobics.de). Since the main objective of this study was to investigate the 
evolutionary history of HIV-1 subtype C isolates, all newly characterized isolates were carefully 
screened with both these two methods as well as through manual phylogenetic methods, before 
they could be included in any further analysis. All of the newly sequenced isolates, as well as 
those sequences that were selected from previous studies for inclusion into this project, were 
characterized with high confidence as HIV-1 subtype C isolates. Therefore, intrasubtype diversity 
did not have any effect on the outcomes of the epidemic reconstruction that was performed in this 
study. 
4.3 Preliminary analyses of the molecular clock signal of the Cape Town data sets 
The molecular clock analysis that was performed in this study, prior to the start of the Bayesian 
epidemic inference strongly supports the assumption of a molecular clock for the gag p24 and pol 
Cape Town data sets. The crude root-to-tip regression roughly placed the tMRCA of the gag p24 
Cape Town data set at 1953,50 with an estimated R
2
 value of 0,213. The mutation rate (slope 
rate) for the gag p24 Cape Town data set was roughly estimated to be around 2,79 x 10
-3
 
mutations/site/year.  
Similarly, the estimated tMRCA of the pol data set was placed at 1952,77 with an estimated R
2
 
value of 0,290. The estimated mutation rate for the pol Cape Town data set was calculated to be 
around 2,23 x 10
-3
 mutations/site/year. The estimated tMRCA fits well into the estimated date of 
origin of the global HIV-1 subtype C linage that was estimated by Novitsky and co-workers 
[Novitsky et al., 2010], but is slightly older than the estimated date of origin that was inferred by 
Travers and co-workers [Travers et al., 2004]. Similarly, the mutation rates for both the gag p24 
and pol data sets are in line with findings from other studies found in the scientific literature, 
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which were reconstructed under a comprehensive number of models in BEAST [Hue et al., 2004; 
Novitsky et al., 2010].  
It is generally regarded that a coefficient of variation (R
2
) for an HIV data set greater than 0,2 
does support the assumption of a molecular clock. For instance, in the Ethiopian study, which 
characterized the demographic history of the HIV-1 subtype C epidemic in the East African 
nation, the coefficient of variation was 0.20 [Tully and Wood, 2010]. Similarly, the Zimbabwean 
study by Dalai and co-workers [Dalai et al., 2009] the coefficients of variation was 0.43, 0.24 and 
0.25 for the constant, exponential and Bayesian Skyline Plot tree priors respectively. In the 
Brazilian study by Bello and co-workers [Bello et al., 2008] the median coefficient of variation 
was 0.24 (HPD 0.13 – 0.34) for the pol data set and 0.32 (HPD 0.20 – 0.44) for the env data set. 
Finally, the median inferred coefficient of variation in the Angolan study by Afonso and co-
workers [Afonso et al., 2012] was 0.32 (HPD 0.28 – 0.36), while the Indian study by Shen and 
co-worker [Shen et al., 2011] the median R
2
 was 0.384 (HPD 0.373 – 0.596). Given theses 
figures, ranging between 0.20 and 0.40, it would be reasonable to assume that the gag p24 and 
pol Cape Town data sets that were generated during the course of this study do hold enough 
genetic information to infer phylogenies with the implementation of a molecular clock. More 
over, these estimations were consistent within and amongst runs and different models for both 
data sets. 
4.4 Evolutionary inference through Bayesian means 
Bayesian means were used to reconstruct aspects of the HIV-1 subtype C epidemic(s) in Cape 
Town/South African, as well as the greater Southern African regions. This included the 
estimation of the date of origin and the reconstruction of demographic histories of these 
epidemics. 
4.4.1 Inference of the tMRCA of the Cape Town and Southern African HIV-1  
  subtype C epidemics.  
The estimated date of origin of the Cape Town/South African HIV-1 subtype C epidemic was 
reconstructed from three different longitudinal data sets. Similarly the estimated date of origin of 
the HIV-1 subtype C epidemic in the greater Southern African region was also inferred from 
three data sets. This was done both with and without sequence information from the original 
Cape Town data sets 
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4.4.1.1 Estimated date of origin of Cape Town epidemic 
The estimated date of origin from the three different Cape Town data sets, as was inferred in 
BEAST under various different model parameters, produced very similar results (Tables 3.1 – 
3.3). 
The inference of the tMRCA from the gag p24 sequence data from Cape Town (Table 3.1) 
suggests a date of origin around the mid 1960‟s. The estimated tMRCA for the “best fitting 
model” as was compared under the Bayes factor comparison placed the date of origin around 
1966,6, with the 95% HPD confidence intervals stretching from 1956,4 to 1975,3. The mean 
estimated mutation rate for this model tree prior was 2,9 x 10
-3
 mutations/site/year with the 95% 
confidence intervals stretching between 2,2 x 10
-3
 and 3,7 x 10
-3 
mutations/site/year. This 
mutation rate compares well against the estimated mutation rate that was obtained from the 
epidemic reconstruction of the global HIV-1 subtype C epidemic from gag sequence data by 
Novitsky and co-workers [Novistsky et al., 2010]. Additionally, four of the run parameters 
estimated a tMRCA around the early 1950‟s (1952 – 1954). These runs were inferred under 
slower estimated mutation rates, which can account for their older tMRCA‟s when compared to 
the runs (either fixed or estimated) that were inferred under a more realistic mutation rate as was 
identified through the Bayes factor comparison.  
Similarly, the estimation of the tMRCA from the concatenated gag-pol Cape Town sequence data 
set (Table 3.2) also suggests a date of origin around the mid to late 1960‟s. The estimated 
tMRCA for the “best fitting model” as was compared under the Bayes factor comparison placed 
the date of origin around 1969,9 with the 95% HPD confidence intervals stretching from 1961,0 
to 1977,9. The mean estimated mutation rate for this model tree prior was 2,5 x 10
-3
 
mutations/site/year with the 95% confidence intervals stretching between 1,6 x 10
-3
 and 3,3 x 10
-3 
mutations/site/year. This mutation rate compares very well with the rate that was used for the 
inference of the models under the assumption of a fixed mutation rate. The fixed mutation rate 
that was used for the concatenated gag-pol region was based on the findings from the study of 
Hue and co-workers [Hue et al., 2004]. However, once again the mutation rate of some of the 
other runs played a major role in the estimation of their tMRCA‟s. Four of the model parameters 
that were ran under an estimated mutation rate produced extremely slow mutation rates ranging 
between 9,9 x 10
-3
 and 1,00 x 10
-3
 mutations/site/year. These slow mutation rates pushed back the 
estimated date of origin of these runs to the early 1940‟s.  
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Lastly, the estimation of the tMRCA from the Cape Town pol sequence data set (Table 3.3) also 
suggests a date of origin around the mid 1960‟s for the subtype C epidemic in Cape Town. The 
estimated tMRCA for the “best fitting model” as was compared under the Bayes factor 
comparison placed the date of origin around 1964,8 with the 95% HPD confidence intervals 
stretching from 1955,3 to 1973,5. The mean estimated mutation rate for this model tree prior was 
2,1 x 10
-3
 mutations/site/year with the 95% confidence intervals stretching between 1,8 x 10
-3
 and 
2,5 x 10
-3
 mutations/site/year. This rate is slightly lower than the fixed mutation rate that was 
used, which were based on the findings of Hue and co-workers [Hue et al., 2004].  
It is therefore clear, based on the data that were inferred during the course of this study, that the 
estimated date of origin of the HIV-1 subtype C epidemic in Cape Town can be traced back to 
some point in the mid 1960‟s. The estimated date of origin for the Cape Town epidemic (mid 
1960‟s) fits in well within any of the estimated tMRCA of HIV-1 group M [Korber et al., 2000; 
Salemi et al., 2001; Wertheim and Worobey, 2009]. Similarly, the estimated tMRCA of the Cape 
Town epidemic also fits in well when compared to the estimated tMRCA of the global HIV-1 
subtype C lineage of 1950 (under a constant population size tree prior) and 1948 (under a BSP 
tree prior), that was inferred by Novitsky and co-workers form gag sequence data [Novitsky et 
al., 2010]. Similarly, the estimated date of origin currently pre-seeds any of the previously 
inferred dates of origin, with the exception of Malawi (mid to late 1960‟s) [Travers et al., 2004], 
for some of the other countries for whom the demographic histories of their HIV-1 subtype C 
epidemic have been characterized: Ethiopia (early 1980‟s) [Abebe et al., 2001], Zimbabwe (early 
1970‟s) [Dalai et al., 2009], Malawi (mid 1960‟s) [Travers et al., 2004], India (mid 1970‟s) [Shen 
et al., 2011], Brazil (early 1980‟s) [Bello et al., 2008], Angola (multiple introductions between 
the late 1970‟s and early 2000‟s) [Afonso et al., 2012], Senegal (early 1980‟s) [Jung et al., 2012], 
and the United Kingdom (early 1990‟s) [de Oliveira et al., 2010]. 
4.4.1.2 tMRCA of the Southern African epidemic (excluding Cape Town) 
Once again the estimated date of origin from the three different Southern African data sets 
(excluding Cape Town sequence information from Cape Town), as was inferred in BEAST under 
various different model parameters, produced very similar results (Tables 3.4 – 3.9). 
The estimation of the date of origin from the Southern Africa gag p24 sequence data (Table 3.4) 
suggests a date of origin around the late 1950‟s when comparing the results of all the date that 
was inferred under the various model tree priors. However, the estimated tMRCA from the “best-
fitting” model as was identified through Bayes factor comparison identified the date of origin at 
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1955,9 (1936,5 – 1972,0). The mean mutation rate for this model that was inferred under a 
variable mutation rate was 2,8 x 10
-3
 mutations/site/year (95% HPD ranging between 1,8 x 10
-3
 
and 3,9 x 10
-3 
mutations/site/year). Once again the mutation rate played a crucial role in the 
outcome of the analysis. Four of the run parameters produced an estimated tMRCA around the 
late 1920‟s or 1930‟s (1927 – 1937) due their slower estimated mutation rates. Additionally two 
of the other runs were inferred from mutation rates that were slightly faster than the mutation rate 
for the “best-fitting model” for this gag p24 data set. These two runs slightly underestimated the 
average root height or the tMRCA (1967 – 1970).  
The estimated tMRCA of the concatenated gag-pol, Southern African only data set (Table 3.6), 
as was identified through Bayes factor comparison placed the date of origin around 1946,0. 
However, the 95% confidence intervals for this particular runs are quite large, stretching from 
1926,7 to 1972,1. This estimated tMRCA was inferred under a mean mutation rate of 2,7 x 10
-3
 
mutations/site/year with the 95% HPD ranging between 5,4 x 10
-4
 and 3,4 x 10
-3 
mutations/site/year. 
Lastly, the estimated inferred tMRCA of the Southern African pol data set (Table 3.8) from 
various runs parameters placed the date of origin around the late 1950‟s. However, the tMRCA 
from the “best-fitting model” as was identified through Bayes factor comparison was 1960,6 
(1948,0 – 1972,4). This tMRCA was inferred under an estimated mutation rate of around 2,3 x 
10
-3
 mutations/site/year with the 95% HPD ranging between 1,8 x 10
-3
 and 2,8 x 10
-3
 
mutations/site/year, which is slightly slower than the mutation rate of 2,55 x 10
-3
 that was used by 
Hue and co-workers [Hue et al., 2004].  
It is therefore clear, based on the data that was inferred during the course of this study, that the 
estimated date of origin of the HIV-1 subtype C epidemic, from Southern African sequence 
information (excluding Cape Town), can be traced back to some point in the mid to late 1950‟s, 
with the 95% HPD ranging between 1929 and 1971. This estimated date of origin fits in well 
with the findings of the previous studies by Novitsky and co-workers [Novitsky et al., 2010] that 
estimated the date of origin for the global HIV-1 subtype C epidemic around mid 1950‟s from 
gag sequence data. The estimated date however, is slightly older than that found by Travers and 
co-workers [Travers et al., 2004] that placed the date of origin for the global HIV-1 subtype C 
around the mid 1960‟s. However, an estimated date of origin somewhere in the late 1950‟s still 
falls within the lower 95% confidence interval for the estimated tMRCA‟s that was found in the 
study of Travers and co-workers.  
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4.4.1.3 tMRCA of the entire Southern African epidemic (including Cape Town) 
The estimated inferred tMRCA of the entire Southern African HIV-1 subtype C epidemic 
(including Cape Town sequence data) from the gag p24 genomic region (Table 3.10), placed the 
date of origin around the 1950‟s. The date of origin of the “best-fitting run” for this gag p24 data 
set, as was determined through Bayes factor model comparison, was 1950,3 (1933,5 – 1964,0). 
The estimated mutation rate for this run was 2,1 x 10
-3
 mutations/site/year with the 95% HPD 
ranging between 1,5 x 10
-3
 and 2,7 x 10
-3
 mutations/site/year. This rate is slower than the rate that 
was estimated for the other two gag p24 data sets and the mutation rate that was obtained by 
Novitsky and co-workers [Novitsky et al., 2010]. However, the upper limit of the 95% 
confidence interval still falls within the range for those mutation rates that were found in the 
other gag p24 data sets.  
The concatenated gag-pol and pol data sets of the entire Southern African region were all inferred 
with an extremely low effective sample size (ESS), which is normally an indication of poor 
performance in the MCMC. However as was explained previously, the reason for these low EES 
values is due to the large size of these data sets (n > 500). With such large data sets, spanning 
over a large time frame and comprising genetically diverse isolates from a large geographical 
region, it is extremely difficult for the Bayesian MCMC to obtain a good posterior distribution of 
the various model parameters. However, given the good convergence in the trace files (Figures 
6.3 – 6.6) one can interpret these results with confidence. Careful, consideration of the mutation 
rate and the ESS does however indicate that the estimated tMRCA of these data sets can still be 
traced back to around the some point in the 1950‟s or early 1960‟s. The estimated date of origin 
for the concatenated gag-pol data set, as determined through Bayes factor calculation, places the 
date of origin around 1963,3 (1952,9 – 1972,3). This run was inferred under a fixed mutation rate 
of 2,5 x 10
-3 
mutations/site/year (Table 3.12).   
Similarly, the estimated tMRCA of the Southern African pol data set, with sequence information 
from the Cape Town data sets (Table 3.14), for the “best-fitting model” was placed around 
1951,9 with the 95% HPD ranging between 1927,2 and 1971,0. This estimated tMRCA was 
inferred under an estimated mutation rate of 2,6 x 10
-3
 mutations/site/year with the 95% HPD 
ranging between 2,1 x 10
-3
 and 3,0 x 10
-3
 mutations/site/year.  
As with the inferred estimated tMRCA of the Southern African epidemic (excluding Cape Town 
sequence data) this inferred tMRCA fits well with the previously inferred dates of origin for the 
global subtype C pandemic [Novitsky et al., 2010] from gag p24 sequence data. The estimated 
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date of origin for this data set is slightly older than that found for the global HIV-1 subtype C 
pandemic and Malawian epidemic [Travers et al., 2004] that was inferred under various 
conditions from gag p24 and env sequence data.  
4.4.2 Epidemic reconstruction of the Cape Town and Southern African HIV-1  
   subtype C epidemics.  
The growth in the HIV-1 subtype C epidemic of Cape Town/South African, as well as the greater 
Southern African region were reconstructed from selected non-parametric tree priors that what 
were used during the dating of the epidemic. Furthermore, the estimated percentage lineages 
through time were also estimated for the Cape Town/South African epidemic.  
4.4.2.1 Phylodynamic aspects of the Cape Town epidemic 
The demographic history of the HIV-1 subtype C epidemic in Cape Town was reconstructed 
from the “best-fitting” non-parametric runs for both the gag p24 and pol data sets. The gag p24 
BSP was reconstructed under an estimated mutation rate, while the BSP for the pol data set was 
reconstructed under a fixed mutation rate. The inferred BSPs is only a plot of the Effective 
Population Size (EPS), which is not a direct reflection of the actual size of the epidemic, but 
rather a representation of the number of infected individuals who actively contribute to the next 
generation.  
Close examination of the two plots reveals a linear growth in the epidemic over time with a brief 
period of strong exponential growth. This period of epidemic growth for the gag p24 BSP (Figure 
3.2) appear around the mid 1980‟s (1984 - 1987), while the period of strong epidemic growth in 
the pol BSP (Figure 3.3) appears to be around the late 1980‟s (1988 - 1992). The gag p24 BSP 
plot is possibly not a good reflection of the demographic history of the epidemic in Cape Town, 
given the fixed mutation rate, the short time span of the inferred gag p24 BSP plot (1975 till the 
present), and the short fragment length of the gag p24 data sets. However, both plots suggest a 3-
fold log increase in the EPS. This implies an increase in the total number of infected from 250 
around the mid 1970‟s to 250,000 in the year 2010, given the modest assumption of a 5% 
population level HIV prevalence in the city of Cape Town in 2010.  
When compared to the reconstructed BSP‟s from earlier studies, the Cape Town epidemic 
appears to have a far more linear increase in the EPS. This contrasts with the reconstructed EPS 
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from the Zimbabwean study [Dalai et al., 2009] and the Indian study [Shen et al., 2011] showing 
a very clear increase (roughly 4-fold log increase) during the 1980‟s.  
Apart from the reconstruction of the demographic history from sequence data, the estimated 
percentage lineages through time (PLTT) were also inferred from the “best-fitting” gag p24 and 
pol runs. The inferred PLTT from the gag p24 data set (Figure 3.4) suggest a slow increase in 
viral genetic diversity leading up to the start of the 1980‟s. During the course of the 1980‟s it 
would appear that a massive increase in the genetic diversity (increase from 14,9% to 79,2%) of 
the viral variants occurred. By the end of the 1980‟s almost 80% of all of the current genetic 
variants were already present. The estimated PLTT from the pol Cape Town data set (Figure 3.5) 
suggests a similar slow increase in viral diversity leading up to the start of the 1980‟s, after which 
a massive increase in viral genetic diversity was observed (from 24,7% to 83,3%). By the end of 
the 1980‟s more than 80% of the current genetic variants were already present. Since then the 
process of viral expansion has continued until the present day.  
Therefore, the inferred PLTT data suggest an initial slow increase in viral variance, followed by a 
massive increase during the 1980‟s. Since then the genetic diversity has continued to increase at a 
slow but steady rate. This compares well with the reconstructed Zimbabwean data that was 
inferred by Dalai and co-workers that also seen a similar explosion in viral genetic diversity 
during the same time period [Dalai et al., 2009].  
The use of different gag p24 and pol data runs in the epidemic reconstruction, both for the 
construction of BSPs as well as the calculation of PLTT, does give very similar results with only 
small variations in the estimated parameters. Such small variations however, are to be expected 
when comparing two different gene fragments and inferring demographic histories under variable 
model parameters. This suggests that these methods are quite robust in their performance and can 
be used readily for the inference of demographic histories from sequence data.  
4.4.2.2 Reconstruction of the Southern African epidemic  
         (excluding Cape Town) 
Epidemic reconstruction of the Southern African epidemic (excluding sequence data from Cape 
Town) was achieved through standard non-parametric means (Bayesian Skyline Plot) under a 
relaxed molecular clock assumption from selected gag p24 (Figure 3.6) and pol (Figure 3.7) runs. 
Close inspection of the two inferred epidemic plots reveals a distinct pattern of constant linear 
Stellenbosch University  http://scholar.sun.ac.za
 174 
growth in the epidemic (based on the EPS) with two brief periods of exponential growth in the 
epidemic. This is suggestive of periods of strong epidemic growth in Southern Africa.  
For the pol BSP plot that was inferred from sequence data from Southern Africa, excluding 
isolates from Cape Town (Figure 3.7), it would appear that there was a major growth in the HIV-
1 subtype C epidemic in the early 1980‟s (1981 - 1985), which was followed by a more linear 
increase (1986 - 1992). This was then followed by another brief period of epidemic growth 
between 1993 and 1997. This brief period of epidemic growth was once again followed by a 
more linear increase over time (1998 - 2010). 
This growth is broadly reflective of the known epidemiological data and prevalence trends of 
HIV that is available for the Southern African region. The first reported cases of heterosexually 
acquired HIV in Southern Africa were first reported in the Northern countries of the region (e.g. 
Zambia, Zimbabwe, and Malawi) [Hira et al., 1989; Reeve, 1989; Ingstad, 1990]. These countries 
experienced massive increases in HIV prevalence during the 1980‟s and by the end of the decade 
the recorded the highest number of documented AIDS cases in the Southern African region 
(Table 1.1). Considering the basic assumption of a 10-year latency period, from infection till the 
progression to AIDS, it would appear that HIV may have increased rapidly during the late 1970‟s 
and early 1980‟s before health officials in these countries became aware of the epidemic. The 
initial exponential growth phase in the EPS in the pol BSP Southern African plot (Figure 3.7) 
could therefore represent this epidemic explosion in these countries in the region. Furthermore, 
the second brief period of epidemic growth in the pol BSP Southern African plot could be 
representative of the massive increases in HIV prevalence in the rest of the Southern African 
region (e.g. Mozambique, South Africa, and Swaziland) in the period between 1993 and 1997.  
The more linear nature of the reconstructed BSP of the Southern African epidemic (excluding 
sequence information from Cape Town) can possibly be contributed to the averaging of epidemic 
reconstruction over the entire Southern African region, with different countries experiencing 
epidemic growth at different time points. This contrasts sharply with the reconstructed population 
dynamics of HIV-1 subtype C epidemics in countries such as Zimbabwe [Dalai et al., 2009] and 
India [Shen et al., 2011] that experience a distinct prolonged period of strong epidemic growth. 
The more linear growth of Southern African epidemic could be attributed to the fact that various 
countries in the region experienced exponential growth in their respective epidemics at different 
time points which can change the plot to a more linear trajectory.   
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4.4.2.3 Reconstruction of the Southern African epidemic  
            (including Cape Town) 
From the dynamic epidemic reconstruction of the entire Southern African HIV-1 subtype C 
epidemic from selected gag p24 (Figure 3.8) and pol (Figure 3.9) data sets, revealed a strikingly 
similar pattern of epidemic growth. Both the inferred plots show a slow linear growth in the 
effective population size of the epidemic from the start of the epidemic till the present. During 
this period a similar period of exponential growth in the EPS was observed in the early 1980‟s 
(Figure 3.9) just as with the reconstructed BSP from the Southern African pol data set (Figure 
3.7) containing no Cape Town sequence information. This first exponential growth phase in the 
BSP as was mentioned in the previous section may be representative of epidemic growth in HIV 
in the northern most countries of Southern Africa (e.g. Zambia, Malawi and Zimbabwe). Such an 
exponential increase in the EPS in the Zimbabwean analysis was also observed during the 1980‟s 
[Dalai et al., 2009]. 
This first exponential phase in the BSP was followed by a linear increase in the EPS. No clear 
second exponential growth phase could be observed in gag p24 (Figure 3.8) and pol (Figure 3.9) 
BSP plots when looking at the median growth curves. However, the 95% HPD of these two plots 
does reveal a small increase which may be suggestive of the second Southern African growth 
phase in the epidemic in the southern most countries (e.g. Swaziland, Lesotho, South Africa). 
Once again, the strikingly similar growth phases from two different regions of the HIV-1 genome 
and two very different data sets, one containing Cape Town information (Figures 3.6 and 3.7) and 
the other excluding Cape Town sequence information (Figures 3.8 and 3.9), suggests that these 
methods are fairly robust in their attempts to reconstruct demographic histories from sequence 
data.  
4.5 Factors that may influence HIV-1 epidemic reconstruction 
In phylogenetics there are a wide range of factors that may influence the results or outcomes of 
any investigation, and the inference of demographic HIV epidemic histories through Bayesian 
methods is no exception. Since the start of HIV epidemic reconstruction in the 1990‟s several 
concerns have been raised that may influence the validity of the results of such endeavours. 
These include: (1) the effect of viral genetic diversity between strains or subtypes, (2) the effect 
of viral recombination, (3) the number of the taxa and fragment size of the data set, (4) the 
specific model parameters that was used, and (5) the effect of mutation rates.   
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HIV-1 subtypes have a large effect on the reconstruction of HIV demographics. Since the 
zoonosis of HIV from non-human primates to humans a large degree of genetic variation has 
accumulated amongst HIV-1 isolates [Sharp and Hahn, 2011]. These genetic variations have led 
to the rise of distinct HIV-1 strains or subtypes [Hemelaar, 2011]. The reconstruction of 
demographic histories from sequence data relies heavily on the assumption of a molecular clock 
and the coalescent theory. The coalescent theory is broadly based on the tracing of isolates back 
in time until all isolates, and their genetic information, has coalesced to a single point back in the 
distant past [Kingman 1982a; Kingman 1982b]. The inclusion of isolates from multiple subtypes 
of HIV will therefore inherently have a major effect on the reconstruction of past demographics 
[Lemey et al., 2006]. In order to control for this all isolates were carefully subtyped in this study 
to insure that only HIV-1 subtype C sequences were included in the analysis.  
Secondly, the effect of viral recombination on the dynamic reconstruction of HIV histories has 
attracted a significant amount of attention in the past. Viral recombination of HIV occurs in 
dually infected cells. This can occur between isolates from a single subtype (inter-subtype 
recombinants) or within patients who has been infected with two different subtypes, which then 
give rise to URFs or CRFs. The influence of HIV recombination on the reconstruction of 
demographic histories has been one of the main objections to the validity of these phylogenetic 
methods [Lemey et al., 2006]. There are a couple of factors that needs to be considered when 
dealing with the problem of recombination on the reconstruction of demographic histories of 
HIV.  
Firstly the demographic reconstruction would only be seriously hampered by recombinants 
between distinct HIV variants, which require co-infection or super-infection. Although a large 
number of such cases and their corresponding mosaic genomic structures have been documented 
the estimated rate of their prevalence across the entire infected populace remains fairly low. 
Secondly, recombination events between more divergent parental lineages (e.g. subtype B and C) 
will have a more profound impact on the results when compared with inter-subtype 
recombination. The intra-subtype recombinants can be manually excluded from the analysis. This 
method may seem like a round about way of dealing with the problem of recombination, but if 
the main study objective were to investigate the demographic history of a single subtype from an 
area, such as in this study, this method would be an appropriate way of dealing with the problem. 
Finally, recombination events between lineages in a single infected individual (inter-subtype 
recombinants) will not bias the inference process on a population level [Lemey et al., 2006], even 
though they may lead to variation in the evolutionary rate [Rousseau et al., 2007]. This problem 
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can now easily be overcome with the implementation of a relaxed molecular clock, which allows 
for variation in the rate in different branches of the topology.  
Another concern regarding demographic reconstruction has been the total size of the number of 
taxa included in the analysis. Too many isolates would unnecessarily slow down to analysis, 
while too few isolates would leave out too much of the genetic information that is needed to infer 
epidemic histories [Philippe et al., 2011]. It has been shown that by increasing the number of taxa 
in any given phylogenetic investigation may greatly reduce the degree of phylogenetic error 
[Zwickl and Hillis, 2002]. Similarly, the total size of the nucleic fragments, as with any 
phylogenetic investigation, plays another important role. The size of the nucleic acid fragments 
not only determines the speed of the analysis, but larger fragments carry more genetic 
information than smaller fragments. It is generally regarded that a fragment length of 500 bp or 
more for HIV carriers enough genetic information for reasonable phylogenetic inference. This 
however, depends on the type of investigation. Therefore, careful consideration needs to be taken 
regarding the sample size and fragment size in the study design of any phylogenetic investigation.  
Lastly, the effect of mutation rates may have a profound impact on the outcome of any 
phylodynamic reconstruction. Once again the coalescent theory and the implication of a 
molecular clock apply here. The mutation rate is the rate at which mutations arises within a given 
lineage. If the mutation rate is to slow or to fast the estimated tMRCA of this lineage will be 
either too far back in the distant past or too recent. Great care therefore, also needs to be taken 
with the setting up of analysis. It would be advantages, if time and computational power allows it, 
to conduct “exploratory” runs of a new data set, in order to establish the mutation rate before 
conducting a full in-depth analysis. In this study, such exploratory runs were conducted on 
several occasions and with the use of several different model parameters as well as the use of 
randomly sampled sequences from the Southern African data sets, before the final analysis were 
set up. These exploratory runs consistently produced similar results regarding the estimated data 
of origin and mutation rates (data not shown). 
Furthermore, the mutation rate within host and at an epidemic level vary considerably and may 
therefore play an crucial role in the reconstruction of epidemic histories as was suggested by 
Lythgoe and Fraser [Lythgoe and Fraser, 2012]. It is generally accepted that the mutation rate of 
HIV-1 are significantly higher within patients when compared to the epidemic rate of mutations. 
In the study by Lythgoe and Fraser, the authors proposed three main mechanisms to explain this 
higher rate of mutation within patients. However, the mutation rates for only the env portion of 
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the HIV-1 genome was compared in this study. The env portion of the HIV-1 genome is highly 
variable and is under more selective pressure when compared to the gag or the pol regions of the 
HIV-1. This is largely due to strong immunological pressure from the host immune response. 
However, the problem of the inter- and intra-host level of mutation and their effect on the 
molecular clock is still a major issue. Currently, Bayesian models are not sophisticated enough to 
incorporate for such variations in the mutation rate and therefore the models for the calculation of 
tMRCA‟s or the reconstruction of the dynamic histories of epidemics should be calibrated to 
incorporate for these variations in the mutation rate.    
4.6 Basic phylogenetic investigation to establish the evolutionary relationship of the  
      HIV-1 subtype C isolates from Cape Town 
A basic phylogenetic investigation was performed in order to determine the evolutionary 
relationship of the HIV-1 subtype C isolates contained within the Cape Town data sets. This was 
done through the inference of large-scale Minimum Evolution and Maximum Likelihood tree 
topologies, which were analysed with both manually as well as with new software called 
Phylotype.  
4.6.1 Data mining 
From the data mining section it is clear that a large amount of sequence data can be retrieved 
from public sequence databases. The most recent assessment of the HIV specific database at the 
Los Alamos National Laboratory (LANL) contains more than 400 000 HIV-1 sequences of 
which, roughly 57 000 are HIV-1 subtype C isolates (http://www.hiv.lanl.gov).  
The data mining process in this study produced 2 347 homologous gag p24 sequences (1246 – 
1727 bp relative to HXB2), 5 377 homologous pol sequences (2264 – 3321 bp relative to HXB2), 
and 455 homologous gag-pol sequences (1246 – 3321 bp relative to HXB2). The overwhelming 
number of pol sequences in the database can largely be attributed to the fact that this part of the 
HIV-1 genome is regularly characterized for the screening of drug resistance mutations. The 
smaller number of gag-pol concatenated sequences is largely due to the absence of long sequence 
fragments within the HIV sequence database and therefore this data set were largely restricted to 
full-length or near full-length HIV-1 subtype C sequences.  
However, some of the homologous sequences that were retrieved were characterized from the 
same patient. The characterization of genomic data from the same patient is normally done to 
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study the in-vivo evolutionary process of HIV or to track the emergence of HIV drug resistance 
mutations in patients. It is important to remove multiple sequences from the same patient as they 
may seriously compound the results of phylogenetic inference methods [Lemey et al., 2006]. 
Since one of the aims of this study was to look at the origin and evolutionary dynamic aspects of 
the HIV-1 subtype C epidemic in Cape Town and the Southern African region at large, multiple 
sequences from the same patient would not only distort the phylogenetic inference process, but 
the inclusion of inter-host genetic information would be completely distort the evolutionary and 
historical inference of results.  
It has been found that the evolutionary rate of HIV on a population level (intra-host) to be much 
slower than when compared to inter-host HIV-1 mutation rates [Lemey et al., 2006]. This is due 
to the fact that neutral selection pressures largely govern HIV evolution on a population level, 
while the evolution of HIV within hosts may be influenced by a multitude of selection pressures 
(e.g. host immune escape, drug selection pressure) [Pybus, 2000]. It is thus of utmost importance 
to remove multiple sequences from data set, if there is no need for such genetic information, as 
they could seriously distort the inference of evolutionary processes.  This may often, especially 
when one is working with extremely large data sets, proof to be an extremely laborious process, 
but may be of paramount importance.   
In total, 645 duplicate gag p24 sequences and 398 duplicate pol sequences were removed from 
each data set through careful screening. No duplicate sequences were found in the concatenated 
gag-pol data set. However, the large size of the original pol data set (n = 5 145) was too big to 
compute phylogenies in a reasonable time frame. Therefore this data set was reduced to around 2 
334 taxa. 
4.6.2 Large-scale phylogenetic inference 
The inference of large-scale ME-SPR and ML.aLRT tree topologies, from three different 
genomic regions of the HIV genome, revealed information about the genetic relationship of the 
Cape Town isolates and the relationship to other subtype C isolate from around the world. 
A close genetic relationship between the sequences in the Cape Town data sets and with other 
isolates from the rest of South Africa was observed. In the gag p24 and pol ME-SPR tree 
topologies, roughly 40% of the Cape Town isolates clustered with other sequences contained 
within the Cape Town data sets, while roughly another 40% clustered with other isolates from 
South Africa (including Cape Town sequences that were characterized in other studies). This 
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close clustering was also observed in the concatenated gag-pol ME-SPR tree were 51,9% of the 
Cape Town isolates clustered with one another, while roughly 28,0% clustered with other South 
African isolates. Examination of the corresponding ML tree topology with aLRT support also 
revealed broadly similar trends. In the gag and pol ML.aLRT tree topologies 43,1% and 50,2% 
clustered with other Cape Town isolates, while 41,1% and 35,8% clustered with other South 
African sequences. This trend was also noticeable in the concatenated gag-pol ML.aLRT tree 
topology were 23,1% of the Cape Town isolates clustered with other South Africa taxa. This is 
slightly less than for the gag and pol tree topologies. However, a large number of Cape Town 
isolates clustered with one another (61,5%) in this ML.aLRT tree topology when compared with 
the corresponding gag and pol tree topologies.  
Following the close genetic relationship between the Cape Town isolates with other isolates from 
Cape Town and the rest of South Africa, the third most important genetic relationship was those 
of isolates from other areas of the Southern African region. Close inspection of the tree 
topologies also revealed a close clustering between 9,7% and 16,4% of the Cape Town isolates 
with those from other Southern African countries, most notably isolates from Botswana, Malawi, 
Mozambique and Zambia. Only a small number of the Cape Town isolates clustered with other 
subtype C sequences from outside the Southern African region. These sequences were largely of 
an East African, Middle Eastern or European origin. Only a single isolate in the Cape Town data 
set shared a close genetic relationship with an isolate from India, while none clustered with any 
of the South American isolates.  
This kind of clustering may be an indication of some degree of a more isolated heterosexual HIV-
1 subtype C epidemic occurring in the Cape Metropolitan area than in other areas of South 
Africa. However, the largest number of Cape Town isolates that clustered with other Cape Town 
isolates was amongst the oldest samples in the data sets (1989 - 1992). These old samples 
represent some of the earliest sequence information from HIV-1 subtype C isolates from the 
Southern African region. In the PhyloType analysis of the ME-SPR tree topologies, based on 
temporal-geographical criteria, roughly 72% of the gag p24, 92% of the concatenated gag-pol, 
and 73% of the oldest pol Cape Town isolates clustered with one another. This trend was also 
observed in the corresponding ML.aLRT tree topologies where 80% of the gag p24, 79% of the 
concatenated gag-pol, and 80% of the oldest pol isolates from Cape Town also clustered with one 
another. As the epidemic progressed, and the numbers of HIV-1 sequences available from other 
areas of South Africa and Southern Africa increased over time, this high degree of clustering of 
Cape Town isolates with one another decreased.  
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In addition to the high degree of clustering of Cape Town isolates based on their temporal 
classification, as was observed through the PhyloType analyses, highly monophyletic clusters of 
Cape Town isolates were observed in all of the inferred tree topologies. In the gag p24 tree 
topologies one monophyletic cluster of Cape Town sequences were observed in both of the two 
different tree topologies. Similarly, in the gag-pol tree topologies two monophyletic cluster of 
Cape Town sequences were also observed. The biggest of which contained 11 taxa while the 
smallest contained 6 Cape Town isolates. For the pol ML.aLRT tree topology three large 
monophyletic clusters of Cape Town sequences were observed. The biggest of which contained 
33 Cape Town isolates, while the smallest contained only 22 Cape Town isolates. However, in 
the ME-SPR tree topologies these clusters were not supported by the bootstrap values for their 
internal branches. However, in the cluster in the ML.aLRT tree topologies each cluster in both 
the gag p24 and pol tree topology, were supported by their likelihood scores for their internal 
branches.  
Such highly monophyletic clustering of HIV-1 subtype C sequences is highly unusual and is 
normally an indication of some transmission network in such a small geographic area. Several 
HIV-1 subtype C transmission events in other areas of the world have been uncovered. For 
instance 5 transmission clusters of HIV-1 subtype C were uncovered in Senegal, all circulating 
amongst the local MSM population in Dakar [Ndiaye et al., 2009]. These samples were then later 
used for the inference of the demographic history of the Senegalese HIV-1 subtype C epidemic 
[Jung et al., 2012].  
4.7 Monophyletic clades of HIV circulating in the Cape Metropolitan area 
With the inference of the large-scale tree topologies a large degree of monophyletic clustering of 
several of the Cape Town isolates was observed. The manual analysis of the gag p24 and pol 
ML.aLRT tree topologies identified 5 putative clusters in the gag p24 tree topology and 3 
putative clusters in the pol tree topology (Figures 3.17 and 3.18). Such monophyletic clustering is 
unusual for the country with a generalized HIV-1 epidemic. As such I initially thought that they 
were representative of HIV-1 transmission clusters as this was very strange particularly for 
sequence that were sampled from several different studies within the same geographical region 
(e.g. Cape Metropolitan region) over several years. This suggested that the sequences could not 
be contaminates of one another. However, HIV-1 transmission clusters in currently published 
accounts uses very high bootstrap support values. The monophyletic clades that were observed in 
this study had very low bootstrap support (<70%) and in many cases the support for these clusters 
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where zero. However, the support for these putative transmission clusters in the Maximum 
Likelihood tree topology much higher (>80%). This is large due to the fact that the ML-tree 
topologies were inferred with an approximate likelihood ratio test method of branch testing. In 
large phylogenies of HIV-1 bootstrap values tend to decline due to the nature of the resampling 
strategy of bootstrap resampling as well as the highly variable nature of HIV-1 sequences.   
However, due to the lack of adequate bootstrap support for these monophyletic clades of HIV-1 
subtype C sequences there was no certainty about their clustering. As such, I tested whether these 
clusters held up in additional clustering analyses. For this I tested each cluster against the HIV-1 
subtype C reference data set from the Los Alamos National Laboratory‟s HIV-1 database. For 
each putative cluster 5 different phylogenies were inferred. One NJ-tree topology with bootstrap 
resampling (1,000 bootstrap replicates). One ME-tree topology also with bootstrap resampling 
(1,000 bootstrap replicates). Two ML-tree topologies, one of which were inferred with the 
approximate likelihood ratio test of branch support and one with bootstrap resampling. Lastly, a 
Bayesian tree topology for each of the data sets were also inferred. Only samples that clustered 
consistently with one another were considered to be true.  
Bayesian inferences on each of the identified clusters were performed in order to calculate the 
date of origin of each of the clusters. The average estimated root height of gag.cluster.1 (Table 
3.29) could be traced back to around 1986,4 (95% HPD 1981,1 – 1990,8). Similarly the estimated 
dates of origin of gag.cluster.2 and gag.cluster.3 were placed around 1986,7 (95% HPD 1983,3 – 
1989,3) and 1993,6 (95% HPD 1989,4 – 1997,4) respectively, while the estimated root height of 
gag.cluster.4 was placed around 1980,8 (95% HPD 1972,9 – 1988,1). Lastly, the estimated 
tMRCA of the gag.cluster.5 was traced back to around 1995,1 (95% HPD 1991,2 – 1998,3). 
Likewise, the average inferred tMRCA of the pol.cluster.1 and pol.cluster.2 (Table 3.30) was 
estimated around 1980,8 (95% HPD 1977,4 – 1984,0) and 1985,9 (95% HPD 1983,5 – 1987,9) 
respectively. The estimated root height of the pol.cluster.3 was placed around 1992,2  (95% HPD 
1990,1 – 1994,2). Due to the small number of taxa in some of the clusters only a parametric tree 
prior (e.g. constant population size or exponential growth) could be used for the inference of their 
respective tMRCA‟s.  
Due to the sampling and characterization of patient samples, the patients that are presented in the 
gag p24 Cape Town data set does not reflect the same way in the pol Cape Town data set, and 
only a small number of the very oldest (1989 - 1992) and very youngest samples (2008 - 2010) 
are found in both data sets. However, the transmission clusters gag.cluster.2 and gag.cluster.4 
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almost contains the same patient samples contained in pol.cluster.1. All of these clusters contain 
some of the oldest patient samples from the Cape Town data sets and their estimated tMRCA‟s 
can be traced back to the early to mid 1980‟s. It would therefore appear through the analysis of 
these longitudinally sampled data sets that two major clusters of HIV-1 subtype C occurred 
within the Cape Metropolitan area in South Africa. The first appears early in the heterosexual 
HIV-1 subtype C epidemic during the late 1970‟s and 1980‟s. This period was followed by 
massive increases in HIV transmission as is evident in the growth of the epidemic during the 
1990‟s. With the massive increases in HIV-1 sequence data due to continued drug resistance 
testing newer HIV transmission events in recent years have also emerged from the analyses that 
was performed. However given the relative small size of the two data sets of Cape Town 
sequences, these identified clusters may only represent the “tip of the iceberg”. Even though 
these patients contained in these clusters are indirectly linked through transmission networks the 
identification and characterization of the transmission clusters that are presented here do not fully 
describe the complex dynamics of HIV-1 transmission in these networks due to the small sample 
sizes of the data sets.  
Close examination of data for each of the patients contained within these transmission clusters, 
revealed that the majority of the patients became infected through heterosexual contact while the 
mode of transmission for ten patients were not known and for four of the patients were via the 
MSM route. Four of the patients were Caucasian (2,89%), 19 were of Mixed Race (13,77%), 81 
of the patients were of African origin (58,69%), while the racial background of 34 of the patients 
are unknown (24,65%). The male to female sex ratio of patients contained within these 
transmission clusters are broadly reflective of the national trends in HIV prevalence with 47 male 
(34,06%) patients and 76 female (55,08%) patients. For 15 patients the sex was unknown 
(10,86%). The average age of the patients was 33 years, 10 months and 13 days. The median age 
of the men were 36 years, 9 months and 15 days, while for the women the median age were 32 
years, 2 months and 6 days. The small variation in age between the male and female patients 
within the transmission clusters is consistent with the national variation in age difference in HIV 
positive young adults within the country. The majority of the patients contained in these clusters 
(65,94%) were treatment naïve, while 19 patients (13,77%) were on antiretroviral therapy at the 
time of their sample collection. The treatment status of 28 patients (20,29%) was unknown. The 
average CD4 cell count for patients whom data was available for was 248 cells/ml, while the 
lowest cell count was 0 cells/ml of blood and the highest was 810 cells/ml. 
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These monophyletic clusters represent possible patients that are epidemiologically linked in some 
why. However, due to the week branch support for these large clusters one cannot accept them as 
transmission clusters of HIV-1. Their consistency across different methods however, suggests 
that they are epidemiologically linked. Therefore, they may represent a small subset of a large 
sexual network within the Cape Metropolitan area. The large demographic background and 
dynamic profile suggest that HIV-1 sexual networks are quite complex and unpredictable. It is 
therefore important that HIV prevention and care not just target the general heterosexual 
population but to target all people from different demographic, sexual, racial and socio-economic 
backgrounds.  
The methodology that was used for the identification and characterization of the monophyletic 
clades in this study provides an easy and effective method of identifying and testing potential 
transmission events in the future, which can be applied to analyse larger numbers of patient 
samples. This will provide us with valuable insight into facts that may be driving the epidemic on 
a micro-level. Therefore, the continued monitoring and testing of the HIV epidemic, including 
the investigation of the nature of transmission of the virus, is of critical importance in the fight 
against the HIV/AIDS epidemic not only within South Africa but also in other sub-Saharan 
African countries and the world at large. 
4.8 Global HIV-1 subtype C perspective 
Since the ME-SPR and ML.aLTR tree topologies that were inferred in this study contains almost 
all homologous HIV-1 subtype C isolates that is currently available in sequence databases, these 
tree topologies also provides a good perspective on the genetic relationship of the global HIV-1 
subtype C pandemic. To date, these tree topologies (particularly the ME-SPR pol tree topology), 
to the best of my knowledge, are amongst the largest reconstructions of HIV-1 subtype C genetic 
relationships done globally, representing over 2,300 taxa.   
A closer examination of the South American clusters in the three different tree topologies, 
particularly the pol ME-SPR tree topology (due to its larger size), suggest a common ancestor of 
the South American HIV-1 subtype C epidemic which originated from the East African region. 
This indication confirms the findings of two independent studies that were conducted by Bello 
and co-workers [Bello et al., 2008] and Fontella and co-workers [Fontella et al., 2008] on the 
evolutionary history of the HIV-1 subtype C epidemic in the South American region. The study 
that was conducted by Bello and co-workers [Bello et al., 2008] suggested a single introduction 
of a HIV-1 subtype C strain from the East African country of Burundi. In the large-scale ME-
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SPR tree topology this close relationship between HIV-1 subtype C isolates from Burundi and 
those from South America, particularly those from Brazil, is clearly visible. In addition to the 
evolutionary origin of the South American HIV-1 subtype C epidemic, another study [de Oliveira 
et al., 2010] have found a possible epidemiological link between the subtype C epidemic in 
Southern Brazil and that in the United Kingdom (UK). This close relationship of subtype C 
isolates from Brazil and the UK is also visibly evident within the ME-SPR pol tree topology that 
was inferred during the course of this study.  
Additionally, closer inspection of the South American subtype C cluster also revealed possible 
single introductions of HIV-1 subtype C from Brazil into Portugal and Japan. Since Brazil and 
Portugal share a common colonial history and Brazil is also home to the largest Japanese 
population outside of Japan, this suggests that a very clear epidemiological route of transmission 
may be present. However, the various studies in which these Portuguese and Japanese HIV-1 
subtype C isolates were characterized, contains very little patient information on mode and 
suspected country of infection of these patients when compared with other published data 
[Esteves et al., 2002; Palma et al., 2007; Gatanga et al., 2007; Ibe et al., 2008]. 
Additionally, closer inspection of the Asian subtype C clusters in the ME-SPR tree topologies 
revealed a close genetic relationship between HIV-1 subtype C isolates from the Indian sub-
continent (India, Pakistan and Nepal), as well as subtype C isolates from South-East Asia 
(Thailand and Myanmar) and East Asia (e.g. China, Taiwan, but with the exception of Japan and 
South Korea). This close genetic relationship between Indian subtype C isolates and other 
isolates from China, Taiwan, Thailand and Myanmar were first documented by Breyer and co-
workers [Breyer et al., 2000] that identified the overland heroin trafficking routes from 
Afghanistan through the northern Indian sub-continent into South East Asian and Southern China 
as the main mode of spread of the HIV-1 subtype C strain into these countries. This suggests a 
common ancestry in the HIV-1 subtype C epidemics in these countries, while subtype C isolates 
from other areas of the Asian continent such as, countries from the former Soviet Union 
[Zarandia et al., 2006; Thomson et al., 2007], the Middle East [Galai et al., 1997; Saad et al., 
2005] may have originated from other sources.  
Outside of Southern Africa, the HIV-1 subtype C epidemic in India ranks as one of the worst in 
the global pandemic. Several studies have been conducted on the origin and phylodynamic 
aspects of the HIV-1 subtype C epidemic in the Indian sub-continent [Shen et al., 2011; Neogi et 
al., 2012]. In the study of Shen and co-workers [Shen et al., 2011], the authors identified a South 
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African origin for the HIV-1 subtype C epidemic in India and the corresponding countries in 
South-East and East Asia, while the study of Neogi and co-workers [Neogi et al., 2012] identified 
a possible Southern African origin. Close examination of the ME-SPR pol tree topology that was 
inferred in this study also suggests a common Southern African origin. The country of origin 
however, is unclear since the Indian HIV-1 subtype C cluster were rooted in a common Southern 
African cluster containing isolates from Botswana, South Africa, Zimbabwe, Malawi and 
Zambia. 
Furthermore, another clear epidemiological link between the HIV-1 subtype C isolates from East 
Africa and those isolated from Middle Eastern countries, particularly Saudi-Arabia, Yemen and 
Israel could be observed. This confirms the findings of previous studies from several Middle 
Eastern countries on the origin of the HIV-1 subtype C epidemic in these countries [Galai et al., 
1997; Saad et al., 2005].  
4.9 Southern African subtype C epidemic 
4.9.1 The role of migration on the epidemic 
The massive increases in HIV prevalence rates in the Southern African region during the 1980‟s 
and 1990‟s have been a topic of fierce debate in the past. Several theories have been proposed 
that can account for the large increases in HIV prevalence rates in the Southern African region in 
comparison with the rest of the sub-Saharan African region [Kreiss et al., 1986; Plummer et al., 
1991; Allen et al., 1993; Yamaguchi, et al., 1994; Decosas et al., 1995; Wollants et al., 1995; 
Janssens et al., 1997; Williams et al., 2000; Glynn et al., 2001; Buvé et al., 2002; Quinn and 
Overbaugh, 2005; Baggaley et al., 2010; Paxton, 2010; Fenwick, 2012]. The most important of 
these were briefly discussed in the first chapter. As was mentioned the topics of male 
circumcision and sexual concurrency and the respective roles that they have played in the 
Southern African HIV epidemic have extensively been investigated [Halperin and Bailey, 1999; 
Drain et al., 2006; Baeten et al., 2009; Dinh et al., 2011; Morris et al., 2009]. However, the latest 
scientific data still cannot reach a decisive conclusion on their respective roles in the massive 
increases in HIV prevalence across the Southern African region [Lurie and Rosenthal 2010; 
Sawers and Stillwaggon, 2010; Knopf and Morris, 2012].  
Another major factor that has been raised is the effect of migration on the spread of the epidemic 
in the Southern African region. Migration and its relationship to the spread of the epidemic are 
better understood than that of male circumcision and sexual concurrency [Abdool Karim et al., 
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1992; Decosas et al., 1995; Lurie et al., 1997; Wiseman, 1998; Coffee et al., 2007; Newman et 
al., 2011]. The practice of seasonal labour migration was well established in the first half of the 
20
th
 century by British colonial officials. This system was continued in several of the Southern 
African countries following the independence movement during the 1960‟s, and was expanded on 
by the Apartheid government of South Africa in order to ensure an adequate supply of unskilled 
labour for factories and mining companies in the large urban areas. This was achieved under the 
infamous “pass law” which restricted the number of Africans who could permanently settle in the 
large urban areas.  
In addition to millions of African migrants from the rural South African countryside a large 
number of African migrants were also brought in from other Southern African nations (e.g. 
Botswana, Malawi, Zambia, Swaziland, Mozambique, and Lesotho). Official figures regarding 
the numbers of migrants are limited, but one study estimated a total of half a million foreign 
migrants were employed in the gold mining industry alone in the mid 1980‟s [Wiseman, 1998]. 
However, most of the studies have primarily focused on the role of labour related seasonal 
migration and does not include the role of politically motivated migratory patterns. In the latter 
part of the 20
th
 century the Southern African region have seen a large degree of politically 
motivated migration. This includes the formation of guerrilla camps by paramilitary groups such 
as the Zimbabwean African National Union (ZANU), the Zimbabwean African Peoples Union 
(ZAPU), and the South West Africa Peoples Organization (SWAPO) during the wars of 
independence in Rhodesia and Namibia, the effects of the civil wars in Angola and Mozambique, 
and the activities of Umkhonto we Sizwe (MK) and other paramilitary groups during the 
Apartheid struggle in South Africa. The civil wars in Angola and Mozambique led to a large 
number of internally displaced refugees, while the Rhodesian and Namibian wars of 
independence led to a large number of paramilitary forces fleeing their respective countries to 
neighbouring countries in order to conduct frequent skirmishes across national borders. The MK 
of the African National Congress (ANC) in South Africa, following the Rivonia trail in the early 
1960‟s, went into exile in neighbouring countries that were not friendly towards the Apartheid 
government in South Africa (Figure 4.1).  
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Figure 4.1: Major migratory routes across Southern African during the second half of the 20
th
 
century.  The figure highlight‟s the most prominent foreign and domestic sources of migrant labour to South Africa 
(blue arrows), the biggest political struggles during the second half of the 20
th
 century and the most prominent 
movements of paramilitary groups across the region from 1960 till 1994 (red arrows) [Authors own artwork].  
Almost all of the politically motivated forms of migration were undertaken by young African 
men (aged 18 - 40). Due to their extreme isolation from the regular public, they may represent an 
extremely favourable environment for the spread of any sexually transmitted disease due to 
casual sexual relations and the use of commercial sex workers. Current support for the infection 
of a large number of freedom fighters is still lacking however one study has raised the importance 
of returning freedom fighters (over 40 000 returning expatriates), particularly in South African 
where the MK where integrated into the formal armed forces following the transition towards 
democracy, as an important source in the rapid spread of HIV-1 amongst local communities 
[Shell, 2001].  
4.9.2 The two stage HIV-1 epidemic in Southern Africa 
Conventional HIV prevalence estimates [UNAIDS, 2012], as well as the results contained within 
this and other studies, suggests that the HIV-1 subtype C epidemic in South Africa and the 
greater Southern African region has experienced two stages of growth. The first stage in the 
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Southern African HIV epidemic took place in the late 1970‟s and early 1980‟s in the more 
northern countries of the Southern African region (Zambia, Malawi and Zimbabwe). This is 
evident in the HIV prevalence estimates presented in Table 1.1 as well as in the Bayesian Skyline 
Plot reconstructions that was done in the epidemic reconstruction section (sections 3.3.2.2 and 
3.3.3.2). In these Bayesian Skyline Plots, particularly the plots in Figure(s) 3.6 and 3.7 clearly 
show two phases of exponential growth in the effective population size(s). The first period of 
epidemic growth as observed in these Bayesian Skyline Plots possibly correlate to the growth in 
the HIV-1 subtype C epidemics in these countries. Furthermore, the findings from Dalai and co-
workers also support this observation [Dalai et al., 2009]. In their reconstruction of the 
Zimbabwean HIV-1 subtype C epidemic they observed massive increases in the effective 
population size during the 1980‟s, starting in the early years of the decade following the 
independence of Zimbabwe.  
This initial stage of epidemic growth was followed by a more linear growth in the HIV epidemic 
in the Southern African region for a couple of years, with a second phase of exponential growth 
in the epidemic during the mid to late 1990‟s. Once again HIV prevalence estimates as well as 
the findings from this study are supportive of such a second growth phase. Close examination of 
the Bayesian Skyline Plot reconstruction from the Southern African data sets (Figures 3.6 and 
3.7) clearly show a brief period of exponential growth in the effective population sizes. This 
growth period may correspond to the massive increases in HIV prevalence rates in the other 
countries of the Southern African region (Botswana, South Africa, Swaziland and Lesotho). HIV 
prevalence estimates for these countries by UNAIDS and government health departments 
[UNAIDS, 2012] support these assumptions of massive increases in HIV prevalence trends in 
these countries during the 1990‟s. 
Furthermore, closer examination of the results of the Cape Town epidemic also suggests a two-
staged HIV epidemic, similar to the findings in the Bayesian Skyline Plot reconstruction of the 
Southern African HIV epidemic. The Bayesian Skyline Plot reconstruction from Cape Town 
sequence data suggests two phases of exponential growth. One growth phase occurred during the 
mid to late 1980‟s (Figure 3.2), while a second growth phase occurred during the mid 1990‟s 
(Figure 3.2). These periods of epidemic growth coincide with major political changes that 
occurred during the time within South Africa. The first coincided with the abolishment of the 
infamous pass laws during the Apartheid years. The second period in the growth coincided with 
the end of Apartheid in the country and the transition to a fully democratic society. These events 
led to more freedom and an increase in the mobility of the general public. Greater mobility of 
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individuals ultimately leads to a greater chance of spreading any infectious disease, particularly 
one such as HIV with long asymptomatic phases. 
It is therefore clear based on this two-stages HIV pandemic that the growth in HIV prevalence 
rates across the region may have been influence largely by political factors and vacillated through 
regional migration.  
CONCLUSION 
One of the aims of this study was to generate longitudinal sampled sequence data sets from Cape 
Town patient samples, which were then used for the investigation of the evolutionary history of 
the HIV-1 subtype C epidemic in Cape Town, South Africa. This was achieved through the 
selection of stored patient samples from -20°C freezers and standard molecular techniques, which 
produced two sequence data sets: a gag p24 data set containing 193 sequences and a partial pol 
data set containing 166 sequences spanning over a 21-year period (1989 - 2010). The generation 
of a number of sequences (24 gag p24 and 74 partial pol sequence fragments) proofs that sample 
databanks contained in freezers can be a valuable source of patient samples for the 
characterization of genetic data. This is particularly true for old samples, since a lot of genetic 
information from the early years of the HIV-1 epidemic are lacking.  
The longitudinal sequence data sets were first used to investigate the evolutionary history of the 
Cape Town epidemic, which was then compared to epidemic trends from Southern Africa that 
was inferred from similar longitudinal sequence samples. The estimated date of origin for the 
Cape Town epidemic was found to be around the mid-1960‟s, which is on average about 10-years 
later than for the epidemic in the entire Southern African region. Additionally, epidemic 
reconstruction revealed a small steady increase in the growth of the epidemic for both Cape Town 
and the Southern African region, with small periods of exponential growth in the 1980‟s and 
1990‟s. These periods of epidemic growth follows major political events in several countries and 
therefore it is highly plausible that major political events in the Southern African region may 
have played a crucial role in the spread of the epidemic in the region. The analysis of two 
different regions of the HIV-1 genome (gag p24 and a partial pol sequence fragment) gave very 
similar results even with the use of various different model parameters, which is indicative of the 
robustness of the results that was obtained.  
The longitudinal sampled sequences were then used in a basic phylogenetic investigation to 
establish their evolutionary relation to other HIV-1 subtype C isolates from around the world. It 
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was established that the Cape Town isolates were highly associated with other isolates within the 
Cape Town data set, as well as from other isolates from South Africa and isolates from other 
Southern Africa nations. The tree topologies, to the best of our knowledge, represents some of the 
largest that have ever been inferred for HIV-1 subtype C sequences and provides an valuable 
insight into the evolutionary relationship of HIV-1 subtype C isolates from around the world.  
Furthermore, highly monophyletic clusters of Cape Town sequences were further investigated. 
Through these analyses a small number of transmission events of HIV-1 were identified and 
further characterized. Molecular epidemiological reconstruction revealed that distinct 
transmission clusters have been spreading amongst isolated communities through-out the Cape 
Metropolitan region for several years or decades. It is clear that by increasing sample sizes one 
can start to uncover transmission events of HIV, which can provide valuable insight into factors 
that are driving the HIV epidemic on a micro-level. 
This study is very unique as it entails the characterization of longitudinal sampled sequences 
derived from patient samples, which were stored for prolonged periods of time in freezers. 
Sequences that were generated from these patient samples represent some of the oldest available 
genetic data from HIV-1 subtype C isolates from South Africa and the Southern African region. 
The basic phylogenetic investigation that was conducted not only established the evolutionary 
relation of these Cape Town isolates, but the clustering pattern of global reference sequences in 
these large-scale phylogenies also confirms the findings of several other studies (as was discussed 
in section 4.8). The reconstruction of these epidemics is also the first study of its kind that has 
been preformed within South Africa and for the entire Southern African region as a whole. This 
study, along with previously mentioned studies also proves that the molecular clock can be used 
successfully to identify the origin of epidemics as well as to uncover epidemic growth trends. The 
transmission events of that were uncovered in this study also represents, to the best of my 
knowledge, the first identified and characterized transmission events of HIV-1 subtype C in 
South Africa amongst a local community. Finally, the new epidemiological model that was 
developed, even though still lacking empirical proof, provides a new perspective on the growth of 
the HIV-1 epidemic in the Southern African region.  
This study however, is limited by the analysis of only Cape Town sequence data and thus the 
evolutionary history that was inferred from these sequences may not be representative of the 
entire country of South Africa. Therefore, further research will be required to validate the 
evolutionary history of the South African HIV-1 subtype C epidemic through the analysis of 
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heterochronous data sets from other areas of South Africa such as, Kwa-Zulu Natal and/or 
Johannesburg/Pretoria or a combination of samples from across the country. Furthermore, the 
new epidemiological model will need to be validated through additional phylogenetic models 
such as phylogeographics as well as standard epidemiological modelling.   
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APPENDIX A 
Composition of Cape Town gag p24 data set 
Table 6.1: Composition of the Cape Town gag p24 data set 
Sample 
number 
Date of 
Sample 
Age Patients Race Patients sex 
ARV 
Status 
CD4 cell 
count 
Viral Load Country of Infection 
Suspected mode of 
transmission 
R4 368 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R4 369 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R4 370 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R8 597 15/04/1991 27 African Female Negative No Data No Data South Africa Heterosexual 
R8 864 15/05/1991 25 African Female Negative No Data No Data South Africa Heterosexual 
R9 684 12/07/1991 23 Mixed Race Male Negative No Data No Data South Africa Homosexual 
R11 391 07/10/1991 37 African Female Negative No Data No Data South Africa Heterosexual 
R11 397 07/10/1991 43 Mixed Race Male Negative No Data No Data South Africa No Data 
R11 582 01/11/1991 42 African Male Negative No Data No Data South Africa Heterosexual 
R11 983 18/11/1991 32 African Male Negative No Data No Data South Africa Heterosexual 
R11 961 15/11/1991 35 African Male Negative No Data No Data South Africa Heterosexual 
R11 988 18/11/1991 49 African Male Negative No Data No Data South Africa Heterosexual 
R12 077 21/11/1991 39 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R13 003 04/02/1992 36 African Female Negative No Data No Data South Africa Heterosexual 
R14 747 19/06/1992 No Data African Female Negative No Data No Data South Africa Heterosexual 
R16 022 31/08/1992 2 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R16 200 23/09/1992 25 African Male Negative No Data No Data South Africa Heterosexual 
R16 335 02/10/1992 46 African Male Negative No Data No Data South Africa Heterosexual 
R16 469 14/10/1992 31 African Male Negative No Data No Data South Africa Heterosexual 
R16 662 29/10/1992 24 African Male Negative No Data No Data South Africa Heterosexual 
R16 812 08/11/1992 32 African Female Negative No Data No Data South Africa Heterosexual 
R16 885 15/11/1992 32 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R16 911 17/11/1992 32 African Male Negative No Data No Data South Africa Heterosexual 
R17 042 27/11/1992 22 African Female Negative No Data No Data South Africa Heterosexual 
R17 373 23/12/1992 28 African Female Negative No Data No Data South Africa Heterosexual 
DQ866205 13/03/2002 31 African Female Negative 382 No Data South Africa Heterosexual 
DQ866206 12/02/2002 37 African Female Negative 208 No Data South Africa Heterosexual 
DQ866207 13/02/2002 26 African Male Negative 239 No Data South Africa Heterosexual 
DQ866208 13/03/2002 34 Mixed Race Male Negative 54 No Data South Africa Heterosexual 
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DQ866209 13/03/2002 45 Indian Male Negative No Data No Data Somalia Heterosexual 
DQ866211 13/03/2002 33 African Female Negative 509 No Data South Africa Heterosexual 
DQ866212 13/03/2002 31 African Female Negative 49 No Data Transkei Heterosexual 
DQ866213 13/03/2002 31 African Male Negative 14 No Data Transkei Heterosexual 
DQ866214 13/03/2002 27 African Female Negative 57 No Data Transkei Heterosexual 
DQ866215 13/03/2002 28 African Female Negative 315 No Data South Africa Heterosexual 
DQ866216 13/03/2002 40 African Female Positive 463 No Data South Africa Heterosexual 
DQ866217 13/03/2002 28 African Female Negative 265 No Data South Africa Heterosexual 
DQ866218 14/03/2002 28 African Female Positive 104 LDL South Africa Heterosexual 
DQ866219 18/03/2002 33 African Female Negative 596 No Data South Africa Heterosexual 
DQ866220 18/03/2002 22 African Female Negative 292 No Data South Africa Heterosexual 
DQ866221 19/03/2002 29 Mixed Race Female Negative 116 No Data South Africa Heterosexual 
DQ866222 19/03/2002 29 African Female Negative 65 No Data Transkei Heterosexual 
DQ866223 20/03/2002 56 Mixed Race Female Negative 102 No Data South Africa Heterosexual 
DQ866224 20/03/2002 21 African Female Negative 770 No Data South Africa Heterosexual 
DQ866240 03/04/2002 29 African Female Negative 66 No Data South Africa Heterosexual 
DQ866241 08/04/2002 30 Mixed Race Female Negative 183 No Data South Africa Heterosexual 
DQ866242 08/04/2002 34 African Female Negative 389 No Data South Africa Heterosexual 
DQ866243 08/04/2002 25 African Female Negative 9 No Data South Africa Heterosexual 
DQ866244 09/04/2002 26 African Male Negative 53 No Data South Africa Heterosexual 
DQ866246 08/04/2002 42 Caucasian Male Positive 295 No Data South Africa Homosexual 
DQ866247 03/04/2002 26 African Male Negative No Data No Data South Africa Heterosexual 
DQ866248 10/04/2002 33 African Female Negative 60 No Data South Africa Heterosexual 
DQ866249 10/04/2002 31 African Female Negative 303 No Data South Africa Heterosexual 
DQ866250 10/04/2002 38 African Female Negative 170 No Data Transkei Heterosexual 
DQ866251 11/04/2002 28 African Female Negative 439 No Data South Africa Heterosexual 
DQ866252 10/04/2002 22 African Female Negative 350 No Data South Africa Heterosexual 
DQ866253 10/04/2002 40 African Female Negative 604 No Data South Africa Heterosexual 
DQ866254 10/04/2002 49 African Female Negative 179 No Data Transkei Heterosexual 
DQ866255 10/04/2002 45 African Female Negative 209 No Data South Africa Heterosexual 
DQ866256 16/04/2002 19 African Female Negative 236 No Data South Africa Heterosexual 
DQ866257 16/04/2002 44 African Female Negative 385 No Data South Africa Heterosexual 
DQ866258 16/04/2002 26 African Female Negative 129 No Data South Africa Heterosexual 
DQ866259 17/04/2002 40 African Female Negative 171 No Data South Africa Heterosexual 
DQ866260 17/04/2002 47 African Female Negative 308 No Data South Africa Heterosexual 
DQ866261 17/04/2002 27 African Male Negative 224 No Data South Africa Heterosexual 
DQ866262 18/04/2002 29 Mixed Race Female Negative 0 No Data South Africa Heterosexual 
DQ866264 22/04/2002 42 Mixed Race Male Negative 459 No Data South Africa Homosexual 
DQ866265 23/04/2002 24 African Female Negative 455 No Data South Africa Heterosexual 
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DQ866266 23/04/2002 31 African Male Negative 63 No Data South Africa Heterosexual 
DQ866267 23/04/2002 37 African Female Positive No Data No Data South Africa Heterosexual 
DQ866268 24/04/2002 32 African Male Negative 451 No Data South Africa Heterosexual 
DQ866269 24/04/2002 32 African Female Negative 485 No Data South Africa Heterosexual 
DQ866270 24/04/2002 28 African Female Negative 144 No Data South Africa Heterosexual 
DQ866271 24/04/2002 29 African Female Negative 199 No Data Transkei Heterosexual 
DQ866272 24/04/2002 25 African Female Negative 344 No Data Transkei Heterosexual 
DQ866273 24/04/2002 25 African Female Positive 9 1000000 South Africa Heterosexual 
DQ866275 24/04/2002 23 African Female Negative No Data No Data South Africa Heterosexual 
DQ866276 26/04/2002 18 Caucasian Female Negative No Data No Data South Africa Heterosexual 
DQ866277 06/05/2002 26 African Female Negative 282 No Data South Africa Heterosexual 
DQ866278 07/05/2002 40 African Male Negative 287 No Data South Africa Heterosexual 
DQ866279 07/05/2002 40 African Male Negative 80 No Data South Africa Heterosexual 
DQ866280 08/05/2002 44 Mixed Race Female Positive 303 No Data South Africa Heterosexual 
DQ866281 03/04/2002 30 Mixed Race Female Negative 286 No Data South Africa Heterosexual 
DQ866282 08/05/2002 30 Mixed Race Female Negative 101 No Data South Africa Heterosexual 
DQ866283 08/05/2002 24 African Female Negative 530 No Data South Africa Heterosexual 
DQ866284 13/05/2002 27 African Female Negative 233 No Data South Africa Heterosexual 
DQ866285 14/05/2002 33 African Male Negative 584 No Data South Africa Heterosexual 
DQ866286 14/05/2002 38 Mixed Race Male Negative 516 No Data South Africa Heterosexual 
DQ866287 13/05/2002 29 African Female Negative 558 No Data South Africa Heterosexual 
DQ866288 13/05/2002 25 African Female Negative 565 No Data South Africa Heterosexual 
DQ866289 14/05/2002 26 African Male Negative 53 No Data South Africa Heterosexual 
DQ866290 14/05/2002 35 Mixed Race Male Negative 55 1500000 South Africa Heterosexual 
DQ866291 14/05/2002 35 Mixed Race Male Negative 795 9600 South Africa Homosexual 
DQ866292 15/05/2002 56 Caucasian Male Positive 243 101853 United States of America Homosexual 
DQ866293 15/05/2002 37 Caucasian Male Negative 327 38000 South Africa Homosexual 
DQ866294 15/05/2002 40 African Female Negative 210 No Data South Africa Heterosexual 
DQ866295 15/05/2002 36 African Female Negative 184 No Data South Africa Heterosexual 
DQ866296 15/05/2002 40 African Male Negative 588 No Data Transkei Heterosexual 
DQ866297 15/05/2002 46 African Female Negative 30 No Data Ciskei Heterosexual 
DQ866298 15/05/2002 38 African Female Negative 376 No Data Transkei Heterosexual 
DQ866299 16/05/2002 40 Mixed Race Female Negative 628 No Data South Africa Heterosexual 
DQ866300 16/05/2002 30 Caucasian Male Negative 188 60000 South Africa Homosexual 
DQ866301 16/05/2002 37 Caucasian Male Negative 317 140000 South Africa Homosexual 
DQ866302 16/05/2002 28 African Female Negative 474 No Data South Africa Heterosexual 
DQ866303 16/05/2002 27 African Female Negative 594 No Data South Africa Heterosexual 
DQ866304 16/05/2002 25 African Female Negative 521 No Data South Africa Heterosexual 
DQ866305 16/05/2002 26 African Female Negative 178 No Data South Africa Heterosexual 
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DQ866306 16/05/2002 37 African Female Negative 438 No Data South Africa Heterosexual 
DQ866308 16/05/2002 38 African Female Negative 184 No Data South Africa Heterosexual 
DQ866309 16/05/2002 33 African Female Negative 575 No Data Ciskei Heterosexual 
DQ866310 16/05/2002 28 African Female Negative 322 No Data South Africa Heterosexual 
DQ866312 21/05/2002 25 Mixed Race Female Negative 383 No Data South Africa Heterosexual 
DQ866313 21/05/2002 32 African Female Negative No Data No Data South Africa Heterosexual 
DQ866314 30/05/2002 28 African Female Negative 481 No Data Ciskei Heterosexual 
JO152 05/02/2009 30 African Female Negative 185 No Data South Africa Heterosexual 
JO161 18/12/2008 32 African Female Negative 307 No Data South Africa Heterosexual 
JO162 12/01/2008 26 African Female Negative 361 No Data South Africa Heterosexual 
JO166 12/01/2008 33 African Female Negative 75 No Data South Africa Heterosexual 
JO167 15/01/2008 35 African Female Negative 409 No Data South Africa Heterosexual 
JO168 19/01/2009 30 African Female Negative 335 No Data South Africa Heterosexual 
JO173 16/02/2009 34 African Female Negative 398 No Data South Africa Heterosexual 
JO176 02/02/2009 26 African Female Negative 282 No Data South Africa Heterosexual 
JO179 09/02/2009 25 African Female Negative 143 No Data South Africa Heterosexual 
JO180 09/03/2009 32 African Female Negative 184 No Data South Africa Heterosexual 
JO183 23/02/2009 33 African Female Negative 201 No Data South Africa Heterosexual 
JO185 26/02/2009 25 African Female Negative 318 No Data South Africa Heterosexual 
JO186 26/02/2009 31 African Female Negative 152 No Data South Africa Heterosexual 
JO189 02/03/2009 32 African Male Negative 194 No Data South Africa Heterosexual 
JO191 09/02/2009 29 African Male Negative 112 No Data South Africa Heterosexual 
JO192 09/03/2009 35 African Female Negative 172 No Data South Africa Heterosexual 
JO193 19/03/2009 26 African Male Negative 172 No Data South Africa Heterosexual 
JO195 02/03/2009 35 African Male Negative 146 No Data South Africa Heterosexual 
JO198 02/03/2009 26 African Female Negative 140 No Data South Africa Heterosexual 
JO200 05/03/2009 34 African Male Negative No Data No Data South Africa Heterosexual 
JO201 19/04/2009 30 Caucasian Male Negative No Data No Data South Africa Heterosexual 
JO202 09/03/2009 28 African Female Negative 107 No Data South Africa Heterosexual 
JO203 12/03/2009 29 African Female Negative 180 No Data South Africa Heterosexual 
JO204 12/03/2009 34 African Female Negative 199 No Data South Africa Heterosexual 
JO207 19/03/2009 30 African Female Negative 192 No Data South Africa Heterosexual 
JO209 19/03/2009 33 African Female Negative 118 No Data South Africa Heterosexual 
JO210 16/03/2009 33 African Female Negative 120 No Data South Africa Heterosexual 
JO213 23/03/2009 27 African Male Negative 164 No Data South Africa Heterosexual 
JO214 23/03/2009 28 Caucasian Female Negative 165 No Data South Africa Heterosexual 
JO216 30/03/2009 35 African Male Negative 107 No Data South Africa Heterosexual 
JO218 26/03/2009 25 African Female Negative 191 No Data South Africa Heterosexual 
JO219 26/03/2009 36 African Female Negative 185 No Data South Africa Heterosexual 
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JO220 26/03/2009 26 African Male Negative 196 No Data South Africa Heterosexual 
JO223 06/04/2009 31 African Female Negative 190 No Data South Africa Heterosexual 
JO224 30/03/2009 35 African Female Negative 182 No Data South Africa Heterosexual 
JO225 02/04/2009 34 African Female Negative 196 No Data South Africa Heterosexual 
JO229 10/04/2009 29 African Female Negative 180 No Data South Africa Heterosexual 
JO229 10/04/2009 32 African Female Negative 100 No Data South Africa Heterosexual 
JO230 10/04/2009 27 African Female Negative 190 No Data South Africa Heterosexual 
JO231 10/04/2009 32 African Male Negative 135 No Data South Africa Heterosexual 
JO232 01/06/2009 30 African Female Negative 107 No Data South Africa Heterosexual 
JO233 10/04/2009 30 Male Female Negative 81 No Data South Africa Heterosexual 
JO235 01/06/2009 30 African Female Negative No Data No Data South Africa Heterosexual 
JO236 19/04/2009 32 African Female Negative 139 No Data South Africa Heterosexual 
JO237 23/04/2009 31 African Female Negative 184 No Data South Africa Heterosexual 
JO238 14/05/2009 32 African Male Negative 71 No Data South Africa Heterosexual 
JO239 30/04/2009 32 African Female Negative 191 No Data South Africa Heterosexual 
JO240 11/05/2009 31 African Female Negative 177 No Data South Africa Heterosexual 
JO241 07/05/2009 31 African Male Negative 52 No Data South Africa Heterosexual 
JO244 07/05/2009 28 African Female Negative 66 No Data South Africa Heterosexual 
JO247 18/05/2009 33 African Female Negative 184 No Data South Africa Heterosexual 
JO248 18/05/2009 25 African Male Negative 118 No Data South Africa Heterosexual 
JO252 21/05/2009 25 African Female Negative 186 No Data South Africa Heterosexual 
JO259 01/06/2009 21 African Male Negative 182 No Data South Africa Heterosexual 
AQ123 23/03/2010 29 African Female Positive 48 190000 South Africa Heterosexual 
AZ111 22/01/2010 26 African Female Negative 490 8000 South Africa Heterosexual 
BD112 21/01/2010 36 African Female Negative 508 20000 South Africa Heterosexual 
BL115 27/01/2010 25 African Female Negative 586 72000 South Africa Heterosexual 
BS139 08/06/2010 33 African Female Negative 231 29000 South Africa Heterosexual 
CM103 11/11/2009 43 African Female Negative 218 100000 South Africa Heterosexual 
LN135 11/05/2010 28 African Female Positive 46 LDL South Africa Heterosexual 
MN091 09/09/2009 25 African Female Negative 478 22000 South Africa Heterosexual 
MT100 21/10/2009 41 African Female Negative 1529 12000 South Africa Heterosexual 
NM082 29/07/2009 28 African Female Negative 377 37000 South Africa Heterosexual 
NM090 09/09/2009 33 African Female Negative 572 45000 South Africa Heterosexual 
NM114 25/01/2010 48 African Female Negative 572 45000 South Africa Heterosexual 
NN087 18/08/2009 27 African Female Negative 163 160000 South Africa Heterosexual 
NN117 03/02/2010 29 African Female Negative 411 22000 South Africa Heterosexual 
NN138 04/06/2010 42 African Female No Data No Data No Data South Africa Heterosexual 
NN140 09/06/2010 28 African Female Negative 124 100000 South Africa Heterosexual 
NS092 10/09/2009 26 African Female Positive 111 210000 South Africa Heterosexual 
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NS118 12/02/2010 25 African Female Positive 703 330000 South Africa Heterosexual 
NS121 11/03/2010 34 African Female Positive 111 210000 South Africa Heterosexual 
PK116 28/01/2010 35 African Female Negative 347 230000 South Africa Heterosexual 
RG084 31/07/2009 35 African Female Negative 491 570 South Africa Heterosexual 
TB089 02/09/2009 45 African Female Positive 374 1600 South Africa Heterosexual 
TG088 24/08/2009 34 African Female Positive 810 270 South Africa Heterosexual 
TM098 01/10/2009 26 African Female Negative 690 61000 South Africa Heterosexual 
VN124 24/03/2010 28 African Female Positive 228 2400 South Africa Heterosexual 
VN127 13/04/2010 39 African Female Positive 46 4800 South Africa Heterosexual 
ZM126 08/04/2010 26 African Female Positive 60 3200000 South Africa Heterosexual 
ZN119 25/02/2010 34 African Female Positive 333 11000 South Africa Heterosexual 
ZN122 11/03/2010 25 African Female Positive 668 350 South Africa Heterosexual 
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Composition of Cape Town gag-pol concatenated data set 
Table 6.2: Composition of the Cape Town gag-pol concatenated data set          
Sample 
number 
Date of 
Sample 
Age 
Patients 
Race 
Patients sex ARV status 
CD4 cell 
count 
Viral Load 
Country of 
Infection 
Suspected mode of 
transmission 
R4 368 17/10/1989 No Data No Data No Data No No Data No Data South Africa Heterosexual 
R4 369 17/10/1989 No Data No Data No Data No No Data No Data South Africa Heterosexual 
R4 370 17/10/1989 No Data No Data No Data No No Data No Data South Africa Heterosexual 
R8 597 15/04/1991 27 African Female No No Data No Data South Africa Heterosexual 
R8 864 15/05/1991 25 African Female No No Data No Data South Africa Heterosexual 
R9 684 12/07/1991 23 Mixed Race Male No No Data No Data South Africa Homosexual 
R11 391 07/10/1991 37 African Female No No Data No Data South Africa Heterosexual 
R11 397 07/10/1991 43 Mixed Race Male No No Data No Data South Africa No Data 
R11 582 01/11/1991 42 African Male No No Data No Data South Africa Heterosexual 
R11 983 18/11/1991 32 African Male No No Data No Data South Africa Heterosexual 
R11 961 15/11/1991 35 African Male No No Data No Data South Africa Heterosexual 
R11 988 18/11/1991 49 African Male No No Data No Data South Africa Heterosexual 
R12 077 21/11/1991 39 Mixed Race Female No No Data No Data South Africa Heterosexual 
R13 003 04/02/1992 36 African Female No No Data No Data South Africa Heterosexual 
R14 747 19/06/1992 No Data African Female No No Data No Data South Africa Heterosexual 
R16 022 31/08/1992 2 Mixed Race Female No No Data No Data South Africa Heterosexual 
R16 335 02/10/1992 46 African Male No No Data No Data South Africa Heterosexual 
R16 469 14/10/1992 31 African Male No No Data No Data South Africa Heterosexual 
R16 662 29/10/1992 24 African Male No No Data No Data South Africa Heterosexual 
R16 885 15/11/1992 32 Mixed Race Female No No Data No Data South Africa Heterosexual 
R16 911 17/11/1992 32 African Male No No Data No Data South Africa Heterosexual 
R17 042 27/11/1992 22 African Female No No Data No Data South Africa Heterosexual 
R17 373 23/12/1992 28 African Female No No Data No Data South Africa Heterosexual 
JO191 09/02/2009 29 African Male Negative 112 No Data South Africa Heterosexual 
JO192 09/03/2009 35 African Female Negative 172 No Data South Africa Heterosexual 
JO193 19/03/2009 26 African Male Negative 172 No Data South Africa Heterosexual 
JO195 02/03/2009 35 African Male Negative 146 No Data South Africa Heterosexual 
JO198 02/03/2009 26 African Female Negative 140 No Data South Africa Heterosexual 
JO200 05/03/2009 34 African Male Negative No Data No Data South Africa Heterosexual 
JO204 12/03/2009 34 African Female Negative 199 No Data South Africa Heterosexual 
JO210 16/03/2009 33 African Female Negative 120 No Data South Africa Heterosexual 
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JO213 23/03/2009 27 African Male Negative 164 No Data South Africa Heterosexual 
JO214 23/03/2009 28 Caucasian Female Negative 165 No Data South Africa Heterosexual 
JO219 26/03/2009 36 African Female Negative 185 No Data South Africa Heterosexual 
JO220 26/03/2009 26 African Male Negative 196 No Data South Africa Heterosexual 
JO223 06/04/2009 31 African Female Negative 190 No Data South Africa Heterosexual 
JO225 02/04/2009 34 African Female Negative 196 No Data South Africa Heterosexual 
JO230 10/04/2009 27 African Female Negative 190 No Data South Africa Heterosexual 
JO231 10/04/2009 32 African Male Negative 135 No Data South Africa Heterosexual 
JO232 01/06/2009 30 African Female Negative 107 No Data South Africa Heterosexual 
JO233 10/04/2009 30 African Female Negative 81 No Data South Africa Heterosexual 
JO235 01/06/2009 30 African Female Negative No Data No Data South Africa Heterosexual 
JO236 19/04/2009 32 African Female Negative 139 No Data South Africa Heterosexual 
JO237 23/04/2009 31 African Female Negative 184 No Data South Africa Heterosexual 
JO238 14/05/2009 32 African Male Negative 71 No Data South Africa Heterosexual 
JO239 30/04/2009 32 African Female Negative 191 No Data South Africa Heterosexual 
JO240 11/05/2009 31 African Female Negative 177 No Data South Africa Heterosexual 
JO241 07/05/2009 31 African Male Negative 52 No Data South Africa Heterosexual 
JO244 07/05/2009 28 African Female Negative 66 No Data South Africa Heterosexual 
JO247 18/05/2009 33 African Female Negative 184 No Data South Africa Heterosexual 
JO248 18/05/2009 25 African Male Negative 118 No Data South Africa Heterosexual 
JO252 21/05/2009 25 African Female Negative 186 No Data South Africa Heterosexual 
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Composition of Cape Town pol data set 
Table 6.3: Composition of the Cape Town pol data set 
Sample 
number 
Date of Sample Age 
Patients 
Race 
Patients sex ARV status 
CD4 cell 
count 
Viral Load Country of Infection 
Suspected mode 
of transmission 
R4 368 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R4 369 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R4 370 17/10/1989 No Data No Data No Data Negative No Data No Data South Africa Heterosexual 
R4 714 01/02/1990 38 African Male Negative No Data No Data South Africa Heterosexual 
R4 794 14/02/1990 50 African Male Negative No Data No Data South Africa Heterosexual 
R4 846 27/02/1990 38 African Male Negative No Data No Data South Africa Heterosexual 
R5 785 04/09/1990 50 Mixed Race Male Negative No Data No Data South Africa Heterosexual 
R6 191 23/10/1990 35 African Female Negative No Data No Data South Africa Heterosexual 
R6 201 25/10/1990 32 African Male Negative No Data No Data South Africa Heterosexual 
R6 742 14/12/1990 55 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R6 978 11/01/1991 32 African Female Negative No Data No Data South Africa Heterosexual 
R7 148 27/01/1991 16 African Male Negative No Data No Data South Africa Heterosexual 
R7 663 20/02/1991 23 African Male Negative No Data No Data South Africa Heterosexual 
R7 788 27/02/1991 61 African Male Negative No Data No Data South Africa Heterosexual 
R8 597 15/04/1991 27 African Female Negative No Data No Data South Africa Heterosexual 
R8 864 15/05/1991 25 African Female Negative No Data No Data South Africa Heterosexual 
R9 684 12/07/1991 23 Mixed Race Male Negative No Data No Data South Africa Homosexual 
R11 391 07/10/1991 37 African Female Negative No Data No Data South Africa Heterosexual 
R11 397 07/10/1991 43 Mixed Race Male Negative No Data No Data South Africa No Data 
R11 582 01/11/1991 42 African Male Negative No Data No Data South Africa Heterosexual 
R11 983 18/11/1991 32 African Male Negative No Data No Data South Africa Heterosexual 
R11 961 15/11/1991 35 African Male Negative No Data No Data South Africa Heterosexual 
R11 988 18/11/1991 49 African Male Negative No Data No Data South Africa Heterosexual 
R12 077 21/11/1991 59 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R13 003 04/02/1992 36 African Female Negative No Data No Data South Africa Heterosexual 
R13 800 31/03/1992 38 African Male Negative No Data No Data South Africa Heterosexual 
R14 747 19/06/1992 No Data African Female Negative No Data No Data South Africa Heterosexual 
R15 124 15/07/1992 37 Mixed Race Male Negative No Data No Data South Africa Heterosexual 
R15 682 21/01/1992 18 African Female Negative No Data No Data South Africa Heterosexual 
R15 791 28/08/1992 30 African Male Negative No Data No Data South Africa Heterosexual 
R16 022 31/08/1992 18 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R16 087 16/09/1992 52 African Female Negative No Data No Data South Africa Heterosexual 
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R16 166 21/09/1992 39 African Male Negative No Data No Data South Africa Heterosexual 
R16 200 23/09/1992 25 African Male Negative No Data No Data South Africa Heterosexual 
R16 314 28/09/1992 36 African Male Negative No Data No Data South Africa Heterosexual 
R16 335 02/10/1992 46 African Male Negative No Data No Data South Africa Heterosexual 
R16 469 14/10/1992 31 African Male Negative No Data No Data South Africa Heterosexual 
R16 510 16/10/1992 33 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R16 575 22/10/1992 28 African Female Negative No Data No Data South Africa Heterosexual 
R16 662 29/10/1992 24 African Male Negative No Data No Data South Africa Heterosexual 
R16 812 08/11/1992 32 African Female Negative No Data No Data South Africa Heterosexual 
R16 885 15/11/1992 32 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
R16 911 17/11/1992 32 African Male Negative No Data No Data South Africa Heterosexual 
R17 042 27/11/1992 22 African Female Negative No Data No Data South Africa Heterosexual 
R17 373 23/12/1992 28 African Female Negative No Data No Data South Africa Heterosexual 
TV21 10/02/2000 23 African Female Negative 57 No Data South Africa Heterosexual 
TV22 15/02/2000 31 African Female Negative 198 No Data South Africa Heterosexual 
TV27 22/02/2000 40 Mixed Race Female Negative 299 No Data South Africa Heterosexual 
TV28 17/02/2000 47 Mixed Race Male Negative 92 No Data South Africa Heterosexual 
TV30 03/03/2000 46 Mixed Race Female Negative 13 No Data South Africa Heterosexual 
TV40 18/03/2000 25 African Female Negative 251 No Data South Africa Heterosexual 
TV45 03/07/2000 27 African Female Negative 388 No Data South Africa Heterosexual 
TV47 08/07/2000 29 Mixed Race Male Negative 265 29800 South Africa Heterosexual 
TV50 21/07/2000 46 Mixed Race Male Negative 348 No Data South Africa Heterosexual 
TV51 21/07/2000 32 African Male Negative 170 No Data South Africa Heterosexual 
TV54 21/07/2000 29 African Male Negative 276 No Data South Africa Heterosexual 
TV55 21/07/2000 26 African Female Negative 66 No Data South Africa Heterosexual 
TV57 21/07/2000 27 African Female Negative 519 No Data South Africa Heterosexual 
TV58 21/07/2000 25 African Male Negative 275 No Data South Africa Heterosexual 
TV59 22/07/2000 24 Mixed Race Female Negative No Data No Data South Africa Unknown 
TV64 22/07/2000 22 Mixed Race Female Negative 500 No Data South Africa Unknown 
TV66 22/07/2000 36 Mixed Race Female Negative No Data No Data South Africa Heterosexual 
TV67 25/07/2000 37 African Female Negative 329 No Data South Africa Heterosexual 
TV69 25/07/2000 52 African Male Negative 156 No Data South Africa Heterosexual 
TV71 25/08/2000 17 African Female Negative No Data No Data South Africa Heterosexual 
TV72 25/08/2000 24 African Female Negative 416 No Data South Africa Heterosexual 
TV76 25/08/2000 30 African Female Negative 300 No Data South Africa Heterosexual 
TV77 28/08/2000 43 Mixed Race Male Negative 81 No Data South Africa Heterosexual 
TV86 31/08/2000 35 African Male Negative 207 No Data Zimbabwe/Botswana Heterosexual 
TV87 31/08/2000 43 African Female Negative 156 No Data South Africa Heterosexual 
TV88 31/08/2000 42 Caucasian Male Negative 143 No Data South Africa Heterosexual 
Stellenbosch University  http://scholar.sun.ac.za
Stellenbosch University  http://scholar.sun.ac.za
 233 
TV89 31/08/2000 34 African Female Negative 160 No Data South Africa Heterosexual 
TV155 02/10/2000 31 African Male Negative 400 No Data South Africa Heterosexual 
TV161 04/10/2000 No Data African Female Negative No Data No Data South Africa Heterosexual 
TV1748 23/02/2004 28 African Female Negative 359 No Data South Africa Heterosexual 
TV1753 23/02/2004 39 African Female Negative 338 No Data South Africa Heterosexual 
TV1755 25/02/2004 22 African Female Negative 507 No Data South Africa Heterosexual 
TV1757 25/02/2004 40 African Female Negative 337 No Data South Africa Heterosexual 
TV1758 25/02/2004 28 African Female Negative 614 No Data South Africa Heterosexual 
TV1761 25/02/2004 41 Mixed Race Male Negative 328 No Data South Africa Heterosexual 
TV1762 25/02/2004 35 African Female Negative 272 No Data South Africa Heterosexual 
TV1763 25/02/2004 29 African Female Negative 618 No Data South Africa Heterosexual 
TV1767 08/03/2004 30 African Female Negative 181 No Data South Africa Heterosexual 
TV1769 08/03/2004 28 African Female Negative 258 No Data South Africa Heterosexual 
TV1770 08/03/2004 23 African Male Negative 559 No Data South Africa Heterosexual 
TV1771 08/03/2004 31 African Female Negative 409 No Data South Africa Heterosexual 
TV1774 10/03/2004 41 African Male Negative 137 No Data South Africa Heterosexual 
TV1775 10/03/2004 40 African Female Negative 65 No Data South Africa Heterosexual 
TV1777 10/03/2004 42 African Male Negative 142 No Data South Africa Heterosexual 
TV1778 15/03/2004 25 Mixed Race Male Negative 458 No Data South Africa Homosexual 
TV1779 15/03/2004 24 African Female Negative 130 No Data South Africa Heterosexual 
TV1781 17/03/2004 32 African Male Negative 899 No Data South Africa Heterosexual 
TV1785 17/03/2004 38 African Male Negative 501 No Data South Africa Heterosexual 
TV1786 17/03/2004 24 African Female Negative 173 No Data South Africa Heterosexual 
TV1787 17/03/2004 19 African Female Negative 280 No Data South Africa Heterosexual 
TV1788 17/03/2004 25 African Female Negative 355 No Data South Africa Heterosexual 
TV1790 31/03/2004 23 African Female Negative 101 No Data South Africa Heterosexual 
TV1792 31/03/2004 43 African Female Negative 6 No Data South Africa Heterosexual 
TV1793 31/03/2004 42 Mixed Race Female Negative 124 No Data South Africa Heterosexual 
TV1795 05/04/2004 32 African Male Negative 178 No Data South Africa Heterosexual 
TV1796 05/04/2004 25 Mixed Race Female Negative 361 No Data South Africa Heterosexual 
TV1798 05/04/2004 31 African Female Negative 358 No Data South Africa Heterosexual 
TV1799 05/04/2004 38 Caucasian Male Negative 109 No Data South Africa Heterosexual 
TV1804 21/04/2004 25 African Female Negative 4 No Data South Africa Heterosexual 
TV1805 21/04/2004 30 African Female Negative 363 No Data South Africa Heterosexual 
TV1806 21/04/2004 39 African Female Negative 133 No Data South Africa Heterosexual 
JO152 05/02/2009 30 African Female Negative 185 No Data South Africa Heterosexual 
JO166 12/01/2008 33 African Female Negative 75 No Data South Africa Heterosexual 
JO168 19/01/2009 30 African Female Negative 335 No Data South Africa Heterosexual 
JO173 16/02/2009 34 African Female Negative 398 No Data South Africa Heterosexual 
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JO176 02/02/2009 26 African Female Negative 282 No Data South Africa Heterosexual 
JO179 09/02/2009 25 African Female Negative 143 No Data South Africa Heterosexual 
JO180 09/03/2009 32 African Female Negative 184 No Data South Africa Heterosexual 
JO183 23/02/2009 33 African Female Negative 201 No Data South Africa Heterosexual 
JO189 02/03/2009 32 African Male Negative 194 No Data South Africa Heterosexual 
JO191 09/02/2009 29 African Male Negative 112 No Data South Africa Heterosexual 
JO192 09/03/2009 35 African Female Negative 172 No Data South Africa Heterosexual 
JO193 19/03/2009 26 African Male Negative 172 No Data South Africa Heterosexual 
JO195 02/03/2009 35 African Male Negative 146 No Data South Africa Heterosexual 
JO198 02/03/2009 26 African Female Negative 140 No Data South Africa Heterosexual 
JO202 09/03/2009 28 African Female Negative 107 No Data South Africa Heterosexual 
JO204 12/03/2009 34 African Female Negative 199 No Data South Africa Heterosexual 
JO210 16/03/2009 33 African Female Negative 120 No Data South Africa Heterosexual 
JO213 23/03/2009 27 African Male Negative 164 No Data South Africa Heterosexual 
JO214 23/03/2009 28 Caucasian Female Negative 165 No Data South Africa Heterosexual 
JO219 26/03/2009 36 African Female Negative 185 No Data South Africa Heterosexual 
JO220 26/03/2009 26 African Male Negative 196 No Data South Africa Heterosexual 
JO223 06/04/2009 31 African Female Negative 190 No Data South Africa Heterosexual 
JO225 02/04/2009 34 African Female Negative 196 No Data South Africa Heterosexual 
JO230 10/04/2009 27 African Female Negative 190 No Data South Africa Heterosexual 
JO231 10/04/2009 32 African Male Negative 135 No Data South Africa Heterosexual 
JO232 01/06/2009 30 African Female Negative 107 No Data South Africa Heterosexual 
JO233 10/04/2009 30 African Female Negative 81 No Data South Africa Heterosexual 
JO234 30/04/2009 30 African Male Negative 81 No Data South Africa Heterosexual 
JO235 01/06/2009 30 African Female Negative No Data No Data South Africa Heterosexual 
JO236 19/04/2009 32 African Female Negative 139 No Data South Africa Heterosexual 
JO237 23/04/2009 31 African Female Negative 184 No Data South Africa Heterosexual 
JO238 14/05/2009 32 African Male Negative 71 No Data South Africa Heterosexual 
JO239 30/04/2009 32 African Female Negative 191 No Data South Africa Heterosexual 
JO240 11/05/2009 31 African Female Negative 177 No Data South Africa Heterosexual 
JO241 07/05/2009 31 African Male Negative 52 No Data South Africa Heterosexual 
JO244 07/05/2009 28 African Female Negative 66 No Data South Africa Heterosexual 
JO247 18/05/2009 33 African Female Negative 184 No Data South Africa Heterosexual 
JO248 18/05/2009 25 African Male Negative 118 No Data South Africa Heterosexual 
JO252 21/05/2009 25 African Female Negative 186 No Data South Africa Heterosexual 
JO259 01/06/2009 21 African Male Negative 182 No Data South Africa Heterosexual 
CD007 2008/09/02 35 African Female No No Data 6200 South Africa Heterosexual 
CS006 2008/08/26 33 African Female No 165 1800000 South Africa Heterosexual 
EF031 2008/12/03 34 Mixed Race Female No 268 1800 South Africa Heterosexual 
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MD045 2009/03/05 27 African Female Yes 845 7400 South Africa Heterosexual 
MH020 2008/10/29 23 African Female No Data 257 98000 South Africa Heterosexual 
MN019 2008/10/10 24 African Female No 456 6500 South Africa Heterosexual 
ND021 2008/10/30 27 African Female No 360 1900 South Africa Heterosexual 
NJ039 2009/02/05 25 African Female Yes 416 2500 South Africa Heterosexual 
PM004 2008/07/23 27 African Female No No Data 2800 South Africa Heterosexual 
STO18 2008/10/09 21 African Female No 628 7900 South Africa Heterosexual 
TB037 2009/01/30 29 African Female Yes 374 1600 South Africa Heterosexual 
TG005 2008/07/05 23 African Female No 810 4000 South Africa Heterosexual 
TM040 2009/02/17 34 African Female Yes 519 270 South Africa Heterosexual 
WJ027 2008/11/21 30 African Female No 320 52000 South Africa Heterosexual 
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APPENDIX B 
 
Figure 6.1: A diagrammatical representation of a molecular clock analysis that was performed in 
Path-O-Gen on the final gag p24 Cape Town data set. On the vertical axis the degree of genetic diversity 
is represented, while time is represented on the horizontal taxi. Please note the increasing degree of genetic diversity 
over time. This tree contains a total of 193 gag p24 sequences from the final Cape Town data set.  
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APPENDIX C 
Table 6.4: Total number of taxa that were used in each of the various data sets for the Bayesian inference of the Southern African HIV-1 subtype C 
epidemic.  
Country or 
region 
gag p24 data sets concatenated gag-pol data sets pol data sets 
Southern Africa  
(with Cape Town) 
Southern Africa  
(no Cape Town) 
Southern Africa  
(with Cape Town) 
Southern Africa  
(no Cape Town) 
Southern Africa  
(with Cape Town) 
Southern Africa  
(no Cape Town) 
Botswana 83 83 49 49 65 65 
Cape Town 192 - 52 - 165 - 
Malawi 11 11 - - - - 
South Africa 94 94 61 61 75 75 
Swaziland - - - - 21 21 
Zambia 118 118 23 23 27 27 
Zimbabwe 9 9 9 9 31 31 
Total 507 315 194 142 384 219 
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APPENDIX D 
Table 6.5: Results of Bayes factor comparison for the Cape Town gag p24 data set. 
BEAST run under various parameters Log score 
Const.relax.est.2 -10106,57 
Const.relax.est.1 -10106,58 
Const.strict.est.1 -10112,66 
BSP.relax.est.1 -10113,86 
Const.strict.est.2 -10118,42 
BSP.relax.est.2 -10119,28 
BSP.strict.est.1 -10132,79 
BSP.strict.est.2 -10140,81 
BSP.relax.fix.2 -10162,42 
BSP.relax.fix.1 -10162,97 
BSP.strict.fix.2 -10169,40 
BSP.strict.fix.1 -10174,14 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
 
Table 6.6: Results of Bayes factor comparison for the Cape Town concatenated gag-pol data set. 
BEAST run under various parameters Log score 
BSP.relax.est.1 -11000,31 
BSP.relax.est.2 -11001,42 
Const.relax.fix.2 -11002,94 
Const.relax.est.1 -11003,43 
Const.relax.est.2 -11003,44 
Const.relax.fix.1 -11003,45 
BSP.strict.est.2 -11004,31 
BSP.strict.est.1 -11004,76 
BSP.relax.fix.2 -11004,88 
BSP.relax.fix.1 -11005,06 
BSP.strict.fix.2 -11030,33 
BSP.strict.fix.1 -11030,44 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
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Table 6.7: Results of Bayes factor comparison for the Cape Town pol data set. 
BEAST run under various parameters Log score 
Const.relax.est.1 -17899,39 
Const.relax.fix.2 -17900,34 
Const.relax.fix.1 -17902,92 
Const.relax.est.2 -17906,52 
BSP.relax.fix.2 -17908,80 
BSP.relax.fix.1 -17910,40 
BSP.strict.est.2 -17982,04 
BSP.strict.est.1 -17983,04 
BSP.strict.fix.2 -17994,45 
Const.strict.est.2 -17995,79 
BSP.strict.fix.1 -17995,96 
Const.strict.est.1 -17996,37 
Const.strict.fix.2 -18005,56 
Const.strict.fix.1 -18007,67 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
 
Table 6.8: Results of Bayes factor comparison for the Southern African gag p24 data set, 
excluding sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
BSP.relax.est.2 -15867,59 
BSP.relax.est.1 -15893,83 
BSP.strict.est.2 -15914,43 
Const.relax.est.2 -15917,64 
BSP.strict.fix.1 -15961,20 
Const.strict.est.2 -15972,24 
Const.relax.est.1 -15980,43 
Const.strict.est.1 -15986,26 
BSP.strict.fix.2 -15995,92 
BSP.strict.est.1 -16002,48 
Const.strict.fix.1 -16014,73 
Const.strict.fix.2 -16036,77 
Const.relax.fix.1 -16264,59 
Const.relax.fix.2 -16660,77 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
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Table 6.9: Results of Bayes factor comparison for the concatenated Southern African gag-pol 
data set, excluding sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
Const.relax.est.2 -82001,81 
Const.relax.fix.1 -82048,03 
Const.relax.est.1 -82081,04 
BSP.BSP.fix.2 -82090,52 
BSP.strict.est.2 -82106,71 
BSP.relax.est.2 -82118,85 
BSP.relax.est.1 -82118,95 
BSP.BSP.fix.1 -82186,84 
BSP.strict.fix.1 -82198,58 
BSP.strict.est.1 -82254,85 
BSP.strict.fix.2 -82272,28 
Const.relax.fix.2 -87378,01 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
 
Table 6.10: Results of Bayes factor comparison for the Southern African pol data set, excluding 
sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
BSP.relax.est.1 -16156,83 
Const.strict.est.2 -16159,41 
BSP.strict.est.2 -16160,10 
BSP.relax.est.2 -16161,34 
Const.relax.est.2 -16210,24 
Const.relax.est.1 -16210,63 
BSP.strict.est.1 -16237,70 
Const.strict.est.1 -16235,10 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
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Table 6.11: Results of Bayes factor comparison for the Southern African gag p24 data set, 
including sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
BSP.relax.est.1 -24695,23 
BSP.relax.fix.2 -24739,66 
Const.strict.est.2 -24767,78 
Const.relax.est.2 -25773,08 
BSP.relax.est.2 -24792,08 
Const.strict.est.1 -24798,48 
BSP.strict.est.2 -24839,59 
BSP.relax.fix.1 -24842,01 
BSP.strict.est.1 -24857,88 
Const.relax.est.1 -24902,98 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
 
Table 6.12: Results of Bayes factor comparison for the concatenated Southern African gag-pol 
data set, including sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
BSP.relax.fix.1 -75728,94 
BSP.strict.est.2 -75736,75 
BSP.relax.fix.2 -75770,62 
BSP.relax.est.2 -75795,03 
Const.relax.est.2 -76018,20 
BSP.relax.est.1 -76025,80 
Const.relax.fix.2 -76128,81 
Const.relax.fix.1 -76681,66 
Const.relax.est.1 -77404,68 
BSP.strict.est.1 -77899,02 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
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Table 6.13: Results of Bayes factor comparison for the Southern African pol data set, including 
sequence data from the original Cape Town data set. 
BEAST run under various parameters Log score 
Const.relax.est.1 -25808,06 
BSP.relax.est.2 -25823,75 
BSP.relax.est.1 -25849,14 
Const.relax.est.2 -25850,92 
BSP.relax.fix.1 -25858,88 
BSP.relax.fix.2 -25902,23 
BSP.strict.est.2 -25915,47 
BSP.strict.fix.2 -25923,64 
BSP.strict.est.1 -25932,28 
BSP.strict.fix.1 -25935,53 
Const.strict.est.1 -25975,99 
Const.strict.est.2 -25999,67 
BSP – Bayesian Skyline Plot tree prior, relax – Relaxed Molecular Clock assumption; fix – Fixed mutation rate; est – 
Estimated mutation rate; strict – Strict Molecular Clock assumption; Const – Constant Population Size tree prior 
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APPENDIX E 
Figure 6.2: Convergence in the trace file for the run Const.strict.est.2 in the gag p24 Southern 
African (excluding Cape Town isolates) data set. The ESS for the root height was only 36.243, however 
good convergence in the trace file was observed. The Bayesian MCMC chain was only run for 65 million steps in the 
chain, as can be seen in the X-axis of the graph, before it were stopped.   
 
Figure 6.3: Convergence in the trace file for the run BSP.relax.est.1 in the gag p24 Southern 
African (including Cape Town isolates) data set. The ESS for the root height was only 198.689, however 
good convergence in the trace file was observed. The Bayesian MCMC chain was only run for 80 million chains, as 
can be seen in the X-axis of the graph, before it were stopped.   
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Figure 6.4: Convergence in the trace file for the run Const.relaxed.fix.1 in the concatenated 
gag-pol Southern African (including Cape Town isolates) data set. The ESS for the root height was 
only 46.325, however fairly good convergence in the trace file was observed. The Bayesian MCMC chain was only 
run for 80 million chains, as can be seen in the X-axis of the graph, before it were stopped.  
 
Figure 6.5: Convergence in the trace file for the BSP.relax.est.1 model parameter run in the pol 
Southern African (including Cape Town isolates) data set. The ESS for the root height was only 74.645, 
however fairly good convergence in the trace file was observed. The Bayesian MCMC chain was only run for 50 
million chains, as can be seen in the X-axis of the graph, before it were stopped. 
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APPENDIX F 
Figure 6.6: NJ-tree topology of the gag.cluster.1 data set with bootstrap resampling. Only 22 out of the 25 Cape Town isolates in this data set clustered together 
in a monophyletic clade. This tree was inferred from an alignment totalling 441 nucleotide base pairs in MEGA v 5.0 with the K2P model of nucleotide substitution and a total of 
1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in 
red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.7: ME-tree topology of the gag.cluster.1 data set with bootstrap resampling. Only 20 out of the 25 Cape Town taxa clustered in a monophyletic cluster. 
This tree was inferred from an alignment totalling 441 nucleotide base pairs in fastME with the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The 
bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the 
PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.8: ML-tree topology of the gag.cluster.1 data set with aLRT. Only 21 out of the 25 Cape Town taxa clustered in a monophyletic cluster. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in phyML with the HKY85 model of nucleotide substitution and aLRT. The aLRT support for the internal branch of 
the large monophyletic cluster of Cape Town sequences is 83,2%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have 
been tabulated and can be seen at the bottom of the figure. 
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Figure 6.9: ML-tree topology of the gag.cluster.1 data set with bootstrap resampling. Only 21 out of the 25 Cape Town taxa clustered in a monophyletic cluster. 
This tree was inferred from an alignment totalling 441 nucleotide base pairs in phyML with the HKY85 model of nucleotide substitution and a total of 1000 bootstrap replicates. 
The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 8,0%. Cape Town sequences are marked in red. The results of the 
PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.10: Bayesian tree topology of the gag.cluster.1 data set. Only 21 out of the 25 Cape Town taxa clustered in a monophyletic cluster. This tree was inferred 
from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in MrBayes 
with the GTR model of nucleotide substitution. The posterior support for the internal branch of the large monophyletic cluster of Cape Town sequences is 62,57%. Cape Town 
sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.11: NJ-tree topology of the gag.cluster.2 data set with bootstrap resampling. All 7 Cape Town taxa clustered in a monophyletic cluster. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in 
MEGA v 5.0 with the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster 
of Cape Town sequences is 91,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen 
at the bottom of the figure. 
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Figure 6.12: ME-tree topology of the gag.cluster.2 data set with bootstrap resampling. All 7 of the Cape Town taxa clustered in a monophyletic cluster broken 
once by an isolate from Kenya. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome 
relative to HXB2. The tree was inferred in fastME with the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal 
branch of the large monophyletic cluster of Cape Town sequences is 94,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town 
cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.13: ML-tree topology of the gag.cluster.2 data set with aLRT. All of the 7 Cape Town taxa clustered in a monophyletic cluster broken once by an isolate 
from Kenya. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. 
The tree was inferred in phyML with aLRT support and the use of the GTR model of nucleotide substitution. The aLRT support for the internal branch of the large monophyletic 
cluster of Cape Town sequences is 95,2%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can 
be seen at the bottom of the figure. 
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Figure 6.14: ML-tree topology of the gag.cluster.2 data set with bootstrap resampling. All 7 of the Cape Town taxa clustered in a monophyletic cluster broken 
once by a Kenyan isolate. This tree was inferred from an alignment 441 bp long in phyML v 3.0 with the use of the HKY85 model of nucleotide substitution and a total of 100 
bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 69,0%. Cape Town sequences are marked in red. 
The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.15: Bayesian tree topology of the gag.cluster.2 data set. All 7 of the Cape Town taxa clustered in a monophyletic cluster broken once by an isolate from 
Kenya. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The 
tree was inferred in MrBayes with the GTR model of nucleotide substitution. The posterior support for the internal branch of the large monophyletic cluster of Cape Town 
sequences is 94,31%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom 
of the figure. 
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Figure 6.16: NJ-tree topology of the gag.cluster.3 data set with bootstrap resampling. All 10 of the Cape Town taxa clustered in a monophyletic cluster broken 
once by two isolates from South Africa. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 
genome relative to HXB2. The tree was inferred in MEGA v 5.0 with the use of the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap 
support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis 
of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.17: ME-tree topology of the gag.cluster.3 data set with bootstrap resampling. All of 10 of the Cape Town taxa clustered in a monophyletic cluster 
broken once by two isolates from South Africa. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the 
HIV-1 genome relative to HXB2. The tree was inferred in fastME with the use of the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap 
support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis 
of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.18: ML-tree topology of the gag.cluster.3 data set with aLRT. All of the 10 Cape Town taxa clustered in a monophyletic cluster. Manual inspection 
revealed that the cluster was broken once by an isolate from South Africa. However, the phylotype analyses of the tree topology suggest that this South African isolate cluster 
outside of the monophyletic clade. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 
genome relative to HXB2. The tree was inferred in phyML with the HKY85 model of nucleotide substitution and aLRT. The aLRT support for the internal branch of the large 
monophyletic cluster of Cape Town sequences is 90,4%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been 
tabulated and can be seen at the bottom of the figure. 
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Figure 6.19: ML-tree topology of the gag.cluster.3 data set with bootstrap resampling. All 10 of the Cape Town isolates clustered in a monophyletic cluster. 
Manual inspection revealed that the cluster was broken once by an isolate from South Africa. However, the phylotype analyses of the tree topology suggest that this South African 
isolate cluster outside of the monophyletic clade. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in 
the HIV-1 genome relative to HXB2. The tree was inferred in phyML with the HKY85 model of nucleotide substitution with a total of 1000 bootstrap replicates. The bootstrap 
support for the internal branch of the large monophyletic cluster of Cape Town sequences is 1,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis 
of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.20: Bayesian tree topology of the gag.cluster.3 data set. All of the 10 Cape Town taxa clustered in a monophyletic cluster, which were broken once by an 
isolate from South Africa. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome 
relative to HXB2. The tree was inferred in MrBayes with the GTR model of nucleotide substitution. The posterior support for the internal branch of the large monophyletic cluster 
of Cape Town sequences is 21,80%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen 
at the bottom of the figure. 
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Figure 6.21: NJ-tree topology of the gag.cluster.4 data set with bootstrap resampling. All 5 isolates clustered in a single monophyletic clade. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in 
MEGA v 5.0 with the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster 
of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at 
the bottom of the figure. 
Stellenbosch University  http://scholar.sun.ac.za
Stellenbosch University  http://scholar.sun.ac.za
 261 
Figure 6.22: ME-tree topology of the gag.cluster.4 data set with bootstrap resampling. All 5 isolates clustered in a single monophyletic clade. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in 
fastME with the K2P model of nucleotide substitutions and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of 
Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at 
the bottom of the figure. 
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Figure 6.23: ML-tree topology of the gag.cluster.4 data set with aLRT. All 5 isolates clustered in a single monophyletic clade. This tree was inferred from an 
alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in phyML v 3.0 with 
the use of the HKY85 model of nucleotide substitution and aLRT. The aLRT support for the internal branch of the large monophyletic cluster of Cape Town sequences is 91,9%. 
Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.24: ML-tree topology of the gag.cluster.4 data set with bootstrap resampling. All 5 of the Cape Town isolates clustered in a monophyletic cluster 
broken once by an isolate from Ethiopia. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 
genome relative to HXB2. The tree was inferred in phyML v 3.0 with the HKY85 model of nucleotide substitution with 1000 bootstrap replicates. The bootstrap support for the 
internal branch of the large monophyletic cluster of Cape Town sequences is 23,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape 
Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.25: Bayesian tree topology of the gag.cluster.4 data set. All 5 of the Cape Town taxa clustered in a monophyletic cluster, which were broken once by a 
South African isolate. This tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative 
to HXB2. The tree was inferred in MrBayes with the GTR model of nucleotide substitution. Cape Town isolates are marked in red, Indian in blue and Brazilian isolates in green. 
The results of the PhyloType analyses of the tree topology can be seen in the table at the bottom. The posterior support for the internal branch of the large monophyletic cluster of 
Cape Town sequences is 13,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at 
the bottom of the figure. 
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Figure 6.26: NJ-tree topology of the gag.cluster.5 data set with bootstrap resampling. All 5 isolates clustered in a single monophyletic clade. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in 
MEGA v 5.0 with the use of the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large 
monophyletic cluster of Cape Town sequences is 93,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been 
tabulated and can be seen at the bottom of the figure. 
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Figure 6.27: ME-tree topology of the gag.cluster.5 data set with bootstrap resampling. All 5 isolates clustered in a single monophyletic clade. This tree was 
inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in 
phyML with the use of the K2P model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic 
cluster of Cape Town sequences is 89,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can 
be seen at the bottom of the figure. 
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Figure 6.28: ML-tree topology of the gag.cluster.5 data set with aLRT. All 5 isolates clustered in a single monophyletic clade. This tree was inferred from an 
alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in phyML with the use 
of the HKY85 model of nucleotide substitution and aLRT. The aLRT support for the internal branch of the large monophyletic cluster of Cape Town sequences is 98,1%. Cape 
Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
Stellenbosch University  http://scholar.sun.ac.za
Stellenbosch University  http://scholar.sun.ac.za
 268 
Figure 6.29: ML-tree topology of the gag.cluster.5 data set with bootstrap resampling. All 5 of the Cape Town isolates clustered in a monophyletic cluster. This 
tree was inferred from an alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was 
inferred in phyML with the use of the HKY85 model of nucleotide substitution and a total of 1000 bootstrap replicates. The bootstrap support for the internal branch of the large 
monophyletic cluster of Cape Town sequences is 93,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been 
tabulated and can be seen at the bottom of the figure. 
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Figure 6.30: Bayesian tree topology of the gag.cluster.5 data set. All of the 5 Cape Town taxa clustered in a monophyletic cluster. This tree was inferred from an 
alignment totalling 441 nucleotide base pairs in length, stretching from position 1258 to 1698 in the HIV-1 genome relative to HXB2. The tree was inferred in MrBayes with the 
use of the GTR model of nucleotide substitution. The posterior support for the internal branch of the large monophyletic cluster of Cape Town sequences is 75,0%. Cape Town 
sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.31: NJ-tree topology of the pol.cluster.1 data set with bootstrap resampling. Only 21 out of the 22 Cape Town isolates in the data set clustered in a 
single monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, 
relative to HXB2. This tree topology was inferred in MEGA v 5.0 with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology 
totalling 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are 
marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.32: ME-tree topology of the pol.cluster.1 data set with bootstrap resampling. Only 21 of the 22 Cape Town isolates in the data set clustered in a single 
monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to 
HXB2. This tree topology was inferred in fastME with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology totalling 1000 
bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. 
The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.33: ML-tree topology of the pol.cluster.1 data set with aLRT. All 22 of the Cape Town isolates in the data set clustered in a single monophyletic clade 
broken once by two isolates from Tanzania. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the 
HIV-1 genome, relative to HXB2. This tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. An aLRT was performed to access confidence for 
each of the internal nodes. The aLRT support for the internal branch of the large monophyletic cluster of Cape Town sequences is 80,2%. Cape Town sequences are marked in 
red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure.  
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Figure 6.34: ML-tree topology of the pol.cluster.1 data set with bootstrap resampling. All 22 of the Cape Town isolates in the data set clustered in a single 
monophyletic clade broken once by two isolates from Tanzania. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 
to 3227 of the HIV-1 genome, relative to HXB2. This tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. Bootstrap resampling was 
performed on the tree topology totalling 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 
1,0%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.35: Bayesian tree topology of the pol.cluster.1 data set. All of the 22 Cape Town isolates in the data set clustered in a single monophyletic clade. The 
alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to HXB2. This tree topology 
was inferred in MrBayes with the GTR model on nucleotide substitution. Posterior support values are indicated as fractions for the internal node of the Cape Town cluster. The 
posterior support for the internal branch of the large monophyletic cluster of Cape Town sequences is 80,1%. Cape Town sequences are marked in red. The results of the 
PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
Stellenbosch University  http://scholar.sun.ac.za
Stellenbosch University  http://scholar.sun.ac.za
 275 
Figure 6.36: NJ-tree topology of the pol.cluster.2 data set with bootstrap resampling. All of the 32 Cape Town isolates in the data set clustered in a single 
monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to 
HXB2. This tree topology was inferred in MEGA v 5.0 with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology totalling 1000 
bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 19,0%. Cape Town sequences are marked in red. 
The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.37: ME-tree topology of the pol.cluster.2 data set with bootstrap resampling. All of 32 Cape Town isolates in the data set clustered in a single 
monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to 
HXB2. This tree topology was inferred in fastME with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology totalling 1000 
bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 18,9%. Cape Town sequences are marked in red. 
The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.38: ML-tree topology of the pol.cluster.2 data set with aLRT. All of the 32 Cape Town isolates in the data set clustered in a single monophyletic clade 
broken once by an isolate from Cyprus. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 
genome, relative to HXB2. This tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. An aLRT was performed to access confidence for each of 
the internal nodes. The aLRT support for the internal branch of the large monophyletic cluster of Cape Town sequences is 34,8%. Cape Town sequences are marked in red. The 
results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.39: ML-tree topology of the pol.cluster.2 data set with bootstrap resampling. All of the 32 Cape Town isolates in the data set clustered in a single 
monophyletic clade broken once by an isolate from Cyprus. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 
3227 of the HIV-1 genome, relative to HXB2. This tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. Bootstrap resampling was performed 
on the tree topology totalling 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 34,8%. Cape 
Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.40: Bayesian tree topology of the pol.cluster.2 data set. All of the 32 Cape Town isolates in the data set clustered in a single monophyletic clade. The 
alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to HXB2. This tree topology 
was inferred in MrBayes with the GTR model on nucleotide substitution. Posterior support values are indicated as fractions for the internal node of the Cape Town cluster. The 
posterior support for the internal branch of the large monophyletic cluster of Cape Town sequences is 48,8%. Cape Town sequences are marked in red. The results of the 
PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.41: NJ-tree topology of the pol.cluster.3 data set with bootstrap resampling. Only 32 out of the 33 Cape Town isolates in the data set clustered in a 
single monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, 
relative to HXB2. This tree topology was inferred in MEGA v 5.0 with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology 
totalling 1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are 
marked in red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.42: ME-tree topology of the pol.cluster.3 data set with bootstrap resampling. Only 32 out of the 33 Cape Town isolates in the data set clustered in a 
single monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, 
relative to HXB2. This tree topology was inferred in fastME with the K2P model on nucleotide substitution. Bootstrap resampling was performed on the tree topology totalling 
1000 bootstrap replicates. The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in 
red. The results of the PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.43: ML-tree topology of the pol.cluster.3 data set with aLRT. Only 32 of the 33 Cape Town isolates in the data set clustered in a single monophyletic 
clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to HXB2. This 
tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. An aLRT was performed to access confidence for each of the internal nodes. The aLRT 
support for the internal branch of the large monophyletic cluster of Cape Town sequences is 43,9%. Cape Town sequences are marked in red. The results of the PhyloType 
analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.44: ML-tree topology of the pol.cluster.3 data set with bootstrap resampling. All 32 of the 33Cape Town isolates in the data set clustered in a single 
monophyletic clade. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 genome, relative to 
HXB2. This tree topology was inferred in phyML with the HKY85 model on nucleotide substitution. Bootstrap resampling, totalling 1000 bootstrap replicates, was performed. 
The bootstrap support for the internal branch of the large monophyletic cluster of Cape Town sequences is 0,0%. Cape Town sequences are marked in red. The results of the 
PhyloType analysis of the Cape Town cluster have been tabulated and can be seen at the bottom of the figure. 
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Figure 6.45: Bayesian tree topology of the pol.cluster.3 data set. Only 30 of the 33 Cape Town isolates in the data set clustered in a single monophyletic clade, 
broken once by an isolate from Botswana. The alignment that was used for the inference of this tree topology was 963 bp long, stretching from position 2265 to 3227 of the HIV-1 
genome, relative to HXB2. This tree topology was inferred in MrBayes with the GTR model on nucleotide substitution. The posterior support for the internal branch of the large 
monophyletic cluster of Cape Town sequences is 43,9%. Cape Town sequences are marked in red. The results of the PhyloType analysis of the Cape Town cluster have been 
tabulated and can be seen at the bottom of the figure. 
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