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Abstract. Let G be an LCA group, H a closed subgroup, Γ the dual group of G.
In accordance with analogous notions in prediction theory the classes of H-regular
and H-singular Borel measures on Γ are defined. A characterization of H-regular
measures is given and a Wold type decomposition is obtained.
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1 Introduction
Let G be an LCA group, i. e. a locally compact abelian group with Hausdorff
topology, whose group operation is written additively. Let H be a closed
subgroup, πH the canonical homeomorphism from G onto the factor group
G/H =:
∼
G and
∼
x := πH(x) the equivalence class of x ∈ G. Denote by Γ the
dual group of G, by 〈γ, x〉 the value of γ ∈ Γ at x ∈ G, by Λ := {γ ∈ Γ :
〈γ, y〉 = 1 for all y ∈ H} the annihilator group of H , and the Borel subsets
of Γ by B(Γ ) . Recall that the factor group
∼
G can be identified with the
dual group of Λ by setting 〈λ,
∼
x〉 := 〈λ, x〉, λ ∈ Λ,
∼
x ∈
∼
G, where x is an
arbitrary element of π−1H (
∼
x). Throughout the present paper we shall assume
that the set Λ is finite or countably infinite. If S is a non-empty subset of G,
a trigonometric S-polynomial or, more precisely, a trigonometric polynomial
with frequencies from S is a function p : Γ −→ C, which is a finite sum of
the form:
p(·) =
∑
k
ak〈·, sk〉
1
ak ∈ C, sk ∈ S. By P(S) denote the linear space of all trigonometric S-
polynomials. If x1 and x2 belong to the same H-coset, then P(x1 + H) =
P(x2 +H), and we set P(x+H) =: P(
∼
x), x ∈ G.
Let µ be a regular finite non-negative measure on the Borel σ-algebra
B(Γ ) (a measure on B(Γ ) in short). Here the notion of regularity means
that for all B ∈ B(Γ ) and all ǫ > 0 there exists a compact set K and an open
subset U of Γ such that K ⊂ B ⊂ U and µ(U \K) < ǫ [2]. If α ∈ (0,∞), let
Lα(µ) be the metric space of (µ-equivalence classes of) Borel measurable C-
valued functions on Γ , which are α-integrable with respect to µ. The closure
of a subset L ⊂ Lα(µ) with respect to the metric of Lα(µ) is denoted by CαL.
For α ∈ (1, 2], the space Lα(µ) can be interpreted as the spectral domain of a
harmonizable symmetric α-stable process on G [14], particularly, L2(µ) is the
spectral domain of a certain stationary Gaussian process. Motivated by the
corresponding definitions in prediction theory of such processes we introduce
the following notions.
Definition 1.1. A measure µ on B(Γ ) is H-regular if and only if:⋂
x∈G
CαP(x+H) =
⋂
∼
x∈
∼
G
CαP(
∼
x) = {0} .
It is called H-singular if CαP(
∼
x) = Lα(µ) for all
∼
x ∈
∼
G.
H-singularity is closely related to Whittaker-Shannon-Kotelnikov sam-
pling problems. In the case α = 2 similar notions are studied in [11] and
[10] in the context of sampling of wide sense stationary random processes in
R and certain classes of finite variance random processes indexed over LCA
groups, respectively. These sampling problems are, in some sense, equivalent
to find some completeness conditions for certain systems of trigonometric
polynomials in L2(µ), where µ can be regarded as the spectral measure as-
sociated to certain classes of finite variance random processes. These results
are generally stated as conditions on the translates of the support of the mea-
sure µ. Other examples of this principle can be seen in [7] and [1]. A more
general result in this direction which will be useful later is the following:
Theorem 1.2. ([8], Theorem 4.5) A measure µ on B(Γ ) is H-singular if and
only if there exists a set B ∈ B(Γ ) such that µ(Γ\B) = 0 and B
⋂
(λ+B) = ∅
for all λ ∈ Λ \ {0}.
The preceding theorem shows that the notion of H-singularity does not
depend on α. We shall prove that the notion ofH-regularity is independent of
α as well. Therefore the formal dependence of definition 1.1 on the parameter
2
α can be ignored. Generalizing a method of [9], which was applied to G = Z
and H = nZ, n ∈ N, we shall describe the set of all H-regular measures
in section 2 of this note. On the other hand, Wold type decompositions is
a classic topic in approximation and prediction theory [5] and in abstract
Hilbert space theory up to the present e.g. [3]. In this context this prompts
to obtain a Wold type decomposition of an arbitrary measure on B(Γ ), see
theorem 2.3 below. Finally, theorem 2.4 is devoted to the characterization of
those measures, for which the spaces P(
∼
x), are pairwise orthogonal in L2(µ).
We mention that the assertion of theorem 1.2 remains true if the condition
that Λ is countable is replaced by alternative assumptions on Λ, Γ or µ, [8].
It would be of interest to obtain a characterization of H-regular measures
under similar conditions.
2 Characterization of H-regular measures
A subset T of Γ is called a transversal (with respect to Λ) if it meets
each Λ-coset just once. Note that T is a transversal if and only if the set
π−1Λ (πΛ(T )) =
⋃
λ∈Λ
(T+λ) is equal to Γ and T ∩(T+λ) = ∅ for all λ ∈ Λ\{0},
([8], Lemma 3.3). Since Λ is discrete and, hence, metrizable, by theorem 1
of [4] there exists a transversal, which belongs to B(Γ ). Let µ be a measure
on B(Γ ) and T ∈ B(Γ ) be a transversal, for λ ∈ Λ, define a measure µλ by
µλ(B) := µ(B ∩ (T + λ)), a measure νλ(B) = µλ(λ + B), for B ∈ B(Γ ),
and set ν :=
∑
λ∈Λ
νλ. All measures just defined are, indeed, regular finite
non-negative measures on B(Γ ) ([8], Lemma 2.1). Note that ν(Γ ) = ν(T ) .
If
∼
x ∈
∼
G and ϕ is a C-valued function on Γ , define a function V∼xϕ by
(V∼
x
ϕ)(γ) := 〈λ,
∼
x〉ϕ(γ − λ), γ ∈ λ + T , λ ∈ Λ. If S ⊆ Γ , let 1S stand for
the indicator function of S.
Lemma 2.1. Let α ∈ (0,∞), for any
∼
x ∈
∼
G, the map V∼x establishes an
isometric isomorphism between Lα(ν) and the subspace CαP(
∼
x) of Lα(µ)
satisfying:
V∼
x
p = p, (1)
for all p ∈ P(
∼
x), and
V −1∼
x
f = f1T ∈ L
α(ν), (2)
for all f ∈ CαP(
∼
x).
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Proof. Let ϕ ∈ Lα(ν) . It is clear that V∼
x
ϕ is (B(Γ ),B(C))-measurable.
Moreover, ∫
Γ
|(V∼
x
ϕ)(γ)|αdµ(γ) =
∑
λ∈Λ
∫
λ+T
|(V∼
x
ϕ)(γ)|αdµ(γ) =
∑
λ∈Λ
∫
λ+T
|〈λ,
∼
x〉ϕ(γ − λ)|αdµ(γ) =
∑
λ∈Λ
∫
T
|ϕ(γ)|αdνλ(γ) =
∫
T
|ϕ(γ)|αdν(γ) =
∫
Γ
|ϕ(γ)|αdν(γ) ,
which shows that V∼
x
is an isometry from Lα(ν) into Lα(µ). If p ∈ P(
∼
x),
p(·) =
∑
k
ak〈·, x+ yk〉, where x ∈ π
−1
Λ ({
∼
x}), ak ∈ C, yk ∈ H , then for for
γ ∈ λ+ T , one has
(V∼
x
p)(γ) =
∑
k
ak〈λ, x〉〈γ − λ, x+ yk〉 =
∑
k
ak〈γ, x+ yk〉 = p(γ), λ ∈ Λ,
which yields eq. 1 since Γ =
⋃
λ∈Λ
(λ+T ). Consequently CαP(
∼
x) ⊆ V∼
x
(Lα(µ)).
The opposite inclusion is true as well since from theorem 1.2 it follows that
P(
∼
x) is dense in Lα(ν). Thus, the range of V∼
x
is equal to CαP(
∼
x).
If (pj)j∈N is a sequence of P(
∼
x) tending to f in Lα(µ), then (V −1∼
x
pj)j∈N tends
to V −1∼
x
f in Lα(ν). Choosing an appropriate subsequence, we can suppose
that
lim
j−→∞
pj = f µ− a.e. (3)
and
lim
j−→∞
V −1
∼
x
pj = V
−1
∼
x
f ν − a.e. (4)
Relation 3 and the definition of ν imply that
lim
j−→∞
pj1T = f1T ν − a.e. (5)
Taking into account eq. 1, we get eq. 2 by eqs. 4,5.
For λ ∈ Λ, let hλ be the Radon-Nikodym derivative of νλ with respect to
ν. We can assume that hλ is a (B(Γ ),B([0,∞)))-measurable function and
hλ = 0 on Γ \ T . Note that∑
λ∈Λ
hλ = 1 ν − a.e. (6)
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Theorem 2.2. A measure µ on B(Γ ) is H-regular if and only if
hλ < 1 ν − a.e. (7)
for all λ ∈ Λ.
Proof. If eq. 7 is not satisfied, there exists κ ∈ Λ and B ∈ B(Γ ) such that
ν(B) > 0 and hλ = 1 on B. If
∼
x ∈
∼
G, the function ϕ := 〈−κ,
∼
x〉1B is a
non-zero element of Lα(ν) and
V∼
x
ϕ =
∑
λ∈Λ
〈λ− κ,
∼
x〉1λ+B ,
by definition of V∼
x
. If λ ∈ Λ \ {κ}, eq. 6 yields hλ = 0 ν-a.e. on B,
which implies that µ(λ+B) = µλ(λ+B) = 0, hence V∼xϕ = 1κ+B in L
α(µ).
By lemma 2.1 the function 1κ+B is a non-zero element of CαP(
∼
x),
∼
x ∈
∼
G,
a contradiction to H-regularity. Now assume that eq. 7 is satisfied and
f ∈
⋂
∼
x∈
∼
G
CαP(
∼
x) . Let
∼
x ∈
∼
G, from the definition of V∼x and eq. 4 it follows
that for all λ, κ ∈ Λ one has
〈λ,−
∼
x〉f(λ+ γ) = f(γ) = 〈κ,−
∼
x〉f(κ+ γ) ,
for ν-almost all γ ∈ T . Since Λ is countable, there exists a set B∼
x
∈ B(Γ ),
such that B∼
x
⊂ T , ν(Γ \B∼
x
) = 0, and
〈λ,−
∼
x〉f(λ+ γ) = f(γ) = 〈κ,−
∼
x〉f(κ+ γ) (8)
for all λ, κ ∈ Λ, and all γ ∈ B∼
x
. Let Bλ := {γ ∈ T : hλ(γ) 6= 0},
Bλκ := Bλ ∩ Bκ, λ, κ ∈ Λ, λ 6= κ, B =
⋃
λ, κ∈Λ;λ6=κ
Bλκ, and note that eq. 7 is
equivalent to the condition
ν(Γ \B) = 0. (9)
For λ, κ ∈ Λ, λ 6= κ, choose
∼
x ∈
∼
G such that 〈λ,−
∼
x〉 6= 〈κ,−
∼
x〉 and define
B′λκ := Bλ κ ∩ B∼0
∩ B∼
x
. If γ ∈ B′λκ, from eq. 8 one obtains the following
homogeneous linear system of equation with respect to the unknowns f(λ+γ)
and f(κ+ γ): {
f(λ+ γ)− f(κ+ γ) = 0
〈λ,−
∼
x〉f(λ+ γ)− 〈κ,−
∼
x〉f(κ+ γ) = 0
.
Since the coefficient matrix of this system is invertible, it follows f(λ+ γ) =
f(κ+ γ) = f(γ) = 0. Since ν(B′λκ) = ν(Bλ κ) and the set Λ is countable, we
can conclude from eq. 9 that f1T = 0 ν-a.e. hence f = 0 in L
α(µ) by eq.
2.
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From the description of H-regular and H-singular measures respectively
one can easily derive a Wold type decomposition of any measure on B(Γ ).
Theorem 2.3. Any measure on B(Γ ) can be decomposed into a sum of an
H-regular measure µρ and an H-singular measure µσ. For α ∈ (0,∞), the
spaces Lα(µρ) and L
α(µσ) can be identified with subspaces of L
α(µ) of the
form 1BρL
α(µ) and 1BσL
α(µ), respectively, where Bρ, Bσ ∈ B(Γ ). Then
Lα(µ) = Lα(µρ)⊕ L
α(µσ) and L
α(µσ) =
⋂
∼
x∈
∼
G
CαP(
∼
x).
Proof. Let T ∈ B(Γ ) be a transversal and hλ the Radon Nikodym derivative
of the corresponding measure νλ , λ ∈ Λ , with respect to ν =
∑
λ∈Λ
νλ. Define
B′ρ := {γ ∈ T : hλ(γ) < 1 for all λ ∈ Λ} ,
B′σ := {γ ∈ T : hλ(γ) = 1 for some λ ∈ Λ} ,
Bρ := π
−1
Λ (πΛ(B
′
ρ)), Bσ := π
−1
Λ (πΛ(B
′
σ)), and measures µρ, µσ by:
µρ(B) := µ(B ∩ Bρ) , µσ(B) := µ(B ∩ Bσ) , B ∈ B(Γ ) .
Generalizing the arguments of ([9], pp. 296-297) in a straightforward way, one
can show that the measures µρ and µσ have all the asserted properties.
Since the space L2(µ) is a Hilbert space, it arises the problem of char-
acterizing those measures µ, for which the linear spaces C2P(
∼
x),
∼
x ∈
∼
G are
pairwise orthogonal.
Theorem 2.4. Let µ be a measure on B(Γ ). Let T ∈ B(Γ ) be a transversal
and hλ the Radon-Nikodym derivative of the corresponding measure νλ with
respect to ν =
∑
λ∈Λ
νλ. If Λ consists of n elements, n ∈ N, then the spaces
C2P(
∼
x),
∼
x ∈
∼
G, are pairwise orthogonal in L2(µ) if and only if hλ =
1
n
,
ν-a.e., for every λ ∈ Λ. If Λ is countably infinite, then C2P(
∼
x),
∼
x ∈
∼
G, do
not constitute a family of pairwise orthogonal subspaces of L2(µ).
Proof. It is easy to see that for
∼
x ∈
∼
G, the map (U∼xf)(γ) := 〈λ,−
∼
x〉f(γ),
γ ∈ λ + T , λ ∈ Λ, is an isometric isomorphism of L2(µ). Therefore the
linear spaces C2P(
∼
x),
∼
x ∈
∼
G, are pairwise orthogonal if and only if the space
P(
∼
0) = P(H) is orthogonal to all spaces P(
∼
x),
∼
x ∈
∼
G \{
∼
0}.. By lemma 2.1,
the spaces P(
∼
0) and P(
∼
x) are orthogonal if and only if:
0 =
∫
Γ
(V∼
0
ϕ)(γ)(V∼
x
ψ)(γ)dµ(γ) =
∑
λ∈Λ
∫
λ+T
ϕ(γ − λ)〈λ,
∼
x〉ψ(γ − λ)dµλ(γ)
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=
∑
λ∈Λ
∫
T
〈λ,−
∼
x〉ϕ(γ)ψ(γ)dνλ(γ) =
∫
T
ϕ(γ)ψ(γ)
(∑
λ∈Λ
〈λ,−
∼
x〉hλ(γ)
)
dν(γ) ,
ϕ, ψ ∈ L2(ν), which is equivalent to the existence of a set B∼
x
∈ B(Γ ) such
that B∼
x
⊆ T , ν(Γ \B∼
x
) = 0 and
∑
λ∈Λ
〈λ,−
∼
x〉hλ(γ) = 0, for all γ ∈ B∼x .
If Λ is finite, its dual group
∼
G is finite as well. Setting
⋂
∼
x∈
∼
G \{
∼
0}
B∼
x
, we have
B ∈ B(Γ ), B ⊆ T , ν(Γ \B) = 0, and for all γ ∈ B and all
∼
x ∈
∼
G \{
∼
0},∑
λ∈Λ
〈λ,−
∼
x〉hλ(γ) = 0 . (10)
If Λ contains exactly n elements, n ∈ N, then its dual group
∼
G contains
exactly n elements and hence
∼
G can be identified, for some s ∈ N with a
discrete group Z(m1)× · · · × Z(ms), where mj ∈ N,
s
Π
j=1
mj = n, and Z(mj)
denotes the group of integers {0, . . . , mj − 1} with the group operation of
addition modulo mj . The dual group Λ of
∼
G = Z(m1)× · · · × Z(ms) can be
identified with the set of functions λ of the form:
λ((k1, . . . , ks)) =
s∏
j=1
exp
(
2πikjlj
mj
)
, (k1, . . . , ks) ∈ Z(m1)× · · · × Z(ms) ,
where (l1, . . . , ls) ∈ Z(m1) × · · · × Z(ms). It follows that for γ ∈ B, the
system of eq. 10 can be written as a system of
s∏
j=1
mj − 1 linear equations
m1−1∑
l1=0
· · ·
m1−1∑
ls=0
s∏
j=1
exp
(
2πikjlj
mj
)
h(l1,...,ls)(γ) = 0, (11)
(k1, . . . , ks) ∈ Z(m1)×· · ·×Z(ms)\{(0, . . . , 0)} , with respect to the
s
Π
j=1
mj =
n unknown quantities h(l1,...,ls)(γ), (l1, . . . , ls) ∈ Z(m1)× · · · × Z(ms). By eq.
6 we can assume that
∑
λ∈Λ
hλ(γ) = 1. Adding this equation to eqs. 11 as the
first equation, we obtain a linear system, whose coefficient matrix is invert-
ible since it is the tensor product of the s invertible Vandermonde matrices
7
(
exp
(
2pirt
mj
))
r,t=0,...,mj−1
, j ∈ {1, . . . , s}, thus the system has a unique solu-
tion. If kj 6= 0 for some j ∈ {1, . . . , s}, then
mj−1∑
lj=0
exp
(
2piikj lj
mj
)
= 0, hence
m1−1∑
l1=0
· · ·
m1−1∑
ls=0
s∏
j=1
exp
(
2πikjlj
mj
)
= 0 ,
which implies that h(l1,...,ls)(γ) =
1
n
for all (l1, . . . , ls) ∈ Z(m1)× · · ·×Z(ms).
Using the initial notation: hλ(γ) =
1
n
for all λ ∈ Λ is a solution.
If Λ is countably infinite, it is discrete and σ-compact. Therefore its dual
group is compact and metrizable , cf. ([6], Theorem 23.17) and ([12], Theo-
rem 29), respectively. It follows that
∼
G is separable. Let
∼
D be a countable
dense subset of
∼
G. Since
∼
G is not discrete, we can require that
∼
0 /∈
∼
D. The
set A :=
⋂
∼
x∈
∼
D
B∼
x
belong to B(Γ ), A ⊆ T , ν(Γ \ A) = 0 and from eq. 10 it
follows that ∑
λ∈Λ
〈λ,−
∼
x〉hλ(γ) = 0
for all γ ∈ A and
∼
x ∈
∼
D. For γ ∈ A, the left-hand side of the preceding
equality is the value of the Fourier transform of the function λ 7−→ hλ(γ),
λ ∈ Λ, at the point
∼
x ∈
∼
D. Since
∼
D is dense in
∼
G, it follows that the Fourier
transform of the function λ 7−→ hλ(γ) is identically 0, hence, the function
itself is 0 a.e. with respect to the Haar measure on Λ. Since Λ is discrete, we
get hλ(γ) = 0 for all λ ∈ Λ and all γ ∈ A, which implies that ν and, hence,
µ is the zero measure.
The condition hλ =
1
n
ν-a.e. , λ ∈ Λ, means that µ(B) = µ(λ+B) for all
λ ∈ Λ and B ∈ B(Γ ), B ⊆ T , i.e., the measure µ is periodic with respect to
Λ and T . Thus the following corollary of theorem 2.4 can be stated.
Corollary 2.5. Let Λ be a finite subgroup of an LCA group Γ and µ a
measure on B(Γ ). If there exists a transversal T such that µ is periodic with
respect to λ and T , then µ is periodic with respect to Λ and any transversal.
2.1 Characterization of the projection onto C2P(
∼
x)
Considering the Hilbert space L2(µ), motivated by some interpolation prob-
lems, if µ is not H-singular, it is of practical interest to find explicit expres-
sions for P∼
x
, the orthogonal projection onto C2P(
∼
x),
∼
x ∈
∼
G. A classical
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example when G = R, H = Z can de found in cf. ([5], sec.2.4) and the
same notion appears in [11], where a particular case of theorem 1.2 over R is
studied and related to Whittaker-Shannon-Kotelnikov sampling expansions
for wide sense stationary processes.
For λ ∈ Λ define a measure ρλ(B) := µ(λ + B), for B ∈ B(Γ ) and set
ρ :=
∑
λ∈Λ
ρλ. Note that ρ0 = µ, for all λ ∈ Λ, ρ(·) = ρ(· + λ) and ρλ is abso-
lutely continuous with respect to ρ, and that ρ is σ-finite since Λ is assumed
to be countable. These measures are related by a technical lemma whose
proof is immediate.
Lemma 2.6. Let µ be a measure on B(Γ ), T ∈ B(Γ ) a transversal, g the
Radon-Nikodym derivative of µ with respect to ρ, f ∈ L1(µ) and κ ∈ Λ.
Then: ∫
Γ
f(γ)dµ(γ) =
∫
T+κ
∑
λ∈Λ
f(γ + λ)g(γ + λ)dρ(γ) .
2.1.1 Remark
If p ∈ P(
∼
x) and λ ∈ Λ, then
p(γ + λ) =
∑
k
ak〈γ + λ, x+ yk〉 = 〈λ, x〉
∑
k
ak〈γ, x+ yk〉 = 〈λ, x〉p(γ) ,
where yk ∈ H . Therefore one can check that if f ∈ L
α(µ) is such that
f(· + λ) = 〈λ , x〉f(·) µ-a.e., then f ∈ CαP(
∼
x). A similar argument shows
that CαP(
∼
x) = 〈·, x〉CαP(
∼
0).
The following theorem gives an expression for the orthogonal projection of a
function f onto C2P(
∼
x),
∼
x ∈
∼
G. Its proof goes in a similar vein to cf. ([13],
theorem 3.2) so some details are omitted.
Theorem 2.7. Let µ be a measure on B(Γ ), T ∈ B(Γ ) a transversal and g
the Radon-Nikodym derivative of µ with respect to ρ. Then for
∼
x ∈
∼
G and
f ∈ L2(µ), the orthogonal projection P∼
x
f of f onto C2P(
∼
x) is given by
P∼
x
f =
∑
λ∈Λ
〈−λ, x〉f(·+ λ)g(·+ λ) ρ− a.e (and then µ− a.e.) (12)
Proof. Taking into account that P∼
x
f(·) = 〈λ, x〉(P∼
x
f)(· − λ) µ-a.e. and
ϕ(·) = 〈λ, x〉ϕ(· − λ) µ-a.e., for λ ∈ Λ, f ∈ L2(µ), ϕ ∈ C2P(
∼
x), for a fixed
κ ∈ Λ, write the orthogonality condition on P∼
x
f :
0 =
∫
Γ
((P∼
x
f)(γ)− f(γ))ϕ(γ)dµ(γ)
9
=
∑
λ∈Λ
∫
κ+T
(P∼
x
f(γ)− 〈−λ, x〉f(γ + λ))ϕ(γ)g(γ + λ)dρ(γ) .
Since
∑
λ∈Λ
g(·+ λ) = 1 ρ-a.e., the last equality implies that
∫
κ+T
(P∼
x
f)(γ)ϕ(γ)dρ(γ) =
∫
κ+T
(∑
λ∈Λ
〈−λ, x〉f(γ + λ)g(γ + λ)
)
ϕ(γ)dρ(γ) .
(13)
The last interchange of the sum with the integral is justified since by lemma
2.6: ∫
κ+T
∑
λ∈Λ
|P∼
x
f(γ)− 〈−λ, x〉f(γ + λ)||ϕ(γ)|g(γ + λ)dρ(γ) (14)
≤
∫
Γ
(|P∼
x
f(γ)|+ |f(γ)|)|ϕ(γ)|dµ(γ) ≤ 2 ‖f‖L2(µ) ‖ϕ‖L2(µ) <∞ .
In particular eq. 13 holds if ϕ ∈ C2P(
∼
x) in eq.13 is taken as
ϕ(·) = 〈·, x〉
∑
λ∈Λ
1B(·+ λ) ,
for any B ⊆ T , B ∈ B(Γ ) and therefore eq. 12 holds ρ-a.e. on T + κ, for
κ ∈ Λ. The desired result follows from this since Γ =
⋃
λ∈Λ
T + λ.
Corollary 2.8. Under the same hypothesis of theorem 2.7, if α ∈ [1,∞], eq.
12 defines a bounded projection from Lα(µ) onto CαP(
∼
x).
Proof. Given f ∈ L2(µ) ⊂ L1(µ), |(P∼
x
f)(γ)| ≤
∑
λ∈Λ
|f(γ + λ)g(γ + λ)|, thus
by lemma 2.6,
∫
Γ
|P∼
x
f(γ)|dµ(γ) ≤
∫
T
∑
κ∈Λ
(∑
λ∈Λ
|f(γ + λ+ κ)|g(γ + λ+ κ)
)
g(γ + κ)dρ(γ) ,
but since
∑
κ∈Λ
g(·+ κ) = 1 ρ-a.e. then the last equation equals:
∫
T
∑
λ∈Λ
|f(γ + λ)|g(γ + λ)dρ(γ) =
∫
Γ
|f(γ)|dµ(γ) .
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Therefore, taking into account theorem 2.7, if α = 1, 2, then∥∥P∼
x
f
∥∥
Lα(µ)
≤ ‖f‖Lα(µ) , for f ∈ L
2(µ).
The boundedness of P∼
x
acting on Lα(µ), α ∈ (1, 2), is obtained by the
Marcinkiewicz interpolation theorem and a duality argument proves the same
for α ∈ (2,∞). From eq. 12, if f ∈ Lα(µ) and κ ∈ Λ, then it is easy to verify
that (P∼
x
f)(γ + κ) = 〈κ, x〉(P∼
x
f)(γ) and then P∼
x
f ∈ CαP(
∼
x) (See remark
2.1.1), therefore P∼
x
(Lα(µ)) ⊆ CαP(
∼
x). The opposite inclusion follows since
if p ∈ P(
∼
x), then it is straightforward to see that (P∼
x
p)(γ) = p(γ).
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