ABSTRACT. Using elementary means, we prove several identities involving the Möbius function,generalizing in the multidimensional case well-known formulas coming from convolution arguments.
PRESENTATION OF THE RESULTS
Our first result is a multidimensional generalization of the well-known convolution identity (1 − r ) ω(n) .
Usual bounds in analytic number theory (see Lemma 3.5 below) lead to the following estimates. By a combinatorial argument, we obtain the following asymptotic formula. 
As for an asymptotic formula, we derive the following estimate from the contour integration method applied to the function k ω Corollary 1.5. Let r ∈ Z 2 and ε > 0. For any large real number x 1
where P r is a polynomial of degree r and leading coefficient
When r = 3, we can use a recent result of [11] which allows us to improve on Corollary 1.5.
(1.1)
where P 3 is a polynomial of degree 3.
Our third result is quite similar to Theorem 1.1, but is simpler and sheds a new light onto the Piltz-Dirichlet divisor problem. Theorem 1.6. Let r ∈ Z 2 . For any real number x 1
Known results from the the Piltz-Dirichlet divisor problem yield the following corollary (see [1, 4, 5, 6] for the estimates of the remainder term below). Corollary 1.7. Let r ∈ Z 3 and ε > 0. For any real number x 1 sufficiently large Once again, the case r = 3 is certainly one of the most interesting one. Corollary 1.7 yields
+ε .
Our last identity generalizes the well-known relation
which can be proved in the following way:
Taking f = Id −1 yields (1.3), but many other consequences may be established with this result. We give some of them below. Corollary 1.9. Let k, n ∈ Z 1 and e ∈ {1, 2}. Then
Note that a similar result has been proved in [10, Theorems 3 and 5] in which the completely additive function log is replaced by the strongly additive function ω. However, let us stress that the methods of proofs are completely different.
NOTATION
⊲ We use some classical multiplicative functions such as µ, the Möbius function, ϕ, Ψ, J k and Ψ k , respectively the Euler, Dedekind, k-th Jordan and k-th Dedekind totients. Recall that, for any
means that every prime factor of n is a prime factor of q. We define 1 ∞ q to be the characteristic function of the integers n satisfying n | q ∞ . It is important to note that
This can easily be checked for prime powers p α and extended to all integers using multiplicativity.
⊲ Finally, if F and G are two arithmetic function, the Dirichlet convolution product F ⋆ G is given by
We always use the convention that an empty product is equal to 1.
3. PROOF OF THEOREM 1.1 3.1. Lemmas.
Proof. This follows from (2.1) and the convolution identity
Note that the sum of the left-hand side has also been investigated in [3] by a completely different method.
Proof. We first prove that, for any n ∈ Z 1 and any squarefree divisor d of n
The result is obvious if n = 1. Assume n 2 and let d be a squarefree divisor of n. Then, from (2.1)
The asserted result then follows from
Proof. This is well-known. For instance, this can be checked for prime powers and then extended to all integers by multiplicativity.
Proof. Let S k (q) be the sum of the left-hand side. We proceed by induction on k, the case k = 1 being Lemma 3.3 with k = 1. Suppose that the result is true for some k 1. Then, using induction hypothesis and Lemma 3.3, we get
completing the proof. ⊓ ⊔ 3.2. Proof of Theorem 1.1. From Lemma 3.1, we have
The change of variable m = n 1 · · · n r −1 yields
where we used Lemma 3.2 with q = n 1 · · · n r −2 . Now since n 1 · · · n r −2 | γ(m) is equivalent to both n 1 · · · n r −2 | γ(m) and µ (n 1 ) 2 = · · · = µ (n r −2 ) 2 = 1, we infer
Lemma 3.4 then gives
as asserted. ⊓ ⊔ 3.3. Proof of Corollaries 1.2 and 1.3. We start with an estimate which is certainly well-known, but we provide a proof for the sake of completeness. The unconditional estimate is quite similar to the usual bound given by the Selberg-Delange method (see [9, Théorème II.6.1] with z ∈ Z <0 ). 
Furthermore, the Riemann Hypothesis is true if and only if, for any
where G k (s) is a Dirichlet series absolutely convergent in the half-plane σ > We use Perron's summation formula in the shape [7, Corollary 2.2], giving
By [2] , ζ(s) has no zero in the region σ 1 − c(log |t |)
(log log |t |)
and |t | 3, so that we may shift the line of integration to the left and apply Cauchy's theorem in the rectangle with vertices κ ± i T , 1 − α ± i T . In this region
Therefore, the contribution of the horizontal sides does not exceed
and the contribution of the vertical side is bounded by
With the choice of κ, the 2nd error term does not exceed
Since the path of integration does not surround the origin, nor the poles of the integrand, Cauchy's theorem and the choice of T give the asserted estimate for any c 0 . If the Riemann Hypothesis is true, then by Perron's formula again
We shift the line σ = 2 to the line σ = , so that similar argument as above yields
and the choice of T = x 2 gives the asserted estimate. On the other hand, if
then the series L(s, f k ) converges for σ > 
Proof. Set u (n 1 , . . . , n r ) := µ (n 1 · · · n r )
x n 1 ···n r . Since u is symmetric with respect to the r variables n 1 , . . . , n r , multiplying the left-hand side by r ! amounts to summing in the hypercube [1, x] r , but we must take the diagonals into account. By a sieving argument, we get n 1 ,...,n r x u (n 1 , . . . , n r ) = r ! 1 n 1 <···<n r x u (n 1 , . . . , n r )
where the variable n j appears j times in the inner sum. Now since
so that u n j , . . . , n j , n j +1 , . . . , n r = 0 as soon as n j > 1 since j 2, we infer that the inner sum is 
Proof. The proof is similar to that of Lemma 3.1 except that we replace (2.1) by the convolution identity
where n = ab, (a, b) = (a, q) = 1 and b | q ∞ .
⊓ ⊔
Our next result is the analogue of Lemma 3.2.
Proof. The sum of the left-hand side is equal to
Now as in the proof of Lemma 3.2, we derive
so that the inner sum of the right-hand side of the lemma is 
Proof. Define
so that the sum of the left-hand side is n x ϕ r (n).
The lemma follows by noticing that the function ϕ r is multiplicative and that ϕ r p α = r + 2 for all prime powers p 
and Lemmas 3.4 and 4.3 imply that
This identity is a consequence of the following more general result. Then, for any r ∈ Z 2 and x ∈ R 1 S r (x) = r T r −1 (x).
Proof. An easy induction shows that, for any r ∈ Z 2 (5.1) T r −1 (x) = ⊓ ⊔ When f = µ, then µ ⋆ 1 = δ where δ is the identity element of the Dirichlet convolution product, i.e. δ(n) = 1 if n = 1 and δ(n) = 0 otherwise, and hence T r (x) = n x τ r (n) by induction. 
