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ABSTRACT
The complete renormalization procedure of a general N = 1 supersymmetric gauge
theory in the Wess-Zumino gauge is presented, using the regulator free “algebraic renor-
malization” procedure. Both gauge invariance and supersymmetry are included into one
single BRS invariance. The form of the general nonabelian anomaly is given. Further-
more, it is explained how the gauge BRS and the supersymmetry functional operators can
be extracted from the general BRS operator. It is then shown that the supersymmetry op-
erators actually belong to the closed, finite, Wess-Zumino superalgebra when their action
is restricted to the space of the “gauge invariant operators”, i.e. to the cohomology classes
of the gauge BRS operator.
An erratum is added at the end of the paper.
1Supported in part by the Swiss National Science Foundation.
1 Introduction and Conclusions
The first papers on supersymmetric gauge theories and on their renormalization appeared
a long time ago [1, 2, 3]. The renormalization of these theories as well as the construction
of gauge invariant operators like, e.g., the supercurrent, have been completely performed,
for the N = 1 case, using the superspace formalism [4, 5].
Theories with supersymmetry breaking remain to be studied systematically. The su-
perspace renormalization schemes, well adapted to exact supersymmetry, may be extended
to the case of broken supersymmetry [4]. However, in such a situation, the main benefits
of superspace renormalization, such as manifest supersymmetry, the nonrenormalization
theorem of the chiral interactions, etc. [6, 7, 4], are lost in great part. It seems therefore
desirable to be able to master the renormalization procedure in terms of component fields
which, in the Wess-Zumino gauge, presents the advantage of using a much smaller number
of field variables – a non negligible aspect if one intends to perform explicit calculations.
In the Wess-Zumino gauge, however, the supersymmetry transformations act nonlin-
early on the fields and, what is more critical, their algebra is not closed [8]. Renormal-
ization of supersymmetric gauge theories within this framework has yet been performed
in the cases of N = 4 [9], N = 2 [10, 11] and N = 1 [12] supersymmetry. The approach
is based on a nilpotent generalized BRS operator which combines the gauge invariance
of the theory with its rigid invariances – supersymmetry in the present case. The whole
symmetry algebra is translated into the nilpotency of the generalized BRS operator. Gen-
eralized BRS invariance is expressed, as usual, by a Super Slavnov-Taylor (SST) identity.
The renormalizability proof and the search for the possible anomalies are done using the
method of algebraic renormalization [13], which has the effect of reducing the analysis to
a cohomology problem in the space of the local field polynomials.
The present paper deals with N = 1 supersymmetric gauge theories, without breaking,
the case of broken supersymmetry being left for subsequent publications [14]. Beyond
presenting the formalism, giving a simple proof of renormalizability and deriving, as a new
result, the explicit form of the gauge anomaly, our aim is to answer the following question:
rigid symmetries – supersymmetry in our case – being “hidden” in the generalized BRS
operator which also contains gauge invariance, how the rigid invariance – or covariance
– of gauge invariant operators can be characterized ? Answering this question means
finding a way to extract the rigid symmetry generators from the BRS operator. We shall
see that this can be done, and that it leads to an equivariant cohomological structure [15].
The nice outcome is that these generators, when restricted to gauge invariant operators,
i.e. to cohomology classes of the gauge BRS operator, obey a closed algebra. We conclude
with the derivation of the Callan-Symanzik equation.
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2 The Model
N = 1 supersymmetry, involving fields with spin not greater than one, is realized by
means of two multiplets [16] :
the matter multiplet (ψαa , φa), consisting of a Weyl fermion ψ
α
a and a complex scalar field
φa, where α is a spinorial index and the index a runs over an arbitrary representation
of the gauge group, carried by the anti-Hermitian matrices (T i)ab;
the Yang-Mills multiplet (Aiµ, λ
iα), formed by the gauge field and a Weyl fermion, both
belonging to the adjoint representation of the gauge group2.
In the Wess-Zumino gauge, the supersymmetry transformation laws are realized non-
linearly, the nonlinearities being concentrated into the variations of the spinors of the
theory. As a consequence, the supersymmetry algebra does not close simply on the trans-
lations, but it exhibits two kinds of obstructions, represented by terms which vanish when
equations of motion are used (i.e. on-shell) and, in addition, by field dependent gauge
transformations [16] :
[δ1, δ2]Φ = (ε
α
1σ
µ
αβ˙
ε¯β˙2 − ε
α
2σ
µ
αβ˙
ε¯β˙1 )∂µΦ
+δgauge(ω
i)Φ
+ field equations ,
(2.1)
where Φ collectively denotes all the fields of the theory, δ describes the supersymmetry
transformations having εα as infinitesimal fermionic parameter, and δgauge(ω
i)Φ stands
for gauge transformations with field dependent parameter ωi, which, for N = 1 SYM is
ωi ≡ (εα1σ
µ
αβ˙
ε¯β˙2 − ε
α
2σ
µ
αβ˙
ε¯β˙1 )A
i
µ. (2.2)
Such an algebraic structure is a common feature of all supersymmetric gauge field theories
in the Wess-Zumino gauge, and it has been shown in Ref. [8] that the usual approach
consisting in treating separately gauge invariance and supersymmetry leads to a theory
which requires infinitely many external sources to be renormalized, because the presence
of the field dependent gauge transformations δgauge(ω
i) entails an hopelessly open algebra.
The introduction of auxiliary fields in order to put the formalism off-shell, i.e. to eliminate
from (2.1) the presence of the equations of motion, even in the cases in which that is
possible, does not help to solve this problem.
An alternative and more convenient way to proceed is to collect all the symmetries of
the theory into a unique operator, and promoting the parameters εα to the rank of global
ghosts, with Faddeev-Popov (ΦΠ) charge and negative dimensions [17, 12, 9, 10, 11, 18].
The theory is consequently defined by a SST identity, and the supersymmetry algebra
2Our conventions are listed in Appendix C.
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is contained into the simple nilpotency relation of the corresponding linearized Slavnov-
Taylor (ST) operator.
This same approach allowed to prove the perturbative finiteness of the topological
models [19], which exhibit a supersymmetry-like algebraic structure, and to study the
renormalizability of Super Yang-Mills theories (SYM), also in presence of extended su-
persymmetry [9, 10, 11].
The generalized BRS transformations, including ordinary BRS, supersymmetry, trans-
lations and R-symmetry, are :
sAiµ = (Dµc)
i + εασµαβ˙λ¯
iβ˙ + λiασµαβ˙ ε¯
β˙ − iξν∂νAiµ
sλiα = −f ijkcjλkα − 1
2
εγσµνγ
αF iµν −
i
2
g2εα(φ¯aT
i
abφb)− iξ
µ∂µλ
iα − ηλiα
sφa = −T iabc
iφb + 2ε
αψaα − iξµ∂µφa −
2
3
ηφa
sψαa = −T
i
abc
iψαb − iσ
µα
β˙ ε¯
β˙(Dµφ)a + 2ε
αλ¯(abc)φ¯bφ¯c − iξ
µ∂µψ
α
a +
1
3
ηψαa
sci = −1
2
f ijkcjck − 2iεασ µ
αβ˙
ε¯β˙Aiµ − iξ
µ∂µc
i
sc¯i = bi − iξµ∂µc¯
i
sbi = −2iεασ µ
αβ˙
ε¯β˙∂µc¯
i − iξµ∂µbi
sξµ = −2εασ µ
αβ˙
ε¯β˙
sεα = −ηεα
sη = 0 ,
(2.3)
where c, c¯ and b are respectively the ghost, the antighost and the Lagrange multiplier
commonly introduced in order to fix the gauge, and εα, ξµ and η are the global ghosts
associated to the supersymmetry, the translations and the R-symmetry3. The covariant
derivatives and the field strength are defined as follows :
F iµν = ∂µA
i
ν − ∂νA
i
µ + f
ijkAjµA
k
ν , (2.4)
(Dµϕ)
i = ∂µϕ
i + f ijkAjµϕ
k, ϕi ∈ adjoint representation
(Dµψ)a = ∂µψa + T
i
abA
i
µψb, ψa ∈ matter field representation.
(2.5)
The most general action of dimension 4, invariant under the transformation s, is
S = SSYM + Sgf , (2.6)
3The global ghosts η and ξ are imaginary :
η¯ = −η, ξ¯ = −ξ,
and we recall the following conjugation rule :
sBos = sBos, sFer = −sFer,
where Bos and Fer represent some bosonic or fermionic field, respectively.
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where
SSYM =
∫
d4x
(
1
g2
(
−
1
4
F iµνF iµν − iλ
iασ µ
αβ˙
(Dµλ¯
β˙)i
)
−
1
8
g2|φ¯aT
i
abφb|
2 +
1
2
|Dµφ|
2
−iψαaσ
µ
αβ˙
(Dµψ¯
β˙)a − 2λ(abc)φbφcλ¯(ade)φ¯dφ¯e − iψ¯aβ˙T
i
abφbλ¯
iβ˙
−iλiαφ¯aT iabψbα + 2λ(abc)ψ
α
aψbαφc + 2λ¯(abc)ψ¯aβ˙ψ¯
β˙
b φ¯c
)
,
(2.7)
and
Sgf = s
∫
d4x c¯i∂µAiµ
=
∫
d4x
(
bi∂µAiµ + (∂
µc¯i)
(
(Dµc)
i + εασµαβ˙λ¯
iβ˙ + λiασµαβ˙ ε¯
β˙
))
.
(2.8)
The action S depends on two kinds of coupling constants: the gauge coupling constant g
and the Yukawa couplings λ(abc), which are completely symmetric in their indices. Notice
that the fact of dealing with a generalized BRS operator which contains all the symmetries
of the theory, allows us to solve easily, by means of the trivial cocycle (2.8), also another
drawback affecting the usual approach which keeps separate the BRS transformations and
the supersymmetry, i.e. the possibility of defining an invariant gauge fixing term [8] (here
we have adopted the Landau gauge).
The important property of the operator s is to be nilpotent on-shell. More precisely, s is
exactly nilpotent on all the fields but the spinors, on which its square gives equations of
motion
s2 = field equations. (2.9)
In order to get the on-shell nilpotency of the generalized BRS operator s, it has been
crucial that the ghost c transforms into the field dependent parameter of the gauge trans-
formations present in the algebra (2.1), besides translations and ordinary BRS variation.
We have thus successfully managed to transform the algebraic structure (2.1), which is
very difficult to handle, into a simple on-shell nilpotency relation. Quantizing a theory
defined by a on-shell nilpotent operator is a well known problem [20]. To write the SST
identity corresponding to the generalized BRS transformations (2.3), it is sufficient to add
to the action a source term Sext, which contains, besides the usual external sources coupled
to the nonlinear s-variations of the quantum fields, also nonstandard terms, quadratic in
the external sources. This corrects for the fact that the s-operator is on-shell rather than
off-shell nilpotent :
Sext =
∫
d4x
(
A∗iµ(sAiµ) + λ
∗iα(sλiα) + λ¯
∗i
β˙
(sλ¯iβ˙) + φ∗a(sφa) + φ¯
∗
a(sφ¯a) + ψ
∗α
a (sψaα)
+ψ¯∗aβ˙(sψ¯
β˙
a ) + c
∗i(sci)− g
2
2
(εαλ∗iα − ε¯β˙λ¯
∗iβ˙)2 + 2εαψ∗aαε¯β˙ψ¯
∗β˙
a
)
.
(2.10)
We are now able to write, for the total classical action
Σ = SSYM + Sgf + Sext, (2.11)
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the SST identity
S(Σ) = 0, (2.12)
where
S(Σ) =
∫
d4x
(
δΣ
δA∗iµ
δΣ
δAiµ
+
δΣ
δλ∗iα
δΣ
δλiα
+
δΣ
δλ¯∗iβ˙
δΣ
δλ¯i
β˙
+
δΣ
δφ∗a
δΣ
δφa
+
δΣ
δφ¯∗a
δΣ
δφ¯a
+
δΣ
δψ∗aα
δΣ
δψαa
+
δΣ
δψ¯∗β˙a
δΣ
δψ¯aβ˙
+
δΣ
δc∗i
δΣ
δci
+ (bi − iξµ∂µc¯
i)
δΣ
δc¯i
+
(
−2iεασ µ
αβ˙
ε¯β˙∂µc¯
i − iξµ∂µbi
) δΣ
δbi
)
− 2εασ µ
αβ˙
ε¯β˙
∂Σ
∂ξµ
− ηεα
∂Σ
∂εα
− ηε¯β˙
∂Σ
∂ε¯β˙
.
(2.13)
For renormalization purposes, a relevant object is the linearized SST operator
BΣ =
∫
d4x
(
δΣ
δA∗iµ
δ
δAiµ
+
δΣ
δAiµ
δ
δA∗iµ
+
δΣ
δλ∗iα
δ
δλiα
−
δΣ
δλiα
δ
δλ∗iα
+
δΣ
δλ¯∗iβ˙
δ
δλ¯i
β˙
−
δΣ
δλ¯iβ˙
δ
δλ¯∗i
β˙
+
δΣ
δφ∗a
δ
δφa
+
δΣ
δφa
δ
δφ∗a
+
δΣ
δφ¯∗a
δ
δφ¯a
+
δΣ
δφ¯a
δ
δφ¯∗a
+
δΣ
δψ∗aα
δ
δψαa
−
δΣ
δψaα
δ
δψ∗αa
+
δΣ
δψ¯∗β˙a
δ
δψ¯aβ˙
−
δΣ
δψ¯β˙a
δ
δψ¯∗aβ˙
+
δΣ
δc∗i
δ
δci
+
δΣ
δci
δ
δc∗i
+ (bi − iξµ∂µc¯i)
δ
δc¯i
+(−2iεασ µ
αβ˙
ε¯β˙∂µc¯
i − iξµ∂µbi)
δ
δbi
)
− 2εασ µ
αβ˙
ε¯β˙
∂
∂ξµ
− ηεα
∂
∂εα
− ηε¯β˙
∂
∂ε¯β˙
,
(2.14)
which, by effect of (2.12), is off-shell nilpotent
B2Σ = 0. (2.15)
The dimensions, Grassmann parities and R-weights of the fields are shown in Table 1.
The fields commute or anticommute according to the formula:
ϕ1ϕ2 = (−1)
GP1·GP2ϕ2ϕ1. (2.16)
Aµ λ φ ψ c c¯ b ξ
µ ε η A∗µ λ
∗ φ∗ ψ∗ c∗
d 1 3/2 1 3/2 0 2 2 -1 -1/2 0 3 5/2 3 5/2 4
GP 0 1 0 1 1 1 0 1 0 1 1 0 1 0 0
ΦΠ 0 0 0 0 1 -1 0 1 1 1 -1 -1 -1 -1 -2
R 0 -1 -2/3 1/3 0 0 0 0 -1 0 0 1 2/3 -1/3 0
Table 1: Dimensions d, Grassmann parity GP , ghost number ΦΠ and R-weights.
3 Renormalization
According to the approach presented in the previous section, the theory is formally char-
acterized by the same set of constraints defining the ordinary Yang-Mills theories [13]. In
fact, N = 1 SYM is defined by the following identities :
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the SST identity
S(Σ) = 0, (3.1)
which contains the ordinary ST identity and the Ward identities for the supersym-
metry, for the translations and for the R-symmetry;
the gauge condition
δΣ
δbi
= ∂µAiµ ; (3.2)
the ghost equation
F iΣ = ∆ig , (3.3)
which is peculiar to the Landau gauge [21], with
F i ≡
∫
d4x
(
δ
δci
− f ijkc¯j
δ
δbk
)
(3.4)
and where
∆ig ≡
∫
d4x
(
f ijk
(
− A∗jµAkµ + λ
∗jαλkα + λ¯
∗j
β˙
λ¯kβ˙ + c∗jck
)
+T iab
(
φ∗aφb + φ¯
∗
aφ¯b − ψ
∗α
aψbα − ψ¯
∗
aβ˙ψ¯
β˙
b
)) (3.5)
is a classical breaking, i.e. is linear in the dynamical fields.
the global ghost equations
∂Σ
∂ξµ
= ∆tµ ,
∂Σ
∂η
= ∆R , (3.6)
where ∆tµ and ∆R are classical breakings given by
∆tµ ≡ −i
∫
d4x
(
−A∗iν∂µA
iν + λ∗iα∂µλ
i
α + λ¯
∗i
β˙
∂µλ¯
iβ˙ + c∗i∂µc
i
−φ∗a∂µφa − φ¯
∗
a∂µφ¯a + ψ
∗α
a∂µψaα + ψ¯
∗
aβ˙∂µψ¯
β˙
a
)
,
(3.7)
∆R ≡
∫
d4x
(
−λ∗iαλiα + λ¯
∗i
β˙
λ¯iβ˙ +
2
3
φ∗aφa −
2
3
φ¯∗aφ¯a +
1
3
ψ∗αaψaα −
1
3
ψ¯∗aβ˙ψ¯
β˙
a
)
. (3.8)
We can then write the following algebra, valid for any functional γ with zero GP :
BγS(γ) = 0, (3.9)
δ
δbi
S(γ)− Bγ
(
δγ
δbi
− ∂µA
iµ
)
= F¯ iγ, (3.10)
F¯ iS(γ) + BγF¯
iγ = 0, (3.11)
6
F iS(γ) + Bγ
(
F iγ −∆ig
)
=W irigγ, (3.12)
W irigS(γ)− BγW
i
rigγ = 0, (3.13)
∂
∂ξµ
S(γ) + Bγ
(
∂γ
∂ξµ
−∆tµ
)
=Wµγ, (3.14)
WµS(γ)− BγWµγ = 0, (3.15)
∂
∂η
S(γ) + Bγ
(
∂γ
∂η
−∆R
)
=WRγ, (3.16)
WRS(γ)− BγWRγ = 0, (3.17)
which also contains an antighost operator F¯ i and Ward operators for the rigid transfor-
mations W irig, for the translations Wµ and for the R-transformations WR, given by :
F¯ i ≡
δ
δc¯i
+ ∂µ
δ
δA∗iµ
+ iξµ∂µ
δ
δbi
, (3.18)
W irig ≡
∫
d4x
(
−f jik
Akµ δ
δAjµ
+ A∗kµ
δ
δA∗jµ
+ λkα
δ
δλjα
+ λ∗kα
δ
δλ∗jα
− λ¯k
β˙
δ
δλ¯j
β˙
−λ¯∗k
β˙
δ
δλ¯∗j
β˙
+ ck
δ
δcj
+ c∗k
δ
δc∗j
+ c¯k
δ
δc¯j
+ bk
δ
δbj

−T iab
(
φb
δ
δφa
+ φ∗b
δ
δφ∗a
+ φ¯b
δ
δφ¯a
+ φ¯∗b
δ
δφ¯∗a
+ ψαb
δ
δψαa
+ ψ∗αb
δ
δψ∗αa
−ψ¯bβ˙
δ
δψ¯aβ˙
− ψ¯∗bβ˙
δ
δψ¯∗aβ˙
))
,
(3.19)
Wµ ≡ −i
∫
d4x
 ∑
all fields ϕ
∂µϕ
δ
δϕ
 , (3.20)
WR ≡
∫
d4x
(
−λiα
δ
δλiα
+ λ∗iα
δ
δλ∗iα
+ λ¯iβ˙
δ
δλ¯iβ˙
− λ¯∗iβ˙
δ
δλ¯∗iβ˙
− 2
3
φa
δ
δφa
+2
3
φ∗a
δ
δφ∗a
+ 2
3
φ¯a
δ
δφ¯a
− 2
3
φ¯∗a
δ
δφ¯∗a
+ 1
3
ψαa
δ
δψαa
− 1
3
ψ∗αa
δ
δψ∗αa
−1
3
ψ¯β˙a
δ
δψ¯β˙a
+ 1
3
ψ¯∗β˙a
δ
δψ¯∗β˙a
)
− εα
∂
∂εα
− ε¯β˙
∂
∂ε¯β˙
,
(3.21)
where “all fields” includes all the fields listed in Table 1.
Setting γ ≡ Σ in the relations (3.9) to (3.17) and using the conditions (3.1) to (3.6)
satisfied by the classical action Σ, leads to :
F¯ iΣ = 0, W irigΣ = 0, WµΣ = 0, WRΣ = 0. (3.22)
The equations (3.3) and (3.6) express thus the linearity of the rigid transformations,
of the translations and of the R-transformations.
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The aim of the renormalization is to construct a quantum extension of the theory,
described by the 1PI generating functional
Γ = Σ +O(h¯), (3.23)
obeying the conditions (3.1) to (3.6). By consequence of the algebra (3.9) to (3.17), it
will also obey the equations (3.22).
Supersymmetric gauge field theories are characterized by the lack of a coherent regular-
ization scheme under which all the symmetries of the theory, i.e. BRS and supersymmetry,
are preserved. This implies the adoption of a renormalization procedure not relying on
a particular kind of regularization. The algebraic procedure of renormalization, based on
the general grounds of power counting and locality, satisfies this requirement [13]. Fol-
lowing this method, the discussion of the quantum extension of the theory is organized
according to two independent parts :
1. The study of the stability of the classical action under radiative corrections. This
amounts to the search of the possible invariant counterterms and to check that they
all correspond to a renormalization of the free parameters of the classical theory,
i.e. of the coupling constants and of the field amplitudes.
2. The search for anomalies, i.e. the investigation whether the symmetries of the theory
survive at the quantum level.
3.1 Stability
In order to check that the classical action is stable under radiative corrections, i.e. that
these can be reabsorbed through a redefinition of the fields and the parameters of the the-
ory, we perturb the classical action Σ by a local functional Σc, having the same quantum
numbers as Σ, namely canonical dimensions four and vanishing ΦΠ-charge :
Σ −→ Σ′ ≡ Σ+ ζΣc, (3.24)
where ζ is an infinitesimal parameter.
We then require that the perturbed action Σ′ satisfies the constraints (3.1) to (3.6)
defining the theory. This implies that the perturbation Σc
1. does not depend on b, ξ, η;
2. does depend on the ghost c only if differentiated.
Furthermore, it follows from the SST identity (3.1) and the algebra (3.9) to (3.17) that Σc
8
3. obeys the condition F¯ iΣc = 0, which implies that Σc depend on c¯ and A
∗µ only
through the combination
Aˆ∗iµ ≡ ∂µc¯i + A∗iµ; (3.25)
4. obeys the conditions of invariance
W irigΣc = 0, WµΣc = 0, WRΣc = 0. (3.26)
Finally, at the first order in ζ , the SST identity (3.1) imposed to the perturbed ac-
tion Σ′, translates into the following condition on the perturbation :
5.
BΣΣc = 0. (3.27)
The equation (3.27) constitutes a cohomology problem, due to the nilpotency of the
linearized SST operator BΣ (see (2.15)). Its solution can always be written as the sum of
a trivial cocycle BΣΣˆ, corresponding to fields renormalizations, which are unphysical, and
one or more elements belonging to the cohomology of BΣ, i.e. which cannot be written as
BΣ-variations :
Σc = Σph + BΣΣˆ . (3.28)
The strategy we applied to construct the explicit form of these terms is explained in the
Appendix B and we give here the solution :
Σph = Zg
∂Σ
∂g
+ Z(abc)
∂Σ
∂λ(abc)
+ Z¯(abc)
∂Σ
∂λ¯(abc)
(3.29)
Σˆ =
∫
d4x
(
ZA(Aˆ
∗iµAiµ−λ
∗iαλiα− λ¯
∗i
β˙
λ¯iβ˙)+Zφab(φ
∗
aφb−ψ
∗α
aψbα)+Zφ¯ab(φ¯
∗
aφ¯b− ψ¯
∗
aβ˙ψ¯
β˙
b )
)
,
(3.30)
where Zg, ZA are arbitrary constants and Z(abc), Z¯(abc), Zφab, Zφ¯ab are invariant tensors.
The relations between the renormalizations constants, appearing in Σˆ, of fields belonging
to a same supermultiplet, are the consequence of the observation, stated in Appendix A,
according to which the counterterm cannot depend on terms containing εAˆ∗, εφ∗ and their
complex conjugates. Notice also that the cohomology part Σph depends on parameters
which correspond to possible multiplicative renormalizations (and hence nonvanishing
beta functions) of the gauge coupling constant and of the Yukawa couplings. This is an
algebraic result which just shows that the radiative corrections can be reabsorbed and
that no new terms appear at the quantum level, which was our aim.
Remark: This result is in agreement with the generic situation. In certain cases, how-
ever, a nonrenormalization theorem [6] states that the Yukawa couplings remain unrenor-
malized. But this has been shown only within the superspace formalism [7]. And even in
this case, finite renormalizations may occur if there are massless particles [22]. Note also
that a class of N = 1 SYM theories does exist, where no coupling constant renormalization
occurs at all [23].
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3.2 Anomalies
In this subsection we will deal with the problem of defining a quantum vertex func-
tional which satisfies the SST identity, or, in other words, which preserves the symmetries
defining the classical theory. For what concerns Super Yang-Mills theories within the
superspace approach, it has been demonstrated in [5, 4], that the only anomaly affecting
N = 1 SYM is the supersymmetric extension of the standard Adler-Bardeen anomaly,
and its explicit form has been given in [24]. To our best knowledge, the same result for
N = 1 SYM in the Wess-Zumino gauge has been obtained in [12] for the abelian case, the
expression for the nonabelian supersymmetric gauge anomaly written in the Wess-Zumino
gauge being still lacking.
In fact, the aim of the renormalization is to show that it is possible to define a quantum
vertex functional
Γ = Σ +O(h¯), (3.31)
such that, as for the classical theory
S(Γ) = 0, (3.32)
δΓ
δbi
= ∂µA
iµ, F iΓ = ∆ig,
∂Γ
∂ξµ
= ∆tµ,
∂Γ
∂η
= ∆R. (3.33)
Our strategy will thus be the following: we begin by imposing (3.33) and try to
solve (3.32). But, before doing the latter, it will be convenient to require the validity
of the conditions
F¯ iΓ = 0, W irigΓ = 0, WµΓ = 0, WRΓ = 0, (3.34)
which anyhow follow from (3.32) and (3.33) through the algebra (3.9) to (3.17). Actually
this program will fail, namely the SST (3.32) will turn out to be anomalous :
S(Γ) = r∆SAB, (3.35)
where ∆SAB is the anomaly to be derived in the following (see (3.42) for the result) and r
is a well-known function of the parameters of the theory of order h¯ [4, 25], which however
cannot be determined by the pure algebraic method used here.
On the one hand, the extension of the classical conditions (3.2), (3.3) and (3.6) to
their quantum counterparts (3.33) is trivial (see [13]), and the extension of the classical
rigid invariances (3.22) to their quantum counterparts (3.34) has been proven in [26, 13].
The search of the breaking ∆SAB of the SST identity (3.35), on the other hand, requires
some care. The rest of this section will be devoted to this end.
According to the quantum action principle [27, 13], the SST identity gets a quantum
breaking
S(Γ) = ∆ · Γ, (3.36)
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which, at the lowest order in h¯, is a local integrated functional with canonical dimension
four and Faddeev-Popov charge one
∆ · Γ = ∆+O(h¯∆). (3.37)
The algebra (3.9) to (3.17), written for the functional Γ, at the lowest non-vanishing
order in h¯ implies the following consistency conditions on the breaking ∆ :
δ∆
δbi
= 0, F i∆ = 0,
∂∆
∂ξµ
= 0,
∂∆
∂η
= 0, (3.38)
F¯ i∆ = 0, W irig∆ = 0, Wµ∆ = 0, WR∆ = 0, (3.39)
BΣ∆ = 0. (3.40)
Notice that the consistency conditions (3.38) to (3.40) formally coincide with the relations
determining the counterterm. The difference is that now the solution must belong to the
space of local functionals having Faddeev-Popov charge one instead of zero. Therefore,
the first eight conditions tell us that the breaking ∆ does not depend on bi, ξµ and η, that
the ghost ci must always be differentiated, that c¯i and A∗iµ appear only in the combination
Aˆ∗iµ (3.25) and that ∆ is invariant under the rigid transformations, the translations and
the R-transformations.
The last consistency condition (3.40) is often called the Wess-Zumino consistency
condition. Like the corresponding one in the zero-ΦΠ sector (3.27), it constitutes a
cohomology problem. Its solution can always be written as the sum of a trivial cocycle
BΣ∆ˆ, which can be absorbed in Γ as a local counterterm −∆ˆ, and one or more elements
belonging to the cohomology of BΣ, i.e. which cannot be written as BΣ-variations :
∆ = BΣ∆ˆ + ∆
# (3.41)
The method applied to construct the explicit form of the anomaly ∆# is explained in
Appendix B and leads to
∆# ≡ r∆SAB = r
∫
d4x
(
ǫµνρσ
{
dijk
(
∂µc
i − 2λiασµαβ˙ ε¯
β˙ − 2εασµαβ˙λ¯
iβ˙
)
Ajν∂ρA
k
σ
+ Dijmk
(
1
12
∂µc
i − 1
4
λiασµαβ˙ ε¯
β˙ − 1
4
εασµαβ˙ λ¯
iβ˙
)
AjνA
m
ρ A
k
σ
}
−3dijk
(
εαλiαλ¯
j
β˙
λ¯kβ˙ − ε¯β˙λ¯
iβ˙λjαλkα
) )
,
(3.42)
where dijk is the totally symmetric invariant tensor of rank three given by
dijk ≡ d(ijk) =
1
2
Tr
(
τ i
{
τ j , τk
})
, (3.43)
and Dijmk is an invariant tensor of rank four given by
Dijmk ≡ dnijfnmk + dnikfnjm + dnimfnkj. (3.44)
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4 Symmetry Generators
All the rigid symmetries of the theory (supersymmetry, translations and R-invariance)
have been included, together with the original gauge BRS invariance, into a single ST
identity, which we assume from now on to be free of anomaly (see (3.35)) :
S(Γ) = 0 , (4.1)
From its construction, based on the nilpotency of the generalized BRS operator s (2.3),
this identity also incorporates the full algebra formed by the various symmetries.
However, since the original algebra was not closed, it not obvious how one can recover
the individual symmetry generators and their algebra from (4.1).
The purpose of the present section is to show that it is in general possible to obtain
functional operators which generate the ordinary gauge BRS transformations and the
rigid symmetries. Moreover, the generator of the gauge BRS transformations is nilpotent,
it commutes with those of the rigid symmetries, and the latter obey an algebra which
closes when their action is restricted to the space of gauge invariant operators, i.e. to the
cohomology space of the gauge BRS operator.
Such generators are useful in the construction of (super)multiplets of gauge invariant
operators, e.g. in the construction of the Ferrara-Zumino supercurrent [28] in the Wess-
Zumino gauge [14].
Let us expand the linearized, nilpotent SST operator BΓ, corresponding to the SST
identity (4.1), according to the filtration operator
N = εα
∂
∂εα
+ ε¯α˙
∂
∂ε¯α˙
+ ξµ
∂
∂ξµ
+ η
∂
∂η
. (4.2)
This operator counts the degree in the global ghosts. The expansion reads
BΓ =
∑
n≥0
Bn , with [N ,Bn] = nBn . (4.3)
The nilpotency of BΓ,
B2Γ = 0 , (4.4)
which follows from the SST identity (4.1), implies, at the orders 0,1 and 2, the identities
B0
2 = 0 ,
{B0,B1} = 0 ,
B1
2 + {B0,B2} = 0 .
(4.5)
respectively, where {·, ·} means the anticommutator. We first remark that B0, i.e. the
operator BΓ taken at vanishing global ghosts, coincides with the “usual” linearized ST
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operator, i.e. the one corresponding to the gauge BRS operator. It is this BRS operator
which is used to define the physical, i.e. gauge invariant, quantum operators, as follows.
Definition: A gauge invariant quantum operator is defined by the cohomology classes of
the BRS operator B0. More explicitly, such a gauge invariant operator is defined by
1) an insertion Q · Γ, i.e. the generating functional of the 1PI Green functions with
the composite field Q inserted, obeying the invariance condition
B0 (Q · Γ) = 0 , (4.6)
2) the equivalence relation
Q · Γ ∼ Q′ · Γ if and only if Q · Γ−Q′ · Γ = B0(Qˆ · Γ)
for some insertion Qˆ .
(4.7)
The second identity (4.5) , which expresses the commutativity of the gauge transfor-
mations with B1, allows to define the action of B1 in the space of the gauge invariant
operators defined above. Indeed, if Q · Γ is a representative of a B0-cohomology class,
then B1(Q · Γ) is still a representative of such a class.
The third identity (4.5) means that the restriction of the operator B1 to the space
of the gauge invariant operators is nilpotent. Indeed, on any representative Q of a B0-
cohomology class, one has
B1
2(Q · Γ) = −B0B2(Q · Γ) ∼ 0 . (4.8)
One may call this property “equivariant nilpotency” [15].
Eq. (4.8) is the desired result. In order to see this, let us define the rigid symmetry
generators W by the expansion
B1 = ε
αWα + ε¯
α˙W¯α˙ + ξ
µWµ + ηWR − 2ε
ασµαα˙ε¯
α˙ ∂
∂ξµ
− ηεα
∂
∂εα
+ ηε¯α˙
∂
∂ε¯α˙
, (4.9)
where we have separated the terms expressing the transformation laws of the global ghosts,
from the rest which is linear in these ghosts. Then it is obvious that the equivariant
nilpotency of B1 implies the “equivariant algebra”{
Wα, W¯α˙
}
∼ 2σµαα˙Wµ ,
[WR,Wα] ∼ Wα ,
[
WR, W¯α˙
]
∼ −W¯α˙ ,
(other (anti)commutators ∼ 0) .
(4.10)
Remark: This result reproduces at the quantum level the classical supersymmetry algebra
which obviously closes on the translations, when restricted to the space of the classical
gauge invariant operators.
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Since the effective calculations are always done on representatives of the cohomology
classes defining the gauge invariant operators, it is worthwhile to write down explicitly
the algebra of the symmetry generators including the elements pertaining to B2. The
latter are defined by
B2 = ε
αε¯α˙Xαα˙ +
1
2
εαεβYαβ +
1
2
ε¯α˙ε¯β˙Y¯α˙β˙ . (4.11)
(There is no term in η and ξ due to the third and fourth of conditions (3.33) expressing
the linearity of the R-transformations and of the translations.) The second and third of
Eqs. (4.5) then yield
{B0,Wα} = [B0,WR] = 0 ,{
Wα, W¯α˙
}
= 2σµαα˙Wµ − {B0, Xαα˙} ,
{Wα,Wβ} = −{B0, Yαβ} and conjugate equation ,
[WR,Wα] =Wα ,
[
WR, W¯α˙
]
= −W¯α˙ .
(4.12)
This algebra does not close, each order in the filtration bringing new symmetry generators.
5 Nonrenormalization Theorem for the
Anomaly
We have still to show that the anomaly coefficient r in the anomalous SST identity (3.35)
is not renormalized or, more precisely, that it vanishes to all orders if its one-loop order
is equal to zero.
This theorem follows from the observation that the present theory reduces to an or-
dinary gauge theory if one sets the global ghosts ξµ, εα and η to zero. Then it suffices to
refer to the known proofs [29].
6 Callan-Symanzik Equation
Although the theory we are considering is massless, a mass parameter µ must be intro-
duced in order to define the quantum theory. This parameter fixes the scale where the
normalization conditions fixing the free parameters of the theory are taken. Being the
only dimensionful parameter in the present case, it also determines the overall scale of
the theory. This scale is controlled by the Callan-Symanzik equation, which follows from
the renormalizability of the model [13].
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In order to derive the Callan-Symanzik equation, we first observe that the scale oper-
ator µ ∂/∂µ “commutes‘” with the ST operator:
µ
∂
∂µ
S(Γ) = BΓ
(
µ
∂Γ
∂µ
)
. (6.1)
The assumed validity of the SST identity without anomaly and the quantum action prin-
ciple thus imply that the local, dimension 4, insertion µ ∂Γ/∂µ is BΓ-invariant. Let us
expand the latter into a basis of insertions with the same properties. An appropriate ba-
sis is given by the following insertions, which are the quantum extensions of the classical
counterterms (3.29), (3.30):
∂Γ
∂g
,
∂Γ
∂λabc
,
∂Γ
∂λ¯abc
,
NAΓ = BΓ
∫
d4x
(
Aˆ∗A− λ∗λ− λ¯∗λ¯
)
= (NA +Nλ +Nλ¯ −NA∗ −Nλ∗ −Nλ¯∗ −Nb −Nc¯) Γ,
NabΓ = BΓ
∫
d4x (φaφ
∗
b − ψaψ
∗
b ) = (Nφ +Nψ −Nφ∗ −Nψ∗)ab Γ,
N¯abΓ = BΓ
∫
d4x
(
φ¯aφ¯
∗
b − ψ¯aψ¯
∗
b
)
=
(
Nφ¯ +Nψ¯ −Nφ¯∗ −Nψ¯∗
)
ab
Γ,
(6.2)
where we have introduced the counting operators
Nϕ =
∫
d4xϕ
δ
δϕ
, ϕ = A, λ, λ¯, A∗, λ∗, λ¯∗, b, c¯ ,
Nϕab =
∫
d4xϕa
δ
δϕb
, Nϕ∗ab =
∫
d4xϕ∗b
δ
δϕ∗a
, ϕ = φ, ψ, φ¯, ψ¯ .
(6.3)
Expanding now the scale operator in this basis we obtain the Callan-Symanzik equation(
µ
∂
∂µ
+ βg
∂
∂g
+ βabc
∂
∂λabc
+ β¯abc
∂
∂λ¯abc
− γANA − γabNab − γ¯abN¯ab
)
Γ = 0. (6.4)
The β-functions βg, βabc, as well as the anomalous dimensions γA, γab are of order h¯ and
are calculable in terms of vertex functions using the normalization conditions.
Acknowledgments: We would like to thank Carlo Becchi and Claudio Lucchesi for
useful discussions.
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Appendix A. Nonrenormalization of the Linear
Supersymmetry Transformations
The linearity of the supersymmetric transformations of the bosonic fields Aµ, φ is ex-
pressed, at the classical level, by the fact that the right-hand sides of the equations
∂
∂εα
δΣ
δAˆ∗iµ
= σµαα˙λ¯
iα˙,
∂
∂εα
δΣ
δλ¯iα˙
= −Aˆ∗iµ σ
µα˙
α ,
∂
∂εα
δΣ
δφ∗a
= 2ψaα,
∂
∂εα
δΣ
δψaβ
= 2φ∗aδ
β
α,
(A.1)
are at most linear in the dynamical fields.
In the simplifying notation
{B∗M} = {Aˆ∗iµ , φ
∗
a}, {F
A} = {λ¯iα˙ , ψαa },
(and similarly for the associated fields BM , F
∗
A), this reads
∂
∂εα
δΣ
δB∗M
= cAαMFA,
∂
∂εα
δΣ
δFA
= cAαMB
∗M . (A.2)
We want to show that, at all orders of perturbation theory:
∂
∂εα
δΓ
δB∗M
= cAαMFA +∆α ·∆M · Γ = c
A
αMFA +O(F
∗),
∂
∂εα
δΓ
δFA
= cAαMB
∗M +∆′α ·∆
′A · Γ = cAαMB
∗M +O(F ∗F ) +O(F ∗F ∗),
(A.3)
i.e. that the classical results hold up to terms vanishing with F ∗. This implies in particular
that the vertices εαB∗McAαMFA, i.e.
Aˆ∗iµ εσ
µλ¯i, Aˆ∗iµ λ
iσµε¯, 2φ∗aεψa, 2φ¯
∗
aε¯ψ¯a, (A.4)
are not renormalized.
Remark: All the graphs contributing to the radiative corrections to (A.1) or (A.2) are
superficially convergent.
The proof of (A.3) goes by induction. Let us assume it to hold at order h¯n−1:
∂
∂εα
δΓ
δB∗M
= cAαMFA +O(F
∗) +O(h¯n),
∂
∂εα
δΓ
δFA
= cAαMB
∗M +O(F ∗F ) +O(F ∗F ∗) +O(h¯n).
(A.5)
The quantum action principle together with the induction hypothesis imply (for n ≥ 1)
∂
∂εα
δΓ
δB∗M
= cAαMFA +∆α ·∆M · Γ + h¯
n∆αM +O(h¯
n+1),
∂
∂εα
δΓ
δFA
= cAαM +B
∗M +∆′α ·∆
′A · Γ + h¯n∆′α
A +O(h¯n+1).
(A.6)
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Let us begin with the first equation. The double insertion ∆α · ∆M · Γ corresponds to
Feynman graphs where the derivatives with respect to ε and B∗ act on two different
vertices, whereas the single, local, insertion ∆αM corresponds to both derivative acting on
a same vertex. For the latter we have made explicit that only the tree graphs contribute
at its lowest non vanishing order – order h¯n by the induction hypothesis.
The double insertion graphs containing at least one loop, ∆α and ∆M are produced by
terms of the action of order n− 1 at most. Furthermore, since one of them must contain
a factor ε and since, by hypothesis, ε couples to B∗ only in a trivial manner – i.e. linearly
in the dynamical fields – up to this order, it is its coupling with F ∗ which is involved.
Thus
∆α ·∆M · Γ = O(F
∗). (A.7)
Similarly, for the second of the equations (A.6), one obtains
∆′α ·∆
′A · Γ = O(F ∗F ) +O(F ∗F ∗). (A.8)
The additional dependence on F or F ∗ is implied by the conservation of the total number
of these spinor fields, which can easily be checked by inspection of the action.
Let us come now to the single insertions ∆αM and ∆
′
α
A. They are field polynomials of
dimensions bounded by the dimensions of the left-hand sides of (A.6), i.e. by 3/2 and 3,
respectively. Moreover their ghost numbers and R-weights are those of the left-hand
sides, too. A detailed analysis then shows that they have exactly the same form as the
right-hand sides of (A.1). In our notation:
∆αM = r
A
αMFA, ∆
′
α
A = r′
A
αMB
∗M . (A.9)
The coefficients r and r′ are evaluated by computing the 3-point vertex
ΓεαB∗MFA =
∂
∂εα
δ
δB∗M
δ
δFA
Γ
∣∣∣∣∣
all fields ϕ=0
(A.10)
at the order h¯n (n ≥ 1). But, since the coupling of ε with B∗ is linear in F up to the
order n − 1 by the induction hypothesis, there is no one-particle-irreducible loop graph
contributing to (A.10). Thus the coefficients r and r′ vanish. This ends the proof of (A.3).
Appendix B. Computation of the Cohomology of BΣ
In Section 3, we met two cohomology problems: the first is (3.27) which leads to the
possible counterterms of the theory, and the second is (3.40) which gives the anomaly of
the theory. Both problems are to be solved in the space of local integrated functional
with canonical dimension four and Faddeev-Popov charge q (with q = 0 or 1 according
to which problem we are dealing with), subject to the constraints (3.38) and (3.39). We
will denote these constrained spaces by F (q).
The first method, which we applied to find Σc in (3.27), consists in the following steps :
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1. Write a basis {Ξi}i≥1 of F
(−1).
2. Apply BΣ on it to obtain the set of functionals {BΣΞi}i≥1,
3. Construct a basis {Θi}i≥1 of the space spanned by this set of functions. Then for
each i we can find a Σˆi such that
BΣΣˆi = Θi. (B.1)
The BΣΣˆi are thus trivial solutions of the problem.
4. Complete the basis of step 3 by the set {Σ#i }i≥1 such that this whole set of func-
tionals constitutes a basis of the invariant functionals of F (0). Since by construction
there does not exist a Ξ′i such that BΣΞ
′
i = Σ
#
i , the functions Σ
#
i are non-trivial
solutions of the problem.
The general solution of (3.27) can thus be written
Σc =
∑
i≥1
αiBΣΣˆi +
∑
i≥1
βiΣ
#
i , (B.2)
where the αi, βi are some constants. This leads to the result (3.28) to (3.30).
The advantage of this method is that it gives both the trivial and the non-trivial part
of the solution. The inconvenient is that it requires very long calculations which can be
partially avoided by the more sophisticated method using filtration to which we now turn.
The second method, which we used to find ∆ in (3.40), was developed in [30] and
applied in [9, 10, 11, 12, 18], and consists first into passing from functionals to functions,
next to use a filtration to get a simpler problem of local cohomology for the lowest order
B(0)Σ of the operator BΣ, and finally to recover the cohomology of BΣ.
This corresponds in practice into translating the functional operator BΣ, which acts
on the space of local functionals, into an ordinary differential operator, also denoted by
BΣ, which acts on the space of functions ∆(x). Thus, (3.40) becomes a problem of local
cohomology modulo d,
BΣ∆(x) + d∆˜(x) = 0, (B.3)
where d is the exterior derivative: d2 = 0, ∆(x) is a 4-form defined by ∆ =
∫
∆(x) and
∆˜(x) is some 3-form with dimension three and ΦΠ charge two.
Definition: ∆ is BΣ-modulo-d equivalent to ∆′ if and only if
∆−∆′ = BΣ∆ˆ + d∆ˆ
′, (B.4)
for some ∆ˆ and ∆ˆ′. Moreover, ∆ is called BΣ-modulo-d trivial if and only if it is
equivalent to zero.
Definition: ∆ is BΣ-modulo-d invariant if and only if there exists ∆′ such that
BΣ∆+ d∆
′ = 0. (B.5)
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Definition: The cohomology of BΣ-modulo-d is then defined as the space of equivalence
classes of non-trivial invariant functions.
Remark:Where no confusion may arise, we will speak indifferently of a function ∆ or of
the class to which it belongs.
The general solution of (B.3) can formally be written
∆(x) = BΣ∆ˆ(x) + d∆ˆ
′(x) + ∆#(x), (B.6)
where ∆ˆ(x) and ∆ˆ′(x) are some forms with appropriate degree and ΦΠ charge, and ∆#
belongs to the cohomology of BΣ-modulo-d .
Definition: Let N be a “filtration” operator mapping the spaces F qp of p-forms with ΦΠ
charge q into itself, the eigenvalues n of N being the nonnegative integers4. The expansion
of a function ∆qp ∈ F
q
p and of the operator BΣ according to their eigenvalues reads
BΣ =
N∑
n=0
B(n)Σ , ∆
q
p =
∑
n≥M
∆(n)qp, (B.7)
with [
N ,B
(n)
Σ
]
= nB
(n)
Σ , N∆
(n)q
p = n∆
(n)q
p, (B.8)
where M stands for the order of the first non-vanishing term of the expansion of ∆qp.
By means of these definitions, we can filter (B.3) into the following set of equations
B(0)Σ ∆
(M)1
4 + d∆
(M)2
3 = 0,
B(1)Σ ∆
(M)1
4 + B
(0)
Σ ∆
(M+1)1
4 + d∆
(M+1)2
3 = 0,
B(2)Σ ∆
(M)1
4 + B
(1)
Σ ∆
(M+1)1
4 + B
(0)
Σ ∆
(M+2)1
4 + d∆
(M+2)2
3 = 0,
etc.
(B.9)
which can be written at any order5 P (with P ≥M)
min{N,P−M}∑
k=0
B(k)Σ ∆
(P−k)1
4 + d∆
(P )2
3 = 0. (B.10)
The nilpotency of BΣ (2.15) can be filtered into
B(0)Σ B
(0)
Σ = 0,
B(1)Σ B
(0)
Σ + B
(0)
Σ B
(1)
Σ = 0,
B(2)Σ B
(0)
Σ + B
(1)
Σ B
(1)
Σ + B
(0)
Σ B
(2)
Σ = 0,
...
(B.11)
4We restrict ourselves to the case of a filtration which commutes with d.
5In this context, the order of an equation is the eigenvalue obtained by application of N on it.
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Notice that B(0)Σ is nilpotent, as expressed by the first equation in (B.11), and thus we
can as well define the notions of B(0)Σ -modulo-d equivalence, invariance and cohomology.
The procedure we will apply to find the explicit form of ∆#(x) in (B.6) consists in the
following steps:
Step 1: It has been shown in [30] that for each element of the cohomology of
BΣ-modulo-d , we can pick up a particular representative which has the property that
its lowest order according to the filtration N is B(0)Σ -modulo-d non-trivial. Thus, the
first step of our procedure is to find the cohomology of B(0)Σ -modulo-d in the sector of
4-forms with ΦΠ charge one, which is denoted by F˜0. To this end, we apply the method
described at the beginning of this appendix for the search of the counterterms but now in
the sector of ghost one and for the simpler operator B(0)Σ . That means that we begin by
writing a basis {∆i04}i≥1 of the space of 4-forms with ΦΠ charge zero and apply B
(0)
Σ to
these elements, thus getting a set of functions {B(0)Σ ∆i
0
4}i≥1. This set of functions generate
the space of B(0)Σ -modulo-d trivial invariant 4-forms with ΦΠ charge one. We can then
choose a basis of this space and complete it in a basis of the space of the B(0)Σ -modulo-d
invariant 4-forms with ΦΠ charge one. The functions we just have defined to complete
the basis are non-trivial invariant 4-forms with ΦΠ charge one and therefore define a basis
of F˜0.
Remark: Notice that as B(0)Σ and d both commute with N , the elements of F˜0 have a
definite order and we will therefore denote them by ∆#
(n)
.
Step 2: We then proceed to the “extension” of F˜0, and to this aim we introduce the
notion of the extension of an element ∆#
(n)
∈ F˜0, which consists in constructing, if
possible, the ∆¯(m) for m > n such that
∆¯ ≡ ∆#
(n)
+
∑
m>n
∆¯(m) (B.12)
is BΣ-modulo-d invariant. F˜
′ is then defined as the space generated by all the
BΣ-modulo-d invariant functions with a B
(0)
Σ -modulo-d non-trivial lowest order, i.e.
by the extension of the elements of F˜0. The explicit procedure of extension consists in
solving (B.10) order by order in such a way that we get explicitly the elements of F˜ ′.
We proceed by induction: suppose we know the general solutions ∆
(P ′)
(P−1)
q
p satisfy-
ing (B.10) till order P − 1:
∆
(P ′)
(P−1)
1
4 = ∆¯
(P ′)
(P−1)
1
4 +
min{N,P ′−M}∑
k=0
B(k)Σ ∆ˆ
(P ′−k)0
4 + d∆ˆ
(P ′)1
3,
∆
(P ′)
(P−1)
2
3 = ∆¯
(P ′)
(P−1)
2
3 +
min{N,P ′−M}∑
k=0
B(k)Σ ∆ˆ
(P ′−k)1
3 + d∆ˆ
(P ′)2
2,
forM ≤ P ′ ≤ P − 1,
(B.13)
where the ∆ˆ(P
′−k)q
p are some functions for which we do not add a lower index since, as
we will see below, they get neither constraints nor corrections at the next order. The
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∆¯
(P ′)
(P−1)
q
p constitute thus the beginning of the extension we are looking for. Inserting these
solutions in (B.10) at order P and using the nilpotency of BΣ expressed by (B.11) gives
B(0)Σ ∆
(P )1
4 + d∆
(P )2
3 +
min{N,P−M}∑
k=1
B(k)Σ ∆¯
(P−k)
(P−1)
1
4
−B(0)Σ
min{N,P−M}∑
k=1
B(k)Σ ∆ˆ
(P−k)0
4
− d
min{N,P−M}∑
k=1
B(k)Σ ∆ˆ
(P−k)1
3
 = 0, (B.14)
which entails the following interpretation: first it imposes constraints on the free co-
efficients of the general solution (B.13) since the third term of (B.14) has to be
B(0)Σ -modulo-d trivial, and secondly we see that the terms involving ∆ˆ do not suffer
any constraint to be extended at order P since they appear in (B.14) in a trivial form.
Let us denote by ∆¯
(P ′)
(P )
1
4 the constrained lower order solutions and by ∆˜
(P )1
4, ∆˜
(P )2
3 a special
solution of
min{N,P−M}∑
k=1
B(k)Σ ∆¯
(P−k)
(P )
1
4 = −B
(0)
Σ ∆˜
(P )1
4 − d∆˜
(P )2
3. (B.15)
The general solution of (B.14) then reads
∆
(P )
(P )
1
4 = ∆˜
(P )1
4 +∆
#(P )1
4 +
min{N,P−M}∑
k=1
B(k)Σ ∆ˆ
(P−k)0
4 + B
(0)
Σ ∆ˆ
(P )0
4 + d∆ˆ
(P )1
3,
∆
(P )
(P )
2
3 = ∆˜
(P )2
3 +∆
′(P )2
3 +
min{N,P−M}∑
k=1
B(k)Σ ∆ˆ
(P−k)1
3 + B
(0)
Σ ∆ˆ
(P )1
3 + d∆ˆ
(P )2
2,
(B.16)
where ∆#
(P )1
4 belongs to F˜0, and ∆
′(P )2
3 satisfies
B(0)Σ ∆
#(P )1
4 + d∆
′(P )2
3 = 0. (B.17)
Defining ∆¯
(P )
(P )
q
p ≡ ∆˜
(P )q
p +∆
#(P )q
p leads us to the general solution of (B.10) at order P in
the same form as in (B.13), thus ending the induction step.
Remark: In principle this system of equations is endless but in practice it becomes rapidly
trivial due to dimensional constraints (all the functions under consideration have dimen-
sion four), the spaces F (n) of functions of order n being empty for n greater than some
constant (in our case it will be five).
Then we sum the solutions ∆
(P )
(∞) given by (B.13) to get the general solution
∆ =
∑
P≥M
∆
(P )
(∞), which we can write in the form
∆ = ∆¯ +
∑
P≥M
(
BΣ∆ˆ
(P )0
4 + d∆ˆ
(P )1
3
)
, (B.18)
which shows that the extensions of the B(0)Σ -modulo-d trivial terms B
(0)
Σ ∆ˆ
(P )0
4 + d∆ˆ
(P )1
3
are the BΣ-modulo-d trivial terms BΣ∆ˆ
(P )0
4+ d∆ˆ
(P )1
3 and that the general element of F˜
′
we are looking for is ∆¯.
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We then define the subspaces F˜ ′(n) of F˜
′ as formed by the elements whose lowest order
is n.
Step 3: For each element ∆¯(n) ∈ F˜
′
(n), which is invariant by construction, we have to
separate the BΣ-modulo-d non-trivial part from the trivial one. To this aim, let us
introduce the notion of triviality until order M :
Definition: ∆(n) is BΣ-modulo-d trivial until order n if and only if
∃ ∆ˆ, ∆ˆ′ such that ∆(n) = BΣ∆ˆ + d∆ˆ
′ +O(n+ 1), (B.19)
where O(n+ 1) contains terms of order greater than n.
It leads to the following decomposition
∆¯(n) = ∆¯
′
(n) + ∆¯
#
(n), (B.20)
where ∆¯′(n), contrarily to ∆¯
#
(n), has a lowest non-vanishing order ∆¯
′
(n)
(n) which is
BΣ-modulo-d trivial till order n. It follows that ∆¯′(n) is BΣ-modulo-d trivial and
that ∆¯#(n) constitutes the anomaly. Finally, we can write the explicit form of ∆
# in (B.6)
as :
∆# =
∑
n≥M
β(n)∆¯
#
(n) , (B.21)
where the β(n) are some arbitrary constants.
We have now finished with the description of the general method and turn to the
specific case of interest in this paper. We choose a filtration operator N which assigns
the weight 1 to all the fields and their derivatives as well as to the global ghosts εα, ε¯β˙,
ξµ and η :
N =
∫ ∑
all fields φ
{
φ
∂
∂φ
+ ∂µφ
∂
∂∂µφ
+ · · ·
}
+ εα
∂
∂εα
+ ε¯β˙
∂
∂ε¯β˙
+ ξµ
∂
∂ξµ
+ η
∂
∂η
. (B.22)
The B(0)Σ -transformations of the fields are (the transformations of their derivatives being
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trivially inferred due to this simple choice of the weights)
B(0)Σ A
iµ = ∂µci, B(0)Σ Aˆ
∗iµ = 1
g2
∂ν (∂
νAiµ − ∂µAiν) ,
B(0)Σ c
i = 0, B(0)Σ c
∗i = ∂µA
∗iµ,
B(0)Σ λ
iα = 0, B(0)Σ λ¯
∗i
β˙
= − i
g2
∂µλ
iασ µ
αβ˙
,
B(0)Σ λ¯
iβ˙ = 0, B(0)Σ λ
∗i
α =
i
g2
σ µ
αβ˙
∂µλ¯
iβ˙,
B(0)Σ φa = 0, B
(0)
Σ φ¯
∗
a = −
1
2
∂µ∂
µφa,
B(0)Σ φ¯a = 0, B
(0)
Σ φ
∗
a = −
1
2
∂µ∂
µφ¯a,
B(0)Σ ψ
α
a = 0, B
(0)
Σ ψ¯
∗
aβ˙ = − i∂µψ
α
aσ
µ
αβ˙
,
B(0)Σ ψ¯
β˙
a = 0, B
(0)
Σ ψ
∗
aα = iσ
µ
αβ˙
∂µψ¯
β˙
a ,
B(0)Σ b
i = 0, B(0)Σ c¯
i = 0,
B(0)Σ ε
α = 0, B(0)Σ ξ
µ = 0,
B(0)Σ ε¯
β˙ = 0, B(0)Σ η = 0.
(B.23)
Now, beginning with Step 1, we find the general elements of the cohomology of
B(0)Σ -modulo-d at each order:
∆#(3)14 = α1d
ijkǫµνρσ∂µc
iAjν∂ρA
k
σ, (B.24)
∆#(4)14 = α2d
ijk
(
εαλiα
) (
λ¯j
β˙
λ¯kβ˙
)
+ α3d
ijk
(
ε¯β˙λ¯
iβ˙
) (
λjαλkα
)
+ α4a(bc) (ε
αψaα)
(
ψβb ψcβ
)
+ α5a(bc)
(
ε¯α˙ψ¯
α˙
a
) (
ψ¯bβ˙ψ¯
β˙
c
)
+ αi6ab (ε
αψaα)
(
λ¯i
β˙
ψ¯β˙b
)
+ αi7ab
(
ε¯β˙ψ¯
β˙
a
) (
λiαψbα
)
+ αi8ab
(
εασ µ
αβ˙
λ¯iβ˙
)
φa∂µφ¯b + α
i
9ab
(
λiασ µ
αβ˙
ε¯β˙
)
φ¯a∂µφb
+ αi10ab
(
ε¯α˙σ¯µν
α˙β˙
ψ¯β˙b
)
φa∂µA
i
ν + α
i
11ab
(
εασµναβψ
β
b
)
φ¯a∂µA
i
ν
+ α12a[bc]
(
εασ µ
αβ˙
ψ¯β˙a
)
∂µφ¯bφ¯c + α13a[bc]
(
ψαaσ
µ
αβ˙
ε¯β˙
)
∂µφbφc
+
(
εασ µ
αβ˙
ε¯β˙
) {
α14
(
c∗i∂µc
i − Aˆ∗iν∂µA
iν
)
+ α15
(
λ∗iα∂µλ
i
α + λ¯
∗i
β˙
∂µλ¯
iβ˙
)
+ α16
(
−φ∗a∂µφa − φ¯
∗
a∂µφ¯a
)
+ α17
(
ψ∗αa∂µψaα + ψ¯
∗
aβ˙∂µψ¯
β˙
a
)}
, (B.25)
∆#(5)14 = α
i
18(abc)
(
εαλiα
)
φ¯aφ¯bφ¯c + α
i
19(abc)
(
ε¯α˙λ¯
iα˙
)
φaφbφc
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+ α20ab(cd) (ε
αψaα)φbφ¯cφ¯d + α21(ab)cdφaφb
(
ε¯α˙ψ¯
α˙
c
)
φ¯d, (B.26)
where dijk is defined by (3.43). Doing the extension of these functions6 according to Step 2
gives rise to the following constraints on the coefficients αn:
α1 = −
1
3
α2 =
1
3
α3 ≡ r, (B.27)
α4a(bc) = α4(abc), (B.28)
α5a(bc) = α5(abc), (B.29)
1
2
αi6ab = iα
i
8ab = α
i
10ab ≡ αI
i
ab, (B.30)
−
1
2
αi7ab = −iα
i
9ab = α
i
11ab ≡ αII
i
ab, (B.31)
α12 = α13 = α18 = α19 = 0, (B.32)
α14 = α15 = α16 = α17 ≡ αIII, (B.33)
α20ab(cd) = −α21(ab)cd ≡ αIV(ab)(cd), (B.34)
where αI
i
ab, αII
i
ab and αIV(ab)(cd) are invariant tensors and αIII an arbitrary constant.
(From (B.28) and (B.29) follows that the terms in α4 and α5 vanish). This shows that
the space F˜ ′ defined in Step 2 is of dimension 5.
We choose for F˜ ′ the basis elements ∆SAB, ∆¯I, · · · , ∆¯IV characterized by their lowest
order terms ∆#
SAB
(3), ∆#I
(4), · · · ,∆#IV
(5) given by:
∆#
SAB
(3) = dijkǫµνρσ∂µc
iAjν∂ρA
k
σ, (B.35)
∆#I
(4) = αI
i
ab
(
2εαψaαλ¯
i
β˙
ψ¯β˙b − iε
ασ µ
αβ˙
λ¯iβ˙φa∂µφ¯b + ε¯
α˙σ¯µν
α˙β˙
ψ¯β˙b φa∂µA
i
ν
)
, (B.36)
∆#II
(4) = αII
i
ab
(
−2ε¯β˙ψ¯
β˙
aλ
iαψbα + iλ
iασ µ
αβ˙
ε¯β˙φ¯a∂µφb + ε
ασµναβψ
β
b φ¯a∂µA
i
ν
)
, (B.37)
∆#III
(4) = −iαIII
(
εασ µ
αβ˙
ε¯β˙
) (
−Aˆ∗iν∂µA
iν + λ∗iα∂µλ
i
α + λ¯
∗i
β˙
∂µλ¯
iβ˙ + c∗i∂µc
i
−φ∗a∂µφa − φ¯
∗
a∂µφ¯a + ψ
∗α
a∂µψaα + ψ¯
∗
aβ˙∂µψ¯
β˙
a
)
, (B.38)
∆#IV
(5) = αIV(ab)(cd)
(
(εαψaα)φbφ¯cφ¯d − φaφb
(
ε¯α˙ψ¯
α˙
c
)
φ¯d
)
. (B.39)
Next, according to Step 3, we test the triviality of these elements. We find that ∆SAB
is BΣ-modulo-d non-trivial, and that
∆#I
(4) = BΣ
(
αI
i
abφaλ¯
i
β˙
ψ¯β˙b
)
+ d
(
iαI
i
abξφaλ¯
i
β˙
ψ¯β˙b
)
+O(5), (B.40)
6To do this extension we need of course the explicit form of B
(n)
Σ for n ≥ 1, which can be read out
from (2.3), (2.11) and (2.14) (in our case BΣ = B
(0)
Σ + B
(1)
Σ + B
(2)
Σ ).
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∆#II
(4) = BΣ
(
αII
i
abφ¯aλ
iαψbα
)
+ d
(
iαII
i
abξφ¯aλ
iαψbα
)
+O(5), (B.41)
∆#III
(4) = ∆¯III = BΣ (αIIIL) + d (iαIIIξL) , (B.42)
∆#IV
(5) = ∆¯IV = BΣ
(
1
4
αIV(ab)(cd)φaφbφ¯cφ¯d
)
+ d
(
i
4
αIV(ab)(cd)ξφaφbφ¯cφ¯d
)
, (B.43)
where L is defined up to a total derivative by∫
d4xL =
1
4
(
Σ−
∫
d4x bi∂µA
iµ − η∆R − ξ
µ∆tµ
)
. (B.44)
This entails the BΣ-modulo-d triviality of the four elements ∆¯I, · · · , ∆¯IV, and therefore
∆SAB constitutes a basis of the cohomology of BΣ-modulo-d .
We finally write the explicit form of the anomaly:
∆SAB =
(
ǫµνρσ
{
dijk
(
∂µc
i − 2λiασµαβ˙ ε¯
β˙ − 2εασµαβ˙ λ¯
iβ˙
)
Ajν∂ρA
k
σ
+ Dijmk
(
1
12
∂µc
i − 1
4
λiασµαβ˙ ε¯
β˙ − 1
4
εασµαβ˙λ¯
iβ˙
)
AjνA
m
ρ A
k
σ
}
−3dijk
(
εαλiαλ¯
j
β˙
λ¯kβ˙ − ε¯β˙λ¯
iβ˙λjαλkα
))
,
(B.45)
where dijk and Dijmk are defined by (3.43) and (3.44) respectively.
Appendix C. Notations and Conventions
Units: h¯ = c = 1
Space-time metric: (gµν) = diag(1,−1,−1,−1) , (µ, ν, · · · = 0, 1, 2, 3)
Fourier transform:
f(x) =
1
2π
∫
dk eikxf˜(k) , f˜(k) =
∫
dx e−ikxf(k) .
Weyl spinor: (ψα , α = 1, 2) ∈ repr. (
1
2
, 0) of the Lorentz group.
The spinor components are Grassmann variables: ψαψ
′
β = −ψ
′
βψα
Complex conjugate spinor: (ψ¯α˙ , α˙ = 1, 2) ∈ repr. (0,
1
2
)
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Raising and lowering of spinor indices:
ψα = εαβψβ , ψα = εαβψ
β ,
with εαβ = −εβα , ε12 = 1 , εαβ = −εaβ , εαβεβγ = δαγ ,
(the same for dotted indices).
Derivative with respect to a spinor component:
∂
∂ψα
ψβ = δβα ,
∂
∂ψα
= εαβ
∂
∂ψβ
,
(the same for dotted indices)
Pauli matrices:(
σµ
αβ˙
)
=
(
σ0
αβ˙
, σ1
αβ˙
, σ2
αβ˙
, σ3
αβ˙
)
σ¯α˙βµ = σ
βα˙
µ = ε
βαεα˙β˙σµαβ˙ ,
(σµν)α
β =
i
2
[σµσ¯ν − σν σ¯µ]α
β , (σ¯µν)α˙β˙ =
i
2
[σ¯µσν − σ¯νσµ]α˙β˙ ,
with
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
σ¯0 = σ0 , σ¯i = −σi = σi , σ0i = −σ¯0i = −iσi , σij = σ¯ij = εijkσk ,
i, j, k = 1, 2, 3 .
Summation conventions and complex conjugation: Let ψ and χ be two Weyl
spinors.
ψχ = ψαχα = −χαψα = χαψα = χψ ,
ψ¯χ¯ = ψ¯α˙χ¯
α˙ = −χ¯α˙ψ¯α˙ = χ¯α˙ψ¯α˙ = χ¯ψ¯ ,
ψσµχ¯ = ψασµαα˙χ¯
α˙ , ψ¯σ¯µχ = ψ¯α˙σ¯
α˙α
µ χα ,
(ψχ) = χ¯ψ¯ = ψ¯χ¯ ,
(ψσµχ¯) = χσµψ¯ = −ψ¯σ¯µχ ,
(ψσµνχ) = χ¯σ¯µνψ¯ .
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Infinitesimal Lorentz transformations of the Weyl spinors:
if δLxµ = ωµνx
ν , with ωµν = −ωνµ (ωµν = gνρωµρ) , then:
δLψα(x) =
1
2
ωµν
(
(xµ∂ν − xν∂µ)ψα(x)−
i
2
(σµν)α
βψβ
)
,
δLψ¯α˙(x) = 1
2
ωµν
(
(xµ∂ν − xν∂µ)ψ¯
α˙(x) +
i
2
(σ¯µν)
α˙
β˙
ψ¯β˙
)
.
ERRATUM
April 1996
In the above paper we came to an erroneous conclusion concerning the unphysical part
of the counterterm (3.30). We are in fact not able to prove algebraically that, in the Wess-
Zumino gauge, the anomalous dimensions of both partners of an N = 1 supersymmetry
multiplet are equal, as they are indeed in a superspace formulation or more generally in a
formulation where the supersymmetry is realized linearly. That this equality may actually
not hold [31] in the Wess-Zumino gauge has not to be considered as a contradiction with
supersymmetry since the anomalous dimensions are in general gauge dependent quantities.
The source of the mistake is the wrong result given in Appendix A. This result, as it
was expressed by the equations (A.3) and (A.4) of this appendix, was that the linear part
of the supersymmetry transformations, namely the supersymmetry transformations of
the bosonic fields, was not renormalized. The argument presented, using a diagrammatic
analysis, was based on the “observation” that the terms
(A∗iµ + ∂µc¯)εσ
µλ¯i , 2φ∗εψ , (E.1)
in the classical action which describe these transformations being linear in the quantum
fields – the other factors being external fields or parameters – cannot enter in any one-
particule irreducible graph. Here A∗µ and φ
∗ are the external field coupled to the BRS
transformations – which include the supersymmetry transformations – of the gauge field
Aµ and of the scalar matter field φ, λα is the gaugino field, ψα the matter spinor field, c¯
the antighost and εα the infinitesimal parameter of the supersymmetry transformations.
However the first of these vertices is not linear in the quantum fields due to the external
field A∗ being shifted by the gradient of the antighost field c¯, which propagates! The true
result is that both interactions (E.1) do get radiative corrections.
The consequence of this fact is that the counterterms in Eq. (3.30) corresponding to
the renormalizations of the boson fields and of the fermion fields, respectively, actually
appear with independent coefficients. This does not modify our conclusions concerning
the renormalizability of the theory, the only change being that the correct expression for
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the Callan-Symanzik equation (Eq. (6.4)) must read(
µ
∂
∂µ
+ βg
∂
∂g
+ βabc
∂
∂λabc
+ β¯abc
∂
∂λ¯abc
− γANA − γλN λ − γλ¯N λ¯
−γφabN
φ
ab − γ
ψ
abN
ψ
ab − γ
φ¯
abN
φ¯
ab − γ
ψ¯
abN
ψ¯
ab
)
Γ = 0 ,
(E.2)
where
N ϕ =
∫
d4x
(
ϕ
δ
δϕ
− ϕ∗
δ
δϕ∗
)
, ϕ = A, λ, λ¯ ,
N ϕab =
∫
d4x
(
ϕa
δ
δϕb
− ϕ∗b
δ
δϕ∗a
)
, ϕ = φ, ψ, φ¯, ψ¯ ,
the indices a, b being group representation indices.
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