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Abstract
We introduce a new class of curvature PDOs describing relevant properties of real
hypersurfaces of Cnþ1: In our setting, the pseudoconvexity and the Levi form play the same
role as the convexity and the real Hessian matrix play in the real Euclidean one. Our curvature
operators are second-order fully nonlinear PDOs not elliptic at any point. However, when
computed on generalized s-pseudoconvex functions, we shall show that their characteristic
form is nonnegative deﬁnite with kernel of dimension one. Moreover, we shall show that the
missing ellipticity direction can be recovered by taking into account the CR structure of the
hypersurfaces. These properties allow us to prove a strong comparison principle, leading to
symmetry theorems for domains with constant curvatures and to identiﬁcation results for
domains with comparable curvatures.
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1. Introduction
In this paper, we are concerned with some notions of curvatures associated with
pseudoconvexity and Levi form the way, for instance, the classical Gauss and Mean
curvatures are related to the convexity and to the Hessian matrix.
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The curvature operators, we shall deal with lead to a new class of second-order
fully nonlinear equations whose characteristic form, when computed on generalized
pseudoconvex functions, are nonnegative deﬁnite with kernel of dimension one. Then
the relevant equations are not elliptic at any point. However, we shall show that they
have the following redeeming feature: the missing ellipticity direction can be
recovered by suitable commutation relations. We shall use this property to prove a
strong comparison principle leading to some symmetry theorems for domains with
constant curvatures, and identiﬁcation results for domains with comparable
curvatures.
A class of equations strongly related to the ones studied in this paper were ﬁrst
introduced in [11,7].
Let bD ¼ fzACnþ1 : f ðzÞ ¼ 0g be a real manifold, boundary of the domain D ¼
fzACnþ1 : f ðzÞo0g: We assume f is a real-value function with continuous second-
order derivatives and such that
@pf :¼ ð fz1ð pÞ;y; fznþ1ð pÞÞa0
at any point pAbD: Hereafter, we shall use the notations
fzc ¼
@f
@zc
; f%zc ¼
@f
@ %zc
:
We shall also write fc and f%c instead of fzc and f %zc ; respectively. Similar notations will
be used for the second-order derivatives. Let us denote by TCp ðbDÞ the complex
tangent space to bD at the point p:
TCp ðbDÞ ¼ fhACnþ1 : /h; %@pfS ¼ 0g
with /; S the usual Hermitian inner product in Cnþ1 and %@pf ¼
ð f%z1ð pÞ;y; f %znþ1ð pÞÞ:
Let us denote by Hpð f Þ the complex Hessian matrix of the function f at p;
Hpð f Þ :¼ ð fj; %kð pÞÞj;k¼1;y;nþ1:
The Hermitian form
z/Lpð f ; zÞ :¼ /HTp ð f Þz; zS ¼
Xnþ1
j;k¼1
fj; %kzj %zk;
when restricted to TCp ðbDÞ; is called the Levi form of the function f at the point p: It
is a standard fact that Lpð f ; Þ=TCp ðbDÞ is the biholomorphic invariant part of the
real Hessian form of f : One way to derive it is to look for a biholomorphic invariant
analogue of the Euclidean convexity (see e.g. [6,9]). The Levi form plays a crucial
role in the study of the envelopes of holomorphy, in geometric theory of several
complex variables: for details on this topic, we refer the reader to [6,9,5,10–12].
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We remind that D is called strictly Levi-pseudoconvex if the Levi form of f is
strictly positive deﬁnite at any point of bD:
Let B ¼ fu1;y; ung be an orthonormal basis of TCp ðbDÞ: We call B-normalized
Levi matrix of bD at a point pAbD the n 	 n Hermitian matrix
Lpð f ; BÞ ¼ 1j@pf j/H
T
p ð f Þuj; ukS
 
j;k¼1;y;n
: ð1Þ
Obviously, Lpð f ; BÞ depends on the deﬁning function f and on the basis B of
TCp ðbDÞ: However, its eigenvalues only depend on the domain D: More precisely, if
f 0 and B0 are respectively another deﬁning function of D and another orthonormal
basis of TCp ðbDÞ then
lðLpð f ; BÞÞ ¼ lðLpð f 0; B0ÞÞ
(see the Appendix, Proposition A.1).
We agree to denote lðAÞ the set of eigenvalues of a n 	 n Hermitian
matrix A: In what follows, for brevity of notations, we shall write lpðbDÞ instead
of lðLpð f ; BÞÞ:
Following the paper [3], where classical real Hessian matrices are considered, we
give the following deﬁnition.
Deﬁnition 1.1. We call generalized symmetric function in Rn an application s :
S-R; with SDRn and such that
(i) S and s are invariant with respect to one-to-one rearrangements of l1;y; ln:
Moreover, S is an open cone contained in the half-space
ðl1;y; lnÞARn :
Xn
j¼1
lj40
( )
and if lðAÞ; lðBÞAS; then lðyA þ ð1 yÞBÞAS for every yA½0; 1;
(ii) s is smooth and
@s
@lj
ðlÞ40 8lAS 8j ¼ 1;y; n;
(iii) the function A-SðAÞ; deﬁned by
SðAÞ ¼ sðlðAÞÞ;
is smooth and SðAÞ-0 as A-0:
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Given a generalized symmetric function
s : S-R; SDRn; ð2Þ
the real-value map
p/sðlpðbDÞÞ; pAbD
can be seen as a geometric feature of bD:
The domain D will be called s-admissible if
lpðbDÞDS 8pAbD:
We call s-pseudoconvex an s-admissible domain D such that
sðlpðbDÞÞ40 8pAbD:
A deﬁning function f of a domain D will be called s-admissible if D is s-admissible.
Finally, the real number
SpðbDÞ :¼ sðlpðbDÞÞ ð3Þ
will be called the s-pseudocurvature of bD at p:
We explicitly remark that the notions of s-pseudoconvexity and of s-pseudocur-
vature are independent of the particular choice of the deﬁning function of D:
Example 1.1 (Total Levi-curvature). Let S ¼ fðl1;y; lnÞARn : lj40 8j ¼
1;y; ng and
s : S-R; sðl1;y; lnÞ ¼
Yn
j¼1
lj: ð4Þ
It is quite obvious that this function satisﬁes conditions (i) and (ii). It also satisﬁes
(iii) because SðAÞ ¼ det A:
A domain D is strictly Levi-pseudoconvex iff it is s-pseudoconvex, with s given by
(4). In this case the s-pseudocurvature will be simply called total Levi-curvature and
will be denoted by K
ðnÞ
p ðbDÞ: This curvature can be seen as the pseudoconvex
counterpart of the Gauss curvature for boundaries of domains in real Euclidean
spaces.
The notion of total Levi-curvature was implicitly introduced in the
papers [1,11]: it was explicitly written in [7,8]. By using the deﬁnition given in [1]
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one realizes that
K ðnÞp ðbDÞ :¼ 
1
j@pf jnþ2
det
0 f%1 y fnþ1
f1 f1;%1 y f1;nþ1
^ ^ & ^
fnþ1 fnþ1;%1 y fnþ1;nþ1
0
BBB@
1
CCCA: ð5Þ
With this formula in hands it is easy to compute the total Levi-curvature of the
sphere of radius R; boundary of the ball
DR ¼ fzACnþ1 : jzj2oR2g:
We have
K ðnÞp ðbDRÞ ¼
1
R
 n
8pAbDR:
If we consider the cylinder
CR ¼ ðz1;y; znþ1ÞACnþ1 :
Xn
j¼1
jzjj2oR2
( )
from (5) we readily get
K ðnÞp ðbCRÞ ¼ 0 8pAbCR:
We would like to notice the existence of cylinder-like domains whose boundaries
have strictly positive total Levi-curvature.
For example, if we take
CR ¼ fðz1;y; znþ1ÞACnþ1 :
Xnþ1
j¼1
zj þ %zj
2
 2
oR2g;
we have
K ðnÞp ðbCRÞ ¼
1
2R
 n
; 8pAbCR:
Example 1.2 (Classical elementary symmetric functions). Let jAf1;y; ng and
consider the jth elementary symmetric function
sðjÞðl1;y; lnÞ :¼
X
1pi1o?oijpn
li1?lij :
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For every qAf1;y; ng deﬁne
SðqÞ ¼ flARn : sðjÞðlÞ40 8j ¼ 1;y; qg
and
sðqÞ : Sq-R; sðqÞðlÞ ¼ s
ðqÞðlÞ
n
q
  :
We know that sðqÞ satisﬁes conditions (i)–(iii) (see e.g. [3]).
We may simply call q-pseudoconvex a domain which is sðqÞ-pseudoconvex. We shall
also denote by K
ðqÞ
p ðbDÞ the sðqÞ-pseudocurvature of bD at the point p: Obviously,
when q ¼ n; K ðqÞp is the total Levi-curvature of the previous Example 1.1. When
q ¼ 1; K ðqÞp might be called the mean Levi curvature of bD: Indeed
sð1ÞðlÞ ¼ l1 þ?þ ln
n
:
Just to show an example, we want to compute the K ðqÞ-curvature of the boundary of
the ball DR: Since f ðzÞ ¼ jzj2  R2 is a deﬁning function for DR; we have
Lpð f ; BÞ ¼ 1
R
In 8pAbDR;
for any orthonormal basis B of the complex tangent space. Then, all the eigenvalues
of the normalized Levi form are equal to
1
R
; so that
K ðqÞp ðbDRÞ ¼
1
R
 q
8pAbDR: ð6Þ
Classical elementary symmetric functions of the eigenvalues of the Levi form were
considered by Bedford and Gaveau in [1]. Taking into account the deﬁnitions given
in that paper, we can recognize that
K ðqÞp ðbDÞ ¼ 
1
n
q
  1
j@pf jqþ2
X
1pi1o?oiqþ1pnþ1
Dði1;?;iqþ1Þð f Þ;
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where
Dði1;?;iqþ1Þð f Þ ¼ det
0 f%i1 y f%iqþ1
fi1 fi1;%i1 y f1;%iqþ1
^ ^ & ^
fiqþ1 fiqþ1;%i1 y fiqþ1;%iqþ1
0
BBB@
1
CCCA:
We want to remark that all the previous deﬁnitions can be ‘‘localized’’ in a quite
obvious way. Then, we can extend the notion of s-pseudoconvexity to the graphs of
functions deﬁned in an open subset of R2nþ1:
Let O be an open subset of R2nþ1 and let uAC2ðO;RÞ: Denote by
GðuÞ :¼ fðx; tÞAO	 R : uðxÞotg
and by
gðuÞ :¼ fðx; uðxÞÞ : xAOg
the epigraph and the graph of u respectively. With the usual identiﬁcation of R2nþ2
with Cnþ1 we shall consider GðuÞ and gðuÞ as subsets of Cnþ1: We say that u is s-
pseudoconvex if GðuÞ is s-pseudoconvex at any point of gðuÞ:
As we shall prove in next section, if u is s-pseudoconvex and gðuÞ has a prescribed
s-pseudocurvature, then u satisﬁes a fully nonlinear equation for which, in Section 4,
we shall prove a strong comparison principle. From this result we straightforwardly
obtain the following Theorem 1.1, the main application we show of our comparison
principle.
Theorem 1.1. Let D and D0 be s-pseudoconvex domains of Cnþ1 with connected
boundaries. Suppose the following conditions are satisfied:
(a) D0DD and bD-bD0a|;
(b) Sp0 ðbD0ÞpSpðbDÞ for every pAbD and p0AbD0:
Then D0 ¼ D:
We shall prove this theorem at the end of Section 5. From Theorem 1.1 we easily
get the following corollaries:
Corollary 1.1. Let DDCnþ1 a q-pseudoconvex domain with connected boundary,
1pqpn: Assume there exists a ball DRðz0ÞDD tangent to bD at some point of bD.
Then, if
K ðqÞp ðbDÞX
1
R
 q
8pAbD;
we have D ¼ DRðz0Þ:
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Proof. It follows from Theorem 1.1 and identity (6). &
Corollary 1.2. Let u : R2nþ1-R be a C2 and q-pseudoconvex function. Denote by
K ðqÞðx; uÞ the K ðqÞ-curvature of the graph of u at the point ðx; uðxÞÞ: Then
inf
xAR2nþ1
K ðqÞðx; uÞ ¼ 0: ð7Þ
Proof. Since u is q-pseudoconvex, it is K ðqÞðx; uÞ40 for every xAR2nþ1: By
contradiction assume
m :¼ inf
xAR2nþ1
K ðqÞðx; uÞ40:
There exists a ball D1=mðz0Þ which is interior tangent to the epigraph of u at some
point p0 ¼ ðx0; uðx0ÞÞ: Then, by Corollary 1.1, GðuÞ ¼ D1=mðz0Þ: This is absurd
because GðuÞ; the epigraph of u; is unbounded. &
A stronger result, generalizing a theorem by Bedford and Gaveau [1], can be
obtained by directly using the comparison principle of Theorem 5.1 in Section 5.
Corollary 1.3. Let u : BR-R be a C
2 q-pseudoconvex function in the ball of R2nþ1
BR :¼ fxAR2nþ1 : jxjoRg:
Then
Rp sup
xABR
1
K ðqÞðx; uÞ
 1=q
: ð8Þ
Proof. Suppose (8) is false. Then, there exists r40; roR; such that
K ðqÞðx; uÞ4 1
r
 q
8xABr: ð9Þ
On the other hand, there exists a ball DrðaÞ of R2nþ2; with radius r and center at a;
contained in GðuÞ and touching gðuÞ at a point p0 ¼ ðx0; uðx0ÞÞ:
Let us consider the function v : BrðbÞ-R whose graph gðvÞ is the lower
hemisphere of bDrðaÞ: Then, by (9) and (6)
K ðqÞðx; uÞ4K ðqÞðx; vÞ 8xABrðbÞ:
Moreover, upv in BrðbÞ and uðx0Þ ¼ vðx0Þ: By Theorem 5.1 it follows that u  v in
BrðbÞ; a contradiction because the gradient of u is bounded in BrðbÞ while that of v is
not. &
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2. Structure of curvature operators
In this section, we shall show some noteworthy identities and some crucial
properties of curvature operators. As in the Introduction, we denote by D ¼
fzACnþ1j f ðzÞo0 g a domain of Cnþ1 whose deﬁning function f is of class C2 and
such that @pfa0 when f ð pÞ ¼ 0: Then bD ¼ fzACnþ1jf ðzÞ ¼ 0g:
Our ﬁrst aim is to show an explicit basis of TCp ðbDÞ; the complex tangent space to
bD at the point p: Since @pfa0 we may assume fnþ1ð pÞa0: Deﬁne
hc ¼ ec  acenþ1; c ¼ 1;y; n;
where ðejÞj¼1;y;nþ1 is the canonical basis of Cnþ1; and
ac ¼ acð pÞ :¼ fcð pÞ
fnþ1ð pÞ: ð10Þ
Since
/hc; %@pfS ¼
Xnþ1
j¼1
/ec  acenþ1; f%jð pÞejS
¼ fcð pÞ  acfnþ1ð pÞ ¼ 0;
then V ¼ fhc j c ¼ 1;y; ng is a basis of TCp ðbDÞ:
In what follows we identify hc with the ﬁrst-order complex differential operator
Zc ¼ @zc  ac@znþ1 ; c ¼ 1;y; n: ð11Þ
Then, at the point pAbD
Zcð f Þ ¼ /hc; %@pfS ¼ 0 ð12Þ
for every c ¼ 1;y; n: We shall also put
a%c ¼ %ac and Z%c ¼ @%zc  a%c@%znþ1 :
For any j; kAf1;y; ng let us deﬁne
Aj; %k ¼ Aj; %kð pÞ :¼ /HTp ð f Þhj; hkS:
Then
Aj; %k ¼/HTp ð f Þðej  ajenþ1Þ; ðek  akenþ1ÞS
¼ fj; %k  a %kfj;nþ1  aj fnþ1; %k þ aja %kfnþ1;nþ1:
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By replacing at the right-hand side the very deﬁnitions of aj and a %k; we obtain
Aj; %k ¼ 
1
j fnþ1j2
det
0 f %k fnþ1
fj fj; %k fj;nþ1
fnþ1 fnþ1; %k fnþ1;nþ1
0
B@
1
CA: ð13Þ
The eigenvalues of the normalized Levi form can be written in terms of the matrix
Að f Þ ¼ Aj; %kð f Þ
 
j;k¼1;y;n
:
Indeed
Proposition 2.1. The eigenvalues of the normalized Levi form of bD at the point pAbD
are the eigenvalues of the matrix
Cð f Þ :¼ 1j@pf jAð f ÞHð f Þ; ð14Þ
where
Hð f Þ ¼ In  a  a

1þ jaj2
and a  a denotes the product of the matrices a ¼ ða1;y; anÞT and a ¼ ð%a1;y; %anÞ:
Proof. Let us denote by V the ðn þ 1Þ 	 n matrix whose columns are h1;y; hn:
V ¼ ½h1;y; hn; hc ¼ ec þ acenþ1:
Then, if U ¼ ½u1;y; un is an orthonormal basis of TCp ðbDÞ; there exists an n 	 n
matrix N such that
V ¼ U NT :
Since AT ð f Þ ¼ V HTp ð f ÞV ; we have ATð f Þ ¼ %NðUHTp ð f ÞUÞ NT so that
1
j@pf jAð f Þ ¼ NLpð f ; UÞN
;
where Lpð f ; UÞ is the U-normalized Levi matrix (see (1)). As a consequence, the
matrix
Lpð f ; UÞ ¼ 1j@pf jN
1Að f ÞðNÞ1 ð15Þ
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has the same eigenvalues of the matrix
1
j@pf jAð f ÞðNN
Þ1:
On the other hand, since U is orthogonal, ðNNÞT ¼ %NUU NT ¼ VV : Now, an
easy computation shows that
ðV VÞT ¼ In þ a  a
while for Sherman–Morrison formula
ðIn þ a  aÞ1 ¼ In  1
1þ jaj2a  a
:
This completes the proof. &
As a ﬁrst observation on the Proposition 2.1, we show how the total and the mean
Levi-curvatures can be expressed in terms of the matrix Að f Þ: We have
K ðnÞp ðbDÞ ¼
j fnþ1j2
j@pf jnþ2
det Að f Þ ð16Þ
and
K ð1Þp ðbDÞ ¼
1
j@pf jtrace In 
a  a
1þ jaj2
 !
Að f Þ
 !
: ð17Þ
Now, we want to show some identities involving the Aj; %k’s and the complex vector
ﬁelds Zj’s in (11).
By means of elementary direct computations one recognizes that
ZjðakÞ ¼  1
f 3nþ1
det
0 fk fnþ1
fj fj;k fj;nþ1
fnþ1 fnþ1;k fnþ1;nþ1
0
B@
1
CA ð18Þ
and
Zjða %kÞ ¼ 
1
j fnþ1j2fnþ1
det
0 f %k fnþ1
fj fj; %k fj;nþ1
fnþ1 fnþ1; %k fnþ1;nþ1
0
B@
1
CA
¼ 1
f
nþ1
Aj; %k: ð19Þ
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As a consequence
ZjðakÞ ¼ ZkðajÞ ð20Þ
and
Z%jðakÞ ¼ Zjða %kÞ ¼
1
fnþ1
Aj; %k ¼
1
fnþ1
Ak;%j: ð21Þ
With these identities in hand it is easy to show the following proposition:
Proposition 2.2. For every j; k ¼ 1;y; n
1. ½Zj; Zk ¼ 0;
2. ½Zj; Z %k ¼ Aj; %kð f ÞT ; where T ¼ 1fnþ1@znþ1  1fnþ1@znþ1 :
Proof. Since
½Zj; Zk ¼ ðZkðajÞ  ZjðakÞÞ@znþ1 ;
from (20) we immediately get ½Zj ; Zk ¼ 0:
2. Since
½Zj; Z %k ¼ Z %kaj
 
@znþ1  ðZja %kÞ@znþ1 ;
by (19) and (21) we have
½Zj; Z %k ¼
1
fnþ1
Aj; %k@znþ1 
1
f
nþ1
Aj; %k@znþ1 ¼ Aj; %kT : &
Proposition 2.3. Let s be a generalized symmetric function. Assume that D is a s-
admissible domain. Then the s-pseudocurvature of bD at pAbD can be written as
follows:
SpðbDÞ ¼
Xn
j;k¼1
aj; %kAj; %k;
where aj; %k ¼ ak;%j smoothly depends on @zf ; @ %zf ; @z@%zf and
Xn
j;k¼1
aj; %kzj %zkXmjzj2 zACn
for a suitable m ¼ mð p; f Þ40 continuously depending on p and f.
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Proof. By the very deﬁnition of SpðbDÞ we have
SpðbDÞ ¼ SðLpð f ; BÞÞ ¼ sðl1;y; lnÞ;
where Lpð f ; BÞ is the B normalized Levi matrix and l1;y; ln are its eigenvalues.
Moreover, on the set of Hermitian admissible matrices C ¼ ðcc; %kÞc;k¼1;y;n the
function C/SðCÞ is smooth. We shall denote by Sc; %kðCÞ the derivative of S with
respect to cc; %k: Since L ¼ Lpð f ; BÞ is admissible, the same holds for L þ C; for every
Hermitian matrix C nonnegative deﬁnite and small enough. For such a matrix we
have
SðL þ CÞ  SðLÞ ¼ sðZ1;y; ZnÞ  sðl1;y; lnÞ;
where Z1;y; Zn are the eigenvalues of L þ C: since CX0; then ZjXlj; for any
jAf1;y; ng: Moreover, by Deﬁnition 1.1-(ii) d ¼ dðLÞ ¼ 1
2
minf @s@ljðl1;y; lnÞj j ¼
1;y; ng40: Then, if C is small enough
SðL þ CÞ  SðLÞ ¼
Z 1
0
d
dt
sðlþ tðZ lÞÞ dt
¼
Xn
j¼1
Z 1
0
@s
@lj
ðlþ tðZ lÞÞ dtðZj  ljÞ
X d
Xn
j¼1
ðZj  ljÞ ¼ dðtraceðL þ CÞ  traceðLÞÞ
¼ d trace C:
Let us now apply this inequality to the matrix
C ¼ tz  z; zACn
and t40 small enough. We obtain
SðL þ tz  zÞ  SðLÞXd trace ðCÞ ¼ dtjzj2: ð22Þ
On the other hand
d
dt
SðL þ tz  zÞjt¼0 ¼
Xn
c;k¼1
Sc; %kðLÞzc%zk:
Then, from the inequality (22) we get
Xn
c;k¼1
Sc; %kðLÞzc %zkXdjzj2 8zACn: ð23Þ
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In what follows we shall denote by rS the matrix ðSc; %kÞc;k¼1;y;n: Since L is
admissible, the same holds for any tL; 0otp1: Then
SðLÞ ¼
Z 1
0
d
dt
SðtLÞ dt ¼
Z 1
0
traceðrSðtLÞ  LÞ dt
¼ðby ð15ÞÞ
Z 1
0
trace rSðtLÞ 1j@pf jN
1Að f ÞðNÞ1
 
dt
¼
Z 1
0
trace
ðNÞ1rSðtLÞN1
j@pf j Að f Þ
 !
dt:
If we denote by ðaj; %kÞj;k¼1;y;n the matrix
Z 1
0
ðNÞ1rSðtLÞN1
j@pf j dt
we obtain
SðLÞ ¼
Xn
j;k¼1
aj; %kAj; %k:
On the other hand, by (23)
Xn
j;k¼1
aj; %kzj %zk ¼
Z 1
0
/rSðtLÞN1z; N1zS 1j@pf j dt
X
1
j@pf jjN
1zj2
Z 1
0
dðtLÞ dtXmjzj2;
where
m :¼ inf
jzj¼1
1
j@pf jjN
1zj2
Z 1
0
dðtLÞ dt
 
is strictly positive and continuously depending on p and on f : &
3. Curvature operators for cartesian surfaces
Let O be an open subset of R2nþ1 and let uAC2ðO;RÞ: The aim of this section is to
analyze the structure of the curvature operators when applied to the graph of u
gðuÞ :¼ fðx; uðxÞÞ : xAOg:
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We look at gðuÞ as (a subset of) the boundary of the domain
GðuÞ ¼ fðx; tÞAO	 R: uotg:
Let us take as deﬁning function of GðuÞ
f ðx; tÞ ¼ uðxÞ  t: ð24Þ
We agree to identify R2nþ1 	 R with Cnþ1 and to denote by x ¼ ðx1; y1;y; xn; yn; tÞ
the point of R2nþ1: To be consistent, the point of Cnþ1 will be denoted by z ¼
ðz1;y; znþ1Þ; with zj ¼ xj þ iyj; j ¼ 1;y; n; znþ1 ¼ t þ it:
Reminding the deﬁnition given in the Introduction, we say that u is s-admissible if
f is s-admissible. The function u is said s-pseudoconvex at a point xAO if GðuÞ is s-
pseudoconvex at the point ðx; uðxÞÞAgðuÞ: When u is s-pseudoconvex at any point we
simply say that u is s-pseudconvex.
Let xAO and p ¼ ðx; uðxÞÞAgðuÞ: With f given as in (24), by (12) we have 0 ¼
ZcðuÞ  ZcðtÞ hence
ZcðuÞ ¼ i
2
ac; ð25Þ
where
ac ¼ fc
fnþ1
¼ @xcu  i@yc
@tu þ i : ð26Þ
We remark that for function v independent of t
ZcðvÞ ¼ ð@zc  12ac@tÞðvÞ;
so that ZcðvÞ ¼ WcðvÞ; where Wc is the complex vector ﬁeld
Wc ¼ @zc  12ac@t: ð27Þ
We shall denote
W%c ¼ @%zc  12a%c@t:
With this notation we can write (25) as follows:
WcðuÞ ¼ i
2
ac: ð28Þ
From Proposition 2.2 and (19) and (20) we easily obtain the following proposition,
in which we also use the notation
Bj; %kðuÞ ¼ Aj; %kðu  tÞ: ð29Þ
ARTICLE IN PRESS
A. Montanari, E. Lanconelli / J. Differential Equations 202 (2004) 306–331320
Proposition 3.1. At any point of O we have
(i) 1
2
ðWjW %k þ W %kWjÞðuÞ ¼
Bj; %kðuÞ
1þu2t ;
(ii) ½Wj; W %k ¼ 4i
Bj; %kðuÞ
1þu2t @t:
Proof.
(i) Identities (19) and (20) imply
W %kWjðuÞ ¼
i
2
W %kðajÞ ¼ ðsince aj does not depend on tÞ
¼ i
2
Z %kðajÞ ¼ ðby ð20ÞÞ
i
2
Aj; %kð f Þ
fnþ1
¼ i Aj; %kðu  tÞð@t  i@tÞðu  tÞ ¼ i
Bj; %kðuÞ
@tu þ i:
Hence
WjW %kðuÞ ¼ W%jWkðuÞ ¼ i
Bk;%jðuÞ
@tu  i ¼ i
Bj; %kðuÞ
@tu  i:
Then
ðWjW %k þ W %kWjÞðuÞ ¼ iBj; %kðuÞ
1
@tu þ i 
1
@tu  i
 
¼ 2Bj; %kðuÞ
1þ u2t
:
(ii) We ﬁrst notice that
½Wj; W %k ¼ ðWjða %kÞ  W %kðajÞÞ@t:
Then, since
Wjða %kÞ ¼ 2iWjW %kðuÞ; W %kðajÞ ¼ 2iW %kWjðuÞ;
the assertion follows from (i). &
This proposition implies the following crucial corollary.
Corollary 3.1. Let u : O-R be an s-admissible function. Then
dim SpanC fWj ; ½Wj; W %k : j; k ¼ 1;y; ng ¼ n þ 1 ð30Þ
at any point of O:
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Proof. Let xAO be ﬁxed and p ¼ ðx; uðxÞÞ: Denote by l1;y; ln the eigenvalues of
the normalized Levi-form of gðuÞ at the point p: Then l1 þ?þ ln40: As a
consequence, by Proposition 2.1 the matrix ðBj; %kÞj;k¼1;y;n is not vanishing. Hence
Bc; %ma0 for a suitable pair ðc; mÞ so that, by Proposition 3.1(ii),
W1;y; Wn; ½Wc; W %m
are linearly independent in Cnþ1: &
Remark 3.1. For (30) to hold at xAO we obviously only need the existence of a pair
ðc; mÞ such that Bc; %ma0 at x:
Let us now consider a function
K : O	 R	 R2nþ1-R:
We say that u has the assigned s-Levi curvature K in O if
SpðgðuÞÞ ¼ Kðx; u; DuÞ; p ¼ ðx; uðxÞÞ
for every xAO: Here we have denoted by Du the Euclidean gradient of u in R2nþ1: By
Propositions 2.3 and 3.1 we immediately obtain
Proposition 3.2. Let uAC2ðO;RÞ be an s-admissible function. If u has the assigned s-
Levi curvature K in O; then it satisfies the equation
Lu ¼ Kðx; u; DuÞ; xAO;
where L denotes a second-order fully nonlinear operator of the following type:
L ¼Lu :¼
Xn
j;k¼1
bj; %k
WjW %k þ W %kWj
2
ð31Þ
and bj; %k ¼ bk;%j ¼ bj; %kðDu; D2uÞ smoothly depends on Du and on the real Hessian matrix
D2u: Moreover, for every compact set KDO there exists m40 such that
Xn
j;k¼1
aj; %kðDuðxÞ; D2uðxÞÞzj %zkXmjzj2 8zACn
and for every xAK :
Proof. By Proposition 2.3 we have
Xn
j;k¼1
aj; %kBj; %k ¼ Kðx; u; DuÞ inO:
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Then, by Proposition 3.1(i), we get the assertions with
bj; %k ¼
aj; %k
1þ u2t
: &
In next section, we shall prove our main comparison theorem. For this we need to
write our curvature operators in real form. Let us put
Xj ¼ 2 Re ðWjÞ; Yj ¼ 2 Im ðWjÞ; j ¼ 1;y; n
and
aj ¼ Re ðajÞ; bj ¼ Im ðajÞ:
Then, since Wj ¼ @zj  aj2@t; we have
Xj ¼ @xj þ aj@t; Yj ¼ @yj þ bj@t; j ¼ 1;y; n: ð32Þ
With the notations just introduced we can write (25) as follows:
ðXj  iYjÞðuÞ ¼ iaj ¼ bj  iaj;
so that
XjðuÞ ¼ bj; YjðuÞ ¼ aj :
It is easy to see that these relations, together with the structure (32) of Xj and Yj
characterize aj and bj as follows:
aj ¼
uyj  uxj ut
1þ u2t
; bj ¼
uxj  uyj ut
1þ u2t
:
One can also show that these identities are consistent with (26). We now consider the
matrix B :¼ ðBj; %kÞj;k¼1;y;n in (29), and denote
B1 ¼ ReðBÞ; B2 ¼ Im ðBÞ:
Finally, we deﬁne the matrix C ¼ ðcj;kÞ as the following 2n 	 2n block matrix
C ¼ 1
4
B1 B2
B2 B1
 
: ð33Þ
Then, if we rename the vector ﬁelds Xj and Yj as follows:
Xj ¼ Vj; Yj ¼ Vnþj ; j ¼ 1;y; n;
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the curvature operator in (31) takes the form
L ¼Lu ¼
X2n
j;k¼1
cj;kðxÞVjVk; cj;kðxÞ ¼ cj;kðDuðxÞ; D2uðxÞÞ: ð34Þ
Moreover, by Proposition 3.3, for every compact set KDO:
X2n
j;k¼1
cj;kðxÞZjZkX
m
4
X2n
j¼1
Z2j ; 8ZAR2n ð35Þ
and for every xAK : Then, the operator L ¼Lu is ‘‘elliptic’’ only along 2n linearly
independent directions. Thus, L is not elliptic at any point. However, the missing
ellipticity direction can be recovered by commutation. Indeed, given the structure of
the vector ﬁelds Vj’s, the commutator ½Vj; Vk takes the following form:
½Vj; Vk ¼ vj;k@t;
where vj;k is a suitable function in O: By Corollary 3.1, for every point xAO there
exists a pair ðj; kÞ such that vj;kðxÞa0: Therefore
dimðSpanRfVj; ½Vj ; Vk : j; k ¼ 1;y; 2ngÞ ¼ 2n þ 1; ð36Þ
at any point of O:
This property will be crucial in the proof of our strong maximum and comparison
principles.
4. Strong maximum principle for subelliptic operators
In this section we assume ODR2nþ1 an open set and X1;y; X2n linear C1 vector
ﬁelds in O such that
dimðSpanfXjðxÞ; ½Xi; XjðxÞ; i; j ¼ 1;y; 2ngÞ ¼ 2n þ 1 ð37Þ
for every xAO: We consider the following partial differential operator:
M ¼
X2n
i;j¼1
bi;jðxÞXiXj þ/b; DSþ c; ð38Þ
where bi;j; b ¼ ðb1;y; b2nÞ and c are real continuous functions in O: We also assume
that for every compact set KCO there exists m ¼ mðKÞ40 such that
X2n
i;j¼1
bi;jðxÞZiZjXmjxj2 8xAK 8ZAR2n; ð39Þ
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where m40 is a suitable constant. In (38) D and /; S denote, respectively, the
gradient operator and the inner product in R2nþ1:
Our aim in this section is to prove the following strong maximum principle forM:
Theorem 4.1. Let O0DO be open and connected. Suppose wAC2ðO0;RÞ and such that
MwX0 in O0;
wp0 in O0:
Then wo0 in O0 or w  0 in O0:
For the proof of this theorem we need some lemmas. The ﬁrst one shows a weak
maximum principle for M on small open sets.
Lemma 4.1. For every x0AO there exists an open set U0 such that U0CCO; x0AU0;
with the following property: if wAC2ðUÞ satisfies
MwX0 in U0;
lim sup
x-z
wðxÞp0 8zA@U0;
8<
:
then wp0 in U0:
Proof. By hypothesis (39), there exists mAR2nþ1 such that
X2n
j;k¼1
bj;kðx0Þ/Xjðx0Þ; mS/Xkðx0Þ; mS40:
Then, if we deﬁne
vðxÞ ¼ M  expðw/m; xSÞ;
an elementary computation shows that we can choose constants w; M40 and a
neighborhood U0 of x0 such that
Mvo0; inf
U0
v40:
It is well known that the existence of such a barrier function implies the weak
maximum principle for M in U0: &
The second lemma we need is a kind of Hopf Lemma. Let w : O0-R be the
function in Theorem 4.1. Suppose there exists a point x0AO0 such that wðx0Þ ¼ 0:
Theorem 4.1 requires to prove that the relatively closed set
F ¼ fxAO0 : wðxÞ ¼ 0g;
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actually is equal to O0: We argue by contradiction and suppose FaO0: Then, since
O0 is connected, @F-O0a|: A unitary vector nAR2nþ1 will be called an outer normal
to F at a point xA@F-O if there exists r40 such that the Euclidean ball Brðxþ rnÞ
centered at xþ rn and with radius r; satisﬁes
Brðxþ rnÞDO0\F : ð40Þ
We shall denote by F the set
F  ¼ fxA@F-O0 : there exists n outer normal to F at xg:
Since @F-O0a|; it is easy to obtain that Fa|:
Lemma 4.2. At any point xAF and for every outer normal n to F at x; we have
/XjðxÞ; nS ¼ 0 8j ¼ 1;y; 2n: ð41Þ
Proof. The proof is based on the previous lemma and on quite standard arguments.
We directly refer to [2, Proposition 3.1]. &
Let us denote by expðtXjÞðxÞ the solution j with maximal domain of the Cauchy
problem
’j ¼ XjðjÞ;
jð0Þ ¼ x; xAO:

By the previous lemma and [2, Theorem 2.1], if xAF then
expðtXjÞðxÞAF ð42Þ
for every t in a neighborhood of t ¼ 0 and for every jAf1;y; 2ng:
Let i; jAf1;y; 2ng and 0ptpd; with d40 small enough. Deﬁne
FðtÞ ¼ expð ﬃﬃtp XjÞðexpð ﬃﬃtp XiÞðexpð ﬃﬃtp XjÞðexpð ﬃﬃtp XiÞðxÞÞÞÞ:
It is well known that F is differentiable in ½0; d and
’Fð0Þ ¼ ½Xi; XjðxÞ: ð43Þ
On the other hand, by (42) FðtÞAF so that by (40),
jFðtÞ  ðxþ rnÞj2Xr2 ¼ jFð0Þ  ðxþ rnÞj2:
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As a consequence
d
dt
jFðtÞ  ðxþ rnÞj

t¼0
X0;
i.e. 2r/ ’Fð0Þ; nSX0: Using (43) we get /½Xi; XjðxÞ; nSX0; and exchanging i and j;
/½Xj; XiðxÞ; nSX0: Then /½Xi; XjðxÞ; nS ¼ 0:
We are now ready to conclude the proof of our strong maximum principle.
Proof of Theorem 4.1. By contradiction suppose wa0 and w ¼ 0 somewhere. Then
|aFaO0: It follows that F a|: For what we have just proved
/XjðxÞ; nS ¼ 0; /½Xi; XjðxÞ; nS ¼ 0
for every xAF and n outer normal to F at x; 8i; j ¼ 1;y; 2n: From the rank
condition (37), this implies n ¼ 0; a contradiction because jnj ¼ 1: &
5. Strong comparison principle for s-pseudoconvex functions
In this section, we prove our main comparison Principle and we shall use the same
notations of Section 3.
Theorem 5.1. Let OCR2nþ1 be open and connected. Let u; vAC2ðOÞ be real s-
pseudoconvex functions. If upv in O and
Lu  Kðx; u; DuÞXLv  Kðx; v; DvÞ
in O for some smooth function K : O	 R	 R2nþ1-R; then u  v or uov in O:
Proof. For brevity of notation we denote by LðuÞ and LðvÞ the normalized Levi
matrix of u and v; given by replacing in (14) the deﬁning function f with u  t and
v  t; respectively. Since u and v are s-admissible functions, by condition (i) in
Deﬁnition 1.1 we have that the eigenvalues of yLðuÞ þ ð1 yÞLðvÞ belong to S for all
0pyp1:
Let us put w ¼ u  v: We shall show thatMwX0 in O; whereM is an operator of
the type (38). First of all we have,
Lu Lv ¼Luu Lvv ¼ SðLðuÞÞ  SðLðvÞÞ
¼
Z 1
0
d
dy
ðSðyLðuÞ þ ð1 yÞLðvÞÞÞ dy
¼
Z 1
0
traceðrSðyLðuÞ þ ð1 yÞLðvÞÞ  ðLðuÞ  LðvÞÞÞ dy
¼ traceðJ  ðLðuÞ  LðvÞÞÞ; ð44Þ
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where
J :¼
Z 1
0
rSðyLðuÞ þ ð1 yÞLðvÞÞ dy
is a positive deﬁnite matrix by (23). Now, by taking into account (15) we have
traceðJ  ðLðuÞ  LðvÞÞÞ ¼ traceðJ˜  ðBðuÞ  BðvÞÞÞ þ/b; DwS;
where b is a continuous function and
J˜ ¼ 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jDuj2
q ðN1ðu  tÞ  J  ðNÞ1ðu  tÞÞ
is a positive Hermitian matrix with continuous coefﬁcients. Moreover, by (29) and
Proposition 3.1(i), we have
BðuÞ  BðvÞ ¼ 1
2
ðð1þ u2t ÞðWjW %k þ W %kWjÞu  ð1þ v2t ÞðWjW %k þ W %kWjÞvÞnj;k¼1
¼ 1þ u
2
t
2
ððWjW %k þ W %kWjÞu  ðWjW %k þ W %kWjÞvÞnj;k¼1
þ first-order derivatives of w:
In order to write this last term as a second-order operator acting on w; we introduce
the notation Wj½uðwÞ ¼ ð@zj  12ajðuÞ@tÞðwÞ: Accordingly, WjðuÞ ¼ Wj½uðuÞ:
A direct computation shows that
ðWcW %p þ W %pWcÞðuÞ  ðWcW %p þ W %pWcÞðvÞ ¼ ðWc½uW %p½u þ W %p½uWc½uÞðwÞ
þ first-order derivatives of w: ð45Þ
Thus, by deﬁning Vj½u ¼ 2ReðWj ½uÞ and Vnþj½u ¼ 2ImðWj ½uÞ; we can rewrite
(44) as follows:
Luu Lvv ¼
X2n
j;k¼1
cj;kVj½uVk½uðwÞ þ first-order derivatives of w; ð46Þ
where C ¼ ðcj;kÞ is the positive nonsymmetric block matrix
C ¼ 1
4
Re J˜ Im J˜
Im J˜ Re J˜
 !
:
Obviously,
Kðx; u; DuÞ  Kðx; v; DvÞ ¼ first-order derivatives of w þ c1w: ð47Þ
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Then, with an obvious meaning of M by (46) and (47) we have
Lu  Kðx; u; DuÞ Lv þ Kðx; v; DvÞ ¼Mw:
Thus, MwX0 in O and wp0 in O: The thesis follows from Theorem 4.1. &
Our Theorem 5.1 contains the strong comparison principle proved by Citti [4] for
a quasilinear equation, whose principal part is related to the trace of the Levi form in
the case n ¼ 1:
We close this section by giving the
Proof of Theorem 1.1. For any ﬁxed pAbD-bD0 we shall prove the existence of an
open set UDCnþ1; with pAU ; such that bD-U ¼ bD0-U : Then, from the
connectedness of bD and bD0; it will follow bD ¼ bD0: This, together with the
inclusion D0DD; will give D ¼ D0:
Let pAbD-bD0: Without loss of generality and by using the notations of Section
3, we may assume p ¼ ðx0; t0Þ with x0AR2nþ1 and t0AR; and the existence of an open
set ODR2nþ1 and of a connected open set UDCnþ1 ¼ R2nþ1 	 R satisfying:
(i) pAU and x0AO;
(ii) there exist u; vAC2ðO;RÞ such that
D-U ¼ GðuÞ-U ; bD-U ¼ gðuÞ-U ;
D0-U ¼ GðvÞ-U ; bD0-U ¼ gðvÞ-U :
Then, since D0DD and pAbD-bD0-U ; we have upv in O and uðx0Þ ¼ vðx0Þ:
Moreover, u and v are s-pseudoconvex and, by hypothesis b,
LuXLv in O:
Then, by Theorem 5.1 u  v in O: Hence bD0-U ¼ bD-U ; and the proof is
complete. &
Appendix
In this appendix, by using the notations of the Introduction, we prove the
following proposition:
Proposition A.1. Let f and f 0 be defining functions of a domain D. Let pAbD and let
B ¼ fu1;y; ung; B0 ¼ fv1;y; vng
be orthonormal basis of TCp ðbDÞ: Then lðLpð f ; BÞÞ ¼ lðLpð f 0; B0ÞÞ:
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Proof. Denote by U the ðn þ 1Þ 	 n matrix
U ¼ ½u1;y; un
and by AðUÞ the matrix ð/HTp ð f Þuj; ukSÞj;k¼1;y;n: We have
ATðUÞ ¼ UHTp ð f ÞU :
Let V ¼ ½v1;y; vn be the matrix related to another orthonormal basis B0 of
TCp ðbDÞ: Now, let R be an n 	 n orthonormal matrix such that V ¼ UR: Then
ATðVÞ ¼ RUHTp ð f ÞUR ¼ R ATðUÞR;
so that AðVÞ and AðUÞ have the same eigenvalues.
Since f and f 0 are deﬁning functions of D; we have f 0 ¼ sf ; where s is C1 and
strictly positive in a neighborhood of p; see [9, Chapter II, Lemma 2.5]. It follows
that
f 0%j;kð pÞ ¼ sð pÞf%j;kð pÞ þ s%jð pÞfkð pÞ þ skð pÞf%jð pÞ:
Therefore, for every zATCp ðbDÞ;
/HTp ð f 0Þz; zS ¼ sð pÞ/HTp ð f Þz; zSþ 2Reð/z; %@pfS/ %@ps; zSÞ
¼ sð pÞ/HTp ð f Þz; zS:
On the other hand
@pf
0 ¼ sð pÞ@pf :
Then
1
j@pf 0j/H
T
p ð f 0Þz; zS ¼
1
j@pf j/H
T
p ð f Þz; zS
for every zATCp ðbDÞ: This completes the proof. &
References
[1] E. Bedford, B. Gaveau, Hypersurfaces with bounded Levi form, Indiana Univ. Math. J. 27 (5) (1978)
867–873.
[2] J.M. Bony, Principe du maximum, ine´galite´ de Harnack et unicite` du proble`me de Cauchy pour les
ope´rateurs elliptic de´ge´ne´re´s, Ann. Inst. Fourier (Grenoble) 19 (1969) 277–304.
[3] L. Caffarelli, L. Niremberg, J. Spruck, The Dirichlet problem for non-linear second order elliptic
equations III: functions of the eigenvalues of the Hessian, Acta Math. 155 (1985) 261–301.
[4] G. Citti, A comparison theorem for the Levi equation, Rend. Mat. Acc. Lincei (s.9) 4 (1993) 207–212.
ARTICLE IN PRESS
A. Montanari, E. Lanconelli / J. Differential Equations 202 (2004) 306–331330
[5] J.P. D’Angelo, Several Complex Variables and the Geometry of Real Hypersurfaces, Studies in
Advanced Mathematics, CRC Press, Boca Raton, FL, 1993.
[6] S. Krantz, Function Theory of Several Complex Variables, Wiley, New York, 1982.
[7] F. Lascialfari, A. Montanari, Smooth regularity for solutions of the Levi Monge–Ampe`re equation,
Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 12 (2001) 115–123.
[8] A. Montanari, F. Lascialfari, The Levi Monge–Ampe`re equation: smooth regularity of strictly Levi
convex solutions, J. Geom. Anal. 14 (2) (2004) 291–313.
[9] R.M. Range, Holomorphic Functions and Integral Representation Formulas in Several Complex
Variables, Springer, New York, 1986.
[10] Z. Slodkowski, G. Tomassini, Weak solutions for the Levi equation and Envelope of Holomorphy, J.
Funct. Anal. 101 (4) (1991) 392–407.
[11] Z. Slodkowski, G. Tomassini, The Levi equation in higher dimension and relationships to the
envelope of holomorphy, Amer. J. Math. 116 (1994) 479–499.
[12] G. Tomassini, Geometric properties of solutions of the Levi equation, Ann. Mat. Pura Appl. (4) 152
(1988) 331–344.
ARTICLE IN PRESS
A. Montanari, E. Lanconelli / J. Differential Equations 202 (2004) 306–331 331
