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6 1992 Academic Press, Inc. 
We will consider the classical moment problem: for a sequence of real 
numbers (s~}~ aO, the condition 
for all integers n 20 and all n + 1-tuples of complex numbers 
(a,, al, . . . . a,), is clearly necessary for the existence of a positive Radon 
measure p on Iw such that j Jxlk L&(X) < co, for all k 2 0 and which satisfies 
VkaO, Sk = Xk &L(x). 
s 
It turns out that it is also sufficient (see [l; 8, Chap V; 111). A deeper 
question is that of the determinacy of the moment sequence {sk}k 2,,: Is the 
positive measure p completely determined by the knowledge of its moment 
sequence? The answer is, in general, negative and several necessary and suf- 
ficient conditions for the indeterminacy of a moment sequence are known. 
* The author was supported by NSERC Grant OGP 0036564. 
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A useful criterion, due to M. G. Krein, is the following [i, p. 87; 8, p. 1281: 
If there exists a positive measure p solution of the moment problem whose 
absolutely continuous part w is such that 
s 1% 4x1 pdx> -co, 1+x2 
then the moment sequence is indeterminate. One of our main objectives, 
in this paper, will be to establish the converse of that statement: if the 
moment problem is indeterminate, then there exists a weight w > 0, 
solution of the moment problem, with the property mentioned above. 
In fact, we will see that, in that case, for every complex number ;1 with 
Im i > 0, the so-called entropy integral 
Im 1 log w(x) dx - ~ 
n I (A-Xl2 
can be maximized among all solutions ,U of the moment problem with 
absolutely continuous part w and the entropy maximizer w1 corresponding 
to the parameter 1, which turns out to be absolutely continuous, can be 
constructed explicitly. We obtain thus, in this way, a whole family of solu- 
tions depending upon the parameter 2. Moreover, we will see that the 
so-called N-extremal solutions of the moment problem (see Cl, p. 453) can 
all be obtained as weak * limits of the entropy maximizers wir, as we let 
the parameter 1 approach a real value. 
This method of tackling the moment problem, which follows in spirit 
H. Landau’s paper [9], has several advantages. Among them, let us 
mention that, since it is based on Hilbert space theory, the part played 
by complex analysis, although quite essential, is reduced to a minimum. 
Furthermore, several known results concerning the moment problem can 
be deduced quite easily from the entropy inequality established here. 
The fact that the maximum entropy principle can be used effectively to 
solve moment problems is not new. As a matter of fact, that concept was 
exploited by J. P. Burg, in connection with the trigonometric moment 
problem ([S]; see also [lo]), and by J. Chover to treat the extension 
problem for positive-definite continuous functions defined on an interval 
(-0, a), a >O, of the real line [6]. Recently, the author has used the 
maximum entropy principle to investigate the extension problem for 
positive-definite distributions [7]. 
1. THE TRUNCATED MOMENT PROBLEM 
We will show, in this first section, how to construct explicitly the entropy 
maximizers for the truncated moment problem. Given the integer n > 1, we 
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assume that the finite sequence of 2n + 1 real numbers s,,, si, . . . . s2” satisfies 
for all a,, a,, . . . . a, E @ 
,$osj+k?jGao. (1.1) 
Of course, if p is a positive Radon measure on the real line such that 
I (1 + X2)n f&(x) < co, (1.2) 
its first 2n + 1 moments defined by 
Sk = Xk d/L(x), I k = 0, 1, . . . . 2n, (1.3) 
clearly have the property (1.1) and it is known that, conversely, all finite 
sequences (sk}& satisfying (1.1) can be obtained in that way. We will 
make the additional assumption that equality in (1.1) can only be obtained 
if ai = 0, for all i = 0, 1, . . . . n. Following the notations and terminology of 
[9], we will call a representing measure for the truncated moment problem 
any positive measure p which satisfies (1.2) and (1.3). If n,, is the set of 
complex polynomials of degree less than or equal to n, we can define an 
inner product on n,, by the formula 
Cl’, Ql= i sj+kcj&sll, 
j,k=O 
if P(x) = Cj’=, cjx’ and Q(x) = cj”=o d,xj. It is clear that, if p is any 
representing measure, the equality [P, Q] = 1 P(x) Q(x) dp(x) holds. 
Because the matrix (sj+ k)IkSO iS assumed to be non-singular, the map 
P H [P, P] l/2 defines a norm on n,, simply denoted by 11.11, which endows 
Ar, with a finite-dimensional Hilbert space structure. Let us also notice that 
VP, QE~,,, CxW), Q(x)1 = CP(x), xQ(x)l. (1.4) 
They are, in general, infinitely many solutions of the truncated moment 
problem, but, it turns out that particular solutions can be constructed very 
easily using evaluation polynomials. 
DEFINITION 1.1. If I E @, we denote by El; the unique polynomial in I7, 
satisfying [P, Ei] = P(A), for all P E Z7,. E;j is, for obvious reasons, called 
the evaluation polynomial at A. 
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The location in the complex plane of the zeros of the evaluation polyno- 
mials Ei will play an important role in the following exposition. We have 
the following proposition. 
PROPOSITION 1.2. Suppose that fl is a zero of the evaluation polynomial 
Ei. Then, Imfi<O if ImA>O, Imp>0 if ImA<O, and Imj?=O if 
Im1=0. 
Proof: Since E:(A) = 11 E$l* > 0, /I # A. Furthermore, we can write 
E:(x) = (x - 8) P(x), where P E Z7,- 1. In particular, 
Cf’, Eil = P(A) = E;jWlP. - B) = llE;jl12/(J. - P). (1.5) 
Now, since P cannot be a constant multiple of Et, we have I [P, Et]1 < 
IJPIJ llE:ll, and, therefore, using (1..5), we obtain that 
IlEfll < IA-PI IIPII. (1.6) 
On the other hand, we have [P(x), xP(x)] = [P, E;j + BP] = 
IIE~ll*/(~-~)+P IIPll*, and, thus, using (1.4), 0 = Im [P(x), xP(x)] = 
11 Ef II * ((Im /I - Im A)/lA - /I ‘) - Im /I II PII *, which yields the identity 
‘“;{I;; ’ 11~~112 = (Im B) IlPll*. 
Let us assume 1 real. If Im /I # 0, (1.7) would contradict (1.6). 
Thus, Im /I= 0. If Im i # 0, then it is clear from (1.7) that Im fi #O 
and that Im /I # Im A. We obtain thus from (1.6) and (1.7) that 
IIE~l12=IrnB IA-/II* IIPll*/Im(/?-A)< [A--/?[’ lIPI)*, which shows that 
0 < Im /I/(Im /I - Im A) < 1. Our assertion, in the case Im A # 0, follows 
easily from these last two inequalities. 
LEMMA 1.3. If il is not real, Ef is a polynomial of exact degree n. 
Proof: Let Q, be the unique element of 17, defined by [P, Q] = c,, for 
all polynomials P(x) = C; =0 ckxk E II,. Let y be any zero of Q,. We can 
write Q,(x) = (x - y) S(x), where SE 17, _ i, and, in particular, 
[Q,, S] = 0. Therefore, [xS(x), S(x)] = [Q, + yS, S] = y llSl1 2, and, since, 
by (1.4), [xS(x), S(x)] is real, it follows that y E R. Hence, Q, has only 
real zeros. Now, if Ei were of degree less than n, we would have 
0 = [E;j, Q,] = [Qn, Ef] = Q,,(A), which would lead to a contradiction 
if /z was not real. 
LEMMA 1.4. If Im 1 #O, the evaluation polynomial Ei completely 
determines the numbers so, s,, .,., s2,,. 
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Proof: Since EL(x)= E:(x), for x real, we can assume that Im A >O. 
Let us write E:(x) = CzZO akxk. By definition of Et, the equations 
j~osj+kTi;=i.k, k=O, 1, . . . . n (1.8) 
are satisfied and also, by conjugation, the equations 
i Sj+ka, = (JJk, 
j=O 
k = 0, 1, . . . . n. (1.9) 
If we drop from (1.9) the equation corresponding to k = n, we obtain from 
(1.8) and (1.9) a linear system of 2n + 1 equations in the 2n + 1 unknowns 
so, si, . . . . sZ,,, which can be written in matrix form as 
0 6 
(j . . . 
aa al 
0 a0 
-- 
4-l a, 
0 & 
a, 0 
4-1 a, 
. . . a, 
. . . 0 
. . . 0 
L. (j . . . a, a, . . a, 0. 
= 
I. -I 
To prove the lemma, it is enough to show that the square matrix on the 
left-hand side of the previous equality is non-singular. If that matrix were 
singular, we could find a non-trivial linear combination of the rows adding 
up to a row of zeros. This is clearly equivalent to the existence of complex 
numbers co, c,, . . . . c,, d,, d,, . . . . d,_ ,, not all zero, such that 
or, simply to the existence of polynomials P, E 17, and Pz E IZ, _ i , not both 
zero, such that P,(x) m= P2(x)Ei(x). Now, by Proposition 1.2, all the 
zeros of Ei are in ([EC, Im&O} and those of z in {[EC,Im<>O}. 
This implies, by the previous equality, that P2 must have n zeros, counted 
with their multiplicities, in {[E C, Im [ > 0} which is clearly a contradic- 
tion since P, E II, _ 1, unless P, = P, = 0, contrary to our hypothesis. 
We are now in a position to solve our truncated moment problem and, 
in particular, to give the explicit form of the entropy maximizers associated 
with our problem. We need the following definition. 
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DEFINITION 1.5. If 1 E C and Im il > 0, we associate with the evaluation 
polynomial Ef the weight wi defined on R by 
(1.10) 
We remark that wi is well-defined since, by Proposition 1.2, Et does not 
vanish on R and, furthermore, the condition (1.2) is satisfied for p = wi, by 
Lemma 1.3. We have the following theorem. 
THEOREM 1.6. If IIE@ and Im A>O, the weight wf defined by (1.10) is 
a representing measure for the truncated moment problem, and if p is any 
representing measure with absolutely continuous part w, the following entropy 
inequality holds 
Im 1 log w(x) - jjq-ys l;l-xj* dx, s Im II log w:(x) 71 (1.11) 
with equality in (1.11) onZy in the case where ,a = wi. 
Proof To prove that wi is a representing measure, it suffices to show, 
by Lemma 1.4, that 
f 
xk E;(x) w;(x) dx = Ak, k = 0, . . . . n, 
or, equivalently, that 
ImA 
I 
xk llE;1ll’ 
IA-xl2 E;(x)dx=i.k’ 
k = 0, . . . . n. 
n 
(1.12) 
By Lemma 1.2, we can write E;(x) = C nj”= i (x-/Ii), where CE C and 
Im Bj < 0, for all j = 1, . . . . n. Let us consider now the rational function f(c) 
defined by f(i) = ik/[([-A)([--A) E:(i)]. It is easily seen, using the 
theory of residues, that 
s Iw f(x)dx=2xiP_es f(c)= 'lk (Im A) E:(A)’ 
which yields (1.12). To prove (1.11 ), we use Jensen’s inequality with the 
probability measure (Im 2)/(x II-x12) on R. If p is any representing 
measure with absolutely continuous part w, we have 
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= IEf;(x)l’ w(x) dx/llE;ll’ s 
< s I’ll’ &(x)lll~;I12 = 1, 
which yields (1.11). The uniqueness of the entropy maximizer follows from 
the fact that equality in the Jensen’s inequality used above only occurs for 
constant functions. 
The following lemma will be useful. 
LEMMA 1.7. Let I EC with Im 2 >O. Then, 
ImA log Ix-B1 dx= log In-bl, 
rc 5 
if Imfl<O 
Il.-xl’ { 1% In-817 if Im/?>O. 
(1.13) 
In particular, if P is any polynomial, we have the inequality 
IP( Qexp - 
[ j 
Im A log IW)l dx 
n: p-x1* 1 (1.14) 
with equality in (1.14) if and only if all the zeros of P are contained in 
{iEC, ImidO}. 
ProoJ: If Im /I < 0, we consider the function f (0 = log(c - /I)/ 
(i:-J)(i-J), h w ere log denotes the principal branch of the logarithm, 
which is analytic on the set {i E @, Im c > Im b}, except for a pole at c = A. 
By an elementary computation using the theory of residues, we obtain that 
s Iw f(x)dx=2ni~_e;f(i)=n10g!~~B) 
which yields (1.13) by taking real parts. The case Im fl> 0 follows 
immediately from the previous one since the integral in (1.13) is unchanged 
when fi is replaced by 8. The case Im /J = 0 follows by continuity. 
The following proposition gives an explicit expression for the norm of 
the evaluation polynomials Et, when Im A> 0, in terms of the weights wi. 
It is going to be useful later on. 
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PROPOSITION 1.8. If 1 E C and Im ,I> 0, we have the identity 
ProoJ Because of (1.10) and the definition of Et, it is easily seen that 
proving ( 1.15) is equivalent to proving that 
IE,“(A)(A-A)1 =exp 
log IEf(x)(A-x)1 dx 1 Ii-x)2 ’ 
but this last equality follows from Lemma 1.7 since all the zeros of the 
polynomial Ei([)(X - [) are in the set {[E @, Im [ < 0} by Proposition 1.2. 
2. REPRESENTING MEASURES WITH FINITE ENTROPY 
We will now turn our attention to the full moment problem. We will 
thus assume that we are given a sequence of real numbers s,,, sl, s2, . . . 
satisfying, for all integers n B 0 and all (n + l)-tuple (a,, a,, . . . . a,) E C”+ ‘, 
(2.1) 
We also impose the condition that we always have a strict inequality in 
(2.1) unless all the aj’s are zero. In fact, this condition is necessary if we are 
looking for solutions of the moment problem having finite entropy. Indeed, 
if it weren’t satisfied, it is easy to see that any solution of the moment 
problem would be supported on a finite set of points. As we did in the 
truncated case, we can define an inner product on the set n of all polyno- 
mials by the formula 
Cp9 Ql= 5 sj+kajK, 
j,k=O 
(2.2) 
if P(x)=C,F!,ajxi, Q(~)=~~=~b~xj, and N=max{m,n}. The mapping 
P -+ [P, P] ‘I* clearly defines a norm on I7, which will be again denoted by 
)I . II and the completion of II with respect to that norm is thus a Hilbert 
space, simply denoted by H. A positive Radon measure p on R will be 
called a solution of the moment problem or representing measure if 
Vk>O, s Mk 44x) < ~0, (2.3) 
88 
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Vk>O, Sk = Xk d/i(x). 
.r (2.4) 
It is clear that, if p is any representing measure, (2.2) can be rewritten as 
[P, Q] = j P(x) Q(x)&(x), for P, QEZ~, and we can thus identify the 
abstract Hilbert space H with the closure of 17 in Lt. 
We will now look for a condition which guarantees the existence of 
representing measures having finite entropy, i.e., positive Radon measures 
p solutions of the moment problem whose absolutely continuous part w 
satisfies 
5 
le!s w(x) -dx> --03. 
1 +x2 
In view of the results of the previous section, it seems natural that such a 
condition should be that, for some A E d= with Im A# 0, there exists C> 0 
such that 
VPEZZ, IP( d c II PII, (2.6) 
which simply means that the linear functional P --f P(A) is continuous with 
respect to the norm defined on IZ Let us remark here that the condition 
(2.6) is necessary for the existence of a representing measure p whose 
absolutely continuous part w satisfies (2.5). This follows easily from the 
inequality (1.14). Although it is not usually formulated in this way, condi- 
tion (2.6) is known to be necessary and sufficient for the indeterminacy of 
the moment problem [ 1, pp. 49-50; 11, p. 503. Also, as we mentioned 
before, if a representing measure with finite entropy exists, then the 
moment problem must be indeterminate. Our goal in this section will be to 
prove the converse: the condition (2.6) implies the existence of representing 
measures with finite entropy and the entropy maximizers can be con- 
structed explicitly. We will need the following result of M. Riesz [ 1, p. 561 
which shows that the condition (2.6) does not really depend on 1: if it is 
satisfied for some 1 with Im A# 0, then it must be satisfied for all I E Cc with 
a constant C dependent on 1. 
THEOREM 2.1 (M. Riesz). Zf (2.6) holds, then, for every E > 0, there exists 
C, > 0 such that 
VPEZZ,V[EC, IP( G C,eb”’ llpll. 
This result has the following consequence. 
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COROLLARY 2.2. Zf (2.6) holds, we can identify the completion of 17 with 
respect o the norm II.11 with a space of entire functions F which satisfy for 
every E > 0, an estimate of the form IF(c)] < C, exp(e ][I) I/ F]I for some 
number C, > 0, independent of F. Furthermore, tf u is any representing 
measure and F, G E H, then F, GE Li and [F, G] = s F(x) G(x) du(x). 
If the condition (2.6) is satisfied, Corollary 2.2 allows us to define, 
for each ,?E@, the entire analytic function E’e H by the identity 
[P, E’] = P(1), for all P E U, using the Riesz representation theorem. The 
analogue of Proposition 1.2 holds for these “evaluation functions.” 
PROPOSITION 2.3. Let us assume that (2.6) holds and let /I be a zero of 
E”. ThenIm~<OifIm~>O,Im~>OifIm~<0,andIm~=OifIm~=0. 
Proof Since Ei is the orthogonal projection of E” onto ZZ,, it follows 
from Corollary 2.2 that E:(i) converges to E”(i) uniformly on compact 
subsets of C as n + co. Let us consider the case Im A > 0. It follows 
immediately from Proposition 1.2, by application of Rouchk’s theorem, 
that Im D ~0. But E” cannot vanish on the real line. Indeed, using 
Theorem 1.6 and Fatou’s lemma, we have 
ImA 
i‘ 
/lE”l12 dx6 lim inf w:(x) dx=s,< GO, 
71 lEA( IA-xl2 n--t= s 
and the integral on the left-hand side of the previous inequality would 
be infinite if E” had a zero on the real line. The case Im 1< 0 is similar 
and the case Im A= 0 follows again directly from Proposition 1.2, using 
Roucht’s theorem. 
As we did for the truncated moment problem, we will associate with E”, 
when Im 1> 0, the weights wa defined by 
VXER, 
Im 1 I(E”l12 
w”(x)=n IA-xl2 IE”(x)J” (2.7) 
As we have seen in the previous proposition, the weights wi. are well- 
defined and they are integrable on the real line. They are also the obvious 
candidates for our entropy maximizers. We have the following theorem. 
THEOREM 2.4. Let us assume that (2.6) holds and let 1 E @ with Im 1> 0. 
Then, the weight w* defined by (2.7) is a representing measure and ifu is any 
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representing measure with absolutely continuous part w, the entropy 
inequality 
Im I log w(x) 
-1 
dx < Im 1 log w”(x) dx 
IL jxp ‘- (2.8) n s Ii-Xl2 
holds with equality in (2.8) only in the case where p = w’. 
Proof. Let us consider Ef , the orthogonal projection of E’ onto II, 
and the corresponding weight w: defined by (1 .lO). Since Ei -+ E” in H, 
E;(c) -+ EA([) uniformly on compact subsets of C, as n + co, and since, by 
Proposition 2.3, E” does not vanish on [w, w: converges to w1 locally 
uniformly on [w, as n + co. On the other hand, wi being a solution of the 
truncated moment problem, we have 
XkWf(X) dx = sk, for k=O, 1, . . . . 2n. 
Fix k 2 0. Then, the sequence { ( 1 + x’)~ + ’ wf } ,“= k+ i is bounded in M( [w), 
the space of totally bounded Radon measures on 1w and has thus a sub- 
sequence converging in the weak * topology of M(R) to some measure 
p E M( Iw). In particular, if WI; belongs to that subsequence, we have 
Sk= xkwt(Wx= 
j 
Xk 
’ (I +X2)k+, (1+x ) k+’ w;(x) dx 
and, we obtain thus, by letting n + 00 that 
Xk 
(1 +X2)k+I dl.L(x)’ (2.9) 
On the other hand, since (1 + x2)k + ’ w:(x) converges locally uniformly to 
(1 +x2)k+l w”(x), it follows that p = (1 + x~)~+’ w”(x). This shows, using 
(2.9), that w’ is a representing measure since (2.3) and (2.4) hold. The 
proof of the entropy inequality (2.8) is similar to the corresponding one, for 
the truncated moment problem, in Theorem 1.6 once it has been show that 
log w”(x)/lA - xl2 is integrable on iw. In order to prove this fact, we note 
that, since Ei is the orthogonal projection of E* onto A’,,, it follows that 
llE;1][ < IIE”II, for all n > 1, and this implies the existence of a constant 
D > 0 such that 
(2.10) 
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Indeed, we have 
Using (1.15), we obtain 
and, furthermore, by Theorem 1.6, B, d s,/(Im 1)‘. Thus the inequality 
(2.10) together with Fatou’s lemma yields the integrability of log- W”(X)/ 
(A-xl2 while the integrability of log+ w”(x)/ll-xl* follows from that of 
w”(x), which proves the required property. 
The next result is the analogue of Proposition 1.8 for the full moment 
problem. Its proof is similar and uses a known theorem about functions of 
exponential type [IS, p. 561 together with Proposition 2.3. The details are 
left to the reader. 
PROPOSITION 2.5. Zf (2.6) holds and if ;1 E @ is such that Im A> 0, then 
(2.11) 
COROLLARY 2.6. Let 2 E C with Im A> 0 and consider a positive Radon 
measure p on iw whose support is infinite and which satisfies (2.3). Then, 
inf /1+(x-A)P(x)(‘dp(x) 
PEI7 i
Im J 
=(4rImL)exp - [ 1 log w”(x) dx 71 1 IA-xl2 ’ 
if(2.6) holds for the moment sequence of p, defined by (2.4). Zf (2.6) fails to 
hold, the infimum on the left-hand side of (2.12) is zero. 
ProojI It is easily checked that the fact that the inlimum on the left- 
hand side of (2.12) is non-zero is equivalent to the property (2.6) for the 
moment sequence of p, and that, in that case, if A is the value of that 
infimum, then A = C -*, where C is the best constant in (2.6). Since 
C= IIE”Il, the conclusion follows from (2.11). 
In connection with the indeterminacy problem, it is of interest to know 
when two entropy maximizers corresponding to different values of the 
parameter ;1 are actually equal. A very simple answer can be given but, 
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before stating the result, we will need the following lemma (we will, of 
course, assume that (2.6) holds). 
LEMMA 2.7. If fl is a zero of E”, then there exists C # 0 such that, for all 
iEC 
(i - 2) E”(i) = C(C -B) E’(i). (2.13) 
Proof: If FEH, the function G defined by G(c) = (F(i)- F(fi))([-A)/ 
([ - ,!?) also belongs to H. Indeed, if { P,}k a0 is a sequence in ZZ converging 
to F in H, then it is easy to check that the sequence {Q,},,, defined by 
Q/c(i) = (P/c(i) - pk(P))(r- Q/(i - B) converges to G in H. In particular, 
the functions G”(c) = E”([)([ - A)/([ - 6) belong to H if fi is a zero 
of E’. Now, if PE Z7, we can write P(i) = P(p) + ([ - 8) R(i), where R E Z7, 
and, thus, [P, G”] = P(&[ 1, G’] = CP(p), which shows that GA= CE”. 
Since G* # 0, C # 0, and (2.13) follows. 
PROPOSITION 2.8. Let ~1, fig @ with Im c1 >O, Im fi>O, and c( #fi. Then 
w’ = wp if and only if fl is a zero of E”. 
Proof: Since EC(x) = E’(x), if x is real, the fact that w” = wp implies, by 
analyticity, using (2.7), the existence of a constant C#O such that, for all 
iEa=, 
CC’- a)(i - 4 E”(5) E”(i) = C(5 - B)(i - 8) E’(i) -@K). 
In particular, the choice [ = fl makes the right-hand side zero and it follows 
from Proposition 2.3 that E”( fl) = 0. On the other hand, if fl is a zero of Ea, 
it follows directly from (2.13) using (2.7) that wa is a constant multiple of 
wB, and, since they are both representing measures, they must coincide. 
Remark 2.9. The previous corollary implies, of course, that the condi- 
tion (2.6) is sufficient for the indeterminacy of the moment problem. 
3. N-EXTREMAL MEASURES 
We will assume throughout this section that the condition (2.6) is 
satisfied. In that case, Theorem 2.4 provides us with a family of representing 
measures w’, indexed by the parameter AE @, with Im A>O, which is 
clearly bounded in M(R). We will be interested in finding the weak * limits 
of those measures, as we let 1 approach a real value. It turns out that one 
obtains in this way all the N-extremal solutions of the moment problem. 
The N-extremal measures can be defined by using the Nevanlinna represen- 
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tation for the solutions of the moment problem [ 1, p. 45; 11, p. 601 but we 
prefer to use an equivalent definition: a measure p is N-extremal if and only 
if I7 is dense in Lz, a result due to M. Riesz [ 1, p. 45; 11, p. 621. The 
N-extremal measures have very interesting properties and were used, 
among other things, to settle questions about determinacy and density (see 
[24]). We will use the following characterization of N-extremal measures: 
if cr is any real number, there exists a unique N-extremal measure vu which 
maximizes the mass at the point (T among all representing measures and all 
N-extremal measures are obtained in that way. In fact, one can show that 
v” = C,,, A, llE”lj -’ 6, where 6, is the Dirac measure at the point gi and 
A, = {G} u {XE [w, E”(x) = 0). Moreover, vu is the only representing 
measure supported in A, (see [ 1, p. 114; 3, p. 1063). 
LEMMA 3.1. The mapping @ -+ H, [ H ES is continuous for the norm 
topology of H. 
Proof: Let ME@. By Theorem2.1, if R>O, the set {E”, Ii-al GR} is 
bounded in H and therefore the functions E”(c) are uniformly bounded on 
the set { ]c-- CI[ <R} for ]I --c11 <R. We deduce thus, from Cauchy’s 
integral formula, the existence of a constant C such that 
X,AE (yIea=, Iv-al d I>, 
E”(i) - E”(a) < C 
[--a ’ ’ (3.1) 
If FE H, F(I) converges to F(a), as A + a, which shows that E” converges 
weakly to E” as A + a. Furthermore, since E’(a)= E”(A), we have, using 
(3.1 h 
- - 
I )lEAl12 - l/E”/l*1 = IE”(A) - E”(a)/ = [E’(A) - E”(a) + E”(A) - E”(a)/ 
<2CIA-aJ +O, A + a, 
and, thus, E” converges to E” in the norm topology. 
THEOREM 3.2. If 0 E Iw, then w’ converges to v” in the weak * topology 
ofM(R), as 140 in {AE@,ImIZ>O}. 
Proof: Since the family {wA}rml,,, is clearly bounded in M([W), every 
sequence extracted from that family has a subsequence which is weak * 
convergent: Let {A,} n r 0 be a sequence of complex numbers with Im A,, > 0 
and lim, j oD A, = u and such that the sequence { w’,},~~ converges in the 
weak * topology of M([W) to some measure p. Because of the explicit for- 
mula (2.10) for w’ and Lemma 3.1, the functions wAn converge uniformly to 
zero on every closed interval which does not intersect A,, as 1, + cr. Hence, 
the support of p is contained in A,. By an argument used in the proof of 
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Theorem 2.4, it is easily seen that p is also a representing measure and, 
thus, p = vu. Since the weak * limit of { wAnjnZO does not depend on the 
particular sequence chosen, our assertion follows. 
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