Inverse Artificial neural network (iANN) 
Introduction
The optimization problems associated to turbomachinery design often involve many constraints and large sets of parameters. In order to help the designer in this task, various codes are now available to define advanced blade geometries (CAD system), to compute the flow field inside the blade channels (CFD codes) and the mechanical stresses inside the blade metal (structural codes). Although the CFD software is getting faster, more accurate, and user friendly, it does not provide algorithms automatically able to optimize the performance of a new geometry [1] . As a consequence, blade designers often start from an existing geometry and improve or adapt it, based on trial and error procedures. Obtaining, the optimum parameters in the turbomachinery, requires mathematical description of the process [1, 2] . But, sometimes calculating these parameters becomes difficult and demands special software, especially when one considers the process complexity.
It is well known that optimization methods based on gradients techniques are efficient in terms of convergence rate, but they do not guarantee to produce the global optimum [3] . Even if a genetic algorithm offers the benefit of enhancing the probability to reach the global optimum, it may require thousands of iterations [4] . Certainly, all these methods have advantages and disadvantages, and yet they are limited just to solve design problems extent.
We are convinced that an ideal design method fuses the advantages of many design techniques into a single design method. So, we developed a design method, based on the concept of function approximation that combines other very popular techniques such as artificial neural networks, database and CFD analysis tools [5, 6] . Therefore, empirical models are used as an alternative to the process design, obtaining satisfactory results leaving previous assumptions aside. However, these models require only a limited number of simple arithmetic operations for simulation, and can be easily incorporated into control software, but their validity range is narrow.
The progress of neurobiology has allowed researchers to build mathematical models of neurons to simulate neural behavior. Neural networks are recognized as good tools for dynamic modeling, and have been extensively studied since the publication of the perceptron identification method [7] . The point for using these models includes two reasons: 1) working without any assumptions about the nature of underlying mechanisms, and 2) to take the most of their ability to take into account nonlinearities and interactions between variables [8] . A neural model can always be identified based on the perceptron structure, with only one hidden layer, for either steady state or dynamic operations [9, 10] . An outstanding feature of neural networks is their ability to learn the solution of the problem from a set of examples, and to provide a smooth and reasonable interpolation for new data. When modeling such a process, the skill of artificial neural networks (ANN) to integrate complex relationships between process parameters and product quality (efficiency) is of great interest. Partly, because this class of models lays on simple arithmetic operations with well-known input parameters allowing rapid calculations. However, in many cases, we want to have an optimum output (in this case, optimum efficiency), but the optimal input parameters are unknown. Consequently, the aim of this very relevant work is to develop a strategy to obtain, the optimal global parameters in the hydraulic turbine runner blades by means of inverse artificial neural network (iANN) for an ideal efficiency (100%). So, in order to demonstrate this strategy in the turbine, a ANN model, which predicts the efficiency of the turbine, was created.
Neural network layering
The neurons are grouped into distinct layers and interconnected according to a given architecture. As in nature, the network's function is determined largely by the connections between elements (neurons). Each connection between two neurons has a weight coefficient attached to it. The standard network structure for an approximation function is the multiple-layer perceptron (or feedforward network). The feedforward network often has one or more hidden layers of sigmoid neurons followed by an output layer of linear neurons. Multiple-layers of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relationships between input and output vectors. The linear output layer lets the network produce values outside the -1 to +1 range [11] . For the network, the appropriate notation is set in two-layer networks [12] . A simplified sketch of the network's structure and behavior is presented in Figure 1 . The number of neurons in the input and output layers is given respectively by the number of input and output variables in the process under investigation. The optimal number of neurons in the hidden layer(s) n s is difficult to specify, and it depends on several things such as type and complexity of the task. This number is usually determined iteratively. Each neuron in the hidden layer has a bias b (threshold), which is added to the weighted inputs to form the neuron n s (eq. 1). This sum, n s , is the argument of the transfer function. The coefficients associated with the hidden layer are grouped into matrices Wi (s,k) (weights) and b1 (s) (biases). The output layer computes the weighted sum of the signals provided by the hidden layer, and the associated coefficients are grouped into matrices Wo (l,s) and b2 (l) . Hidden layer neurons may use any differentiable transfer function to generate their output. For this research, a hyperbolic tangent sigmoid transfer function and a linear transfer function were applied [12] . Consequently, the network output can be given by Equation 2.
1. Neural network learning
A learning (or training) algorithm is defined as a procedure that consists of adjusting the coefficients (weights and biases) of a network, to minimize an error function (usually a quadratic one) between the network outputs, for a given set of inputs, and the correct (already known) outputs. If smooth non-linearities are used, the gradient of the error function can be computed by the classical backpropagation procedure [13] . Previous learning algorithms applied this gradient directly in a steepest descent optimization, but results have shown that second order methods are far more effective. In this work, the Levenberg-Marquardt algorithm optimization procedure in the Matlab Neural Network Toolbox [12] was used. This algorithm is an approximation of Newton's method, which was designed to approach second order training speed without having to compute the Hessian matrix [17] . Despite the fact that computations involved in each iteration are more complex than in the steepest descent case, the convergence is faster, typically by a factor of 100. The root mean square error (RMSE) is calculated with the values obtained by target and network predictions. This calculation is taken as a criterion for model adequacy (see 
Database preparation
In this paper, we are varying the blade output parameter [14] . The generation of the database contains a same geometry and its respective results of CFD [16] . The database was generated from CFX 5.7 software which was validated [14] with experimental measured information reported by Adamkowski et al. [15] . For the training and validation of the neural network, we used this database. So, it is necessary to include the description of the intervals variation of the parameters, which permits the generation of different results. Consequently, there is a summary of the limiting conditions studied for the parameters applied in the database obtained by the CFX software in Table 1 . [16] . The input parameters were varied in 2 % from their initial value (see Table 1 ). Database total number was the result of 81 simulations, and each simulation took forty-eight hours. The parameters changes and database acquisitions allowed us to get enough information sufficient to develop the neural network model. Then, the obtained database was split into two parts: learning (75% of data set) and testing (25% of data set) to build a good representation of the situation diversity. In the model, the network inputs (In (k) ) (see Fig. 3 ) were 4 variables: mass flow, X component flow direction, Y component flow direction, angular velocity; and 1 output which is the efficiency values. These input and output parameters were normalized (-1, +1) for calculating with Matlab [12] .
Learning database to the ANN model
In the learning database given by the RSME trial versus the iteration number, the algorithm was worked out for one up to six neurons in the hidden layer. These results (data not shown) proved that the typical learning error decreased when the number of neurons in the hidden layer increased; this is evident since the number of adjusted parameters increased. Nevertheless, one of the problems that occur during feedforward neural network training is called "over-fitting" [18] . The comparison of the RSME calculated for the learning and testing database is a good criterion to optimize the number of iterations and avoid ``over-fitting". In this neural network the RSME showed that for four neurons in the hidden layer, the learning database value was small with respect to the testing database. Then, according to RSME results, the optimum number of neurons in the hidden layer is three (n (s) =3) (see Fig. 3 ). The simulated results keep the expected relationship with respect to the obtained target by the CFX software (see Fig. 4 ). 
Testing database of the proposed ANN model
The simulated efficiency versus target data for the testing database was well correlated (R>0.99) (see Fig. 5 ). The statistical test of slope = 1 and intercept = 0 was carried out to confirm the proposed model [19, 20] . This statistical test presented that the slope and intercept are in 1 and 0, respectively; it shows the model ability to predict the efficiency values under different conditions. From this correlation and statistical test, it is evident that the model was successful in predicting the database obtained by CFX of efficiency values; it proves that the proposed model represents the phenomenon very well. This leads to the importance of artificial neural network in simulating new blades. Consequently, the model reproduced with good quality, the efficiency values obtained by CFX. Since, this model could be used to the design of new blades [16] . Flores et al. [16] reported that the parameters such as angular velocity (AV) and mass flow (FM) are those that most influence the efficiency of the hydraulic turbine runner blade.
Optimal parameters using the iANN
According to proposed ANN model (Eq. 2), it is possible to simulate the efficiency of the turbine when input parameters are well-known. However, in this case, we want to obtain the optimum parameter of mass flow (FM) when an optimum efficiency stated from 95% up to 99%. These efficiency levels are satisfactory to determine an optimum hydraulic turbine runner blade. Consequently, we developed a strategy to calculate the optimal parameters which inverts the ANN [21, 22] .
A general neural network is given by Eq 3: The Eq. 3 can be expressed as Eq. 4: (4) Let In k=1 be the input to be optimized and y (l=1) the required output. Then Eq. 5 is given as follows:
An expression involving the optimal conditions is obtained, then Eq. 6 is to be optimized:
where x is the In (1) value to be found. Finally, this Eq. 6 is solved by means of the Nelder-Mead Simplex Method of optimization. This is a direct search method that does not use numerical or analytic gradients. So as demonstrate this iANN, two tests were performed with different data to optimize the mass flow (FM) with different required efficiency rates:
Case 1
A set of parameters are available for the hydraulic turbine runner blade, with l=1, s=3 and k=4:
* an optimum efficiency value:
-Efficiency$=95\%$, * input value:
-FM=?, -X-C=-32, -Y-C=0.94, -VA=520, Therefore, the Eq. 7 is: (11) and with the weights and biases of the Table 2 , we can calculate the optimum mass flow for a required output variable, using Matlab software with the Optimization Toolbox. The value thus obtained was FM=360.67. Consequently, to test it, we worked with this calculated FM value together with other input one, in order to get the output value. The result was efficiency (simulated) of 0.95 and therefore, with an error equal 0. Also, it is important to mention that this calculated mass flow was good enough with a 1.5% error, regarding the efficiency value reported by CFX in the same conditions (see Table 3 ). Furthermore, this mass flow was validated in the experimental data reported by Adamkowski et al. [15] . 
Case 2
Similarly, a set of parameters are available for the hydraulic turbine runner blade, with l=1, s=3 and k=4:
* an optimum efficiency value: -Efficiency =99%, * input value:
-FM=?, -X-C=-32, -Y-C=0.94, -VA=520, Therefore, the Eq. 7 is applied, considering the weights and biases of Table 2 . Calculated mass flow was FM=379.66 and therefore, with an error=0. Then optimum mass flow was similar (error=0.3%) to the efficiency reported by CFX in the same conditions (see Table 4 ). Similarly this value was validated in the experimental system [15] . The obtained optimal parameters are FM = 360.669 and FM = 379.66 with efficiencies of 95% and 99%. These results are satisfactory to determine an optimum hydraulic turbine runner blade. Therefore, Tables 3 and 4 show that the obtained optimum parameter from ANNi could be considered for high efficiencies with errors minor to 1.6%, which are acceptable in both cases.
Optimization of the blade
Calculation of the angle of the outlet flow of the blade from the optimal efficiency, obtained with the model proposed with neuronal network inverse and validated efficiency with a simulation in CFX (efficiency = 0.9489), obtaining the shown global results in Table 5 . As it is possible to be observed in Figure 6 , one slight difference between initial geometry and the optimized one is obtained. The most significant differences appeared on the region of the crown. In the distribution of corresponding pressure (see Fig. 6A ), a fast fall of pressure near the trailing edge in the suction side appears. For the other case (see Fig. 6B ), the pressure differential between the side suction and the side pressure stay almost constant, being a little more well-known in the side suction of the hub (Fig. 6B) . 
Conclusion
This paper proposed two main ideas. As for the first one, a neural network model was developed to simulate the behavior of the efficiency in a turbine runner blade. The neural network model was successfully trained with database obtained by CFX and validated with a fresh database (in the specified range of key conditions). The applications of artificial neuronal network can be used for a safe estimation in the simulation of new designs of blades as long as it is counted on a database. The benefit of this proposed ANN model is that simple arithmetic operations are carried out to calculate efficiency reaching only a low percentage of error <0.01%.
Thus, it proves the importance and the efficiency of using neuronal network for the modeling in a hydraulic turbine runner blade. The second idea, this paper proposes a new methodology to calculate the optimum parameter for the hydraulic turbine runner blade from iANN when it is required to obtain an optimum result.
In this paper, a variable was simulated (efficiency) from an artificial neural network model. This model considers as well-known input variables or parameters: mass flow, X component flow direction, Y component flow direction and Angular Velocity. However, from an optimum efficiency value as the output variable and taking into account the above well-known input value excepting mass flow; it is possible to calculate the optimum parameter with the iANN, considering the Nelder-Mead Simplex Method of optimization. The same way, it is also possible to calculate the optimum angular velocity or other parameters when the optimum efficiency is required under different conditions. Therefore, by means of this methodology, we are able to obtain any unknown input variable. Through this, flexibility appears to be one of the main characteristics of iANN system, enhancing its great interest as a tool for engineering process and principally to CFD-Optimization.
However, it is very important to mention that the elapsed time to calculate the optimum input parameter is minor only to 0.1 seconds; thus it is possible to get optimal parameters. In fact, the great advantage of using iANN methodology is that it makes faster and easier to predict optimal parameters. Furthermore, another advantage of iANN strategy lays on the potentiality of extending it to other engineering process.
