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Re´sume´. L’objet de cet article est d’abord de de´finir la structure connective
sur un ensemble I de toute relation multiple portant sur une famille d’ensembles
indexe´e par I, une telle relation e´tant vue comme exprimant une compatibilite´
entre les e´tats de diffe´rents syste`mes, de sorte qu’une compatibilite´ totale ex-
prime en fait une absence d’interaction. Nous de´montrons alors un ≪ the´ore`me
de Brunn ≫ pour les relations multiples, a` savoir le fait que toute structure
connective est celle d’une telle relation.
Mots cle´s. Connectivite´. Espaces connectifs. Relations. Alge`bre relationnelle.
Borrome´en. Brunn.
Abstract. The prime purpose of this paper is to define the connectivity struc-
ture, on a set I, of any multiple relation defined on a family of sets indexed by
I, such a relation expressing compatibility between the states of different sys-
tems (thus a full compatibility indicates absence of any connection). We then
demonstrate a ”Brunn’s theorem” for those multiple relations, that is the fact
that every connectivity structure is the connectivity structure of such a relation.
Keywords. Connectivity. Connectivity spaces. Relations. Relational algebra.
Borromean. Brunn.
MSC2010. 08A02, 54A05.
Les relations multiples conside´re´es ici sont d’arite´ quelconque variable, ge´ne´-
ralement infinie, puisque les ensembles entre les e´le´ments desquels elles portent
sont indexe´s par un sous-ensemble d’un ensemble I quelconque 1 fixe´. Intuitive-
ment, les ensembles ainsi indexe´s repre´sentent autant de syste`mes en interaction
mutuelle, leurs e´le´ments repre´sentent les e´tats de ces syste`mes, et une rela-
tion multiple exprime la compatibilite´ de certains de ces e´tats, donc certaines
contraintes mutuelles entre les syste`mes conside´re´s. Afin de de´finir la struc-
ture connective sur I d’une telle relation, nous commenc¸ons par pre´ciser dans
la premie`re partie, consacre´e a` un certain mono¨ıde commutatif et idempotent
constitue´ de ces relations multiples, certaines notations, de´finitions et re´sultats
relatifs a` de telles relations. Cette partie n’a aucune pre´tention a` l’originalite´,
on en trouve sans doute la substance dans les cours d’alge`bre relationnelle —
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1. Malgre´ cela, on ne fera pas a priori l’hypothe`se de l’axiome du choix. Du reste, pour tous
les exemples auxquels nous avons songe´ en pratique, les ensembles de la famille conside´re´e ont
des e´le´ments repe´rables qui peuvent eˆtre choisis directement, de sorte que le produit de ces
ensembles est assure´ment non vide.
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meˆme si l’on s’y limite ge´ne´ralement aux arite´s finies — et pour la plupart les
re´sultats donne´s sont intuitivement e´vidents et presque toujours tre`s faciles a`
de´montrer. La deuxie`me partie, plus originale, ou` le re´sultat le plus inte´ressant
est sans doute que l’union de parties dites de´tachables n’est pas ne´cessairement
elle-meˆme de´tachable, pre´pare a` la troisie`me, ou` se trouve de´finie la structure
connective d’une relation multiple. On de´montre finalement un ≪ the´ore`me de
Brunn ≫pour les relations multiples, a` savoir le fait que toute structure connec-
tive est celle d’une relation multiple.
Dans tout l’article, I de´signe un ensemble, et E = (Ei)i∈I une famille d’en-
sembles non vides indexe´e par I. On notera ∣E∣ l’ensemble ∪i∈IEi. Pour tout
ensemble A, on de´signe par PA l’ensemble des parties de A.
1 Le mono¨ıde commutatif (RE ,⋈, 1)
1.1 Graphes triviaux et familles
De´finition 1. Pour toute partie J de I, on appelle graphe total ou graphe trivial
sur J et on note ZJ le produit carte´sien
ZJ = ∏
j∈J
Ej .
Les e´le´ment de ZJ seront appele´s des J-familles. Cette de´nomination est
sans ambigu¨ıte´ car les ZJ sont deux a` deux disjoints. L’ensemble de toutes les
familles dans E sera note´ Z :
Z = ⋃
J∈P(I)
ZJ .
Pour x ∈ Z , nous noterons Jx le domaine de x, c’est-a`-dire l’unique partie
Jx de I telle que x ∈ ZJx .
Remarque 1. Toute J-famille x ∈ ZJ s’identifie a` une application x ∶ J → ∣E∣
ve´rifiant la condition suivante :
∀j ∈ J,xj ∈ Ej ,
ou` xj = x(j) de´signe l’image de j par cette application.
Remarque 2 (Cas ou` J = ∅). Le graphe total sur ∅ ⊂ I est re´duit a` un singleton,
dont par convention l’unique e´le´ment sera note´ ● :
Z∅ = {●}.
Il y donc une unique ∅-famille, a` savoir ●.
1.2 Relations multiples
De´finition 2. Une relation multiple R dans E est un couple (J,G) constitue´
– d’une partie J ⊂ I appele´e domaine de R,
– d’une partie G ⊂ ZJ appele´e le graphe de R.
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Dans la suite, les relations multiples dans E seront e´galement appele´es plus
simplement des E-relations, ou plus simplement encore des relations.
Une relation R e´tant donne´e, nous de´signerons parfois par JR son domaine,
et par GR son graphe. Les relations de domaine J pourront eˆtre appele´es des
J-relations. Dans le cas ou` card(J) = 2, on parlera de relations binaires.
Les JR-familles appartenant a` GR seront dites compatibles pour la relation
R, ou encore R-compatibles. Par abus d’e´criture, on e´crira souvent x ∈ R au lieu
de x ∈ GR pour exprimer qu’une famille x ∈ ZJR est R-compatible.
L’ensemble des relations multiples dans E sera note´ RE ou plus simplement,
puiqu’ici nous conside´rons que E est fixe´, R. L’ensemble des relations multiples
de domaine J ⊂ I sera note´ RJ , de sorte que
R = ⋃
J⊂I
RJ .
Pour tout J ⊂ I, les J-relations sont ordonne´es par l’inclusion de leurs
graphes. E´tant donne´es deux J-relations R et S, nous e´crirons R ⊂J S, ou
simplement R ⊂ S, pour exprimer le fait que GR ⊂ GS .
1.2.1 Relations nulles et relations triviales
La J-relation minimale, note´e 0J , est celle de graphe vide :
0J = (J,∅),
tandis que la J-relation maximale, note´e 1J , est celle de graphe total
1J = (J,ZJ).
Les relations de la forme 0J seront dites nulles, celles de la forme 1J seront
dites triviales (ou totales).
Si l’ensemble J est fini, ou si l’on admet l’axiome du choix, alors ZJ ≠ ∅,
de sorte que 0J ≠ 1J . Ceci est vrai, bien que ce ne soit pas tre`s intuitif, en
particulier pour J = ∅, auquel cas le graphe de 0∅ est vide tandis que celui de
1∅ est Z∅ = {●}.
Dans la suite, on notera e´galement 1 cette dernie`re relation ≪ sur aucun
ensemble ≫ :
1 = 1∅ = (∅,{●}).
On posera e´galement
1 = 1I ,
et
0 = 0I .
1.3 Restrictions
Dans cette section, on conside`re deux parties J etK de I telles que J ⊂K ⊂ I.
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1.3.1 Restrictions de familles
De´finition 3. On appelle restriction (de K) a` J, l’application ρ(K,J) ∶ ZK → ZJ
de´finie pour tout x ∈ ZK par
ρ(K,J)(x) = x ○ (J ↪K),
ou` x est vu comme application x ∶ K → ∣E∣ et ou` (J ↪ K) de´signe l’injection
canonique de J dans K. Autrement dit,
ρ(K,J)((xk)k∈K) = (xk)k∈J .
L’image (xk)k∈J d’un e´le´ment (xk)k∈K de ZK par ρ(K,J) est la restriction a`
J de (xk)k∈K . Bien entendu, pour K = J , on a
ρ(J,J) = idZJ .
Exemple 1. La restriction a` J = ∅ d’une K-famille quelconque x est ●.
De´finition 4. Soit J , K et L trois parties de I telles que
L ⊂ J ∩K.
Soit x ∈ ZJ et y ∈ ZK . On dit que x et y co¨ıncident sur L si
ρ(J,L)(x) = ρ(K,L)(y).
1.3.2 Restriction des relations
Supposant toujours J ⊂K ⊂ I, la notion de restriction, de´finie sur les familles(xk)k∈K , s’e´tend e´videmment aux relations elles-meˆmes :
De´finition 5. L’application RK →RJ qui a` toute relation multiple R = (K,G)
avec G ⊂ ZK associe la relation (J,H) avec
H = ρ(K,J)(G) = {ρ(K,J)(x), x ∈ G} ⊂ ZJ
sera encore note´e ρ(K,J) et encore appele´e restriction (de K) a` J . On a ainsi
ρ(K,J)(K,G) = (J, ρ(K,J)(G)) ∈ RJ .
Exemple 2. Dans le cas ou` J = ∅, la restriction a` J de la K-relation vide 0K) est
0∅, tandis que la restriction a` J d’une relation non vide quelconque est 1 = 1∅.
1.3.3 Composition des restrictions
Qu’elles portent sur les familles ou sur les relations, les restrictions se com-
posent e´videmment selon
ρ(K,L) ○ ρ(J,K) = ρ(J,L),
ou` l’on a suppose´ I ⊃ J ⊃K ⊃ L.
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1.3.4 Notation
Plutoˆt que de noter (ρ(K,L) ○ ρ(J,K))(x) la restriction successive d’une J-
famille x a` K puis a` L, il serait plus commode de l’e´crire
xρ(J,K)ρ(K,L).
Nous n’adopterons pas ici cette remise a` l’endroit des notations de composition,
mais les notations usuelles pour la restriction, qui n’explicitent pas le domaine
de de´part mais uniquement le domaine d’arrive´e de la restriction, seront tre`s
utiles, et nous poserons ainsi pour toute J-famille x et toute partie K ⊂ J :
ρ(J,K)(x) = x∣K .
De meˆme pour les restrictions de relations :
ρ(J,K)(R) = R∣K .
Avec ces notations, la composition des restrictions s’e´crit simplement
x∣K ∣L = xL.
1.4 Sommes de familles
1.4.1 Familles compatibles entre elles
De´finition 6. Pour tout couple de familles (x, y) ∈ Z2, on dit que x et y sont
compatibles entre elles, et on note x◇y, si x et y co¨ıncident sur l’intersection de
leurs domaines, autrement dit si
x∣Jx∩Jy = y∣Jx∩Jy .
La relation ◇ est e´videmment re´flexive et syme´trique sur Z .
1.4.2 Somme de deux familles compatibles
De´finition 7. On de´finit ainsi une ope´ration binaire partielle sur Z : pour tout
couple de familles (x, y) ∈ Z2 tel que x ◇ y, on note x + y la famille de domaine
Jx+y = Jx ∪ Jy,
et telle que
∀j ∈ Jx, (x + y)j = xj et ∀j ∈ Jy, (x + y)j = yj.
Autrement dit, x + y est caracte´rise´e par son domaine Jx ∪ Jy et par le fait
que (x + y)∣Jx = x et (x + y)∣Jy = y.
On ve´rifie imme´diatement la proposition suivante.
Proposition 1 (Ele´ment neutre, idempotence et commutativite´). L’ope´ration+ ve´rifie les trois proprie´te´s suivantes :
– pour tout x ∈ Z, x + ● = x,
– pour tout x ∈ Z, x + x = x,
– si x et y sont deux familles compatibles, alors x + y = y + x.
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1.4.3 Somme de restrictions
Proposition 2. Pour tout x ∈ Z et tout couple (K,L) de parties de Jx on a
x∣K + x∣L = x∣K∪L.
En particulier, si K ∪L = Jx, on a x = x∣K + x∣L.
Preuve. On a xK◇xL puisque x∣K ∣K∩L = x∣K∩L = x∣L ∣K∩L. Et x∣K+x∣L co¨ıncide
trivialement avec x sur K ∪L, d’ou` l’e´galite´ annonce´e.
◻
1.4.4 Restriction de somme
Proposition 3. Soient x et y deux familles compatibles dans E, et soit L ⊂
Jx ∪ Jy. On a (x + y)∣L = x∣Jx∩L + y∣Jy∩L.
Preuve. On applique la proposition pre´ce´dente au recouvrement de L par
Jx ∩L et Jy ∩L, d’ou`
(x + y)∣L = ((x + y)∣L)∣Jx∩L + ((x + y)∣L)∣Jy∩L.
Mais ((x + y)∣L)∣Jx∩L = (x + y)∣Jx∩L = ((x + y)∣Jx)∣Jx∩L = x∣Jx∩L. De meˆme,((x + y)∣L)∣Jy∩L = y∣Jy∩L. D’ou` le re´sultat.
◻
1.4.5 Familles finies de familles
Proposition 4. Soient x, y et z trois familles dans E. Si ces familles sont deux
a` deux compatibles : x ◇ y, y ◇ z, et z ◇ x, alors (x + y) ◇ z.
Preuve. En effet, (x + y)∣(Jx∪Jy)∩Jz = x∣Jx∩Jz + y∣Jy∩Jz = z∣Jx∩Jz + z∣Jy∩Jz =
z∣(Jx∪Jy)∩Jz .
◻
Proposition 5 (Associativite´). L’ope´ration binaire partielle + est associative
sur Z au sens ou` pour tout triplet (x, y, z) ∈ Z3,
x ◇ y ◇ z ◇ x⇒ (x + y) + z = x + (y + z).
Preuve. L’existence des sommes conside´re´es est assure´e par la proposition
pre´ce´dente, et leur e´galite´ se ve´rifie imme´diatement.
◻
Du fait de l’associativite´ et de la commutativite´ de l’ope´ration +, nous pour-
rons parler de la somme ∑λ∈Λ xλ d’une famille finie
2 quelconque (xλ)λ∈Λ de
familles deux a` deux compatibles dans E . En particulier, la proposition 2 se
ge´ne´ralise facilement :
2. Et la notion s’e´tend sans difficulte´ a` une famille quelconque de familles deux a` deux
compatibles.
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Proposition 6. Pour tout x ∈ Z et tout recouvrement fini (Jλ)λ∈Λ de Jx, on a
x = ∑
λ∈Λ
x∣Jλ .
1.5 Produit de relations
Pour de´signer le produit des relations conside´re´ ici, nous reprenons la nota-
tion ⋈, usuelle en alge`bre relationnelle pour de´signer la jointure de deux rela-
tions.
1.5.1 De´finition du mono¨ıde commutatif (RE ,⋈,1)
De´finition 8 (Produit de deux relations multiples). E´tant donne´esR = (JR,GR)
et S = (JS ,GS) deux relations multiples dans E , on de´finit leur produit T = R⋈S
de la fac¸on suivante :
– le domaine JT de T est l’union JT = JR ∪ JS ,
– le graphe GT ⊂ ZJT de T est de´fini par
GT = {x ∈ ZJT , ρ(JT ,JR)(x) ∈ GR et ρ(JT ,JS)(x) ∈ GS}.
Autrement dit,
(JR,GR) ⋈ (JS ,GS) = (JR ∪ JS , ρ−1(JT ,JR)(GR) ∩ ρ−1(JT ,JS)(GS)).
Proposition 7. Le graphe du produit R ⋈ S de deux relations R et S dans E
est donne´ par
GR⋈S = {r + s, r ∈ R,s ∈ S, r ◇ s}.
Preuve. Pour r et s comme ci-dessus, on a ρ(JR∪JS,JR)(r+s) = (r+s)∣JR = r ∈
GR, et de meˆme ρ(JR∪JS,JS)(r + s) = (r + s)∣JS = s ∈ GS . Re´ciproquement, pour
toute (JR ∪ JS)-famille x telle que r = ρ(JT ,JR)(x) ∈ GR et s = ρ(JT ,JS)(x) ∈ GS ,
on a clairement r ◇ s et x = r + s.
◻
Proposition 8. L’ope´ration ⋈ ainsi de´finie sur l’ensemble R des relations mul-
tiples dans E est associative, commutative, idempotente et admet pour e´le´ment
neutre la ≪ relation pleine sur aucun ensemble ≫ 1 = 1∅.
Preuve. L’associativite´ et la commutativite´ de ⋈ de´coule de celles de l’union,
de l’intersection et de la composition des ope´rations de restriction. Pour toute
relation R, l’e´galite´
R ⋈R = R
est imme´diate. Enfin, on a
(J,G)⋈1 = (J,G)⋈(∅,{●}) = (J∪∅, ρ−1(J,J)(G)∩ρ−1(J,∅({●})) = (J,G∩ZJ) = (J,G).
◻
De la de´finition du produit R ⋈ S, on de´duit imme´diatement que la res-
triction au domaine de R d’une famille R ⋈ S-compatible est ne´cessairement
R-compatible :
Proposition 9. Pour toutes relations R et S dans E, on a
(R ⋈ S)∣JR ⊂ R.
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1.5.2 Exemples
Produit par 1 = 1I : prolongement a` I.
De´finition 9. Pour tout J ⊂ I et tout R ∈ RJ , on appelle prolongement a` I et
l’on note R la I-relation de´finie par
R = R ⋈ 1.
Remarque 3. La notation R est compatible avec celles de 1 et de 1, puisque
1 = 1 ⋈ 1.
Proposition 10. Pour tout J ⊂ I et tout R ∈ RJ , on a
R = (I, ρ−1(I,J)(GR)) = R ⋈ 1¬J ,
ou` ¬J = I ∖ J .
Preuve. Le domaine de R est I = J ∪ I = J ∪ ¬J , et son graphe est
G
R
= ρ−1(I,J)(GR) ∩ ρ−1(I,I)(ZI) = ρ−1(I,J)(GR).
D’un autre cote´, ρ−1(I,¬J)(Z¬J) = ZI , de sorte que ρ−1(I,J)(GR) = ρ−1(I,J)(GR) ∩
ρ−1(I,¬J)(Z¬J) d’ou` finalement
G
R
= GR⋈1¬J .
◻
Produit par 0 = 0I . Pour toute relation R ∈ R, il est imme´diat que
R ⋈ 0 = 0.
Produit par 0∅. Pour toute relation R ∈ R, il est imme´diat que R⋈ 0∅ est la
relation vide de meˆme domaine que R :
R ⋈ 0∅ = (JR,∅) = 0JR .
Composition de deux relations binaires. Supposons que I contienne une
partie J ayant trois e´le´ments distincts note´s 1, 2 et 3,
J = {1,2,3} ⊂ I,
et soient f ∶ E1 → E2 et g ∶ E2 → E3 deux relations binaires (par exemple deux
applications), de domaines respectifs Jf = {1,2} et Jg = {2,3}. Leur produit est
alors de´fini par
f ⋈ g = g ⋈ f = ({1,2,3},{(x, y, z) ∈ E1 ⋈E2 ⋈E3, y = f(x) et z = g(y)}),
de sorte que
g ○ f = ρ({1,2,3},{1,3})(f ⋈ g).
Remarque 4. La non-commutativite´ de la composition des applications (ou des
relations binaires) n’est bien entendu pas contredite par la commutativite´ du
produit des relations, pour lequel l’information des Ei en jeu est contenue dans
la donne´e du domaine.
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1.6 Relations incompatibles
De´finition 10. Deux relations dans E sont dites incompatibles si leur produit
est nul.
La proposition suivante est imme´diate.
Proposition 11. Deux relations R et S sont incompatibles si et seulement si
pour tout x ∈ R et tout y ∈ S, on a x et y incompatibles.
Exemple 3. Toute relation nulle est incompatible avec toute autre relation.
1.7 Restriction d’un produit
Proposition 12. Soient R et S deux relations dans E, et L une partie de
JR ∪ JS. On a (R ⋈ S)∣L ⊂ R∣L∩JR ⋈ S∣L∩JS .
Preuve. Les deux relations sont comparables, puisqu’elles sont de meˆme do-
maine L. Soit maintenant x = (r + s)∣L ∈ (R⋈S)∣L, avec r ∈ R, s ∈ S et r ◇ s. On
a
x = x∣L∩JR + x∣L∩JS .
Mais
x∣L∩JR = ((r + s)∣L)∣L∩JR = (r + s)∣L∩JR = ((r + s)∣JR)∣L∩JR = r∣L∩JR ,
d’ou` x∣L∩JR ∈ R∣L∩JR . De meˆme, x∣L∩JS ∈ S∣L∩JS . On en de´duit que x ∈ R∣L∩JR ⋈
S∣L∩JS .
◻
Remarque 5. La re´ciproque est fausse en ge´ne´ral. Par exemple, pour I = {1,2,3,4},
Ei =N pour tout i ∈ I, JR = {1,2,3}, JS = {1,2,4}, L = {1,3,4}, R de´fini par
(r1, r2, r3) ∈ R⇔ r2 = 0
et S de´fini par (s1, s2, s4) ∈ S⇔ s2 ≠ 0,
on a R et S incompatibles de sorte que
(R ⋈ S)∣L = 0L,
mais par ailleurs
R∣L∩JR ⋈ S∣L∩JS = 1L∩JR ⋈ 1L∩JS = 1L.
Proposition 13. Soient R et S deux relations dans E, et L une partie de I
ve´rifiant
JR ∩ JS ⊂ L ⊂ JR ∪ JS .
Alors (R ⋈ S)∣L = R∣L∩JR ⋈ S∣L∩JS .
En particulier, si JR ∩ JS = ∅, l’e´galite´ ci-dessus est satisfaite pour tout L ⊂
JR ∪ JS.
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Preuve. D’apre`s la proposition 12, il suffit de prouver l’inclusion du second
membre dans le premier. Soit donc r′ + s′ ∈ R∣JR∩L ⋈ S∣JS∩L, avec r′ ∈ R∣JR∩L et
s′ ∈ S∣JS∩L qui co¨ıncident sur JR∩JS . Puisque r′ ∈ R∣JR∩L, il existe r ∈ R tel que
r∣JR∩L = r′, et de meˆme il existe s ∈ S tel que s∣JS∩L = s′. L’inclusion JR ∩JS ⊂ L
entraˆıne alors d’une part JR∩JS ⊂ JR∩L d’ou` r∣JR∩JS = (r∣JR∩L)∣JR∩JS = r′∣JR∩JS ,
et d’autre part JR∩JS ⊂ JS∩L d’ou` s∣JR∩JS = s′∣JR∩JS . Comme r′∣JR∩JS = s′∣JR∩JS ,
on en de´duit que r et s co¨ıncident sur JR ∩ JS , d’ou` l’existence de r + s ∈ R⋈S,
qui ve´rifie (r + s)∣L = r′ + s′, d’ou` finalement r′ + s′ ∈ (R ⋈ S)∣L.
◻
1.8 Produit de restrictions
Proposition 14. Pour toute relation multiple R ∈ R, et pour tout recouvrement
JR = K ∪ L du domaine de R par un couple (L,K) de parties de I, on a
l’inclusion
R ⊂ R∣L ⋈R∣K .
Preuve. D’apre`s les propositions 2 et 7, on a pour tout x ∈ R : x = x∣L +x∣K ∈
R∣L ⋈R∣K .
◻
2 Scissions
2.1 Parties propres et bipartitions
Rappelons qu’une partie propre d’un ensemble J est une partie K ⊂ J telle
que ∅ ⊊K ⊊ J.
Dans cette section et la suivante, nous ferons souvent appel a` des partitions
de l’ensemble I, ou d’un sous-ensembles J de I, constitue´es de deux parties K
et L. Nous appellerons de telles partitions des bipartitions. Rappelons qu’une
partition est un recouvrement constitue´ de parties propres (donc non non vides)
et deux a` deux disjointes. Ainsi, une bipartition de J est un couple (K,L) de
parties de J telles que
K ≠ ∅ ≠ L et K ∪L = J et K ∩L = ∅.
Remarquons que l’existence d’une bipartition de J implique que J a au moins
deux e´le´ments.
2.2 Somme de deux familles de domaines disjoints
Soient J et K deux parties disjointes de I : J ∩K = ∅. Pour pour tout couple(x, y) ∈ ZJ ×ZK , on a x∣J∩K = ● = y∣J∩K , donc x ◇ y, de sorte que x + y ∈ ZJ∪K
est bien de´fini.
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2.3 Unicite´ des factorisations disjointes
Proposition 15. Soient R ≠ 0JR et S ≠ 0JS deux relations non nulles et de
domaines disjoints : JR ∩ JS = ∅. Alors
R = (R ⋈ S)∣JR et S = (R ⋈ S)∣JS .
Preuve. D’apre`s la proposition 13, on a
(R ⋈ S)∣JR = R ⋈ S∣∅,
mais S ≠ 0JS ⇒ S∣∅ = 1∅ = 1, d’ou` (R⋈S)∣JR = R. Et de meˆme a-t-on (R⋈S)∣JS =
S.
◻
Corollaire 16. Deux relations non nulles de domaines disjoints sont ne´cessairement
compatibles.
Remarque 6. La proposition 15 cesse d’eˆtre ve´rifie´e si l’on ne suppose pas J∩K =∅ ou si R ou S est nulle. Par exemple, R ⋈ 0 = 0 et R ⋈ 0∅ = 0J ne de´terminent
pas R. De meˆme, on construit facilement un exemple de relations non nulles
incompatibles de domaines respectifs J et K avec J ∩K ≠ ∅, pour lesquelles la
proposition n’est e´videmment pas ve´rifie´e.
Corollaire 17. Soit T une relation non nulle, et soit (K,L) une bipartition de
JT . Alors, si elle existe, une factorisation de T de la forme
T = R ⋈ S
avec JR =K et JS = L est ne´cessairement unique, R et S e´tant donne´s par
R = T∣K et S = T∣L.
2.4 Relations scindables
De´finition 11. Une relation T sera dite scindable selon une bipartition (K,L)
de JT si elle admet une factorisation de la forme T = R⋈S avec (R,S) ∈ RK⋈RL.
En pratique, les crite`res suivants sont extreˆmement utiles pour ve´rifier si une
relation est ou non scindable selon une bipartition (K,L).
Proposition 18. E´tant donne´es T une relation dans E et (K,L) une bipartition
de JT , T est scindable selon (K,L) si et seulement si
T = T∣K ⋈ T∣L.
Preuve. Si l’e´galite´ a lieu, T est scindable sur (K,L) par de´finition. Re´ciproquement,
si T est non nulle et scindable selon (K,L), l’e´galite´ re´sulte imme´diatement du
corolaire 17, tandis que si T est nulle cette e´galite´ est trivialement satisfaite.
◻
Proposition 19. Une relation multiple T est scindable selon une bipartition(K,L) de JT si et seulement si on a
∀x ∈ T∣K ,∀y ∈ T∣L, x + y ∈ T.
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Preuve. D’apre`s les propositions 14 et 18, T est scindable selon (K,L) si et
seulement si on a l’inclusion T∣K ⋈ T∣L ⊂ T , et la proposition 7 ache`ve la preuve.
◻
De´finition 12. Une relation T est dite scindable s’il existe une bipartition(K,L) de JT telle que T soit scindable selon (K,L).
Remarque 7. Puisque l’existence d’une bipartition de JT implique que JT a
au moins deux e´le´ments, aucune relation de domaine vide ou singleton n’est
scindable.
2.5 Parties scindables pour une relation R
De´finition 13. E´tant donne´e R ∈ R une relation multiple sur E , une partie J
de JR est dite scindable pour R si la relation R∣J est scindable.
D’apre`s la proposition 18, J ⊂ JR est scindable pour R s’il existe deux
parties non vides comple´mentaires K et L dans J — ce qui suppose que J soit
de cardinal ≥ 2 — telles que
R∣J = R∣K ⋈R∣L. (1)
2.6 Parties de´tachables d’une relation R
Dans cette section, une relation R ∈ RE est donne´e et, pour tout J ⊂ JR, on
pose ¬J = JR ∖ J.
De´finition 14. Une partie J ⊂ JR est dite de´tachable de R si l’on a
R = R∣¬J ⋈ 1J .
Dans le cas ou` J est une partie propre non vide de JR, autrement dit lorsque∅ ⊊ J ⊊ JR, le couple (J,¬J) est une bipartition de JR, et la de´finition pre´ce´dente
revient a` dire que R est scindable selon cette bipartition, avec en outre
R∣J = 1J .
Bien entendu, cette dernie`re condition n’est pas suffisante pour faire de J une
partie de´tachable de R.
Exemple 4. Pour I = {1,2}, J = {1} et f une application quelconque E1 → E2
de graphe G, la relation R = (I,G) ve´rifie ne´cessairement R∣J = 1J . En outre, J
est de´tachable de R si et seulement si f est constante.
Lemme 20. J est une partie de JR de´tachable de R si et seulement si on a
pour tout x ∈ ZJR
ρ(JR,¬J)(x) ∈ ρ(JR,¬J)(R)⇒ x ∈ R.
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Preuve. Par de´finition du produit ρ(JR,¬J)(R) ⋈ 1J , on a J de´tachable de R
si et seulement si
GR = ρ−1(JR,¬J)(ρ(JR,¬J)(GR)) ∩ ρ−1(JR,J)(ZJ) = ρ−1(JR,¬J)(ρ(JR,¬J)(GR)).
Puisque l’inclusion GR ⊂ ρ−1(JR,¬J)(ρ(JR,¬J)(GR)) est toujours trivialement satis-
faite, J est donc de´tachable de R si et seulement si on a l’inclusion re´ciproque
ρ−1(JR,¬J)(ρ(JR,¬J)(GR)) ⊂ GR,
autrement dit si pour tout x ∈ ZJR tel que ρ(JR,¬J)(x) ∈ ρ(JR,¬J)(GR), on a
x ∈ GR.
◻
Proposition 21. Si J est de´tachable de R, alors pour toute JR-famille R-
compatible y et pour toute J-famille x, on a
ρ(JR,¬J)(y) + x ∈ R.
Preuve. Posons z = ρ(JR,¬J)(y)+x. On a ρ(JR,¬J)(z) = ρ(JR,¬J)(y) ∈ ρ(JR,¬J)(R),
donc z ∈ R.
◻
Proposition 22. Si J et K sont deux parties de JR de´tachables de la relation
R ∈ RE , alors J ∪K est e´galement une partie de´tachable de R.
Preuve. Posons C = ¬(J ∪K) = ¬J ∩ ¬K. Soit x ∈ ZJR quelconque tel que
ρ(JR,C)(x) ∈ ρ(JR,C)(R). D’apre`s le lemme 20, il suffit de prouver que x ∈ R.
Posons xC = ρ(JR,C)(x). Puisque par hypothe`se xC ∈ ρ(JR,C)(R), il existe y ∈ R
tel que xC = ρ(JR,C)(y). Puisque J est de´tachable, on de´duit de ρ(JR,¬J)(y) ∈
ρ(JR,¬J)(R) que z = ρ(JR,¬J)(y) + ρ(JR,J)(x) est e´galement R-compatible. Par
conse´quent ρ(JR,¬K)(z) ∈ ρ(JR,¬K)(R), et K e´tant de´tachable on en de´duit que
w = ρ(JR,¬K)(z) + ρ(JR,K)(x) est lui aussi R-compatible. Or, par construction
meˆme, w et x co¨ıncident sur K, sur J ∩ ¬K et sur C, de sorte que w = x, d’ou`
x ∈ R.
◻
Remarque 8. L’union d’une famille finie de parties de JR de´tachables de R est
donc encore de´tachable de R. Par contre, ceci n’est pas vrai en ge´ne´ral pour une
famille quelconque. Conside´rons par exemple le cas ou` I =N, Ei =N pour tout
i ∈ I, et R = (I,G) avec G l’ensemble des suites x ∈NN comportant une infinite´
de ze´ros : x ∈ G ⇔ Card({n ∈ N, xn = 0}) = ℵ0. Alors {n} est de´tachable de
R pour tout n ∈ N, mais I = N lui-meˆme n’est pas de´tachable de R puisque R
n’est pas la relation triviale.
2.6.1 Partie externe et socle d’une relation
De´finition 15. On appelle partie externe Ex(R) d’une relation R l’union
des parties de I qui sont de´tachables de R. On appelle socle de R l’ensemble
Soc(R) = JR ∖Ex(R).
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Exemple 5. Toute relation triviale 1J a un socle vide.
De´finition 16. Une relation sera dite
– mouvante si sa partie externe est non de´tachable,
– ancre´e si elle n’est pas mouvante,
– fluide si elle n’est pas triviale mais que son socle est vide,
– solide si sa partie externe est vide.
Une relation fluide est ne´cessairement mouvante, tandis qu’une relation so-
lide est ne´cessairement ancre´e. Une relation ancre´e est de´termine´e par sa res-
triction a` son socle, tandis qu’il ne suffit pas de connaˆıtre une relation mou-
vante sur son socle pour la connaˆıtre entie`rement. Les relations finies, sans eˆtre
ne´cessairement solides, sont toujours ancre´es.
Exemple 6. L’exemple de la remarque 8 est celui d’une relation fluide.
3 Structure connective d’une relation R ∈ R
Rappelons 3 qu’un espace connectif (X,K) est la donne´e d’un ensemble de
pointsX , appele´ support de l’espace, et d’un ensemble K de parties de X , appele´
structure connective de l’espace, tel que
∀I ∈ P(K),(⋂
K∈I
K ≠ ∅⇒ ⋃
K∈I
K ∈ K) .
Notons que la proprie´te´ ci-dessus entraˆıne en particulier que ∅ ∈ K. L’espace
connectif (X,K) est dit inte`gre si les singletons {x}, ou` x ∈ X , appartiennent
tous a` K. Pour tout ensemble de parties C ⊂ PX , on note
[C]
la structure connective engendre´e par C.
Pour de´montrer le the´ore`me 25, nous aurons besoin du lemme suivant.
Lemme 23. E´tant donne´ (X,K) un espace connectif inte`gre, et A ⊂ X une
partie non connexe de X, il existe ne´cessairement une bipartition (L,M) de A
telle que pour toute partie connexe K ∈ K incluse dans A on a
∣ ou bien K ⊂ L,
ou bien K ⊂M.
Preuve. A e´tant suppose´ non connexe est ne´cessairement non vide. Soit x ∈ A.
Prenons pour L la composante connexe 4 de x dans l’espace connectif induit par(X,K) sur A, c’est-a`-dire dans l’espace (A,K ∩ PA). Autrement dit, L est le
plus grand connexe inclus dans A et contenant x. Puisque A est non connexe,
on a ne´cessairement ∅ ⊊ L ⊊ A, de sorte que (L,M) forme une bipartition de
A, ou` M = A ∖L. Soit maintenant K une partie connexe incluse dans A. On a
soit K ∩L = ∅, et dans ce cas K ⊂M , soit K ∩ L ≠ ∅ et dans ce cas K ∪ L est
un connexe contenant x et contenu dans A, de sorte que K ∪L ⊂ L, autrement
dit K ⊂ L.
◻
3. Voir [2] et [3].
4. Voir [2].
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3.1 De´finition
Proposition 24. E´tant donne´e R une relation dans E, l’ensemble KR des par-
ties de JR non scindables pour R constitue une structure connective inte`gre sur
JR.
Preuve. La partie vide et les singletons font ne´cessairement partie de KR,
puisqu’une partie scindable pour R, admettant une bipartition, a ne´cessairement
au moins deux e´le´ments. Soit maintenant C ⊂ KR un ensemble de parties non
scindables pour R tel que
⋂
C∈C
C ≠ ∅.
Montrons par l’absurde que U = ⋃C∈C C est e´galement non scindable. Si U
e´tait scindable pour R, il admettrait une bipartition (L,M) telle que R∣U soit
scindable selon (L,M), de sorte que l’on aurait d’apre`s la proposition 18
R∣U = R∣L ⋈R∣M .
Soit x ∈ ⋂
C∈C
C. On a soit x ∈ L, soit x ∈M . Supposons pour fixer les ide´es que
x ∈ L. Puisque M ≠ ∅, il existe C ∈ C tel que M ∩ C ≠ ∅. Mais on a aussi
L ∩ C ≠ ∅, puisque x ∈ L ∩ C. Donc (L ∩ C,M ∩ C) est une bipartition de C.
Mais d’apre`s la proposition 13, on aurait
R∣C = R∣L∩C ⋈R∣M∩C ,
de sorte que C serait scindable pour R, ce qui est absurde.
◻
De´finition 17. On appelle structure connective d’une relation multiple R ∈ R
la structure connective KR de´finie dans la proposition pre´ce´dente.
3.2 Exemple
On pourrait penser que, pour tout couple de relations multiples (R,S) ∈ R2,
la structure connective de R⋈S devrait eˆtre incluse dans la structure connective
engendre´e par les connexes de R et ceux de S. En ge´ne´ral, cela est faux, de sorte
que KR⋈S ⊄ [KR ∪KS].
Donnons-en un contre exemple simple dans le cas ou` I = {1,2,3} et, pour tout
i ∈ I, Ei = {0,1}. On de´finit la relation R de la fac¸on suivante
(x1, x2, x3) ∈ R⇔ ∃i ∈ I, xi = 0,
et la relation S par (x1, x2, x3) ∈ S⇔ ∃i ∈ I, xi = 1.
On ve´rifie facilement que KR = KS = B3, la structure borrome´enne 5 sur I, tandis
que KR⋈S est la structure connective grossie`re que I.
5. Voir [2].
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3.3 The´ore`me de Brunn
En re´fe´rence au re´sultat annonce´ par Brunn 6 [1] en 1892 a` propos de la struc-
ture des entrelacs, j’appelle ≪ the´ore`me de Brunn ≫ relatif a` une classe d’objets
a` chacun desquels se trouve associe´e une structure connective l’e´nonce´ affirmant
que toute structure connective — ou du moins toute structure connective d’un
certain type, par exemple toute structure connective inte`gre finie — est celle
d’au moins un objet de cette classe.
The´ore`me 25. Pour tout ensemble I, il existe un choix des ensembles Ei tel
que pour toute structure connective inte`gre K sur I il existe une relation R ∈R
telle que KR = K.
Preuve. Conside´rons la construction suivante. On prend le meˆme ensemble
Ei pour tous les i ∈ I, a` savoir Ei = {0,1}P(I), ensemble des applications de l’en-
semble des parties de I dans {0,1}. Soit maintenant K une structure connective
inte`gre sur I. Conside´rons la relation multiple R dans E , de domaine I, de´finie
de la fac¸on suivante : une famille (fi ∶ P(I)Ð→ {0,1})i∈I est R-compatible si et
seulement si ∀K ∈ K ∖ {∅},∃i ∈K,fi(K) = 1.
et ve´rifions que la structure connective de R est pre´cise´ment K.
Avant toute chose, commenc¸ons par remarquer que pour toute partie A ⊂ I,
la restriction R∣A de R a` A a pour graphe l’ensemble des A-familles (fi)i∈A telles
que ∀K ∈ K ∩PA ∖ {∅},∃i ∈K,fi(K) = 1. (2)
En effet, cette condition devant eˆtre satisfaite par toute I-famille R-compatible
doit e´galement, par restriction, eˆtre satisfaite par touteA-famille R∣A-compatible.
Re´ciproquement, si une A-famille ve´rifie la condition en question, il est aise´ de
la prolonger en une I-famille R-compatible, puisqu’il suffit pour tout i ∈ I ∖A
et toute partie B ⊂ I de poser fi(B) = 1 pour obtenir un tel prolongement.
SiK ∈ K, alorsR ne peut pas eˆtre scindable surK. Raisonnons par l’absurde :
supposons que R∣K soit scindable selon une bipartition (L,M) de K. Alors la fa-
mille
l = (li ∶ P(I)Ð→ {0,1})i∈L de´finie pour tout i ∈ L et toute partie A ⊂ I par
{ li(A) = 1 siA ≠K,
li(K) = 0
est R∣L-compatible, car en la prolongeant sur I par la famille l˜ de´finie pour i ∈ L
par l˜i = li et pour i ∈ I ∖ L par l˜i(A) = 1 pour toute partie A ⊂ I (y compris,
donc, pour A =K), on obtient l˜ ∈ R puisque la proprie´te´ caracte´risant la relation
R est trivialement satisfaite. De meˆme, la famille m = (mi ∶ P(I)Ð→ {0,1})i∈M
de´finie pour tout i ∈M et toute partie A ⊂ I par
{ mi(A) = 1 siA ≠K,
mi(K) = 0
6. Mais non entie`rement de´montre´ par lui, puisqu’il faudra attendre Kanenobu[4] en 1984
pour avoir une telle de´monstration comple`te.
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est R∣M -compatible. Par conse´quent, l +m doit eˆtre R∣K compatible, ce qui est
absurde car il n’existe pas d’indice i ∈K tel que (l +m)i(K) = 1.
Re´ciproquement, soit K ⊂ I non scindable pour R. Montrons que K ∈ K.
Nous allons a` nouveau raisonner par l’absurde. Supposons que K ∉ K. Dans
cette hypothe`se, d’apre`s le lemme 23, il doit exister une bipartition (L,M) de
K telle que toute partie connexe C ∈ K incluse dans K ve´rifie soit C ⊂ L, soit
C ⊂ M . Soit alors f ∈ R∣L et g ∈ R∣M . La somme f + g est une K-famille qui
est ne´cessairement R∣K-compatible, puisque pour tout connexe C ⊂K, on a soit
C ⊂ L, d’ou` l’existence de i ∈ C tel que 1 = fi(C) = (f + g)i(C), soit C ⊂ M ,
auquel cas il existe i ∈ C tel que 1 = gi(C) = (f +g)i(C), de sorte que la relation
(2) est satisfaite. Par conse´quent, d’apre`s la proposition 19, la relation R est
scindable sur (L,M), ce qui contredit l’hypothe`se qui avait e´te´ faite.
Finalement, nous avons e´tabli que la structure connective de la relation R
ainsi de´finie est bien la structure donne´e K, ce qui prouve le the´ore`me.
◻
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