Accurate image semantic segmentation in atmosphere turbulence conditions is challenging due to the severe degradation effects introduced by the random refractive-index fluctuations of atmosphere. In this paper, we present an end-to-end trainable methodology for turbulence-degraded image semantic segmentation that is capable of digging the physical imaging mechanism in atmosphere turbulence conditions, in order to improve semantic estimates. First, we investigate the physical imaging mechanism in kinds of turbulence conditions, including the isotropic turbulence and the anisotropic turbulence. Physical turbulence parameters are considered, such as the anisotropic factor, turbulence inner and outer scales, refractive-index structure constant, general spectral power law and imaging distance. Second, based on the physical imaging model in various turbulence conditions and image processing algorithms, we construct the turbulence-degraded image datasets, including the turbulence-degraded Pascal VOC 2012 and ADE20K. The new datasets cover a wide range of turbulence scenes. Third, in order to obtain more accurate boundary information, we propose the Boundary-aware DeepLabv3+ network that is trained on the constructed turbulence-degraded image datasets for semantic segmentation in turbulence media. The proposed model extends DeepLabv3+ by adding simple yet effective Edge Aware Loss and Border Auxiliary Supervision Module, which is helpful to acquire precise boundary segmentation effect while confining the target in this boundary region. Finally, without any preprocessing, the semantic segmentation accuracy reached a performance of 87.95% mIoU on the Turbulencedegraded Pascal VOC 2012 Dataset.
the problem of information loss caused by continuous downsamples of the network is the key to the research. Therefore, two of the most important designs have emerged: U-shape Structure and Dilation Convolution, which form the two most common methods for network design in the current semantic segmentation field: 1) U-shape methods are represented by algorithms such as GCN [3] , RefineNet [4] , DFN [5] , etc.
2) The Dilation Convolution method is represented by the PSPNet [6] and DeepLab series methods [7] [8] [9] .
In the former method, GCN [3] captures richer global context information by enlarging the kernel size with a decomposed structure. RefineNet [4] fuses mid-level and high-level semantic features by the encoder-decoder structures. DFN [5] adopts Global Average Pooling in U-shape structure for the first time. And it regards the semantic segmentation as a task to assign a consistent semantic label to a category of things, rather than to each single pixel. In the latter method, PSPNet [6] proposes a pyramid scene parsing network to embed difficult scenery context features in an FCN based pixel prediction framework. DeepLab [7] , [8] applies atrous (a.k.a dilation) convolutions to enlarge the receptive field and lead to a higher-resolution dense prediction. Furthermore, the state-of-the-art network DeepLabv3+ [9] considers two parts of neural networks that atrous spatial pyramid pooling module [10] [11] [12] to aggregate multi-scale contexts and encoder-decoder structure [13] , [14] to recover the pixelwise prediction. It achieves 89.0% mIoU on the Pascal VOC 2012 Dataset [15] and 45.65% mIoU on the ADE20K Dataset [16] , [17] . These two datasets contain images that are basically acquired in good weather condition and have good imaging quality.
B. MOTIVATION
Although the above mentioned models perform well on the normal clear images, they usually lead to missing objects, inconsistent objects and other rough results when are applied to turbulence-degraded images. Most detailed or thin parts of the objects are overly smoothed or disappeared. Fig. 1 shows several results of turbulence-degraded image semantic segmentation by DeepLabv3+. The blur and distortion effects caused by the turbulence reduce the accuracy of semantic segmentation. As shown in Fig. 1 (a) , the boundary areas of aircrafts in prediction are rough though it was correctly identified. Fig. 1 (b) shows that the train is well segmented but the nearby background area is incorrectly divided into train class. And there are obvious missing parts of ship in Fig. 1 (c) . We can also observe that the bird in the center of the prediction is recognized as an airplane in Fig. 1 (d) . Finally, the network does not recognize and segment the car in Fig. 1 (e) . The unsatisfactory results are caused by the space information loss (especially on the boundary) due to the image blurring and distortion. In particular, image blurring reduces the difference between objects while image distortion usually has a large impact on object boundaries, making pixels difficult to identify. Therefore, how to cope with the semantic segmentation task on the turbulence-degraded images is a difficult and important problem.
C. CONTRIBUTION AND OUTLINE
In this paper, we propose a Boundary-aware DeepLabv3+ network equipped with Edge Aware Loss and Border Auxiliary Supervision Module, which performs excellent on the constructed turbulence-degraded image datasets for semantic segmentation in turbulence media. The overall architecture of the semantic segmentation in atmospheric turbulence condition is shown in Fig. 2 . And the main contributions of the paper can be summarized as follows:
(1) The turbulence-degraded datasets are prepared. They include the turbulence-degraded VOC 2012 dataset and turbulence-degraded ADE20K dataset. They are constructed with the physical imaging models in turbulence media and the image process methods. A wide range of turbulence scenes is covered.
(2) The Boundary-aware DeepLabv3+ network is proposed. It was designed to obtain more accurate boundary information in turbulence-degraded image, by adding simple yet effective Edge Aware Loss and Border Auxiliary Supervision Module. We have performed experiments on the turbulence-degraded datasets, which proved that the proposed network is helpful to acquire precise segmentation effect.
The rest of the paper is organized as follows. Section II describes the preparation of the turbulence-degraded semantic segmentation dataset. And the dataset is constructed based on the simulation methodology which combines the physical imaging mechanism in turbulence and the image processing methods. Section III proposes the Boundary-aware DeepLabv3+ network to solve the task of Overall architecture for the semantic segmentation in atmospheric turbulence condition. It is mainly composed of two parts, turbulence-degraded image datasets preparation and semantic segmentation network design.
turbulence-degraded images semantic segmentation. It equips with Edge Aware Loss or Border Auxiliary Supervision Module in order to refine the prediction results especially along object boundaries. Experimental design and results are given in Section IV to verify the effectiveness of the proposed network. Finally, conclusions are given in Section V.
II. TURBULENCE-DEGRADED SEMANTIC SEGMENTATION DATASET PREPARATION
Dataset is one of the most important part of machine learning system, furthermore dealing with deep networks. It is critical to obtain and construct a relatively complete turbulence-degraded image dataset for the implementation of semantic segmentation model in degraded scenarios. However, there is no turbulence-degraded image dataset because of the difficulty in obtaining a sufficient number of real turbulence-degraded images. Therefore, we establish the turbulence-degraded image dataset by combining the real turbulence-degraded images with the simulated turbulence-degraded images.
Kinds of turbulence conditions, including the isotropic turbulence, the anisotropic turbulence, the Kolmogorov turbulence and the non-Kolmogorov turbulence, are considered. Finite turbulence parameters, namely the turbulence inner and outer scales, the turbulence refractive-index structure constant, the anisotropic factor, the general spectral power law, and the receiver aperture diameter, are taken into considerations. The semantic segmentation dataset includes the real turbulence-degraded images and the simulated turbulencedegraded images based on Pascal VOC2012 Dataset [15] and ADE20K Dataset [16] , [17] , and it covers kinds of turbulence conditions.
A. IMAGING MECHANISM IN ATMOSPHERIC TURBULENCE MEDIA
The uniform distribution of atmosphere temperature yields the random fluctuations of atmosphere refractive-index, resulting in optical turbulence that distorts the optical wavefront. For the imaging through atmosphere turbulence media, the distorted wave-front will bring image blur and distortion (see Fig. 3 ). The image blur can be described by the modulation transfer function (MTF) in frequency domain and the point spread function (PSF) in spatial domain, and the image distortion is related to optical wave angle-of-arrival (AOA) fluctuations.
For decades, the modeling for the MTF and optical wave AOA fluctuations in atmospheric turbulence was based on the classical assumption of isotropic Kolmogorov turbulence. For the isotropic Kolmogorov turbulence, the turbulence cell is assumed to own the same size in the horizontal and vertical directions and the spectral power law takes the classic value of 11/3. These assumptions are very extreme for the real atmospheric turbulence. Both the anisotropy and non-Kolmogorov properties are always exhibited. In this circumstance, the anisotropic factor and general spectral power law should be considered in the modeling of turbulence MTF and optical wave AOA fluctuations. In which, the anisotropic factor parameterizes the asymmetry of turbulence cells in both horizontal and vertical direction and it has a very wide range of values. The general spectral power law is in the range 3 to 4 instead of constant value of 11/3. Luckily, the theoretical models for the turbulence MTF and variance of optical wave AOA fluctuations in anisotropic non-Kolmogorov turbulence have been developed in our previous works [18] , [19] . The detailed expressions for these two models can be found in [18] , [19] . Here, they will not be exhibited again.
With the derived imaging models in atmospheric turbulence, namely the turbulence MTF and variance of optical wave AOA fluctuations models, the next step is to simulate the turbulence-degraded image. Here, we combine the physical imaging models in turbulence with the image processing algorithms, namely the image interpolation and image convolution methods. For the classic isotropic Kolmogorov turbulence, the turbulence-degraded image can be simulated with the following formula [20] [21] [22] :
O (x, y) and I (x, y) are images with and without turbulence. F (.) and R (.) represent separately the operators for image distortion and image blurring, and they are related to the theoretical variance of optical wave AOA fluctuations and turbulence MTF models. For the real atmospheric turbulence that commonly exhibits anisotropic non-Kolmogorov property, we still adopt (1) to simulate the turbulence-degraded image. The turbulence-degraded image simulation procedure is shown in. 4. First, it needs to set up simulation conditions, namely the anisotropic factor, general spectral power law, turbulence strength, finite turbulence inner and outer scales, receiver aperture diameter, and imaging distance are set to certain values. At this time, the anisotropic non-Kolmogorov turbulence MTF and variance of optical wave AOA fluctuations models can be determined according to [18] , [19] . Second, calculating the image displacement matrices in x and y directions, i.e. δx and δy. Third, calculating the turbulence PSF that is related to the inverse Fourier Transform of turbulence MTF. Fourth, performing image distortion simulation with image bilinear interpolation algorithm under the condition of known δx and δy. Last, convolving the distorted image with the turbulence PSF, the turbulence-degraded image in anisotropic non-Kolmogorov turbulence is acquired. The detailed steps to calculate δx, δy, and turbulence PSF are listed separately in Appendix A and Appendix B. Here, examples of simulated turbulence-degraded images are given in Fig. 5 .
B. TURBULENCE-DEGRADED SEMANTIC SEGMENTATION DATASET PREPARATION
In this section, we introduce the preparation of Turbulencedegraded Semantic Segmentation Dataset. Until now, there is no turbulence-degraded image dataset. The number of real turbulence-degraded images is too small to be used FIGURE 6. Examples of turbulence-degraded semantic segmentation dataset. In each group, the left column is the images and the right column is the labels.
for training semantic segmentation networks. The Pascal VOC 2012 [15] and ADE20K [16] , [17] are two common standard datasets for image semantic segmentation. But the images in these two datasets are basically acquired in good weather conditions and have good imaging quality. The turbulence phenomenon often appears in the outdoor and longrange imaging scenes. Therefore, we will choose certain images from these two datasets, such as the airplane in the sky, the boat in the sea, the bus in long distance, and so on. Then, the turbulence-degraded semantic segmentation dataset will be constructed with the simulation procedure in section II.A. The constructed dataset consists of three parts -turbulence-degraded Pascal VOC 2012 images, turbulence-degraded ADE20K images and real turbulencedegraded images, with 2,748, 5,613 and 100 images, as shown in Tab. 1. 
1) TURBULENCE-DEGRADED PASCAL VOC 2012 IMAGES
Pascal VOC 2012 is the most popular dataset for semantic segmentation. In Pascal VOC 2012 [15] and its extended dataset [23] , we first choose 2,748 images from a total of 17,122 clear images. They are categorized into 8 classes, including 1 background class and 7 foreground classes.
Second, we set kinds of turbulence scenes, including choosing different turbulence strength, anisotropic factor values, general spectral power law, and turbulence inner and outer scales. Making use of the simulation procedure in section II.A, we constructed 2,748 turbulence-degraded images in rich turbulence scenes. Third, the corresponding labels are respectively relabeled to obtain new ground truth with pixel values from 0 to 7, representing background, airplane, bird, boat, bus, car, person and train. Then the colorful ground truth is provided for observation. The detailed labeling rules for each class are described in Tab. 2. Finally, the dataset is divided into three subsets: train, validation and test, with 1,140, 1,138 and 550 images. Fig. 6 (a) shows four pairs of the turbulence-degraded Pascal VOC 2012 images and corresponding labels.
2) TURBULENCE-DEGRADED ADE20K IMAGES ADE20K dataset covers a wide range of scenes and object categories with dense and detailed annotations. There are 22,210 images (20,210 images in the training set and 2,000 images in the validation set) in total with 150 object and stuff classes included. Therefore, we screen out 5,613 images with the scenes where turbulence often occurs from 22,210 images in ADE20K. By randomly setting kinds of turbulence conditions, 5,613 turbulence-degraded images are obtained. We select 65 common categories (64 foreground classes and 1 background class) from 150 classes. And based on this, the label annotations are relabeled in a similar way as above to obtain new ground truth with pixel values from 0 to 64. Then the colorful ground truth is provided for observation. As shown in Tab. 1, there are 3,400 images in the training set, 1,200 images in the validation set, and 1,013 images in the testing set. Fig. 6 (b) shows four pairs of the turbulence-degraded ADE20K images and corresponding labels. 
3) REAL TURBULENCE-DEGRADED IMAGES
We collect 100 real turbulence-degraded images. Note that, due to the small number of real turbulence-degraded images, we use the real degraded images as a part of the turbulencedegraded Pascal VOC 2012 test set in the subsequent work. Therefore, refer to the turbulence-degraded Pascal VOC 2012 images labeling rules mentioned above, we set the label pixel values to 0-7, respectively representing background, airplane, bird, boat, bus, car, person and train in the same way (see Tab. II). Then we assign different colors to all the classes to generate color label maps for observation. And the pixel-wise image annotation tool we use is ''LabelMe'' [24] . Fig. 6 (c) shows four pairs of real turbulence-degraded images and their labels.
As described above, the established turbulence-degraded dataset can be divided into three parts -turbulencedegraded Pascal VOC 2012 images, turbulence-degraded ADE20K images and real turbulence-degraded images. Among them, real turbulence-degraded images are used as a part of the turbulence-degraded Pascal VOC 2012 test set. Therefore, we perform subsequent experiments on two datasets-Turbulence-degraded Pascal VOC 2012 Dataset and Turbulence-degraded ADE20K Dataset, as shown in the Sec.IV.B, IV.C.
III. BOUNDARY-AWARE DeepLabv3+ FOR SEMANTIC SEGMENTATION IN TURBULENCE MEDIA
The DeepLabv3+ architecture that achieved state-of-theart performance combines the advantages from both spatial pyramid pooling module [10] [11] [12] and encode-decoder structure [13] , [14] in deep neural networks for semantic segmentation task. The former module is able to encode multi-scale contextual information by probing the incoming features with filters or pooling operations at multiple rates and multiple effective fields-of-view, while the latter structure can capture sharper object boundaries by gradually recovering the spatial information. However, when applying the DeepLabv3+ network directly to the semantic segmentation task of turbulence-degraded images, the blur and distortion in images often make the details difficult to distinguish, resulting in rough segmentation results as shown in Fig. 1 . Consequently, we further explore edge space information and propose the Boundary-aware DeepLabv3+ architecture. The basic framework of the proposed network is shown in Fig.7 . It equips the DeepLabv3+ with Edge Aware Loss or Border Auxiliary Supervision Module in order to refine the prediction results especially along object boundaries.
A. EDGE AWARE LOSS From Fig. 1 , we find that the semantic segmentation in turbulence media is difficult, especially at the image boundary areas, such as rough result ( Fig. 1 (a) ), over segmentation ( Fig. 1 (b) ), incomplete part ( Fig. 1 (c) ), wrong classification ( Fig. 1 (d) ), or missing object ( Fig. 1 (e) ). The pixels near the boundaries are difficult to classify due to that most of detailed parts are overly smoothed or disappeared, especially when the objects are adjacent spatially. Most of the significant loss appears at the boundaries of the objects.
In addition, cross entropy loss function [25] is widely applied to semantic segmentation algorithms for neural network learning because of its excellent performance in the classification problems. The current algorithms essentially treat the semantic segmentation task as a pixel-level classification problem, whereas these pixels contain a lot of spatial information [26] . The spatial information cannot be effectively utilized using only cross entropy loss. And spatial boundary information of turbulence-degraded images has an important influence on semantic segmentation performance. Therefore, we use spatial edge prior information to effectively constrain network prediction. Inspired by the observation and analysis of prediction segmentation, we apply Edge Aware Loss focused on the boundary regions to the original network.
Specifically, we first detect the edges of the labels L(c) of each class c by filter f E so that get the edge label masks L E (c) [27] :
where p is the specific pixel. Then, the Gaussian filter f G [28] is used to smooth the obtained edge label masks. After adding all the channels, we obtain the resulting Gaussian edge label masks L EG :
Finally, after multiplying the Gaussian edge label masks by the original cross entropy loss L, we get the edge aware loss L EA , which expands the loss near the edge area simultaneously suppresses the loss of the inner region of each category:
where n is the number of pixels. And λ is the weighting factor of edge spatial information, which is 0.5 for best performance improvement. This simple yet effective edge aware loss function obtained by modification of the original loss function enables the network to effectively focus on the border region of the image during the training process and reduce the segmentation error.
B. BORDER AUXILIARY SUPERVISION MODULE
In addition, we use boundary information from another perspective in this section. As mentioned in section III.A, we often observe hard result in the prediction when training a semantic segmentation network on turbulence degraded images. Furthermore, the prediction often does not follow the real object boundaries. Thus, we apply the explicit auxiliary supervision of semantic border. With this motivation, we adopt Border Auxiliary Supervision Module (BAS Module) to guide the feature learning, which directly learns a semantic boundary with an explicit semantic border supervision and makes the features on both sides of boundary distinguishable, similar to a semantic boundary detection task. The entire procedure of BAS Module is illustrated in Fig. 8 . First, it is important to identify the boundaries on both the prediction and the ground truth. The BAS Module uses traditional edge detection filters such as Sobel [29] and Laplacian [30] kernels. Therefore, the prediction F and the semantic segmentation ground truth GT are separately convolved with an edge detection filter f B so that the border prediction F B and the border label GT B are obtained. Second, adopting gaussian blurring on the border label with gaussian filter f G , thus we get the final border ground truth GT BG . Afterwards, the difference between the predicted and ground truth border maps is determined. We then use a new simple yet effective loss l Border called Border Auxiliary Loss to calculate the final loss in this module. The Border Auxiliary Loss is designed to be as simple as possible, to balance the trade-off between edge detection performance and model complexity. Therefore, we simplify the border auxiliary loss reinforced structure so that the entire model is not too complicated. It is defined as the L2 loss between pixel y of the prediction and pixel y of the matched ground truth [31] :
where x is the sample and n is the number of samples. The total loss l Total consists of the original semantic segmentation loss l Semantic and the new Border Auxiliary loss l Border , where weighting factor β characterizes the balance between global information and boundary information.
The sum of the total loss is usually in range [0,1] and we get good performance when β is 1/8. The final loss can extract the accurate semantic boundary meanwhile enlarge the interclass distinction of features. Therefore, the designed BAS Module can obtain accurate boundary information and simultaneously combine the high-level semantic features of predictions, which focus on the semantic boundary and eliminates some original edges that are lack of semantic information.
IV. EXPERIMENTAL DESIGN AND RESULTS
We perform extensive experiments to evaluate the effectiveness of the proposed architecture that is equipped with Edge Aware Loss or BAS Module and trained on the constructed turbulence-degraded image dataset. In this section, we first describe the experimental settings, and then report the quantitative and qualitative results on the turbulence-degraded Pascal VOC 2012 and ADE20K datasets.
A. EXPERIMENTAL SETTINGS
The proposed models are evaluated on the Turbulencedegraded Semantic Segmentation Dataset. The performance evaluation metric is mean Intersection over Union (mIoU), which is the standard metric for segmentation purposes. We employ DeepLabv3+ as our baseline network, which uses modified aligned Xception [9] , [32] as backbone networks to extract dense feature maps by atrous convolution. For the Turbulence-degraded Pascal VOC 2012 Dataset, we use the model pretrained on Pascal VOC 2012 augment train set [23] . And as for the Turbulence-degraded ADE20K Dataset, we adopt the model pretrained on ImageNet [34] .
We use TensorFlow [35] as the deep learning framework to conduct the experiments. The operating system is Linux Ubuntu 16.04. The training process uses 3 NVIDIA GeForce GTX 1080 Ti 11GB GPU, and the CPU is Intel Core i7 with 16G memory. Following the same training protocol as in [9] , we employ the learning rate schedule (i.e., ''poly'' as our learning rate policy and 0.0001 as the initial learning rate), weight decay 0.00004 and crop size 513×513. In addition, we augment the data by random scale and left-right flip during training. Note that we also include batch normalization [33] parameters in the proposed decoder module. Furthermore, to reduce the time required for all experiments we do not train the networks until they have converged, but only for a fixed and limited number of training steps.
B. RESULTS OF TURBULENCE-DEGRADED PASCAL VOC 2012 DATASET 1) NUMERICAL RESULTS
In this case, ''Baseline + EAL'' means the Boundaryaware DeepLabv3+ network equipped with Edge Aware Loss (Section III.A) and ''Baseline + BAS Module'' means the Boundary-aware DeepLabv3+ network equipped with Border Auxiliary Supervision Module (Section III.B). Table 3 reports the experimental results of different methods trained on the Turbulence-degraded Pascal VOC 2012 Dataset. We can see that both of the ''Baseline + EAL'' network and the ''Baseline + BAS Module'' network improved the performance of semantic segmentation. Compared with the baseline model, the proposed Boundaryaware DeepLabv3+ equipped with Edge Aware Loss resulted in a 3.02% improvement and reached 87.80% mIoU on the Turbulence-degraded Pascal VOC 2012 Dataset. Moreover, the proposed Boundary-aware DeepLabv3+ network equipped with BAS Module shows a better performance for all classes, achieving 87.95% mIoU and 3.23% improvement compared with baseline. These results approve that the edge loss and border auxiliary structures indeed help improving the boundary accuracy in regions.
2) QUALITATIVE RESULTS
As a visual demonstration, Fig. 9 shows some examples of the semantic segmentation results on the Turbulencedegraded Pascal VOC 2012 Dataset. Among them, (a)-(d) are real turbulence-degraded images and (e)-(h) are simulated turbulence-degraded images. From Fig. 9 (a)(b)(e), we can see that it is difficult to segment accurate target boundaries and details with the baseline network when turbulence happens. By introducing the Edge Aware Loss or BAS Module, the improved network can better segment detail part of the airplanes/birds. Moreover, the segmentation result of the ''Baseline + BAS Module'' is more accurate. Fig. 9 (c)(f)(g) show that similar appearance between car/train and nearby areas confused the network especially when the image blur and distortion happen, but the proposed models correctly segment similar neighboring regions and achieve accurate boundary segmentation. Fig. 9 (d)(h) show the difficulty of small objects semantic segmentation in similar environment. Evidently, the proposed network trained on the constructed turbulence-degraded dataset can correctly segment and identify the right classes which are not recognized by the baseline network. These results prove the effectiveness of boundary prior information. However, it is worth noting that in some special cases, our model will also have inaccurate segmentation results. As shown in Fig. 9 (i) , the part of the ship segmented by the model is incomplete when the picture is very blurred and the contrast is so low that the target and background are difficult to distinguish.
C. RESULTS OF TURBULENCE-DEGRADED ADE20K DATASET 1) NUMERICAL RESULTS
Aside from the Turbulence-degraded Pascal VOC 2012 Dataset, turbulence-degraded ADE20K images are also available for the experiments. There are more classes (up to 65) in the Turbulence-degraded ADE20K Dataset, thus it is more difficult to perform semantic segmentation task. The performance of our models and the baseline model on the test set is shown in Tab. IV. Obviously, our models have improved significantly in both pixel accuracy (PixAcc) and mIoU indicators. After training on the Turbulence-degraded ADE20K Dataset, ''Baseline + EAL'' achieved separately 2.47% and 5.69% improvements on PixAcc and mIoU. Moreover, ''Baseline + BAS Module'' increased 3.09% on PixAcc and 6.77% on mIoU.
2) QUALITATIVE RESULTS Fig. 10 shows eight groups of prediction on Turbulencedegraded ADE20K Dataset, and Fig. 11 magnifies certain areas from Fig. 10 (a)-(d) in order to show more details clearly. From Fig. 10 , it can be observed that the baseline network performed well for large areas such as sky, lake, grove and ground. But the performance on the boundaries between different regions is relatively poor. The proposed two models achieved better performance. And the network equipped with BAS Module achieved much cleaner boundary results than the other methods. Fig. 11 presents some local results in detail, which better shows the effectiveness of the proposed network. From Fig. 11 (a) , it can be seen that the two proposed networks successfully recognized the road sign (dark blue area) whereas the baseline not. In addition, trucks segmented with the ''Baseline + BAS Module'' network are closer to the ground truth. Similarly, the proposed networks identified the street light pole in Fig. 11 (b) . Finally, in Fig. 11 (c)(d) , the details and boundaries of the segmentation predictions are getting more and more accurate from left to right. ''Baseline + EAL'' network and ''Baseline + BAS Module'' network both outperform the baseline model, which proves that the boundary-aware structures contribute to better performance.
V. CONCLUSIONS AND DISCUSSIONS
We construct the Turbulence-degraded Semantic Segmentation Dataset with a wide range of turbulence scenes based on the physical imaging model in kinds of turbulence conditions and the image processing algorithms. In view of the blur and distortion characteristics of turbulence-degraded images, we propose the Boundary-aware DeepLabv3+ network that is equipped with the border supervision (Edge Aware Loss or BAS Module), and we train it on the constructed dataset to refine the prediction results especially along object boundaries. Experiments demonstrate the effectiveness of the proposed models equipped with Edge Aware Loss and BAS Module on the Turbulence-degraded Semantic Segmentation Dataset. Moreover, Boundary-aware DeepLabv3+ network equipped with BAS Module shows more excellent performance that reaches 87.95% mIoU on the Turbulencedegraded Pascal VOC 2012 Dataset and 56.61% mIoU on the Turbulence-degraded ADE20K dataset. However the prediction speed of our model is 7 frames per second and it is more suitable for the semantic segmentation task of a single image. The focus of our future work is to improve the model prediction speed while considering the relationship between video frames, like Xu et al. [37] and extend the model to the turbulence-degraded video semantic segmentation task.
APPENDIX APPENDIX A
In order to obtain the horizontal and vertical distortion matrices of the image in anisotropic non-Kolmogorov turbulence, first, adopting random complex matrix to filter the spatial power spectral density function that can reflect image distortion in accordance with the actual imaging equipment. The purpose of filtering is to obtain a complex random field in frequency domain which can reflect both the spatial correlation of image distortion and the random variation of atmospheric turbulence. Then, using the Fourier transform relationship between spatial power spectral density function and spatial correlation function, the filtered result is transformed by inverse Fourier transform and then the modulus is taken to obtain the image distortion caused by anisotropic non-Kolmogorov atmospheric turbulence. The image distortion produced by this method shows certain randomness in different regions of image. At the same time, because the spatial power spectral density function, which can reflect the spatial correlation between the distortions at different locations of the image, is adopted, the obtained image distortion at different regions of image also satisfies the spatial correlation at a certain degree. The flowchart for calculating the image distortion matrices δx and δy is shown in Fig. 12 .
Main steps are as follows:
Step1. The random complex matrix in frequency domain, that is R w = A + iB is generated, where A and B are pseudorandom matrices satisfying the Gauss distribution with mean value of 0 and variance of 1. The purpose of introducing the random matrix is to simulate the random fluctuations characteristics of atmospheric turbulence.
Step2. The spatial power spectral density function S β (f ) provided in reference [20] [21] [22] , which is consistent with the actual imaging equipment and can reflect image distortion, is expressed in the form of [22] . This function describes the spatial correlation between geometric distortion variables in different regions of the image caused by atmospheric turbulence.
Step 3. The complex Gauss random matrix generated in step 1 is used to filter S β (f ), and a complex random field in frequency domain, which can reflect both the spatial correlation characteristics of image distortion and the random variation characteristics of atmospheric turbulence, can be expressed as [20] [21] [22] :
Compared with R w , H β R w considers the correlation between different regions of the image. Unlike the existing methods [20] [21] [22] , for the zero-frequency part, we adopt the sub-harmonic low-frequency compensation method [36] .
Step 4. The matrix IFFT H β R w in spatial domain is obtained by inverse Fourier transform and modulus of H β R w . According to the idea in reference [20] [21] [22] , the variance of IFFT H β R w is set as the variance of optical wave AOA fluctuation in anisotropic non-Kolmogorov atmospheric turbulence, and the image horizontal distortion matrix δx caused by anisotropic non-Kolmogorov atmospheric turbulence is obtained. Among them, the variance of optical wave AOA fluctuations in anisotropic non-Kolmogorov turbulence can be calculated theoretically according to [19] . It takes into account the effects of parameters such as anisotropic factor, finite turbulence outer scale, general spectral power law, propagation distance and turbulence refractive-index structure constant.
Step 5. Repeat steps 1 to 4, the image vertical distortion matrix δy caused by anisotropic non-Kolmogorov atmospheric turbulence is also obtained.
APPENDIX B
The image blur caused by atmospheric turbulence is spacevariant and it will be represented by PSF in spatial domain. The turbulence PSF is approximately expressed as Gaussian function with zero mean value and variable standard deviation. Therefore, the key to obtain PSF at different image regions is to calculate the standard derivation matrix (here, it is expressed with PSF). The flowchart for calculating PSF in anisotropic non-Kolmogorov turbulence is shown in Fig. 13 .
Step 1. The random complex matrix R w = A + iB in frequency domain is generated, where A and B are pseudorandom matrices satisfying the Gauss distribution with mean value of 0 and variance of 1. The purpose of introducing the random matrix is to simulate the random fluctuation characteristics of atmospheric turbulence.
Step 2. The spatial power spectral density function S α (f ) provided in references [20] [21] [22] , which is consistent with the actual imaging equipment and can reflect image blur, can be expressed as S α (f ) = f −a , a = 3[20]- [22] . This function represents the spatial correlation between blurring effects at different positions in images caused by atmospheric turbulence. S α (f ) has the same expression as S β (f ), but they have different physical meaning.
Step 3. The random complex matrix generated in step 1 is used to filter S α (f ). A complex random field H α R w in frequency domain, which can reflect both the spatial correlation of image blur and the random variation in atmospheric turbulence, can be expressed as [20] [21] [22] :
Compared with R w , H α R w takes into account the correlation between different regions of the image. For the zero-frequency part, unlike the existing method in [20] [21] [22] , we adopt the sub-harmonic low-frequency compensation method [36] .
Step 4. The matrix |IFFT {H α R w }| in spatial domain is obtained by inverse Fourier transform and modulus of H α R w . According to the idea in [20] [21] [22] , the mean value of |IFFT {H α R w }| is set to σ (t). σ (t) is the standard deviation of the PSF 0 (approximate to Gauss function) that is the inverse Fourier transform of anisotropic non-Kolmogorov turbulence MTF [18] . The mean deviation of |IFFT {H α R w }| is set to √ σ (t). After the above operation, the matrix PSF is obtained. It takes into account the effects of parameters such as anisotropic factor, finite turbulence scale, general spectral power law, propagation distance and turbulence refractive index structure constant.
