We describe online optical measurements of urea in the effluent dialysate line during regular hemodialysis treatment of several patients. Monitoring urea removal can provide valuable information about dialysis efficiency. Methods: Spectral measurements were performed with a Fourier-transform infrared spectrometer equipped with a flow-through cell. Spectra were recorded across the 5000 -4000 cm ؊1 (2.0 -2.5 m) wavelength range at 1-min intervals. Savitzky-Golay filtering was used to remove baseline variations attributable to the temperature dependence of the water absorption spectrum. Urea concentrations were extracted from the filtered spectra by use of partial least-squares regression and the net analyte signal of urea. 
Treatment options for end-stage renal disease are limited to kidney transplantation and hemodialysis, with hemodialysis currently being the primary option. In patients with inadequate renal function, toxins and fluids that would usually be removed from the blood stream by the kidneys build up to harmful concentrations. Hemodialysis removes toxins from the blood by a closed-loop process in which the blood of the patient is continuously withdrawn, dialyzed, and returned to the patient. Lowand middle-molecular-weight toxins pass through the dialyzer membrane into a dialysate stream, which is discarded. The procedure is generally performed three times per week, with a typical dialysis session lasting 2.5-4.5 h.
The amount of dialysis that patients receive has a strong impact on their general health and mortality. Unfortunately, the optimal dose required to maintain good health is not precisely known. Dialysis dose is most commonly quantified by use of the unitless expression Kt/V, where K is the clearance of the dialyzer (milliliters of plasma cleared of urea per min), t is the duration of the dialysis treatment, and V is the patient's urea distribution volume. The unitless expression Kt/V is thus the effective fraction of the patient's urea distribution volume cleared of urea during a single treatment. The dialysis dose for a given treatment can be determined from published expressions that relate Kt/V to the fractional decrease in the plasma urea concentration, the quantity of ultrafiltrate removed, and the patient's postdialysis weight.
The standard procedure for monitoring the delivered dialysis dose is to collect pre-and postdialysis blood samples, which are analyzed for urea content in a clinical laboratory. The single-pool or equilibrated Kt/V is calculated from the change in urea concentration by use of one of several approximations or by an iterative calculation. This evaluation is typically performed once a month. If the delivered dose is less than the prescribed dose, the conditions for the dialysis treatment are adjusted. To avoid unnecessary corrections attributable to a single erroneous dose estimation, corrections are usually not made until the inadequacy of the dose is confirmed with at least one additional measurement (1 ) .
The traditional once-per-month blood-based Kt/V estimation has several recognized limitations. The first is a consequence of the infrequent monitoring: underdialysis can persist for up to 2 months before the dialysis prescription is modified, by which time the patient's health can be detrimentally affected. The infrequency of blood-based measurements also puts substantial burden on the accuracy of the measurement, which is sensitive to factors such as the precise timing of the postdialysis blood draw. Moreover, it is assumed that the delivered dose is consistent throughout the month and that the day on which the dose is quantified is representative of the month in general. There is evidence that the dose delivered on the days when blood measurements are taken are, on average, higher than during the rest of the month (2 ). This could be explained by greater attention being paid by both the patient and clinic staff when they know that the effectiveness of the session will be evaluated. Finally, because the relative effect of dialysis is a nonlinear function of dose, occasional treatments during which a patient is substantially underdialyzed may have a disproportionate effect on patient health, although the average dose that the patient receives is adequate (3 ) .
There are several potential benefits to a sensor that would allow real-time, online monitoring of urea removal. If online monitoring can be used every session, systematic underdialysis of an individual can be identified and corrected on a much shorter time scale than with blood-based measurements (i.e., in two sessions rather than 2 months). Even more far-ranging possibilities exist for sensors that can quantify dose during the dialysis treatment. This would allow clinical staff to identify patients who will not receive an adequate dose by the end of the prescribed session. For example, problems affecting dialysis efficiency, such as poor dialyzer performance, access recirculation, fistula obstruction, or low patient perfusion, can be identified during the treatment, and steps can be taken either to correct them or to compensate for them by increasing the rate of dialysis.
We have previously demonstrated that urea can be measured reagentlessly in samples of spent dialysate by use of near-infrared spectroscopy under controlled laboratory conditions (4, 5 ) . The goal of this work was to explore the possibility of performing online measurements of urea during actual clinical dialysis sessions.
Materials and Methods
Measurements were performed during 10 regular dialysis sessions of volunteers at the outpatient dialysis unit of the University of Iowa Hospital and Clinics. The use of human subjects was approved by the University of Iowa Human Subjects Office. Spent dialysate was drawn continuously from the dialysis system after passing through the dialyzer. The dialysate was drawn through an optical cell at 30 mL/min by a peristaltic pump. The optical pathlength (1 mm) was set by stainless steel spacers between the sapphire windows of the optical cell. The time for dialysate to reach the spectrometer from the dialyzer membrane was Ͻ10 s. Dialysate temperature was measured by a thermocouple probe located just downstream from the optical cell. No active temperature stabilization of the optical cell was used. The observed dialysate temperature range was 28 -32°C.
Samples of spent dialysate (20 mL each) were collected seven times during the course of each dialysis treatment at ϳ5, 15, 30, 60, 120, 180, and 240 min after the start of dialysis. The samples were immediately refrigerated for later measurement of urea, glucose, lactate, and creatinine concentrations in our laboratory. Glucose and lactate concentrations were measured with a YSI Model 2300 Stat Plus analyzer (Yellow Springs Instruments). Urea was measured by the Berthelot reaction (6 ) in conjunction with urease. The creatinine concentration was measured by a commercial assay (cat. no. 555-A; Sigma Chemical Company).
Spectra were collected on a Nicolet Model 670 Nexus Fourier transform infrared spectrometer (Nicolet Analytical Instruments) with a CaF 2 beam splitter and a liquidnitrogen-cooled InSb detector. A K-band filter (Barr and Associates, Inc.) was placed before the detector to isolate the 5000 -4000 cm Ϫ1 wavelength range. Spectra computed from 128 coadded interferograms (collection time ϳ50 s) were collected continuously before and during the treatment. Single-beam intensities were recorded over the 5000 -4000 cm Ϫ1 range with a 16 cm Ϫ1 spectral resolution. Comparison of back-to-back spectra indicated that the spectral noise in the measurement was 0.5-1.5 microabsorbance units (AU) 3 over the 4800 -4300 cm Ϫ1 range. The nominal composition of fresh dialysate used in the clinic was 10 mmol/L glucose, 4 mmol/L acetate, 33 mmol/L bicarbonate, and various salts in a pH 7.8 buffer. Of these components, only glucose and acetate have substantial near-infrared absorption. In addition, spent dialysate will contain urea, creatinine, lactate, and other low-molecular-weight toxins. Of these, urea is present in the highest concentration. The concentration ranges observed during the course of the experiment are listed in Table 1 .
Results and Discussion
The measured single-beam spectra of the spent dialysate were ratioed to a single-beam spectrum of water that was collected before the beginning of the 14-day experiment. The transmission spectra were converted to absorbance spectra by taking the base-10 logarithm. The resulting absorbance spectra, some of which are shown in Fig. 1A , contained broad variations because of the differences in temperature between the water reference and the online samples. Because temperature variations are difficult to eliminate entirely in a flow-through system, in which there is temperature variation in the input stream, a robust calibration scheme must be able to operate in spite of such temperature variations. In principle, temperature variations can be accounted for in the multivariate calibration process (7 ) . If possible, however, it is better to remove these broad variations by use of a filtering step before the multivariate calibration to improve model robustness.
Broad baseline variations can be removed by use of a Savitzky-Golay filter (8 ). Savitzky-Golay filtering is usually used for data smoothing (9 ) . It has been noted elsewhere that there is often little benefit from data smoothing (low-pass filtering) before multivariate analysis (10 ) . In this study, however, high-pass filtering is used to remove the broad spectral features attributable to temperature variations while preserving the higher-frequency analyte signal. A broad Savitzky-Golay smoothing filter is first applied to the measured spectra to identify the broad variations and smooth out the relatively narrow analyte features. This smoothed baseline is then subtracted from the original spectrum, leaving only the high-frequency components (8 ) . Because of the subtraction of the smoothed baseline, local absorbance minima give negative absorbance features in the final absorbance spectra. Similar results have been obtained previously with use of a digital Fourier filter (11, 12 ) . The advantage of filtering comes not from increasing the signal-to-noise ratio of the spectra by reducing highfrequency noise, but from excluding unimportant broad variations and reducing the number of factors required for a multivariate calibration model. Thus the benefit of filtering is to increase model robustness rather than accuracy.
Shown in Fig. 1B are the spectra from Fig. 1A after the application of a second-order, 200 cm Ϫ1 -wide SavitzkyGolay high-pass filter. The filter width was chosen as the minimum width that preserves at least 80% of the primary spectral features of urea, as measured by the difference between the urea absorbance at 4650 and 4600 cm Ϫ1 . Two passes with the filter were required to eliminate broad variations in the online spectra (13 ) . Note that the magnitudes of the spectral features in the filtered spectra (Fig.  1B) are more than two orders of magnitude smaller than the broad variations attributable to sample temperature (Fig. 1A) .
Filtered spectra of the near-infrared active dialysate components considered in this study are shown in Fig. 2 . The urea absorption spectrum is distinct because it is dominated by features in the 4700 -4500 cm Ϫ1 range. (A), unfiltered spectra ratioed to water; (B), spectra after the application of a second-order Savitzky-Golay filter of width 200 cm Ϫ1 . The features between 4700 and 4500 cm Ϫ1 are primarily attributable to urea, whereas those between 4500 and 4300 cm Ϫ1 are primarily attributable to glucose. The arrows in B indicate the direction of change with time. The origins of the negative values in the filtered absorbance spectra are explained in the text. are attributable to combinations of C-H bond modes. Of the chemicals shown here, only urea and creatinine contain N-H bonds, although the creatinine absorption spectrum is dominated by C-H features. The shapes of the filtered online spectra, shown in Fig. 1B , are dominated by absorption of urea and glucose. From Fig. 1B , it can be seen that the glucose concentration remains relatively constant, whereas the urea concentration changes (decreases) by a factor of 3 during the treatment.
calibration using partial least-squares regression A calibration model for urea was generated from the filtered online spectra using partial least-squares regression (PLS). Factor-based approaches such as PLS do not require knowledge of all chemicals in the sample under investigation; instead, they rely on a statistical determination of the principal systematic variations observed in the calibration data set. However, factor-based methods must be used with care because of the possibilities of overfitting and the incorporation of secondary correlations (14 ) . Care must be taken to ensure that calibration models generated with PLS contain significant spectral features of the analyte and are effectively orthogonal (linearly independent) to the spectral signature of other analytes present.
To generate a PLS calibration model, we divided spectra corresponding to the dialysate samples whose urea concentrations were measured by standard techniques into calibration and prediction sets. The spectra from the first eight treatments (57 spectra) were used as the calibration set. The spectra from the final two dialysis treatments (18 spectra) were used as the prediction set to gauge the extrapolation capabilities of the calibration. The calibration set was further subdivided into training and monitoring subsets (35 and 22 spectra, respectively) to optimize the number of factors used (15 ) . The optimum number of factors was chosen as the number for which the root mean square error of the monitoring set was minimized after 50 shuffles of the training and monitoring sets. After the number of factors was determined, a final model was generated based on all of the spectra in the calibration set. This model was then evaluated using the prediction set.
The standard error of prediction (SEP) for urea with use of the Savitzky-Golay-filtered spectra was 0.30 mmol/L (0.84 mg/dL urea nitrogen) based on a threefactor model. Predicted vs actual urea concentrations are shown in Fig. 3 for both the calibration and prediction spectra. A Bland-Altman plot of the difference between the optical and chemical assay results vs their mean is shown as an inset in Fig. 3 (16, 17 ) . The SEP for the PLS calibration built with the unfiltered spectra was 0.38 mmol/L; however, the optimum number of factors in this case was 10, which is substantially larger than for the model for the filtered spectra.
It is important to verify that the predictive ability of a PLS model is based on analyte-specific information. It is well known that apparently successful models can be built for a limited data set based on secondary or chance correlations with the analyte (14 ) . This is especially important in this experiment because of the inherent correlation among the analytes (the correlation coefficients among the components are listed in Table 1 ). The calibration spectra generated by the PLS model for urea are shown in Fig. 4A for both the filtered (solid line) and (A), PLS calibrations generated with filtered (solid line) and unfiltered (dashed line) spectra. (B), calibration spectrum constructed using the net analyte signal of urea (solid line) and the PLS calibration spectrum from A after it was forced to be orthogonal to pure-component spectra of glucose, acetate, creatinine, and lactate (dashed line). unfiltered (dashed line) calibrations. The calibration spectrum is the final product of the PLS procedure. The predicted concentration is the inner product of the calibration spectrum and the absorbance spectrum of the sample for which the concentration is to be determined. The dominant features of the calibration spectrum clearly reflect the urea absorption features in the 4700 -4500 cm Ϫ1 range (see Fig. 2A ). The calibration spectra with and without Savitzky-Golay filtering are very similar. Because the amplitudes of the calibration spectra were almost identical, we conclude that there is no loss of sensitivity attributable to the filtering process.
The potential for interference between urea and the other known analytes can be estimated by taking the inner product of the urea calibration spectrum with the purecomponent spectra of the other analytes. This provides an estimate of the difference introduced into the predicted urea concentration by a change of 1 mmol/L in the interfering compounds. The values would be zero if the urea calibration were independent of all other analyte concentrations. For the PLS calibration, the values are small but nonzero. We found differences of Ϫ0.09 mmol/L for glucose, 0.14 mmol/L for acetate, 0.17 mmol/L for creatinine, and 0.20 mmol/L for lactate. The value for glucose is troublesome because of the 3.5 mmol/L variation seen in the glucose concentration over the course of the measurements, which will introduce an additive difference of Ϯ0.15 mmol/L in the predicted urea concentration. The maximum differences attributable to creatinine (Ϯ0.03 mmol/L) and lactate (Ϯ0.08 mmol/L) are smaller because of the low concentrations of these components in the spent dialysate. That the values are nonzero is primarily a consequence of the partial correlation among the analytes in the calibration data set, which is inherent in a data set such as this. The orthogonality of the calibration model could be enhanced in future experiments by randomly adding analytes to calibration samples to artificially increase the concentration ranges of creatinine, glucose, and lactate (18 ) . It is also possible to mathematically force the calibration spectrum to be orthogonal to the interfering analytes by use of measured single-component absorbance spectra.
Having built and verified a successful calibration model using a subset of the spectra for the analytes whose concentrations are known, it was possible for us to calculate urea concentration with time. Results for the final dialysis treatment, which was not used in the modelbuilding process, are shown in These are attributable to modification of the rate of blood flow across the dialyzer. The clinical record indicates that the blood flow rate was reduced from 330 to 260 mL/min at 20 min and later increased to 300 mL/min at 140 min because of cramping in the patient.
calibration using the net analyte signal
Because of the relatively simple structure of the filtered absorbance spectra and the spectral isolation of urea, it is possible to construct a calibration spectrum directly from the urea absorption spectrum and those of the interfering compounds. The advantage of such an approach is that the calibration can be built using only pure-component spectra of the analytes involved. No multivariate calibration step is required, and the calibration spectrum generated is guaranteed to be based on spectral features of urea, which cannot be guaranteed with PLS. It is expected that the prediction ability of such a procedure might be less accurate but more robust than for PLS.
For a direct calibration procedure to work, however, all of the near-infrared-absorbing components should be included in the background (nonanalyte) set. The sufficiency of the analyte set used here can be estimated by performing a regression of the online spectra in terms of this basis and evaluating the spectral residuals. Fig. 6 shows a regression of a representative online spectrum in terms of the pure-component spectra of glucose, acetate, creatinine, and lactate. All of the dominant features are accounted for, although there are deviations at some of the peaks. The root mean square difference between the measured and regressed spectra can be used as an indicator for the presence of nonmodeled analytes or baseline variations. The root mean square difference for the spectra shown in Fig. 6 is 5.5 AU, which is Ͻ10% of the root mean square amplitude of the spectrum and a factor of 5 larger than the spectral noise. It is important to note that the regression procedure is not used here as a prediction tool; it is used only to gauge the completeness of using glucose, acetate, creatinine, and lactate as the principal component basis.
The desired calibration spectrum will be proportional to the net analyte signal (19, 20 ) , which is the portion of the urea absorption spectrum that is orthogonal to all nonurea spectral variations. The constant of proportionality can be determined directly from the urea reference spectrum, for which the urea concentration is known. Thus the only information used in constructing the urea calibration model were five pure-component spectra, which were measured in a separate laboratory before moving the spectrometer to the clinic where the online measurements took place. In particular, there was no adjustment of the slope of the actual vs predicted concentration line to match the online spectra.
The results of this direct calibration are shown in Fig. 7 , where the net analyte signal was computed by standard methods (19 ) . The SEP is 0.43 mmol/L (1.2 mg/dL urea nitrogen), which is larger (by 60%) than the SE of the PLS calibration model, as expected. However, most of the error is attributable to a proportionality error, as is illustrated by the Bland-Altman plot shown in the inset of Fig. 7 . This proportionality error is likely attributable to a combination of errors in the concentration of the reference urea solution, variations in the optical pathlength of the sample cell between collection of the pure component spectra and collection of the dialysate sample spectra, and unaccounted for solutes in the sample matrix. If a linear regression is used to correct for the proportionality error (11%) and a small offset (0.25 mmol/L), the SE is reduced to 0.23 mmol/L (0.64 mg/dL urea nitrogen), which is lower than the SE for the PLS model.
The calibration spectrum generated from the urea net analyte signal is shown as the solid line in Fig. 4B . There is significant agreement between the net-analyte-signal calibration and the PLS calibration spectra (Fig. 4A) in the 4800 -4550 cm Ϫ1 range, which correlates with the dominant urea absorbance features (see Fig. 2A ). However, the net-analyte-signal calibration differs from the PLS calibration between 4500 and 4300 cm Ϫ1 . The reason for this is that the PLS calibration is required only to be orthogonal to statistically distinct variations in the calibration set, whereas the net-analyte-signal calibration is forced to be orthogonal to all of the components in the background regression basis. The connection between the PLS and net-analyte-signal calibration spectra can be established by mathematically forcing the PLS calibration spectrum to be orthogonal to the pure-component spectra of glucose, acetate, creatinine, and lactate. The result is shown as the dashed line in Fig. 4B , which very closely matches the net-analyte-signal calibration. This implies that the primary difference between the PLS and net-analyte-signal calibrations is the additional orthogonality of the netanalyte-signal calibration to the interfering analytes whose concentration variations are too small to be included by PLS.
conclusions
We have demonstrated that it is possible to accurately measure urea in the spent dialysate stream during hemodialysis sessions with a prediction accuracy of 0.43 mmol/L by use of a simple net-analyte-signal calibration. The model described here was constructed entirely from data available before the start of the first dialysis treatment. Its successful performance with no adjusted param- The solid line is the measured spectrum; the dashed line is the regression in terms of the pure components shown in Fig. 2 . eters gives us confidence that the calibration model is robust. When a slope and offset correction were included, the SE decreased to 0.23 mmol/L.
PLS regression was used to develop a more standard calibration model. Successful calibrations were built with a root mean square prediction error of 0.30 mmol/L for filtered spectra and 0.38 mmol/L for unfiltered spectra. These prediction errors were calculated from spectra from the final two dialysis sessions, which were not included in the model-building process. The three calibration spectra generated in this study show clear similarities in both shape and magnitude, which provides confidence that the calibrations are based on urea-specific information rather than over-fitting or chance correlations.
In the future, we hope to perform a longer-term study to investigate the stability of the generated calibration model. In addition, it might be useful to artificially increase the concentrations of components such as creatinine and lactate to decrease the potential for crossanalyte interference. Finally, we are working to develop compact instrumentation that will allow spectral measurements to be made without the cost and size of a conventional research-grade Fourier-transform infrared spectrometer.
