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Abstract Visco-elastic support has been previously es-
tablished as a valuable modeling ingredient to represent
the effect of surrounding tissues and organs in a fluid-
structure vascular model. In this paper, we propose a
complete methodological chain for the identification of
the corresponding boundary support parameters, us-
ing patient image data. We consider distance maps of
model to image contours as the discrepancy driving
the data assimilation approach, which then relies on
a combination of (1) state estimation based on the so-
called SDF filtering method, designed within the realm
of Luenberger observers and well-adapted to handling
measurements provided by image sequences, and (2)
parameter estimation based on a reduced-order UKF
filtering method which has no need for tangent opera-
tor computations and features natural parallelism to a
high degree. Implementation issues are discussed, and
we show that the resulting computational effectiveness
of the complete estimation chain is comparable to that
of a direct simulation. Furthermore, we demonstrate
the use of this framework in a realistic application case
involving hemodynamics in the thoracic aorta. The es-
timation of the boundary support parameters proves
successful, in particular in that direct modeling sim-
ulations based on the estimated parameters are more
accurate than with a previous manual expert calibra-
tion. This paves the way for complete patient-specific
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fluid-structure vascular modeling in which all types of
available measurements could be used to estimate addi-
tional uncertain parameters of biophysical and clinical
relevance.
1 Introduction
In the past decade, numerous works have broached the
topic of fluid-structure interaction (FSI) in arteries, with
an increasing focus on the concept of patient-specific
modeling. This polysemic term was initially mainly as-
sociated with the anatomical personalization of the mod-
eled arteries, which justified major efforts to improve
segmentation techniques in order to produce patient-
specific geometries (Cebral et al 2005; Gerbeau et al
2005; Alastrué et al 2010; Xiong et al 2010). In addition,
many modeling specific components have been incorpo-
rated into the FSI formulation to improve the represen-
tation of the patient flow characteristics. In particular,
a significant emphasis has been placed on fluid bound-
ary conditions – see for example (Figueroa et al 2006;
Formaggia et al 2001; Kerckhoffs et al 2007; Quarteroni
et al 2001) – to model the impact of the part of the arte-
rial tree truncated from the region of interest. Given the
complexity of the truncated arterial tree, it is common
to substitute it with simplified lumped parameter mod-
els at the inlet and outlets, specifically calibrated with
the available pressure and flow data available for the pa-
tient (see for example (Brown et al 2011; Troianowski
et al 2011)).
With recent advances in medical imaging technol-
ogy such as cardiac-gated Computed Tomography (CT)
and 4D Magnetic Resonance Imaging (MRI) that can
now provide time-resolved data on the motion of the
arterial wall over the cardiac cycle, a new wealth of in-
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formation is available to inform the simulation efforts
still further. An approach – sometimes called “image-
based CFD”, see e.g. (Moreno et al 2006; Piccinelli
et al 2010) – has been proposed whereby the flow is
computed in a domain whose deformation is directly
deduced from the medical images, thus avoiding the
resolution of the coupled fluid-solid problem. However,
this type of approach features important limitations in
that inaccuracies inherent to such measurements then
directly produce significant error sources in the model-
ing simulations, and some important physical phenom-
ena intrinsic to FSI – such as pressure waves – are not
adequately captured. By contrast, a different approach
has been adopted in some cardiac and arterial FSI ap-
plications (Chabiniok et al 2011; Bertoglio et al 2012b),
using the time-resolved image data extracted from im-
ages and a cardiac mechanical model in (Chabiniok
et al 2011), and synthetic data with a fully coupled
FSI model in (Bertoglio et al 2012b), to estimate some
patient-specific characteristics – hence, enabling an ad-
ditional degree of model personalization – based on a
data assimilation strategy.
In this paper, we further demonstrate this strategy
applied with FSI in arteries, with a particular focus
on taking advantage of the available image data to es-
timate modeling parameters pertaining to vessel wall
boundary conditions. In (Moireau et al 2011), we pre-
sented a framework to characterize the impact of ex-
ternal tissues and organs – in particular the spine for
the aorta – on the arterial wall, by a simple viscoelas-
tic term prescribed on the surface boundaries of the
arterial wall. When applied to an inlet or outlet wall
boundary, this viscoelastic term represents the trun-
cated arterial tree extending from the geometric model.
Comparably, when applied along the exterior surface of
the arterial wall, the viscoelastic term models tether-
ing to the external organs. This approach was shown
to dramatically improve the quality of the simulations,
providing accurate deformation patterns of the arterial
tree. Of course, this requires a careful calibration of the
parameters in this boundary support model. To that
effect, time-resolved medical image data provides infor-
mation on the apparent motion of the walls, which is
valuable to determine how strong the external tissue
support should be.
Whereas the calibration of the boundary support
parameters was performed manually in (Moireau et al
2011), in the present article we propose a method to au-
tomate and refine this calibration process using the seg-
mentations extracted from the image sequence, without
compromising the simulation time which can already be
quite long for this type of complex simulation. To ac-
complish this, we rely on an original estimation frame-
work developed in (Moireau et al 2008, 2009; Moireau
and Chapelle 2011b) which proposes a strategy for us-
ing the available additional time-resolved data to iden-
tify various uncertain modeling quantities, while im-
proving the quality of the numerical computations. The
possibility to benefit from these additional data in the
computation can be contemplated in the framework of
data assimilation (Blum et al 2009; Navon 2009), which
consists in merging model and data information in or-
der to circumvent the initial model uncertainties and to
improve the numerical prediction. In this context, two
types of strategies are often considered:
– A variational approach, which estimates the uncer-
tainties by minimizing a least square criterion in-
volving the discrepancy between the data and the
corresponding outputs from a model simulation –
see (Navon 2009; Chavent 2010) and references therein,
and (Perego et al 2011) in the context of hemody-
namics;
– A sequential approach, which filters the uncertain-
ties over time to stabilize the computed numerical
system onto the actual partially-observed system –
see (Simon 2006) and references therein.
These two approaches are very different in their prac-
tical use, but rely on the same fundamental observabil-
ity condition, which determines that observing the sys-
tem even partially – through a time sequence of bound-
ary shapes in our study – is sufficient for circumvent-
ing the lack of initial knowledge of the system (Simon
2006). Furthermore, in various cases it can be proven
that the two strategies are actually equivalent (Kailath
et al 2000). With the objective of a fast model identi-
fication “on the fly”, we adopt herein a sequential ap-
proach whereby the uncertainties are evaluated during
the simulations by considering the various available ob-
servations sequentially. In a very general framework, we
consider two classes of uncertainties:
– Parameter uncertainties. These uncertainties are con-
sidered by assuming that some of the model con-
stants, in some regions, remain imperfectly assessed
after calibration. In particular, in this article we con-
sider that the external tissue support boundary con-
ditions – which constitute a rather simplified model
of the complex attachment of the aorta on the spine
– are difficult to calibrate manually. Since we de-
fine only a few regions with homogeneous coeffi-
cients, the total number of parameters to be identi-
fied is finite and reasonably small. Note that consid-
ering parameters with the same discretization level
as the PDE field is possible in theory, but would
certainly lead to a very sensitive or even ill-posed
identification problem. Moreover, the small num-
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ber of parameters to estimate should allow the use
of classical optimal methods in a sequential frame-
work inspired from Kalman filtering, as presented in
(Moireau et al 2008; Moireau and Chapelle 2011b)
and applied to the identification of elastic proper-
ties of arterial walls in the fluid-structure interaction
context in (Bertoglio et al 2012b).
– State uncertainties. Other sources of uncertainties –
sometimes neglected – can be categorized in what
we call the state uncertainties. This concerns the
lack of knowledge on the initial conditions, the ap-
proximation errors coming from the discretization
procedure, and even any other uncharacterized model
error and approximation. As discussed in (Moireau
et al 2008), for a mechanical model these uncer-
tainties always exist in practice and affect the so-
lution fields of the PDEs. Therefore, they should be
adequately controlled, i.e. filtered jointly with the
identification of the parameters through the data
assimilation procedure to avoid an unstable estima-
tion behavior. Furthermore, as shown in (Chapelle
et al 2012) in the context of second-order hyperbolic
equations, even with perfectly known parameters,
filtering the state uncertainties with adequate – rea-
sonably noisy – data always improves the numerical
approximation of the system.
Concerning sequential approaches, the main diffi-
culty in taking into account these uncertainties lies in
the fact that most of these methods are based on opti-
mization principles which make them not easily suited
to PDE systems due to the “curse of dimensionality”
coined by R.E. Bellman (Bellman 1957). This is the
reason why we adopt here instead an observer strategy
which consists in adding to the original model a con-
sistent stabilization term based on the measured dis-
crepancy between the computed outputs of the model
at a given time and the observation at hand. When the
numerical system matches the actual observations, the
stabilization term vanishes. Otherwise, the dynamics of
the model are corrected to track the actual trajectory.
This idea was initially introduced in the control com-
munity (Luenberger 1971), but was only recently ap-
plied to PDEs as the so-called Luenberger estimation
in (Moireau et al 2008, 2009) or as, in a more recent ter-
minology, the nudging assimilation method in (Auroux
and Blum 2008). In this article we present an observer
strategy based on (Moireau et al 2009), which can be
used with the type of measurements available – i.e., the
segmented surfaces of the fluid-structure interface – and
has already been studied in its linearized form in the
context of a solid coupled with a fluid in (Bertoglio et al
2012a).
The outline of this paper is as follows. First, we re-
call the model considered for the case of interest and
describe the available data. Here, we focus on one of
the cases studied in (Moireau et al 2011), a subject
in whom the aortic wall motion is rather large, hence
the fluid-structure interaction model involves an ALE
formulation for the fluid with a non-linear large dis-
placement hyperelastic solid model for the arterial wall.
Then, we present our sequential estimator and care-
fully describe the handling of the specific measurements
available here, namely, a time sequence of segmented
surfaces. Finally we report on the results and discuss
the accuracy, robustness and computational effective-
ness of our method.
2 Models
We consider here a fluid-structure interaction (FSI) model
of blood flow compatible with large displacements of
the vessel walls. The model – described in detail in
(Moireau et al 2011) – consists of incompressible Navier-
Stokes equations coupled with a visco-hyperelastic for-
mulation. The other salient modeling features concern
the boundary condition specification, namely,
– For the fluid, the downstream boundary conditions
are modeled using a “coupled multi-domain” ap-
proach in which a so-called Windkessel lumped pa-
rameter model representing the downstream vascu-
lature provides a dynamic relationship between out-
let pressure and flow for the FSI solution (Vignon-
Clementel et al 2010);
– For the solid, a visco-elastic support model is used to
represent the interaction of the vessel outer bound-
aries with the surrounding tissues, as well as the
effect of the truncated arterial trees. A forcing term
was used at the inlet boundary of the vessel wall to
account for the heart motion; these simple boundary
conditions were found to be very effective in produc-
ing simulations that compare well with the available
clinical data (Moireau et al 2011).
Lastly, another difficulty arising from patient-specific
FSI modeling is that the segmented medical image data
correspond to deformed configurations of the vessel walls.
Hence, a rather complex inverse problem must be solved
in order to determine a corresponding stress-free config-
uration (Gee et al 2010; Moireau et al 2011), which in
turn implies that the initial condition in the solid – also
taken as the reference configuration – is pre-stressed.

















































































Fig. 1 Schematic representation of aorta and its surrounding organs. Model domain and boundary conditions
2.1 Model formulation
We now introduce some notation in order to summa-
rize the model equations. Starting with geometrical and
kinematical considerations, we denote byΩf (t) the fluid
domain at any time t, with uf the fluid velocity, whereas
the solid domain is denoted by Ωs(t) with us the solid
velocity, and Σ(t) = Ωf (t) ∩Ωs(t) is the fluid-solid in-
terface, see Figure 1. The deformed solid domain Ωs(t)
is the image of a reference configuration Ωs0 through the






0 × [0, T ] −→ Ωs(t),





denotes the solid displacement, hence us =
∂tys. With a view to an Arbitrary Lagrangian-Eulerian
fluid formulation, we also define a fixed fluid domain
Ωf0 such that Ω
f




, and a lifting
operator Extf (called extension map) from Σ0 to Ω
f
0
respecting the fluid Dirichlet boundary conditions on





0 × [0, T ] −→ Ωf (t),






which is compatible with the solid mapping in that
φA|Σ0 = φs|Σ0 . Note that it would be sufficient to en-
sure the compatibility of the normal components, but it
is simpler, and adequate for the present work, to ensure
the continuity of the three components. We introduce
the corresponding Jacobian Jf (ξ, t) = det∇ξ φA(ξ, t)





Regarding the remaining physical notation, for the
fluid we denote by ρf the constant mass per unit vol-
ume, pf the pressure, σf the stress tensor given by
σ
f
= −pf1 + 2µ ε(uf ),
with µ the dynamic viscosity and ε the symmetrized
gradient operator. As for the solid we define ρs as the
(constant) mass per unit volume in the reference con-
figuration, σ
s
the Cauchy stress tensor and Π
s
the as-
sociated first Piola-Kirchhoff stress tensor, both defined
based on a hyperelastic potential Ws, with additional
viscous effects represented by a viscous modulus ηs, see
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(Moireau et al 2011) for details. Finally, the strong form
of the FSI problem can be written as follows







+ ρf (uf − w) · ∇x uf
−2µdivx (ε(uf )) +∇x pf = 0, in Ωf (t)


























uf = us, on Σ(t)
Π
s
· ns = Jfσf (uf , pf ) · (F f )





represents the so-called ALE time deriva-
tive, see (Fernández and Gerbeau 2009) and references
therein, and ns denotes the outward unit normal vec-
tor at the boundary of the reference solid domain Ωs0.
Note that these modeling equations have been gath-
ered into 3 groups corresponding to the fluid, solid and
coupling equations, sequentially. Concerning the solid
boundary conditions, we distinguish between Γ sin (see
Figure 1), the vessel wall boundary at the inlet face of
the model where a time-dependent forcing term y
b
rep-
resenting the cardiac motion is precribed, and Γ s, the
outer vessel wall and outlet face vessel wall boundaries









· ns = −ksys − csus, on Γ
s. (3)
We do not include a viscous effect on Γ sin, primarily
to avoid differentiating the displacement y
b
– extracted
from the image sequence, hence containing substantial
measurement errors – to compute the corresponding
forcing velocity. In practice, we adopt a rather large
value for the stiffness coefficient ks, and thus the elastic
boundary condition can be seen as a penalized Dirichlet
condition.
As for the boundary conditions for the fluid, the
boundary of the fluid domainΩf is decomposed into the
inlet (connected to the aortic root) Γ fin, the outlets Γ
f
out,
and the fluid-solid interface Σ. On Γ fin, a velocity field
uf = u
in
f is prescribed. The outlet boundary Γ
f
out(t)
is divided into four parts, Γ
f,(i)
out , i = 1, .., 4 denoting
the brachiocephalic trunk, left common carotid artery,
left subclavian artery and distal part of the thoracic
aorta, respectively. On each Γ
f,(i)
out , an outlet pressure
pi is applied by coupling the Navier-Stokes equations




















The parameters Rd,i, Rp,i and Ci represent the distal
resistance, the proximal resistance and the capacitance
of the distal vasculature, respectively. The values used
in this work can be found in (Moireau et al 2011), Ta-
ble 1. Lastly, initial conditions must be provided for
the velocity and the displacement in the solid, for the
velocity and the domain displacement in the fluid, and






· nf (ys |Σ , u s |Σ )
Fig. 2 “FSI-master code” organization where fluid and solid
are handled by separate processes which exchange physical
quantities at the interface Σ
In practice we adopt a “multi-code strategy”. Con-
cerning the FSI direct simulation in itself, we solve the
interaction using a partitioned method inspired from
domain decomposition strategies (Fernández and Ger-
beau 2009) and a semi-implicit coupling scheme (Fer-
nández et al 2007): at every time step, the advection-
diffusion-ALE stage is solved only once for the sake of
efficiency, while the pressure Poisson equation is strong-
ly coupled to the solid, for the sake of stability. This
non-linear problem is solved with a Newton algorithm.
Besides its sheer effectiveness, this scheme also allows to
manage both solid and fluid subsystems in their specific
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implementations with a so-called “FSI-master code” –
see Figure 2 – that exchanges the Dirichlet or Neuman
information requested by each individual code. There-
fore, at each iteration of the Newton algorithm the FSI-
master:
– receives a fluid “variational residual”, corresponding
to the load on the interface, and sends it to the solid;
– receives solid displacements and velocities at the in-
terface, and sends them to the fluid.
In our case, the fluid and structure codes were devel-
oped independently. The solid model is solved using
a classical mid-point time scheme with a P1-Lagrange
finite element discretization. The fluid system is also
discretized using P1-Lagrange elements and is stabi-
lized with a streamline diffusion term. The time scheme
compatible with the partitioned strategy is a Chorin-
Teman scheme. On a standard workstation (8 cores, 2.5
Ghz) the model solution for a complete heart-beat with
a time step of 10−3s meshes of about 40, 000 vertices
– in total for the fluid and the solid – takes about 8
hours, which gives a reference Tref timing to which we
can compare estimation computational times.
3 Cardiovascular data
In this study, we focus on a subject presenting signif-
icant thoracic wall motion. The wall motion was ac-
quired in a typical clinical data acquisition setup, as
previously presented in (Moireau et al 2011). The data –
Figure 3(a) – was obtained using a Computed Tomogra-
phy (CT) angiographic scan – a 64-row Multi-Detector
CT scanner (Somatom Sensation Cardiac 64, Siemens
Medical Solutions). Ten phases of a 512x512x299 voxel
image were reconstructed through the cardiac cycle with
temporal resolution of 90 ms, in-plane resolution of
0.62x0.62 mm and a slice thickness of 1.00 mm. From
these images, ten 3D segmentations were generated us-
ing a level-set method (Caselles et al 1997) illustrated
in Figure 3(b). We then created the corresponding tri-
angular meshes modeling the lumen boundaries (Xiong
et al 2010; Moireau et al 2011). These surface meshes
of about 6,000 nodes and 12,000 triangles are presented
in Figure 3(c).
The computational mesh was obtained from the seg-
mentation corresponding to the diastolic phase after
trimming the inlet and outlet to produce flat surfaces
suitable for boundary conditions specification in the
flow domain – see Figure 3(d). Then, the fluid domain
was discretized into a P1-Lagrange tetrahedral mesh.
Next, we generated the tetrahedral solid mesh by ex-
truding the lumen boundary triangular mesh with a
varying thickness through the model. For example, the
thickness of the three smaller arteries – brachiocephalic
trunk, left carotid and left subclavian arteries – is set
to 1 mm, while we use 2 mm in the rest of the aorta
with a rapid smooth variation at the junctions. The fi-
nal computational mesh consists of two conforming sub-
domains, namely, the fluid domain of approximatively
23,000 nodes and 110,000 tetrahedra, and the solid do-
main of approximatively 18,000 nodes and 24,000 tetra-
hedra as reproduced in Figure 3(e). We finally divided
the exterior boundary of the solid mesh into several
regions that have distinct external tissue support char-
acteristics – see Figure 3(e). Each region requires the
specification of different numerical values for the co-
efficients of the visco-elastic boundary conditions. In
particular, we identified a “spine region” by locating
the area between the origin of the intercostal arteries.
Adjacent to this region, we defined a “spine vicinity”
region containing the elements of the interface having
their nodes within 1 cm of geodesic distance (Peyré
and Cohen 2008) from the spine region. The smaller
arteries also define a specific segment for the external
tissue support prescriptions, and we further assign sep-
arate parameter values on the solid inlet and outlet to
set up the artificial truncation boundaries. The rest of
the exterior boundary will be considered as a region
where the external support is assumed to be light at
this stage. This region decomposition will be discussed
from a physiological standpoint and possibly refined as
described in Figure 7 and in the Discussion section.
As additional patient-specific data, we have record-
ings of diastolic and systolic pressures. In order to gen-
erate the prestress state, we need to associate a stress-
free configuration with the solid reference mesh. This
is achieved by solving the inverse problem consisting of
finding a stress-free configuration that corresponds to
a given target deformed geometry under a prescribed
loading. In our case the target geometry is the solid ref-
erence mesh, and we take the measured diastolic pres-
sure as the prescribed loading.
The above-described sequence of segmented meshes
is also used to define the displacements y
b
enforced –
weakly in our approach – by the heart beats. As de-
scribed in (Moireau et al 2011), a motion is extracted
from the segmentation by identifying the sinotubular
junction – separating the sinus of Vasalva from the as-
cending aorta – and the left coronary artery attach-
ment, see the red circle and red dot in the segmentations
of Figure 3(c). In fact, by defining the barycenter of the
sinotubular junction, its normal vector and the projec-
tion of the left coronary artery attachment point on this
section, we can extract a rigid motion. More complex
enforced displacement patterns can also be considered
by further localizing the right coronary artery attach-
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Segmentations
Image Data 3D Level Sets(a) (b)
(c)Trimming 
of the frame 1 
(d)
Computational 
mesh (frame 1) 
(e)
Fig. 3 (a) Volume rendering of image containing one phase of the cardiac-gated CT data. (b) 3D level set is grown to detect
the lumen boundaries. (c) Segmentations of the ten phases. The red-circle represents the sinotubular junction and the red
dot the left coronary artery attachment. (d) Triming and smoothing of the first frame in order to generate the computational
mesh (e)
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ment, but we found that it was not segmented with
sufficient accuracy in our ten phases.
The last type of data used in this framework consists
of the inlet flows. From physiological considerations on
the subject considered, we used an idealized flow wave-
form mapped to a flat velocity profile to obtain uinf on
the aortic root section Γ fin. The time variation of the
flow is representative of a typical aortic root flow, with
a systolic phase spanning over one third of the cardiac
cycle and no flow during diastole. This generated a typ-
ical cardiac output of 5 liters/minute and a heart rate
of 67 beats per minute (Moireau et al 2011).
4 Sequential estimator
In this section, we describe our estimation approach
by starting with the estimation of the state – meaning
the system trajectory – then we extend the strategy to
parameter identification. At the end of this section, our
methodology is validated with a simple example created
with synthetic data.
A sequential estimator – or observer – is a system
that recursively uses the data throughout the simula-
tion to retrieve the system trajectory. In the next sec-
tion, we will see that this idea extends to parameter
identification by allowing the estimated parameters to
evolve during the simulation to pursue a final value
starting from given a priori values. We commonly use
a specific notation to distinguish the estimator system
from the original system (1). Hence, if we denote by
x(t) = (y
s
(t), us(t), uf (t), p(t)) the system state vari-
ables – and in the next section also the additional vari-
able θ representing the parameters to be identified –
we now simulate (ŷ
s
(t), ûs(t), ûf(t), p̂(t)) and an addi-
tional θ̂ following a modified version of the dynam-
ics (1). The modification – classically called correction
– uses the discrepancy between the computed system
and the available observation in order to counteract the
various sources of uncertainties.
4.1 State observer
4.1.1 Discrepancy measure and state correction
To introduce this observer, let us first specify how we
can compare model and data through a discrepancy
measure involving a computed state x = (y
s
, us, uf , p)
and a given observation. In fact, assuming sufficient reg-
ularity for the real solution and its resulting observa-
tion, we can compute at a time tk a discrepancy oper-
ator as the signed distance field
distSk :∣∣∣∣∣ (L2(Σ))3 7→ (L2(Σ))3x(ξ)→ distSk(x(ξ)) = distSk(x(ξ))nSk(x(ξ))
between the simulated system and the available ob-
served surface Sk with nSk(x(ξ)) the vector normal to
Sk at the projection point. Note that the signed dis-
tance allows to determine on which side of the surface
the model lies. At every other time, we can then inter-
polate these signed distance fields to compute appro-
priate distance fields consistent with the hypothetical
position of the unavailable surface S(t). For example
using a linear interpolation we define
dist :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
L2(Σ)× [0, T ] 7→ L2(Σ)























if t ∈ [tk, tk+1]
Based on these distance fields, we can build a dis-
crepancy measure defined for example as the L2(Σ)-
norm of the distance on the surface
D(y
s








which is null for the pursued actual displacement field,
up to measurement errors and a consistency term de-
riving from the linear interpolation between two con-
secutive surfaces, i.e.
ε∆T (t) = D(y
ref
s
, t) = O(∆T ) + noise.
Therefore, if this discrepancy vanishes – up to the er-
ror ε∆T – then the given state is consistent with the
observations. Note that it does not imply that the sim-
ulated system exactly represents the true state, but it
indicates that the observation cannot provide any new
quantitative information on the quality of our numeri-
cal approximation with respect to reality. By contrast,
when “D 6= 0”, the simulated trajectory should be cor-
rected with a term that nudges the simulated system
in the direction of the actual trajectory. This nudging
direction is obtained by differentiating the measured
distance with respect to the state. Hence, if we define
the interpolated normal vector as
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which is directly related to be the tangent field of the
distance – see (Moireau et al 2009) – we can define a
discrepancy operator in a variational form on the space







, t)n{Sk}(ξ + ys, t) · vs dΓ, (5)
for all vs ∈ Vs.
The distance (4) considers an L2-norm on the in-
terface Σ but other norms are possible. In particular,
from (Moireau et al 2009; Bertoglio et al 2012a) we have
seen that an H 1
2
-norm defined with a lifting operator
Exts on the solid domain is a more effective discrepancy









‖Exts(dist (ξ + y
s
, t))‖2Esl dΩ, (6)
with ‖.‖2Esl the norm associated with the linearized elas-
tic energy in the solid, namely equivalent to the H1-
































using the extension characterization












The discrepancy is used as a correction term in the
equation relating the solid displacement time derivative
to the solid velocity to ensure the stabilization of the
state estimator on the actual trajectory as fully ana-
lyzed – with linearization arguments – in (Moireau et al
























where γ represents a gain parameter to adjust the nudg-
ing. Hence, for the complete system (1) in strong for-
mulation we substitute (ŷ
s
, ûs, ûf , p̂) for (ys, us, uf , p)













The constant γ must be carefully calibrated since it
represents a trade-off between enhanced stability and
the undesirable amplification of the measurement noise,
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Observation
Managers:
Fig. 4 “FSI-master code” with additional “observation man-
agers” to compute the state observer
Based on the FSI code presented in Figure 2 we han-
dle the computations relative to the observations by in-
terfacing the solid code with an “observation manager”
that loads the observed surfaces and computes the dis-
crepancy with a mesh-to-mesh distance algorithm (Baer-
entzen and Aanaes 2005), as was done in (Moireau et al
2009). When using the state observer model, the mod-
ification of the velocity to time-differentiated displace-
ment identity into (8) induces an additional computa-
tional cost because velocities cannot be directly elimi-
nated any longer, which doubles the size of the system,
hence roughly multiplies the inversion time in the solid
by a factor 4, as explained in detail in (Moireau et al
2009). Since the solid is not the most CPU-intensive
part in the complete FSI model this finally only roughly
doubles the solution time of the complete problem, mean-
ing about 2Tref. Note that this modified architecture
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presented in Figure 4 can also be supplemented by an
analogous “observation manager” on the fluid side if,
for example, time resolved velocity or pressure profiles
are available – see the end of the discussion for more
details.
4.2 Parameter estimation
We present here a sequential identification strategy orig-
inally proposed in (Moireau and Chapelle 2011b,a), it-
self inspired from (Pham et al 1998; Pham 2001) and al-
ready evaluated in a fluid-structure context in (Bertoglio
et al 2012b) for wall stiffness identification where the
reader can find the additional specific technical mate-
rial.
In this work, we concentrate on the estimation of
the elastic tissue support ks(ξ) representative of the
regionalized external tissue tethering. We recall that
the available observations are the lumen boundary –
i.e. the internal boundary of the wall corresponding to
the fluid-structure interface Σ – whereas we want to
identify parameters defined on the external boundary
of the walls Γ s. We must therefore assume that we are
confident in the value of the wall stiffness, and we will
tackle the question of a joint estimation of external sup-
port stiffness and wall stiffness in a future work using
additional measurements to differentiate the contribu-
tions in the motion of these two types of parameters.
The parameter ks(ξ) is a spatialized field and we as-
sume that we can discretize it with a vector θ ∈ Rp of
small dimension – typically p < 100 and in this work
p ' 10. Complex spatial representations can be consid-
ered in this respect, as done for example in (Xi et al
2011), but we choose here to simply divide Γ s into p
regions within each of which ks(ξ) will be considered
as constant. Clearly, the choice of the region division
should be consistent physiologically, and we will discuss
our estimation results in this light.
4.2.1 Sequential parameter estimator description
The identification procedure in a sequential framework
consists in adjusting the parameters during the sim-
ulation to decrease the discrepancy measure. In other
words, the parameters of interest are no longer constant




= KP∗{Sk}(x, t)(∇θ ys),
where K denotes a filter gain operator, P∗{Sk} a dis-
crepancy operator which remains to be specified with
respect to its associated norm which in general can dif-
fer from that used in state estimation, and ∇θ ys quan-
tifies the sensitivity of the displacement field with re-
spect to the parameters (Moireau et al 2008; Moireau
and Chapelle 2011b). Then the state dynamics should
be accordingly corrected relatively to the original dy-










where “∂x∂t ” is an abuse of notation representing the
original model equations.
The small dimension of θ allows us to use optimal
filtering to define a filter gain K that is best adapted to
a given choice of discrepancy measure. In our case, we
choose for simplicity the measL2 definition. The compu-
tation of this gain can be approximated by a Reduced-
Order Extended Kalman Filtering approach (ROEKF)
(Moireau et al 2008) whereby the sensitivity quanti-
ties are computed by differentiating the model equa-
tions. Alternatively (Moireau and Chapelle 2011b,a)
have proposed a Reduced-Order Unscented Kalman Fil-
tering (ROUKF) strategy where, instead of resorting to
tangent sensitivity computations, the non-linear impact
of the parameters on the state is determined from sam-
pling points representing the parameters uncertainties
around the current estimate. To that purpose, we rely
on an estimation of the parameter covariance which –
starting from an initial a priori covariance – will evolve
in time, fed by the inverse of the observability Gram-
mian – also called here identifiability Grammian– of the
problem (Simon 2006; Moireau and Chapelle 2011b).
In this case, we manipulate what we refer to as “uncer-
tainty sensitivities” which map uncertainty directions
in the parameter space to associated directions in the
state space.
In order to fully summarize the ROUKF approach,
it is convenient to write the final equations after space
and time discretization of the model. Let us denote by
Xn the spatial discretization of the state at time tn.
After discretization of the complete fluid-structure in-
teraction problem we can introduce a forward operator
An which computes Xn+1 starting from Xn, i.e.
Xn+1 = An(Xn, θ).
By considering the additional state correction we mod-
ify An into a new operator Anγ such that the state ob-
server follows the discrete dynamics
X̂n+1 = Anγ (X̂
n, θ, {Sk}).
The purpose of the state estimator is to stabilize the
simulated trajectory on the actual trajectory. Of course,
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this is partly artificial as long as the parameters them-
selves have not been adequately identified, since the pa-
rameter error then induces a persistent error source in
the model equations. Nevertheless, for parameter iden-
tification purposes, remaining in the vicinity of the true
trajectory is essential in order for parameter sensitiv-
ities to be representative. Then, the parameter identi-
fication problem is more likely to be well-posed – and
we can prove this in a linearized configuration (Moireau
et al 2008). This motivates replacing the classical fluid-
structure model An by the observer Anγ . Note that in
Anγ the distance field to the observation surfaces is dis-
cretized into a quantity denoted by D(X̂n, tn). Dis-
cretizing the L2(Σ)-norm with a finite element matrix
MΣ we have for example






for all test functions vs ∈ Vs and Vs the vector of the
corresponding degrees of freedom. The same logic ap-




{Sk}(x, t)(vs), and we refer to
(Bertoglio et al 2012a) for technical details.
The ROUKF modifies this dynamics by allowing θ
to evolve in time, and we therefore write θ̂n. The al-
gorithm follows a prediction-correction formalism and
is based on sampling points for computing the sen-
sitivities. Given adequate sampling rules, we precom-
pute so-called unitary simplex sigma-points (Julier and
Uhlmann 2002) I[i], 1 ≤ i ≤ p + 1 as a discretization
of the unit ball in Rp. We associate with each sigma-
point a corresponding weight αi =
1
p+1 , and collect
the weights in a diagonal matrix Dα. Then, assuming
that the we expect a variation of the parameters given
by a covariance ellipsoid around a computed value θ̂n,
we can sample particles around θ̂n using I[i] and the
standard deviation associated with the covariance el-
lipsoid. Hence, from computed X̂n
+ ∈ RN , θ̂n+ ∈ Rp
with additional operators Un ∈ SLp(R) (symmetric),






































































where for every set of particles X[i], 1 ≤ i ≤ p + 1,
[X∗] ∈MN,p+1 denotes the concatenation of the (p+1)
column vectors arranged side by side, and Eα(X∗) =∑
1≤i≤p+1 αiX[i] computes the empirical mean of the
X[i]. The scalar w
−1 is a coefficient playing a simi-
lar role to γ in the state observer to moderate the
parameter correction depending on the measurement
noise. In other words, we take into account the obser-
vation noise amplitude by considering weighted norms
in the choice of our discrepancy measure in the param-
eter identification process, meaning that we consider
Pw−1L2{Sk}(x, t), where w−1L2 as a subscript means
that we use the L2-norm weighted by a factor w−1.
As described before, we see that based on Ln+1X and
Ln+1θ which are two operators gathering particles in-




puted to correct the state dynamics after the parameter






interpreted as a covariance representation of the param-
eter variation. Therefore we recognize in LnθC
nᵀ a stan-
dard deviation used for generating the sampling points
starting from the unitary sigma points I[i].
4.2.2 Algorithm aspects
From a practical standpoint, the algorithm can be de-
scribed as follows. At each time step tn, for a given es-
timated state, parameters, parameters covariance and
uncertainty sensitivities,
1. Sampling:
– Generate p+ 1 parameters θ̂n
+
[i] sampling the co-
variance ellipsoid around the current estimated
value;
– Infer the corresponding state sampling points
X̂n
+
[i] based on the uncertainty sensitivities;
2. Prediction:




[i] ), solve a one-
time step model analysis starting from X̂n
+
[i] at
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Fig. 5 Complete identification code where the “ROUKF master” receives states, parameters and discrepancies and sends
updated states and parameters
tn where the model parameter is set to θ̂
n+
[i] to
produce a predicted state X̂n+1
−
[i] and compute
the resulting discrepancy D(X̂n+1
−
[i] , tn+1);
– Gather the computed states X̂n+1
−
[i] and infer the
new uncertainty sensitivities;
3. Correction:
– Gather the discrepancies. Combined with the un-
certainty sensitivities compute the optimal gain;
– Modify the estimated parameters and parame-
ters covariance in consequence;





) by using the sensitivity.
In order to build on the modular architecture of our
FSI code, we implement a master code – on top of the
FSI-master – in charge of the identification process as
illustrated in Figure 5. This “Identification-master” su-
pervises the complete estimation simulation time-step
after time-step. It starts by launching in parallel as
many FSI-master processes as the identification proce-
dure requires – in our case p+ 1 processes to represent
the parametric covariance ellipsoid in a space of dimen-
sion p. Then each FSI-master receives state-parameter
sampling points from the Identification-master to be
dispatched to the solid and fluid in order to solve a sin-
gle time-step evolution. The results are gathered by the
FSI-master which forwards them to the Identification-
master for processing. This strategy has a very limited
impact on the original FSI code, and each sampling
point time-step simulation can be independently run in
parallel. Hence, a complete heart beat simulation with
parameter identification is only marginally longer than
the previous 2Tref with a CPU-overhead almost entirely
due to communications.
4.2.3 Synthetic test case for algorithm evaluation
Before moving to the actual results section where we
will use the clinical data presented in Section 3, we
first validate our complex estimation framework with
a simplified problem using synthetic data. We consider
a straight tube of dimensions comparable to the de-
scending aorta with a 2 cm radius and 10 cm length.
On this simplified geometry, we define 4 regions. The
first one represents the “spine” region surrounded by 2
“vicinity” regions, and the fourth region corresponds to
the “opposite” to the spine as represented in Figure 6.
We define in each region a specific parameter value for
the stiffness coefficient of the external tissue support
condition in the form
ks(ξ) = 2
θi , on Ωi 1 ≤ i ≤ 4.
The corresponding mesh of about 1,000 nodes and
4,000 tetrahedra for the solid, and 2,000 nodes and
10,000 tetrahedra for the fluid, was designed to be rep-
resentative of the target system without undue com-
Boundary support parameters identification in a vascular model using patient image data 13










































Fig. 6 Synthetic case corresponding to an idealized descend-
ing thoracic aorta. Estimation of 4 parameters (spine, vicinity
left, vicinity right, opposite) with synthetic noise-free surfaces
putational complexity to efficiently evaluate the iden-
tification algorithm. In this regard, the input flow was
defined from the flow extracted from the real aortic sim-
ulation in (Moireau et al 2011) at the junction between
the aortic arch and the descending aorta, and the Wind-
kessel element parameters are also taken from (Moireau




corresponding to 2θ = (10, 1, 1, 0.1)ᵀ we generate syn-
thetic surfaces at every time step. Then the identifica-
tion procedure is performed starting from the a priori
θ̂(0) = θ0 = (0, 0, 0, 0)
ᵀ. The parametric covariance is
set to identity and the noise covariance is purposely
low since the generated data are noise-free, in order to
only evaluate the identification strategy. The parameter
evolution during the sequential identification procedure
is presented in Figure 6, and we conclude to the very
fast convergence of the estimated parameters to their
reference values.
5 Clinical data results
In this section we will present estimation results ob-
tained with the above-described clinical data when ap-
plying our proposed methodology. In order to provide
quantitative comparison references we will compute some
numerical errors based on distances between contours in
several sub-regions of the fluid-solid interface, namely,
the lumen contour. These regions are depicted in Figure
7, which also illustrates the comparison and distinction
of the previously introduced boundary support regions
subdividing the outer wall. Here, we first compare in
Figure 8 contours extracted from the image sequence
to the initial configuration of the model – obtained af-
ter regularization of the extracted contour in the first
image – in order to provide an estimate of the apparent
motion of each sub-region, both in L2 and L∞ norms.
This should give valuable comparison references for the
next results of this paper
We also reproduce in Figure 9 some error plots al-
ready given in (Moireau et al 2011) and providing the
distances between the segmented contours and the lu-
men boundaries of the model simulated with homoge-
neous Dirichlet conditions prescribed at the inlet and
outlet as only essential boundary conditions for the
wall, namely, without tissue support. This shows that
the errors induced by this naive modeling setup are of
the same order as the motion itself, and even much
larger in some areas such as the spine and its vicinity.
5.1 State estimation results
In this section we illustrate the efficacy of the state esti-
mator in robustly tracking the actual trajectory. In the
absence of absolute ground truth, we consider some ref-
erence direct simulations produced with parameter val-
ues manually calibrated to represent the external tissue
support as in (Moireau et al 2011), where these support
conditions were shown to significantly improve the dis-
tance errors compared to the simplistic boundary con-
ditions considered in Figure 9.
We now compare the standard simulation with bound-
ary support derived from System (1) and the corre-
sponding state estimator – where we modify (1b) using
(8) – for an initial condition error that should be ade-
quately tackled by the estimator. To that purpose, we
generate the initial condition by running the standard
simulation during one cardiac cycle and saving the last
configuration. In the results presented in Figure 10, we
compare the results obtained with increasing values of
the gain γ characterizing the nudging effect, in order
to obtain a satisfactory trade-off between the dynamics
stability improvement and the data noise amplified by
the gain. The first row shows the error results obtained
with a zero gain, namely, a direct simulation. The sec-
ond row displays the errors corresponding to a finite
gain value γ0 = 3(cgs) and we observe a decrease of
the distances in all regions as expected, even if the pa-
rameter values are only manually calibrated. The third
row corresponds to γ = 5γ0, but convergence in the
simulations was only obtained after restricting the ob-
servation surfaces in the estimator to disregard an area
of 1 cm extent along the vessel, starting from the inlet
ring on which large displacements are prescribed. This
























Exterior wall region decomposition Lumen boundary decomposition
Fig. 7 Anatomical schematic (second right) underlying the hierarchical tissue support division of the outer wall (to the left)
















Ascending aorta Arch Small Arteries Spine Spine vicinity OppositeLumen boundary:
Fig. 8 Apparent motion analysis – L2 and L∞ (left and right resp.) norms of distances from the segmented lumen in each
image with respect to the initial configuration of the model – Distances versus time plots in cgs units (for comparison, vessel
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Fig. 9 L2 and L∞ (left and right resp.) norms of distances from the simulated fluid-structure interface of a model with fixed
inlet and outlet as only Dirichlet boundary conditions to the segmented lumen surfaces in the image sequence – Distances
versus time plots in cgs units (for comparison, vessel radius is approximately 1 cm)

























































Ascending aorta Arch Small Arteries Spine Spine vicinity OppositeLumen boundary:
Fig. 10 L2 and L∞ (left and right resp.) norms of distances from the segmented lumen boundary to the simulated model
fluid-structure interface using tissue support with additive state observer and initial condition error – Distances versus time
plots in cgs units (for comparison, vessel radius is approximately 1 cm)
was necessary to avoid difficulties in the ALE mesh mo-
tion computation induced by large prescribed displace-
ments directly adjacent to regions where strong estima-
tion corrections are applied. In fact, for γ = 10γ0 such
difficulties with the ALE mesh appear with the esti-
mation corrections alone – i.e. away from any bound-
ary condition – which draw the boundaries toward seg-
mented surfaces featuring limited regularity. Note ad-
ditionally that using a very large gain also reduces the
system identifiability, see the Discussion section below.
Finally, for all these reasons we select γ = γ0 for all our
subsequent estimation computations.
5.2 Parameter identification
We now consider a joint state and parameter estimation
of 4 regions of interest – see Figure 7, 2nd left. The first
three regions are the “spine” region, one “spine vicin-
ity” region surrounding the spine, and a “light support”
zone aggregating the region opposite to the spine with
the arch and the ascending aorta. In these three re-
gions we identify the external tissue support stiffness
representing the external tethering. The last region is
made of the outlet surface ring at the end of the de-
scending aorta. In this region we also want to estimate
the stiffness parameter of the tissue support boundary
condition which, here, artificially represents the rest
of the arterial tree. We gather the region parameters
corresponding to the 4 regions (“spine”,“spine vicin-
ity”,“light support”,“outlet”) in a vector θ = (θi)1≤i≤4,
and define as we did for our validation test case
ks(ξ) = 2
θi , in Γ si 1 ≤ i ≤ 4.
In this real case estimation, we are primarily inter-
ested in the external support of the aorta itself, hence
we use prescribed (small) values of ks(ξ) as calibrated
in (Moireau et al 2011) for the “small arteries”. Fur-
thermore, the artificial inlet support is large enough to
assume that the heart motion is almost imposed as a
Dirichlet boundary condition and does not necessitate
an actual identification. We also refer to Section 6 for
further discussions on whether or not to include these
quantities in the estimation.
We then consider two starting a priori choices:
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Fig. 11 Time identification of the 4 parameters using real data - Standard deviations diagonal coefficient (LnθC
nᵀ)i,i for
i = 1..4 are represented by a colored band around the mean value
1. Firstly, we choose θ0 = 0 for all regions and the
covariance is diagonal with
P0(1, 1) = 1.25,
P0(i, i) = 0.125, {i = 2, 3},
P0(4, 4) = 0.625,
which reflects our a priori on the expected varia-
tions of the parameters θ1 and θ4 for the “spine”
and “outlet”, respectively.
2. Secondly, we use θ0 = θ
manual, the value manually
calibrated in (Moireau et al 2011) and
P0 = α1, with α = 0.125,
to represent the fact that we assume the parameters
should vary around the a priori value with the same
expectation.
Considering the observation noise amplitude we choose
a weighted L2-norm in the choice of our discrepancy
measure in the parameter identification process and set
w = 10−2/180 calibrated to represent the amplitude
of the measurement noise covariance (about 1 mm2 in
cgs) divided by the surface of the regions measured –
of about 180 cm2 – to cancel the surface extent effect
in the norm. Note that in practice after discretization
in time of the model, this term is multiplied by δt∆T
the ratio of the time discretization δt time-step versus
the data time sampling ∆T to take into account the
difference of time-sampling between the simulation and
the data. Indeed, it is logical to decrease the covariance
when the data sampling increases, and when we increase
the model accuracy for a given data time-sampling.
The results in Figure 11 show the evolution of the
parameters in the course of the sequential estimation
process, for the above two choices. The solid line rep-
resents the estimated mean value, whereas the corre-
sponding colored bands show the estimated standard
deviation around the parameters used by the algorithm
to evaluate the sensitivity matrices. The band shrinking
around the mean value indicate a strong confidence in
the identification. The parameters associated with the
“spine” region and the “outlet” converge toward posi-
tive and rather large values, while the “‘spine vicinity”
coefficient remains close to 0 indicating a light spine
tethering in this region. However, we see oscillations in
the parameter evolution of the “light support” region
reflecting a lack of convergence in the identification pro-
cess for this particular parameter. The observations are
consistent for two starting a priori choices and we fur-
ther compare the respective estimation results in Sec-
tion 6.
In the absence of absolute ground truth, following
(Chabiniok et al 2011) we validate these first results
with a second estimation procedure using more regions.
In particular, the descending aorta is subdivided into 3
segments – see Figure 7 left – leading to 3 “spine” sub-
regions, 3 “spine vicinity” subregions and 3 “opposite
to spine” subregions, now distinct from the separate
“arch” region. The initial covariance is set proportional
to identity – i.e. P0 = α1, with α − 0.067 – since we
start from the estimated values obtained with the pre-
vious 4 regions. Figure 12 shows the evolution of these
11 parameters with a stable convergence for all values
except for the “arch” region which continues to oscil-
late.
We finally run a direct simulation – namely without
the identification procedure – using the estimated val-
ues and compare the distances with the results obtained
with very light external tissue support in these 4 regions
– i.e. θ0 = 0 – or with the calibrated values of (Moireau
et al 2011) – i.e. θ = θmanual. The computed distances
are presented in Figure 13, and we also display in Fig-
ure 14 a comparison of the simulated contours with CT
images at peak systole, as well as computed fluid pres-
sures and velocities at the inlet and outlets.









































































































Ascending aorta Arch Small Arteries Spine Spine vicinity OppositeLumen boundary:
Fig. 13 L2 and L∞ (left and right resp.) norms of distances from the segmented lumen to the simulated fluid-structure
interface using the heart motion only (top) with additive manually calibrated tissue support (middle) and estimated tissue
support (bottom)
6 Discussion
Successfully identified parameters – The results demon-
strate that we obtain stable and consistent identified
parameters for the “spine” region and its vicinity,
throughout the various estimation setups considered
above, namely, with different initial parameter and co-
variance values (Figure 11), and when increasing the
number of regions (Figure 12). Note that the final esti-
mated parameter in the “spine” region is in fact smaller
than the calibrated value of (Moireau et al 2011), which
is found to be justified when closely examining in Fig-
ure 8 the apparent motion extracted from the segmented
images. Indeed, the calibrated value in (Moireau et al
2011) leads to almost no motion in the spine region,
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Fig. 14 Left: comparison of segmented (dashed green) vs. simulated (blue with estimated values and pink with manually
calibrated values) lumen contours at peak systole – Right: computed fluid pressures and velocities at inlet and outlets
whereas we see in Figure 8 that this part is not com-
pletely fixed, see also Figure 14.
A slightly less consistent – although still stable –
behavior is observed for the outlet parameter. In this
case, as we will see below with Figure 15, identifiability
is not an issue since this parameter converges very fast
to its synthetic value when using synthetic data. How-
ever, this parameter corresponds to an ad hoc model-
ing ingredient compensating the truncation of the ar-
terial tree, hence it certainly does not have an absolute
value independently of other modeling parameters, and
in particular its adjustment can be expected to depend
on the spine support parameter value.
This validates the double interest of our solid bound-
ary terms in order to represent (1) physical boundary
conditions accounting for external anatomical structures,
and (2) adjustable artificial boundary conditions mod-
eling the rest of the arterial tree. Moreover, this also
indicates that no tissue support is really necessary in
the “spine vicinity” and “light support” regions.
Identifiability considerations regarding heterogeneous re-
gions – The parameter associated with the region con-
taining the arch shows an oscillating behavior, typical
in sequential estimation of non convergence due to iden-
tifiability issues. We claim that this is due to two main
reasons. First, the computation of distances between
two complex curved geometries like arches is not very
informative. In fact, for a straight geometry with a main
deformation normal to the surface, the distance to the
target object is a good estimate of the displacement er-
ror between the current simulation and the target sys-
tem. However, for the aorta, taking into account the
large displacements induced by the heart, the distance
computation in the aortic arch does not allow to follow
actual material points. Then various configurations can
lead to a rather small discrepancy measure and the total
identifiability is reduced. Secondly and probably more
importantly, the region called “light support region” in
this paper in fact consists of heterogeneous components
which are: the “opposite to the spine” part, the “arch”
in itself and even the ascending aorta. Each region cor-
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responds to a different motion and behavior and also to
a different tissue support – for example the arch is in
reality sustained from below by the pulmonary trunk.
Hence, by aggregating heterogeneous regions in a single
region we decrease the identifiability of each region in
itself.
These remarks are corroborated by our estimation
presented in Figure 12 where we subsampled the 4 ini-
tial regions into 11 regions. In this estimation start-
ing from the converged parameter values obtained with
4 regions, we see that the estimation is stable for the
“spine” and “vicinity” subregions. Furthermore the “op-
posite to the spine” subregions do not exhibit parame-
ter oscillations anymore and these estimated values in-
dicate the expected light support behavior. However,
in the last region corresponding to the heterogeneous
aggregation of the arch and the ascending aorta the
parameter continues to oscillate.
Data time sampling identifiability issues – The accu-
racy of the estimation should also be interpreted in the
light of the limiting identifiably due to the time sam-
pling of the real data which is quite low, i.e. ∆T =
102δt = 0.1T . To illustrate this argument we present
in Figure 15 an additional estimation procedure with
synthetic data using the real geometry. Here, we gener-
ate target surfaces with two different sampling rates: a
reasonably high resolution ∆T = 10δt = 0.01T , and
a low resolution ∆T = 100δt = 0.1T analogous to
the real data resolution. The observations correspond
to a model where the external tissue support param-
eters are those manually calibrated in (Moireau et al
2011), θref = θmanual. Then the identification is per-
formed with an initial state error as in Section 5.1,
and with zero a priori values for all parameters. For
these estimations, we consider a rather small observa-
tion noise covariance (w = 10−2wreal with respect to
the value chosen in the real configuration) identical for
the two sampling rates, arguing that the observation
surfaces are noise-free since they are originally synthet-
ically produced by the model. However, there still exist
some errors in the observations due to time sampling
and the resulting linear interpolation used in the esti-
mation sequence. The impact of this sampling error is
therefore purposely amplified by the small observation
noise covariance.
We see that the outlet solid boundary condition is
well estimated in absolute value already with a low sam-
pling rate, which confirms its good identifiability. Con-
cerning the spine external tissue support we see that the
sensitivity is correct with the two sampling rates even if
we start from a wrong a priori. However, absolute value
convergence is obtained only with the higher sampling
rate. Finally concerning the “vicinity” region and the
“light support” region, accurate trends can be globally
observed since the “vicinity” region parameter value is
in between the “spine” region parameter value and the
“light support” region parameter value. However abso-
lute values are incorrect. We argue that it is mainly due
to an identifiability issue in the “light support” region
– as developed above – which contaminates the “vicin-
ity” region. Note that since the noise covariance is low,
all effects are magnified in this illustrative example.
Effect of the state estimator – In fact, conceptually the
essential purpose of the state estimator is to remain
“sufficiently close” to the actual trajectory during the
identification process while the parameters evolve in
time. We emphasize that this idea is fundamentally
distinct from the objective of making the simulated
system simply “fit the data”, namely driving the com-
puted discrepancy to zero, which is the main purpose of
data-based tracking. In the case of filtering estimation,
by contrast, the objective is achieved by concurrently
nudging the system “towards the data” and enhancing
the stability of the simulated system. This induces some
specific constraints in the choice of the state estimator
gain, in addition to concerns related to measurement
noise amplification as already seen in tracking. Namely,
in many types of dynamical systems of interest – as
e.g. in solid continuum mechanics and FSI – making
the gain parameter arbitrarily large has a detrimen-
tal impact on the stability (Moireau et al 2008, 2009).
Moreover, as already discussed and assessed in (Chabin-
iok et al 2011), using a very large gain also reduces the
system identifiability, since the state estimator would
then follow the observation regardless of the parameter
values, which would compromise the concurrent param-
eter identification process.
Integration of multiple observations and material pa-
rameters – In the work presented here, the observations
were given by a set of medical image data segmentations
defining the position of the fluid-structure interface Σ
through the cardiac cycle. This observation is therefore
concerned with a single state variable: the (Eulerian)
motion of the fluid-solid interface. However, in a more
general setting, one may have to deal with multiple ob-
servations of different state variables, such as record-
ings of pressure and flow waveforms, in addition to
the aforementioned motion of the fluid-solid boundary.
These different observations of the state must therefore
be considered simultaneously in the state and parame-
ter estimation endeavor. Pressure can be acquired non-
invasively via a sphygmomanometer, or invasively via
a cannula needle placed through an arterial line. Flow








































Fig. 15 Time identification of 4 parameters with synthetic data, data sampling ∆T = 100δt = 0.1T (left) and ∆T = 10δt =
0.01T (right). Dashed lines: Target values; Solid lines: Estimated values
waveforms can be acquired non-invasively using ultra-
sound or phase-contrast magnetic resonance imaging.
As already mentioned, these measurements can directly
enter our estimation formalism on the fluid side – see
Figure 5. Moreover, in addition to state variables and
their directly derived quantities, one may have mea-
surements of material parameters such as vessel wall
thickness, stiffness or distensibility. In this regard, it
should be noted that parameters are considered by ex-
tension as generalized state variables in the joint state-
parameter estimation framework (Moireau et al 2008),
hence these measurements can directly be used in the
filtering corrections. However, the integration of certain
types of observations would require further extensions
of the proposed strategy, especially when corresponding
to quantities not instantaneously associated with the
current state and parameter variables at each observa-
tion time. For instance, in the case of blood pressure,
when acquired non-invasively only the bounds of the
state variable (i.e., systolic and diastolic pressures) are
registered. Another example is given by pressure pulse
velocity observations easily measurable non-invasively
for the assessment of hypertension. This situation may
preclude the estimation “on the fly” since usually a
complete cycle of the solution should be produced in
order to quantify the pulse velocity.
Simultaneous estimation of stiffness and external tissue
support – In this article, we illustrated the application
of a sequential framework based on filtering methods to
the estimation of the material parameters defining the
support provided by the different tissues and organs
around a subject-specific model of the thoracic aorta.
Here, a given value for the stiffness of the arterial wall
was assumed to be known. In a previous investigation
(Bertoglio et al 2012b) the same framework was ap-
plied to the identification of the elastic properties of the
arterial wall in an idealized fluid-structure interaction
model, neglecting the support of external tissues and or-
gans. The simultaneous estimation of arterial wall stiff-
ness and external tissue support has therefore not been
attempted thus far. This task will ultimately provide
the most valuable information since it would give esti-
mates on parameters that have been known to be pre-
dictors of disease (i.e., arterial stiffness) together with
the parameters that enable the representation of real-
istic motion patterns of the arterial structures (i.e., the
external tissue support).
In order to simultaneously estimate arterial stiff-
ness and tissue support, richer information on the ar-
terial kinematics is needed. This information could po-
tentially be obtained using newer modalities of time-
resolved medical image data to discriminate between
the various components of the motion of the arterial tis-
sue: namely, the deformation due to the oscillating pres-
sure field, the motion resulting from respiration, and the
cardiac motion. This would, indeed, enable the identi-
fiability of arterial stiffness – via measurements related
to pressure-induced contribution – distinctly from the
tissue support properties, while cardiac and respiratory
contributions would provide directly relevant informa-
tion on the corresponding external supports. Notable
progress has been made in cardiac and respiratory com-
pensation in Magnetic Resonance Imaging using cardiac
gated and respiratory navigators (Buerger et al 2011).
Further improvements in image data acquisition tech-
niques, together with the sequential estimation frame-
work presented here will undoubtedly bring us closer to
the goal of extracting physiologically meaningful mate-
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rial data from images. Lastly, it is important to note
that the final goal of the framework sketched here is to
provide estimates not only for the material properties
of the arterial tissue, but also on the input and out-
put flow boundary conditions, via proper integration
of image data, pressure, flow, derived state quantities
and discrete measurements of material parameters. It
is through the simultaneous consideration of these vari-
ous observations that this framework will be capable of
automatically tuning the material parameters and in-
flow and outflow conditions required in the simulation
process.
Algorithm effectiveness and estimation benefits – In Fig-
ure 13 we observed (1) compared to light tissue support,
an improvement of the distances, in particular near the
end of the time window and (2) compared to the man-
ually calibrated tissue support a slight improvement all
along the simulation. This improvement is further illus-
trated in Figure 14 where we can see that the contours
of the simulation with the estimated values are signif-
icantly closer to the segmented contours than for the
simulation with the values taken from (Moireau et al
2011). This final validation of the results of the esti-
mation procedure – in particular in the “spine region”
and at the outlet – justifies in itself the interest of such
a sequential estimation methodology, especially when
considering that this estimation procedure can be per-
formed in a time comparable to a classical simulation.
In (Moireau et al 2011), the interest of the external tis-
sue support was already clearly established by compar-
ing the distances obtained with external tissue support
against the configuration where no tissue support was
considered with only homogeneous Dirichlet conditions
imposed at the inlet and outlets – recall Figure 9. How-
ever, in (Moireau et al 2011) this manual calibration
performed required great care and multiple simulations
to quantitatively set up the parameters, whereas here
the procedure is fully automatic and produces compar-
atively better results.
The computational complexity of our algorithm should
be compared to other state-of-the-art identification pro-
cedures. For example, let us consider a variational iden-
tification strategy where we minimize a criterion based
on the discrepancy measure integrated over time plus
additional regularization terms, as was used in the con-
text of blood flows in (Martin et al 2005) with a very
effective minimization algorithm. Even so, the complete
procedure for one single parameter value in 1D requires
6 to 10 iterations, each requiring a complete heart beat
forward simulation and a backward simulation of the
adjoint problem. The adjoint system – being linear –
is less intensive to solve, notwithstanding the difficulty
of storing all the state solutions and discrepancies over
time. Overall, the computational time-cost of the com-
plete identification is then at least 10Tref, meaning sev-
eral days of computations on a standard workstation.
Even worse, estimating multiple parameter values as in
the present study would lead to many additional min-
imization iterations which increase the computational
costs all the more. Here we recall for comparison that
our estimation procedure CPU time is roughly 2Tref ir-
respective of the number of parameter values to be es-
timated.
7 Concluding remarks
We have proposed a complete methodological chain for
the identification of boundary support parameters in a
fluid-structure vascular model using patient image data,
based on well-adapted sequential data assimilation pro-
cedures. We subsequently demonstrated the use of this
framework in a real life application case in which we
successfully performed the automatic characterization
of the tethering to the spine and to the downstream
vasculature, and most importantly identified the ac-
tual regions in which the boundary support modeling
is necessary. The simulations performed with the es-
timated parameter values proved more accurate than
with the previous expert manual calibration presented
in (Moireau et al 2011). In this realistic example the
estimation procedure itself was shown to be computa-
tionally effective – comparable to a direct simulation
in terms of computation time, indeed – and robust, in
particular with respect to parameter initial values.
This methodological framework paves the way for
complete patient-specific vascular modeling, in which
ultimately all the available measurements could be used
to estimate the various uncertain parameters needed
for the patient-specific simulations. Moreover, some of
these parameters are in itself of utmost clinical value
for diagnosis purposes, which represents an important
additional motivation for estimation. Finally, estima-
tion can also be envisioned as an integrated tool for
investigating intrinsic modeling validity, since a lack of
convergence of some estimated modeling parameters –
provided identifiability has been established by prelim-
inary synthetic trials and measurement errors are ade-
quately controlled – can only be accounted for by mod-
eling shortcomings. This is especially valuable in the
context of patient-specific modeling in which a priori
testing cannot be used to assess the model validity.
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