Abstract. Let R be a commutative Noetherian ring. We introduce the notion of localization functors λ W with cosupports in arbitrary subsets W of Spec R; it is a common generalization of localizations with respect to multiplicatively closed subsets and left derived functors of ideal-adic completion functors. We prove several results about the localization functors λ W , including an explicit way to calculate λ W by the notion ofČech complexes. As an application, we can give a simpler proof of a classical theorem by Gruson and Raynaud, which states that the projective dimension of a flat R-module is at most the Krull dimension of R. As another application, it is possible to give a functorial way to replace complexes of flat R-modules or complexes of finitely generated R-modules by complexes of pure-injective R-modules.
Introduction
Throughout this paper, we assume that R is a commutative Noetherian ring. We denote by D = D(Mod R) the derived category of all complexes of R-modules, by which we mean that D is the unbounded derived category. For a triangulated subcategory T of D, its left (resp. right) orthogonal subcategory is defined as ⊥ T = { X ∈ D | Hom D (X, T ) = 0 } (resp. T ⊥ = { Y ∈ D | Hom D (T , Y ) = 0 }). Moreover, T is called localizing (resp. colocalizing) if T is closed under arbitrary direct sums (resp. direct products).
Recall that the support of a complex X ∈ D is defined as follows;
where κ(p) = R p /pR p . We write L W = { X ∈ D | supp X ⊆ W } for a subset W of Spec R. Then L W is a localizing subcategory of D. Neeman [17] proved that any localizing subcategory of D is obtained in this way. The localization theory of triangulated categories [13] yields a couple of adjoint pairs (i W , γ W ) and (λ W , j W ) as it is indicated in the following diagram:
Here, i W and j W are the inclusion functors L W ֒→ D and L ⊥ W ֒→ D respectively. In the precedent paper [16] , the authors introduced the colocalization functor with support in W as the functor γ W . If V is a specialization-closed subset of Spec R, then γ V coincides with the right derived functor RΓ V of the section functor Γ V with support in V ; it induces the local cohomology functors H i V (−) = H i (RΓ V (−)). In loc. cit., we established some methods to compute γ W for general subsets W of Spec R. Furthermore, the local duality theorem and Grothendieck type vanishing theorem of local cohomology was extended to the case of γ W .
On the other hand, in this paper, we introduce the notion of localizations functors with cosupports in arbitrary subsets W of Spec R. Recall that the cosupport of a complex X ∈ D is defined as follows; cosupp X = { p ∈ Spec R | RHom R (κ(p), X) = 0 } .
We write C W = { X ∈ D | cosupp X ⊆ W } for a subset W of Spec R. Then C W is a colocalizing subcategory of D. Neeman [18] proved that any colocalizing subcategory of D is obtained in this way. 1 We remark that there are equalities
where W c = Spec R\W . The second equality follows from Neeman's theorem [17, Theorem 2.8] , which states that L W c is equal to the smallest localizing subcategory of D containing the set { κ(p) | p ∈ W c }. Then it is seen that the first one holds, since [13, §4.9] ). Now we write λ W = λ W c and j W = j W c . By (1.1) and (1.2), there is a diagram of adjoint pairs:
We call λ W the localization functor with cosupport in W . For a multiplicatively closed subset S of R, the localization functor λ US with cosupport in U S is nothing but (−) ⊗ R S −1 R, where U S = { p ∈ Spec R | p ∩ S = ∅ }. Moreover, for an ideal a of R, the localization functor λ V (a) with cosupport in V (a) is isomorphic to the left derived functor LΛ V (a) of the a-adic completion functor Λ V (a) = lim ← − (− ⊗ R R/a n ) defined on Mod R. See Section 2 for details.
In this paper, we establish several results about the localization functor λ W with cosupport in a general subset W of Spec R. 
Then, for any X ∈ D, there is a triangle
where
This theorem enables us to compute λ W by using λ W0 and λ W1 for smaller subsets W 0 and W 1 . Furthermore, as long as we consider the derived category D, the theorem and Theorem 3.22 in Section 3 generalize Mayer-Vietoris triangles by Benson, Iyengar and Krause [2, Theorem 7.5] .
In Section 4, as an application, we give a simpler proof of a classical theorem due to Gruson and Raynaud. The theorem states that the projective dimension of a flat R-module is at most the the Krull dimension of R.
Section 5 contains some basic facts about cotorsion flat R-modules. Section 6 is devoted to study the cosupport of a complex X consisting of cotorsion flat R-modules. As a consequence, we can calculate γ V c X and λ V X explicitly for a specialization-closed subset V of Spec R.
In Section 7, using Theorem 1.3 above, we give a new way to get λ W . In fact, provided that d = dim R is finite, we are able to calculate λ W by aČech complex of functors of the following form;
ThisČech complex sends a complex X of R-module to a double complex in a natural way. We shall prove that λ W X is isomorphic to the total complex of the double complex if X consists of flat R-modules.
Section 8 treats commutativity of λ W with tensor products. Consequently, we show that λ W Y can be computed by using theČech complex above if Y is a complex of finitely generated R-modules.
In Section 9, as an application, we give a functorial way to construct quasiisomorphisms from complexes of flat R-modules or complexes of finitely generated R-modules to complexes of pure-injective R-modules.
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Localization functors
In this section, we summarize some notion and basic facts used in the later sections.
We write Mod R for the category of all modules over a commutative Noetherian ring R. For an ideal a of R, Λ V (a) denotes the a-adic completion functor lim
is an isomorphism, then M is called a-adically complete. In addition, when R is a local ring with maximal ideal m, we simply write M for the m-adic completion of M .
We start with the following proposition.
As stated in [20, 2.4] , this fact is known. For the reader's convenience, we mention that this proposition follows from the two lemmas below. Lemma 2.2. Let a be an ideal of R and F be a flat R-module. We consider a short exact sequence of finitely generated R-modules
Lemma 2.3. Let a and F be as above. Then we have a natural isomorphism
Using Artin-Rees Lemma and [5, I; §2; Proposition 6], we can prove Lemma 2.2, from which we obtain Lemma 2.3. Furthermore, Lemma 2.2 and Lemma 2.3 imply that F ∧ a ⊗ R (−) is an exact functor from the category of finitely generated R-modules to Mod R. Therefore Proposition 2.1 holds.
It is also possible to show that F ∧ a is flat over R ∧ a by the same argument as above.
If R is a local ring with maximal ideal m, then m-adically complete flat R-modules are characterized as follows:
Lemma 2.4. Let (R, m, k) be a local ring and F a flat R-module. Set B = dim k F/mF . Then there is an isomorphism
where B R is the direct sum of B-copies of R.
This lemma is proved in [19 As in the introduction, we denote by D = D(Mod R) the derived category of all complexes of R-modules. We write complexes X cohomologically;
For a complex P (resp. F ) of R-modules, we say that P (resp. F ) is K-projective (resp. K-flat) if Hom R (P, −) (resp. (−) ⊗ R F ) preserves acyclicity of complexes, where a complex is called acyclic if all its cohomology modules are zero.
Let a be an ideal of R and X ∈ D. If P is a K-projective resolution of X, then we have LΛ
In addition, it is known that the following proposition holds.
Proposition 2.5. Let a be an ideal of R and X be a complex of flat R-modules.
To prove this proposition, we remark that there is an integer n ≥ 0 such that 
Furthermore, if
is a triangle with 
Remark 2.7. (i) Let X ∈ D and W be a subset of Spec R. By Lemma 2.6, X belongs to ⊥ C W = L W c if and only if λ W X = 0. This is equivalent to saying that
(ii) Let W 0 ⊆ W be subsets of Spec R with W 0 ⊆ W . It follows from the uniqueness of adjoint functors that
Now we give a typical example of localization functors. Let S be a multiplicatively closed subset S of R, and set U S = { p ∈ Spec R | p ∩ S = ∅ }. It is known that the localization functor λ US with cosupport in U S is nothing but (−)⊗ R S −1 R. For the reader's convenience, we give a proof of this fact. Let X ∈ D. It is clear that cosupp
we have C ⊗ R S −1 R = 0. This yields an inclusion relation supp C ⊆ (U S ) c . Hence it holds that C ∈ L (US ) c . Since we have shown that C ∈ L (US ) c and X⊗ R S −1 R ∈ C US , it follows from Lemma 2.6 that λ US X ∼ = X ⊗ R S −1 R. Therefore we obtain the isomorphism
There is another important example of localization functors. Let a be an ideal of R. It was proved by [10] and [1] 
is called the ith local homology functor with respect to a.
A subset W of Spec R is said to be specialization-closed (resp. generalizationclosed) provided that the following condition holds; if p ∈ W and q ∈ Spec R with p ⊆ q (resp. p ⊇ q), then q ∈ W .
If V is a specialization-closed subset, then we have
see [14, Appendix 3.5] .
Auxiliary results on localization functors
In this section, we give several results to compute localization functors λ W with cosupports in arbitrary subsets W of Spec R.
We first give the following lemma. 
Proof. This follows from [16 
Proof. Notice that
is a right adjoint to γ V (a) by (2.9) and (2.10). More generally, it is known that for any specialization-closed subset V ,
We now prove this fact, which will be used in the next proposition. Let X, Y ∈ D, and consider the following triangles;
Proposition 3.4. Let V and U be arbitrary subsets of Spec R. Suppose that one of the following conditions holds:
(1) V is specialization-closed; (2) U is generalization-closed. Then we have an isomorphism
Then there are natural isomorphisms
Recall that λ V ∩U is a left adjoint to the inclusion functor C V ∩U ֒→ D. Hence, by the uniqueness of adjoint functors, we only have to verify that
Thus, by the adjointness of (γ V , λ V ), we have
Case (2): Since U c is specialization-closed, the case (1) yields an isomorphism λ
Remark 3.5. For arbitrary subsets W 0 and W 1 of Spec R, Remark 2.7 (ii) and Proposition 3.4 yield the following isomorphisms;
The next result is a corollary of (2.8), (2.9) and Proposition 3.4.
Corollary 3.6. Let S be a multiplicatively closed subset of R and a be an ideal of R. We set W = V (a) ∩ U S . Then we have
Since V (p) ∩ U (p) = {p} for p ∈ Spec R, as a special case of this corollary, we have the following result.
Corollary 3.7. Let p be a prime ideal of R. Then we have
The next lemma follows from this corollary and Lemma 2.4.
Remark 3.9. Let W 1 and W 2 be subsets of Spec R. In general, Let p be a prime ideal which is not maximal. Then
, which is introduced in [3] . To see this, let q be a prime ideal with p q. Then it holds that cosupp
Let W be a subset of Spec R. We denote by dim W the supremum of lengths of chains of distinct prime ideals in W (cf. [16, Definition 3.6] ). Theorem 3.10. Let W be a subset of Spec R. We assume that dim W = 0. Then there are isomorphisms
Proof. Let X ∈ D, and consider the natural morphisms η {p} X → λ {p} X for p ∈ W . Take the product of the morphisms, and we obtain a morphism f : X → p∈W λ {p} X. Embed f into a triangle
Note that p∈W λ {p} X ∈ C W . We have to prove that C ∈ ⊥ C W . For this purpose, take any prime ideal q ∈ W . Then {q} is specialization-closed in W , because dim W = 0. Hence we have p∈W \{q} λ {p} X ∈ C W \{q} ⊆ ⊥ C {q} , by Corollary 3.2.
Thus an isomorphism λ {q} ( p∈W λ {p} X) ∼ = λ {q} X holds. Then it is seen from the triangle above that λ {q} C = 0 for all q ∈ W , so that C ∈ ⊥ C W , see Remark 2.7 (ii). Therefore Lemma 2.6 yields λ W X ∼ = p∈W λ {p} X. The second isomorphism in the theorem follows from Corollary 3.7.
Example 3.11. Let W be a subset of Spec R such that W is an infinite set with dim W = 0. Let X {p} be a complex with cosupp X {p} = {p} for each p ∈ W . We take p ∈ W . Since dim W = 0, it holds that X {q} ∈ C
, which is closed under arbitrary direct sums. Thus it holds that q∈W \{p} X {q} ∈ C
It then follows from Theorem 3.10 that
Under this identification, the natural morphism Y → λ W Y coincides with the canonical morphism p∈W X {p} → p∈W X {p} , which is not an isomorphism. It is possible to give another type of examples, by which we also see that a colocalizing subcategory of D is not necessarily closed under arbitrary direct sums. Suppose that (R, m) is a complete local ring with dim R ≥ 1. Then we have R ∼ = R ∈ C V (m) . However the free module N R is never m-adically complete, so
For a subset W of Spec R, W g denotes the generalization closure of W , which is the smallest generalization-closed subset of Spec R containing W . In addition, for a subset
We extend Proposition 3.4 to the following corollary, which will be used in a main theorem of this section.
Corollary 3.13. Let W 0 and W 1 be arbitrary subsets of Spec R. Suppose that one of the following conditions hold:
Proof. Set W = W 0 ∪ W 1 . By the assumption, we have
Therefore, it holds that
Hence this proposition follows from Remark 3.5 and Remark 2.7 (ii).
Remark 3.14. (i) Let W 0 and W be a subset of Spec R with
is a morphism of functors, there is a commutative diagram of the following form:
Now we prove the following result, which is the main theorem of this section. 
where f and g are morphisms represented by the following matrices;
Proof. We embed the morphism g into a triangle
Notice that C ∈ C W since C W0 , C W1 ⊆ C W . By Remark 3.14, it is easily seen that g · f = 0. Thus there is a morphism b : λ W X → C making the following diagram commutative:
We only have to show that b is an isomorphism. To do this, embedding the morphism b into a triangle
we prove that Z = 0. Since λ W X, C ∈ C W , Z is belongs to C W . Hence it suffices to show that Z ∈ ⊥ C W . First, we prove that λ W1 b is an isomorphism. We employ a similar argument to [2, Theorem 7.5]. Consider the following sequence
and apply λ W1 to it. Then we obtain a sequence which can be completed to a split triangle. The triangle appears in the first row of the diagram below. Moreover, λ W1 sends the second row of the diagram (3.16) to a split triangle, which appears in the second row of the the diagram below.
Since this diagram is commutative, we conclude that λ W1 b is an isomorphism. Next, we prove that λ W0 b is an isomorphism. Thanks to Corollary 3.13, we are able to follow the same process as above. In fact, the corollary implies that
Thus, applying λ W0 to the sequence (3.18), we obtain a sequence which can be completed into the split triangle. Furthermore, λ W0 sends the second row of the diagram (3.16) to a split triangle. Consequently we see that there is a morphism of triangles:
Therefore λ W0 b is an isomorphism. Since we have shown that λ W0 b and λ W1 b are isomorphisms, it follows from the triangle (3.17) that λ W0 Z = λ W1 Z = 0. Thus we have Z ∈ ⊥ C W by Remark 2.7 (i).
Remark 3.19. Let f , g and a as above. Let h : X → λ W1 X ⊕λ W0 X be a morphism induced by η W1 X and η W0 X. Then g · h = 0 by Remark 3.14 (ii). Hence there is a morphism b ′ : X → C such that the following diagram commutative:
We can regard any morphism b ′ making this diagram commutative as the natural morphism η W X. In fact, since λ W h = f , applying λ W to this diagram, and setting We give some examples of Theorem 3.15.
Example 3.20.
(1) Let x be an element of R.
c . Then the theorem yields the following triangle
(2) Suppose that (R, m) be a local ring. Let p ∈ Spec R with dim R/p = 1. Setting W = V (p), W 0 = V (m) and W 1 = {p}, we see from the theorem and Corollary 3.7 that there is a short exact sequence
Actually, this gives a pure-injective resolution of R (
Then we have an isomorphism
As with Theorem 3.15, it is possible to prove the following theorem, in which we implicitly use the fact that γ W0 γ W ∼ = γ W0 if W 0 ⊆ W (cf. [16, Remark 3.6] 
Then, for any X ∈ D, there is a triangle of the following form;
where f and g are the morphisms represented by the following matrices; 
Projective dimension of flat modules
As an application of results in Section 3, we give a simpler proof of a classical theorem due to Gruson and Raynaud. 
Proof. Since λ {p} : D → C {p} is a left adjoint to the inclusion functor C {p} ֒→ D, we have RHom R (F, X) ∼ = RHom R (λ {p} F, X). Moreover it follows from Corollary 3.7 and Lemma 2.4 that
Let a, b ∈ Z ∪ {±∞} with a ≤ b. We write D Proof. We use induction on n. First, we suppose that n = 0. It then holds that
, by Theorem 3.10. Hence,
Next, we suppose n > 0. Set W 0 = max W and W 1 = W \W 0 . By Theorem 3.15, there is a triangle
Note that dim W 0 = 0 and dim W 1 = n − 1. By the argument above, it holds that Ext 
Cotorsion flat modules and cosupport
In this section, we summarize some basic facts about cotorsion flat R-modules.
Recall that an R-module M is called cotorsion if Ext 1 R (F, M ) = 0 for any flat Rmodule F . This is equivalent to saying that Ext i R (F, M ) = 0 for any flat R-module F and any i > 0. Clearly, all injective R-modules are cotorsion.
A cotorsion flat R-module means an R-module which is cotorsion and flat. If F is a flat R-module and p ∈ Spec R, then Corollary 3.7 implies that λ {p} F is isomorphic to F p , which is a cotorsion flat R-module by Lemma 4.2 and Proposition 2.1. Moreover, recall that F p is isomorphic to the p-adic completion of a free R pmodule by Lemma 3.8.
We remark that arbitrary direct products of flat R-modules are flat, since R is Noetherian. Hence, if T p is the p-adic completion of a free R p module for each p ∈ Spec R, then p∈Spec R T p is a cotorsion flat R-module. Conversely, the following fact holds.
Proposition 5.1 (Enochs [6]). Let F be a cotorsion flat R-module. Then there is an isomorphism
where T p is the p-adic completion of a free R p module.
Proof. See [6, Theorem] Let S be a multiplicatively closed subset of R and a be an ideal of R. For a cotorsion flat R-module F , we have RHom R (S −1 R, F ) ∼ = Hom R (S −1 R, F ) and LΛ V (a) F ∼ = Λ V (a) F . Moreover, by Proposition 5.1, we may regard F as an Rmodule of the form p∈Spec R T p . Then it holds that
This fact appears implicitly in [23, §5.2]. Furthermore we have 
Complexes of cotorsion flat modules and cosupport
In this section, we study the cosupport of a complex X consisting of cotorsion flat R-modules. As a consequence, we obtain an explicit way to calculate γ V c X and λ V X for a specialization-closed subset V of Spec R.
Notation 6.1. Let W be a subset of Spec R. Let X be a complex of cotorsion flat R-modules such that cosupp X i ⊆ W for all i ∈ Z. Under Corollary 5.4, we use a presentation of the following form;
→ · · · ) be a complex of cotorsion flat R-modules. Let V be a specialization-closed subset of Spec R.
By Lemma 3.1, we have Hom
is a subcomplex of X, where the differentials in Y are the restrictions of ones in X.
We say that a complex X of R-modules is left (resp. right) bounded if X i = 0 for i ≪ 0 (resp. i ≫ 0). When X is left and rignt bounded, X is called bounded. Then it holds that cosupp X ⊆ W , i.e., X ∈ C W .
To prove this proposition, we use the next elementary lemma. In the lemma, for a complex X and n ∈ Z, we define the truncations τ ≤n X and τ >n X as follows (cf. [11, Chapter I, §7]):
Recall that C W (resp. L W ) is closed under arbitrary direct products (resp. sums). Then one can show this lemma by using homotopy limit (resp. colimit), see Proof of Proposition 6.3. Case (1): We have τ ≤n X ∈ C W for all n ≥ 0, since τ ≤n X are bounded. Thus Lemma 6.4 implies that X ∈ C W . Case (2): By (2.9), Proposition 2.5 and (5.3), it holds that λ
Hence X belongs to C V (a) . Case (3): It follows from the case (1) that τ >n X ∈ C W for all n < 0. Moreover, we have C W = L W by Lemma 3.1. Thus Lemma 6.4 implies that X ∈ L W = C W .
Localization functors viaČech complexes
In this section, we introduce a new notion ofČech complexes to calculate λ W X, where W is a general subset W of Spec R and X is a complex of flat R-modules.
We first make the following notations.
Notation 7.1. Let W be a subset of Spec R with dim W = 0. We define a functor
For a prime ideal p in W , we writeη 
If the sequence is empty, then we use the general convention that
where we mean by i s that i s is omitted. We set
to be the product of the morphismsλ (im,..., is,...,i0) →λ (im,...,i0) multiplied by (−1) s .
As with Remark 3.14 (ii), the following diagram is commutative:
Definition 7.4. Let W = {W i } 0≤i≤n be a family of subsets of Spec R, and suppose that dim W i = 0 for 0 ≤ i ≤ n. By Remark 7.3, it is possible to construct aČech complex of functors of the following form; 
More generally, we regard every term of L W as a functor C(Mod R) → C(Mod R), where C(Mod R) denotes the category of complexes of R-modules. Then L W naturally sends a complex X to a double complex, which we denote by L W X. Furthermore, we write tot L W X for the total complex of L W X. The family of chain maps
(ii) Let a, b ∈ Z ∪ {±∞} with a ≤ b and X be a complex of R-modules such that
where n is the number given to W = {W i } 0≤i≤n .
(iii) Let X be a complex of flat R-module. Then we see that tot L W X consists of cotorsion flat R-modules with cosupports in 0≤i≤n W i . Definition 7.6. Let W be a non-empty subset of Spec R and {W i } 0≤i≤n be a family of subsets of W . We say that {W i } 0≤i≤n is a system of slices of W if the following conditions hold:
(
Compare this definition with the filtrations discussed in [11, Chapter IV; §3]. If dim W is finite, then there exists at least one system of slices of W . Conversely, if there is a system of slices of W , then dim W is finite. Proposition 7.7. Let W be a subset of Spec R and W = {W i } 0≤i≤n be a system of slices of W . Then, for any flat R-module F , there is an isomorphism in D;
Proof. We use induction on n, which is the number given to W = {W i } 0≤i≤n . Suppose that n = 0. It then holds that
Hence this proposition follows from Theorem 3.10.
Next, suppose that n > 0, and write U = 1≤i≤n W i . Setting U i−1 = W i , we obtain a system of slices U = {U i } 0≤i≤n−1 of U . Consider the following two squares, where the first (resp. second) one is in C(Mod R) (resp. D):
By Remark 7.5 (i) and Remark 3.14 (ii), both of them are commutative. Moreover, λ U η W0 F is the unique morphism which makes the right square commutative, because λ U is a left adjoint to the inclusion functor C U ֒→ D. Then, regarding the left one as being in D, we see from the inductive hypothesis that the left one coincides with the right one in D.
F be chain maps represented by the following matrices;
Notice that the mapping cone ofḡ[−1] is nothing but L W F . Then we can obtain the following morphism of triangles, where it is regarded as being in D:
Therefore, by Theorem 3.15 and Remark 3.19, there is an isomorphism
The following corollary is one of the main results of this paper.
Corollary 7.9. Let W and W = {W i } 0≤i≤n be as above. Let X be a complex of flat R-modules. Then there is an isomorphism in D;
Proposition 6.3 and Remark 7.5 (iii) imply that tot L W X ∈ C W . Thus it suffices to show that λ Wi C = 0 for each i, by Lemma 2.6 and Remark 2.7 (i). For this purpose, we prove that λ Wi ℓ W X is an isomorphism in D. This is equivalent to showing thatλ Wi ℓ W X is a quasi-isomorphism, since X and tot L W X consist of flat R-modules.
Consider the natural morphism X → L W X as double complexes, which is induced by the chain maps
Let W be a subset of Spec R, and suppose that n = dim W is finite. Then Corollary 7.9 implies λ W R ∈ D [0,n] . We give an example such that H n (λ W R) = 0. 
is non-zero. Then we see from the triangle that
We denote by D − the full subcategory of D consisting of complexes X such that H i (X) = 0 for i ≫ 0. Let W be a subset of Spec R and X ∈ D − . If dim W is finite, then we have λ W R ∈ D − by Corollary 7.9. However, as shown in the following example, it can happen that λ W R / ∈ D − when dim W is infinite.
Example 7.11. Assume that dim R = +∞, and set W = max(Spec R). Then it holds that dim W = 0 and dim W c = +∞. Since each m ∈ W is maximal, there are isomorphisms
Thus we see from Example 7.10 that γ W R / ∈ D − . Then, considering the triangle
we have λ
Let W be a subset of Spec R and X ∈ C W . Then η W X : X → λ W X is an isomorphism in D. Thus Remark 7.5 (iii) and Corollary 7.9 yield the following result. 
is a system of slices of Spec R. We take a K-flat resolution X of Y such that X consists of flat Rmodules. Corollary 7.12 implies that ℓ W X : X → tot L W X is a quasi-isomorphism, and tot L W X consists of cotorsion flat R-modules. At the same time, the chain maps
Then it is not hard to see that the mapping cone of ℓ W X is K-flat. Thus tot L W X is K-flat. 
Remark 7.15. Even if dim W is infinite, it is possible to construct a similar family to systems of slices. We first put W 0 = max W . Let i > 0 be an ordinal, and suppose that subsets W j of W are defined for all j < i. Then we put W i = max(W \ j<i W i ). In this way, we obtain the smallest ordinal o(W ) satisfying the following conditions: [16, §3] , it is possible to give a similar result to Corollary 7.9, for colocalization functors γ W and complexes of injective R-modules.
8.Čech complexes and complexes of finitely generated modules
Let W be a subset of Spec R and W = {W i } 0≤i≤n be a system of slices of W . In this section, we prove that λ W Y is isomorphic to tot L W Y if Y is a complex of finitely generated R-modules.
We denote by D fg the full subcategory of D consisting of all complexes with finitely generated cohomology modules, and set
We first prove the following proposition. 
Then there are natural isomorphisms
For X ∈ D and n ∈ Z, we define the cohomological truncations σ ≤n X and σ >n X as follows (cf. [11, Chapter I; §7]):
, and we obtain the following triangle;
We remark that X is isomorphic to a right bounded complex of flat R-modules. Then it is seen from Corollary 7.9 that λ W X is isomorphic to a right bounded complex Z such that cosupp Z i ⊆ W for all i ∈ Z. Furthermore, Y is isomorphic to a right bounded complex P of finite free R-modules. Hence it follows that X ⊗ L R Y ∼ = Z ⊗ R P , where the second one consists of cotorsion flat R-modules with cosupports in W . Then we have X ⊗ L R Y ∼ = Z ⊗ R P ∈ C W by Proposition 6.3. Case (2): By Corollary 7.9, λ W X is isomorphic to a bounded complex consisting of cotorsion flat R-modules with cosupports in W . Thus it is enough to prove that Z ⊗ R Y ∈ C W for a cotorsion flat R-module Z with cosupp Z ⊆ W . We consider the triangle σ ≤n Y → Y → σ >n → σ≤ nY [1] for an integer n. Applying Z ⊗ R (−) to this triangle, we obtain the following one;
Thus, applying RHom R (κ(p), −) to the triangle above, we have
Furthermore, taking a projective resolution P of κ(p), we have
Let j be any integer. To see that RHom R (κ(p), Z ⊗ R Y ) = 0, it suffices to show that there exists an integer n such that
In the proposition, we can remove the finiteness condition on dim W if W = V (a) for an ideal a. In such case, we need only use a-adic completion of free R-modules instead of cotorsion flat R-modules.
(ii) If W is a generalization-closed subset of Spec R, then the isomorphisms in the proposition hold for any X, Y ∈ D because γ W c is isomorphic to RΓ W c .
Let W be a subset of Spec R and W = {W i } 0≤i≤n be a system of slices of W . Let Y ∈ D fg . By Proposition 8.1 and Proposition 7.7, we have
Let F be a flat R-module and M be a finitely generated R-module. Then we see from Lemma 2.3 that
This fact ensures that (λ
Y is a complex of finitely generated R-modules, then there is a natural isomorphism
in C(Mod R). By (8.3) and (8.4), we have shown the following proposition. Proposition 8.5. Let W be a subset of Spec R and W = {W i } 0≤i≤n be a system of slices of W . Let Y be a complex of finitely generated R-modules. Then there is an isomorphism in D;
We see from (8.4 ) and the remark below that it is also possible to give a quick proof of this proposition, provided that Y is a right bounded complex of finitely generated R-modules. Remark 8.6. Let W be a subset of Spec R and W = {W i } 0≤i≤n be a system of slices of W . We denote by K(Mod R) the homotopy category of complexes of Rmodules. Note that tot L W induces a triangulated functor K(Mod R) → K(Mod R), which we also write tot L W . Then it is seen from Corollary 7.9 that λ W : D → D is isomorphic to the left derived functor of tot
Let W be a subset of Spec R such that n = dim W is finite. By Corollary 8.5, if an R-module M is finitely generated, then λ W M ∈ D [0,n] . On the other hand, since λ V (a) ∼ = LΛ V (a) for an ideal a, it can happen that H i (λ W M ) = 0 for some i < 0 when M is not finitely generated, see [16, Example 5.4 ].
Remark 8.7. Let n ≥ 0 be an integer. Let a i be ideals of R and S i be multiplicatively closed subsets of R for 0 ≤ i ≤ n. In Notation 7.2 and Definition 7.4, one can replaceλ
i R), and construct a kind ofČech complexes. For theČech complex and λ W with W = 0≤i≤n (V (a i ) ∩ U Si ), it is possible to show similar results to Corollary 7.9 and Proposition 8.5, provided that one of the following conditions holds:
9.Čech complexes and complexes of pure-injective modules
In this section, as an application, we give a functorial way to construct a quasiisomorphism from a complex of flat R-modules or a complex of finitely generated R-modules to a complex of pure-injective R-modules.
We start with the following well-known fact.
Lemma 9.1. Let X be a complex of flat R-modules and Y be a complex of cotorsion R-modules. We assume that one of the following conditions holds:
(1) X is a right bounded and Y is left bounded; (2) X is bounded and dim R is finite.
Then we have RHom R (X, Y ) ∼ = Hom R (X, Y ).
One can prove this lemma by [12, Theorem 12.5.4] and Theorem 4.1.
Next, we recall the notion of pure-injective modules and resolutions. We say that a morphism f : M → N of R-modules is pure if f ⊗ R L is a monomorphism in Mod R for any R-module L. Moreover an R-module P is called pure-injective if Hom R (f, P ) is an epimorphism in Mod R for any pure morphism f : M → N of R-modules. Clearly, all injective R-modules are pure-injective. Furthermore, all pure-injective R-modules are cotorsion, see [8, Lemma 5.3.23] .
Let M be an R-module. A complex P together with a quasi-isomorphism M → P is called a pure-injective resolution of M if P consists of pure-injective R-modules and P i = 0 for i < 0. It is known that any R-module has its minimal pure-injective resolution, which is constructed by using pure-envelopes, see [7] and [8, Example 6.6.5, Definition 8.1.4]. Moreover, if F is a flat R-module and P is a pure-injective resolution of M , then we have RHom R (F, M ) ∼ = Hom R (F, P ) by Lemma 9.1. Now we observe that any cotorsion flat R-module is pure-injective. Consider an R-module of the form ( B R p ) ∧ p with some index set B and a prime ideal p, which is a cotorsion flat R-module. Writing E R (R/p) for the injective hull of R/p, we have ( There is another example of pure-injective R-modules. Let M be a finitely generated R-module. Using Five Lemma, we are able to prove an isomorphism By the above observation, we see that Corollary 7.12, (8.4) and Proposition 8.5 yield the following theorem, which is one of the main results of this paper. We remark that, in C(Mod R), L W N need not be isomorphic to a minimal pureinjective resolution P of N . In fact, when N is a projective or finitely generated R-module, it holds that P 0 ∼ = m∈W0 N m =λ 
On the other hand, for a flat or finitely generated R-module N , the differential maps in the pure-injective resolution L W N are concretely described. In addition, our approach based on the localization functor λ W and theČech complex L We close this paper with the following example of Theorem 9.2. Example 9.4. Let (R, m) be a 2-dimensional local domain with quotient field Q. Let W = {W i } 0≤i≤2 be as in Remark 9.3. Then L W R is a pure-injective resolution of R, and L W R is of the following form:
