Abstract-This paper presents a novel differential energy detection scheme for multi-carrier systems, which can form fast and reliable decision of spectrum availability even in very low signal-to-noise ratio (SNR) environment. For example, the proposed scheme can reach 90% in probability of detection (PD) and 10% in probability of false alarm (PFA) for the SNRs as low as 21 dB, while the observation length is equivalent to 2 multi-carrier symbol duration. The underlying initiative of the proposed scheme is applying order statistics on the clustered differential energy-spectral-density (ESD) in order to exploit the channel frequency diversity inherent in high data-rate communications. Specifically, to enjoy a good frequency diversity, the clustering operation is utilized to group uncorrelated subcarriers, while, the differential operation applied onto each cluster can effectively remove the noise floor and consequently overcome the impact of noise uncertainty while exploiting the frequency diversity. More importantly, the proposed scheme is designed to allow robustness in terms of both, time and frequency offsets. In order to analytically evaluate the proposed scheme, PFA and PD for Rayleigh fading channel are derived. The closed-form expressions show a clear relationship between the sensing performance and the cluster size, which is an indicator of the diversity gain. Moreover, we are able to observe up to 10 dB gain in the performance compared to the state-of-the-art spectrum sensing schemes.
Cluster-Based Differential Energy Detection for
Spectrum Sensing in Multi-Carrier Systems solutions for monitoring the spectrum availability proposed in the literature: 1) through an ubiquitous connection to the database, 2) a dedicated standardised channel to broadcast a beacon signal, 3) spectrum sensing [3] . Recently, Federal Communication Committee (FCC) [4] considered database connection for inclusion in the IEEE 802.22 standard [5] . However, it has been shown in [6] that the geo-location database solution might incur additional costs, e.g., signalling overhead, scheduling complexity and database maintenance costs. Nevertheless, spectrum sensing, thanks to its relatively low infrastructure cost, still receives more and more attention. Therefore, proposed by the Office of Communications (Ofcom) [7] a complementary application of both spectrum sensing and database connection can provide a practical solution for enabling spectrum availability monitoring. Spectrum sensing is a traditional topic in the scope of signal processing for mobile communications. It is quite mature yet for carrier sense multiple access (CSMA) [8] based random access networks, i.e., "listen before talk" communication protocols. New challenges and problems arise for spectrum sensing in flexible networks, e.g., cognitive radio, where it is required to meet the following three requirements.
• Fast spectrum sensing. Since it is not possible to transmit and sense simultaneously at a particular frequency band, sensing has to be interleaved with data transmission. Hence, the required observation time (or window) should be as short as possible in order to maximize the overall throughput.
• High accuracy. The spectrum sensing device identifies vacant spectrum bands by detecting presence of primary signal, i.e., by performing a binary hypothesis test. With noise and fading available in any communication system, sensing errors are inevitable. For example, false alarm occurs when an idle channel is detected as busy, and miss detection occurs when an occupied channel is declared as idle. In the occasion of a false alarm a transmission opportunity is overlooked, resulting in waste of the spectrum, while miss detection leads to collision with primary users and hence, interference.
• Low complexity. The computational complexity of the sensing device should be kept as low as possible in order to reduce the signal processing time, device energy consumption as well as the infrastructure cost. In addition, it is becoming increasingly demanding for delivering reliable spectrum sensing in very low signal-to-noise ratio (SNR) range, such that heavily shadowed signals can be identified.
A. Related Work
Spectrum sensing has been quite well investigated in the literature, for which there are many approaches reported. In general the existing spectrum sensing approaches can be divided into three main categories:
• Exploiting energy difference. The most well-known spectrum sensing approach developed under this category is the energy detection [9] . The energy detection is recognized as a blind sensing scheme with advantages such as low complexity and low latency. However, it is very sensitive to the noise uncertainty such that its performance is limited by the SNR wall [10] . In the last four decades since the publication of [9] , many solutions have been developed to make energy detection more robust in terms of SNR wall (e.g., [11] - [13] ), yet the noise uncertainty problem in spectrum sensing approaches based on the energy difference still exists.
• Exploiting stationarity difference. The initial works of spectrum sensing through stationarity difference can be traced back to work of Dandawate et al. in [14] , where second order cyclostionarity is employed. The cyclostationarity based scheme can trade latency with high sensing reliability. It is less sensitive to the noise uncertainty, provided the knowledge of the signals cyclic frequency [15] . The wavelet scheme is able to perform wide-band sensing with the aid of edge detection [16] . It is particularly useful for fast coarse spectrum sensing based on a number of non-stationary samples, hence, making use of the signals non-stationarity features. Fine spectrum sensing is further required in order to determine the vacancy of specified frequency bands. In addition, the Wigner-Ville based spectrum sensing [17] derives a greyscale image of the timefrequency description of the received signal through the Wigner-Ville transform and, similar to wavelet based detection, with the aid of edge detection is able to detect occupied frequency bands. Matched-filtering pilot based detection, given the knowledge of pilot symbols, reasonably good timing and frequency synchronizations, exploits the cyclostationary property of the pilot symbols to deliver fast and reliable sensing [18] . Furthermore, the eigenvalue-based detection scheme exploits orthogonality between the signal subspace and noise subspace using second order stationarity features to offer highly reliable spectrum sensing [19] . However, it often needs the support of multiple antennas, and the subspace decomposition costs cubic complexity.
• Exploiting the distribution difference. Given that in almost all communication system models, noise is assumed to be additive, white and Gaussian, one can determine the vacancy of a particular frequency band by observing the difference of the received signals distribution and that of the additive white Gaussian noise (AWGN). An example of such approaches would be the kurtosis-type scheme, which exploits the non-Gaussianity of communication signals [20] , [21] . This scheme features excellent accuracy at the price of large latency, due to higher-order statistics. A critical point is that the sensing performance degrades significantly when signals are approximately Gaussian. Entropy-based spectrum sensing can be thought of as an approach which also benefits from this property [22] . The probability space is partitioned into fixed dimensions and the Shannon entropy is employed as the information measure of the received signal, acting as the test statistic. A complete survey on the existing spectrum sensing techniques can be found in [23] - [25] .
It is realized that existing schemes can hardly meet the requirements of a fast and accurate spectrum sensing particularly in very low SNR range, (considering that the target SNR for a reliable spectrum sensing sensitivity is about [5] ) without introducing high complexity to the system. This observation motivates us to develop a new local spectrum sensing scheme, which can significantly improve the state-of-the-arts and provides a practical solution.
B. Contribution
The key contribution presented in this paper is a novel spectrum sensing scheme namely, cluster-based differential energy detection. It has several distinctive features including low latency, high accuracy reasonable computational complexity, as well as robustness to very low SNR. For example, the proposed scheme can reach 90% in probability of detection (PD) and 10% in probability of false alarm (PFA) for an SNR as low as , while the observation window is equivalent to 2 multi-carrier symbol duration. The proposed scheme at this stage is specially designed for sensing multi-carrier sources but we would argue that most of the current and future mobile networks are multi-carrier based systems, and thus it has a wide implication for practical applications.
The key idea of the proposed scheme is to exploit the channel frequency diversity inherent in high data-rate communications using the clustered differential ordered energy spectral density (ESD). Specifically, after the ESD computation, the clustering operation is utilized to group uncorrelated subcarriers based on the coherence bandwidth to enjoy a good frequency diversity. The knowledge of coherence bandwidth does not need to be very accurate (in this paper we employ the reciprocal of the maximal channel delay). Furthermore, making use of order statistics of the estimated ESD, we further increase the reliability of the sensing algorithm.
In order to exploit the second order moment diversity of the observed signal, a differential operation is performed on the rank ordered ESD. When the channel is frequency selective and the noise is white, the differential process can effectively remove the noise floor resulting in elimination of the noise uncertainty impact which is the main factor making energy detection reluctant [10] . At the final stage of the proposed scheme, the differential rank ordered ESD within different clusters are linearly combined in order to further reduce the effect of impulse/ spike noise. Binary hypothesis testing is then applied on either the maximum or the extremal quotient (maximum-to-minimum ratio) depending on the wireless channel characteristics of the sensed environment. More importantly, the proposed spectrum sensing scheme is designed to allow robustness in terms of both, time and frequency offset.
In order to analytically evaluate the proposed scheme, both PD and PFA are derived for Rayleigh fading channels. The closed-form expression shows a clear relationship between the sensing performance and the cluster size, i.e., channel coherence bandwidth, which is an indicator of the diversity gain. Computer simulations are carried out in order to evaluate the effectiveness of the proposed approach and to compare the performance of the proposed scheme with state-of-the-art spectrum sensing schemes where up to 10 dB gain in performance can be observed.
The rest of this paper is organized as follows, in Section II, the system model and problem formulation for practical multi-carrier communication environment are provided. The proposed differential energy detection scheme is presented in Section III along with possible solutions for overcoming physical impairments and further discussions. The theoretical analysis of the proposed technique in terms of two classical metrics, PFA and PD, are provided in Section IV followed by numerical results and computational complexity. Section V presents the simulation results, and finally conclusions are drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Multi-Carrier Systems 1) Transmitted Signal: A general framework of multi-carrier systems has been presented in [26] . The transmitted signal can be expressed in the matrix form, , where is an transmitted signal block, is an informationbearing symbol block with the covariance ( stands for the number of subcarriers, and for the identity matrix of size ), is an tall pre-coding matrix with full column rank, and subscript is the block index. There are two conventional approaches for implementing the pre-coding matrix , i.e.,
(1) (2) where is the normalized discrete Fourier transform (DFT) matrix [27] , in (2) is formed by collecting the last columns of , is an full rank matrix. This paper is focused on the cyclic prefix (CP) based system since it has been widely deployed in practical networks due to its advantages, e.g., eliminating inter-symbol interference and handling multi-path channels [28] . Nevertheless, it is shown in Section III-C how the proposed spectrum sensing scheme can be easily extended to the zero-padding (ZP) based system in (2) .
2) Signal Analysis at the Sensing Device: Consider a wireless device sensing a particular frequency band, in the absence of the multi-carrier signal, the device can only receive noise, otherwise, it receives a signal distorted by the frequency-selective channel (denoted by ), timing offset (denoted by ), frequency offset normalized by the subcarrier spacing (denoted by ), and additive white Gaussian noise (denoted by ). Indeed, there are many other distortions such as phase noise and non-linear distortions due to imperfect electro components [28] . But in this paper, we will focus on those major physical distortions, (i.e., frequency selective channel, noise, timing and frequency offsets) in order not to diverge the presentation of the key concept.
Given that the spectrum sensing device knows some key parameters of the operating air-interface such as the block length , the number of subcarriers , and the block duration , the received continuous-time signal is sampled at the sampling period of . Hence, the timing offset can be expressed into two parts: the integer timing offset and the fractional timing offset , where denotes the floor operator. It is understood that the fractional timing offset can be incorporated into the channel impact. Hence, the discrete-time equivalent form of the received signal is [29] (3)
where denotes the upper bound of channel order , , and the block index . Consider an vector , where stands for the matrix transpose, then (3) can be expressed as the matrix form (4) where , is the corresponding noise vector, is a lower triangle channel matrix, and is a upper triangle channel matrix. The detailed layout of both channel matrices depends on the timing offset , and the term is the inter-block interference (IBI).
B. Effect of Second Order Moment
The second-order moments of in (4) can be computed as below (5) where is the noise power. It is observed that the above result is constant with respect to the block index , and the carrier frequency offset (CFO) impact has been completely removed. This means that the second-order moments of has a period of . Furthermore, highly likely the diagonal entries of , for , are not constant with respect to the index due to the frequency selectivity nature of the communication channels in high data rates.
Remark: In practice, the processing (5), i.e., ensemble average, is replaced by the time average (6) where is the number of observation windows and is an matrix. The above substitution is due to limited processing time available. This would result in fluctuation of the ESD of AWGN (generation of impulse or heavily tailed noise). Hence, affecting the performance of any spectrum sensing algorithms regardless of what scheme is being employed. 
C. Statement of the Spectrum Sensing Problem
The general problem of spectrum sensing is modelled as the binary hypothesis testing with hypothesises:
, when the signal is absent; and , when the signal is present. The specific problem of interest in this paper is: given the noise to be white Gaussian, and independent of the multicarrier signal which is second-order cyclostationary with the period of , what is the efficient way to determine the presence of the signal formulated in (3) specifically, in low SNR range?
It is understood that the random sequence has the property due to it's cyclostationary property [27] , and the random sequence satisfies . In other words, in the absence of signal, i.e., , the random sequence of observation is a white process, otherwise, i.e., , a second-order cyclostationary process. Furthermore, as mentioned in Section II-B, making use of second-order moment of results in overcoming the CFO phenomenon. Hence employing second order moment yields the hypothesises (7) and (8) where and denote a central Chi squared distribution with degrees of freedom, and non-central Chi squared with non-centrality factor respectively. Thus, if the SNR of the received signal, i.e., , was fairly high the hypothesis test in (7) will be trivial. The problem of interest in this paper is to consider spectrum sensing in very low SNR which, given (7), is a rather challenging problem.
III. CLUSTER-BASED DIFFERENTIAL ENERGY DETECTION

A. Sensing of CP-Based Multi-Carrier Signals
Form an matrix by collecting the last columns and rows of defined in (6) . Consider the special case where the timing offset , i.e., . Due to the effect of CP, the second term at the right hand of (5) vanishes, i.e., IBI is removed, and the residual term can be written as (9) where is an circulant channel matrix defined in [26] . Then, an -point DFT operation is performed on leading to (10) where is an diagonal matrix, whose diagonal entries are in fact the channel frequency response (denoted by ). Let to be the row vector of . Hence, the diagonal entry of reads as (11) where denotes the Frobenius norm. Note that the above expression is equivalent to the ESD computation. In many multicarrier systems such as OFDM, multi-carrier code division multiple access (MC-CDMA), and single-carrier frequency division multiple access (SC-FDMA), the term is normalized [28] . Therefore, the term in (11) can be ignored leading to (12) Based on (12), we propose a cluster-based differential energy detection technique with the following steps. An overview of the proposed technique is illustrated in Fig. 1 . S1) Group , for , into clusters with each cluster having elements. The mathematical form of each cluster can be expressed by (13) The grouping criteria are: c1) elements within each cluster are statistically uncorrelated or weakly correlated; c2) all clusters are almost identical or strongly correlated in the noiseless case, i.e., . The criterion c1) is to assure that the channel gain within each cluster is sufficiently selective since the proposed differential energy detection technique aims to take advantage of the spectrum fluctuation induced by channel frequency selectivity. The criterion c2) is mainly for the purpose of de-noising through linear combination of all clusters on the step S3). Here, the noise is mainly referred to the residual noise after the second-order statistics (6) . In order to fulfil the criteria c1) and c2), we first divide the whole frequency band into sub-bands with each accommodating subcarriers. The mathematical form of the sub-band is expressible as: , . When the bandwidth of each sub-band is smaller than the channel coherence bandwidth, all elements in are highly correlated or approximately identical. Moreover, we can configure the parameter such that the bandwidth of the group is larger than the coherence bandwidth such that any two adjacent sub-bands are weakly correlated or even statistically independent. With the above configuration to be satisfied, the cluster can be generated through block wise interleaving of . The above statement implicitly indicates that the clustering process requires the knowledge of the coherence bandwidth which can be computed assuming the availability of accurate channel models. In case the accurate channel models are not available at the sensing device, we can use the upper bound of channel order to approximately estimate the coherence bandwidth (for instance we can let since the coherence bandwidth is generally inversely proportional to the channel order). Although, there is no optimal approach proposed to configure the parameter , our simulation results in Section V demonstrate excellent performance when using the configuration . It might also be worth mentioning that the idea of subcarrier clustering has recently received a lot of interests particularly for improving the communication quality and spectral efficiency in cognitive communications [30] - [33] . However, in our work, the subcarrier clustering is for improving the performance of spectrum sensing. S2) Sort in an ascending manner, and apply differentiation on each cluster respectively. This can be viewed as a rank conditioned rank selection process [34] , where the order can change in an adaptive manner from zero to . Advantages of such filtering process would be the insensitivity towards heavy tailed noise and impulsive noise while preserving the edge information [34] - [36] . The sorting operation allows smoothing of the input without affecting the statistics of the overall input. Furthermore, the differential operation allows us to observe the available second order moment diversity. As it can be observed from (12) , the sorting function will not have an effect in scenario given that . When considering a more practical scenario, i.e., limited number of samples, (ensemble average replaced by the time average (6)) we will experience noise power fluctuations. Thus, will no longer be constant and will follow the distribution described in (7) . Given that the input signal at this stage, , is independent (due to the clustering operation performed in the previous stage) and identically distributed (i.i.d), with cumulative density function , the probability density function of the output of the sorting operation is given by [37] (14) where is the value returned after the sorting operation, and is the input probability density function. It can be observed from (14) that is the product of the density function of the input, i.e.,
, and the function (15) It can be concluded that (15) is equivalent to beta probability density function [27] . Hence, the sorting operation is equivalent to multiplication of the input distribution function with a beta function, with shape parameters equal to and . Replacing , the expression of the expected value of the value of the output can be calculated using (16) where (since is increasing in addition to being continuous) and is the sorting function corresponding to highest value from set containing elements. The above equation reveals that the expected value after sorting operation is the integral of the product between the sort function, , and the inverse distribution function. Fig. 2 shows the sorting function and the input distribution superimposed and further demonstrates how sorting operations allows focusing on a particular region. Thus, the sorting operation will reduce the effect of noise power fluctuation through smoothing the sudden changes by focusing on a specific region of the input density function out one time, this can be particularly useful when dealing with impulse/spike noise hence, having a direct effect on the error probability. The sorting problem has attracted a great deal of research and since early 1950 s many sorting algorithm have been introduced in the literature, e.g., bucket sort, counting sort, spread sort. A comprehensive description of various search algorithms can be found in [38] . Hence, sorting operation in this step can be implemented using one of many developed sorting algorithm based on the memory/efficiency trade-off the spectrum sensing device requires. Therefore, the device does not need to perform the operations explained in (14)- (16) to sort the data. The main objective of the differential operation, which is further performed in this stage, is to remove the constant noise floor, i.e., , contained in all elements. The output of differentiation is denoted as with its element given by (17) It is clear that is zero for all in the absence of the signal, and undergoes a fluctuation in the presence of the signal due to the channel frequency selectivity. This distinctive feature motivates the test statistics presented in S3) and allows us to overcome the noise uncertainty problem inherent in the conventional energy detection. Furthermore, this stage is intended to exploit the second order moment diversity of the input signal distribution. Fig. 2 illustrates the shape/feature difference [39] (in terms of inverse CDF) which exists between various distributions. All three distributions in this figure have equal mean value, yet regions exist where the distributions are very distinct from one an other. In the case of no shape/feature difference, the performance of the proposed technique will degrade. Since today's high data rate communications always leads to frequency selective channel, we will experience shape difference and consequently second order moment diversity. S3) Perform linear combination of for for the purpose of de-noising, and then the following test (18) (19) where the threshold , should be carefully configured to manage the PD and PFA, which will be discussed in the performance analysis (see Section IV). The test metrics presented in (18) and (19) represent the maximum and the maximum to minimum ratio of the clustered ESD respectively, which have been widely used for sub-optimum decision making with low computational cost [40] . It is shown in Section IV-C that the proposed differential energy detection technique can offer comparable performance to the optimal detector in Neyman-Pearson sense [41] , however, the latter requires the knowledge of channel gain, noise power and signal power, which are often not available in practice for the spectrum sensing application.
B. Overcoming Timing Offset
As mentioned in Section II-B the effect of CFO has been already solved through employment of second-order statistics. Now, our main concern is to overcome the timing offset. In fact, the special case of can be hardly captured due to the lack of timing synchronization mechanism before the spectrum sensing component. In order to handle the problem of unknown timing offset effectively, we propose an " one ballot veto " policy to reject the hypothesis . The policy is stated as follows: S1) Form vectors, , where denotes the offset in time, S2) Compute according to (5), for ; S3) Apply the cluster-based differential energy detection explained in Section III-A on . If for any value of the test statistic satisfies criterion it is understood that the signal is present and the cluster-based differential energy detection algorithm would not be applied on the input after detecting the first value of meeting the condition. The underlying idea is, in the presence of a signal, there exists such a fulfilling the condition , and under this condition, the proposed spectrum sensing scheme can successfully reject the IBI. In the absence of signal, is approximately constant with respect to , due to constant energy of AWGN throughout the spectrum. Most certainly, this stage will add to the overall complexity of the algorithm which would be shown in Section IV-D. However, in order to increase the reliability of the sensing device, implementation of this stage is necessary.
C. Extension to the ZP-Based System
Let us start from the special case of . Using the result in [26] , we can easily justify that the second term at the right hand of (5) vanishes due to the implementation of ZP, i.e., (2) . Therefore,(5) can be expressed by (20) (21) Performing -point DFT on (21) yields (22) where , is an DFT matrix normalized by the factor , is an circulant channel matrix with formed by the corresponding channel frequency response. It is easy to observe that (22) has the same form as (10) . Therefore, the three step spectrum sensing algorithm proposed in Section III-A for the CP-based system can, be straightforwardly, applied on (21) .
Furthermore, the "one ballot veto" policy can be applied on the ZP-based system to handle the problem of unknown timing offset.
D. Knowledge of key Parameters
The proposed spectrum sensing technique requires the knowledge of several key parameters about the operating air-interface as well as channel models (i.e.,, the block length , the number of subcarriers , the sampling rate , as well as the upper bound of channel order ). Those knowledge of parameters are very commonly assumed in almost all estimation and detection techniques including spectrum sensing, e.g., in [9] , [14] [42], [43] . Lack of these parameters knowledge would result in performance degradation for all spectrum sensing techniques. Practically, it is possible to obtain the mentioned parameters through accessing a geo-location database. For example, the new Ofcom regulations [7] allow for sensing devices to access location-aided databases for obtaining key parameters about local air-interfaces and channel power delay profiles (PDPs). Design and maintenance of location-aided databases is an ongoing research activity in both Europe and US [4] , [44] . Surely, the impact of imperfect knowledge of air-interface parameters on the spectrum sensing performance is of interest to telecommunication engineers, however in this paper we would focus onto the main technical problem due to the limited page budget.
IV. PERFORMANCE ANALYSIS
Conventionally, the metrics of interests for performance evaluation of spectrum sensing are mainly the PFA, PD, and computational complexity. The PFA is often formulated for the AWGN case since it would not be affected by the channel fading. However, the PD is related to the channel fading behavior, and in this paper we are interested in the Rayleigh fading scenario. In addition to the PFA and PD analysis, we will present numerical results as well as the computational complexity of the proposed approach.
A. Probability of False Alarm
Mathematically, the probability of false alarm is defined by [9] T
where T denotes the test statistics. It reflects the probability of an event where the spectrum sensing device reports an alarm when the signal is actually not being transmitted. Let's consider the special case of . It is understood that elements of (see (13)) under the hypothesis follow independent and identical central Chi squared distributions with degrees of freedom [24] , i.e.,
where represents the Gamma function [27] . Hence, after the differentiation (ignoring the effect of the sorting operation), the element of based on Appendix A follows the p.d.f.
The linear combination employed in (18)- (19) will result in the following MGF (26) It can be observed that the random variable has an Erlang distribution [27] with the shape and rate parameter equal to and . Hence, its p.d.f is given by (27) Accordingly for Test II (see Appendix B), we can derive the p.d.f. of the ratio and , bearing in mind that the values of are non-negative, as [27] (28) Finally, applying (27) and (28) into (52) and (56) respectively, we can obtain the PFA as (29) (30) where , is the lower Gamma incomplete function, and is the Gauss hypergeometric function [45] .
The PFA formulas above indicate the probability where the second order moment diversity observed from the noise only input is higher than the test statistic. It can be observed from (30) that Test II can only be applied and is meaningful if the channel order is, . Hence, given the maximum channel order one can choose which test to employ. Furthermore, it can be concluded from (29) and (30) that the PFA of proposed schemes is a function of the cluster size , the number of clusters, , and sample complexity , as well as the thresholds , . Specifically, it is exponentially related to the inverse of the channel delay, i.e., , implying that the performance is exponentially effected by the frequency selectivity of the environment. This was expected as the key idea behind the proposed spectrum sensing approach is to make a decision based on the observed second order moment diversity resulting from the frequency selective channel. Furthermore, PFA will be reduced dramatically as . Given that for practical applications, the PFA is often given a fixed value, such as 10% as per the FCCs requirement [4] , (29) and (30) can be employed to determine the appropriate thresholds , for a given air interface, channel order and the required observation length, i.e.,
. The exact effect of threshold value on the performance of the proposed approach is shown in Section IV-C.
Remark: In the derivation of (25), we ignored the effect of the sorting operation. This is mainly because the exact probability density function of the order statistic from any continues population is rather difficult to deal with (see (14) ) and in most cases requires numerical evaluation of a nontrivial integral [37] . Since the earliest known bounds for the expected value of highest order statistic with was derived by Gumbel and Hartley and David, many work has been done on statistical properties of order statistics. The summery of which can be found in [37] . Despite all the work carried out on the area of the order statistics still the only effective way for determining the distribution of would be evaluating them numerically. However, using the probability-integral transformation we are able to approximate the variance of the order statistic, , of any continuous distribution as (31) where , or in other words the expected value of order statistics, can be approximated by: (32) where denotes the inverse cumulative distribution of the input signal. Please note that the above approximations will converge as (see [37, Chapter 3] for proof). The above approximations indicate that the sorting operation will have a direct effect on the performance of the proposed algorithm since it will reduce the variance of the data significantly. Thus, it can be concluded that the sorting operation will reduce the effect of noise power fluctuation resulting from the limited observation length. Hence, having a direct effect on the error probability as the test statistic is subject to less variation. Since it is not mathematically feasible to derive the performance incorporating the sorting operation we have shown the effect of the sorting operation in Section V through simulations.
B. Probability of Detection
The probability of detection is defined by
It reflects the probability of an event: the spectrum sensing device reports an alarm when the signal is indeed there. Similar to the analysis for PFA, we start the analysis of PD from the general model (7) . It has been proved that the random variable follows non-central Chi squared distribution with the p.d.f. [9] (34) where denotes the modified Bessel's function of the first kind, and the SNR affecting the value. Furthermore, we consider an interesting case when the SNR, , follows an independent and identical exponential distribution (35) where denotes the SNR mean.
Remark: In fact, modelling the SNR as an i.i.d. exponential distribution implies that the communication channel is a Rayleigh fading channel. Rayleigh fading is considered as one of the most practical models for tropospheric and ionospheric signal propagation as well as for the effect of heavily built-up urban environments on radio signals. Rayleigh fading is mostly applicable when there is no dominant propagation along a line of sight between the transmitter and receiver [8] . Since, based on FCC regulations [4] there is no guarantee that there would exist a line of sight between the sensing device and the transmitter, it would be a reasonable assumption to model the fading channel as Rayleigh fading.
The distribution of , whose MGF is given by (refer to (48) - (50)) (36) Hence, it can be concluded that follows a Laplace distribution [27] . Considering that follows a non-central Chi square distribution with degrees of freedom and the noncentrality factor of , and also the fact that is non-negative, the term in (53) is computed using the following (37) with , where denotes the generalized Marcum -function defined by (38) The PD for Test II can be evaluated using (57), where the p.d.f. of given by (39) Hence, the term in (57) given Rayleigh fading is given by (40) Once more considering the special case of , after the differentiation under the hypothesis , the differential SNR corresponding to (see (13) ) follows the Laplace distribution with the p.d.f. based on the derivation in (26) . Furthermore, the average of differential SNR can be computed by (41) Then, the term can be evaluated by (42) Based on the analysis in Appendix C, we can further write (42) into where denotes the hypergeometric function [45] , and the Laguerre polynomial function defined by (43) We can obtain the PD for Test I by applying (43) into(53).
Evaluating the PD of Test II requires the p.d.f of the ratio of . Based on the derivation in (28), we have
Then, the term can be computed by (45) Fig. 3 . The relationship between the PD and the observation length for and .
Considering considerably Low SNR such that , the integration in (45) can be computed by using Appendix C and the analysis in [46, Appendix A]. Hence, can be expressed by: (46) where (the full proof can be obtained by using [47] , Equation (25),). Finally, we can obtain the PD for Test II by applying (46) into(57).
It can be observed from (43) and (46) that the performance of the proposed spectrum sensing technique, in terms of PD, is affected by the average SNR value , sample complexity and the threshold value and and further exponentially effected by the channel order . Moreover, it can be observed from (53) and (46) that the performance of Test II improves much faster with the increase in channel order, . The effect of various parameters on the PD of the proposed approach will be discussed in detail and illustrated pictorially in Section IV-C.
C. Numerical Results and Discussions
Numerical results based on (29) and (30) for PFA and(53) and(57) for PD, are provided to visually demonstrate the effect of various factors. Fig. 3 illustrates how PD is affected by the observation length (latency) in Test I. The results are generated for the configuration where the number of sub-carriers , and the number of clusters . The threshold was fixed for achieving with the noise uncertainty factor set to 2 dB (the noise uncertainty factor in practical scenarios is typically between 1 to 2 dB [10] ). The main factor causing noise uncertainty is the temperature variations at the receiver which leads to inaccurate noise power measurements. The uncertainty in this paper is created by fixing assumed/estimated noise power based on the SNR value mentioned, while the real noise power varies with each realization by a certain degree according to the uncertainty factor. It is observed that the proposed approach features fast convergence rate. For example observing the point of , the PD improves by 5 dB in the SNR when the number of multi-carrier symbols varies from 3 to 5, while this improvement is as small as approximately 1 dB when varies from 20 to 30. Fig. 4 shows how the channel length would influence the PD when the observation length is set to . Take the point as an example, 8 dB gain in the SNR can be observed when varies from 0 to 4. Furthermore, 10 dB improvement when it varies from 4 to 12. It is an interesting result which clearly indicates the channel frequency-diversity gain inherent in the proposed spectrum sensing scheme.
The complementary receiver operating characteristic (ROC) curve for both Test I and Test II (in Rayleigh fading channel) are shown in Figs. 5 and 6 respectively. These Figures reflect a fundamental tradeoff between PFA and PD. Furthermore, the effect of the threshold value on both PFA and PD can be also observed, since different threshold values were employed to produce the PFA-PD tradeoff. In order to have a benchmark and also for performance comparison, the ROC curve for conventional energy detection with various uncertainty factors (U) are also illustrated. It is observed that the performance of the energy detection severely degrades as the uncertainty factor is introduced (this phenomenon has been fully investigated in [10] ). While, due to differential stage of the proposed technique, it is considerably robust to uncertainty factor. For the sake of comprehensive performance comparison, Fig. 5 also illustrates the ROC of the optimal detector in Neyman-Pearson sense [41] . It should be noted that the optimal detector requires channel gain, noise power and the transmitted signal power (which is not a feasible solution in practical scenarios). Hence, as expected it delivers better performance. 
D. Computational Complexity
The main complexity of the proposed scheme is due to the following stages:
1) The second-order time average: for the case of , this stage requires complex multiplications and additions. 2) Discrete Fourier Transform:
point DFT is implemented which introduces the complexity by . 3) Sorting: there are clusters consisting of elements, hence, the complexity of this stage is . 4) Differentiation: this stage consists of subtracting every element of from its previous one for each cluster, hence the computational complexity is given by . 5) Linear combination: This would add a further complexity of .
6) Decision making: Finally the extreme value(s) is selected and compared to the predetermined threshold value. Consequently adding a complexity factor of . Resulting in the overall computational complexity: (47) Note that the above complexity is for the case . When employing the "one ballot veto" scheme for arbitrary (see Section III-A), the computational complexity is increased by a factor of (in the worst case scenario). As it can be observed the last three terms are negligible in comparison with other terms, the overall complexity of the proposed scheme can be approximately written by . This reflects that the proposed scheme requires a relatively low computational complexity, making it suitable for practical scenarios, where computational efficiency is a key issue.
V. SIMULATION RESULTS AND DISCUSSIONS
Computer simulations were performed to evaluate the proposed spectrum sensing scheme. The system investigated in this section has sub-carriers with the sub-carrier spacing of 15 kHz (3GPP LTE-advanced system [48] ), each frame consists of 7 OFDM blocks with the CP length of , the sampling frequency is the same as the signal bandwidth of 30.72 MHz. The carrier frequency is also set at 5 GHz. The communication channel is generated according to the WINNER channel model under B2 outdoor scenario [49] , and the sensing device is moving at the speed of 3 km/h. The SNR is defined by the average received symbol energy to noise ratio at the sensing device. The threshold for hypothesis test is carefully chosen so that the PFA is fixed to 10%. All simulation results were obtained by averaging over 2,000 Monte Carlo realizations.
1) Experiment 1:
The objective of this experiment is to examine the analytical analysis obtained in the previous sections by comparing them against the simulation results based on the configuration explained above and further to show the effect of the sorting operation on the performance of the proposed scheme. Figs. 7 and 8 demonstrate the probability of detection for different observation lengths given various average SNRs for Test I and Test II, respectively. We can observe a very small difference between analytical results and simulation results when the observation length is larger than two symbols duration. The difference becomes large when the observation length is less than two symbols duration. This is mainly caused by the insufficient statistics used in signal processing. Comparing Figs. 7 and 8 verifies that Test II outperforms Test I, particularly, when the observation length is short. This difference is mitigated with the increase of observation length. We have also shown the effect of the sorting operation through simulations in Figs. 7 and 8. As it can be observed, the sorting operation can improve the performance as the observation length is increased. This was expected as previously explained in Sections III-A and IV-A.
2) Experiment 2: The objective of this experiment is to examine the proposed scheme with respect to the state-of-the-art spectrum sensing approaches. Since, the proposed approach is based on exploiting the second order moment frequency diversity, it is essential to check how much gain is introduced due to this exploitation by having the frequency-domain energy detection as a benchmark for performance comparison. The threshold setting for energy detection can be found in [9] . The simulation performed for energy detection are based on noise uncertainty factor, dB and the threshold is based on the assumed/estimated noise power while the real noise power varies with each Monte Carlo realization by a certain degree depending on the uncertainty factor. Fig. 9 shows the performance comparison when observation length, symbols. It can be observed that the performance of energy detection is considerably dependent on the noise uncertainty factor. It is further proved in [10] that increasing the observation length does not affect the performance of the energy detection scheme when the exact noise power is not known, i.e.,
. Fig. 9 also illustrates the performance of the second order cyclostationarity based detection. The proposed approach is able to outperform the second order cyclostationarity by at least 8 dB when . Cyclostationarity based detection relies on the cyclic frequency of the received signal to determine existence of a source. Hence, deep fading at cyclic frequency can have a detrimental effect on its performance while the proposed technique takes advantage of this fading to exploit the moment diversity. The performance of the proposed approach is also compared to Wigner-Ville based spectrum sensing [17] . For this purpose, in order to have fair comparison, we have modified the original work in [17] to accommodate a SISO environment. As shown in Fig. 9 the mentioned approach can deliver acceptable performance up to SNR of . However, as the SNR further decreases, the performance of Wigner-Ville transform based approach also decreases. This was expected since noise power fluctuation increases such that it makes the edge detection used in this approach reluctant. The performance comparison is also carried out for pilot based detection [50] and differential based energy detection [51] . In order to carry out simulations for the pilot based detection, it is assumed that the pilot symbols are embedded in each OFDM block, which are equally spaced for every 16 or 32 sub-carriers. Since, the mentioned pilot based detection is based on the energy of the pilot symbols it is affected by the noise uncertainty factor. Therefore, the performance was evaluated for and . Fig. 9 shows that the proposed technique is able to outperform the mentioned technique by at least 10 dB. It should be also noted that pilot based detection requires synchronization and pilot information while this problem can be overcome in the proposed technique with the implementation of the "one ballot veto" policy.
Since the detection technique introduced in [51] , also exploits the frequency diversity of the channel our main concern is to observe how much improvement can be delivered by the clustered-based energy detection. Fig. 9 further shows that the proposed approach can outperform the differential energy detection by at least 5 dB in low SNR environments. This improvement is mainly due to the clustering, the linear combination and the "one ballot veto" policy which are implemented. It is noteworthy to mention that the clustering operation not only improves the performance of the proposed techniques but also reduces the complexity by a factor of .
3) Experiment 3:
The objective of this experiment is to observe the performance improvement due to the clustering and differential stages. As it was explained, the main purpose of the differential stage is to remove the AWGN which is available in all the frequency bands and to further exploit the frequency diversity, while the clustering operation is to remove any possible correlation in the ESD due to the fading channel. In order to observe how much improvement can be achieved when incorporating these two stages (i.e., clustering and differential stages), we have set an experiment were the proposed technique in Section III-A is compared to its equivalent without the mentioned two stages. Without differential and clustering operations the proposed technique can be thought of as a simplified eigenvalue detection [19] where instead of making decision based on the ratio of the eigenvalues of the covariance matrix of the received signal, the decision is based on the ratio of the maximum and the minimum of the ESD of the received signal. This comparison is possible since, in multi-carrier systems, parallel transmission is performed, hence, the DFT decomposition can be considered as a special case of eigenvalue decomposition. The result of this performance comparison for different observation lengths is shown in Fig. 10 . As it can be observed we are able to achieve up to 10 dB gain in performance. Furthermore, as expected, this gain is more apparent as the observation is increased.
VI. CONCLUSION
In this paper a novel differential energy detection scheme for multi-carrier systems, which can form fast and reliable decision of spectrum availability even in very low signal-to-noise ratio (SNR) environment has been proposed. The underlying initiative of the proposed scheme is applying order statistics onto the clustered differential energy spectral density in order to exploit the channel frequency diversity inherent in high data-rate communications. Specifically, the clustering operation is utilized to group uncorrelated subcarriers into clusters according to the coherence bandwidth in order to enjoy good frequency diversity, and the differential operation applied onto each cluster effectively reduces the impact of noise uncertainty, consequently improves the sensing reliability. In order to analytically evaluate the proposed scheme, both the average PD and PFA were derived for Rayleigh fading channels. The closed-form expressions showed a clear relationship between the sensing performance and the cluster size (the indicator of diversity gain). It has been shown through simulations that the proposed approach provides up to 10 dB gain in comparison to the state-of-the-art spectrum sensing schemes.
APPENDIX A
The moment generating function (MGF) of the output of the differential process in step S2 in Section III-A, , (which is expressed as the product of the MGF of two central Chi squared random variables shown in (24) ) is given by [27] (48) where denotes the MGF of random variable , and denotes the time-domain index. Hence, (48) indicates that follows a summation of i.i.d. Laplace distributions (with location parameter and scaling parameter ), whose their MGF functions are given by [27] L
where L denotes a random variable following a Laplace distribution. Moreover, we know for a fact that is non-negative due to the sorting process. Therefore, it can be concluded that distribution of can be further simplified to summation of exponential distributions with scale factor 0.5. Hence, the probability density function (p.d.f.) of (50) Applying (58) into (42), the integration part can be computed by (59) where , , and . Using combination of Bessel functions and exponentials in [45] , the above terms can be evaluated.
