Abstract-We consider the problem of joint estimation of structured covariance matrices. Assuming the structure is unknown, estimation is achieved using heterogeneous training sets. Namely, given groups of measurements coming from centered populations with different covariances, our aim is to determine the mutual structure of these covariance matrices and estimate them. Supposing that the covariances span a low dimensional affine subspace in the space of symmetric matrices, we develop a new efficient algorithm discovering the structure and using it to improve the estimation. Our technique is based on the application of principal component analysis in the matrix space. We also derive an upper performance bound of the proposed algorithm in the Gaussian scenario and compare it with the Cramér-Rao lower bound. Numerical simulations are presented to illustrate the performance benefits of the proposed method.
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I. INTRODUCTION
L ARGE scale covariance matrix estimation using a moderate number of measurements is a fundamental problem in modern multivariate statistics. In such environments the Sample Covariance Matrix (SCM) may provide a poor estimate of the true covariance. The scarce amount of samples is especially a problem in financial data analysis where few stationary monthly observations of numerous stock indexes are used to estimate the joint covariance matrix of the stock returns [1] , [2] , bioinformatics where clustering of genes is obtained based on gene sequences sampled from a small population [3] , computational immunology where correlations among mutations in viral strains are estimated from sampled viral sequences and used as a basis of novel vaccine design [4] , [5] , psychology where the covariance matrix of multiple psychological traits is estimated from data collected on a group of tested individuals [6] , or electrical engineering where signal samples extracted from a possibly short time window are used to retrieve parameters of the signal [7] .
A common approach to work around the sample deficiency problem is to introduce prior information, which reduces the number of degrees of freedom in the model and allows a more accurate estimation with few samples. Prior knowledge can originate from the physics of the underlying phenomena or from similar datasets, see e.g., [8] - [10] . The most widely used approaches here are shrinkage towards a known matrix [11] , [12] , or assuming the true covariance matrix to be structured [13] - [21] . We focus on prior knowledge in the form of structural constraints, which are most commonly affine. Probably the most popular of them is the Toeplitz model [8] , [13] - [15] , [21] - [25] , closely related to it are circulant matrices [16] , [17] . In other settings the number of parameters can be reduced by assuming that the covariance matrix is sparse [18] - [20] . A popular sparse model is the banded covariance, which is associated with time-varying moving average models [15] , [21] . Other examples of structured covariances include factor models [26] , permutation invariant models [27] , and many others.
An important feature shared by the works listed in the previous paragraph is that they consider a single and static environment where the structure of the true parameter matrix, or at least the class of structures, as in the sparse case, is known in advance. Often, this is not the case and techniques are needed to learn the structure from the observations. A typical approach is to consider multiple datasets sharing a similar structure but non homogeneous environments [28] - [30] . This is, for example, the case in covariance estimation for classification across multiple classes [31] . A related problem addresses tracking a time varying covariance throughout a stream of data [15] , [32] , where it is assumed that the structure changes at a slower rate than the covariances themselves [33] . Here too, it is natural to divide this stream of data into independent blocks of measurements with unchanging covariance inside each block.
Our goal is to first rigorously state the problem of joint covariance estimation with linear structure and derive lower performance bounds for the family of unbiased estimators in the Gaussian scenario. Secondly, we propose and analyze new algorithms of learning and exploiting the linear structure to improve the covariance estimation. More exactly, given a few groups of measurements having different second moments each, our target is to determine the underlying low dimensional affine subspace containing or approximately containing the covariances of all the groups. The discovered hyperplane is further used to improve the matrix parameter estimation. Most of the previous works considered particular cases of this method, e.g., factor models, entry-wise linear structures like in sparse and banded cases, or specific patterns like in Toeplitz, circulant and other models. Our algorithm treats the SCM of the heterogeneous populations as vectors in the space of matrices and is based on application of the principal component analysis (PCA) to learn their low-dimensional structure. To make the performance analysis a tractable problem, we assume the data is normal in the corresponding sections. However, we would like to emphasize that the same algorithm can be utilized in non-Gaussian heavy-tailed environment after appropriate parameter tuning.
The paper is organized as following. First, we introduce the notations, state the problems and provide examples of affine structures motivating the work. Then we derive the lower performance bound for a class of unbiased estimators. Next we propose our algorithm and provide its upper performance bound. We conclude by numerical simulations demonstrating the performance advantages of the proposed technique and supporting our theoretical results. The proofs and auxiliary statements are postponed to Appendix. We assume that (2) belong to an dimensional affine subspace of . Our main goal is to estimate this subspace and use it to improve the covariance matrices estimation. As a matter of application we will assume that is known or not known in advance. In the latter case we will also explain how to determine it from the data.
Notations
Let us list the most common affine covariance constraints naturally appearing in typical signal processing applications.
• Diagonal: The simplest example of a structure is given by diagonal matrices. The covariance matrix is diagonal when the noise variates are independent, or can be assumed so with great precision. In this case the low dimensional subspace containing the structured matrices is dimensional.
• Banded: In a similar manner it is often reasonable to assume non-neighboring variates of the sampled vectors to be uncorrelated. Claiming that -th element of the random vector is uncorrelated with the -th if leads to -banded covariance structure. The subspace of symmetric -banded matrices constitutes an dimensional subspace inside . Banded covariance matrices often naturally appear in time-varying moving average models or in spatially distributed networks, [14] , [21] - [24] .
• Circulant: The next common type of structured covariance matrices are symmetric circulant matrices, defined as
with the natural symmetry conditions such as etc. Symmetric circulant matrices belong to an dimensional subspace if is even and if it is odd. Such matrices are typically used as approximations to Toeplitz matrices [9] which are associated with signals that obey periodic stochastic properties for example the yearly variation of temperature in a particular location. A special case of such processes are the classical stationary processes, which are ubiquitous in engineering, [16] , [17] .
• Toeplitz: A natural generalization of circulant are Toeplitz matrices. The covariance matrix appears to possess Toeplitz structure whenever the correlation between the -th and the -th components depend only on the difference . The dimension of a subspace of Toeplitz symmetric matrices is . The two classical models for spectrum estimation utilizing the Toeplitz structures are the moving average (MA) and the autoregressive (AR) processes, [14] , [15] . Interestingly, the finite process can be easily shown to be equivalent to -banded Toeplitz covariance model, having the dimension . • Proper Complex: Many physical processes can be conveniently described in terms of complex signals. For example, the most frequently appearing model of complex Gaussian noise is the circularly symmetric one [34] . Such noise is completely characterized by its mean and rotation invariant hermitian covariance matrix . Denote centered proper complex distributions as
The real representation of the covariance reads as (4) We see that possesses a simple linear dimensional structure, where is the dimension of , which is always even. An analogous reasoning applies to proper quaternion covariances [35] . In the following it will be convenient to use a single matrix notation for the multiple linearly structured matrices. Set (5) (6) Using this notation, the prior subspace knowledge is equivalent to a low-rank constraint (7) where and . Essentially our problem reduces to estimation of given groups of i.i.d. measurements coming from the corresponding centered distributions with covariances .
III. LOWER PERFORMANCE BOUNDS
Before addressing possible solutions for the above joint covariance estimation problem, it is instructive to examine the inherent performance bounds. To obtain such performance bounds we use the Cramer-Rao Bound ( ) to lower bound the Mean Squared Error ( ) of any unbiased estimator of , defined as (8) The is bounded from below by the trace of the corresponding matrix. Note that depends on , which is a discrete parameter, thus making the derivation an intractable task. Therefore, it is common to develop the lower bounds assuming is known, which we also do below.
To compute the , for each we stack the measurements from (1) into a single vector . . . (9) where the extended covariance is given by (10) Here the operator returns a block-diagonal matrix of size with -s as its diagonal blocks. The Jacobian matrix of (9) parametrized as in (10) 
where we have used the following notation: (12) and the formulas (13)
Proof: The proof can be found in Appendix A. This lemma implies that is rank deficient, as (15) reflecting the fact that the parametrization of or by the pair is unidentifiable. Indeed for any invertible matrix , the pair fits as good. Due to this ambiguity the matrix is singular and in order to compute the we use the Moore-Penrose pseudo-inverse of instead of inverse, as justified by [36] . Given i.i.d. samples
, we obtain (16) For the Gaussian population the matrix is derived in [37] and reads as (17) where is the square submatrix of corresponding to the subset of indices from . The bound on the is therefore given by (18) Denote (19) To get more insight on (18) we bound it from below (20) The dependence on the model parameters here is similar to that obtained by [38] for the problem of low-rank matrix reconstruction. An important quantity is the marginal per one matrix , which is proportional to (21) This value quantifies the minimal per single estimated matrix for an unbiased estimator and can be interpreted as following. As we have already mentioned, our goal can be coarsely partitioned into two phases and consists in 1) structure estimation and 2) its application to the improved covariance estimation. The two summands in the right-hand side of (21) can be roughly related to these two phases. The first summand is responsible for the structure subspace estimation, thus representing the approximation error. It depends linearly on the number of estimated degrees of freedom:
is the number of unknowns in dimensional basis vectors, who need to be defined only up to an invertible transformation. This term decreases with the number of groups due to the natural averaging of the error, similarly to the basic PCA. On the other hand, the second summand is the estimation error of a single covariance matrix assuming the structure is perfectly known. It only needs to account for calculating the unknown coordinates in the known basis and does not depend neither on the ambient dimension , nor on .
IV. TSVD ALGORITHM

A. The Basic Algorithm
In this section we present our algorithm for recovery of the true underlying covariances . We make use of the representation (7) of with a small change in notation consisting in separation of the columns mean (22) This is done in order to improve the performance of the proposed PCA-based algorithm. Consider the SCM of the -th group of measurements (23) and let (24) Denote by (25) the measurement matrix, and compute the average of the columns (26) Consider the matrix of residuals (27) its SVD reads as (28) where the singular values are sorted in the decreasing order and . We propose to use the matrix (29) as an estimate of (30) This approach is based on Eckart-Young theorem and we refer to it as Truncated SVD (TSVD) method [39] . Finally, for the estimator of we have (31)
B. How to Choose the Rank?
In real world settings the true rank of the structure subspace is rarely known in advance and one needs to estimate it from the data before applying the TSVD technique. It is instructive to think about rank estimation, followed by TSVD, simply as thresholding of the data singular values. Denote the threshold value by , then the thresholding rule is equivalent to saying that all the diagonal values of are not less than , and that of are less. A large variety of thresholding techniques exist, e.g., hard thresholding, see [40] and references therein. Unfortunately, almost none of them can be applied in our scenario due to two main reasons. First, most of them require the noise to be independent of the signal, which is not the case in our setting. Second, most of the thresholding approaches rely on prior knowledge about the power or spectral characteristics of the noise, which are known a priori, measured from the secondary data or can be somehow estimated from the samples. In our problem prior information is unavailable and such estimations can not be performed. Instead, we propose a different approach utilizing the fact that the noisy measurements come from Wishart populations.
Consider the expected signal power of (32) For large enough (33) where and (34) is the spherecity coefficient, [41] , measuring how close is to the identity matrix. Now (33) implies that the unknown squared norm of the true covariance is given by (35) We use the following result to estimate the unknown . Lemma 2: [41] Let and both tend to infinity in such a way that , then
Based on this lemma, use as an estimate of and as an estimate of to obtain
The ratio of the desired signal's power to the power of measurements, , can now be estimated by (38) This derivation suggests a simple rule of thumb for thresholding the spectrum. As an estimate of the rank we take the number of largest singular values of carrying the fraction of the signal's energy,
Below we test this rank recovery method in comparison to different approaches by numerical simulations. We conclude this subsection by noticing that the proposed algorithm provides consistent estimates of the true covariances when since in this case and all the SCM-s converge to their expectations -s.
C. TSVD Upper Performance Bound
In this section we provide the performance analysis of the proposed TSVD algorithm in the Gaussian scenario, assuming and are known. Since our goal is to discover the dependence of the error probability on the model parameters and , we must actually consider not a single estimation problem, but rather a sequence of problems. For this purpose in the current section we assume that and are fixed and we are given a sequence of estimation problems parametrized by their true covariances as functions of and , while still denoting them by for brevity. We make the following natural assumption.
Assumption 1: The condition number of the true matrix parameter is bounded as (40)
where and do not depend on or . In addition, without loss of generality let . Theorem 1: Under Assumption 1 with probability at least (41) where and do not depend on or . Proof: Denote by the zero mean noise matrix (42) The proof consists of two stages. First, using Weyl's and Wedin's Theorems, Lemma 3 establishes a deterministic bound on depending on and . On the second stage we use concentration of measure results to achieve high-probability bound on the norm , yielding the desired result.
Lemma 3: When and
are known,
The proof can be found in the Appendix B. This result quantifies the intuition that the error bound should depend on the intrinsic dimension of the estimated subspace, rather than on the ambient dimension .
We now proceed to the second stage of the proof and develop a high-probability bound on the spectral norm of in the following Lemma 4: with probability at least ,
where does not depend on the model parameters or .
Proof: The proof can be found in the Appendix C. Plug (44) into (43) to obtain that with probability at least ,
where does not depend on the model parameters and the last inequality is due to Assumption 1. We finally obtain that with probability at least ,
and the statement follows. A few important points comparing the obtained result with the lower bound (20) and other results are in place here. The obtained performance bound (41) suggests that the error is bounded with high probability by a product of a linear combination of and with , rather than the ambient dimension of the space. Compared to the lower bound (20) , it shows that the proposed TSVD algorithm exhibits near-optimal dependence on the model parameters and . Due to the nature of the results utilized in the proof, such as Lemmas 9 and 10, the exact values of constants and can hardly be computed. It is in fact common to provide high-probability results of such kind without calculating the universal constants since usually the main purpose of such inequalities is to determine the dependence of the error and its probability on the model parameters of the problem, such as dimensions, number of degreed of freedom etc. This prevents one from providing exact numerical results and plotting performance curves, however, provides an indispensable insight onto the behavior of the estimator in different scenarios.
D. Performance With Unknown Rank
Recall that both the lower and upper bounds developed so far assume that the rank is known a priori. One of the open questions regarding the performance of our TSVD algorithms is how these error bounds should be corrected to account for unknown parameter . One of the central issues here is the thresholding policy which governs the rank selection and thus directly affects the performance of the algorithm. Unfortunately, all the recent analytic techniques developed by the asymptotic Random Matrix Theory (in liming regime), see [40] , [42] and references therein, and by non-asymptotic RMT (for finite and ), [43] , treat only the simplest cases of fixed thresholds in Gaussian noise or fixed rank in special kinds of non-Gaussian noises. To the best of our knowledge this is the first work providing theoretical high-probability bounds in fixed rank and sub-elliptical noise scenario, which was possible due to the recent result by R. Adamczak, [44] . Further development of the utilized techniques and their application to different thresholds is one of our primary future goals.
E. Positive Definiteness
The columns of the algorithm input matrix , when appropriately reshaped, form Wishart matrices and, thus, positive semidefinite. Despite this, since our TSVD method is an affine technique, the columns of output matrix may have negative eigenvalues after reshaping. This effect obviously vanishes in the classical asymptotic regime when tents to infinity, since the truncation threshold must converge to zero. Moreover, all the columns become positive definite with high probability already when the threshold is larger than the minimal true eigenvalue . In fact, we may modify the TSVD technique to incorporate the positive definiteness conditions, thus turning it into an optimization program, however this complication will deteriorate the performance and seems not to be worth the effort. Much simpler methods may be used, such as simply projecting the obtained estimates onto the positive semidefinite cone, or manually reducing the thresholding level. A similar issue is discussed in [45] and its comprehensive treatment may deserve a separate study.
F. Non-Gaussian Settings
As we have already mentioned in the Introduction, the proposed TSVD method can be successfully applied in non-Gaussian scenarios, as well. Despite being vulnerable to outliers, it works quite stably in heavy-tailed populations such as elliptical family. The only adjustable parameter of the TSVD method is the truncation threshold which must be tuned to confirm with the underlying distribution. This tuning can be performed numerically, as we demonstrate in the next section.
V. NUMERICAL SIMULATIONS
A. TSVD Performance in Toeplitz Model
For our first experiment we took a Toeplitz setting with . The true covariances were generated as (47) where has ones on the -th and -th subdiagonals and zeros otherwise, and were i.i.d. uniformly distributed over the interval . For each we repeated the trials in (47) until the obtained matrix was positive definite. Fig. 1 shows the dependence of the on when . In the unknown case we took power threshold for our TSVD algorithm, as defined in (39) . For comparison we also plot the -s of the SCM and its projection (Proj(SCM)) onto the known subspace structure and the true bound given by (18) . Note that the Proj(SCM) performs better than since it assumes the structure to be completely known, thus making the approximation error to be zero and only accounting for the estimation error. In addition, we observe that the performance curve of the proposed TSVD technique crosses the curve, thus witnessing its biasedness, which however vanishes asymptotically, since our algorithm provides consistent estimates when with fixed. Fig. 2 compares different thresholding techniques. As the benchmarks we took the Asymptotically Optimal Hard Thresholding (AOHT), proposed by M. Gavish and D. L. Donoho in [40] and the so-called "elbow method". The AOHT approach consists in hard thresholding the singular values of a noisy low rank matrix at a fixed level of (48) independent of the true rank value. Here the function is defined in [40] together with the numerical algorithm of its evaluation, and is the median of the singular values of . As the authors demonstrate in [40] , this approach provides asymptotically optimal hard thresholding under specific assumptions on the noise (in particular, the noise column vectors are assumed i.i.d. white Gaussian). We applied the threshold to the original measurement (AOHT-S in the figure), and its centered counterpart (AOHT-S-c in the figure) . As the graph suggests, these two approaches give very close results and perform poorly, compared to our -thresholding, when the number of measurements in each group is relatively small. The "elbow method" consists in thresholding the spectrum of at the level of the largest gap between the consecutive singular values of . This intuitive rule follows the well known observation that the eigenvalues corresponding to the signal and noise usually group into clusters separated by a significant gap. This observation also relies on specific properties of the noise which can be violated in our settings. For comparison, we plot the empirical s of the "elbow method" applied to (Elbow-S in the figure) and (Elbow-S-c in the figure) correspondingly.
In the third experiment we set fixed and explored the dependence of the on the number of groups in the same setting as before. Fig. 3 verifies that the marginal depends on as predicted by formula (21) .
B. TSVD Time-Tracking
For the second experiment we considered the problem of tracking a time-varying covariance in complex populations. We used the Data Generating Process (DGP) of Patton and Sheppard, [46] , which allows for dynamically changing covariances in the spirit of a multivariate GARCH-type model, [47] , Fig. 4 . TSVD algorithm learning the low-dimensional subspace with time. [48] . One of variations of this DGP suggests the following data model: (49) where we assumed the generating data to be proper complex, and defined the hermitian time-varying covariance to change according to the law
Here are random matrices with i.i.d. standard normally distributed entries, is arbitrary positive-definite hermitian and . The low-dimensional structure appearing in this setting is due to properness of the covariances (see (4) ). In order to explore it, the obtained complex data was represented as doublesized real measurements. Each clock ticks we formed the SCM of the last measurements, where was the last time count. Then we concatenated the vector to the matrix of growing size to obtain and applied our TSVD algorithm to it. Thus, our structure knowledge was updated every ticks, and we expected the error of the covariance estimation to decrease with time. We performed the experiment with and . Fig. 4 compares the temporal behavior of the -s of the SCM, TSVD applied to it and the projection of SCM on the subspace spanned by proper covariances. The -s were obtained by averaging the squared errors over 10000 iterations. The graph clearly demonstrates that proposed TSVD algorithm successfully learns the structure when the number of sample groups approaches the ambient space dimension, as we would be expected from a PCA-based algorithm. Note in addition an almost linear convergence of the empirical , demonstrating the power of the utilized technique. Finally, we should add that the influence of the value of on the graph follows our theoretical analysis. In particular, when grows large, the gap between the SCM and Proj(SCM) curves gradually vanishes with accordance to the Law of Large Numbers. This rule also works in the opposite direction, namely, when decreases the gap grows but the algorithm succeeds to learn the structure. However, this behavior breaks when becomes comparable with the dimension , and below some threshold the learning algorithm fails to completely approach the Proj(SCM) curve.
C. Non-Gaussian Scenario
To demonstrate the performance advantages of the proposed TSVD algorithm in a broader non-Gaussian setting we considered the compound Gaussian model, where the samples were generated as , with and -standard Rayleigh distributed. The covariance matrices were obtained as in Section V-A. In this case theoretical results are much harder to derive and we rely on numerical parameter tuning. Fig. 5 compares the same thresholding techniques as above with a threshold fixed at a specific fraction of the total signal power. Namely, the MSE -power curve was obtained in a way similar to the -power one, however, the thresholding level did not depend on the data, but rather was fixed at a level of 0.8. More flexible parameter tuning algorithms taking into account the specific properties of the non-Gaussian populations deserve a separate study and constitute one of the central goals of our current research.
One of the main drawbacks of the proposed TSVD technique is its vulnerability to outliers. This is due to the fact that SCM has zero breakdown point (in other words the SCM estimator can be invalidated by a single outlier). To treat this problem alternative approaches taking into consideration specific properties of the underlying distributions of the samples can be utilized. In particular, we may replace the SCM-s by different estimators, such as M-estimators or similar having positive breakdown points and thus being stable under small deviations from the model populations, [49] , [50] . For example, we can use Tyler's estimator [51] to estimate the group covariances instead of the SCM-s. However, when Tyler's estimator is used, one cannot usually do without significant number of samples and must in addition tune its scaling parameter based on some a priori information. An additional possibility to treat the problem of outliers is to replace the basic PCA (TSVD) technique by a more complicated robust PCA approach, [52] . We must admit that the idea of applying different basic estimators, using robust PCA and TSVD parameter tuning in these cases goes beyond the scope of the current topic and may deserve its own separate research.
VI. CONCLUSION
In this paper we consider the problem of joint covariance estimation with linear structure, given heterogeneous measurements. The main challenge in this scenario is twofold. At first, the underlying structure is to be discovered, and then utilized to improve the covariance estimation. We propose a PCA-based algorithm in the space of matrices, solving the both tasks simultaneously. In addition, we analyze the performance bounds of this algorithm and show it is close to being optimal. Finally, we demonstrate its advantages through numerical simulations. 
where denotes the first columns of . Let us look at the first rows of (53) By subtracting form the first columns necessary linear combinations of this matrix can be brought to the form (54) where the first rows of are zero. Performing the same procedure for all the row submatrices yields
of the same rank as . The first columns of read as . . . . . . (56) and therefore,
Performing the same operation on the column submatrices gives The following definitions and basic lemmas from the theory of Orlicz spaces can be found in such classical references as [54] , or in a more convenient form in recent works such as [55] . 74) are constructed as and therefore, . This may only affect the numerical constants by the magnitude of up to 2. In order to apply Lemma 10 we need to make sure the conditions (71) and (72) are satisfied. For this purpose fix a matrix and consider the univariate variable for some fixed with . Note that (75) and among all the matrices of norm one, the Orlicz norm of the right-hand side of (75) 
to obtain
where for convenience we have ordered the elements of in such a way that the diagonal of goes first, then the upper triangular part and then the lower triangular part. We, therefore, obtain,
Finally we obtain that with probability at least ,
where we have used the fact that (94) is bounded. Now replace back by , which can at most affect the constants by a factor up to 2, to get the statement.
