Abstract
Principal component analysis (PCA) seeks a low-rank approximation to an input data matrix. It is arguably the most popular statistical tool in data analysis and is very effective for reducing the force of random Gaussian noise. PCA can be obtained easily via the singular value decomposition (SVD). However, it is also well-known that PCA lacks robustness with respect to gross erratic noise, i.e., a single corrupted entry can result in an approximation that is far away from the true solution. Robust PCA has been proposed to remove the effect of sparse gross errors. In e.g., [5] [6] [7] , the intractable RPCA problem and its convex relaxation are introduced and it is shown that they are equivalent with high probability under certain conditions of the input data. Specifically, RPCA aims to express a given data matrix Z ∈ R m×n as the sum Z = L * + S * , where L * is the low-rank approximation to Z, and S * is a sparse matrix that captures the additive erratic noise. Throughout this paper, we assume that r := rank(L * ) min(m, n) and µ > 0 is a given positive parameter.
RPCA can be formulated as the following optimization problem:
min rank(L) + µ S 0 s.t. L + S = Z, (1.1) where the cardinality function S 0 counts the number of nonzeros of S. This problem is NP-hard due to the combinatorial nature of the rank and the cardinality functions. It is shown in e.g., [5, 6] that under certain conditions, (1.1) is equivalent, with high probability, to the following convex program: min L * + µ S 1 s.t. L + S = Z. where PÊ : R m×n → RÊ denotes the projection that only keeps the components with indices inÊ,
56
and z = PÊ(Z).
57
The convex programs (1.2) and (1.4) can be reformulated as semidefinite programming problems
58
(SDP), e.g., [5, 19] . Thus, they can be efficiently solved by e.g., interior point methods. However,
59
RPCA arising from real applications is usually of huge scale and interior point methods generally 60 do not scale well. As a result, current research on algorithms for RPCA and RPCP is focused on 61 first-order methods, see e.g., the recent survey papers [1, 4, 17] . Nonetheless, it is also known that 62 the first-order methods cannot generally provide as high accuracy solutions as the higher-order 63 methods such as the interior point methods. In this section we show that RPCA (1.3) is equivalent to the following SDP problem:
Lemma 2.1. Problems (1.3) and (2.1) are equivalent in the sense that they have the same optimal 90 solution pair (L * , S * ) and the same optimal objective value. In particular, the optimal L * is a 91 submatrix of the optimal Y * .
92
Proof. Suppose (L * , S * ) solves (1.3) with rank(L * ) = r < min(m, n), and the compact SVD of L * is given by L * = U ΣV , where both U ∈ R m×r and V ∈ R n×r have orthonormal columns, and Σ ∈ R r×r ++ is a diagonal matrix with the positive singular values of L * on its diagonal. We now see that this is equivalent to (Y * , S * ) solves (2.1) with
2) from which we get that rank(Y * ) = rank(L * ) = r, and L * is the upper right corner block of Y * .
93
This shows that for an optimal Y * we have rank(Y * ) = rank(L * ) = r, and emphasizes that the 94 only change in the two problems is the addition of the semidefinite constraint.
95
The equivalence follows from: if there exists a better solution (Ŷ ,Ŝ), with the spectral decomposition ofŶ given byŶ
then we have
where the first inequality is due to the fact rank(ÛΣV ) ≤ rank(Σ) = rank(Ŷ ). This is a contra-diction. We now present a brief outline of our algorithm based on the graph representation of the partially 105 observed matrix Z and the facial reduction of the reformulation (2.1).
106
For a given partially observed data matrix Z ∈ R m×n , we aim to find the low-rank-plus-sparse We associate a bipartite graph G Z ((U m , V n ),Ê) to Z, whose node set corresponds to the union of the two sets of rows and columns of Z
and there is an edge (i, j) ∈Ê, with i ∈ U m and j ∈ V n if Z ij is observed. Note that a biclique of G Z corresponds to a submatrix of Z whose entries are all observed. To find a biclique of
, we can relate it to finding cliques in the graph G = (V, E) whose node set is V = {1, . . . , m, m + 1, . . . , m + n} and the edge set E is
Suppose we find a non-trivial clique of G denoted by
By removing the edges in C that have both nodes in {1, . to efficiently find many small cliques. This heuristic algorithm is briefly outlined in Algorithm 2.1.
134
Algorithm 2.1 Heuristics for finding a set of cliques 1: Input: A Graph G = (V, E), maximum clique size K max , minimum clique size K min 2: Initialization: Set the clique set Θ as an empty set 3: for each node v ∈ G do
4:
Initialize α ← {v}
while |α| < K max and there is a w that is connected to every node in α do 6:
end while 8:
end if 10: end for 11: Output: The clique set Θ Algorithm 2.1 is very efficient in practice because it only goes through each node in the graph 135 G once. In total, we need to add at most K max |V | nodes which corresponds to K max |V | row 136 operations on the adjacency matrix of the graph. denoted byZ ∈ R p×q with K min ≤ p + q ≤ K max , whose entries are all known (sampled). Now we 140 want to find a low-rank-plus-sparse decomposition ofZ. This problem can be formulated as 
F : S 0 ≤s}. 7: end for 8: SetL :=L k andS :=S k . 9: OUTPUT: Low-rank componentL and sparse componentS.
By introducing indicator functions, (3.1) can be equivalently written as
where the indicator function 1(X | X ) equals 0 if X ∈ X , and equals +∞ otherwise. that is a submatrix of L * and has the same rank as L * .
160
The uniqueness also happens with higher probability whens is smaller. Suppose D S is the 161 density of the sparsity matrix S * , in order to control the sparsity part in problem (3.1), we varys 162 from 1 to max{1, pqD S }. We also set the target rankr = r. Thus we have the following algorithm: 
Preliminaries on faces

166
We now present some of the geometric facts we need. More details can be found in e.g., [8, 10, 14, 18] .
Recall that the set K is a proper convex cone if DecomposeZ by solving (3.1) using PALM (Algorithm 3.1).
5:
if The optimal value of (3.1) is zero then
6:
Return success andL,S.
7:
end if 8: end for 9: Return failure. 10: OUTPUT: Success withL,S or failure
The dual cone, K * , is defined by
The conjugate face, F * , is defined by F * = F ⊥ ∩ K * , where F ⊥ denotes the orthogonal complement of F . A face F ¢ K is an exposed face if there exists φ ∈ K * such that F = φ ⊥ ∩ K; and φ is an exposing vector . Let T be a subset of the convex cone K, then face(T ) is the smallest face of K containing T . It is known that: a face of a face is a face; an intersection of faces is a face; and essential for our algorithm is the following for finding an intersection of exposed faces
If K = S n + , i.e., the positive semidefinite cone, then the facial structure is well understood. Faces are characterized by the ranges or nullspaces of the matrices in the face. Let X ∈ S n + be rank r and
be the (orthogonal) spectral decomposition with D ∈ S r ++ being a diagonal matrix. Then the smallest face containing X is face(X) = P S r
The matrix QQ is an exposing vector for face(X). Moreover, the relative interior satisfies relint(face(X)) = P S r ++ P = relint(face(X)), ∀X ∈ relint(face(X)),
i.e., the face and the exposing vectors are characterized by the eigenspace of anyX in the relative 167 interior of the face.
168
For our application we use the following view of facial reduction and exposed faces. 
Exposing vector
180
The following lemma shows a generic rank property of a matrix with its submatrix. let X ∈ R p×q be any submatrix of Z with min(p, q) ≥ r. Then rank(X) = r with probability 1.
184
Based on Lemma 4.3, we can assume thatL returned by Algorithm 3.2 has the same rank as the targeting low-rank matrix L * if min(p, q) > r, i.e.,
That is, we solved (3.1) to global optimality with objective value being 0. 
(after a permutation if needed), whereL ∈ R p×q and r ≤ min(p, q), and the SVD ofL is given bȳ
4)
where Σ r ∈ S r ++ . By adding appropriate blocks of zeros toŪŪ andVV (after a permutation if needed), we get the following matrix W , which is an exposing vector for face(Y * ), i.e., Y * · W = 0, where Y * is the optimal solution of (2.1).
Proof. Lemma 2.1 shows that rank(Y * ) = rank(L * ) = r. Without loss of generality, we can assume that (after a permutation if needed)
and L * = U DQ U DV P DQ P DV with P DQ =L and D ∈ S r ++ .
186
Since P DQ =L, we have Range(L) ⊆ Range(P ), Range(L ) ⊆ Range(Q). FromL =P Σ rQ just a set of very small bicliques, and therefore very easy to be found.
197
From Y expo we can also find the blocked basis for Null(Y expo ) which is given by the columns of add the biclique α to the setΘ 10:
end if 11: end for 12: sum over the bicliques with block submatrices filled in with appropriate size of zero matrices:
where V P ∈ R m×rp and V Q ∈ R n×rq . We denote r v = r p + r q < m + n. Therefore Y * (optimal solution of (2.1)) can be expressed as
From Lemma 2.1 and (4.5) we have rank(Y * ) = rank(V P R pq V Q ) = rank(R pq ). Therefore, (2.1) reduces to the following problem which has a much smaller size for the low-rank component: by PALM, and letÊ S c :=Ê\Ê S and get:
R pq ∈ R rp×rq , s ∈ RÊ S c . 
207
The algorithm that we use for this purpose is outlined in Algorithm 4.2. Remove the first r A rows and first s 1 columns from the upper triangular matrix U and obtain U . 5: Let I c be the index set of the nonzero columns inŪ . 6: LetB be the submatrix of B by removing rows of B corresponding to indices in I c . 7: OUTPUT:B Since FR typically results in very small values of r p and r q in (4.5), the first set of linear constraints in (4.8) , i.e., PÊ
is usually an overdetermined linear system. As a result, we can obtain L * by only solving this linear 209 system.
210
Lemma 4.6. The target matrix L * is unique if PÊ
in (4.8) has a unique 211 solution.
212
Lemma 4.7. If L * is the unique optimal solution of (1.3), then (4.8) has a unique optimal solution R * pq that recovers L * : L * = V P R * pq V Q . When we have enough bicliques, our numerical tests generally successfully recover L * by solving the linear system (4.9). If we do not have enough bicliques, then we have to solve the nonconvex problem (4.8). In this case, we can solve the following convex relaxation of (4.8):
Standard first-order methods such as alternating direction method of multipliers can be used to 213 solve (4.10). Moreover, since the size of (4.10) is very small, we can also use interior point methods
214
to solve it. The convex relaxation (4.10) after facial reduction is usually tighter than (1.4) and is 215 more likely to successfully recover L * . We do not go into more details in this paper. until all the rows and columns in Z are recovered.
229
We illustrate the growth of bicliques and the exposing vector Y expo with an example. We choose Figure 1: Growth of the bicliques: it takes 3 iterations for the set of bicliques to grow from very small to big enough to cover all the rows and columns.
233
Our main algorithm for recovering the low rank matrix is summarized in Algorithm 5.1.
234
6 Numerical Experiments
235
We applied our Algorithm 5.1 to solving random noiseless instances of (1.3). The input data were 236 generated in the following manner. The low-rank matrix L * was integer valued and obtained using Find a set of bicliques Θ = {α 1 , ..., α k } inÊ by Algorithm 2.1.
5:
Calculate the exposing vector Y expo and biclique setΘ by Algorithm 4.1.
6:
Update W expp := W expo + Y expo . 
8:
Calculate the indices sets J 1 and J 2 :
9:
10:
Calculate V P = Null(Y P ) and V Q = Null(Y Q ) such that
12:
Solve problem (4.8) with the sampling indicesÊ S ,Ê S c .
13:
Calculate the low rank matrix completion L = V P R pq V Q .
14:
15:
, where L r ∈ R m×r and L c ∈ R r×n are from the standard normal distribution, 238 N (0, 10). The density of the sparse matrix S * ∈ R m×n is denoted by D S , and the nonzero elements 239 were integer valued and obtained by rounding the uniformly distributed random elements. Matrix
240
Z is set as Z = L * + S * . We then randomly sample elements in Z using the density δ, i.e., the ratio 241 of the observed components of Z is δ. We useL to denote the recovery returned by our Algorithm 242 5.1.
243
For each set of data parameters (m, n, δ), we randomly generated 20 instances and reported c is a chosen constant in [1, 10] , the cpu times are in seconds, K min denotes the smallest size of the cliques we found, K max denotes the largest size of the cliques we found,r = rank(L) and
247
"Succ" denotes the number of successfully recovered instances out of 20 randomly generated ones.
248
Here we claim that matrix L * is successfully recovered if there is no difference betweenL and L * , In this paper we have shown that we can apply a facial reduction approach in combination with the 261 nuclear norm heuristic to efficiently solve the robust PCA problem with partially observed data.
262
This exploits the implicit degeneracy at the optimal solution resulting from the low-rank and sparse 263 structure.
264
Specifically, whenever enough complete bipartite subgraphs in the data are available, we are 265 able to find a proper face of the semidefinite cone that contains the optimal solution and results
266
in a significant reduction in dimension. If we cannot find enough bicliques, the matrix can still 267 be partially completed. Having an insufficient number of bicliques is indicative of not having 268 enough initial data to recover the unknown elements for our algorithm. This is particularly true for 269 large rank r, where larger bicliques are needed. Throughout we see that the facial reduction both 270 regularizes the problem and reduces the size and often allows for a solution without any refinement 271 or need for an SDP solver.
272
Our preliminary numerical results are promising as they efficiently and accurately recover large 273 scale problems. The numerical tests are ongoing with improvements in using biclique algorithms 274 rather than clique algorithms. In our paper we have started our tests with knowing the target 275 rank r. In forthcoming tests we plan on using estimates for the target rank obtained from sampled 276 submatrices.
277
Theoretical results on exact recovery are discussed in many papers, e.g., [5, 6] . They use the 
