Many tensor-based data completion methods aim to solve image and video in-painting problems. But, all methods were only developed for a single dataset. In most of real applications, we can usually obtain more than one dataset to reflect one phenomenon, and all the datasets are mutually related in some sense. Thus one question raised whether such the relationship can improve the performance of data completion or not? In the paper, we proposed a novel and efficient method by exploiting the relationship among datasets for multi-video data completion. Numerical results show that the proposed method significantly improve the performance of video in-painting, particularly in the case of very high missing percentage.
I. INTRODUCTION
In computer vision and graphics, many methods were developed for image and video in-painting. Since not only RGB images but also videos can be considered as multi-mode arrays, more and more attention was paid on tensor-based algorithms [1] [2] [3] . However, it should be noted that the majority of methods cannot have a satisfactory performance when too much data was missed (e.g. the missing percentage of pixels is higher than 95%). It is because remaining observations have been not sufficient to predict missing values well. Fortunately, in many real scenarios, more than one device is usually used for observation, and all the datasets are mutually related. Thus it is straightforward to infer that we can achieve a better performance for image and video in-painting by exploiting the relationship among multi-datasets.
In this paper, we proposed a novel method for multi-tensor completion. We individually applied a low-rank approximation on every unfolding matrix along each mode of data, and folded estimations together as the prediction of missing values. More details will be discussed in Section 2. Additionally, related work will be introduced in Section 3, and Section 4 will provide results of numerical experiments.
II. OBJECTIVE AND ALGORITHM
Suppose that there are K tensors X k , k = 1, . . . , K with missing values which are indexed by binary tensor W k , k = 1, . . . , K (0-unobserved, 1-observed). In order to complete datasets, for each individual tensor X k , the corresponding estimation Y k can be obtained by optimizing a traditional objective as [1] 
where · * denotes nuclear norm of a tensor, and operator P W k (·) denotes choosing observed elements of which the corresponding elements in W k are equal to 1. In multi-tensor case, and by the definition of the unclear norm of a tensor in [4] , we have
where Y (l) k denotes unfolding tensor Y k along the lth mode, L k , k = 1, . . . , K is equal to the number of modes of X k , and α k,l , k = 1, . . . , K, l = 1, . . . , L k are weights satisfying L k l α k,l = 1, ∀k. In order to search the optimal point of Eq.2 efficiently, we use a low-rank factorization with Frobenius norm regularization to approximate each unfolding of tensors. Specifically, we have an equivalent form of Eq.2 as
where λ > 0 is tuning parameter, and U k,l , V k,l , ∀k, l denotes factor matrices for Y (l) k , ∀k, l. It is well known that Frobenius norm regularization on each factor matrices U k,l , V k,l , ∀k, l results in a low-rank approximation of Y For related multi-tensor, it is straightforward to infer that datasets would share information along some modes. Thus we suppose that there exists k 1 = k 2 , or l 1 = l 2 , such that U k1,l1 = U k2,l2 . It will be found that this assumption plays the key role to improve the performance for completion. To search the local optimal point of Eq.3, we can alternately
where operator ten l (·) , ∀l denotes transforming a matrix into a tensor which is opposite to the operator (·) (l) , ∀l, and I denotes a identity matrix. In the algorithm, Eq.4-7 are alternately used to update U k,l , V k,l , Y k , ∀k, l until convergence. For initialization, choosing both U k,l , V k,l , ∀k, l randomly and by Singular Value Decomposition (SVD) are recommended, and missing elements in Y k , ∀k can be initialized by zero. Compared to other traditional nuclear norm based methods, our method is non-convex. But it can stably provide a good performance in practice.
III. RELATED WORK
Many tensor based methods for completion have been developed [2] [1] [3] [6] [7] , where [2] and [7] are based on tensor decomposition to predict missing values while [1] [3] [6] minimize nuclear norm of a tensor directly. But all of them just focus on a single tensor data. It is worthwhile to notice that TMac proposed in [6] used a similar optimization method to our method. However, we use the Frobenius norm regularization on factor matrices to control the rank of unfolding of tensors but TMac only justifies the number of column of latent matrices to control the nuclear norm.
In many different field, multi-data analysis or group analysis was also deeply discussed [8] [9] [10] . But the majority of methods focus on common and distinctive component extraction. In this paper, we do not care latent features in each dataset. Thus we can reduce the complexity of algorithms compared to tensor decomposition based method like [2] [7] . A multi-matrix completion method Convex Collective Matrix Factorization (cCMF) was proposed in [10] . Compare to cCMF, The proposed method in this paper can be considered as an extension of cCMF into tensor problem.
IV. EXPERIMENTS
In this section, we use two experiments to evaluate the performance of the proposed method. In the first experiment, videos from IXMAS 1 were used to jointly predict missing In the experiment, we choose 4 videos from two actors, they did the similar action (sit down), and there are two views for each actor. For each video, it can be modelled as a mode-3 tensor (Pixel×Channel×Time) X k , k = 1, 2, 3, 4. Since two actors did similar action and each action was recorded by two cameras, videos recorded from the same camera can be supposed to have common pixel and channel information, and videos from the same actors share time-mode information. Under such an assumption, we implement the proposed method for video in-painting.
In the second experiment, we use multi-view videos (Height×Width×Channel×Time) of human action ( body move of a Asian lady ) which were simultaneously recorded by 3 cameras 2 . Since the three videos were recorded at the same time with different position, it is easy to infer that they share the information along the time mode. Further, we resize each video so that they lost common information from pixels, therefore tensor concatenation cannot be used for inpainting under this data. Such the case can be usually found when different type of cameras were used in real application. Tab.I shows the Relative Square Error (RSE) for missing value prediction with different missing percentage, and Fig.1 shows comparison of the average running time from two experiments. [3] , TMac [6] , and CPWOPT [2] was individually implemented on every video. It is shown from Tab.I that the proposed method outperform other methods, particularly in the case of high missing percentage. It is because, in the case of high missing percentage, remaining information from observations for each individual video are too little for completion, but the proposed method can exploit relationship from all the datasets, and such the relationship provides more information to each dataset for missing value prediction. It is seen from Fig.1 that the running time of the proposed time is comparable to TMac, HardC, and FaLRTC, while tensor-decomposition based algorithm CPWOPT which is not shown in Fig.1 are much slower than the other four methods. Fig.2 shows completion results from all the methods to estimate the first frame of IXMAS. Fig.2 also reflects that the proposed method can achieve a better performance for video in-painting.
V. CONCLUSION
In this paper, we developed a novel completion method for multi-tensor. Compared to traditional approaches, the proposed method can exploit common information shared among datasets. By numerical results, it is demonstrated that the shared information can improve the performance in multivideos in-painting particularly in the case of high missing percentage.
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