Abstract. We discuss the half-liberation operation X → X * , for the algebraic submanifolds of the unit sphere, X ⊂ S N −1 C . There are several ways of constructing this correspondence, and we take them into account. Our main results concern the computation of the affine quantum isometry group G + (X * ), for the sphere itself.
Introduction
The notion of noncommutative space goes back to an old theorem of Gelfand, which states that any commutative C * -algebra must be of the form C(X), for a certain compact space X. One can therefore define the category of "noncommutative compact spaces" to be the category of C * -algebras, with the arrows reversed. The category of usual compact spaces embeds then covariantly into this category, via X → C(X).
We will be interested here in noncommutative analogues of the compact algebraic manifolds X ⊂ C N . These are by definition the duals of the universal C * -algebras defined with generators z 1 , . . . , z N , subject to (noncommutative) polynomial relations: C(X) = C * z 1 , . . . , z N P i (z 1 , . . . , z N ) = 0
The Gelfand theorem tells us that this construction covers all the compact algebraic manifolds X ⊂ C N . In general, the axiomatization of the algebras on the right is quite a tricky problem. Instead of getting into details here, let us just say that the family of noncommutative polynomials {P i } must be by definition such that the biggest C * -norm on the universal * -algebra < z 1 , . . . , z N |P i (z 1 . . . , z N ) = 0 > is bounded.
The compact quantum Lie groups, axiomatized by Woronowicz in [23] , [24] , and their homogeneous spaces, provide some key examples of such manifolds. Technically speaking, one problem with such quantum groups is that they lack an analogue of a Lie algebra. As explained in [23] , [24] , one solution to this issue comes from the intensive use of representation theory, in order to overcome the lack of geometric techniques.
The aim of this paper is to use some quantum group ideas, coming from representation theory, in the complex manifold setting. Let X be as above, and consider its classical
Our main results will concern the sphere X = S N −1 C itself. More specifically, we will be interested in computing the quantum isometry groups of its various half-liberations. Our approach here will be based on the affine quantum isometry group formalism [11] , [13] , [15] , [16] , with various technical ingredients from [1] , [6] , [10] , [17] . We will prove that the affine quantum isometry groups of the 6 half-liberated spheres are as follows:
In other words, our result will state that, for the sphere X = S N −1 C itself, the quantum isometry groups of the half-liberations are the half-liberations of the usual isometry group. This could be thought of as being related to the various rigidity results in [9] , [14] .
The paper is organized as follows: in 1-2 we discuss the half-liberation operation for the complex sphere itself, in 3-4 we study the associated quantum isometry groups, and in 5-6 we discuss the case of more general algebraic manifolds X ⊂ S N −1 C . . This follows indeed from the Stone-Weierstrass and Gelfand theorems. See [2] , [4] .
We will be interested in what follows in various half-liberated analogues of S N −1 C
. We have the following constructions here, which go back to the work in [2] : Once again, we use here the general C * -algebra philosophy, which allows us to define noncommutative compact subspaces S N −1 × ⊂ S N −1 C,+ , by dividing the algebra C(S N −1 C,+ ) by various algebraic relations, and then by taking the abstract spectrum. See [2] .
In addition to the above 4 noncommutative spheres, and to the sphere S Here, and in what follows, T is the unit circle in the complex plane. When adding the above new "sphere" to the 5 examples that we have so far, we obtain a set of objects which is stable by intersections, as follows: 
C,# , the coordinates of z must satisfy the relations ab * = ba * , a * b = b * a, so we have z izj = z jzi . In the case z i , z j = 0 we obtain z i /z i = z j /z j , and we deduce that the numbers z i /z i are all equal, independently of the index i satisfying z i = 0. Now by multiplying by a suitable scalar u ∈ T, we can assume that we have z i /z i = 1, for any i such that z i = 0. Thus, up to the multiplication by a scalar u ∈ T, we have z ∈ S N −1 R , as desired.
As already mentioned, the above 6 spheres were introduced in [2] . In order to explain where these spheres come from, let us recall from [2] that we have: Proposition 1.4. We have the following intersection diagram,
with the spheres on the left being the real versions (z i = z * i ) of the spheres on the right. C, * , the defining relations ab * c = cb * a read abc = cba. With these observations in hand, the fact that we have the diagram in the statement, and that this is an intersection diagram, are clear from Proposition 1.3.
The point now is that the above 10 spheres have a number of common features: Proposition 1.5. The above 10 spheres appear from S N −1 C,+ via relations of type
, ∀i 1 , . . . , i k where σ ∈ S k is a permutation, and where e i , d i ∈ {1, * } are exponents.
Proof. The 10 spheres appear indeed from S N −1 C,+ via the following relations:
Now since all these relations are as in the statement, this proves the result.
As explained in [2] , the formalism in Proposition 1.5 is in fact too wide. The solution proposed in [2] is that of starting with S C,• . Summarizing, the above 10 spheres are expected to be the "only ones", under some strong axioms, which are however not available yet. See [2] .
Let us try now to better understand the half-liberated spheres. Given S
C,+ , the associated projective space is the quotient S
) is the subalgebra generated by the variables p ij = z i z * j . We have then: Theorem 1.6. The projective spaces for the 6 half-liberated spheres are
where P N R , P N C are the usual real and complex projective spaces.
Proof. We use the following presentation results, coming from the Gelfand theorem:
By functoriality, the projective spaces for our 6 spheres are as follows:
In order to finish, it is enough to prove that we have P
In addition we have p = p * = p 2 , T r(p) = 1, and we are done. P N C,# ⊂ P N R . From ab * = ba * we deduce that the matrix p ij = z i z * j is symmetric, and so P N C,# ⊂ P N C, * = P N C follows to be a subspace of P N R , as desired. We should mention that the above result has an extension to the 10-sphere framework of Proposition 1.4, with the 3 rows of spheres corresponding to the 3 types of projective spaces (real, complex, free). Indeed, we have P N R, * = P N C , and the inclusion P N R,+ ⊂ P N C,+ is known to be an isomorphism at the level of reduced versions. See [2] , [4] .
Matrix models
We further advance now on the understanding of the 6 half-liberated spheres. Given a subspace X ⊂ S N −1 C,+ , we can consider the subalgebra C( X) ⊂ C(T) * C(X) generated by the elements w i = uz i , where u ∈ C(T) is the standard generator. Since we have i w i w * i = i w * i w i = 1, we obtain in this way a closed subspace X ⊂ S N −1 C,+ , called free complexification of X. See [1] , [17] . With this notion in hand, we have: Proposition 2.1. We have inclusions and equalities as follows,
making correspond standard coordinates to standard coordinates. . By functoriality, we have inclusions as follows:
Thus we have the square on the left in the statement. In order to prove now the isomorphisms on the right, consider the space S N −1 C, * , with coordinates w i = uz i . We have:
C, * . As for the converse inclusion, this follows by using the following composition, with ε * id on the right, where ε : C(T) → C is the counit:
In order to establish now the lower right isomorphism, consider the space S N −1 C,# , with coordinates w i = uz i . We have then S
As for the converse inclusion, this follows by using the counit, as before.
0
Since these elements are self-adjoint, and their squares sum up to 1, we have |X| ⊂ S N −1 R,+ . We call this space |X| doubling of X. We have then the following result: Proposition 2.2. We have inclusions and equalities as follows,
mapping the standard coordinates to the standard coordinates. 
Now by assuming that the elements z i are the standard coordinates of S N −1 C, * , we conclude that we have z
, and this gives the middle inclusion. Finally, the inclusion on the left follows by restricting the inclusion in the middle.
In order to extend the above notions to the complex case, we begin with a technical result, regarding the relation between the real and the complex spheres.
We denote by x i the coordinates on the real spheres. In the odd-dimensional case, we can split half-half the coordinates, and denote them x i , y i . We have then: Proposition 2.3. We have the following diagram, given by z i = x i + iy i ,
where eachṠ
Proof. The composition on the left corresponds to the isomorphism S
given by z i = x i + iy i . Observe that we have indeedṠ
, by commutativity. We construct now the maps on the right. With z = x + iy we have:
Thus, with z i = x i + iy i , we have the following formulae:
We conclude that we have the following equivalence:
But this gives a quotient map C(S
given by x i = Re(z i ), y i = Im(z i ), and this map factorizes as C(S
Regarding now the middle maps, we must show that, with z i = x i + iy i , we have:
The " =⇒ " assertion being clear, let us discuss now the "⇐=" assertion. Here the half-commutation relations abc = cba with a, b, c ∈ {z i , z * i } can be written as follows, in terms of a = x + iy, b = z + it, c = u + iv, with x, y, z, t, u, v self-adjoint:
Now by looking at the real and imaginary parts, we obtain the following system of equations, once again valid for any choice of α, β, γ ∈ {i, −i}:
From the 8 possible choices of α, β, γ ∈ {i, −i}, we select now the 4 ones having at most one −i among α, β, γ. The corresponding 4 × 4 determinants being both nonzero, we conclude that the global system, formed by the above 2×8 = 16 equations, is equivalent to the vanishing of all 8 quantities of type xzu − uzx, and we are done.
Let us go back now to the question of finding a complex analogue of Proposition 2.2. Given a closed subspace X ⊂ S 2N −1 C,+ , with coordinates denoted x i , y i , we can consider the subalgebra C([X]) ⊂ M 2 (C(X)) generated by the following elements:
We call this space [X] complex doubling of X. Observe that we do not have in general 
Consider as well the manifold
consisting of the points of the form u(λp, µp), with u ∈ T, (λ, µ) ∈ S 1 R ≃ T, and p ∈ S N −1 R . We have then: Theorem 2.4. We have inclusions of noncommutative spaces as follows,
mapping the standard coordinates to the standard coordinates.
Proof. We have to prove that the 2 × 2 matrix model construction
, induces morphisms of algebras as follows:
We will first construct the morphism C(S
)), and then we will obtain the remaining 3 morphisms by factorizing this morphism.
1. We first construct the morphism at top left. We recall from Proposition 2.3 above and its proof that with z i = x i + iy i , we have the following equivalence:
In our situation now, with
Thus, we have a morphism C(S
half-commute as well, and we therefore obtain a factorization C(S
2. We prove now that, when restricting attention toS
, we obtain a model for S
C, * * . For this purpose, we recall that S
C, * * appears via the relations
With a = x + iy, b = z + it, these relations are:
These relations read [x, z] + [y, t] = ±i(xt + tx − yz − zy), so they are equivalent to:
Now in terms of our variables
In order to apply these equations to our 2 × 2 matrices, we use the following formula:
We are therefore led to the following equations, for the parameter space for S N −1 C,• :
These latter equations can be written more conveniently, as follows:
But these are exactly the equations forS
, and we are done. 3. We prove now that, when restricting attention to TS
C, * * . In order to obtain such a model, the variables z i , z * i must commute, and so the variables x ′ i , y ′ i must commute. Thus we must have:
, so let us write x = λup, y = µvq with u, v ∈ T and p, q ∈ S N −1 R . The third condition tells us then that we must have uv ∈ R, and so v = ±u, and by changing if necessary q → −q, we can assume that we have u = v. We conclude that we have (x, y) = u(λp, µq), and since the point (λp, µq) must belong to the real sphere S 2N −1 R , we are done. 4. We prove now that
is the model space for TS
. By functoriality, this latter model space appears as an intersection, TS
, and apply to it the equations forS 2N −1 C . These equations are:
The first equations are automatic, and since the variables in the second equations are real as well, these equations tell us that we must have x iȳj = y ixj , for any i, j. Now with (x, y) = u(p, q) these latter equations read p i q j = q i p j , for any i, j. We deduce that we must have (p, q) = (λr, µr) with (λ, µ) ∈ S 1 R and r ∈ S N −1 R , and we are done.
As an application of the above methods, we have the following result:
Proposition 2.5. The inclusions between the 6 half-liberated spheres
Proof. By using Theorem 1.6, the vertical maps are all proper. For the horizontal maps, we can use Proposition 2.1, Proposition 2.2 and Theorem 2. we would obtain that S
it is enough to solve the problem at N = 2. So, consider the manifoldS 3 C ⊂ S 3 C used in Theorem 2.4. The equations defining it, over (x 1 , x 2 , y 1 , y 2 ) ∈ S 3 C , are as follows:
Observe now that these equations are satisfied for the following point:
The corresponding matrices z 1 , z 2 for this special point are then:
Now since these two matrices do not commute, this finishes the proof.
Quantum groups
In this section and in the next one we further advance on the understanding of the 6 half-liberated spheres, by studying the associated quantum isometry groups.
Our starting point is the following definition, due to Wang [20] :
with Hopf algebra maps
As explained in [20] , the above formulae define indeed a comultiplication, counit and antipode, and we have a Hopf C * -algebra in the sense of Woronowicz [23] , [24] . Observe that the square of the antipode is the identity, S 2 = id. The underlying noncommutative space U + N is a compact quantum group, called free analogue of U N . Observe the analogy with Definition 1.1. We can build on this analogy, by introducing "quantum group analogues" of the spheres in Definition 1.2, simply by imposing the relations there to the standard coordinates of U + N . We obtain in this way: Proposition 3.2. We have an intersection diagram of compact quantum groups
• N being defined inside U + N via the relations in Definition 1.2. Proof. The quantum groups U * N , U * * N were introduced and studied in [8] , [10] . Regarding U # N , our first claim is that its defining relations can be reformulated as follows:
Indeed, the implication " =⇒ " can be checked by alternatively using the relations ab * = ba * , a * b = b * a, on left and on the right, as follows:
As for the converse implication, "⇐=", the first formula follows from the following computation, and the proof of the second formula is similar:
With the above claim in hand, the construction of ε, S is clear. Concerning now the comultiplication ∆, observe that with U ij = k u ik ⊗ u kj , we have:
Now let us permute (ix), (jy), (kz). We can use the same permutation σ ∈ S 3 in order to permute a, b, c, in a similar way, and this gives the existence of ∆.
Finally, if we set U Proposition 3.3. The projective versions of the 6 quantum groups are:
Proof. By functoriality, it is enough to prove that we have inclusions P U * N ⊂ P U N and P U # N ⊂ P O N . As explained in [8] , the first inclusion can be deduced as follows:
, the first inclusion follows from the fact that the projective version coordinates w ia,jb = u ij u * ab commute, the second inclusion follows by functoriality from U * N ⊂ U + N , and the third inclusion follows from Tannakian duality, as explained in [6] .
Regarding now the second inclusion, this follows from P U # N ⊂ P U * N ⊂ P U N , and from the fact that the variables w ia,jb = u ij u * ab are self-adjoint over P U # N . Regarding now the free complexifications, we have the following result, which is much more precise than the one for the spheres, from Proposition 2.1 above: Proposition 3.4. The free complexifications of the 6 quantum groups are
with all the isomorphisms mapping standard coordinates to standard coordinates.
Proof. The arguments in the proof of Proposition 2.1 extend to the quantum group case, and provide us with the following diagram:
We must prove now that we have
For this purpose, we can use Proposition 3.3, and technology from [1] . Indeed, since the projective version P U * N is classical, we obtain that U * N , as well as all its subgroups, are amenable. Thus, we can indeed use the results in [1] In order to finish we use the fact, once again from [6] , that the projective versions of the quantum groups
In particular, the projective version determines the quantum group. Now since we have
N , and we are done. Let us discuss now the analogues of the matrix model constructions from section 2 above. Following [10] , we consider the following compact group:
We have then the following result, basically from [10] : N ) ), given by
where a ij , b ij denote the standard coordinates on U 2,N .
Proof. The group elements U ∈ U 2,N , written U = (
A ) as above, satisfy the relations UU * = U * U = U tŪ =Ū U t = 1, and we deduce that the matrices A, B satisfy:
Consider now the target elements w ij = a ′ ij + ib ′ ij appearing in the statement. The matrix w = (w ij ) that they form, and its adjoint, are then given by:
Also, the transpose of this matrix, and its complex conjugate, are given by:
By using now the above formulae relating A, B, we obtain:
Thus, we have obtained a morphism of algebras C(U N ) ). Now since the 2 × 2 matrices a ′ ij , b ′ ij half-commute, so do the elements w ij , w * ij , and so our morphism factorizes through the algebra C(U * * N ), as claimed. With the above result in hand, we can suitably modify the "complex doubling" operation X → [X] constructed in section 2 above, as follows:
In other words, our construction is defined by the following diagram:
As an example here, the results in [10] show that we have [[U 2,N ]] = U * * N . We can now formulate an analogue of Theorem 2.4 above, as follows: Theorem 3.7. We have inclusions of noncommutative spaces
with T 2 O N and U ′ N being certain closed subgroups of U 2,N . Proof. We follow the method in the proof of Theorem 2.4. The computations there apply to the present situation, with a 2N rescaling factor for the spheres, and we obtain that the "parameter spaces" for the quantum groups G = U N , U 
We will compute these three spaces, and then show that they are indeed groups. 1. We first compute the parameter space for U N . We know that a matrix U ∈ U 2,N belongs to this space precisely when there exists z ∈ T such that V = zU is real. Thus V must belong to the group O 2,N = U 2,N ∩ O 2N , and the parameter space is:
2. Regarding now the parameter space for U
• N , this appears from U 2,N via the defining relations forS
, from section 2 above, which are as follows:
3. Finally, the parameter space for TO N is best obtained by intersecting the parameter spaces for U N , U
• N . Indeed, let us pick a matrix U ∈ TO 2,N , written U = z(
A ) as above. Then U belongs to the parameter space for TO N when its entries a ij = za ij , b ij = zb ij satisfy the above two equations. As in the sphere case, the variable z ∈ T cancels, and the first equation is automatic, and the second equation reads a ij b kl = b ij a kl . We therefore conclude, as in the sphere case, that the parameter space for TO N is:
We are left with checking that the parameter spaces are indeed groups. Since this is clear for TO 2,N , T 2 O N , it remains to verify that the following space is a group:
We have 1 ∈ U ′ N , and
N is clear as well, because at the level of coordinates, the passage U → U * is given by (a ij , b ij ) → (ā ji , −b ji ), and this transformation preserves the solutions of the defining equations for U ′ N . Regarding now the multiplication axiom, we use the following formula:
Assuming now that the two matrices on the left belong to U ′ N , we have:
Now since the above 4 quantities are respectively in R, R, iR, iR, the summand is real, and hence the whole sum is real as well. Thus, we have checked the first equations.
For the second equations, the proof is similar. We have indeed:
Now the quantities which appear are respectively in R, iR, iR, R, so the summand is imaginary, and hence the whole sum is imaginary as well, and we are done.
Affine isometries
In this section we show that the 6 quantum groups introduced above appear as affine quantum isometry groups of the 6 spheres, and we deduce some consequences.
We use the following formalism, inspired from [13] : 
C, * * the proof is similar, by removing all the * exponents. 
The proof of Z * i Z j = Z * j Z i is similar, by moving the * exponents on the left. TS We will prove now that the actions in Proposition 4.2 are universal. For this purpose, we use an old 3-step method from [9] , where the result was established for S N −1 C . The idea is to: (1) establish linear independence results for the products of coordinates, (2) deduce from this the precise conditions on G ⊂ U + N which allow an action, and (3) solve the quantum group question left, by using an antipode/relabel trick.
In our case, the linear independence lemma that we will need is:
The following variables are linearly independent:
Proof. This follows by using various 2 × 2 matrix models for the spheres:
(1) Here we can use the isomorphism P
Indeed, since the variables {p ab |a ≤ b} are linearly independent over P N R , this gives the result. , found in Theorem 2.4 above. Our first claim is that we have an inclusion, as follows:
Indeed, since for p, q ∈ S 2 , the model becomes:
Observe now that we have the following formula:
Now since the variables {p i q j p k |i ≤ k} on the right are linearly independent over (S
2 , so are the 2 × 2 matrices {z i z j z k |i ≤ k}, and this gives the result. 
Now observe that we have the following formula:
Now since the variables {w iwj w k |i ≤ k} on the right are linearly independent over S N −1 C , so are the 2 × 2 matrices {z i z * j z k |i ≤ k}, and this gives the result. We will need as well, several times, the following lemma: Lemma 4.4. If the standard coordinates u ij on a compact quantum group G ⊂ U * N satisfy the relations abc = cba, then we have G ⊂ U * * N . Proof. We must prove that abc = cba for any a, b, c ∈ {u ij , u * ij }, and by using the involution, it is enough to check that the following relations hold, for any a, b, c ∈ {u ij }:
The first two relations hold by assumption, and we must therefore deduce the third relations from them. For this purpose, we can use the diagrammatic formalism in [5] , or rather its unitary extension, which applies to the easy quantum group G ⊂ U + N coming from the first two relations. Indeed, in the Tannakian category of G, we have:
Thus the relations abc = cba imply the relations abc * = c * ba, and we are done. Now back to the quantum isometries, and to the 3-step method from [9] , Lemma 4.3 and Lemma 4.4 provide us with the first step. We will perform the second and third step altogether, first for S Proof. This is a routine computation, based on the antipode/relabel trick in [9] . Consider indeed a compact quantum group G ⊂ U + N , and let Z i = a u ia ⊗ z a . With Lemma 4.4 in mind, let us fix as well a symbol × ∈ {∅, * }. We have then:
Assuming now that the variables z 1 , . . . , z N are subject to the relations z a z × b z c = z c z × b z a , some of the terms on the right coincide. By taking into account the various cases, and by merging these terms, we can write the above formula as follows:
By interchanging i ↔ k, we have as well a similar formula for Z k Z × j Z i . Now by using the linear independence of the variables on the right, coming from Lemma 4.3 (2) and (3) above, we conclude that the relations
Here we have merged the relation coming by comparing the fourth sums, namely [u ia , u ja , u ka ] = 0 for any a, with the relations coming from the second and third sums, in order to drop the assumptions a = c, a = b appearing there.
Our claim, which will prove the result, is that the above equations (1,2,3) are in fact equivalent to [u ia , u jb , u kc ] = 0, regardless of the indices i, j, k and a, b, c.
Let us first process the relations (1). By applying the antipode and then the involution we obtain [u ck , u bj , u ai ] = [u ci , u bj , u ak ], for any a, b, c distinct, and then by relabelling we obtain [u kc , u jb , u ia ] = [u ka , u jb , u ic ], for any i, j, k distinct. Now by comparing with the original relations (1), we have several cases, and we are led to the following relations:
, for a, b, c distinct, and i, j, k not distinct. We further process now the relations (1b). Since the relations at i = k are trivial, and those at i = j, j = k are equivalent, we can assume that we have i = j, and we get:
Let us process now the above relations (2) . By applying the antipode and the involution we obtain [u ck , u aj , u ai ] = [u ci , u aj , u ak ], and by relabelling, we obtain:
The point now is that the relations (1b'), (2') can be merged. Indeed, in view of (2'), the relations (1b') simplify to:
(1b") [u ia , u ib , u kc ] = 0, for a, b, c distinct. Now, with these relations (1b") in hand, the relations (2') are automatic for a, b, c distinct. Thus, what is left from the relations (2') is:
As a partial conclusion, the relevant relations are (1a), (1b"), (2"), (3) . Now let us further process the relations (2"). Since these relations are automatic at a = c, and are equivalent at a = b, b = c, we can assume a = b, and we obtain:
. Now by applying the antipode and then the involution we obtain [u ci , u ai , u ak ] = [u ai , u ai , u ck ], and by relabelling we obtain [u ka , u ia , u ic ] = [u ia , u ia , u kc ]. By comparing now with the original relations (2 * ) we are led to the following two relations:
. Now observe that all these relations are of the form [u ia , u jb , u kc ] = 0, the precise assumptions being:
(1a) i, j, k distinct, and a, b, c distinct. Our claim is that, from these relations, we can deduce that we have [u ia , u jb , u kc ] = 0, regardless of the indices. Indeed, let us look first at (1b"), (2 * a), (2 * b). These relations are of the same nature, involving the assumption i = j, and since by (3) the relation [u ia , u jb , u kc ] = 0 holds as well for i = j, a = c, we can merge them. We conclude that the relations [u ia , u jb , u kc ] = 0 hold, under the following assumptions:
(1a) i, j, k distinct, and a, b, c distinct. 
By using now the relations z a z * b = z * b z a , this formula can be written as:
By interchanging i ↔ j, we have as well the following formula:
Now since by Lemma 4.3 (1) the variables on the right are independent, we conclude that the relations Z i Z * j = Z j Z * i are equivalent to the following conditions:
Here we have dropped the assumption a < b for the first relations, because by symmetry we have them for a > b too, and these relations are automatic at a = b. By applying now the antipode to these relations, and then by relabelling, we succesively obtain:
Now by comparing with the original relations (1), we conclude that:
In other words, the standard coordinates on a quantum group G S N −1 C,# must satisfy ab * = ba * . Similarly, these coordinates must satisfy as well a * b = b * a. We conclude that we must have G ⊂ U In order to conclude, we use Lemma 4.4. We already know that the standard coordinates on G satisfy the relations abc = cba, and from G ⊂ U # N ⊂ U * N we obtain that the relations ab * c = cb * a are satisfied as well. Thus Lemma 4.4 applies, and gives G ⊂ U * * N . We therefore conclude that we have
• N , and we are done. We can now formulate our main result in this section, as follows:
Theorem 4.7. We have the following correspondence
between the 6 spheres, and their affine quantum isometry groups.
Proof. The result for S N −1 C is known since [9] , the result for TS N −1 R is similar, with the argument in [9] showing that we have indeed G + (TS . There is in fact a lot of work to be done here, and we have so far only very partial results.
Generally speaking, the problem is that of constructing, under suitable assumptions on X ⊂ S N −1 C , a half-liberation diagram for it, as follows:
The starting point is Theorem 4.7 above. Forgetting that on the right we have quantum isometry groups, we can see that, besides the sphere X = S N −1 C itself, we have as well the rescaled unitary group X = 1 √ N U N as example. Indeed, we have:
We have embeddings as follows, given by
whose images are given by , we obtain
The examples that we have so far, X = S N −1 C and X = 1 √ N U N , suggest an approach via "lifting projective versions". More precisely, given X ⊂ S
The general idea is then to define X * * , X * /X • , X # as being the "biggest" submanifolds of the corresponding spheres, having P X/P X − as projective versions. In order for this idea to work, X, X − themselves must be the lifts to S is the lift to TS
Proof. Since the quotient map π :
|π(x) ∈ P X} is equivalent to the T-invariance of X. Also, the quotient map σ : TS
|σ(x) ∈ P X − } is equivalent to the T-invariance of X − . But if X is T-invariant, then so is X − , and this gives the last assertion.
The other problem is that the general noncommutative manifolds Z ⊂ S N −1 C,+ have in fact two projective versions, one given by p ij = z i z * j , and the other one given by q ij = z * j z i . In order to deal with this issue, best is to assume that all our manifolds Z are "conjugationstable", in the sense that C(Z) has an anti-automorphism given by z i → z * i . Observe that for the manifold X ⊂ S N −1 C itself, the stability under conjugation, which comes from an action of Z 2 , can be combined with the stability under the action of T, coming from Proposition 5.2 above. In this case, we say that X is O 2 -invariant.
We can now formulate our half-liberation construction, as follows:
, and we define
by the fact that X * * , X * /X • , X # are the conjugation-stable lifts of P X/P X − .
As a basic example, for the sphere X = S N −1 C we have P X = P N C , P X − = P N R , the lifting problem is trivial, and we obtain the 6 half-liberated spheres themselves.
Observe also that, due to our T-invariance assumption on X, all the 6 spaces appearing in the above diagram are the lifts of their projective versions P X, P X − . In general, the fact that the above lifts exist indeed follows by dividing the corresponding algebras by suitable ideals. Let us record a more precise result here:
)/ < I, J >, where
Proof. At the algebra level, the lifts at × = * * , * and at × = •, # in Definition 5.3 above are by definition the universal solutions to the following problems:
But the solutions to these problems are given by formula in the statement.
As an illustration, consider the space X = 
where ⋄, ⋄⋄, #, • are the group-theoretic analogues of the operations * , * * , #, •.
Proof. Observe first that given a discrete group Γ =< g 1 , . . . , g N >, we have an embedding Γ ⊂ S Proof. We first discuss the lifting problem for P U N ⊂ P 
, where on the right we have the quantum groups K
, and we therefore obtain K − N = K N ∩ TO N = TH N , where H N ⊂ O N is the hyperoctahedral group. Let us first compute the various lifts of P K N . We already know from Proposition 5.6 that these lifts satisfy K ×× N ⊂ U × N . Also, for j = k we have: The lifting problem for P TH N = P H N is similar, by using the same computation.
Summarizing, the half-liberation operation that we constructed leads to quite natural objects, in all the cases investigated so far. In particular, we can now formulate: Proof. This is just a reformulation of the results that we proved before, in Theorem 4.7, by using the abstract half-liberation formalism developed above.
Observe that the formula established above could be thought of as being related to the various rigidity results of type G + (X) = G(X), from [9] , [14] . In general, it is quite unclear what exact assumptions on X ⊂ S N −1 C could lead to such results. This is an interesting question, that we would like to raise here.
Real versions
In this section we discuss a number of more specialized results, concerning the real versions of our half-liberations, obtained by imposing the conditions z i = z * i to the standard coordinates. First, we have the following elementary result: Proof. The first assertion is clear from the comments made after Definition 5.3.
Regarding the second assertion, we can use here Proposition 5.5, which tells us that the rescaled real-half liberation in question is:
Finally, the last two assertions are clear from Proposition 5.6 and Proposition 5.7.
We have as well the following matrix model result, obtained by using the doubling operation X → |X|, constructed in section 2 above: is O 2 -invariant, z →z induces an automorphism of C(X), and so an automorphism of C(P X). We can therefore "cut" the lower part of the above matrix, and we obtain P |X| = P X. Thus |X| lifts P X, and so |X| ⊂ X * R , as desired. Regarding now the quantum isometry groups, the fact that we have G + (S N −1 R, * ) = O * N was already known from [2] . We can improve now this result. We use: Observe that the 1-saturation of X ⊂ S N −1 C , which is equivalent to the fact that the coordinates z 1 , . . . , z N ∈ C(X) are linearly independent, is needed in order to define the affine quantum isometry group G + (X), as a closed subgroup of U + N . See [13] . The 2-saturation condition is a familiar one as well, because for a subset X ⊂ S N −1 C , this condition implies that we have G + (X) = G(X), as shown in [9] . We have the following result, regarding the 3-saturated sets: Theorem 6.6. We have the "half-classical rigidity" formula
is O 2 -invariant and 3-saturated.
Proof. Assuming that X ⊂ S N −1 C is 3-saturated, the doubling |X| ⊂ S N −1 R, * is 3-saturated as well, and we conclude that the half-liberation X * R ⊂ S N −1 R, * is 3-saturated too. Thus, the variables {z a z × b z c |a ≤ c} with × = 1, * are linearly independent, and so the method in the proof of Proposition 4.5 applies, and gives the result.
Observe the similarity between the above result and Theorem 5.8. As a conclusion, our various results suggest that a certain analogue of the rigidity result in [14] should hold in real and complex half-liberated affine geometry. Finding such a general result, however, looks like a quite difficult question.
