In this paper, we discuss the nonuniform exponential dichotomy properties of nonautonomous systems of linear differential equations. Since any linear differential systems are kinematically similar to a triangular system, considering the relation between the nonuniform exponential dichotomy properties of the triangular system is necessary. Without loss of generality, we consider block upper triangular systems and give the criteria for the nonuniform exponential dichotomy of triangular systems on the half line for unbounded systems.
Introduction
Stability and dichotomy are well-studied topics in theory of differential equations. In particular, it is central in the construction of topological conjugacies, invariant manifolds, and normal forms. In finite dimensional Euclidean spaces, a linear differential equatioṅ where T (t, s) denotes the evolution operator of Eq. (1.1). Roughly speaking, an exponentially dichotomous system can be invariantly decomposed into two subsystems and dynamics on subsystems are stable in forward and backward directions of time.
There are a lot of efforts to extend this concept to systems with nonuniformity. The nonuniformity means that K is a function which depend on the initial time. The implication of such extension was indicated by Perron (see [11] , pp. 705-706) early in 1930 for asymptotical stability. Coppel (see [10] , p. 12) also showed that a planar nonautonomous systems without bounded growth may not have an exponential dichotomy even if it is a uniform contraction (respectively, expansion) on the stable (respectively, unstable) subspace. The formal definitions of the case of nonuniformity was given by Barreira and Valls (see [5, 8] ). The requirement of uniform stability or uniform conditional stability is often too stringent for the dynamics. In particular, the notion of a nonuniform exponential dichotomy is much more typical, particularly, in the context of ergodic theory. For example, almost all trajectories (and in fact all Lyapunov regular trajectories) of a diffeomorphism or a flow with nonzero Lyapunov exponents have a nonuniform exponential dichotomy (see [3, 4, 6] ). Besides, the relations between the nonuniform exponential dichotomies and Fredholm operators are studied as in [1, 2] .
Because of the essential role of the concept of a nonuniform exponential dichotomy, it is important to have helpful characterizations. Our main purpose is giving the relations between the nonuniform exponential dichotomy properties of the triangular system and its diagonal part. Particularly, we show that if a block upper triangular system has a nonuniform exponential dichotomy on a half line, then its diagonal part also has. When the off diagonal part is bounded in term of a family {|| · || t } t∈J of norms (see a below concept), then the converse holds. The other characterizations of nonuniform exponential dichotomy in terms of admissibility can be seen in [7, 12] .
Preliminaries and main results
With the notation in Section 1, we say that Eq. (1.1) has a nonuniform exponential dichotomy if there exist a projection P(t) : R n → R n satisfying (1.2), constant α > 0, and a continuous function K : J → [1, +∞) such that ||T (t, s)P(s)|| K(s)e −α(t−s) for t s, ||T (t, s)(I − P(s))|| K(s)e −β(s−t) for t s, for all s, t ∈ J.
Consider the block upper triangular systeṁ
In the following result, one show that if a not necessarily bounded block triangular system has an exponential dichotomy on a half line, then so does block diagonal part.
Theorem 2.1. Assume that (2.1) has a nonuniform exponential dichotomy with bound K(s) and exponents α, β. Then both linear systemsẋ = A (t) x andẏ = B (t) y have a nonuniform exponential dichotomy on J with the same bound and exponents.
Unfortunately, we do not know if the converse of Theorem 2.1 holds, namely, if a block diagonal part has a nonuniform exponential dichotomy then a block upper triangular system has. The next comments give some light to this question.
For a given family {|| · || t } t∈J of norms, we use (R n , || · || t ) to denote the space R n with norm || · || t for a fixed t ∈ J and || · || st , to denote the norm of linear operator from (R n , || · || s ) to (R n , || · || t ) for each t, s ∈ J.
Since every two norms of R n are mutually equivalent, for a given family {|| · || t } t∈J of norms there exist two functions L 1 , L 2 : J → (0, +∞) such that
We call that a family {|| · || t } t∈J of norms is a continuous family of norms if the mapping t → ||x|| t is continuous on J for each fixed x ∈ R n . Furthermore, if family {|| · || t } t∈J is continuous then there exist two positive continuous functions L 1 and L 2 such that (2.2) holds. A continuous family of norms is said to have a uniform lower bound (or uniform upper bound) if L 1 (or L 2 ) given in (2.2) is a positive constant. A continuous family of norms is said to have uniform bounds if L 1 and L 2 are both positive constants. Our approach to proving main theorems is based on the following lemma about uniformization ([12, Lemma 1]). Lemma 2.2. Eq. (1.1) has a nonuniform exponential dichotomy on J if and only if there exists a continuous family {|| · || t } t∈J of norms with a uniform lower bound such that Eq. (1.1) has a uniform exponential dichotomy with respect to {|| · || t } t∈J , i.e., there are a projection P(t) : R n → R n and constants α > 0 and K > 1 such that the invariant decomposition condition (1.2) is satisfied and the following estimates hold
With this lemma we obtain the following result.
also have a nonuniform exponential dichotomy on J.
The result above for the uniform exponential dichotomy is given by Battelli and Palmer (see [9] ).
Proof of main theorems
Proof of Theorem 2.1. Let V 1 ⊂ R d be the subspace of initial conditions at (t = 0) for which the solutioṅ x = A(t)x is bounded on J and takes V 2 as any fixed complement of
has a bounded solution on J and takes any fixed complement
Using constants variation, we have a solution of (3.1) that is
Suppose there exist two initial conditions η 1 , η 2 ∈ V 2 in which solutions of (3.1) are bounded, we have
Then
Because x 1 (t), x 2 (t) are bounded, we have
We consider the linking operator
We have
One sets
is a unique bounded solution of (3.1). Then
we get L as a linear operator. We take (ξ, η) as the initial conditions of the bounded solution of (2.1), then η ∈ W 1 and ξ = ξ 0 + Lη with ξ 0 ∈ V 1 . Because (ξ, η) are the initial conditions of the bounded solution and
it is mandatory that ξ, η must satisfy Y(t, 0)η as bounded. We have
That means η ∈ W 1 ,
When J = R − , we switch the range and null space in both projections. Then if we define the projection P as, 4) we see that the range of P when J = R + (the null space when J = R − ) consists of all vectors (ξ 0 + Lη, η) for some ξ 0 ∈ V 1 and η ∈ W 1 and thus coincides with the subspace of initial values of the solutions of (2.1) bounded on J.
Consider the equations,ẋ
We have y(t) = Y(t, 0)η as the solution of (3.6), substituting (3.5), we obtain,
We have, the transition matrix of (2.1) as
We set
then,
We see that for any ξ ∈ R d and s ∈ J, we have
where P A (s) = X(t, 0)P A X(0, t), and
As a consequence P A (s) P (s) and, for ξ ∈ R d and s t in J, we get
and, similarly, for any ξ ∈ R d and t s, in J
This completes the proof of the nonuniform exponential dichotomy on J of the linear systemẋ = A (t) x with projection P A . Next, we prove thatẏ = B (t) y has a nonuniform exponential dichotomy on J. To this end, consider the adjoint system
which is block lower triangular but can be considered as the block upper triangular system
with u = y and v = x. The lower triangular system (3.7) has a nonuniform exponential dichotomy on J with projection I n − P * , bound K (s), and exponents α, β where P is as in (3.4) , and so (3.8) has a nonuniform exponential dichotomy on J with projections
respectively for J = R + and J = R − , and with bound K (s) and exponents α, β. Since this projection is in block upper triangular form, it is as in (3.4) thatẏ = −B * (t) y has a nonuniform exponential dichotomy on J with projection I n−d − Q * and the same bound and exponents, and hence so doesẏ = B (t) y with Q as the projection. Therefore, we may take P B = Q, which indicates that W 1 = Range(P B ) and that P has the form (3.4) as stated in the theorem.
Here, we derive the rank conditions. With P as defined in the statement of the theorem, we observe that (ξ, η) ∈ Ker(P) if and only if P A ξ = 0 and P B η = 0 so that dim Ker(P) = dim Ker(P A ) + dim Ker(Q). Hence, rank(P) = rank(P) A + rank(P B ) follows, thus completing the proof of the theorem.
Remark 3.1. In particular we have proved that if the block upper triangular system (2.1) has a nonuinform exponential dichotomy on J, then for any bounded solution y (t) ofẏ = B (t) y there exists a bounded solution of the linear inhomogeneous systemẋ = A (t) x + C (t) y (t) and this holds even if C (t) is not bounded. However the fact that the upper triangular system has a nonuniform exponential dichotomy imposes some restrictions on the choice of C (t).
Remark 3.2. We can derive formulas for the linking operators. From the proof of Theorem 2.1 we see that for any η ∈ Range(P B ), the systemẋ
Hence
And so the linking operator on R + is given by
and then the linking operator on R − is given by
Proof of Theorem 2.3. Considering J = R + , we have the transition matrix (2.1) is
where X (t, s) , Y (t, s) are the transition matrices ofẋ = A (t) x andẏ = B (t) y, respectively, and
If system (2.1) has a nonuniform exponential dichotomy on J, then Theorem 2.1 tells us we can take the projection P to be in the form of (3.4), and the linking operator L is defined as follows
Note that
with R (0) = LP B . By variation of constants
Then, from the definition of L, we have
We now prove that (2.1) has a nonuniform exponential dichotomy on J. First we prove that T (t, s) P (s) K (s) e −α(t−s) for s t in J.
Note that we can write
and
With s t, ∈ J and
Where, exponents α 1 , α 2 , β 1 , β 2 > 0 and constants k 1 , k 2 
so that 1 |α 1 −α 2 | in the last inequality is replaced by c α . Furthermore, note that t = s, we do not have the first of the three terms in the inequality above so that we get
Next, we prove that
Here, T (t, s) [I n − P (s)] = [I n − P (t)] T (t, s), which equals
Now, when J = R + , we have
So, after some rearrangements
Then, t s; t, s ∈ J and C (t) ∈ C 0 b J, sup t∈J . t , we have
where exponents α 1 , α 2 , β 1 , β 2 > 0 and constants k 1 , k 2 
so that 1 |β 2 −β 1 | in the last inequality is replaced by c β . Furthermore, note that if t = s, we do not have the first of the three terms in the inequality above so that we get
The proof is complete. Both linear equationsẋ = −2x andẏ = −y have a nonuniform exponential dichotomy on R + with projection P A = P B = 1. We show, with C (t) chosen like (3.9), equation (3.9) has a nonuniform exponential dichotomy on R + . The fact is that we define the transition of (3.9) as
In Theorem 2.3, we have
then we define the projection of equation (3.9) as
Then, t s ∈ J, we consider
We have e −3t − e −4t+s e −3t + e −4t+s 2e −3s e −3(t−s) .
This means the equation (3.9) has a nonuniform exponential dichotomy on R + . Example 3.4. We consider the equatioṅ
where
Consider the equationẋ = −1 e 2t 0 1
x.
(3.11)
The equation has the fundamental matrix solution as
such that X (0) = I and have an inverse matrix as
With projection P A = diag {1, 0}, we consider Next, we consider the equatioṅ x = (sin ln (t + 1) + cos ln (t + 1) − α) x, t ∈ R + . (3.12) When 1 < α < 1 + e − π 2 , we have a fundamental solution matrix X (t) such that X (0) = 1 is X (t) = e (t+1) sin ln(+1)−αt , hence X (t) X −1 (s) = e (t+1) sin ln(t+1)−αt−(s+t) sin ln(s+1)+αs e (s+1)(1−sin ln(s+1)) e −(α−1)(t−s) , t s, ∈ R + .
Then, equation (3.12) has a nonuniform exponential dichotomy on R + . If not, with constant β > 0 and K β > 0, we have X (t) X −1 (s) K β e −β(t−s) , t s, ∈ R + .
With s k := e (2k−1/2)π − 1 and t k := e π s k − 1. Then, sin ln (s k + 1) = −1, sin ln (t k + 1) = 1, and X (t k ) X −1 (s k ) = e (t k +1) sin ln(t k +1)−αt k −(s k +t k ) sin ln(s k +1)+αs k = e (e π +1)s k −α(e π −1)s k +α+1 .
Then, with β > 0, 1 < α < 1 + e −π , we have e (e π +1)s k K β e (α−β)(e π −1)s k < K β e (1+e −π )(e π −1)s k = K β e (e π −e −π )s k .
This means K β e (1+e −π )s k → +∞, K → +∞, contradict. Therefore, equation (3.12) has a nonuniform exponential dichotomy on R + .
According to Theorem 2.3, we have equation (3.10) which has a nonuniform exponential dichotomy on R + with projection P = diag {1, 0, 1}.
