














































































































































































ＦＮ（ｊ）， 当｜ＦＮ（ｊ）｜２ ＞ＧＮ 时，











































































专注 正念 坐忘 专注 正念 坐忘 专注 正念 坐忘
ＲＦ　 ０．６０７　 ０．６３４　 ０．８６２　 ６８．４　 ７０．９　 ８０．６　 ８２．７　 ８１．１　 ９３．７
ＲＴ　 ０．３４０　 ０．３８８　 ０．６９５　 ５４．７　 ６０．６　 ６６．６　 ７９．９　 ７７．６　 ９１．２
Ｊ４８　 ６１．６　 ６４．３　 ７６．３　 ７９．６　 ７８．５　 ９０．０
ＰＡＲＴ　 ５７．２　 ６３．４　 ７０．９　 ７８．６　 ７９．５　 ９０．９
ＳＶＭ　 ０．５２０　 ０．５０４　 ０．７４５　 ６１．９　 ６２．５　 ６４．７　 ７９．６　 ７９．８　 ８６．２
ＢａｙｅｓＮｅｔ　 ４５．０　 ４８．６　 ６６．６　 ７７．０　 ７６．７　 ８５．３
ＭＰ　 ０．５４６　 ０．３５９　 ０．３５７　 ５９．１　 ５３．８　 ６５．６　 ７６．７　 ７７．０　 ８４．６
ｋＮＮ（ｋ＝１） ０．３６０　 ０．３４０　 ０．６５２　 ５４．１　 ５２．２　 ６１．３　 ７８．３　 ７９．２　 ８７．５




























































专注 正念 坐忘 专注 正念 坐忘 专注 正念 坐忘
ＲＦ　 ０．６９２　 ０．７４１　 ０．８６９　 ６６．６　 ７１．３　 ８０．９　 ８７．２　 ８８．１　 ９４．７
ＲＴ　 ０．３９７　 ０．４９８　 ０．７３７　 ５８．１　 ６１．９　 ６６．９　 ８０．３　 ８０．３　 ９１．２
Ｊ４８　 ５６．６　 ６４．１　 ７５．６　 ８３．８　 ８４．４　 ８９．４
ＰＡＲＴ　 ５７．８　 ６８．４　 ７１．６　 ８１．３　 ８４．１　 ９１．３
ＳＶＭ　 ０．６５８　 ０．６４０　 ０．７８３　 ６１．６　 ５７．８　 ６６．３　 ８１．９　 ８５．９　 ９３．１
ＢａｙｅｓＮｅｔ　 ６１．３　 ５８．８　 ７０．６　 ８２．５　 ９１．９　 ９３．４
ＭＰ　 ０．４１６　 ０．４６２　 ０．５１１　 ６３．８　 ５５．９　 ７０．０　 ７８．８　 ８５．３　 ９３．１
ｋＮＮ（ｋ＝１） ０．４４２　 ０．５０１　 ０．７６５　 ５７．２　 ５３．１　 ６４．４　 ７８．１　 ８１．６　 ９３．１






专注 正念 坐忘 专注 正念 坐忘 专注 正念 坐忘
ＲＦ　 ０．８２９　 ０．８７５　 ０．９３３　 ８５．６　 ８５．６　 ８８．８　 ９３．１　 ９３．８　 ９６．９
ＲＴ　 ０．６６８　 ０．６８６　 ０．８３７　 ７１．９　 ７３．１　 ７８．８　 ８９．１　 ８７．２　 ９５．６
Ｊ４８　 ７８．８　 ７６．９　 ８２．５　 ８８．８　 ８７．５　 ９７．２
ＰＡＲＴ　 ７６．６　 ７９．１　 ８３．４　 ８６．２　 ９２．２　 ９５．９
ＳＶＭ　 ０．６９５　 ０．５９６　 ０．７５５　 ６１．９　 ５６．３　 ６７．５　 ８５．０　 ８２．８　 ９０．３
ＢａｙｅｓＮｅｔ　 ７４．７　 ６９．１　 ８３．８　 ８８．４　 ８７．２　 ９６．６
ＭＰ　 ０．５４７　 ０．４９２　 ０．６３６　 ６６．９　 ５８．４　 ６９．４　 ８６．６　 ８５．０　 ９３．８
ｋＮＮ（ｋ＝１） ０．５５５　 ０．４００　 ０．６７８　 ６０．９　 ５５．６　 ６２．８　 ８２．５　 ８１．０　 ９０．０





































专注 ＲＦ　 ８２．７→９３．１　 ０．８９１→０．９６８　 ０．８６５→０．９６２
ＢａｙｅｓＮｅｔ　 ７７．０→８８．４　 ０．７１５→０．９４５　 ０．６５４→０．９２８
ＳＶＭ　 ７９．６→８５．０　 ０．６８９→０．７６３　 ０．６１２→０．７００
正念 ＲＦ　 ８１．１→９３．８　 ０．８８６→０．９８２　 ０．８６２→０．９７９
ＢａｙｅｓＮｅｔ　 ７６．７→８７．２　 ０．７１３→０．９４３　 ０．６１１→０．９３０
ＳＶＭ　 ７９．８→８２．８　 ０．６９１→０．７３３　 ０．６０３→０．６６５
坐忘 ＲＦ　 ９３．７→９６．９　 ０．９７２→０．９９７　 ０．９７１→０．９９７
ＢａｙｅｓＮｅｔ　 ８５．３→９６．６　 ０．８５４→０．９９３　 ０．８２２→０．９９３





























析［Ｊ］．厦门大学学 报 （自 然 科 学 版），２０１６，５５（３）：
４２０－４２５．
［６］　ＥＶＡＮＳ　Ｒ　Ｊ．Ｈａｎｄｂｏｏｋ　ｏｆ　ｎｅｕｒｏｆｅｅｄｂａｃｋ ［Ｍ ］．
Ｂｉｎｇｈａｍｔｏｎ：Ｔｈｅ　Ｈａｗｏｒｔｈ　Ｍｅｄｉｃａｌ　Ｐｒｅｓｓ，２００７：３－１０．
［７］　吴金华，张艳秋，唐毅．数据挖掘在生物信息学中的应用
文献计量学视角［Ｊ］．生物信息学，２０１６，１４（４）：２４９－２５３．
［８］　ＬＩＵ　Ｙ　Ｓ，ＳＯＵＲＩＮＡ　Ｏ，ＨＯＵ　Ｘ　Ｙ．Ｎｅｕｒｏｆｅｅｄｂａｃｋ　ｇａｍｅｓ
ｔｏ　ｉｍｐｒｏｖｅ　ｃｏｇｎｉｔｉｖｅ　ａｂｉｌｉｔｉｅｓ［Ｃ］∥２０１４Ｉｎｔｅｒｎａｔｉｏｎａｌ
Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｃｙｂｅｒｗｏｒｌｄｓ．Ｓａｎｔａｎｄｅｒ：ＩＥＥＥ，２０１４：
１６１－１６８．
［９］　ＢＲＡＮＤＭＥＹＥＲ　Ｔ，ＤＥＬＯＲＭＥ　Ａ．Ｍｅｄｉｔａｔｉｏｎ　ａｎｄ　ｎｅｕｒｏ－
ｆｅｅｄｂａｃｋ［Ｊ］．Ｆｒｏｎｔｉｅｒｓ　ｉｎ　Ｐｓｙｃｈｏｌｏｇｙ，２０１３，４（１）：６８８６７０．
［１０］　ＳＡＳ　Ｃ，ＣＨＯＰＲＡ　Ｒ．Ｍｅｄｉｔ　ａｉｄ：ａ　ｗｅａｒａｂｌｅ　ａｄａｐｔｉｖｅ　ｎｅｕ－
ｒｏｆｅｅｄｂａｃｋ－ｂａｓｅｄ　ｓｙｓｔｅｍ　ｆｏｒ　ｔｒａｉｎｉｎｇ　ｍｉｎｄｆｕｌｎｅｓｓ　ｓｔａｔｅ
［Ｊ］．Ｐｅｒｓ　Ｕｂｉｑｕｉｔ　Ｃｏｍｐｕｔ，２０１５，７（１９）：１１６９－１１８２．
［１１］　ＨＡＳＨＥＭＩ　Ａ，ＰＩＮＯ　Ｊ　Ｌ，ＭＯＦＦＡＴ　Ｇ，ｅｔ　ａｌ．Ｃｈａｒａｃｔｅｒｉ－
ｚｉｎｇ　ｐｏｐｕｌａｔｉｏｎ　ＥＥＧ　ｄｙｎａｍｉｃｓ　ｔｈｒｏｕｇｈｏｕｔ　ａｄｕｌｔｈｏｏｄ
［Ｊ］．ｅＮｅｕｒｏ，２０１６，３（６）：１－１３
［１２］　周昌乐．从当代脑科学看禅定状态达成的可能性及其意
义［Ｊ］．杭州师范大学学报（社会科学版），２０１５（３）：
１７－２３．
［１３］　Ｅｍｏｔｉｖ　Ｉｎｃ．Ｅｍｏｔｉｖ　ｅｐｏｃ　＆ｔｅｓｔｂｅｎｃｈＴＭ　ｓｐｅｃｉｆｉｃａｔｉｏｎｓ
［ＥＢ／ＯＬ］．［２０１７－１０－０７］．ｈｔｔｐｓ：∥ｗｗｗ．ｅｍｏｔｉｖ．ｃｏｍ／
ｆｉｌｅｓ／Ｅｍｏｔｉｖ－ＥＰＯＣ－Ｐｒｏｄｕｃｔ－Ｓｈｅｅｔ－２０１４．ｐｄｆ．
［１４］　ＦＥＬＬ　Ｊ，ＡＸＭＡＣＨＥＲ　Ｎ，ＨＡＵＰＴ　Ｓ．Ｆｒｏｍ　ａｌｐｈａ　ｔｏ
ｇａｍｍａ：ｅｌｅｃｔｒｏｐｈｙｓｉｏｌｏｇｉｃａｌ　ｃｏｒｒｅｌａｔｅｓ　ｏｆ　ｍｅｄｉｔａｔｉｏｎ－ｒｅ－
ｌａｔｅｄ　ｓｔａｔｅｓ　ｏｆ　ｃｏｎｓｃｉｏｕｓｎｅｓｓ［Ｊ］．Ｍｅｄｉｃａｌ　Ｈｙｐｏｔｈｅｓｅｓ，
２０１０，７５（２）：２１８－２２４．
［１５］　汪云九．神经信息学神经系统的理论和模型［Ｍ］．北京：
高等教育出版社，２００６：４０３－４０７．
［１６］　佩特根，于尔根斯，绍柏．混沌与分形［Ｍ］．田逢喜，译．北
京：国防工业出版社，２００８：３００－３０５．
·３６２·
厦门大学学报（自然科学版） ２０１８年
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
［１７］　ＷＥＩＳＳＴＥＩＮ　Ｗ　Ｅ．Ｍｉｎｋｏｗｓｋｉ－ｂｏｕｌｉｇａｎｄ　ｄｉｍｅｎｓｉｏｎ
［ＥＢ／ＯＬ］．［２０１７－１２－１８］．ｈｔｔｐ：∥ｍａｔｈｗｏｒｌｄ．ｗｏｌｆｒａｍ．
ｃｏｍ／Ｍｉｎｋｏｗｓｋｉ－ＢｏｕｌｉｇａｎｄＤｉｍｅｎｓｉｏｎ．ｈｔｍｌ．
［１８］　ＳＨＡＮＮＯＮ　Ｃ．Ａ　ｍａｔｈｅｍａｔｉｃａｌ　ｔｈｅｏｒｙ　ｏｆ　ｃｏｍｍｕｎｉｃａｔｉｏｎ
［Ｊ］．Ｂｅｌ　Ｓｙｓｔｅｍｓ　Ｔｅｃｈｎｉｃａｌ　Ｊｏｕｒｎａｌ，１９４８，３（２７）：
３７９－４２３．
［１９］　ＴＡＫＥＮＳ　Ｆ．Ｄｅｔｅｃｔｉｎｇ　ｓｔｒａｎｇｅ　ａｔｔｒａｃｔｏｒｓ　ｉｎ　ｔｕｒｂｕｌｅｎｃｅ
［Ｃ］∥Ｄｙｎａｍｉｃａｌ　Ｓｙｓｔｅｍｓ　ａｎｄ　Ｔｕｒｂｕｌｅｎｃｅ．Ｈｅｉｄｅｌｂｅｒｇ：
Ｓｐｒｉｎｇｅｒ，１９８１：３６６－３８１．
［２０］　李颖洁，邱意弘，朱贻盛．脑电信号分析方法及其应用
［Ｍ］．北京：科学出版社，２００９：１－３．
［２１］　ＦＲＡＮＫ　Ｅ，ＨＡＬＬ　Ａ　Ｍ，ＷＩＴＴＥＮ　Ｈ　Ｉ．Ｔｈｅ　ＷＥＫＡ
ｗｏｒｋｂｅｎｃｈ［Ｍ］．Ｓａｎ　Ｆｒａｎｃｉｓｃｏ：Ｍｏｒｇａｎ　Ｋａｕｆｍａｎｎ，
２０１６：１－８．
［２２］　ＦＲＡＮＫ　Ｅ，ＷＩＴＴＥＮ　Ｈ　Ｉ．Ｇｅｎｅｒａｔｉｎｇ　ａｃｃｕｒａｔｅ　ｒｕｌｅ　ｓｅｔｓ
ｗｉｔｈｏｕｔ　ｇｌｏｂａｌ　ｏｐｔｉｍｉｚａｔｉｏｎ［Ｃ］∥ＩＣＭＬ′９８Ｐｒｏｃｅｅｄｉｎｇｓ
ｏｆ　ｔｈｅ　Ｆｉｆｔｅｅｎｔｈ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｍａｃｈｉｎｅ
Ｌｅａｒｎｉｎｇ．Ｓａｎ　Ｆｒａｎｃｉｓｃｏ：Ｍｏｒｇａｎ　Ｋａｕｆｍａｎｎ，１９９８：
１４４－１５１．
［２３］　周志华．机器学习［Ｍ］．北京：清华大学出版社，２０１６：
３０－３５．
［２４］　ＣＨＩＥＳＡ　Ａ，ＣＡＬＡＴＩ　Ｒ，ＳＥＲＲＥＴＴＩ　Ａ．Ｄｏｅｓ
ｍｉｎｄｆｕｌｎｅｓｓ　ｔｒａｉｎｉｎｇ　ｉｍｐｒｏｖｅ　ｃｏｇｎｉｔｉｖｅ　ａｂｉｌｉｔｉｅｓ？Ａ　ｓｙｓ－
ｔｅｍａｔｉｃ　ｒｅｖｉｅｗ　ｏｆ　ｎｅｕｒｏｐｓｙｃｈｏｌｏｇｉｃａｌ　ｆｉｎｄｉｎｇｓ［Ｊ］．
Ｃｌｉｎｉｃａｌ　Ｐｓｙｃｈｏｌｏｇｙ　Ｒｅｖｉｅｗ，２０１１，３１（３）：４４９－４６４．
Ｓｔｕｄｉｅｓ　ｏｎ　Ｅｌｅｃｔｒｏｅｎｃｅｐｈａｌｏｇｒａｐｈ　Ｄａｔａ　Ｍｉｎｉｎｇ
ｆｏｒ　Ｍｅｄｉｔａｔｉｏｎ　Ｎｅｕｒｏｆｅｅｄｂａｃｋ　Ｓｙｓｔｅｍｓ
ＸＵ　Ｈａｏ１，ＨＵＡＮＧ　Ｍｉｎ１，２，ＺＨＯＵ　Ｃｈａｎｇｌｅ１＊
（１．Ｆｕｊｉａｎ　Ｋｅｙ　Ｌａｂ　ｏｆ　Ｂｒａｉｎ－ｌｉｋｅ　Ｃｏｍｐｕｔａｔｉｏｎ　Ｔｅｃｈｎｏｌｏｇｙ　ａｎｄ　Ａｐｐｌｉｃａｔｉｏｎ，Ｓｃｈｏｏｌ　ｏｆ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｓｃｉｅｎｃｅ　ａｎｄ
Ｅｎｇｉｎｅｅｒｉｎｇ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，２．Ｃｏｌｅｇｅ　ｏｆ　Ｈｕｍａｎｉｔｉｅｓ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１００５，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｍｅｄｉｔａｔｉｏｎ　ｂｅｎｅｆｉｔｓ　ｔｈｅ　ｈｅａｌｔｈ　ｏｆ　ｍｏｄｅｒｎ　ｐｅｏｐｌｅ．Ｉｎ　ｏｒｄｅｒ　ｔｏ　ｄｅｖｅｌｏｐ　ｓｍａｒｔ　ｎｅｕｒｏｆｅｅｄｂａｃｋ　ｓｙｓｔｅｍｓ　ｗｈｉｃｈ　ｈｅｌｐ　ｔｈｅ　Ｚｅｎ
ｐｒａｃｔｉｃｅ，ｓｅｖｅｒａｌ　ｅｌｅｃｔｒｏｅｎｃｅｐｈａｌｏｇｒａｐｈ　ｉｎｄｅｘｅｓ　ａｎｄ　ｔｈｒｅｅ　ａｄｖａｎｃｅｄ　ａｎａｌｙｚｉｎｇ　ｍｅｔｈｏｄｓ　ａｒｅ　ｕｓｅｄ　ｔｏ　ｃｌａｓｓｉｆｙ　ｇｏｏｄ　ｏｒ　ｂａｄ　ｎｅｗ　Ｚｅｎ　ｐｒａｃｔｉ－
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