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We consider a coupled model for steady ﬂows of viscous incompressible heat-conducting
ﬂuids with temperature dependent material coeﬃcients in a ﬁxed three-dimensional open
cylindrical channel. We introduce the Banach spaces X and Y to be the space of possible
solutions of this problem and the space of its data, respectively. We show that the
corresponding operator of the problem acting between X and Y is Fréchet differentiable.
Applying the local diffeomorphism theorem we get the local solvability results for a
variational formulation.
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1. Introduction
1.1. Preliminaries – physical model, governing equations
In the present paper we study the steady-state motion of heat-conducting ﬂuid. We prove the local existence of solutions
to the coupled model for Newtonian ﬂuid with energy transfer.
Vector functions and operators acting on vector functions are denoted by boldface letters. Unless speciﬁed otherwise, we
use Einstein’s summation convention for indices running from 1 to 3.
Let Ω be a domain occupied by an incompressible Newtonian ﬂuid. Denote by σ (u, p, θ) the stress tensor of the ﬂuid
depending on the velocity u, pressure p and temperature θ . For a Newtonian ﬂuid, σ is given by Newton’s law
σ (u, p, θ) = −pI+ 2τ (u, θ), (1)
where I is the unit tensor, e(u) denotes the symmetric part of the velocity gradient
eij = 12
(
∂ui
∂x j
+ ∂u j
∂xi
)
,
τ (u, θ) = μ(θ)e(u) represents viscous stress tensor and μ(θ) denotes the viscosity of the ﬂuid depending on the tempera-
ture θ . The heat ﬂux q of the motion is given by Fourier’s law
q = −λ(θ)∇θ, (2)
where the coeﬃcient of heat conductivity λ depends on the temperature θ .
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tions:
linear momentum balance equation
−div(σ (u, p, θ))+ (u · ∇)u = g, (3)
mass balance equation
−div(u) = k, (4)
energy conservation equation
− div(q) + ck div(u · θ) − τ (θ,u) : e(u) = h, (5)
where g , k and h are the body force, mass source and heat source terms, respectively,  represents density and ck speciﬁc
heat of the ﬂuid. Since most of the ﬂuids (especially liquids) are slightly compressible, we consider the ﬂuid to be “me-
chanically” incompressible and the change of density due to temperature ﬂuctuations negligible with respect to those of
viscosity of the ﬂuid. Moreover, if the mass source term k is negligible, (4) yields the well-known velocity constraint
divu = 0.
1.2. A brief bibliographical survey
In [5], Consiglieri proved the existence of weak solutions to the coupled system of stationary equations (3)–(5) with
the Dirichlet boundary conditions for a class of general non-Newtonian ﬂuids under more general assumptions on τ and q
with temperature dependent coeﬃcients. In [6], the same author proved the existence of weak solutions for a class of non-
Newtonian heat conducting ﬂuids (e.g. Bingham ﬂuid, Carreau ﬂuid, Prandtl–Eyring model, Williamson ﬂuid, Gross model,
Ellis model) with generalized nonlinear law of heat conduction (Newtonian ﬂuid is not included in her studies), under
the weak assumptions on data of the problem. In [7], Consiglieri and Shilkin proved the existence of the strong solution
to the system (3)–(5). Naumann [20] studied the model with temperature dependent viscosity and heat conductivity. He
established the existence of the velocity and the temperature solving the balance of linear momentum and mass, and
satisfying the balance of energy. Note that the author considered homogeneous Dirichlet boundary conditions for velocity
ﬁeld. Pérez et al. [23] deduced a physical model of the non-isothermal ﬂuid for ﬂow situations such as ﬂow in channels
or ducts. The authors considered some generalized outﬂow boundary conditions, viscosity variations with temperature and
the buoyancy effect and proved the existence and uniqueness results for this steady variational problem. However, in this
model the term corresponding to the heat due to the heat ﬂux is neglected.
1.3. Mixed boundary conditions
The Navier–Stokes equations have been mostly considered with the Dirichlet boundary condition. The theory of the
Navier–Stokes equations with this boundary condition is relatively deeply elaborated. However, the homogeneous Dirichlet
boundary condition (i.e. the no-slip boundary condition) is not natural in some situations – for example on the output of a
channel. Some authors therefore use either the condition
ν
∂u
∂n
− Pn = σ (6)
or the condition
ν
2
[∇u + (∇u)T ] · n− Pn = σ (7)
on the output of the channel (see e.g. [1,2,9,24]). Some qualitative properties of the Navier–Stokes equations with the
boundary condition (6) on the output are studied in [3,13–15].
None of the boundary conditions (6), (7) on the output of a channel excludes the possibility of backward ﬂows that could
eventually bring back to the channel an uncontrollable amount of kinetic energy. Consequently, the boundary conditions (6)
or (7) do not enable us to derive the energy inequality, known from the theory of the Navier–Stokes equations with the
no-slip boundary condition, or another equivalent a priori estimate of a weak solution. Due to this fact, the question of the
global existence of a weak solution of the Navier–Stokes equations in a channel with one of the boundary conditions (6), (7)
on the output is still open. In [13] and [14], Kracˇmar and Neustupa prescribed an additional condition on the output (which
bounds the kinetic energy of the backward ﬂow), formulated steady and evolutionary Navier–Stokes problems by means of
certain variational inequalities of the Navier–Stokes type and proved the existence of a weak solution of these inequalities.
In [15], Kucˇera and Skalák proved the local-in-time existence of a strong solution of the non-steady Navier–Stokes problem
with boundary condition (6) on the part of the boundary. Similar results for non-isothermal ﬂows were obtained in [3].
In this paper we study more general mixed boundary value problem of the complete system of the steady Navier–Stokes
equations with Dirichlet and in- and outﬂow boundary conditions for ﬂow situations as ﬂow in a channel.
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We assume that Ω is a bounded domain in R3 with a Lipschitz boundary, ΓD and ΓN are smooth open disjoint subsets
of ∂Ω such that ∂Ω = Γ¯D ∪ Γ¯N , ΓD = ∅, ΓN = ∅, M = ∂Ω − (ΓD ∪ ΓN) = Γ¯D ∩ Γ¯N = ⋃ j∈J1 M j , J1 = {1, . . . ,n}, and the
two-dimensional measure of M is zero and M j are smooth curves (this means that M j are smooth curved edges and
vertices on ∂Ω are excluded). Moreover ΓD and ΓN belong to the class C∞ and form an angle ωM = π/2 at all points of
M (in the sense of tangential planes). The domain Ω represents a channel, ΓD is a ﬁxed wall and ΓN is both the input and
the output of the channel.
The stationary motion of incompressible viscous Newtonian ﬂuid with energy transfer is governed by the following
system
−div(ν(θ)e(u))+ (u · ∇)u + ∇P = g in Ω, (8)
divu = 0 in Ω, (9)
−div(λ(θ)∇θ)+ ck div(θu) − ν(θ)e(u) : e(u) = σ in Ω, (10)
u = 0 on ΓD , (11)
−Pn+ ν(θ)e(u)n = ς on ΓN , (12)
θ = η on ΓD , (13)
λ(θ)
∂θ
∂n
= υ on ΓN . (14)
Here u = (u1,u2,u3), P and θ denote the unknown velocity, pressure and temperature, respectively. The data of the prob-
lem are as follows: g represents body force, σ is the heat source term. Further, ν = μ/ represents the kinematic viscosity,
η is a given function representing the distribution of the temperature θ on ΓD , ς and υ are given functions, n denotes
the unit outward normal with respect to Ω along ∂Ω . Speciﬁc heat ck is considered to be a positive constant. Finally, we
suppose that all functions in (8)–(14) are smooth enough.
The goal of the present paper is to prove the existence of a weak solution to the system (8)–(14) for suﬃciently small
data. It is organized as follows. In Section 2, we introduce the appropriate spaces: the Banach spaces X and Y , respectively,
of solutions of the studied problem and of its data. Further, we present some auxiliary results and specify our assumptions
on the material coeﬃcients under which the main result of the paper is proved. In Section 4 we prove the main existence
result stated in Section 3. We deﬁne the operator N : X → Y and formulate our problem in terms of operator equation.
The Fréchet derivative of N is derived in Appendix A. The proof of the main result is based on application of the Local
Diffeomorphism Theorem and some known regularity results for the linearized problem that we recall in Appendix B.
2. Deﬁnition of some function spaces and data assumptions
For an arbitrary α,β ∈ (1,∞), γ ∈ [1,+∞], Lγ (Ω) denotes the usual Lebesgue space equipped with the norm ‖ · ‖Lγ (Ω) ,
and W 1,α(Ω) denotes the usual Sobolev space with the norm ‖ · ‖W 1,α(Ω) . Denote by V 1,α and W 1,βΓD , respectively, the
closures of
{
v ∈ C∞(Ω¯)3; div v = 0, supp v ∩ ΓD = ∅
}
in the norm W 1,α(Ω)3 and
{
φ ∈ C∞(Ω¯); suppφ ∩ ΓD = ∅
}
in the norm W 1,β (Ω). Further we suppose that p,q, r, s ∈ R are ﬁxed numbers throughout the whole paper such that
1< q < p < +∞, (15)
1< s < r < +∞, (16)
1
p
+ 1
q
= 1, (17)
1
r
+ 1
s
= 1, (18)
2
p
 1
r
+ 1
3
, (19)
r > 3, (20)
p  4. (21)
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and Theorem 20.
Set
X := {[w,ψ]; w ∈ V 1,p, ψ ∈ W 1,r(Ω)}
with the norm
∥∥[w,ψ]∥∥X := ‖w‖V 1,p + ‖ψ‖W 1,r(Ω)
and
Y := {[ f ,h, η]; f ∈ (V 1,q)∗, h ∈ (W 1,sΓD
)∗
, η ∈ W 1−1/r,r(ΓD)
}
with the norm
∥∥[ f ,h, η]∥∥Y := ‖ f ‖(V 1,q)∗ + ‖h‖(W 1,sΓD )∗ + ‖η‖W 1−1/r,r(ΓD ).
(Note that W 1−1/r,r(ΓD) is deﬁned e.g. in [21] or in [26, Chapter I, Proposition 2.2].) Then X and Y are the Banach spaces.
Further suppose that θ1, θ2 are ﬁxed constants such that 0< θ1 < θ2 < ∞ and
U0 :=
{[u; θ] ∈ X; 0< θ1 < θ < θ2 < ∞ almost everywhere in Ω}.
By [16, Theorem 5.7.8] and (20)
W 1,r(Ω) ↪→ L∞(Ω) (22)
and therefore U0 ⊂ X is open.
Throughout the paper we consider the following conditions upon data of the problem: there exist positive constants ν1,
ν2, and λ1, λ2 such that we have
ν ∈ C2(〈θ1, θ2〉), 0< ν1  ν(ξ) ν2, (23)
λ ∈ C2(〈θ1, θ2〉), 0< λ1  λ(ξ) λ2, (24)
for all ξ ∈ 〈θ1, θ2〉.
3. Statement of the main result
Deﬁnition 1. The pair [u, θ] ∈ U0 ⊂ X is called the weak solution of (8)–(14) with data [ f ,h, η] ∈ Y iff∫
Ω
ν(θ)e(u) : e(v)dΩ +
∫
Ω
(u · ∇)u · v dΩ = 〈 f , v〉,
∫
Ω
λ(θ)∇θ · ∇φ dΩ + ck
∫
Ω
(u · ∇θ)φ dΩ −
∫
Ω
ν(θ)e(u) : e(u)φ dΩ = 〈h, φ〉
hold for all v ∈ V 1,q , φ ∈ W 1,sΓD and
θ = η on ΓD
in the sense of traces.
Note that the dualities of 〈 f , v〉 and 〈h, φ〉, respectively, correspond to∫
Ω
g · v dx+
∫
ΓN
ς · v dS
and ∫
Ω
σ · φ dx+
∫
ΓN
υ · φ dS,
where g , ς , σ and υ are given data.
In the following lemma we prove that
∫
Ω
ν(θ)e(u) : e(u)φ dΩ in Deﬁnition 1 makes sense. It is possible to show that
the other integrals make sense, too, in similar way.
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∫
Ω
ν(θ)e(u) : e(w)φ dΩ
∣∣∣∣ c‖u‖V 1,p‖w‖V 1,p‖φ‖W 1,sΓD (25)
for all φ ∈ W 1,sΓD (Ω), c = c(Ω).
Proof. Since u ∈ V 1,p and w ∈ V 1,p , using the Hölder inequality we get
e(u) : e(w) ∈ Lp/2(Ω). (26)
Moreover, (22) and (23) imply
ν(θ) ∈ L∞(Ω). (27)
Further, φ ∈ W 1,sΓD (Ω) implies φ ∈ Lδ(Ω) where δ = 3s/(3− s). Using (15)–(20) we get
2
p
+ 1
δ
 1. (28)
Using (27)–(28) we arrive at∣∣∣∣
∫
Ω
ν(θ)e(u) : e(w)φ dΩ
∣∣∣∣ c∥∥ν(θ)∥∥L∞(Ω)‖u‖V 1,p‖w‖V 1,p‖φ‖Lδ(Ω).
Taking into account (24) we get (25). The proof is complete. 
Deﬁnition 3. Let N : U0 → Y be an operator such that N ([u, θ]) = [ f ,h, η] if and only if [u, θ] is a weak solution of
(8)–(14) with data [ f ,h, η].
The main result of our paper is the following
Theorem 4 (Main result). Let ρ be a real number such that θ1 < ρ < θ2 . Then there exists a neighborhood U1 ⊂ U0 of the point
Ψ 0,ρ ≡ [0,ρ] in the space X, and a neighborhood V1 ⊂ Y of the pointΘ0,ρ ≡ [0,0,ρ] such that N is one-to-one from U1 onto V1 .
4. Proof of the main result
Here we prove our main result. The proof is based on the well-known Local Diffeomorphism Theorem, see [4].
Theorem 5 (Local Diffeomorphism Theorem). Let X and Y be Banach spaces, L be a mapping from X into Y belonging to C1 in some
neighborhood V of a point w0 . If the Fréchet derivative DL(w0) : X → Y is the one-to-one and onto Y and continuous mapping, then
there exists a neighborhood U of the point w0 , U ⊂ V and a neighborhood W of point L(w0), W ⊂ Y such that L is the one-to-one
mapping from U onto W .
To prove Theorem 4, we have to prove that the operator N satisﬁes the assumptions of the Local Diffeomorphism
Theorem at the point Ψ 0,ρ .
Deﬁnition 6. Let Ψ 1 ≡ [u, θ] ∈ U0, Ψ 2 ≡ [w, ϑ] ∈ X , Θ ≡ [ f ,h, η] ∈ Y . Let G : U0 ⊗ X → Y be an operator such that
G(Ψ 1,Ψ 2) =Θ iff∫
Ω
ν(θ)e(w) : e(v)dΩ +
∫
Ω
(u · ∇)w · v dΩ +
∫
Ω
ν ′(θ)ϑe(u) : e(v)dΩ +
∫
Ω
(w · ∇)u · v dΩ = 〈 f , v〉,
∫
Ω
λ(θ)∇ϑ · ∇φ dΩ +
∫
Ω
λ′(θ)ϑ∇θ · ∇φ dΩ + ck
∫
Ω
(u · ∇ϑ)φ dΩ + ck
∫
Ω
(w · ∇θ)φ dΩ
− 2
∫
Ω
ν(θ)e(u) : e(w)φ dΩ −
∫
Ω
ν ′(θ)ϑe(u) : e(u)φ dΩ = 〈h, φ〉
hold for all v ∈ V 1,q , φ ∈ W 1,s andΓD
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in the sense of traces.
Remark 1. Note that since u,w ∈ V 1,p , v ∈ V 1,q , θ,ϑ ∈ W 1,r(Ω), φ ∈ W 1,sΓD (Ω), ν = ν(θ) ∈ L∞(Ω), λ = λ(θ) ∈ L∞(Ω),
ν ′(θ) ∈ L∞(Ω), λ′(θ) ∈ L∞(Ω), all terms in the deﬁnition of the operator G make sense.
Lemma 7. Let Ψ 1 = [u, θ] ∈ U0 ⊂ X. Then G(Ψ 1, ·) is the continuous operator from X into Y and the mapping
Ψ 1 → G(Ψ 1, ·)
is continuous from U0 intoL (X, Y ) (L (X, Y ) is the space of all continuous linear mappings from the space X into Y ).
Proof (outline). The continuity of G is obvious. We prove the continuity of the mapping Ψ 1 → G(Ψ 1, ·). Let Ψ 1,ς =
[uς , θς ] ∈ U0 be ﬁxed. Let  > 0, then (22), (23) and (24) imply that there exists δ > 0 such that∣∣ν(θς ) − ν(θτ )∣∣< ,∣∣ν ′(θς ) − ν ′(θτ )∣∣< ,∣∣λ(θς ) − λ(θτ )∣∣< ,∣∣λ′(θς ) − λ′(θτ )∣∣< 
whenever
Ψ 1,τ = [uτ , θτ ] ∈ U0
and
‖Ψ 1,ς −Ψ 1,τ ‖X < δ.
Therefore
lim
Ψ 1,τ →Ψ 1,ς
∥∥G(Ψ 1,ς , .) − G(Ψ 1,τ , .)∥∥Y = 0.
This completes the proof. 
Theorem 8 (Fréchet derivative of the operator N ). Let Ψ 1 = [u, θ] ∈ U0 . Then G(Ψ 1, ·) is the Fréchet derivative of the operator N at
the point Ψ 1 .
The proof of Theorem 8 is rather technical and, therefore, postponed to Appendix A.
Deﬁnition 9. Let Ψ = [w, ϑ] ∈ X , Θ = [ f ,h, η] ∈ Y , ρ ∈ R, θ1 < ρ < θ2 and let Lρ : X → Y be an operator such that
Lρ(Ψ ) =Θ iff∫
Ω
ν(ρ)e(w) : e(v)dΩ = 〈 f , v〉
and ∫
Ω
λ(ρ)∇ϑ · ∇φ dΩ = 〈h, φ〉
hold for all v ∈ V 1,q , φ ∈ W 1,sΓD and
ϑ = η on ΓD
in the sense of traces.
Remark 2. Let ρ ∈ R, θ1 < ρ < θ2. Then Ψ 0,ρ ∈ U0 and the operator Lρ is the Fréchet derivative of the operator N at the
point Ψ 0,ρ and
G(Ψ 0,ρ , ·) = Lρ.
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The proof of Theorem 10 is postponed to Appendix B.
Proof of Theorem 4. Let ρ ∈ R, θ1 < ρ < θ2. By Theorem 10 operator Lρ is a one-to-one mapping from X onto Y . The main
result follows from Theorem 5, Theorem 8, Lemma 7 and Remark 2. 
5. Conclusion
Theorem 4 asserts that for “suﬃciently small” data there exists the uniquely determined local weak solution of system
(8)–(14).
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Appendix A. Fréchet derivative of the operatorN
To prove Theorem 8 we present and prove following auxiliary facts (Lemmas 11–17):
Lemma 11. Let Ψ 1 = [u, θ] ∈ U0 ⊂ X be ﬁxed and Ψ 2 = [w, ϑ] ∈ X such that Ψ 1 +Ψ 2 ∈ U0 . Then
lim‖Ψ2‖X→0
‖ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ‖L∞(Ω)
‖Ψ 2‖X = 0, (A.1)
lim‖Ψ2‖X→0
‖λ(θ + ϑ) − λ(θ) − λ′(θ)ϑ‖L∞(Ω)
‖Ψ 2‖X = 0. (A.2)
Proof. Let  > 0 be ﬁxed. Using (23) and the estimate
‖ϑ‖L∞(Ω)  c‖ϑ‖W 1,r(Ω)  c‖Ψ 2‖X ,
where c = c(Ω) we obtain the inequality
‖ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ‖L∞(Ω)
‖Ψ 2‖X  
which holds for every Ψ 2, 0 < ‖Ψ 2‖X < δ, if δ is suﬃciently small. This inequality implies (A.1). The proof of (A.2) is
similar. 
The following lemma is an immediate consequence of Lemma 11.
Lemma 12. Under the assumptions of Lemma 11,
lim‖Ψ2‖X→0
∥∥ν(θ + ϑ) − ν(θ)∥∥L∞(Ω) = 0, (A.3)
lim‖Ψ2‖X→0
∥∥λ(θ + ϑ) − λ(θ)∥∥L∞(Ω) = 0. (A.4)
Lemma 13. Under the assumptions of Lemma 11, let
A1(u, v,w, θ,ϑ) :=
∫
Ω
ν(θ + ϑ)e(u + w) : e(v)dΩ −
∫
Ω
ν(θ)e(u) : e(v)dΩ
−
∫
Ω
ν(θ)e(w) : e(v)dΩ −
∫
Ω
ν ′(θ)ϑe(u) : e(v)dΩ.
Then
lim‖Ψ2‖X→0
1
‖Ψ 2‖X sup‖v‖V 1,q=1
∣∣A1(u, v,w, θ,ϑ)∣∣= 0. (A.5)
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A1(u, v,w, θ,ϑ) =
∫
Ω
ν(θ + ϑ)e(u + w) : e(v)dΩ −
∫
Ω
ν(θ + ϑ)e(u) : e(v)dΩ
+
∫
Ω
ν(θ + ϑ)e(u) : e(v)dΩ −
∫
Ω
ν(θ)e(u) : e(v)dΩ
−
∫
Ω
ν(θ)e(w) : e(v)dΩ −
∫
Ω
ν ′(θ)ϑe(u) : e(v)dΩ
=
∫
Ω
[
ν(θ + ϑ) − ν(θ)]e(w) : e(v)dΩ
+
∫
Ω
[
ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ]e(u) : e(v)dΩ
we obtain
∣∣A1(u, v,w, θ,ϑ)∣∣ c(∥∥ν(θ + ϑ) − ν(θ)∥∥L∞(Ω)‖w‖V 1,p‖v‖V 1,q
+ ∥∥ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ∥∥L∞(Ω)‖u‖V 1,p‖v‖V 1,q)
and
sup
‖v‖V 1,q=1
∣∣A1(u, v,w, θ,ϑ)∣∣ c(∥∥ν(θ + ϑ) − ν(θ)∥∥L∞(Ω)‖Ψ 2‖X
+ ∥∥ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ∥∥L∞(Ω)‖u‖V 1,p ),
where c = c(Ω). Using Lemmas 11 and 12 we get (A.5). 
Lemma 14. Under the assumptions of Lemma 11, let
A2(θ,φ,ϑ) :=
∫
Ω
λ(θ + ϑ)∇(θ + ϑ) · ∇φ dΩ −
∫
Ω
λ(θ)∇θ · ∇φ dΩ
−
∫
Ω
λ(θ)∇ϑ · ∇φ dΩ −
∫
Ω
λ′(θ)ϑ∇θ · ∇φ dΩ.
Then
lim‖Ψ2‖X→0
1
‖Ψ 2‖X sup‖φ‖V 1,s=1
∣∣A2(θ,φ,ϑ)∣∣= 0. (A.6)
Proof. Since
A2(θ,φ,ϑ) =
∫
Ω
[
λ(θ + ϑ) − λ(θ)]∇ϑ · ∇φ dΩ +
∫
Ω
[
λ(θ + ϑ) − λ(θ) − λ′(θ)ϑ]∇θ · ∇φ dΩ
we obtain
∣∣A2(θ,φ,ϑ)∣∣ c(∥∥λ(θ + ϑ) − λ(θ)∥∥L∞(Ω)‖ϑ‖V 1,r‖φ‖V 1,s
+ ∥∥λ(θ + ϑ) − λ(θ) − λ′(θ)ϑ∥∥L∞(Ω)‖θ‖V 1,r‖φ‖V 1,s)
and
sup
‖φ‖V 1,s=1
∣∣A2(θ,φ,ϑ)∣∣ c(∥∥λ(θ + ϑ) − λ(θ)∥∥L∞(Ω)‖Ψ 2‖X
+ ∥∥λ(θ + ϑ) − λ(θ) − λ′(θ)ϑ∥∥L∞(Ω)‖θ‖V 1,r ),
where c = c(Ω). Using Lemmas 11 and 12 we get (A.6). 
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A3(u,w, θ,φ,ϑ) :=
∫
Ω
ν(θ + ϑ)e(u + w) : e(u + w)φ dΩ
−
∫
Ω
ν(θ)e(u) : e(u)φ dΩ − 2
∫
Ω
ν(θ)e(u) : e(w)φ dΩ
−
∫
Ω
ν ′(θ)ϑe(u) : e(u)φ dΩ. (A.7)
Then
lim‖Ψ2‖X→0
1
‖Ψ 2‖X sup‖φ‖1,s=1
∣∣A3(u,w, θ,φ,ϑ)∣∣= 0. (A.8)
Proof. Using a simple modiﬁcation of (A.7) one obtains
A3(u,w, θ,φ,ϑ) =
∫
Ω
ν(θ + ϑ)e(w) : e(u + w)φ dΩ
+
∫
Ω
[
ν(θ + ϑ) − ν(θ)]e(u) : e(w)φ dΩ
−
∫
Ω
ν(θ)e(u) : e(w)φ dΩ
+
∫
Ω
[
ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ]e(u) : e(u)φ dΩ
= 2
∫
Ω
[
ν(θ + ϑ) − ν(θ)]e(u) : e(w)φ dΩ
+
∫
Ω
ν(θ + ϑ)e(w) : e(w)φ dΩ
+
∫
Ω
[
ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ]e(u) : e(u)φ dΩ
and
sup
‖φ‖V 1,s=1
∣∣A3(u,w, θ,φ,ϑ)∣∣ 2c∥∥ν(θ + ϑ) − ν(θ)∥∥L∞(Ω)‖u‖V 1,p‖w‖V 1,p
+ c‖w‖2V 1,p + c
∥∥ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ∥∥L∞(Ω)‖u‖2V 1,p
 2c
∥∥ν(θ + ϑ) − ν(θ)∥∥L∞(Ω)‖u‖V 1,p‖Ψ 2‖X
+ c‖Ψ 2‖2X + c
∥∥ν(θ + ϑ) − ν(θ) − ν ′(θ)ϑ∥∥L∞(Ω)‖u‖2V 1,p .
Using Lemmas 11 and 12 we get (A.8). 
Lemma 16. Under the assumptions of Lemma 11, let
A4(u, v,w) :=
∫
Ω
(
(u + w) · ∇)(u + w) · v dΩ −
∫
Ω
(u · ∇)u · v dΩ
−
∫
Ω
(u · ∇)w · v dΩ −
∫
Ω
(w · ∇)u · v dΩ.
Then
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1
‖Ψ 2‖X sup‖v‖V 1,q=1
∣∣A4(u, v,w)∣∣= 0. (A.9)
Proof. Since
A4(u, v,w) =
∫
Ω
(w · ∇)w · v dΩ
holds, we may obtain the useful estimate
∣∣A4(u, v,w)∣∣ c‖w‖2V 1,p‖v‖V 1,q  c‖Ψ 2‖2X‖v‖V 1,q ,
where c = c(Ω). Hence we get (A.9). 
Lemma 17. Under the assumptions of Lemma 11, let
A5(u,w, θ,φ,ϑ) :=
∫
Ω
(u + w) · ∇(θ + ϑ)φ dΩ −
∫
Ω
u · ∇θφ dΩ
−
∫
Ω
u · ∇ϑφ dΩ −
∫
Ω
w · ∇θφ dΩ.
Then
lim‖Ψ2‖X→0
1
‖Ψ2‖X sup‖φ‖1,s=1
∣∣A5(u,w, θ,φ,ϑ)∣∣= 0. (A.10)
Proof. Since
A5(u,w, θ,φ,ϑ) =
∫
Ω
w · ∇ϑφ dΩ
one obtains the estimate
∣∣A5(u,w, θ,φ,ϑ)∣∣ c‖w‖V 1,p‖ϑ‖V 1,r‖φ‖V 1,s , c‖Ψ 2‖2X‖φ‖V 1,s ,
where c = c(Ω). Therefore we get (A.10). 
Let Ψ 2 = [w, ϑ] ∈ X such that Ψ 1 + Ψ 2 ∈ U0. To prove that the operator G(Ψ 1,Ψ 2) is the Fréchet derivative of the
operator N at the point Ψ 1 we have to show
lim‖Ψ2‖X→0
‖N (Ψ 1 +Ψ 2) − N (Ψ 1) − G(Ψ 1,Ψ 2)‖Y
‖Ψ 2‖X = 0. (A.11)
But, the estimate
∥∥N (Ψ 1 +Ψ 2) − N (Ψ 1) − G(Ψ 1,Ψ 2)∥∥Y  sup‖v‖V 1,q=1
∣∣A1(u, v,w, θ,ϑ)∣∣+ sup
‖φ‖V 1,s=1
∣∣A2(θ,φ,ϑ)∣∣
+ sup
‖φ‖V 1,s=1
∣∣A3(u,w, φ, θ,ϑ)∣∣+ sup
‖v‖V 1,q=1
∣∣A4(u, v,w)∣∣
+ ck · sup
‖φ‖1,s=1
∣∣A5(u,w, θ,ϑ,φ)∣∣
+ ∥∥(θ + ϑ)|ΓD − θ |ΓD − ϑ |ΓD∥∥W 1−1/r,r(ΓD ),
the identity
(θ + ϑ)|ΓD − θ |ΓD − ϑ |ΓD ≡ 0
and Lemmas 11–17 yield (A.11). Theorem 8 is proved.
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Our goal in this section is to prove Theorem 10. This theorem holds if the two following lemmas hold, too.
Lemma 18. Let f ∈ (V 1,2)∗ ∩ (V 1,q)∗ , w ∈ V 1,2 be such that∫
Ω
e(w) : e(v)dΩ = 〈 f , v〉
holds for every v ∈ V 1,q. Then w ∈ V 1,p and the estimate
‖w‖V 1,p  c‖ f ‖(V 1,q)∗
holds for some c = c(Ω).
Lemma 19. Let ϑ ∈ W 1,2(Ω), h ∈ (W 1,20 (Ω))∗ ∩ (W 1,sΓD )∗ and η ∈ W 1/2,2(ΓD) ∩ W 1−1/r,r(ΓD) be such that∫
Ω
∇ϑ · ∇φ dΩ = 〈h, φ〉
holds for every φ ∈ (W 1,sΓD )∗ and
ϑ = η on ΓD
in the sense of traces. Then ϑ ∈ W 1,r(Ω) and the estimate
‖ϑ‖W 1,r(Ω)  c
(‖h‖
(W 1,sΓD
)∗ + ‖η‖W 1−1/r,r(ΓD )
)
holds for some c = c(Ω).
These lemmas can be proved easily using the technique developed e.g. in [8,10–12,22].
Recall that ΓD and ΓN belong to the class C∞ and form an angle ωM = π/2 (in the sense of tangential planes) at all
points of M (the set in which boundary conditions change their type). Denote by μM the supremum of real positive μ˜
numbers such that the strip
0< χ < μ˜, χ ∈ C,
is free of roots of the transcendental equation
χ2 sin2 ωM − cos2(χωM) = 0. (B.1)
The following theorem was proved in [19, Theorem 5.4].
Theorem 20. Let w ∈ V 1,2 and f ∈ (V 1,2)∗ ∩ (V 1,q)∗ be such that∫
Ω
e(w) : e(v)dΩ = 〈 f , v〉
for all v ∈ V 1,2 . Assume that max(0,1− μM) < 2/p < 1. Then u ∈ V 1,p and
‖w‖V 1,p  c‖ f ‖(V 1,q)∗ ,
where c = c(Ω).
Since 3 < p < 4 by (15)–(20), and we have ωM = π/2, the strip 0 < χ < 1/2+ ε is free of roots of Eq. (B.1) for ε > 0
suﬃciently small. Moreover
max(0,1−μM) < 2/p < 1.
Applying Theorem 20, we obtain Lemma 18.
Denote by ζM the supremum of real positive numbers ζ˜ such that the strip
0< χ < ζ˜ , χ ∈ C,
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cos(χωM) = 0. (B.2)
The following theorem is a consequence of [18, Theorem 5.5], see also [10, Chapter 6, Theorem 6.1.5 and Chapter 8.4] and
[17,18,25].
Theorem 21. Let ϑ ∈ W 1,2(Ω), h ∈ (W 1,20 (Ω))∗ ∩ (W 1,sΓD )∗ and η ∈ W 1/2,2(ΓD) ∩ W 1−1/r,r(ΓD) be such that for all φ ∈ W 1,20 (Ω)∫
Ω
∇ϑ · ∇φ dΩ = 〈h, φ〉,
and
ϑ = η on ΓD
in the sense of traces.
Assume that max(0,1− ζM) < 2/r < 1. Then ϑ ∈ W 1,r(Ω) and
‖ϑ‖W 1,r(Ω)  c
(‖h‖
(W 1,sΓD
)∗ + ‖η‖W 1−1/r,r(ΓD )
)
,
where c = c(Ω).
Since 3< r < 6 by (15)–(20), and ωM = π/2, the strip 0< χ < 1 is free of roots of Eq. (B.2) and
max(0,1− ζM) < 2/r < 1.
Applying Theorem 21, we obtain Lemma 19.
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