Abstract In this paper, we introduce a stochastic projected subgradient method for weakly convex (i.e., uniformly prox-regular) nonsmooth, nonconvex functions-a wide class of functions which includes the additive and convex composite classes. At a high-level, the method is an inexact proximal point iteration in which the strongly convex proximal subproblems are quickly solved with a specialized stochastic projected subgradient method. The primary contribution of this paper is a simple proof that the proposed algorithm converges at the same rate as the stochastic gradient method for smooth nonconvex problems. This result appears to be the first convergence rate analysis of a stochastic (or even deterministic) subgradient method for the class of weakly convex functions.
Introduction
In this paper, we introduce a stochastic subgradient method for finding stationary points of the nonsmooth, nonconvex problem
where X ⊆ R d is a closed convex set and φ ξ : R d → R is a closed function which is ρ-weakly convex on X (i.e., φ ξ + ρ 2 · 2 is convex) and L-Lipschitz continuous on a convex open set U containing X.
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The property of ρ-weak convexity is fairly pervasive as the following examples illustrate:
Example: Additive Composite Suppose that
where each f ξ : R d → R is C 1 with a β-Lipschitz continuous gradient and each g ξ : R d → R is closed and convex. Then φ ξ is β-weakly convex (see Lemma 3) .
Example: Convex Composite Suppose that
where each h ξ : R m → R is closed convex and L h -Lipschitz continuous, and each nonlinear mapping c ξ : R d → R m is C 1 with a β-Lipschitz continuous gradient. Then φ ξ is L h β-weakly convex (see Lemma 2) .
Further examples of weakly convex functions include nonlinear least squares, exact penalty formulations, statistical estimation, and grey-box minimization, as considered in [9] ; nonlinear approximation problems based on a sum of Euclidean, ℓ 1 or Huber loss functions, as considered in [24] ; and nonconvex stochastic programming problems arising in simulation optimization, gradient estimation, and dictionary learning, as considered in [1, 17-19, 23, 26] .
Despite the foundational character of Problem (1), a key algorithmic question remains unanswered:
How does one obtain convergence rates for nonsmooth, nonconvex expectation minimization problems?
In Section 1.2, we describe steps that others have taken toward its answer. Our contribution is a surprisingly simple answer to this question, obtained by linking two well-known iterative methods (see Algorithm 1): (a) an outer loop, governed by the proximal point algorithm [32] , and (b) an inner loop governed by a stochastic projected subgradient method. The rate, listed in Theorem 1, establishes an upper bound on the number subgradients one must compute to reach a nearly stationary point.
Algorithm 1 High-level Interpretation of PGSG
Input: x 0 ∈ R d , γ ∈ (0, 1/ρ), {jt} t∈N ⊆ N 1: for t = 0, . . . , T − 2 do 2: Let x t+1 = result of applying jt − 1 iterations of the stochastic projected subgradient [27] method to min x∈X φ(x) + 1 2γ
x − xt 2 . 3: end for A complete instantiation of this method is presented in Algorithm 2, in which P X (·) denotes the orthogonal projection onto X. A more general version of Algorithm 2 is given in Section 3, in which the subgradients of φ ξ are replaced by a suitable stochastic oracle.
Algorithm 2 PGSG: Proximally Guided Stochastic Subgradient Method
Input: x 0 ∈ R d , γ ∈ (0, 1/ρ), {jt} t∈N ⊆ N, {α j } j∈N ⊆ R ++ 1: for t = 0, . . . , T − 2 do 2: Set y = xt,ȳ = xt 3:
for j = 0, . . . , jt − 2 do 4:
Sample ξ and choose ζ ∈ ∂(φ ξ + 1 2γ
· −xt 2 )(y) ⊲ convex subdifferential 5:
y ← P X (y − α j ζ) 6:ȳ ← 1 j+2
((j + 1)ȳ + y) ⊲ running average computation 7:
end for 8:
x t+1 ←ȳ 9: end for
The governing dynamics of Algorithm 2 follow from the proximal-point algorithm, which, starting from an initial iterate z 0 ∈ R d , constructs the following sequence
Under suitable assumptions, z t converges to a stationary point of φ. However, for general nonconvex problems, this procedure is unimplementable. The difficulty of computing z t+1 increases if φ = E ξ φ ξ is given as an expectation. Thus, we resort to computing inexact solutions to these subproblems. An inexact solution of the proximal subproblem may be obtained through a stochastic projected subgradient method. Key to this observation is that ρ-weak convexity of φ ξ implies that the function
is strongly convex for all sufficiently small γ. Thus, we can exploit known results in convex optimization which stipulate that, for strongly convex problems, the stochastic projected subgradient method achieves ε accuracy after O(1/ε) iterations. A simple bookkeeping exercise would then seem to yield an overall complexity statement for Algorithm 2. However, the standard results on subgradient methods cannot be directly applied to the subproblem because the function φ ξ (·) + 1 2γ · −x t 2 is no longer Lipschitz continuous unless X is assumed to be bounded. We wish to avoid boundedness assumptions on X. In order to do so, we initialize each iteration of the stochastic projected subgradient method with the current iterate x t , as shown in Algorithm 2. We eventually succeed in showing that such a strategy circumvents the need to bound X, which yields the primary contribution of this paper: an overall complexity statement for Algorithm 2.
Theorem 1 (Informal Statement of Convergence Theorem) Let ε > 0 and γ = 1/(2ρ). For all t, j ∈ N, let j t = t + ⌈648 log (648)⌉ and α j = 2/(ρ(j + 49)). Then after T = O(1/ε) outer iterations of Algorithm 2, there exists a point z ∈ R d and an index t ∈ {0, . . . , T − 1} such that
where ∂ F is the Frechét subdifferential operator and δ X is the {0, ∞}-valued indicator function of X.
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Moreover, x t is constructed with at most
subgradient evaluations, where we only use O to hide problem independent scalars. This theorem appears to be the first convergence rate analysis of a stochastic (or even deterministic) subgradient method for nonsmooth, nonconvex problems. See Theorem 2 for the formal statement of the result (which is proved in Section 3). With a few small changes to Algorithm 2 and its convergence proof, all of the log terms may be removed from the theorem (see Section 4). Our choice of measuring the square in Theorem 1 is, perhaps, slightly misleading; we chose this measure for easy comparison with seminal results in the literature [19, 20, 36] . The theorem does not guarantee that the iterates x t generated by Algorithm 2 are nearly stationary. Rather, the theorem guarantees the existence of a nearby point z that is nearly stationary. This result is similar to several recent results obtained for deterministic nonsmooth nonconvex problems [10, 12] .
Algorithm 2 requires that γ ∈ (0, 1/ρ) so that each proximal subproblem is strongly convex. The secondary contribution of this paper is a parameter-free variant of Algorithm 2, presented in Section 3.2, which does not require knowledge of ρ and eventually converges sublinearly (albeit at a slightly slower rate than O(1/ε 2 )). Briefly, this extension replaces γ by a slowly decreasing sequence of parameters γ t .
Two Instantiations of the Proposed Algorithm
It is informative to instantiate Algorithm 2 for the additive and convex composite problem classes. Since we already know the weak convexity parameter of each class, to apply Algorithm 2, we need only compute the convex subdifferentials of φ ξ (·) +
To that end, we show in Appendix A the following two identities for problems (2) and (3): for all x, y ∈ R d , we have
where ∂ denotes the convex subdifferentiation operator [3] .
Related Work
Stochastic Gradient Methods The rate presented in the above theorem matches known rates for smooth stochastic gradient methods in nonconvex optimization [19] . There, the standard stochastic gradient method may be used without modification.
Stochastic Proximal-Gradient Methods For additive composite problems
all known stochastic schemes are stochastic proximal-gradient methods, which require, at every iteration, a (potentially costly) evaluation of the mapping prox g (y) = argmin{g(x) + 1 2 x − y 2 }. If such operations are inexpensive, these methods achieve the same rate as Theorem 1 [20] . These methods have also been extended to that are arbitrary closed prox-bounded functions g [36] , a setting which we do not recover.
Evaluating the proximal mapping of g could be substantially more expensive than computing a subgradient. For example, if g = · 2 is the spectral norm on R n×n , then its proximal mapping requires a full singular value decomposition. In contrast, a subgradient may be computed from a single maximal eigenvector. Another advantage of stochastic subgradient methods over stochastic proximal-gradient methods, is that multiple nonsmooth functions may be present in the objective function φ. The same is not true for stochastic proximal-gradient methods: even if two functions g 1 and g 2 have simple proximal operators, the proximal operator of the sum g = g 1 + g 2 can be quite complex. Similarly, the proximal operator of an expectation E ξ g ξ could be intractable.
Stochastic Methods for Convex Composite Recently [13] proposed for finding stationary points of the convex composite problem in which φ ξ = h ξ •c ξ . The first method adapts the prox-linear algorithm [4] [5] [6] 10, 12, 16, 24] to the stochastic setting: given x t , sample ξ and form x t+1 as the solution to the convex problem:
where
The second proposed method is a straightforward application of the stochastic projected subgradient method [27] . Both methods are shown to almost surely converge to stationary points, but no rates of convergence are given. In this paper, we do not provide a convergence rate for the prox-linear algorithm (4), but we do provide a convergence rate for Algorithm 2, which is a slight modification of the stochastic projected subgradient method analyzed in [13] . When each prox-linear subproblem is costly, stochastic subgradient methods are preferable to prox-linear methods because subgradients of h ξ • c ξ are easy to compute (see Section 1.1). We remark that the convergence proof presented in [13] is complex, being based on the highly nontrivial theory of nonconvex differential inclusions. We believe there is a benefit to having a simple proof of convergence, albeit for a slightly different algorithm, which is what we provide in this paper.
Further work on minimizing convex composite problems appears in [25, 34, 35] . This series of papers analyzes nested expectations:
Although the stochastic structure considered in these papers is more general than what we consider in Problem 2, the assumptions made on F are much stronger than our assumptions on φ. In particular, the authors prove rates under the assumption that (a) F is convex, (b) F is strongly convex, or (c) F is nonconvex, but differentiable with Lipschitz continuous gradient. For case (c), the authors propose an algorithm that finds an ε-stationary point of F after O(ε −2.25 ) gradient evaluations [35] (in particular, they consider unconstrained problems). In contrast, we find an ε-stationary point of the nonsmooth, nonconvex function φ + δ X after O(ε −2 ) subgradient evaluations.
Inexact Proximal Point Methods in Nonconvex Optimization
The idea of using the inexact proximal point method to guide a nonconvex optimization algorithm to stationary points is not new and can be found, for example, in the recent work [30] . The results presented in this paper, however, do not follow from the catalyst framework, as they exploit linearly convergent algorithms for solving the proximal subproblems. In contrast, there are no linearly convergent stochastic subgradient algorithms capable of inexactly minimizing the proximal point step.
Subgradient Methods for Weakly Convex Problems
This paper is not the first to consider subgradient methods under weak convexity. For example, the early work [29] proves subsequential convergence of the (non projected) subgradient method for weakly convex deterministic problems. However, no rates were given in that work.
Algorithm Problem Class Global Complexity Regime
Grad. Desc. [28] Smooth O( Table 1 Convergence rates for existing algorithms that minimize finite sums. The regime is the space of ε for which the global complexity reduces to O(1/ε 2 ). See Section 1.3 for more details.
Stochastic Subgradient Methods for Nonconvex Problems Convergence to stationary points of stochastic subgradient methods in nonsmooth, nonconvex optimization has previously been attained under several different scenarios, some of which are more general than the scenario considered in Problem (1) [14, 15, 33] . No rates of convergence were given in these works. In contrast, the novelty of the proposed approach lies in the attained rate of convergence, which matches the best known rates of convergence for smooth, nonconvex stochastic optimization [19] .
Rates for Finite Sums in Low-Accuracy Regimes
Suppose that
is a finite sum. For this problem, the rate presented in Theorem 1 is independent of m. For large m, it is interesting to compare the convergence rates of the proposed method to rates of specialized methods for minimizing finite sums (see Table 1 ). Algorithm 2 is not asymptotically better than such methods, but offers comparable performance in the so-called low-accuracy regimes in which ε = Ω(1/m α ) (for some α > 0). Theorem 1 implies that, in statistical learning problems wherein each functions represents a training sample, the proposed algorithm achieves accuracy O(1/ √ m) with only a single pass through the dataset. We emphasize that for extremely large-scale problems, say m = 10 9 , 1/ √ m is extremely small.
Outline
Section 2 presents notation and several basic results used in this paper. Section 3 presents our convergence analysis under the assumption that ρ is known. Section 3.2 presents our convergence analysis when ρ is unknown. Section 4 presents several extensions of PGSG. Section 5 presents numerical results obtained on a robust matrix factorization problem.
Notation and Basic Results
Most of the notation and concepts we use in this paper can be found in [7, 31] . Our main probabilistic assumption is that we work in a probability space (Ω, F , P ) and R d is equipped with the Borel σ-algebra, which we use to define measurable mappings.
Subdifferentials and Stationarity
We denote R = R ∪ {∞}. Consider any f : R d → R be a proper closed function. We use three different subdifferentials in this paper. First, we let
denote the convex subdifferential of f . Second, we let
denote the limiting subdifferential of f . For weakly convex functions, these three different subdifferentials are the same (formalized in Proposition 1). This is related to the following regularity condition.
and is nonempty for all x ∈ U .
Definition 2 (First-Order Stationary Condition) Let φ and X be as in Problem (1). A point x ∈ X is first-order stationary if
First-order stationarity is a necessary condition for optimality in Problem (1).
General Weakly Convex Functions
The following calculation, which is based on [8, Theorem 3.1] and standard results in variational analysis, enables us to compute the subdifferentials of φ ξ .
Proposition 1 (Subgradients of Weakly Convex Functions) Suppose that f is ρ-weakly convex and locally Lipschitz on a convex open set U . Then for all x ∈ U ,
In particular, f is Clarke regular on U . Moreover, the following are equivalent
3. For all x, y ∈ U and α ∈ [0, 1], we have
The following result is trivial, but useful.
be an open convex set. Suppose that f 1 , respectively, f 2 is ρ 1 , respectively, ρ 2 , weakly convex on U . Then f 1 + f 2 is ρ 1 + ρ 2 -weakly convex.
We now present a continuous analogue of this fact.
Proposition 2 (Expectations of
Finally, we specialize some basic results regarding subdifferentials of expectations to the current problem setting.
Proposition 3 (Measurable Selections
. Then for all x ∈ U , we have 
The function φ is ρ-weakly convex on X and φ * X := inf X φ(x) > −∞.
On the Generality of (A1)-(A4) The above assumptions are more general than those listed in our initial problem statement. Notice from Proposition 2 that ρ-weak convexity of φ ξ is a sufficient, but not necessary condition to guarantee weak convexity of φ. By Proposition 3, any measurable selection G of ∂ F φ ξ satisfies (A2), as long as all φ ξ are Clarke regular. In that case, if each φ ξ is L-Lipschitz continuous, (A3) is automatically satisfied.
In Algorithm 3, we reformulate Algorithm 2 in terms of explicit iteration counts and the subgradient oracle G (see (A2)).
Algorithm 3 PGSG: Proximally Guided Stochastic Subgradient Method
Input: x 0 ∈ R d , ρ > 0, γ ∈ (0, 1/ρ), jt as in (6), α j as in (7) 1: for t = 0, . . . , T − 2 do 2: Set y t,0 = xt 3:
Sample ξ t,j and set ζ ξ t,j = G(y t,j , ξ t,j ) + 1 γ (y t,j − xt)
5:
y t,j+1 ← P X (y t,j − α j ζ ξ t,j ) 6: end for 7:
x t+1 ← 1 jt jt−1 j=0 y t,j 8: end for Parameters The weak convexity of φ(x) implies that the proximal subproblems approximately solved in each iteration (e.g., min x∈X φ(x) + (1/2γ) x − x t 2 ) is µ := γ −1 − ρ strongly convex. We choose the inner loops stepsize parameters as follows:
Expectations and Sample Paths The sample history of Algorithm 3 is denoted by Ξ = (ξ 0 , . . . , ξ T −2 ), where ξ t = (ξ t,0 , . . . , ξ t,j t −2 ) is the sample history of the tth inner iteration. Define the conditional expectations:
. . , ξ t−1 , ξ t,0 , . . . , ξ t,j−1 ] ;
The Proximal Point For all t ∈ N, define the proximal point
which exists and is unique by the µ-strong convexity of the proximal subproblem. This point is never computed and is only used to formulate convergence guarantees.
Our main convergence theorem follows.
Theorem 2 (Convergence of PGSG) Consider any T ∈ N. Let R be a uniform random variable supported on {0, . . . , T − 1}. Then
and
Thus after T = O(ε −1 ) outer iterations, an expected ε-stationary point is found. The total number of subgradient evaluations required to compute this point is bounded by
Special Case: γ = 1/2ρ For concreteness, let us examine the choice of γ = 1/2ρ. In this case, (6) and (7) simplify to j t := t + ⌈648 log (648)⌉ ; (9)
Further, our subgradient bound becomes
after at most
) (where O(·) only hides problem independent scalars) ensures that the right-hand side of (11) less than ε. Consequently, the total subgradient evaluations required to reach accuracy ε is
Proof of Theorem 2
We first analyze one inner loop of Algorithm 3, which is a stochastic projected subgradient method applied to the strongly convex, constrained minimization problem
Importantly, loop t is always initialized at iterate x t .
Proposition 4 (Analysis of Inner Loop) Fix t ∈ N, and letȳ = 1 j t j t −1 j=0 y t,j . Then with z t+1 equal to the unique minimizer of f t (x) over X (see (8)), we have
Proof Recall that the weak convexity of φ implies that f t is µ-strongly convex. Since z t+1 ∈ X and P X is nonexpansive, every j ∈ N satisfies
From (A2), we have E t,j ζ ξ t,j ∈ ∂f t (y t,j ). Then the conditional expectation yields
where the second inequality uses the strong convexity of f t . From Jensen's inequality and (A3), we know the following
Combining this with our previous inequality yields
Dividing both sides by α j and using α j = 2/(µ(j + 1) + 12/(γ 2 µ)) ≤ γ 2 µ/6, we have
Plugging in our choice of α k yields
Averaging this inequality from and an applying Jensen's inequality yields
where the last line follows from a Reimann sum approximation. Our distance bound follows as a direct consequence of the strong convexity of f t .
⊓ ⊔
We now give the proof of Theorem 2.
Proof of Theorem 2. We require three preliminary inequalities: First, because z t+1 is a proximal point,
where the last inequality follows from Young's inequality for real numbers. For convenience, let
2 denote the inexactness bound derived in Proposition 4. Third, we have
where we used the second half of Proposition 4 in the last inequality.
Combining these three inequalities, we have
where the last bound results from our choosing j t large enough to ensure the coefficient of z t+1 −x t 2 is sufficiently negative (see Lemma 4) . To get the claimed result, we inductively apply the above inequality from t = 0 to t = T − 1 and bound one excess sum:
Hence, using a Reimann sum approximation, we have 1 6γ
Thus, using φ * X ≤ E Ξ φ(x T ), we have the desired bound of
Finally, based on the definition of z t+1 in (8), we have, by the sum [31, Exercise 8.8] and Fermat [31, Theorem 10.1] rules for the Fréchet subdifferential, (1/γ)(x t − z t+1 ) ∈ ∂ F (φ + δ X )(z t+1 ). So the subdifferential distance bound immediately follows. ⊓ ⊔
Parameter Free PGSG
Algorithm 2 requires that the weak-convexity parameter ρ is known. In practice, computing ρ may be nontrivial. In this section we show that a simple strategy-letting γ t tend to zero-results in an eventual sublinear convergence rate without knowledge of ρ. We formalize this procedure in Algorithm 4 using the selection of γ t , j t , and α t,j stated in (12), (13), and (14) respectively.
Algorithm 4 Parameter-Free PGSG
Input: x 0 ∈ R d , γt as in (12), jt as in (13), α t,j as in (14) 1: for t = 0, . . . , T − 2 do 2: Set y t,0 = xt 3:
Sample ξ t,j and set
end for 7:
Parameters Fix a hyper-parameter 0 < β < 1/2, and define
A simple modification of the proof of Theorem 2 results in the following eventual sublinear convergence guarantee.
Theorem 3 (Eventual Convergence of Parameter-Free PGSG) Define T 0 = ⌈2ρ 1/β ⌉ and consider any T ∈ N with T > T 0 . Let R be a random variable supported on {T 0 , . . . , T − 1} with probability mass function P R (t) ∝ γ
) outer iterations, an expected ε-stationary point is found. The total number of subgradient evaluations required to compute this point is bounded by
Proof For any t ≥ T 0 , φ is (2γ t ) −1 -weakly convex. Then applying Proposition 4 with ρ = (2γ t ) −1 and γ = γ t , we have
The argument presented in the proof of Theorem 2 implies that with
we have
Then, because
as desired. Finally, because t ≤ T have γ t ≥ T −β , we can bound the size of the subgradient
Further Extensions
In this section, we discuss some straightforward extensions of the PGSG algorithm. In each case, we indicated where the above proofs may be modified in order to achieve convergence guarantees for the extension.
Batches of Subgradients The average of a batch of subgradient ζ 1 , . . . , ζ b (b ≥ 1) may be used in place of the single sample estimator found in Line 4 of Algorithm 2. Mathematically, this amounts to using the measurable mapping G(x; ξ 1 , . . . , ξ b ) = Block Coordinate Updates Suppose that X := X 1 × . . . × X n , where
Rather than computing the full projection P X = n i=1 P X i at every iteration of Algorithm 2, it is possible to develop a variant of PGSG that updates a single block of coordinates x(i) at every iteration. This extension of PGSG is formalized in Algorithm 5.
Algorithm 5 Coordinate Proximally Guided Stochastic Subgradient Method
Input:
· −xt 2 )(y) 5:
Sample i ∈ {1, . . . , n} uniformly 6:
end for 9:
x t+1 ← w 10: end for Mathematically, this amounts to replacing the measurable mapping G(x; ξ) by the map G(x; ξ, i) := (0, . . . , 0, G i (x; ξ), 0, . . . , 0), which still satisfies (A2). To prove convergence of this method with an appropriate choice of j t and α j , we need only slightly modify Proposition 4. Extensions to nonuniform sampling of i only require us to replace P X i (y(i) − α j ζ(i)) in line 6 of Algorithm 5 by
, where p i denotes the probability of sampling coordinate i.
Convergence Theory Without Log Terms
In Theorem 2, we proved that PGSG only requires T = O(log 2 (ε −1 )/ǫ) outer iterations to find an ε-stationary point. With two minor changes to the proof, we can remove both powers of the logarithm. Using the results in [22] , we can remove the power that was incurred in the proof of Proposition 4. This change brings the total complexity down to T = O(log(ε −1 )/ǫ). To remove the final power and reduce the number of outer iterations to T = O(1/ε), we choose the constant sequence j t ∝ 1/ε, rather than the increasing one specified in (6).
Experimental Results
In this section, we consider the problem of Robust Principal Component Analysis (PCA): we are given a data matrix A ∈ R m×n and seek a low rank approximation which only differs sparsely from A. Mathematically, for a given rank k, we seek matrices U ∈ R k×m and V ∈ R k×n which minimize
where · 1 is the normalized 1-norm. Note this is a convex composite problem (as defined in (3)) because · 1 is convex and 1-Lipschitz, and the smooth mapping c(U, V ) = U T V −A has a 2-Lipschitz continuous Jacobian. Thus, by Lemma 2, the function φ(U, V ) is 2-weakly convex. Finally, we note that φ is not globally Lipschitz, so in theory we should choose X to be a bounded set, for example, (U, V ) ≤ D for some large constant D. In our implementation, we did not enforce a constraint. We consider a background/foreground separation problem (using a publicly available dataset 3 ). Our goal is to separate a dynamic background of trees rustling on the side of a road from the foreground, which consists of a van driving quickly through the frame. The data matrix is formed from 102 images (100 with just the background and 2 with the truck also present). Each of these images is converted to greyscale and considered as a column vector of dimension 20480. Thus, A ∈ R 20480×102 . The function φ(U, V ) is a reasonable penalty because the background is nearly low-rank and the van only induces a sparse deviation from the background.
We apply PGSG and the traditional stochastic subgradient method (SG) to the sum:
At each iteration, we compute a subgradient based on one randomly selected frame (out of 102). Thus one epoch requires 102 subgradient evaluations.
For PGSG, we used a constant multiple C of the step size prescribed in (10) and for SG, we used a stepsize α j = C/ √ j. For each algorithm, we selected the value of C to roughly minimize the objective produced after 20 epochs. For our implementation of PGSG, we use the simple formula j t = t + 1, rather than than (9) . In Figure 1 , we plot the objective value during the execution of PGSG and SG. For PGSG, we plot the objective value of the running averageȳ within each inner iteration. Note that this induces a saw tooth pattern in the objective value while PGSG runs. Each spike corresponds to the beginning of a new outer iteration. We see that the long run convergence of PGSG is nearly identical to SG.
In Figure 2 , we show the separation given by PGSG after a couple of epochs. Within two epochs, the quality of separation appears reasonable, while running the algorithm for more than two epochs does not improve image quality (we speculate that this is due to overfitting). The image produced by SG is nearly identical.
Conclusion
In this paper we introduced a stochastic projected subgradient method for finding stationary points of weakly convex functions-a wide class of functions which includes additive and convex composite minimization problems. We provided a simple proof that, under mild assumptions, the algorithm 0 epochs 1 epoch 2 epochs converges at the same rate as the stochastic gradient method for smooth minimization problems. For extremely large-scale finite sum problems, the proposed method performs on par with specialized optimization methods, while, in some cases, being simpler to implement.
A Two Classes of Weakly Convex Functions
Using the characterization of weakly convex functions and their subdifferentials given in Section 2, we address the two example problems stated in (2) and (3). The following two lemmas describe the weak convexity parameter and subdifferential formula for additive and convex composite functions. Proof This proof follows from Lemma 2 because the additive composite class is a subset of the convex composite class. Indeed simply take c(x) = (x, f (x)) and h(x, v) = v + g(x). ⊓ ⊔
B Proofs of Auxiliary Facts
Lemma 4 For any t ≥ 0, we have 1 6γ
Proof Letting a = (4/γµ + 1) (18/γµ), the first inequality is jt ≥ a(log(jt) + 1). From the concavity of log, this is satisfied by any jt ≥ 2a log(2a). Then, because jt ≥ t + 2a log(2a) for all t ≥ 0, we can conclude this bound always holds. ⊓ ⊔
