Abstract. It is shown that every sequentially Cohen-Macaulay module eventually has constant index of reducibility for distinguished parameter ideals.
Introduction
Throughout this paper let R be a commutative Noetherian local ring with maximal ideal m. Let M be a finitely generated R-module of dimension d > 0. Then we say that an R-submodule N of M is irreducible if N is not written as the intersection of two larger R-submodules of M . Every R-submodule N of M can be expressed as an irredundant intersection of irreducible R-submodules of M , and the number of irreducible R-submodules appearing in such an expression depends only on N and not on the expression. Let us call, for each parameter ideal q of M , the number N(q; M ) of irreducible R-submodules of M that appear in an irredundant irreducible decomposition of qM the index of reducibility of M with respect to q. Remember that N(q; M ) = R ([qM : M m]/qM ), where R ( * ) stands for the length.
In 1957, D. G. Northcott [N, Theorem 3] proved that for parameter ideals q in a Cohen-Macaulay local ring R, the index N(q; R) of reducibility is constant and independent of the choice of q. However, this property of constant index of reducibility for parameter ideals does not characterize Cohen-Macaulay rings. The example of a non-Cohen-Macaulay local ring R with N(q; R) = 2 for every parameter ideal q was firstly given in 1964 by S. Endo and M. Narita [EN] . In 1984 S. Goto and N. Suzuki [GS1] explored, for a given finitely generated R-module M , the supremum sup
where q runs through parameter ideals of M , and showed that the supremum is finite when M is a generalized Cohen-Macaulay module. Compared with the case of rings and modules with finite local cohomologies, the general case is much more complicated and difficult to treat. No standard induction techniques work. In fact, their striking examples [GS1, Example (3.9) ] show that, in general, the supremum can be infinite. It is worth mentioning that in their examples the local rings are all sequentially Cohen-Macaulay. On the other hand, N. T. Cuong and H. L. Truong [CT, Theorem 1.1] showed that if M is a generalized Cohen-Macaulay module, then every parameter ideal q of M contained in some high power of the maximal ideal m has the same index N(q; M ) of reducibility, whence M has, in the sense of M. Rogers [R] , eventual constant index of reducibility for parameter ideals. It now seems natural to ask whether sequentially Cohen-Macaulay modules have eventual constant index of reducibility for parameter ideals. This is, unfortunately, not true in general, as Rogers [R, Example 4 .3] gave counterexamples. However, once we restrict our attention to certain special parameter ideals of M , the answer is affirmative, which we are eager to report in the present paper.
To state the main result, let us fix some notation. Let M be a finitely generated
With this notation the main result of this paper is stated as follows. 
Hence the index of reducibility of M with respect to parameter ideals generated by distinguished systems of parameters is eventually constant.
We shall prove Theorem 1.1 in Section 3. The notion of a sequentially CohenMacaulay module was introduced by R. Stanley [St] in the graded case, and the local case was studied in [Sch, CN] . A special type of sequentially Cohen-Macaulay rings called approximately Cohen-Macaulay rings was studied much earlier by Goto [G] . Our Theorem 1.1 partially covers his result [G, Proposition 3.1] .
In our argument distinguished systems of parameters play an important role. In Section 2 we briefly note a characterization, Proposition 2.4, of distinguished systems of parameters.
Distinguished parameter ideals
Let R be a Noetherian local ring with maximal ideal m. Let M be a finitely generated R-module
be a primary decomposition of (0) in M , where M (p) is a p-primary submodule of M for each p ∈ Ass R M . We then have the following.
In particular
where
We put
We note the following, which readily follows from the fact that
We need the following.
and choose the integer 1 ≤ s ≤ as small as possible so that (0) : (1) x is distinguished for M .
(2) The following conditions are satisfied. (2) is satisfied. Then taking high powers of x i , by Lemma 2.2 we may assume that (
Proof. See Lemma 2.2 for the implication (1) ⇒ (2). Suppose condition
is distinguished for M . Thus the implication (2) ⇒ (3) follows. We now consider the implication (3) ⇒ (1). Since x(n) is a distinguished system of parameters of M and (0) :
Let us note one of the simplest examples of distinguished systems of parameters. 
We now assume that M is a sequentially Cohen-Macaulay R-module. Hence for 0 < j ∈ Z, H j m (M ) = (0) if and only if j ∈ Λ(M ). Furthermore we have H
Let L be an arbitrary finitely generated R-module of dimension s ≥ 0. We put
and call it the Cohen-Macaulay type of L. (Let us simply write r (R) 
for a parameter ideal q of L. As is well known, if L is a Cohen-Macaulay R-module, then for every parameter ideal q of L, we have
. We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. First of all, we choose, for each 0 i − 1, an integer n i so that every system x 1 , x 2 , . . . ,
is surjective on the socles ([GSa, Lemma 3.12]). Let n max{n i | 0 i − 1} be an integer. We put N = D 1 and look at the exact sequence
of R-modules, where ι (resp. ) denotes the embedding (resp. the canonical epimorphism). Let q = (x 1 , x 2 , . . . , x d ) be a parameter ideal of M such that q ⊆ m n and assume that x 1 , x 2 , . . . , x d is distinguished for M . Then, since d > d 1 = dim R N and since x 1 , x 2 , . . . , x d is a regular sequence for D 0 , we get the following commutative diagram:
with exact first row. Let x ∈ (0) : D 0 /qD 0 m. Then, since φ M is surjective on the socles, we get an element y ∈ (0) : M/qM m such that φ D 0 (x) = φ M (y). Thus (y) = x, because the canonical map φ D 0 is injective, whence
We shall now show, by induction on the length of the dimension filtration for M , that these numbers n ≥ max{n i | 0 ≤ i ≤ − 1} work well, as is predicted in Theorem 1.1. 
Therefore N is sequentially Cohen-Macaulay, and x 1 , x 2 , . . . , x d 1 is a distinguished system of parameters for N , since the system x 1 , x 2 , . . . , x d of parameters is distinguished for M . Consequently, since qN = (x 1 , x 2 , . . . , x d 1 )N and q 1 = (x 1 , x 2 , . . . ,
, we get by the hypothesis of induction on that
Therefore, because H 
as desired.
Let us note a consequence of Theorem 1.1. 
