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We study colloidal gels formed by competing electrostatic repulsion and short-range attraction
by means of extensive numerical simulations under external shear. We show that, upon varying
the repulsion strength, the gel structure and its viscoelastic properties can be largely tuned. In
particular, the gel fractal dimension can be either increased or decreased with respect to mechanical
equilibrium conditions. Unexpectedly, gels with stronger repulsion, despite being mechanically
stiffer, are found to be less viscous with respect to purely attractive ones. We provide a microscopic
explanation of these findings in terms of the influence of an underlying phase separation. Our results
allow for the design of colloidal gels with desired structure and viscoelastic response by means of
additional electrostatic interactions, easily controllable in experiments.
I. INTRODUCTION
Soft colloidal gels are ubiquitous in our everyday life
and their fundamental study is crucial for advancements
for biomedical, optical sensing or food-related indus-
tries [1–5]. These low-density amorphous solids are char-
acterized by weak interactions among the constituent col-
loids, allowing them to be easily manipulated through
external stresses. Hence, to adapt them to our needs, it
is important to gain an exquisite control on how to alter
the spatial organization and the flow properties of the
colloids that build up the solid.
From the microscopic point of view, colloidal gels are
characterized by the emergence of a percolating net-
work [6] into which particles are bonded through attrac-
tive interactions. These are usually controlled by means
of depletion forces, which arise when nonadsorbing poly-
mers are added to the suspension [7]. In the absence of
salt, such short-range attraction is usually complemented
by a long-range repulsion of electrostatic origin. The
presence of these two contributions gives rise to so-called
competing interactions since attraction drives the aggre-
gation while repulsion acts against it. Under these condi-
tions, finite-size clusters can be stabilized at low packing
fraction φ [8], originating equilibrium cluster phases [9–
11] or arrested states known as Wigner glasses [12, 13].
However, on increasing φ, such disconnected clusters
merge into a percolating gel, but still mantain some in-
dicative structural features of the underlying compet-
ing interactions, such as a prepeak in the structure fac-
tor [9, 14] and a low fractal dimension [15, 16]. It was
shown that, in mechanical equilibrium, these gel prop-
erties can be tuned through simple changes in the com-
peting interactions [17, 18]. For instance, in the limit
case where repulsion is suppressed, gel formation occurs
through an arrested phase separation into a colloid-poor
fluid and a colloid-rich glassy state [19]. This situation
can be easily realized in experiments by screening the
residual charges on the colloids.
Detailed knowledge of the phase behavior in the pres-
ence of competing interactions has been fundamental for
the study of biological systems such as proteins, includ-
ing lysozyme [9, 20–22] and antibody solutions [23, 24],
as well as for clay suspensions [25, 26]. Likewise, the
importance of soft colloidal gels for application purposes
has positioned them as highly studied systems from the
mechanical point of view [27, 28]. Nowadays, we have
at our disposal a great deal of information regarding the
rheological behavior of gels obtained by simple attractive
interactions, encompassing (among others) the presence
of two yielding points under steady shear [29–31], ac-
cumulation of residual stresses [32] and non-Newtonian
behavior [33, 34]. Instead, investigations of the rheologi-
cal behavior of systems with competing interactions have
been surprisingly scarce [35–38].
To fill this gap, we investigate – by means of extensive
numerical simulations – the behavior of colloidal gels in-
duced by competing interactions undergoing a start-up
shear test. In particular, we tune the contribution of
the long-range repulsive term and find important differ-
ences in the evolution of the stress stored in the system.
From this analysis, we are able to show that the com-
plex interplay between short-range attraction and long-
range repulsion allows the modification of the resulting
gel properties, including its viscosity and the final struc-
ture in the steady-state regime. In particular, our find-
ings demonstrate that the gel fractal dimension can be
manipulated to a great extent in the presence of shear
and we also provide arguments to predict some aspects
of the large strain behavior from properties calculated at
yielding. Finally, and most strikingly, we find that the
addition of the long-range repulsive term makes the sys-
tem stiffer, but less viscous with respect to the purely
attractive case. These counterintuitive findings can be
easily rationalized in terms of the proximity of the sys-
tem to an underlying phase separation. Our results can
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be readily verified in experiments through of a simple
variation of the effective charge of the interacting parti-
cles.
II. NUMERICAL METHODS
A. Simulation models
We simulate a 50 : 50 binary mixture system of spheres
with unit mass m of diameters dA = 0.9d and dB = 1.1d,
interacting via a potential V (r) which is the sum of a
short-range attraction and a long-range repulsion [10, 16],
V (r) = 4ε
[(
d
r
)2α
−
(
d
r
)α]
+A
e−r/ξD
r/ξD
, (1)
with r being the distance between two particles and
d = (dA + dB) /2. Here, the short-range attraction is
modeled by a generalized Lennard-Jones potential [39],
being ε the potential depth. On the other hand, the
long-range repulsion is described by a Yukawa contribu-
tion, where ξD is the Debye screening length, and A is
proportional to the effective charge of the colloidal parti-
cles. The two contributions in V (r) aim at representing,
respectively, the depletion attraction and a screened elec-
trostatic repulsion often observed in colloidal systems.
Following Ref. [16], we fix α = 18 and ξD = 0.5d,
whereas we vary A in order to manipulate the prox-
imity to phase separation of our colloidal gels (see Fig.
1(a) to observe the influence of A on V (r)). In particu-
lar, we study the rheological behaviour of the system for
A ∈ [0, 2, 3, 4, 6, 8] ε. In our simulations, length, mass and
energy are measured in units of d, m, and ε, respectively.
Thus, time is measured in units of τ =
√
md2/ε. In ad-
dition, we set kB = 1 and use a cutoff for the interactions
at rc = 8ξD.
Our simulations focus on a packing fraction φ =
π
6 〈d
3〉NV = 0.16, where V is the volume of the cubic sim-
ulation box. To reduce size effects, all simulations are
carried out for systems composed of N = 50000 parti-
cles. We start from an equilibrated system at T = 1.0
to remove defects due to the random generation of our
initial configurations. Then, we quench the system down
to T = 0.1, which we then maintain fixed throughout.
At this low T , the system becomes arrested either in a
spinodal gel (for low values of A) or in an equilibrium gel
(for larger A). Next, we perform a start-up shear test by
applying a steady shear flow γ̇ onto the gel imposing the
Lees-Edwards boundary conditions [40]. Here, γ̇ is given
in units of τ−1, and hence, the strain γ = γ̇τ is dimen-
sionless. We consider the gradient velocity to be in the
ŷ direction while the shear velocity is in the x̂ direction.
In this way, the shear rate is defined as γ̇ ≡ vx/y.
B. Equations of motion
All simulations are performed in the NV T ensemble
using the Langevin equation, where the total force on
the i−th particle is defined as
Fi = F
C
i + F
D
i + F
R
i . (2)
with FCi being the conservative force computed from the
interaction potential defined in Eq. (1). Affine defor-
mations are considered to act on the dissipative forces
and specifically on the peculiar velocity [41, 42], i.e.,
FDi = −ξv′i,x = −6πηsd [vi,x − ux (y)]. Here ξ is the
friction coefficient, ηs is the viscosity of the implicit sol-
vent, and ux(y) = γ̇y is the stream velocity. In partic-
ular, we fix ξ = 102. Finally, random forces FRi are de-
fined with zero mean,
〈
FRi
〉
= 0, and to be δ-correlated,〈
FRi (t) · FRi (t′)
〉
= 2kBTξδ (t− t′). The equations of
motion are integrated using a time-step dt = 0.002. Sim-
ulations were performed with LAMMPS [43].
C. Observables
Shear stress tensor. In the presence of the steady shear
flow, we calculate the internal shear stress tensor σxy
using the Irving-Kirkwood expression [44]:
σxy =
1
V
〈∑
i
[miv
′
i,xvi,y +
∑
j>i
rij,xFij,y]
〉
, (3)
where rij and Fij are, respectively, the distance and the
force between particles i, j and the brackets 〈. . .〉 repre-
sent the ensemble average. The first term captures the
kinetic contribution from the shear flow, whereas the sec-
ond one describes the configurational distribution of the
first neighbours with respect to the i−th particle.
Demixing parameter. To quantify the phase separation
of the colloidal gels, we divide the simulation box into l3
cells of equal length with l the number of cells in one
dimension. Thus, we compute the demixing parameter
Ψl, which is defined as [45]
Ψl =
l3∑
k=0
|ρk − ρ|2 , (4)
where ρl is the density in the l−th cell and ρ = 6φ/(πd3)
is the average particle number density. In the case of a
homogeneous state Ψl → 0, while it grows in the pres-
ence of a phase separation. We study the evolution of the
demixing parameter for l = 10, calculating Ψ10 during
the deformation of the system. In this way, the simula-
tion box is divided into 103 = 1000 boxes. We checked
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Figure 1. (a) Total interaction potential βV (r), (b) demixing
parameter Ψ, (c) fractal dimension df , and (d) dimensionless
effective spring constant kspringd
2/ε of the gel for varying re-
pulsive strength A, all in the absence of shear.
that the results do not qualitatively depend on the spe-
cific choice of l, and hence, we study the normalized quan-
tity Ψ = Ψl/l
3.
Fractal dimension. The study of the fractal dimen-
sion is performed using the box counting method [46, 47].
Thus, the simulation volume is divided into boxes of mesh
size r and we evaluate the number of cells N(1/r) filled
by the gel structure as a function of 1/r. This is re-
peated for a series of mesh sizes, and hence, the fractal
dimension is obtained from the slope of
df =
logN(1/r)
log1/r
. (5)
To obtain an accurate df , we identify in both, equilibrium
and steady shear flow, the largest cluster (typically N >
40000) whereas the smaller ones are discarded, and we
compute its df .
III. RESULTS
A. Mechanical equilibrium
We start by assessing the role of the repulsion strength
on the behavior of the system in mechanical equilibrium,
i.e., when γ̇ = 0. As expected, the tendency of the sys-
tem to phase separate is greatly reduced by increasing
A, as shown in Fig. 1(b): for A = 8ε structural inhomo-
geneities are almost absent and we refer to this state as
an equilibrium gel, whereas we call spinodal gel the one
that is found in the absence of repulsion (A = 0). The
proximity to phase separation is reflected in the behavior
of the gel fractal dimension df (see Fig. 1(c)): increasing
repulsion, we promote the formation of strands [15, 16],
thus reducing df down to ≈ 1.5. From the mechanical
point of view, since we control the microscopic structure
during the formation of the gel, we can also modify the
stiffness of the bonds. This can be observed by defining
an effective spring constant [48–50]
kspring =
kBT
〈r2〉 − 〈r〉2
, (6)
where r is the distance between two bonded parti-
cles, i.e., they satisfy the constraint r ≤ rbond. rbond
is the bond distance defined by the position of the local
maximum of V (r), except for A = 0 where we consider
rbond = 1.5d.
〈
r2
〉
and 〈r〉2 are evaluated over all possi-
ble bonded pairs. The resulting effective spring constant
kspring is shown in Fig. 1(d), indicating that the network
is stiffer in the presence of stronger repulsion.
B. Shear response
Next we apply a steady shear protocol and monitor
the evolution of σxy as a function of strain γ = γ̇t for
γ̇ ∈
[
10−5 − 0.15
]
, as reported in Fig. 2. Independently
of the value of A, we find the typical behavior of a vis-
coelastic material, being characterized by the presence of
a yielding transition where σovershoot and γyield related
to the maximum stored energy in the system and to the
maximum deformation, respectively. The variation in the
repulsion contribution induces important changes: while
for a spinodal gel, the position of γyield shows a depen-
dence on γ̇ [51], for an equilibrium gel such a depen-
dence is essentially absent [38]. This can be attributed
to the different organization of particles within the net-
work: while for large values of A bonded particles are
more constrained to maintain a preferred distance, for
low A they can sufficiently reorganize themselves thus
delaying the gel fracture to larger values of strain.
C. Stress overshoot
Recently, the yielding transition of amorphous mate-
rials has attracted a large interest [52–56]. Specifically
regarding spinodal gels, different dependencies on φ, on
the interparticle attractive energy or on γ̇ have been re-
ported [29, 38, 57, 58]. In addition, data were found to
follow the power law σovershoot ∼ ηyieldγ̇δ, where ηyield
can be interpreted as an effective viscosity of the system
when the structure begins to break [51]. This description
is found to hold also for the present data, as shown in
Fig. 3(a), where the evolution of σovershoot as a function
of γ̇ is reported for different values of A. By increasing
the strength of repulsion, the energy accumulated within
the structure, for the same variation of γ̇, is significantly
reduced. This is accompanied by an increase in the expo-
nent δ, indicating an enhanced bond stiffness (see inset
of Fig. 3(a)) similarly to what observed earlier for kspring
(Fig. 1(d)). Thus, the increase of the effective charges on
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Figure 2. Shear stress σxy versus strain γ for different shear rates γ̇ and repulsive strengths A. Yielding points γyield are
highlighted by solid lines, whereas the onset of steady-state viscous fluid behavior is indicated by dashed lines.
the colloids modifies the response of the material from
more ductile to more brittle. In addition, ηyield is found
to decrease with increasingA (see inset of Fig. 3(a)). This
is a counterintuitive result: upon increasing the electro-
static repulsion, the gels, despite being stiffer, become
less viscous. This happens because, for the present sys-
tem, lowering the repulsion has the effect to enhance the
tendency to phase separate and, thus, the gels become lo-
cally more compact, thereby displaying a larger effective
viscosity.
D. Viscous fluid behavior
Once σovershoot is overcome, σxy decreases to a steady
value indicating that the system exhibits viscous fluid
properties. In this regime, σxy reaches a long-time
plateau (for large enough values of A) and is well de-
scribed by the Herschel-Bulkley (HB) model [59], namely
σplateau ∼ σo + kγ̇n. Here σo is the yield stress and n
is the flow index that characterizes the type of viscous
behavior. While for Newtonian fluids n = 1, shear-
thinning and shear-thickening behaviors are character-
ized by n < 1 and n > 1, respectively. Finally k is the
consistency index, which plays a similar role to the vis-
cosity for a non-Newtonian fluid. We report in Fig. 3(b)
the evolution of σplateau with γ̇ for different values of A.
Here, we exclude the case A = 0 due to the lack of a
clear long-time plateau (see Fig. 2). In general, we find
that all data are well-described by the HB model until
γ̇ ∼ 0.5τ−1, above which deviations are identified due to
flow-induced inhomogeneities. From the HB fits, we es-
timate k and n, which are both found to linearly depend
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Figure 3. (a) Stress overshoot σovershoot and (b) stress plateau
σplateau as a function of γ̇ for different A values. Symbols
are numerical results, solid lines are fits with the power-law
σovershoot ∼ ηyieldγ̇δ in (a) and with the Herschel-Bulkley
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signals the upper boundary of the fits. Insets: A-dependence
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consistency index k (b-top) and flow index n (b-bottom).
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Figure 4. (a) Steady-state viscosity ηγ̇ as a function of γ̇
for different repulsive strengths A. Symbols are numerical
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The particle size was arbitrarily reduced for a better visual-
ization.
on A. In analogy to the features observed at the yielding
point, we find that n increases, while k decreases. This
brings to the remarkable finding that a stronger repul-
sion in the system increases its tendency to flow, even in
steady state.
The ability to flow under shear by increasing the elec-
trostatic contribution is also captured by the behavior
of the viscosity, which can be directly calculated in the
steady state as ηγ̇ = σplateau/γ̇, reported in Fig. 4(a) as
a function of γ̇. We find that, for the same value of γ̇, the
viscosity decreases (by almost a decade for small shear
rates) with increasing A, at odds with common expecta-
tions according to which a larger constraint to the system
given by repulsive interactions should act against particle
motion. This peculiar behavior originates from the pres-
ence of competing interactions in our system and, specif-
ically, to the fact that a decrease in the repulsion does
actually lead to an increase the overall effect of the short-
range attraction. This can be visualized in the snapshots
reported in Fig. 4(b), corresponding to the gels at A = 0
and A = 8ε in the presence of shear with γ̇ = 10−2τ−1
and γ = 50. It is evident that the gels become more and
more locally compact, but largely heterogeneous, as A
decreases.
To shed light on these fascinating findings, we follow
the behavior of the demixing parameter Ψ as a function of
strain for different values of A and γ̇. As shown in Fig. 5,
Ψ remains roughly constant for all studied systems until
the yielding point, after which it begins to vary, reach-
ing a large strain plateau when the system approaches
a viscous steady state. We see that in the absence of
long-range repulsion and up to A . 3ε, the shear has
the clear effect of reducing the tendency of the system to
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Figure 5. Demixing parameter Ψ versus strain γ for different
values of γ̇ and A. Shad d areas indicate the position of γyield,
while the vertical dashed lines mark the onset of the viscous
fluid behavior. The color scheme is the same as in Fig. 2.
phase separate. Thus it reaches a viscous-like behavior,
particularly for large shear rates, due to the breaking of
the system into smaller clusters. On the other hand, the
situation is reversed for A ≥ 6ε after which the system
is actually pushed closer to phase separation indepen-
dently of shear rate. This happens because the shear is
able to effectively screen the repulsive interactions, giv-
ing the possibility to the particles to further accommo-
date attractive bonds, thus growing the aggregates that
are present in the system with respect to the correspond-
ing equilibrium state. For intermediate values of A, such
tendency to phase separate can be further tuned, finding,
for example, situations where no changes with respect to
the equilibrium state are found (see for example A = 4ε
and large shear rates).
E. Fractal dimension
Another intriguing result is given by the analysis of
the fractal dimension df of the gels, that is reported as
function of strain in Fig. 6 for different A and for two
representative values of the shear rate. As expected, for
γ < γyield, df coincides within the error bars with the
corresponding value in mechanical equilibrium. Only for
γ ≥ γyield there is an effect of the shear flow on df .
Strikingly we find that this can either grow or decrease
upon changing shear rate. Indeed, for small values of
γ̇, the fractal dimension becomes larger with respect to
the equilibrium value, while for large γ̇ it decreases. The
two scenarios can be explained by the subtle balance be-
tween shear, attractive, and repulsive interactions. In-
deed, for small shear rates, the external flow is able to
counterbalance the repulsion at large distances, without
considerably affecting the attractive bonds between the
colloids. This enhances the proximity to the phase sep-
aration, as also seen from the behavior of the demixing
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Figure 6. Fractal dimension df as a function of strain γ for
γ̇ = 10−2τ−1 (squares) and γ̇ = 10−1τ−1 (circles) and differ-
ent values of A. Horizontal lines/shaded areas indicate the
value of df and the associated error in equilibrium; vertical
shaded areas highlight the position of γyield. Arrows point to
the value of df obtained from the δ exponent (see text).
parameter. On the other hand, for sufficiently high shear
rates, the flow becomes too strong, melting the gel and
effectively breaking attractive bonds. Under these con-
ditions, layering effects become dominant, thus lowering
the fractal dimension. This is confirmed by the fact that
the lowest values of df ∼ 1.5/1.6 at high shear rates are
almost identical for all studied values of A. Instead the
low-shear-rate value of df is found to clearly depend on
the underlying potential. It was recently proposed that
in polymer gels the fractal dimension is connected to the
exponent δ describing the power-law dependence of the
stress overshoot at yielding, discussed in Fig. 3(a), via the
relationship df = 3−2δ [57, 60]. We are now in the posi-
tion to verify this hypothesis for colloidal gels, comparing
df , directly calculated from simulations, with such a pre-
diction, also reported in Fig. 6. Interestingly, we find that
the last agrees reasonably well with the asymptotic value
of df for large strains at all A. Thus, we conclude that
the relation between df and δ mentioned above seems
to apply also to colloidal gels but only for small-enough
shear rates and for very large strains, where it can be
used as a guide to predict the final value of df . These
results clearly indicate that the repulsion strength can be
used as a novel control parameter to tune the dynamical
and structural properties of colloidal gels, controlling the
resulting viscosity of the system and being able to drive
aggregation of the particles into structures with a wide
range of fractal dimensions.
IV. CONCLUSIONS
In summary, we present extensive numerical results of
colloidal gels under start-up shear upon changing the con-
tribution of the long-range electrostatic repulsion in the
underlying interaction potential. We find that increas-
ing the strength of the repulsion, despite stiffening the
network, actually lowers its viscosity. This is entirely at-
tributable to the presence of competing interactions and
can be rationalized as a shear-homogenization effect. In-
deed, the external field is able to push the system closer
to macroscopic phase separation that is avoided in equi-
librium by the additional repulsive contribution. We also
show that simple changes in the electrostatic potential di-
rectly manifest in the rheological and structural proper-
ties of the gels, giving rise to networks with very different
fractal dimensions. These can be made either larger or
smaller with respect to the system in mechanical equilib-
rium. It will be extremely interesting to verify whether
such a manipulation of the gel properties can be obtained
in the laboratory, by appropriately changing the effective
colloidal charge, to study its influence on the rheological
properties both from a fundamental point of view and for
a wide range of industrial and technological problems.
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matter 12, 9303 (2016).
[19] P. J. Lu, E. Zaccarelli, F. Ciulla, A. B. Schofield,
F. Sciortino, and D. A. Weitz, Nature 453, 499 (2008).
[20] P. D. Godfrin, S. D. Hudson, K. Hong, L. Porcar,
P. Falus, N. J. Wagner, and Y. Liu, Physical review
letters 115, 228302 (2015).
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tucki, A. Moussäıd, and G. Ruocco, Physical review let-
ters 104, 085701 (2010).
[26] R. Angelini, E. Zaccarelli, F. A. de Melo Marques, M. Sz-
tucki, A. Fluerasu, G. Ruocco, and B. Ruzicka, Nature
communications 5, 4049 (2014).
[27] K. A. Whitaker, Z. Varga, L. C. Hsiao, M. J. Solomon,
J. W. Swan, and E. M. Furst, Nature communications
10, 2237 (2019).
[28] H. Tsurusawa, M. Leocmach, J. Russo, and H. Tanaka,
Science advances 5, eaav6090 (2019).
[29] N. Koumakis and G. Petekidis, Soft Matter 7, 2456
(2011).
[30] H. K. Chan and A. Mohraz, Physical Review E 85,
041403 (2012).
[31] M. Laurati, S. Egelhaaf, and G. Petekidis, Journal of
Rheology 55, 673 (2011).
[32] E. Moghimi, A. R. Jacob, N. Koumakis, and G. Pe-
tekidis, Soft Matter 13, 2371 (2017).
[33] C. O. Osuji, C. Kim, and D. A. Weitz, Physical Review
E 77, 060402 (2008).
[34] T. Divoux, V. Grenard, and S. Manneville, Physical re-
view letters 110, 018304 (2013).
[35] A. Imperio, L. Reatto, and S. Zapperi, Physical Review
E 78, 021402 (2008).
[36] N. Krishna Reddy, Z. Zhang, M. Paul Lettinga, J. K.
Dhont, and J. Vermant, Journal of Rheology 56, 1153
(2012).
[37] S. Kadulkar, D. Banerjee, F. Khabaz, R. T. Bonnecaze,
T. M. Truskett, and V. Ganesan, The Journal of chem-
ical physics 150, 214903 (2019).
[38] J. Ruiz-Franco, N. Gnan, and E. Zaccarelli, The Journal
of chemical physics 150, 024905 (2019).
[39] G. Vliegenthart, J. Lodge, and H. Lekkerkerker, Physica
A: Statistical Mechanics and its Applications 263, 378
(1999).
[40] A. Lees and S. Edwards, Journal of Physics C: Solid State
Physics 5, 1921 (1972).
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