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VARIETIES OF DIALGEBRAS AND CONFORMAL ALGEBRAS
PAVEL KOLESNIKOV
Abstract. For a given variety Var of algebras we define the variety Var of
dialgebras. This construction turns to be closely related with varieties of
pseudo-algebras: every Var-dialgebra can be embedded into an appropriate
pseudo-algebra of the variety Var. In particular, Leibniz algebras are exactly
Lie dialgebras, and every Leibniz algebra can be embedded into current Lie
conformal algebra.
Introduction
Leibniz algebras, introduced by J.-L. Loday [1], are non-commutative analogues
of Lie algebras. The defining identity of the variety of left (right) Leibniz algebras is
the condition stating that each operator of left (right) multiplication is a derivation,
i.e.,
x(yz) = (xy)z + y(xz) or (xy)z = (xz)y + x(yz),
respectively. As Lie algebras are embeddable into associative algebras, Leibniz
algebras can be embedded into associative dialgebras. By the definition [2, 3],
dialgebras are linear spaces with two bilinear products ⊣, ⊢. The identities required
for a dialgebra A to be associative are chosen in such a way that the new operation
ab = a ⊢ b − b ⊣ a or ab = a ⊣ b− b ⊢ a
turns A into a left (right) Leibniz algebra:
(x ⊣ y) ⊢ z = (x ⊢ y) ⊢ z, x ⊣ (y ⊢ z) = x ⊣ (y ⊣ z), (1)
(x ⊢ y) ⊢ z = x ⊢ (y ⊢ z), (x ⊣ y) ⊣ z = x ⊣ (y ⊣ z), (2)
(x ⊢ y) ⊣ z = x ⊢ (y ⊣ z). (3)
In the paper [4] the notion of an alternative dialgebra was introduced. It was
noted in [5] that an algebra A is embedded into the Steinberg Lie algebra st(n,A),
n ≥ 4, if and only if A is associative; and if n = 3 then A has to be at least
alternative. In [4], the Steinberg Leibniz algebra stl(n,D) was introduced, where D
is a dialgebra. The identities that are necessary for embedding of D into stl(3, D)
are declared to be the identities of an alternative dialgebra.
The main purpose of this paper is to present a general scheme how to deduce what
is a variety of dialgebras similar to a given variety of ordinary algebras (associative,
Lie, alternative, etc.). This structure is motivated by the relation of dialgebras and
conformal algebras.
A conformal algebra [6] is a linear space C (over a field of zero charachteristic)
with one linear operation T : C → C and a countable family of bilinear products
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(· (n) ·) : C×C → C, where n ranges over the set Z+ of non-negative integers, such
that
• for every a, b ∈ C only a finite number of a (n) b is nonzero;
• Ta (n) b = −na (n−1) b, a (n) Tb = T (a (n) b) + na (n−1) b.
Every conformal algebra can be constructed as a subspace of the formal power
series space A[[z, z−1]] over an appropriate ordinary algebra A, with respect to
(Ta)(z) =
d
dz
a(z), (a (n) b)(z) = Res
w=0
a(w)b(z)(w − z)n.
Here Resw=0 f(w, z) stands for the coefficient of w
−1 in f(z, w) ∈ A[[z, z−1, w, w−1]].
In [7] it was shown that for an arbitrary conformal algebra C there exists unique
ordinary algebra Coeff C (called coefficient algebra) which is universal in the follow-
ing sense: Coeff C[[z, z−1]] contains C, and for any algebra A such that A[[z, z−1]]
contains C as above there exists a homomorphism Coeff C → A such that the
natural expansion Coeff C[[z, z−1]]→ A[[z, z−1]] acts on C as an identity.
A conformal algebra C is said to be associative (Lie, alternative, etc.) [7] if so
is Coeff C. A more general approach was developed in [8], see Section 1.4 for more
details. For example, C is associative if
a (n) (b (m) c) =
∑
s≥0
(
n
s
)
(a (n−s) b) (m+s) c, a, b, c ∈ C, n,m ∈ Z+.
It is not difficult to note that an associative conformal algebra C endowed with
two operations
a ⊢ b = a (0) b, a ⊣ b =
∑
s≥0
1
s!
(−T )s(a (s) b)
satisfies (1)–(3), i.e., this is an associative dialgebra. The same is true for alternative
conformal algebras. However, it is not obvious why every associative (or alternative)
dialgebra can be obtained in this way. This is why we define what is a variety of
dialgebras using the language of operads, and then prove that every dialgebra from
a variety Var can be embedded into a conformal algebra (more generally, pseudo-
algebra) from the variety Var of conformal algebras.
1. Operads and algebras
1.1. Partitions. Suppose m ≥ n ≥ 1 are two integers. An ordered n-tuple of
integers pi = (m1, . . . ,mn), mi ≥ 1, is called an n-partition of m if m1+ · · ·+mn =
m. The set of all such partitions is denoted by Π(m,n).
A partition pi ∈ Π(m,n) determines a one-to-one correspondence between the
sets {1, . . . ,m} and {(i, j) | i = 1, . . . , n, j = 1, . . . ,mi} by the rule
(i, j)↔ k = (i, j)pi, k = m1 + · · ·+mi−1 + j.
Given two partitions τ = (p1, . . . , pm) ∈ Π(p,m), pi = (m1, . . . ,mn) ∈ Π(m,n),
define τpi ∈ Π(p, n) in a natural way:
τpi = (p1 + · · ·+ pm1 , pm1+1 + · · ·+ pm1+m2 , . . . , pm−mn+1 + · · ·+ pm).
If τpi = (q1, . . . , qn) then for any i = 1, . . . , n denote by τpii the subpartition
(pm1+···+mi−1+1, . . . , pm1+···+mi) ∈ Π(qi,mi).
We will also consider the (right) action of the symmetric group Sn on Π(m,n):
if pi = (m1, . . . ,mn), σ ∈ Sn then piσ = (m1σ−1 , . . . ,mnσ−1).
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1.2. Operads. Consider the following collection of data:
1) a family of linear spaces {C(n)}n≥1;
2) a family of linear maps (called composition rule)
Comppi : C(n)⊗ C(m1)⊗ · · · ⊗ C(mn)→ C(m),
where pi = (m1, . . . ,mn) ∈ Π(m,n).
This collection is called an operad (denoted by C) if the following properties hold.
(O1) The composition rule is associative, i.e., if τ = (p1, . . . , pm) ∈ Π(p,m),
pi = (m1, . . . ,mn) ∈ Π(m,n), and
ψj ∈ C(pj), χi ∈ C(mi), ϕ ∈ C(n), i = 1, . . . , n, j = 1, . . . ,m,
then
Compτ
(
Comppi
(
ϕ, (χi)
n
i=1
)
, (ψj)
m
j=1
)
= Compτpi
(
ϕ,
(
Compτpii
(
χi, (ψ(i,t)pi )
mi
t=1
)n
i=1
))
. (4)
(O2) There exists a “unit” id ∈ C(1) such that
Comp(1,...,1)(f, id, . . . , id) = Comp(n)(idA, f) = f (5)
for every f ∈ C(n).
An important example of an operad is provided by the following data. Suppose
C(n) = kSn. If σ ∈ Sn, pi = (m1, . . . ,mn) ∈ Π(m,n), τi ∈ Smi , i = 1, . . . , n, then
define
Σ = Comppi(σ, τ1, . . . , τn) ∈ Sm
by the rule: if k = (i, j)pi ∈ {1, . . . ,m} then kΣ = (iσ, jτi)
piσ.
The principle of constructing such compositions is clearly shown by the following
simple example:
Comp(3,2,4)((123), (132), (12), (234)) =
(
1 2 3 4 5 6 7 8 9
7 5 6 9 8 1 3 4 2
)
.
Graphically, this composition can be expressed by the diagram
1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9
The operad obtained is called the operad of symmetries and denoted by Sym.
Suppose C is an operad. If C(n) is endowed with a right action of the symmetric
group Sn for all n ≥ 1, and for any pi = (m1, . . . ,mn) ∈ Π(m,n), ϕ ∈ C(n), σ ∈ Sn,
ψi ∈ C(mi), τi ∈ Smi , i = 1, . . . , n, we have
Comppiσ
(
ϕσ, ψ
τ
1σ−1
1σ−1 , . . . , ψ
τ
nσ−1
nσ−1
)
= Comppi(ϕ, ψ1, . . . , ψn)
Comppi(σ,τ1,...,τn),
then the operad C is said to be symmetric.
For example, Sym is a symmetric operad with respect to the regular right action
of Sn on Sym(n): ϕ
σ = ϕσ, σ ∈ Sn, ϕ ∈ Sym(n) = kSn.
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Let C1, C2 be two operads. A functor F from C1 to C2 is a family of linear maps
Fn : C1(n)→ C2(n), n ≥ 1, which preserve the composition rule and the unit. If Ci
are symmetric operads, and each Fn is Sn-invariant then F is said to be symmetric.
If C1, C2 are two (symmetric) operads, then the collection of spaces C(n) =
C1(n)⊗C2(n), n ≥ 1, defines a (symmetric) operad with respect to the component-
wise composition (and symmetric group action). We will denote this operad by
C1 ⊗ C2.
1.3. Examples of operads. We have already considered the operad Sym built on
symmetric groups. Let us now state some well-known examples of operads that
will be used later. Throughout the rest of the subsection, pi stands for a partition
(m1, . . . ,mn) ∈ Π(m,n), σ is a permutation from Sn.
1.3.1. Operad E. Set E(n) = kn, and let
{
e
(n)
1 , . . . , e
(n)
n
}
be the standard basis of
k
n. Define a composition rule and Sn-action as follows:
Comppi
(
e
(n)
i , e
(m1)
j1
, . . . , e
(mn)
jn
)
= e
(m)
m1+···+mi−1+ji
,
σ : e
(n)
i 7→ e
(n)
iσ .
This is a symmetric operad. In fact, E(n) can be considered as an image of Sym(n)
under the map Fn : kSn → k
n given by Fn(σ) = σSn−1, assuming (in)Sn−1 is
identified with e
(n)
i . The family of maps Fn, n ≥ 1, defines a functor from Sym to
E , however, non-symmetric.
1.3.2. Operads Veck. Let V be a linear space over a field k. Define an operad which
is also denoted by V as follows:
V (n) = Hom(V ⊗n, V ), n ≥ 1,
Comp is the ordinary composition of multi-linear maps. If f ∈ V (n) then set
fσ(v1, . . . , vn) = f(v1σ, . . . , vnσ), vi ∈ V.
This is a symmetric operad. We will denote the class of operads obtained in this
way by Veck.
1.3.3. Operads H-mod. Suppose H is a cocommutative bialgebra with a coproduct
∆ : H → H ⊗H . We will use the standard Sweedler’s notation:
∆(h) = h(1)⊗h(2), ∆
2(h) = (∆⊗ idH)∆(h) = (idH ⊗∆)∆(h) = h(1)⊗h(2)⊗h(3),
etc.
For every left H-module M one may consider
M(n) = HomH⊗n(M
⊗n, H⊗n ⊗H M), (6)
where H⊗n is considered as the outer product of regular right H-modules.
An arbitrary f ∈M(n) can be expanded to a map
f : (H⊗m1 ⊗H M)⊗ · · · ⊗ (H
⊗mn ⊗H M)→ H
⊗m ⊗H M
by the following rule: if Gi ∈ H⊗mi , ai ∈M , i = 1, . . . , n, then
f(G1 ⊗H a1, . . . , Gn ⊗H an)
= (G1 ⊗ · · · ⊗Gn ⊗H 1)(∆
m1−1 ⊗ · · · ⊗∆mn−1 ⊗H idM )f(a1, . . . , an). (7)
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This expansion makes clear what is a composition of maps (6). The action of Sn
on M(n) can be defined by
ϕσ(a1, . . . , an) = (σ ⊗H idM )ϕ(a1σ , . . . , anσ),
where (h1 ⊗ · · · ⊗ hn)σ = (h1σ−1 ⊗ · · · ⊗ hnσ−1) ∈ H
⊗n.
We will denote the operad obtained in this way by the same symbol M . The
class of all such operads is denoted by H-mod.
1.3.4. Operad Alg. Let X = {x1, x2, . . . } be a countable set of symbols. Define
Alg(n) to be the linear span of all non-associative words obtained from x1 . . . xn by
some bracketing. The natural composition rule
Comppi(u, v1, . . . , vn) = u(v1(x(1,1)pi , . . . , x(1,m1)pi ), . . . , vn(x(n,1)pi , . . . , x(n,mn)pi))
(8)
defines a (non-symmetric) operad denoted by Alg.
Consider AlgS(n) = Alg(n)⊗ kSn endowed with a composition rule
Comppi(u ⊗ σ, v1 ⊗ τ1, . . . , vn ⊗ τn)
= Comppiσ
−1
(u, v1σ, . . . , vnσ)⊗ Comp
piσ−1(σ, τ1σ , . . . , τnσ). (9)
Hereafter, we will identify (x1 . . . xn) ⊗ σ with the word (x1σ . . . xnσ). Under the
natural action of Sn, AlgS is a symmetric operad.
If C is a symmetric operad and Φ is a functor from Alg to C then Φ can be
extended to a functor from AlgS to C by the obvious rule
Φn(u⊗ σ) = Φn(u)
σ, u ∈ Alg(n), σ ∈ Sn.
1.3.5. Operad VarAlg. Let Var be a homogeneous variety of (non-associative) al-
gebras defined by a family of polylinear identities. Denote by kVar{X} the free
algebra in this variety generated by X = {x1, x2, . . . }. There exists an ideal IVar
of the free algebra k{X} such that kVar{X} ≃ k{X}/IVar.
Each space AlgS(n), n ≥ 1, can be considered as a subspace of k{X}. Denote
VarAlg(n) = AlgS(n)/(AlgS(n) ∩ IVar).
Since the variety Var is homogeneous, the composition map and the symmetric
group action are well-defined on the family {VarAlg(n)}n≥1, so we obtain a sym-
metric operad. The family of projections AlgS(n) → VarAlg(n) is a functor from
AlgS to VarAlg, we will also denote it by Var.
1.4. Algebras and pseudo-algebras. Let A stands for a (non-associative, in
general) algebra over k. Then there exists a functor (also denoted by A) from
Alg to the operad A ∈ Veck built on the underlying space. Indeed, for every
u = (x1 . . . xn) ∈ Alg(n) define An(u) : a1 ⊗ · · · ⊗ an → (a1 . . . an) ∈ A.
Conversely, every functor from Alg to A ∈ Veck defines an operation A⊗A→ A
which makes A to be an algebra.
Therefore, the notion of an algebra can be identified with the notion of a functor
from Alg to an operad from Veck. Similarly, a pseudo-algebra [9] is just a functor
from Alg to an operad from H-mod. Since Veck and H-mod consist of symmetric
operads, a (pseudo-)algebra can be considered as a functor defined on AlgS(n).
This is now clear how to define varieties of pseudo-algebras. Indeed, suppose
Var is a variety as in 1.3.5. An (ordinary) algebra A belongs to Var if and only if
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there exists a functor A¯ : VarAlg → A ∈ Veck such that A = Var ◦ A¯. For pseudo-
algebras, one should replace Veck with H-mod to obtain a definition of what does
it mean that a pseudo-algebra C belongs to the variety Var [10].
This approach leads to pseudo-algebraic identities as in [8]. If Var is defined by
a family Σ of polylinear identities then a pseudo-algebra C is said to be a Var-
pseudo-algebra if C satisfies the identities
t∗(x1, . . . , xn), t ∈ Σ,
where t∗ is obtained from t by the following way: every monomial α(x1σ . . . xnσ),
α ∈ k, σ ∈ Sn, that appears in t should be replaced with α(σ⊗H id)(x1σ ∗· · ·∗xnσ).
The expression (x1σ ∗ · · · ∗xnσ) can be evaluated at a1, . . . , an ∈ C by (7), its value
lies in H⊗n ⊗H C.
2. Dialgebras and corresponding operads
Consider an operad Dialg, analogous to Alg, generated by two binary products
⊣, ⊢. The space Dialg(n) is the linear span of all terms obtained from x1 . . . xn by
some bracketing with operations ⊣, ⊢, and the same rule as (8) defines compositions
on Dialg.
By DialgS we denote the symmetric operad obtained from Dialg in the same way
as AlgS is obtained from Alg. The operad Dialg (resp., DialgS) has the following
property: for any (symmetric) operad C and for any ϕ1, ϕ2 ∈ C(2) there exists a
unique (symmetric) functor Ψ : Dialg → C (DialgS → C) such that Ψ2(x1 ⊢ x2) =
ϕ1, Ψ2(x1 ⊣ x2) = ϕ2. In particular, for C = AlgS ⊗ E there exists Ψ : DialgS →
AlgS ⊗ E such that
Ψ2(x1 ⊢ x2) = x1x2 ⊗ e
(2)
2 , Ψ2(x1 ⊣ x2) = x1x2 ⊗ e
(2)
1 . (10)
It is clear that the functor Ψ defined by (10) is full, i.e., Ψn(DialgS(n)) = AlgS(n)⊗
E(n). Throughout the rest of the paper, Ψ stands for the functor DialgS → AlgS⊗E
defined by (10).
Definition 1. A dialgebra A is said to be a 0-dialgebra if A satisfies the identities
(x ⊣ y) ⊢ z = (x ⊢ y) ⊢ z, x ⊣ (y ⊢ z) = x ⊣ (y ⊣ z). (11)
The purpose of this section is to prove the following statement.
Theorem 1. For any 0-dialgebra A, considered as a functor DialgS → A ∈ Veck,
there exists a symmetric functor A¯ : AlgS ⊗ E → A such that A = Ψ ◦ A¯.
Let H be a cocommutative Hopf algebra with a counit ε and an antipode S.
If C is a left H-module then H⊗n ⊗H C ≃ H⊗n−1 ⊗C as a linear space [9]. We
will denote the isomorphism by in (n ≥ 1), namely,
in(h1 ⊗ · · · ⊗ hn ⊗H a) = h1S(hn(1))⊗ · · · ⊗ hn−1S(hn(n−1))⊗ hn(n)a,
hi ∈ H , a ∈ C.
For an operad C ∈ H-mod denote by C(0) the operad from Veck built on C as
on linear space.
Lemma 2. A family of linear maps
εn : C(n)→ C
(0)(n), n ≥ 1,
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given by
εn(f)(a1, . . . , an) = (ε
⊗n−1 ⊗ id)in(f(a1, . . . , an)), f ∈ C(n),
defines a (non-symmetric) functor from C to C(0).
Proof. The expansion rule (7) immediately implies that for all f ∈ C(n), gi ∈
C(mi), i = 1, . . . , n, pi = (m1, . . . ,mn) ∈ Π(m,n), we have
εm(Comp
pi(f, g1, . . . , gn)) = Comp
pi(εn(f), εm1(g1), . . . , εmn(gn)).
Therefore, the family of maps εn, n ≥ 1, defines a functor (also denoted by ε). 
Let C stands for an H-pseudo-algebra considered as a functor AlgS → C ∈
H-mod. By the universal property of DialgS we have a uniquely defined symmetric
functor from DialgS to C
(0) ∈ Veck (also denoted by C(0)) such that
C
(0)
2 (x1 ⊢ x2) = ε2(C2(x1x2)) ∈ C
(0)(2),
C
(0)
2 (x1 ⊣ x2) = ε2(C2(x2x1))
(12) ∈ C(0)(2).
(12)
In particular, for every a, b ∈ C
a ⊢ b = C
(0)
2 (x1 ⊢ x2)(a, b) = (ε⊗ id)i2(a ∗ b),
a ⊣ b = C
(0)
2 (x1 ⊣ x2)(a, b) = ε2(C2(x2x1))(b, a) = (ε⊗ id)i2{a ∗ b},
where {a ∗ b} = ((12)⊗H id)(a ∗ b).
Lemma 3. For every H-pseudo-algebra C the corresponding dialgebra C(0) given
by (12) is a 0-dialgebra.
Proof. It is straightforward to check that the identities (11) hold on C(0). 
Proposition 4. For every 0-dialgebra A there exists an H-pseudo-algebra C =
C(A) over H = k[T ] such that A is embedded into C(0).
Proof. Here we consider k[T ] with respect to the usual Hopf algebra structure:
∆(T ) = T ⊗ 1 + 1⊗ T , ε(T ) = 0, S(T ) = −T .
Let A be a 0-dialgebra. Denote 〈a, b〉 = a ⊢ b − a ⊣ b. It follows from (11) that
〈a, b〉 ⊢ c = 0, a ⊣ 〈b, c〉 = 0 for all a, b, c ∈ A.
Consider the linear space
C = (H ⊗A)⊕ ((A⊗A)/ Span{〈a, b〉 ⊗ 〈c, d〉 | a, b, c, d ∈ A}) .
The first summand is a free H-module, the second one can be endowed with an
H-module structure as follows. Define T : A⊗A→ A by
T (a⊗ b) = 〈a, b〉, a, b ∈ A, (13)
and note that U = Span{〈a, b〉 ⊗ 〈c, d〉 | a, b, c, d ∈ A} lies in the kernel of T .
Therefore, T is well-defined on (A⊗A)/U .
Later we will identify 1 ⊗ a ∈ H ⊗ A with a, and write a ⊗ b (a, b ∈ A) for its
image in C.
The pseudo-product on C can be defined as follows:
a ∗ b = 1⊗ 1⊗H (a ⊢ b)− T ⊗ 1⊗H (a⊗ b), (14)
a ∗ (b ⊗ c) = 1⊗ 1⊗H a⊗ 〈b, c〉 = 1⊗ 1⊗H a⊗ T (b⊗ c), (15)
(a⊗ b) ∗ c = −1⊗ 1⊗H (〈a, b〉 ⊗ c) = −1⊗ 1⊗H (T (a⊗ b)⊗ c), (16)
(a⊗ b) ∗ (c⊗ d) = 0. (17)
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This operation is well-defined and H⊗2-linear. It is easy to see that A is a subdi-
algebra of C(0). 
Lemma 5. Suppose C is an H-pseudo-algebra. Consider a family of linear maps
C(ε)n : AlgS(n)⊗ E(n)→ C
(0)(n), n ≥ 1,
defined by the following rule: if Cn(f)(a1, . . . , an) =
∑
j
h1j ⊗ · · · ⊗ hnj ⊗H bj,
f ∈ AlgS(n), ai, bj ∈ C, hij ∈ H, then
C(ε)n (f ⊗ ei)(a1, . . . , an) =
∑
j
ε(h1j
i
.̂ . . hnj)hijbj .
These maps define a symmetric functor C(ε) : AlgS ⊗ E → C
(0) ∈ Veck.
Proof. This is straightforward to check that(
C(ε)n
(
f ⊗ e
(n)
i
))σ
= C(ε)n
(
fσ ⊗ e
(n)
iσ
)
, f ∈ AlgS(n), i = 1, . . . , n, σ ∈ Sn.
It remains to prove that C
(ε)
n preserve compositions. Since the composition rule
is equivariant and associative, it is enough to consider pi = (n,m − n) ∈ Π(m, 2),
x1x2 ∈ Alg(2), u1 ∈ Alg(n), u2 ∈ Alg(m− n), and
C(ε)m
(
Comppi
(
x1x2 ⊗ e
(2)
i , u1 ⊗ e
(n)
k , u2 ⊗ e
(m−n)
l
))
= C(ε)m
(
f ⊗ e(m)p
)
, p =
{
k, i = 1,
n+ l, i = 2,
(18)
where f = u1(x1, . . . , xn)u2(xn+1, . . . , xm). Now it is easy to note that
Comp(n,m−n)
(
C
(ε)
2
(
x1x2 ⊗ e
(2)
i
)
, C(ε)n
(
u1 ⊗ e
(n)
k
)
, C
(ε)
m−n
(
u2 ⊗ e
(m−n)
l
))
coincides with (18). 
Proof of Theorem 1. Let A be a 0-dialgebra. Denote by C its enveloping pseudo-
algebra from Proposition 4. The functor C : AlgS → C ∈ H-mod induces two
functors C(0) : DialgS → C
(0), C(ε) : AlgS ⊗ E → C
(0). It is easy to see that
Ψ ◦ C(ε) = C(0). Therefore, if Ψn(f) = 0 for some f ∈ DialgS(n) then C
(0)
n (f) = 0
in C(0)(n). But A is embedded into C(0), hence, f is an identity on A0.
Therefore, a polynomial f ∈ DialgS(n) is an identity on a 0-dialgebra A provided
that Ψn(f) = 0. Hence, there exists a family of linear maps A¯n : AlgS(n)⊗E(n)→
A(n) such that An = Ψn ⊗ A¯n, n ≥ 1. This family defines a symmetric functor A¯
from AlgS ⊗ E to A ∈ Veck. 
One may construct an operad 0-Dialg related to the variety of 0-dialgebras in
the same way as VarAlg relates to a variety Var.
Corollary 6. The operad 0-Dialg is equivalent to AlgS ⊗ E.
3. Varieties of dialgebras
Suppose Var is a homogeneous variety defined by a family Σ of polylinear
identities in X = {x1, x2, . . . }. Then IVar is an ideal of k{X} generated by
{t(f1, . . . , fn) | t(x1, . . . , xn) ∈ Σ, fi ∈ k{X}}.
Theorem 1 implies that every 0-dialgebra A is actually a functor from AlgS ⊗ E
to A ∈ Veck. In view of this observation, the following definition is quite natural.
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Definition 2. A dialgebra A : DialgS → A ∈ Veck is said to be a member of the
variety Var of dialgebras (or Var-dialgebra) if there exists a symmetric functor
A¯ : VarAlg ⊗ E → A ∈ Veck,
such that Ψ ◦ (Var⊗ id) ◦ A¯ = A, i.e., the diagram of functors
DialgS
A
−−−−→ A ∈ Veck
Ψ
y xA¯
AlgS ⊗ E
Var⊗id
−−−−→ VarAlg ⊗ E
is commutative.
Proposition 7. A dialgebra A belongs to the variety Var if and only if A is a
0-dialgebra that satisfies the identities Ψ−1n
(
t ⊗ e
(n)
i
)
, where t ∈ Σ, n = deg t,
i = 1, . . . , n.
Proof. It is enough to prove the “if” part only. Since A is a 0-dialgebra, it can be
considered as a functor A : AlgS ⊗ E → A ∈ Veck.
Suppose f ∈ (AlgS⊗E)(n), f =
n∑
i=1
fi⊗e
(n)
i , fi ∈ AlgS(n). If (Varn⊗ id)(f) = 0
then Varn(fi) = 0 for all i = 1, . . . , n. Therefore, it needs to be shown that if
Varn(g) = 0 for some g ∈ AlgS(n) then An
(
g ⊗ e
(n)
i
)
= 0 for all i = 1, . . . , n. Since
KerVarn = AlgS(n) ∩ IVar, the element g can be presented as
g =
∑
k
Comppik(ak, bk1, . . . , bklk)
σk ,
where ak ∈ AlgS(lk), bkj ∈ AlgS(mkj), pik = (mk1, . . . ,mklk) ∈ Π(n, lk), σk ∈ Sn,
and for each k there exists jk ∈ {1, . . . , lk} such that
bkjk = Comp
τk(tk, ck1, . . . , ckmk), tk ∈ Σ, ckm ∈ AlgS(qm).
For every i ∈ {1, . . . , n} one may present g ⊗ e
(n)
i as a composition in AlgS ⊗ E
with the same ak, bkj , tk, ckm in the first tensor factor (since the composition
rule in AlgS ⊗ E is componentwise). Therefore, An
(
g ⊗ e
(n)
i
)
= 0 provided that
Amk
(
tk ⊗ e
(mk)
p
)
= 0 for every p = 1, . . . ,mk. 
To deduce defining identities in the signature of a dialgebra, the following con-
struction is useful. Consider the functor α : Dialg → Alg ⊗ Sym defined by
α2(x1 ⊢ x2) = x1x2 ⊗ id2, α2(x1 ⊣ x2) = x1x2 ⊗ (12). Denote by E the following
functor from Sym to E : En(σ) = e
(n)
nσ−1
.
Lemma 8. If u⊗ σ ∈ DialgS(n), αn(u) = v ⊗ τ , then
Ψn(u⊗ σ) = (v ⊗ σ) ⊗ En(τ)
σ . (19)
Proof. Denote the right-hand side of (19) by Φn(u⊗ σ). It is enough to check that
1) Φn((u⊗ σ))σ1 = Φn(u ⊗ σσ1);
2) the maps Φn, n ≥ 1, preserve composition.
The first is obvious. The second needs to be checked for u = u1 ⊢ u2 and
u = u1 ⊣ u2, σ = idn, ui ∈ Dialg(ni), n1 + n2 = n.
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If u = u1 ⊢ u2, αni(ui) = vi ⊗ τi, then αn(u) = v1v2 ⊗ Comp
(n1,n2)(id2, τ1, τ2).
Hence,
Φn(u ⊗ idn) = v1v2 ⊗ idn⊗e
(n)
n1+n2τ
−1
2
.
On the other hand,
Comp(n1,n2)
(
x1x2 ⊗ e
(2)
2 ,Φn1(v1 ⊗ idn1),Φn2(v2 ⊗ idn2)
)
= (v1v2 ⊗ idn)⊗ Comp
(n1,n2)
(
e
(2)
2 , e
(n1)
n1τ
−1
1
, e
(n2)
n2τ
−1
2
)
= v1v2 ⊗ idn⊗e
(n)
n1+n2τ
−1
2
.
If u = u1 ⊣ u2, αni(ui) = vi ⊗ τi, then αn(u) = v1v2 ⊗ Comp
(n1,n2)((12), τ1, τ2).
Hence,
Φn(u⊗ idn) = v1v2 ⊗ idn⊗e
(n)
n1τ
−1
1
.
On the other hand,
Comp(n1,n2)
(
x1x2 ⊗ e
(2)
1 ,Φn1(v1 ⊗ idn1),Φn2(v2 ⊗ idn2)
)
= (v1v2 ⊗ idn)⊗ Comp
(n1,n2)
(
e
(2)
1 , e
(n1)
n1τ
−1
1
, e
(n2)
n2τ
−1
2
)
= v1v2 ⊗ idn⊗e
(n)
n1τ
−1
1
.
Therefore, the sequence Φn, n ≥ 1, defines a symmetric functor Φ from DialgS
to AlgS ⊗ E that coincides with Ψ on DialgS(2). Hence, Φ = Ψ. 
In order to get Ψ−1n
(
v⊗σ⊗e
(n)
i
)
for some word v ∈ Alg(n), σ ∈ Sn, i ∈ {1, . . . , n},
it is enough to put the signs ⊣, ⊢ of dialgebra operations on the word v with the
same bracketing in such a way that for the dialgebraic word vdi ∈ Dialg(n) obtained
one has αn
(
vdi
)
= v ⊗ τ , where iσ−1 = nτ−1. Then vdi ⊗ σ ∈ DialgS(n) would be a
preimage of v ⊗ σ ⊗ e
(n)
i with respect to Ψn.
The method is quite clear. Suppose v ⊗ σ = (x1σ . . . xnσ) ∈ AlgS(n). Then
vdi ⊗ σ = (x1σ ⊢ . . . ⊢ xi ⊣ . . . ⊣ xnσ), i.e., the dashes are always directed to the
variable xi.
Let us consider some examples of varieties.
Associative dialgebras. In this case Σ = {(x1, x2, x3)}, where (x, y, z) = (xy)z−
x(yz). Lemma 8 implies that
Ψ−13
(
(x1, x2, x3)⊗ e
(3)
1
)
= (x1, x2, x3)⊣,
Ψ−13
(
(x1, x2, x3)⊗ e
(3)
2
)
= (x1, x2, x3)×,
Ψ−13
(
(x1, x2, x3)⊗ e
(3)
3
)
= (x1, x2, x3)⊢,
(20)
where
(x, y, z)⊣ = (x ⊣ y) ⊣ z − x ⊣ (y ⊣ z), (x, y, z)× = (x ⊢ y) ⊣ z − x ⊢ (y ⊣ z),
(x, y, z)⊢ = (x ⊢ y) ⊢ z − x ⊢ (y ⊢ z).
Together with (11), the identities (20) are exactly those introduced in [2, 3].
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Commutative dialgebras. Let Σ = {(x1, x2, x3), x1x2−x2x1}. The first identity
implies (20) as before, the last one is equivalent to
x1 ⊢ x2 − x2 ⊣ x1. (21)
Therefore, a commutative dialgebra A can be considered as an ordinary algebra
with respect to ab = a ⊢ b, a, b ∈ A. In this case, we obtain an associative algebra
that satisfies
[x1, x2]x3 = 0. (22)
Conversely, an arbitrary associative algebra that satisfies (22) is actually a commu-
tative dialgebra.
Alternative dialgebras. Suppose Σ = {(x1, x2, x3) + (x2, x1, x3), (x1, x2, x3) +
(x1, x3, x2)}. We have already seen what is obtained from (x1, x2, x3)⊗ e
(3)
i under
Ψ−13 . Therefore, the identities Σ give rise to
(x1, x2, x3)⊣ + (x1, x2, x3)
(12)
× , (x1, x2, x3)⊢ + (x1, x2, x3)
(12)
⊢ ,
(x1, x2, x3)⊣ + (x1, x2, x3)
(23)
⊣ , (x1, x2, x3)× + (x1, x2, x3)
(23)
⊢ .
(23)
These relations are equivalent to those introduced in [4].
Lie dialgebras. If Σ = {(x1, x2, x3)−x2(x1x3), x1x2+x2x1} then the correspond-
ing dialgebra identities include
x1 ⊣ x2 + x2 ⊢ x1.
A Lie dialgebra A considered as an ordinary algebra with respect to [ab] = a ⊢ b,
a, b ∈ A, is just a left Leibniz algebra. Conversely, every left Leibniz algebra L is a
Lie dialgebra with respect to a ⊢ b = [ab], a ⊣ b = −[ba]. Therefore, a Lie dialgebra
is just the same as a Leibniz algebra.
Jordan dialgebras. Let Σ consists of the commutativity identity and
x1(x2(x3x4)) + (x2(x1x3))x4 + x3(x2(x1x4))
= (x1x2)(x3x4) + (x1x3)(x2x4) + (x3x2)(x1x4). (24)
The last one is a polylinear Jordan identity.
Therefore, a Jordan dialgebra satisfies commutativity relation x1 ⊣ x2 = x2 ⊢ x1
and the following four identities:
x1 ⊣ (x2 ⊣ (x3 ⊣ x4)) + (x2 ⊢ (x1 ⊣ x3)) ⊣ x4 + x3 ⊢ (x2 ⊢ (x1 ⊣ x4))
= (x1 ⊣ x2) ⊣ (x3 ⊣ x4) + (x1 ⊣ x3) ⊣ (x2 ⊣ x4) + (x3 ⊢ x2) ⊢ (x1 ⊣ x4).
x1 ⊢ (x2 ⊣ (x3 ⊣ x4)) + (x2 ⊣ (x1 ⊣ x3)) ⊣ x4 + x3 ⊢ (x2 ⊣ (x1 ⊣ x4))
= (x1 ⊢ x2) ⊣ (x3 ⊣ x4) + (x1 ⊢ x3) ⊢ (x2 ⊣ x4) + (x3 ⊢ x2) ⊣ (x1 ⊣ x4).
x1 ⊢ (x2 ⊢ (x3 ⊣ x4)) + (x2 ⊢ (x1 ⊢ x3)) ⊣ x4 + x3 ⊣ (x2 ⊣ (x1 ⊣ x4))
= (x1 ⊢ x2) ⊢ (x3 ⊣ x4) + (x1 ⊢ x3) ⊣ (x2 ⊣ x4) + (x3 ⊣ x2) ⊣ (x1 ⊣ x4).
x1 ⊢ (x2 ⊢ (x3 ⊢ x4)) + (x2 ⊢ (x1 ⊢ x3)) ⊢ x4 + x3 ⊢ (x2 ⊢ (x1 ⊢ x4))
= (x1 ⊢ x2) ⊢ (x3 ⊢ x4) + (x1 ⊢ x3) ⊢ (x2 ⊢ x4) + (x3 ⊢ x2) ⊢ (x1 ⊢ x4).
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Being expressed in terms of single operation, say, xy = x ⊢ y, these identities
together with (11) turn into
(x1x2)x3 = (x2x1)x3. (25)
((x4x3)x2)x1 + x4(x2(x3x1)) + x3(x2(x4x1))
= (x4x3)(x2x1) + (x4x2)(x3x1) + (x3x2)(x4x1). (26)
x1((x4x3)x2) + x4((x3x1)x2) + x3((x4x1)x2)
= (x4x3)(x1x2) + (x1x3)(x4x2) + (x4x1)(x3x2). (27)
Identities (26), (27) and (25) define a variety of algebras that relate to Jordan
algebras as Leibniz algebras relate to Lie algebras. These algebras inherit the
important property of Jordan algebras: the commutator of two operators of left
multiplication is a derivation of the algebra.
4. Relation to pseudo-algebras
Suppose Var is a homogeneous variety defined by a family of polylinear identi-
ties Σ.
Theorem 9. If C is an Var-pseudo-algebra over a cocommutative Hopf algebra H
then C(0) is a Var-dialgebra.
Proof. Every identity t ∈ Σ of degree n can be considered as an element of AlgS(n),
i.e., t =
∑
σ∈Sn
tσ ⊗ σ, tσ ∈ Alg(n).
Let us fix a linear basis {hi} of H and some elements a1, . . . , an ∈ C. Denote
Cn(tσ ⊗ σ)(a1, . . . , an) =
∑
i1,...,in−1
hi1 ⊗ · · · ⊗ hin−1 ⊗ 1⊗H bi1,...,in−1;σ.
Since C is a Var-pseudo-algebra, we have
∑
σ∈Sn
bi1,...,in−1;σ = 0 for all i1, . . . , in−1.
By Lemma 5
C(ε)n
(
tσ ⊗ σ ⊗ e
(n)
j
)
(a1, . . . , an) =
∑
i1,...,in−1
ε(hi1
j
.̂ . . hin−1)hijbi1,...,in−1;σ
for j 6= n, and
C(ε)n (tσ ⊗ σ ⊗ e
(n)
n )(a1, . . . , an) =
∑
i1,...,in−1
ε(hi1 . . . hin−1)bi1,...,in−1;σ.
Therefore, C
(0)
n
(
Ψ−1n
(
t ⊗ e
(n)
j
))
= C
(ε)
n
(
t ⊗ e
(n)
j
)
= 0 in C(0)(n), so, C(0) is a Var-
dialgebra. 
It turns out that the converse is also true: a Var-dialgebra can be embedded
into a pseudo-algebra (over H = k[T ]) that belongs to the variety Var of pseudo-
algebras.
Let A be a Var-dialgebra. Since A is in particular a 0-dialgebra, there exists a
pseudo-algebra C such that A is a subdialgebra of C(0). The purpose of this section
is to show that one may choose C from the variety Var of pseudo-algebras.
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Recall the construction from Proposition 4: consider C = C(0) ⊕ C(1), where
C0 = H ⊗A, C1 = (A ⊗A)/U , H = k[T ], U = Span{〈a, b〉 ⊗ 〈c, d〉 | a, b, c, d ∈ A},
and the pseudo-product is given by (14)–(17).
As before, we identify A and C with the symmetric functors A : AlgS ⊗ E →
A ∈ Veck, C : AlgS → C ∈ H-mod, respectively.
We will denote by T
(n)
i the element (T ⊗ 1 ⊗ · · · ⊗ 1)
(1i) ∈ H⊗n, i = 1, . . . , n,
and let T
(n)
0 stands for 1⊗ · · · ⊗ 1 ∈ H
⊗n.
Lemma 10. Suppose t ∈ Alg(n), a1, . . . , an ∈ A. Then
Cn(t)(a1, . . . , an) = T
(n)
0 ⊗H x0 −
n−1∑
i=1
T
(n)
i ⊗H xi,
where x0 ∈ C(0), xi ∈ C(1),
x0 = An
(
t⊗ e(n)n
)
(a1, . . . , an), (28)
Txi = An
(
t⊗ e(n)n − t⊗ e
(n)
i
)
(a1, . . . , an), i = 1, . . . , n− 1. (29)
Proof. For n = 2 the statement is clear from (14). Assume we have the required
relations for all terms of degree k, k < n. Then an arbitrary t ∈ Alg(n) can be
presented as t = Comp(m,n−m)(x1x2, t1, t2), t1 ∈ Alg(m), t2 ∈ Alg(n−m). By the
assumption,
Cm(t1)(a1, . . . , am) = T
(m)
0 ⊗H x0 −
m−1∑
i=1
T
(m)
i ⊗H xi,
Cn−m(t2)(am+1, . . . , an) = T
(n−m)
0 ⊗H y0 −
n−m−1∑
j=1
T
(n−m)
j ⊗H yj.
Direct computation shows that
Cn(t)(a1, . . . , an) = Cm(t1)(a1, . . . , am) ∗ Cn−m(t2)(am+1, . . . , an)
= T
(n)
0 ⊗H (x0 ⊢ y0)−
m∑
i=1
T
(n)
i ⊗H (x0 ⊗ y0)
−
m−1∑
i=1
T
(n)
i ⊗H (−Txi)⊗ y0 −
n−m−1∑
j=1
T
(n)
m+j ⊗H x0 ⊗ Tyj.
Therefore,
Cn(t)(a1, . . . , an) = T
(n)
0 ⊗H z0 −
n−1∑
i=1
T
(n)
i ⊗H zi,
where
zi =

x0 ⊢ y0, i = 0,
x0 ⊗ y0 − Txi ⊗ y0, i = 1, . . . ,m− 1,
x0 ⊗ y0, i = m,
x0 ⊗ Tyi−m, i = m+ 1, . . . , n− 1.
By the assumption,
x0 = Am
(
t1 ⊗ e
(m)
m
)
(a1, . . . , am), y0 = An−m
(
t2 ⊗ e
(n−m)
n−m
)
(am+1, . . . , an).
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Hence,
z0 = An
(
Comppi
(
x1x2 ⊗ e
(2)
2 , t1 ⊗ e
(m)
m , t2 ⊗ e
(n−m)
n−m
))
(a1, . . . , an)
= An
(
t⊗ e(n)n
)
(a1, . . . , an),
where pi = (m,n−m) ∈ Π(n, 2). Similarly, for i = 1, . . . ,m− 1 one has
Tzi = x0 ⊢ y0 − x0 ⊣ y0 − Txi ⊢ y0 + Txi ⊣ y0
= An
(
Comppi
(
x1x2 ⊗
(
e
(2)
2 − e
(2)
1
)
, t1 ⊗ e
(m)
m , t2 ⊗ e
(n−m)
n−m
))
(a1, . . . , an)
−An
(
Comppi
(
x1x2 ⊗
(
e
(2)
2 − e
(2)
1
)
, t1 ⊗
(
e(n)m − e
(m)
i
)
, t2 ⊗ e
(n−m)
n−m
))
(a1, . . . , an)
= An
(
t⊗ e(n)n − t⊗ e
(n)
m − t⊗ e
(n)
n + t⊗ e
(n)
n + t⊗ e
(n)
m − t⊗ e
(n)
i
)
(a1, . . . , an)
= An
(
t⊗
(
e(n)n − e
(n)
i
))
(a1, . . . , an).
In the same way, one may proceed in the remaining cases for i = m,m+1, . . . , n. 
Lemma 11. Suppose t ∈ AlgS(n), t = u ⊗ σ, u ∈ Alg(n), σ ∈ Sn, and let
a1, . . . , an ∈ A. Then
Cn(t)(a1, . . . , an) = T
(n)
0 ⊗H x0,σ −
n−1∑
i=1
T
(n)
i ⊗H xi,σ,
where x0 ∈ C(0), xi ∈ C(1),
x0,σ = An
(
t⊗ e
(n)
nσ−1
)
(a1, . . . , an), (30)
xi,σ = An
(
t⊗
(
e
(n)
nσ−1
− e
(n)
iσ−1
))
(a1, . . . , an), i = 1, . . . , n− 1. (31)
Proof. By the definition of the operad C ∈ H-mod,
Cn(t)(a1, . . . , an) = (σ ⊗H id)Cn(u)(a1σ, . . . , anσ).
By Lemma 10, Cn(u)(a1σ, . . . , anσ) = T
(n)
0 ⊗Hy0−
n−1∑
i=1
T
(n)
i ⊗Hyi, where y0, y1, . . . , yn
satisfy (28), (29).
If nσ = n then the statement is obvious. Suppose nσ 6= n. Since σ : T
(n)
i 7→ T
(n)
iσ ,
we have
Cn(t)(a1, . . . , an) = T
(n)
0 ⊗H y0 −
n−1∑
i=1
T
(n)
iσ ⊗H yi
= T
(n)
0 ⊗H y0 − T
(n)
n ⊗H ynσ−1 −
∑
1 ≤ j ≤ n− 1
j 6= nσ
T
(n)
j ⊗H yjσ−1
= T
(n)
0 ⊗H (y0 − Tynσ−1) +
n−1∑
i=1
T
(n)
i ⊗H (ynσ−1 − (1 − δi,nσ)yiσ−1 ).
Therefore,
xi =

y0 − Tynσ−1 , i = 0,
−ynσ−1 + yiσ−1 , i 6= nσ,
−ynσ−1 , i = nσ.
It remains to apply (28) and (29) to obtain (30) and (31). 
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Lemma 12. Suppose t ∈ Alg(n), a1, . . . , an ∈ A, b ∈ A. Then for every i =
1, . . . , n
Cn(t)(a1, . . . , ai−1, ai ⊗ b, ai+1, . . . , an) = T
(n)
0 ⊗H xi,
where xi ∈ C(1),
Txi = An+1
(
fi ⊗
(
e
(n+1)
i+1 − e
(n+1)
i
))
(a1, . . . , ai, b, ai+1, . . . , an), (32)
fi = t(x1, . . . , xi−1, xixi+1, xi+2, . . . , xn+1).
Proof. Suppose t ∈ Alg(n). If n = 1 then the statement is clear. Assume we
are done for any k < n. It is sufficient to show the required relations for t =
(x1 . . . xn) ∈ Alg(n). Let us present t as t = Comp
(m,n−m)(x1x2, t1, t2), 1 ≤ m ≤ n,
t1 = (x1 . . . xm)1, t2 = (x1 . . . xn−m)2, where (. . . )1, (. . . )2 are some bracketings.
Suppose i ∈ {1, . . . ,m}. Then
Cn(t)(a1, . . . , ai ⊗ bi, . . . an)
= Cm(t1)(a1, . . . , ai ⊗ bi, . . . am) ∗ Cn−m(t2)(am+1, . . . , an).
By the assumption
Cm(t1)(a1, . . . , ai ⊗ b, . . . , am) = T
(m)
0 ⊗H xi,
where xi ∈ C(1) satisfies (32), and by Lemma 10
Cn−m(t2)(am+1, . . . , an) = T
(n−m)
0 ⊗H y0 −
n−m−1∑
j=1
T
(n−m)
j ⊗H yj,
y0 = An−m
(
t2 ⊗ e
(n−m)
n−m
)
(am+1, . . . , an), yj ∈ C(1) for j = 1, . . . , n−m.
Since C(1) ∗ C(1) = 0, we have
Cn(t)(a1, . . . , ai⊗b, . . . , an) =
(
T
(m)
0 ⊗Hxi
)
∗
(
T
(n−m)
0 ⊗Hy0
)
= −T
(n)
0 ⊗H (Txi⊗y0).
Hence, it is enough to consider −T (Txi ⊗ y0) = Txi ⊣ y0 − Txi ⊢ y0. Recall that
Txi = Am+1
(
fi ⊗
(
e
(m+1)
i+1 − e
(m+1)
i
))
(a1, . . . , ai, b, . . . , am),
where fi = t1(x1, . . . , xixi+1, . . . , xm+1). Therefore,
Txi ⊣ y0 − Txi ⊢ y0 = Fi(a1, . . . , ai, b, . . . , an),
where
Fi = Comp
(m+1,n−m)
(
x1x2 ⊗
(
e
(2)
1 − e
(2)
2
)
, fi ⊗
(
e
(m+1)
i+1 − e
(m+1)
i
)
, t2 ⊗ e
(n−m)
n−m
)
= t1(x1, . . . , xixi+1, . . . xm+1)t2(xm+2, . . . , xn)⊗
(
e
(n+1)
i − e
(n+1)
i
)
= t(x1, . . . , xixi+1, . . . xn+1)⊗
(
e
(n+1)
i − e
(n+1)
i
)
.
The remaining case i ∈ {m+ 1, . . . , n} is completely analogous. 
Lemma 13. Suppose t ∈ AlgS(n), t = u ⊗ σ, u ∈ Alg(n), σ ∈ Sn, and let
a1, . . . , an ∈ A, b ∈ A. Then for every i = 1, . . . , n
Cn(t)(a1, . . . , ai−1, ai ⊗ b, ai+1, . . . , an) = T
(n)
0 ⊗H xi,
where xi ∈ C(1),
Txi = An+1
(
fi ⊗
(
e
(n+1)
iσ−1+1 − e
(n+1)
iσ−1
))
(a1, . . . , ai, b, ai+1, . . . , an), (33)
fi = t(x1, . . . , xi−1, xixi+1, xi+2, . . . , xn+1).
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Proof. By the definition of the operad C ∈ H-mod,
Cn(t)(a1, . . . , ai−1, ai ⊗ b, ai+1, . . . , an) = (σ ⊗H id)Cn(u)(z1, . . . , zn),
where zj = ajσ for j 6= iσ−1, and ziσ−1 = ai⊗ b. By Lemma 12 we get the required
relation. 
Theorem 14. For every Var-dialgebra A there exists a Var-pseudo-algebra CVar(A)
such that A ⊆ CVar(A)(0).
Proof. Consider the pseudo-algebra C = C(A) from Proposition 4. It is enough
to show that there exists an ideal I of C such that I ∩ C(0) = 0 and C/I is a
Var-pseudo-algebra.
Recall that Σ is the system of polylinear defining identities of the variety Var.
For any t ∈ Σ of degree n ≥ 2, consider the expressions
Cn(t)(a1, . . . , an) = T
(n)
0 ⊗H x0 −
n−1∑
i=1
T
(n)
i ⊗H xi, (34)
Cn(t)(a1, . . . , aj−1, aj ⊗ b, aj+1, . . . , an) = T
(n)
0 ⊗H yj , (35)
for all a1, . . . , an, b ∈ A, j = 1, . . . , n. By (28) and (30) we have x0 = 0.
Denote by I the linear span of all elements xi, yj ∈ C(1) from (34), (35), i, j ≥ 1,
for all a1, . . . , an, b ∈ A and for all t ∈ Σ. It follows from Lemmas 10–13 and (15),
(16) that I is actually an ideal of the pseudo-algebra C. Moreover, it is clear that
CVar(A) = C/I (as a pseudo-algebra) satisfies all of the identities t ∈ Σ: if two or
more arguments among x1, . . . , xn ∈ C belong to C(1) then Cn(t)(x1, . . . , xn) = 0
by (17). 
Remark 15. Theorem 14 provides another proof of Proposition 7.
Indeed, if A is a 0-dialgebra that satisfies t⊗ e
(n)
i , t ∈ Σ, deg t = n, i = 1, . . . , n,
then there exists a Var-pseudo-algebra C such that A ⊂ C(0). If g ∈ AlgS(n),
Varn(g) = 0, then by Lemma 5 we have C
(ε)
n
(
g ⊗ e
(n)
i
)
= 0 for all i = 1, . . . , n.
Therefore, g ⊗ e
(n)
i is an identity on C
(0) ⊃ A.
Proposition 16. Let A be a Var-dialgebra, and let P be a Var-pseudo-algebra over
H = k[T ] such that there exists a homomorphism of dialgebras ϕ : A → P (0) and
ϕ(a) ∗ ϕ(b) =
∑
i
hi ⊗ 1 ⊗H ci, deg hi ≤ 1 for all a, b ∈ A. Then there exists a
homomorphism of pseudo-algebras CVar(ϕ) : CVar(A) → P such that CVar(ϕ)|A =
ϕ.
Proof. Let us first consider the case when Σ = ∅, i.e., A is an arbitrary 0-dialgebra.
Suppose P is a pseudo-algebra over H = k[T ] that satisfies the conditions of the
proposition. Since k may be of positive characteristic, we need a slightly different
definition of n-products:
x (n) y = zn, x, y ∈ P,
where
x ∗ y =
∑
s≥0
T s ⊗ 1⊗H zs.
Then x (n) y = 0 for n≫ 0, and H
⊗2-linearity implies
Tx (n) y = x (n−1) y, x (n) Ty = T (x (n) y)− x (n−1) y, (36)
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assuming x (−1) y = 0.
For all a, b ∈ A we have
ϕ(a ⊢ b) = ϕ(a) (0) ϕ(b), ϕ(a ⊣ b) = ϕ(a) (0) ϕ(b) + T (ϕ(a) (1) ϕ(b)) (37)
since ϕ : A→ P (0) is a homomorphism of dialgebras.
Lemma 17. For all a, b, c, d ∈ A we have (ϕ(a) (1) ϕ(b)) (n) (ϕ(c) (1) ϕ(d)) = 0
for n ≥ 0, and (ϕ(a) (1) ϕ(b)) (n) ϕ(c) = 0, ϕ(a) (n) (ϕ(b) (1) ϕ(c)) = 0 for n ≥ 1.
Proof. Denote ϕ(a), ϕ(b), ϕ(c), ϕ(d) by x, y, z, u, respectively.
There exists N ≥ 0 such that x (n) (y (1) z) = 0 for all n ≥ N . Suppose that the
minimal of such N greater than 2. Then by (37)
x (N) T (y (1) z) = x (N) ϕ(b ⊢ c)− x (N) ϕ(b ⊣ c) = 0.
On the other hand, by (36)
x (N) T (y (1) z) = T (x (N) (y (1) z))− x (N−1) (y (1) z),
so x (N−1) (y (1) z) = 0 in contradiction with the minimality of N . Other state-
ments of the Lemma can be proved in a completely similar way. 
Define a map ψ : C(A)→ P by the following rule:
ψ(h⊗ a) = h(T )ϕ(a), ψ(a⊗ b) = −ϕ(a) (1) ϕ(b).
The second equation actually means that we define ψ : A ⊗ A → P , then by
Lemma 17 we have U = Span{〈a, b〉 ⊗ 〈c, d〉 | a, b, c, d ∈ A} ⊆ Kerψ.
It remains to show that ψ is actually a homomorphism of pseudo-algebras. Re-
lation (37) implies that ψ is H-linear. To check that ψ preserves ∗, one should
proceed with four cases following (14)–(17). Let us consider the second case for
example: a ∗ (b ⊗ c) = 1 ⊗ 1 ⊗H a ⊗ 〈b, c〉, ψ(a ⊗ 〈b, c〉) = −ϕ(a) (1) ϕ(〈b, c〉) =
ϕ(a) (1) T (ϕ(b) (1) ϕ(c)) = T (ϕ(a) (1) (ϕ(b) (1) ϕ(c))) − ϕ(a) (0) (ϕ(b) (1) ϕ(c)) =
−ϕ(a) (0) (ϕ(b) (1) ϕ(c)) by Lemma 17. On the other hand, ψ(a) ∗ ψ(b ⊗ c) =
−1⊗ 1⊗H ϕ(a) (0) (ϕ(b) (1) ϕ(c)).
Now, let Σ be a nonempty family of polylinear identities defining a homogeneous
variety Var, and let A be a Var-dialgebra. As we have proved, for any pseudo-
algebra P satisfying the conditions of the theorem there exists a homomorphism of
pseudo-algebras C(ϕ) : C(A) → P such that C(ϕ)|A = ϕ. Recall that CVar(A) =
C/I, where I is spanned by all coefficients of C(A)n(t
∗)(u1, . . . , un) ∈ H
⊗n ⊗H
C(A), t ∈ Σ, n = deg t, ui ∈ C(A), i = 1, . . . , n. Therefore, I ⊆ KerC(ϕ) and
there exists a homomorphism CVar(ϕ) with the required properties. 
5. Conformal representations of Leibniz algebras
Recall the notions of a conformal endomorphism [6, 11] and a representation
of an (associative or Lie) pseudo-algebra [9]. We will generally follow [10] in the
exposition.
Consider a left module M over H = k[T ]. By EndM we denote the associative
algebra of k-linear maps from M to itself. A map a : k → EndM is said to be
locally regular if for any u ∈ M the map z 7→ a(z)u is a regular M -valued map on
the affine line k.
Note that EndM can be considered as a left H-module with respect to
(fϕ)(u) = f(2)ϕ(f(−1)u), f ∈ H, u ∈M, ϕ ∈ EndM.
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A map a : k→ EndM is translation-invariant if
fa(z) = f(z)a(z), f ∈ A, z ∈ V.
Definition 3. A conformal endomorphism of an H-module M is a locally regular
and translation invariant map a : k→ EndM .
The set CendM of all conformal endomorphisms of M is a linear space which is
also an H-module with respect to the action defined by
(fa)(z) = f(z)a(z), f ∈ H, a ∈ CendM, z ∈ k.
It is easy to see that an H-pseudo-algebra structure on a left H-module C can
be equivalently defined via an H-linear map µ : C → CendC. Indeed, the cor-
respondence between the map µ and pseudo-product ∗ is completely described as
follows: if
µ(a)(x)b =
n∑
s=0
xscs, b, cs ∈ C,
then
a ∗ b =
n∑
s=0
(−T )s ⊗ 1⊗H cs.
For the H-module CendM and for every a ∈ CendM one may define a map
(ax·) : k→ EndCendM as follows:
(azb)(w) = a(z)b(w − z), b ∈ CendM, z,w ∈ k.
This map may not be locally regular, so CendM is not necessarily a pseudo-algebra
(see [9, 6, 11]). However, some of its submodules are actually pseudo-algebras. For
example, ifM is a free H-module generated by a spaceM0 (i.e.,M = H⊗M0) then
the current submodule Cur EndM0 = H ⊗EndM0 ⊂ CendM , where (f ⊗ϕ)(z) =
f(−z)(idH ⊗ϕ), f ∈ H , ϕ ∈ EndM0, z ∈ k, is always an associative pseudo-algebra.
Every associative pseudo-algebra C can be considered as a Lie pseudo-algebra
with respect to new pseudo-product
[a ∗ b] = a ∗ b− ((12)⊗H idC)(b ∗ a).
The Lie pseudo-algebra obtained is denoted by C(−). In particular, if the entire
CendM is a pseudo-algebra (that is the case ifM is a finitely generated H-module)
then CendM (−) is denoted by gcM . Even if CendM is not a pseudo-algebra, we
will use the following convention: L ⊂ gcM means that L is a subalgebra of some
C(−), where C ⊆ CendM is a pseudo-algebra.
Definition 4. Let g be a Leibniz algebra, i.e., a Lie dialgebra. A homomorphism
of dialgebras ρ : g→ L(0), where L ⊆ gcM , is called a conformal representation of
g on M .
A conformal representation is said to be finite if M is a finitely generated H-
module.
Proposition 18. Every Leibniz algebra g has a faithful conformal representation.
If dim g <∞ then there exists a finite faithful conformal representation.
Proof. Let us use [ab] for a ⊣ b, a, b ∈ g. Denote by l the (ordinary) Lie algebra
g/ Span{[xx] | x ∈ g}. If x ∈ g then x¯ is the image of x in l.
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Let V stands for an arbitrary nonzero (left) l-module. Set M0 = V ⊕ (g ⊗ V ),
M = H ⊗M0. Consider the map
ρ : g→ CendM
defined as follows:
ρ(x) ∗ u = 1⊗ 1⊗H x¯u− T ⊗ 1⊗H (x⊗ u),
ρ(x) ∗ (a⊗ u) = 1⊗ 1⊗H (a⊗ x¯u− [ax]⊗ u),
(38)
a, x ∈ g, u ∈ V . It is easy to see that ρ(x) ∈ CurEndM0. Indeed,
ρ(x) = ρ0(x)− Tρ1(x),
where ρi(x) ∈ EndM0, ρ0(x) = x¯ ⊕ (id⊗x¯ − [·x] ⊗ id), ρ1(x) maps g ⊗ V to zero
and u ∈ V to x ⊗ u. Therefore, ρ is injective, and ρ(g) generates an associative
pseudo-algebra C that lies in CurEndM0. Moreover,
ρ(a) ∗ ρ(b) = (ρ0(a)− Tρ1(a)) ∗ (ρ0(b)− Tρ1(b))
= 1⊗1⊗Hρ0(a)ρ0(b)−T⊗1⊗Hρ1(a)ρ0(b)−1⊗T⊗Hρ0(a)ρ1(b)+T⊗T⊗Hρ1(a)ρ1(b)
= 1⊗ 1⊗H (ρ0(a)ρ0(b)− Tρ0(a)ρ1(b))− T ⊗ 1⊗H (ρ1(a)ρ0(b)− ρ0(a)ρ1(b)),
(39)
since ρ1(a)ρ1(b) = 0.
This is straightforward to check that
[ρ0(a), ρ0(b)] = ρ0([ab]), [ρ1(a), ρ0(b)] = ρ1([ab]).
Then (12) and (39) imply
C
(0)
2 (x1 ⊣ x2 − x2 ⊢ x1)(ρ(a), ρ(b)) = ρ([ab]), a, b ∈ g,
that means ρ is a conformal representation of g.
If g is finite-dimensional then so can be choosen V , and hence M is a finitely
generated H-module. 
Corollary 19 ([3]). Every Leibniz algebra can be embedded into an associative
dialgebra.
Proof. Consider a Leibniz algebra g and its faithful conformal representation ρ :
g → L ⊂ gcM as in Proposition 18. We have seen that L is actually a Lie
subalgebra of (Cur EndM0)
(−), so g ⊂ L ⊂ A = (CurEndM0)(0). The latter is an
associative dialgebra by Theorem 9. 
Remark 20. If V = U(l) in Proposition 18, then the associative dialgebra gener-
ated in (CendM)(0) by the image of g is isomorphic to the universal enveloping dial-
gebra Ud(g) constructed in [3]. However, CLie(g) is not embedded into CurEndM0
for M0 = U(l)⊕ (g⊗ U(l)).
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