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1. INTRODUCTION AND STATEMENT OF MAIN RESULTS 
Let X and U be Hilbert spaces (both real or both complex) with inner 
product (s, .) and norm ] . ( (when confusion is possible we use the subscript 
X, respectively, U). Let B be an element of the space Y’( U, X) of bounded 
linear operators from CT to X and A be the generator of a linear C,- 
semigroup S on X with domain D(A); for C,-semigroups, we refer the reader 
to [4,6]. Consider the Cauchy problem on the interval [t,, t, ] for the 
evolution equation 
$-(.)=Ax(.)+Bu(.), x&) = a. (1.1) 
where aEX and u(.)EL’([~~,~,], U). The (mild) solution of (1.1) is 
x(t) = S(f - t,)a + J’ S(t - s) Bu(s) ds, 
41 
t E [to, t, I. 
As usual, exact controllability of the pair (A, B) on some interval 10, T], 
T > 0 (with L*-controls) means that for each (a, a’) E X2. there exists 
u(.) E L2([0, T], U) such that 
this is equivalent to saying that the operator 
u(.) F-+ jT S(T - s) Bu(s) ds fromL*([O, T], II) to X (1.2) 
0 
is surjective. 
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This concept, which is basic in finite-dimensional control theory, has also 
some relevance to the infinite-dimensional control since exact controllability 
of (A, B) holds for certain significant systems as, for instance, some 
controlled wave equations (see Curtain and Pritchard [3, Chap. 21. 
Ruseel [lo]) and systems in which A generates a C,-group and B is 
surjective. See also Zabczyk [ 171 and Leigh [7, Sect. lO.lO] for a simple 
example in which (A, B) is exactly controllable and A does not generate a 
C,-group but merely a C,-semigroup (the semigroup of left translations in 
L2(lRt)). However, it is now well known that in infinite dimensions, the 
exact controllability concept is rather restrictive, for it never applies for 
important classes of evolution equations. Notable results of general scope 
have been obtained in this direction by Triggiani. He has proved that, if 
dim X= co, the pair (A, B) is never exactly controllable when: (1) B is 
compact [ 111, or (2) s(t) is compact for all t > 0 [ 12, 13 1. Case (11 occurs .I. 
in significant control problems for evciution equations associated, say, to 
retarded functional differential equations; case (2) occurs for C,-semigroups 
associated to parabolic partial differential equations in bounded domains. In 
Triggiani’s proofs, the lack of surjectivity of (1.2) follows from its compacity 
for all T > 0. 
The purpose of this paper is to reveal some further restrictive features of 
the exact controllability concept in the setting of evolution equations. Our 
main result is 
THEOREM 1. Assume that A generates a C,-semigroup S on the Hilbert 
space X. Then the following conditions are equivalent: 
(i) there exists a Hilbert space U and an operator B E !I!‘(& X) such 
that the pair (A, B) is exactlv controllable; 
(ii) S admits a right-inverse C,-semigroup S on X. i.e., S(t) S(t) = I, 
(the identity on X) for all t > 0; 
(iii) S(t) is surjective for all t > 0; and 
(iv) there exists t, > 0 such that S(t,) is surjective. 
To a certain extent, Theorem 1 explains why exact controllability occurs 
somewhat exceptionally in the evolution equations setting. So condition (ii) 
says that the solutions of the homogeneous equation 
$)=Ax(.) 
admit backward continuation (possibly without uniqueness). Indeed, in 
infinite dimensions, the above condition fairly narrows the class of 
generators A for which we can find B such that (A, B) is exactly con- 
trollable. 
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Theorem 1 also allows us to sharpen some earlier results in 112, 131. So it 
follows that, if dim X = co, exact controllability of (A, B) can never arise 
when: (1) there exists t, > 0 such that s(t,) is compact, which occurs for 
retarded functional differential equations, or (2) S is differentiable (i.e., 
S(t)X c D(A) for all t > 0) and D(A) #X, which occurs for parabolic partial 
differential equations in bounded and unbounded domains. 
Note that although retarded functional differential equations are never 
exactly controllable in their associated abstract setting (1.1). by a slight 
modification we can obtain a setting in which they possess some exact 
controllability properties [2] ; the price to be paid is then the loss of the 
evolution equations dynamics. 
From Theorem 1 we also obtain some new information about the unique 
self-adjoint solution K E Y(X) of the Lyapunov equation 
2 Re(Ax, Kx) = - Ix]‘, vx E D(A ), (1.3) 
where A generates an exponentially stable C,-semigroup S. It is well known 
that K is defined by 
J 
.+CC 
Kx= S*(t) S(t)x dt, vx E x: 
0 
the * stands for the adjoint operator. Hence (Kx, x) > 0 for all x # 0, but, if 
dim X= co, the above does not imply coercivity of K. We may use the 
relation between exact controllability and Lyapunov equations to derive from 
Theorem 1 the following: 
COROLLARY. Assume that A generates an exponentially stable C,,- 
semigroup S on the Hilbert space X. Then the following conditions are 
equivalent: 
(i) the unique selfadjoint solution K of the Lyapunov equation (1.3) 
is coercive; 
(ii) S admits a left-inverse Co-semigroup on X: 
(iii) there exists to > 0 such that S(t,) admits a bounded linear left- 
inverse. 
We note that the above equivalence (i) u (iii) is not new. In fact it follows 
from an earlier result by Pazy in the Banach setting [ 9). 
2. PROOFS 
Theorem 1 will follow from a result concerning the Hilbert space regulator 
problem on the negative half-axis iR -. To state this result (Theorem 2) we 
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have to introduce some definitions and notations. Let F be a continuous 
Hermitian form on X x U, 
F(x, u) = (F, x, x)~ + 2 Re(F,x, u)~ + (F3 u, u)~~, 
where F, E P(X), F, E P(U) are self-adjoint and F, E 9(X, U). Associated 
to F is the continuous Hermitian form J- on R-=derL2(R-,X) x 
L2(R-, U) defined by 
J- (~(.),4.>> = j-1, F(Y(O @)I dt. 
To consider solutions of (1.1) on R -, we have to make use of an extended 
solution concept. So given an arbitrary interval Z c R and u(.) E L,‘,,(Z, U) 
we say that a function x(.) from Z to X is a (mild) solution of (1.1) on Z if it 
is a (mild) solution of (1.1) on any compact interval in Z, i.e., if 
x(t) = S(t - t,) x(2,) + f qt - s) Bu(s) ds, Vt,, t E I, t, < t. (2.1) 
to 
Clearly this extended solution concept agrees with the usual one in case both 
of them apply. For each a E X, we denote by ,a; the set of couples 
(x(a), u(e)) E 3- such that x(.) is the solution of (1.1) on R with control 
u(.) and terminal condition x(0) = a. In Theorem 2, we assume that the pair 
(A, B) is L2-controllable on R -, which means that ,,X; # 0 for all a E X. 
Note that exact controllability of (A, B) implies L2-controllability on R ~. 
Without loss of generality, we assume from now on that the Hilbert spaces 
X and U are complex (if they were real, take their complexifications). 
THEOREM 2. Assume that: A generates a C,-semigroup on X and 
B E .Y’(U, X); the pair (A, B) is L2-controllable on R -; and there exists 
6 > 0 such that 
F(x, u> > W2 + lu12>, 
Then : 
V(w,x,u)ERXD(A)XU with iox=Ax+Bu. 
P-2) 
(i) for each a E X, there exists one and only one point 
(x-(e, a), u-(., a)) minimizing J- on .4f;; 
(ii) the operator a I--+ (x-( ., a), u -( ., a))fiom X to &“- is linear and 
continuous, so that the optimal cost 
V-(a) =-J-(x-(., a), u-(a, a)) 
is a continuous Hermitian form on X; 
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(iii) we have x-(-t, .) E U(X) for each t > 0 and the function 
lb-+x-(4, .) from R+ to F(X) is a C,-semigroup, the generator of 
which A’ sutisfies D(A’) c D(A-) and A’ = -A- on D(A’), where 
A- =def A + Bh- (w&h domain D(A -) = D(A)), h- =def -4; ‘(B*H- + F,) 
and H- E Y(X) is the self-adjoint operator associated to V-, V-(x) = 
(H-x, x)x. 
Theorem 2 is a Hilbert space version of some finite-dimensional results 
related to the minimal solution of the algebraic Riccati equation, see 
Willems [ 141. There are now several ways to discuss the infinite-dimensional 
regulator problem on IR ‘, see the monographs by Balakrishnan 111. Curtain 
and Pritchard 131, and Lions [S] and the bibliographies there in. It seems to 
us that each of these approaches will encounter some difficulties when 
applied to prove Theorem 2 and the choice of the approach to use may be 
subject to debate. The way we choose to prove Theorem 2 is inspired by 
Yakubovich [ 161. For in spite of the fact that Yakubovich’s results are stated 
for bounded Hilbert space operators, his approach is, in our opinion. very 
well adapted to the direct study of the regulator problem with infinite 
horizon and it is based on some simple ideas such as the minimization of 
Hermitian forms on linear manifolds and dynamic programming techniques; 
in addition to this, Yakubovich’s approach is most general, for it also allows 
us to consider cost functions which are not necessarily sign definite. 
However, some good amount of modifications is needed in Yakubovich’s 
proofs in order to make them work in our setting. 
Proof (Theorem 2(i)). Use (2.1) to see that /{ is a closed vector space 
in .F”- and that. r”; is for each a E X the translation of X; by some vector 
in, 4;. 
Let us now prove that for each (x(.), u(.)) E y;, we have 
Z(O) E D(A) and iwZ(w) = Af(w) + Bu’(w) a.e. in IA, (2.3) 
where 2(.) and zZ(.) are the Fourier transforms of the functions x(. ) and u(. ), 
respectively (extended by zero on IR ‘). Recall that x’(.) is the limit in 
L*(lR, X) as T+ -co of the function 
J 
.” 
cot-+ e - ‘“‘x(t) dt; 
7 
c(e) is defined in a similar way. Equation (2.3) is trivial when A is bounded. 
When A is unbounded, we proceed as follows: Fix w E IR and T < 0. By 
applying [ 1, Theorem 4.8.31, we see that, for each y E D(A*), the function 
r + (e-‘“‘x(t), y) is absolutely continuous on [T, 0] and 
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f (e-‘“‘x(t), y) = (-iwe-‘“‘x(t), y) + (e-‘“‘x(t), A *y) 
+ (e-‘“‘Bu(t), y) a.e. in [r, 01. 
Integrate the above on [r, 0] and take into account that A * * = A and 
x(0) = 0, to see that, for all w E R and T < 0, we have 
! 
.O 
e-““‘x(t) dt E D(A) (2.4a) 
T 
and 
.O 
! I 
0 .O 
iw e -iw’x(t) dt =A e-‘“‘x(t) dt + B e-‘“‘u(t) dt + eeiw7x(T). (2.4b) 
T T J T 
By using the fact that x(.) E L*(W, X) and the above definition of the 
Fourier transform, we may find a sequence of negative reals (T,) and a set 
N c R of measure zero such that, as n -+ co, we have T,, -+ --co, x(T,,) + 0. 
and 
(27~~"' 1” e-‘“‘x(t) dt --) x’(w), 
T” 
(2n) I” !‘” e mi’o’u(z) dt --t C(o) 
7 !I 
for all w E R\N. Consider then (2.4) with w E R\N and T = T,, , multiply it 
by (271) - “2, let n -+ co and use the closedness of A to see that (2.3) holds. 
Further on, we apply as in [ 161 Parseval’s theorem, (2.3) and (2.2) to see 
that, for each (x(e), u(e)) E .A;, we have 
J-(x(-), u(e)) =j+m F(x’(o), uI(o)) dw 2 6 lb(.), 4Mk-~ --co 
hence Theorem 2(i) follows by 18, Chap. I, Sect. 1 ] or ] 16, Lemma 2.3 ]. It 
also follows that, for each a E X, (x- (., a), u -( ., a)) is the unique point in 
p- satisfying 
(x-(.9 a), u-(., a)) E x, and G(x-(-,a). ~-(+,a))1 ST;, (2.5) 
where G E Y(F-) is the self-adjoint operator associated to J-. 
Proof (Theorem 2(ii)). To see that the operator a ++ (x- (a, a), u (., a)) 
from X to Y?+ is linear, observe that 
ST; +, tf; c H’,+; and l.4; c ff,, VA E C and a,a”EX 
and use the characterization (2.5) of the minimal point, combined with its 
uniqueness. 
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Then, by the closed graph theorem, to see that the operator 
a t-+ (x-(., a), u -(-, a)) is continuous, it suffices to verify that it is closed. 
Indeed, consider an arbitrary limit point (a, JJ(.), v(.)) of the graph of the 
above operator in X X .P-. It follows that there exists a sequence (a,) such 
that 
a,-+a in X and (~-(.,a,), ~-(.,a,))+ (y(a), v(-)) in .$+. 
Clearly we may also assume that the sequence (x- (t, a,)) converges to u(t) 
for almost all t E R -. Denote by N the set of points t E R - such that the 
sequence (x-(6 a,)) does not converge. Since (x-(.. a,), a- (e, a,)) E. #;,z, 
we have, for all t, t, E R -, t, < t, 
x-(t, a,) = S(l- l,)x-(t,, a,) + ,f’ S(t - s) BK(s, Q”) ds. (2.6) 
to 
Then, if t, E R -\N, it follows that, for each t E It,, 01, the right-hand side 
converges as n -+ 03, hence It,, 0] c R -\N for all t, E iI? -\A? which, 
combined with mes N = 0 implies N = 0. Then let n --t co in (2.6) to see that 
(v(s), v(a)) E 4;. Finally, by the characterization (2.5) of the minimal 
point, we have 
G(x-(a, a,), u-(-, a,)) I N;. 
hence, as n -+ co, 
G(y(-), u(.)) 1’ Rv, ; 
so that, by applying (2.5) again, it follows that (?I(.), v(e)) = (~-(.,a), 
U-(-, a)). This achieves the proof of Theorem 2(ii). 
LEMMA 1. Assume the conditions of Theorem 2 are satisfied, so that 
claims (i) and (ii) in Theorem 2 hold. Put for each a E X and t > 0, 
S’(t)a =deF~-(-t, a). Then 
(i) S’ is a C,-semigroup on X; 
(ii) for each u in the domain D(A’) of the generator A’ of S’, we have 
x-(., a) E C’(R-, X) and 
x- (t, a) E D(A) (2.7a) 
and 
dx- 
T (t, a) = Ax-(& a) -t Bu-(t, a), a.e. in IR-; (2.7b) 
(iii) for each a E X and each s E R -, we have 
u-(t+s,a)=u-(&x-&a)) for almost all t E R -. w3) 
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ProoJ S’(0) =Z, and the continuity of S’(.)a for u E X are obvious. 
Theorem 2(ii) implies the linearity of the operator a + S’(.)a from X to 
L*(lR -, X), which combined with continuity of S’(.)u for each a E X yields 
the linearity of S’(t) from X to X for each t > 0. 
Then, to show that S’(-r) E Y(X) for each r < 0, it suffices to prove that 
~(5, .) from X to X is closed. Indeed, consider an arbitrary sequence (a,) 
such that a, +a and XK(~,U,)+U’ in X. By Theorem 2(ii), we have 
U-(., a,)+ U-(., a) in L*(R-, V) as n-+ co, which combined with 
x-(t,a”)=s(t-~)X-(~,u~)+j~S(t-s)B*-(S,u,)ds, vt E [r, 01, r 
implies that, for each f E [r, 01, we have 
where 
y(t) = S(l - r) a’ + \I S(t - s) Bu -(s, a) ds. 
IT 
But by Theorem2(ii), we also have x-(.,a,)-+~-(.,a) in L’(IR-,X). so 
that x-(t, a) = y(t) on [r, 0] for both functions are continuous. It follows 
that a’ = y(r) =x-(5, a), so that the operator .Y-(r, .) is closed. 
To prove the semigroup property of S’ and (iii), consider an arbitrary 
a E X and s < 0. Clearly 
(x-(. + s, a), u-(* + s, a)) E 4’; (r,r,)’ 
For each (y(.), v(.)) E Hi, we have 
(G(x-(- +s,u),u-(e +~,a)), (y(.), u(+)))~~ 
= (W-(., a). u-t.. a)), (b(a), v^(.)))F , 
where 6(t) = 0 on [s, 01% v^(t) = u(t - s) a.e. in ]-co, s[ and *G(Z) = 0 on 
IS, 01, -V(t) = Y(t - s) on [-co, s[. Since (V$(.). t’(.)) E fl;, (2.5) implies 
(G(x-(. + s, a>, u-c+ + s, a)), (y(a), v(.>))~ = o, v(J(.), zq.)) E ~,y. 
Then the semigroup property of S’ and (iii) follow by the characterization of 
the minimal point of J- on, R;-(,,,, . 
To prove claim (ii) consider an arbitrary a E D(A ‘). Since S’ is a C,- 
semigroup, we have x-(., a) E C’(lW, X) which combined with ] 1, 
505149.‘2 1 
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Theorem 4.8.31 implies the existence of a set N c R - of measure zero such 
that for each y E D(A *) we have 
d 
z x (f. a), J =(X-(t,Q),A*y)+(Bu~(t,a),J’)~ VtE W\N. 
Then (2.7) follows by recalling that A * * = A. 
bsfMA 2. Assume the conditions of Theorem 2 are satisfied. so that 
claims (i) and (ii) in Theorem 2 hold. Then for each a E X and each 
(x(.), u(.)) E I’/;, we have 
V- (x(s)) - V-(x(u)) + !” F(x(t), u(t)) dt 2 O,Vs, (T E R ~, o < s. (2.9) 
0 
If. moreover. (x(.). u(.))=(.C(.,a). u-(.-a)). we ma)* replace in (2.9) the 
inequality by equality. 
Proof Detine z?(e) and a(.) by G(t) = u(t + s) a.e. in 10 -s, 01, G(t) = 
urn(t - 0 + s, x(u)) a.e. in ]-ao, (3 - s[, respectively, a(t) = x(t + s) on 
[u - s, 0],2(t) = x- (t - u + s, x(u)) on ]-co,u - s[. It is easy to see that 
(a(-), i(a)) E Ng, and 
J- (-<(.). u^(.)) = 1‘ F@(t), u(t)) dt - V-(x(u)). 
(r 
Then, Lemma 2 follows by observing that J- (a(.), G(.)) > -K (x(s)) and 
applying (2.8) and the semigroup property of S’. 
As in ( 15 1, we may now make use of some ideas which are basic in 
dynamic programming, see, for instance, 15 1. 
LEMMA 3. Assume the conditions of Theorem 2 are satisfied. so that 
claims (i) and (ii) in Theorem 2 hold. Define the function 
L-: D(A) x U+ IF?, L-(x, u) = 2 Re(Ax + Bu, H-x), + F(x, u). 
Then, for each a E D(A’), there exists a set N c iTt with mes N = 0 such 
that 
1 
and (‘) 
x(t,a)ED(A) and L-(x(t,a),u-(t,a))=Ofor all tEW\N; 
(ii) L -(x-(t, a), v) > 0 for all v E I/ and t E ]-a~, O[\N. 
Proof. Fix a E D(A’). By Lemma 1. there exists N, c R of measure 
zero such that (2.7) holds on Ih -\N,. By (2.9) with equality and s = 0, we 
see that V-(x- (., a)) is locally absolutely continuous on R ~~, hence there 
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exists N, c IR - of measure zero such that the above function is differentiable 
on iR -\Nz. Then (i) with N = N, UN, follows. 
Now fix t, E ]-co,O[\N and u E U. Let X,(G) be the solution of (1.1) on 
(t,, 0] with initial condition x-(t,, a) and constant control u on [t,, 01. By 
the above choice of N, we have x-(t,, a) E D(A), so that by [6, Chap. IX, 
Theorem 1.191, x,,(.) is a strong solution of (1.1) on [to, 01. It follows that 
the function t t--t V-(x,(f)) is differentiable on the right at f, and its right- 
derivative satisfies 
= 2 Re(Ax-(f,, a) + Bc, H-x-(&,, a)),. (2.10) 
I = t,, 
Now define u(.) and x(a) by u(f) = u-(f, a) a.e. in ]-co, r,[, u(t) = u on 
[f,, 01, respectively, x(f) = x-(f, a) on ]-co, f,[, x(f) =x,.(f) on [f,, 01, 
hence (x(+>, UC-)> E Hc,,~). Then apply Lemma 2 with a and u replaced by 
x,.(O) and f,. respectively, to see that 
g ~-(x,0>) + F(x-(I,, a), v) > 0, 
I- to 
which combined with (2.10) implies claim (ii). 
Proof (Theorem 2(iii)). The first part of this claim is in fact Lemma l(i). 
Now note that 
u-(f, a) = h-x-(f, a), Vf E IR- and uE X. (2.11) 
The above follows by applying Lemma 3 and [ 15, Lemma 8 ] with r= F,, 
g= (B”fr +F2)x-(f,U) and y = Re((2H-A + I;,) x-(f, a), x--(f, a)). 
Observe that in this way we obtain equality in (2.11) first for all a E D(A’) 
and f E F? -\N; since x-(s, a) is continuous, we may assume it holds for all 
a E D(A ‘) and f E IR - (modify, if necessary, u - (., a) on N); then to see that 
(2.11) holds, use the fact that by Lemma 1, D(A ‘) is dense in X, combined 
with the fact that by Theorem 2(ii) the operator a ++ (x-(., a), u-(.. a)) 
from X to FP is continuous. 
According to [6, Chap. IX, Sect. 21, A generates a C,-semigroup too. So 
we may apply (2.11) and [ 1, Theorem 4.8.31 to see that x-(+, a) is for each 
a E X a mild solution on m - of 
dx 
-&,a) =A -x-t., a). 
By Lemma 1. a E D(A’) implies x-(., a) E C’(W, X), so that it follows 
x-(t,u)ED(A-) and 
dx- 
dl(f,u)=A-.~(f.u). 
VtEW and aED( 
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Then apply again Lemma l(i) to see that A -a = -A/a for all a E D(A ‘), 
which achieves the proof of Theorem 2. 
Remark 1. It may be shown that S’ is exponentially stable and H- is a 
lower bound for the self-adjoint solutions HE Y(X) of the following 
operator Riccati equation 
2Re(Ax + Bu, Hx) + F(x, u) = \F:/‘(u - hx)l’, V(x, u) E D(A) x U, (2.12) 
where 
h = -F,‘(B*H + FJ. 
Moreover, H- satisfies the equality in (2.12) for all (x, U) E D(A’) x U. But, 
if A generates merely a C,-semigroup and not a C,-group, then 
D(A ‘) # D(A). So, to the opposite of the finite-dimensional case, HP is not 
necessarily a solution of the operator Riccati equation (2.12). 
Proof of Theorem 1. (i) => (ii) D f e me F: X X U + R by F(x, u) = 
1x1’ + 1 u 12. Clearly all of the assumptions of Theorem 2 holds for A, B and 
the above F. It follows that there exists an operator A’ such that A’ 
,generates a C,-semigroup on X, D(A’) t D(A) and A’ = -A + C on D(A’) 
for some C E Y(X). 
Clearly, a =defA’ - C generates also a C,-semigroup S on X, 
D(a) c D(A) and 2 = -A on D(a). Hence we see easily that, for each 
x E D(a), we have d[S(t) S(t),]/& = 0 for all t > 0, which combined with 
S(0) S(O)x = x implies S(t) S(t)x =x for all x E D(a) and t > 0. Then (ii) 
follows by the denseness of D(A) in X and the continuity of S(t) S(t). 
(ii) 3 (iii) 3 (iv) is obvious. 
(iv) 2 (i) Clearly there exists M>, 1 such that IS*(t)1 <M for all 
t E [0, t,]. By using [4, Chap. VI, Sect. 61, we may see that (iv) implies the 
existence of a k > 0 such that I S*(t,)xl > k 1x1 for all .Y E X, hence 
klxl <IS*(t,,)x( =\S*(f”-t)S*(t)xl <M(S*(t)xl. 
for all t E 10, t,] and x E X. It follows then that for some y > 0. we have 
ls*(t)x; > Y/XL Vt E [O,to] and xE X. 
Then use [3, Theorem 3.71 to see that the pair (A, Z,?) is exactly controllable 
on IO, &I. 
Proof of the Corollary of Theorem 1. For each T > 0 we define 
K, E Y(X) by 
i 
T 
K,x = S*(t) S(t)x dt. 
0 
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Use then the exponential stability of S and [3, Theorem 3.7) to see that 
K is coercive o there exists T > 0 such that K,. is coercive 
u the pair (A *, I,) is exactly controllable. 
The above combined with Theorem 1 imply the equivalences in the corollary. 
ACKNOWLEDGMENT 
The authors wish to thank the referee for his careful reading and useful suggestions. 
REFERENCES 
1. A. V. BALAKRISHNAN. “Applied Functional Analysis.” Springer-Verlag. Berlin/New 
York, 1976. 
2. H. T. BANKS, M. Q. JACOBS. AND C. E. LANGENHOP. Characterization of the controlled 
states in w’,” of linear hereditary systems, SIAM J. Confrol Optim. 13 (1975). 6 11-649. 
3. R. F. CURTAIN AND A. J. PRITCHARD, “Infinite Dimensional Linear Systems Theory.” 
Springer-Verlag, Berlin/New York. 1978. 
4. N. DUNFORD AND J. T. SCHWARTZ. “Linear Operators,” Part I, Interscience. New York. 
1963. 
5. W. H. FLEMING AND R. W. RISHEL, “Deterministic and Stochastical Optimal Control.” 
Springer-Verlag, Berlin/New York, 1975. 
6. T. KATO. “Perturbation Theory for Linear Operators.” Springer-Verlag, Berlin/New 
York, 1966. 
7. J. R. LEIGH. Functional Analysis and Linear Control Theory.” Academic Press. New 
York, 1980. 
8. J. L. LIONS, “Optimal Control of Systems Governed by Partial Differential Equations.” 
Springer-Verlag, Berlin/New York, 197 I. 
9. A. PAZY, On the applicability of Lyapunov’s theorem in Hilbert spaces. SIAM J. Math. 
Anal. 3 (1972). 291-294. 
10. D. L. RUSSEL. Controllability and stabilizability theory for linear partial differential 
equations: Recent progress and open questions, SIAM Rec. 20 (1978). 639-739. 
I I. R. TRIGGIANI. On the lack of exact controllability for mild solutions in Banach spaces. J. 
Math. Anal. Appl. 50 (1975), 438-446. 
12. R. TRIGGIANI, A note on the lack of exact controllability for mild solutions in Banach 
spaces, SIAM J. Confrol Opfim. 15 (1977). 407-41 I. 
13. R. TRIGGIANI, Addendum: A note on the lack of exact controllability for mild solutions 
in Banach spaces, SIAM J. Control Optim. 18 (1980). 98-99. 
14. J. C. WILLEMS. Least squares stationary optimal control and the algebraic Riccatl 
equation. IEEE Trans. Automat. Control AC-16 (6) (l971), 621-634. 
15. V. A. YAKUBOVICH. A frequency theorem for the case in which the state and control 
spaces are Hilbert spaces with an application to some problems in the synthesis of 
optimal controls I, Siberian Math. J. 15 (1974). 457476. 
16. V. A. YAKUBOVICH. A frequency theorem for the case in which the state and Control 
spaces are Hilbert spaces with an application to some problems in the synthesis of 
optimal controls II, Siberian Math. J. 16 (1975), 828-845. 
17. J. ZABCZYK. Remarks on the algebraic Riccati equations in Hilbert spaces, Appl. Mafh. 
Optim. 2 (1975t(l976), 251-258. 
