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a b s t r a c t
Let f denotes the space of almost convergent sequences introduced by Lorentz [G.G.
Lorentz, A contribution to the theory of divergent sequences, Acta Math. 80 (1948),
167–190] andf also be the domain of the generalized difference matrix B(r, s) in the
sequence space f . In this paper, the β- and γ -duals of the spaces f , fs andf are determined.
Furthermore, two basic results on the space f are proved and the classes (f :µ) and (µ:f )
of infinite matrices are characterized, and the characterizations of some other classes are
also given as an application of those main results, where µ is any given sequence space.
© 2010 Elsevier Ltd. All rights reserved.
1. Preliminaries, background and notation
By a sequence space, we understand a linear subspace of the space ω = CN of all complex sequences which contains
φ, the set of all finitely non-zero sequences, where N = {0, 1, 2, . . .}. We write ℓ∞, c , c0 and ℓp for the classical sequence
spaces of all bounded, convergent, null and absolutely p-summable sequences which are Banach spaces with the sup-norm
‖x‖∞ = supk∈N |xk| and ‖x‖p = (
∑∞
k=0 |xk|p)1/p, while φ is not a Banach space with respect to any norm, respectively,
where 1 ≤ p < ∞. Also by bs and cs, we denote the spaces of all bounded and convergent series, respectively. bv is
the space consisting of all sequences (xk) such that (xk − xk+1) in ℓ1 and bv0 is the intersection of the spaces bv and c0. We
assume throughout unless stated otherwise that q is the conjugate number of p for 1 ≤ p ≤ ∞, that is, q = ∞ for p = 1, q =
p/(p−1) for 1 < p <∞, and q = 1 for p = ∞, and use the convention that any termwith negative subscript is equal to zero.
Let A = (ank) be an infinite matrix of complex numbers ank, where n, k ∈ N and write
(Ax)n :=
−
k
ankxk; (n ∈ N, x ∈ D00(A)), (1.1)
where D00(A) denotes the subspace of ω consisting of x = (xk) ∈ ω for which the sum exists as a finite sum. For simplicity
in notation, here and in what follows, the summation without limits runs from 0 to ∞. More generally if µ is a normed
sequence space, we can write Dµ(A) for x ∈ ω for which the sum in (1.1) converges in the norm of µ. We write
(λ : µ) := {A : λ ⊆ Dµ(A)}
for the space of those matrices which send the whole of the sequence space λ into the sequence space µ in this sense.
A matrix A = (ank) is called a triangle if ank = 0 for k > n and ann ≠ 0 for all n ∈ N. It is trivial that A(Bx) = (AB)x holds
for the triangle matrices A, B and a sequence x. Further, a triangle matrix U uniquely has an inverse U−1 = V that is also a
triangle matrix. Then, x = U(Vx) = V (Ux) holds for all x ∈ ω.
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The domain λA of an infinite matrix A in a sequence space λ is defined by
λA :=

x = (xk) ∈ ω : Ax ∈ λ

, (1.2)
which is a sequence space. If A is triangle, then one can easily observe that the sequence spaces λA and λ are linearly
isomorphic, i.e. λA ∼= λ. If λ is a sequence space, then the continuous dual λ∗A of the space λA is defined by
λ∗A := {f : f = g ◦ A, g ∈ λ∗}.
Although in most cases the new sequence space λA generated by the limitation matrix A from a sequence space λ is the
expansion or the contraction of the original space λ, it may be observed in some cases that those spaces overlap. Indeed,
one can easily see that the inclusion λS ⊂ λ strictly holds for λ ∈ {ℓ∞, c, c0}. Therefore, one can deduce that the inclusion
λ ⊂ λ∆(1) also strictly holds for λ ∈ {ℓ∞, c, c0, ℓp}, where S = (snk) and∆(1) = (δnk) are defined by
snk :=

1, (0 ≤ k ≤ n),
0, (k > n), and δnk :=

(−1)n−k, (n− 1 ≤ k ≤ n),
0, (0 ≤ k < n− 1 or k > n),
for all k, n ∈ N. However, if we define λ := c0 ⊕ span{z} with z = {(−1)k}, i.e. x ∈ λ if and only if x := s + αz for some
s ∈ c0 and some α ∈ C, and consider the matrix A with the rows An defined by An := (−1)ne(n) for all n ∈ N, we have
Ae = z ∈ λ but Az = e ∉ λ, which leads us to the consequences that z ∈ λ \ λA and e ∈ λA \ λ, where e = (1, 1, 1, . . .) and
e(n) is a sequence whose only non-zero term is a 1 in the nth place for each n ∈ N. That is to say that the sequence spaces λA
and λ overlap but neither contains the other. The approach of constructing a new sequence space by means of the matrix
domain of a particular limitationmethod has recently been employed byWang [1], Ng and Lee [2], Malkowsky [3], Altay and
Başar [4–11],Malkowsky and Savaş [12], Başar et al. [13], Başarır [14], Aydın andBaşar [15–19], Başar et al. [20], Şengönül and
Başar [21], Altay [22], Polat and Başar [23], Rhoades [24] and Malkowsky et al. [25]. Finally, the new technique for deducing
certain topological properties, for example AB-, KB-, AD-properties, solidity and monotonicity etc., and determining the
β- and γ -duals of the domain of a triangle matrix in a sequence space is given by Altay and Başar [10].
If a normed sequence space λ contains a sequence (bn)with the property that for every x ∈ λ there is a unique sequence
of scalars (αn) such that
lim
n→∞
x− (α0b0 + α1b1 + · · · + αnbn) = 0
then (bn) is called a Schauder basis (or briefly basis) for λ. The series
∑
αkbk which has the sum x is then called the expansion
of xwith respect to (bn), and written as x =∑αkbk.
Let r and s be non-zero real numbers, and define the generalized difference matrix B(r, s) = {bnk(r, s)} by
bnk(r, s) :=
r, (k = n),
s, (k = n− 1),
0, (0 ≤ k < n− 1 or k > n),
for all k, n ∈ N. One can derive by a straightforward calculation that the inverse B−1(r, s) = {cnk(r, s)} of the generalized
difference matrix B(r, s) is given by
cnk(r, s) :=
1r
−s
r
n−k
, (0 ≤ k ≤ n),
0, (k > n),
for all k, n ∈ N. We should record here that the matrix B(r, s) can be reduced to the difference matrix∆(1) in the case r = 1,
s = −1. So, the results related to the matrix domain of the matrix B(r, s) are more general and more comprehensive than
the corresponding consequences of the matrix domain of∆(1), and include them.
We shall write throughout for brevity that
ank := 1r
∞−
j=k
−s
r
j−k
anj, ank := san−1,k + rank
a(n, k) :=
n−
j=0
ajk, a(n, k,m) := 1m+ 1
m−
j=0
an+j,k
∆ank := ank − an,k+1,
for all k,m, n ∈ N. We will also use the similar notations with other letters.
The main purpose of the present paper is to give some basic results on the space f of almost convergent sequences, to
introduce the sequence spacef = fB(r,s), and to determine its β- and γ -duals. Furthermore, some classes ofmatrixmappings
from the space fB(r,s) and into the space fB(r,s) are characterized.
The rest of this paper is organized, as follows:
Section 2 is devoted to the spaces of difference sequences. In Section 3, the concept of almost convergence is defined and
two basic results related to the space f of almost convergent sequences are stated and proved. In Section 4, the sequence
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spacef is introduced and its β- and γ -duals are determined. In Section 5, the matrix transformations from the spacef
into any given sequence space µ and from any given sequence space µ into the spacef are characterized. Additionally, the
characterization of some classes of infinite matrices is also given as a consequence of the main results. In the final section
of the paper, subsequent to giving a short analysis on the basic results of the present paper, some further suggestions are
noted.
2. Difference sequence spaces
Let λ denote any one of the classical sequence spaces ℓ∞, c or c0, throughout this section. Then, λ(∆) consisting of the
sequences x = (xk) such that (xk− xk+1) ∈ λ is called the difference sequence spaces, which were introduced by Kızmaz [26].
Recently, the difference spaces bvp consisting of the sequences x = (xk) such that (xk − xk−1) ∈ ℓp have been studied in the
case 0 < p < 1 by Altay and Başar [11], and in the case 1 ≤ p <∞ by Başar and Altay [27] and Çolak et al. [28].
The idea of difference sequences was generalized by Çolak and Et [29]. They defined the sequence spaces
∆mλ =

x = (xk) ∈ ω : ∆mx ∈ λ

,
where∆1x = (xk−xk+1) and∆mx = ∆(∆m−1x) form ∈ {1, 2, 3, . . .}. In [30],Malkowsky and Parashar defined the sequence
spaces
∆(m)λ =

x = (xk) ∈ ω : ∆(m)x ∈ λ

,
where m ∈ N, ∆(1)x = (xk − xk−1) and ∆(m)x = ∆(1)(∆(m−1)x). Recently, in [23], Polat and Başar introduced the spaces
er0(∆
(m)), erc(∆
(m)) and er∞(∆(m)) consisting of all sequenceswhosemth order differences are in the Euler spaces er0, erc and er∞,
respectively.More recently, Altay [22] studied the space ℓp(∆(m)) consisting of all sequenceswhosemth order differences are
p-absolutely summable, which is a generalization of the spaces bvp introduced by Başar and Altay [27] and Çolak et al. [28].
Let p = (pk) be an arbitrary bounded sequence of positive reals. Then, the linear spaces ℓ∞(p), c(p) and c0(p) were
defined by Simons [31] and Maddox [32], as follows:
ℓ∞(p) =

x = (xk) ∈ ω : sup
k∈N
xkpk <∞,
c(p) =

x = (xk) ∈ ω : lim
k→∞
xk − lpk = 0 for some l ∈ R
and
c0(p) =

x = (xk) ∈ ω : lim
k→∞
xkpk = 0.
In [33], Ahmad and Mursaleen defined the paranormed spaces of the difference sequences
∆λ(p) =

x = (xk) ∈ ω : ∆x = (xk − xk+1) ∈ λ(p)

.
Quite recently, Başar, Altay andMursaleen, extending the sequence spaces bvp to the paranormed case, introduced the spaces
bv(u, p) and gave some basic topological results on those spaces in [20].
3. The sequence space f of almost convergent sequences
In this section, we concentrate on the sequence space f of almost convergent sequences.
The shift operator P is defined on ω by (Px)n = xn+1 for all n ∈ N. A Banach limit L is defined on ℓ∞, as a non-negative
linear functional, such that L(Px) = L(x) and L(e) = 1. A sequence x = (xk) ∈ ℓ∞ is said to be almost convergent to the
generalized limit α if all Banach limits of x are α [34], and denoted by f − lim xk = α. Let P j be the composition of P with
itself j times and define tmn(x) for a sequence x = (xk) by
tmn(x) := 1m+ 1
m−
j=0
(P jx)n for allm, n ∈ N.
Lorentz [34] proved that f − lim xk = α if and only if limm→∞ tmn(x) = α, uniformly in n. It is well-known that a convergent
sequence is almost convergent such that its ordinary and generalized limits are equal. By f and fs, we denote the space of all
almost convergent sequences and series, respectively, i.e.,
f =

x = (xk) ∈ ω : ∃α ∈ C ∋ lim
m→∞
m−
k=0
xn+k
m+ 1 = α uniformly in n

and
fs =

x = (xk) ∈ ω : ∃α ∈ C ∋ lim
m→∞
m−
k=0
n+k−
j=0
xj
m+ 1 = α uniformly in n

.
F. Başar, M. Kirişçi / Computers and Mathematics with Applications 61 (2011) 602–611 605
It is immediate that the following inclusion relations c ⊂ f ⊂ ℓ∞ hold. Consider the sequences x = (xk) and u = (uk)
defined for all k ∈ N by
xk := 1− (−1)
k
2
and u = (0, . . . , 0, 1, . . . , 1, 0, . . . , 0, 1, . . . , 1, . . .),
where the blocks of 0’s are increasing by factors of 100 and the blocks of 1’s are increasing by factors of 10 (cf. Miller and
Orhan [35]). Then, the sequence x = (xk) is not convergent but it is almost convergent to the generalized limit 1/2. Also, the
sequence u is not almost convergent but it is bounded. This shows that the inclusions c ⊂ f and f ⊂ ℓ∞ are strict.
Now, following Mursaleen [36], we may give the first theorem on the space f :
Theorem 3.1 ([37, Example 7.3.2 (b)]). f0 and f endowed with the norm ‖ · ‖∞ are BK-spaces.
Proof. It is known from Mursaleen [38] that the space Vσ of σ -convergent sequences is a Banach space with the norm
‖x‖σ = sup
m,n∈N
|xn + xσ(n) + xσ 2(n) + · · · + xσm(n)|
m+ 1 .
So, as a particular case, f is a Banach space with the norm
‖x‖f := sup
m,n∈N
|tmn(x)|.
The inclusion relations c ⊂ f ⊂ ℓ∞ give that there exist positive reals a and bwith a < b such that a‖x‖∞ ≤ ‖x‖f ≤ b‖x‖∞.
That is to say that two norms ‖ · ‖∞ and ‖ · ‖f are equivalent. Since c and ℓ∞ endowed with the norm ‖ · ‖∞ are BK-spaces,
it follows that f endowed with the norm ‖ · ‖∞ is also a BK-space.
Of course, one can show by the similar way that f0 endowed with the norm ‖ · ‖∞ is a BK-space. So, we omit the detail.
This completes the proof. 
Our second basic result concerning the space f is about its non-separability:
Theorem 3.2. f is a non-separable closed subspace of (ℓ∞, ‖ · ‖∞).
Proof. Define the set X by
X := {x = (xk) ∈ ω : xk ∈ {0, 1} for every k ∈ N} ⊂ ℓ∞
and let x = (xk) is given as follows;
xk :=

1, (k = n2, n ∈ N),
0, (k ≠ n2, n ∈ N).
Then, it is obvious that X is uncountable and f − lim xk = 0.
Let x ∈ X and ε > 0 be given. Then, we have for all positive integers k0 with 1/√k0 < ε/2 that
tmn(x) = 1m+ 1
m−
j=0
xn+j ≤ 1m+ 1 (
√
m+ 1+ 1) ≤ 2√
k0
< ε
for each positive integermwithm ≥ k0 and all n ∈ N. Hence, tmn(x)→ 0 asm →∞ uniformly in n. This means that x ∈ f ,
which gives the inclusion X ⊂ f . Therefore, we have shown that f contains an uncountable set X of sequences of 0’s and 1’s.
Also, since ‖x− y‖∞ = 1 for all x, y ∈ X with x ≠ y, the space (f , ‖ · ‖∞) cannot be separable.
It is well-known that f is a proper subset of the space ℓ∞. f is an FK-space and the FK-topology is stronger than the
‖ · ‖∞-topology. However, since the natural seminorms generating the FK-topology are obviously ‖ · ‖∞–continuous, the
FK-topology of f is generated by ‖ · ‖∞. Hence, f is closed in the space ℓ∞.
This step completes the proof. 
As a direct consequence of Theorem 3.2, we have:
Corollary 3.3. The Banach space f has no Schauder basis.
4. The sequence spacef derived by the domain of the matrix B(r, s)
In this section, we define the sequence spacesf0 andf and give an isomorphism between the spacesf0,f and f0, f ,
respectively. Later, we present the result on the α-, β- and γ -duals of the spaces f0 and f . Finally, we determine the β- and
γ -duals of the spaces fs andf .
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We introduce the sequence spacesf0 andf as the set of all sequences whose B(r, s)-transforms are in the spaces f0 and
f , respectively, that is
f0 := x = (xk) ∈ ω : lim
m→∞
m−
j=0
sxk−1+j + rxk+j
m+ 1 = 0 uniformly in k

and
f := x = (xk) ∈ ω : ∃α ∈ C ∋ lim
m→∞
m−
j=0
sxk−1+j + rxk+j
m+ 1 = α uniformly in k

.
With the notation of (1.2), we can redefine the spacesf0 andf byf0 := (f0)B(r,s) and f := fB(r,s).
Define the sequence y = (yk) by the B(r, s)-transform of a sequence x = (xk), i.e.
yk := sxk−1 + rxk, (k ∈ N). (4.1)
Now, we may give the following theorem concerning the isomorphism between the spacesf0,f and f0, f , respectively:
Theorem 4.1. The sequence spacesf0 andf are linearly isomorphic to the spaces f0 and f , respectively; i.e. f0 ∼= f0 andf ∼= f .
Proof. Since the factf0 ∼= f0 can be similarly proved, we consider only casef ∼= f . To prove this, we should show the
existence of a linear bijection between the spacesf and f . Consider the transformation T defined, with the notation of (1.2),
fromf to f by x → y = Tx = B(r, s)x. The linearity of T is clear. Further, it is trivial that x = θ whenever Tx = θ and hence
T is injective.
Let us take any y = (yk) ∈ f and consider the sequence x = (xk) using the inverse B−1(r, s) defined by
xk := {B−1(r, s)y}k =
k−
j=0
1
r
−s
r
j
yk−j, (4.2)
for all k ∈ N. Then, we have
sxk−1 + rxk = sr
k−1
j=0
−s
r
j
yk−1−j +
k−
j=0
−s
r
j
yk−j
=
k−1
j=0
−s
r
j  s
r
yk−1−j + yk−j

+
−s
r
k
y0 = yk,
for all k ∈ N, which leads us to the fact that
lim
m→∞
1
m+ 1
m−
j=0
(sxk−1+j + rxk+j) = lim
m→∞
1
m+ 1
m−
j=0
yk+j uniformly in k
= f − lim yk.
This means that x = (xk) ∈f . Consequently, we see from here that T is surjective.
Hence, T is a linear bijection, which therefore says that the spacesf and f are linearly isomorphic, as was desired. 
Since, it is known that thematrix domainλA of a normed sequence spaceλ has a basis if and only ifλ has a basiswhenever
A = (ank) is a triangle (cf. [39, Remark 2.4]) and the space f has no Schauder basis by Corollary 3.3, we have:
Corollary 4.2. The spacef has no Schauder basis.
Prior to quoting the lemmas which are needed for deriving some consequences given in Theorems 4.9 and 4.10 below,
we give the definitions of some related concepts on the sequence spaces.
Let λ and µ be given sequence spaces. Then, the set S(λ, µ) defined by
S(λ, µ) := {z = (zk) ∈ ω : xz = (xkzk) ∈ µ for all x = (xk) ∈ λ} (4.3)
is called the multiplier space of the spaces λ and µ. One can easily observe for a sequence space ν with λ ⊃ ν ⊃ µ that the
inclusions
S(λ, µ) ⊂ S(ν, µ) and S(λ, µ) ⊂ S(λ, ν)
hold. With the notation of (4.3), the α-, β- and γ -duals of a sequence space λ, which are respectively denoted by λα , λβ and
λγ , are defined by
λα := S(λ, ℓ1), λβ := S(λ, cs) and λγ := S(λ, bs).
Lemma 4.3 ([40, p. 52, Exercise 2.5(i)]). Let λ, µ be the sequence spaces and ξ ∈ {α, β, γ }. If λ ⊂ µ, then µξ ⊂ λξ .
F. Başar, M. Kirişçi / Computers and Mathematics with Applications 61 (2011) 602–611 607
Lemma 4.4 ([40, p. 68]). cξ0 = cξ = ℓξ∞ = ℓ1 with ξ ∈ {α, β, γ }.
Proposition 4.5 ([37, Theorem 7.1.11(d)]). The α-, β- and γ -duals of the spaces f0 and f are the space ℓ1.
Proof. When the trivial inclusions c0 ⊂ f0 ⊂ ℓ∞ and c ⊂ f ⊂ ℓ∞ are combinedwith the facts stated in Lemmas 4.3 and 4.4,
one can immediately see that f ξ0 = f ξ = ℓ1, where ξ denotes any one of the symbols α, β and γ . This is what we wished to
prove. 
Lemma 4.6 (cf. Sıddıqi [41]). A = (ank) ∈ (f : ℓ∞) if and only if
sup
n∈N
−
k
|ank| <∞. (4.4)
Lemma 4.7 (cf. Sıddıqi [41]). A = (ank) ∈ (f : c) if and only if (4.4) holds, and there are αk, α ∈ C such that
lim
n→∞ ank = αk for each k ∈ N. (4.5)
lim
n→∞
−
k
ank = α. (4.6)
lim
n→∞
−
k
|∆(ank − αk)| = 0. (4.7)
Theorem 4.8. The following statements hold:
(a) The γ -dual of the space fs is the set bv.
(b) The β-dual of the space fs is the set bv0.
Proof. (a) Take any a = (ak) ∈ ω and consider the equality
n−
k=0
akxk =
n−1
k=0
(ak − ak+1)yk + anyn = (Dy)n for all n ∈ N, (4.8)
where D = (dnk) is defined by
dnk =
ak − ak+1, (0 ≤ k < n),
an, (k = n),
0, (k > n),
(4.9)
for all k, n ∈ N. Thus, we deduce from (4.8) that ax = (akxk) ∈ bs whenever x = (xk) ∈ fs if and only if Dy ∈ ℓ∞
whenever y = (yk) ∈ f , where D = (dnk) is defined by (4.9). Therefore, D ∈ (f : ℓ∞) and we obtain from Lemma 4.6
that fsγ = bv.
(b) This can be obtained by analogy to the proof of Part (a) of Theorem 4.8 with Lemma 4.7 instead of Lemma 4.6. So, we
omit the detail. 
Theorem 4.9. The γ -dual of the spacef is the set d1(r, s), where
d1(r, s) :=

a = (ak) ∈ ω : sup
n∈N
n−
k=0
1r
n−
j=k
−s
r
j−k
aj
 <∞

.
Proof. Take any a = (ak) ∈ ω and consider the equality obtained with (4.2) that
n−
k=0
akxk =
n−
k=0

n−
j=k
1
r
−s
r
j−k
aj

yk = (Ey)n for all n ∈ N, (4.10)
where E = {enk(r, s)} is defined by
enk(r, s) =

n−
j=k
1
r
−s
r
j−k
aj, (0 ≤ k ≤ n),
0, (k > n),
(4.11)
for all k, n ∈ N. Thus, we deduce from (4.10) that ax = (akxk) ∈ bswhenever x = (xk) ∈f if and only if Ey ∈ ℓ∞ whenever
y = (yk) ∈ f , where E = {enk(r, s)} is defined by (4.11). Therefore, we obtain from Lemma 4.6 thatf γ = d1(r, s).
This completes the proof. 
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Theorem 4.10. Define the sets d2(r, s), d3(r, s), d4(r, s) and d5(r, s) by
d2(r, s) :=

a = (ak) ∈ ω : lim
n→∞
n−
j=k
−s
r
j−k
aj exists

,
d3(r, s) :=

a = (ak) ∈ ω : lim
n→∞
n−
k=0

1− (−sr )k+1
1+ sr

ak exists

,
d4(r, s) :=

a = (ak) ∈ ω : lim
n→∞
n−
k=0
 ∞−
i=n
−s
r
i−k
ai
 = 0

and
d5(r, s) :=

a = (ak) ∈ ω : lim
n→∞
∞−
k=n+1
1r ak − r + srs
∞−
i=k+1
−s
r
i−k
ai
 = 0

.
Then,f β :=5i=1 di(r, s).
Proof. Let us take any a = (ak) ∈ ω and again consider equality (4.10) obtained with (4.2). Then, one can easily see from
(4.10) that ax = (akxk) ∈ cs whenever x = (xk) ∈ f if and only if Dy ∈ c whenever y = (yk) ∈ f . Therefore, we derive
from Lemma 4.7 that ax = (akxk) ∈ cs whenever x = (xk) ∈f if and only if a = (ak) ∈ 5i=1 di(r, s). This means thatf β =5
i=1 di(r, s), which concludes the proof. 
5. Some matrix transformations related to the sequence spacef
In the present section, we characterize the matrix transformations fromf into any given sequence space µ and from a
given sequence space µ intof . Since λB(r,s) ∼= λ for any sequence space λ, it is trivial that the equivalence ‘‘x ∈ λB(r,s) if and
only if y ∈ λ’’ holds.
Now, we may give the following theorem:
Theorem 5.1. Suppose that the entries of the infinite matrices A = (ank) and F = (fnk) are connected with the relation
fnk :=ank (5.1)
for all k, n ∈ N and µ be any given sequence space. Then, A ∈ (f :µ) if and only if {ank}k∈N ∈f β for all n ∈ N and F ∈ (f :µ).
Proof. Letµ be any given sequence space. Suppose that (5.1) holds between the entries of A = (ank) and F = (fnk), and take
into account that the spacesf and f are linearly isomorphic.
Let A ∈ (f :µ) and take any y = (yk) ∈ f . Then, FB(r, s) exists and {ank}k∈N ∈5i=1 di(r, s)which yields that {fnk}k∈N ∈ ℓ1
for each n ∈ N. Hence, Fy exists and thus−
k
fnkyk =
−
k
ankxk for all n ∈ N, (5.2)
we have by (5.1) that Fy = Ax, which leads us to consequence F ∈ (f :µ).
Conversely, let {ank}k∈N ∈f β for each n ∈ N and F ∈ (f :µ) hold, and take any x = (xk) ∈f . Then, Ax exists. Therefore,
we obtain from the equality
m−
k=0
ankxk =
m−
k=0

m−
j=k
1
r
−s
r
j−k
anj

yk for all n ∈ N, (5.3)
asm →∞ that Ax = Fy and this shows that A ∈ (f :µ).
This completes the proof. 
By changing the roles of the spacesf and f with µ, we have
Theorem 5.2. Suppose that the entries of the infinite matrices A = (ank) and G = (gnk) are connected with the relation gnk =ank
for all k, n ∈ N and µ be any given sequence space. Then, A ∈ (µ:f ) if and only if G ∈ (µ: f ).
F. Başar, M. Kirişçi / Computers and Mathematics with Applications 61 (2011) 602–611 609
Proof. Let x = (xk) ∈ µ and consider the following equality
{B(r, s)(Ax)}n = s(Ax)n−1 + r(Ax)n
= s
−
k
an−1,kxk + r
−
k
ankxk
=
−
k
(san−1,k + rank)xk = (Gx)n for all n ∈ N,
which yields by going to the generalized limit that Ax ∈f if and only if Gx ∈ f .
This step completes the proof. 
Of course, Theorems 5.1 and 5.2 have several consequences depending on the choice of the sequence space µ.
Now, we list the following conditions:
lim
n→∞ ank = αk for each fixed k ∈ N (5.4)
lim
n→∞
−
k
ank = α (5.5)
lim
n→∞
−
k
|∆(ank − αk)| = 0 (5.6)
sup
n∈N
−
k
|∆ank| <∞ (5.7)
lim
k→∞ ank = 0 for each fixed n ∈ N (5.8)
lim
n→∞
−
k
|∆2ank| = α (5.9)
f − lim ank = αk exists for each fixed k ∈ N (5.10)
lim
m→∞
−
k
|a(n, k,m)− αk| = 0 uniformly in n (5.11)
f − lim
−
k
ank = α (5.12)
lim
m→∞
−
k
|∆[a(n, k,m)− αk]| = 0 uniformly in n (5.13)
lim
q→∞
−
k
1
q+ 1
 q−
i=0
∆[a(n+ i, k)− αk]
 = 0 uniformly in n (5.14)
sup
n∈N
−
k
|∆a(n, k)| <∞ (5.15)
f − lim a(n, k) = αk exists for each fixed k ∈ N (5.16)
lim
q→∞
−
k
1
q+ 1
 q−
i=0
∆2[a(n+ i, k)− αk]
 = 0 uniformly in n (5.17)
sup
n∈N
−
k
|a(n, k)| <∞ (5.18)−
n
ank = αk for each fixed k ∈ N (5.19)−
n
−
k
ank = α (5.20)
lim
n→∞
−
k
|∆[a(n, k)− αk]| = 0. (5.21)
Prior to giving some results as an application of this idea, we give the following basic lemma, which is the collection of
the characterizations of matrix transformations related to almost convergence:
Lemma 5.3. Let A = (ank) be an infinite matrix. Then, the following statements hold:
(i) A = (ank) ∈ (ℓ∞ : f ) if and only if (4.4), (5.10) and (5.11) hold, (cf. Duran [42]).
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(ii) A = (ank) ∈ (f : f ) if and only if (4.4), (5.10), (5.12) and (5.13) hold, (cf. Duran [42]).
(iii) A = (ank) ∈ (fs : ℓ∞) if and only if (5.7) and (5.8) hold.
(iv) A = (ank) ∈ (fs : c) if and only if (5.4) and (5.7)–(5.9) hold, (cf. Öztürk [43]).
(v) A = (ank) ∈ (c : f ) if and only if (4.4), (5.10) and (5.12) hold, (cf. King [44]).
(vi) A = (ank) ∈ (bs : f ) if and only if (5.7), (5.8), (5.10) and (5.14) hold, (cf. Başar and Solak [45]).
(vii) A = (ank) ∈ (fs : f ) if and only if (5.8), (5.10), (5.13) and (5.14) hold, (cf. Başar [46]).
(viii) A = (ank) ∈ (cs : f ) if and only if (5.7) and (5.10) hold, (cf. Başar and Çolak [47]).
(ix) A = (ank) ∈ (bs : fs) if and only if (5.8) and (5.14)–(5.16) hold, (cf. Başar and Solak [45]).
(x) A = (ank) ∈ (fs : fs) if and only if (5.14)–(5.17) hold, (cf. Başar [46]).
(xi) A = (ank) ∈ (cs : fs) if and only if (5.15) and (5.16) hold, (cf. Başar and Çolak [47]).
(xii) A = (ank) ∈ (f : cs) if and only if (5.18)–(5.21) hold, (cf. Başar [48]).
Now, we can give the following results:
Corollary 5.4. The following statements hold:
(i) A = (ank) ∈ (f : ℓ∞) if and only if {ank}k∈N ∈f β for all n ∈ N and (4.4) holds withank instead of ank.
(ii) A = (ank) ∈ (f : c) if and only if {ank}k∈N ∈f β for all n ∈ N and (4.4) and (5.4)–(5.6) hold withank instead of ank.
(iii) A = (ank) ∈ (f : bs) if and only if {ank}k∈N ∈f β for all n ∈ N and (5.18) holds.
(iv) A = (ank) ∈ (f : cs) if and only if {ank}k∈N ∈f β for all n ∈ N and (5.18)–(5.21) hold withank instead of ank.
Corollary 5.5. The following statements hold:
(i) A = (ank) ∈ (ℓ∞ :f ) if and only if (4.4), (5.10) and (5.11) hold withank instead of ank.
(ii) A = (ank) ∈ (f :f ) if and only if (4.4), (5.10), (5.12) and (5.13) hold withank instead of ank.
(iii) A = (ank) ∈ (c :f ) if and only if (4.4), (5.10) and (5.12) hold withank instead of ank.
Corollary 5.6. The following statements hold:
(i) A = (ank) ∈ (bs :f ) if and only if (5.7), (5.8), (5.10) and (5.14) hold withank instead of ank.
(ii) A = (ank) ∈ (fs :f ) if and only if (5.8), (5.10), (5.13) and (5.14) hold withank instead of ank.
(iii) A = (ank) ∈ (cs :f ) if and only if (5.7) and (5.10) hold withank instead of ank.
Corollary 5.7. Letfs denotes the domain of the generalized difference matrix B(r, s) in the sequence space fs. Then, the following
statements hold:
(i) A = (ank) ∈ (bs :fs) if and only if (5.8) and (5.14)–(5.16) hold withank instead of ank.
(ii) A = (ank) ∈ (fs :fs) if and only if (5.14)–(5.17) hold withank instead of ank.
(iii) A = (ank) ∈ (cs :fs) if and only if (5.15) and (5.16) hold withank instead of ank.
6. Conclusion
Although the concept of almost convergence was defined by Lorentz [34], in 1948, neither the algebraic structure nor the
topological structure of the space f has been essentially studied, until now. So, working the domain of generalized difference
matrix B(r, s) in the spaces f0 and f , and deriving the β- and γ -duals of the spacef are meaningful, which is filling up a gap
in the existing literature. Since we employ a different technique for determining the dual spaces from Kızmaz [26] and the
other authors following him, we are able to findf β andf γ . Since the domain of generalized difference matrix B(r, s) in
the classical spaces ℓ∞, c , c0 and ℓp has recently been studied by Kirişçi and Başar in [49], the present paper is its natural
continuation.
Finally, we should note from now on that the investigation of the domain of some particular limitation matrices, namely
Cesàro means of order one, Euler means of order r , Riesz means, Nörlund means, etc., in the space f will lead us to new
results which are not comparable with the present results. Furthermore the results on the domain of the triple band matrix
B(r, s, t) are more general and more comprehensive than our results given here.
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