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Abstract
This paper is devoted to the derivation of a macroscopic fractional
diffusion equation describing heat transport in an anharmonic chain.
More precisely, we study here the so-called FPU-β chain, which is a
very simple model for a one-dimensional crystal in which atoms are
coupled to their nearest neighbors by a harmonic potential, weakly
perturbed by a quartic potential. The starting point of our mathemat-
ical analysis is a kinetic equation: Lattice vibrations, responsible for
heat transport, are modeled by an interacting gas of phonons whose
evolution is described by the Boltzmann Phonon Equation. Our main
result is the rigorous derivation of an anomalous diffusion equation
starting from the linearized Boltzmann Phonon Equation.
1 Introduction
The goal of this paper is to investigate some aspects of heat transport in
dielectric solid crystals and to derive a fractional Fourier-type law for a
simple one dimensional model.
At the microscopic level, a solid crystal is composed of atoms that os-
cillate around their equilibrium positions, which are described by a lattice
in Rn (which we can take to be Zn for simplicity). Denoting by qi the dis-
placement of the atom i ∈ Zn and by pi its momentum, the dynamic of the
crystal is described by a Hamiltonian of the form (we set the mass of the
atoms equal to 1 for simplicity):
H(p, q) =
∑
i∈Zn
1
2
p2i +
∑
i,j∈Zn
V (qj − qi) +
∑
i∈Zn
U(qi).
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Because of the coupling (potential V ) between neighboring atoms, oscilla-
tions propagate in the lattice. In an electrically insulating crystal, it is these
vibrations that are responsible for heat transport (in conductors, other phe-
nomena are at play). At the macroscopic level, though, heat transport is
classically described by Fourier’s law, which states that the heat flux ~j be-
haves as
~j = −κ∇xT (1)
where T is the temperature and κ is a positive constant that may depend
on the temperature itself.
The relation between these two models, and in particular the rigorous
derivation of Fourier’s law directly from the Hamiltonian dynamic of the
atoms (after rescaling of the space and time variables) is a very challenging
and largely open problem (see [10]). In this paper, we will consider an in-
termediate (mesoscopic) model of kinetic type between the microscopic and
macroscopic levels: the Boltzmann Phonon Equation. The idea of using
kinetic theory in the study of heat conduction in such crystals was first for-
mulated by Debye [12] and then Peierls [30]. One way to think about this ki-
netic description of heat propagation is to model the vibrations of the lattice
as a gas of interacting phonons whose distribution function solves a Boltz-
mann type equation. Our goal in this paper is then to derive an anomalous
version of Fourier’s law from the appropriate linearized Boltzmann phonon
equation (in the same way that the equations of fluid mechanic have been
derived from the Boltzmann equation for diluted gases).
The particular framework we are interested in was made popular by a
numerical experiment performed by Fermi, Pasta and Ulam in the 1950’s
at Los Alamos National Laboratories. The goal of their experiment was
to investigate numerically the dynamic (and relaxation toward equilibrium)
of the simplest model for a crystal: a chain (dimension n = 1) of oscilla-
tors coupled to their nearest neighbors by non-linear forces described by a
Hamiltonian of the form
H =
∑
i∈Z
[
1
2
p2i + V (qi+1 − qi)
]
.
When V is purely harmonic, the system has quasi-periodic solutions and
does not relax to an equilibrium [8] (in that case, we will see below that
in the kinetic description, the phonons behave like non-interacting parti-
cles). Fermi, Pasta and Ulam thus considered the next two simplest cases
by adding a cubic potential V (r) = r
2
8 + α
r3
3 (this model is now referred to
2
as the FPU-α chain) or a quartic potential V (r) = r
2
8 + β
r4
4 (the FPU-β
chain).
These models have been widely studied since that original experiment
as they provide a simple framework in which to understand heat transport
in one-dimensional chains (see for instance [18, 13] for some reviews). The
key feature of these studies is that anomalous heat diffusion is typically the
norm for such chains.
The main result of this paper is thus the derivation of an anomalous dif-
fusion equation for heat transport in the FPU-β chain (we will see later why
we do not consider the FPU-α chain) starting from a linearized Boltzmann
type kinetic equation. The first step is to introduce the Boltzmann phonon
equation corresponding to the FPU-β chain. While first developed by Peierls
[30], the mathematical derivation of this Boltzmann phonon equation start-
ing from the microscopic (Hamiltonian) model has been done formally by H.
Spohn in [34] using Wigner transform. We will thus not focus on this step,
though we will spend some time in this paper discussing the results of [34]
in the next section. Our focus instead will be on the rigorous derivation of
Fourier’s law from the linearized Boltzmann phonon equation. As expected,
we will not recover (1), but instead a non-local (fractional) version of Fourier
law corresponding to an anomalous diffusion equation (in place of the usual
heat equation).
Let us now describe our main result more precisely. As mentioned above,
the starting point of our analysis is the Boltzmann phonon equation given
by:
∂tW + ω
′(k)∂xW = C(W )
where the unknown W (t, x, k) is a function of the time t ≥ 0, the position
x ∈ R and the wave number k ∈ T := R/Z. This function is introduced
in [34] as the Wigner transform of the displacement field of the atoms,
but it can be interpreted as a density distribution function for a gas of
interacting phonons (describing the chain vibrations). The function ω(k)
is the dispersion relation for the lattice and the operator C describes the
interactions between the phonons.
We will discuss in Sections 2 and 3 the particular form of ω and C
corresponding to our microscopic models. For the FPU-β chain, the operator
C will be the so-called four phonon collision operator, which is an integral
operator of Boltzmann type but cubic instead of quadratic (see (22)).
As explained above, our goal is to derive a macroscopic equation for the
temperature. This is, at least in spirit, similar to the derivation of fluid
mechanics equations from the Boltzmann equation for diluted gas (see [3]
3
and references therein). We will consider a perturbation of a thermody-
namical equilibrium W (k) = Tω(k) (note that the temperature is classically
defined by the relation E = kBT where E =
∫
T ω(k)W (k) dk and kB denotes
Boltzmann’s constant - here, we choose temperature units so that kB = 1):
W ε(t, x, k) = W (k)(1 + εf ε(t, x, k)).
The function f ε then solves
∂tf
ε + ω′(k)∂xf ε = L(f ε) +O(ε)
where L is the linearized operator
L(f) =
1
W
DC(W )(Wf).
As usual a macroscopic equation is derived after an appropriate rescaling
of the time and space variable. More precisely, we will show (see Theorem
4.1) that the solution of
ε
8
5∂tf
ε + εω′(k)∂xf ε = L(f ε) (2)
converges to a function T (t, x) (so W ε(t, x, k) achieves local thermodynam-
ical equilibrium when ε→ 0) solution of
∂tT +
κ
T
6/5
(−∆) 45T = 0. (3)
This fractional diffusion equation corresponds to the anomalous Fourier law
(of order 3/5)
~j = −κ(T )∇(−∆)− 15T. (4)
Before going any further, a discussion seems in order concerning the
power 45 of the Laplacian that we obtain in (3) and the scaling of (4). Such
a scaling is consistent with the earlier theoretical results of Pereverzev [31]
and Lukkarinen-Spohn [24]. This is of course not surprising since these
results also relied on the kinetic approximation of the microscopic model.
The same scaling was also found using a different approach (mode coupling
theory) in [20]. However, whether or not it is consistent with the scaling of
the original Hamiltonian dynamic is still very much under debate.
Indeed, it is important to stress the fact that the Boltzmann-Phonon
equation, which serves as the starting point of our rigorous study, is formally
derived from the Hamiltonian model as a weak perturbation limit (small
4
quartic perturbation of the harmonic potential). In other words, equation
(3) is derived through a two steps limiting process which might not preserve
the scaling of the original dynamic. This fact is actually suggested by the
example of the FPU-α chain, for which (as we will see later) the kinetic
approximation leads to a free transport equation. Note also that in [28],
arguments based on a different approach lead to a different scaling.
Of course this issue has attracted the interest of many scientists and
numerous numerical experiments have been performed since the original
work of Fermi, Pasta and Ulam, [19, 32, 21, 23, 13, 14]. But while all those
computations clearly show that anomalous heat diffusion is taking place (as
opposed to regular diffusion), it is very challenging to determine the precise
scaling law. A complete review of the discussions on this topic is beyond the
scope of this paper, and we refer the interested reader to the papers cited
above (see in particular [22, 13]).
There is also an important literature devoted to the mathematical anal-
ysis of heat propagation in one-dimensional chains using probabilistic tech-
niques. In this approach, the Hamiltonian dynamics of the microscopic sys-
tem is described by an harmonic potential but it is perturbed by a stochastic
noise conserving momentum and energy. In the weak noise limit, one also
recovers fractional diffusion phenomena (see [4], [5], [17], [6] and the review
paper [29]). More recently, a similar approach has been developed with-
out the weak noise assumption to derive fractional heat equations of order
3/4 (see [16] and [9]). The same order is obtained in the results presented
in [36], which are applicable to the case of the FPU-β chain that we are
considering. The approach in [36] is different from ours since the author
uses mode coupling theory and the dynamics studied are given by a meso-
scopic equation coming from ‘linear fluctuating hydrodynamics’ which are
evolution equations with an added noise term.
Going back to the object of the present paper, we note that the derivation
of fractional diffusion equations from kinetic equations such as (2) is now
classical (see [26], [25], [7], [1], [15], [17]). As in previous results (see in
particular [7]), the order of the limiting diffusion process is determined by
the degeneracy of the collision frequency of the linearized operator L. Our
work is thus greatly indebted to the work of J. Lukkarinen and H. Spohn [24]
who carefully study the properties of the operator L and show in particular
that the collision frequency behaves as |k|5/3 when k → 0. Using this result
(and under the so-called kinetic conjecture), they then show that
lim
t→∞ t
3/5C(t) = c0
5
for some constant c0 > 0, where C(t) is the Green-Kubo correlation function
(in a standard diffusive setting C(t) would converge to a constant). As we
mentioned before, this order is consistent with ours (since a laplacian of
order 4/5 corresponds to an anomalous Fourier’s law of order 3/5).
Comparing the result of the present paper with previous results on frac-
tional diffusive limit for kinetic equations mentioned above, we point out
that L is the linearized Boltzmann Phonon operator which is quite different
from the linear Boltzmann operator considered in most previous works. In
particular, its kernel is 2 dimensional, and its cross section (K(k, k′) defined
by (34)) changes sign. A similar situation arises in [15], where the authors
consider a linearized BGK-type operator, which does not preserve the posi-
tivity of its solution and does conserve more than one quantity. In [15] the
authors show that different conserved quantities require different time rescal-
ing in the anomalous diffusive limit. In particular, only the most ‘singular’
quantity shows anomalous diffusion (the rest have constant dynamics). The
difficulty in our case will thus be to prove that the most singular conserved
quantity goes to zero as ε goes to zero, so that the less singular one (which
corresponds to the temperature T above) exhibits anomalous diffusion.
Note that the fact that the kernel is two dimensional (which will be
discussed extensively in the next sections) appears to be a mathematical
artifact rather than being related to some physical phenomenon. It does,
however, indicate some weakness in the mixing properties of the collision
process (this will be even more obvious for the FPU-α chain, for which the
collision operator vanishes altogether). And while the macroscopic behavior
of f ε is completely determined by the function T (t, x), the other component
of the projection of f ε onto the kernel of L will play a role in reducing the
value of the diffusion coefficient κ.
We will not attempt here to derive a nonlinear Fourier law by work-
ing with the nonlinear operator C (rather than the linearized operator L).
Such a derivation is developed in [11] by Bricmont and Kupiainen, but un-
der assumptions that ensure that regular diffusion, rather than anomalous
diffusion, takes place (non degeneracy of the collision frequency).
This paper is organized as follows: In Section 2, we describe the origi-
nal problem (chains of coupled harmonic oscillators) and its relation to the
Boltzmann phonon equation. We then introduce the collision operators C
that appears in the context of FPU chains. In that section, we will see in
particular that this kinetic description cannot be used to study the FPU-α
chain because the collision operator C vanishes in that case. This section is
mostly based on the paper of H. Spohn [34]. In Section 3, we investigate the
6
properties of the four phonon collision operators, appearing in the context
of the FPU-β chain as well as its linearization around an equilibrium (this
section is largely based on the work of J. Lukkarinen and H. Spohn [24]).
The main result of our paper is finally stated in Section 4 and its proof is
divided between Sections 5 and 6.
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2 Crystal vibrations: A kinetic description
In this section, we recall the results from the paper of H. Spohn [34] that are
relevant to our present study. Our goal is to detail the relation between the
Boltzmann phonon equation that we are considering in this paper and the
microscopic models. At the microscopic level, we consider an infinite lattice
Zn describing the equilibrium positions of the atoms of a crystal (we briefly
introduce the model in general dimension, though starting in Section 2.1, we
will focus solely on the one-dimensional case). The deviation of the atom
i ∈ Zn from its equilibrium position is denoted by qi, and the conjugate
momentum variable is denoted by pi. We consider the dynamics associated
to the Hamiltonian
H(q, p) =
1
2
∑
i∈Z
p2i + Vh(q) +
√
λV (q)
where Vh is a harmonic potential (quadratic) and
√
λV is a small anharmonic
perturbation (the kinetic equation is obtained in the limit λ → 0). The
7
general form of the harmonic potential is
Vh(q) =
1
2
∑
i,j∈Zn
α¯(i− j)qiqj + ω
2
0
2
∑
i∈Zn
q2i , (5)
while V is typically a cubic or quartic potential of the form
V (q) =
∑
i∈Zn
γ(qi) or V (q) =
∑
i, j ∈ Zn
|i− j| = 1
γ(qj − qi).
In order to understand how energy is being transported by the vibration
of the atoms in the lattice, we will replace this very large system of ODE
by a kinetic equation (the so-called Boltzmann phonon equation) whose
unknown W (x, k, t) will be interpreted as a density distribution function for
a gas of interacting phonons. The idea of describing the lattice vibrations by
interacting phonons, whose evolution would be described by a Boltzmann
type equation first appeared in a paper of Peierls [30]. This derivation
was made more rigorous by H. Spohn [34] using Wigner transforms and
asymptotic analysis.
We will not give any details concerning this derivation (we refer the inter-
ested reader to the work of H. Spohn [34]). We just claim that (formally at
least) an appropriately rescaled Wigner transform of the displacement field
q converges when λ→ 0 to a function W (t, x, k) solution of the Boltzmann
phonon equation
∂tW +∇kω(k) · ∇xW = C(W ). (6)
The function W depends on the time t ≥ 0, the position x ∈ Rn and a wave
vector k which lies in the Torus Tn = Rn/Zn. The function ω(k) is the
dispersion relation of the lattice. It is determined by the harmonic part of
the potential. For general potential given by (5), we have:
ω(k) = (ω20 + ̂¯α(k))1/2 (7)
where ̂¯α(k) is the Fourier transform of a, defined by
̂¯α(k) = ∑
j∈Zn
e−i2pik·jα¯(j).
The operator C in the right hand side of (6) is an integral collision operator
which depends on the anharmonic potential V (q). Of course this operator
C is crucial in determining the long time behavior of the solutions of this
8
equation, so we will spend a bit of time discussing its properties in this
introduction.
Note that while the relation between W (t, x, k) and the microscopic vari-
able qi and pi is rather complicated, the total energy of the system is given
by ∫
Rn
∫
Tn
ω(k)W (t, x, k) dk dx =
1
2
∫
|p̂(k)|2 + ω(k)2|q̂(k)|2 dk
=
∑
i∈Zn
1
2
p2i + Vh(q). (8)
2.1 The FPU framework
As explained in the introduction, we now focus on the FPU chain model.
For this model, we have n = 1 (we denote by T the torus T = R/Z) and
the potential describes only nearest neighbors interactions. The harmonic
potential is thus given by:
Vh(q) =
1
8
∑
i∈Z
(qi+1 − qi)2,
and the anharmonic potential V is either cubic (FPU-α chain) or quartic
(FPU-β chain):
V (q) =
∑
i∈Zn
γ(qi+1 − qi), γ(q) = 1
3
q3 or γ(q) =
1
4
q4.
The corresponding microscopic dynamics is given by
d
dt
qi(t) = pi(t) (9)
d
dt
pi(t) =
1
4
qi+1(t)− 1
2
qi(t) +
1
4
qi−1(t)−
√
λ[γ′(qi − qi−1)− γ′(qi+1 − qi)].
2.2 The dispersion relation
When Vh is given by
Vh(q) =
1
2
ω20
∑
i∈Z
q2i +
1
8
∑
i∈Z
(qi+1 − qi)2, (10)
equation (7) gives the following formula for the dispersion relation:
ω(k)2 = ω20 +
1
2
− 1
4
(
ei2pik + e−i2pik
)
9
and so
ω(k) =
(
ω20 +
1
2
(1− cos(2pik))
)1/2
, k ∈ T. (11)
For the FPU model, we have ω0 = 0, and so the dispersion relation is given
by
ω(k) =
√
1
2
(1− cos(2pik)) = | sin(pik)|.
2.3 The interaction operator C
The operator C in the right hand side of (6) is determined by the non-
harmonic perturbation of the potential V .
Cubic potentials: Three phonons operator When the anharmonic
potential is cubic, that is
V =
1
3
∑
i∈Z
q3i , (12)
or
V =
1
3
∑
i∈Z
(qi+1 − qi)3 (13)
(the latter one corresponds to the FPU-α chain), the collision operator is
given by
C(W ) = 4pi
∫ ∫
F (k, k1, k2)
2
×
[
2δ(k + k1 − k2)δ(ω + ω1 − ω2)(W1W2 +WW2 −WW1)
+ δ(k − k1 − k2)δ(ω − ω1 − ω2)(W1W2 −WW1 −WW2)
]
dk1dk2
(14)
where we used the notation ωi = ω(ki) and Wi = W (ki).
The formula for the collision rate F (k, k1, k2) can be found in [34]. In
particular, when V is given by (12) (on-site potential) then
F (k, k1, k2)
2 = (8ωω1ω2)
−1
When V is the nearest neighbor interaction potential (13) and ω0 = 0 (that
is for the FPU-α chain), the collision rate becomes
F (k, k1, k2)
2 = (8ωω1ω2)
−1|[exp(i2pik)−1][exp(i2pik1)−1][exp(i2pik2)−1]|2.
10
k1
k
k1
k2 k
k2
Figure 1: Three phonons interactions
we find
F (k, k1, k2)
2 = 8
sin2(πk) sin2(πk1) sin
2(πk2)
ωω1ω2
.
Going back to (10), we note that the first term can be interpreted as
describing a wave vector k merging with a wave vector k1 and leading to
a new wave vector k2 (k + k1 → k2), while the second term describes the
splitting of wave vector k into k1 and k2 (k → k1 + k2). See Figure 1.
These interactions conserve the energy (ω+ω1 = ω2), but the momentum is
conserved only modulo integers: the δ-function in the first term yields the
constraint k+ k1 = k2 + n, n ∈ , k, k1, k2 ∈ (one talks of normal process
when n = 0, and umklapp process when n ￿= 0).
This quadratic operator is reminiscent of the Boltzmann operator for the
theory of dilute gas. There is however an essential difference: The kinetic
energy 12v
2 is replaced here by the dispersion relation ω(k). In order to
further study this integral operator, it is thus essential to characterize the
set of (k, k1, k2) such that the δ-functions are not zero, that is:￿
k + k1 = k2
ω(k) + ω(k1) = ω(k2)
or
ω(k) + ω(k1) = ω(k + k1), (k, k1) ∈ , (11)
This is much more delicate than for the usual Bolzmann operator and for
general dispersion relation ω, it is not obvious that (11) has any solutions.
In our framework, that is when ω is given by (7) (nearest neighbor har-
monic coupling) we actually can prove that
ω(k) + ω(k1)− ω(k + k1) ≥ ω0
2
so (11) has no solutions when ω0 > 0 and only the trivial solution k1 = 0
when ω0 = 0.
9
Figure 1: hree phonons interactions
Using the fact that
| exp(i2pik)− 1|2 = 4 sin2(pik),
we find
F (k, k1, k2)
2 = 8
sin2(pik) sin2(pik1) sin
2(pik2)
ωω1ω2
= 8ωω1ω2.
Going back to (14), we note t at the first term can be interpr ted as
describing a wave vector k merging with a wave vector k1 and leading to
a n w wave vector k2 (k + k1 → k2), while the second term describes the
splitting of wave vector k into k1 and k2 (k → k1 + k2). S e Figure 1.
T ese interactions conserve the energy (ω+ω1 = ω2), but the mom ntum is
conserved only modulo integers: t δ-functi in the first term yiel s the
constraint k+ k1 = k2 + n, n ∈ Z, k, k1, k2 ∈ T (on talks f normal process
when n = 0, and mklapp process when n 6= 0).
This quadratic operator is reminiscent of the Boltzmann operator for the
theory of dilute gas. There is however an essential difference: The kinetic
energy 12v
2 is replaced here by the dispersion relation ω(k). In order to
further study this integral operator, it is thus essential to characterize the
set of (k, k1, k2) such that the δ-functions are not zero, that is:{
k + k1 = k2
ω(k) + ω(k1) = ω(k2)
or
ω(k) + ω(k1) = ω(k + k1), (k, k1) ∈ T, (15)
This is much more delicate than for the usual Bolzmann operator and for
general dispersion relation ω, it is not obvious that (15) has any solutions.
11
In our framework, that is when ω is given by (11) (nearest neighbor
harmonic coupling) we actually can prove ([34]) that
ω(k) + ω(k1)− ω(k + k1) ≥ ω0
2
so (15) has no solutions when ω0 > 0. When ω0 = 0, we can check easily
that the equation
ω(k) + ω(k1) = ω(k + k1)
only has the trivial solution k1 = 0 and that the equation
ω(k) = ω(k1) + ω(k − k1)
only has the trivial solutions k1 = 0 and k1 = k. Using the explicit formula
for C, we can then check that this lead to C(W ) = 0 for all functions W .
We thus have:
Theorem 2.1. When ω is given by (11) with ω0 ≥ 0, then the three phonon
collision operator (14) satisfies C(W ) = 0 for all W .
In particular, this implies that for the FPU-α chain, the collision operator
vanishes, and the corresponding Boltzmann phonon equation reduces to pure
transport. This suggests poor relaxation to equilibrium for the microscopic
model, and it means that this kinetic approach is of no use in studying the
long time behavior of the hamiltonian system. This is of course the reason
why we focus in this paper on the FPU-β chain.
Remarks 2.2. As noted in [34], equation (15) might have non trivial solu-
tions for other dispersion relations (for instance ω(k) = ω0+2(1−cos(2pik))),
so this three phonon operator is of interest in other frameworks (different
harmonic potential Vh).
Quartic potentials: Four phonons operator. We now consider the
quartic potential given by
V (q) =
1
4
∑
i∈Z
q4i (16)
or
V =
1
4
∑
i∈Z
(qi+1 − qi)4. (17)
12
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Figure 2: Four phonons interactions
The term proportional to W is the loss term, while the gain term is
W1W2W3 (which is always positive). Again, we can interpret the differ-
ent terms as pair collisions or merging/splitting of phonons (see Figure 2).
In order to understand the collision rule, we note that for pair collisions
(k, k1) → (k2, k3) (which correspond to the terms such that
￿3
j=1 σj = −1
in the integral), we need to solve
ω(k) + ω(k1) = ω(k2) + ω(k + k1 − k2) (16)
while for three phonons mergers (or splitting) (k, k1, k2)→ k3 we have
ω(k) + ω(k1) + ω(k2) = ω(k + k1 + k2). (17)
Again, in general, it is not possible to solve these equations explicitly,
and it is not obvious that either of these equations should be satisfied on a
set of positive measure
In fact, when ω is given by (7) (nearest neighbor couplings), it can be
shown (see [23]) that (17) has no solution (so collision processes in which
three phonons are merged into one, or one phonon splits into three are
impossible). As a consequence, the only interactions that are allowed are
pair collisions, which, in particular, preserve the total number of phonons.
This preservation of the number of phonons, reminiscent of the preservation
of the number of particles in gas dynamics, does not follow here from a
fundamental physical principle, but is instead a mathematical artifact. This
property is however stable under small perturbation of ω, and it also holds
for the nonlinear wave equation for which ω(k) = |k| (k ∈ 3).
As a consequence, the operator C can be rewritten as
C(W ) = 36π
￿ ￿ ￿
F (k, k1, k2, k3)
2δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
[W1W2W3 +WW2W3 −WW1W3 −WW1W2] dk1 dk2 dk3. (18)
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Figure 2: Four phonons interactions
he corresponding collision operator then reads
C(W ) = 12pi
∑
σ1,σ2,σ3=±1
∫ ∫ ∫
F (k, k1, k2, k3)
2
× δ(k + σ1k1 + σ2k2 + σ3k3)δ(ω + σ1ω1 + σ2ω2 + σ3ω3)
× (W1W2W3 +W (σ1W2W3 +W1σ2W3 +W1W2σ3)) dk1 dk2 dk3
(18)
with
F (k, k1, k2, k3)
2 = (16ωω1ω2ω3)
−1
for on-site potential (16) and
F (k, k1, k2, k3)
2 =
3∏
i=0
2 sin2(piki)
ω(ki)
= 16ωω1ω2ω3. (19)
for neares neighbor coupli g (17).
The t rm propor ional to W is the loss term, while the gain term is
W1W2W3 (which is always positive). Again, we ca interpre the diffe -
ent terms as pair collisions or merging/spl tting of phonons (s e Figure 2).
In order to understand the collision rule, we note hat for pair collisi
(k, k1) → (k2, k3) (which corresp nd t the ter s su h hat
∑3
j=1 σj = −1
in the i tegral), we need to solve
ω(k) + ω(k1) = ω(k2) + ω(k + k1 − k2) (20)
while for three phonons mergers (or splitting) (k, k1, k2)→ k3 we have
ω(k) + ω(k1) + ω(k2) = ω(k + k1 + k2). (21)
In general, it is not possible to solve these equations explicitly, and it is
not obvious that either of these equations should be satisfied on a set of pos-
itive measure. In fact, when ω is given by (11) (nearest neighbor couplings),
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it can be shown (see [35]) that (21) has no solution when ω0 > 0, and only
the trivial solutions (in which two of k, k1 and k2 vanish) when ω0 = 0. In
this latter case, a careful accounting of all the terms in (18) corresponding to
three phonons split or merger (σ1σ2σ3 = −1) show that these terms cancel
out. As a consequence, the only interactions that are contributing to the
operator C are pair collisions, which, in particular, preserve the total num-
ber of phonons. This preservation of the number of phonons, reminiscent of
the preservation of the number of particles in gas dynamics, does not follow
here from a fundamental physical principle, but is instead a mathematical
artifact (note that this property holds also for the nonlinear wave equation
for which ω(k) = |k|, k ∈ R3).
As a consequence, the operator C can be rewritten as
C(W ) = 36pi
∫ ∫ ∫
F (k, k1, k2, k3)
2δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
[W1W2W3 +WW2W3 −WW1W3 −WW1W2] dk1 dk2 dk3. (22)
When ω is given by (11), we will see later on that (20) has non trivial
solutions on a set of full measure, that is∫
T
∫
T
δ(ω(k) + ω(k1)− ω(k2)− ω(k + k1 − k2)) dk1 dk2 6= 0.
In particular this operator C is non trivial.
3 FPU-β chain: The four phonon collision opera-
tor
In this section, we briefly summarize the properties of the four phonon col-
lision operator (22) which arises in the modeling of the FPU-β chain.
3.1 Conserved quantities
All the collision operators C mentioned above conserve the energy. This can
be expressed by the following condition:∫
T
ω(k)C(W )(k) dk = 0
for all functions W .
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The four phonon collision operator (22), corresponding to the quartic
potential, also satisfies ∫
T
C(W )(k) dk = 0
which can be interpreted as the conservation of the number of phonons∫
TW dk. However, this quantity has no microscopic equivalent, and does
not correspond to any physical principle. Rather it is a consequence of the
symmetry of the operator, which follows from the fact that 3 phonon merger
cannot take place ((21) has no solutions). In particular, this equality does
not hold for the three phonon operator.
Note that the first moment k is preserved in the wave kinetic equation
case (where k ∈ Rn). However, this conservation is broken here by umklapp
processes.
3.2 Entropy
The Boltzmann phonon operators satisfy an entropy inequality, similar to
Boltzmann H-Theorem in gas dynamic. In particular, for the four phonon
operator we can rewrite (22) as follows:
C(W ) = 36pi
∫ ∫ ∫
F (k)2δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
WW1W2W3[W
−1 +W−11 −W−12 −W−13 ]dk1 dk2 dk3
and we then see that (assuming all integrals are well defined):∫
T1
W−1(k)C(W )(k) dk (23)
= 9pi
∫ ∫ ∫ ∫
F (k)2δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
·WW1W2W3[W−1 +W−11 −W−12 −W−13 ]2dk1 dk2 dk3 dk
≥ 0.
This inequality implies in particular that the total entropy defined as
H(W ) =
∫
R
∫
T
log(W ) dkdx
increases over time.
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3.3 Stationary solutions
It is easy to check that the distributions
Wb(k) =
1
bω(k)
for any b > 0 satisfy C(Wb) = 0 for all the operators C considered above.
This fact is in accordance with equilibrium statistical mechanics (see [34]).
It is more delicate to check that these are the only solutions. In fact it is
not always true.
For the four phonon collision operator (22), we can check that
Wa,b(k) =
1
a+ bω(k)
(24)
is an equilibrium for all a, b > 0.
Conversely, the entropy inequality (23) implies that if C(W ) = 0 then
ψ(k) = W (k)−1 is a collision invariant, that is
ψ(k) + ψ(k1) = ψ(k2) + ψ(k3)
for all k, k1, k2, k3 such that
k + k1 = k2 + k3, and ω(k) + ω(k1) = ω(k2) + ω(k3).
An obvious candidate is ψ(k) = a + bω(k). Under general conditions
on ω, Spohn proved that these are indeed the only collision invariants in
dimension N ≥ 2 [33]. The same result is proved by Lukkarinen and Spohn
[24] in our framework (dimension 1).
As a conclusion, (24) are the only solutions of C(W ) = 0 for the four
phonon collision operator (22). Note that the fact that we can take a 6= 0
is a consequence of the conservation of the number of phonons for the four
phonon collision operator (which, as explained previously, follows from the
fact that equation (21) describing merging and splitting of phonons has no
solutions).
3.4 The linearized operator
As mentioned in the introduction, we will be interested in the behavior of
the solutions of the Boltzmann phonon equation in the neighborhood of a
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thermodynamical equilibrium. Given W (k) = Tω(k) , we thus introduce the
linearized operator
L(f) =
1
W
DC(W )(Wf)
(where DC denotes the derivative of the operator C).
By differentiating the equation C(Wa,b) = 0 with respect to a and b, we
get:
L(1) = 0 and L(ω−1) = 0,
which suggests (as will be proved later) that the kernel of L is two dimen-
sional and spanned by 1 and ω−1. In our framework, the later mode, ω−1
is singular (not integrable) for k = 0. Because of natural a priori bounds
on the solutions of the Boltzmann Phonon equation, it will be easy to see
that this mode is not present in the macroscopic limit. It will however play
an important role in the derivation of a macroscopic model. Note that it
comes from the derivation with respect to the spurious coefficient a (remem-
ber that we call it spurious because it comes from the conservation of the
total number of phonons at the level of the kinetic equation; we know that
actually this conservation does not take place at atomic level and it is just
a consequence of losing information in the kinetic limit).
Similarly, differentiating the conservation equations∫
ωC(W + tWf) dk = 0 and
∫
C(W + tWf) dk = 0
with respect to t, we deduce that∫
L(f) dk = 0, and
∫
ω−1L(f) dk = 0.
The properties of L will be further investigated in Section 5. For now,
we just state the following proposition without proof, since it is all we need
to formally derive a macroscopic equation.
Proposition 3.1. The operator L : L2(T1, V (k) dk) −→ L2(T1, V (k)−1 dk)
(where V is defined by (35)) is a bounded self-adjoint operator which satisfies
(i) ker(L) = Span {1, ω(k)−1}
(ii) R(L) = {h ∈ L2(T1, V (k)−1 dk) ; ∫T h(k) dk = ∫T ω−1(k)h(k) dk = 0 }
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We end this section by deriving the explicit formula for the operator L:
A direct computation gives (when W (k) = Tω(k)):
DC(W )(Wf)
= 36pi
∫ ∫ ∫
F (k, k1, k2, k3)
2δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
×WW1W2W3
[
f3W
−1
3 + f2W
−1
2 − f1W−11 − fW−1
]
dk1 dk2 dk3
= 36piT
3
∫ ∫ ∫
F (k, k1, k2, k3)
2
ωω1ω2ω3
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
×
[
ω3f3 + ω2f2 − ω1f1 − ωf
]
dk1 dk2 dk3
Using (19), we see that
F (k, k1, k2, k3)
2
ωω1ω2ω3
= 16
and we deduce:
L(f) = 576piT
2
ω
∫ ∫ ∫
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
×
[
ω3f3 + ω2f2 − ω1f1 − ωf
]
dk1 dk2 dk3. (25)
3.5 Formal asymptotic limit
We now have all the ingredient to perform the usual asymptotic analysis
and attempt to derive (formally) a diffusion equation from the Boltzmann
phonon equation (we will see however that it fails in our framework). The
starting point is the following rescaled equation in the FPU-β chain frame-
work detailed above:
ε2∂tW + εω
′(k)∂xW = C(W ), (26)
where C is the four phonon collision operator (22) with collision frequency
given by (19), and we consider a solution which is a perturbation of a ther-
modynamical equilibrium:
W ε(t, x, k) = W (k)(1 + εf ε(t, x, k))
where W = Tω(k) for some constant T > 0.
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We introduce the operators
Q(f, f) =
1
W
D2C(W )(Wf,Wf),
and
R(f, f, f) =
1
W
D3C(W )(Wf,Wf,Wf)
so that (we recall that C is a cubic operator):
1
W
C(W ε) = εL(f) + ε2
1
2
Q(f, f) + ε3
1
6
R(f, f, f)
where L is given by (25).
The function f ε solves
ε2∂tf
ε + εω′(k)∂xf ε = L(f ε) + ε
1
2
Q(f ε, fε) + ε2
1
6
R(f ε, fε, fε). (27)
Taking the limit ε→ 0 in (27), we get
L(f0) = 0
and so Proposition 3.1 (i) implies
f0(t, x, k) = T (t, x) + S(t, x)ω(k)−1.
Since equation (27) preserves the L1 norm, it is natural to assume that
f0(t, x, k) ∈ L1(R× T). We note however that ω(k) ∼ |k| as |k| → 0, and so
we must have
S(t, x) = 0.
Next, integrating (27) with respect to k yields
∂tT
ε + ∂xJ
ε = 0
with
T ε = 〈f ε〉, Jε(t, x) = 1
ε
〈ω′f ε〉
where we use the notation 〈·〉 = ∫T · dk.
We now need to compute J = limε→0 Jε. Recalling that L is a self
adjoint operator, we write
ε−1〈ω′f ε〉 = ε−1〈L−1(ω′)L(f ε)〉
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and using (27), we replace L(f ε) in the right hand side:
ε−1〈ω′f ε〉 = 〈L−1(ω′)ω′∂xf ε〉 − 1
2
〈L−1(ω′)Q(f ε, fε)〉+O(ε).
Formally, using the fact that limε→0 f ε(t, x, k) = T (t, x) (since S = 0), we
thus get
lim
ε→0
ε−1〈ω′f ε〉 = 〈L−1(ω′)ω′〉∂xT − 1
2
〈L−1(ω′)Q(T, T )〉.
Finally, a direct computation gives
Q(f, f) = 576piT
2
ω
∫ ∫ ∫
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)[
2(ω − ω3)[f1f2 − ff3] + (ω + ω1)[f2f3 − ff1]
]
dk1 dk2 dk3,
and it is readily seen that Q(T, T ) = 0. We thus get the following relation
J = 〈L−1(ω′)ω′〉∂xT
which is Fourier’s law with diffusion coefficient
κ = −〈L−1(ω′)ω′〉 > 0.
We conclude this section with the following remarks:
1. The non linear term Q(T, T ) = 0 does not contribute to the limiting
equation. In the next section, we will drop this term altogether.
2. The fact that S = 0 will need to be addressed very carefully in the
rigorous proof. In particular, we will see that while we do indeed have
f0 = T , the term S plays a significant role in the rigorous derivation
of the diffusion equation (see next section).
3. Perhaps the most important remark is that one need to check that
κ is well defined. In fact, it can be proved that the integrand in the
definition of the diffusion coefficient behaves like |k|−5/3 for small k.
It follows that
κ = +∞
so the limit presented above does not give any equation for the evo-
lution of T . Such a phenomenon is not uncommon, and based on
previous work (see [26]), we expect that by taking a different time
scale in (27) we can derive an anomalous diffusion equation for the
evolution of the temperature T . This is of course the goal of this
paper as explained in the next section.
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4 Main result
In view of the formal asymptotic limit detailed in the previous section, we
now consider the following linear equation:
εα∂tf
ε + εω′(k)∂xf ε = T
2
L(f ε), x ∈ R, k ∈ T (28)
where
ω(k) = | sin(pik)|
and L is defined by
L(f) = ω
∫ ∫ ∫
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)[
ω3f3 + ω2f2 − ω1f1 − ωf
]
dk1 dk2 dk3. (29)
Note also that we have made L independent of the equilibrium temperature
T and set all other constant in L equal to 1 for the sake of clarity.
The existence of a solution to this equation is fairly classical. We recall
it for the sake of completeness in Proposition 5.10.
Our main result is then the following:
Theorem 4.1 (Fractional diffusion limit for the linearised equation). Take
α = 85 and let f
ε be a solution of equation (28) with initial data f0 ∈
L2(R× T). Then
f ε(t, x, k) ⇀ T (t, x) L∞((0,∞);L2(R× T))-weak ∗
where T solves the fractional diffusion equation
∂tT +
κ
T
6/5
(−∆x)4/5T = 0 in (0,∞)× R (30)
with initial condition
T (0, x) = T0(x) :=
∫ 1
0
f0(x, k) dk. (31)
The diffusion coefficient κ ∈ (0,∞) is given by
κ = κ1 − κ
2
2
κ3
∈ (0,∞)
where κ1, κ2, κ3 are defined in Proposition 6.4.
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First, we note that it is enough to consider the case
T = 1
since we can recover the general case by a simple rescaling t 7→ T 2t, x 7→ T 2x.
The main difficulty here, compared with previous work devoted to frac-
tional diffusion limit of kinetic equations, is the fact that the kernel of L is
spanned by 1 and ω(k)−1. This last mode should not appear in the limit
since it is not square integrable, but it will nevertheless play an important
role.
In fact, we will prove that f ε can be expanded as follows:
f ε(t, x, k) = T ε(t, x) + ε
3
5Sε(t, x)ω(k)−1 + ε
4
5hε(t, x, k)
where T ε is bounded in L∞((0,∞);L2(R)), hε is bounded in L2V (T×R) and
Sε converges in some weak sense to a non trivial function. More precisely
we will prove in Section 7:
Proposition 4.2. The function Sε(t, x) converges in distribution sense to
S(t, x) = −κ2
κ3
(−∆)3/10T (t, x).
In particular, as mentioned above, this means that the mode ω(k)−1 van-
ishes in the limit and the macroscopic behavior of the phonon distribution
is completely described by T = limε→0 T ε. However, projecting equation
(28) onto the constant mode of the kernel of L, we will find the following
equation of the evolution of T :
∂tT + κ1(−∆)4/5T + κ2(−∆)1/2S = 0. (32)
We see that S = limε→0 Sε plays a role in the evolution of T . To understand
this, we note (anticipating a bit on the result of the next section) that the
reason we are observing anomalous diffusion phenomena here (as opposed
to standard diffusion as described in the previous section), is the fact that
phonons with frequency k close to zero encounter very few collisions (de-
generate collision frequency). And the term ε
3
5Sε(t, x)ω(k)−1, while small,
is heavily concentrated around k = 0 (non integrable singularity at k = 0).
The competition between the smallness and the singularity gives rise to a
term of order 1 in the equation.
In order to describe the evolution of T , we now need to obtain an equation
for S. By projecting equation (28) onto the ω(k)−1 mode of the kernel of
L, we will prove that:
κ2(−∆)1/2T + κ3(−∆)1/5S = 0. (33)
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We note that there is no ∂tS in (33) (unlike the corresponding equation
for T ). The reason is that due to the singularity of ω(k)−1 for k = 0, the
quantity S diffuses faster than T (so we would have to take a smaller α in
(28) in order to observe the diffusion of S). At our time scale (given by
α = 85), S has thus already reached equilibrium, and can be expressed (in
view of (33)) as
S = −κ2
κ3
(−∆)3/10T.
Inserting this expression into (32), we find
∂tT + κ(−∆)4/5T = 0
where κ = κ1 − κ
2
2
κ3
. Of course, we will show that κ > 0 (once the explicit
expressions for the κi are given, it will be a very simple consequence of
Cauchy-Schwarz inequality - see Lemma 6.6). It is interesting to note that
the effect of the mode ω−1 on the macroscopic equation is to reduce the
diffusion coefficient (and thus to slow down the diffusion). This can be
understood by noting that the fact that the kernel of L does not contain
only the natural constant mode, is due to the lack of merging k+k1+k2 → k3
and splitting k → k1 + k2 + k3 interactions for phonons in the non linear
collision operator C (fewer interactions ⇒ slower relaxation).
5 Properties of the operator L
The asymptotic behavior of the solution of (28) depends very strongly on
the properties of the operator L. This operator is studied in great detail in
[24], and we will recall their main results in this section.
The operator L can be written as
L(f) =
∫
K(k, k′)f(k′) dk′ − V (k)f(k)
where
K(k, k′) = ω(k)ω(k′)
∫
T
2 δ(ω(k) + ω(k1)− ω(k′)− ω(k + k1 − k′))
− δ(ω(k) + ω(k′)− ω(k1)− ω(k + k′ − k1)) dk1
(34)
and
V (k) = ω(k)2
∫
T2
δ(ω(k) + ω(k1)− ω(k′)− ω(k + k1 − k′)) dk1dk′. (35)
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The fact that
∫
T L(f) dk = 0 for all f implies
V (k) =
∫
T
K(k′, k) dk′
(this equality can be checked also from the formula for K and V , but it is
much easier this way) and a short computation shows that
K(k, k′) = K(k′, k).
In particular, L is a self adjoint operator in L2(T) and −L is positive since
we have
−
∫
T
L(f)f dk =
1
4
∫ ∫ ∫ ∫
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
[ω3f3 + ω2f2 − ω1f1 − ωf ]2 dk dk1 dk2 dk3 (36)
≥ 0
for all f . One of our goals will be to improve this inequality and show that L
has a spectral gap property in the appropriate functional spaces. For that,
we will need to show that the integral operator
K(f) =
∫
K(k, k′)f(k′) dk′ (37)
is a compact operator (in an appropriate functional spaces)
The first step, in view of (34) is to study the solution set of the equation
of conservation of energy:
ω(k) + ω(k1) = ω(k
′) + ω(k + k1 − k′). (38)
We recall the following result:
Proposition 5.1 ([24]). The equation (38) has the trivial solutions k′ = k
and k′ = k1, and the (non trivial) solution
k1 = h(k, k
′)
where
h(k, k′) =
k′ − k
2
+ 2 arcsin
(
tan
|k′ − k|
4
cos
k + k′
4
)
(and there are no other solutions of (38)).
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With this proposition in hand, one can now compute the kernel K(k, k′)
and the multiplicative function V (k). We recall here the main result of [24].
The first one states that the function V (k) is degenerate for k → 0 (note
that W in [24] corresponds to our V ):
Proposition 5.2 ([24, Lemma 4.1]). The function V : R→ R+ is symmetric
(V (1− k) = V (k)), continuous and satisfies
c1| sin(pik)|5/3 ≤ V (k) ≤ c2| sin(pik)|5/3 (39)
for all k ∈ R, for some c1, c2 > 0. Moreover,
lim
k→0
(
|sinpik|−5/3 V (k)
)
= v0 > 0.
Because of the degeneracy of V for k = 0, we do not expect the operator
L to have a spectral gap in L2. We thus introduce the operator
L0(f) := V
−1/2L(V −1/2f)
We note that this operator has the form
L0(f) = K0(f)− f
with
K0(f) = V
−1/2K(V −1/2f).
To prove that L0 has good properties in L
2(T), we need to study the
operator K0. Again, it is proved in [24] that K0 : L
2(T1) → L2(T1) is
a compact, self-adjoint operator, which implies that K : L2(T1, V dk) →
L2(T1, V −1dk) is a compact, self-adjoint operator.
To be more precise, in [24], the kernel K is first written as
K(k, k′) = 2ω(k)K2(k, k′)ω(k′)− ω(k)K1(k, k′)ω(k′)
where
K1(k, k
′) := 4
1 (F−(k, k′) > 0)√
F−(k, k′)
and K2(k, k
′) :=
2√
F+(k, k′)
(40)
for k, k′ ∈ [0, 1] and
F±(k, k
′) =
(
cos(pik) + cos(pik′)
)2±4 sin(pik) sin(pik′).
and the main result of [24] is the following:
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Proposition 5.3 ([24, Propositions 4.3 and 4.4.]). Let ψ : [0, 1] → R be
given, and assume that there are C, p > 0 such that
|ψ(k)| ≤ C (sinpik)p
for all k ∈ [0, 1]. Then the kernels
ψ(k)∗K2(k, k′)ψ(k′) and ψ(k)∗K1(k, k′)ψ(k′)
define compact, self-adjoint integral operators in L2(T).
We immediately conclude:
Corollary 5.4. The kernel
K0(k, k
′) = V −1/2(k)ω(k)
(
2K2(k, k
′)−K1(k, k′)
)
ω(k′)V −1/2(k′) (41)
defines a compact self-adjoint operator in L2((0, 1)). As a consequence, the
kernel
K(k, k′) = V 1/2(k)K0(k, k′)V 1/2(k′)
defines a compact self-adjoint operator from L2(T1, V (k) dk) onto L2(T1, V (k)−1 dk).
In particular, ∫
T
|K(f)(k)|2V (k)−1 dk ≤ C
∫
T
|f(k)|2V (k) dk. (42)
Proof. Indeed, by Proposition 5.2 we have that
V −1/2(k)ω(k) ≤ c2 (sinpik)1/6
and the claim follows from Proposition 5.3.
Furthermore, we note that we have not used the full potential of Propo-
sition (5.3). We can thus improve (42) as follows:
Corollary 5.5. The kernel
K˜0(k, k
′) := (sin(pik))−1/6+ηK0(x, k′)
(
sin(pik′)
)−1/6+η
η > 0
defines a compact self-adjoint operator in L2((0, 1)). In particular, for all
η > 0, there exists C(η) such that∫
T
|K(f)(k)|2(sin(pik))− 13+ηV (k)−1 dk ≤ C
∫
T
|f(k)|2(sin(pik)) 13−ηV (k) dk
(43)
26
Proof. Using Proposition 5.2 we have that
V −1/2(k)ω(k) (sinpik)−1/6+η ≤ c2 (sinpik)1/6 (sinpik)−1/6+η
= c2 (sinpik)
η
the claim follows from Proposition 5.3.
We have thus showed that L : L2(T1, V (k) dk) −→ L2(T1, V (k)−1 dk)
was a bounded operator. Next, we characterize the kernel of L: First, we
note that given f ∈ L2(T1, V (k) dk), inequality (36) implies that if L(f) = 0
then∫ ∫ ∫ ∫
δ(k + k1 − k2 − k3)δ(ω + ω1 − ω2 − ω3)
× [ω3f3 + ω2f2 − ω1f1 − ωf ]2 dk dk1 dk2 dk3 = 0.
So f must satisfy
ω(k)f(k) + ω(k1)f(k1) = ω(k2)f(k2) + ω(k + k1 − k2)f(k + k1 − k2)
whenever
ω(k) + ω(k1) = ω(k2) + ω(k + k1 − k2).
We also say that ω(k)f(k) must be a collision invariant. Such invariants
have been characterized in [24]:
Theorem 5.6 ([24]). A function ψ ∈ L1(T) is a collisional invariant if and
only if there exists c1 and c2 such that
ψ(k) = c1 + c2ω(k).
As a consequence, we deduce:
Corollary 5.7. The kernel of L is the two dimensional subspace of L2(T1, V (k) dk)
spanned by the functions 1 and ω(k)−1 (note that both of those functions be-
longs to L2(T1, V (k) dk) thanks to (39))
Finally, the compactness of K and inequality (36) implies
Lemma 5.8. There exists c0 > 0 such that
−
∫
T1
L(f)f dk ≥ c0
∫
V (k)|f −Π(f)|2 dk
for all f ∈ L2(T1, V (k) dk), where Π(f) denotes the orthogonal projection of
f onto ker(L).
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To summarize, we have thus showed:
Proposition 5.9. The operator L : L2(T1, V (k) dk) −→ L2(T1, V (k)−1 dk)
is bounded and satisfies:
1. The kernel of L has dimension 2 and is spanned by 1 and 1ω(k) .
2. For all f ∈ L2(T1, V (k) dk), we have∫
T1
L(f) dk = 0 and
∫
T1
1
ω(k)
L(f) dk = 0. (44)
3. There exists c0 > 0 such that
−
∫
T1
L(f)f dk ≥ c0
∫
V (k)|f −Π(f)|2 dk
for all f ∈ L2(T1, V (k) dk), where Π(f) denotes the orthogonal projec-
tion of f onto ker(L).
Note that the projection of f onto ker(L) can be written as
Π(f) = T + S
[〈V 〉ω(k)−1 − 〈V ω−1〉]
with
T =
1
〈V 〉
∫
V (k)f(k) dk and S =
1
m0
∫ [
〈V 〉V (k)
ω(k)
− 〈V ω−1〉V (k)
]
f(k) dk
where m0 = 〈V 〉2〈V ω−2〉 − 〈V ω−1〉2〈V 〉 is a normalization constant. The
operator Π is a continuous operator in L2(V (k) dk).
We finish this section commenting on the existence of solutions for the
equation for the sake of completeness:
Proposition 5.10 (Cauchy Problem). There exists a unique solution in
L∞((0,∞);L2(R× T)) for equation (28) with initial data f0 ∈ L2(R× T).
Proof. A traditional method for solving the Cauchy problem for this type
of equations uses an iterative scheme based on the mild formulation:
f(t, x, k) = f0(x− ω′(k)t, k) +
∫ t
0
Lf(x− (t− s)ω′(k), s)ds
together with the estimate
‖L(f)‖L2(R×T) ≤ C‖f‖L2(R×T).
This last estimate is consequence of (42) and the boundedness of the function
V . We refer to [2] and [27] for further details on this method.
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6 Proof of Theorem 4.1
6.1 A priori estimates
As a first step in the proof of Theorem 4.1, we establish some a priori
estimates. The coercivity property of L (Lemma 5.8) gives the following
proposition:
Proposition 6.1. Assume that f0 ∈ L2(R×T). Then, the function f ε(t, x, k),
solution of (28) satisfies
||f ε(t)||L2(R×T) ≤ ||f0||L2(R×T) for all t ≥ 0. (45)
Furthermore, f ε can be expanded as follows:
f ε = Π(f ε) + ε4/5hε, (46)
where
‖hε‖L2V ((0,∞)×R×T) ≤ C||f0||L2(R×T) (47)
and Π(f ε) is the projection of f ε onto ker(L), given by
Π(f ε)(t, x, k) = T˜ ε(t, x) + S˜ε(t, x)
[〈V 〉ω(k)−1 − 〈V ω−1〉]
with
T˜ ε(t, x) =
1
〈V 〉
∫
V (k)f ε(t, x, k) dk ,
S˜ε(t, x) =
1
m0
∫ [
〈V 〉V (k)
ω(k)
− 〈V ω−1〉V (k)
]
f ε(t, x, k) dk (48)
where T˜ ε, S˜ε are bounded in L∞((0,∞);L2(R)).
Proof. Multiplying (28) by f ε and integrating with respect to x and k, we
get
1
2
d
dt
‖f ε(t)‖2L2(R×T1) −
1
εα
∫
R
∫
T1
L(f ε)f ε dk dx = 0.
Integrating with respect to t and using Lemma 5.8, we deduce
1
2
‖f ε(t)‖2L2(R×T1)+
c0
εα
∫ t
0
∫
R
∫
T1
V (k)|f ε−Π(f ε)|2 dk dx ds ≤ 1
2
‖f ε0 ||2L2(R×T1).
which implies the proposition. The fact that T˜ ε, S˜ε ∈ L∞((0,∞);L2(R)) is
a direct consequence of this estimate and Cauchy-Schwartz.
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Because the singular terms in Π(f ε) (those involving ω(k)−1) play a
particular role in the sequel, we will prefer to write Π(f ε) as follows:
Πf ε = T ε +
〈V 〉
ω
S˜ε(x, t)
with
T ε(t, x) = T˜ ε(t, x)− S˜ε(t, x)〈V ω−1〉
Finally, we set
Sε(t, x) = ε−3/5〈V 〉S˜ε(t, x), (49)
leading to the following expansion of f ε:
f ε(t, x, k) = T ε(t, x) + ε
3
5Sε(t, x)ω(k)−1 + ε
4
5hε(t, x, k). (50)
Note that while T ε and hε are clearly bounded (in appropriate functional
spaces) in view of Proposition 6.1, the scaling of Sε may seem arbitrary at
this point. However, we will see later on that Sε defined as in (49) indeed
converges to a non trivial function (in some weak sense).
6.2 Laplace Fourier Transform
As in [26], the main tool in deriving the macroscopic equation for T is the
use of the Laplace-Fourier transform. More precisely, we define
f̂ ε(p, ξ, k) =
∫
R
∫ ∞
0
e−pte−iξxf ε(t, x, k) dt dx.
We also denote by f̂0(ξ, k) the Fourier transform of f0(x, k).
Remarks 6.2. We recall that the Fourier transform preserves the L2(R)
norm (Parseval’s theorem). It is also easy to see that the Laplace transform
of an L1 function is in L∞. However our functions are not L1 with respect
to t. Instead, we will make use of the simple fact that for a given function
g(t), its Laplace transform ĝ(p) satisfies
|ĝ(p)| ≤ 1
p
‖g‖L∞(0,∞) and |ĝ(p)| ≤
1√
2p
‖g‖L2(0,∞) (51)
for all p > 0.
Taking the Laplace Fourier transform of Equation (28) (with T = 1), we
obtain:
εαpf̂ ε − εαf̂0 + iεω′(k)ξf̂ ε = K(f̂ ε)− V f̂ ε
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which easily yields
f̂ ε(p, ξ, k) =
εα
εαp+ V (k) + iεω′(k)ξ
f̂0+
1
εαp+ V (k) + iεω′(k)ξ
K(f̂ ε). (52)
We recall that L(f) = K(f) − V f with K(f) = ∫ K(k, k′)f(k′) dk′. The
fact that
∫
L(f) dk = 0 and
∫
1
ω(k)L(f) dk = 0 for all f implies
V (k) =
∫
K(k′, k)dk′,
V (k)
ω(k)
=
∫
K(k′, k)
1
ω(k′)
dk′
Multiplying (52) by K(k′, k) and integrating with respect to k and k′,
we get∫
T
K(f̂ ε)(k′)dk′ =
∫
T
∫
T
εαK(k′, k)
εαp+ V (k) + iεω′(k)ξ
f̂0(ξ, k) dk dk
′
+
∫
T
∫
T
K(k′, k)
εαp+ V (k) + iεω′(k)ξ
K(f̂ ε)(k) dk dk′
=
∫
T
εαV (k)
εαp+ V (k) + iεω′(k)ξ
f̂0(ξ, k) dk
+
∫
T
V (k)
εαp+ V (k) + iεω′(k)ξ
K(f̂ ε)(k) dk.
We deduce
0 =
∫
T
V (k)
εαp+ V (k) + iεω′(k)ξ
f̂0(ξ, k) dk
+ ε−α
∫
T
(
V (k)
εαp+ V (k) + iεω′(k)ξ
− 1
)
K(f̂ ε)(k) dk. (53)
Similarly, multiplying (52) by K(k′, k) ε
3
5
ω(k′) , and we get:
0 = ε
3
5
∫
T
V (k)
εαp+ V (k) + iεω′(k)ξ
f̂0(ξ, k)
ω(k)
dk
+ ε−αε
3
5
∫
T
(
V (k)
εαp+ V (k) + iεω′(k)ξ
− 1
)
K(f̂ ε)(k)
ω(k)
dk. (54)
Next, we write
K(f̂ ε) = K(Π(f̂ ε)) +K(f̂ ε −Π(f̂ ε)) = VΠ(f̂ ε) +K(f̂ ε −Π(f̂ ε))
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where we rewrite
Π(f̂ ε) = T̂ ε + ε3/5
1
ω(k)
Ŝε.
We can thus rewrite (53) as follows:
Fε1(f̂0) + aε1(p, ξ)T̂ ε(p, ξ) + aε2(p, ξ)Ŝε(p, ξ) +Rε1(p, ξ) = 0 (55)
and (54) as follows:
Fε2(f̂0) + aε2(p, ξ)T̂ ε(p, ξ) + aε3(p, ξ)Ŝε(p, ξ) +Rε2(p, ξ) = 0, (56)
where for α = 8/5, we have:
Fε1(f̂0) =
∫
T
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
f̂0(ξ, k) dk
Fε2(f̂0) = ε
3
5
∫
T
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
f̂0(ξ, k)
ω(k)
dk,
aε1(p, ξ) := ε
− 8
5
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
V (k) dk
aε2(p, ξ) := ε
− 8
5
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
ε
3
5V (k)
ω(k)
dk
= ε−1
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
V (k)
ω(k)
dk
aε3(p, ξ) := ε
−1
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
ε
3
5V (k)
ω(k)2
dk
and
Rε1(ξ, p) := ε
− 8
5
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
K(f̂ ε −Π(f̂ ε))(k) dk
Rε2(ξ, p) := ε
−1
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
1
ω(k)
K(f̂ ε −Π(f̂ ε))(k) dk
In order to prove the main theorem, we now need to pass to the limit
in (55) and (56). The following three propositions, which are proved in the
next section, give the necessary results for that.
First, we have the following limits for the terms involving the initial data:
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Proposition 6.3. The following limits hold for all P ≥ 0:
Fε1(f̂0)(ξ, p) −→
∫
T
f̂0(ξ, k) dk = T̂0(ξ) in L
2((0, P )× R)
Fε2(f̂0)(ξ, p) −→ 0 in L1((0, P )× R)
when ε→ 0.
Next, we pass to the limit in the symbol aεi (p, ξ):
Proposition 6.4. The following limits hold pointwise (p, ξ) ∈ (0,∞) × R
and strongly in Lploc((0,∞)× R) for all p ∈ (1,∞):
aε1(p, ξ) −→ −p− κ1|ξ|
8
5 with κ1 =
6
5
(
pi
v0
)3/5 ∫ ∞
0
z3/5
z2 + 1
dz (57)
aε2(p, ξ) −→ −κ2|ξ| with κ2 =
6
5
∫ ∞
0
1
z2 + 1
dz (58)
aε3(p, ξ) −→ −κ3|ξ|
2
5 with κ3 =
6
5
(v0
pi
)3/5 ∫ ∞
0
z−3/5
z2 + 1
dz (59)
Furthermore, aε1, a
ε
2, a
ε
3 ∈ L∞loc((0,∞)× R) uniformly with respect to ε.
Finally, we need to show that the remainder terms, involving f ε−Π(f ε),
go to zero:
Proposition 6.5. For all 0 < a < P and K > 0, we have
Rεi → 0 in L2((a, P )× (−K,K))
as ε→ 0 for i = 1, 2.
Proof of Theorem 4.1. We are now ready to prove Theorem 4.1. First, using
Proposition 6.1, we see that up to a subsequence, T ε(t, x) converges weakly
to T (t, x) in L2((0, τ)×R) for all τ (the uniqueness of the limit will give the
convergence of the whole sequence).
Next, for a given test function ϕ(p, ξ) in D((0,∞)× R), we then have∫ ∞
0
∫
R
T̂ ε(p, ξ)ϕ(p, ξ) dξ dp =
∫ ∞
0
∫
R
T ε(t, x)ϕ̂(t, x) dx dt (60)
where ϕ̂ ∈ L2((0,∞)× R). This last fact is the classical Parseval inequality
for the Fourier transform, while for the Laplace transform, it follows from
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Minkowski’s integral inequality:(∫ ∞
0
(∫ ∞
0
e−ptϕ(p) dp
)2
dt
)1/2
≤
∫ ∞
0
(∫ ∞
0
e−2pt dt
)1/2
ϕ(p) dp
≤
∫ ∞
0
1√
2p
ϕ(p) dp <∞.
Thus T̂ ε converges to T̂ in D′((0,∞) × R). Since T̂ ε is also bounded in
L2loc((0,∞) × R) (using (51)), we deduce that (up to another subsequence)
it converges weakly in L2loc((0,∞)× R) to T̂ .
In order to derive the equation satisfied by T̂ , we need to pass to the
limit in (55) and (56). However, we do not know that Sε (defined in (49)) is
bounded in some functional space. So we multiply equation (55) by aε3 and
(56) by aε2 and consider their difference, in order to get rid of the terms in
Ŝε:
0 = aε3(p, ξ)Fε1(f̂0) +
(
aε3(p, ξ)a
ε
1(p, ξ)− (aε2(p, ξ))2
)
T̂ ε(p, ξ)
+ aε3(p, ξ)R
ε
1(p, ξ)− aε2(p, ξ)Fε2(f̂0)− aε2(p, ξ)Rε2(p, ξ).
Using Proposition 6.4, Proposition 6.5 and Proposition 6.3, we can now pass
to the limit in this equation in D′((0,∞)× R) and deduce:
−κ3|ξ|2/5T̂0+
(
−κ3|ξ|2/5(−p− κ1|ξ|8/5)− κ22|ξ|2
)
T̂ = 0 in D′((0,∞)×R).
Furthermore, factorizing −κ3|ξ|2/5 in this last equation we get
−κ3|ξ|2/5
(
T̂0 − pT̂ − (κ1 − κ
2
2
κ3
)|ξ|8/5T̂
)
= 0 in D′((0,∞)× R).
This implies that the function
g(p, ξ) := T̂0 − pT̂ −
(
κ1 − κ
2
2
κ3
)
|ξ|8/5T̂ , (61)
which belongs to L2loc((0,∞)× R), satisfies
g(p, ξ) = 0 a.e. in (0,∞)× R
which gives (30)-(31).
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To complete the proof of Theorem 4.1, it remains to show that f ε con-
verges to T (t, x) (weakly in L∞((0,∞), L2(R× T))). Since f ε is bounded in
L∞(0,∞;L2(R×T), and in view of the expansion (50), it is enough to show
that ε3/5Sε converges to zero in some weak sense.
This follows from Proposition 4.2, the proof of which uses equation (56)
and some bounds from below on aε3(p, ξ) and will be detailed in Section 7.
We end this section by proving that the diffusion coefficient κ is indeed
positive:
Lemma 6.6. The coefficients κ1, κ2 and κ3 are such that
κ1 − κ
2
2
κ3
> 0.
Proof. Indeed, this is equivalent to
κ22 < κ1κ3
and using the explicit formula for κ1, κ2 and κ3, we see that this is equivalent
to (∫ ∞
0
1
1 + z2
dz
)2
<
∫ ∞
0
z3/5
1 + z2
dz
∫ ∞
0
z−3/5
1 + z2
dz
which is an immediate consequence of Ho¨lder inequality.
6.3 Proofs of the asymptotic results
We recall here that T denotes the torus R/Z and that ω(k) = | sin(pik)|.
Since the dispersion relation ω is degenerate at k = 0 ± n, it will be easier
in the computation below to work with k in the symmetric interval (−12 , 12)
(when working with the interval (0, 1), we have to deal with both endpoints
0 and 1). Note that the function ω is even in that interval and that
ω′(k) = sgn (k)pi cos(pik).
Finally, Proposition 5.2 implies:
Proposition 6.7. The function k 7→ V (k) is even and non-negative on
the interval (−12 , 12). Furthermore the function W (k) := V (k)|k|−5/3 for
k ∈ (−12 , 12) satisfies
lim
k→0
W (k) = w0 := v0pi
5/3
and
C−10 ≤W (k) ≤ C0
for some C0 > 0.
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Proof of Proposition 6.3. The first part of the proposition follows immedi-
ately from Lebesgue dominated convergence theorem, since∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ
∣∣∣∣∣ = V (k)√(
ε
8
5 p+ V (k)
)2
+ (εω′(k)ξ)2
≤ 1
and
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
−→ 1 as ε→ 0.
For the second part, we note that∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ
∣∣∣∣∣ ≤ V (k)ε 85 p+ V (k)
and so
|Fε2(f̂0)|(ξ, p) ≤ ε
3
5
∫
T
V (k)
ε
8
5 p+ V (k)
f̂0(ξ, k)
ω(k)
dk
≤ Cε 35 ||f̂0(ξ, ·)||L∞(T)
∫ 1/2
0
|k|2/3
ε
8
5 p+ |k|5/3
dk
≤ Cε 35 ||f̂0(ξ, ·)||L∞(T)(1 + | ln(ε
8
5 p)|) (62)
hence the result, since this last inequality implies (integrating with respect
to ξ and p)
||Fε2(f̂0)||L1((0,P )×R) ≤ Cε
3
5 ||f0||L∞(R×T)P (1 + | ln(ε
8
5P )|).
Proof of Proposition 6.4. First, we write
1− V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
=
ε
8
5 p+ iεω′(k)ξ
ε
8
5 p+ V (k) + iεω′(k)ξ
=
ε
8
5 p+ V (k)
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
ε
8
5 p
+
V iεω′(k)ξ
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
+
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
(63)
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Using the fact that V (k) = V (−k), ω′(−k) = −ω′(k), we deduce that
aε1(p, ξ) :=− p
∫ 1
2
− 1
2
ε
8
5 p+ V (k)
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k) dk
− ε− 85
∫ 1
2
− 1
2
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k) dk.
Dominated convergence immediately implies that the first term converges
to −p, so we only have to consider the term
dε(p, ξ) = ε−
8
5
∫ 1
2
− 1
2
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k) dk.
For some δ ∈ (0, 12), we write
dε(p, ξ) = dε1(p, ξ) + d
ε
2(p, ξ)
where
dε1(p, ξ) = ε
− 8
5
∫
k ∈ (− 1
2
, 1
2
)
|k| ≥ δ
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k) dk
≤ Cε− 85
∫
k ∈ (− 1
2
, 1
2
)
|k| ≥ δ
(εξ)2
V (k)
dk
≤ C(δ)|ξ|2ε 25
and
dε2(p, ξ) = ε
− 8
5
∫
|k|≤δ
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k) dk
= 2ε−
8
5
∫ δ
0
(εpi cos(pik)ξ)2
(ε
8
5 p+W (k)|k|5/3)2 + (εpi cos(pik)ξ)2
W (k)|k|5/3 dk
= 2ε−
8
5
∫ δ
0
(pi cos(pik))2
(ε
3
5
p
|ξ| +W (k)
|k|5/3
ε|ξ| )
2 + (pi cos(pik))2
W (k)|k|5/3 dk.
We now do the change of variable
w =
|k|5/3
ε|ξ| , dk =
3
5
(ε|ξ|)3/5w−2/5dw, (64)
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which yields
dε2(p, ξ) = 2ε
− 8
5
∫ δ5/3
ε|ξ|
0
zε(w)(
ε
3
5
p
|ξ| +W
ε(w)w
)2
+ zε(w)
W ε(w)ε|ξ|w3
5
(ε|ξ|)3/5w−2/5 dw
= |ξ|8/5 6
5
∫ δ5/3
ε|ξ|
0
zε(w)(
ε
3
5
p
|ξ| +W
ε(w)w
)2
+ zε(w)
W ε(w)w3/5 dw
where
zε(w) = (pi cos(pi(ε|ξ|w)3/5))2
W ε(w) = W ((ε|ξ|w)3/5).
In particular, the integrand converges pointwise (for all w and ξ), as ε goes
to zero, to
pi2
(w0w)
2 + pi2
w0w
3/5
and it is bounded by
pi2(
C−10 w
)2
+ (pi cos(piδ))2
C0w
3/5.
We deduce that
|dε2(p, ξ)| ≤ C|ξ|8/5
for some constant C and that
dε2(p, ξ) −→ |ξ|8/5
6
5
∫ ∞
0
pi2
(w0w)
2 + pi2
w0w
3/5 dw = κ1|ξ| 85
(recall that w0 = v0pi
5/3) which concludes the proof of the first part. Note
that we have also proved that
|aε1(p, ξ)| ≤ p+ Cε
2
5 |ξ|2 + C|ξ|8/5.
In particular, aε1(p, ξ) is bounded in L
∞
loc((0,∞) × R). Since it converges
pointwise, a classical argument shows that it also converges strongly in
Lploc((0,∞)× R) for all 0 < p <∞.
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The convergence of aε2 is proved similarly: Using (63), we find
aε2(p, ξ) :=− ε
3
5 p
∫ 1
2
− 1
2
ε
8
5 p+ V (k)
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)
dk
− ε−1
∫ 1
2
− 1
2
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)
dk.
The first term is bounded by
ε
3
5 p
∫ 1
2
− 1
2
1
ε
8
5 p+ V (k)
V (k)
ω(k)
dk
≤ Cε 35 p
∫ 1
2
0
1
ε
8
5 p+ C−10 k
5
3
k
2
3 dk
≤ Cε−1
∫ 1
2
0
1
1 + ε−
8
5 p−1k
5
3
k
2
3 dk
≤ Cε−1p ε 85
∫ Cε− 85 p−1
0
1
1 + w
dw
≤ Cp ε 35 ln(1 + Cε− 85 p−1)
and thus converges to zero as ε → 0 (here we used the change of variable
w = ε−
8
5 p−1k
5
3 ). For the second term the same decomposition of the integral
in the interval |k| ≤ δ and |k| ≥ δ. The integral in |k| ≥ δ is bounded by
C(δ)ε|ξ|2. For the integral in |k| ≤ δ, the change of variable (64) gives that
it is bounded by C|ξ| and converges to
|ξ|6
5
∫ ∞
0
pi2
(w0w)
2 + pi2
w0
pi
dw = κ2|ξ|.
Note that
|aε2(p, ξ)| ≤ Cp ε
3
5 ln(1 + Cε−
8
5 p−1) + C(δ)ε|ξ|2 + C|ξ| (65)
so aε2 ∈ L∞loc((0,∞) × R) implying, next to the pointwise convergence, the
Lploc((0,∞)× R) strong convergence for 0 < p <∞.
Finally, using (63), we find
aε3(p, ξ) :=− ε
6
5 p
∫ 1
2
− 1
2
ε
8
5 p+ V (k)
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
dk
− ε− 25
∫ 1
2
− 1
2
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
dk. (66)
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The first term is bounded by
ε
6
5 p
∫ 1
2
− 1
2
1
ε
8
5 p+ V (k)
V (k)
(ω(k))2
dk
≤ Cε 65 p
∫ 1
2
0
1
ε
8
5 p+ C−10 k
5
3
k−
1
3 dk
≤ Cε− 25
∫ 1
2
0
1
1 + ε−
8
5 p−1k
5
3
k−
1
3 dk
≤ Cε 2425 p 45
∫ Cε− 85 p−1
0
w−
3
5
1 + w
dw
≤ Cε 2425 p 45
∫ ∞
0
w−
3
5
1 + w
dw
and thus converges to zero as ε→ 0. For the second term, the same decom-
position of the integral in the interval |k| ≤ δ and |k| ≥ δ. The integral in
|k| ≥ δ is bounded by C(δ)ε8/5|ξ|. The integral in |k| ≤ δ, the change of
variable (64) gives that it is bounded by C|ξ|2/5 and converges to
|ξ| 25 6
5
∫ ∞
0
pi2
(w0w)
2 + pi2
w0
pi2
w−
3
5 dw = κ3|ξ| 25 .
Analogously as in the previous cases, we have that
|aε3(p, ξ)| ≤ Cε
24
25 p
4
5 + C(δ)ε8/5|ξ|+ C|ξ|2/5
so aε3 ∈ L∞loc((0,∞) × R) which, next to the pointwise convergence, implies
the Lploc((0,∞)× R) strong convergence p ∈ (0,∞).
It only remain to prove Proposition 6.5. For that we will require the
following lemma:
Lemma 6.8. For all η ∈ (0, 13 ], we have∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)(sin(pik))
1
3
−η dk
≤ C
[
(ε
8
5 p)
8
5 + (ε|ξ|) 95− 3η5 + (ε|ξ|)2
]
(67)
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and∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
≤ C
[
(ε
8
5 p)
3
5
(1−η) + (εξ)
3
5
(1−η) + (ε|ξ|)2
]
(68)
We note that when η = 13 (that is when we do not have the term
(sin(pik))
1
3
−η in the integral), then the integral behaves like ε
8
5 . As we will
see below, this would be just enough to show that the remainder term Rε1
is bounded, but not to show that it converges to zero. The improvement of
the norm of K given by (43) is thus essential here.
We first prove Proposition 6.5 (using Lemma 6.8), before giving the proof
of Lemma 6.8:
Proof of Proposition 6.5. Using (43), we get:
|Rε1(p, ξ)| = ε−
8
5
∣∣∣∣∣
∫
T
(
V (k)
ε
8
5 p+ V (k) + iεω′(k)ξ
− 1
)
K(f̂ ε −Π(f̂ ε))(k) dk
∣∣∣∣∣
≤ ε− 85
∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)(sin(pik))
1
3
−η dk
1/2
×
(∫
T
K(f̂ ε −Π(f̂ ε))2(sin(pik))− 13+ηV −1(k) dk
)1/2
≤ Cε− 85
∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)(sin(pik))
1
3
−η dk
1/2
×
(∫
T
(f̂ ε −Π(f̂ ε))2(sin(pik)) 13−ηV (k) dk
)1/2
and using (67), we deduce that for p < P and |ξ| ≤ K, we have
|Rε1(p, ξ)| ≤ C(P,K)ε−
8
5 ε
9−3η
10
(∫
T
(f̂ ε −Π(f̂ ε))2V (k) dk
)1/2
.
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For all 0 < a < P and K > 0, we deduce∫ P
a
∫ K
−K
|Rε1(p, ξ)|2 dξ dp ≤ C(P,K)ε−
16
5 ε
9−3η
5 ‖f̂ ε −Π(f̂ ε)‖2L∞((a,∞);L2V (T×R))
≤ C(P,K) 1
2a
ε
−7−3η
5 ‖f ε −Π(f ε)‖2L2((0,∞);L2V (T×R))
≤ C(a, P,K)ε−7−3η5 ε 85
≤ C(a, P,K)ε 1−3η5
where we have used (51).
Clearly, this implies Proposition 6.5 for i = 1.
Proceeding similarly, we have that
|Rε2(p, ξ)| ≤ Cε−1
(
(ε
8
5 p)
3
5
(1−η) + (εξ)
3
5
(1−η) + (ε|ξ|)2
)1/2
×
(∫
T
(f̂ ε −Π(f̂ ε))2V (k)dk
)1/2
(69)
and therefore∫ P
a
∫ K
−K
|Rε2(p, ξ)|2 dp dξ ≤ C(P,K)ε−2ε
3(1−η)
5 ‖(f̂ ε −Π(f̂ ε))‖2L∞((a,∞);L2V (T×R))
≤ C(a, P,K)ε−7−3η5 ‖f ε −Π(f ε)‖2L2((0,∞);L2V (T×R))
≤ C(a, P,K)ε 1−3η5 (70)
which converges to zero for any η ∈ (0, 13).
Proof of Lemma 6.8. We write:∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)(sin(pik))
1
3
−η dk
=
∫
T
∣∣∣∣∣ ε
8
5 p+ iεω′(k)ξ
ε
8
5 p+ V (k) + iεω′(k)ξ
∣∣∣∣∣
2
V (k)(sin(pik))
1
3
−η dk
=
∫
T
(ε
8
5 p)2 + (εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)(sin(pik))
1
3
−η dk
= I1 + I2
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where
I1 :=
∫
T
(ε
8
5 p)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)(sin(pik))
1
3
−η dk
≤ 2
∫ 1/2
0
(ε
8
5 p)2
(ε
8
5 p+ V (k))2
V (k)(sin(pik))
1
3
−η dk
≤ 2
∫ 1/2
0
(ε
8
5 p)2
(ε
8
5 p+ k5/3)2
k5/3 dk
(note we do not need to use the (sin(pik))
1
3
−η to control this term) and
I2 :=
∫
T
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)(sin(pik))
1
3
−η dk
≤ 2
∫ 1/4
0
(εω′(k)ξ)2
V (k)2 + (εω′(k)ξ)2
V (k) (sin(pik))
1
3
−η dk + 2
∫ 1/2
1/4
(εpiξ)2
V (k)
dk
≤ C
∫ 1/4
0
(εξ)2
k10/3 + (εξ)2
k2−η dk + Cε2|ξ|2
(here the (sin(pik))
1
3
−η is essential).
Using the change of variable w = k
5/3
ε8/5p
in I1 and w =
k5/3
εξ in I2, we find
I1 ≤ C(ε8/5p)8/5
∫ ∞
0
w3/5
(1 + w)2
dw
I2 ≤ C(εξ)9/5−3η/5
∫ ∞
0
w4/5−3η/5
1 + w2
dw + Cε2|ξ|2
where the integral in the right hand side are clearly finite (recall that η ∈
(0, 13). Inequality (67) follows.
We now proceed similarly to prove (68): First, we write∫
T
∣∣∣∣∣ V (k)ε 85 p+ V (k) + iεω′(k)ξ − 1
∣∣∣∣∣
2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
=
∫
T
(ε
8
5 p)2 + (εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
= I˜1 + I˜2
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where
I˜1 :=
∫
T
(ε
8
5 p)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
≤ 2
∫ 1/2
0
(ε
8
5 p)2
(ε
8
5 p+ V (k))2
V (k)
ω(k)2
(sin(pik))
1
3
−ηdk
≤ 2
∫ 1/2
0
(ε
8
5 p)2
(ε
8
5 p+ k5/3)2
k−η dk
and
I˜2 :=
∫
T
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
≤ 2
∫ 1/2
0
(εω′(k)ξ)2
V (k)2 + (εω′(k)ξ)2
V (k)
ω(k)2
(sin(pik))
1
3
−η dk
≤ 2
∫ 1/4
0
(εξ)2
k10/3 + (εξ)2
k−η dk + C(ε|ξ|)2
Using the change of variable w = k
5/3
ε8/5p
in I˜1 and w =
k5/3
εξ in I˜2, we find
I˜1 ≤ C(ε 85 p) 35 (1−η)
∫ ∞
0
w−3/5η
(1 + w)2
dw
I˜2 ≤ C(εξ) 35 (1−η)
∫ ∞
0
w−2/5−3η/5
1 + w2
dw + C(ε|ξ|)2
which yields (68).
7 Proof of Proposition 4.2
The proof of Proposition 4.2 relies on the following crucial bound:
Lemma 7.1. There exists a constant c such that for all K and for all ε
such that εK ≤ 1, the following lower bound holds
|aε3(p, ξ)| ≥ c ε
6
25 p
2
5 + c|ξ| 25 for 0 ≤ p ≤ K, |ξ| ≤ K. (71)
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Proof of Lemma 7.1. We recall that aε3(p, ξ) is given by (66). In particular,
we note that for all (p, ξ) 6= (0, 0), we have aε3(p, ξ) < 0. Furthermore, we
can write (using the fact that all the terms in (66) have the same sign):
−aε3(p, k) ≥ ε
6
5 p
∫ 1
4
0
ε
8
5 p+ V (k)
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
dk
+ ε−
2
5
∫ 1
4
0
(εω′(k)ξ)2
(ε
8
5 p+ V (k))2 + (εω′(k)ξ)2
V (k)
ω(k)2
dk.
Using the fact that for k ∈ (0, 1/4) we have C−10 |k|5/3 ≤ V (k) ≤ C0|k|5/3,
pi√
2
≤ ω′(k) ≤ pi and pi2k ≤ ω(k) ≤ pik, we obtain the following lower bound
(for some constant c > 0):
−aε3(p, k) ≥ c ε
6
5 p
∫ 1
4
0
|k|4/3
(ε
8
5 p+ C0|k|5/3)2 + (εpiξ)2
dk
+ c ε−
2
5
∫ 1
4
0
(εpiξ)2k−1/3
(ε
8
5 p+ C0|k|5/3)2 + (εpiξ)2
dk. (72)
From now on, we fix K and assume that 0 < p ≤ K and that |ξ| ≤ K.
We also assume that ε is such that εK ≤ 1. In order to establish (71), we
consider two cases, and in each case we use only one of the integrals in (72):
1. First, assume that p and ξ are such that
|ξ| ≤ ε 35 p. (73)
Then, using only the first integral in (72), we get (using (73)):
−aε3(p, k) ≥ c ε
6
5 p
∫ 1
4
0
|k|4/3
(ε
8
5 p+ C0|k|5/3)2 + (piε 85 p)2
dk
and the change of variable w = (ε
8
5 p)−
3
5k yields
−aε3(p, k) ≥ c ε
6
5 p
(ε
8
5 p)
7
5
(ε
8
5 p)2
∫ 1
4(ε
8
5 p)
3
5
0
|w|4/3
(1 + C0|w|5/3)2 + pi2
dw
and using the fact that ε
8
5 p ≤ 1, we deduce (for a different constant
c):
−aε3(p, k) ≥ c ε
6
25 p
2
5 .
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Finally, using (73), we also get
−aε3(p, k) ≥ c|ξ|
2
5
and so (71) holds in this case.
2. Next, we assume that p and ξ are such that
ε
3
5 p ≤ |ξ| (74)
and using only the second integral in (72), we get (using (74)):
−aε3(p, k) ≥ c ε−
2
5
∫ 1
4
0
(εpiξ)2k−1/3
(ε|ξ|+ C0|k|5/3)2 + (εpiξ)2
dk
and the change of variable w = (ε|ξ|)− 35k, yields:
−aε3(p, k) ≥ c ε−
2
5pi2
∫ 1
4(εξ)
3
5
0
(εξ)
2
5w−1/3
(1 + C0|w|5/3)2 + pi2
dw
≥ c|ξ| 25
(using the fact that ε|ξ| ≤ 1). Finally, using (74), we also get
−aε3(p, k) ≥ c ε
6
25 p
2
5
and so (71) holds also in this case.
Proof of Proposition 4.2. We use equation (56) to determine Ŝε:
Ŝε =
1
aε3
(
−Fε2(f̂0)−Rε2 − aε2T̂ ε
)
. (75)
Note that we can do this since aε3(p, ξ) < 0 as long as p and ξ are not
simultaneously zero.
We now need to show that we can pass to the limit in all the terms in the
right hand side. First, using Lemma 7.1 and the estimate (65), we deduce
that for a given K and for all ε ≤ K−1, we have
aε2(p, ξ)
aε3(p, ξ)
=
∣∣∣∣aε2(p, ξ)aε3(p, ξ)
∣∣∣∣ ≤ Cpε3/5 ln(1 + Cε−8/5p−1)
cε
6
25 p
2
5
+
Cε|ξ|2
c|ξ| 25
+
C|ξ|
c|ξ| 25
≤ Cp 35 ε 925 ln(1 + Cε−8/5p−1) + Cε|ξ| 85 + C|ξ| 35
≤ C(K)
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for all 0 ≤ p ≤ K and |ξ| ≤ K. Furthermore, this uniform bound, together
with Proposition 6.4 implies that
aε2(p, ξ)
aε3(p, ξ)
−→ κ2
κ3
|ξ|3/5
point-wise and in Lploc((0,∞)× R) strong.
Next, for ε sufficiently small we can use Lemma 7.1 along with the esti-
mates on Fε2(fˆ0) in (62) to conclude that
1
aε3
Fε2(fˆ0)→ 0 in D′((0,∞)× R).
Finally, we need to bound the quantity∣∣∣∣Rε2(p, ξ)aε3(p, ξ)
∣∣∣∣ .
For that, we fix 0 < a < P and for p ∈ (a, P ) and |ξ| ≤ K, estimate (69)
then implies
|Rε2(p, ξ)| ≤ Cε−1
(
ε
24
25
(1−η) + (εξ)
3
5
(1−η)
)1/2(∫
T
(f̂ ε −Π(f̂ ε))2V (k)dk
)1/2
≤
 Cε
−1ε
12
25
(1−η)
(∫
T(f̂
ε −Π(f̂ ε))2V (k)dk
)1/2
if |ξ| ≤ ε3/5
Cε−1(εξ)
3
10
(1−η)
(∫
T(f̂
ε −Π(f̂ ε))2V (k)dk
)1/2
if |ξ| ≥ ε3/5
and we are going to use the following consequence of Lemma 7.1:
−aε3(p, ξ) ≥
{
c(a)ε6/25 if |ξ| ≤ ε3/5
c|ξ|2/5 if |ξ| ≥ ε3/5
We deduce
∣∣∣∣Rε2(p, ξ)aε3(p, ξ)
∣∣∣∣ ≤
 Cε
−19−12η
25
(∫
T(f̂
ε −Π(f̂ ε))2V (k)dk
)1/2
if |ξ| ≤ ε3/5
Cε−1ε
3
10
(1−η)|ξ|−1−3η10
(∫
T(f̂
ε −Π(f̂ ε))2V (k)dk
)1/2
if |ξ| ≥ ε3/5
.
Finally, using the condition |ξ| ≥ ε3/5 in the second case, we deduce that∣∣∣∣Rε2(p, ξ)aε3(p, ξ)
∣∣∣∣ ≤ C(a, p,K)ε−19−12η25 (∫
T
(f̂ ε −Π(f̂ ε))2V (k)dk
)1/2
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for all p ∈ (a, P ) and |ξ| ≤ K.
We deduce(∫ P
a
∫ K
−K
∣∣∣∣Rε2(p, ξ)aε3(p, ξ)
∣∣∣∣2 dξ dp
)1/2
≤ C(a, P,K)ε−19−12η25 ‖(f̂ ε −Π(f̂ ε))‖L∞((a,∞);L2V (T×R))
≤ C(a, P,K)ε−19−12η25 ‖f ε −Π(f ε)‖L2((0,∞);L2V (T×R))
≤ C(a, P,K)ε 1−12η25
which goes to zero as ε→ 0.
We can now pass to the limit in (75) to conclude that
Ŝε −→ Ŝ = κ2
κ3
|ξ|3/5T̂ in D′((0,∞)× R)
which completes the proof of Proposition 4.2.
References
[1] N.B. Abdallah, A. Mellet, and M. Puel. Fractional diffusion limit for
collisional kinetic equations: a hilbert expansion approach. preprint,
2010.
[2] G Allaire and F Golse. Transport et diffusion. Lecture notes, Ecole
polytechnique (in French), 2013.
[3] Claude Bardos, Franc¸ois Golse, and David Levermore. Fluid dynamic
limits of kinetic equations. i. formal derivations. Journal of statistical
physics, 63(1-2):323–344, 1991.
[4] Giada Basile, Ce´dric Bernardin, and Stefano Olla. Momentum con-
serving model with anomalous thermal conductivity in low dimensional
systems. Physical review letters, 96(20):204303, 2006.
[5] Giada Basile, Ce´dric Bernardin, and Stefano Olla. Thermal conductiv-
ity for a momentum conservative model. Communications in Mathe-
matical Physics, 287(1):67–98, 2009.
[6] Giada Basile, Stefano Olla, and Herbert Spohn. Energy transport in
stochastically perturbed lattice dynamics. Archive for rational mechan-
ics and analysis, 195(1):171–203, 2010.
48
[7] Naoufel Ben Abdallah, Antoine Mellet, and Marjolaine Puel. Anoma-
lous diffusion limit for kinetic equations with degenerate collision fre-
quency. Math. Models Methods Appl. Sci., 21(11):2249–2262, 2011.
[8] GP Berman and FM Izrailev. The fermi–pasta–ulam problem: fifty
years of progress. Chaos: An Interdisciplinary Journal of Nonlinear
Science, 15(1):015104, 2005.
[9] C. Bernardin, P. Gonc¸alves, and M. Jara. 3/4 Fractional superdiffusion
of energy in a system of harmonic oscillators perturbed by a conserva-
tive noise. ArXiv e-prints, 2014.
[10] Federico Bonetto, Joel L Lebowitz, and Luc Rey-Bellet. Fourier’s law:
A challenge for theorists. arXiv preprint math-ph/0002052, 2000.
[11] Jean Bricmont and Antti Kupiainen. Approach to equilibrium for
the phonon boltzmann equation. Communications in Mathematical
Physics, 281(1):179–202, 2008.
[12] P. Debye. Vortra¨ge u¨ber die kinetische theorie der wa¨rme. Teubner,
1914.
[13] L. Delfini, S. Lepri, R. Livi, and A. Politi. Anomalous kinetics and
transport from 1d self-consistent mode- coupling theory. J. Stat. Mech.
Theory Exp., 2007.
[14] A. Gerschenfeld, B. Derrida, and J. L. Lebowitz. Anomalous Fourier’s
law and long range correlations in a 1D non-momentum conserving
mechanical model. J. Stat. Phys., 141(5):757–766, 2010.
[15] Sabine Hittmeir and Sara Merino-Aceituno. Kinetic derivation
of fractional stokes and stokes-fourier systems. arXiv preprint
arXiv:1408.6400, 2014.
[16] M. Jara, T. Komorowski, and S. Olla. Superdiffusion of energy in a
chain of harmonic oscillators with noise. ArXiv e-prints, 2014.
[17] Milton Jara, Tomasz Komorowski, and Stefano Olla. Limit theorems for
additive functionals of a Markov chain. Ann. Appl. Probab., 19(6):2270–
2300, 2009.
[18] S. Lepri, R. Livi, and A. Politi. Studies of thermal conductivity in
fermipastaulam-like lattices. Chaos, 15, 2005.
49
[19] Stefano Lepri, Roberto Livi, and Antonio Politi. Heat conduction in
chains of nonlinear oscillators. Phys. Rev. Lett., 78, 1997.
[20] Stefano Lepri, Roberto Livi, and Antonio Politi. Europhys. Lett., 43,
1998.
[21] Stefano Lepri, Roberto Livi, and Antonio Politi. Thermal conduction in
classical low-dimensional lattices. Physics Reports, 377(1):1–80, 2003.
[22] Stefano Lepri, Roberto Livi, and Antonio Politi. Universality of anoma-
lous one-dimensional heat conductivity. Physical Review, 68, 2003.
[23] Stefano Lepri, Roberto Livi, and Antonio Politi. Studies of thermal
conductivity in fermi–pasta–ulam-like lattices. Chaos: An Interdisci-
plinary Journal of Nonlinear Science, 15(1):015118, 2005.
[24] Jani Lukkarinen and Herbert Spohn. Anomalous energy transport in
the fpu-β chain. Communications on Pure and Applied Mathematics,
61(12):1753–1786, 2008.
[25] Antoine Mellet. Fractional diffusion limit for collisional kinetic equa-
tions: a moments method. Indiana Univ. Math. J., 59(4):1333–1360,
2010.
[26] Antoine Mellet, Ste´phane Mischler, and Cle´ment Mouhot. Fractional
diffusion limit for collisional kinetic equations. Arch. Ration. Mech.
Anal., 199(2):493–525, 2011.
[27] Clement Mouhot. Lecture notes: Mathematical topics in kinetic theory.
Chapter 4: The linear Boltzmann equation, 2013.
[28] O. Narayan and S. Ramaswamy. Anomalous heat conduction in one-
dimensional momentum-conserving systems. Phys. Rev. Lett., 89, 2002.
[29] Stefano Olla. Energy diffusion and superdiffusion in oscillators lattice
networks. In New Trends in Mathematical Physics, pages 539–547.
Springer, 2009.
[30] Rudolf Peierls. Zur kinetischen theorie der wa¨rmeleitung in kristallen.
Annalen der Physik, 395(8):1055–1101, 1929.
[31] Andrey Pereverzev. Fermi-Pasta-Ulam β lattice: Peierls equation and
anomalous heat conductivity. Phys. Rev. E (3), 68(5):056124, 6, 2003.
50
[32] Takashi Shimada, Teruyoshi Murakami, Satoshi Yukawa, Keiji Saito,
and Nobuyasu Ito. Simulational study on dimensionality dependence of
heat conduction. Journal of the Physical Society of Japan, 69(10):3150–
3153, 2000.
[33] Herbert Spohn. Collisional invariants for the phonon boltzmann equa-
tion. Journal of statistical physics, 124(5):1131–1135, 2006.
[34] Herbert Spohn. The phonon boltzmann equation, properties and link
to weakly anharmonic lattice dynamics. Journal of statistical physics,
124(2-4):1041–1104, 2006.
[35] Herbert Spohn. On the Boltzmann equation for weakly nonlinear wave
equations. In Boltzmann’s legacy, ESI Lect. Math. Phys., pages 145–
159. Eur. Math. Soc., Zu¨rich, 2008.
[36] Herbert Spohn. Nonlinear fluctuating hydrodynamics for anharmonic
chains. Journal of Statistical Physics, 154(5):1191–1227, 2014.
Antoine Mellet
University of Maryland
Department of Mathematics
College Park 20742
USA
e-mail: mellet@math.umd.edu
Sara Merino-Aceituno
University of Cambridge
DPMMS, Centre for Mathematical Sciences
Wilberforce Road, Cambridge CB3 0WA, UK
e-mail: s.merino-aceituno@maths.cam.ac.uk
51
