Modeling statistical regularity plays an essential role in illposed image processing problems. Recently, deep learning based methods have been presented to implicitly learn statistical representation of pixel distributions in natural images and leverage it as a constraint to facilitate subsequent tasks, such as color constancy and image dehazing. However, the existing CNN architecture is prone to variability and diversity of pixel intensity within and between local regions, which may result in inaccurate statistical representation. To address this problem, this paper presents a novel fully pointwise CNN architecture for modeling statistical regularities in natural images. Specifically, we propose to randomly shuffle the pixels in the origin images and leverage the shuffled image as input to make CNN more concerned with the statistical properties. Moreover, since the pixels in the shuffled image are independent identically distributed, we can replace all the large convolution kernels in CNN with point-wise (1 * 1) convolution kernels while maintaining the representation ability. Experimental results on two applications: color constancy and image dehazing, demonstrate the superiority of our proposed network over the existing architectures, i.e., using 1/10∼1/100 network parameters and computational cost while achieving comparable performance.
INTRODUCTION
Modeling statistical regularities is essential for natural image processing because of its impact on solving the ill-posed problem. Due to the complex, diverse and high-dimensional distributions of the pixels, it is still a challenging task to discover and model the statistical regularities in natural images.
One feasible solution is to assume the statistical regularities, which utilizes the prior knowledge about the types of distributions that exist, and thus to design specialized algorithms for the subsequent tasks. For example, many color constancy algorithms work by assuming some regularities in the colors of natural objects viewed under canonical illumination, e.g., gray world [9] , gray edge [38] , and shades of gray [18] . Besides, by assuming that the surface shading and scene transmission are locally uncorrelated, most of single image dehazing methods are proposed based on various image priors, e.g., color attenuation [43] , dark channel [22, 23] , haze line [5] and maximum reflectance prior [40] .
Another practicable approach is to learn the statistical regularities, which formulates regression models of how the pixels are distributed, and adapts the model parameters to fit the input images. Thus, the adapted model parameters indeed reveal the statistics of the pixels, while the internal representations of models reflect the individual pixel patterns. This approach makes minimal assumptions on the pixel distributions and results in more general representations [30] .
Recently, deep learning has made much success in natural image processing problems like image denoising [10, 39] , super-resolution [15] and the most relevant ones with statistical regularities, e.g. color constancy [35] and image dehazing [11]. The hierarchical neural network representations of deep learning can make the regression task much simpler, and learn the sub-models of regularities and their corresponding active regions jointly. Building convolutional neural networks (CNNs) with better representation ability become popular in the development of major image processing methods.
However, the existing CNN architectures are more concerned with the local structural features caused by the variability and diversity of pixel intensity within and between local regions. These structural features might provide discriminative cues for visual recognition. However, the inconsistency between the structural features of local patch will introduce interferences into formulating a unified representation of statistical regularities. Moreover, to achieve better modeling capacity, the existing deep learning methods tend to pursuit a deeper and larger CNN. For example, the powerful CNNs for image processing tasks usually have dozens of layers and hundreds of channels [27, 35, 41] , thus resulting in millions of network parameters. This leads to a high computational cost, which limits its wide range of applications.
In this paper, we present a novel fully point-wise CNN architecture for modeling statistical regularities in natural images. We find that, shuffling the pixels in an image patch does not change their statistics while destroying the spatial structures. Inspired by this observation, we propose to use the shuffled image as input of CNN in order to facilitate the modeling of statistical properties. We show that, since the pixels in the shuffled image are independent identically distributed (i.i.d.), the statistical regularities of the original input image are, i) well preserved in the obtained pixel ensembles, and ii) able to be represented by using 1 * 1 (point-wise) convolution kernels instead of * convolution kernels. Accordingly, we propose a novel CNN architecture consisting of fully point-wise convolution units. This network can greatly reduce the network complexity while maintaining representation capability. Compared with the existing CNN architecture for image processing applications, our proposed architecture is lightweight, compact and resisting to overfitting.
A typical example of our proposed network performing on color constancy application is shown in Fig. 1 . As can be seen, statistics of color cast are well preserved in the shuffled image, and more easily to be represented by our proposed fully point-wise CNN. As revealed in Fig. 1 (c) and (d), the statistical regularity is implicitly modeled by sampling important pixels according to the neuron activations. Then the regularity is leveraged to achieve an efficient estimate of the color cast, determining a global color constancy result. Various experimental results further demonstrate the superiority of our proposed network over the existing architectures.
The main contribution is that, to the best of our knowledge, we are the first to propose a fully point-wise CNN architecture for modeling statistical regularities in natural images. We present a pixel shuffling strategy to make CNN more concerned with the statistical properties in the input images. Our proposed CNN architecture is lightweight, compact and resisting to overfitting. Generally, it only needs 1/10∼1/100 parameters and computational cost over the state-of-the-art networks while maintaining comparable accuracy.
RELATED WORK 2.1 Modeling statistical regularities
Modeling statistical regularities is an important topic in natural image processing. A comprehensive review about literatures in this topic is beyond the scope of this paper.
Here we choose the typical image enhancement applications that are most relevant with statistical regularities, i.e., color constancy and image dehazing, and present a brief review about these researches. Many image enhancement methods are based on imaging models, and usually described as the problem of inferring intermediate variables with physical sense, e.g., color cast and haze transmission, and then removing them from the input images. Since the problem is Session: FF-4 MM'18, October 22-26, 2018, Seoul, Republic of Korea ill-posed, it is often solved by enforcing statistical regularities on the intermediate variable. In general, the modeling methods can be divided into two categories: assuming some distributions of the pixels or learning some distributions of pixels from training data. One thing that these assumption or learning based models have in common is that they can all be formulated as the following regression problem: inferring a common variable for a set of candidate pixels (we call it as pixel-ensemble in this paper).
Specifically, for color constancy problem, since the illumination color is usually assumed to be global and consistent, the pixel-ensemble indeed includes all image pixels. Nearly all algorithms for this task work by assuming some distributions of the colors in the pixel-ensemble. For example, the gray world algorithm assumes that the average color of all pixels in intrinsic images is gray. Since then, various methods are proposed to generalize this idea by exploiting gradient information or generalized norms [2, 38] , modeling the distribution of color histograms [17] , or implicitly reasoning about the moments of colors using PCA [13] . Recently, some work further propose to learn the representation of the statistical regularity in the CNN framework [6, 27, 35] .
For image dehazing problem, the pixel-ensemble can be considered as a local image patch. Based the local constant/smoothness assumption, various methods have been proposed to learn or estimate a transmission value for each local patch [11, 22, 37] . For example, He et al. propose a powerful dark channel prior to directly estimate haze transmission and then remove the haze from the input image [22] . Tang et al. investigate four types of haze-relevant features with Random Forests to estimate the transmission [37] . Cai et al. apply a deep CNN framework to regress the transmission from the learning features [11] . Recently, Li et al. present an all-in-one CNN to estimate a transformed variable and consequently recover the dehazed image [31] .
In this paper, we propose a pixel shuffling strategy to make the statistical regularity more easily to be detected and more efficiently to be represented by a CNN. Specifically, for a pixel shuffled image, the pixel value tends to be independent identically distributed. It allows us to use an extremely efficient fully point-wise CNN to learn the representation of inherent statistical regularity.
PROPOSED METHOD 3.1 Problem Formulation
Many inverse problems in image processing can be formulated as follows:
where denotes the captured image, is the underlying ground truth image with which we are concerned, and is the latent variable which describes noises or other types of influence factors during the imaging process (e.g., color cast or haze transmission). Usually, given the observation , one need to estimate and , which is an ill-posed inverse problem. Different statistical methods have been proposed by enforcing statistical regularities on the unknown variables [5, 9, 18, 22, 38, 40, 43] and obtain the estimates by using MAP (Maximum A Posteriori) estimation. Mathematically, it can be formulated as:
The penultimate equality holds since and are usually assumed to be independent. The last equality holds since the denominator is always positive and does not depend on and . ( | , ) is the data likelihood. ( ) and ( ) are prior distributions over and , respectively. A common case is to estimate a constant from an image patch which depends on the statistics of pixels in it: = + , ∈ Ω. Ω denotes the index set of pixels in an image patch. If is independently and identically distributed, the data likelihood can be expressed as follows:
where (·) denotes the distribution function of . Therefore, one can estimate based on ML (Maximum Likelihood) or MAP by incorporating the prior distribution ( ). Mathematically, the estimate of can be expressed as a function of the observations:̂︀
where |Ω| denotes the cardinality of Ω.
It can be seen that the explicit form of the mapping (·) depends on two factors: 1) the prior distribution function (·), 2) the estimation method. The goal of this research is to propose a novel method based on deep neural network which can efficiently learn the mapping function (·) from the observation data by implicitly modelling the statistical regularities in natural images.
Motivation
Intuitively, shuffling the pixels in an image does not change their statistics while destroying their spatial structures. It leads to the idea of proposing a novel efficient CNN architecture to learn the statistical regularity from the shuffled image. Since the pixels in the shuffled image tend to be independent identically distributed, we can replace all the large convolution kernels in CNN with point-wise (1*1) convolution kernels while maintaining the representation ability. Moreover, this architecture reduces the risk of network overfitting since it has less parameters and the pixel shuffling strategy eliminates the interference of local structure properties.
Here we will present a brief proof that we can use point-wise (1 * 1) convolution kernel to replace large ( * ) convolution kernel. First, we denote the pixels from one shuffled image as a pixel-ensemble in this paper, i.e., where ( , , ) is a pixel from the shuffled image, is the number of image channels and Λ is the pixel index set. Pixels in can be seen as being sampled from the distribution (·) independently, i.e., they share the independent and identically distributed property (i.i.d.). Therefore, the mean value of pixels in any subset Λ of Λ is approximated to the mean value of on the ℎ channel, i.e., Fig. 2 shows two examples for color constancy and image dehazing, respectively. As can be seen, after the pixels of input image/patch are shuffled, the distribution of the generated pixel-ensemble satisfies i.i.d. and the statistics of each subblock are the same as those of the pixel-ensemble. Then, let us consider the exemplar network architecture where the input of shape (2 − 1) * (2 − 1) is first convolved by a × × kernel , and then pooled to be a single value. Without loss of generality, we assume the stride in convolution layer is 1. The output can be calculated as follows:
Here is the ℎ patch with the size of * in the input, and ( , , ) is the pixel located at ( , ) in the ℎ channel.
is the sum of the 2 pixels in and approximated as 2 according to Eq.(5). Thus, we have:
where denotes the sum of kernel weights for the ℎ channel. Substituting Eq.(5) into Eq.(7), we have:
As can be seen, given a pixel-ensemble as input, using a large * convolution kernel is equivalent to using a 1 * 1 convolution kernel, i.e., a network structure with less parameters has the same representation ability with its heavy counterpart. According to the Occam's razor principle, a simple model is preferred and resists to overfitting. Therefore, we can design a novel lightweight and efficient network accordingly.
Point-wise Convolution Units
In this part, we propose two novel point-wise convolution units, which can be used to specially design an efficient fully point-wise CNN architecture for modeling statistical regularity. We begin with a typical network structure as shown in Fig. 3(a) , where a convolution layer with * convolution kernels is followed by a pooling layer. According to Eq.(8), given the input as a pixel-ensemble, the * convolution can be replaced with the point-wise convolution.
To retain the size of receptive field, we enlarge the pooling size from * to ( + − 1) * ( + − 1), as shown in Fig. 3(b) .
In addition, a parallel structure including a point-wise convolution layer and a 3 * 3 convolution layer to extract multi-scale features [11, 33, 36] is shown in Fig. 3(c) . The extracted features are then concatenated and pooled. Note that the order of the concatenation layer and pooling layer is interchangeable without affecting the result. Similarly, the * convolution can be replaced with the point-wise convolution, which results in two parallel point-wise convolution layers, as shown in Fig. 3(d) . And the pooled features from two pooling layers with different pooling sizes are concatenated together.
Taking advantage of the point-wise convolution kernel, our proposed units have less parameters and can be computed efficiently. For example, given the input size * ℎ * and the output channels , the unit in Fig. 3 (a) requires 2 parameters, while our unit requires only parameters. In addition, the point-wise convolution is indeed a scalarmultiplication and an add-operation. Its implementations are more efficiently than the ones with large kernels. By stacking several point-wise convolution units together, we can construct a fully point-wise convolutional neural network (FPCNet). The detail and computational complexity of the explicit network architecture will be presented in Sect.4 since it depends on the specific tasks.
It is worth noting that though point-wise convolution has been used in several modern deep neural networks such as Inception [36] , ResNet [24] , MobileNet [26] and ShuffleNet [42] , the proposed one is totally different from theirs. Specifically, 1) the proposed architecture is a point-wise convolutional one without any large convolutional kernels. 2) The proposed architecture utilizing point-wise convolutions in a cascaded manner to aggregate the statistics, while they use it for feature dimension reduction or feature fusion in a 
APPLICATIONS
To evaluate the effectiveness of the proposed method, we employ it on two typical image enhancement applications, i.e., color constancy and image dehazing. They resemble some common problems in many image processing tasks, such as HDR compression [16] , low-light enhancement [21] , underwater image enhancement [32] and image defocus [12] , which need model the statistical regularities in the whole image or the local patch. For each of the mentioned applications, we perform ablation experiments and contrastive experiments on benchmarks against the state-of-the-art methods. In addition, we also propose a method for visual inspection on what the network has learned about the statistical regularities. All the experiments are conducted on the Nvidia Titan X GPUs, and the proposed networks are implemented in Caffe [28] .
Color constancy

Problem Formulation and Experiment
Settings. An image captured under color illumination is modeled as follows:
where is the RGB value of reflectance under canonical (often white) illumination and is the color cast. Same to [4, 27] , we treat the color cast to be a global constant and leave the non-uniform cases as the future work. Thus the color constancy problem can be formulated as estimating the color cast given an input image and then using it to recover the reflectance . As can be seen that by applying a logarithmic operation on both sides of Eq.(9), it shares the same form with Eq.(1). Hence, we can design a FPCNet to model the statistical regularity on the reflectance ( (·)) efficiently and learn an accurate mapping from to .
The evaluation of our color constancy method is performed on two benchmark datasets, i.e., the reprocessed [34] Color Checker Dataset [19] and the NUS 8-Camera Dataset [13] .
For Color Checker Dataset, we evaluate the proposed method using a three-fold cross-validation as in [4, 27] . Several standard metrics are reported based on the angular error including mean, median, tri-mean of all the errors, etc. For the NUS 8-Camera Dataset, 8 experiments (three-fold crossvalidation for each experiment) on the subset for each camera are conducted, and the geometric mean of each error metric is reported. The angular error between the estimated color cast ( ) and the ground truth ( ) is calculated as follows:
The settings of hyper-parameters during training are the same as [6] . If not specified, 128 pixel-ensembles are used for testing and median pooling is applied to the network outputs for the proposed method.
Ablation Experiments.
Here we present ablation experiments and evaluate the performance of our proposed method. Referring to [6] , we present the base network (BaseNet) as shown in Table 1 . Compared with [6] , the BaseNet has a fully CNN structure and three separated prediction sub-nets for RGB channels, respectively. Then, we design a novel fully point-wise CNN according to the proposed units in Sect.3.3 for color constancy (FPCNet-CC). The architectures and their numbers of parameters as well as computational complexity are shown in Table 1 . We use ReLU and MSE loss in the FPCNet-CC. It is trained in 200,000 iterations with a batch size of 128. The training cycle is about 80 minutes. We perform the ablation experiments on Color Checker Dataset and the results are listed in Table 2 . As in [6] and [35] , we first use the local patches as the input of the BaseNet. It achieves a mean angle error of 2.64, which is better than 3.07 in [6] . Then we use the pixel-ensemble generated by shuffling the image as the input of the BaseNet, the mean angle error is reduced to 2.40. It verifies that learning the statistics from the shuffled image is more efficient than the original one since it does not need to pay attention to the spatial structure any more. In the next, we use the same pixel-ensemble as the input for the proposed FPCNet-CC, the mean angle error is reduced to 2.22, with only 12.5% network parameters and 40% computational cost of BaseNet. It demonstrates that our proposed structure models the global statistics more efficiently and learns the mapping function more accurately than its counterpart, i.e., BaseNet. After using the edge pixels as the augmented data (Please refer the fourth equation of Eq.15 in [3] ), the mean angle error is further reduced to 2.06, which is close to the best result achieved by single network methods. Moreover, the results in terms of Worst-25% metric are significantly improved, which implies that the proposed method achieves a better performance on the hard samples.
To further demonstrate the modeling capacity of each structure, we present the corresponding error maps of BaseNet and FPCNet-CC for a given test image in Fig. 4(a) -(c). The angle errors of BaseNet are diverse while the angle errors of FPCNet-CC are uniform and small. To shed light on the difference, the response maps after the first level of convolutions in BaseNet and FPCNet-CC are extracted and shown in Fig. 4(d) and (e), respectively. As can be seen, pixels which have strong activations in BaseNet differ from patch to patch, and are affected by the non-uniform local statistics. As a contrast, FPCNet-CC can handle it well by using pixel-ensembles which show similar global statistics. Table 3 . For most metrics, FPCNet-CC achieves comparable results with the state-ofthe-art methods, e.g. FC4 [27] and FFCC [4] . Compared with the classical statistical prior based method, e.g., Gray-World [9] and 1st-order Gray-Edge [38] , FPCNet-CC outperforms them with a significant margin. It verifies that our proposed network which directly learns the statistics from data can model the statistical regularity more effectively than different kinds of ad-hoc statistical priors. Compared with learning based methods, especially CNN based methods, FPCNet-CC achieves comparable or better results with less parameters. Therefore, the proposed FPCNet-CC is promising to serve as an alternative light-weight solution for color constancy. Moreover, we also compare the computational efficiency with the previous methods. The results in terms of running time are listed in Table 3 . Our proposed FPCNet-CC is found to be 10x ∼ 100x faster than previous CNN based methods [6, 27, 35] . It processes a single image in 2.7ms, compared to 208ms for [6, 7] , 3s for [35] , and 25ms for [27] . This advantage is due to the fully point-wise convolutional structure, which can be implemented efficiently. Besides, as shown in Fig. 4(d) , the angle error map is uniform. It implies that we can use less pixel-ensembles instead of 128 to boost the computational efficiency by sacrificing a little accuracy.
Visual Inspection on the Learned Statistical Regularities.
To visually inspect what the proposed FPCNet-CC has learned about the statistical regularities, we propose a weighted histogram method based on neuron activations. First, we calculate the neuron activations of the first pooling layer by averaging the response maps across the feature channels. The neuron activation reflects the importance of each pixel contributing to the final prediction. Then, we re-project them onto the the original image according to the shuffle indexes of pixel-ensemble (The FPCNet has a good backtrace ability due to the point-wise convolution). One example is shown in Fig. 1(c) , where the pixel values are multiplied by the neuron activations. As can be seen, the most activated pixels include the bright pixels, white pixels, etc, which contain cues of the color cast. By re-projecting them onto the intrinsic image, we hope that those strongly activated pixels have good statistical property. Therefore, for all the re-projected intrinsic images in Color Checker Dataset, we calculate the weighted 2-dimension histogram by counting the accumulated weights(i.e., neuron activations) in each R/G and B/G grid. Ideally, the histogram should concentrate at the center (1,1) with small variance, such that one can estimate the color cast from the ratios between R (and B) channel to G channel according to Eq. (9) . The histograms of the proposed FPCNet-CC and its bird view are shown in Fig.5 (a)-(b). As can be seen, it concentrates on the center (1,1). Moreover, from the marginal histogram in Fig.5(c)-(d) , it is clear that the proposed FPCNet-CC is immune to the inherent distribution bias by sampling important pixels to form a more effective statistical regularity, which enables to estimate the color cast easily.
Image dehazing
Problem Formulation and Experiment Settings.
The formation of a hazy image can be described as follows:
where is the target clear image, is the haze transmission, is the atmosphere light. Under the local constant/smoothness assumption about , the image dehazing problem can be formulated as estimating a haze transmission at each local patch given an input hazy image and using it to recover the clear image . Usually, the atmosphere light is a global constant, thus we can rewrite Eq.(11) as:
It resembles the color constancy model (Eq.(9) ). Hence, we can design a FPCNet to model the statistical regularity on the the underlying clear image ( (·)) efficiently and learn an accurate mapping function from to . Since hazy images with ground truth transmissions are hard to collect, we build the synthesized hazy image dataset as in [11] . First, we collect 250 clear images and split them into non-overlapped train/test sets (200/50). Then, 30,000 hazefree patches are randomly sampled from them. A total of 300, 000 synthetic hazy image patches are generated according to Eq. (11) . Samples in the corresponding splits are used for training and testing, respectively. Here we present ablation experiments to design the network for image dehazing. We refer dehazenet [11] as our baseline and present a novel fully pointwise CNN according to the proposed units in Sect. 3.3 for dehazing (FPCNet-DH). We insert a pooling layer before the multi-scale feature layers with stride 2 to reduce the computational complexity. Since max pooling is more efficient in preserving useful features than average pooling in practice, we use max pooling as our default setting. The architectures and their numbers of parameters as well as computational complexity are shown in Table 4 . We use BReLU after the last convolutional layer and MSE loss in the FPCNet-DH. The settings of hyper-parameters are the same as [11] .
To verify the modeling capacity of the proposed FPCNet-DH, we compare it with state-of-the-art methods according to the MSE of predicted transmission. As shown in Table  5 , FPCNet-DH achieves much better results than DCP [22] . Compared with the state-of-the-art (DehazeNet), the proposed FPCNet-DH achieves comparable results by using 3.5% network parameters and 2.62% computational cost. Then, we test the effectiveness of the proposed method on complete synthesized images. We synthesize hazy images based on the stereo images from Middlebury Stereo Datasets [25] by referring [11] . The PSNR and SSIM results of different methods are summarized in Table 6 . The proposed FPCNet-DH achieves better results than DCP and Dehazenet. 
Comparisons with
State-of-the-art Methods. We compare the proposed method with state-of-the-art methods including DCP [22] , dehazeNet [11] and AODNet [31] on outdoor real hazy images. Codes and models of these methods are provided by the authors. Figure 7 shows the visual inspection results on some challenging natural hazy images. As can be seen, our proposed FPCNet-DH achieves the most competitive visual results among all. It demonstrates the proposed FPCNet-DH has superior capacity of modeling the statistics in natural images, even for the challenging cases, such as the illumination variant regions and textureless regions. To compare the running time of different methods, we test them on the hazy images with a size of 640 * 480. All the networks are tested on Matlab platform with GPU acceleration. The proposed FPCNet-DH processes a single image in 3ms, while DehazeNet takes 466ms and AODNet takes 4.3ms. The proposed FPCNet-DH is the fastest due to its light-weight and fully point-wise convolutional structure.
Visual Inspection on the Learned Statistical Regularities.
We use the method in Sect. 4.1.4 to calculate the weighted histogram according to the neuron activations of the second max-pooling layer. Specifically, here we concern with the histogram of the minimal values of the , and channels, since it has a close relation to the transmission (By applying a minimum operation across channels on both sides of Eq.(12), one can easily obtain a mapping from to [22] ). We calculate the histograms on 100 clear images both for FPCNet-DH and DCP [22] . Results are shown in Fig. 7 . As can be seen, histogram of FPCNet-DH leans towards to small values more heavily than the one of DCP, and the corresponding cumulative distribution goes up much faster. In other word, the proposed FPCNet-DH forms a more effective statistical regularity by sampling important pixels. Consequently, it enables to learn a more accurate mapping from the hazy image to the haze transmission.
CONCLUSION
In this paper, we introduce a fully point-wise CNN (FPC-Net) method which uses point-wise convolutions in all convolutional layers instead of any large kernels. By using a pixel-ensemble as input which is generated by shuffling the original image, the proposed FPCNet can model the statistical regularities effectively. The comprehensive evaluations on color constancy and image dehazing demonstrate that our proposed FPCNet achieves the superior efficiency over the existing architectures while maintaining comparable accuracy. It is promising to be an alternative and complementary statistical method for solving various ill-posed problems.
The limitation of our proposed method is that it only captures the statistical distribution while misses the spatial structures in the pixel space. One feasible solution for this is to design a multi-branch network and take our proposed structures as one of them. Another solution is to connect our proposed structures to the network that extracts structural features, which directly models the statistical properties in the feature space. Due to the lightweight and compact properties, our proposed architecture is promising to work well in the two scenarios. We will it as the future work.
