We study a construction, which produces surfaces Y ⊂ IP 3 (C) with cusps. For example we obtain surfaces of degree six with 18, 24 or 27 three-divisible cusps. For sextic surfaces in a particular family of up to 30 cusps the codes of these sets of cusps are determined explicitly.
Introduction
The aim of this note is to give examples of algebraic surfaces in IP 3 (C) with cusps, and to determine the code of the set of these cusps.
Recall that a cusp (= singularity A 2 ) is a surface singularity given in (local analytic) coordinates x, y and z centered at the singularity by an equation
It is resolved by introducing two (−2)-curves. Let Y ⊂ IP 3 be an algebraic surface with n cusps P 1 , ..., P n ∈ Y . Let π : X → Y be its minimal desingularisation with E ′ ν , E ′′ ν the two (−2)-curves over P ν . The code of this set of cusps is the kernel of the IF 3 -linear morphism
A word (i 1 , ..., i n ) belongs to this code if and only if the class of the divisor i ν (E ′ ν − E ′′ ν ) is divisible by 3 in N S(X). Or equivalently: There is a cyclic triple cover of Y branched precisely over the points P ν with i ν = 0. Such a set of cusps is called 3-divisible [B, T] .
From
= −6 · number of ν with i ν = 0 it easily follows that the number n of cusps in a 3-divisible set is a multiple of 3. For the maximal number of 3-divisible cusps on a surface Y of given degree d there seems to be no better upper bound than the famous bounds of Miaoka [M] n ≤ 1 4
Suported by the DFG Schwerpunktprogramm "Global methods in complex geometry". or Varchenko [V] for the maximal number of cusps, 3-divisible or not. S.-L. Tan [T] shows that a surface of degree d with 3 ≤ d ≤ 5 can have only n three-divisible cusps with d 3 4 5 n 3 6 12, 15, 18
In the accompanying note [BR] we show that the minimal number of cusps in a 3-divisible set on a sextic surface is 18. It is not known whether there is a quintic surface with a 3-divisible set of 18 cusps, nor seems it to be known for which numbers n, 18 ≤ n ≤ 36, there is a sextic surface with n three-divisible cusps. Here we construct sextic surfaces with n = 18, 24 and 27 three-divisible cusps.
Notations and conventions: All varieties will be defined over the base-field C. As coefficient field for cohomology we usually use the field IF 3 with three elements. For brevity we denote it by IF.
Constructions

The direct construction
The basic idea for constructing surfaces Y ⊂ IP 3 with cusps is very simple: just globalize the local equation xy − z 3 = 0. This means the following: For fixed degree d = 6, 9, ..., divisible by 3, take polynomials s 1 , ..., s k and s of degrees
and consider the surface Y ⊂ IP 3 of degree d given by the equation
Let S 1 , ..., S k , S ⊂ IP 3 be the surfaces with equation s 1 = 0, ..., s k = 0, s = 0. A Bertini-typeargument shows that for general choice of these polynomials
, which then are cusps on the surface Y ;
• no four surfaces S i , S j , S m , S meet;
• the surface Y is smooth away from the cusps P ν at the intersections S i ∩ S j ∩ S.
The simplest examples of surfaces Y with n cusps obtained in this way are for d = 6 
The residual construction
The construction from section 1.1 produces only surfaces of degrees d divisible by 3. However in [BR] we observe:
• If Y ⊂ IP 3 is a quartic surface with 6 three-divisible cusps, then there is a residual quadric R,
• if Y ⊂ IP 3 is a quintic surface with 12 three-divisible cusps, then there is a residual plane R,
Here we use a residual surface R to construct surfaces with a set of 3-divisible cusps in degrees d not necessarily divisible by 3. The Bertini-type arguments for this 'residual construction' unfortunately are more sophisticated than the argument needed in section 1.1. So we restrict to the simplest case of the construction, which probably can be generalized in several ways. We start with
• a smooth residual surface R : r = 0 of degree b;
• k auxiliary polynomials r 1 , ..., r k of degrees c 1 , ..., c k with c 1 + ... + c k =: c such that the curves R i : r = r i = 0 on R are smooth and intersect transversally;
• surfaces S i :
• a degree-c surface S : s = 0 with s = r 1 · ... · r k + r · t.
Here we assume
Then always
vanishes on R. We are interested in the surface Y defined by the polynomial
of degree d = 3c − b when the polynomials t i , t of degrees d i − b and c − b are chosen generally. 1) Each polynomial s i vanishes along the curve R i to the first order, except for points, where t i = 0. For general choice of t i this does not happen at an intersection R i ∩ R j . And s i vanishes to the second order at points on R, where r i = t i = 0. So f vanishes on R i only at points with r i = r j = 0 or r i = t i = 0, and there to the first order. This shows that Y is smooth wherever it meets any curve R i .
2) The polynomials
.., t k , t varying form a linear system with base locus consisting of the finitely many points r = r i = r j = 0. At these points df = 0 by 1). So for general choice of t 1 , ..., t k , t the surface f = 0 is smooth at its intersection with R.
3) The polynomials s = r 1 · ... · r k + r · t with t vaying form a linear system with base locus R 1 ∪ ... ∪ R k . If t does not vanish at any intersection R i ∩ R j the there ds = 0. So for general choice of t the surface S is smooth. 4) For each i the polynomials s i = r 3 i + r · t i form a linear system with base locus R i . So for general choice of t i the surface S i : s i = 0 as well as the curve C i : s i = s = 0 is smooth outside of R. And for general choice of t i and t j the surfaces S i , S j , S intersect transversally outside of R.
5) The polynomials
form a linear system with base locus Y ∩ R, where Y is smooth by 2), and the curves s = s 2 = 0, ..., s = s k = 0. So for general choice of t 1 the surface s 1 · ... · s k − s 3 is smooth outside of S.
By 4) this differential is = 0 outside of R and away from the points in S i ∩ S j , j = i. Statements 1)-6) show that the surface Y : f = 0 is smooth away from the points in S i ∩ S j ∩ S = 0. By 4) the three surfaces S i , S j , S intersect transversally in these points, hence these points are cusps on Y .
Proof. By 4) we may take x = r i , y = r j , z = r as local coordinates. Since S : xyg(x, y, z) + zt = 0 with g(0, 0, 0) = 0 is smooth, we may eliminate z = −xyg/t. The intersection number then is the intersection number of the two curves
Altogether we found:
The residual construction with the degrees taken as above gives surfaces Y of degree d = 3c − b which are smooth but for
In the following table we give some examples.
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Codes
Denote by C i = R i ∪ B i the curve s i = s = 0. For general choice of the polynomials above, B i is smooth away from R. We have S i ∩ Y = B i , both the surfaces S i and Y touching along B i to the third order. Let π : X → Y be the minimal resolution of Y , obtained e.g. by blowing up IP 3 in the cusps P ν of Y . Over each cusp P ν it introduces two (−2)-curves E ′ ν and E ′′ ν . If P ν ∈ B i ∩ B j , then the proper transform D i of B i in X meets (transversally) exactly one of the two exceptional curves over P ν , while the proper transform D j of B j meets the other exceptional curve.
By abuse of notation we put
is divisible by 3. 
The extended code [E] is the kernel of
To avoid a clumsy notation we put
where the exceptional curves are ordered such that
For each i we then obtain a word
in the extended code.
Sextics
Here we determine the codes of the sextic surfaces Y given by the construction in section 1.1. We fix a partition d 1 , ..., d k of 6. An equation
will be called an equation of type d 1 , ..., d k . It will be called admissible, if
• Any three surfaces S i , S j , S meet transversally at 2 · d i · d j points. These points then are cusps on Y .
• There are no other singularities on Y but these cusps.
A Bertini-Argument shows that for each partition of 6 admissible equations of this type exist. Then they are dense in the family of all equations of a given type. All equations of a fixed type form an irreducible family. Hence all admissible equations of given type form a connected family. Each path f t , 0 ≤ t ≤ 1, with Proof. a) The lower bound n ≥ 18 for n three-divisible cusps on a sextic surface is proven in [BR, thm.1.1] .
b) It suffices to prove the assertion for c 1 , ...,
Consider the one-parameter-family of surfaces with equation
Define the surfaces T k : t k = 0 and T k+1 : t k+1 = 0. For all λ = 0, but finitely many, the equation is admissible of type d 1 , ..., d k . For all i, j ≤ k − 1 the cusps P µ ∈ S i ∩ S j ∩ S coincide. And for i ≤ k − 1 the cusps P ν on S i ∩ S k ∩ S converge for λ → 0 to cusps on
This shows that the code of type d 1 , ..., d k is the subcode of the code of type d 1 , ..., d k−1 , c k , c k+1 which consists of the words assigning the value 0 to the cusps in T k ∩T k+1 ∩S. c) Fix the quadric S : s := x 2 x 3 = 0 admitting the involution
which interchanges the two planes of S. Choose f 1 (x 0 , x 1 , x 2 ), ..., f k (x 0 , x 1 , x 2 ) of degrees i 1 , ..., i k such that all the curves C i : f i = 0 on the plane x 3 = 0 are smooth and intersect transversally, not on the line
The polynomials s i are I-invariant and define surfaces S i : s i = 0 meeting transversally on S. The surface s 1 · ... · s k − s 3 has cusps in the points on S where s i = s j = 0. Elsewhere it is smooth along its intersection with S. So by Bertini, for general λ the I-invariant surface of equation λ · s 1 · ... · s k = s 3 is smooth but for these points on S.
In the following table we give words, which by 1.3 belong to the extended code. A pair ij in the first row stands for the cusps in the intersection S i ∩ S j . For each type the number below ij is the number of cusps in the corresponding intersection. The words are specified by their values taken at these cusps. 
All words given in this table are linearly independent in E d 1 ...d k .
2.1 The case 1,1,1,1,1,1
We fix an involution I as in prop. 2.2 c) and order the cusps P ν such that I interchanges P ν and P 15+ν for ν = 1, ..., 15. This induces an involution on {1, ..., 30} and on IF 30 . The code C 1,1,1,1,1,1 ⊂ IF 30 is invariant under this involution. So it splits as a direct sum C + ⊕ C − with C + consisting of invariant words and C − of anti-invariant ones.
The symmetric group Σ 6 acts on the set of six planes S i by permutations. Such a permutation can be realized by a path in the space of all admissible equations. This shows that there is a Σ 6 -action on the code.
Proposition 2.3
The actions of I and Σ 6 can be chosen such that they commute.
Proof. As in prop. 2.2 consider the quadric S : x 2 · x 3 = 0 and the involution I : x 2 ↔ x 3 . Let P 1 , ..., P 15 be the cusps in the plane x 2 = 0 and let P 16 , ..., P 30 be their images in the plane x 3 = 0. So I(P ν ) = P 15+ν for ν = 1, ..., 15. Following a path in the space of admissible equations does not interchange cusps between the two planes. So Iσ(ν) = σI(ν) for all ν and σ ∈ Σ 6 . This is the assertion.
The cusps P 1 , ..., P 15 can be relabelled P i,j , i < j ≤ 6 such that
.., e 6 be canonical generators for IF 6 . Each word w i ∈ E 1,1,1,1,1,1 induces the word
For i < j the word
. Let e = e 1 + ... + e 6 ∈ IF 6 and U ⊂ IF 6 be the hyperplane of u = i u i e i with u i = 0. Notice e ∈ U .
Lemma 2.1 The words
Proof. Obviously the words u i,j belong to e ∧ U . This subspace has dimension 4. And it is easy to see that the four words u 1,2 , ..., u 1,5 are linearly independent.
We now put
Our main technical result is
This implies our main result: Proof. Recall C = C + ⊕ C − . Now C + = {(w, w), w ∈ B + }. By prop. 2.4 a) B + is generated by the words u i,j and therefore C + is generated by the w i − w j . And C − = {(w, −w), w ∈ B − }. Since B − ⊂ B + by prop. 2.4 b), for each word (w, −w) ∈ C − there is a word (w, w) ∈ C + . The word (w, w) − (w, −w) ∈ C 111111 has weight ≤ 15 < 18. So prop. 2.2 a) implies w = 0. We found C − = 0 and C 111111 = C + . Then E 111111 is generated by the words w i .
Each code B + , B − ⊂ Λ 2 (IF 6 ) has the following two properties:
1) All its words have length 0, 9, 12, or 15.
2) It is invariant under the action of Σ 6 induced from the permutations of coordinates in IF 6 .
Proposition 2.4 therefore follows from Proposition 2.5 Let V ⊂ Λ 2 (IF 6 ) be some code with the properties above. Then V ⊂ e ∧ U .
Proof. We abbreviate e ij = e i ∧ e j = −e ji for i < j. We proceed in several steps.
Step 1:
The involution (i, j) ∈ Σ 6 maps v onto
has length ≤ 8. By property 1) this word is 0 and v ik = v jk for all k.
Step 2: Given v = v ij e ij ∈ V consider u = v 12 u 12 +v 34 u 34 +v 56 u 56 ∈ e∧U . Then v ′ = v+u has the coefficients v ′ 12 = v ′ 34 = v ′ 56 = 0. By step 1 v ′ = a · (e 1 + e 2 ) ∧ (e 3 + e 4 ) + b · (e 1 + e 2 ) ∧ (e 5 + e 6 ) + c · (e 3 + e 4 ) ∧ (e 5 + e 6 ), a, b, c ∈ IF.
The assertion follows, if we show v ′ ∈ e ∧ U .
Step 3: We simplify the notation putting v ′ = v and have to show v ∈ e ∧ U . We apply symmetries from Σ 6 to obtain (13)(24)v = −a · (e 1 + e 2 ) ∧ (e 3 + e 4 ) + c · (e 1 + e 2 ) ∧ (e 4 + e 5 ) + b · (e 3 + e 4 ) ∧ (e 4 + e 5 ), (15)(26)v = −c · (e 1 + e 2 ) ∧ (e 3 + e 4 ) − b · (e 1 + e 2 ) ∧ (e 4 + e 5 ) − a · (e 3 + e 4 ) ∧ (e 4 + e 5 ).
From weight(v + (13)(24)v) ≤ 8 we conclude that b = −c and from weight(v + (15)(26)v) ≤ 8 that a = c. The word v = a · ((e 1 + e 2 ) ∧ (e 3 + e 4 ) − (e 3 + e 4 ) ∧ (e 5 + e 6 ) + (e 3 + e 4 ) ∧ (e 5 + e 6 )) = a · (e 3 + e 4 − e 1 − e 2 ) ∧ e therefore belongs to e ∧ U .
The other cases
By prop. 2.2 b) there are inclusions of extended codes. The following table shows these inclusions, the bottom row giving the dimensions of the codes generated by the words w i from the 
