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ON ORDER IDEALS OF MINUSCULE POSETS III: THE
CDE PROPERTY
DAVID B RUSH
Abstract. Recent work of Hopkins establishes that the lattice of order
ideals of a minuscule poset satisfies the coincidental down-degree expec-
tations property of Reiner, Tenner, and Yong. His approach appeals
to the classification of minuscule posets. A uniform proof is presented
herein.
The blueprint follows that of Rush and Wang in their uniform proof
that various cardinality statistics are homomesic on orbits of order ideals
of minuscule posets under the Fon-Der-Flaass action. The underpinning
remains the original insight of Rush and Shi into the structure of the
isomorphism between the weight lattice of a minuscule representation
of a complex simple Lie algebra and the lattice of order ideals of the
corresponding minuscule poset.
1. Introduction
Combinatorial phenomena first observed in products of two chains are
often subsequently seen to be present throughout a broader class of partially
ordered sets arising from the representation theory of Lie algebras. Since
2011, the author, in collaboration with his co-authors, has endeavored to
explain the ubiquity of these minuscule posets by providing uniform proofs
of several properties that hold for all minuscule posets.
In the first of this series [11], the author, together with Shi, proved uni-
formly that the Fon-Der-Flaass action on order ideals of a minuscule poset
obeys the cyclic sieving phenomenon of Reiner, Stanton, and White [9].
This generalized prior work of Fon-Der-Flaass [4], Stanley [14], and Striker–
Wiliams [18], who considered minuscule posets arising from Lie algebras of
types A and B.
In the sequel [12], the author, together with Wang, revisited the Fon-
Der-Flaass action on order ideals of a minuscule poset and proved uniformly
that the order ideal cardinality and antichain cardinality statistics exhibit
homomesy, as defined by Propp and Roby [8]. This generalized prior work of
Propp–Roby [8], who considered minuscule posets arising from Lie algebras
of type A, which are products of two chains.
This continuation adapts the techniques of [11] and [12] to prove uniformly
that the lattice of order ideals of a minuscule poset satisfies the coincidental
down-degree expectations (CDE) property, recently introduced by Reiner,
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Tenner, and Yong [10]. The special case of a product of two chains served
as the primary combinatorial result of Chan, Mart´ın, Pflueger, and i Bigas
[2] (who obtained it en route to an application in enumerative geometry).
That result — along with its generalization by Chan, Haddadan, Hopkins,
and Moci [3] — motivated the Reiner–Tenner–Yong [10] definition.
Reiner, Tenner, and Yong [10] also introduced a stronger incarnation
of the CDE property, which they called multichain-CDE (mCDE). They
demonstrated case-by-case that CDE extends to the lattice of order ideals
of all minuscule posets, and they conjectured the same for mCDE. Hopkins
[5] resolved their conjecture with the introduction of the toggle-CDE (tCDE)
property, stronger yet than mCDE, and a case-by-case proof for tCDE. We
offer a uniform proof of Hopkins’s result that connects the tCDE property
directly to the representation theory underlying the minuscule posets. This
constitutes a third consummation of the approach inaugurated in Rush–Shi
[11] and augmented in Rush–Wang [12], further testifying to our framework’s
ability to unearth algebraic explanations for (ostensible) combinatorial co-
incidences.
1.1. Toggling and the CDE properties. Let Q be a poset. The down-
degree of an element p ∈ Q is the number of elements in Q covered by p.
The CDE properties concern the expected value of the down-degree function
ddeg : Q→ R with respect to various probability distributions on Q.
Following Hopkins [5], we let uni denote the uniform distribution on Q.
Let Cmax denote the set of maximal chains of Q. Let maxchain denote the
distribution given by
P(p) :=
|{c ∈ Cmax : p ∈ c}|
|{(c, q) ∈ Cmax ×Q : q ∈ c}|
.
Definition 1.1. A poset Q satisfies the CDE property if E(uni; ddeg) =
E(maxchain; ddeg).
For nonnegative integers k, let Ck denote the set of k-chains of Q, and let
chain(k) denote the distribution given by
P(p) :=
|{c ∈ Ck : p ∈ c}|
|{(c, q) ∈ Ck ×Q : q ∈ c}|
.
If Q is a ranked poset with maximal rank r, then these distributions
interpolate between the distributions defined above, for uni = chain(0) and
maxchain = chain(r). This observation leads us to the stronger notion of
mCDE.
Definition 1.2. A ranked poset Q with maximal rank r satisfies the mCDE
property if E(uni; ddeg) = E(chain(k); ddeg) for all 1 ≤ k ≤ r.
SupposeQ is a distributive lattice, and let P be the poset of join-irreducible
elements of Q. Then Q coincides with J(P ) — the lattice of order ideals of
P , partially ordered by inclusion. In this case, Chan, Haddadan, Hopkins,
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and Modi [3] showed that the distributions chain(k) on Q exhibit toggle sym-
metry, which they defined to mean that each element in P is equally likely
to be eligible to be toggled in as eligible to be toggled out.
Toggles, so named by Striker and Williams [18], are local actions on or-
der ideals of posets. For p ∈ P and I ∈ J(P ), toggling I at p yields the
symmetric difference I△{p} if I△{p} ∈ J(P ) and returns I otherwise. We
write tp : J(P ) → J(P ) for the action of toggling at p, and we consider p
eligible to be toggled into I if tp(I) = I ∪ {p} and eligible to be toggled out
of I if tp(I) = I \{p}. To capture eligibility formally, we define the following
indicators:
T +p := 1tp(I)=I∪{p}
T −p := 1tp(I)=I\{p}
Tp := T
+
p − T
−
p
Definition 1.3. A probability distribution µ on a distributive lattice J(P )
is toggle-symmetric if E(µ;T +p ) = E(µ;T
−
p ) for all p ∈ P .
Hopkins’s tCDE property requires agreement in down-degree expectation
among all toggle-symmetric distributions.
Definition 1.4. A distributive lattice J(P ) satisfies the tCDE property if
E(uni; ddeg) = E(µ; ddeg) for all toggle-symmetric probability distributions
µ on J(P ).
We now state our main result before delving into the representation theory
from which we obtain our uniform proof.
Theorem 1.5. Let P be a minuscule poset. Then J(P ) satisfies the tCDE
property.
1.2. Minuscule Posets. Let g be a complex simple Lie algebra with Weyl
group W and weight lattice Λ. Let λ ∈ Λ be dominant, and let V λ be the
irreducible g-representation with highest weight λ. If W acts transitively
on the weights of V λ, we say that V λ is a minuscule g-representation with
minuscule weight λ. In this case, the restriction to Wλ of the partial order
on Λ opposite to the root order is a distributive lattice, and the poset of
join-irreducible elements Pλ is the minuscule poset for V
λ. Our first task is
to construct a map that captures the relationship J(Pλ) ∼=Wλ.
Note that if I ⋖ I ′ is a covering relation in J(Pλ), then there exists an
element p ∈ Pλ such that I
′ \ I = {p}, and toggling at p transitions back
and forth between I and I ′. Similarly, if µ⋖µ′ is a covering relation in Wλ,
then there exists a simple root α ∈ Λ such that µ − µ′ = α, and the simple
reflection sα ∈W interchanges µ and µ
′.
The minuscule heap for V λ appends to Pλ the assignment of a simple root
α(p) of g to each element p ∈ Pλ in order to identify each covering relation in
J(Pλ) with a counterpart in Wλ. By stipulating a simple reflection sα(p) to
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correspond to toggling at p for all p ∈ Pλ, we realize an explicit isomorphism
J(Pλ)
∼
−→Wλ.
Let I be an order ideal of Pλ, and let (p1, p2, . . . , pℓ) be a linear extension
of I. Then I = tpℓtpℓ−1 · · · tp1(∅), and we define
φ(I) := sα(pℓ)sα(pℓ−1) · · · sα(p1)(λ).
That φ : J(Pλ)→Wλ is a well-defined isomorphism is due to Stembridge
[15], who introduced the heap labeling. In Rush–Shi [11], it is shown that
the the action of each simple reflection sα actually corresponds under φ to
that of the sequence of toggles at all elements of Pλ to which the label α is
affixed. This lemma is the key to our work on minuscule posets.
Lemma 1.6 (Rush–Shi [11]). Let V be a minuscule g-representation with
minuscule weight λ, and let Pλ be the minuscule heap for V . Let α be
a simple root of g. Let tα :=
∏
p∈Pα
λ
tp. Then the following diagram is
commutative.
J(Pλ)
φ
→ Wλ
↓tα ↓sα
J(Pλ)
φ
→ Wλ
We reframe our main result as follows.
Theorem 1.7. Let V be a minuscule g-representation with minuscule weight
λ and minuscule heap Pλ. Suppose g is simply laced, and let Ω denote the
common length of the roots. Then Pλ satisfies the tCDE property, and, for
all toggle-symmetric distributions µ on J(Pλ),
E(µ; ddeg) = 2
(λ, λ)
Ω2
.(1.1)
Remark 1.8. Given a minuscule poset P , there exists a simply laced g for
which P arises as the minuscule poset of a minuscule g-representation. Hence
Theorem 1.7 indeed entails Theorem 1.5.
Our approach to the proof of Theorem 1.7 follows the Rush–Wang [12]
paradigm: express everything possible in terms of inner products of roots
and weights. A principal innovation of Rush–Wang [12] in this direction is a
formula for the number of elements in an order ideal I of a minuscule heap
Pλ labeled by a simple root α, which they denote by f
α(I).
For p ∈ Pλ and I ∈ J(Pλ), we find formulas that relate linear com-
binations of indicator values T +p (I) and T
−
p (I) to inner products and the
cardinalities fα(I). Incorporating the Rush–Wang [12] formula into our for-
mulas, we are ultimately able to show ddeg differs by a constant from a
particular combination of indicators, for which the expectation with respect
to any toggle-symmetric distribution is zero.
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1.3. Applications. We close the introduction with the observation that
our proof of Theorem 1.7 immediately results in a uniform proof that the
antichain cardinality statistic exhibits homomesy with respect to the Fon-
Der-Flaass action and gyration on order ideals of a minuscule poset. To
explain, we recall the definition of homomesy.
Definition 1.9. Let S be a finite set, and let τ : S → S be an action on S
of order m. A function f : S → R exhibits homomesy with respect to τ if
there exists a constant c ∈ R such that, for all x ∈ S, the following equality
holds:
1
m
m−1∑
i=0
f(τ i(x)) = c.
In this case, f is c-mesic with respect to τ .
The connection between tCDE and homomesy is spelled out in Hopkins
[5]. In brief, let P be a poset, and let Φ be an action on J(P ). The antichain
cardinality statistic on J(P ) is just the function ddeg : J(P )→ R. Suppose
that, for each Φ-orbit O ⊂ J(P ), the distribution supported uniformly on
O is toggle-symmetric. If J(P ) satisfies the tCDE property, then ddeg is
c-mesic with respect to Φ with c = E(uni; ddeg).
For ranked posets P (including all minuscule posets), a result of Striker
[17], as phrased by Chan, Haddadan, Hopkins, and Moci [3], is that the
distribution supported uniformly on a Φ-orbit O ⊂ J(P ) is toggle-symmetric
if Φ is the Fon-Der-Flaass action or gyration. Hence the antichain cardinality
statistic is c-mesic with respect to both actions with c = 2 (λ,λ)
Ω2
.
Thus, for the Fon-Der-Flaass action, we obtain an alternate uniform proof
of Theorem 1.4 of Rush–Wang [12], and we achieve a new result (and new
uniform proof) for gyration.
The rest of this article is organized as follows. In section 2, we review the
background on minuscule posets and minuscule heaps, and we restate the
Rush–Shi [11] lemma. In section 3, we state the Rush–Wang [12] formula
and derive our formulas. Then we show how Theorem 1.7 follows.
2. Minuscule Posets and Minuscule Heaps
This section is an overview of the background behind the minuscule posets
and their labeled incarnations, the minuscule heaps. Because we rely on the
same preliminaries as Rush and Wang [12], we content ourselves with a
summary of section 2 of [12], to which we refer the curious reader for a more
thorough treatment of the requisite material.
2.1. Minuscule Posets. Let g be a complex simple Lie algebra, and let h
be a choice of Cartan subalgebra. Let R ⊂ h∗ be the roots of g, and let h∗
R
be the real vector space generated by R. Recall that h∗
R
is equipped with an
inner product, which we denote by (·, ·), induced from the Killing form on
g via its restriction to h. Furthermore, R is a reduced root system for the
inner product space h∗
R
(cf. Kirillov [6], Theorem 7.3).
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For all α ∈ R, let α∨ := 2 α(α,α) be the coroot associated to α. Let
Π = {α1, α2, . . . , αt} be a choice of set of simple roots for R, and write
Π∨ := {α∨1 , α
∨
2 , . . . , α
∨
t } for the corresponding set of simple coroots. The
sets Π and Π∨ both constitute bases for h∗
R
, and we refer to the lattices Φ
and Φ∨ in h∗
R
generated over Z by Π and Π∨ as the root and coroot lattices,
respectively.
The weight lattice Λ, which comprises the weights of g, is the dual lat-
tice to the coroot lattice Φ∨. The basis corresponding to Π∨ is the set of
fundamental weights.
Definition 2.1. A functional λ ∈ h∗
R
is a weight of g if (λ, α∨i ) ∈ Z for all
1 ≤ i ≤ t.
Definition 2.2. A weight λ ∈ Λ is dominant if (λ, α∨i ) ≥ 0 for all 1 ≤ i ≤ t.
Definition 2.3. The fundamental weights ω1, ω2, . . . , ωt are defined by the
relations (ωi, α
∨
j ) = δij for 1 ≤ i, j ≤ t, where δij denotes the Kronecker
delta.
The dominant weights in Λ index the finite-dimensional irreducible rep-
resentations of g.
Theorem 2.4 (Kirillov [6], Corollary 8.24). For all λ ∈ Λ+, there exists a
finite-dimensional irreducible representation V λ of g with highest weight λ.
Furthermore, the map λ 7→ [V λ] defines a bijection between Λ+ and the set
of isomorphism classes of finite-dimensional irreducible g-representations.
Let V be a finite-dimensional irreducible representation of g. For all
µ ∈ Λ, the weight µ of g is a weight of V if the weight space associated to
µ, namely,
{v ∈ V : hv = µ(h)v ∀h ∈ h},
is nonzero. For all λ ∈ Λ+, we write Λλ ⊂ Λ for the (finite) subset comprising
the weights of V λ.
For all roots α ∈ R, let the reflection sα associated to α be the orthogonal
involution on h∗
R
given by λ 7→ λ − (λ, α∨)α. Recall that the Weyl group
W of g is the subgroup of O(h∗
R
) generated by the set of simple reflections
{si}
t
i=1, where si := sαi for all 1 ≤ i ≤ t. For all λ ∈ Λ
+, the action of W
on Λ restricts to an action on Λλ (cf. Kirillov [6], Theorem 8.8).
At last we come to the definition of a minuscule representation, which
underlies that of a minuscule poset.
Definition 2.5. Let λ be a dominant weight of g. Then V λ is minuscule
with minuscule weight λ if the action of W on Λλ is transitive.
The last ingredient in the definition of a minuscule poset is a partial
order on the weights Λλ. One choice, and that taken in Rush–Shi [11], is the
restriction to Λλ of the root order on Λ, viz., the transitive closure of the
relations µ ⋖ ν for µ, ν ∈ Λ satisfying ν − µ ∈ Π. Here, however, we follow
Proctor [7] and Rush–Wang [12], and opt for the opposite order on Λλ.
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Proposition 2.6. Let λ ∈ Λ+ such that the g-representation V λ is minus-
cule. Then Λλ is a distributive lattice.
Proof. See Proctor [7], Propositions 3.2 and 4.1. For a uniform proof, see
Stembridge [15], Theorems 6.1 and 7.1. 
Definition 2.7. Let V be a minuscule representation of g with minuscule
weight λ. The restriction of the partial order on Λλ to its join-irreducible
elements is the minuscule poset for V , which we denote by Pλ.
Definition 2.8. Let P be a poset. Then P is minuscule if there exists a
complex simple Lie algebra g and a dominant weight λ of g for which the
g-representation V λ is minuscule and P ∼= Pλ.
2.2. Minuscule Heaps. Suppose that λ is a dominant weight of g for which
V λ is minuscule. For all µ ∈ Λλ, we denote by Λ
µ
λ the restriction of the
partial order on Λλ to the set {ν ∈ Λλ : ν ≤ µ}. To realize an explicit
isomorphism J(Pλ) ∼= Λλ, we consider a family of labeled posets {Pλ,µ}µ∈Λλ ,
which we refer to as heaps.
What follows is a brief review of the theory of heaps in the context of
minuscule representations. Taken together, the results of Proctor [7], Stem-
bridge [15], and Stembridge [16] suffice to prove any claim in 2.10 - 2.18.
Stembridge’s proof of a slightly more general version of Theorem 2.19 is
paraphrased in Rush–Shi [11], but a cleaner proof of Theorem 2.19 itself,
specific to the minuscule setting, is carried out in Rush–Wang [12] via Propo-
sition 2.18.
Theorem 2.19 builds the explicit isomorphism J(Pλ) ∼= Λλ. Then Theo-
rem 2.21 presents the insight of Rush–Shi [11] into its inner workings.
Proposition 2.9 (Bourbaki [1], Exercise VI.I.24). Let µ ∈ Λλ. Then
(µ, α∨i ) ∈ {−1, 0, 1} for all 1 ≤ i ≤ t.
Proposition 2.10. Let µ ∈ Λλ. If µ ⋖ µ − αi is a covering relation, then
si(µ) = µ− αi.
Definition 2.11. Let w ∈ W . Then w is λ-minuscule if there exists a
reduced word w = siℓsiℓ−1 · · · si1 such that
λ⋖ si1λ⋖ · · ·⋖ (siℓsiℓ−1 · · · si1)λ = wλ
is a saturated chain in Λλ.
Proposition 2.12. Let w ∈W . If w is λ-minuscule and w = siℓsiℓ−1 · · · si1
is a reduced word, then
λ⋖ si1λ⋖ · · ·⋖ (siℓsiℓ−1 · · · si1)λ = wλ
is a saturated chain in Λλ.
Proposition 2.13. Let µ ∈ Λλ. Then there exists a unique λ-minuscule
element w ∈W such that wλ = µ. Furthermore, if
λ⋖ λ− αi1 ⋖ · · ·⋖ λ− αi1 − αi2 − · · · − αiℓ = µ
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is a saturated chain in Λλ, then siℓsiℓ−1 · · · si1 is a reduced word for w.
Definition 2.14. Let w ∈ W be λ-minuscule, and let w = siℓsiℓ−1 · · · si1
be a reduced word. The heap Pλ,(i1,i2,...,iℓ) associated to siℓsiℓ−1 · · · si1 is
the labeled set {1, 2, . . . , ℓ}, where ij is the label of the element j for all
1 ≤ j ≤ ℓ, equipped with the partial order arising as the transitive closure
of the relations j < j′ for all 1 ≤ j < j′ ≤ ℓ for which sij and sij′ do not
commute.
Proposition 2.15. Let w ∈ W be λ-minuscule, and let w = siℓsiℓ−1 · · · si1
be a reduced word. Let L
(
Pλ,(i1,i2,...,iℓ)
)
:= {A : A1 ⋖A2 ⋖ · · · ⋖Aℓ} be the
set of linear extensions of the heap Pλ,(i1,i2,...,iℓ). For all A ∈ L, let s(A) :=
siAℓ
siAℓ−1
· · · siA1 . Then {s(A)}A∈L(Pλ,(i1,i2,...,iℓ))
is the set of reduced words
for w in W .
Proposition 2.16. Let w ∈ W be λ-minuscule, and let w = siℓsiℓ−1 · · · si1
be a reduced word. In the heap Pλ,(i1,i2,...,iℓ), if ij = ik, then j < k or k < j.
Proposition 2.17. Let w ∈ W be λ-minuscule, and let siℓsiℓ−1 · · · si1 and
si′
ℓ
si′
ℓ−1
· · · si′1 be two reduced words for w. Then there exists a sequence of
commuting braid relations (viz., relations of the form spsq = sqsp for com-
muting simple reflections sp, sq) exchanging siℓsiℓ−1 · · · si1 and si′ℓsi
′
ℓ−1
· · · si′1 .
Proposition 2.18. Let w ∈ W be λ-minuscule, and let siℓsiℓ−1 · · · si1 and
si′
ℓ
si′
ℓ−1
· · · si′1 be two reduced words for w. Then there exists a unique per-
mutation σ ∈ Sℓ such that σ : {1, 2, . . . , ℓ} → {1, 2, . . . , ℓ} defines an iso-
morphism of heaps Pλ,(i1,i2,...,iℓ)
∼
−→ Pλ,(i′1,i′2,...,i′ℓ).
Theorem 2.19. Let µ ∈ Λλ. Given an order ideal I ∈ J(Pλ,µ), let AI
be a linear extension of I, and set φ(I) := s(AI)λ. Then φ defines an
isomorphism of posets J(Pλ,µ)
∼
−→ Λµλ.
Definition 2.20. Let V be a minuscule representation of g with minuscule
weight λ. The heap Pλ,w0λ, which we denote by Pλ, is the minuscule heap
for V .
Theorem 2.21 (Rush–Shi [11], Theorem 6.3). Let V be a minuscule rep-
resentation of g with minuscule weight λ, and let Pλ be the minuscule heap
for V . For all 1 ≤ i ≤ t, let P iλ ⊂ Pλ be the set of elements of Pλ labeled by
i, and let ti :=
∏
p∈P i
λ
tp. Then the following diagram is commutative.
J(Pλ)
φ
→ Λλ
↓ti ↓si
J(Pλ)
φ
→ Λλ
Remark 2.22. From Proposition 2.16, we see that P iλ is a totally ordered sub-
set of Pλ that contains no covering relations in Pλ. This observation, which
explains why the map ti is well-defined, is implicit not only to Theorem 2.21,
but also to our results in the next section.
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3. Proof of Theorem 1.7
In this section, we prove our main theorem. We begin with two lemmas.
The first is taken from Rush–Wang [12]. It expresses in terms of inner
products the number of elements with a common label in a heap order
ideal. Then the second lemma does the same for combinations of indicators
of toggle eligibility.
Lemma 3.1 (Rush–Wang [12], Lemma 3.4). Let V be a minuscule rep-
resentation of g with minuscule weight λ and minuscule heap Pλ. For all
1 ≤ i ≤ t, let P iλ ⊂ Pλ be the set of elements of Pλ labeled by i, and let
f i : J(Pλ)→ R be defined by I 7→ |I ∩ P
i
λ|. Then
f i(I) = 2
(λ, ωi)− (φ(I), ωi)
(αi, αi)
.
Lemma 3.2. Let V be a minuscule representation of g with minuscule
weight λ and minuscule heap Pλ. Write P
i
λ = {pi,1 < pi,2 < · · · < pi,k}.
Then the following two equalities hold.
k∑
j=1
Tpi,j(I) = (φ(I), α
∨
i ).(3.1)
k∑
j=1
(j − 1) · T +pi,j(I)− j · T
−
pi,j
(I) = f i(I)(φ(I), α∨i )(3.2)
Proof. Suppose that (φ(I), α∨i ) = 1. Then si(φ(I)) covers φ(I) in Λλ, so,
by Theorem 2.21, we see that ti(I) covers I in J(Pλ). Let j
′ = f i(I) + 1.
Then toggling I at pi,j′ yields I ∪ {pi,j′}, and toggling I at any pi,j′′ ∈ P
i
λ
for which j′′ 6= j′ returns I. Hence T +pi,j(I) = δj,j′, where δj,j′ denotes the
Kronecker delta, and T −pi,j(I) = 0 for all 1 ≤ j ≤ k.
To complete the proof, we recall from Proposition 2.9 that (φ(I), α∨i ) ∈
{−1, 0, 1}, and we note that the cases (φ(I), α∨i ) = 0 and (φ(I), α
∨
i ) are
handled by analogous reasoning. 
Our final lemma combines our first two.
Lemma 3.3. Let V be a minuscule representation of g with minuscule
weight λ and minuscule heap Pλ. Write P
i
λ = {pi,1 < pi,2 < · · · < pi,k}.
Define the function Xi : J(Pλ)→ R by
Xi :=
k∑
j=1
T −pi,j −

 k∑
j=1
(j − 1) · Tpi,j

+ 2 (λ, ωi)
(αi, αi)
k∑
j=1
Tpi,j .
Then
Xi(I) =
2
(αi, αi)
(φ(I), ωi)(φ(I), α
∨
i ).
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Proof.
Xi(I) =

 k∑
j=1
j · T −pi,j(I)− (j − 1) · T
+
pi,j
(I)

 + 2 (λ, ωi)
(αi, αi)

 k∑
j=1
Tpi,j(I)


= −f i(I)(φ(I), α∨i ) + 2
(λ, ωi)
(αi, αi)
(φ(I), α∨i )
=
(
2
(φ(I), ωi)− (λ, ωi)
(αi, αi)
+ 2
(λ, ωi)
(αi, αi)
)
(φ(I), α∨i )
=
2
(αi, αi)
(φ(I), ωi)(φ(I), α
∨
i ).

We proceed to the proof of Theorem 1.7. Note that
ddeg =
∑
p∈Pλ
T −p =
t∑
i=1
∑
p∈P i
λ
T −p .
Recall that if µ is a toggle-symmetric distribution on J(Pλ), then E(µ;Tp)
vanishes for all p ∈ Pλ. Thus, for all toggle-symmetric distributions µ on
J(Pλ), we see that E(µ; ddeg) = E(µ;
∑t
i=1Xi).
Now suppose g is simply laced, and let Ω denote the common length of
the roots of g. Then, for all I ∈ J(Pλ),
t∑
i=1
Xi(I) =
t∑
i=1
2
(αi, αi)
(φ(I), ωi)(φ(I), α
∨
i )
=
2
Ω2
(
φ(I),
t∑
i=1
(φ(I), ωi)α
∨
i
)
=
2
Ω2
(φ(I), φ(I)) = 2
(λ, λ)
Ω2
,
where the last equality holds because W is orthogonal and acts transitively
on Λλ. This completes the proof. 
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