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$EVWUDFW
In symbolic data analysis, we deal with the higher level objects, called “concepts.” In the framework, a dissimilar-
ity between two objects can be described as not only a single value, but also an interval, a fuzzy number, a histogram,
and so on. Various clustering and multidimensional scaling methods for such complex dissimilarity data, called sym-
bolic MDS and symbolic clustering, have been proposed. In most symbolic MDS methods, objects are represented by
regions in real space (e.g. hypersphere, hyperbox and, so on). Denœux and Masson (2000) proposed the hypersphere
and hyperbox model of MDS for interval dissimilarities. In the hypersphere (hyperbox) model, objects are described
by hyperspheres (hyperboxes) in real space. Moreover, Masson and Denœux (2002) proposed the MDS method for
fuzzy dissimilarities. In this method, an object is represented by nested hyperspheres which have a same center point.
This constraint is very strict condition and not unsatisfied in most cases.
In this paper, we derive a necessary and suﬃcient condition for that two hyperspheres are nested and propose a new
MDS model for dissimilarities described by percentile intervals. In our method, more general nested hyperspheres,
which are not necessary to have the same center point, are used for representing an object.
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 ,QWURGXFWLRQ
In classical data analysis, each object is represented as a point in Rp. The dissimilarity between two objects is
represented as a single value. The classical multidimensional scaling is a method for representing each object as a
point in low dimensional space, in such a way as to approximate the given dissimilarities between objects by the
distances between points. In symbolic data analysis, we deal with higher level objects, called “concepts”, and each
object is represented by a point, as well as an interval, a histogram, and a distribution in Rp. Therefore, more complex
dissimilarity data that exist between objects are introduced. The cell of these dissimilarity data between objects can
be described by not only a single value, but also an interval, a histogram, a distribution and, so on.
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For interval-valued dissimilarity data, Denœux and Masson (2000) proposed the hypersphere and hyperbox models
of MDS and use a gradient descent method for solving them. They also proposed the framework of MDS for interval
dissimilarities. They define the interval MDS as a method to represent each object as a region in low dimensional
space, in such a way as to approximate the given upper and lower dissimilarities between objects by the maximum
and minimum distances between regions. Groenen et al. (2006) proposed an improved algorithm based on iterative
majorization, called the “I-Scal,” for the hyperbox model. For the hypersphere model, Terada and Yadohisa (2010)
also proposed the I-Scal algorithm. The I-Scal algorithms guarantee that there will be an improvement in the solution
after each iteration of the algorithm, since these algorithms are based on the iterative majorization.
For histogram-valued (percentile-valued) dissimilarity data, Groenen and Winsberg (2006) proposed the “Hist-
Scal” algorithm, which is an extension of the hyperbox model I-Scal, in that it focuses on quantiles of histogram
dissimilarities. In the “Hist-Scal” algorithm, we assume that each object is represented by the nested hyperboxes which
have a same center point. For the I-Scal algorithm, the solution is guaranteed to improve after each iteration. However,
for the Hist-Scal algorithm, the solution does not always improve after each iteration since iterative majorization is
used in combination with the weighted monotone regression in each iteration. Terada and Yadohisa (2011) proposed
an improved algorithm, called “Percen-Scal” algorithm. This algorithm guarantees that there will be an improvement
in the solution after each iteration. These methods assume that each object is represented by the nested hyperboxes
which have a same center point. However, this assumption is very strict condition and not unsatisfied in most cases.
In this paper, we derive a necessary and suﬃcient condition for that two hyperspheres are nested and propose a
new MDS model, called “The nested hypersphere Model (Type II)”, which is suitable for percentile dissimilarities.
In our method, more general nested hyperspheres, which are not necessary to have a same center point, are used for
representing an object. Finally, we apply the proposal method to artificial data and compare the result of the proposal
model to that of the concentric nested hypersphere model (Masson and Denœu; 2000).
 7KH QHVWHG K\SHUVSKHUH 0RGHO 7\SH ,, DQG 6WUHVV )XQFWLRQ
In this paper, we assume that the percentile dissimilarity data ξ = (ξ0, ξ1, . . . , ξK) with q0%, q1%, . . . , qK%
quantiles, for a distribution of dissimilarities between two objects are given by
ξk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[ξLk11, ξUk11] [ξLk12, ξUk12] · · · [ξLk1n, ξUk1n]
[ξLk21, ξUk21] [ξLk22, ξUk22] · · · [ξLk2n, ξUk2n]
...
...
. . .
...
[ξLkn1, ξUkn1] [ξLkn2, ξUkn2] · · · [ξLknn, ξUknn]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k = 0, . . . , K), (1)
where 0 ≤ [ξLki j, ξUki j] (i, j = 1, . . . , n; k = 0, . . . , K) and [ξLki j, ξUki j] ⊆ [ξLli j, ξUli j] for k < l. In Hist-Scal, the self
dissimilarities are not given. Here, we assume that the self dissimilarities are given since we would like to deal with
the internal variation of objects.
2.1. The nested hypersphere Model (Type II) and dissimilarities
Masson and Denœu (2000) assume that each object is described by using nested hyperspheres that have the same
center points in Rp. We refer to this model as the nested hypersphere Model (Type I) in this paper. We define the
nested hypersphere Model (Type II) as the model that each object is described by using nested hyperspheres that
center points are not necessarily the same. Fig. 1 illustrates the relationships in terms of a dissimilarity between two
objects in the nested hypersphere Model (Type II) .
In Fig. 1, a object is represented by a set of the nested hyperspheres, where dLki j and dUki j are the lower and upper
distances between the kth hyperspheres of objects i and j. dCki j is the distance between the center points of the kth
hyperspheres of objects i and j. For the two kth hyperspheres of objects i and j, we can calculate the lower and upper
distances dLki j and d
U
ki j between these hyperspheres using the following formula (Denœu and Masson, 2000):
dLki j = max
{
0, dCki j − rki − rk j
}
and dUki j = d
C
ki j + rki + rk j
⎛⎜⎜⎜⎜⎜⎜⎜⎝dCki j =
√
p∑
s=1
(xkis − xk js)2
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,
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Figure 1: Relationships in terms of dissimilarity between objects i and j
where xki = (xki1, . . . , xkip) is a center point of the kth hypersphere with object i, and rki is a radii of the kth
hypersphere with object i. Let Xk = (xkis)n×p be a matrix whose rows represent the coordinates of the center point of
the kth hypersphere with each object and rk = (rik)n×p (k = 0, . . . , K) be a vector whose elements represent a radii
of the kth hypersphere with each objects. In this paper, we describe the lower and upper distances dLki j and dUki j using
dLi j(Xk, rk) and dUi j (Xk, rk), since the lower and upper distances dLki j and dUki j are considered to be functions of Xk and
rk (k = 0, · · · , K).
2.2. Stress function
In the nested hypersphere model (Type II), the objective of MDS for percentile dissimilarities is to represent each
object as the nested hyperspheres, in such a way as to approximate ξLki j and ξUki j using the lower and upper distances
dLki j and d
U
ki j between two kth hyperspheres of two set of nested hyperspheres in the least-square criteria. Therefore,
we estimate values for Xk and rk (k = 0, . . . , K) that minimize the following stress function:
σ2nsphII(X0, . . . , XK , r0, . . . , rK) =
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξLki j − dLi j(Xk, rk)
]2
+
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξUki j − dUi j (Xk, rk)
]2
subject to Rki ⊆ R(k+1)i (i = 1, . . . , n; k = 0, . . . , K − 1), (2)
where wi j ≥ 0 is a given weight and Rki is the region of the kth hypersphere of object i. Here, we can rewrite the
constraint condition of the stress function as the following formula (Fig. 2):
dCk(k+1)i + rki ≤ r(k+1)i (i = 1, . . . , n; k = 0, . . . , K − 1),
where dCkli =
√∑p
s=1(xkis − xlis)2. The nested hypersphere Model (Type II) MDS also can be written by following
formula:
σ2nsphII(X0, . . . , XK , r0, . . . , rK) =
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξLki j − dLi j(Xk, rk)
]2
+
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξUki j − dUi j (Xk, rk)
]2
subject to dCk(k+1)i + rki − r(k+1)i ≤ 0 (i = 1, . . . , n; k = 0, . . . , K − 1). (3)
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Figure 2: The constraint condition that two hyperspheres are nested
This optimization is considered as an inequality constraint optimization problem and can be replaced an unconstrained
problem by introducing the following exterior penalty function:
g(X0, . . . , XK , r0, . . . , rK) =
n∑
i=1
K−1∑
k=0
max
{
0, dCk(k+1)i + rki − r(k+1)i
}2
.
Therefore, we can get the solution of the nested hypersphere model (Type II) MDS by estimating Xk and rk (k =
0, . . . , K) that minimize the following stress function:
σ˜2nsphII(X0, . . . , XK , r0, . . . , rK)
=
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξLki j − dLi j(Xk, rk)
]2
+
K∑
k=0
n∑
i=1
n∑
j=i
wi j
[
ξUki j − dUi j (Xk, rk)
]2
+ λg(X0, . . . , XK , r0, . . . , rK), (4)
where λ is the penalty coeﬃcient. For rki > 0, we introduce the new parameter ρki satisfying rki = ρ2ki. Here, the
derivative of σ˜2
nsphII with respect to each parameter xli∗t, ρli∗ (i∗ = 1, . . . , n; l = 0, . . . , K; t = 1, . . . , p) is given by
following formula:
∂σ˜2
nsphII
∂xli∗t
=
∑
ji
[
2
{
dLi∗ j(Xl, ρl) − ξLli∗ j
} xli∗t − xl jt
‖xli∗ − xl j‖1[0, ∞)
(
‖xli∗ − xl j‖ − ρ2li∗ − ρ2l j
)
+ 2
{
dUi∗ j(Xl, ρl) − ξUli∗ j
} xli∗t − xl jt
‖xli∗ − xl j‖
]
+ 2 max
{
0, ‖x(l−1)i∗ − xli∗ ‖ + ρ2(l−1)i∗ − ρ2li∗
} xli∗t − x(l−1)i∗t
‖x(l−1)i∗ − xli∗ ‖
+ 2 max
{
0, ‖xli∗ − x(l+1)i∗ ‖ + ρ2li∗ − ρ2(l+1)i∗
} xli∗t − x(l+1)i∗t
‖xli∗ − x(l+1)i∗ ‖
∂σ˜2
nsphII
∂ρli∗
=
∑
ji
[
−4
{
dLi∗ j(Xl, ρl) − ξLli∗ j
}
ρli∗1[0, ∞)
(
‖xli∗ − xl j‖ − ρ2li∗ − ρ2l j
)
+ 4
{
dUi∗ j(Xl, ρl) − ξUli∗ j
}
ρli∗
]
+ 8
{
dUi∗i∗ (Xl, ρl) − ξUli∗i∗
}
ρli∗ − 4 max
{
0, ‖x(l−1)i∗ − xli∗ ‖ + ρ2(l−1)i∗ − ρ2li∗
}
ρli∗
+ 4 max
{
0, ‖xli∗ − x(l+1)i∗ ‖ + ρ2li∗ − ρ2(l+1)i∗
}
ρli∗ .
We can estimate the parameters which minimize the σ˜2
nsphII by using a gradient descent method and the penalty
method. When we want to get a solution satisfying the constraint condition exactly, it should be better to use an
interior penalty function instead of the exterior one.
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 1XPHULFDO H[DPSOH
We apply the nested hypersphere model (Type I and Type II) MDS for the following ideal artificial percentile-
valued dissimilarity data:
ξ0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[00.00, 07.85]
[32.92, 45.30] [00.00, 4.53]
[33.37, 45.27] [36.00, 44.52] [00.00, 04.04]
[04.78, 17.28] [27.76, 36.94] [39.52, 48.22] [00.00, 04.66]
[15.69, 30.78] [10.51, 22.28] [26.13, 37.41] [12.90, 24.80] [00.00, 07.24]
[08.79, 24.12] [31.59, 43.60] [17.60, 29.12] [17.66, 29.79] [14.63, 29.35] [00.00, 07.48]
[21.40, 35.30] [43.23, 53.82] [14.86, 24.96] [31.73, 42.45] [27.66, 40.95] [06.93, 20.46] [00.00, 06.06]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ξ1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[00.00, 10.15]
[30.93, 48.54] [00.00, 07.46]
[33.4, 47.02] [31.31, 47.56] [00.00, 08.78]
[04.78, 21.33] [23.80, 38.95] [33.68, 50.15] [00.00, 07.69]
[15.69, 32.91] [08.97, 27.54] [19.26, 39.15] [07.97, 26.78] [00.00, 11.11]
[08.79, 27.22] [27.90, 46.37] [11.28, 31.20] [14.50, 33.20] [08.59, 30.72] [00.00, 11.01]
[21.40, 36.78] [40.11, 56.52] [10.23, 27.67] [28.26, 44.91] [22.03, 42.11] [03.25, 23.23] [00.00, 08.96]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ξ2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[00.00, 13.77]
[29.34, 53.42] [00.00, 10.31]
[25.65, 54.34] [26.28, 51.51] [00.00, 14.92]
[00.82, 24.58] [22.17, 42.47] [30.55, 55.46] [00.00, 09.99]
[08.09, 36.39] [07.75, 32.59] [14.21, 43.66] [04.84, 29.36] [00.00, 14.53]
[04.55, 31.46] [25.74, 49.20] [08.26, 36.32] [12.66, 35.79] [04.48, 32.15] [00.00, 13.14]
[15.27, 40.30] [38.77, 60.35] [09.08, 35.26] [26.26, 47.51] [18.64, 44.43] [01.40, 25.81] [00.00, 11.26]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Here, the convergence criterion ε = 0.00001 and the penalty coeﬃcient λ = 100. Fig. 3 shows the result of the
nested hypersphere model (Type I) MDS and stress value σ2
nsphII = 95.10. In this case, the nested hypersphere model
(Type I) is not appropriate since the stress value is not so good.
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Figure 3: The result of the nested hypersphere model (Type I) MDS for the artificial data
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On the other hand, Fig. 4 shows the result of the nested hypersphere model (Type II) MDS and stress value
σ˜2
nsphII = 1.19. In Fig. 4, each object is represented by the nested hyperspheres. We can get the good solution
satisfying the constraint condition by using the proposal method.
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Figure 4: The result of the nested hypersphere model (Type II) MDS for the artificial data
 &RQFOXVLRQ
We proposed the nested hypersphere model (Type II) MDS and apply this method to the ideal artificial data. This
method can give a more suitable representation than the nested hypersphere model (Type I) for percentile-valued
dissimilarity data. However, there are a few problems in the nested hypersphere model (Type II) MDS. We have
estimated the parameters by using a gradient descent method. Then, the convergence speed of the nested hypersphere
model (Type II) MDS is slow. Moreover, the hyperbox model is more expressive than the hypersphere model. We can
also propose the nested hyperbox model (Type II) MDS in a similar way. In the future work, we propose improved
algorithms for the nested hypersphere and hyperbox model (Type II) MDS, such as the Percen-Scal (Terada and
Yadohisa, 2011).
$FNQRZOHGJHPHQW
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