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Abstract
We provide global gradient estimates for solutions to a general type of nonlinear
parabolic equations, possibly in a Riemannian geometry setting.
Our result is new in comparison with the existing ones in the literature, in light
of the validity of the estimates in the global domain, and it detects several additional
regularity effects due to special parabolic data.
Moreover, our result comprises a large number of nonlinear sources treated by a
unified approach, and it recovers many classical results as special cases.
Keywords: Parabolic equations on Riemannian manifolds, Maximum Principle,
global gradient estimates.
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1 Introduction
The goal of this paper is to consider a general type of nonlinear parabolic equations,
possibly in a Riemannian geometry setting, and to provide new global gradient estimates.
The method that we use relies on the Maximum Principle, as developed by Cheng
and Yau in [6] and Hamilton in [12], and on suitable properties of the cut-off function
introduced by Li and Yau in [15], which are also the key tool for the classical gradient
estimates proved by Souplet and Zhang in [21].
Though several gradient estimate results have been obtained in different cases (see,
e.g., [2,5,8,9,13,14,16,17,23–28]), we provide here a general framework dealing, at once,
with various nonlinearities of interest (as a matter of fact, a number of classical and recent
results can be re-obtained as special cases of our general approach). Also, we will provide
“global” (rather than “local”) estimates that take into account the parabolic boundary
behavior, thus improving the estimates when the data of the equation are particularly
favorable.
We point out that the pointwise gradient estimates for parabolic equations have also a
natural counterpart for elliptic equations, see e.g. [1,4,7,10,11,18,20,22], and, in general,
pointwise gradient estimates based on Maximum Principles are a classical, yet still very
active, topic of investigation.
Now we introduce the mathematical framework in details. Let M be a Riemannian
manifold of dimension n > 2, with Ricci curvature denoted by Ric(M). In this article, we
will always suppose that the Ricci curvature of M is bounded from below, namely,
Ric(M) > −k, (1.1)
for some k ∈ R.
As customary, we also use the “positive part” notation
k+ := max{k, 0}.
The geodesic ball centered at x0 ∈M of radius R > 0 will be denoted by B(x0, R).
Given x0 ∈ M, R > 0, t0 ∈ R, and T > 0, we consider a classical parabolic equation
of the form
ut = ∆u+ S(x, t, u) in QR,T . (1.2)
In this setting u = u(x, t), with x ∈ B(x0, R) ⊂ M and t ∈ [t0 − T, t0], and we have used
the classical notation
QR,T := B(x0, R)× [t0 − T, t0].
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We will always suppose that
u(x, t) ∈ (0,M ] for all (x, t) ∈ QR,T , (1.3)
for some M > 0.
Also, in (1.2) we denote by S a nonlinear source for the equation, that we suppose to
be C1 in x and u, and continuous in t.
In this setting, we define
γ := sup
(x,t,u)∈QR,T×(0,M ]
∣∣∇S(x, t, u)∣∣
u
, (1.4)
where ∇ stands for the gradient with respect the components of the space variable x.
Following [21], it is also convenient to consider the auxiliary function
v(x, t) := ln
u(x, t)
M
. (1.5)
Furthermore, given k as in (1.1), we set
µ := sup
(x,t)∈QR,T
(
k + ∂uS(x, t, u)− S(x, t, u)
u
+
S(x, t, u)
u(1− v)
)
+
. (1.6)
Our main goal is to establish global gradient bounds for solutions of (1.2). Since these
bounds may degenerate near the parabolic boundary (e.g., if the initial or boundary data
are not regular enough), we exploit suitable cut-off functions. Specifically, given δ ∈ (0, T )
and ρ ∈ (0, R), we consider the functions
B1(x, t) := χB(x0,R−ρ)(x)χ[t0−T,t0−T+δ)(t),
B2(x, t) := χB(x0,R)\B(x0 ,R−ρ)(x)χ[t0−T+δ,t0](t),
B3(x, t) := χB(x0,R)\B(x0 ,R−ρ)(x)χ[t0−T,t0−T+δ)(t)
and I(x, t) := χB(x0,R−ρ)(x)χ[t0−T+δ,t0](t).
(1.7)
We point out that the functions B1, B2 and B3 are localized in a neighborhood of the
parabolic boundary (namely, B1 near the time-boundary but in the interior of the space-
boundary, B2 near the space-boundary but in the interior of the time-boundary, and B3
near the space- and time-boundary). Conversely, the function I is supported well-inside
the domain QR,T , and
B1 +B2 +B3 + I = χQR,T ,
hence the supports of these auxiliary functions can be seen as a partition of the domain
under consideration.
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Furthermore, recalling the notation in (1.4) and (1.6), we define
C := γ1/3 +
√
µ,
T :=
1√
δ
,
and S :=
1
ρ
+
1√
ρ(R − ρ) +
4
√
k+√
ρ
.
(1.8)
We notice that C, T and S are constants, depending on the nonlinearity, the geometry of
the manifold and the parameters R, ρ and δ.
Moreover, we set
τu := sup
x∈B(x0,R)
|∇u|
u(1− v)(x, t0 − T ),
and σu := sup
x∈∂B(x0,R)
t∈[t0−T,t0]
|∇u|
u(1− v)(x, t).
(1.9)
We remark that τu and σu are known-objects, once we know the parabolic boundary data
of u (in particular, both τu and σu are controlled by the supremum of
|∇u|
u(1−v)
over the
parabolic boundary of QR,T ).
The terms in (1.8) are the building blocks of our chief estimate, since they comprise the
different pointwise behavior of the solution, in different regions of the space-time domain.
More specifically:
• the term C is a “common” term in all the domain, produced by the nonlinearity S
and by the curvature of the ambient manifold,
• the term T is a localization term due to a cut-off function in the time variable,
• the term S is a localization term due to a cut-off function in the space variable.
Our strategy would then be to choose, in our chief estimate, the “best option” between
the boundary datum and the universal smoothing effect produced by the heat equation.
To this end, given a constant C > 0 (that will be taken conveniently large in the following
Theorem 1.1) we define
β1 := τu +min {σu, CS} ,
β2 := σu +min {τu, CT} ,
β3 := σu + τu,
and ι := min {σu + τu, σu + CT, τu + CS, C(T + S)} .
(1.10)
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We point out that the quantities in (1.10) are constants. In this framework, the term β1
will take care of the region of the domain in the interior of the space variable and near
the parabolic boundary in the time variable: such a term takes into account the initial
datum in time and, thanks to the spatially interior smoothing effect, takes the “best
possible choice” between the spatial boundary datum and the estimate produced by a
spatial cut-off.
Similarly, the term β2 in (1.10) will take care of the region of the domain in the interior
of the time variable and near the spatial boundary: such a term takes into account the
boundary datum in space and, thanks to the smoothing effect for positive times, takes the
“best possible choice” between the initial datum and the estimate produced by a cut-off
in the time variable.
The term β3 in (1.10) deals with the case of proximity to the boundary for both the
space and time variables, and clearly reflects the influence of the data on the whole of the
parabolic boundary.
Finally, the term ι in (1.10) considers the case of interior points, both in space and time:
in this case, one can take the “best possible choice” between the data along the parabolic
boundary and the universal smoothing effect of the heat equation in the interior of the
domain.
In view of these considerations, the coupling between the auxiliary functions and the
coefficients is encoded by the function
Z := β1B1 + β2B2 + β3B3 + ι I. (1.11)
With this notation, the main estimate of this paper goes as follows:
Theorem 1.1. Suppose that u is a solution of equation (1.2) satisfying (1.3).
Then, there exists C > 0, only depending on n, such that, for any δ ∈ (0, T ) and
ρ ∈ (0, R), we have that
|∇u(x, t)|
u(x, t)
6
(
CC+ Z(x, t)
) (
1 + ln
M
u(x, t)
)
for all (x, t) ∈ QR,T . (1.12)
We observe that the estimate in (1.12) is dimensionally coherent: indeed, taking the
time variable to have the same measure units of the square of the space variable, and S
to have the same units of u over the square of the space variables, we obtain that all
the terms in (1.12) have the units of the inverse of the space (for this, we recall that the
Ricci curvature scales like the inverse of the square of the space variable, see for instance
Example 8.5.5 on page 418 and Theorem 8.5.22 on page 427 in [19]).
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We provide the proof of Theorem 1.1 in Section 2. Then, in Section 3, we give some
specific applications of our general result, also showing how it comprises and improves
some classical and recent results from the literature.
2 Proof of Theorem 1.1
The proof of Theorem 1.1 relies on a general estimate, given in the forthcoming
Lemma 2.1. With that, one will obtain the desired claim in Theorem 1.1 by consid-
ering different regions, according to the cut-off functions, and exploiting the Maximum
Principle in the interior.
To this aim, we set
w :=
|∇v|2
(1− v)2 , (2.1)
and we have:
Lemma 2.1. Let u be as in Theorem 1.1, v be as in (1.5) and w be as in (2.1).
Then, in QR,T , it holds
∆w − wt
2
> (1− v)w2 + v 〈∇w,∇v〉
1− v −
γ |∇v|
(1− v)2 − µw,
where γ and µ are as in (1.4) and (1.6).
Proof. Recalling (1.3) and (1.5), we see that
v 6 0, (2.2)
and
vt =
ut
u
, ∇v = ∇u
u
and ∆v =
u∆u− |∇u|2
u2
. (2.3)
As a consequence, from (1.2), we have
vt =
∆u+ S(x, t, u)
u
=
u∆u− |∇u|2
u2
+
|∇u|2
u2
+
S(x, t, u)
u
= ∆v + |∇v|2 + S(x, t, u)
u
.
(2.4)
Now we observe that
∇w = ∇|∇v|
2
(1− v)2 + 2
|∇v|2∇v
(1− v)3 . (2.5)
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Moreover, we have that
div
(∇|∇v|2
(1− v)2
)
=
∆|∇v|2
(1− v)2 +
2〈∇|∇v|2,∇v〉
(1− v)3 . (2.6)
In addition,
div
( |∇v|2∇v
(1− v)3
)
=
〈∇|∇v|2,∇v〉
(1− v)3 +
|∇v|2∆v
(1− v)3 +
3|∇v|4
(1− v)4 .
From this, (2.5) and (2.6), we deduce that
∆w
=
∆|∇v|2
(1− v)2 +
2〈∇|∇v|2,∇v〉
(1− v)3 +
2〈∇|∇v|2,∇v〉
(1− v)3 +
2|∇v|2∆v
(1− v)3 +
6|∇v|4
(1− v)4
=
∆|∇v|2
(1− v)2 +
4〈∇|∇v|2,∇v〉
(1− v)3 +
2|∇v|2∆v
(1− v)3 +
6|∇v|4
(1− v)4 .
(2.7)
Moreover, using (2.4), we find that
wt =
2〈∇v,∇vt〉
(1− v)2 +
2|∇v|2vt
(1− v)3
=
2〈∇v,∇∆v〉
(1− v)2 +
2〈∇v,∇|∇v|2〉
(1− v)2 +
2
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
2|∇v|2∆v
(1− v)3 +
2|∇v|4
(1− v)3 +
2|∇v|2 S(x,t,u)
u
(1− v)3 .
This and (2.7), after the cancellation of one term, give that
∆w − wt = ∆|∇v|
2
(1− v)2 −
2〈∇v,∇∆v〉
(1− v)2 −
2〈∇v,∇|∇v|2〉
(1− v)2 −
2
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
4〈∇|∇v|2,∇v〉
(1− v)3 −
2|∇v|4
(1− v)3 −
2|∇v|2 S(x,t,u)
u
(1− v)3 +
6|∇v|4
(1− v)4 .
(2.8)
Now we recall the Bochner’s formula, according to which
∆
( |∇v|2
2
)
= 〈∇∆v,∇v〉+ |D2v|2 + Ric(∇v,∇v).
This and (1.1) entail that
∆|∇v|2 − 2〈∇∆v,∇v〉 = 2|D2v|2 + 2Ric(∇v,∇v)
> 2|D2v|2 − 2k |∇v|2.
8 C. Cavaterra, S. Dipierro, Z. Gao, and E. Valdinoci
Plugging this information in (2.8), we conclude that
∆w − wt > 2|D
2v|2 − 2k |∇v|2
(1− v)2 −
2〈∇v,∇|∇v|2〉
(1− v)2 −
2
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
4〈∇|∇v|2,∇v〉
(1− v)3 −
2|∇v|4
(1− v)3 −
2|∇v|2 S(x,t,u)
u
(1− v)3 +
6|∇v|4
(1− v)4 .
(2.9)
We also remark that
0 6
(〈∇|∇v|2,∇v〉
2|∇v|2 +
|∇v|2
1− v
)2
=
(〈∇|∇v|2,∇v〉
2|∇v|2
)2
+
〈∇|∇v|2,∇v〉
1− v +
|∇v|4
(1− v)2
=
(〈D2 v∇v,∇v〉
|∇v|2
)2
+
〈∇|∇v|2,∇v〉
1− v +
|∇v|4
(1− v)2
6 |D2v|2 + 〈∇|∇v|
2,∇v〉
1− v +
|∇v|4
(1− v)2 .
From this and (2.9), one finds that
∆w − wt > −2k |∇v|
2
(1− v)2 −
2〈∇v,∇|∇v|2〉
(1− v)2 −
2
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
2〈∇|∇v|2,∇v〉
(1− v)3 −
2|∇v|4
(1− v)3 −
2|∇v|2S(x,t,u)
u
(1− v)3 +
4|∇v|4
(1− v)4 .
(2.10)
Furthermore, in light of (2.5),
〈∇w,∇v〉 = 〈∇v,∇|∇v|
2〉
(1− v)2 +
2|∇v|4
(1− v)3 ,
and, as a result,
2〈∇w,∇v〉 = 2〈∇v,∇|∇v|
2〉
(1− v)2 +
4|∇v|4
(1− v)3
and
2〈∇w,∇v〉
1− v =
2〈∇v,∇|∇v|2〉
(1− v)3 +
4|∇v|4
(1− v)4 .
These identities, combined with (2.10), yield that
∆w − wt > −2k |∇v|
2
(1− v)2 −
2
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
2|∇v|4
(1− v)3 −
2|∇v|2S(x,t,u)
u
(1− v)3 − 2〈∇w,∇v〉+
2〈∇w,∇v〉
1− v .
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We rewrite this formula as
∆w − wt
2
> − k |∇v|
2
(1− v)2 −
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2
+
|∇v|4
(1− v)3 −
|∇v|2S(x,t,u)
u
(1− v)3 +
v 〈∇w,∇v〉
1− v .
As a result, recalling (2.1), we conclude that
∆w − wt
2
> −kw −
〈
∇v,∇
(
S(x,t,u)
u
)〉
(1− v)2 + (1− v)w
2 − wS(x, t, u)
(1− v)u +
v 〈∇w,∇v〉
1− v . (2.11)
We also exploit (2.3) to write that ∇u = u∇v, and accordingly
∇
(
S(x, t, u)
u
)
=
∇S(x, t, u)
u
+
∂uS(x, t, u)∇u
u
− S(x, t, u)∇u
u2
=
∇S(x, t, u)
u
+
(
∂uS(x, t, u)− S(x, t, u)
u
)
∇v.
Consequently,〈
∇v,∇S(x,t,u)
u
〉
(1− v)2 =
〈∇S(x, t, u),∇v〉
(1− v)2u +
(
∂uS(x, t, u)− S(x, t, u)
u
) |∇v|2
(1− v)2
=
〈∇S(x, t, u),∇v〉
(1− v)2u +
(
∂uS(x, t, u)− S(x, t, u)
u
)
w.
This, (1.4), (1.6) and (2.11) lead to
∆w − wt
2
> (1− v)w2 + v 〈∇w,∇v〉
1− v −
〈∇S(x, t, u),∇v〉
(1− v)2u
−
(
k + ∂uS(x, t, u)− S(x, t, u)
u
+
S(x, t, u)
(1− v)u
)
w
> (1− v)w2 + v 〈∇w,∇v〉
1− v −
〈∇S(x, t, u),∇v〉
(1− v)2u
−
(
k + ∂uS(x, t, u)− S(x, t, u)
u
+
S(x, t, u)
(1− v)u
)
+
w
> (1− v)w2 + v 〈∇w,∇v〉
1− v −
γ |∇v|
(1− v)2 − µw,
as desired.
In the proof of Theorem 1.1, we will exploit suitable cut-off functions. An important
property of these auxiliary functions lies in their precise detachment with respect to the
zero level set. The details of their construction are given in the following result:
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Lemma 2.2. Let a ∈ (0, 1), R > 0 and ρ ∈ (0, R). Then, there exists a decreasing
function ψ¯ ∈ C2(R, [0, 1]) such that
ψ¯(r) = 1 for all r ∈ [0, R− ρ], ψ¯(r) = 0 for all r > R, (2.12)
and, for every r > 0,
ρ|ψ¯′(r)|+ ρ2|ψ¯′′(r)| 6 C(ψ¯(r))a, (2.13)
for some C > 0, depending only on a.
Proof. We introduce an increasing function α ∈ C2(R, [0, 1]) such that:
α(t) = t
2
1−a for all t ∈ [0, 1/4],
α(t) = 1− (1− t)4 for all t ∈ [3/4, 1],
α(t) = 0 for all t < 0,
and α(t) = 1 for all t > 1.
(2.14)
Let also
[0,∞) ∋ r 7−→ ψ¯(r) := α
(
R − r
ρ
)
.
We observe that if r ∈ [0, R− ρ], then R−r
ρ
∈
[
1, R
ρ
]
, hence ψ¯(r) = 1. Similarly, if r > R,
then R−r
ρ
6 0 and thus ψ¯(r) = 0. These considerations establish (2.12).
Now, we prove (2.13). For this, in light of (2.12), it is enough to consider the case in
which r ∈ [R − ρ, R], since otherwise ψ¯′(r) = ψ¯′′(r) = 0. Now, when r ∈ [R − ρ, R], we
have that R−r
ρ
∈ [0, 1], and we distinguish two cases:
either
R − r
ρ
∈
[
0,
1
4
]
, (2.15)
or
R− r
ρ
∈
(
1
4
, 1
]
. (2.16)
Suppose first that (2.15) is satisfied. Then, ψ¯(r) = α
(
R−r
ρ
)
=
(
R−r
ρ
) 2
1−a
, and accordingly
ρ|ψ¯′(r)|+ ρ2|ψ¯′′(r)| = 2
1− a
(
R − r
ρ
) 1+a
1−a
+
2(1 + a)
(1− a)2
(
R− r
ρ
) 2a
1−a
=
[
2
1− a
R − r
ρ
+
2(1 + a)
(1− a)2
](
R − r
ρ
) 2a
1−a
6
[
1
2(1− a) +
2(1 + a)
(1− a)2
] (
ψ¯(r)
)a
.
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This proves (2.13) in this case, and we now suppose that (2.16) holds true. In this
situation, we exploit the monotonicity of α to see that
ψ¯(r) > α
(
1
4
)
=
(
1
4
) 2
1−a
.
As a consequence,
ρ|ψ¯′(r)|+ ρ2|ψ¯′′(r)| =
∣∣∣∣α′(R− rρ
)∣∣∣∣+ ∣∣∣∣α′′(R− rρ
)∣∣∣∣
6 2‖α‖C2(R) 6 2 4
2a
1−a ‖α‖C2(R)
(
ψ¯(r)
)a
.
This ends the proof of (2.13), as desired.
As a simple variant of Lemma 2.2, we also provide the details of an auxiliary cut-off
function in the time variable:
Lemma 2.3. Let t0 ∈ R and T > 0. Let a ∈ (0, 1) and δ ∈ (0, T ). Then, there exists an
increasing function φ ∈ C2(R, [0, 1]) such that
φ(t) = 0 for all t 6 t0 − T , and φ(t) = 1 for all t > t0 − T + δ, (2.17)
and, for every t ∈ R,
δ|φ′(t)| 6 C(φ(t)) 1+a2 , (2.18)
for some C > 0, depending only on a.
Proof. Let α be the function in (2.14) and define
φ(t) := α
(
t− t0 + T
δ
)
.
Then, if t 6 t0−T we have that t−t0+Tδ 6 0 and thus φ(t) = 0. Similarly, if t > t0−T + δ
then t−t0+T
δ
> 1 and therefore φ(t) = 1. This proves (2.17).
To check (2.18), we can suppose that t ∈ [t0 − T, t0 − T + δ] (otherwise φ′(t) and the
claim is obviously true). We distinguish two cases,
either t ∈
[
t0 − T, t0 − T + δ
4
]
(2.19)
or t ∈
[
t0 − T + δ
4
, t0 − T + δ
]
. (2.20)
If (2.19) holds true, we have that
φ(t) =
(
t− t0 + T
δ
) 2
1−a
,
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and therefore
|φ′(t)| = 2
(1− a)δ
(
t− t0 + T
δ
) 1+a
1−a
=
2
(1− a)δ
(
φ(t)
) 1+a
2 ,
giving (2.18) in this case.
If instead (2.20) holds true, we use the monotonicity of α to write that, for every t ∈[
t0 − T + δ4 , t0 − T + δ
]
,
φ(t) > α
(
1
4
)
=
1
4
2
1−a
,
and consequently
|φ′(t)| = 1
δ
∣∣∣∣α′( t− t0 + Tδ
)∣∣∣∣ 6 ‖α‖C1(R)δ 6 4
1+a
1−a‖α‖C1(R)
δ
(
φ(t)
) 1+a
2 ,
so that the proof of (2.18) is concluded.
To complete the proof of Theorem 1.1, we now distinguish four regimes, according to
the cut-off functions in (1.7). The estimates in each of these regimes will be dealt with in
the forthcoming Lemmata 2.4, 2.5, 2.6 and 2.7. To this end, it is also useful to point out
the identity (valid for all smooth and positive functions ψ),
∆(wψ)− (wψ)t
2
− 〈∇(wψ),∇ψ〉
ψ
=
(∆w − wt)ψ
2
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
. (2.21)
Hence, subtracting v 〈∇v,∇(wψ)〉
1−v
to both sides of (2.21),
∆(wψ)− (wψ)t
2
−
〈
∇(wψ), ∇ψ
ψ
+
v∇v
1− v
〉
=
(∆w − wt)ψ
2
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
− v 〈∇v,∇(wψ)〉
1− v .
Whence it follows from Lemma 2.1 that
∆(wψ)− (wψ)t
2
−
〈
∇(wψ), ∇ψ
ψ
+
v∇v
1− v
〉
> (1− v)w2ψ + vψ 〈∇w,∇v〉
1− v −
γψ |∇v|
(1− v)2 − µwψ
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
− v 〈∇v,∇(wψ)〉
1− v .
(2.22)
One can also notice that
vψ 〈∇w,∇v〉
1− v −
v 〈∇v,∇(wψ)〉
1− v = −
vw 〈∇ψ,∇v〉
1− v ,
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and thus rewrite (2.22) in the form
∆(wψ)− (wψ)t
2
−
〈
∇(wψ), ∇ψ
ψ
+
v∇v
1− v
〉
> (1− v)w2ψ − γψ |∇v|
(1− v)2 − µwψ
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
− vw 〈∇ψ,∇v〉
1− v .
(2.23)
In addition, from (2.1) and Young’s inequality with exponents 4 and 4/3,
γψ |∇v|
(1− v)2 =
γψ
√
w
1− v =
4
√
1− v √w 4
√
ψ
γψ
3
4
(1− v) 54
6
1
4
(1− v)w2ψ + Cγ
4/3 ψ
(1− v)5/3 ,
(2.24)
for some C > 0.
Similarly, the use of (2.1) and of the Young’s inequality with exponents 4/3 and 4
gives that, in the support of ψ,∣∣∣∣vw 〈∇ψ,∇v〉1− v
∣∣∣∣ 6 |v|w |∇ψ| |∇v|1− v = |v|w3/2 |∇ψ|
=
[(
2
3
)3/4
(1− v)3/4w3/2 ψ3/4
] [(
3
2
)3/4 |v| |∇ψ|
(1− v)3/4 ψ3/4
]
6
1
4
(1− v)w2 ψ + C |v|
4 |∇ψ|4
(1− v)3 ψ3 ,
(2.25)
up to renaming C > 0.
In light of (2.24) and (2.25), we deduce from (2.23)
∆(wψ)− (wψ)t
2
−
〈
∇(wψ), ∇ψ
ψ
+
v∇v
1− v
〉
>
(1− v)w2ψ
4
− Cγ
4/3 ψ
(1− v)5/3 − µwψ
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3 .
(2.26)
Besides, by the Cauchy-Schwarz inequality,
µwψ =
(√
1− v w
√
ψ
) ( µ√ψ√
1− v
)
6
(1− v)w2ψ
8
+
Cµ2ψ
1− v , (2.27)
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up to renaming C, which, combined with (2.26), proves that
∆(wψ)− (wψ)t
2
−
〈
∇(wψ), ∇ψ
ψ
+
v∇v
1− v
〉
>
(1− v)w2ψ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1− v
+
(∆ψ − ψt)w
2
− w |∇ψ|
2
ψ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3 .
(2.28)
We will use (2.28) as a pivotal inequality in the forthcoming computations. We have:
Lemma 2.4. In the setting of Theorem 1.1, in B(x0, R− ρ)× [t0 − T, t0] it holds
w 6
[
τ 2u + C
(
γ2/3 + µ+
1
ρ2
+
1
ρ(R− ρ) +
√
k+
ρ
)]
, (2.29)
for some C > 0.
Proof. Let a ∈ (0, 1), to be conveniently chosen in what follows. For every x ∈ B(x0, R),
we define
ψ(x) := ψ¯(d(x, x0)), (2.30)
where d(·, ·) represents the geodesic distance and ψ¯ is the function introduced in Lemma 2.2.
By (1.1), we know that
∆d(x, x0) 6
n− 1
d(x, x0)
+
√
(n− 1)k+,
see e.g. [2, formula (2.1)] and the references therein.
This and (2.13) entail that
|∇ψ(x)| = |ψ¯′(d(x, x0))∇d(x, x0)| 6
C
(
ψ(x)
)a
ρ
and −∆ψ(x) = −ψ¯′(d(x, x0))∆d(x, x0)− ψ¯′′(d(x, x0))|∇d(x, x0)|2
6
C
(
ψ(x)
)a
ρ
(
n− 1
d(x, x0)
+
√
(n− 1)k+
)
+
C
(
ψ(x)
)a
ρ2
.
(2.31)
Now, we consider w˜ := wψ and, in the support of ψ, we can exploit (2.28) and find that
∆w˜ − w˜t
2
−
〈
∇w˜, ∇ψ
ψ
+
v∇v
1− v
〉
>
(1− v)w2ψ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1 − v
+
∆ψ w
2
− w |∇ψ|
2
ψ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3 .
(2.32)
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We take (x1, t1) in the closure of QR,T realizing the maximum of w˜. Since w˜(x, t) = 0 if x ∈
∂B(x0, R), necessarily x1 is an interior point of B(x0, R). Consequently ∇w˜(x1, t1) = 0
and ∆w˜(x1, t1) 6 0. Hence, inserting this information into (2.32), we obtain that
0 >
w˜t
2
+
(1− v)w2ψ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1 − v
+
∆ψ w
2
− w |∇ψ|
2
ψ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.33)
We now distinguish two cases,
either t1 = t0 − T , (2.34)
or t1 ∈ (t0 − T, t0]. (2.35)
Suppose first that (2.34) holds true. Then, for every (x, t) ∈ QR,T ,
w˜(x, t) 6 w˜(x1, t0 − T )
6 sup
x∈B(x0,R)
w˜(x, t0 − T )
6 sup
x∈B(x0,R)
w(x, t0 − T )
= sup
x∈B(x0,R)
( |∇u|2
u2(1− v)2
)
(x, t0 − T )
6 τ 2u ,
thanks to (1.9) and (2.1). In particular, for all (x, t) ∈ B(x0, R− ρ)× [t0 − T, t0],
w(x, t) = w˜(x, t) 6 τ 2u ,
and this proves (2.29) in this case.
Hence, to complete the proof of (2.29), we now consider the case in which (2.35) is
satisfied. Then, w˜t(x1, t1) > 0, and consequently (2.33) entails that
0 >
(1− v)w2ψ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1 − v +
∆ψw
2
− w |∇ψ|
2
ψ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.36)
Our goal is now to estimate the terms in (2.36) that contain powers of w strictly less
than 2, in order to “reabsorb” them into the quadratic term. To this end, exploiting (2.31)
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inside (2.36), and renaming C > 0 (possibly depending on a), we find that
1
8
(1− v)w2ψ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3 ψ
(1− v)5/3 +
Cµ2ψ
1− v −
∆ψ w
2
+
Cwψ2a−1
ρ2
+
C |v|4 ψ4a−3
(1− v)3 ρ4
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.37)
Also, from (2.31),
−∆ψ w
2
6
Cw
2
[
ψa
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+
ψa
ρ2
]
=
C
√
1− v w √ψ
2
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]
ψa−
1
2√
1− v ρ2
where d := d(x, x0). Then, by the Cauchy-Schwarz inequality,
−∆ψ w
2
6
(1− v)w2ψ
16
+ C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2a−1
(1− v)ρ4 , (2.38)
up to renaming C.
We also remark that when x ∈ B(x0, R − ρ), then d = d(x, x0) ∈ [0, R − ρ), and
thus R−d
ρ
> 1, which gives that
ψ(x) = ψ¯(d) = α
(
R− d
ρ
)
= 1.
In particular,
∆ψ(x) = 0 for all x ∈ B(x0, R− ρ). (2.39)
Now we claim that
−∆ψ w
2
6
(1− v)w2ψ
16
+
Cψ2a−1
(1− v)ρ2(R− ρ)2 +
Ck+ψ
2a−1
(1− v)ρ2 +
Cψ2a−1
(1− v)ρ4 , (2.40)
up to renaming C. To prove this, we first observe that in B(x0, R−ρ) the claim is obvious,
thanks to (2.39). Hence, we can focus on the complement of B(x0, R− ρ), where
d > R − ρ. (2.41)
Then, we can exploit (2.38), combined with (2.41), and obtain (2.40), as desired.
Thus, we insert (2.40) into (2.37) and we obtain that
1
16
(1− v)w2ψ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3 ψ
(1− v)5/3 +
Cµ2ψ
1− v +
Cwψ2a−1
ρ2
+
C|v|4 ψ4a−3
(1− v)3 ρ4 +
Cψ2a−1
(1− v)ρ2(R− ρ)2 +
Ck+ψ
2a−1
(1− v)ρ2 +
Cψ2a−1
(1− v)ρ4
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.42)
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Furthermore, using the Cauchy-Schwarz inequality,
Cwψ2a−1
ρ2
=
√
1− v w
√
ψ
Cψ2a−
3
2√
1− v ρ2 6
1
32
(1− v)w2ψ + Cψ
4a−3
(1− v)ρ4 , (2.43)
up to renaming C, which together with (2.42) entails that at the point (x, t) = (x1, t1)
1
32
(1− v)w2ψ 6 Cγ
4/3 ψ
(1− v)5/3 +
Cµ2ψ
1− v +
Cψ4a−3
(1− v)ρ4
+
C|v|4 ψ4a−3
(1− v)3 ρ4 +
Cψ2a−1
(1− v)ρ2(R− ρ)2 +
Ck+ψ
2a−1
(1− v)ρ2 +
Cψ2a−1
(1− v)ρ4 .
(2.44)
Now, up to renaming C, and recalling the maximizing property of (x1, t1), we can rewrite (2.44)
in case (2.35) in the form
sup
QR,T
w2ψ2 6
Cγ4/3 ψ2
(1− v)8/3 +
Cµ2ψ2
(1− v)2 +
Cψ4a−2
(1− v)2ρ4 +
C|v|4 ψ4a−2
(1− v)4 ρ4
+
Cψ2a
(1− v)2ρ2(R− ρ)2 +
Ck+ψ
2a
(1− v)2ρ2 +
Cψ2a
(1− v)2ρ4
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.45)
Now we choose a := 1/2, and we recall that 0 6 ψ 6 1 and that ψ = 1 in B(x0, R − ρ).
In this way, in case (2.35) we deduce from (2.45) that
sup
B(x0,R−ρ)×(t0−T,t0]
w2 = sup
B(x0,R−ρ)×(t0−T,t0]
w2ψ2
6
Cγ4/3
(1− v)8/3 +
Cµ2
(1− v)2 +
C
(1− v)2ρ4
+
C|v|4
(1− v)4 ρ4 +
C
(1− v)2ρ2(R− ρ)2 +
Ck+
(1− v)2ρ2
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.46)
Up to renaming C, we can also rewrite (2.46) as
sup
B(x0,R−ρ)×(t0−T,t0]
w2 6
Cγ4/3
(1− v)8/3 +
Cµ2
(1− v)2
+
C(1 + v4)
(1− v)4 ρ4 +
C
(1− v)2ρ2(R− ρ)2 +
Ck+
(1− v)2ρ2
∣∣∣∣∣
(x,t)=(x1,t1)
.
That is, recalling (2.2),
sup
B(x0,R−ρ)×(t0−T,t0]
w2 6 Cγ4/3 + Cµ2 +
C
ρ4
+
C
ρ2(R− ρ)2 +
Ck+
ρ2
,
which establishes (2.29), as desired.
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Lemma 2.5. In the setting of Theorem 1.1, in B(x0, R)× [t0 − T + δ, t0] it holds
w 6
[
σ2u + C
(
γ2/3 + µ+
1
δ
)]
, (2.47)
for some C > 0.
Proof. We take φ as in Lemma 2.3 (say, with a := 1/2), and we define w˜(x, t) :=
w(x, t)φ(t). Then, in light of (2.28),
∆w˜ − w˜t
2
−
〈
∇w˜, v∇v
1− v
〉
>
(1− v)w2φ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1− v −
φtw
2
. (2.48)
Suppose that the maximum of w˜ in the closure of QR,T is reached at (x1, t1). Since w˜ = 0
when t = t0 − T , we know that t1 ∈ (t0 − T, t0]. As a result,
w˜t(x1, t1) > 0. (2.49)
We then distinguish two cases,
either x1 ∈ ∂B(x0, R), (2.50)
or x1 ∈ B(x0, R). (2.51)
If (2.50) holds true, then, in QR,T ,
w˜ 6 w˜(x1, t1) 6 sup
x∈∂B(x0,R)
t∈[t0−T,t0]
w˜(x, t)
6 sup
x∈∂B(x0,R)
t∈[t0−T,t0]
w(x, t)
= sup
x∈∂B(x0,R)
t∈[t0−T+δ/2,t0]
∣∣∣ |∇u|2
u2(1− v)2
∣∣∣(x, t)
= σ2u,
due to (1.9) and (2.1). In particular, since φ = 1 for any t > t0 − T + δ, we have that
w = w˜ 6 σ2u
in B(x0, R)× [t0 − T + δ, t0].
This proves (2.47) in this case, and we now suppose that (2.51) holds true. Then, we
have that ∆w˜(x1, t1) 6 0 and ∇w˜(x1, t1) = 0. These observations and (2.49), together
with (2.48), yield that
0 >
(1− v)w2φ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1 − v −
φtw
2
∣∣∣∣∣
(x,t)=(x1,t1)
. (2.52)
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Moreover, by (2.18) and the Cauchy-Schwarz inequality,
φtw
2
6
C φ
1+a
2 w
2δ
=
√
1− v w √φ
4
2Cφ
a
2
δ
√
1− v 6
(1− v)w2φ
16
+
Cφa
δ2(1− v) , (2.53)
possibly renaming constants. Plugging this into (2.52), we conclude that
(1− v)w2φ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3 φ
(1− v)5/3 +
Cµ2φ
1− v +
Cφa
δ2(1− v)
∣∣∣∣∣
(x,t)=(x1,t1)
.
That is
w2φ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3 φ
(1− v)8/3 +
Cµ2φ
(1− v)2 +
Cφa
δ2(1− v)2
∣∣∣∣∣
(x,t)=(x1,t1)
.
Now, since 0 6 φ 6 1 and φ = 1 for any t > t0 − T + δ, this implies that
sup
B(x0,R)×[t0−T+δ,t0]
w2 = sup
B(x0,R)×[t0−T+δ,t0]
w2φ2 6
Cγ4/3
(1− v)8/3+
Cµ2
(1− v)2+
C
δ2(1− v)2
∣∣∣∣∣
(x,t)=(x1,t1)
.
As a consequence, recalling also (2.2), we obtain (2.47), as desired.
Lemma 2.6. In the setting of Theorem 1.1, in B(x0, R)× [t0 − T, t0] it holds
w 6
[
σ2u + τ
2
u + C
(
γ2/3 + µ
)]
, (2.54)
for some C > 0.
Proof. We suppose that the maximum of w in the closure of QR,T is reached at the
point (x1, t1). We distinguish three possibilities:
either x1 ∈ B(x0, R) and t1 ∈ (t0 − T, t0], (2.55)
or x1 ∈ B(x0, R) and t1 = t0 − T, (2.56)
or x1 ∈ ∂B(x0, R) and t1 ∈ [t0 − T, t0]. (2.57)
Suppose first that (2.55) holds true. Then, we have that ∆w(x1, t1) 6 0, ∇w(x1, t1) = 0
and wt(x1, t1) > 0. Therefore, in light of Lemma 2.1, we obtain that
0 > (1− v)w2 − γ |∇v|
(1− v)2 − µw
∣∣∣∣∣
(x,t)=(x1,t1)
. (2.58)
We insert (2.24) and (2.27) (used here with ψ := 1) into (2.58) to see that
1
2
(1− v)w2
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3
(1− v)5/3 +
Cµ2
1− v
∣∣∣∣∣
(x,t)=(x1,t1)
.
20 C. Cavaterra, S. Dipierro, Z. Gao, and E. Valdinoci
Hence, using the maximality of (x1, t1) and recalling (2.2),
sup
B(x0,R)×[t0−T,t0]
w2 6
Cγ4/3
(1− v)5/3 +
Cµ2
1− v
∣∣∣∣∣
(x,t)=(x1,t1)
6 Cγ4/3 + Cµ2.
This proves (2.54) in this case. Hence we now assume that (2.56) is satisfied. Then,
in QR,T ,
w 6 w(x1, t0 − T ) = |∇v(x1, t0 − T )|
2
(1− v(x1, t0 − T ))2
=
|∇u(x1, t0 − T )|2
(u(x1, t0 − T ))2(1− v(x1, t0 − T ))2 6 τ
2
u ,
(2.59)
thanks to (1.9), (2.1) and (2.3).
This establishes (2.54) in this case, and thus we now suppose that (2.57) is satisfied.
In this case, the computation in (2.59) gives that, in QR,T ,
w 6 w(x1, t1) =
|∇u(x1, t1)|2
(u(x1, t1))2(1− v(x1, t1))2 6 σ
2
u,
whence the proof of (2.54) is complete.
Lemma 2.7. In the setting of Theorem 1.1, in B(x0, R− ρ)× [t0 − T + δ, t0] it holds
w 6 C
(
γ2/3 + µ+
1
ρ(R − ρ) +
√
k+
ρ
+
1
δ
+
1
ρ2
)
, (2.60)
for some C > 0.
Proof. Let a ∈ (0, 1) to be conveniently chosen in what follows. Let also ψ be as in (2.30)
and φ be as in Lemma 2.3. We define Φ(x, t) := ψ(x)φ(t) and w˜ := wΦ. Suppose that the
maximum of w˜ in the closure of QR,T is reached at some point (x1, t1). Since Φ vanishes
along the parabolic boundary, we know that x1 ∈ B(x0, R) and t1 ∈ (t0 − T, t0]. As a
consequence,
∆w˜(x1, t1) 6 0, ∇w˜(x1, t1) = 0 and w˜t(x1, t1) > 0. (2.61)
Combining this information with (2.28), we obtain that
0 >
(1− v)w2Φ
8
− Cγ
4/3 ψ
(1− v)5/3 −
Cµ2ψ
1− v
+
(∆Φ− Φt)w
2
− w |∇Φ|
2
Φ
− C |v|
4 |∇ψ|4
(1− v)3 ψ3
∣∣∣∣∣
(x,t)=(x1,t1)
.
(2.62)
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Now, from (2.38),
−∆Φw
2
= −φ∆ψ w
2
6
(1− v)w2Φ
32
+ C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2a−1φ
(1− v)ρ4 ,
(2.63)
and, from (2.53),
Φt w
2
=
ψφtw
2
6
(1− v)w2Φ
32
+
Cφaψ
δ2(1− v) . (2.64)
We plug these items of information into (2.62), and we find that
1
16
(1− v)w2Φ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3Φ
(1− v)5/3 +
Cµ2Φ
1− v + C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2a−1φ
(1− v)ρ4
+
Cφaψ
δ2(1− v) +
w |∇Φ|2
Φ
+
C |v|4 |∇ψ|4
(1− v)3 ψ3
∣∣∣∣∣
(x,t)=(x1,t1)
.
This and (2.43) entail that
1
32
(1− v)w2Φ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3Φ
(1− v)5/3 +
Cµ2Φ
1− v + C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2a−1φ
(1− v)ρ4
+
Cφaψ
δ2(1− v) +
Cψ4a−3φ
(1− v)ρ4 +
C |v|4 |∇ψ|4
(1− v)3 ψ3
∣∣∣∣∣
(x,t)=(x1,t1)
.
Using this and (2.31) (and adjusting the constants) we conclude that
(1− v)w2Φ
∣∣∣∣∣
(x,t)=(x1,t1)
6
Cγ4/3Φ
(1− v)5/3 +
Cµ2Φ
1− v + C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2a−1φ
(1− v)ρ4
+
Cφaψ
δ2(1− v) +
Cψ4a−3φ
(1− v)ρ4 +
C|v|4 ψ4a−3φ
(1− v)3 ρ4
∣∣∣∣∣
(x,t)=(x1,t1)
.
Therefore, choosing a := 3/4, we see that, for every x ∈ B(x0, R−ρ) and t ∈ [t0−T+δ, t0],
w2(x, t) = w2(x, t)Φ2(x, t) = w˜2(x, t) 6 w˜2(x1, t1) = w
2(x1, t1)Φ
2(x1, t1)
6
Cγ4/3
(1− v)8/3 +
Cµ2
(1− v)2 +
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
C
(1− v)2 ρ4
+
C
δ2(1− v)2 +
C
(1− v)2 ρ4 +
C|v|4
(1− v)4 ρ4
∣∣∣∣∣
(x,t)=(x1,t1)
,
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that, recalling (2.2), yields the desired estimate in (2.60).
Now we use the notation
C˜ := γ2/3 + µ,
T˜ :=
1
δ
,
and S˜ :=
1
ρ2
+
1
ρ(R − ρ) +
√
k+
ρ
.
(2.65)
In this setting, the term C˜ in (2.65) denotes a common quantity for our main estimates,
while the terms T˜ and S˜ play the role of parabolic boundary terms in time and in space
respectively. As a matter of fact, by combining Lemmata 2.4, 2.5, 2.6 and 2.7 we find
that
Corollary 2.8. In the setting of Theorem 1.1, the function w can be estimated by
CC˜+
(
τ 2u + CS˜
)
in B(x0, R− ρ)× [t0 − T, t0],
CC˜+
(
σ2u + CT˜
)
in B(x0, R)× [t0 − T + δ, t0],
CC˜+
(
σ2u + τ
2
u
)
in B(x0, R)× [t0 − T, t0],
CC˜+ C
(
S˜+ T˜
)
in B(x0, R− ρ)× [t0 − T + δ, t0].
for some C > 0.
Hence, considering the more convenient term in any common domain, we deduce from
Corollary 2.8 that:
Corollary 2.9. In the setting of Theorem 1.1, at any point in QR,T , we have that
w 6 CC˜+
[
min
{
σ2u + τ
2
u , σ
2
u + CT˜, τ
2
u + CS˜, C(T˜ + S˜)
}
χB(x0,R−ρ)×[t0−T+δ,t0]
+
(
σ2u +min
{
τ 2u , CT˜
})
χ(B(x0,R)\B(x0 ,R−ρ))×[t0−T+δ,t0]
+
(
τ 2u +min
{
σ2u, CS˜
})
χB(x0,R−ρ)×[t0−T,t0−T+δ]
+
(
σ2u + τ
2
u
)
χ(B(x0,R)\B(x0,R−ρ))×[t0−T,t0−T+δ]
]
,
(2.66)
for some C > 0.
Completion of the proof of Theorem 1.1. In light of (2.1) and (2.3),
w =
|∇v|2
(1− v)2 =
|∇u|2
u2(1− v)2 .
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This and (2.66) give that
|∇u|2
u2(1− v)2 6 CC˜ +
[
min
{
σ2u + τ
2
u , σ
2
u + CT˜, τ
2
u + CS˜, C(T˜ + S˜)
}
χB(x0,R−ρ)×[t0−T+δ,t0]
+
(
σ2u +min
{
τ 2u , CT˜
})
χ(B(x0,R)\B(x0,R−ρ))×[t0−T+δ,t0]
+
(
τ 2u +min
{
σ2u, CS˜
})
χB(x0,R−ρ)×[t0−T,t0−T+δ]
+
(
σ2u + τ
2
u
)
χ(B(x0,R)\B(x0,R−ρ))×[t0−T,t0−T+δ]
]
.
Taking the square root and recalling (1.8), we obtain (1.12), as desired.
3 Applications of Theorem 1.1
In this part, we will show several applications of Theorem 1.1 also by comparing our
general approach with some of the existing results in specific situations.
3.1 The heat equation in Rn
As a special case, one obtains from Theorem 1.1 a global estimate for the gradient of
solutions of the heat equation in Euclidean balls. We state this byproduct of Theorem 1.1
in detail for the sake of clarity:
Corollary 3.1. Let B(x0, R) ⊂ Rn be the n-dimensional Euclidean ball. Let M > 0, t0 ∈
R and T > 0. Let also QR,T := B(x0, R)× [t0−T, t0] and suppose that u : QR,T → (0,M ]
is a solution of
ut = ∆u in QR,T .
Then, for any δ ∈ (0, T ) and ρ ∈ (0, R), there exists C > 0, only depending on n, such
that
|∇u(x, t)|
u(x, t)
6 Z
(0)(x, t)
(
1 + ln
M
u(x, t)
)
for all (x, t) ∈ QR,T , (3.1)
where
Z
(0) := β
(0)
1 B1 + β2B2 + β3B3 + ι
(0)
I,
with
β
(0)
1 := τu +min
{
σu, CS
(0)
}
and ι(0) := min
{
σu + τu, σu + CT, τu + CS
(0), C(T + S(0))
}
,
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being
S
(0) :=
1
ρ
+
1√
ρ(R− ρ) .
We recall that T is as in (1.8), β2 and β3 are as in (1.10), τu and σu are as in (1.9),
and B1, B2, B3 and I are as in (1.7).
Proof. Corollary 3.1 follows directly from Theorem 1.1 by recalling (1.7) and (1.10), since
here k = 0 and S(x, t, u) = 0.
We remark that the logarithmic function in (3.1) arises naturally in the context of
heat equation: for instance, one can consider the Gauß Kernel
uG(x, t) :=
1
(4πt)n/2
e−|x|
2/4t
and observe that, if x ∈ B((1, 0, . . . , 0), 1/2) and t ∈ (1, 2),
|∇uG(x, t)|
uG(x, t)
=
|x|
2t
= − 2|x| ln
(
(4πt)n/2 uG(x, t)
) ≃ ln 1
uG(x, t)
.
3.2 The heat equation on manifolds
A small variation of Corollary 3.1 provides the following result:
Corollary 3.2. Let M be a Riemannian manifold of dimension n > 2, with Ricci
curvature bounded from below by some k ∈ R. Let B(x0, R) be a geodesic ball in M
and QR,T := B(x0, R)× [t0−T, t0]. Let M > 0, t0 ∈ R and T > 0. Let u : QR,T → (0,M ]
be a solution of
ut = ∆u in QR,T .
Then, for any δ ∈ (0, T ) and ρ ∈ (0, R), there exists C > 0, only depending on n, such
that
|∇u(x, t)|
u(x, t)
6
(
C
√
k+ + Z(x, t)
) (
1 + ln
M
u(x, t)
)
for all (x, t) ∈ QR,T , (3.2)
where Z is as in (1.11).
Proof. We can exploit Theorem 1.1 by suitably modifying (1.7) and (1.10), since here
S(x, t, u) = 0, and accordingly µ = k+ and C =
√
k+.
As particular cases of Corollary 3.2, one can re-obtain several classical local estimates
for the heat equation. We provide one classical application to show the comprehensive
nature of the results provided in this paper.
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Theorem (Theorem 1.1 in [21]). Let M be a Riemannian manifold of dimension n > 2
with Ricci curvature bounded from below by −k, for some k > 0. Suppose that u is any
positive solution to the heat equation in QR,T := B(x0, R) × [t0 − T, t0]. Suppose also
that u 6 M in QR,T . Then there exists a dimensional constant C such that
|∇u(x, t)|
u(x, t)
6 C
(
1
R
+
1√
T
+
√
k
)(
1 + ln
M
u(x, t)
)
(3.3)
for each (x, t) ∈ QR/2,T/2.
Proof. We exploit Corollary 3.2 with ρ := R/2 and δ := T/2. In this way, in view of (1.7)
QR/2,T/2 = B(x0, R/2)× [T/2, T ] = B(x0, R− ρ)× [t0 − T + δ, t0]
⊆ {B1 = B2 = B3 = 0}.
(3.4)
Then, from (1.9) and (3.2), for all (x, t) ∈ QR/2,T/2,
|∇u(x, t)|
u(x, t)
6
(
C
√
k + Z(x, t)
) (
1 + ln
M
u(x, t)
)
6
(
C
√
k + ι
) (
1 + ln
M
u(x, t)
)
=
(
C
√
k +min {σu + τu, σu + CT, τu + CS, C(T + S)}
)
·
(
1 + ln
M
u(x, t)
)
.
(3.5)
In particular, by (1.8),
|∇u|
u
6 C
(√
k + T + S
)(
1 + ln
M
u
)
6 C
(√
k +
1√
T
+
1
R
+
4
√
k√
R
)(
1 + ln
M
u
)
.
Accordingly, since
2 4
√
k√
R
6
√
k +
1
R
,
we see that
|∇u|
u
6 C
(√
k +
1√
T
+
1
R
)(
1 + ln
M
u
)
,
which implies (3.3), as desired.
It is interesting to remark that the classical dependence on the Ricci curvature in (3.3)
is optimal, as shown by the following explicit example. We observe that the function
S2 \ (0, 0, 1) ∋ x = (x1, x2, x3) 7→ u(x) := 1 + x1
1− x3
26 C. Cavaterra, S. Dipierro, Z. Gao, and E. Valdinoci
is harmonic in S2 \ (0, 0, 1). Indeed, if we define
U(x) := 1 +
x1
|x| − x3 ,
we have that U
∣∣
S2
= u and it is homogeneous of degree zero (hence its radial derivatives
vanish). Consequently, since U is harmonic in R3 outside the vertical halfline in the
upward direction, using polar coordinates, we have that, in S2 \ (0, 0, 1),
0 = ∆R3U = ∂
2
rU +
2∂rU
r
+
1
r2
∆S2u =
1
r2
∆S2u.
As a result, for every ρ > 0, the function
ρS2 \ (0, 0, ρ) ∋ x = (x1, x2, x3) 7→ uρ(x) := x1
ρ− x3
is harmonic in ρS2 \ (0, 0, ρ).
We can easily compute a tangential derivative of uρ at (0, 0,−ρ) by letting
x(t) :=
ρ (t, 0,−ρ)√
t2 + ρ2
via the following calculation:
lim
t→0
uρ(x(t))− uρ(x(0))
t
= lim
t→0
ρ
ρ
√
t2 + ρ2 + ρ2
=
1
2ρ
,
whence
|∇uρ(0, 0,−ρ)|
uρ(0, 0,−ρ) >
1
2ρ
. (3.6)
We also recall that the Ricci scalar curvature of ρS2 is a constant times ρ−2. Hence we
can rephrase (3.6) by writing
|∇uρ(0, 0,−ρ)|
uρ(0, 0,−ρ) >
√
k
C
,
showing the optimality of (3.3) with respect to the Ricci curvature (even in the case of
harmonic functions, i.e. stationary solutions of the heat equation).
One of the remarkable aspects of the estimates in [21] is their “universality” with re-
spect to the parabolic boundary data. On the other hand, the approach that we proposed
with cut-off functions improve the classical estimates when the parabolic boundary data
are “exceptionally good”. For instance, suppose that the function |∇u|
u(1−v)
is controlled by a
Global gradient estimates 27
small ǫ along the parabolic boundary (hence, in view of (1.9), both τu and σu are bounded
by ǫ): then one can deduce from (3.5) that
|∇u(x, t)|
u(x, t)
6
(
C
√
k + ǫ
)(
1 + ln
M
u(x, t)
)
,
which is an improvement of (3.3) when ǫ is small enough. Interestingly, this improvement
also occurs in the Euclidean case, for the classical heat equation, in which k = 0.
Roughly speaking, this improvement highlights the persisting effect of “exceptionally
good” parabolic boundary data on the interior behavior of the solutions. In addition to
this improvement, our general estimate in (1.12) also captures the boundary behavior of
the solutions.
3.3 General nonlinearities
In this part, we will focus on the nonlinear parabolic equation, by comparing our results
with the previous literature. A first improvement of our general result in Theorem 1.1 is
that it captures the global (and not only the local behavior) of the solution. Furthermore,
the result in Theorem 1.1 deals with several nonlinearities “at the same time” and from it
we can re-obtain easily, as particular cases, a number of different results that are scattered
in several works of the existing literature.
As a matter of fact, Theorem 1.1 here is new even when considered as an interior
estimate. We state this particular case explicitly as follows:
Corollary 3.3. Suppose that u is a solution of equation (1.2) satisfying (1.3).
Then, there exists C > 0, only depending on n, such that, for any δ ∈ (0, T ) and ρ ∈
(0, R), we have that
|∇u(x, t)|
u(x, t)
6
(
CC+ ι⋆
) (
1 + ln
M
u(x, t)
)
for all (x, t) ∈ QR/2,T/2.
Here, we used the notation in (1.8) for C, and
ι⋆ := min {σu + τu, σu + CT⋆, τu + CS⋆, C(T⋆ + S⋆)} , (3.7)
where
T⋆ :=
1√
T
and S⋆ :=
1
R
+
4
√
k+√
R
. (3.8)
Proof. The claim follows from (1.12), (1.10) and (3.4). Notice in particular that, in this
setting, we have ρ := R/2 and δ := T/2, which give in (1.8) that T 6 CT⋆ and S 6 S⋆.
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As a special case of Corollary 3.3, one obtains the following new uniform interior
estimate:
Corollary 3.4. Suppose that u is a solution of equation (1.2) satisfying (1.3).
Then, there exists C > 0, only depending on n, such that, for any δ ∈ (0, T ) and ρ ∈
(0, R), we have that
|∇u(x, t)|
u(x, t)
6 C
(
C + T⋆ + S⋆
) (
1 + ln
M
u(x, t)
)
for all (x, t) ∈ QR/2,T/2.
Here, we used the notation in (1.8) for C, and the one in (3.8) for T⋆ and S⋆.
Proof. By (3.7), we know in particular that ι⋆ 6 C(T⋆ + S⋆), hence the desired result
follows from Corollary 3.3.
In this way, we re-obtain many results in the literature as particular cases. We list a
few of them for the sake of completeness. We start with a result related to the thin film
equation.
Theorem (Theorem 1.1 in [16]). Let α, λ ∈ R. Let M be a Riemannian manifold of
dimension n > 2 with Ricci curvature bounded from below by −k, where k is a non-
negative constant. Suppose that u is a positive solution to
ut = ∆u+ λu
α
in QR,T := B(x0, R)× [0, T ]. Let M := sup
QR,T
u and m := inf
QR,T
u.
Then1 in QR/2,T/2, we have
• if λ < 0 and α ∈ (−∞, 1],
|∇u|2
u2
6 C
(
k +
1
R2
+
1
T
+ λ(α− 1)mα−1
)(
1 + ln
M
u
)2
; (3.9)
1We think that there are some typos in Theorem 1.1 in [16], since the claim “Then in QR,T ” should
read “in QR/2,T/2”. The necessity of reducing the domain in [16] comes from formula (2.11) there. In
addition, it seems there could be some constants missing in formula (1.5), and also in formula (1.6)
when λ > 0 and α < 0 of [16], since one term has a negative sign (these constants should probably have
appeared in formulas (2.20) and (2.26) in [16] and the proof should take care of the delicate situation in
which the maximal point there occurs on small values of the cut-off function). To avoid confusion, we do
not include the unclear formulas in our version of the main theorem of [16]. On the other hand, it seems
to us that the cases λ = 0, α = 0 and α = 1, which were in principle omitted in the original formulation
of Theorem 1.1 in [16], can be included without extra effort, hence these cases are explicitly present in
the formulation given here.
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• if λ > 0 and α ∈ [1,+∞),
|∇u|2
u2
6 C
(
k +
1
R2
+
1
T
+ λαMα−1
)(
1 + ln
M
u
)2
; (3.10)
• if λ > 0 and α ∈ [0, 1),
|∇u|2
u2
6 C
(
k +
1
R2
+
1
T
+ λαmα−1
)(
1 + ln
M
u
)2
. (3.11)
Here, the constant C depends only on the dimension n.
Proof. We can use the setting in (1.2) with t0 := T and S(x, t, u) := λu
α. With this,
recalling (1.4) and (1.6), we see that
γ = 0 and µ = sup
QR,T
(
k + (α− 1)λuα−1 + λu
α−1
1− v
)
+
.
Consequently, by (1.8),
C = sup
QR,T
√(
k + (α− 1)λuα−1 + λu
α−1
1− v
)
+
.
Hence, in light of (3.8),
C+ T⋆ + S⋆ 6 sup
QR,T
√(
k + (α− 1)λuα−1 + λu
α−1
1− v
)
+
+
1√
T
+
1
R
+
4
√
k√
R
.
Then, we can exploit Corollary 3.4 in this setting, which yields that, in QR/2,T/2,
E :=
(
1 + ln
M
u(x, t)
)−2 |∇u|2
u2
6 C
(
C + T⋆ + S⋆
)2
6 C
[
sup
QR,T
(
k + (α− 1)λuα−1 + λu
α−1
1− v
)
+
+
1
T
+
1
R2
+
√
k
R
]
,
(3.12)
up to renaming C line after line.
Now, if λ > 0 and α ∈ [0, 1), recalling (2.2),
k + (α− 1)λuα−1 + λu
α−1
1− v 6 k + (α− 1)λu
α−1 + λuα−1 6 k + λαmα−1.
From this and (3.12), we find that
E 6 C
[ (
k + λαmα−1
)
+
1
T
+
1
R2
+
√
k
R
]
6 C
(
k + λαmα−1 +
1
T
+
1
R2
)
,
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from which (3.11) plainly follows.
If instead λ > 0 and α ∈ [1,+∞), using that v 6 0, we remark that
k + (α− 1)λuα−1 + λu
α−1
1− v 6 k + (α− 1)λu
α−1 + λuα−1 = k + λαuα−1 6 k + λαMα−1.
This and (3.12) give that
E 6 C
[(
k + λαMα−1
)
+
1
T
+
1
R2
+
√
k
R
]
6 C
(
k + λαMα−1 +
1
T
+
1
R2
)
,
which proves (3.10).
Now, we suppose that λ < 0 and α ∈ (−∞, 1]. In this case we see that
(α− 1)λuα−1 = |(α− 1)λ|
u|1−α|
6
|(α− 1)λ|
m|1−α|
= (α− 1)λmα−1.
From this, one deduces that
k + (α− 1)λuα−1 + λu
α−1
1− v 6 k + (α− 1)λu
α−1
6 k + (α− 1)λmα−1.
Therefore, one can use this information and (3.12) to obtain (3.9), as desired.
From our main results a general gradient estimate for solutions of semilinear parabolic
equations follows as a byproduct. For concreteness, we point out the following explicit
result:
Corollary 3.5. Let p ∈ R. Let M be a Riemannian manifold with Ric(M) > −k for
some k ∈ R. Let u be a positive solution to the semilinear heat equation
ut = ∆u+ u
p (3.13)
in QR,T . Assume that u 6 M in QR,T . Then, there exists C > 0 depending on n such
that, on QR/2,T/2, there holds
|∇u(x, t)|
u(x, t)
6 C
(
max
{√
k+ ,
√
(k + p ϑp−1)+
}
+
1√
T
+
1
R
)(
1 + ln
M
u(x, t)
)
,
where
ϑ :=

M if p > 1,
1 if p = 1,
inf
QR,T
u if p ∈ (0, 1),
0 if p = 0,
M if p < 0.
(3.14)
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Proof. We take p ∈ R and S(x, t, u) := up. In this way, the notations in (1.4) and (1.6)
yield that
γ = 0
and µ = sup
(x,t)∈QR,T
(
k + pup−1 − up−1 + u
p−1
1− v
)
+
= sup
(x,t)∈QR,T
(
k +
(
(p− 1) + 1
1− v
)
up−1
)
+
6 sup
(x,t)∈QR,T
(
k + pup−1
)
+
6
(
k + p ϑp−1
)
+
.
Hence, by (1.8),
C 6
√
(k + p ϑp−1)+.
Using this, (3.8) and Corollary 3.4, we thereby conclude that, in QR/2,T/2,(
1 + ln
M
u(x, t)
)−1 |∇u(x, t)|
u(x, t)
6C
(
C+ T⋆ + S⋆
)
6C
(√
(k + p ϑp−1)+ +
1√
T
+
1
R
+
4
√
k+√
R
)
.
(3.15)
We also remark that, by the Cauchy-Schwarz inequality,
4
√
k+
2
√
R
6
√
k+ +
1
R
.
This and (3.15) give that(
1 + ln
M
u(x, t)
)−1 |∇u(x, t)|
u(x, t)
6 C
(√
k+ +
√
(k + p ϑp−1)+ +
1√
T
+
1
R
)
.
This yields the desired result.
We remark that Corollary 3.5 contains, as a special case, a recent result obtained in [3]
which dealt with the case p > 1 (see in particular Lemma 3.1 in [3]).
Moreover, we think that an interesting treat of our Corollary 3.5 in its general for-
mulation is that the constant C is independent of p: besides its technical relevance, this
fact reveals a telling feature of the nonlinear parabolic equations, in the sense that, at a
formal level, for large p, given a ∈ (0, 1), solutions u = up of (3.13) with 0 < u 6 1 − a
satisfy, on QR/2,T/2,
|∇u|
u
6 C
(
max
{√
k+ ,
√
(k + p (1− a)p−1)+
}
+
1√
T
+
1
R
)
(1 + | lnu|) ,
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which, as p→ +∞, formally boils down to
|∇u|
u
6 C
(√
k+ +
1√
T
+
1
R
)
(1 + | lnu|) ,
which recovers the estimate for the heat equation given in (3.3) (we remark that also
equation (3.13) reduces to the heat equation as p → +∞ in this regime, and that the
assumption u 6 1 − a is equivalent to u bounded in the case of the heat equation due
to its linear structure). Though we do not address a rigorous treatment of these limit
properties as p → +∞ here, we think that our unified approach to gradient estimates
entails a number of interesting connections between structurally different equations which
could be worth a further exploration.
In addition, from Corollary 3.5, one re-obtains a recent result motivated by ancient
solutions:
Theorem (Lemma2 4.1 in [2]). Let M be a Riemannian manifold with Ric(M) > −k for
some k ∈ R. Let u be a positive solution to the semilinear heat equation
ut = ∆u+ u
2
in QR,T . Assume that u 6 M in QR,T . Then, there exists C > 0 depending on n such
that, on QR/2,T/2, there holds
|∇u|
u
6 C
(
1
R
+
1√
T
+
√
(2M + k)+
)(
1 + ln
M
u
)
. (3.16)
Proof. Recalling (3.14), we see that, when p = 2,√
k+ 6
√
(k + 2M)+ =
√
(k + p ϑp−1)+.
From this and Corollary 3.5, we obtain (3.16).
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