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We present an extension of reverse engineered Kohn-Sham potentials from a density matrix renor-
malization group calculation towards the construction of a density functional theory functional via
deep learning. Instead of applying machine learning to the energy functional itself, we apply these
techniques to the Kohn-Sham potentials. To this end we develop a scheme to train a neural network
to represent the mapping from local densities to Kohn-Sham potentials. Finally, we use the neural
network to up-scale the simulation to larger system sizes.
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2I. INTRODUCTION
In the quest of solving strongly interacting quantum systems the density matrix renormalization group technique
(DMRG) [1–5] has turned out to be a powerful tool. Representing a many-particle wave function based approach
it is perfectly suited to attack strongly interacting many particle problems. However, its downside are the high
computational costs, rendering the DMRG beeing too expensive for large systems. In contrast, the density functional
theory (DFT) has proven to be successful in the prediction of structure of molecules, solids and surfaces,[6–8] although
it is based on a single particle description only. The DFT is based on the Hohenberg-Kohn theorem [6] which states
that the ground state properties of a many-particle system is determined by the local density, specifically, for each
observable there exists a functional of the density, which provides the ground state expectation value of the observable,
when evaluated with the ground state density. In result the ground state energy functional is minimized by the ground
state energy. Within the Kohn-Sham construction [7] one describes an interacting system by a non-interacting system,
where the local Kohn-Sham potential vKSx replaces the local potential to mimic the effect of the interaction. Provided
the interaction is kept fix there is a one-to-one correspondence between the local potentials and the local densities.
Despite this solid foundation of the DFT and decades of research, DFT is unreliable for strongly correlated electron
systems, as the nature of the associated functional is unknown. Gunnarson and Scho¨nhammer [9] extended the DFT
to a homogeneous lattice system by explicitly reverse engineering the Kohn-Sham potentials of the solution provided
by exact diagonalization . This approach was the extended in [10] to inhomogeneous systems, see also [11]. In this
work we study the extension of the reverse engineered Kohn-Sham potentials for specific systems to the construction
of DFT functionals.
To achieve such a construction we make use of deep learning and neuronal networks (NN), where we refer to the
excellent introduction by Nielson[12] and Appendix A. NN have actually a long history, starting with the pioneering
work of McCulloch, Warren, and Pitts [13]. The major steps in the development of today’s success in pattern
recognition consists in the development of the back propagation algorithm [14] and the invention of convolutional
networks [15], combined with the computational power provided by graphic cards. In addition, the availability of free
software packages[16–18] simplifies the application of neural network enormously.
Machine learning has already a broad application in physical simulations, for a review see[19]. In the context of
simulating electronic systems machine learning has been applied to bypass the Schro¨dinger equation[20, 21]. That
is, training the neural nework with DFT and post-DFT results in order to predict properties directly. Another
approach consists in improving existing DFT functionals for molecules [22–24]. In addition, DFT functionals have
been constructed by learning the energy functional.[25–27] Here we are following a different route. Instead of applying
machine learning to the energy functional, we apply it to the learning of the Kohn-Sham potentials. The idea of this
approach is that it should simplify a divide and conquer approach to larger, even inhomogeneous systems. In addition,
there is no problem associated with the functional derivatives of the energy functional, as we are already learning the
derivatives.
In this work we look at a one dimensional interacting Fermi system with disorder Eq. (1). The model has been
studied for a long time and caught attraction by the work of Giamarchi and Schultz [28], who predicted a phase
transition from the Anderson insulator to a metallic Luttinger liquid for attractive interaction, U = −1t, and weak
disorder. For repulsive interaction the interaction enhances the localization induced by the disorder[28, 29] while
for strong disorder and interaction the interplay of disorder and charge density wave ordering renders the system
complicated[30, 31].
In Section II we introduce the model under investigation and discuss the application of a NN to the system in
Section III and the up-scaling is presented in Section IV. In Appendix A we provide a detailed introduction into
fitting functions with neural networks and finally sketch an extension using convolutional networks in Appendix B.
II. THE MODEL
The model under investigation is chosen to be formally simple, but beyond the reach of standard DFT functionals.
To this end we look at spinless fermions in one dimension, with a nearest neighbor hopping t = 1, periodic boundary
conditions (PBC), nearest neighbor interaction U and a strong onsite disorder vx,
H = −t
∑
x
cˆ†x−1cˆx + cˆ
†
xcˆx−1︸ ︷︷ ︸
kinetic part
+ U
∑
x
nˆ†x−1nˆx︸ ︷︷ ︸
interaction
+
∑
x
vxnˆx︸ ︷︷ ︸
disorder
. (1)
Here, cˆ†x (cˆx) denote the fermionic creation (annihilation) operator at site x, nˆx = cˆ
†
x cˆx the local density, and M = 98
the number of lattice sites. The interaction is chosen to be U = 1.0, and the disorder potentials vx is choosen from a
3uniform distribution between ±W/2, and smoothened with a cosine filter with a width of 3 three sites. Specifically,
we choose x ∈ [−W/2,W/2] uniformly distributed and obtain the smoothened potentials from
vx =
s=d∑
s=−d
cos2
(
s pi
2d+ 2
)
x+s√
d+ 1
(2)
with d = 3 and W = 2. The reason for the smoothening is that disorder typically stems from scatterer in the substrate.
So each scatterer should also effect neighboring sites. From test runs with fewer samples than provided below, but
without the smoothing, we conclude that it doesn’t alter the findings of this work.
In order to obtain the reference data for training the network we perform a sample statistics using the density
matrix renormalization group technique where we used the “safety belt” approach as explained in [32, 33] to avoid
getting trapped in an excited state during the DMRG initialization.
III. NEURAL NETWORK AS A GENERATOR OF DFT POTENTIALS
From each DMRG run we obtain the local density nx. We then perform an inverse DFT [9–11, 34, 35], where we
search for a non interacting Hamiltonian,
H0 = −t
∑
x
cˆ†x−1cˆx + cˆ
†
xcˆx−1︸ ︷︷ ︸
kinetic part
+
∑
x
vKSx nˆx︸ ︷︷ ︸
Kohn-Sham potential
, (3)
that is we search numerically for the Kohn-Sham potential vKSx , such that
〈nˆx〉H = 〈nˆx〉H0 . (4)
In return we obtain for each disorder realization {vx} the corresponding Kohn-Sham potentials vKSx . By building
an infinite table listing the Kohn-Sham potential for every possible disorder configuration we would obtain the full
DFT functional for this system. Since this is not feasible we explore the possibility of using a NN to construct such
a functional. We would like to remark, that we are actually constructing the Kohn-Sham potentials and the energy
functional is given by solving the Kohn-Sham system.
At a first sight it looks rather boring to construct a DFT functional for a system that one has already solved using
the DMRG. The main reason for this work is that we would like to apply the functional constructed in this section
for larger systems, i.e. to perform an up-scaling in system size, see Sec. IV.
In our setup we constructed a set of training and test data by performing an ensemble statistics for 14.950 systems
for the training set, and 50 realizations for the testing set, where the testing set was never used as a training input.
All simulations are performed at half filling. In order to avoid getting stuck at an excited state during the DMRG
sweeping we added the ground state of a homogeneous, delocalised systems to the density matrix used for the selection
of the target space.[29, 30, 32] The reason for this approach is explained in detail in [32]. In addition we targeted for
the three states lowest in energy in an initial run, performed three finite lattice sweeps and keept at least 400 states
per block, while we increased the number of states per block to ensure a discarded entropy below 10−5. We then
restarted each run keeping at least 450 states per block, targeting for the two states lowest in energy and performing
three sweeps and ensured a discarded entropy below 10−6. Finally we restarted each run again, keeping at least 500
states per block, targeting the ground state only, performed seven finite lattice sweeps and inreased the number of
states kept per block to ensure a discarded entropy below 10−8.
For each sample the calculated the corresponding Kohn-Sham potentials vKSx . For each site x of a system we
constructed a data set consisting of the densities starting s = 35 sites left to x up to the densities for the s sites right
of x, employing PBC,
{nx−s, nx−s+1, · · · , nx+s} −→ vKSx (5)
mapping each set of densities to the corresponding Kohn-Sham potential vKSx . We didn’t use the complete set of
M = 98 densities as we later want to use the data for up-scaling and we wanted to avoid targeting at precisely
M = 98 sites. We therefore obtain 98 ∗ 14.950 = 1.465.100 training sets Eq. (5) and 98 ∗ 50 = 4.900 testing sets
Eq. (5) with an input length of 71 = 2 ∗ 35 + 1 and a single valued result. We applied a tanh activation and therefore
re-scaled the input densities by 2 (nx − 0.5). The network used has as 71× 251× 249× 1 structure, that is 71 input
values, namely the densities, one output values, the Kohn-Sham potential, two hidden layers consisting of 251 and
4249 neurons. We have performed tests with other layouts, especially with deeper networks. The results obtained with
those networks were very similar to ones presented below.
For details on how to fit functions with NN we refer to appendix A.
We trained the network first by using the tiny DNN [16] software package and switched later to tensorflow [17]
with the Keras [18] interface. During the training phase we tried various available optimizer, most notably stochastic
gradient descent (SGD) [36], adaptive moment estimation (Adam) [37], and the adaptive gradient algorithm Adagrad
[38]. In this section we are only reporting the results for the optimization run with the lowest deviation which we
achieved using tiny DNN.
In addition to the Kohn-Sham potentials vKSx we are also defining the Hartree exchange correlations potentials v
HXC
x
vHXCx = v
KS
x − vx (6)
that is, the interaction induced change of the local potential. Note that in the non-interacting limit, U = 0, the
Hartree exchange correlation potential is zero by definition. We did not subtract the Hartree contribution from vHXC
as the Hartree-Fock approximation has problems for strongly correlated one-dimensional systems, see [11].
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FIG. 1. Results for the NN based DFT: (a) interaction induced vHXC for the test data vs. the local density; (b) The vHXC
potentials for 200 test values, the corresponding from the NN predicted values and arrows indicating the errors; (c) the error
arrows for 500 test values; (c) circles: the cloud of vHXC potentials as in Fig. 1a, crosses: the error in the predicted Kohn-Sham
values.
In Fig. 1a we show the vHXC potentials vs. the local density. Just by looking at the plot it is obvious that any
local density approximation will not be able to describe the Kohn-Sham potentials. It is also hard to imagine that
any density gradient based expansion will be able to represent the rather dense cloud of potentials. The key point in
local density approximations (LDA) and gradient based expansions consists in assuming that the density functional
is smooth on short wave lengths and that one can expand the functional around its local value. In contrast the vHXC
potentials as shown in Fig. 1a are highly oscillating and multi valued. Even if one doesn’t require a smooth density
dependence of the vHXC potentials one would need a least a strongly quenched distribution in order to construct an
LDA based approximation.
Fig. 1b compares the correct vHXC potentials with the ones predicted from the NN for the first 200 testing sets,
where the arrows denote the error of the prediction. In Fig. 1c we display the same data, just drawing the arrows for
the errors for the first 500 testing sets. Here, for each sample the error arrows start at the predicted value and and at
5the desired correct value. Finally in Fig. 1d we show the cloud of vHXC potentials for the complete testing set as in
Fig. 1a. In addition we also show the difference between the vKS as predicted from the NN minus the non-interaction
potential. If the NN would work perfectly, those values should zero.
At a first sight the results looks rather disappointing. The NN is only capable to partially capture the interac-
tion induced vHXC potentials. However, one should take into account that hand-crafting a density functional that
reconstruct the cloud as displayed Fig. 1a is presumably impossible.
To make this result quantitative we show in Fig. 2a the distribution function of the vHXC potentials in comparison
to the error of the predicted Kohn-Sham potentials, where both distributions can be fit by a Gaussian distribution.
The width of σ = 0.13 for the vHXC is to be contrasted to the width of σ = 0.0347 of the distribution of the errors of
the NN. Therefore, the NN is capable to capture about 73% of the interaction effects. While one would like to have a
better agreement, the results shows that most of the correlations are already incorporated and the NN might be able
to provide correct trends.
One may try to improve the results by constructing more sophisticated NN. However, within this work we didn’t
succeed, see Appendix B. We also note that it is straightforward to extract the total energy and the single particle
gap from the inverse DFT calculations, see [10, 11], which could be incorporated into the output of the NN.
IV. UP-SCALING
In this section we address the question whether we can use the approach to up-scale the calculations for larger
system sizes, i.e. using the NN trained from the M = 98 site systems to obtain results for larger systems. To this end
we performed DMRG runs for ten M = 250 site systems using the same DMRG parameter/setup as in Sec. III, and
extracted 2500 test sets as outlined in Eq. (5). In Fig. 2b we compared the error of the Kohn-Sham potentials for
the 250 site system obtained from the NN trained with the M = 98 sites data. Interestingly the width of the error
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FIG. 2. The error distribution of the NN: (a) The distribution of the vHXC potentials and the distribution of the error in
the prediction of the vKS potentials for the 98 site system and the corresponding Gaussian fits. (b) The same data as in (a)
combined with the results obtained from up-scaling the NN to 250 sites.
distribution does not increase. The result therefore suggests that the up-scaling of an NN trained on small systems
to an evaluation on larger systems is a fruitful concept.
V. SUMMARY
In this work we applied the concept of deep learning via neural networks with the reverse engineering of Kohn-Sham
potentials in order to construct a DFT functional by learning the Kohn-Sham potentials. We applied the idea to
systems of one-dimensional spinless fermions with nearest neighbor interaction and hopping combined with on-site
disorder. We showed, while being not perfect, we managed to capture 73% of the interaction induced exchange
correlation potentials. In addition, we demonstrated that the concept of constructing functionals for the Kohn-Sham
potentials from small system and to apply them for larger systems is a promising route for the investigation of
interacting Fermi systems.
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Appendix A: Neural networks for fitting functions
The main application of neural networks consists in the classification of input variables, i.e. one maps the input
to a discrete set of output variable, with the standard internet example of “is it a cat or not?”. Here we provide an
example for applying a neural network on fitting a function.
1. The network
The basic building block of a neural network (NN) consists of a neutron as depicted in Fig. 3a.
The neuron consist of an input {xi}, weight factors {wi}, an offset b, a so-called activation function σ(z), see Fig. 3b,
and the output z:
z = σ
(
b+
∑
`
w`x`
)
(A1)
Throughout this work we have always used an tanh activation function. One now combines many neurons, Fig. 3a,
into a neural network in a layered fashion by connecting inputs of the neurons of one layer with the outputs of the
neurons of the previous layer, see Fig. 4. Since from a user perspective the NN in Fig. 4 translates the input of the
first layer into the output of the last layer one calls the first layer the input layer, the last one the output layer and
the other layers are denoted as hidden layers. If each neuron is connected to each neuron of the previous layer one
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FIG. 3. The building block of a NN: (a) a neutron (b) typical weight function: a sigmoid and a tanh.
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FIG. 4. A neural network build out of neurons shown in Fig. 3a.
calls the network dense. The training of a NN is often referred to as machine learning, and in the presence of many
hidden layer as deep learning.
In summary, the NN in Fig. 4 calculates an output z from the input {xj}, where one has to specify the parameter
in Eq. (A1) for each neuron n in layer `,
z`,n = σ
b`,n +∑
j
w`,n,jxj
 . (A2)
Of course, this can be extended to create multiple output variables zk in the output layer.
In order to apply a NN for fitting functions f(x) we use a NN with a single input x and a single output z. The
free parameter {b`,n, w`,n,j} are the set of fitting parameter. We would like to note that this approach is in contrast
9to the desired approach in physics, where on tries to fit a phenomenon with a suitable function using as few fitting
parameter as possible. Instead, here we take the opposite approach by using a simple fitting function unrelated to
the problem and fit the desired function with a large number of parameter and a few steps of recursion.
2. Training the neural network: Minimize Cost Function
The idea to determine the fit parameter for fitting a function f(x) consists in minimizing a cost function, typically
C(x) =
1
N
N∑
i=1
∣∣∣∣f(xi)− z{b`,n,w`,n,j}(xi)∣∣∣∣2 (A3)
where N denotes the number of training samples. Eq. (A3) could in principle be minimized by a standard steepest
descent gradient search. However, due the vast amount of fit parameter this is not feasible in non-trivial examples, as
the number of parameter, and therefore the dimensions of the associated matrices get too large. The breakthrough
for neural networks was provided by the invention of the back propagating algorithm [14] combined with a stochastic
evaluation of the gradients [36–38] combined the massive computational power of graphic cards, and for pattern
recognition the use of convolutional layers [15], see below. In the example provided in this section we used tensorflow
[17] software package combined with the keras [18] front end.
3. An example
As an example we look at the function
f(x) = sin(3x) − 0.8 cos2(13x)e0.5x + 4e− x
2
0.0005 + 6e−
(x+0.4)2
0.0001 (A4)
which has no deeper meaning, it was just handcrafted to represent a not too trivial function combining sharp and
non-sharp features.
Since f is a single valued single argument function the input and output layer consists of a single neuron only. In
Fig. 5 we show the results for fitting the function f(x) in Eq. (A4) with two hidden layers consisting of fifty neurons
each. In result we applied a dense NN with a 1 × 50 × 50 × 1 structure. In order to train the system we generated
25.000 random values xj with the corresponding zj = f(xj). We then trained the NN by performing a stochastic
gradient descent search (SGD) with ten repetitions over the complete set of {xj , zj}. We then evaluate the NN on
an equidistantly spaced set of {x`}. As one can see in Fig. 5a the result is a rather smooth function that misses the
sharp features. The way to improve the NN consists in learning harder, that is, we increased the repetitions of the
SGD to 100, Fig. 5b, and 1000, Fig. 5c, which finally leads to a good representation of the functions.
A different strategy consist in using different gradient search strategies, i.e. a different optimizer to minimize the
cost function Eq. (A3). In Fig. 5d we show the results where we used only 500 repetitions, however we switched
between a SGD and an ADAM optimizer, which performs much better, that just an SGD alone. We would like to
remark that a priory it is not clear which optimizer is the best, and the optimizer performance seems to be rather
problem dependent, see [12].
Finally in Fig. 6 we present results obtained from a deeper network consisting of 1 × 250 × 50 × 50 × 1 neurons.
On the right axis we show the actual error of the fit which is below 5 10−3 over the complete range. In result we
obtained results a rather good approximation to the function at the expense of using more than 15.000 fit parameter
{b`,n, w`,n,j}.
We would like to point out that the approach of using 15.000 fit parameter may appear odd as it renders an
understanding of the network impossible. However, we are using the approach to construct a DFT functional. For
the ladder it is also fair to state that most users of the modern sophisticated DFT functionals have no understanding
on the details of their construction.
Appendix B: A convolutional network
We also tested the setup of a convolutional network. There, in addition to full layer, one constructs a small kernel
layer that gets convoluted with the with the output of another layer. For details we refer to [12].
Specifically we implemented the a NN as displayed in Fig. 7, which resulted into 100.628 fit parameter. However,
despite all the effort we could not improve on the results obtained from the (smaller) dense network.
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FIG. 5. Fits for the function f(x) Eq. (A4) using a tanh activation function obtained using tensorflow/keras for a
1 × 50 × 50 × 1 network. (a) 25.000 samples, 10 repetitions of SGD; (b) 25.000 samples, 100 repetitions of SGD; (c) 25.000
samples, 1000 repetitions of SGD; (d) 2× 25.000 samples, 250 repetitions (1× SGD & 1×ADAM).
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FIG. 6. Fits for the function f(x) Eq. (A4) using a tanh activation function obtained using tensorflow/keras for a
1× 250× 50× 50× 1 network, 250 repetitions, (SGD & ADAM).
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Dense: 1171 x 71
input_1: InputLayer
conv1d: k=5, n=5 conv1d: k=21, n=15
Concatenate: 335 + 765 + 71
Dense: 71 x 71
Dense: 71 x 71
Dense: 71 x 71
Dense: 71 x 21
Dense: 21 x 9
Dense: 9x1
FIG. 7. Layout for the convolutional
network. The input layer is connected
to two convolutional layer, which are
then combined with the input layer to
serve for the input of seven hidden full
layers.
