Abstract. The inverse scattering problem under consideration is to determine the shape of an obstacle in R 3 from a knowledge of the time harmonic incident acoustic wave and the far eld pattern of the scattered wave with frequency in the resonance region. A method for solving this nonlinear and improperly posed problem is presented which is based on solving a linear integral equation of the rst kind and avoids the use of nonlinear optimization methods. Numerical examples are given showing the practicality of this new approach.
Introduction. Inverse scattering theory is concerned with de-
termining the shape of a scattering obstacle from a knowledge of the scattered acoustic or electromagnetic wave corresponding to a given incident eld. Although of considerable importance in various areas of science and technology, the mathematical and numerical analysis of such problems is of relatively recent origin. Indeed, to our knowledge, the rst successful solution of a three dimensional inverse scattering problem for obstacles of complicated geometry and for frequencies in the resonance region was published by two of us in this journal only eleven years ago 5]. Since that time there have been a number of successful reconstruction algorithms proposed for the three dimensional time harmonic inverse scattering problem for both acoustic and electromagnetic waves, all of which are based on some type of nonlinear optimization scheme 1, 10, 13, 14, 16] . Such schemes are particularly attractive since they are able to treat the nonlinear and improperly posed nature of the inverse scattering problem in a simple and straightforward manner 3, 15] .
Unfortunately, nonlinear optimization methods are often unsatisfactory in practical shape reconstruction problems. This is due to the fact that in order to implement such methods it is necessary to know the number of components of the scatterer as well as a rough idea of the geometry of each component in order to choose an appropriate parameterization of Department of Mathematical Sciences, University of Delaware, Newark, Delawarethe surface. In addition, it is also necessary to know the boundary condition satis ed by the eld on the surface of the scatterer. The fact that in many cases of practical importance some or all of the above a priori information is not available has motivated the development in recent years of methods of inversion that are not based on nonlinear optimization methods 2, 7, 17, 18, 19] . An attractive feature of these new methods is that they require no a priori information at all about the connectivity or geometry of the scattering obstacle. In addition, the method originally proposed by Colton and Kirsch 2] and improved by Colton, Piana and Potthast in 7] also requires no knowledge of the boundary conditions satis ed by the eld on the boundary of the scatterer (see also 17] ). To date the methods of 2] and 7] have only been numerically implemented for two dimensional problems. The purpose of this paper is to test the viability of this new approach to inverse scattering problems in three dimensions. As will be seen, the realization of this goal will require the use of an adaptive scheme in the inversion procedure that was not necessary in the simpler two dimensional case.
Due to its simplicity, we originally called the inverse scattering algorithm in 2] and 7] the \simple method". In a subsequent application of this method to scattering by an inhomogeneous penetrable medium we called it a \linear sampling method" 6] since to determine if a point is inside or outside the scattering obstacle it is necessary to solve a linear integral equation of the rst kind with the right hand side a function of the point in question. Since this linear integral equation is highly ill{ posed, care must be taken in choosing a regularization method and this problem was investigated in 4] and 7] by using a version of Morozov's discrepancy principle. More recently, a detailed mathematical investigation of this \regularized sampling method" was undertaken by Kirsch 11] who suggested a modi cation of the original method. In this paper we will discuss the numerical implementation of both the original regularized sampling method as well as its recent modi cation by Kirsch for a three dimensional inverse scattering problem for acoustic waves.
The plan of our paper is as follows. In the next section we will describe the inverse scattering problem to be studied and the regularized sampling method for solving this problem. We will then discuss the numerical implementation of this method for a number of test problems. Although in this paper we only discuss the inverse problem associated with the scattering of acoustic waves by an impenetrable obstacle, we note that the regularized sampling method is also applicable to acoustic and electromagnetic inverse scattering problems involving penetrable, inhomogeneous, isotropic and anisotropic media 2, 7, 8, 12] . The numerical implementation of the regularized sampling method for such problems in three dimensions is an important goal for future research. Finally, we note that in general the regularized sampling method does not yield ne details of the shape of the scattering obstacle. If such details are desired, and the boundary condition is known, the regularized sampling method can be used to obtain an initial guess to which several iterations of a nonlinear optimization scheme can be applied in order to extract a more re ned reconstruction. (2.8) then from (2.7) and the boundary condition (2.2) or (2.4) we see that for x 2 @D either v or @v=@ becomes unbounded as z approaches @D. This is only possible if kgk = kg( ; z)k becomes unbounded as z tends to @D where k k is the norm in L 2 ( ). Hence, to determine @D we must solve (2.6) for z on a partition in R 3 containing D and then look for those points z where kg( ; z)k is large.
The numerical implementation of the above procedure is obviously fraught with di culties. In particular, u 1 is in general a measured quantity and hence subject to error, i.e. u 1 is \noisy". For either a noisy or an exact kernel u 1 it is not clear that a solution to the far eld equation (2.6) exists and if it does exist it does not depend continuously on the noisy data u 1 in any reasonable norm. Furthermore, from a numerical point of view, it is not clear what it means for kg( ; z)k to be \large". Nevertheless, in spite of the above problems, a successful numerical analysis of the far eld equation (2.6) would yield a linear \sampling method" for determining the solution of a three dimensional inverse scattering problem which is intrinsically nonlinear. Hence, it seems to us that a careful numerical analysis of the far eld equation is well warranted. We note in passing that since k 2 is not an eigenvalue it can be shown that if we
The two dimensional version of (2.6) was numerically studied in 7]. In particular, the ill{posed behavior of (2.6) was dealt with by using the Tikhonov regularization method whereby the \solution" g is sought as the function minimizing the Tikhonov functional kFg ? e ?ik z k 2 + kg( ; z)k 2 (2.10) with the regularization parameter = (z) chosen by the Morozov discrepancy principle 11, 20] . It was shown that for noisy data u 1 there always exists an \approximate" solution g = g( ; z) of the far eld equation such that g and the Herglotz wave function with kernel g both become in nite as z tends to @D for z 2 D. It was further noted that the regularization parameter = (z) tends to zero as z approaches @D and that such behavior is useful in the determination of @D.
A mathematical di culty with the above regularization scheme is that a characterization of the range of the far eld operator F is unknown and hence the relationship between the regularized solution minimizing the Tikhonov functional (2.10) and the function g = g( ; z) that 1=4 where (F F) 1=4 is de ned by means of a singular system of F 11]. As with the original regularized sampling method, both kg( ; z)k and = (z) can be used to determine @D.
In the next section of this paper we will show how both the regularized sampling method and its modi cation by Kirsch can be numerically implemented in R 3 . In order to improve the e ciency of both of these methods in the three dimensional case we will make use of an adaptive procedure for choosing the sampling points z 2 D. Due to the low dimensionality of the discretized problem in two dimensions, such an adaptive procedure was not necessary in that case. 3. Numerical Analysis. In this section we shall give details of the numerical algorithm used to implement the various sampling methods described in the previous section. Our scheme is the nite element analogue of the two dimensional regularized sampling method given in 7] or the modi ed regularized sampling method given in 11].
We assume that an approximate \measured" far eld pattern u a 1 is known for n incident plane waves with direction vectorsx j 2 ; j = 1; : : : ; n, and measured in the same directions. Thus we have as data fu a 1 (x j ;x`)g n j;`=1
and u a 1 (x j ;x`) is approximately equal to u 1 (x j ;x`) (we shall make this precise shortly). In our numerical examples we take n = 42 andx j ; j = 1; : : : ; n are located at the nodes of the surface triangulation of shown in Figure 3 .1. Our method uses nite elements. Let h denote the polygonal approximation of using a surface triangular mesh (see Note we use the discrete`2 norm ofg z rather than the L 2 ( ) norm. Since the triangulation of h is regular and quasi{uniform, the two norms are equivalent, but the former is easier to compute. For the modi ed sampling method, the Nystr om -nite element approximation of (F F) 1=4 g = e ?ikx z (3.9) becomes V 1=2 V g z =f z : The regularization parameter depends on both z and the error in the data fu a 1 g 7]. As mentioned previously, we use the Morozov discrepancy principle to determine . Suppose we know an estimate for the error in the far eld operator so that kF ? F a h k (3.13) for some > 0 (using the operator norm induced by L 2 ( )). Then for the regularized sampling method (see (3.8) 4. Numerical Results. In this section we shall further develop the RSM and modi ed RSM algorithms, and give some results of numerical experiments that illustrate properties of the RSM and modi ed RSM.
The numerical results all use synthetic data computed using a Galerkin boundary element method based on piecewise linear nite elements due to Giebermann (see 9] for details of the implementation of the method and an analysis of its convergence characteristics).
From the Galerkin scheme, we obtain an approximation u FEM 1 of u 1 at the measurement pointsx j ; j = 1; : : : ; n. Having computed this nite element far eld pattern, we add noise to the data by de ning u a 1 (x j ;x`) = u FEM 1 (x j ;x`) + j;`; 1 j;` n where `;m is drawn from a sequence of uniformly distributed random numbers in (?1; 1) . The error parameter is chosen so that if A FEM is the matrix for the data u FEM 1 (as de ned in (3.1)) and if A is the matrix using u a 1 , then kA ? A FEM k = 0:02 using the spectral norm. Thus we introduce 2% noise on the nite element solution and choose = 0:02. This is likely to underestimate the true error in the data.
We start by showing results for the star shown in Figure 4 .1a. This non{convex obstacle is formed by perturbing a cube. In Figure 4 .2 we show a density plot of 1=kg z k`2 as a function of z in the plane z 2 = 0. Particularly for Dirichlet data, the presence of the star is clearly visible, but these results are problematic for three reasons:
First, in practice we would not know a cutting plane of the object, so many slices would have to be viewed to visualize the object. Second, and more important, the density plot is ambiguous as to the precise location of the boundary of D. The presence or absence of a scatterer is clearly predicted, but not its extent. order to gain su cient resolution to identify the boundary. To counter these di culties, we will predict the boundary of the scatterer directly using an adaptive algorithm. We choose a level (we shall say more how to make this choice later) and de ne the boundary of the reconstruction to be the points z such that 1 kg z k l 2 = :
In order to nd this surface we proceed as follows. We choose an initial coarse grid. In our case this is an 8 8 8 grid of cubes, but in general the size of the initial grid needs to be chosen so that it is likely that one of the initial vertices will be interior to the objects to be detected (some a priori knowledge of the size of the object to be detected is assumed).
We evaluate 1=kg z k l 2 for z at the vertices of all the cubes.
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The cubes are then classi ed as follows. If Q is a cube in the mesh then:
Q is an interior cube if 1=kg z k l 2 > at all the vertices of Q. Q is an exterior cube if 1=kg z k l 2 < at all the vertices of Q.
Q is a boundary cube if it is not interior or exterior. At the next stage of the algorithm, each boundary cube is further subdivided into 8 (or 2 2 2) sub-cubes, and the sub-cubes are again classi ed. In our examples, a third subdivision is also used. E ectively, we have the accuracy of a uniform 32 32 32 grid but with much less work. A typical re nement path (for the star) is shown in Figure 4 .3. In the nal step of the surface reconstruction algorithm we proceed as follows: For every boundary cell we use linear interpolation along the edges to locate points where 1=kg z k = . Then we draw a polygon using these points as vertices. This results in a more accurate approximation of the boundary than a simple \stair-step" approximation using boundary cubes.
The use of the adaptive threshold algorithm alleviates the three problems mentioned previously in that the algorithm e ciently predicts a surface regardless of topology or position. However the method depends critically on the choice of the cut{o parameter .
Numerical experiments reveal that needs to be chosen depending on the method (RSM versus modi ed RSM), wave numbers, and size of the target scatterer. Thus we propose to \calibrate" each method by choosing using a synthetic experiment with a known scatterer. In our experiments, we use a unit ball as the calibration scatterer. Using the wave number for the inverse problem, we can predict the far eld pattern for the calibration scatterer, then compute 1=kg z k`2 in the desired region of space for the inverse problem (the ball is useful since the far eld is easy to compute via series). We then choose 1 A table of 1 for the experiments in this paper is given in Tables 4.1 (for di erent values of the error parameter ). In the remainder of the paper, we show surfaces predicted by the calibrated, adaptive RSM and modi ed RSM.
In Figures 4.5 we show the results of the adaptive calibrated procedure for the various sampling methods in Table 3 . We show reconstructions of the star with sound hard or sound soft data. Comparing Figure  4 .5 a) and c) or e) and g) we can see the necessity of regularizing the unmodi ed sampling method. On the other hand the modi ed sampling method is more stable and regularization results in a deterioration of accuracy. This suggest that the RSM is the best implement of the standard sampling method, whereas, for the discretization here, the MSM is the Numerical cut-o parameter for the unit sphere and various noise levels . The labels soft and hard refer to using a sound hard (Neumann) or sound soft (Dirichlet) boundary condition on the scatterer. best implementation of the modi ed sampling method.
Our next example is the reconstruction of a disconnected scatterer, the Two Balls shown in Figure 4 .1b). In Figure 4 .6 we show results for k = 2 while in 4.7 we show the results for k = 4. As before the sound soft case seems easier to reconstruct than the sound hard case. Again the MSM and RSM seem to work best although there is a tendency to join the two balls in both cases. When k = 2 this example is particularly di cult since the balls are smaller than a wavelength in diameter and separated by less than a wavelength (the separation is roughly one wavelength at k = 4).
Our nal example shows the results of reconstructing the Dolphin (see Figure 4.1c) ). Here we only show the sound soft case at k = 4. The dolphin is roughly one wavelength long, yet the best reconstruction picks up hints of the ne detail on the scatterer. 5 . Conclusion. We have proposed an e cient scheme for implementing various sampling methods for solving the inverse problem. Of the methods tested, the MSM and RSM compare well. For both methods the sound hard case is more challenging than the sound soft case, but in neither case is it necessary for the inversion algorithm to know the boundary data. Furthermore we have demonstrated that disconnected scatterers can be handled without di culty. 
