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Over the last few decades, classical density-functional theory (DFT) and its dynamic extensions (DDFTs) have
become powerful tools in the study of colloidal fluids. Recently, previous DDFTs for spherically-symmetric
particles have been generalised to take into account both inertia and hydrodynamic interactions, two effects
which strongly influence non-equilibrium properties. The present work further generalises this framework
to systems of anisotropic particles. Starting from the Liouville equation and utilising Zwanzig’s projection-
operator techniques, we derive the kinetic equation for the Brownian particle distribution function, and by
averaging over all but one particle, a DDFT equation is obtained. Whilst this equation has some similarities
with DDFTs for spherically-symmetric colloids, it involves a translational-rotational coupling which affects
the diffusivity of the (asymmetric) particles. We further show that, in the overdamped (high friction) limit,
the DDFT is considerably simplified and is in agreement with a previous DDFT for colloids with arbitrary
shape particles.
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I. INTRODUCTION
The study of colloidal fluids, which typically involve particles of micrometer size suspended in a simple fluid bath
(where the particles are the atoms-molecules themselves, hence of nanometer size), goes back to the 19th Century
with the work of Brown 12 . Since then, numerous studies have been devoted to the description of the dynamics of
such systems. A particular challenge is the multiscale nature of the dynamics due to the mass separation of the bath
and colloidal particles which in turn implies that the velocities of the bath particles are much higher than those of the
colloidal particles. While the time evolution of colloidal fluids can be formally studied by modelling the full systems,
i.e. considering the Newtonian dynamics of both bath and colloidal particles, such an approach is computationally
intractable, due to both the number of particles and the very different timescales one has to consider34,35, and thus
there is a need for coarse graining leading to reduced models.
One such reduced model consists of the stochastic Langevin Equations (LEs) for colloidal positions and momenta
or equivalently the corresponding Fokker-Planck equation (FPE) for the N -body probability distribution function.
The LEs were originally proposed heuristically, but can be formally justified as shown in Appendix A (where for the
first time a detailed microscopic derivation of the rotational part of the FPE is offered starting from the full system of
bath and colloidal particles). A consequence of this coarse graining down to the dynamics of only the colloidal-particle
degrees of freedom is that we no longer deal with deterministic but with random variables. The advantage is that it
removes the enormous number of variables related to the dynamical variables of the bath, traditionally via projection-
operator techniques which effectively allow to average out the bath19,20,27,38,49,63,77. Despite such a simplification,
the resultant equations are still computationally prohibitive because of the large number of particles that need to be
taken into consideration to describe the behavior of colloidal fluids.
A theoretical way out is to obtain mean field approximations which are independent of the number of particles. For
an N -particle system, a standard procedure in the statistical mechanics of classical fluids is to average over N − n
(with n < N) colloidal particles, resulting in a time-evolution equation for the n-body reduced distribution function.
However, to obtain a closed set of equations for a given n requires knowledge of the relationships between the full and
the reduced distributions. Dynamical density functional theories (DDFTs) perform this procedure for n = 1, i.e. for
the one-body density, and typically result in a continuity equation for the density and a time-evolution equation for
the current, that is now a functional of the density. The functional that relates the current and the density is generally
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2unknown, but, for a practical implementation of DDFTs it needs to be approximated. A standard approach, for the
overdamped dynamics, is to take it as the free-energy functional of a system with the same density at equilibrium.
This functional has been well-studied in the statistical mechanics of fluids31,53. Also, approximating the functional
relating the current and the density with the free energy at equilibrium also ensures that the DDFTs reduce to the
corresponding equilibrium DFTs34,35.
The first derivations of a DDFT go back to the early works of Evans 31 and Dieterich et al. 23 . These initial
formulations were mostly phenomenological and subsequent efforts focused on deriving rigorously the same results
and also DDFTs that include additional effects such as inertia and hydrodynamic interactions (HIs)2,3,24,28,32,34,35,57.
There have also been several efforts to test the derived DDFTs and their predictive capabilities. In fact there
have been successful applications to a wide spectrum of physical settings, from hard rod and hard sphere systems35,
mixtures33, thermodynamic phase transitions such as nucleation and spinodal decomposition54,76 to the calculation
of the van Hove distribution function for Brownian hard spheres46 and crystallization64.
DDFTs have been derived for both the overdamped and inertial regimes and although they were initially applied to
spherically-symmetric colloids, they have also been generalised to systems where both orientational and translational
motions of particles are taken into account, either under weak71 or strong78 coupling between the two motions.
However, these generalisations are restricted to the overdamped regime and neglect HIs. The main goal of the present
study is precisely to formulate a DDFT for orientable particles to include both inertia and HIs. Our methodology
follows closely the momentum-moments approach adopted by Archer 2 to obtain a DDFT for spherically-symmetric
colloidal particles with inertia and also by Goddard et al.34,35 to include both inertia and HIs in this DDFT.
In Section II we introduce the equations of motion for a system of N interacting orientable colloidal particles
immersed in a thermal bath. Analogous to the spherically-symmetric case, these equations are the LEs for the
phase-space coordinates: positions, Eulerian angles, linear and angular (also referred to as rotational) momenta.
These equations have already been derived and examined thoroughly before21,44,80, but for the sake of clarity and
completeness they are reviewed in Appendices A and B, in particular highlighting their range of applicability. The
derived LEs naturally contain the full rotational-translational coupling which is crucial in the DDFT derivation that
follows. In Section III, we follow34,35 and integrate the Kramer’s equation over all but one particle, yielding a continuity
equation for the density distribution and a time-evolution equation for the current. At this point we require closure
approximations to obtain a final equation dependent on the density distribution only. These approximations, discussed
in detail in Section IV, are: (i) the local-equilibrium approximation for the one-body distribution function; (ii) the
adiabatic approximation involving the equilibrium free-energy functional; (iii) separation of the N -body distribution
into local equilibrium and non-equilibrium contributions; and (iv) an Enskog-like approximation for the two-body
interactions. We then arrive at the central result of this work, i.e. a generalised DDFT equation to describe systems
of orientable particles taking account of both inertia and HIs. Finally, we compare our derived DDFT with previous
DDFTs. As expected, if the rotational degrees of freedom are ignored, our DDFT reduces to the one obtained for point-
like or spherical particles in the presence of both inertia and HIs34,35, and hence also to several other DDFTs2,3,28,32,57
which have neglected inertia or HIs or both. For orientable particles, neglecting inertial effects and HIs allows us to
connect our DDFT with previous ones, recovering in particular the DDFTs derived by Rex et al. 71 and Wittkowski
and Lo¨wen 78 . Concluding remarks along with a discussion of open problems are offered in Section V.
II. EVOLUTION EQUATIONS
Consider a closed system of N identical, asymmetric colloidal particles with mass m immersed in a fluid of n≫ N
identical bath particles with massmb ≪ m. This mass separation plays a vital role in deriving the Brownian equations
of motion governing colloidal dynamics via projection-operator techniques19,20,27,38,49,63,77 (see also Appendix A). We
start by describing the configuration state of the colloidal particles by the position vectors rN = {r1, . . . , rN} for
their centres of mass and the Eulerian angles αN = {α1, . . . ,αN}, with αi = (θi, φi, χi) defined in the same manner
as Condiff and Dahler 16 , Goldstein et al. 36 or Jose´ and Saletan 47 . These angles characterise the orientation of
principal-axes frame of the particles, B, relative to the space-fixed frame, S. We also denote the translational and
angular momenta as pN = {p1, . . . ,pN} and LN = {L1, . . . ,LN}, respectively. The angular velocity of the ith
colloidal particle, ωi, is related to its angular momentum by the equation Li = Iiωi with Ii the inertia tensor. In the
principal-axes frames B, such a tensor is diagonal and constant, Ii ≡ I = diag(I1, I2, I3). The transformation between
the frames B and S is given by the rotation operator Ri,47 such that x = Ri x′ where x ∈ B and x′ ∈ S. Hence
ωi = Riω′i, with ω′i the angular velocity in S, and I′i = R⊤i IRi, which is neither diagonal nor constant. The angular
velocity ωi can be related to the Eulerian velocities, α˙i, via the transformation ωi(αi) ≡ Φ˙i(αi) = Λ⊤i α˙i, where
the dot denotes time derivative and Φi highlights the fact that ωi is the vector accounting for the rate of change of
angular displacement over the Cartesian frame B. The exact definition of Λ⊤ can be found in Appendix A.
For simplicity, we will consider angular quantities with respect to the body-fixed frames. As such, the dynamics of
3colloidal particles are described by the Langevin equations21,22 (see detailed derivation in Appendix A)
r˙j(t) =
1
m
pj , Φ˙j(t) = I
−1Lj , (1)
p˙j(t) = − ∂
∂rj
V (rN ,αN )−
N∑
k=1
(
ΓTTjk pk + Γ
TR
jk Lk
)
+
N∑
k=1
(
ATTjk fk(t) +A
TR
jk tk(t)
)
,
L˙j(t) =− ∂
∂Φj
V (rN ,αN )− (I−1Lj)× Lj −
N∑
k=1
(
ΓRTjk pk + Γ
RR
jk Lk
)
+
N∑
k=1
(
ARTjk fk(t) +A
RR
jk tk(t)
)
,
or, more compactly,
r˙j(t) = m
−1
j pj(t), (2)
p˙j(t) = Fj −
N∑
k=1
Γjk(r
N )pk +
N∑
k=1
Ajkξk(t),
with mj = diag(m1, I), rj = (rj ,Φj), pj = (pj ,Lj) and Fj = (− ∂V∂rj ,− ∂V∂Φj − (I−1Lj) × Lj), where V (rN ) is the
solvent-averaged interaction-potential of mean force75. The gradient operators are defined by ∇rj = (
∂
∂rj
, ∂∂Φj )
⊤,
with ∂∂Φ = ex
∂
∂Φx
+ey
∂
∂Φy
+ez
∂
∂Φz
the angular gradient [see Equations (A.17)–(A.18)], and ∇pj = (
∂
∂pj
, ∂∂Lj )
⊤. Here
ξj = (fj , tj)
⊤ is a 6-dimensional Gaussian white noise vector where fj and tj are random forces and torques acting
upon the j-th particle, respectively, such that 〈ξaj (t)〉 = 0 and 〈ξaj (t)ξbk(t′)〉 = 2δjkδabδ(t−t′). As for the spherical case,
the motion of the colloidal particles induces flows in the bath which in turn result in forces on the colloids, what we
have already referred to in Section I as HIs. These HIs are represented by the 6×6 friction tensors, Γjk = (Γµνjk ) where
the superscripts µ, ν ∈ {T,R} denote the coupling between the translational and angular momenta. Furthermore,
the interaction between bath and colloidal particles has a random component representing unpredictable collisions
of the bath particles with the colloidal particles. The strength of these random forces is given by the 6 × 6 tensors
Ajk = (A
µν
jk ) which are coupled to the friction tensors via the fluctuation-dissipation relation,
21,80
mΓjk(r
N ) = β
N∑
l=1
Ajl(r
N )Akl(r
N ). (3)
Here β = 1/kBT with kB the Boltzmann constant and T the temperature, is assumed to be constant. We define
the 6N × 6N total-mass tensor m
N
= diag(mj), along with the 6N × 6N tensors Γ = (Γjk), and A = (Ajk),
transforming Equation (3) to m
N
Γ = βAA⊤. Due to the asymmetry of the particles, the friction and noise matrices
are not generally symmetric. However, as discussed by Brenner 11 and Condiff and Dahler 16 , the asymmetric part
of Γij is exclusively due to nondissipative gyrostatic forces and torques acting on the particles. If such effects can
be neglected16, then one can assume ΓTRjk = (Γ
RT
jk )
⊤. The fluctuation-dissipation relation is then A =
√
kBTmNΓ,
analogous to that for spherical particles.
Starting from the Smoluchowski equation, a fluctuating DDFT equation was derived recently24. The authors of this
study argued that any equation of motion that accounts for inertial effects of the colloidal particles must include the
inertia of the fluid bath. Moreover, they claim that there are only two consistent ways of dealing with this problem:
either fluctuating hydrodynamics43 or the overdamped LEs based on the work of Hinch 45 and Roux 73 . They justify
this claim using the estimate obtained by Roux 73 , who also refers to Hinch 45 , of the typical relaxation time of the
bath, eventually invalidating the inertial LEs. Nevertheless, while the inertial equations (1) are neither formally exact
nor completely general, it can be shown that there exist very sensible regimes in which neglecting inertia in the bath
is appropriate, namely when the colloidal-particle density, ρB, is much larger than that of the bath particles, ρb. This
is done in Appendix B using dimensional analysis showing that there is indeed a mass-induced time-scale separation
when ρb/ρB ≪ 1. Under such circumstances the LEs and the associated FPE must be applicable, as explicitly pointed
out also by Roux 73 .
From the system of stochastic differential equations (SDEs) in Eq. (2), one can obtain72 (see Appendix A) the
time-evolution equation of the phase-space probability density function (PDF), f (N)(rN ,pN ; t), to find each particle
4j with positions rj , αj and momenta pj , Lj at time t,
∂tf
(N)(rN ,pN ; t)+
N∑
j=1
∇rj ·
(
m−1pjf
(N)(rN ,pN ; t)
)
+
N∑
j=1
Fj ·∇pjf (N)(rN ,pN ; t) (4)
=
N∑
j,k=1
∇pj · Γjk(rN )
(
pk + kBTm∇pk
)
f (N)(rN ,pN ; t).
It is well-known that Equations (2) or (4) are computationally tractable only for small systems. This problem can be
circumvented to an extent by assuming a very simple structure for the friction tensor, namely Γ = diag(γTT1, γRR1).
While such an approximation certainly reduces the numerical complexity [since determining A is now O(N) rather
than O(N3)], it physically corresponds to ignoring HIs, thus neglecting crucial physical information. Another approach
to tackle the problem, which is the one we adopt, is to derive a coarse-grained/mean-field model by averaging over
the degrees of freedom of all but a few particles14,33,35,81. This method yields a lower-dimensional system but requires
knowledge of the functional relation between f (N) and the reduced distribution function. Therefore, convenient and
accurate closures for the dynamics of the reduced distribution function must be found.
III. CONTINUITY AND FLUX EQUATIONS
Given (4), we can reduce to a lower dimensional problem by averaging over all but a few particles. Our first
assumption involves the solvent-averaged interaction potential V (rN ). Inspired by the decomposition proposed for
spherical particles35 we assume that this potential can be split into linear combinations of n-particle interactions, i.e.
V (rN ; t) =
N∑
j=1
V1(rj ; t) +
N∑
n=2
1
n!
n∑
k1 6=···6=kn=1
Vn(rk1 , . . . , rkn). (5)
For ease of notation we also adopt the decomposition Γµνij = γµνδij1+ γµν Γ˜
µν
ij , recalling that we are not making use
of Einstein’s summation convention. Thus,
Γij = δijΥ+ Υ˜ij , (6)
with the 6 × 6 tensor Υ = (γµν1), where γµν is the constant friction coefficient for an isolated particle and Υ˜ij =
(γµν Γ˜
µν
ij ), where Γ˜
µν
ij are the translational-rotational HI tensors. In the special case when γµν = 0, ∀µ, ν, the FPE
(4) becomes the Liouville equation initially derived by Condiff and Dahler15,16,18 for molecular fluids consisting of
non-spherical particles. In this case one usually invokes a Kirkwood-type time smoothing technique16,49, rather than
a local-equilibrium approximation involving a free-energy functional (see Section IV).
We now define the reduced distributions obtained by integration of the phase-space PDF,
f (n)(rn,pn; t) =
N !
(N − n)!
∫
drN−ndpN−n f (N)(rN ,pN ; t) (7)
where drN−n ≡ drn+1 . . . drN , with an analogous expression for dp, and the corresponding configuration-space distri-
bution,
ρ(n)(rn; t) =
∫
dpn f (n)(rn,pn; t). (8)
We denote the domains of integration by V = V × S, with V = R3 and S = [0, 2π) × [0, π) × [0, 2π), and so∫
dr ≡ ∫V dV ∫S dS and ∫ dp ≡ ∫V dV ∫V dV , where∫
V
dV =
∫ ∞
0
dx
∫ ∞
0
dy
∫ ∞
0
dz (9)∫
S
dS =
∫ 2π
0
dθ
∫ π
0
dφ sin(φ)
∫ 2π
0
dχ.
5For ease of notation ρ(1) is replaced with ρ, also known as the one-body density. We now take successive momentum
moments of Equation (4) starting at zeroth order and integrating over all but one-particle position and momentum,
i.e. N
∫
(4) drN−1dpN , resulting in the continuity equation
∂tρ(r1; t) +∇r1 · j(r1; t) = 0, (10)
with the flux defined as j(r1; t) =
∫
dp (m−1p1)f
(1)(r1,p1; t).
To obtain the first-momentum moment equation we use N
∫
(m−1p1)⊗ (4) drN−1dpN giving
∂tj(r1; t) +∇r1 ·
∫
dp1(m
−1p1 ⊗m−1p1)f (1)(r1,p1; t) (11)
+m−1∇r1V1(r1; t)ρ(r1; t) +m
−1
N∑
n=2
∫
dr2 . . . drn∇r1Vn(r
n; t)ρ(n)(rn; t)
+Υ‖j(r1; t) +Υ⊥j⊥(r1; t) +Nm
−1
N∑
j=1
∫
drN−1dpN Υ˜1j(r
N )pjf
(N)(rN ,pN ; t) = 0
where ⊗ is the dyadic product. Here we have defined Υ‖ = diag(γTT1, γRR1), Υ⊥ = diag(γTR1, γRT1) and
j⊥ =
∫
dp1(m
−1
⊥ p1)f
(1)(r1,p1; t), with m
−1
⊥ = adiag(m
−11, I−1) the anti-diagonal block matrix with submatrices,
(m−1⊥ )1,2 = m
−11, (m−1⊥ )2,1 = I
−1 and (m−1⊥ )i,j = 0 otherwise. For particles where coupling cannot be neglected,
such as screw-like colloids78, this first-momentum moment equation includes an additional term compared to that
for spherical particles. This term, involving j⊥(r1; t), reflects the coupled translational and rotational forces. When
such a coupling vanishes, as in the case of orthotropic-like particles78, the rotational and translational motions are
completely decoupled and Equation (11) can be split into two independent equations.
Equations (10)–(11), are the basis of our DDFT. In the next section we introduce the closures which link the
terms f (1), ρ(n) and f (N) of Eq (11) to the one-body density, following the same reasoning as that applied for the
spherical-particle case.
IV. EXTENDING THE UNIFIED DDFT EQUATION TO NON-SPHERICAL PARTICLES
The closure procedure will be performed in four steps: (i) the term involving the dyadic product will be rewritten
using the definition of the kinetic stress, Π(r1; t), and the equilibrium distribution function, f
(1)
eq (r1,p1); (ii) an
adiabatic approximation will be used to substitute the n-body density terms with an expression involving the free-
energy functional, F [ρ]; (iii) the N -body distribution function will be expressed as a sum of a local-equilibrium and
non-equilibrium distributions, yielding an extension of the result obtained for spherical-colloidal fluids, and finally;
(iv) we restrict our attention to the case of two-body HIs and use an Enskog-like approximation.
A. Equilibrium distribution, kinetic stress and adiabatic approximation
At equilibrium the one-body distribution function has a Maxwell-Boltzmann structure16
f (1)eq (r1,p1) =
√
|I−1|
m3/2(2πkBT )3
ρeq(r1) exp
(
− (m
−1p1) · p1
2kBT
)
, (12)
with |I−1| = ∏i(Iii)−1. Hence, one can easily check that ∫ dp1(m−1p1 ⊗m−1p1)f (1)eq (r1,p1) = kBTm−1ρeq(r1). By
adding and subtracting ∇r1 ·
(
kBTm
−1ρ(r1)
)
on the left-hand side of Equation (11) we can write,
kBTm
−1
∇r1ρ(r1; t) +∇r1 ·Π(r1; t) = ∇r1 ·
∫
dp1(m
−1p1 ⊗m−1p1)f (1)(r1,p1; t) (13)
with the kinetic-stress tensor defined as35
Π(r1; t) =
∫
dp1
(
(m−1p1 ⊗m−1p1)− kBTm−1
)
f (1)(r1,p1; t). (14)
6According to this definition, the term involving the one-body distribution function and the dyadic product in Equation
(11) can be identified as the remainder of the spatial and angular divergence of the kinetic stress. Although at this
stage Equation (13) only seems to be a more convenient way of expressing the second term on the left-hand side of
Equation (11), the advantage will become clear in Section IVB where we discuss how to deal with out-of-equilibrium
distributions.
But before this, we will make use of the adiabatic approximation. This approximation identifies, at any time
t, the one-body density, ρ(r1; t), with the equilibrium one, ρeq(r1). We now consider the Helmholtz free-energy
functional31,53
F [ρeq] = kBT
∫
V
dr1 ρeq(r1)
(
ln
(
Λ3ρeq(r1)− 1
))
+ Fexc[ρeq] +
∫
V
dr1 ρeq(r1)V1(r1) (15)
where the first term on the right-hand side accounts for the ideal-rotator gas component, the last term contains the
external potential contribution to the free energy, Fexc is an excess over ideal gas contribution and Λ is the de Broglie
wavelength (which will turn out to be irrelevant). From classical DFT53 we know that there is a unique external
potential, W(r1) = w(r1) + V1(r1), for which ρeq(r1) is the equilibrium density. Following Rex and Lo¨wen
70 , the
following generalised force-balance equation is fulfilled,
kBT∇r1ρ(r1)
ρ(r1)
+∇r1W(r1) = − ∇r1
δFexc[ρ]
δρ(r1)
∣∣∣∣
ρ=ρeq
(16)
which makes it possible to determine the gradient of the additional potential w(r1) introduced in the definition of the
external potential. Rearranging Eq. (16),
∇r1w(r1) = −∇r1
δF [ρ]
δρ(r1)
∣∣∣∣
ρ=ρeq
≡ −∇r1µ(r1) (17)
with µ(r) the local nonequilibrium chemical potential. This way, ∇r1w(r1) can be understood as the additional
external force the system needs to balance the thermodynamic driving force70.
Furthermore, under the same circumstances Equation (11) becomes the first equation of Yvon-Born-Green (YBG)
hierarchy4,52
kBTm
−1
∇r1ρeq(r1) +m
−1
∇r1W(r1; t)ρeq(r1) = m
−1
N∑
n=2
∫
dr2 . . . drn∇r1Vn(r
n)ρ(n)eq (r
n) (18)
Making the approximation that Equations (15)–(18) hold out of equilibrium, i.e. substitute ρ
(n)
eq by ρ(n)(t) for all n,
yields,
ρ(r1; t)∇r1
δF [ρ]
δρ(r1)
= ρ(r1; t)∇r1V1(r1; t) + kBT∇r1ρ(r1; t) (19)
+
N∑
n=2
∫
dr2 . . . drn∇r1Vn(r
n)ρ(n)(rn; t).
Substituting Equations (13) and (19) into Equation (11) produces,
∂tj(r1; t)+∇r1 ·Π(r1; t) +m−1ρ(r1; t)∇r1
δF [ρ]
δρ(r1)
+Υ‖j(r1; t) +Υ⊥j⊥(r1; t) (20)
+Nm−1
N∑
j=1
∫
drN−1dpN Υ˜1j(r
N )pjf
(N)(rN ,pN ; t) = 0.
B. Local-equilibrium approximation and beyond
The next step of the derivation is the introduction of a widely used approximation in statistical physics35,52,69,
namely the local-equilibrium approximation. It allows rewriting the kinetic stress in terms of the one-body density.
With the definitions of local density, ρ, velocity, v, and temperature, T , given by∫
dp
 1p(m−1c) · c
 f (1)(r,p; t) =
 1mv(r; t)6kBT
 ρ(r; t), (21)
7with52 c ≡ c(r,p; t) = p − mv(r; t) the deviation-from-the-mean microscopic momentum, the local-equilibrium
approximation to the true probability distribution,
f
(1)
leq (r,p; t) =
|I−1|1/2ρ(r; t)
m3/2(2πkBT )3
exp
(
− (m
−1c) · c
2kBT
)
(22)
fulfils the normalisation conditions given in Equation (21). While approximating f (1) with Equation (22) can be
reasonable as a first-order approach, there is in fact no actual reason to impose such a restriction. We instead
introduce the expansion f (1) = f
(1)
leq [1 + Ψ ] ≡ f (1)leq + f (1)neq, which takes into account both local-equilibrium and
non-equilibrium effects. The non-equilibrium term must satisfy∫
dp
 1p(m−1c) · c
 f (1)neq(r,p; t) =
 000
 . (23)
Hence, f
(1)
neq only contributes to higher moments such as the stress, Π, and the heat flux, Q. Using Equations (21)–
(23) it is readily found that j(r; t) = jleq(r; t) = ρ(r; t)v(r; t). Thus, recalling the definition given in Equation (11),
the kinetic-stress tensor satisfies the decomposition,
Π(r; t) =(v(r; t)⊗ v(r; t))ρ(r; t) +
∫
dp
(
m−1p⊗m−1p) f (1)neq(r,p; t) = Πleq(r; t) +Πneq(r; t), (24)
where the first term stands for the local-equilibrium stress, which embodies the kinetic contribution15 due to transla-
tional, rotational and coupled velocities. On the other hand, the heat flux only shows a non-equilibrium contribution
and, given the symmetry of f
(1)
leq ,
Q(r; t) =
1
2
∫
dp |c|2 m−1c f (1)(r,p; t) = 1
2
∫
dp |c|2 m−1c f (1)neq(r,p; t). (25)
Now, making use of the identity
∇r · [(v(r; t)⊗ v(r; t))ρ(r; t)] = v(r; t)∇r · (v(r; t)ρ(r; t)) + ρ(r; t) (v(r; t) ·∇r)v(r; t), (26)
in Equations (24) and (20), we arrive at the time-evolution equation
ρ(r1; t)Dtv(r1; t)+∇r1 ·Πneq(r1; t) +m−1ρ(r1; t)∇r1
δF [ρ]
δρ(r1)
+ (Υ‖ +Υ⊥ǫ)ρ(r1; t)v(r1; t) (27)
+Nm−1
N∑
j=1
∫
drN−1dpN Υ˜1j(r
N )pjf
(N)(rN ,pN ; t) = 0
where we define the material derivative as Dt = (∂t + v(r; t) ·∇r) and ǫ = adiag(m−1I,mI−1). At this stage, there
are two terms which still have to be treated, namely the non-equilibrium and the friction tensor terms. The former
will be analysed in what follows and the latter in Section IVC.
To treat the non-equilibrium term, we follow Grad’s method39,52. Specifically, the one-body distribution is rewritten
as f (1) = f
(1)
leq [1 + Ψ ] and Ψ(r,p; t) is expanded in a basis of orthogonal polynomials of the p⊕L space. In particular,
we choose a basis of the multiple generalised Hermite polynomials25 on Rd,
P
[α]
n,ℓ(x1, . . . , xd) = H
[α]
ℓ1
(x1) . . . H
[α]
ℓd
(xd),
∑
ℓk = n (28)
with n ∈ N0 = Z+ ∪ {0}, ℓ ∈ Nd0 and H [α]k (x) ≡ Hk(x/
√
α)/
√
k! the generalised Hermite polynomials, which are an
orthogonal basis for L2 (R) with respect to the weight (2πα)−1/2 exp(−x2/(2α)). Denoting ej = (δjk), the first P [α]n,ℓ
are given by
P
[α]
0,0(x) = 1, P
[α]
1,ej
(x) =
xj√
α
, P
[α]
2,ej+ek
(x) =
xjxk
α
− δjk. (29)
Setting now α =
√
kBT , the one-body distribution function can be expanded as
f (1)(r,p; t) = f
(1)
leq (r,p; t)
1 +∑
n,ℓ
Bn,ℓ(r; t)P
[α]
n,ℓ
(
m−1/2c
) . (30)
8with Bn,ℓ(r; t) the moments of the distribution f
(1)
neq. From Equation (23), we then find that B0,0 = B1,ej = 0 and∑
j B2,2ej = 0. Finally, the non-equilibrium term in Equation (27) can be expressed as
Π
neq
jk (r; t) = kBTρ(r; t)B2,ej+ek(r; t), (31)
which represents an extension of the analogous relationship found for the spherical case (Section 3.2 of Ref. 35). This
relationship does not necessarily imply the non-local kinetic pressure to be small, since the functions B2,ej+ek(r; t) do
not depend on ρ, T or v. However, at this point we make the assumption that f
(1)
neq can be either approximated or
neglected, inspired by previous rigorous analyses for spherical particles32,35. Therefore, to obtain a DDFT, we need
to deal with the last term in Equation (27).
C. Two-body interactions and closure equation
With the aim of closing Equation (27) in ρ, we restrict our attention to systems where the HIs are given by linear
combinations of two-body interactions. In particular, we assume the general structure32,35
Υ˜jk(r
N ) = δjk
∑
r 6=j
Z1(rj , rr) + (1 − δjk)Z2(rj , rk). (32)
The integral of Equation (27) depends only on f (2)(r1, r2,p1,p2; t) and we now need a closure relation between the
one- and two-body distributions. From a previous rigorous derivation of DDFT14, it is known that the one-body
density determines the N -body distribution and, therefore, all the time-dependent properties of the system can be
expressed as functionals of ρ(r; t). Thus, we make the following approximation
f (2)(r1, r2,p1,p2; t) = f
(1)(r1,p1; t)f
(1)(r2,p2; t)g(r1, r2; [ρ]), (33)
although the exact form of the functional g(r1, r2; [ρ]) is unknown, accurate approximations are known at equilibrium.
However, the problem of obtaining an expression for g is beyond the scope of the present study. From now on,
we assume there exists at least a good approximation. It is also worth mentioning that despite being analogous in
structure to the Enskog approximation, Eq. (33) should be only understood as a local-equilibrium approximation.
Thanks to this last closure, we no longer have to deal with higher order distributions but only with the one-body one.
Substituting Equations (32) and (33) into (31) yields
ρ(r1; t)Dtv(r1; t)+∇r1 ·Πneq(r1; t) +m−1ρ(r1; t)∇r1
δF [ρ]
δρ(r1)
+ (Υ‖ +Υ⊥ǫ)ρ(r1; t)v(r1; t) (34)
+m−1ρ(r1; t)
∫
dr2 [Z1(r1, r2)mv(r1; t) + Z2(r1, r2)mv(r2; t)] ρ(r2; t) g(r1, r2; [ρ]) = 0.
Neglecting the non-local equilibrium term as discussed above, and dividing by the one-body density, we finally obtain
our equation for the evolution of the flux,
Dtv(r1; t)+m−1∇r1
δF [ρ]
δρ(r1)
+ (Υ‖ +Υ⊥ǫ)v(r1; t) (35)
+m−1
∫
dr2 [Z1(r1, r2)mv(r1; t) + Z2(r1, r2)mv(r2; t)] ρ(r2; t) g(r1, r2; [ρ]) = 0.
Combining this equation with the conservation law resulting from Equations (21) and (23) in (10), namely
∂tρ(r1; t) +∇r1 · (ρ(r; t)v(r1; t)) = 0, (36)
we finally have the generalised DDFT for systems of orientable particles.
We can readily check that for the special cases of point-like and smooth spherical particles (with perfect slip on
the surface21), these equations reduce to the unified DDFT recently derived by Goddard et al. 35 . Section IVD
will be devoted to showing how Equation (35) turns into the equation derived by Rex et al. 71 and Wittkowski and
Lo¨wen 78 for systems of arbitrary-shape colloids by setting Z1 = Z2 = 0, and showing that the generalised Einstein
relationships21,68 can be recovered in such a case. Finally, we note that the overall effect of the last two terms in
Equation (35) will be a friction-like retardation of the translational and angular velocities v(r1, t), akin to what
happened for spherical particles35.
9D. Connection with previous DDFTs
Here we connect our DDFT with the DDFTs obtained by Rex et al. 71 and Wittkowski and Lo¨wen 78 for systems of
arbitrary-shape colloids with overdamped dynamics, neglecting HIs. Within the context of our study, this is equivalent
to setting Z1 = Z2 = 0. We then have
(Υ‖ +Υ⊥ǫ)v(r1; t) = −Dtv(r1; t)−m−1∇r1
δF [ρ]
δρ(r1)
. (37)
Using this result in the continuity equation (36) gives
∂tρ(r1; t) =∇r1 ·
(
ρ(r1; t)ζ
−1
(
∇r1
δF [ρ]
δρ(r1)
+mDtv(r1; t)
))
(38)
where we defined
(Υ‖ +Υ⊥ǫ)m = ζ ≡
(
ζTT ζTR
ζRT ζRR
)
(39)
along with ζTT = mγTT1, ζTR = m
−1γTRI
2, ζRT = m
2γRT I
−1, and ζRR = γRRI. In the overdamped regime,
inertial forces and unsteady acceleration are neglected, i.e. mDtv→ 0. Therefore, Equation (39) becomes
∂tρ(r1; t) =∇r1 ·
(
ρ(r1; t)βD(r1; t)
(
∇r1
δF [ρ]
δρ(r1)
))
(40)
where βD = ζ−1 is the diffusion tensor. Making use of the block-matrix inversion formula [e.g. Equation (2.8.18) of
Ref. 8] we can check that the diffusion tensor fulfils the generalised Einstein relationships21,68
βDTT =
(
ζTT − ζTRζ−1RRζRT
)−1
(41)
βDTR =−
(
ζTT − ζTRζ−1RRζRT
)−1
ζTRζ
−1
RR ≡
(
ζRT − ζTTζ−1TRζRR
)−1
βDRT =−
(
ζTT − ζTRζ−1RRζRT
)−1
ζRTζ
−1
TT ≡
(
ζTR − ζRRζ−1RTζTT
)−1
βDRR =
(
ζRR − ζRTζ−1TTζTR
)−1
In the special case when the translational and rotational motions are fully decoupled, DTR = DRT ≡ 0, we recover
the equation derived by Rex et al. 71 . This is indeed the case for spherically isotropic colloids [e.g. Equation (37) of
Ref. 21] far from a wall. Furthermore, if the colloidal particles are smooth spheres we recover the DDFT derived by
Marconi and Tarazona 57 , as the stress tensor is then uniquely determined by the translational component. However,
the strength of the hydrodynamic translation-rotation coupling increases rapidly as the distance of the particles from
a wall decreases6,21. The coupling is then unavoidable near the walls even for the simple spherical case. In this regard,
Equation (40) can be seen as a generalisation of the uncoupled DDFT obtained by Rex et al. 71 .
Of course, our overdamped DDFT (40) does not include the self-propulsion forces present in the DDFT of Wit-
tkowski and Lo¨wen 78 as these forces were not present in our original equations to begin with (see Appendix A).
Nevertheless, they can readily be included as an additional term, FAi (ri; t), inside the solvent-averaged interaction
forces and torques F. This results in Equation (11) having the extra term, −m−1FA1 (r1; t)ρ(r1; t). Following exactly
the same steps as in (12)–(17), the same first equation of the YBG hierarchy (18) can be obtained, by setting FA1 = 0
at equilibrium78. Therefore, the additional term −m−1FA1 (r1; t)ρ(r1; t) would survive throughout the whole derivation
so that the left-hand side of our DDFT equation (35) would contain it. Eventually, this leads us to
∂tρ(r1; t) =∇r1 ·
(
ρ(r1; t)βD(r1; t)
(
∇r1
δF [ρ]
δρ(r1)
− FA1 (r1; t)
))
(42)
which is now in complete agreement with the equation previously derived within the overdamped regime78, with the
diffusion tensor still satisfying the generalised Einstein relationships (41).
V. CONCLUSIONS
In this work we have formulated a DDFT for orientable particles with inertia and HIs. There are numerous examples
where orientation of particles plays a key role. From the fundamental study of perfectly-rough spheres16, loaded
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spherocylinders16,18, nematic solutions42,86 or liquid-crystal nucleation62,74,86, to the study of biological processes such
as21 protein adsorption and trapping, antibody-antigen interaction, biochemical assembly by monomer aggregation
or polymerization, bone formation13,37 or in vivo protein crystallization5,50, to name but a few. We believe that all
these problems could be tackled with the aid of the DDFT developed here.
The present study also addresses the problem posed by Wittkowski and Lo¨wen 78 : generalising their work to include
HIs. But our study goes a step further and also includes the inertia of the colloidal particles. We are currently in the
process of implementing our DDFT equations in the pseudospectral scheme, based on Chebychev collocation10, we have
developed for the numerical treatment of DDFT for spherical particles and which has been successfully applied to a
wide spectrum of physical settings; from fluids in a confining potential35 and mixtures in such a potential33 to adsorbed
films on a substrate82, fluids in confined geometry83–85 and contact lines65,66. While the theory presented here is valid
for three-dimensional orientable particles, from a computational point of view systems of two-dimensional orientable
particles would be more tractable. Finally, interesting extensions of the framework developed here would be to include
torsional degrees of freedom to describe systems of flexible-chain molecules30, consider multiple-particle species, thus
extending the previously developed DDFT for mixtures of spherical particles33, and confined geometry83–85. We shall
examine these and related questions in future studies.
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Appendix A: Derivation of generalised Langevin equations
1. The Fokker-Planck Equation
Here we outline the derivation of the time-evolution equation for the probability distribution function of a system
of arbitrary-shape particles. This derivation can be thought as an application of the works of Kirkwood 49 , Murphy
and Aguirre 63 , Deutch and Oppenheim 20 and Wilemski 77 in conjunction with the results of Dahler and Sather 18 ,
Condiff and Dahler 16 , Evans 29 and Condiff and Brenner 15 , to consider arbitrary-shape particles. The derivation
presented below can be also understood as a generalisation of the one carried by Archer 1 within the context of
point-like particles.
As in Section II, consider N identical, asymmetric colloidal particles with mass m immersed in a fluid of n ≫ N
identical bath particles with mass mb. Throughout this section upper case letters will refer to colloidal particles while
lower case ones indicate bath particles. The phase-space coordinates of the i-th bath particle are xj
.
= (rj , pj), with
“
.
=” denoting “by definition”, rj being the position vector and pj = mbr˙j the canonical momentum. In addition, the
dynamical state of the j-th colloidal particle is determined by Xj
.
= (Rj ,Pj), where Rj is its centre-mass position
vector and Pj = mR˙j is its conjugate momentum, along with the pair Ωj
.
= (αj ,πj) which comprises the rotational
degrees of freedom, with αj being the Eulerian angles as in Section II and πj their conjugate momenta.
18 The angular
velocity of a particle, ωj , is determined by the time derivative of the Euler angles. In the principal-axes frame B, we
have the relation ωj = Λ
⊤
j α˙j , where
16,47
Λ⊤j =
 cosχj sin θj sinχj 0− sinχj sin θj cosχj 0
0 cos θj 1
 ⇔ Λ−1j =
 cosχj csc θj cosχj − cot θj sinχj− sinχj csc θj sinχj − cot θj cosχj
0 0 1
 . (A.1)
Accordingly, ω′j = R⊤j ωj = Ξj α˙j under the space-fixed frame S, with Ξj .= R⊤j Λ⊤j . These can be related with their
corresponding angular momenta by, Lj = Iωj and L
′
j = I
′
jω
′
j respectively.
Thus, the dynamical state of the system at any given instant represents a single point in a 6(N + n)−dimensional
space, Γ,52
s(t)
.
= (x1(t), . . . ,xn(t),X1(t), . . . ,XN (t),Ω1(t), . . . ,ΩN (t)) ≡ (xn(t),XN (t),ΩN (t)) ∈ Γ (A.2)
where we made use of the notation xn = x1 . . .xn, X
N = X1 . . .XN and Ω
N = Ω1, . . . ,ΩN . From classical
mechanics, the evolution of the system is completely determined by the initial conditions for positions and momenta
of all particles. This time evolution, which prescribes a unique trajectory s(t; t0), is fully described by the Lagrangian
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and the Hamiltonian of the system. In the following we use the former to get the relation between πj and α˙j in order
to construct the Hamiltonian. Then Hamilton’s equations along with Liouville’s theorem will be employed to get the
time-evolution equation for the PDF of the system so that its phases lie in a differential region of Γ with centre placed
at s(t). First, the Lagrangian of the system can be written as,1
L =Lb + LB , (A.3)
Lb =
n∑
i=1
1
2
mbr˙j · r˙j − U(rN ,Rn,αn),
LB =
N∑
i=1
1
2
(
mR˙j · R˙j + α˙j · (Ξ⊤j I′jΞj)α˙j
)
− V (RN ,αN),
with V (RN ,αN ) the potential energy due to short-range interactions exclusively between colloidal particles, and
U(rn,RN ,αN ) = U(rn) +
N∑
µ=1
uµ(r
N ,Rµ,αµ), (A.4)
the short-range intermolecular potential energy coming from the interaction between bath particles, U(rn), and the
interaction of each colloidal particle with the whole bath, uµ(r
N ,Rµ), ∀µ = 1, . . . , N . From these equations we obtain
pj =
∂L
∂r˙j
= mbr˙j , Pj =
∂L
∂R˙j
= mR˙j , πj =
∂L
∂α˙j
= (Ξ⊤j I
′
jΞj)α˙j , (A.5)
Therefore, πj can be easily related with the angular momentum Lj via
15,16
πj = (Ξ
⊤
j I
′
jΞj)α˙j ≡ ΛjLj , (A.6)
which will be used to perform the appropriate change of variables later on. We now write the Hamiltonian function
of the system as
H =Hb +HB (A.7)
Hb =
n∑
i=1
pj · pj
2mb
+ U(rN ,Rn,αn)
HB =
N∑
i=1
(
Pj ·Pj
2m
+
1
2
πj · (Ξ⊤j I′jΞj)−1πj
)
+ V (RN ,αn).
According to Liouville’s theorem, the n + N particle distribution function, ̺(n+N)(xn,XN ; t), will evolve according
to
∂t̺
(n+N)(xn,XN ,ΩN ; t) +
(
iLb + iL
T
B + iL
R
B
)
̺(n+N)(xn,XN ; t) = 0 (A.8)
with the Liouvillian, L
.
= Lb + L
T
B + L
R
B ,
iLb =
n∑
j=1
(
pj
mb
· ∂
∂rj
+ fj · ∂
∂pj
)
(A.9)
iLTB =
N∑
j=1
(
Pj
m
· ∂
∂Rj
+ Fj · ∂
∂Pj
)
iLRB =
N∑
j=1
(
α˙j · ∂
∂αj
+ π˙j · ∂
∂πj
)
1 With b and B subscripts referring to the bath and Brownian (colloidal) particles respectively.
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where fj = − ∂∂rj (U +
∑N
µ=1 uµ) and Fj = − ∂∂Rj (V + uj) are the instantaneous forces acting on bath and colloidal
particles, respectively. From a conceptual point of view,18 the quantities αj and πj are less convenient than the
angular velocities and momenta, ωj and Lj . This can be easily checked by considering the rotational kinetic energy
KR =
N∑
j=1
α˙j
2
· (Ξ⊤j I′jΞj)α˙j ≡
N∑
j=1
ωj
2
· Iωj (A.10)
KR =
N∑
j=1
πj
2
· (Ξ⊤j I′jΞj)−1πj ≡
N∑
i=1
Lj
2
· (I−1Lj).
Transforming now Equation (A.8) into an equivalent equation for
F (n+N)(xn,XN ,αN ,LN ; t) =
∣∣∣∣∂(xn,XN ,αN ,πN )∂(xn,XN ,αN ,LN )
∣∣∣∣ ̺(n+N)(xn,XN ,ΩN ; t) (A.11)
=
∏
j
sin θj ̺
(n+N)(xn,XN ,ΩN ; t)
gives
∂tF
(n+N)(xn,XN ,ΩN ; t) +
(
iLb + iL
T
B + iL˜
R
B
)
F (n+N)(xn,XN ,ΩN ; t) = 0 (A.12)
with15,16,18
iL˜RB =
N∑
j=1
α˙j · ∂ˆαj +Tj ·
∂
∂Lj
(A.13)
where the operator16 ∂ˆαj
.
= (csc θj
∂
∂θj
sin θj ,
∂
∂φj
, ∂∂χj )
⊤, deduced by using the chain rule72, has been introduced. In
the latter equation, Tj = Nj − ωj × Lj denotes the net torque acting on the j-th colloidal particle, with16
Nj = −Λ−1j
∂
∂αj
[
V (RN ,αn) + uj(r
N ,Rj ,αj)
]
(A.14)
the torque due to intermolecular interactions along the principal axes of inertia. At this point, it is necessary to
introduce the angular-gradient operator (also known as orientational gradient68)
∂
∂Φj
.
= Λ−1j
∂
∂αj
≡ ∂ˆαj · (Λ⊤)−1 (A.15)
such that ∂∂Φ = ex
∂
∂Φx
+ ey
∂
∂Φy
+ ez
∂
∂Φz
, where ei is the unitary vector along axis i ∈ {x, y, z} of the Cartesian frame
B, and
∂
∂Φjx
= cosχj
∂
∂θj
+ csc θj cosχj
∂
∂φj
− cot θj sinχj ∂
∂χj
(A.16)
∂
∂Φjy
= − sinχj ∂
∂θj
+ csc θj sinχj
∂
∂φj
− cot θj cosχj ∂
∂χj
∂
∂Φjz
=
∂
∂χj
.
It is worth mentioning here that the derivative operators ( ∂∂Φx ,
∂
∂Φy
, ∂∂Φz ) are the generators of rotations of a rigid
body about the body-fixed Cartesian frame40. This results in
iL˜RB =
N∑
j=1
∂
∂Φj
· ωj + (Nj + Lj × ωj) · ∂
∂Lj
. (A.17)
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Now we can define m
.
= diag(m1, I) along with the vectors rj
.
= (Rj ,Φj), pj
.
= (Pj ,Lj) and fj
.
= (Fj ,Tj), and the
operators ∇rj
.
= ( ∂∂Rj ,
∂
∂Φj
)⊤ and ∇pj
.
= ( ∂∂Pj ,
∂
∂Lj
)⊤, enabling us to rewrite Equation (A.12) in a more compact
and convenient way,
∂tF
(n+N)(t) +
n∑
j=1
(
pj
mb
· ∂
∂rj
+ fj · ∂
∂pj
)
F (n+N)(t) +
N∑
j=1
(
∇rj ·m−1pj + fj ·∇pj
)
F (n+N)(t) = 0, (A.18)
where explicit dependence on the phase-space coordinates was omitted, but recalled through the superscript (n+N).
Following Murphy and Aguirre 63 , we introduce the scaling quantity, λ
.
= m−1/2, so that p˜j = λpj and hence, the
last term of the previous equation becomes
N∑
j=1
λ
(
∇rj · p˜j + fj ·∇p˜j
)
F (n+N)(t). (A.19)
Substitution of Equation (A.19) into Equation (A.18) the results in an equation resembling Liouville’s equation for
spherical colloidal particles. Such a result provides a description of the time evolution of the full system. However, our
interest rests exclusively on colloidal particles. Thus, our aim is to get the time-evolution equation for the N -particle
distribution,
f (N)(t)
.
=
∫
dxnF (n+N)(t). (A.20)
For this purpose, Zwanzig’s projection technique can be applied as in the case of spherical colloidal particles20,27,63,77.
Following the work of Murphy and Aguirre 63 , for the arbitrary initial state at t = −tI we choose one where the bath
particles are in equilibrium with the instantaneous positions of the colloidal particles. This means that
F (n+N)(xn,XN ,ΩN ;−tI) = ρ†n(xn) f (N)(XN ,ΩN ;−tI), (A.21)
with ρ†n the canonical distribution of the n bath particles in the instantaneous potential created by the colloidal
particles. The last step before integrating Equation (A.18) to remove the dependence on fast variables involves the
definition of the projection operator,
Pˆ .= ρ†n(xn)
∫
dxn , (A.22)
and its complementary operator Qˆ = 1 − Pˆ. Thus, the integration of Equation (A.18) over the fast variables xn is
equivalent to applying (ρ†n)
−1Pˆ on both sides of such an equation. Although considerable algebraic manipulations
are required, we can follow the work of Murphy and Aguirre 63 and Lebowitz and Re´sibois 51 step by step to finally
reach the desired time-evolution equation for the projected distribution function f (N),
∂tf
(N)(t) +
N∑
j=1
λ
(
∇rj · p˜j + Fj ·∇p˜j
)
f (N)(t) (A.23)
=
N∑
j,k=1
λ2∇pj ·
∫ t
−tI
dt′γjk(λ; t, t
′)
(
∇p˜k
+ β p˜k
)
f (N)(t′)
where β = 1/kBT , where kB is the Boltzmann constant, T is the temperature imposed by the bath, and F is the
equilibrium average force and torque, i.e.
Fj ≡
〈
Fj
Tj
〉†
=
∫
dxnρ†n(x
n) fj(r
n,RN ,αN ) (A.24)
= −
[
− ∂∂Rj V (RN ,αN)
− ∂∂Φj V (RN ,αN )− ωj × Lj
]
+
〈
∇rju(r
n,Rj,αj)
〉†
=
[
− ∂∂Rj (V + ψ)
− ∂∂Φj (V + ψ)− ωj × Lj
]
,
with 〈.〉† the equilibrium average over the fast variables. Equation (A.24) also includes the definition of the potential of
mean force ψ
.
= 〈u〉†, i.e. the potential which gives rise to the average (over all configurations of the n bath molecules)
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force and torque acting on the jth colloidal particle at any given configuration keeping all the colloidal particles frozen.
Thus, the fluid-equilibrium average force and torque includes the contribution of a postulated vacuum colloid-colloid
interaction potential, V , and the solvent contribution to the total force and torque, ψ. This combination in turn
results in a solvent-averaged potential of mean force, V˜
.
= V +ψ, which can be obtained from a given physical model,
e.g. the DLVO theory for the interaction of charged colloidal particles75 or the ten Wolde-Frenkel potential79. Finally,
the tensor γjk is given by
γjk(λ; t, t
′) =
〈
fj(t)⊗ ei(t
′−t)QˆL(fk(t)− Fk)
〉†
(A.25)
≡
〈
Fj(t)⊗ ei(t′−t)QˆL(Fk(t)−Fk) Fj(t)⊗ ei(t′−t)QˆL(Tk(t)− T k)
Tj(t)⊗ ei(t′−t)QˆL(Fk(t)−Fk) Tj(t)⊗ ei(t′−t)QˆL(Tk(t)− T k)
〉†
.
where F
.
= 〈Fk〉† and T .= 〈T〉†. The behaviour of Equation (A.23) as the product mbm−1 vanishes can be obtained
by simply letting λ→ 0. In such a limit, the friction tensor γ can be approximated by the first term of a multi-power
series in λ,63
γjk(λ; t, t
′) ∼ 〈fj(t)⊗ (fk(t′)− Fk)〉 (A.26)
which yields
∂tf
(N)(t) + λ
N∑
j=1
(
∇rj · p˜j + Fk ·∇p˜j
)
f (N)(t) (A.27)
=
N∑
j,k=1
λ2∇pj ·
∫ t
−tI
dt′
〈
fj(t)⊗ (fk(t′)− Fk)
〉 (
∇p˜k
+ β p˜k
)
f (N)(t′).
The last step, the “Markovianization” of this time-evolution equation with memory, is the most controversial
one9,59,60,75 as it requires the assumption that f (N)(t′) is very slowly varying compared to the correlation 〈fj(t)⊗fk(t)〉†,
so that63∫ t
−tI
dt′
〈
fj(t)⊗ (fk(t′)− Fk)
〉 (
∇p˜k
+ β p˜k
)
f (N)(t′) ∼
∫ t
−∞
dt′
〈
fj(t)⊗ (fk(t′)− Fk)
〉 (
∇p˜k
+ β p˜k
)
f (N)(t). (A.28)
Such an approximation is widely known to produce an incorrect description of the velocity correlation function if the
colloidal particles have a similar density to that of the bath particles9,59,60,75. Equation (A.28) gives an exponential
decay, ∼ e−t, for the velocity correlation at large times, while with memory, such a decay is algebraic75, ∼ t−3/2.
Nevertheless, it has also been pointed out that such long-time tails are very small compared to the exponential
component predicted under the Markovianized theory75. Although these could be reasons to avoid this critical step,
the advantages of getting an FPE are significant. In contrast, the approximation is completely valid when both
mb/m and NKn
.
= r0/R0 (the Knudsen number, with r0 being a characteristic length scale for fluid intermolecular
interactions and R0 is a characteristic colloidal particle length scale) are considered very small
67. Nevertheless, it
was argued by Bocquet and Piasecki 9 that under such circumstances sedimentation of colloidal particles could occur.
This seems to restrict the applicability of the resultant theory to microgravity scenarios. However, it is not clear at all
what the actual significance of these algebraic long-time tails is and each case should be judged on its own merits59.
Thus Equation (A.28) comprises, on the one hand, an uncontrolled approximation. On the other hand, it has been
extensively used in statistical mechanics17,44,67,80. For instance, the same hypothesis underlies a recent derivation of
a unified DDFT to include inertia and HIs35, and is also involved in modern theories describing nucleation of colloidal
systems and macromolecules26,54–56. Moreoever, the results obtained are in perfect agreement with experiments and
simulations, corroborating the smallness of the error related to Equation (A.28) when it comes to describing systems
of interacting colloidal particles. More akin to the problem at hand, the hypothesis is tacitly assumed within the
seminal work of Dickinson 21 , where a generalised algorithm to simulate protein diffusional problems is proposed.
Therefore, while we cannot really justify such an assumption in a rigorous manner it does, nevertheless, represents the
state-of-the-art in modelling colloidal systems. With this in mind, we can finally obtain the FPE related to Equation
(A.27) when Equation (A.28) is taken into consideration,
∂tf
(N)(t) +
N∑
j=1
(
∇rj ·m−1pj + Fj ·∇pj
)
f (N)(t) =
N∑
j,k=1
∇pj · Γjk(rN )
(
pk + kBTm∇pk
)
f (N)(t), (A.29)
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with the translational, rotational and coupled translational-rotational friction tensors,
Γjk(r
N ) ≡
(
ΓTTjk Γ
TR
jk
ΓRTjk Γ
RR
jk
)
.
= βm−1
∫ ∞
0
ds
〈
fj(t)⊗ (fk(t− s)− Fk)
〉
. (A.30)
2. Equations of motion
The FPE previously derived can be rewritten in the less compact but more explicit form,
∂tf
(N)(t)+
N∑
j=1
∇rj ·
(
m−1pjf
(N)(t)
)
−∇pj ·
[(
Fj −
N∑
k=1
Γjk(r
N )pk
)
f (N)(t)
]
(A.31)
=
N∑
j,k=1
[
∇pj ⊗∇pk
]
:
(
kBTmΓjk(r
N )f (N)(t)
)
which is equivalent to the system of SDEs7,48,72
r˙j(t) = m
−1pj(t) (A.32)
p˙j(t) = Fj −
N∑
k=1
Γjk(r
N )pk +
N∑
k=1
Ajkξk(t)
where ξj = (fj , tj)
⊤ is a 6-dimensional Gaussian white noise representing the random forces, fj , and torques, tj ,
acting upon the j-th particle, such that 〈ξaj (t)〉 = 0 and 〈ξaj (t)ξbk(t′)〉 = 2δjkδabδ(t− t′), where 〈.〉 refers to the average
over an ensemble of the white-noise realisations. The strength of these random forces and torques is given by the
tensor Ajk which obeys the fluctuation-dissipation relation,
kBTmΓjk(r
N ) =
N∑
l=1
Ajl(r
N )Akl(r
N ), (A.33)
and
Ajkξk ≡
(
ATTjk A
TR
jk
ARTjk A
RR
jk
)(
fk
tk
)
. (A.34)
Coming back to the expanded notation, the system of equations (A.32) becomes
dRj
dt
=
1
m
Pj , (A.35)
dΦj
dt
= I−1Lj , (A.36)
dPj
dt
= − ∂
∂Rj
V˜ (RN ,αN )−
N∑
k=1
(
ΓTTjk Pk + Γ
TR
jk Lk
)
+
N∑
k=1
ATTjk fk(t) +A
TR
jk tk(t) (A.37)
dLj
dt
≡ Idωj
dt
=− ∂
∂Φj
V˜ (RN ,αN )− ωj × Lj −
N∑
k=1
(
ΓRTjk Pk + Γ
RR
jk Lk
)
+
N∑
k=1
ARTjk fk(t) +A
RR
jk tk(t) (A.38)
with Equation (A.36) equivalent to the relation ωj = Λ
⊤
j α˙j , as can be verified by using Equation (A.15). Equa-
tions (A.35-A.38), a much less convenient representation of the rotational-translational Langevin equation (A.32),
have been introduced in the studies by Wolynes and Deutch 80 , Dickinson21,22 and Herna´ndez-Contreras and Medina-
Noyola 44 but these authors started from postulated equations instead of the detailed microscopic derivation from the
full system of bath and colloidal particles offered here.
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Appendix B: On the rapid relaxation of the fluid: neglecting inertia in the bath
Here we address the question of when the inertia of the fluid bath can be neglected while having finite viscous
forces. With this aim we will make use of some of the results derived by Peters 67 in his study on the FPE for coupled
rotational and translational motions of structured Brownian particles. The main conclusion, the rapid relaxation
of the fluid bath, is ultimately connected with the assumption of negligible inertial effects in the fluid bath whilst
considering inertial effects of the colloids.
In a very detailed study, Peters 67 applied the multiple time-scale expansion to the derivation of the FPE for
arbitrary-shape colloids. With this method Peters showed that Equation (A.29) is the formal time-evolution equation
for the distribution function, up to (m/M)3, when both m/M and NKn are considered small. It was also argued that
the rapid relaxation of the fluid depends upon NKn for a system with m/M small. If we now make use of the fact
that m ∼ r30ρb and M ∼ R30ρB, the conditions for the FPE would to be a good description of the colloidal system
can be reduced to requiring that ρb/ρB must be small, which is indeed the condition pointed out by Bocquet and
Piasecki 9 and many others43,45,58,61,73. In the following we analyse whether or not this is possible while the ratio
between inertia in the fluid bath and viscous forces is small. That is, whether is possible to have a low Reynolds
number for the fluid bath along with the condition on the ratio between bath and colloidal densities. In such a case,
it would be justified to neglect inertial effects in the bath.
To this end, we consider the case of solid and spherical colloids (far from walls) so that the coupling components
of the friction and diffusion tensors vanish, and neglect HIs for the moment. If the radius of the colloidal particles is
denoted by R0, the friction tensor takes the simple form
21,
ΓTTjk = γT δjk 1, Γ
RR
jk = γRδjk 1, Γ
TR
jk = Γ
RT
jk = 0, (B.1)
with γT = 6πη R0/M and γR = 8πη R
3
0/I = 20πηR0/M , and η the dynamic viscosity, satisfying the Stokes-Einstein
formula21. For the sake of generality, the friction components will be considered equally important, i.e. γT /γR ∼ O(1).
For this reason, we can define the following two time scales
tT0 =
(
MR20 γTT
kBT
)
, tR0 =
(
MR20 γRR
kBT
)
, (B.2)
which are indeed of the same order-of-magnitude.
Considering the natural physical scales of the system, the following dimensionless translational and rotational
variables (denoted by an asterisk) are pertinent
t = tT0 t∗, Rj = R0R∗j , Pj = kBTγTR0 P∗j , Fj =
kBT
R0
F∗j , Fj,noise =
kBT
R0
F∗j,noise,
t = tR0 t∗, ωj = kBTMR2
0
γR
ω∗j , Lj =
kBT
γR
L∗j , Tj = kBT T
∗
j , Tj,noise = kBT T
∗
j,noise,
(B.3)
which, when applied in Equations (A.35)-(A.38), yield the dimensionless equations of motion,
dR∗j
dt∗
=P∗j ,
dΦ∗j
dt∗
= ω∗j (B.4)
dP∗j
dt∗
= γ∗
2
T
(
F∗j −P∗j + F∗j,noise(t)
)
dL∗j
dt∗
= γ∗
2
R
(
T∗j − L∗j +T∗j,noise(t)
)
along with the definitions
γ∗T = γTR0
√
M
kBT
, γ∗R = γRR0
√
M
kBT
. (B.5)
What we wish to test is whether or not it is possible to have finite viscous forces, i.e. γ∗T ∼ O(1), such that at the
same time inertia forces in the fluid bath are negligible. For this purpose both translational and rotational Reynolds
numbers must be small. They can be defined as41,
ReT =
U R0 ρb
η
, ReR =
ΩR20 ρb
η
, (B.6)
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respectively. The quantities U and Ω represent typical linear and angular velocity scales, which can be obtained from
the nondimensionalised momenta,
U =
kBT
MR0γT
, Ω =
kBT
MR20γR
. (B.7)
Making use of (B.2), (B.3), (B.5) and (B.7) into (B.6), we finally reach
ReT =
9
2γ∗
2
T
ρb
ρB
, ReR =
15
γ∗
2
R
ρb
ρB
. (B.8)
As already noted, the regime we consider involves, γ∗T ∼ γ∗R ∼ O(1) and ReT ∼ ReR ≪ 1, which is undoubtedly
satisfied when ρb/ρB ≪ 1. Then, neglecting inertia forces in the fluid bath is consistent with the separation of time
scales we already assumed to obtain the FPE. Further details of the physical interpretation and consequences of this
limiting condition were given in Section A.
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