AbstractÐThe results of this paper can be applied to construct efficient algorithms for the adaptive assessment of the students' knowledge. The problem of knowledge assessment is a special case of the problem of assessing the state of a system. These results are obtained suggesting a new assessment algorithm whose formal equivalence to previously suggested assessment algorithms is proven. A simulation study illustrates the vast improvements of efficiency with the new algorithm.
INTRODUCTION
A teacher assesses a student's knowledge in a specified field by posing a suitable first question from that field to the student, by checking whether or not the student's answer is correct, and by selecting a new question dependent on the student's answer. The teacher selects all further questions corresponding to the student's answers to previous questions. In that manner, questions which are too difficult or too easy for the individual student are avoided. The querying stops whenever the teacher has sufficient information on the student's state of knowledge. For computer-aided instruction, the teacher's adaptive assessment of a student's knowledge can be mimicked using algorithms for the assessment of knowledge based on prerequisite relationships between different learning objectives and dichotomous information on students' mastery of these learning objectives.
A theoretical framework for describing such algorithms for the adaptive assessment of knowledge is the theory of knowledge spaces developed by Doignon and Falmagne [1] , [2] . This framework uses prerequisite relationships between learning objectives for the assessment. Other researchers in artificial intelligence rather try to take advantage of misconceptions revealed by wrong answers; notice that listing a priori such misconceptions and their interpretations can be quite a demanding task.
The problem of assessing a student's state of knowledge is a special case of the problem of assessing the state of a system that can be represented by specified subsets of features from a fixed set. Other applications of this general problem are failure analysis, medical diagnosis, and pattern recognition. The algorithms for the assessment of knowledge can be applied to all such problems [3] .
The following example illustrates learning objectives and their prerequisite relationships. A learning objective will be called item in the sequel. We assume that the mastery of each item can be tested with the help of a corresponding question. In this paper, we also assume that a student can answer such a question either correctly or incorrectly; an approach for including multiple levels of correctness has been suggested in [4] . Example 1. For simplicity, we show four items from a larger project with 77 items from the field of fractions [5] . We will refer to this example throughout the paper:
a. Being able to find the least common multiple, b. Being able to add mixed numbers, c. Being able to add fractions with different denominators, and d. Being able to subtract fractions with different denominators.
Prerequisite relationships between the items are determined by querying teachers. For the four items above, these prerequisite relationships are represented by the and-or-graph in Fig. 1a . The prerequisite relationships and the graph correspond to the following two statements:
1. Mastering at least one of the items b or c is a prerequisite for mastering item d.
2.
Mastering item a is a prerequisite for mastering item c. These prerequisite relationships can be used for the adaptive assessment of knowledge as it is illustrated in Figs. 1b and 1c. We assume that the prerequisite relationships between the items shown in Fig. 1a are valid and that a student's knowledge on the four items above is to be tested. In Fig. 1b , we assume that a question testing the mastery of item c is presented to the student first and that the student answers it correctly. From this fact, we can infer that the student would also master item a if it were presented to him. We assume now in Fig. 1c that d is the second item tested and that it is also mastered. Fig. 1d illustrates the third test with item b, and the fact that it is not mastered. From the latter two tests, no further inferences can be made. The student's knowledge state consists, therefore, of the items a, c, and d.
The main advantage of such an adaptive assessment of knowledge is that the number of questions posed to the student is often far smaller than the number of items in the complete item pool. In contrast to the rather small reduction of the number of questions in this example, we obtain considerable reductions for larger item pools. Examples will be given by the results of the simulation study in Section 4.
An assessment procedure poses questions to the individual student and determines the student's state of knowledge. At each step of the procedure, a questioning rule is used to select the next item to be tested. Dependent on the student's performance, the state of the assessment system is changed using an updating rule [6] , [3] . We describe the latter within the framework of the theory of deterministic finite automata. In particular, we define automata based on different representations of knowledge spaces and prove that these automata are equivalent. This is the main result of this paper. It is applied to render assessment procedures more efficient.
In Section 2, basic concepts of knowledge space theory and the theory of automata are introduced, and the updating rule published in [3] is formalized as an automaton. In Section 3, we introduce a more efficient automaton for the assessment of knowledge and prove its equivalence to the former automaton. In Section 4, we show the results of a simulation study comparing implementations of the resulting algorithms. Section 5 contains the proofs of the theorems from Section 3.
BASIC CONCEPTS

Knowledge Space Theory
This theory assumes that a finite set of tiems Q is given. Doignon and Falmagne [1] , [2] define a knowledge state as a subset of the set of items which can be mastered by some potential student. In practice, the number of knowledge states is far smaller than the number of possible subsets of the item set since the set of knowledge states is restricted by prerequisite relationships between these items. Example 2. Assume that Q fa; b; c; dg consists of the items from Example 1, and that the prerequisite relationships from Fig. 1a hold. The subset fc; dg, e.g., is not a knowledge state since it contains item c, but not its prerequisite a. Similarly, the subset fa; dg is not a knowledge state either, since it contains item d, but none of the prerequisites c and b. Knowledge states, i.e., subsets of items which do not contradict the prerequisite relationships, are Y, fag, fbg, fa; bg, fa; cg, fb; dg, fa; b; cg, fa; b; dg, fa; c; dg, and Q fa; b; c; dg.
A family u of subsets of a finite set of items Q is a knowledge space on Q whenever it has the empty set Y and the set Q itself as elements, and has the property that it is closed under union, 1 i.e., for all u, we have P u. A knowledge space consists of the set of all knowledge states [1] . Fig. 2 shows the Hasse diagram of the set of knowledge states from Example 2, which has the properties of a knowledge space. The knowledge states underlined in Fig. 2 will be explained soon, in Example 2. The subset of all knowledge states in u that contain a question q P Q is written as u q . The subset of states not containing question q P Q is denoted by u " q . For a knowledge space u on Q, let f be the subset of u defined by setting X P f if nd only if; for ny v u;
This family f is called the basis of the knowledge space u. For a given knowledge space u and an item q P Q, we call a minimal member X P u q minimal for q. The basis of a knowledge space consists, therefore, of exactly those of its knowledge states that are minimal for some q P Q. The set of all members of the basis that contain an item q P Q is written as f q and the set of basis elements not containing item q is denoted by f " q . A knowledge space can be reconstructed by closing its basis under union [1] .
Example 3. Let u fY, fag, fbg, fa; bg, fa; cg, fb; dg, fa; b; cg, fa; b; dg, fa; c; dg, and Qgg be the knowledge space from Example 2. For q d, we obtain u d ffb; dg, fa; b; dg, fa; c; dg, Qgg and u" d fY, fag, fbg, fa; bg, fa; cg, and fa; b; cgg. The basis of this knowledge space is the family f ffag, fbg, fa; cg, fb; dg, and fa; c; dgg. The elements of the basis are underlined in Fig. 2 . 
Deterministic Automata
A finite nonempty set AE of symbols is called an alphabet. For a given alphabet AE and a natural number n, a sequence x a I a P F F F a n of symbols a I ; a P ; F F F ; a n P AE is a word of length n over the alphabet AE. For an alphabet AE, the empty word, , is the unique word of length n H. A set of words over an alphabet AE is called a language. The set of all words over an alphabet AE is denoted as AE Ã . A deterministic finite automaton D is a quintuple AE; S; H ; u; F, where 1. AE is the input alphabet. 2. S is a finite nonempty set of states.
3. H P S is the initial state. 4. u X S Â AE 3 S is the state transition function, and 5. F S is the set of final states. Note that we have to distinguish between two different type of states, knowledge states and the states of an automaton. In the sequel, we will use the abbreviation automaton instead of deterministic finite automaton. For an automaton
3. For all P S, and for all v P AE:
4. The function is a bijection from S to S H .
Isomorphic automata are always equivalent, but not vice versa.
An Automaton for the Assessment of Knowledge
We begin with an example illustrating the idea behind the automaton which will be introduced in this section.
Example 4. For the assessment, we now use the knowledge space from Example 3, which is shown in Fig. 2 , and not the and-or-graph from Fig. 1 . At the beginning of the assessment, we have no information on the student and, therefore, every knowledge state of the knowledge space is assumed to be a candidate for the student's knowledge state. This is illustrated by Fig. 3a . Now, suppose that again, as in Example 1, item c is tested first and suppose that it is mastered by the student. Now, we have the information that the student's knowledge state must have item c as an element. Therefore, we eliminate the states not containing c in Fig. 3b . Further suppose that item d is tested second and also mastered. Hence, we also eliminate the knowledge states not containing item d.
The third item tested is b, which is assumed not to be mastered. This time we eliminate all states containing b, and end up with a single knowledge state fa; c; dg. This knowledge state can now be assigned to the student and the assessment procedure terminates.
We specify the corresponding automaton such that it accepts the languages described in [9] and models the deterministic version of the assessment procedure in [3] . A detailed explanation of this procedure is given in [10] . An implementation of this automaton is used in the simulation study described in Section 4. This automaton realizes the questioning rule mentioned in the Section 1 as a function p from the set S of states to the set Q of items extended by the symbol c representing the case in which an appropriate question cannot be found. Definition 1. For a knowledge space u on a set of questions Q, we define an automaton A AE; S; H ; u; F fulfilling the conditions 1 to 5 below:
1. AE fq; " q j q P Qg. 2. S P u such that P S if and only if,
@ for P S, v P AE, and a function p X S 3 Q fcg. 5. F ffKg j K P ug.
For the automaton in Definition 1, the alphabet AE consists of symbols q and " q indicating whether or not a question q P Q is mastered by the student. The states P S of this automaton are subsets of the knowledge space u. At each step of the assessment process, the state of the automaton contains all those members K of the knowledge space u that are consistent with the sequence of questions mastered, and not mastered up to then. These elements K P are called the marked knowledge states in [3] . The initial state H of the automaton is the knowledge space u itself since, at the beginning of the assessment, all of its knowledge states are candidates for the student's knowledge state. The final states p P F are the sets containing exactly one knowledge state. Once the assessment process has finished, the state of the automaton contains the student's knowledge state. The function p represents the questioning rule whose existence is assumed in Definition 1. We use the symbol c for the case when there is no appropriate new question to be posed. The state transition function u models the updating rule. For a given state and for the mastery v of the question p selected by the questioning rule, the new state u; v is defined as the intersection of the old state , and the set u v of knowledge states. The new state u; v fulfills the condition that it is an element of S.
If the automaton A from Definition 1 fulfills the additional condition that for all P S, p P n or p c; gI then the language LA accepted by the automaton A is an assessment language for the knowledge space u in the sense of the definition by Degreef et al. [9] . In the following, we call an automaton accepting an assessment language for u assessment automaton. Assessment languages represent those assessment procedures that are nonredundant and deterministic. The former property means that only those questions are posed during the assessment that have not been asked before and which cannot be inferred from previous answers. The latter property ensures that each question selected by the questioning rule is completely determined by the answers to the previous questions. Degreef et al. [9] use binary decision trees to illustrate the fact that assessment languages represent assessment procedures. The assessment automata for this knowledge space u differ by their questioning rule, i.e., the function p. For all of these automata, we have AE fa; " a; b; " b; c; " c; d; " dg. The set of states S has too many members to list here. For a given function p, however, this set can be simplified by eliminating all states that cannot be reached with this function. The original and the simplified automata are equivalent, i.e., they accept the same language. Procedures for simplifying automata are, for example, described in [7] . Fig. 4 shows the automaton state transition diagram for such a simplified assessment automaton for u. The initial state H of this automaton is the knowledge space u. It is marked by a double frame. The final states W to IV are marked by circles. They contain the single knowledge states that are listed to their right. Each of the ªintermediaryº states I to V consists of the union of all final states that can be reached from this state. For example, the state S ffbg; fb; dg; fa; bg; fa; b; dgg. The arrows in Fig. 4 IW Y that is not shown in Fig. 4 . The automaton remains in this garbage state if it has reached it. The automaton reaches this state whenever it has read a word that is not accepted and cannot be completed by a word accepted by the automaton. In particular, after the automaton has reached a final state, it goes into the garbage state if it reads another symbol. Fig. 5 shows the binary decision tree illustrating the assessment language accepted by the automaton from Fig. 4 . The words in this language correspond to the leaves of the tree. Each of these words describes exactly one knowledge state, as shown in Fig. 5 . Note that these knowledge states correspond to those that are elements of the final states of the automaton in Fig. 4 , and that the structure of the binary decision tree corresponds to the state transition diagram.
A PARSIMONIOUS, EQUIVALENT AUTOMATON FOR THE ASSESSMENT OF KNOWLEDGE
Simulation studies in Section 4 show that programs realizing the automaton described in Section 2, require a lot of computer memory and computing time whenever the number of knowledge states is large. Therefore, we suggest another automaton for the assessment of knowledge. The programs implementing this new automaton will be shown to be far less demanding. We will prove that the two automata are equivalent under conditions that will be specified below.
In this section, we describe our main results. The proofs of the theorems are given in detail in Section 5. In this manner, we first focus on the algorithm and then elaborate on its theoretical background.
We develop a new automaton that is based on the idea of representing the knowledge space only by its basis and not by other states. We introduce a marking for the items q P Q and another marking for the elements B P f of the basis. These markings indicate whether or not an item or a member of the basis is known to be mastered, or known not to be mastered. A member B of the basis f is called mastered if it is fully mastered, i.e., if all of its elements q P B are mastered. A member B H P f is considered not to be mastered if at least one question q P B H is known not to be mastered. The markings are formalized as the Cartesian product introduced in Definition 2. They are updated each time after the student tested has answered a question. Definition 2. Let Q be a finite set of questions, let u be a knowledge space on Q and let f be its basis. Let X be the Cartesian product In the definition above, the sets M and N represent the questions that are known at that time to be mastered, and not mastered, respectively. The families w and x of subsets of Q represent the members of the basis f that are known at that time to be mastered, or not mastered, respectively. The relation v from Definition 2 is a partial order on X. For two elements ; H P X, we have v H if represents less information on the mastery of the items and members of the basis. Definition 3. Let Q, u, f, and X be as in Definition 2, and let S be as in Definition 1. For any K P u, let f K be the set of all members of the basis that are a subset of K, f K fB P f j B Kg. Let K Q n K and let f K f n f K . Define a mapping h X P u 3 X by setting, for u,
and a mapping d X X 3 P u by requiring for
In Section 5, it will be shown that the pair h; d of mappings constitute a so-called Galois connection. The maps h and d from Definition 3 are used to define the new automaton. They assign two types of markings to each other, the function h maps the marking of Falmagne and Doignon [3] to the new marking suggested in this paper and function d is the assignment in the converse direction.
Definition 4. Let Q, u, f, and X be defined as in Definition 2, and let h X P u 3 X and d X X 3 P u be the mappings from Definition 3. Define an automaton B AE; T; H ; w; G fulfilling the conditions 1 to 5 below: for P T, v P AE, and a function o X T 3 fcg.
Theorem 1. Let A and B be the automata from Definition 1 and from Definition 4, respectively. Let h be the map from Definition 3. The function h is an isomorphism from A to B if, for all P S, we have p oh.
Since the automata A and B are isomorphic, they are also equivalent, i.e., they accept the same language. With this result, the automaton B can replace the automaton A for the assessment of knowledge if we know a way to compute, for some P X, the combined correspondence h d without computing d. Theorem 2 below is the foundation for an algorithm computing h d . This algorithm is described in [11] . Theorem 2. Let X, d, and h be defined as in Definition 3. Let M; N; w; x P X such that d T Y. We obtain h d if and only if the three conditions 1 to 3 below are fulfilled for :
1. For all q P Q, we have f q x if and only if q P N. 2. For all B P f, we have B P w if and only if B M. 3. For all q P M, we have f q n x M.
Condition 1 states that an item is not mastered if none of the basis elements containing this item is mastered and, vice versa. The mastery of an element of a basis was defined in Section 3. Please note, even the fact that none of the basis elements minimal for an item q is mastered, is sufficient to conclude that q itself is not mastered. By condition 2, an element of the basis is mastered if and only if all of its items are mastered. Condition 3 is based on the fact that, for each item mastered, there exists at least one element of the basis which is mastered and contains this item. Therefore, all items are mastered that are in the intersection of all basis elements which might be mastered and contain the first item.
As soon as the assessment automaton B receives the information that a new item q P Q is either mastered or not mastered, it computes, for a given P T X and for the mastery v P fq; " qg of q, the new state w ; v. If v q, then w ; v h dM fqg; N; w; x by Definition 4. If v " q, then w ; v h dM; N fqg; w; x . The sets M and N, and the families w and x are incremented iteratively by items, or members of the basis, respectively, until all three conditions from Theorem 2 are fulfilled. The case d Y only occurs if the automaton B receives an answer for a question that has not been asked, and is, therefore, irrelevant in practice.
After having shown the equivalence of the algorithms, the new algorithm's demand on computing time and memory needs to be compared to the traditional one. The traditional algorithm stores all knowledge states and eliminates states, as described in Example 4. For each update, it has to iterate through the remaining states. Therefore, it follows that both computing time and storage required are a linear function of the product j u j Â j Q j . The new algorithm stores all members of the basis of a knowledge space and, for each item, a list of all basis elements containing this item. As described by Dowling et al. [11] , the update procedure propagates information on the student's answers in a constraint satisfaction network. Therefore, both computing time and storage required depend linearly on the product BPf j B j À Á Â j Q j . This estimate is, however, only an upper bound for the computing time.
Example 5. We illustrate the new algorithm using the same knowledge space and the same sequence of answers as in the Examples 1 and 4. Fig. 6a shows a slightly simplified version of the constraint network. The elements of the basis are characterized by triangles containing the symbol because of the fact that one must master all items in order to master a basis element. The items are illustrated by the half-ovals containing the symbol because it is sufficient to master one element minimal for an item in order to master the item itself. At the beginning of the assessment, we know nothing about the student. Let us assume that item c is tested first and answered correctly. According to Condition 3, we can conclude that item a is also mastered. Following Condition 2, we can also conclude that the elements fag and fa; cg are mastered. This is illustrated by the ovals around the items and basis elements in Fig. 6b . Further suppose that, at the second step, item d is also answered correctly. From applying Condition 2 again, it follows that the element fa; c; dg of the basis is mastered, as illustrated in Fig. 6c . Finally, suppose that item b is not mastered. Using Condition 1, we can now conclude that the basis elements fbg and fb; dg are not mastered either. This fact is represented by the crosses in Fig. 6d . We now have assigned all items and basis elements to the sets M or N and w or x , respectively. The assessment is therefore finished and we obtain the student's knowledge state as the set fa; c; dg. This set can be constructed as both the set of the encircled items or as the union of the encircled elements of the basis. 
A SIMULATION STUDY
The purpose of the simulation study is to compare the performance of two programs that have implemented the automata A and B, and are called algorithm A and B, respectively, in the sequel. The selection of the algorithm is our first simulation parameter. Our set Q corresponds to 77 items from the field of fractions that were collected in a project described in [5] . In this project, knowledge spaces on this set Q were derived from the teachers' expert judgments. We used three of these different knowledge spaces, each of which was derived from the judgments of one expert. The knowledge space selected constitutes the second simulation parameter. We simulated the knowledge assessment of 500 students per space by selecting each student's knowledge state from the respective space randomly and by assessing the student's knowledge state with both algorithms separately. During the assessment, questions were chosen according to a questioning rule described below. The answer patterns were derived from the students' knowledge states K, i.e., question q was assumed to be answered correctly if and only if q P K. The number of questions asked, the amount of memory required, and the time needed for the first update were recorded. For algorithm A, the time required for the updating decreases exponentially with the number of questions already posed to the student. The time required for the first update, therefore, is the longest time a student has to wait for a question with this algorithm. For algorithm B, there is no such systematic change to the waiting time during the assessment process. The questioning rule used by algorithm A is called the halfsplit rule [3] . It selects an item q which, in the optimal case, is able to split the set into two subsets u q and u " q (for the definitions, see Section 2) of the same size. Algorithm B used a questioning rule which selects an item q P Q n M N such that the size of the following difference q is minimal. This difference is defined by setting
where the symbols used are defined as in Sections 2 and 3. We assume that the size j B n M j represents the difficulty of a member B P f at the time when the set M is known to be mastered. The fraction above, therefore, describes the mean difficulty of the members of f from which the minimal difficulty of a member B P f q is subtracted.
The smallest number of questions for sufficient assessment is log P j u j . Table 1 shows the number of questions asked using the algorithms A and B, respectively, on the three different knowledge spaces. In this example, the questioning rule applied in algorithm A is slightly worse than the optimum; the rule applied in algorithm B is slightly worse on the former. Table 2 shows that, for each of the knowledge spaces used, the memory required by the algorithms A and B. This table also shows the size of the spaces and the size of their bases which are relevant for the algorithm A and B, respectively. These values only depend on the knowledge structures, but not on the students. Table 3 shows the average computation time needed to compute the first update for the same knowledge spaces and their bases.
These data illustrate the theoretically known fact that, for algorithm A, the amount of memory required and the computing time linearly depend on the size of the knowledge space. For algorithm B, such dependencies on the size of the basis are neither observed nor expected. The performance of algorithm B is, however, clearly superior to that of algorithm A for large knowledge spaces.
PROOFS
Proof of Theorem 1
In Theorem 1, we state that there exists an isomorphism between the automata A and B. Here, we show that this isomorphism is induced by a Galois connection. Proposition 1. Let , u, f, and X be as in Definition 2, and let S P u be the set of states of the automaton A from Definition 1. Let the maps h X P u 3 X and d X X 3 P u be defined as in Definition 3.
The pair h; d is a Galois connection between P u ; and X; v. The Galois closure operator d h X P u 3 P u assigns to each family of sets v u the smallest family P S containing v, and satisfying d hP u S.
Proof. The definition of Galois connections can, e.g., be found in [12] and [13] . The pair h; d is a Galois Proposition 3. Let u be a knowledge space on a set Q of items, and let f be the basis of u. For an item q P Q and for a knowledge state K P u, it follows that
This result follows from the definition of the basis in Section 2.1.
To prove Theorem 2, we have to prove that h d if and only if fulfills the Conditions 1 to 3 specified there.
Suppose h d to prove that the Conditions 1 to 3 hold for .
For q P Q, suppose further f q x to prove 1. By definition of d, we have, for all B P f q ,
The definition of f K yields B T K for all K P d and all B P f q . From Proposition 3, it follows that q = P K for all K P d , and q = P d . Using the definition of h, we obtain q P N. Conversely, suppose q P N. We obtain q = P d by definition of d. By Proposition 3, f q f K Y for all K P d and, therefore, also f q f K . Hence,
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