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Abstract
A wireless sensor network (WSN) deployed for detection applications has the distinguishing feature that the sensors
cooperate to perform the detection task. Therefore, the decoupled and maximum throughput design approaches
typically used to design communication networks do not lead to the desired optimal detection performance. Recent
work on decentralized detection has addressed the design of media access control (MAC) and routing protocols for
detection applications by considering independently the quality of information (QoI), channel state information (CSI),
and residual energy information (REI) for each sensor. However, little attention has been given to integrate the three
quality measures (QoI, CSI, and REI) in the system design. In this work, we present a cross-layer approach to design a
QoI, CSI, and REI-aware transmission control policy (XCP) that coordinates communication between local sensors and
the fusion center, in order to maximize the detection performance. We formulate and solve a constrained non-linear
optimization problem to find the optimal XCP design variables, for both ALOHA and time-division multiple access
(TDMA) sensor networks. We show the detection performance gain compared to the typical decoupled and
maximum throughput design approaches, without utilizing additional network resources. We compare ALOHA and
TDMA MAC schemes and show the conditions under which each transmission scheme outperforms.
Keywords: Decentralized detection; Wireless sensor networks; Networked information fusion; Multiaccess
communication
1 Introduction
The deployment of wireless sensor networks (WSNs)
in decentralized detection applications is motivated by
the availability of low-cost sensors with computational
capabilities, combined with advances in communication
network technologies. In decentralized detection (DD),
multiple sensors collaborate to distinguish between two
or more hypotheses, and the classical problem is to find
the local sensor detection strategies (quantization rules)
to minimize a system-wide cost function using differ-
ent network topologies and channel models [1,2]. Despite
the fact that this classical problem is insightful, current
research on detection usingmodernWSNs has shifted the
focus away from this classical quantization problem for
two main reasons: (1) performance loss due to quantiza-
tion decays rapidly with the number of information bits in
the packet payload [3,4], and (2) the payload of a packet
could be considered large enough to represent local sensor
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information with adequate accuracy, as additional bits in
the payload are unlikely to affect power or delay, given the
relatively large packet overhead [5,6] (e.g., IEEE 802.15.4
standard has a minimum of 9 bytes for the medium access
control (MAC) overhead [7]). On the other hand, the
deployment ofWSNs in detection applications brings new
challenges to the field. In addition to the design of sig-
nal processing algorithms at the application layer that has
been previously addressed [8], protocols for other com-
munication layers have to be optimized to maximize the
detection performance.
The layered approach commonly adopted to design
wireless networks may not be appropriate for detec-
tion applications. Although the layered approach provides
simplicity in the design due to the decoupling of sys-
tem layers, it neither provides the optimal resource allo-
cation nor exploits the application domain knowledge.
As an example, throughput is a common performance
metric used to design media access control protocols.
In DD applications, maximizing the throughput is not
the prime objective, rather maximizing the quality of
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the information received that yields the best detection
performance is the prime objective. Accordingly, a cross-
layer design approach is desired for efficient implementa-
tion of WSNs in decentralized detection applications.
In this paper, we pursue a cross-layer approach to design
a WSN deployed for detection applications. We integrate
the physical, MAC, and detection application layers in one
unified model that captures different sensor quality mea-
sures. In making our modeling choices, we are motivated
by the desire to develop a system model that captures the
basic features of practical sensor networks while being
amenable to analysis. Specifically, we make the following
design assumptions:
1. Digital transmission. Although uncoded analog
transmission is optimal in a sensor network under
certain conditions (see, e.g., [9]), digital transmission
is still the choice for cost-effective, commercial
off-the-shelf deployments of sensor network
applications.
2. Slotted ALOHA/time-division multiple access
(TDMA) MAC. The traditional assumption of a
dedicated orthogonal channel between each sensor
node and the fusion center may not be feasible in
practice. On the other hand, random access
techniques and TDMA are frequently used MAC
protocols. Therefore, tuning of the protocol
parameters to optimize the detection performance
can be done in practice without a need to redesign
the system.
3. Single hop networks. We focus on the case where
sensor nodes cannot communicate with each other
to form a multihop network to the fusion center, e.g.,
radio-frequency identification (RFID) sensors
communicating to an RFID reader. Preliminary
results for multihop tree networks are presented in
[10,11].
The rest of the paper is organized as follows: Section 2
summarizes the related work. Section 3 presents the
detection problem formulation for WSNs. Section 4
explains the derivation of the system model. Section 5
presents the solution of the optimization problem.
Section 6 presents the performance comparison between
the proposed design approach and the classical design
approaches. Section 7 presents a performance comparison
between the TDMA and ALOHA networks. The work is
concluded in Section 8.
2 Related work
Early work on cross-layer design has focused on the design
of channel-aware decentralized detection schemes [12].
More recent work on channel-aware design considers
sequential detection schemes [13]. The cross-layer design
approach has been recently explored for the design of
MAC and routing protocols for detection applications.
CooperativeMAC, where individual sensor transmissions
are superimposed in a way that allows the fusion center to
extract the relevant detection information, is considered
in [14]. This approach leads to significant gains in per-
formance when compared to conventional architectures
allocating different orthogonal channels for each sen-
sor. However, technical issues such as symbol and phase
synchronization have to be taken into account for prac-
tical implementations [5,15]. Data-centric MAC, where
existing protocols are tuned/modified for optimal perfor-
mance, represents a viable alternative to cooperativeMAC
and, therefore, has gained considerable attention recently.
Decision fusion over slotted ALOHA MAC employing a
collision resolution algorithm is studied in [16], where the
objective is to analyze the performance, rather than to
design the MAC layer, in order to optimize the detection
performance. Amore thorough investigation of the design
of MAC transmission policies to minimize the error prob-
ability has been considered in [17], where the system
model includes the MAC and detection application lay-
ers, excluding the physical channel model, and assuming
a stochastic MAC policy. Although stochastic transmis-
sion policy results in performance gains compared to
deterministic policies, the extension of this framework to
include the physical channel model is challenging mathe-
matically.
The integration of the channel model and the MAC
layer in the context of distributed estimation has been
considered in [18], where analog transmission of sensor
data is assumed. The cross-layer approach is also consid-
ered in [6], where an integrated model for the physical
channel and the queuing behavior for sensors is devel-
oped. The design problem is to choose the code rate and
the number of sensors to minimize the error probability
for an frequency-divisionmultiple access (FDMA) system,
where orthogonal channels are used between sensors and
the fusion center.
Routing for decentralized detection has been consid-
ered separately from the MAC design problem. Energy-
efficient routing for signal detection in WSNs is consid-
ered in [19], where the objective is to find the optimal
route for local data from a target location to the fusion
center. Cooperative routing for distributed detection in
large sensor networks is studied in [20] using a link met-
ric that characterizes the detection error exponent. For a
survey on the interplay between signal processing and net-
working in sensor networks, see [21] and the references
therein.
We summarize the contributions of this paper, as com-
pared to existing literature, in the following main points:
1. Integrated model for the detection system. We
integrate the physical layer, MAC layer, and the
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detection application layer in one unified system
model.
2. Integration of different sensor quality measures. The
model captures three sensor quality measures,
namely, quality of information (QoI), channel state
information (CSI), and residual energy information
(REI). In addition, delay for detection and network
lifetime are considered as additional design
constraints.
3. Design of a complete transmission control policy.
We design an optimal transmission control policy
that includes not only the transmission probabilities
but also the communication rate and the energy
allocation for each sensor. The authors are not aware
of a literature work on cross-layer design for
detection applications, where an integrated model is
developed that captures different communication
layers and several sensor quality measures, while
simultaneously considering different transmission
design parameters as well as the delay for detection.
4. Non-asymptotic analysis. We assume a finite number
of sensor nodes and do not resort to asymptotic
analysis as commonly adopted in detection studies.
Therefore, the analysis results are applicable on
small-scale and large-scale sensor networks.
5. Enhanced detection performance. Without
additional resources, the proposed design approach
outperforms the classical decoupled and maximum
throughput design approaches.
6. Slotted ALOHA-TDMA comparative analysis. We
show the conditions under which each transmission
scheme outperforms. These conditions represent a
guideline for the designer to choose between the two
protocols based on the available system resources
and design constraints.
The work presented in this paper is an extension of our
previous work in [22], where only ALOHA networks were
considered, and the energy allocation scheme was fixed.
In addition, a more detailed simulation experiment and
a full comparison between ALOHA and TDMA sensor
networks are presented.
3 Problem formulation
Figure 1 illustrates the detection system architecture,
where a set of N wireless sensors, S = {S1, S2, . . . , SN},
and a fusion center (FC) collaborate to detect the phe-
nomenon of interest in a geographic area divided into a
number of resolution cells. We can summarize our design
problem as “Given the CSI, REI, and QoI for each sensor,
how can we find the optimal transmission control policy
(XCP) for each sensor that maximizes the system detection
performance?”
Initially, the fusion center broadcasts a message con-
taining the location of the resolution cell to be surveyed,
soliciting information from different sensors. Each sensor
responds with the following information: (1) channel state
between the sensor and the fusion center, which could be
estimated using channel measurement techniques [23,24];
(2) signal-to-noise ratio for the reflected probing signal
used by the sensor to illuminate the target, which could
be estimated from sensor location (estimated using dif-
ferent localization methods [25]), resolution cell location,
and channel measurement techniques; and (3) the energy
reserve, representing the REI, which could be estimated
by the sensor from the battery charging state. We call
this communication process the handshaking cycle, which
starts with the broadcast message from the fusion center
and ends when the fusion center receives the informa-
tion from all sensors. This handshaking cycle is repeated
periodically to cope with changes in the environment
that impact the sensor quality measures. Therefore, the
overhead of the handshaking cycle is proportional to the
environment dynamics, i.e., how fast the environment
changes to affect the quality measures for sensors. We
ignore the handshaking overhead in the development of
the system model in Section 4. In Section 4.6, we provide
an upper bound on the environment dynamics such that
the handshaking overhead could be safely ignored without
affecting the model accuracy.
Figure 1 Systemmodel for detection in one-hop sensor networks.
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After the handshaking cycle, the fusion center calculates
the optimal transmission control policy for each sensor
based on the quality measures received. The values of
the XCP variables are then sent back to the sensors that
have reliable quality measures to contribute to the detec-
tion task. The resulting values of the XCP variables are
stored in a lookup table in the sensor memory (for each
resolution cell), which remain valid for the given location
as long as the quality measures for each sensor have not
changed from the last run of the optimization algorithm.
The detection process then proceeds as follows: the fusion
center broadcasts a message to initiate a detection cycle
for a specific resolution cell. The local sensors selected by
the optimization algorithm will sample the environment
by collecting a number of observations xi, form a data
packet, and communicate their messages directly to the
fusion center over the MAC channel. Finally, the fusion
center makes a final decision after a fixed amount of time
representing the maximum allowed delay for detection.
4 Systemmodel
The detection scheme described above suggests a layered
approach to systemmodeling, as depicted in Figure 2. The
physical layer represents the wireless channel model and
defines system parameters such as the communication
bit rate as well as the energy consumed in communicat-
ing sensor information to the fusion center. The media
access control layer represents either the slotted ALOHA
or the TDMA protocol model and defines the protocol-
specific parameters such as the transmission probability.
Finally, the application layer represents the sensing and
energy models and defines the model of the observations
obtained by local sensors, as well as theWSN energy con-
straints. In what follows, we derive the model for each
layer of the system.
4.1 Wireless channel model
We focus on the case where the sensor nodes and the
fusion center have minimal movement and the environ-
ment changes slowly. Accordingly, only the slow-fading
component of the wireless channel is considered. Figure 3
shows the fading channel model, where w(t) is an AWGN
with PSD N0/2, and m(dc) is the mean path attenuation
for a sensor node at a distance dc from the fusion center.
Figure 2 A layered approach to detection systemmodeling.
Using the Hata path-loss model, the total decibel power
loss is given by [26]
PL = 20 log
(
4πd0/λp




where d0 is a reference distance corresponding to a point
located in the far field of the transmit antenna, λp is the
wavelength of the propagating signal, ρc is the path loss
exponent, and Xσc ∼ N (0, σ 2c ).
The wireless channel represents an unreliable bit pipe
for the data link layer, with instantaneous Shannon capac-
ity C = W log2 (1 + Pr/N0W ) bps, where W is the chan-
nel bandwidth and Pr is the signal power received by
the fusion center. Using Shannon’s coding theorem and
given the state-of-the-art coding schemes that approach
the Shannon capacity, we can approximately assume that
the fusion center can perform error-free decoding for any
transmission with bit rate R < C, i.e., the channel is con-
sidered ‘ON’ when R < C and ‘OFF’ otherwise, giving
rise to the two-state channel model akin to [6]. Using (1),
the probability of the channel being ON during sensor i













where Pt is the average transmitted signal power, and (.)
is the cumulative distribution function for the standard
normal PDF. We note that the CSI relevant to our model is
represented by the statistics σc,μc, and N0. These statis-
tics are required to be estimated by each sensor, and no
instantaneous channel state information is required for
the XCP design. Since we assume fixed nodes and a slowly
varying channel, the estimation process could be executed
less frequently to save sensor node resources. This is par-
ticularly important in wireless sensor networks since the
estimation of the channel state is both time and power
consuming.
It should be highlighted that the large-scale fading
model presented here allows us to obtain the closed form
solution in (2). More complex fading models, e.g., small-
scale fading, can be integrated similarly, but they may
allow only numerical solutions.
4.2 Media access control protocol model
The detection cycle initiated by the fusion center is illus-
trated in Figure 4. We assume a slotted multiaccess com-
munication scheme with number of communication slots
L per detection cycle, where each packet requires one
time slot for transmission, all time slots have the same
length τ/L, τ is the delay for detection, and all transmitters
are synchronized. Each local sensor i collects a number
of observations ni and forms an information packet for
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Figure 3 Block diagram for the wireless communication channel.
transmission over the wireless channel, with communica-
tion rate:
Ri = bLni/τ , (3)
where b is the number of encoding bits for each observa-
tion. The sensor i then attempts to transmit to the fusion
center according to the MAC scheme:
1. Slotted ALOHA. Sensor attempts transmission in
every slot during the detection cycle, with
probability qi, despite the state of their last
transmission.
2. TDMA. Sensor transmits to the fusion center only
in its dedicated time slot, assigned using the fixed
assignment TDMA scheme.
Unequal priority TDMA, where a single sensor may be
assigned more than one time slot, could also be used
and may lead to a better detection performance. How-
ever, the resulting optimization problem is an integer
programming problem that is generally hard to solve in
real time. Therefore, only equal-priority TDMA is consid-
ered in this work. Without loss of generality, we assume
that L = mN , where m is a positive integer, i.e., at each
detection cycle, all sensors transmit the same number of
times. This assumption facilitates the comparison with
the slotted ALOHA scheme. The decision takes place at
the end of the detection cycle by the FC. The process
repeats for every detection request initiated by the fusion
center. To simplify the analysis, the MAC protocol does
not consider the acknowledgement slots and any protocol
specifics required for synchronization or rate negotiation.
Also, we ignored the packet overhead, which is a rea-
sonable approximation for practical WSN protocols with
large packet payload.
Now, we calculate the overall probability of a successful
packet transmission:
1. Slotted ALOHA. At any given time slot, the
probability of a successful packet transmission by
sensor i is given by qi
∏
j=i(1 − qj). Further, this
packet will be successfully received by the fusion
center if the state of the physical channel between
the sensor and the fusion center is ON during this
time slot.
2. TDMA. Since collisions are eliminated, the
probability of successful packet transmission
depends solely on the physical channel condition, as
given by (2).
The total probability of a successful packet transmission











To formulate the energy model for each sensor, we first
define the sensor network lifetime. Different definitions
exist in the literature [27,28], and the choice of a specific
definition is usually governed by the application and the
tractability of the resulting problem formulation. A gen-
eral definition for network lifetime is presented in [29].
The definition holds regardless of the underlying net-
work model, including network architecture and protocol,
channel fading characteristics, and energy consumption
model. The lifetime is given by
L = (E0 − Ew) /frE r =
( N∑
i=1







where E0 = ∑Ni=1 e0i is the total initial energy in all sen-
sors at the time of deployment, Ew = ∑Ni=1 ewi is the total
wasted energy remaining in sensor nodes when the net-
work dies, fr is the average sensor reporting rate defined
here as the number of detection cycles per unit time, and
Figure 4 Detection cycle for the ALOHA and TDMA sensor networks.
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E r = ∑Ni=1 eri is the expected reporting energy consumed
by all sensors in one detection cycle.
Our objective is to allocate the reporting energy eri for
each sensor in such a way that maximizes the detec-
tion performance. In what follows, we derive the energy
constraints for the sensor network.
4.3.1 Total energy constraint
In practice, it is desired to have a minimum network life-
time, where sensors can perform the assigned task, i.e.,
L ≥ lt . Using (5), we get:
E r ≤ (E0 − Ew) /frlt =
( N∑
i=1
(e0i − ewi )
)/
frlt = εt .
(6)
The total energy constraint is thus expressed as
N∑
i=1
eri ≤ εt. (7)
4.3.2 Individual energy constraints
Since the network lifetime tends towards the least lifetime
of sensor nodes, it is desired to keep a minimum lifetime
for each sensor. This prolongs the network lifetime and
avoids depleting the energy reserve for high-quality sen-
sors, resulting in a quick expiry of the sensor network.
In addition, depleting sensor energy may result in loss of
coverage for the area under surveillance. Therefore, we
impose the constraint Li ≥ l, i = 1, 2, . . . ,N on all sensor





/frl = εi, (8)
where we note that l < lt, i.e., εt <
∑N
i=1 εi. Other-
wise, each sensor trivially allocates its maximum energy εi.
Obviously, the reporting energy ≥ 0; hence, the individual
energy constraint is summarized as
0 ≤ eri ≤ εi i = 1, 2, . . . ,N . (9)
The constraint (9) essentially limits the energy expended
by each sensor in each detection cycle to avoid fast deple-
tion of the sensor energy. Finally, we need to relate the
transmission power Pt in (2) to the reporting energy er in
each detection cycle. We note that Pit = eri/T , where T is
the total time the sensor is transmitting during a detection
cycle.
1. ALOHA: We note that the expected number of
transmissions by sensor i during a detection cycle is
Lqi. Therefore, T = (τ/L)Lqi = τqi, and we get
Pit = eri/τqi.
2. TDMA: Since we assume L = mN , each sensor
transmits m times, and we get Pit = Neri/τ .






































10 log(N0Wτ) + μic
)
. (12)
We note that in the above discussion, we neglected the
energy consumed by each sensor to report its quality mea-
sures to the fusion center. This energy component could
be included in the analysis by subtracting it from the initial
sensor energy. However, for slowly varying environments,
where the sensor characteristics need to be updated less
frequently, this energy component could be neglected
compared to the periodic sensor reporting energy.
4.4 Sensingmodel
We focus our work on detection using signal amplitude
measurements. Therefore, the observation at sensor i,
located at distance di from an object at a specific resolu-
tion cell, could be expressed as
xi = 	/dη/2i + wi, (13)
where 	 is the amplitude of the emitted signal at the object,
η is a known attenuation coefficient, typically between 2
and 4, andwi is an additive white Gaussian noise with zero
mean and variance σ i2s .We note that the abovemodel con-
siders passive sensing [25]. In the active sensing case, the
observation model is given by xi = ζ 	tr/(2di)η/2 + wi,
where ζ is a known reflection coefficient at the object,
	tr is the amplitude of the signal transmitted by the active
sensor (illuminating signal), and 2di is the round trip
distance traveled by the signal [19]. We note that the
two observation models differ only in the scaling factor
ζ/2η/2. Therefore, without loss of generality, we assume
the active sensing model in the following discussion. If
passive sensing is assumed, then the detection problem
will be slightly different than the problem presented here,
since the amplitude of the source signal, 	, is unknown and
has to be estimated from sensor observations.
The detection problem could be defined as the following
binary hypothesis testing problem, for each time slot k:
H0 : xi[ j, k] = wi[ j, k] j = 1, 2, . . . , ni
H1 : xi[ j, k] = μi + wi[ j, k] j = 1, 2, . . . , ni,
(14)
where μi = ζ 	tr/(2di)η/2, and ni is the number of inde-
pendent and identically distributed (IID) observations
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obtained by sensor i at each time slot. We note that noise
samples are independent across sensors, i.e., the obser-
vations at local sensors are independent across time and
space, but not necessarily identically distributed since
some sensors may be closer to the resolution cell, and
noise variances are assumed unequal. In the following,
we designate the vector of sensor observations at time
slot k by xi[k]= [xi[1, k] xi[2, k] . . . xi[ni, k] ]. We
note that xi[k] has the multivariate Gaussian distribu-
tion N (0,C) under hypothesis H0 and N (μ,C) under
hypothesisH1, where μ =
[






Proposition 1. The optimal test statistic at the fusion













ri[k] xi[ j, k] , (15)
where ns = L for ALOHA and m for TDMA, and ri[k] is a
Bernoulli random process representing the success (ri = 1)
or failure (ri = 0) of receiving a packet from sensor i in
communication slot k. The sample space and probability
measure of ri are defined as ri = {0, 1} and P[ri = 1]=
λi, respectively, where λi is given by (4).
Proof. At the fusion center, the log likelihood ratio (LLR)
is the sum of the individual observations received at each









ln γ , (16)
where l(xi[k] ) is given by (17). The LLR test then
reduces to (18), where zi = ∑nsk=1 ri[k] indicates the
number of times sensor i successfully transmitted to
the fusion center in ns time slots. The random vector
z = [z1 z2 . . . zN ze], where ze = ns − ∑Ni=1 zi, is
multinomially distributed with probability vector p =
[λ1 λ2 . . . λN λe], where the probability of collision or
idle slot λe = 1 − ∑Ni=1 λi, and the sample space Z
represents all possible combinations of zi such that ze +∑N
i=1 zi = ns.



















































+ ln γ = γ ′.
(18)
4.5 Measurement of detection performance
One of the widely used performance measures for detec-
tion applications is the receiver operating characteristics
(ROC) curve [30]. The curve relates the probability of
detection PD to the probability of false alarm PFA for
different threshold values γ of the detector. For exam-
ple, for the centralized shift-in-mean Gaussian detection
problem, where all observations are available at the fusion









where Q[ .]= 1 − [ .] is the complementary cumulative
distribution function for the standard normal PDF, μ1 −
μ0 is the shift-in-mean value, and σ 2 is the measurement
variance. For our detection problem, the expressions for
PD and PFA could be derived as follows:
PD = P[V > γ ′;H1]=
∑
z∈Z







We note from (15) that v|z is a Gaussian random vari-
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Equations 21 and 22 represent the ROC curve, which is a
function of the detector threshold (γ ),
channel drop probabilities (λ), number of successful trans-
missions for each sensor (z), number of transmission slots
(L), and measurement signal-to-noise ratios (μ/σs). This
ROC curve cannot be expressed by one equation by elim-
inating the detector threshold, as in (19), due to the
complexity of the equations. Furthermore, optimization
with respect to the expressions in (21) and (22) is compu-
tationally prohibitive. Therefore, we adopt the deflection
coefficient, a closely related performance measure that
leads to a computationally less intensive problem, defined
as [30]
D2 = (E[V ;H1]−E[V ;H0] )
2
var[V ;H0] . (23)
The deflection coefficient is a measure of the separation
between the two probability density functions under the
two hypotheses. Under Gaussian assumptions, it is known
that maximizing the deflection coefficient leads to the
maximization of the detection performance in terms of
the ROC curve [31]. In fact, it can be shown that for the
centralized shift-in-mean Gaussian detection problem,








Under non-Gaussian assumptions, there is no general
result that enhancement of the deflection coefficient will
lead to a better performance in terms of the ROC curve.
However, it is likely that more separation between the two
density functions will lead to a better detection perfor-
mance.
Proposition 2. The deflection coefficient for the detector










where λi is given by (4).
Proof. We consider the ALOHA network case(ns = L).
For the TDMA network, the proof is identical, except that
L is replaced by m. To calculate the deflection coefficient
for the detector in (15), we use the fact that both ri[k]
and xi[ j, k] are strict-sense stationary random processes
(being IID) and independent of each other. Therefore,

















var[V ;H0] is given by (28), and noting that E[ri1ri2 ]= 0
for i1 = i2 and that E[r2i ]= λi, we get (29).





























































































































From (26), (27), and (29), we get (25).




the signal-to-noise ratio at sensor i, and we adopt it as a
measure of the sensor QoI. From (25), we note that the
overall deflection coefficient at the fusion center is simply
a weighted sum of the individual deflection coefficients
for each sensor, where the weights are the probabilities
of successful packet transmission for each sensor, and the
deflection coefficient in case of a collision is set to 0.
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i=1 ciRi (ρi) TDMA
.
(30)
We note that ci = 	2/σ i2s dηi ; therefore, the signal ampli-
tude at the object to be detected appears as a scaling factor
only in the objective function. This means that the signal
amplitude does not affect the optimal operating point for
the system. However, the amplitude does affect the detec-
tion performance, as intuitively expected. We further note
that the objective function does not depend directly on
L and ni. Rather, from the optimal communication rates
and (3), L and ni could be arbitrarily chosen such that
Lni = τRi/b for any non-zero communication rate, i.e.,
Ri > 0, ni ≥ 1, and consequently L ≤ τRi/b.
Table 1 lists the essential model parameters and their
description. The third column classifies each parameter
according to its method of calculation as given from the
application knowledge, estimated online, calculated, or as
a design parameter. The ‘Notes’ column highlights the
parameters that are a measure of the REI, CSI, or QoI
for each sensor. The last column classifies each parameter
according to its relevant layer in the systemmodel.
4.6 Handshaking overhead
While developing the system model, we ignored the over-
head of the handshaking protocol used by the fusion
center to collect the quality measures of each sensor, as
outlined in Section 3. In this section, we derive the condi-
tions that have to be satisfied to ensure that the developed
model accuracy is not affected by ignoring the handshak-
ing overhead. We measure the protocol overhead by (1)
the total delay time taken by the fusion center to collect
the quality measures from all sensors in one handshaking
cycle (τh) and (2) the total energy spent in the handshak-
ing cycle (eh). We designate the communication rate and
transmission power used by all sensors during the hand-
shaking process by Rh and Ph, respectively. We further
designate the rate at which the environment changes by
fh (handshaking cycles per day). Our objective is to derive
an upper bound on fh for a given network that enables us
to ignore the handshaking overhead without affecting the
model accuracy. The delay condition could be expressed
as
τh fh < α(τ fr), (31)
where α represents the allowed percentage of resources to
be consumed in the handshaking process, such that the
handshaking overhead could be ignored. To calculate τh,
we assume IEEE 754 half-precision binary floating-point
format (2 bytes) to represent the quality measures of each
Table 1 Model parameters for the wireless sensor network
Parameter Description Calc Simulation value (Section 6) Notes Layer
W Channel bandwidth G 103 Hz
Physical layer
N0 Noise power spectral density E 10−9 W/Hz CSI
μc Mean path loss C (1) [40, 45], [45, 50], [50, 55], [55, 60], [60, 65] dB CSI
[65, 70], [70, 75] dB
σc Path loss standard deviation E [5, 8] dB CSI
er Reporting energy D Design variable
R Communication bit rate D Design variable
L Number of communication slots C (3) Lni = τRi/b
MAC layerb Number of encoding bits/observations G 16 bits
q Retransmission probability D Design variable
τ Delay for detection G 1:150 s
Application
layer
lt Network lifetime G 100:500 days
l Sensor lifetime G 0.7*lt
n Number of observations C (3) Lni = τRi/b
c = (μ/σs)2 Signal-to-noise ratio G [2,3.2], [2.5,3.5], [0.06,0.08], [1,1.4],×10−3 QoI
[0.5,0.7], [0.12,0.16], [0.03,0.04]×10−3
e0 − ew Net sensor useful energy G 104 J REI
fr Sensor reporting rate G 200 cycles/day
E, estimated; G, given; C (), calculated (equation number); D, design.
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sensor [32]. According to Table 1, we have five values rep-
resenting the sensor quality measures: CSI (N0,μc, σc),
QoI (μ/σs), and REI. Therefore, each sensor requires 10
bytes of payload. Assuming 9 bytes of overhead, the total
handshaking delay is given by











The energy condition could be expressed as
eh fhl < αe0, (34)
where e0 is the initial energy in each sensor battery,
which is assumed the same for all sensors. The energy



















Equations 33 and 36 represent the two conditions that
need to be satisfied to ensure that the derivedmodel accu-
racy will not be affected by ignoring the handshaking
overhead. These two conditions could be verified for any
values of the design parameters Rh and Ph. However, since
we ignored the channel drop probability during the hand-
shaking process in the analysis, one more constraint is
required to guarantee minimum probability of successful
transmission, λ, and hence reliable communication during
the handshaking cycle. Since all sensors need to transmit
during the handshaking process, we assume that TDMA
is the protocol used during handshaking. Accordingly, we
can use (2) to get
Ph = N0W100.1(μc+σc−1[λ])
(
2Rh/W − 1) (37)







2Rh/W − 1 . (38)
We note that fh needs to satisfy (33) and (38) simultane-
ously. Since the right-hand side of (33) is a monotonically
increasing function of Rh and the right-hand side of (38)
is a monotonically decreasing function of Rh, the upper
bound on fh is at the intersection of the two functions.
Hence,

























Example 1. We evaluate the upper bound for the exam-
ple network simulated in Section 6, where the parameters
are shown in Table 1. We use σc = 6 dB and an average
value of μc = 50 dB for all sensors. Further, we need λ =
0.9 to ensure reliable communication during the hand-
shaking cycle and a percentage of resources consumed in
the handshaking α = 0.05. For delay for detection τ =
25 sec, and network lifetime l = 250days, we get:
Design parameters : Rh = 965 bps
Ph = 0.56W
Upper bound : fh < 22.69 cycles/day
Resources consumed : τh fh = 242 sec/day
eh fh = 1.94 J/day.
(42)
Figure 5 plots the operating point for the two conditions
(33) and (38). Accordingly, for the given sensor network,
the analysis and the developed model could be used with
sufficient accuracy as long as the environment dynam-
ics do not require more than 22 cycles/day to update
the fusion center. If the environment dynamics are much
faster, then the handshaking overhead has to be included
in the model development.
5 Transmission control policy design for optimal
detection
In Section 4, we developed an integrated model for the
detection system, obtained an expression for the detec-
tion performance measure (the deflection coefficient),
and defined our design constraints. Now, we have the
complete optimization problem that we need to solve
to obtain the optimal system design variables (sensor
communication rate Ri, reporting energy eri , and retrans-
mission probability for the ALOHA case qi). We start by














i=1 ciRi (ρi) TDMA
(43)
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Upper bound 1 [Eq. (33)]




Figure 5 Handshaking overhead constraints for the example sensor network.
subject to 0 ≤ qi ≤ 1 (ALOHA) (44)
0 ≤ Ri (45)
0 ≤ eri ≤ εi i = 1, 2, . . . ,N (46)
N∑
i=1
eri ≤ εt. (47)
In the following discussion, we consider the ALOHA
optimization problem only, since the TDMAoptimization
problem has the same structure, with one of the decision
variables omitted (q). We denote the decision variables by
x = [ q1 . . . qN R1 . . . RN er1 . . . erN ] , (48)
where x ∈ R3N , and the objective function by J(x). The
optimization problem could be rewritten in the form:
min
x
−J(x) subject to Ax ≥ b, (49)
A =
⎡
⎣ I −I 0 0 0 00 0 I 0 0 0
0 0 0 I −I −1
⎤
⎦T , (50)
b = − [ 0 1 0 0 ε εt ]T . (51)
I is the identity matrix, 0(1) is the vector/matrix of
all zeros (ones), with appropriate dimensions, and ε =[
ε1 ε2 . . . εN
]
. We note that our objective function is
not convex. Instead of following the classical approach
to simplify the system model to obtain a convex func-
tion, which may ignore important system dependencies
and may lead to a less accurate model, our approach is to
analyze the optimization problem to obtain a possible set
of candidate points that may speed up the convergence
process for existing numerical optimization algorithms,
then resort to simulation experiments for performance
evaluation.
Although the objective function is not convex, we
note that the inequality constraints are linear. Therefore,
the Karush-Kuhn-Tucker (KKT) conditions represent a
necessary condition for a local maximizer of the objective
function [33]. We first form the Lagrangian:
L(x, ν) = −J(x) − νT (Ax − b), (52)




. . . νq0N νq11
. . . νq1N νR1 . . . νRN
νe01 . . . νe0N νe1 . . . νeN νeT
]
(53)
νq0i and νq1i are the Lagrangemultipliers for the constraints
in (44), νRi is the Lagrange multiplier for the constraint in
(45), νe0i and νei are the Lagrange multipliers for the con-
straints in (46), and νeT is the Lagrange multiplier for the
constraint in (47). We denote the primal and dual optimal
points by x∗ and ν∗, respectively. The KKT conditions are
thus given by
−∇J(x∗) − ATν∗ = 0 (Stationarity) (54)
ν∗T (Ax∗ − b) = 0 (Complementary slackness)
(55)
(Ax∗ − b)  0 (Primal feasibility) (56)
ν∗  0 (Dual feasibility) (57)
−ZT∇2J(x∗)Z  0, (58)
where Z is a null space matrix for the matrix of active con-
straints at x∗, and  represents componentwise inequality
for vectors and positive semidefiniteness for matrices.
Further, the KKT conditions are sufficient for a strict local
maximizer if the following condition holds:
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−ZT+∇2J(x∗)Z+  0 (59)
where Z+ is a null space matrix for the matrix of non-
degenerate active constraints at x∗, i.e., constraints with
Lagrange multipliers = 0. The stationarity condition














































2πσ ic ln 10
exp(−ρ2i /2)
eri
+ νe0i − νe1i − νeT = 0. (62)
The given KKT conditions cannot be solved analyti-
cally. However, the optimization problem could be solved
efficiently using a variety of constrained optimization
algorithms, e.g., the interior point method. The following
two theorems provide a possible set of candidate points
for a local maximizer, hence speeding up the conver-
gence process and providing a set of initial points for the
optimization algorithm.
Theorem 1. A candidate point for a local maximizer of
the objective function in (43) is when one sensor trans-
mits with probability one (q = 1) and maximum energy
(eri = εi), while all other sensors remain silent. The optimal














Proof. When qi = 1, the objective function reduces to
D2 = (τ/b)ciRi (ρi)∏j=i(1−qj). Any value of qj = 0 will
cause the objective function value to decrease. Physically,
qj = 0 corresponds to a guaranteed collision, i.e., loss of
information. Therefore, qj = 0. Since Rj and erj do not
affect the objective function, we arbitrarily set Rj = 0. erj
should be set to 0 to save the energy budget for the non-
contributing sensor. The solution qj = Rj = erj = 0 for
j = i could be shown to satisfy the KKT conditions by
direct substitution. The objective function monotonically
increases with eri . Therefore, eri should be set to its maxi-
mum value, i.e., eri = min(ε, εt). Finally, optimal Ri is set
to maximize the objective function and, hence, given by
(63).
We conclude that we have a set of N candidate points,
(qi = 1, qj = 0, j = i), for a local maximum, which
could be checked easily in N time steps, in addition to
the computations required to find the optimal communi-
cation rate, which could be implemented efficiently for a
single-variable function.
Theorem 2. A candidate point for a local maximizer of
the objective function in (43) is when a subset of the sensors,
defined by the index set Sε , transmit with their maxi-
mum energy, while all other sensors remain silent. Optimal
design variables for the active sensors are at x∗, where
∇J(x∗) = 0. The unallocated energy is equal to εt − ∑
i∈Sε
εi.
Proof. For the active sensors, 0 < qi < 1. The total
energy constraint is inactive, i.e., νeT = 0. If eri < εi, then
from the complementary slackness condition νe0i = νe1i =
0. From the stationarity condition, we get ∇eri J = 0, but∇eri J = 0 if and only if eri = 0, a contradiction. There-
fore, the only option left is eri = εi. In this case, the
constraint eri ≤ εi is active; hence, νe0i = 0. From the
stationarity condition, we get ∇eri J|eri=εi = νe1i , which sat-
isfies the dual feasibility condition, since the left-hand side
is ≥ 0. Therefore, this point is a candidate for a local
maximizer.
We conclude that all active sensors in this case should
transmit with maximum energy. Since all other con-
straints are inactive, all Lagrange multipliers are equal to
0, and therefore, from the stationarity condition, the opti-
mal values for q and R are equal to the stationary point x∗,
where ∇J(x∗) = 0.
Theorem 2 results in few candidate points if the indi-
vidual energy constraint for each sensor is a large fraction
of the total energy constraint, such that only few sensors
consume the total energy budget. Otherwise, the num-
ber of candidate points will be prohibitively large. The
solution of the optimization problem is summarized in
Algorithm 1, where Theorem 1 is used, and the called
optimization algorithm is any optimization method of
choice, e.g., interior point method.
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Algorithm 1Optimization Problem Solution
Input: system parameters as in Table 1
Output: optimal decision variables x∗, objective
function J(x∗)
set qi = 1/N ∀i,Ri = R0, eri = εt/N {initial point x0
for the optimization algorithm}
x∗, J(x∗) = OptAlg(J(x), x0, constraints)
{call optimization algorithm}
for i = 1 to N do
set qi = 1, eri = εi,Rj, erj = 0 ∀j = i
find R∗i = argmaxRi Ji(Ri), Ji(Ri) =
Ri
⎡









calculate Ji(xi), xi =[ qi, 0,Ri, 0, eri , 0]
if Ji(xi) > J(x∗) then






We compare our design approach with two other
approaches commonly used to design the transmission
control policy for practical sensor networks. We do not
attempt to compare with specific designs treated in the lit-
erature that are optimized for detection applications with
very specific hardware configurations not typically used in
practical WSNs. We call our approach cross layer design
(CLD) hereafter, since it integrates the physical,MAC, and
application layers. In both approaches, we assume equal
energy allocation scheme, where the energy is divided
equally across sensor nodes. This allocation scheme is
typically used when sensor quality measures are not inte-
grated in the design, and therefore, all sensors are treated
equally. Sensor energy is thus given by eri = εt/N . This
allocation scheme is feasible if εt/N ≤ εi. Otherwise, εi
is allocated to each sensor, i.e., eri = min(εt/N , εi). For
the special case when all sensors have the same initial and
wasted energies, i.e., e0 − ew is the same, we have from (6)
and (8)
εt = N(e0 − ew)/frlt = (l/lt)Nεi, (64)
where εi is the same for all sensors. Since l < lt, we have
εt/N < εi, and therefore, the equal energy allocation is
feasible in this case. This case is the one considered in the
numerical example in Section 6.4. Finally, we present an
upper bound on the system performance to better assess
how well the CLD performs compared to the best possible
performance, achievable only in theory.
6.1 Maximum throughput design
The throughput for a given WSN is calculated as T =
N∑
i=1














In maximum throughput designs, the design variables Ri
and qi are chosen to maximize the throughput in (65). The
maximum throughput design thus does not consider the
QoI for each sensor. This is clearly shown by comparing
(65) to (30), where we note that the maximum throughput
design is equivalent to the CLD if all sensors have the same
quality of information.
6.2 Decoupled design
In the conventional slotted ALOHA, the MAC sublayer is
designed to minimize the probability of collision, without
regard to the QoI or CSI of each node. Minimum proba-
bility of collision occurs at qi = 1/N . For both ALOHA
and TDMA, the physical layer is designed to guarantee a
















Accordingly, Ri is given by





















In practice, λ is pre-determined from the application.
However, to make a fair comparison, we use the value of
λ that maximizes the deflection coefficient in (68), i.e.,
λ = argmaxλ D2, 0 ≤ λ ≤ 1.
6.3 Performance upper bound
For the given problem setup and for a given energy and
delay constraints, the upper bound on the performance is
when there are no channel drops or contentions between
sensors, i.e., all observations generated locally at each
sensor are received successfully at the fusion center. Math-
ematically, this case is equivalent to a realization of the
physical channel were the channel state is ON for all trans-
missions. In this case, the detection problem reduces to
the classical centralized shift-in-mean Gaussian detection
problem, where the ROC curve is given by (24).
Tantawy et al. EURASIP Journal on Advances in Signal Processing 2014, 2014:43 Page 14 of 19
http://asp.eurasipjournals.com/content/2014/1/43
6.4 Simulation results
In this section, we evaluate the proposed cross-layer
design approach for the system in Figure 1, as com-
pared to the classical approaches summarized in Section
6, via a numerical example. We consider a network
with 70 sensors (N = 70) deployed for detection, with
parameter values as shown in Table 1. To avoid manual
entry of parameter values for the 70 sensors, the mean
path loss, path loss variance, and the signal-to-noise ratio
for each sensor are generated using uniform random
number generators. The evaluation is performed both
numerically and through Monte Carlo Simulation (MCS)
experiments.
6.4.1 Numerical evaluation
We use Algorithm 1 to calculate the optimal solution for
the CLD in (30) and the maximum throughput design in
(65), where the interior point method is used as the core
optimization algorithm. The interior point method is also
used to find the optimal probability of successful packet
transmission for the decoupled design in (68).
6.4.2 Simulation study
We use the optimal solution for the design variables
obtained from the numerical evaluation to set up an MCS
for the wireless network, as follows:
• Hypothesis. MCS is performed for bothH0 andH1.
to evaluate the deflection coefficient, ROC curve, and
probability of error.
• Sensors. Observations are generated locally at each
sensor for each communication slot. For ALOHA
channels, each sensor attempts transmission
randomly according to its retransmission probability.
For TDMA channels, each sensor transmits in its
allocated slots only.
• Communication channel. The channel state for each
sensor is simulated for each detection cycle.
• Fusion center. The fusion center performs the
likelihood ratio test on the observations received.
Equivalently, the fusion center calculates the test
statistic in (15) and compares it to a threshold value.
• Performance evaluation. The deflection coefficient is
evaluated statistically according to (23). The ROC
curve is evaluated by running MCS for different
threshold γ values.
We run the MCS experiment 5,000 times for each delay
for detection/network lifetime values to obtain accurate
results.
6.4.3 Deflection coefficient
Figure 6, left graph, shows the performance surface
for the slotted ALOHA sensor network for the pro-
posed CLD approach, for different delay and network
lifetime values. For a fixed network lifetime, the deflection
coefficient increases with the delay for detection, as more
observations are expected at the fusion center. For a fixed
delay for detection, the deflection coefficient decreases
with network lifetime. This is mainly because the energy
budget allocated for each detection cycle decreases to pro-
long the network lifetime. Decreasing the energy budget
reduces the probability of successful packet transmission,
hence causing less observations at the fusion center. The
TDMA sensor network exhibits a similar behavior as illus-
trated in Figure 6, right graph. The drop in the deflection
coefficient at around 60-s delay and 100-day network
lifetime is due to local convergence of the optimiza-
tion algorithm. This point represents a local maximum,
and a point with larger deflection coefficient could be
obtained by varying the initial point of the optimization
algorithm.
We resort to two-dimensional plots to compare between
the different design approaches. Figure 7, top left graph,
shows the deflection coefficient versus the delay for
detection for the three design approaches for the ALOHA
network, where network lifetime is set to 250 days. The
decoupled design approach has the worst performance,
even when choosing the optimal value for the probabil-
ity of successful transmission λ. This is mainly because
the parameters at each layer are specified independently,
without regard to the application. Themaximum through-
put design has a better performance since it seeks to
maximize the quantity of the information at the fusion
center, by integrating the physical and MAC layers. How-
ever, since increasing the quantity of the information is
not equivalent to increasing the information quality, as
sensors have different QoI, the maximum throughput is
outperformed by the proposed CLD approach. The per-
formance of the proposed design represents an upper
bound on the maximum throughput performance. This
upper bound is achieved if all sensors have the same
QoI. TheMCS results are superimposed on the numerical
curves. The simulated results coincide with the numeri-
cal results (apart fromMCS accuracy), hence verifying the
correctness of the analysis.
Figure 7, top right graph, shows the deflection
coefficient as it varies with the network lifetime, where
delay for detection is set to 50 s. The results are similar
to the delay for detection study, where the proposed
CLD approach outperforms the maximum throughput
and decoupled design approaches. Equivalently, for the
same deflection coefficient, the network lifetime with the
CLD is longer. The MCS results are superimposed on the
numerically obtained curves, verifying the correctness of
the analysis. The TDMA sensor network exhibits a similar
behavior as illustrated in Figure 7, bottom left and right
graphs. The MCS results are shown for the CLD design
only to avoid cluttering the figures.
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Figure 6Wireless sensor network performance for the ALOHA (left graph) and TDMA (right graph) sensor networks.
6.4.4 ROC curves
For the probability of error and the ROC curves, we
resort to MCS experiments to obtain the performance
curves. Figure 8, top left graph, shows the probability
of error versus the delay for detection for the ALOHA
sensor network, where network lifetime is equal to 250
days. Since the probability of error is directly propor-
tional to the deflection coefficient, we obtain the same
relative performance, i.e., the proposed CLD approach
outperforms the other two approaches, while the max-
imum throughput approach outperforms the decoupled
design one. The same results are obtained for the proba-
bility of error as it varies with the network lifetime, for a
fixed delay for detection, which is shown in Figure 8, top
right graph. The TDMA sensor network exhibits a similar
behavior as illustrated in Figure 8, bottom graphs. The dif-
ference between the decoupled design and the maximum
throughput design is not noticed in Figure 8, bottom left
graph, due to MCS accuracy.
Figure 9 shows the simulated ROC curves for τ =
50 s and lifetime = 250 days and for different values of
the threshold γ ∈[ 0,∞). The figure shows the perfor-
mance enhancement using the CLD approach. For the
same probability of false alarm, the proposed cross-layer
approach results in higher probability of detection than
the other approaches. Therefore, by integrating different
system layers and quality measures in the design process,
we obtain performance enhancement that would not be
possible without increasing the delay and/or shortening
the network lifetime. Figure 9 also shows the upper bound
on the performance, given by (24), where D2 is calculated
from MCS assuming no channel drops or contentions.
The upper bound is achievable only for ideal channels,
and the CLD approaches the upper bound by an amount
proportional to the given channel quality.
In practice, a family of these ROC curves are provided
for different values of the delay for detection and network
lifetimes. The operating point is located on a specific ROC
Figure 7 Deflection coefficient for the ALOHA (top graphs) and TDMA (bottom graphs) wireless sensor networks.
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Figure 8 Probability of error for the ALOHA (top graphs) and TDMA (bottom graphs) wireless sensor networks.MCS curves smoothed out
for better presentation.
curve, and the relevant values of the detector threshold
and theWSN design variables are set accordingly.
7 Slotted ALOHA-TDMA comparison
One important question to be answered is whether the
TDMA scheme is superior to slotted ALOHA for our
detection application. On one hand, elimination of colli-
sions results in energy-saving and guaranteed transmis-
sion for sensor data. On the other hand, TDMA scheme
treats all sensors equally, as it assigns each sensor a time
slot while ignoring its quality measures. In this section,
we compare the performance of the slotted ALOHA and
TDMA sensor networks, based on the numerical example
in Section 6. Figure 10, top left graph, shows the deflection
coefficient for different delay constraints.We note that the
ALOHAnetwork outperforms TDMA if the delay is below
a threshold value, τth. If the delay is increased further,
TDMA outperforms the ALOHA network. For τ < τth,
the ALOHA network outperforms because of its selectiv-
ity property, where sensors with relatively lower quality
measures compared to other sensors are excluded from
the detection task. This selectivity property is lacking in
the TDMA network, where all sensors are treated equally
and scheduled to transmit their observations, regardless
of their quality measures. For τ > τth, TDMA outper-
forms ALOHA, mainly because the average energy per
detection cycle (average power) decreases with increasing
delay. Therefore, transmission attempts for each sensor
for the ALOHA network have to be lowered to con-
serve energy wasted in probable collisions. On the other
hand, TDMA does not suffer from collisions. Therefore,
even with very small energy per detection cycle, sensors
Figure 9 ROC curve for the ALOHA (left graph) and TDMA (right graph) wireless sensor networks.
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Figure 10 ALOHA-TDMA comparison.
may be able to transfer their information to the fusion
center, and therefore, the detection performance will be
higher. In general, the delay threshold τth gets higher as
the reporting energy per detection cycle for each sensor,
er, increases. For the given example, the delay thresh-
old τth ≈ 120 s. Since detection applications are delay
sensitive, the ALOHA network would be the choice for
network design. However, for scarce energy applications,
with very low energy per sensor, TDMA maybe a viable
alternative.
Figure 10, top right graph, shows the deflection coef-
ficient for different lifetime values. Similarly, the TDMA
outperforms the ALOHA for lifetime values greater than
the threshold lifetime Lth. The threshold lifetime gets
higher as the delay for detection decreases. For the given
numerical example, the threshold lifetime Lth ≈ 285
days. Since the performance degrades with increasing net-
work lifetime, the deflection coefficient at the threshold
lifetime may be below the minimum design value, and
therefore, TDMA may not be a feasible design option.
For example, in Figure 10, top right graph, the minimum
detection performance is specified by D2 = 6, and there-
fore, the ALOHA is the design option. At the threshold
lifetime, D2 ≈ 5.2, which is below the minimum design
requirement, and therefore, TDMA cannot be used with
such design requirements. However, for scarce energy
applications, the threshold lifetime gets smaller, so that
TDMAmaybe the only viable design option to extend the
network lifetime, on the expense of degraded detection
performance.
Figure 10, bottom left graph, summarizes the perfor-
mance comparison in the delay lifetime two-dimensional
space. The curve represents the boundary between the
ALOHA and TDMA regions. For any pair of (delay, life-
time) in the ALOHA region, the ALOHA sensor network
has a superior performance and similarly for the TDMA
region. The figure could be augmented by the contour
lines for the deflection coefficient for both ALOHA and
TDMA to show the performance measure value. Using
the deflection coefficient values, the designer can check
whether the selected operating point satisfies the mini-
mum performance requirement. Figure 10, bottom right
graph, shows the performance regions with the contour
lines for the ALOHA region.
8 Conclusion
In this paper, we pursued a cross-layer, model-based
approach to design a single-hop ALOHA and TDMA
WSNs deployed for detection applications. We developed
an integrated model for the detection system that includes
the communication network, sensing, and energy models.
We considered the QoI, CSI, and REI quality measures in
the design process. We designed a complete transmission
control policy that includes the transmission probabili-
ties, communication rate, and energy allocation for each
sensor. We showed a significant performance increase
over the decoupled and maximum throughput design
approaches with equal energy allocation scheme, for both
ALOHA and TDMA networks.
The TDMA sensor network is easier to design than
the ALOHA network, since one of the design vari-
ables is omitted (retransmission probability). However,
we showed in this paper that the ALOHA network out-
performs TDMA for small to moderate delays. For large
Tantawy et al. EURASIP Journal on Advances in Signal Processing 2014, 2014:43 Page 18 of 19
http://asp.eurasipjournals.com/content/2014/1/43
delays, TDMA outperforms the ALOHA network unless
the network lifetime is reduced. The designer chooses the
best option based on the delay and lifetime constraints, in
addition to the minimum allowed performance measure.
The cross-layer design approach results in a no-cost
performance increase, since the designer obtains a per-
formance increase for the same delay and lifetime con-
straints. However, the cross-layer design has its own
pitfalls. First, a mathematical model that captures the
inter-relationships between different layers has to be
developed. This model is, in general, complex, and it
maybe required to go through the design process sev-
eral times to refine the assumptions in order to obtain
a tractable model. Second, the optimization problem
obtained has to be solvable in real time with existing
optimization algorithms. This is not always possible, as
the optimization problem complexity is closely coupled
to the model complexity. Finally, the optimality of the
design depends on the availability of the global informa-
tion in real time. This assumption may not always be true
in practice. Despite these pitfalls, the cross-layer design
complexity is justified when it is desired to optimize the
performance with limited system resources that cannot
be replenished (e.g., remote WSN in a battlefield). The
decoupled approach, on the other hand, maybe justified
for systems with enough resources such that the perfor-
mance loss could be compensated by additional resource
allocation.
Several extensions could be made to the work pre-
sented in this paper. Multi-hop sensor networks could
be addressed instead of single-hop networks. Small-scale
fading could be incorporated in the systemmodel, provid-
ing a more general model that is applicable in a variety of
sensor network applications. Finally, other channel access
schemes could be considered, e.g., FDMA, CDMA, and
SDMA.
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