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In this paper we give a procedure by which Hamiltonian decompositions of the s-partite 
graph K~.....,~, where (s -1)n  is even, can be constructed. For 2t<~s, l<~al<~...<~a~n, we 
find conditions which are necessary and sufficient for a decomposition of the edge-set of 
Kal.a2..... ~ into ( s -  1)n/2 classes, each class consisting of disjoint paths, to be extendible to a 
Hamiltonian decomposition of the complete s-partite graph K ,~ ..... so that each of the classes 
forms part of a Hamiltonian cycle. 
1. Introduction 
In an earlier paper [9], Hilton introduced a procedure for generating Hamilto- 
nian decompositions of K2,+a. This was applied to find simple necessary and 
sufficient conditions for an edge-colouring of K, with n colours to be extendible 
to a Hamiltonian decomposition of K2,,+a in such a way that each colour class of 
K, is part of the corresponding Hamiltonian circuit of the decomposition. 
Let the complete s-partite graph K,~...., be denoted by K~ ). In this paper we 
attempt to carry out the same procedure on K~ ). There are complications 
however; the procedure has to be restricted somewhat and the applications we are 
able to make are not quite as general as we had hoped for; possibly with some 
ingenuity they could be improved. However the earlier result on extending 
edge-colourings of K, to Hamiltonian decompositions of K2,+a is included as a 
special case, and so is an analogous result for the Hamiltonian decompositions of
K2m,2m. 
We now discuss our terminology and notation. In this paper all graphs are finite 
but may have loops or multiple edges; a loop contributes two to the degree of a 
vertex. An edge-colouring of a graph G is a function 3': E(G) --~ C where C is a 
set of colours. The set of edges with the same colour is a colour class. An 
edge-colouring in which each colour class consists of an independent set of edges 
is a proper edge-colouring; and if each colour class consists of vertex disjoint 
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paths, then the edge-colouring is a path-colouring. A partial edge-colouring of G 
is an edge-colouring of a subgraph of G. For ( s -1 )n  even, a Hamiltonian 
decomposition K~ ~ is an edge-colouring of K~,~ with ( s -  1)n/2 colours in which 
each colour class is a Cs,, a circuit of length sn. Any graph theory terminology not 
defined here will be standard (see, for example, [5], [6] or [17]). However we note 
in particular that do(v) is the degree of a vertex v in a graph G, that is to say, the 
number of edges incident with v (and here, each loop on v contributes 2 to 
dG(V)), and raG(U, V) denotes the number of (parallel) edges between u and v in 
G. 
Given graphs G and H with IV(G)I >- IV(H)I and IE(G)I = IE(H)[ then H is an 
amalgamation of G if there is a bijection ~:  E(G)-*  E(H) and a surjection 
~b: V(G) --~ V(H) such that: 
(i) If x, y ~ V(G), O(x) ~ ~(y) and e joins x and y in G, then ~(e) joins ~(x) 
and lp(y) in H;  
(ii) If e is a loop on x e V(G), then ~(e) is a loop on ~(x); 
(iii) If e joins x, y ~ V(G), where x~ y, but ~b(x) = ~(y), then ~(e) is a loop on 
It will be understood that if G has an edge-colouring 3', then this will be 
transferred to H by the bijection ~. In particular, if G = K¢, ~ and a Hamiltonian 
decomposition is specified, then this is transferred to H. We refer to such an 
edge-colouring of H as an amalgamated Hamiltonian decomposition of G. 
This illustrated in Fig. 1, in which amalgamated Hamiltonian decompositions of 
K(2 4) are given, where qJ(vl) = u l , . . . ,  qJ(v4) = u4 and qJ(vs) = . . . .  ~(v8) = Us. 
In Section 2 of this paper we consider some simple properties (Properties 
(i)-(iv) an amalgamated Hamiltonian decomposition of K~ ) must have. We call a 
graph satisfying these simple properties an outline Hamiltonian decomposition. In
Theorem 1 we show that, under certain conditions, an outline Hamiltonian 
decomposition is in fact an amalgamated Hamiltonian decomposition. It follows 
that, starting from any outline Hamiltonian decomposition satisfying these condi- 
tions, we may separate vertices off one by one with their associated edges and 
produce ultimately a Hamiltonian decomposition of Kt, ~). If 21(s-1)n and we 
start with the outline Hamiltonian decomposition consisting of one vertex and 
n2(~) loops, sn of each colour; then this result can be used to give a framework for 
a procedure for producing a list of all Hamiltonian decompositions of a labelled 
K<, ~) (see [9] for a fuller explanation of this). 
In Section 3 of this paper we apply Theorem 1 as far as we are able, to obtain 
necessary and sufficient conditions for an edge-colouring of Kal.~ ..... o~ to be 
embeddable in a Hamiltonian decomposition of K¢, ~) in such a way that each 
colour class of the edge-coluring becomes part of a corresponding Hamiltonian 
circuit. Usually our results are not complete; however we do get complete results in 
the case when s = 2 as well as in the case, considered in the earlier paper, when 
n = 1. Generally however we have to impose the additional numerical restriction 
that s >t 2t. 
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Fig. 1. A Hamiltonian decomposition of KC2 4) and an associated amalgamated Hamiltonian decomposi- 
tion. 
Finally we remark that the methods of this paper are similar to those of ([ 1--4] 
and [7-10]) and that Nash-WiUiams ([11, 12]) has generalized Hilton's earlier 
result in a different direction. 
2. Amalgamated and outline Hamiltonian decompositions 
Let s and n be integers with n >i 1, s >I 2 and such that ( s -  1)n is even. We 
defined an amalgamated Hamiltonian decomposition of the complete s-partite 
graph K(~ ) in the introduction. An outline Hamiltonian decomposition of K(~ ) will 
be defined in such a way that it is clear that an amalgamated Hamiltonian 
decomposition of K(, ~) is an outline Hamiltonian decomposition. 
Let  1 <~ r ~ sn. The  vertices of the outline Hamiltonian decomposition will be 
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Ul, . . . ,  U r. Let q~, q2, • • - ,  qr be positive integers uch that 
q l  + q2  +"  " " + qr  = sn .  
Furthermore, for each i, l<<-i<~r, let q~(1),..., q~(s) be non-negative 
satisfying 
ql( j )+qz( j )+. .+q~(j)= n (l~<]<~s) 
and 
integers 
q, = q,O)+ q , (2)+. . .+ q,(s). 
(At this point we interject hat if the outline Hamiltonian decomposition we are 
about to define is in fact an amalgamated Hamiltonian decomposition of K(2 ), 
then q~ is the number of vertices of K(~ ) which are used to form u~ and that q~(j) is 
the number of these vertices taken from the ]th part of K~).) 
An outline Hamiltonian decomposition of the complete s-partite graph K(2 ) with 
parameters r and q~(j) (1 ~< i ~< r, 1 ~<j <~ s) is a graph with r vertices, u~, . . . ,  u~ and 
(s - 1)n2/2 edges (including parallel edges and loops) which has an edge-colouring 
with ( s -  1)n/2 colours with sn edges of each colour and such that: 
(i) For 1 <~ i < k <~ r, u~ is joined to uk with q~qk -Y~=l qi(J)qk(J) edges; 
(ii) For 1~<i~ < r, each vertex u~ has ~ j<k~s q~(j)q~(k) loops on it; 
(iii) For 1 ~< i <~ r, each vertex u~ has 2qi edges of each colour class incident with 
it (counting each loop here as two edges); 
(iv) The edge-set of each colour class forms a connected graph. 
The main tool we use in the proof of Theorem 1 is a result of de Werra 
([14-16]) on edge-colouring bipartite graphs. Given an edge-colouring of a 
loopless graph G with colours 1 , . . . ,  k, for each v ~ V(G) let C~(v) be the set of 
edges on v of colour i, and, for each u, v ~ V(G), u~ v, let C~(u, v) be the set of 
edges joining u to v of colour i. An edge-colouring of G is called equitable if, for 
all v ~ V, 
max Ilc,(v)l-lCi(v)l[<  l, 
l ~ i  =gi =gk 
and it is called balanced if, in addition, for all u, v e V, u ~ v, 
max IIC,(u, v)l-ICi(u, v)ll <l. 
t~ i< i~k 
Thus an edge-colouring is balanced if the colours occur as uniformly as possible at 
each vertex and if the colours are shared out as uniformly as possible on the edges 
between each pair of vertices. 
l~roposilion 1 (de Werra). For each k >~ 1, any #nite bipartite graph has a balanced 
edge-colouring with k colours. 
Theorem 1 below says that if the following two conditions are satisfied, 
I{i: IU: qi(J) > 0}1 > 1}1 ~ 1, and if qi(dt) > 0 and q~(dz) > O, then max(qi(/'t), qflj2)} = n, 
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then an outline Hamiltonian decomposition of Kt~ J is an amalgamated Hamilto- 
nian decomposition. In forming the amalgamated Hamfltonian decomposition, 
these conditions can be interpreted in the following way. There is at most one 
vertex, say u, which has positive contributions from more than one part of K(~ ), 
and, for this vertex u, there is at most one part which makes a positive 
contribution to u but does not contribute all its vertices to u. In particular, at most 
one vertex of the outline Hamiltonian decomposition has loops on it. 
Although the result of Theorem 1 is probably often true when the two 
conditions are not satisfied, we feel sure there are cases where the result is not 
true, although a counterexample might have to be quite complicated. 
We now state Theorem 1 formally. 
Theorem 1. Let ( s -  1)n be even. Suppose that 
I(i: I{J: q~(j)> 0, 1 <~j<~s}l> 1, 1 <~ i~<r}l~< 1 
and 
[or l~<i<~r, l~j~<j2<~s, i/q~(j~)>0, 
and qi(/9>0, then max(q~(jl), q~(jz)} = n. 
Then each outline Hamiltonian decomposition of the complete s-partite graph K(, ~) 
with parameters r and q~(j) (l~<i~<r, l<<-j<~s) is the amalgamation of some 
Hamiltonian decomposition of K(, ~). 
Proof. Suppose we are given an outline Hamiltonian decomposition of K~ s) with 
parameters r and qi(J) for 1 <~ i ~< r and 1 ~<] <~ s and that these parameters satisfy 
the conditions of the theorem. Let the edges be coloured with C l , . . . ,  co-t),/2. Let 
the subgraph induced by the set of all edges of colour ct be denoted by Hr. Then 
by (iii) and (iv), Ht is connected and spanning. We shall denote our outline 
Hamiltonian decomposition by (H1, . . . ,  H(s-1),~z). 
If r = sn, then qi = 1 for 1 <~ i <-sn, and so, by (iii) each vertex in H, (1 ~< t~ < 
(s-1)n/2) has degree 2; therefore by (iv) it is clear that Ht is a Hamiltonian 
circuit, as required. If r = 1, then(H1,. . . ,  H(s-1),~z) consists of one vertex with 
s(s - 1)n2/2 loops on it, sn of each eolour. If r = 2 then (H1 , . . . ,  H(s-1),lz) consists 
of two vertices u~ and u2 with qlq2-~=~ ql(d)q2(l') edges joining ul to u2, and 
with u~ (1~<i~<2) having Y.t,~i<~,~qi(j)q~(k) loops on it and 2q~ edges of each 
colour (counting a loop as two edges). After amalgamating ux and u2, the number 
of edges of any given colour class is (2q~+2qg/2=q~+qg=sn and the total 
number of edges remains constant, so the single vertex has (s -  1)sn2/2 loops on 
it. It is clear therefore that an outline Hamiltonian decomposition of K~ ~ with just 
one ver tex  is the amalgamation of any outline Hamiltonian decomposition of K(~ ) 
on two vertices. 
Now suppose that 1 < r < sn. Then for at least one vertex u~, ~h > 1; without loss 
of generality we may suppose that q,> 1, that q , ( l )~ 1, that q,(])~{0, n} for 
2~j~s ,  and that, if q,( j )=0 for 2~<]~<s, then, for each i such that l<~i<~r, 
68 A.J.W. Hilton, C.A. Rodger 
q~(/) i> 1 for exactly one j, 1 < ] < s. (In other words, intuitively and assuming the 
result we are trying to prove, we assume that u, is the amalgamation of at least 
two vertices and that u~ is the only vertex which might be the amalgamation of
K ,  .) We shall show that there is an outline vertices from more than one part of (s) 
t ! ~n  Hamiltonian decomposition (H1 , . . . ,  H(s-1),/2) of 1((~) with parameters r '= r + 1 
and q'~(]) for l<~i~<r' and l~<]~<s, where q~,(1)=1, q~,(])=0 for 2~<]~<s, 
q~_1(1) = q, (1) -1 and q~(/')= q~(j) otherwise, on vertices Wl , . . . ,  W,+l, of which 
(H~, . . . ,  H(s-1),a2) is an amalgamation formed by amalgamating w, and W,+l and 
leaving the remaining vertices untouched (so that ¢(w~) = u~ for 1 ~< i ~< r -  1, and 
t s ~(w,) = Ik(w,+l) = u~). For l<~i--~r, we let q'~=~i=l q'ifJ). (Thus, intuitively, we 
shall be splitting the vertex u, into two vertices w, and w,+l, where ultimately w,+l 
K ,  .) Note that the parameters r ,  q'i(J) for will be a vertex in the first part of (s) 
1 <~ i ~< r', 1 ~< ] <~ s, also satisfy the conditions of the theorem. 
As an aid in splitting the vertex u,, we now construct a bipartite graph G with 
vertex sets {c~,. . . ,  c(~-l),,/z} and {u l , . . . ,  U,_l} as follows. 
Join vertices q and uk by x~u edges, where if qk(1)~ > 1, then x~k = 0 and if 
qk(1) = 0, then x~k is the number of edges of colour i joining uk to u~. Thus 
d6(uk) = q,(qk--qk(1)) for 1 ~< k <~ r -1 ;  for if qk(1)~ > 1, then, by the conditions of 
the theorem and our choice of u, qkO')= 0 for 2~]<~s o that qk -  qk(1)= 0, and 
if qu(1)= 0, then, in the outline Hamiltonian decomposition, Uk and u, are joined 
by exactly quq, edges (by (i) and the fact that, for all j, 2<~]<<-s, q (j') ~ 0 ~ q,(J) = 
n --o qk(])= 0). Then 
dG(Uk) = ~0 if qk(1)~>l (for l~<k<~r-1) ,  
/ qkq, if qk(1) = 0 
de(q) <~ 2q, (for 1 <~ i ~< (s - 1)n/2), 
r - -1  
IE(G)l---q, (qk--qk(1))- 
k=l  
We first give G a balanced edge-colouring with q, colours K1, . . . ,  %. Let G* 
be the subgraph induced by the edges coloured K~ and K2. Then 
dG.(Uk)= ! 0 if qk(1)>~l (for l~<k~<r-1) ,  
L 2qu if qu(1)=0 
d~.(c~) ~< 4 (for 1<~ i <~ (s - 1)n/2), 
r - -X  
IE(G*)I=2 
k=l  
For each i, 1 ~< i ~<(s- 1)n/2, if dG.(C~)= 2 or 3 we pair together two of the 
vertices joined to c~ and if dG.(C~)= 4 we pair off all four vertices adjacent o c~, 
forming what we shall call i-pairs, as follows. First, if there are two, three or four 
edges joining c~ to uk then we have one, one or two i-pairs respectively with the 
same vertex (so the i-pair of uk is then uk). If c~ is joined to say uk and uk* in G*, 
and in Hi the vertex u, is a cut-vertex such that in Hi \{u,} the vertices uk and uk. 
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lie in the same component which, in Hi, is joined by just two edges to u,, then uk 
and uk, form an/-pair .  If there is more than one vertex joined to q in G* still not 
paired off in an/-pair ,  then such vertices as remain are paired off arbitrarily (with 
of course possibly one over). 
We now describe how to partition E(G*) into two sets, A and R having the 
following properties: 
(a) IAI = IRI; 
(b) If uj and uk form an/-pair ,  then one of the quj and quk is in A, the other is 
in R. 
Form a trail T (edge-disjoint walk) in G*, where: 
(i) If there exists a vertex of odd degree, say q, then T starts on the edge qua, 
where uj has no/ -pai r  and ends on the next edge u~ck included in T for which ut 
has no k-pair; 
(ii) If all vertices have even degree, then T begins at any vertex uj with 
non-zero degree and is closed; 
(iii) T is formed so that for each vertex q reached by T along an edge uiq, if uj 
has an /-pair uk, then T leaves q along the edge quk (if uj has no /-pair then T 
was defined to stop at q in (i)). 
Once T is formed, the edges in T are alternately placed in A and R. The edges 
in T are then removed from G* and the procedure is reapplied to the resulting 
graph until all edges in G* have been placed in either A or R. 
The sets A and R so formed satisfy (a) since each trail formed has even length 
and satisfy (b) since each trail is constructed using property (iii). 
It is clear that the subgraph G~ of G* induced by the edges of A has the 
properties 
dc~;(uk) = {0 if qk(1)/> 1 (for 1 <~ k ~< r - 1), 
qk if qk (1)=0 
d~*(q) ~< 2 (for 1 <~ i ~< (s - 1)n/2), 
I"--1 
IE(G*)I = ~ (q~-qk(1)). 
k=l  
Now we form (H i , . . . ,  H~-l),/z). Let A* be the edges of (Ha , . . . ,  H(~-1),12) 
which correspond to the edges of A (if a = qUk e A, then to a we let correspond 
an edge a* e ~ joining Uk and ur). From (Hi, • • •, H(s-1),,a) remove the edges of 
A*. Introduce one further vertex w,+x (relabel uk = wk (1~ k <~ r)) and join w,+l 
to wk by an edge coloured ci if and only if there is an edge quk in A. Now join 
w,+l to w, by (q, - 1) - (q,(1) - 1) = q, - a~(1) edges and colour these edges in such 
a way that there are in all 2 edges of each colour on w,÷~. Note that the degree of 
each vertex wk (1 ~< k <~ r -  1) and the number of edges of each colour on wk is as 
it was for uk. The degree of w,+l is 
~ (qk--qk(1))+(q,--q,(1))= (qk--qk(1))=sn--n. 
k- - I  k= l  
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Since dG*(C,)~< 2 there were at most two edges of each colour on w,+~ before the 
edges to w, were coloured, so there are indeed two edges of each valour 
afterwards. We also remove 
S 
~'. (q,(k)q,(j)-q'(k)q',( j))= ~, (q,(1)-q'(1))q,(]) 
l~k<j~-~s j=2 
8 
= Y. q,(j)= q,-q,(:) 
j=2 
loops from u, (leaving ~l~i<k~s q'Q')q~(k) loops on w,), removing a loop of a given 
colour for each edge of that colour introduced between w, and w,+t: note that if 
one such edge is introduced, then dGx(ci) = 1 (rather than 2) so that d~(u,)<~ 
2q , -  2 and so there is at least one loop on u~ in Hi; moreover, if two such edges 
are introduced then d6x(q) = 0, so dG,(q) ~< 1 (for if dG*(q) >~ 2 then at least one 
incident edge is placed in A), so d~(u,)~<2q,-4 and so there are at least two 
loops on u~ in Hi. Since there are two edges of each colour on w,+I there are 
2(1, - 2 = 2 Z~-=I q'(l) edges of each valour on wr (counting loops as two edges). In 
the edge-coloured graph so formed, for l<~i~(s  - 1)n/2, H'i is the spanning 
subgraph whose edges are coloured q. 
We now check that (H i , . . . ,  H~s-:),~2) is an outline Hamiltonian decomposition 
of K(~ ) with parameters r' and q'~(j) ( l~<i~r+l ,  l~<j~<s). Let q'i= ~.=1 q[(j) for 
l ~ i<, r  '. 
For 1 ~< i ~< r -  1, each vertex wi has 2qi = 2q'~ edges of each valour class incident 
with it (counting each loop here as two edges), w,÷z has 2 edges of each colour on 
it and we have checked that w, has 2@ - 2 = 2q', edges of each valour on it. Thus 
(iii) is obeyed. Clearly the number of edges between two vertices w, and wk, 
1 <~ i < k ~< r, satisfies (i). The number of edges between w, and w,+~ is 
(q,.- 1)-  (q,.(1)- 1) = q',.- q',.(1) 
t t t 
= 
j= l  
For 1 ~<j ~ r -1 ,  the number of edges between wj and w,+l is 
0 if qj(1)>~ 1, 
o~=q; if q~(1)=O, 
so the number of edges between wj and w, is 
Y. 
k----1 
if q~(1)~ > 1, 
oh@- ~ a~(k)@(k)-qj if qi(1)=O. 
k=l  
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If qj(1)>~ 1, then qj(k)=O for 2<<-k<~s by our choice of u', so 
$ 
q~q,- ~'. q~(k)q,(k)=qj(1)q,-q~(1)q,(1) 
k=l  
= qj(1)(q, - 1 ) -  q , (1 ) (q , (1 ) -  1) 
I P I t =qiq,-qj(1)q,(1) 
=q;q;- ~ q;(k)q;(k). 
k=l  
If qj(1)= O, then 
S S 
c~q,- ~ ch(k)q,(k)-q~=q~(q,-1)- ~, q~(k)q,(k) 
k=l  k=l  
$ 
! f ~ I t = q~q,- q~(k)q,(k). 
k=l  
Finally we have, if qi(1)~ > 1, then 
S 
f p y f P P t I f 
q~q~-  _ q j (k )q~+dk)  = q~q~+l- q j (1 )q~dl )  
k=l  
= q;(1)(q~-q'~l(1)) 
= O, 
and, if qj(1)= O, then 
S 
f ! y t t I 
k=l  
which is, in each case, the number of edges between wj and w,+l. Thus (i) is 
obeyed. 
Clearly (ii) holds for all vertices % (1 ~<1 ~< r -1) .  We remarked earlier that w, 
has Y.l~i<k,s q;O')q'(k) loops on it, and w,+l has 0 = ~t~i<k~s q',~lO')q~l(k) loops 
on it. Therefore (ii) is obeyed. 
The only ways in which H'i (for some i, 1 ~< i ~< (s - 1)n/2) could be disconnected 
are either that Hi had u, as a cut vertex and H~\{u,} had a proper component 
joined in Hi to u, by exactly two edges or that Hi had just two edges joining u, to 
other vertices and the remaining edges of Hi on u, were all loops; but we took 
care to ensure that in either case if one of these two such edges was in A* then 
the other was not. Therefore (iv) is obeyed. 
This shows that (H i , . . . ,  H~s-1),~2) is an outline Hamiltonian decomposition of 
K(') It is clear that (Ht, H(s_l),~2) is an amalgamation of (Hi, H~s-~),vg. ItS " " "  ' " ' ' '  
Repetition of this process shows that (H I , . . . ,  H(~_~),~2) is an amalgamation of 
some Hamiltonian decomposition of K¢2 ). [] 
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3. Extending partial decomposilions 
In this section we apply Theorem 1 in a number of cases to get necessary and 
sufficient conditions for any edge-colouring of K~ 1 ..... ,~ to be embeddable in a 
Hamiltonian decomposit ion of the complete s-partite graph K(~ ). In Theorem 2, 
we consider the case when a l  . . . . .  a,-1 = n, a, < n. In Theorem 7, we consider 
the case when s = 2; this is the bipartite case. In Theorem 4, we consider the case 
where s >t 2t. Theorem 4 could be strengthened in some ways: for example if s = 3 
and t = 2, then the embedding is possible if min(al ,  a2)<~ n/2. However, a really 
satisfactory strengthening of Theorem 4 could only arise from a corresponding 
strengthening of Theorem 1 in which the two numerical conditions are relaxed in 
such a way that Theorem 4 (or a strengthening of it) could be proved by the 
adjunction of a single extra vertex. 
First we consider the embedding of an edge-colouring of the complete t-partite 
graph K,  ..... ,,~ (1 ~< a ~< n) in a Hamiltonian decomposit ion of K(~ ). 
Theorem 2. Let s>i t>t2 ,  let n>la>t l ,  let 2 divide (s -1 )n  and let sn> 
a +( t -1 )n .  An edge-colouring of the complete t-partite graph K,, ..... ,,~ with ( s -  
1)n/2 colours C l , . . . ,  c(s-1),~2 can be extended to a Hamiltonian decomposition of 
the complete s-partite graph K(~ ) in such a way that each colour class of the 
edge-colouring of K,, ..... ,,,~ is incorporated into one of the Hamiltonian circuits of the 
decomposition of K(~ ~ if and only if 
(i) each colour class consists of disjoint paths, and 
(ii) Y.~v(r~ ....... )pk(v)~<2((s - t )n+(n-a) ) ,  
where, for 1 <<- k <~ (s - 1)n/2 and v ~ V(K~...,,.~), pk(v) = 2 -  (the number of edges 
coloured ck on v) (so pk(v)~ {0, 1, 2}). 
Let ek denote the number of edges of colour Ck in the t-partite graph K ,  ..... ,,.a. It 
is easy to see that E~ ~v(K, ........ ) pk(V) = 2((t -- 1)n + a)) -- 2ek. Therefore, condit ion 
(ii) can be rewritten as 
(ii)' 2 ( ( t -  1)n + a) -  sn <<- ek, 
which is a form reminiscent of Ryser's criterion for completing latin rectangles. 
Proof. Necessity. Clearly (i) is necessary. For (ii), it is clear that at least 
Y~v(r~....~ pk(v) further edges coloured Ck are needed to join up all the vertices 
with at most one edge coloured Ck on them. The number of such further edges 
available to do this with is twice the number of further vertices, i.e., 2 ( (s -  t)n + 
(n -a ) ) .  
Sufficiency. Let the vertices of K,,.....~a be Ul , . . .  , U(t_l)n+a, where, for 1 <~] ~< 
t -  1, g l ( j _ l ) r t+ l  , . . . , /~  are in the j th part and U(t_ l ) r t+ l  , . . . , UO_ l )n+ a a re  in  the tth 
part. Let r = ( t -  1)n + a + 1 and let ur be a further vertex. We shall adjoin u, and 
some further coloured edges to K,,.....,,.a so as to construct an outl ine Hamil tonian 
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decomposit ion of K¢~ ~ with parameters 
1 
q'(J) = i -a 
for ( j -1)n+l<~i<~jn,  where l< j<- t -1 ,  and 
for ( t -  1)n + 1 <~ i < ( t -  1)n + a(=r -  1), where j = t, 
for i=  r, j=  t, 
for i=r,  t+ l ~j<~s, 
otherwise. 
For  1 ~ i ~< r, let q~ = Y,~=l q~(J). For 1 <~ i <~ r -  1, join th to u, with 
qiq,-  t qi(J)q,(J)= { (s - t )n  +n-a  
i=1 (s - t )n  
edges and place on u, 
q'(J)q'(k ) = (s - t) n2 + (n - a ) (s -  
l~ j  <k  ~s  
for l~ i<- ( t -1 )n ,  
for ( t -1 )n  + l ~ i <r, 
loops. Colour the new non-loop edges in such a way that there are two edges of 
each colour at each vertex u~, for i ~< i ~< r -  1. This can be done since there were at 
most two edges of each colour incident with each such vertex and the degree of 
each such vertex is now (s -  1)n. Now colour the loops on u~ in such a way that 
there are now 2q, = 2((s - t)n + (n - a)) edges of each colour on t¢ (recalling that, 
for this purpose, a loop counts as two edges). This is possible firstly because the 
number  of non-loop edges of colour ck on u, is 
~, pk(v )<~2( (s - t )n+(n-a) )  
and is even (since each path has two ends), and secondly because the degree of u~ 
is 
2(s - t)n(n - a) + (s - t)(s - t -  1)n 2 + a(s - t)n + ( t -  1)n((s - t)n + n - a) 
= (s - t)n2(s - 1) + (s - t)n(n - a)+ n( t -  1)(n - a) 
= (s -  1 )n /2  • 2((s-t)n +(n-a)). 
The subgraph induced by the edges colour Ck is connected because there are, by 
(i), at least two vertices of K ,  ..... ,~, with pk(v)~ 0, and because every vertex of 
K,,.....~, w i th /~(v)  ~ 0 is joined to tO. 
Now it is an easy matter to check that this is an outline Hamiltonian decompos- 
ition of K(~ ~, and so the sufficiency follows by Theorem 1. 
Theorem 2 includes Theorem 2 of [9] as a special case, and it also has the 
folowing corollary. 
Coronary 3. Let 2t <<-s and let 2 divide (s -1 )n .  A partial path-colouring of the 
complete t-partite graph K(d ) with (s - 1)n/2 colours can be extended to a Hamilto- 
nian decomposition of the complete s-partite graph K(~ ~. 
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Proof. First of all, a partial path-colouring of K(, ') can be completed so that each 
edge is coloured and the edge-colouring is still a path-colouring. This is because 
the number of colours occurring at both ends of an uncoloured edge xy is at most 
( t -1 )n -  1 <(s -  1)n/2, so there is at least one colour which is used on at most 
one edge incident with x or y. 
This can now be extended to a Hamiltonian decomposion of K~ ) by Theorem 
2, since conditions (i) and (ii) of that theorem are both satisfied. Clearly (i) is 
satisfied. To see that (ii) is satisfied, note that Y.~r~, pk(v) is at most 2tn, and this 
is less than or equal to 2 (s -  t)n. [] 
The special case of Corollary 3 in which the partial path-colouring of K(. ') is in 
fact a path-colouring of Ka 1 ..... ol gives the following result. 
Theorem 4. Let 2t ~ s, let a~ <~ n (1 <~ i ~ t) and let 2 divide (s - 1)n. An edge- 
colouring of the complete t-partite graph Ka, ..... ,~ with (s -1)n/2 colours can be 
extended to a Hamiltonian decomposition ofK(~ ) if and only if the edge-colouring is
a path-colouring. 
Since a proper edge-coluring is a path-colouring, we have a further corollary 
which generalizes the corollary in [9]. 
Corollary 5. Let 2t <~ s and let 2 divide (s - 1)n. A partial proper edge-colouring of 
the complete t-partite graph K(',, ) with (s -1)n/2 colours can be extended to a 
Hamiltonian decomposition of the complete s-partite graph K(~ ). 
Corollary 5 itself has the following corollary. 
Corollary 6. Let s >~ 2 and let 2 divide (s - 1)n. Then the complete s-partite graph 
K(~ ) can be decomposed into Hamiltonian cycles. 
Of course this result is well-known if s = n; if s = 2 it is subsumed by more 
general results of Sotteau [13]. But in other cases, so far as the authors are aware, 
this result is new. 
Theorem 7. Let n be even, let 1 <- b <~ a <~ n and let a + b < 2n. Let A,  B be the 
parts of the vertex set of the complete bipartite graph Ko~b, with a = IAI and b = IBI. 
An edge-colouring of Ko~b with n/2 colours c l , . . . ,  c~2 can be extended to a 
Hamiltonian decomposition of K,~, in such a way that each colour class is 
incorporated into one of the Hamiltonian circuits of the decomposition K,,., if and 
only if 
(I) each colour class consists of disjoint paths, and 
(II) (a) ~,,,~Al~(V)~2(n-b),  
(b) ~.~EBpk(v)<2(n--a), 
(c) if ~A ~(v)  = 2(n -- b) (which implies that Y.~B l~(V) = 2(n - a)), 
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then there is at least one path coloured ck of odd length (i.e., with an odd number of 
edges), where p~(v)= 2-(the number of edges coloured ck on the vertex v) (so 
pk(v) ~ {0, 1,2}). 
Condition (II) can be expressed more succinctly in the form: 
(II') ek >~ 2a + 2b - 2n ( l <~ k ~ n/2), 
(where ek is the number of edges of K~,b of colour k) and, if there is equality, 
there is at least one path coloured ck of odd length. 
lth~ot. Necessity. The necessity of (I), (II.a) and (II.b) follows in the same way as 
the necessity of the corresponding conditions in Theorem 2. 
Now consider condition (II.c). First we show that, if Y.~A p~(v) = 2(n - b), then 
F.~B pk(v)= 2(n -  a). Again let ek be the number of edges coloured ck in Ko..b. 
Then 
~., pk(v)+ek=2a and ~ pk(v)+ek=2b. (1) 
v~A v~B 
Therefore, if Y.,~AI~(V)= 2(n -b) ,  then 2(n-b)=2a-ek ,  so that Y.v~B~(v) = 
2b - ek = 2b + (2(n - b ) -  2a) = 2(n - a). 
Next we suppose that F~,,~AI~(V)= 2(n-b)  and that K,., has a Hamiltonian 
decomposition where the circuits incorporate the colour classes of Koch, and we 
show that there is at least one path in K~.b coloured ck of odd length. All edges 
coloured ck on the vertices of K,,., \Ko..b must have one end in Ka.b, SO K,,.,~ \Ka.b 
contains no edges coloured ck. Let eA(eB) be an edge coloured ck joining a vertex 
in A (B respectively) to a vertex of K,.,, \ Ka.b. Since the edges of colour ck in K,., 
form a Hamiltonian cycle, the end of eA in A and the end of eB in B are joined 
by two paths of odd length. Therefore there is a path in Ka.b of odd length which 
is maximal in Ka. b. 
Sufficiency. Assume that a < n; if a = n then the following proof can easily be 
adapted. Let the vertices of A be Ux, • . . ,  ua and of B be ua+l, . . . ,  U~+b. Based 
on Ko..b and two further vertices 
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1~j~2,  where r=a+b+2,  and 
"1 
1 
qiU) ='  n-a  
n -b  
0 
Ua+b+ 1 and ua+b+2 we construct an outline 
with parameters r and qi(J) for 1 ~< i <~ r and 
if j=  1 and l~ i~a,  
if j=2  and a+l~i~a+b,  
i f j= l  and i=  r - l ,  
if j=2  and i=r ,  
otherwise. 
Let qi=q~(1)+q~(2) ( l~ i~r ) .  For each i, 1~i~r -2 ,  join u~ to u,-1 with 
j~ l  - -a  
if l ~i<~a, 
ff a+l<~i~a+b,  
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edges, and for each i, 1 ~< i <~ r -1 ,  join u~ to u, with 
n-b  if l~ i~a,  
qiq, - ~ q,(])q,(j') = 0 if a + 1 ~< i ~< a + b, 
~=1 (n -a ) (n -b )  i f i=r -1 ,  
edges. 
We shall now assign a colour to each of these added edges. For 1 ~< i ~< a, colour 
the edges joining u~ to u, in such a way that u~ is incident with 2 edges of each of 
the colours cl , .  • •, c,a2. This is possible since u~ is incident with at most two edges 
of each colour in K~.b and since u~ now has degree n. Similarly, for a + 1 <~i~ < 
a + b, we can colour the'edges joining u~ to u,_l so that u~ is incident with two 
edges of each colour. Then, for 1<<-k <~ n/2, U,_l and u, are incident with 
~, pk(v )~2(n-a )  = 2qr_ 1 and ~ pk(v)~2(n- -b)  =2q, 
v~B v~A 
edges of colour ck respectively, by conditions (II.a) and (II.b). 
The equations (1) now hold, so 
Ok(V)- 2a = ~ pk(v)-  2b, 
and so 
v~A v~B 
2(n -a ) -  ~ pk(v)=2(n-b) -  ~ pk(v). 
v~B v~A 
For l<~k<~n/2, colour 2(n -a ) -~apk(v )  (>10 by (II.b)) of the edges joining 
U,_l to tg with colour Ck. Then u,-1 and u, are incident with 2 (n -  a )= 2q,-1 and 
2(n - b) = 2q, edges of each colur, respectively. The total number of edges on u, is 
nq,, so there are no further edges between u,-1 and u, to be coloured. 
It is clear that conditions (i)-(iii) are now satisfied. If there exists an edge of 
colour Ck joining u~_l to u~ then, since all paths of colour ck in Ko, b are now 
joined by an edge to either u,_l or u,  the edges of colour Ck form a connected 
component. If there is no edge of colour Ck joining u,-1 to u,, then ~v,A Pk(U)  = 
2(n -  b) and ~a Pk(v)  = 2(n -  a) and so, by condition (II.c), u,_l is joined to tg 
along a path of odd length. Therefore (iv) is satisfied. Thus we have formed an 
outline Hamiltonian decomposition of K,~n and so the sufficiency now follows 
from Theorem 1. [] 
Theorem 7 has a number of interesting corollaries. 
Corollary 8. Let n be even. For 1 <<- b <~ a <~ n/2, b < n/2, any path-colouring of K~.b 
with n/2 colours can be extended to a Hamiltonian decomposition of K~,,. 
Proot. Condition (I) of Theorem 7 is clearly satisfied by any path-colouring of 
Koch. Since 
2 (n -b)>n>-2a  >--- ~. pk(v), 
uEA 
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conditions (II.a) and (II.c) of Theorem 7 are satisfied, and condition (II.b) follows 
similarly. [] 
Since a proper edge-colouring is a path-colouring, we also have the following 
corollary. 
Corollary 9. Let n be even. For 1 <- b <- a <- n/2, any proper edge-colouring of Ko.b 
with n/2 colours can be extended to a Hamiltonian decomposition of K,.,. 
A proper edge-colouring of Kn/2,n/2 with n/2 colours is well-known to be 
equivalent to a latin square of side n/2. Corollary 9 can be interpreted as a result 
about embedding a latin square into a certain type of generalized latin square of 
side n in which each symbol occurs twice in each row, and in which each symbol 
induces a cycle visiting each row and each column. 
Finally, these corollaries can be extended to partial edge-colouring of K~b. 
Corollary 10. Let n be even. For 1 <~ b <- a <- n/2 and, b < n/2, any partial path- 
colouring of Ko~b with n/2 colours can be extended to a Hamiltonian decomposition 
of 
Proof. Incident with each end of an uncoloured edge xy are of most n/2 -1  
coloured edges. Therefore there can be at most n/2 -  1 colours ck for which there 
is a path of colour ck running from x to y. Therefore there is at least one colour 
for which there is no such coloured path. Therefore xy can be coloured with this 
colour, and an enlarged path-colouring results. This process can be repeated until 
all edges of Ko~b are coloured, and then this corollary follows from Corollary 
8. [] 
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