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Abst rac t - -Subrahmaniam [1] records the expected values of certain zonal polynomials for the 
multivariate Dirichlet distribution. Actually, these results are expected values of certain zonal poly- 
nomials for the multivariate beta distribution. The present paper evaluates the expected values for 
a single matrix-vaxiate noncentral Dirichlet distribution. Chikuse [2] shows that such integrals find 
applications to the distribution of sum of Wishart matrices. (~) 2002 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
The matrix-variate Dirichlet distribution of (n - 1) positive definite symmetric (p x p) matrices 
T~, . . . ,  T~ is given by 
f(T2,..., T~) = g[T2l~2-m... IT~[~"-m]I - T2 . . . . .  T~I ~'-m, (1.1) 
where h, > (m - 1), i = 1, 2 , . . . ,  n, 2m = p + 1, and K generically denotes the normalizing 
constants, including certain numerical constants, of density functions in this paper. 
For the density (1.1), Subrahmaniam [1, p. 246, equations (4.22),(4.23)] records the following 
two integrals: 
I f (T2 , . . . ,  Tn)Co(  AZ)  dT2 . . . dTn  
= Krp(~, ,  o)[rp(~, +. . .  + ~,  O)] -~Co(A) ,  
(1.2) 
I f(T2,..., Tn)Co (AZ -1) dT2.., dTn 
= Kro(~l, -o)[rp(~l +. . .  + ~,-O)] - ICo(A) ,  
(1.3) 
where Z = (T~ + .. .  + Tn), Co(.) is the usual standard zonal polynomial, and A (p x p) is a 
pos i t ive  def in i te  symmetr i c  mat r ix .  
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The present paper extends the results (1.2),(1.3) to the case of matr ix-var iate noncentral Dirich- 
let distribution. Chikuse [2, p. 63, Section 4.1] indeed derives the t (_< (n - I)) matr ix-var iate 
noncentral Dirichlet density in terms of zonal polynomials of t matr ix  arguments. However, there 
is no unique definition of the matr ix-var iate noncentral Dirichlet distribution. In the next section, 
we derive matr ix-var iate noncentral Dirichlet density by an alternative procedure than the one 
given in [2]. Section 3 generalizes (1.2),(1.3). 
2. UNIMATRIX  VARIATE  NONCENTRAL 
D IR ICHLET  DENSITY  
Let n symmetr ic  positive definite (p x p) matrices X I ,  X2 , . . . ,  Xn have the joint density 
n 
f (X1 , . . .  ,Xn) = gh l (Xt  + ' "  + Xn)h2(Xi) H I X*l~'-m 
i= l  (2.1) 
where 0F1 is the hypergeometrie function of matr ix  argument [3]. Then the joint density of the 
matr ices T2, . . . ,  Tn defined by 
U=XI+. . .+Xn,  T~=U-1/2XiU -1/2, i=1  . . . .  ,n, (2.2) 
is termed the matr ix-var iate noncentral Dirichlet density, which is derived as follows. 
Writ ing a matr ix  X (p x n) of rank p < n as 
X ~--- G 1/2 (G-1/2X)  = G1/2H, XX '  = G, HH'  = I, 
we note that  the Jacobia~ of the transformation from X to G and H is 
J (X  : G,H) = gtG](1/~)n-mr(g). (2.3) 
To derive r(H), we use generalized Sverdrup's Lemma [4], stated by the following integral: 
I x  dX = KIDD'I-(1/2)Pl G - -  V(DD') - Iv ' ]  (1~2)(n-q-p-I), 
X'=G,  DX '=V'  
where D (q x n) of rank q < n is arbitrary. Since I = HH'  = hlh~ +. . .+hnh ' ,  H = (h i , . . . ,  hn),  
only (n - 1) p-component vectors h2 , . . . ,  hn are independent, and hence we have that  
H dH = K]I - h2h~ . . . . .  hnh~n[ -p/2, 
H'=I ,  (0 I )H '=(h2  ..... h. ) '  
and hence (2.3) yields 
J (X  : G, H) ---- KlGl<X/2)'~-mlI - hah~ . . . . .  hnh~n] -(x/2)p, (2.4) 
To fix ideas, assume p = 1, and write (2.4) as 
J (X l , . . . , xn :  g, h2, . . . ,hn)  = gg  (1/2)(n-2) (1 - h 2 . . . . .  h2) -1/2 (2.5) 
Now set Ul = x~ = gtl, . . . ,  un = x 2 =gtn, Ul +" .  + un = g, tl + . . .  + tn = 1, and write (2.5) 
as  
J (u i , . . . ,  un : g, t2,. • •, tn) = Kg (1/2)(~-2) (gtl) 1/2 
(2.6) 
• "" (g tn ) l /2 t21 /2 . ' ' tn l /2 (1  - -  t2 . . . . .  $n)  -1 /2 .  
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Note that when p = 1, and l'l = 0, (2.1) reduces to 
g@l,...,~,) = K exp{-(u,  + . . . . . .  + ~n)}u~ '-1 -~-~°-1, (2.7) 
and hence from (2.6) and (2.7), the joint density of g,t~ . . . .  ,tn is 
f(g, t~,. . . ,  ~)  = K exp{-g}9 (1/~)("-~) (gtl) ~' -1. - .  (g~n)~,-1 
• (gti)il~... (gtn)i/2f~ll~... t~ i /2 (1  - ~ . . . . .  t , ) - i l  2 (2.8) 
= Kexp{-g}gX'+"+x"-lt~ : - i . . .  t~" -s (1  - t2 . . . . .  t , l )  "xl-1. 
Obviously, when fl = O, using (2.2) and (2.8), we observe that 
f (U)  = Kexp ( - l t ru}  iu, ~+'''+~'-m, (2.9) 
f(T2,... ,  Tn) = KIT21 ~- '~' ' '  ITnl~'<-"I/- T~ . . . . .  T~l ~-~". (2.10) 
In case gl ~ 0, then (2.9) and (2.10) yield 
f(U, T2 , . . . ,T , )  = Kexp { - l t rU}  lUi x'+'''+~"-m 
oFI (AI : 4~zU1/I( I_ T 2 . . . . .  Tn)U1/2) (2.11) 
• IT21 ~-m • • • ITn l~" - " lS  - T I  . . . . .  T~I  ~-m.  
The joint density of T2, . . . ,  T,  is invariant under Ti -+ QT~Q', i = 2, . . . ,  n, where Q is any 
p × p orthogonal matrix such that Q'U1/2glU1/2Q = ~ll/2U~1/2. Hence, integrating out U from 
(2.11), we find that 
f(T2,. . . ,'In) = KIT21 ~2-~ " - . IT.l~"-ml I - T2 . . . . .  Tnl ~'-'~ 
• i F i (A i+. . .+A,~,A i ; l l2 ( I -Tu  . . . . .  T~)) ,  (2.12) 
where iF1 is the confluent hypergeometric function of matrix argument [3], and is one version of 
matrix-variate noncentral Dirichlet density. 
Thus, the generalization of (1.2),(1.3), using (2.12), amounts to the evaluation of the integrals 
/IZlb-ml s 1F~(c,~;~(s z ) )co(~z) (2 .13)  Z]~-m dZ 
and 
/ IZ ib -~ lS -  Zl : -m - (az-') dZ, 1Fl (C, a, ~( I  Z) )Ca (2.14) 
where b-= A2 ÷ "-" ÷ An, c = A1 ÷ "-- ÷ An, a = Ai. 
3. MULT IPLE  INTEGRALS 
Note that (2.13) can be written as 
SIS a, ~Z)C0(a(S - Z)) dZ, (3.1) zl~--,izio-~ 1Fl (c, 
and since 
[ is - z i~-~iz i  ° -~ ,F l (e ,  a, f lZ )  ~ -- f ] I  - Zl~-~iz i  o -~ ,F,@, ~, PI2P'QZQ') dZ, 
d J 
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for any two p × p orthogonal matrices P and Q, we write (3.1) in its equivalent form 
/ [ I -  z lb-m[zla-el I  - Tla-c-m[ZTI c-m exp { tr(P~'tP')Z1/2TZ1/2 } Co(A( I _ Z) ) dZ dT, 
which on setting Z1/~TZ 1/2 = U, Z = U + V, reduces to the integral 
lI - U - vIb-rnIYla-c-rnIUIC-rn exp {tr P~P'U} Co( A( I - U - V) ) dU dY 
= g(Fp(b, 0))[Fv(a + b - c, 0)] -1 / I I  - UI ~+b-¢-m 
• IUI c-m exp {tr(Pf~P')U} Co(A(I  - U)) dU (3.2) 
= KFp(b, 8)[Fp(a + b - c, O) -1 / IV l  a+b-~-m exp ( -  t r (P~P')U)  
• co  du  
where A = ~-1/2A~-1/2.  Now changing U --+ PUP',  and integrating out P, we reduce (3.2) to 
the integral 
£ 
Krp(b, 0)[Pv(a + b - c, 8)] -1 1 IUI"+b-c-m(Co(I))-ICo(A)I I 
J (3.3) 
• exp { -  t r~U} Co(f~U) dU. 
From Khatri and Pillai [5, p. 221, Lemma 3], we note that 
lI exp ( -  tr AU} dU ulhluI(1/2)(n-p-1) Co( AU) 
where the coefficient a¢,e is defined in [6]. 
Thus, in view of (3.4), the integral (3.3) yields the value 
KFp(b, 0)[Fv(a + b - c, O)]-ICo(A)(Co(I)) -1 
cx) 
EE 
j=k  ¢ 
( l~+%'C¢(f~)rp(c, ¢)[Fp(a + b, ¢)]-1. 
Now (2.14), by the same method as for (2.13), reduces to the integral 
Krp(b, 0)[Cp(a + b - c, 0 ) ] -168(~) ) (6o( I ) )  -1  f ]Y  - UIC-mlVl~+b-c-m 
J (3.5) 
• exp{- t r~U}Co (~-1U-1) dU, 
where ~b --- fll/2Af~l/2. However, Constantine [7, p. 217] notes that 
[Ca(I)] IUI_tC$(f~U) ' (3.6) Co ((V~) -1) = g [C$(I)]  
where t is a certain integer, and C*8(~U) is defined by him. 
In view of (3.6), the integral (3.5) reduces to the value 
( -1) J+%! KFp(b, 0)[Fp(a + b - c, 0)]-1C0(¢)[C~(I)] -1 ~ j! a¢,e. 
j=k  ¢ 
• c~(f~)rp(c - t, ¢)[rp(a + b - t, ¢)]-1. 
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In view of the available results for the noncentral matrix-variate beta densities, Chikuse's [2, 
equations (3.28)-(3.33)] can be extended to the noncentral matrix-variate beta density cases. 
Thus, e.g., her result (3.28) 
)I - Z Ib-m]zla-mCo(Al( I  - Z) An( I  - Z)) dZ 
= grab ,  ¢)[rAa + b, ¢)]-1. C0(zXl,..., An), 
can be written as (see [3]) 
f lI - A (S -  Z)) = Krp(b,o)[rp(a + b),O)]-lCo(A). ztb-mlzta-mCo(A( I  Z ) , . . . ,  dZ 
It follows that 
f tI - 1F1 (c, a, aZ)Co(A( I  - Z ) , . . . ,  A( I  - Z)) dZ ZIb-mlZI a-m 
o~ (_l) j+kk ! 
= KPp(b, O)[Fp(a + b - c, O)]-ICo(A)[Co(I)] -1 ~ ~ J! 
j=k ¢ 
• C¢(a)I~p(e, ¢)[rp(a + b, ¢))-1, 
where Co(. , . . . ,  .) = C kl ..... k . ( . , . . . , . )  in Chikuse's notation. 
Incidentally, the result (2.13) for the central matrix-variate beta density 
f lzlb-mlr- - Zla-mCo(LXZ) = grp(b,  o)[rp(a + b, O)]-ICo(A) dZ 
has the following generalization for the Dirichlet distribution: 
Jr21 ~2.m' ' "  - 7"2 . . . . .  Zn T ITnia"-mlI ~'-'~C°'~ ..... °"'At 2 2 . . . .  , AnTn) 
(3.7) 
= grp(~2,  0~)... rp(~n, 0n)[rp(~l + . - -  + ~n, ¢)] -1 
However, the noncentral generalization of the results of type (3.7) does not appear to have been 
investigated in the literature. 
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