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IDENTITIES FOR CORRELATION FUNCTIONS IN CLASSICAL
STATISTICAL MECHANICS AND THE PROBLEM OF CRYSTAL STATES.
by David Ruelle†.
Abstract:
Let z be the activity of point particles described by classical equi-
librium statistical mechanics in Rν . The correlation functions
ρz(x1, . . . , xk) denote the probability densities of finding k parti-
cles at x1, . . . , xk. Letting φ
z(x1, . . . , xk) be the cluster functions
corresponding to the ρz(x1, . . . , xk)/z
k we prove identities of the
type
φz0+z
′
(x1, . . . , xk)
=
∞∑
n=0
z′n
n!
∫
dxk+1 . . .
∫
dxk+n φ
z0(x1, . . . , xk+n)
It is then non-rigorously argued that, assuming a suitable cluster
property (decay of correlations) for a crystal state, the pressure
and the translation invariant correlation functions ρz(x1, . . . , xk)
are real analytic functions of z.
† IHES, 91440 Bures sur Yvette, France. email: ruelle@ihes.fr
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This note is dedicated to Joel Lebowitz on his 90-th birthday.
I first met Joel in the early 1960’s. He was then organizing the famous Yeshiva
meetings of statistical mechanics, which later became the Rutgers meetings. This was a
great period for equilibrium statistical mechanics: the old ideas of Maxwell, Boltzmann
and Gibbs had uncovered rich mathematical structures which rigorous studies now made
progressively more explicit. Thermodynamic limit, variational principle, analyticity of
thermodynamic functions, phase transitions, correlation inequalities, etc., were analyzed
and deep results obtained. The important problems which were left became progressively
more and more difficult to attack, and statistical mechanicians turned progressively to
problems other than equilibrium. Here I would like to go back to an old unsolved problem,
that of crystals at nonzero temperature.
At the origin of the present note are some considerations on the crystalline state
of matter as idealized by the equilibrium statistical mechanics of a classical system of
point particles in Rν . In this description we assume translationally invariant interactions
between particles but not necessarily rotational invariance. In dimension ν ≥ 3 we expect
that there exist crystal Gibbs states where the translation invariance is broken, although
no example is known where this has been rigorously proved. [In dimension ν ≤ 2 the
Mermin-Wagner theorem excludes long-range order for short range interactions.]
For suitable particle interactions, we do not see an obvious reason for singularities to
occur in the dependence of the crystal equilibrium state on the activity z. We shall argue
that there is in fact a real analytic dependence of the pressure and the translationally
invariant crystal state on z when we assume a certain cluster property (finite correlation
length). This is not at all a rigorous proof since it depends on unproved technical assump-
tions. An important ingredient of the argument can be proved precisely: this ingredient is
a relation between the cluster functions φz at activities z = z0 and z = z0 + z
′ (see (2.9),
(2.13), (4.6) below).
In what follows we start with a rigorous study of the z-dependance of φz (Sections
1 and 2, which are largely based on Section 4.4 of [5]) and then we proceed with crystal
states and a non-rigorous discussion of their cluster properties (Sections 3 and 4).
1. Mathematical setup.
LetA be the space of sequences φ = (φn)n≥0 of bounded complex Lebesgue measurable
symmetric functions φn(x1, . . . , xn) with x1, . . . , xn ∈ R
ν . This is an Abelian algebra for
the product ∗ defined by
(φ(1) ∗ φ(2))(X) =
∑
Y⊂X
φ(1)(Y ).φ(2)(X\Y ) (1.1)
where X = (x1, . . . , xn). (We allow a certain notational confusion between the sequence
(x1, . . . , xn) and the set {x1, . . . , xn}). If φ ∈ A, x ∈ R
ν we define Dxφ ∈ A by
Dxφ(x1, . . . , xn) = φ(x, x1, . . . , xn) (1.2)
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so that
Dx(φ
(1) ∗ φ(2)) = (Dxφ
(1)) ∗ φ(2) + φ(1) ∗ (Dxφ
(2)) (1.3)
i.e., Dx is a derivation on A. We also write
DXφ = Dx1 . . .Dxnφ if X = (x1, . . . , xn) (1.4)
Let Γ = exp∗ denote the exponential for the product ∗. If we assume φ0 = 0 we obtain
(Γφ)0 = 1 and (Γφ)(X) is the sum of products φ(Y1) . . . φ(Yr) over all partitions of X into
subsequences Y1, . . . , Yr if X 6= ∅:
φ0 = 0 ⇒ (Γφ)(X) =
∑
Y1⊔···⊔Yr=X
φ(Y1) . . . φ(Yr) (1.5)
If χ ∈ L1(Rν), φ ∈ A, and z is a complex variable, we define the formal power series
〈χ, φ〉(z) =
∞∑
n=0
zn
n!
∫
χ(x1)dx1 · · ·
∫
χ(xn)dxn φn(x1, . . . , xn) (1.6)
obtaining
〈χ, φ(1) ∗ φ(2)〉(z) = 〈χ, φ(1)〉(z).〈χ, φ(2)〉(z) (1.7)
We also have
〈χ, φ〉(z0 + z
′) =
∞∑
n=0
n∑
ℓ=0
z′ℓ
ℓ!
zn−ℓ0
(n− ℓ)!
∫
χ(x1)dx1 · · ·
∫
χ(xn)dxn φn(x1, . . . , xn)
=
∞∑
n=0
∞∑
ℓ=0
z′n
n!
zℓ0
ℓ!
∫
χ(x1)dx1 · · ·
∫
χ(xn+ℓ)dxn+ℓ φn+ℓ(x1, . . . , xn+ℓ)
=
∞∑
n=0
z′n
n!
∫
χ(x1)dx1 · · ·
∫
χ(xn)dxn〈χ,D(x1,...,xn)φ)〉(z0) (1.8)
2. Statistical mechanics.
Let
Zχ = 1 +
∑
n>0
zn
n!
∫
χ(x1)dx1 · · ·
∫
χ(xn)dxn exp[−βUn(x1, . . . , xn)] (2.1)
where
z ≥ 0 , χ ≥ 0 , β > 0 , Un ≥ −nB with 0 ≤ B <∞
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and Un(x1, . . . , xn) is symmetric Lebesgue measurable in x1, . . . , xn ∈ R
ν , its values being
in R ∪ {+∞}. We also assume U0(∅) = U1(x1) = 0. The probability density of finding
particles at x1, . . . , xk is defined to be
ρzk(x1, . . . , xk) = z
kψzk(x1, . . . , xk) (2.2)
where we have introduced the following power series in z:
ψzk(x1, . . . , xk)
= (Zχ)
−1
∞∑
n=0
zn
n!
∫
χ(xk+1)dxk+1 · · ·
∫
χ(xk+n)dxk+n exp[−βUn(x1, . . . , xk+n)] (2.3)
This power series converges near 0 and extends to a meromorphic function on C. We also
let ψz0 = 1. Writing ψ
z = (ψzk)k≥0 we have then
ψ0(X) = exp[−βU(X)] , Zχ = 〈χ, ψ
0〉(z) (2.4)
Note that |Zχ| ≤ exp[|z|.||χ||1e
βB ]. From (2.3), (1.4), (1.6), (1.7), (2.4) we obtain
ψz(X) = (Zχ)
−1〈χ,DXψ
0〉(z) = (Zχ)
−1〈χ, ψ0 ∗ (ψ0)−1DXψ
0〉(z)
= 〈χ, (ψ0)−1DXψ
0〉(z) (2.5)
Let us define φz by
ψz = Γφz (2.6)
so that φz0 = 0. From (2.5), (2.6), (1.7), (1.5) we obtain
ψz(X) = 〈χ, (Γφ0)−1DXΓφ
0〉(z) =
∑
Y1⊔···⊔Yr=X
〈χ,DY1φ
0 ∗ . . . ∗DYrφ
0〉(z)
=
∑
Y1⊔···⊔Yr=X
〈χ,DY1φ
0〉(z) . . . 〈χ,DYrφ
0〉(z) = (Γ[〈χ,D.φ
0〉(z)])(X) (2.7)
so that (2.6), (2.7), (1.6) yield
φzk(x1, . . . , xk) = 〈χ,D(x1,...,xk)φ
0〉(z)
=
∞∑
n=0
zn
n!
∫
χ(xk+1)dxk+1 · · ·
∫
χ(xk+n)dxk+n φ
0
n(x1, . . . , xk+n) (2.8)
Using repeatedly (2.8) and (1.8) we obtain
φz0+z
′
k (x1, . . . , xk) = 〈χ,D(x1,...,xk)φ
0〉(z0 + z
′)
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=∞∑
n=0
z′n
n!
∫
χ(xk+1)dxk+1 · · ·
∫
χ(xk+n)dxk+n〈χ,D(xk+1,...,xk+n)D(x1,...,xk)φ
0)〉(z0)
=
∞∑
n=0
z′n
n!
∫
χ(xk+1)dxk+1 · · ·
∫
χ(xk+n)dxk+n φ
z0
k+n (x1, . . . , xk+n) (2.9)
We note also that the φzk can be expressed as functional derivatives of logZχ as in
(2.10) below. Let us define
φ˜zk(x1, . . . , xk) =
δk logZχ
δχk
(x1, . . . , xk) =
δ[φ˜zn−1(x1, . . . , xn−1)]
δχ
(xn)
Then
δZχ
δχ
(x1) = φ˜
z
1(x1).Zχ
hence using (2.3)
ψz(X).Zχ =
δ|X|Zχ
δχ|X|
(X) =
∑
Y1⊔···⊔Yr=X
φ˜z(Y1) . . . φ˜
z(Yr).Zχ
so that using also (1.5), (2.6), we have φ˜z = φz , i.e.,
φzk(x1, . . . , xk) =
δk logZχ
δχk
(x1, . . . , xk) (2.10)
Let Z be a subgroup of Rν with ν linearly independent generators, and m a positive
integer. We can replace Rν by the torus Tνm = R
ν/mZ and use a suitable definition of
U(x1, . . .) for x1, . . . ∈ T
ν
m (we may assume that the forces defining U to have exponentially
short range in some sense, see below, and take m large). We define then
Zm = 1 +
∑
n>0
zn
n!
∫
Tν
m
dx1 . . .
∫
Tν
m
dxn exp[−βU(x1, . . . , xn)] (2.11)
ψzm,k(x1, . . . , xk) = (Zm)
−1
∞∑
n=0
zn
n!
∫
Tν
m
dxk+1 . . .
∫
Tν
m
dxk+n exp[−βU(x1, . . . , xk+n)]
(2.12)
Writing ψzm = Γφ
z
m we obtain
φz0+z
′
m,k (x1, . . . , xk) =
∞∑
n=0
z′n
n!
∫
Tν
m
dxk+1 · · ·
∫
Tν
m
dxk+n φ
z0
m,k+n (x1, . . . , xk+n) (2.13)
instead of (2.9).
3. Crystal states.
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We place ourselves now in the usual framework of classical equilibrium statistical
mechanics. Under suitable assumptions on the potentials Un, there are infinite volume
limits of the ρzk defined by (2.2), (2.3), or (2.12), and these limits correspond to Gibbs states
σ (see [2] and later papers, [4]*), [6], [1]). Gibbs states for interactions with hard cores are
defined in [4]. The infinite volume limits are obtained when the function χ : Rν 7→ [0, 1]
tends to 1 on bounded subsets of Rν , or when m→∞ in Tνm.
Note that the pressure p(z) is defined as an infinite volume limit
p(z) = lim
χ→1
[β
∫
χ(x) dx]−1 logZχ = lim
m→∞
[β
∫
Tν
m
dx]−1 logZm
For definiteness we shall assume that the Un correspond to a translation invariant
(but not necessarily rotation invariant) exponentially decreasing interaction with hard
cores between particles (see [4], [3]). There are thus r > 0, R > 0 such that
Un(X) =
∑
Y⊂X,|Y |≥2
Φ(Y ) (3.1)
where Y 7→ Φ(Y ) is continuous on
Yk = {Y : |Y | = k,min({|y − x| : x, y ∈ Y }) ≥ r}
and satisfies
Φ(Y + x) = Φ(Y ) if x ∈ Rν , Φ({x, y}) = +∞ if |y − x| < r
lim
diamY→∞
Φ(Y ) exp(diamY/R) = 0
The set of these Y is a separable Banach space with the norm
||Φ|| = sup
Y ∈Yk,k≥2
|Φ(Y )| exp(diamY/R) < +∞
Note that the set of Gibbs states corresponding to the infinite volume limit of ψz or
ψzm is invariant under translations. Therefore there exists a translation invariant Gibbs
state σ and this invariant Gibbs state is generically unique. (We use here [4], [3], and
Mazur’s theorem: a convex function on a separable Banach space has a unique tangent on
a dense Gδ , see [7] p. 291). Given Z the Gibbs state σm corresponding to ψ
z
m is invariant
under translations of Tνm and therefore its limits when m → ∞ are translation invariant
Gibbs states.
The Gibbs states for given z form a simplex (see for instance [4]). Therefore there is
a unique decomposition of the translational invariant Gibbs state σ into extremal Gibbs
*) in [4] Gibbs states are called equilibrium states which are not necessarily invariant
under translations.
states. We say that σ is a crystal state if there is a subgroup Z ⊂ Rν such that the extremal
Gibbs states into which σ is decomposed are invariant under the maximal subgroup Z,
where Z has ν generators and the quotient Rν/Z is compact. We can then write σ =∫
µz(dτ) τ σˆz where µz is the Haar measure on Rν/Z and σˆz is any of the extremal Gibbs
states into which σ is decomposed. If Kz is a fundamental domain for Z, i.e., Rν =
⊔u∈Z(K
z + u) we can also write
ψz(x1, . . . , xk) =
∫
Kz
dv ψˆz(x1 + v, . . . , xk + v) (3.2)
where dv is the normalized Lebesgue measure on Kz and ψˆz corresponds to σˆz. We assume
from now on that the translationally invariant Gibbs state σ is extremal, i.e., Rν -ergodic
(see [5] p. 161). If the Un are rotationally invariant the R
ν -ergodic states correspond to
the various possible crystal orientations in Rν .
4. Cluster property.
Let Z be the subgroup of Rν associated with the Rν-ergodic crystal state σ, and let
ψzm,k(x1, . . . , xk) be the corresponding function of x1, . . . , xk ∈ T
ν
m. We use the notation
Φ(xˆj) =
∫
Kz
dvjΦ(xj + vj) (4.1)
for the integral of Φ over xj +K
z. We assume the following cluster property:
ψzm,k+n(X, xˆk+1, . . . , xˆk+n)− ψ
z
m,k+r(X, xˆk+1, . . . , xˆk+r)ψ
z
m,n−r(xˆk+r+1, . . . , xˆk+n)→ 0
(4.2)
for given X = (x1, . . . , xn), uniformly in m, when
dist({X, xk+1, . . . , xk+r}, {xk+r+1, . . . , xk+n})→∞ (4.3)
[The integration over vj in (4.1) corresponds to the fact that σ is expected to be only
Z-mixing, not Rν -mixing].
In the case of a rotationally invariant interaction between the particles, we may hope
that the choice of Z selects an orientation of the crystal, so that the limit m → ∞
corresponds to an extremal translationally invariant state σ and the cluster property is
satisfied.
Given n ≥ 1 the cluster property (4.2) will imply that
φzm,k+n(X, xˆk+1, . . . , xˆk+n)→ 0 (4.4)
uniformly in m when (4.3) holds. We prove this by induction on n. Since (4.3) implies
(4.2) we have, using (1.5),
ψzm,k+n(X, xˆk+1, . . . , xˆk+n)− ψ
z
m,k+r(X, xˆk+1, . . . , xˆk+r)ψ
z
m,n−r(xˆk+r+1, . . . , xˆk+n)
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= φzm,k+n(X, xˆk+1, . . . , xˆk+n) + asymptotically vanishing products of φ’s
The asymptotically vanishing terms are obtained from the induction assumption. Equation
(4.4) follows thus from the cluster property (4.2).
Therefore given ǫ > 0 there is K > diamX such that
|φzm,k+n(X, xˆk+1, . . . , xˆk+n)| < ǫ
unless for every pair of elements in the set {X, xk+1, . . . , xk+n} there is a sequence of
elements connecting the pair with distance < K between successive elements, in which
case the elements of {X, xk+1, . . . , xk+n} can be arranged in a tree such that neighboring
elements of the tree have distances < K.
We use Cayley’s formula for counting trees and assume a cluster property for ψz0m,k+n
characterized by a finite integral C to guess an estimate of the form
∫
Tν
m
dxk+1 . . .
∫
Tν
m
dxk+n |φ
z0
m,k+n(X, xk+1, . . . , xk+n)| ≤ AC
nnn−2 (4.5)
where A depends on k.
In the infinite volume limit (2.13) gives
φz0+z
′
k (x1, . . . , xk) =
∞∑
n=0
z′n
n!
∫
dxk+1 . . .
∫
dxk+n φ
z0
k+n(x1, . . . , xk+n) (4.6)
where (4.5) implies
∣∣∣z′n
n!
∫
dxk+1 . . .
∫
dxk+n φ
z0
k+n(x1, . . . , xk+n)
∣∣∣ ≤ A(C|z′|)nnn−2
n!
≤ A(Ce|z′|)n (4.7)
Therefore φzk(x1, . . . , xk) is a real analytic function of z for z close to z0. Hence the same
is also true of ψzk(x1, . . . , xk).
Note that φzm,k(x1, . . . , xk) is translation invariant so that φ
z
m,1(x1) = φ
z
m,1 is constant.
Therefore
1
mν
[logZm(z0 + z
′)− logZm(z0)] =
∫ z0+z′
z0
dz φzm,1
is real analytic in z′ and the same is true of p(z0 + z
′)− p(z0).
Let us summarize. We assume that for an interaction of the type considered and for
a given value z0 of the activity there is an R
ν-ergodic Gibbs state σ, that this is a crystal
state, and we also assume a cluster property with the specific consequence (4.5). Then the
pressure p(z) and the ψzk(x1, . . . , xk) are real analytic functions of z for z close to z0.
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