This paper is concerned with the nonnegative inverse eigenvalue problem of finding a nonnegative matrix such that its spectrum is the prescribed self-conjugate set of complex numbers. We first reformulate the nonnegative inverse eigenvalue problem as an underdetermined constrained nonlinear matrix equation over several matrix manifolds. Then we propose a Riemannian inexact Newton-CG method for solving the nonlinear matrix equation. The global and quadratic convergence of the proposed method is established under some mild conditions. We also extend the proposed method to the case of prescribed entries. Finally, numerical experiments are reported to illustrate the efficiency of the proposed method.
NIEP. Given a self-conjugate set of complex numbers {λ 1 , λ 2 , . . . , λ n }, find an n-by-n nonnegative matrix C such that its eigenvalues are λ 1 , λ 2 , . . . , λ n .
The early works on the NIEP are due to Suleȋmanova [35] , Karpelevic [19] , and Perfect [27, 28] . There has been much literature on the study of the NIEP since then. On the solvability conditions of the NIEP, one may refer to [4, 7, 16, 17, 20, 22, 25, 29, 31, 32, 33] . For more comprehensive discussions on the NIEP, one may refer to [11, 12, 24, 39] and the references therein. There are a few numerical methods for solving the NIEP such as the constructive method [34] , the alternating projection method [26] , isospectral gradient flow methods [8, 9, 10, 13] , and a fast recursive algorithm [21] for the case where the prescribed eigenvalues are all real and satisfy an additional inequality.
Recently, there exists some literature on Riemannian optimization methods for eigenvalue problems and inverse eigenvalue problems. See for instance [1, 2, 37, 40, 41, 42] . In this paper, we propose a Riemannian inexact Newton-CG method for solving the NIEP. This is motivated by the recent two papers due to Dedieu, Priouret, and Malajovich [14] and Simons [36] . In [14] , based on the exponential map, Dedieu et. al. presented Newton's method for finding zeros of a mapping from a Riemannian manifold to a linear space of the same dimension and the quadratic convergence was also investigated. In [36] , Simons gave some inexact Newton methods for solving an under-determined system of nonlinear equations over vector spaces. By using the real Schur decomposition of a real square matrix, we rewrite the NIEP as an equivalent under-determined constrained nonlinear matrix equation over several matrix manifolds. Then we present a Riemannian inexact Newton-CG method for solving the under-determined constrained nonlinear matrix equation. Under some mild conditions, the global and quadratic convergence property of the proposed method is established. We also extend the proposed method to the case of prescribed entries. Numerical experiments show that the proposed method is more efficient than the alternating projection method in [26] and the Riemannian nonlinear conjugate gradient methods in [40, 42] .
Throughout this paper, we use the following notations. The symbols A T and A H denote the transpose and complex conjugate transpose of a matrix A respectively. I n is the identity matrix of order n. Let R n×n and SR n×n be the set of all n-by-n real matrices and the set of all n-by-n real symmetric matrices, respectively. Let R n×n + and SR n×n + denote the nonnegative orthants of R n×n and SR n×n , respectively. For two matrices A, B ∈ R n×n , A B and [A, B] := AB − BA mean the Hadamard product and Lie Bracket of A and B, respectively. Given a vector a ∈ R n , Diag(a) denotes a diagonal matrix with a on its diagonal. Let vec(A) be the vectorization of a matrix A, i.e., a column vector obtained by stacking the columns of A on top of one another. Denote by tr(A) the sum of the diagonal entries of a square matrix A. Define the index set N := {(i, j) | i, j = 1, . . . , n}. For two finite-dimensional vector spaces X and Y equipped with a scalar inner product ·, · and its induced norm · , let A : X → Y be a linear operator. The adjoint operator of A is denoted by A * . The operator norm of A is defined by |||A||| := sup{ Ax | x ∈ X with x = 1}.
The rest of this paper is organized as follows. In section 2 we propose a Riemannian inexact Newton-CG method for solving the NIEP. In section 3 the global and quadratic convergence of the proposed method is established under some mild conditions. In section 4, we discuss some extensions. Finally, some numerical tests are reported in section 5 and we give some concluding remarks in section 6.
Riemannian inexact Newton-CG method
In this section, we first reformulate the NIEP as a nonlinear matrix equation defined on a Riemannian product manifold. Then we propose a Riemannian inexact Newton-CG method for solving the nonlinear matrix equation.
Reformulation
For the two matrix sets R n×n + and R n×n , we have
Notice that the set of prescribed eigenvalues {λ 1 , λ 2 , . . . , λ n } is closed under complex conjugation. Without loss of generality, we can assume
where a i , b i ∈ R with b i = 0 for i = 1, . . . , s. Define the following block diagonal matrix
1 , . . . , λ [2] s , λ 2s+1 , . . . , λ n ,
By using the real Schur decomposition for a real square matrix [18] , the set of all isospectral matrices can be defined as the following matrix set:
Here, O(n) means the set of all n-by-n orthogonal matrices, i.e.,
and the set V is defined by
Thus the NIEP has a solution if and only if M(Λ) ∩ R n×n + = ∅. Suppose that the NIEP has at least one solution. Then the NIEP aims to solve the following constrained nonlinear matrix equation:
for (S, Q, V ) ∈ R n×n ×O(n)×V, where 0 n×n is the zero matrix of order n. The smooth mapping
We point out that G is a smooth mapping from the product manifold R n×n × O(n) × V to the linear space R n×n . Once we find a solution (S, Q, V ) ∈ R n×n × O(n) × V to the nonlinear equation (1) , then the matrix C := S S is a solution to the NIEP.
Riemannian inexact Newton-CG method
In [36] , Simons presented some inexact Newton methods for the under-determined system of nonlinear equations F (x) = 0 n , where F : R m → R n is continuously differentiable (m > n) and 0 n is an n-vector of all zeros. Sparked by this, in this section, we propose a Riemannian inexact Newton-CG method for solving the nonlinear equation (1) .
We first note that R n×n × O(n) × V is a product manifold and as shown in Appendix A, the nonlinear matrix equation (1) is under-determined for all n ≥ 2. It is easy to see that R n×n × O(n) × V is an embedded submanifold of R n×n × R n×n × R n×n and then every tangent space T (S,Q,V ) (R n×n × O(n) × V), which is characterized as in Appendix A, can be regarded as a subspace of T (S,Q,V ) (R n×n × R n×n × R n×n ) R n×n × R n×n × R n×n , where "' " means the identification of two sets. Hence, the Riemannian metric of R n×n × O(n) × V inherited from the standard inner product on R n×n × R n×n × R n×n is given by
In what follows, we denote by ·, · and · the Riemannian metric and its induced norm on R n×n × O(n) × V respectively. Next, we propose a Riemannian inexact Newton-CG method for solving the under-determined matrix equation (1) . As in [14] , one may propose the following geometric Newton method: Given the current iterate
for
where DG(X k ) is the differential of G at X k and R is a retraction on R n×n × O(n) × V. On the explicit expressions of DG(·) and R, one may refer to Appendix A. We see that (3) is under-determined, which may have many solutions. Sparked by the idea in [36, 38] , the minimum norm solution of (3) is given by:
where (DG(X k )) † means the pseudoinverse of DG(X k ) [23] . In particular, if the linear operator DG(X k ) is surjective, then we have [23, Chap. 6] :
In this case, one may solve the following normal equation:
for the minimum norm solution
, where DG(X k ) * is the adjoint of DG(X k ) with respect to the Riemannian metric ·, · on R n×n × O(n) × V. For the explicit expression of DG(·) * , one may refer to Appendix A. Thus, the conjugate gradient (CG) method [18] can be used to solve the self-adjoint and positive definite equation (4) . We note that DG(X k ) • (DG(X k )) * may be ill-conditioned or singular. Instead of (4), one may solve the following perturbed normal equation:
where σ > 0 is a prescribed constant and id T G(X k ) denotes the identity operator on T G(X k ) R n×n . Based on the above discussion, we propose the following Riemannian inexact Newton-CG algorithm for solving (1) .
Step 0. Choose an initial point
Step 1. Apply the CG method to solving
and
where
Step 2.
Replace ∆X k by θ∆X k and η k by 1 − θ(1 − η k ).
Step 3. Replace k by k + 1 and go to Step 1.
We note that, in [14] , the new iterate for Newton's method is updated by using the exponential map while in Algorithm 2.1, the new iterate X k+1 is updated by using a retraction on R n×n × O(n) × V defined as in Appendix A instead of the exponential map on R n×n × O(n) × V, which is in general computationally costly [1, p.59 and p.103]. In addition, in Step 2 of Algorithm 2.1, one needs to choose a scaling factor θ ∈ [θ min , θ max ]. As in [36] , one may choose θ by employing the quadratic backtracking method (see also [15] ). Let
The restriction of
Then one has
where 0 X is the origin of T X (R n×n × O(n) × V). We now find an approximate minimizer of the cost function
Obviously, the values of u(0) and u(1) have been evaluated in Algorithm 2.1 and it is not so complicated to compute u (0). It is easy to check that
If q (θ) ≤ 0, then the quadratic polynomial q is concave and we choose θ = θ max . If q (θ) > 0, then the minimizer of q is reached at the point θ satisfying q (θ) = 0, i.e.,
.
Since we require θ ∈ [θ min , θ max ], the approximate minimizer θ of u is given by
, θ max .
Convergence analysis
In this section, we establish the global and quadratic convergence of Algorithm 2.1. Notice that R n×n and V are two linear matrix manifolds and O(n) is a compact manifold. For the retraction R on R n×n × O(n) × V defined as in Appendix A, there exist two scalars ν > 0 and
with ∆X ≤ µ ν , where "dist" means the Riemannian distance on R n×n × O(n) × V.
Global convergence
To prove the global convergence of Algorithm 2.1, we need some preliminary lemmas. On the iterate ∆X k generated by Algorithm 2.1, we have the following estimate.
If the linear matrix equation (5) is solvable such that conditions (6) and (7) are satisfied for all k, then one has for all k,
We get by (6) ,
By the assumption that DG(X k ) is surjective for all k, we have by (6) and (12),
On the upper bound of the iterate η k generated by Algorithm 2.1, we have the following result.
where λ min (·) means the smallest eigenvalue of a positive definite linear operator.
Proof: Let id, J(X k ) and V (X k ) be defined as in Lemma 3.1. By assumption, DG(X k ) is surjective for all k. It follows from (8) and (12) that for all k,
This, together with (7), yields (13).
On the repeat-loop of Algorithm 2.1, we have the following lemma.
Lemma 3.3 Assume that in the k-th iteration of Algorithm 2.1, the operator DG(X k ) :
R n×n is surjective and the linear matrix equation (5) is solvable such that conditions (6) and (7) are satisfied. Then the repeat-loop terminates in finite steps with ∆X k and η k satisfying
Proof: In the repeat-loop, the search direction ∆X k is scaled by some θ j ∈ [θ min , θ max ] at the j-th step. Hence, at the m-th step of the repeat-loop, we get
Also, we have
We note that G is continuously differentiable and 0 < θ max < 1. According to (9) and (10), we obtain for all m sufficiently large,
and then
We now show that the repeat-loop terminates in finite steps. Let m be the smallest integer such that (15) holds. Let ∆X k := Θ m ∆X k . We get by (8) , (9), and (10),
This, together with Lemmas 3.1 and 3.2, (8), and (15), yields
We now establish the global convergence of Algorithm 2.1. We need the following assumption.
is an accumulation point of the sequence {X k } generated by Algorithm 2.1.
We have the following theorem on the global convergence of Algorithm 2.1.
Theorem 3.5 Let X be an accumulation point of the sequence {X k } generated by Algorithm 2.1. Suppose that Assumption 3.4 is satisfied. Then the whole sequence {X k } converges to X and G(X) = 0 n×n .
Proof: By assumption, DG(X) is surjective. In addition, G is continuously differentiable. Thus there exists a sufficiently small constant δ > 0 such that for any X in a ball B δ (X) of X, the liner operator DG(X) is surjective and
Let := ((1 − t)(1 − η max ))/(2((1 + η max )|||DG(X)) † |||). Then there exist two constants δ 1 > 0 and µ 1 > 0 such that
for all X ∈ B δ 1 (X) and ∆X ≤ µ 1 . Let δ = min{δ, δ 1 }. Since X is an accumulation point of the sequence {X k }, there exist infinitely many k such that X k ∈ B δ (X). Let m be the smallest integer such that 2θ (16), and the above inequality, we have
for X k ∈ B δ (X). This, together with (17), gives rise to
. By Lemma 3.3, suppose that the repeat-loop terminates in at most m steps. Then, for any X k ∈ B δ (X), we have
Since X is an accumulation point of {X k }, there exists a subsequence {X k j } ∈ B δ (X). Then
Hence, we obtain by (14) ,
Thus we have
Next, we show that {X k } converges to X. We get by (18) and (19) , for X k ∈ B δ (X),
Based on (20) and (21), we can obtain
Thus for all k sufficiently large with X k ∈ B δ (X), it holds
where µ ν is the constant given in (11) . By contradiction, suppose that the sequence {X k } does not converge to X. Then there exist infinitely many k such that X k ∈ B δ (X). Since X is an accumulation point of {X k }, there exist two index sets {m j } and {n j } such that lim j→∞ X m j = X, and for each j,
Thus, we have by (11) , (14) , (21) , and (23),
since X m j → X as j → ∞. This is a contradiction. Therefore, {X k } converges to X.
Quadratic convergence
In this section, we show the quadratic convergence of Algorithm 2.1. First, we have the following result on the backtracking line search procedure.
Lemma 3.6 Let X be an accumulation point of the sequence {X k } generated by Algorithm 2.1.
Suppose that Assumption 3.4 is satisfied. Then η k = η k and ∆X k = ∆X k for all k sufficiently large.
Proof: We note that G is continuously differentiable. By assumption, DG(X) is surjective. By Theorem 3.5, the sequence {X k } converges to X with G(X) = 0 n×n . Based on (16), DG(X k ) is surjective and satisfies
for all k sufficiently large. By Lemma 3.1 and the definition of η k in Algorithm 2.1, one has for all k sufficiently large,
Based on (20) and the above inequality, we can obtain lim k→∞ ∆X k = 0. Hence, for all k sufficiently large, it holds that
where the condition ≤ k is used with k and being defined in (15) and (17) . Based on the analysis in Lemma 3.3, this implies that η k = η k and ∆X k = ∆X k for all k sufficiently large.
We now establish the quadratic convergence of Algorithm 2.1. Theorem 3.7 Let X be an accumulation point of the sequence {X k } generated by Algorithm 2.1. Suppose that Assumption 3.4 is satisfied. Then the whole sequence {X k } converges to X quadratically.
Proof: By Theorem 3.5 and Lemma 3.6, {X k } converges to X with G(X) = 0 n×n and η k = η k and ∆X k = ∆X k for all k sufficiently large with ∆X k = ∆X k → 0 as k → ∞. We note that G is continuously differentiable and, by assumption, DG(X) is surjective. Based on (16), DG(X k ) is surjective, and there exists a constant λ min > 0 such that
for all k sufficiently large. Moreover, there exist two constants L 1 , L 2 > 0 such that for all k sufficiently large,
where ν is the constant given in (11) . We obtain by (13) , (24), (25) , and the definition of σ k and η k in Algorithm 2.1 for all k sufficiently large,
where c 1 := (L 1 (1 + λ min ))/λ min . By Lemmas 3.1 and 3.2, (8), (24), (25), and (26), we have for all k sufficiently large,
We have by Lemma 3.1, (24), (25) , and (27) , for all k sufficiently large,
where c 3 =: (2c 2 ν(1 + η max )|||(DG(X)) † |||)/(t(1 − η max )). Thus the proof is complete.
Surjectivity conditions of DG(·)
We have the following result on the surjectivity of DG(X), where X is an accumulation point of the sequence {X k } generated by Algorithm 2.1.
Theorem 3.8 Let X := (S, Q, V ) ∈ R n×n × O(n) × V be an accumulation point of the sequence {X k := (S k , Q k , V k )} generated by Algorithm 2.1. Then DG(X) is surjective if and only if
where W ∈ R n×n is defined in Appendix A and P ∈ R n 2 ×n 2 is the vectorized transpose matrix such that
Proof: Notice T G(X) R n×n = im(DG(X)) ⊕ im(DG(X)) ⊥ and im(DG(X)) ⊥ = ker (DG(X)) * , where im(DG(X)) and ker (DG(X)) * denote the image of DG(X) and the kernel of (DG(X)) * , respectively. Then the linear operator DG(X) is surjective if and only if ker((DG(X)) * ) = {0 n×n }. We now derive a sufficient and necessary condition for ker (DG(X)) * = {0 n×n }. Let ∆Z ∈ T G(X) R n×n be such that (DG(X)) * [∆Z] = 0 X . We have by the expression of DG(·) * given in Appendix A, ker (DG(X)) * = {0 n×n } if and only if the following equation
has only a zero solution ∆Z = 0 n×n or
has only a zero solution vec(∆Z) = 0 n 2 , where the relation
is used [6, p.448] . This is reduced to (28) . The proof is complete.
Extensions
In this section, we extend the proposed Riemannian inexact Newton-CG method to the case of prescribed entries. The nonnegative inverse eigenvalue problem with prescribed entries can be stated as follows:
NIEP-PE. Given a self-conjugate set of n complex numbers {λ 1 , λ 2 , . . . , λ n }, find an n-by-n real nonnegative matrix C such that its eigenvalues are λ 1 , λ 2 , . . . , λ n and
where L ⊂ N is a given index subset and C a is any given n-by-n nonnegative matrix such that {(C a ) ij | (i, j) ∈ L} are prescribed entries.
Define the matrix U ∈ R n×n by ( U ) ij = 1, if (i, j) ∈ L; 0, otherwise. Let the matrix C a ∈ R n×n be defined by C a := U C a . Also, define a set Z by
Then the NIEP-PE is to solve the following nonlinear equation:
Obviously, H is smooth mapping from the product manifold Z × O(n) × V to the linear space R n×n . We note that the dimension of Z × O(n) × V is given by
We point out that the nonlinear equation H(S, Q, V ) = 0 n×n is under-determined over Z × O(n) × V if the problem size n is large and the number |L| of prescribed entries is small. We also remark that, if (S, Q, V ) ∈ Z ×O(n)×V is a solution to H(S, Q, V ) = 0 n×n , then C := C a +S S is a solution to the NIEP-PE. As in section 3, one may apply Algorithm 2.1 to solving the nonlinear equation (29) . Under some mild conditions, the global and quadratic convergence can be established by a similar way as in section 3.
Numerical Tests
In this section, we report the numerical performance of Algorithm 2.1 for solving the NIEP and the NIEP-PE via solving the nonlinear equations (1) and (29) . All the numerical tests are carried out by using MATLAB 7.1 running on a workstation with a Intel Xeon CPU E5-2687W at 3.10 GHz and 32 GB of RAM. To illustrate the efficiency of our algorithm, we compare Algorithm 2.1 with the alternating projection method [26] , the Riemannian Fletcher-Reeves conjugate gradient method (RFR) [40] and the geometric Polak-Ribière-Polyak-based nonlinear conjugate gradient method (GPRP) [42] . The alternating projection method in [26] is employed to solve the NIEP:
Find C ∈ P ∩ R n×n + (30) and the NIEP-PE:
Find C ∈ P ∩ Q,
where P = {A ∈ C n×n | A = U T U H for some unitary matrix U and some T ∈ T } and
Here, T = {T ∈ C n×n | T is upper triangular with spectrum {λ 1 , λ 2 , . . . , λ n }}. The associated alternating projection algorithm for solving problem (30) (problem (31), respectively) is stated as follows.
Algorithm 5.1 (Alternating projection algorithm)
Step 0. Choose an initial point C 0 ∈ R n×n + (C 0 ∈ Q, respectively). Let k := 0.
Step 1. Calculate a Schur decomposition of
Step 3.
Step 4. Replace k by k + 1 and go to Step 1.
The two Riemannian conjugate gradient methods RFR and GPRP in [40, 42] are used to solve the following Riemannian optimization problems:
and min ψ(S, Q, V ) :
For Algorithm 2.1 for solving (1), Algorithm 5.1 for problem (30) , and RFR and GPRP for problem (32), we randomly generate the starting points by the built-in functions rand, schur, and svd:
For Algorithm 2.1 for solving (29) , Algorithm 5.1 for problem (31) , and RFR and GPRP for problem (33) , the starting points are generated randomly as follows:
For comparison purposes, the stopping criteria for Algorithm 2.1, Algorithm 5.1 for problems (30) and (31), and the two Riemannian conjugate gradient methods in [40, 42] for problems (32) and (33) are set to be
In our numerical tests, we set σ max = 0.01, η max = 0.1, η max = 0.9, θ min = 0.1, θ max = 0.9, and t = 10 −4 . The largest number of iterations in Algorithm 5.1 is set to be 100000. The largest number of outer iterations in Algorithm 2.1 is set to be 100 and the largest number of iterations in the CG method is set to be n 2 .
For comparison purposes, we repeat our experiments over 10 different starting points. In our numerical tests, 'CT.', IT.', 'NF.', 'NCG.', 'Res.', and 'grad.' mean the averaged total computing time in seconds, the averaged number of iterations, the averaged number of function evaluations, the averaged number of inner CG iterations, the averaged residual
F , and the averaged residual grad φ(X k ) or grad ψ(X k ) at the final iterates of the corresponding algorithms, accordingly.
Example 5.2
We consider the NIEP with varying n. Let C be a random n × n nonnegative matrix with each entry generated from the uniform distribution on the interval [0, 1]. We choose the eigenvalues of C as prescribed spectrum.
Example 5.3
We consider the NIEP-PE with varying n. Let C be a random n × n nonnegative matrix with each entry generated from the uniform distribution on the interval [0, 1]. We choose the eigenvalues of C as prescribed spectrum. Also, we choose the index subset L := (i, j) | 0.2 ≤ ( C) ij ≤ 0.3, i, j = 1, . . . , n . The nonnegative matrix C a ∈ R n×n with prescribed entries is defined by (C a ) ij := ( C) ij , if (i, j) ∈ L; 0, otherwise. Tables 1-2 list the numerical results for Examples 5.2-5.3, where "*" means that the largest number of iterations is reached for some stating points.
We observe from Tables 1-2 that Algorithm 5.1 behaviors better than GPRP and/or RFR in terms of computing time for small n (e.g., n = 10, 20) while GPRP and RFR work much better than Algorithm 5.1 in terms of computing time for n ≥ 50. However, Algorithm 2.1 is the most effective in terms of computing time.
To further illustrate the efficiency of our algorithm, we report the numerical results for Examples 5. We see from Tables 3-4 that Algorithm 2.1, GPRP and RFR work for large problems while Algorithm 2.1 is more efficient than GPRP and RFR for large problems.
Finally, we point out that all algorithms converge to different solutions for different starting points. 
Conclusions
This paper is concerned with the nonnegative inverse eigenvalue problem. The inverse problem is rewritten as an under-determined constrained nonlinear matrix equation over several matrix manifolds. Then a Riemannian inexact Newton-CG method is proposed for solving the constrained nonlinear matrix equation. The global and quadratic convergence of the proposed geometric method is established under some mild conditions. Our method is also extended to the case of prescribed entries. Numerical tests illustrate the efficiency of the proposed geometric algorithm. From our numerical tests, we observe that, for large problems, most of our computing time is spent on the CG method for solving (5) . It would improve the efficiency if one can find a good preconditioner for (5), which needs further study. 
