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Abstract
We propose a uniform method of constructing ultrafilter extensions from ca-
nonical models, which is based on the similarity between ultrafilters and maximal
consistent sets. This method can help us understand why the known ultrafilter ex-
tensions of models for normal modal logics and for classical modal logics are so
defined. We then apply this method to obtain ultrafilter extensions of models for
Kripke contingency logics and for neighborhood contingency logics.
Keywords: ultrafilter extensions, canonical models, ultrafilters, maximal consistent
sets, model theory
1 Introduction
The notion of ultrafilter extensions goes back to Stone’s representation theorem [20]
and the Jo´nsson-Tarski theorem [16], and it is introduced in [21] (see [3, p. 372]). As
a classical result in model theory, ultrafilter extensions have played an important role
in various non-classical logics, such as modal logic, temporal logic, dynamic logic,
and so on. For instance, by using a notion of ultrafilter extension, [21] semantically
characterizes a kind of complete modal logics, called ‘canonical modal logics’ intro-
duced in [10]. Besides, it is a crucial concept in various important results, such as the
above-mentioned Jo´nsson-Tarski theorem, a second bisimilarity-somewhere-else res-
ult, Goldblatt-Thomason Theorem, van Benthem Characterization Theorem, and many
others (e.g. [1, 2, 8, 11, 18, 22–24]).
Usually, a suitable notion of ultrafilter extensions should have the following nice
properties (e.g. [2]):
• The ultrafilter extension and its original model are logically equivalent;
• Ultrafilter extensions are saturated in some proper sense, i.e. in the sense that the
class of saturated models has the Hennessy-Milner property: logical equivalence
is equal to bisimilarity.
∗This research is funded by the project 17CZX053 of National Social Science Fundation of China. The
author would like to thank two anonymous referees of CLAR 2018 for their insightful comments. An earlier
version of the manuscript was presented on the conference of CLAR 2018 in Hangzhou in June 2018 and
included in the informal proceedings of the conference.
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The two properties follows that
• Logical equivalence can be characterized as bisimilarity-somewhere-else, that is,
between ultrafilter extension.
Compared to other model operations like disjoint unions, general submodels, and
bounded morphisms, constructing ultrafilter extensions is seen as a far less natural job.
Despite the fact that there are various notions of ultrafilter extensions of models, for
instance, [12, 19] for first-order logic, [11] for normal modal logics, [13] for classical
modal logics, [15, 18] for coalgebras, to our knowledge, however, there has been no
uniform method to constructing ultrafilter extensions in the literature, and it is always
seen to be hard to find a suitable notion of ultrafilter extensions (e.g. [2]). This paper
proposes a uniform method of constructing ultrafilter extensions of models.1
The method is via a two-step transformation from the notion of canonical models.
That is, given a canonical model, we can transform it into a desired ultrafilter extension
in two steps. This is due to the similarity between ultrafilters and maximal consistent
sets. For instance, an ultrafilter contain the whole domain, is closed under intersection
and supersets, does not contain the empty set, and contains exactly one of any set and
its complement; and a maximal consistent set contains the tautologies, is closed under
conjunction and logical implication, does not contain the contradictions, and contains
exactly one of any formula and its negation. It is these similar properties that makes
the transformation from a canonical model to the corresponding ultrafilter extension
workable. As we shall see, via this method, we can construct the desired ultrafilter
extensions quite easily, in an automatic way.2
The structure of the paper is outlined as follows. After the basics of ultrafilters and
maximal consistent sets followed by an important theorem (Sec. 2), we illustrate the
method of constructing the known notions of ultrafilter extensions of models for normal
modal logics (Subsec. 3.1) and for classical modal logics (Subsec. 3.2). Then we apply
the method to contingency logic, and obtain the ultrafilter extensions of Kripke models
(Subsec. 4.1) and of neighborhood models (Subsec. 4.2). We conclude with some
discussions in Sec. 5.
2 Preliminaries
Throughout the paper, we useX to denote the complement of the set X .
Definition 1 (Ultrafilters). Let S be a nonempty set. A set U ⊆ P(S) is an ultrafilter
over S, if U
(i) Contains the whole set: S ∈ U .
1Note that ultrafilter extensions of frames follow directly by leaving out the valuations.
2It should be noted that [12] introduces a construction of ultrafilter extensions for arbitrary structures
from universal-algebraic perspective, which is quite different from ours. Their construction is more like a
definition based on ultrafilter extensions of the domain, relations and functions of structures, rather than a
(transformation) method. Besides, as the author himself remarked, the ‘approaches’ to ultrafilter extensions
of functions either lead to complications in the algebraic theory of ultrafilter extensions, or is not completely
satisfactory and have at least two natural rivals for the title ‘ultrafilter extensions’ of functions.
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(ii) Closed under intersection: if X,Y ∈ U , thenX ∩ Y ∈ U .
(iii) Closed under supersets: if X ∈ U andX ⊆ Z ⊆ S, then Z ∈ U .
(iv) Does not contain empty set: ∅ /∈ U .
(v) for allX ⊆ S, X ∈ U iffX /∈ U .
There is an important class of ultrafilters, called ‘principal ultrafilters’. Given a
nonempty set S and an element w ∈ S, the principal ultrafilter piw generated by w is
the filter generated by the singleton set {w}; in symbol, piw = {X ⊆ S | w ∈ X}.
Theorem 2 (Ultrafilter Theorem). Any proper filter over S can be extended to an ul-
trafilter over S. As a corollary, any subset of P(S) with the finite intersection property
can be extended to be an ultrafilter over S.
Definition 3 (Maximal consistent sets). Let Σ be a set of formulas. Σ is said to be
consistent, if Σ 0 ⊥; it is said to be maximal, if for all formulas ϕ, we have ϕ ∈ Σ or
¬ϕ ∈ Σ; it is said to be maximal consistent, if it is maximal and also consistent.3
Here is a list of some properties of maximal consistent sets (not exclusively). We
choose these properties but not others, is because we would like to make clear the
similarities between ultrafilters and maximal consistent sets.4
Fact 4 (Properties of maximal consistent sets). Let Σ be a maximal consistent set.
Then
(i) ⊤ ∈ Σ.
(ii) if ϕ, ψ ∈ Σ, then ϕ ∧ ψ ∈ Σ.
(iii) if ϕ ∈ Σ and ⊢ ϕ→ ψ, then ψ ∈ Σ.
(iv) ⊥ /∈ Σ.
(v) for all formulas ϕ, ϕ ∈ Σ iff ¬ϕ /∈ Σ.
Lemma 5 (Lindenbaum’s Lemma). Every consistent set can be extended to a maximal
consistent set.
Let ⊚ be an arbitrary modal operator, and L(⊚) be the extension of the language
of classical propositional logic L enriched with the primitive modality ⊚.
Theorem 6. Let Σ be a maximal consistent set. If for all ϕ ∈ L(⊚), we have
(∗) for each p ∈ P ∪ {⊚ϕ}, p ∈ Σ iff Σ ∈ V (p),
then for all ϕ ∈ L(⊚), we have
ϕ ∈ Σ iff V (ϕ) ∈ piΣ.
3Strictly speaking, notions of consistency and maximality, respectively, refer to a proof system and a
language. But we leave out the references for simplicity.
4Note that there is a difference between the properties of these two notions: although it holds that ϕ∨ψ ∈
Σ iff ϕ ∈ Σ or ψ ∈ Σ, it is not the case that X ∪ Y ∈ U iff X ∈ U or Y ∈ U . The author would like to
thank Christoph Benzmu¨ller for posing a related question and reminding the author of the difference on the
conference of CLAR 2018.
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Proof. Suppose (∗) holds. We proceed with induction on ϕ ∈ L(⊚).
• ϕ = p ∈ P ∪ {⊚ψ}. By (∗), p ∈ Σ iff Σ ∈ V (p). This is equivalent to
V (p) ∈ piΣ according to the definition of piΣ.
• ϕ = ¬ψ. We have the following equivalences:
¬ϕ ∈ Σ
Fact 4(v)
⇐⇒ ϕ /∈ Σ
IH
⇐⇒ V (ϕ) /∈ piΣ
Def. 1(v)
⇐⇒ V (ϕ) ∈ piΣ
⇐⇒ V (¬ϕ) ∈ piΣ
• ϕ = ψ ∧ χ. We have the following equivalences.
ψ ∧ χ ∈ Σ
Fact 4(ii)(iii)
⇐⇒ ψ ∈ Σ and χ ∈ Σ
IH
⇐⇒ V (ψ) ∈ piΣ and V (χ) ∈ Σ
Def. 1(ii)(iii)
⇐⇒ V (ψ) ∩ V (χ) ∈ piΣ
⇐⇒ V (ψ ∧ χ) ∈ piΣ
The relationship between maximal consistent sets and ultrafilters provides us with
a road to the construction of ultrafilter extensions from that of canonical models, as
will be illustrated in the setting of modal logic.
3 Examples: ultrafilter extensions in modal logic
3.1 Normal modal logics
Familiarity with the languageL(), Kripke semantics of modal logic, and also normal
modal logics is assumed (cf. e.g. [2]). Given any nonempty set S, define m(X) =
{s ∈ S | for all t, if Rst, then t ∈ X}. Thenm(V (ϕ)) = V (ϕ) for all ϕ.
Recall that given a normal modal logic, the canonical model M = 〈S,R, V 〉 is
defined as follows:5
• S = {Σ | Σ is a maximal consistent set}.
• RΣΓ iff for all ϕ, if ϕ ∈ Σ, then ϕ ∈ Γ.
• For each p ∈ P and Σ ∈ S, Σ ∈ V (p) iff p ∈ Σ.
5In this paper, we abuse the notationM = 〈S,R, V 〉 to denote an arbitrary model and also the canonical
model. Unless otherwise specified, we always use it to mean an arbitrary model, thus there should be no
confusion.
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The following is a standard result in normal modal logics (cf. e.g. [2]).
Proposition 7. Let Σ ∈ S. Then for all ϕ ∈ L(), for each p ∈ P ∪ {ϕ}, we have
p ∈ Σ iff Σ ∈ V (p).
Applying Prop. 6, we immediately have the following result.
Proposition 8. Let Σ ∈ S. Then for all ϕ ∈ L(), we have
ϕ ∈ Σ iff V (ϕ) ∈ piΣ.
Recall that maximal consistent sets are thought of as a state in the canonical model
construction, and from every state one may generate a principal ultrafilter, we thus can
obtain the definition of ultrafilter extension of normal modal logics from that of the
above canonical model. We will explicate this by two steps.
At first step, from the canonical model above, we replace maximal consistent
sets with the corresponding principal ultrafilters, by using Prop. 8 and the fact that
V (ϕ) = m(V (ϕ)). We obtain a model ue(M) = 〈Uf(S), R
ue, V ue〉, where
• Uf(S) = {piΣ | piΣ is an ultrafilter over S}.
• RuepiΣpiΓ iff for all V (ϕ), ifm(V (ϕ)) ∈ piΣ, then V (ϕ) ∈ piΓ.
• For each p ∈ P and piΣ ∈ Uf(S), piΣ ∈ V
ue(p) iff V (p) ∈ piΣ.
At second step, we polish the abovemodel, by generalizing each principal ultrafilter
and V (ϕ) to an arbitrary ultrafilter and an arbitrary set, respectively. By doing so, we
obtain the notion of ultrafilter extension in normal modal logics (e.g. [2, Def. 2.57]).
• Uf(S) = {s | s is an ultrafilter over S}.
• Ruest iff for all X , ifm(X) ∈ s, thenX ∈ t.
• For each p ∈ P and s ∈ Uf(S), s ∈ V ue(p) iff V (p) ∈ s.
It is then shown that the notion of ultrafilter extension is the required one in normal
modal logics. That is, the constructed ultrafilter extension and the original model are
L()-equivalent; moreover,L()-equivalence can be characterized as -bisimilarity-
somewhere-else — namely, between ultrafilter extensions. For the proof details, refer
to e.g. [2, Prop. 2.59, Thm. 2.62].
3.2 Classical modal logics
When modal logic is interpreted on neighborhood semantics, we obtain a class of clas-
sical modal logics. In this part, we apply our method to construct the ultrafilter exten-
sion of a neighborhood model for modal logic.
Given a neighborhoodmodelM = 〈S,N, V 〉, the necessity operator is interpreted
in the following.
M, s  ϕ ⇐⇒ V (ϕ) ∈ N(s)
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Where V (ϕ) = {w ∈ S | M, w  ϕ}.
DefinemN (X) = {s ∈ S | X ∈ N(s)}. It is clear thatmN(V (ϕ)) = V (ϕ).
Recall that in the completeness of classical modal logic E (cf. e.g. [4]), the canon-
ical modelM = 〈S,N, V 〉 is defined as follows:
• S = {Σ | Σ is a maximal consistent set}.
• N(Σ) = {|ϕ| | ϕ ∈ Σ}, where |ϕ| = {Σ ∈ S | ϕ ∈ Σ}.
• For each p ∈ P and Σ ∈ S, Σ ∈ V (p) iff p ∈ Σ.
The following is a standard result in classical modal logic.
Proposition 9. Let Σ ∈ S. Then for all ϕ ∈ L(), for each p ∈ P ∪ {ϕ}, we have
p ∈ Σ iff Σ ∈ V (p).
Applying Prop. 6, we immediately have the following result.
Proposition 10. Let Σ ∈ S. Then for all ϕ ∈ L(), we have
ϕ ∈ Σ iff V (ϕ) ∈ piΣ.
Now applying the method in Sec. 3.1, we obtain the notion of ultrafilter extensions
in classical modal logics [13, Def. 4.20].
Definition 11 (Ultrafilter extensions). LetM = 〈S,N, V 〉 be a neighborhood model.
The triple ue(M) = 〈Uf(S), Nue, V ue〉 is the ultrafilter extension ofM, if
• Uf(S) = {s | s is an ultrafilter over S}
• Nue(s) = {X̂ | mN (X) ∈ s}, where X̂ = {s ∈ Uf(S) | X ∈ s}.
• For each p ∈ P and s ∈ Uf(S), s ∈ V ue(p) iff V (p) ∈ s.
It is then shown that the above notion of ultrafilter extension is the required one
in classical modal logics. That is, the constructed ultrafilter extension and the ori-
ginal model are L()-equivalent; moreover, L()-equivalence can be characterized
as behavioural-equivalence-somewhere-else— namely, between ultrafilter extensions.
For the proof details, refer to e.g. [13, Lem. 4.24, Thm. 4.27].
4 Applications: ultrafilter extension in contingency lo-
gic
4.1 Kripke contingency logics
In this section, we construct the ultrafilter extension out of a Kripke model in contin-
gency logic. Since in the literature of contingency logic, there are mainly two ways of
defining the canonical model, this leads to two notions of ultrafilter extensions.
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The language of contingency logic is denoted L(∇), where ∇ is read ‘it is contin-
gent that’, and the non-contingency operator ∆ is abbreviated as ¬∇. Semantically,
given a Kripke modelM = 〈S,R, V 〉 and a state s ∈ S:
M, s  ∇ϕ ⇐⇒ there are t, u ∈ S such that Rst,Rsu andM, t  ϕ andM, u 2 ϕ.
And consequently,
M, s  ∆ϕ ⇐⇒ for all t, u ∈ S, if Rst,Rsu, then (M, t  ϕ ⇐⇒ M, u  ϕ).
A Kripke modelM is said to be L(∇)-saturated, if for any s inM, for any Γ ⊆
L(∇), if Γ is finitely satisfiable in the set of successors of s, then Γ is satisfiable in the
set of successors of s.
Similar to the case of normal modal logics, we here need some requisite notation.
Definition 12. Given any nonempty set S,
m∇(X) = {s ∈ S | Rst,Rsu for some t ∈ X and some u /∈ X}
m∆(X) = {s ∈ S | for all t, u, if Rst and Rsu, then t ∈ X iff u ∈ X}.
It is straightforward to verify thatm∇(V (ϕ)) = V (∇ϕ) andm∆(V (ϕ)) = V (∆ϕ).
The definition ofm∇ is very natural, in that just as “Rst,Rsu for some t ∈ X and some
u /∈ X” corresponds to the Kripke semantics of ∇, s ∈ m∇(X) corresponds to the
Kripke semantics of ∇. The naturalness of m∆ is similar. In fact, the definitions
of m∇ and m∆ can be followed from the semantics of ∇ϕ and ∆ϕ, by generaliz-
ing V (ϕ) to an arbitrary set X . Also, m∇(X) = m∇(X), m∆(X) = m∆(X) and
m∆(X) = m∇(X). Moreover,
Proposition 13. For all X,Y , we have
(a) m∆(X) ∩m∆(Y ) ⊆ m∆(X ∩ Y ).
(b) m∇(X ∩ Y ) ∩m∇(X ′ ∩ Y ) ⊆ m∇(Y ).
Proof. Item (a) is direct from Def. 12.
For item (b), let s ∈ m∇(X ∩ Y ) and s ∈ m∇(X ′ ∩ Y ). Then there are t, u ∈ S
such that sRt and sRu and t ∈ X ∩ Y and u /∈ X ∩ Y , and there are t′, u′ ∈ S such
that sRt′ and sRu′ and t′ ∈ X ′ ∩ Y and u′ /∈ X ′ ∩ Y . Now focus on t and t′: t ∈ Y
and t′ /∈ Y . Therefore, s ∈ m∇(Y ).
4.1.1 ∃∀-version
One version is inspired by the canonical model proposed in [8, Def. 5.6], which is in
turn inspired by an ‘almost-definability’ schema∇χ→ (ϕ↔ ∆ϕ∧∆(χ→ ϕ)) [8,
Def. 2.4], see also [9, Prop. 3.5, Def. 4.5] for the multi-modal case.
Recall that the canonical model M = 〈S,R, V 〉 for minimal contingency logic
in [8, Def. 5.6] (see also [9, Def. 4.5] for the multi-modal case) is defined as follows:
• S = {Σ | Σ is a maximal consistent set}.
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• RΣΓ iff
– there exists χ such that∇χ ∈ Σ, and
– for all ϕ, if ∆ϕ ∧∆(χ→ ϕ) ∈ Σ, then ϕ ∈ Γ.
• For each p ∈ P and Σ ∈ S, Σ ∈ V (p) iff p ∈ Σ.
The following result is shown in [8, Lemma 5.7] (also see [9, Lemma 4.6] for the
multi-modal case).
Proposition 14. Let Σ ∈ S. Then for all ϕ ∈ L(∇), for each p ∈ P ∪ {∇ϕ}, we have
p ∈ Σ ⇐⇒ Σ ∈ V (p).
Applying Prop. 6, we get the following result.
Proposition 15. Let Σ ∈ S. Then for all ϕ ∈ L(∇), we have
ϕ ∈ Σ ⇐⇒ V (ϕ) ∈ piΣ.
Now with the method in Sec. 3.1 in hand, we can obtain the ultrafilter extension in
Kripke contingency logics. We call it ‘∃∀-version’ since the accessibility relation Rue
has the ∃∀-form.
Definition 16 (Ultrafilter Extension). Let M = 〈S,R, V 〉 be a model. The triple
ue(M) = 〈Uf(S), Rue, V ue〉 is the ultrafilter extension ofM, if
• Uf(S) = {s | s is an ultrafilter over S}.
• Ruest iff there exists X such that m∇(X) ∈ s, and for all Y , if m∆(Y ) ∩
m∆(X ∪ Y ) ∈ s, then Y ∈ t.
• V ue(p) = {s ∈ Uf(S) | V (p) ∈ s}.
In what follows, we verify that the notion of ultrafilter extension constructed above
is a desired one in Kripke contingency logics. That is, ultrafilter extension and the
originalmodel areL(∇)-equivalent; moreover,L(∇)-equivalence can be characterized
as∆-bisimilarity-somewhere-else— namely, between ultrafilter extensions.
Proposition 17. For all formulas ϕ ∈ L(∇) and all ultrafilters s over S, we have
V (ϕ) ∈ s iff ue(M), s  ϕ. As a corollary, for all w ∈ S, we have (M, w) ≡L(∇)
(ue(M), piw).
Proof. By induction on ϕ ∈ L(∇). The only nontrivial case is∇ϕ.
First suppose ue(M), s  ∇ϕ. Then there are t, u ∈ Uf(S) such that Ruest and
Ruesu and ue(M), t  ϕ and ue(M), u 2 ϕ. By induction hypothesis, V (ϕ) ∈ t and
V (ϕ) /∈ u. From Ruest it follows that there exists X such that m∇(X) ∈ s and, for
all Y , ifm∆(Y )∩m∆(X ∪Y ) ∈ s, then Y ∈ t. Since V (ϕ) ∈ t and t is an ultrafilter,
V (ϕ) /∈ t. Then m∆(V (ϕ)) ∩m∆(X ∪ V (ϕ)) /∈ s. Similarly, from Ruesu we can
obtain that there existsX ′ such thatm∆(V (ϕ))∩m∆(X ′ ∪V (ϕ)) /∈ s. We claim that
m∇(V (ϕ)) ∈ s: if not, thenm∆(V (ϕ)) ∈ s. Sincem∆(V (ϕ)) = m∆(V (ϕ)), by the
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fact that ultrafilters are closed under intersection, we have m∆(X ∪ V (ϕ)) /∈ s and
m∆(X ′ ∪ V (ϕ)) /∈ s. This means thatm∇(X ∩ V (ϕ)) ∈ s andm∇(X ′ ∩ V (ϕ)) ∈ s.
Again, by the fact that ultrafilters are closed under intersection, we have m∇(X ∩
V (ϕ)) ∩ m∇(X ′ ∩ V (ϕ)) ∈ s. Then using Prop. 13(b) and the fact that ultrafilters
are closed under supersets, we infer thatm∇(V (ϕ)) ∈ s: an contradiction. Therefore,
m∇(V (ϕ)) ∈ s, viz. V (∇ϕ) ∈ s.
Now assume V (∇ϕ) ∈ s, to show ue(M), s  ∇ϕ. By induction hypothesis,
this means that we need to find two states t, u in Uf(S) such that Ruest and Ruesu
and V (ϕ) ∈ t and V (ϕ) /∈ u. By assumption and m∇(V (ϕ)) = V (∇ϕ), we have
m∇(V (ϕ)) ∈ s.
Define Ω = {Y | m∆(Y ) ∩ m∆(V (ϕ) ∪ Y ) ∈ s}. We first show that Ω is
closed under intersection. Let Y, Z ∈ Ω. Then m∆(Y ) ∩ m∆(V (ϕ) ∪ Y ) ∈ s and
m∆(Z)∩m∆(V (ϕ)∪Z) ∈ s. By the fact that ultrafilters are closed under supersets, we
havem∆(Y ),m∆(V (ϕ) ∪ Y ) ∈ s andm∆(Z),m∆(V (ϕ) ∪Z) ∈ s. Then by the fact
that ultrafilters are closed under intersection,m∆(Y ) ∩m∆(Z) ∈ s andm∆(V (ϕ) ∪
Y )∩m∆(V (ϕ)∪Z) ∈ s. Again, by Prop. 13(a) and the fact that ultrafilters are closed
under supersets,m∆(Y ∩Z) ∈ s andm∆(V (ϕ)∪(Y ∩Z)) ∈ s. Therefore Y ∩Z ∈ Ω.
We now show that: for any Y ∈ Ω, Y ∩ V (ϕ) 6= ∅ and Y ∩ V (ϕ) 6= ∅.
Let Y ∈ Ω, then by definition of Ω,m∆(Y )∩m∆(V (ϕ)∪Y ) ∈ s. By assumption
and the fact that ultrafilters are closed under intersection,m∆(Y ) ∩m∆(V (ϕ) ∪ Y ) ∩
V (∇ϕ) ∈ s. Since s does not contain the empty set, we obtainm∆(Y )∩m∆(V (ϕ) ∪
Y ) ∩ V (∇ϕ) 6= ∅. Then there is an element in m∆(Y ) ∩m∆(V (ϕ) ∪ Y ) ∩ V (∇ϕ),
say x. From x ∈ V (∇ϕ), it follows that there exist y, z ∈ R(x) with y ∈ V (ϕ)
and z /∈ V (ϕ), and then z ∈ V (ϕ) ∪ Y . Then by x ∈ m∆(V (ϕ) ∪ Y ), we infer
y ∈ V (ϕ) ∪ Y , and thus y ∈ Y . Therefore Y ∩ V (ϕ) 6= ∅. Since x ∈ m∆(Y ) and
xRy, xRz, we infer z ∈ Y , and hence z ∈ Y ∩ V (ϕ), therefore Y ∩ V (ϕ) 6= ∅.
This indicates that Ω ∪ {V (ϕ)} and Ω ∪ {V (ϕ)} both have the finite intersec-
tion property. Using the Ultrafilter Theorem, there are t, u ∈ Uf(S) such that Ω ∪
{V (ϕ)} ⊆ t and Ω∪{V (ϕ)} ⊆ u. Then by definition ofRue, we conclude that Ruest
and Ruesu and V (ϕ) ∈ t and V (ϕ) ∈ u (thus V (ϕ) /∈ u).
Therefore, for all w ∈ S, for all ϕ ∈ L(∇), we haveM, w  ϕ iff w ∈ V (ϕ) iff
V (ϕ) ∈ piw iff ue(M), piw  ϕ.
Proposition 18. LetM be a model. Then ue(M) is L(∇)-saturated.
Proof. Given any set Γ ⊆ L(∇), and any ultrafilter s over S, we show that if Γ is
finitely satisfiable in the set of successors of s, then Γ is satisfiable in the set of suc-
cessors of s. W.l.o.g. we may assume that Rue(s) 6= ∅, since otherwise the statement
holds vacuously.
By definition ofRue,m∇(X) ∈ s for someX . Suppose that Γ is finitely satisfiable
in the set of successors of s, to show that Γ is satisfiable in the set of successors of s.
For this, we define the following set
Θ = {V (ϕ) | ϕ ∈ Γ′} ∪ {Y | m∆(Y ) ∩m∆(X ∪ Y ) ∈ s},
where Γ′ is the set of finite conjunctions of formulas in Γ. In the following we will
show that Θ has the finite intersection property.
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The proof of Prop. 17 has shown that {Y | m∆(Y ) ∩m∆(X ∪ Y ) ∈ s} is closed
under intersection. Moreover, {V (ϕ) | ϕ ∈ Γ′} is closed under intersection, as shown
below. Let A,B ∈ {V (ϕ) | ϕ ∈ Γ′}. Then A = V (ϕ) and B = V (ψ) for some
ϕ, ψ ∈ Γ′. One may easily verify that A ∩ B = V (ϕ ∧ ψ) and ϕ ∧ ψ ∈ Γ′, and thus
A ∩B ∈ {V (ϕ) | ϕ ∈ Γ′}.
Next we show that for any ϕ ∈ Γ′ and Y ⊆ S for whichm∆(Y )∩m∆(X∪Y ) ∈ s,
we have V (ϕ)∩Y 6= ∅. By ϕ ∈ Γ′ and supposition, there is an ultrafilter t over S such
that Ruest and ue(M), t  ϕ. By Prop. 17, V (ϕ) ∈ t; by Ruest and the definition of
Rue, Y ∈ t. Since t is closed under intersection, we obtain V (ϕ) ∩ Y ∈ t. Since t
does not contain the empty set, V (ϕ) ∩ Y 6= ∅.
We have thus shown that Θ has the finite intersection property. Then by the Ul-
trafilter Theorem, Θ can be extended to an ultrafilter u. From m∇(X) ∈ s and
{Y | m∆(Y ) ∩ m∆(X ∪ Y ) ∈ s} ⊆ u, it follows that R
uesu; moreover, from
{V (ϕ) | ϕ ∈ Γ′} ⊆ u, it follows that ue(M), u  Γ: since for any ϕ ∈ Γ, ϕ ∈ Γ′,
then V (ϕ) ∈ u, applying Prop. 17 we derive ue(M), u  ϕ.
Since the class of L(∇)-saturated models has the Hennessy-Milner property [8,
Prop. 3.9], we obtain the main result of this section: L(∇)-equivalence can be thought
of as L(∇)-bisimilarity between ultrafilter extensions.
Theorem 19. LetM andM′ be models and w ∈M, w′ ∈ M′. Then
(M, w) ≡L(∇) (M
′, w′)⇐⇒ (ue(M), piw)↔∆ (ue(M
′), piw′).
4.1.2 ∀-version
Another version is inspired by the canonical model given in [17, p. 232], which is in
fact equal to the canonical model originally given in [14], as shown in [6].
The canonical model M = 〈S,R, V 〉 for minimal contingency logic in [17] is
defined as follows:
• S = {Σ | Σ is a maximal consistent set}.
• RΣΓ iff for all ϕ, if for all ψ,∆(ψ ∨ ϕ) ∈ Σ, then ϕ ∈ Γ.
• For each p ∈ P and Σ ∈ S, Σ ∈ V (p) iff p ∈ Σ.
The following result is shown in [17, Lemma 2].
Proposition 20. Let Σ ∈ S. Then for all ϕ ∈ L(∇), for each p ∈ P ∪ {∇ϕ}, we have
p ∈ Σ ⇐⇒ Σ ∈ V (p).
Prop. 6 then gives us the following result.
Proposition 21. Let Σ ∈ S. Then for all ϕ ∈ L(∇), we have
ϕ ∈ Σ ⇐⇒ V (ϕ) ∈ piΣ.
The following is direct from Def. 12.
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Proposition 22. For all X,Y ,m∆(X) ∩m∆(Y ) ⊆ m∆(X ∩ Y ).
Once again, with the method in Sec. 3.1 in hand, we can obtain the ultrafilter exten-
sion in Kripke contingency logic. We call it ‘∀-version’, since the accessibility relation
Rue has the ∀-form.
Definition 23 (Ultrafilter Extension). Let M = 〈S,R, V 〉 be a model. The triple
ue(M) = 〈Uf(S), Rue, V ue〉 is the ultrafilter extension ofM, if
• Uf(S) = {s | s is an ultrafilter over S}.
• Ruest iff for all Y , ifm∆(X ∪ Y ) ∈ s for all X , then Y ∈ t.
• V ue(p) = {s ∈ Uf(S) | V (p) ∈ s}.
Proposition 24. For all formulas ϕ ∈ L(∇) and all ultrafilters s over S, we have
V (ϕ) ∈ s iff ue(M), s  ϕ. As a corollary, for all w ∈ S, we have (M, w) ≡L(∇)
(ue(M), piw).
Proof. By induction on ϕ ∈ L(∇). We only consider the case ∇ϕ.
First assume that ue(M), s  ∇ϕ. Then there exist t, u ∈ Uf(S) such that Ruest
and Ruesu and ue(M), t  ϕ and ue(M), u 2 ϕ. By induction hypothesis, V (ϕ) ∈ t
(i.e. V (ϕ) /∈ t) and V (ϕ) /∈ u. By definition of Rue, m∆(X ∪ V (ϕ)) /∈ s for
some X and m∆(Y ∪ V (ϕ)) /∈ s for some Y . Thus ∈ s and m∇(Y ∩ V (ϕ)) ∈ s.
Since s is closed under intersection, we havem∇(X ∩ V (ϕ)) ∩m∇(Y ∩ V (ϕ)) ∈ s.
Since s is closed under supersets, by Prop. 13, we infer thatm∇(V (ϕ)) ∈ s, and thus
V (∇ϕ) ∈ s.
Conversely, assume that V (∇ϕ) ∈ s, to show ue(M), s  ∇ϕ. By induction
hypothesis, we need to find two ultrafilters t, u over S such that Ruest and Ruesu and
V (ϕ) ∈ t and V (ϕ) /∈ u.
Now define Ξ = {Y | m∆(X ∪ Y ) ∈ s for all X}. We first show that Ξ is closed
under intersection. Let Y, Z ∈ Ξ. Then m∆(X ∪ Y ) ∈ s and m∆(X ∪ Z) ∈ s for
all X . Since s is closed under intersection, m∆(X ∪ Y ) ∩ m∆(X ∪ Z) ∈ s. Since
m∆(X ∪ Y )∩m∆(X ∪Z) ⊆ m∆(X ∪ (Y ∩Z)) (by Prop. 22) and s is closed under
supersets,m∆(X ∪ (Y ∩ Z)) ∈ s. SinceX is arbitrary, we have Y ∩ Z ∈ Ξ.
We now show that
For any Y ∈ Ξ, Y ∩ V (ϕ) 6= ∅ and Y ∩ V (ϕ) 6= ∅.
Let Y ∈ Ξ. Then m∆(X ∪ Y ) ∈ s for all X . By assumption and the fact that s
is closed under intersection, m∆(X ∪ Y ) ∩ V (∇ϕ) ∈ s for all X . Since s does not
contain the empty set, we havem∆(X∪Y )∩V (∇ϕ) 6= ∅ for allX . Thus there is an x
such that x ∈ m∆(X∪Y )∩V (∇ϕ) for allX . By x ∈ V (∇ϕ), there exist y, z ∈ R(x)
such that y ∈ V (ϕ) and z /∈ V (ϕ) (thus z ∈ V (ϕ)). We have also x ∈ m∆(X ∪ Y )
for allX . LettingX = V (ϕ), we get x ∈ m∆(V (ϕ) ∪ Y ), and then y ∈ V (ϕ) ∪ Y iff
z ∈ V (ϕ)∪Y , then y ∈ V (ϕ)∪Y , and hence y ∈ Y . This implies that Y ∩V (ϕ) 6= ∅.
Now letting X = ∅, we get x ∈ m∆(Y ), and then y ∈ Y iff z ∈ Y , therefore z ∈ Y ,
which implies that Y ∩ V (ϕ) 6= ∅.
Then similar to the corresponding part of the proof of Prop. 17, we can find two
states t, u ∈ Uf(S) with Ruest and Ruesu and V (ϕ) ∈ t and V (ϕ) /∈ u.
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Proposition 25. LetM be a model. Then ue(M) is L(∇)-saturated.
Proof. Given any set Γ ⊆ L(∇), and any ultrafilter s over S, suppose that Γ is fi-
nitely satisfiable in the set of successors of s, to show that Γ is satisfiable in the set of
successors of s. For this, we define the following set
Θ = {V (ϕ) | ϕ ∈ Γ′} ∪ {Y | m∆(X ∪ Y ) ∈ s for all X},
where Γ′ is the set of finite conjunctions of formulas in Γ. In the following we will
show that Θ has the finite intersection property.
Prop. 24 has shown that {Y | m∆(X ∪ Y ) ∈ s for all X} is closed under in-
tersection. Moreover, {V (ϕ) | ϕ ∈ Γ′} is closed under intersection, as shown be-
low. Let A,B ∈ {V (ϕ) | ϕ ∈ Γ′}. Then A = V (ϕ) and B = V (ψ) for some
ϕ, ψ ∈ Γ′. One may easily verify that A ∩ B = V (ϕ ∧ ψ) and ϕ ∧ ψ ∈ Γ′, and thus
A ∩B ∈ {V (ϕ) | ϕ ∈ Γ′}.
Next we show that for any ϕ ∈ Γ′ and Y ⊆ S for whichm∆(X∪Y ) ∈ s for all X ,
we have V (ϕ)∩Y 6= ∅. By ϕ ∈ Γ′ and supposition, there is an ultrafilter t over S such
that Ruest and ue(M), t  ϕ. By Prop. 24, V (ϕ) ∈ t; by Ruest and the definition of
Rue, Y ∈ t. Since t is closed under intersection, we obtain V (ϕ) ∩ Y ∈ t. Since t
does not contain the empty set, V (ϕ) ∩ Y 6= ∅.
We have thus shown that Θ has the finite intersection property. Now by the Ul-
trafilter Theorem, Θ can be extended to an ultrafilter u. From {Y | m∆(X ∪ Y ) ∈
s for all X} ⊆ u, it follows that Ruesu; moreover, from {V (ϕ) | ϕ ∈ Γ′} ⊆ u, it
follows that ue(M), u  Γ: since for any ϕ ∈ Γ, ϕ ∈ Γ′, then V (ϕ) ∈ u, applying
Prop. 24 we derive ue(M), u  ϕ.
Since the class of L(∇)-saturated models has the Hennessy-Milner property [8,
Prop. 3.9], we obtain the main result of this article: modal equivalence can be thought
of as L(∇) equivalence between ultrafilter extensions.
Theorem 26. LetM andM′ be models and w ∈M, w′ ∈ M′. Then
(M, w) ≡L(∇) (M
′, w′)⇐⇒ (ue(M), piw)↔∆ (ue(M
′), piw′).
4.2 Neighborhood contingency logics
Given a neighborhood modelM = 〈S,N, V 〉, the non-contingency operator is inter-
preted in the following.
M, s  ∆ϕ ⇐⇒ V (ϕ) ∈ N(s) or V (ϕ) ∈ N(s)
Where V (ϕ) = {w ∈ S | M, w  ϕ}.
Define mC(X) = {s ∈ S | X ∈ N(s) orX ∈ N(s)}. It is obvious that
mC(X) = mC(X) andmC(V (ϕ)) = V (∆ϕ).
Recall that in the completeness of classical contingency logic CCL [7], the canon-
ical modelM = 〈S,N, V 〉 is defined as follows:
• S = {Σ | Σ is a maximal consistent set}
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• N(Σ) = {|ϕ| | ∆ϕ ∈ Σ}, where |ϕ| = {Σ ∈ S | ϕ ∈ Σ}
• For each p ∈ P, Σ ∈ V (p) iff p ∈ Σ.
The following is a standard result in classical contingency logic [7, Lemma 1].
Proposition 27. Let Σ ∈ S. Then for all ϕ ∈ L(∇), for each p ∈ P ∪ {∇ϕ}, we have
p ∈ Σ iff Σ ∈ V (p).
Then Prop. 6 gives us the following result.
Proposition 28. Let Σ ∈ S. Then for all ϕ ∈ L(∇), we have
ϕ ∈ Σ iff V (ϕ) ∈ piΣ.
Now applying the method in Sec. 3.1, we obtain the notion of ultrafilter extensions
in classical contingency logics.
Definition 29 (Ultrafilter extensions). LetM = 〈S,N, V 〉 be a neighborhood model.
The triple ue(M) = 〈Uf(S), Nue, V ue〉 is the ultrafilter extension ofM, if
• Uf(S) = {s | s is an ultrafilter over S}
• Nue(s) = {X̂ | mC(X) ∈ s}, where X̂ = {s ∈ Uf(S) | X ∈ s}.
• For each p ∈ P and s ∈ Uf(S), s ∈ V ue(p) iff V (p) ∈ s.
For all s ∈ Uf(S) and for all X ⊆ S, we can show X̂ = ̂X . With this and the fact
that mC(X) = mC(X), we can show that N
ue is closed under complements, in that
for all U ⊆ Uf(S), if U ∈ Nue(s), then U ∈ Nue(s).
Proposition 30. For all formulas ϕ ∈ L(∇) and all ultrafilters s over S, we have
V (ϕ) ∈ s iff ue(M), s  ϕ. As a corollary, for all w ∈ S, we have (M, w) ≡L(∇)
(ue(M), piw).
Proof. By induction on ϕ ∈ L(∇). The only nontrivial case is ∆ϕ. For this, we have
the following equivalences:
ue(M), s  ∆ϕ
⇐⇒ V ue(ϕ) ∈ Nue(s) or V ue(ϕ) ∈ Nue(s)
IH
⇐⇒ V̂ (ϕ) ∈ Nue(s) or V̂ (ϕ) ∈ Nue(s)
⇐⇒ V̂ (ϕ) ∈ Nue(s) or ̂V (ϕ) ∈ Nue(s)
⇐⇒ mC(V (ϕ)) ∈ s ormC(V (ϕ)) ∈ s
⇐⇒ mC(V (ϕ)) ∈ s
⇐⇒ V (∆ϕ) ∈ s
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In the remainder of this section, we show that L(∇)-equivalence can be character-
ized as nbh-∆-bisimilarity-somewhere-else.6 For this, we need to introduce a notion
of ∆-saturation for L(∇) in the neighborhood setting, called ‘L∆-saturation’ in [1,
Def. 11].
Definition 31 (∆-saturation). Let M = 〈S,N, V 〉 be a neighborhood model. A set
X ⊆ S is ∆-compact, if every set of L(∇)-formulas that is finitely satisfiable in X
is itself also satisfiable in X . M is said to be ∆-saturated, if for all s ∈ S and all
≡L(∇)-closed neighborhoodsX ∈ N(s), bothX andX are∆-compact.
It is shown in [1, Thm.1] that the class of∆-saturated models is a Hennessy-Milner
class. That is, on ∆-saturated modelsM andM′ and states s inM and s′ inM′, if
(M, s) ≡L(∇) (M
′, s′), then (M, s) ∼∆ (M′, s′).
Proposition 32. LetM be a neighborhood model. Then ue(M) is∆-saturated.
Proof. Given any s ∈ Uf(S) and any ≡L(∇)-closed neighborhood X̂ ∈ N
ue(s), to
show X̂ and X̂ are both ∆-compact. Since Nue is closed under complements and
X̂ = ̂X , it is sufficient to show that X̂ is∆-compact [5, p. 6].
Suppose that Π ⊆ L(∇) is finitely satisfiable in X̂ . This means that for any finite
set {ϕ1, · · · , ϕm} ⊆ Π, there exists u ∈ X̂ such thatMue, u  ϕ1 ∧ · · · ∧ ϕm. By
Prop. 30, V (ϕ1)∩ · · · ∩V (ϕm) = V (ϕ1 ∧ · · · ∧ϕm) ∈ u. By u ∈ X̂ ,X ∈ u. Since u
is closed under intersection, V (ϕ1) ∩ · · · ∩ V (ϕm)∩X ∈ u. Since u does not contain
the empty set, it follows that V (ϕ1) ∩ · · · ∩ V (ϕm) ∩X 6= ∅.
Because ϕ1, · · · , ϕm are arbitrary, the set {V (ϕ) | ϕ ∈ Π} ∪ {X} has the finite
intersection property. By the Ultrafilter Theorem, there is an u′ ∈ Uf(S) such that
{V (ϕ) | ϕ ∈ Π} ∪ {X} ⊆ u′. From {V (ϕ) | ϕ ∈ Π} ⊆ u′ and Prop. 30, it follows
that ue(M), u′  Π; from X ∈ u′, it follows that u′ ∈ X̂ . Therefore, Π is satisfiable
in X̂ .
Since the class of∆-saturated models is a Hennessy-Milner class, we obtain a char-
acterization of L(∇)-equivalence as nbh-∆-bisimilarity-somewhere-else — namely,
between ultrafilter extensions.
Theorem 33. LetM andM′ be neighborhood models. Then
(M, w) ≡L(∇) (M
′, w′) ⇐⇒ (ue(M), piw) ∼∆ (ue(M
′), piw′).
5 Conclusion
In this paper, we proposed a uniform method of constructing ultrafilter extensions out
of canonical models, based on the similarity between ultrafilters and maximal consist-
ent sets. We illustrated this method with ultrafilter extensions of models for normal
modal logics and for classical modal logics, which can help us understand why the
6As for the definition of nbh-∆-bisimilarity, refer to [1, Def. 9]; this definition is simplified in [5].
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known ultrafilter extensions are so defined. We then applied it to obtain ultrafilter ex-
tensions of any Kripke model and of any neighborhood model for contingency logic.
Our results also hold for multi-modal cases.
Although we only investigated ultrafilter extensions of any Kripke/neighborhood
model for standard modal logic and contingency logic, we believe our method also
works for many other logics, special models (monotonic models, regular models, re-
flexive models, etc.), and many other semantics (algebraic semantics, coalgebraic se-
mantics, etc.). Once we have the canonical model of a logic, we can construct the
notion of ultrafilter extension, by using the above-mentioned uniform method, in an
automatic way. With suitable notions of bisimilarity and saturation, we can show the
ultrafilter extension is as desired.
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