Although the classical LQR design method has been very successful in real world engineering designs, in some cases, the classical design method needs modifications because of the saturation in actuators. This modified problem is sometimes called the constrained LQR design. For discrete systems, the constrained LQR design problem is equivalent to a convex quadratic programming problem with box constraints. We will show that the interior-point method is very efficient for this problem because an initial interior point is available, a condition which is not true for general convex quadratic programming problem. We will devise an effective and efficient algorithm for the constrained LQR design problem using the special structure of the box constraints and a recently introduced arc-search technique for the interior-point algorithm. We will prove that the algorithm is polynomial and has the best-known complexity bound O( √ n log(1/ǫ)) for the convex quadratic programming. The proposed algorithm is implemented in MATLAB. An example for the constrained LQR design is provided to show the effectiveness and efficiency of the design method. The proposed algorithm can easily be used for model predictive control.
Introduction
The LQR design of linear control system theory has been proven to be one of the most effective ways to design real world control systems because, in many cases, the linear system model has adequate accuracy and fidelity to describe the real world systems, the design method has manageable complexity, and is better understood and more mature than the design methods in nonlinear system theory. For example, a beautiful application that demonstrated all these nice features is described in [18] . One of the major obstacles in some applications for the LQR design or, in general, the classical linear control system theory is that it does not consider the reality that the actuators have some saturation limits. This drawback in the linear control system theory has been addressed by many people and some of the latest results are presented in some recently published books such as [11] [25] . Two of the most attractive and related methods are the constrained LQR design [4, 21] and the Model Predictive Control (MPC) design [17, 2] , both involve solving some convex quadratic programming.
In [21] , a general framework of the constrained LQR problem is formulated. The problem can be represented as a standard convex quadratic programming with N r + N m variables, where N is the number of horizons, m is the number of control inputs, and r is the number of states. This problem is then solved by using two interior-point methods, The first method is similar to the one proposed in [9] , the second method is similar to the one proposed in [13] . The analysis and computational experience demonstrate the same frustration that the interior-point algorithms with desirable theoretical properties (polynomial complexity) tend to be slow in computation, while little can be proven about the algorithms (such as Mehrotra Predictor Corrector algorithm [12, 20] ) that perform much better in practice.
MPC design is a very active research area which has many industry applications [16] and numerous theoretical investigations [1] . A very attractive and important method is proposed in [2] where a general frame work of model predictive control problem is formulated. To reduce the on-line computational burden, the off-line design strategy is emphasized. The problem is solved by a multi-parametric program in which some convex quadratic programming will be solved repeatedly. Further considerations on efficiency is discussed recently by many people, for example [19] . These papers focus on the off-line strategy but pays no attention to the development of the best convex quadratic programming method for the MPC design.
In this paper, we will consider constrained LQR design problem in which the actuators have lower and upper bounds. This problem is slightly simpler than the problems considered in [21, 2, 19] but is still general enough for most real world problems. We will show, by using the state space equations, that the number of the variables of the constrained LQR problem described in [21] can easily be reduced from N r + N m to N m and all equality constraints can be removed. This means that the reduced problem is not only much smaller but also has a special structure which is called convex quadratic programming subject to box constraints. We will solve the reduced problem by an interior-point algorithm that searches the optimizer along an arc that approximates the central path. This algorithm is similar to a recently developed algorithm [24] but it is especially designed for convex quadratic programming subject only to the box constraints and it is more efficient than the algorithm in [24] because of two improvements due to the special structure: (1) the enlarged search neighborhood, and (2) an explicit initial interior point (finding an initial interior point may be a major obstacle for feasible interior-point methods). We will show that this algorithm has both desirable theoretical properties (polynomial complexity) and superior performance in computation because of the above mentioned improvements. Although the idea of the proof of polynomiality is similar to that used in [24] , we provided the proof in the appendix for several reasons: (1) it also shows the enlarged search neighborhood comparing to the linearly constrained convex quadratic programming, (2) some special cares are needed for box constraints, and (3) the completeness.
We have implemented the algorithm in MATLAB. We will demonstrate by some numerical LQR design example that the proposed constrained LQR design is very effective and efficient.
The remainder of the paper is organized as follows. Section 2 introduces notations and some technical lemmas that will be used in the rest of the paper. Section 3 discusses the constrained LQR design and convex quadratic programming with box constraints. Section 4 describes the central path of quadratic programming with box constraints. Section 5 proposes an arc-search algorithm for the convex quadratic programming with box constraints. Section 6 gives convergence analysis. Section 7 addresses implementation issues. Section 8 presents some LQR design example. Section 9 summarizes the conclusions. Some technical proofs are in the appendix to enhance the readability of the paper.
Some Notations and Technical Lemmas
Throughout the paper, we will use notations adopted in [24] . We denote n-dimensional vector space by R n , n × m-dimensional matrix space by R n×m , Hadamard (element-wise) product of two vectors y ∈ R n and λ ∈ R n by y • λ, the ith component of y by y i , element-wise division of the two vectors by y λ if min |λ i | > 0, the Euclidean norm of y by y , the identity matrix of any dimension by I, the vector of all ones with appropriate dimension by e, element-wise absolute value vector by |y| = [|y 1 |, . . . , |y n |]
T .
To simplify the notation for block column vectors, we will denote, for example, [y T , λ T ] T by (y, λ). For vectors x ∈ R n , y ∈ R n , z ∈ R n , λ ∈ R n , and γ ∈ R n , we will use capital letters X, Y , Z, Λ, and Γ for some related diagonal matrices whose diagonal elements are the components of the corresponding vectors. For example, we will use Λ = diag(λ) and Γ = diag(γ) for the diagonal matrices. For a matrix H ∈ R n×n , we use H ≥ 0 if H is positive semidefinite, and H > 0 if H is positive definite. Finally, we define an initial point of any algorithm by x 0 , the point after the kth iteration by x k .
We will also use some technical lemmas which are independent of the problem. The first two simple lemmas are given in [22] .
Lemma 2.1 Let p > 0, q > 0, and r > 0 be some constants.
The following Lemma is proved in [14] .
Lemma 2.3 Let u, v, and w be real vectors of same size satisfying u + v = w and u
The next technical lemma is from [20, page 88] .
Lemma 2.4 Let u and v be the vectors of the same dimension, and
We will use the famous Cardano's formula which can be found in [15] .
Lemma 2.5 Let p and q be the real numbers that are related to the following cubic algebra equation
then the cubic equation has one real root that is given by
For quartic polynomials, the roots can also be represented by formulae, we do not list all the possible cases and solutions but refer to [10] for the detailed discussion. The last technical lemma in this section is as follows.
Lemma 2.6 Let u and v be the n-dimensional vectors. Then
Proof: Omitted.
Constrained LQR and Convex QP with Box Constraints
We will consider the following constrained LQR (or MPC) design problem. Let x ∈ R r be the system state, and u ∈ R m be the control vector. The discrete linear time-invariant system is given by
while fulfilling the constraints
where s = t, . . . , t + N − 1. Let P , Q, and R be positive definite matrices. The design is to optimize the following cost function
under the system dynamics equality constraints (2) and control saturation inequality constraints (3).
Given current state x t , this LQR (or MPC) design problem is a typical convex quadratic programming problems with N r + N m variables x t+1 , · · · , x t+N , u t , · · · , u t+N −1 . Though this problem can be directly solved as suggested by [4, 21] , it can be significantly reduced to an equivalent but much smaller convex quadratic programming problem subject only to box constraints. Denote
(4) can be rewritten as
Notice that x t is a constant vector, A j , P , Q, and R are constant matrices, the cost function (6) can be reduced to
Denote
and
where 0 are zero matrices with appropriate dimensions. The constrained LQR (or MPC) design is reduced further to
This is a convex quadratic programming problem with N m variables and 2N m box constraints, a much smaller and simpler problem than the original one. Let n = N m,
The LQR (or MPC) design problem can be written in a standard form of convex quadratic problem with box constraints:
where 0 < H ∈ R n×n is a positive definite matrix, c ∈ R n is given, and x ∈ R n is the control vector to be optimized. The remaining discussion of this paper is focused on the solution to the convex quadratic programming problem with box constraints described by (16) .
Central Path of Convex QP with Box Constraints
It is well known that x is an optimal solution of (16) if and only if x, λ, and γ meet the following KKT
Denote y = e − x ≥ 0, z = e + x ≥ 0. The KKT condition can be rewritten as
For the convex (QP) problem, the KKT condition is also sufficient for x to be a global optimal solution.
Denote the feasible set F as a collection of all points that meet the constraints (18a), (18b), (18c)
and the strictly feasible set F o as a collection of all points that meet the constraints (18a), (18b), and are strictly positive in (18c)
Similar to the linear programming, we define the central path C ∈ F o ⊂ F , as a curve in finite dimensional space parameterized by a scalar τ > 0 as follows. For each interior point (x, y, z, λ, γ) ∈ F o on the central path, there is a τ > 0 such that
Therefore, the central path is an arc that is parameterized as a function of τ and is denoted as
As τ → 0, the moving point (x(τ ), y(τ ), z(τ ), λ(τ ), γ(τ )) on the central path represented by (21) approaches the solution of (QP) represented by (16) . Throughout the paper, we make the following assumption.
Assumption:
Assumption 1 implies the existence of a central path. This assumption is always true for the LQR problem, and we will provide an explicit initial interior point in Section 7.
Let 1 > θ > 0, denote p = (y, z), ω = (λ, γ), and the duality gap
We define a set of neighborhood of the central path as
As we reduce the duality gap to zero, the neighborhood of N 2 (θ) will be a neighborhood of the central path that approaches the optimizer(s) of the QP problem, therefore, all points inside N 2 (θ) will approach the optimizer(s) of the QP problem.
where ω i are either λ i or γ i , and p i are either y i or z i , we have
5 An Arc-search Algorithm for Convex QP with Box Constraints
The idea of arc-search proposed in this paper is very simple. The algorithm starts from a feasible point in N 2 (θ) close to the central path, constructs an arc that passes through the point and approximates the central path, searches along the arc to a new point in a larger area N 2 (2θ) that reduces the duality gap p T ω and meets (21a), (21b), and (21c). The process is repeated by finding a better point close to the central path or on the central path in N 2 (θ) that simultaneously meets (21a), (21b), and (21c).
Following the idea used in [24] , we will use an ellipse E [6] in an appropriate dimensional space to approximate the central path C described by (21) , where
a ∈ R 5n and b ∈ R 5n are the axes of the ellipse, c ∈ R 5n is the center of the ellipse. Given a point
) ∈ E which is close to or on the central path, a, b, c are functions of α, (x, λ, γ, y, z), (ẋ,ẏ,ż,λ,γ), and (ẍ,ÿ,z,λ,γ), where (ẋ,ẏ,ż,λ,γ) and (ẍ,ÿ,z,λ,γ) are defined as
The first rows of (27) and (28) are equivalent to
The next 2 rows of (27) and (28) are equivalent tȯ
The last 2 rows of (27) and (28) are equivalent to
It has been shown in [22] that one can avoid the calculation of a, b, and c in the expression of the ellipse. The following formulas are used instead.
) be an arc defined by (26) passing through a point (x, y, z, λ, γ) ∈ E, and its first and second derivatives at (x, y, z, λ, γ) be (ẋ,ẏ,ż,λ,γ) and (ẍ,ÿ,z,λ,γ) which are defined by (27) and (28). Then an ellipse approximation of the central path is given by
We will also use a compact format for p(α) = (y(α), z(α)) and ω(α) = (λ(α), γ(α)), which are given
We denote the duality gap at point (x(α), p(α), ω(α)) as
Assuming (y, z, λ, γ) > 0, one can easily see that ifẏ y ,ż z ,λ λ ,γ γ ,ÿ y ,z z ,λ λ ,γ γ are bounded (we will show that this is true), and if α is small enough, then y(α) > 0, z(α) > 0, λ(α) > 0, and γ(α) > 0. We will also show that searching along this ellipse will reduce the duality gap, i.e., µ(α) < µ.
Lemma 5.1 Let (x, y, z, λ, γ) be a strictly feasible point of (QP), (ẋ,ẏ,ż,λ,γ) and (ẍ,ÿ,z,λ,γ) meet (27) and (28), (x(α), y(α), z(α), λ(α), γ(α)) be calculated using (33), (34), (35), (36), and (37), then the following conditions hold.
Proof: Since (x, y, z, λ, γ) is a strictly feasible point, the result follows from direct calculation by using (20) , (27), (28), and Theorem 5.1.
Lemma 5.2 Let (ẋ,ṗ,ω) be defined by (27), (ẍ,p,ω) be defined by (28), and H be positive definite matrix.
Then the following relations hold.ṗ
The equality holds if and only if ẋ = 0.
The equality holds if and only if ẍ = 0. (44) and (45) reduce to 
0 ≤ṗ
Proof: See Appendix A. (27) and (28).
Proof: See Appendix A.
Using the bounds established in Lemmas 5.2, 5.3, 5.4, and 2.2, we can obtain the lower bound and upper bound for µ(α).
Lemma 5.5 Let (x, p, ω) = (x, y, z, λ, γ) ∈ N 2 (θ), (ẋ,ẏ,ż,λ,γ) and (ẍ,ÿ,z,λ,γ) meet (27) and (28).
Let x(α), y(α), z(α), λ(α), and γ(α) be defined by (33), (34), (35), (36), and (37). Then,
To keep all the iterates of the algorithm inside the strictly feasible set, we need (p(α), ω(α)) > 0 for all iterations. We will prove that this is guaranteed if µ(α) > 0 holds. The following corollary states the condition for µ(α) > 0 to hold.
Corollary 5.1 If µ > 0, then for any fixed θ ∈ (0, 1), there is anᾱ > 0 depending on θ, such that for
Proof: From Lemmas 5.2 and 2.2, we haveẋ
Therefore, from Lemmas 5.5 and 5.3, we have
Since µ > 0, and r(α) is a monotonic decreasing function in [0,
there is a unique real solution sin(ᾱ) ∈ (0, 1) of r(α) = 0 such that for all sin(α) < sin(ᾱ), r(α) > 0 , or µ(α) > 0.
It is easy to check that if θ = 0.19, sin(ᾱ) = 0.6158 is the solution of r(α) = 0.
Remark 5.1 Corollary 5.1 indicates that for any θ ∈ (0, 1), there is a positiveᾱ such that for α ≤ᾱ, µ(α) > 0. Intuitively, to search in a wider region will generate a longer step. Therefore, the larger the θ is, the better. But to derive the convergence result, θ ≤ 0.22 is imposed in Lemma 5.9 and θ ≤ 0.19 is imposed in Lemma 5.13.
To reduce the duality gap in an iteration, we need to have µ(α) ≤ µ. For linear programming, it is known [22] that µ(α) ≤ µ for α ∈ [0,α] withα = π 2 , and the larger the α in the interval is, the smaller the µ(α) will be. This claim is not true for the convex quadratic programming with box constraints and it needs to be modified as follows.
Lemma 5.6 Let (x, p, ω) = (x, y, z, λ, γ) ∈ N 2 (θ), (ẋ,ẏ,ż,λ,γ) and (ẍ,ÿ,z,λ,γ) meet (27) and (28).
Let x(α), y(α), z(α), λ(α), and γ(α) be defined by (33), (34), (35), (36), and (37). Then, there existŝ
where
According to Theorem 5.1, Lemmas 5.1, 5.3, 5.4, and 5.6, if α is small enough, then (p(α), ω(α)) > 0, and µ(α) < µ, i.e., the search along the ellipse defined by Theorem 5.1 will generate a strictly feasible point with a smaller duality gap. Since (p, ω) > 0 holds in all iterations, reducing the duality gap to zero means approaching the solution of the convex quadratic programming. We will apply a similar idea used in [13, 23] , i.e., starting with an iterate in N 2 (θ), searching along the approximated central path to reduce the duality gap and to keep the iterate in N 2 (2θ), and then making a correction to move the iterate back to N 2 (θ). First, we will introduce the following notations.
We also define a quartic polynomial in terms of sin(α) as follows
Since q(α) is a monotonic increasing function of α ∈ [0, Lemma 5.7 Let (x, p, ω) = (x, y, z, λ, ω) ∈ N 2 (θ), (ẋ,ẏ,ż,λ,ω) and (ẍ,ÿ,z,λ,ω) be calculated from (27) and (28). Denote sin(α) be the only positive real solution of (56) 
) and µ(α) be updated as follows
Then (x(α), y(α), z(α), λ(α), γ(α)) ∈ N 2 (2θ).
Proof: See Appendix A. Lemma 5.8 Let (x, p, ω) ∈ N 2 (θ), (ẋ,ṗ,ω) and (ẍ,p,ω) meet (27) and (28). Then
Corollary 5.1, Lemmas 5.7, and 5.9 prove the feasibility of searching optimizer along the ellipse. To move the iterate back to N 2 (θ), we use the direction (∆x, ∆y, ∆z, ∆λ, ∆γ) defined by
and we update (x k+1 , p k+1 , ω k+1 ) and µ k+1 by
where ∆p = (∆y, ∆z) and ∆ω = (∆λ, ∆γ). Denote
. Then, the last 2 rows of (63) can be rewritten as
Now, we show that the correction step brings the iterate from N 2 (2θ) back to N 2 (θ).
Lemma 5.10 Let (x(α), p(α), ω(α)) ∈ N 2 (2θ) and (∆x, ∆p, ∆ω) be defined as in (63). Let (x k+1 , p k+1 , ω k+1 )
be updated by using (64). Then, for θ ≤ 0.29 and
Next, we show that the combined step (searching along the arc in N 2 (2θ) and moving back to N 2 (θ))
will reduce the duality gap of the iterate, i.e., µ k+1 < µ k , if we select some appropriate θ and α. We introduce the following two Lemmas before we prove this result.
Lemma 5.11 Let (x(α), p(α), ω(α)) ∈ N 2 (2θ) and (∆x, ∆p, ∆ω) be defined as in (63). Then
Lemma 5.12 Let (x(α), p(α), ω(α)) ∈ N 2 (2θ) and (∆x, ∆p, ∆ω) be defined as in (63). Let (x k+1 , p k+1 , ω k+1 )
be defined as in (64). Then
Proof: Using the fact that p(α)
T ∆ω + ω(α) T ∆p = 0 established in (110) in the proof of Lemma 5.10, and Lemma 5.11, it is therefore straightforward to obtain
This proves the lemma.
For linear programming, it is known [13, 22] that µ k+1 = µ(α). This claim is not always true for the convex quadratic programming as is pointed out in Lemma 5.12. Therefore, some extra work is needed to make sure that the duality gap will be reduced in every iteration.
Remark 5.3
As we have seen in this section that starting with (x 0 , p 0 , ω 0 ), the interior-point algorithm proceeds with finding (
In view of the proofs of Lemmas 5.7, 5.10, and 5.13, the positivity of (x(α), p(α), ω(α)) > 0 and We summarize all the results in this section as the following theorem.
Proof: From Corollary 5.1 and Lemma 5.9, we can select sin(α) ≤ min{sin(α), sin(ᾱ)}. Therefore, Lemma 5.7 holds, i.e., (x(α), p(α), ω(α)) ∈ N 2 (2θ). Since sin(α) ≤ sin(ᾱ) and (x(α), p(α), ω(α)) ∈ N 2 (2θ), Lemma 5.10 states (x k+1 , p k+1 , ω k+1 ) ∈ N 2 (θ). For θ = 0.19 and sin(α) = θ √ n , Lemma 5.13
. This finishes the proof.
Remark 5.4
It is worthwhile to point out that θ = 0.19 for the box constrained quadratic optimization problem is larger than the θ = 0.148 for linearly constrained quadratic optimization problem. This makes the searching neighborhood larger and the following algorithm more efficient in computation than the algorithm in [24] .
We present the proposed method as the following Algorithm 5.1 (Arc-search path-following)
. for iteration k = 1, 2, . . .
Step 1: Solve the linear systems of equations (27) and (28) to get (ẋ,ṗ,ω) and (ẍ,p,ω).
Step 2: Let sin(α) = θ √ n . Update (x(α), p(α), ω(α)) and µ(α) by (57) and (58).
Step 3: Solve (63) to get (∆x, ∆p, ∆ω), update (x k+1 , p k+1 , ω k+1 ) and µ k+1 by using (64) and (65).
Step 4: Set k + 1 → k. Go back to Step 1.
end (for)

Convergence Analysis
The first result in this section extends a result of linear programming (c.f. [20] ) to convex quadratic programming subject to box constraints.
Proof: First, x is bounded because −e ≤ x ≤ e. Since x + y = e and −e ≤ x ≤ e, we have 0 ≤ y = e − x ≤ 2e. Since x − z = −e, we have 0 ≤ z = x + e ≤ 2e. Therefore, y and z are also bounded. Let (x,ȳ,z,λ,γ) be any fixed point in F o , and (x, y, z, λ, γ) be any point in F with y
Using the relations x − e = −y and x + e = z, we have
This leads toz
or in a compact formp
Sine (p,ω) > 0 is fixed, let
i.e., for i ∈ {1, · · · , n},
The following theorem is a direct result of Lemmas 6.1, 5.1, Theorem 5.2, KKT conditions, Theorem A.2 in [20] .
Theorem 6.1 Suppose that Assumption 1 holds, then the sequence generated by Algorithm 5.1 converges to a set of accumulation points, and all these accumulation points are global optimal solutions of the convex quadratic programming subject to box constraints.
Let (x * , p * , ω * ) be any solution of (17) , following the notation of [3] , we denote index sets B, S, and
According to Goldman-Tucker theorem [7] , for the linear programming, B ∩ S = ∅ = T and B ∪ S = {1, . . . , 2n}. A solution with this property is called strictly complementary. This property has been used in many papers to prove the locally super-linear convergence of interior-point algorithms in linear programming. However, it is pointed out in [8] that this partition does not hold for general quadratic programming problems. We will show that as long as a convex quadratic programming subject to box constraints has strictly complementary solution(s), an interior-point algorithm will generate a sequence to approach strict complementary solution(s). As a matter of fact, from Lemma 6.1, we can extend the result of [20, Lemma 5.13 ] to the case of convex quadratic programming subject to box constraints, and obtain the following lemma which is independent of any algorithm.
Lemma 6.2 Let µ 0 > 0, and ρ ∈ (0, 1). Assume that the convex QP (16) has strictly complementary solution(s). Then for all points (x, p, ω) with (x, p, ω) ∈ F o , p i ω i > ρµ, and µ < µ 0 , there are constants M , C 1 , and C 2 such that
Proof: The first result (73) follows immediately from Lemma 6.1 by setting
be any strictly complementary solution. Since (x * , p * , ω * ) and (x, p, ω) are both feasible, we have
Therefore,
Since (x * , y * , z * , λ * , γ * ) = (x * , p * , ω * ) is strictly complementary solution, T = ∅, p * i = 0 for i ∈ S, and ω * i = 0 for i ∈ B. Since p T ω = 2nµ, (p * ) T ω * = 0, from (76), we have
Since each term in the summations is positive and bounded above by 2nµ, we have for any i ∈ S, ω * i > 0, therefore,
This leads to max
i∈S p i ≤ 2nµ min i∈S sup (p * ,ω * )∈ΩD ω * i . Similarly, max i∈B ω i ≤ 2nµ min i∈B sup (p * ,ω * )∈ΩP p * i .
Combining these 2 inequalities gives
This proves (74). Finally, p i ω i ≥ ρµ, hence for any i ∈ S,
Similarly, for any i ∈ B,
Lemma 6.2 leads to the following
θ) be generated by Algorithms 5.1. Assume that the convex QP with box constraints has strictly complementary solution(s). Then every limit point of the sequence is a strictly complementary solution of the convex quadratic programming with box constraints, i.e., 
every limit point will meet (78) due to the fact that C 2 ρ is a constant.
We now show that the complexity bound of Algorithm 5.1 is O( √ n log(1/ǫ)). We need the following theorem from [20] for this purpose.
Theorem 6.3 Let ǫ ∈ (0, 1) be given. Suppose that an algorithm for solving (17) generates a sequence of iterations that satisfies
for some positive constants δ and χ. Suppose that the starting point
there exists an index K with
Combining Lemma 5.13 and Theorems 6.3 gives Theorem 6.4 The complexity of Algorithm 5.1 is bounded by O( √ n log(1/ǫ)).
Implementation Issues
Algorithm 5.1 is presented in a form that is convenient for the convergence analysis. Some implementation details that make the algorithm effective and efficient are discussed in this section.
Termination criterion
Algorithm 5.1 needs a termination criterion in real implementation. One can use
An alternate criterion is similar to the one used in linprog [26] 
For feasible interior-point algorithms, an important prerequisite is to start with a feasible interior point.
While finding an initial feasible point may not be a simple and trivial task for even linear programming with equality constraints [5] , for quadratic programming subject to box constraints, finding the initial point is not an issue. We show that the following initial point (x 0 , y 0 , z 0 , λ 0 , γ 0 ) is an interior point,
It is easy to see that this selected point meets (20) . Therefore, we will show that it meets (24) . Since
we have, for θ = 0.19,
Step size
Directly using sin(α) = θ √ n in Algorithm 5.1 provides an effective formula to prove the polynomiality.
However, this choice of sin(α) is too conservative in practice because this search step in N 2 (2θ) is too small and the speed of duality gap reduction is slow. A better choice of sin(α) should have a larger step in every iteration so that the polynomiality is reserved and fast convergence is achieved. In view of Remark 5.3, conditions that restrict step size are positivity conditions, proximity conditions, and duality reduction condition. We examine how to enlarge the step size under these restrictions.
First, from (104) and (113), µ(α) > 0 is required for positivity conditions (p(α), ω(α)) > 0 and (p k+1 , ω k+1 ) > 0 to hold. Since sin(ᾱ) estimated in Corollary 5.1 is conservative, we find a betterᾱ directly from (54).
where σ > 0 is a small number, and f (sin(α)) is a monotonic decreasing function of sin(α) with f (sin(0)) = 1 and f (sin( 
Applying the second inequality of (45) to θ n ṗ Tω +p Tω sin(α)(1 − cos(α)), we can easily show that
where q(α) is defined in (56). Therefore, the smallest positive solutionὰ of p(α) is larger than the smallest positive solutionα of q(α). We will show that for sin(α) ∈ [0, sin(ὰ)], the proximity condition (103) holds.
Since for sin(α) ∈ [0, sin(ὰ)], p(α) ≤ 0, we have
Substituting this inequality into (102) gives
This is the proximity condition for (
Sincep(α) ≥ p(α), the smallest positive solutionά ofp(α) is smaller than smallest positive solutionὰ of p(α). To estimate the smallest solution ofά, by noticing thatp(α) is a monotonic increasing function of α andp(0) = −θµ < 0, we can simply use the bisection method. The computational cost is impendent of the problem size n and is negligible. Since both estimated step sizesά andα guarantee the proximity condition for (x(α), y(α), z(α), λ(α), γ(α)) to hold, we selectα = max{ά,α} ≥α which guarantees the polynomiality claim to hold.
Third, from (121a) and Lemma 5.5, we have
For µ k+1 ≤ µ k to hold, we need
For the sake of convenience in convergence analysis, a conservative estimate is used in Lemma 5.13.
For efficient implementation, the following solution should be adopted. Denote u = θ 2 (1+2θ) , to minimize the upper bound of the duality gap, we can find the solution of F ′ (z) = 0. It is easy to check from discriminator [15] that the cubic polynomial F ′ (z) has only one real solution which is given by (see Lemma 2.5)
, the upper bound of the duality gap is minimized. Therefore, we can definȇ
It is worthwhile to note that for α <α, F ′ (sin(α)) < 0, i.e., F (sin(α)) is a monotonic decreasing function
We summarize the step size selection process as a simple algorithm as follows.
Algorithm 7.1 (Step Size Selection)
Data: σ > 0.
Step 1: Find the positive real solution of (84) to get sin(ᾱ)
Step 2: Find the smallest positive real solution of (88) to get sin(ά), the smallest positive real solution of (56) to get sin(α), and set sin(α) = max{sin(α), sin(ά)}.
Step 3: Calculateα given by (89)
Step 4: The step size is obtained as sin(α) = min{sin(ᾱ), sin(α), sin(α)}.
The practical implementation
Therefore, Algorithm 5.1 can be implemented as follows.
Algorithm 7.2 (Arc-search path-following)
Data: H ≥ 0, c, n, θ = 0.19, ǫ > σ > 0.
Step 0: Find initial point (x 0 , p 0 , ω 0 ) ∈ N 2 (θ) using (82), κ using (81), and µ 0 using (83).
while κ > ǫ
Step 1: Compute (ẋ,ṗ,ω) and (ẍ,p,ω) using (27) and (28).
Step 2: Select sin(α) using Algorithm 7.1. Update (x(α), p(α), ω(α)) and µ(α) using (57) and (58).
Step 3: Compute (∆x, ∆p, ∆ω) using (63), update (x k+1 , p k+1 , ω k+1 ) and µ k+1 using (64) and (65).
Step 4: Computer κ using (81).
Step 5: Set k + 1 → k. Go back to Step 1.
end (while)
Remark 7.1 The condition µ > σ guarantees that the equation (84) has a positive solution before terminate criterion is met.
A design example
In this section, we will use the design example of [4] to demonstrate the effectiveness and efficiency of the proposed algorithm. The linear time-invariant system under consideration is given by
with the initial state given by x t = [15, 5] T . The control constraints are
The problem is to minimize
where the matrices P , Q, and scalar R are given by
This problem arises from discretization of the continuous-time problem of minimizing 
Conclusions
This paper proposes an arc-search interior-point algorithm for convex quadratic programming subject to box constraints that searches the optimizers along ellipses that approximate the central path. The saturation constrained LQR design is one such problem. The algorithm is proved to be polynomial with the complexity bound O( √ n log(1/ǫ)). A constrained LQR design example from [4] is provided to demonstrate how the algorithm works. Preliminary test on this simple design problem shows that the proposed algorithm is promising. A MATLAB M-file implementation of Algorithm 7.2 is available from the author.
Appendix A: Proofs of Technical Lemmas
Proof of Lemma 5.2:
From (30), we haveẋ
(41) and (42) follow from the first two equations and the fact that H is positive definite. The last equation
gives (43). Using (41), (42), and (43) gives
which is the first inequality of (44). Using (41), (42), and (43) also gives
which is the second inequality of (44). Replacingẋ(1 − cos(α)) andẍ sin(α) byẋ sin(α) andẍ(1 − cos(α)), and following the same method, we can obtain (45).
Proof of Lemma 5.3:
From the last two rows of (27) or equivalently (31), we have Λẏ + Yλ = ΛY e Γż + Zγ = ΓZe.
Pre-multiplying Y 
Since p i > 0 and ω i > 0, dividing both sides of the inequality by min j p i ω i and using (25) gives
This proves (47). Combining (47) and Lemma 2.1 yields
Therefore, using (25) and Cauchy-Schwarz inequality yieldṡ
which is the second inequality of (49). From Lemma 5.2,ṗ Tω =ẋ T (γ −λ) =ẋ T Hẋ ≥ 0, we have the first inequality of (49).
Proof of Lemma 5.4:
Similar to the proof of Lemma 5.3, from (32), we have
and 
Dividing both sides of the inequality by µ and using (25) gives
Proof of Lemma 5.5:
Using (34), (36), (31), and (32), we have
Using (35), (37), (31), (32), and a similar derivation of (98), we have
Combining (98) and (99) gives
Dividing the both side by 2n proves the second inequality of the lemma. Combining (100) and (45) proves the first inequality of the lemma. 
Hence, the point (x(α), p(α), ω(α)) satisfies the proximity condition for N 2 (2θ). To check the positivity condition (p(α), ω(α)) > 0, note that the initial condition (p, ω) > 0. It follows from (103) and Corollary 5.1 that, for sin(α) ≤ sin(ᾱ) and θ < 0.5,
Therefore, we cannot have p i (α) = 0 or ω i (α) = 0 for any index i when α ∈ [0, sin −1 (ᾱ)]. This proves (p(α), ω(α)) > 0.
Proof of Lemma 5.8:
therefore, we need only to show that q( (1 − θ) 3 n 2 + n(1 + θ)
(1 − θ) 2 n 
Therefore, (p k+1 (t), ω k+1 (t)) > 0 for t ∈ [0, 1], i.e., (p k+1 , ω k+1 ) > 0. This finishes the proof.
Proof of Lemma 5.11:
The first inequality of (67) follows from (108). Pre-multiplying both sides of (66) by P 
Dividing both sides by µ(α) and using p i (α)ω i (α) ≥ µ(α)(1 − 2θ) yields
i.e., ∆p p(α) 
This gives
Using Cauchy-Schwarz inequality, we have
T ∆ω ω(α)
This proves the lemma. (1 − θ) 2 sin 3 (α) 1 + δ 0 n (121b)
