An explicit formula is obtained for the prediction error of a future value of a stationary process when the inÿnite past is altered by some missing observations with an arbitrary pattern. Then the autoregressive representation of the predictor is derived and the processes for which the missing observations in the past do not a ect the prediction of a future value are characterized. Some properties for autoregressive processes and for moving average processes with ÿnite orders are established.
Introduction
Let (X k ) k∈Z be a zero mean weakly stationary stochastic process. The problem of ÿnding the best linear mean square predictorX 0 of X 0 based on the inÿnite past {X k ; k 6 − 1} is of fundamental interest. This problem was studied by Kolmogorov and Wiener in the forties, and the spectral representation and the Wold decomposition theorems are the two most powerful tools for solving it, see Kolmogorov (1941) .
Assume that the observations X −n1 ; : : : ; X −nN are missing in the past, and letX 0 be the best linear mean square predictor of X 0 based on the incomplete past {X k ; k 6 − 1; k = − n 1 ; : : : ; −n N }. In the case where n 1 = 1; : : : ; n N = N ,X 0 is the (N + 1)-step predictor of X 0 which is easily calculated from the Wold decomposition of (X k ), see for instance (Brockwell and Davis, 1991, p. 189) . When n 1 ; : : : ; n N are arbitrary integers, Cheng and Pourahmadi (1997) proposed an algorithm to computeX 0 whose idea is the following. Let X −k1 ; : : : ; X −kK be the observed values of the process between the moments k = − n N and k = 0. We have K = n N − N . The observation space is decomposed as the orthogonal sum sp{X k ; k 6 − 1; k = − n 1 ; : : : ; −n N } = sp{X k ; k ¡ − n N } + sp{Y 1 ; : : : ; Y K };
where Y i = X −ki −X −ki andX −ki is the orthogonal projection of X −ki onto sp{X k ; k ¡ − n N }. Next, the space sp{Y 1 ; : : : ; Y K } is decomposed into the sum of K orthogonal one-dimensional subspaces by means of the Gram-Schmidt procedure (innovation algorithm). Hence, the observation space is decomposed as the sum of K + 1 orthogonal subspaces, andX 0 is the sum of the projections of X 0 onto each subspace. The projection of X 0 onto the inÿnite-dimensional subspace sp{X k ; k ¡−n N } is the (n N +1)-step predictor of X 0 , and computing a projection onto a one-dimensional subspace is an easy task. This method generalizes the innovation algorithm presented in Brockwell and Davis (1991, Proposition 5:2: 2) and it is e cient for computing recursivelyX 0 and the prediction error variance var(X 0 −X 0 ). The resulting expressions depend only on the moving average (MA) parameters in the Wold decomposition of (X k ) and on the innovation variance. The numerical complexity of this algorithm is related to the integer K which depends on the number of missing values and of their pattern. Thus, the calculation ofX 0 may be complicated even when only one observation in the past is missing.
Using a result of Grenander and Rosenblatt (1954) , a closed form expression for var(X 0 −X 0 ) that involves only the autoregressive (AR) parameters of (X k ) and the innovation variance was derived in Pourahmadi (1994) . In the present paper, we establish an explicit formula for X 0 −X 0 , see Theorem 3.1. This formula leads to the above-mentioned expression of var(X 0 −X 0 ) and allows us to derive the AR representation ofX 0 in Theorem 3.2. The calculation ofX 0 requires to invert a matrix whose dimension depends on the number N of missing values but is independent of their pattern, and whose elements depend only on the AR parameters of (X k ). Theorem 3.2 generalizes to arbitrary integers n 1 ; : : : ; n N , Theorem 1 of Bloomÿeld (1985) wherein n 1 = 1; : : : ; n N = N , and it generalizes to nonminimal processes Corollary 1 of Bondon (2000) . In Theorem 3.3, we characterize the processes for which the loss of observations in the past does not a ect the prediction of X 0 , i.e.,X 0 =X 0 . This reveals the important role played by the AR parameters in forecasting. Then, some properties are established in Examples 4.2 and 4.3 when (X k ) is either an AR process or an MA process with ÿnite orders.
Preliminaries
Let ( ; F; P) be the probability space on which (X k ) is deÿned and L 2 be the space of the equivalence classes of real valued random variables deÿned on ( ; F; P) which are square integrable. L 2 endowed with the inner product X; Y = EXY , where E stands for the expectation operator, is a Hilbert space. We say that (X k ) is (weakly) stationary if (X k ) ⊂ L 2 and X k ; X n depends only on k − n for any (k; n) ∈ Z 2 . It is well known that every stationary process (X k ) has a nonnegative measure F on (− ; ] called its spectral measure such that X k ; X 0 = − e ik dF( ). Let d be the normalized Lebesgue measure on (− ; ]. The derivative f of the absolutely continuous part of F with respect to d is called the spectral density of (X k ).
If S is an arbitrary nonempty family of random variables in L 2 , the subspace of all (ÿnite) linear combinations of elements of S is denoted by sp S and its closure in L 2 by sp S. For any k ∈ Z, we set H k = sp{X i ; i 6 k};
X k denotes the orthogonal projection of X k onto H k−1 , and k = X k −X k . The uncorrelated sequence ( k ) is called the innovation process of (X k ).
The process (X k ) is said to be nondeterministic if X k ∈ H k−1 for some k. According to Kolmogorov (1941, Theorem 23 ) a stationary process (X k ) is nondeterministic if and only if (i ) f is positive almost everywhere and log f is integrable with respect to d . In this case,
and (X k ) has the Wold decomposition
where the coe cients (c k ) are unique, c 0 = 1 and
) is deterministic and is uncorrelated with ( k ), and (V k ) ⊂ H −∞ . The coe cients (c k ) are called the MA parameters of (X k ).
A nondeterministic process (X k ) is said to be purely nondeterministic if H −∞ = {0} and in this case (2.1) reduces to
Suppose that (2.2) may be inverted to give
where the series converges in L 2 . Then the coe cients (a k ) are deÿned by
and (2.3) may be rewritten
Eq. (2.5) is called the AR representation of (X k ). The coe cients (a k ) deÿned by (2.4) always exist and are called the AR parameters of (X k ) even if the series in (2.5) does not converge in L 2 . The parameters (a k ) and (c k ) only depend on the Fourier coe cients of log f, and to simplify the notations, we shall set a k = c k = 0 for any k ¡ 0. The process (X k ) is said to be minimal if X k ∈ sp{X i ; i = k} for some k. Since H k−1 ⊂ sp{X i ; i = k}, every minimal process is nondeterministic. According to Kolmogorov (1941, Theorem 24) a stationary process (X k ) is minimal i f is positive almost everywhere and f −1 is integrable with respect to d , and this spectral characterization is equivalent in the time domain to the condition ∞ k=0 a 2 k ¡ ∞, see Masani (1960, Lemma 2:7) .
Throughout the paper, we shall assume that the data X −n1 ; : : : ; X −nN , where N is ÿnite, are missing in the past, and we set M = {n 0 ; n 1 ; : : : ; n N }; 0 = n 0 ¡ n 1 ¡ · · · ¡ n N :
and we denote byX 0 the orthogonal projection of X 0 onto H −1 .
Finally, for any (k; n) ∈ Z 2 , k ∧ n stands for the minimum of k and n, k = 0 when k = 0, and 0 = 1.
Prediction with incomplete past
In the following theorem, we establish a useful formula for X 0 −X 0 .
Theorem 3.1. Let (X k ) be a nondeterministic stationary process with the innovation process ( k ) and the AR parameters (a k ). Then
where the coe cients ( p ) satisfy the matrix equation The prediction error variance is
Proof.X 0 is the unique random variable in H −1 such that X 0 −X 0 ⊥H −1 . First, let us check that X 0 −X 0 given by (3.1) is orthogonal to H −1 . Let k ∈ N, we have If k ∈ M , the right-hand side of (3.5) is zero. Therefore, X 0 −X 0 ⊥X −k for any k ∈ N\M , which implies that X 0 −X 0 ⊥H −1 . Now we verify thatX 0 ∈ H −1 . Let j ∈ {0; : : : ; n N }, we deduce from (2.1) that
where U −j ∈ H −nN −1 . Let X , , and U be, respectively, the vectors with components X −j , −j , and U −j for j = 0; : : : ; n N . It results from (3.6) that X = C + U where C is the (n N + 1) × (n N + 1) upper triangular matrix with elements C p; q = c q−p for p; q = 0; : : : ; n N . Since c 0 = 1, C is nonsingular and it follows from (2.4) that C −1 =−A where A is the upper triangular matrix with elements A p; q = a q−p for p; q = 0; : : : ; n N . Set T = AU and denote by T −j the components of T . We have = − AX + T , which is equivalent to where U p; q is deÿned by (3.3), and we deduce from (3.2) that nq = 0. Therefore, R 0 ∈ sp{X −k ; k ∈ {0; : : : ; n N }\M } ⊂ H −1 . Since each U −j ∈ H −nN −1 and T = AU , each T −j ∈ H −nN −1 , and it results from (3.9) that S 0 ∈ H −nN −1 ⊂ H −1 . Hence,X 0 = R 0 + S 0 ∈ H −1 . Now let us show that matrix U is positive deÿnite which implies that U is nonsingular. Let ∈ R N +1 , we deduce from (3.3) that
Thus, U = 0 is equivalent to N p=0 p a np−j = 0 for j = 0; : : : ; n N . Taking successively j = n N ; n N −1 ; : : : ; n 0 and using the fact that a 0 = − 1, we obtain that N = N −1 = · · · = 0 = 0. Lastly, the expression of var(X 0 −X 0 ) is obtained from (3.5) where k = 0:
Remark 3.1. (a) Formula (3.4) may be obtained using Pourahmadi (1994, Theorem 1) . IfX 0 = X 0 , then X 0 ∈ H −1 ⊂ H −1 , and thus, (X k ) is deterministic. Conversely, if (X k ) is deterministic, then X 0 ∈ H −nN −1 ⊂ H −1 , and thus,X 0 = X 0 . Therefore, var(X 0 −X 0 ) ¿ 0 i 2 ¿ 0. (b) Assume that n 1 = 1; : : : ; n N = N , so thatX 0 is the (N + 1)-step predictor of X 0 . It follows from (3.3) that U = A A, and since A −1 = − C, (3.2) is equivalent to A( 0 ; 1 ; : : : ; N ) = − (c 0 ; c 1 ; : : : ; c N ) : (3.10)
We deduce from (3.1) and (3.10) that
which is a well-known relation, see for instance Brockwell and Davis (1991, p. 189) .
Since the innovation process ( k ) is not directly observable, formula (3.1) cannot be used to calculateX 0 unless one can express the innovation k in terms of the observations X k−i for i ¿ 0. This is equivalent to ÿnding a mean square convergent AR series representation forX 0 in the time domain. In the following theorem, we establish such a representation. Theorem 3.2. Let (X k ) be a purely nondeterministic stationary process with the AR parameters (a k ). The predictorX 0 has an AR representation for any ÿnite set of missing data i (X k ) has the AR representation (2:5). In this case; the AR representation ofX 0 is unique and is given bŷ
where (3.12) and the coe cients ( p ) are deÿned in Theorem 3:1.
Proof. First, note that if the AR representation ofX 0 exists, it is unique because if (X k ) is nondeterministic and ∞ k=0 g k X −k = 0, then g k = 0 for all k ¿ 0. Now, ifX 0 has an AR representation for any ÿnite set of missing data,X 0 possesses the AR representation X 0 = ∞ i=1 a i X −i . By stationarity, we getX k = ∞ i=1 a i X k−i for any k ∈ Z, which is equivalent to (2.5). Conversely, assume that (X k ) has the AR representation (2.5). By replacing −j in (3.1) by its expression deduced from (2.5), we get
where the coe cients (h k ) are deÿned by (3.12). Thanks to (3.2) and (3.3), we have h k = 0 for any k ∈ M , and thus we obtain (3.11).
Remark 3.2. (a)
Under the condition that the spectral density f of (X k ) is bounded almost everywhere and f −1 is integrable with respect to d , it was established in Masani (1960, Theorem 5:2) that the (N + 1)-step predictor of X 0 has an AR representation (3.11) with
It was shown in Bloomÿeld (1985, Theorem 1) that in fact, the (N + 1)-step predictor has an AR representation once (X k ) has the representation (2.5). Theorem 3.2 generalizes this result to the prediction with any ÿnite set of missing data. Note that taking n p = p in (3.12) and using (3.10), we obtain
and using (2.4), it is readily seen that (3.14) is equivalent to (3.13).
(b) The AR representation (3.11) was established in Bondon (2000, Corollary 1) under two di erent conditions, namely (i) f is bounded almost everywhere and f −1 is integrable with respect to d , (ii) the angle between the subspaces H 0 and sp{X i ; i ¿ 1} is positive. Neither of these conditions implies the other, but both imply that f −1 is integrable with respect to d , or in other words that the process (X k ) is minimal. Since the series in (2.5) may converge in L 2 while (X k ) is not minimal, see Bloomÿeld (1985, Theorem 4) , Theorem 3.2 generalizes Bondon (2000, Corollary 1).
(c) According to (3.12), h 0 = 0, and for any k ¿ 1, we have
then the series in (2.5) converges in L 2 , see for instance Brockwell and Davis (1991, Proposition 3:1:1) . Thus,X 0 has the AR representation (3.11), and we deduce from (3.15) that
(e) For a given set of missing data,X 0 may have an AR representation while (X k ) does not. When this set is inÿnite, this property is obvious (assume for instance that {X k ; k 6 − 2} are missing so thatX 0 involves only X −1 ). An example with a ÿnite set of missing data is given in Remark 4.2.
According to (3.4), the increase in variance of the prediction error of X 0 due to the missing data X −n1 ; : : : ; X −nN , is equal to 2 ( 0 − 1). In the following theorem, we characterize the processes for which the missing observations do not a ect the prediction of X 0 . Taking successively j = n N ; n N −1 ; : : : ; n 1 in (3.17) and using the fact that a 0 = − 1, we ÿnd that (3.16) and (3.17) are equivalent to ( 0 ; 1 ; : : : ; N ) = (1; 0; : : : ; 0). Since the ÿrst column of U is (1; −a n1 ; : : : ; −a nN ) , (1; 0; : : : ; 0) is the solution of (3.2) i a ni = 0 for i = 1; : : : ; N .
Remark 3.3. (a) Under the assumption that (X k ) has the AR representation (2.5), Theorem 3.3 is easily proved as follows. IfX 0 =X 0 , we deduce from (3.11) and (2.5) that k∈N\M h k X −k = ∞ k=1 a k X −k , which implies that a k = 0 for all k ∈ M \{0}. Conversely, if a k = 0 for all k ∈ M \{0},X 0 = k∈N\M a k X −k , and thus,X 0 ∈ H −1 and
(b) Let K = sp{X −k ; 1 6 k 6 n 1 − 1} andX 0;n1 be the projection of X 0 onto K. m−1 = 0 for any nondeterministic stationary process. Since S m−1 ¿ 1, this result is obvious when lim m→∞ a m = 0, which is, in particular, the case when (X k ) has an AR representation and when (X k ) is minimal. Proof. Since (X k ) is causal, ( k ) is the innovation process of (X k ) and (4.2) is the AR representation of (X k ). Hence, (a) results from Theorem 3.2 and (b) follows from Theorem 3.3.
Remark 4.1. (a) According to Example 4.2(a), if (X k ) is a causal AR(r) process, thenX 0 is the best linear mean square predictor of X 0 based on the ÿnite past {X −k ; k ∈ {1; : : : ; n N + r}\M }. This property generalizes a result which is well known when the past is complete. (b) Take r = 1 in (4.2) and set a = a 1 with |a| ¡ 1. If n 1 ¿ 1, we haveX 0 =X 0 = aX −1 . If n k = k for 1 6 k ¡ j and n j ¿ j for some j, we have a j X −j ∈ H −1 and X 0 − a j X −j = j−1 k=0 a k −k ⊥ H −j ⊃ H −1 . Accordingly,X 0 = a j X −j and var(X 0 −X 0 ) = 2 (1 − a 2j )(1 − a 2 ) −1 .
Example 4.3. Assume that (X k ) is an MA(r) process,
c i k−i ; 1 6 r ¡ ∞: (4.3)
If at least r observations with consecutive indices are missing, i.e., {i; i + 1; : : : ; i + r − 1} ⊂ M for some i ¿ 1, thenX 0 is the best linear mean square predictor of X 0 based on the ÿnite past {X −k ; k ∈ {1; : : : ; i − 1} \ M }.
