We prove existence, multiplicity, and bifurcation results for p-Laplacian problems involving critical Hardy-Sobolev exponents. Our results are mainly for the case λ ≥ λ 1 and extend results in the literature for 0 < λ < λ 1 . In the absence of a direct sum decomposition, we use critical point theorems based on a cohomological index and a related pseudo-index.
Introduction
Consider the critical p-Laplacian problem
where Ω is a bounded domain in R N containing the origin, 1 < p < N , λ > 0 is a parameter, 0 < s < p, and p * (s) = (N − s) p/(N − p) is the critical Hardy-Sobolev exponent. In [6] , Ghoussoub and Yuan showed, among other things, that this problem has a positive solution when N ≥ p 2 and 0 < λ < λ 1 , where λ 1 > 0 is the first eigenvalue of the eigenvalue problem    −∆ p u = λ |u| p−2 u in Ω u = 0 on ∂Ω.
(1.2)
In the present paper we mainly consider the case λ ≥ λ 1 . Our existence results are the following. and λ ≥ λ 1 , then problem (1.1) has a nontrivial solution.
Remark 1.4. We note that (1.3) implies N > p 2 .
Remark 1.5. In the nonsingular case s = 0, related results can be found in Degiovanni and Lancelotti [4] for the p-Laplacian and in Mosconi et al. [7] for the fractional p-Laplacian.
Weak solutions of problem (1.1) coincide with critical points of the C 1 -functional
|x| s dx, u ∈ W 1,p 0 (Ω).
Recall that I λ satisfies the Palais-Smale compactness condition at the level c ∈ R, or the (PS) c condition for short, if every sequence (
be the best constant in the Hardy-Sobolev inequality, which is independent of Ω (see [6, 
for any λ > 0. We will prove Theorems 1.1 -1.3 by constructing suitable minimax levels below this threshold for compactness. When 0 < λ < λ 1 , we will show that the infimum of I λ on the Nehari manifold is below this level. When λ ≥ λ 1 , I λ no longer has the mountain pass geometry and a linking type argument is needed. However, the classical linking theorem cannot be used here since the nonlinear operator −∆ p does not have linear eigenspaces. We will use a nonstandard linking construction based on sublevel sets as in Perera and Szulkin [11] (see also Perera et al. [9, Proposition 3.23] ). Moreover, the standard sequence of eigenvalues of −∆ p based on the genus does not give enough information about the structure of the sublevel sets to carry out this construction. Therefore, we will use a different sequence of eigenvalues introduced in Perera [8] that is based on a cohomological index. For 1 < p < ∞, eigenvalues of problem (1.2) coincide with critical values of the functional
:
Let F denote the class of symmetric subsets of M, let i(M ) denote the Z 2 -cohomological index of M ∈ F (see section 2.1), and set
Then 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · → ∞ is a sequence of eigenvalues of (1.2) and
where Ψ a = {u ∈ M : Ψ(u) ≤ a} and Ψ a = {u ∈ M : Ψ(u) ≥ a} for a ∈ R (see Perera et al. [9, Propositions 3.52 and 3.53]). We also prove the following bifurcation and multiplicity results for problem (1.1) that do not require N ≥ p 2 . Set
and note that
by the Hölder inequality.
then problem (1.1) has a pair of nontrivial solutions ± u λ such that u λ → 0 as λ ր λ 1 .
then problem (1.1) has m distinct pairs of nontrivial solutions ± u λ j , j = 1, . . . , m such that u λ j → 0 as λ ր λ k+1 .
In particular, we have the following existence result that is new when N < p 2 .
. Indeed, let ϕ 1 > 0 be an eigenfunction associated with λ 1 . Then
by (1.4) and (1.6). 
Preliminaries 2.1 Cohomological index
The Z 2 -cohomological index of Fadell and Rabinowitz [5] is defined as follows. Let W be a Banach space and let A denote the class of symmetric subsets of W \ {0}. For A ∈ A, let A = A/Z 2 be the quotient space of A with each u and −u identified, let f : A → RP ∞ be the classifying map of A, and let f * : H * (RP ∞ ) → H * (A) be the induced homomorphism of the Alexander-Spanier cohomology rings. The cohomological index of A is defined by
where ω ∈ H 1 (RP ∞ ) is the generator of the polynomial ring . Thus, equality holds when the map is an odd homeomorphism. 
(i 8 ) Neighborhood of zero: If U is a bounded closed symmetric neighborhood of the origin, then i(∂U ) = dim W .
Abstract critical point theorems
We will prove Theorems 1.2 and 1.3 using the following abstract critical point theorem proved in Yang and Perera [13] , which generalizes the well-known linking theorem of Rabinowitz [12] .
Theorem 2.3. Let I be a C 1 -functional defined on a Banach space W , and let A 0 and B 0 be disjoint nonempty closed symmetric subsets of the unit sphere S = {u ∈ W : u = 1} such that
Assume that there exist R > r > 0 and v ∈ S \ A 0 such that
and π : W \ {0} → S, u → u/ u is the radial projection onto S. Let Γ = {γ ∈ C(X, W ) : γ(X) is closed and γ| A = id A }, and set
in particular, c is finite. If, in addition, I satisfies the (PS) c condition, then c is a critical value of I.
Remark 2.4. The linking construction used in the proof of Theorem 2.3 in [13] has also been used in Perera and Szulkin [11] to obtain nontrivial solutions of p-Laplacian problems with nonlinearities that cross an eigenvalue. A similar construction based on the notion of cohomological linking was given in Degiovanni and Lancelotti [3] . See also Perera et al. [9, Proposition 3 .23].
Now let I be an even C 1 -functional defined on a Banach space W , and let A * denote the class of symmetric subsets of W . Let r > 0, let S r = {u ∈ W : u = r}, let 0 < b ≤ +∞, and let Γ denote the group of odd homeomorphisms of W that are the identity outside I −1 (0, b). The pseudo-index of M ∈ A * related to i, S r , and Γ is defined by
(see Benci [2] ). We will prove Theorems 1.6 and 1.7 using the following critical point theorem proved in Yang and Perera [13] , which generalizes Bartolo et al. Remark 2.6. Constructions similar to the one used in the proof of Theorem 2.5 in [13] have also been used in Fadell and Rabinowitz [5] to prove bifurcation results for Hamiltonian systems and in Perera and Szulkin [11] 
Some estimates
It was shown in [6, Theorem 3.1. (2) ] that the infimum in (1.4) is attained by the family of functions
when Ω = R N , where C N,p,s > 0 is chosen so that
Take a smooth function η : [0, ∞) → [0, 1] such that η(s) = 1 for s ≤ 1/4 and η(s) = 0 for s ≥ 1/2, and set
The following estimates were obtained in [6, Lemma 11.1. (1), (3), (4)]:
where C = C(N, p, s, δ) > 0 is a constant. While these estimates are sufficient for the proof of Theorem 1.2, we will need the following finer estimates in order to prove Theorem 1.3.
Lemma 2.7. There exists a constant C = C(N, p, s) > 0 such that
where Θ ε,δ = ε δ −(p−s)/(p−1) .
Proof. We have
and hence
so (2.5) and (2.6) follow from (2.3) and (2.4), respectively.
Let i, M, Ψ, and λ k be as in the introduction, and suppose that λ k < λ k+1 . Then the sublevel set Ψ λ k has a compact symmetric subset E of index k that is bounded in L ∞ (Ω) ∩ C 
and
where C = C(N, p, s, Ω, k) > 0 is a constant. By (1.6) and (2.8),
be the radial projection onto M, and set
If δ > 0 is sufficiently small,
by (2.7) and (2.8), and
by (2.7) and (2.9). Since supp w = supp v δ ⊂ Ω \ B 3δ/4 (0) and supp
Lemma 2.8. For all sufficiently small δ > 0,
Proof. (i) follows from (2.10). By (i), E δ ⊂ M \ Ψ λ k+1 and hence
by the monotonicity of the index and (1.5). On the other hand, since
is an odd continuous map,
(ii) follows. (iii) is immediate from (2.12).
Proofs
3.1 Proof of Theorem 1.1
All nontrivial critical points of I λ lie on the Nehari manifold
We will show that I λ attains the ground state energy
at a positive critical point. Since 0 < λ < λ 1 , N is closed, bounded away from the origin, and for u ∈ W 1,p 0 (Ω)\{0} and t > 0, tu ∈ N if and only if t = t u , where
Moreover,
where
.
By (2.2)-(2.4),
and in both cases the last expression is strictly less than µ s if ε > 0 is sufficiently small, so
Then I λ satisfies the (PS) c condition by [6, Theorem 4.1. (2)], and hence I λ | N has a minimizer u 0 by a standard argument. Then |u 0 | is also a minimizer, which is positive by the strong maximum principle.
Proof of Theorem 1.2
We will show that problem (1.1) has a nontrivial solution as long as λ > λ 1 is not an eigenvalue from the sequence (λ k ). Then we have λ k < λ < λ k+1 for some k ∈ N. Fix δ > 0 so small that the first inequality in (2.10) implies
and the conclusions of Lemma 2.8 hold. Then let A 0 = E δ and B 0 = Ψ λ k+1 , and note that A 0 and B 0 are disjoint nonempty closed symmetric subsets of M such that
by Lemma 2.8 (i), (ii) and (1.5). Now let R > r > 0, let v 0 = π(v ε,δ ), which is in M \ A 0 by Lemma 2.8 (iii), and let A, B and X be as in Theorem 2.3. For u ∈ B 0 , Now we show that
if ε > 0 is sufficiently small. Noting that
let w ∈ E δ and 0 ≤ t ≤ 1, and set u = π((1 − t) w + tv 0 ). Then
since the supports of w and v 0 are disjoint. Since
by (2.2)-(2.4). In both cases the last expression is strictly less than µ s if ε > 0 is sufficiently small, so (3. 
Proof of Theorem 1.3
The case where λ > λ 1 is an eigenvalue, but not from the sequence (λ k ), was covered in the proof of Theorem 1.2, so we may assume that λ = λ k < λ k+1 for some k ∈ N. Take δ > 0 so small that (2.10) and the conclusions of Lemma 2.8 hold, let A 0 , B 0 and v 0 be as in the proof of Theorem 1.2, and let A, B and X be as in Theorem 2.3. As before, inf I λ (B) > 0 if r is sufficiently small, and I λ (R π((1 − t) w + tv 0 )) ≤ 0 ∀w ∈ A 0 , 0 ≤ t ≤ 1 if Θ ε,δ is sufficiently small and R is sufficiently large. On the other hand,
by (2.10). It follows that sup I λ (A) < inf I λ (B) if δ is also sufficiently small. It only remains to verify (3.3) for suitably small ε and δ. Maximizing the last expression in (3. This completes the proof of Theorem 1.7.
