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CHAPITRE 1 - INTRODUCTION GÉNÉRALE 2
LES travaux développés pendant cette thèse portent sur l’étude et la conception de mé-thodes de compensation numérique des défauts d’entrelacement dans des structuresde conversion analogique-numérique. Nous présentons tout d’abord le contexte des
convertisseurs analogique-numérique dans les récepteurs numériques pour les applications de
radar et de guerre électronique et l’utilisation des structures entrelacées. Puis, nous décrivons la
problématique et les réponses que nous apportons à travers les chapitres suivants. Enfin, nous
énonçons nos contributions.
1.1 Contexte
La conversion analogique-numérique est une fonction majeur dans une chaine de réception
numérique (Figure 1.1). Elle l’est d’autant plus que la bande instantanée à échantillonner est
















FIGURE 1.1 – Représentation simplifiée d’une chaine de réception numérique hétérodyne.
Pour ces applications, les récepteurs doivent traiter des signaux dont les fréquences porteuses
sont généralement comprises entre 2 et 18 GHz (bandes S, C, X et Ku selon la nomenclature du
standard IEEE [2]). Pour cela, le signal analogique provenant de l’antenne est filtré dans une
bande d’intérêt, puis ramené par un mélangeur à une fréquence intermédiaire plus basse afin
d’être converti par le Convertisseur Analogique-Numérique (CAN). L’un des problèmes majeurs
consiste à trouver un compromis entre les trois paramètres universels à tous types de CANs :
résolution, fréquence d’échantillonnage et puissance dissipée. En effet, ces trois paramètres sont
intrinsèquement liés comme le montre les analyses [3–6] et une amélioration de l’un se fait
majoritairement au détriment des autres. Ce phénomène est d’autant plus critique que la tendance
est que les demandes en récepteurs radar et guerre électronique tendent vers des fréquences
d’échantillonnage supérieures au Gigahertz, des résolutions élevées au-delà de 10 bits pour
une consommation de plus en plus réduite. Une tendance similaire est d’ailleurs notable en
communication numérique avec la radio logicielle [7–9].
Structures de conversion analogique-numérique à temps entrelacés
Proposée par Black et Hodges [10] dans les années 80, les Convertisseur Analogique-
Numérique à Entrelacement Temporels (ET-CANs) se démarquent depuis ces dix dernières
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FIGURE 1.3 – Illustration du rapport entre puissance dissipée et fréquence d’échantillonnage fs pour un
CAN et un ET-CAN.
années [6, 11] pour répondre à cette tendance d’augmentation de la fréquences d’échantillonnage
et de diminution de la puissance dissipée. Cette solution consiste à augmenter d’un facteur M
la fréquence d’échantillonnage en parallélisant M CANs, dont les horloges sont déphasées de
2pi
M comme montré dans la Figure 1.2. En effet, les technologies actuelles des CANs (c.-à-d. à
une seule voie de codage) requièrent une puissance dissipée disproportionnée pour augmenter
la fréquence d’échantillonnage [12, 13], comme illustré par l’évolution de la courbe dans la
Figure 1.3 issue de [13]. Ainsi, l’ET-CAN permet d’augmenter la fréquence d’échantillonnage
sans augmenter la puissance dissipée de façon exponentielle en restant pour chaque voie de co-
dage dans un rapport linéaire. Notons un léger surcoût en puissance dissipée lié à l’entrelacement
numérique et la gestion des horloges de ET-CAN.
Défauts d’entrelacement
Cependant, cette structure présente des inconvénients. En effet, ces performances dyna-
miques sont réduites par des défauts d’entrelacement. Ces défauts sont dus à des conversions
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différentes entre les voies de codages provenant de leur processus de fabrication, de leur tension
d’alimentation et des variations de température. Ces défauts peuvent être modélisés comme
un échantillonnage non uniforme entre les voies liées à des disparités de gains, de décalages
temporels et d’offsets [14–22]. Une modélisation plus globale de ces défauts entre voies peut-être
considérée en intégrant : les disparités de bandes passantes [17, 23], celles de fonctions de
transferts linéaires [24, 25] et celles de fonctions de transferts non linéaires [21].
Afin de compenser ces défauts, plusieurs catégories de méthodes ont été proposées dans la
littérature. On distingue : les méthodes analogiques, les méthodes numériques et les méthodes
mixtes.
Compensation analogique
Les disparités de décalages temporels sont en grande partie liées à la distribution des horloges
dans le circuit. Ainsi, [26] propose une méthode de compensation analogique basée sur des
diviseurs de fréquence. [27] propose une technique d’interpolation de phase par une chaine de
résistances. Une autre méthode est proposée par [28] utilisant des retards sur la ligne d’hor-
loge, contrôlés en tension par des comparateurs. Enfin, une autre solution consiste à placer
un Échantillonneur-Bloqueur (EB) commun aux M voies en amont de l’ET-CAN [29–31]. Ce-
pendant, celui-ci doit échantillonner à la fréquence globale d’échantillonnage de l’ET-CAN.
Notons aussi une technique [32] qui répartie l’échantillonnage des M voies de codage ET-CAN
aléatoirement sur (M+M′) CANs.
Compensation Mixte
[31] propose une compensation mixte des disparités de gains et d’offsets pour M = 2 voies
entrelacées. Celles de décalages temporels étant corrigées en analogique par un EB commun
aux deux voies. Un signal de calibration est envoyé dans un des CANs puis, les disparités de
gains et d’offsets sont estimées numériquement sur sa sortie par une approximation Least Mean
Squares (LMS) adaptative. Les estimées sont ensuite envoyées dans le domaine analogique
par un Convertisseur Numérique-Analogique (CNA) pour calibrer le CAN en ajustant ses ten-
sions de référence et en utilisant un amplificateur différentiel. La méthode [31] n’interrompt
pas le processus normal de conversion puisqu’en réalité, un (M+ 1)ème CAN est ajouté à la
structure, permettant d’assurer la conversion par 2 CANs pendant qu’à tour de rôle 1 seul est
calibré. [33] propose également l’utilisation d’un (M+1)ème CAN pour estimer et compenser
numériquement les disparités de gains et d’offsets. La méthode est dite mixte car [33] corrèle
les données issues d’un générateur numérique de nombres aléatoires avec ces mêmes données
ajoutées en analogique par un CNA sur 1 bit à l’entrée du CAN calibré. [34] réutilise aussi l’idée
d’une (M+1)ème voie, mais cette fois comme référence. L’estimation du décalage temporel est
réalisée numériquement par corrélation et approximation LMS. Elle commande leur correction
analogique basée sur des retards de lignes adaptatifs appliqués aux horloges des CANs. [35]
propose une compensation des disparités de décalages temporels. Sur chaque voie est réalisée une
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estimation numérique par rapport aux voies adjacentes, basée sur les propriétés de corrélation de
leur signal en sortie. La correction analogique est réalisée par des retards de lignes contrôlables
sur l’horloge des CANs. [36] propose également une compensation mixte basée sur la corrélation
du signal numérique. D’autres méthodes mixtes sont à noter comme [13, 25, 37–40].
Compensation numérique
La littérature offre une plus grande variété de propositions de compensation numérique
des défauts d’entrelacement. [41, 42] proposent des méthodes de compensation des disparités
d’offsets et de gains basées sur une estimation obtenue par application de la Fast Fourier
Transform (FFT) en sortie de l’ET-CAN. Elles sont en général des méthodes coûteuses, même
si [43] propose un algorithme moins couteux pour la compensation des disparités de décalages
temporels basée sur l’ApFFT (All phase) simplifié. Par ailleurs, l’intérêt pour ces méthodes
numériques est dû à la possibilité d’appliquer des filtrages ciblés aux disparités à compenser.
Ainsi, [44] propose une méthode pour 2 voies de codage dont une sert de référence. Le signal de
cette dernière est interpolé pour correspondre aux échantillons sur la deuxième voie. L’erreur
entre les deux signaux est minimisé par un filtre Finite Impulse Response (FIR) adaptatif et un
algorithme LMS. Seulement, du fait du filtre interpolateur, cette compensation n’est valable que
sur une bande de Nyquist du CAN (et non de l’ET-CAN). Notons que la méthode ne corrige
pas que des disparités de gains ou de décalages temporels mais des disparités de fonctions de
transferts linéaires. Et, c’est tout l’intérêt des méthodes par filtrages numériques selon [45]
de considérer plus globalement les disparités à compenser. Ainsi, [46] propose une méthode
pour 2 voies basée sur une modélisation polynomiale des disparités de réponses fréquentielles.
Des filtres différenciateurs d’ordres croissants vont chercher successivement à améliorer la
précision de la compensation. Seulement, la méthode d’estimation proposée implique que le
signal soit contenu dans une bande de fréquence inférieure à celle de Nyquist afin que ces
disparités soient estimées par un algorithme LMS sur la bande restante. Par ailleurs, pour alléger
les coûts d’implémentation, des structures à retard fractionnaire (multiple non entier de la
période d’échantillonnage) sont proposées dans [24, 47, 48]. Ces structures peuvent compenser
des disparités de décalages temporels et même de phases linéaires. [49, 50] prolongent cette
compensation aux disparités non linéaires. Le problème des disparités d’entrelacement peut
aussi être modélisé comme un système linéaire à temps variant périodique [51, 52], de période
M. [53–55] proposent alors de compenser le système comme un problème inverse de façon
itérative par approximation LMS. [56] prolonge le problème aux disparités non linéaires en les
modélisant par des séries de Volterra à temps variant périodique.
Pour résumer, la compensation des disparités d’offsets, de gains ou de décalages temporels
est largement traitée dans la littérature, que soit par des méthodes analogiques, mixtes ou
numériques. Par ailleurs, celles-ci ont en grande majorité un formalisme défini pour M = 2 voir
M = 4 voies entrelacées. Cependant, pour augmenter les performances de ces méthodes sur
des ET-CANs réels, il faut considérer plus globalement les disparités à compenser en tenant
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compte de celles de fonctions de transferts linéaires. Or, les méthodes existantes sont soient
limitées à une compensation de ces disparités développée pour 2 ou 4 voies, soit le formalisme
pour M voies ne concerne que la compensation et ne propose aucune méthode d’estimation,
ou soit le signal analogique doit être restreint sur une bande de fréquence inférieure à celle de
Nyquist. L’objectif est donc de proposer une méthode générale d’estimation et de compensation
numérique pour M voies, ne limitant pas le signal analogique dans une sous-bande de Nyquist
de l’ET-CAN.
1.2 Problématique
La problématique des travaux que nous présentons se divise en deux axes principaux. Pre-
mièrement, nous avons étudié les disparités d’entrelacement d’un ET-CAN, analyser leur nature,
leurs caractéristiques temporelles et fréquentielles afin de développer un modèle des disparités
de fonctions de transferts linéaires. Deuxièmement, à partir de ce modèle, nous avons développé
des solutions numériques d’estimation et de compensation de ces disparités d’entrelacement.
L’objectif final étant que les solutions développées puissent être implémentées sur une cible
Field Programmable Gate Array (FPGA) afin d’être intégrées dans une chaine de réception
numérique. Par conséquent, le développement des solutions doit tenir compte de cet objectif
final en identifiant les problèmes d’adéquation entre algorithmie et architecture. Pour cela, le
manuscrit est organisé en six chapitres.
Le Chapitre 2 est consacré à la modélisation des disparités d’entrelacement d’un ET-CAN
à M voies entrelacées et plus particulièrement aux disparités de réponses fréquentielles. Une
étude de l’état de l’art des modèles des ET-CANs est proposée. Puis, nous rappelons quelques
notions de traitement du signal, utilisées dans nos modèles, en prenant l’exemple des opérations
réalisées par le CAN. Ensuite, nous présentons plusieurs modèles d’un ET-CAN mélangeant une
représentation continue des opérations réalisées en analogique et une représentation discrète des
opérations réalisées en numérique. Nous proposons tout d’abord un modèle idéal décrit par une
fonction de transfert continue commune aux M voies qui démontre un échantillonnage uniforme
du signal analogique et qui donne le signal idéal en sortie. Ensuite, nous développons un modèle
des disparités de réponses fréquentielles en considérant cette fois des fonctions de transferts
continues différentes sur chaque voie. Nous dérivons de cette représentation continue, une des-
cription discrète des disparités en sortie de l’ET-CAN et nous démontrons que les disparités de
réponses fréquentielles s’expriment comme un filtrage à temps variant périodique (de période M)
du signal idéal. Enfin, nous étendons notre modèle aux disparités d’offsets afin de définir des
critères d’estimation des disparités.
Le Chapitre 3 présente notre méthode d’estimation numérique dérivée des modèles du Cha-
pitre 2 pour M voies entrelacées. Cette méthode est basée sur les propriétés de corrélation du
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signal en sortie de l’ET-CAN. Nous rappelons des notions sur la fonction de corrélation et
ses propriétés temporelles et spectrales. Puis, nous introduisons son principe par une étude de
l’état de l’art des méthodes d’estimation similaires. Ensuite, nous illustrons son principe par
un exemple simple et définissons notre fonction d’estimation basée sur notre modélisation des
disparités comme des images translatées en fréquence du signal idéal. Nous dérivons un forma-
lisme théorique aboutissant à un système linéaire de dimension infinie entre les disparités, les
fonctions d’estimations et les fonctions d’autocorrélation du signal idéal. Enfin, nous proposons
une approximation de ce système linéaire pouvant être utilisé dans un algorithme d’estimation.
Finalement, nous analysons les critères sur le signal d’entrée et les caractéristiques de l’ET-CAN
afin d’assurer une bonne estimation par l’algorithme des disparités de réponses fréquentielles.
Le Chapitre 4 est consacré à notre méthode de compensation basée sur l’algorithme d’esti-
mation du Chapitre 3 et la modélisation des disparités de réponses fréquentielles du Chapitre 2
comme un système à temps variant périodique. Nous introduisons notre méthode par une étude
de l’état de l’art des méthodes similaires, avant de présenter notre structure de correction à
temps variant pour M voies entrelacées. Ensuite, nous développons à partir de cette correction
et de notre algorithme d’estimation, deux architectures de compensation. L’une est dite directe
puisqu’elle estime les disparités en sortie de l’ET-CAN pour paramétrer la correction. L’autre est
dite adaptative puisqu’elle corrige les disparités en sortie de l’ET-CAN basée sur les paramètres
calculés par l’algorithme d’estimation sur le signal compensé.
Le Chapitre 5 présente l’implémentation de notre architecture de compensation adaptative
des disparités de réponses fréquentielles du Chapitre 4 pour le cas particulier où M = 4 voies en-
trelacées. Nous introduisons les différents blocs de traitement de l’architecture pour M = 4 voies
et nous analysons notre cible d’implémentation, un Stratix IV d’Altera connecté à l’ET-CAN
EV10AQ190 d’E2V, ainsi que les contraintes d’acquisition haute fréquence. Ensuite, nous
évaluons les ressources nécessaires à notre architecture et en déduisons un dimensionnement
des filtres de correction à temps variant. Nous fournissons une description complète de notre
implémentation réalisée avec la Toolbox Matlab : DSP Builder Advanced (DSPBA). Enfin,
nous comparons les ressources consommées par rapport à notre évaluation après synthèse et
placement routage. Finalement, nous donnons des pistes d’optimisation et les performances de
notre implémentation sur signal sinusoïdal.
Le Chapitre 6 est dédié à une seconde méthode de compensation, dérivée de celle présentée
dans le Chapitre 4 et utilisant la représentation analytique du signal en sortie d’un ET-CAN à
M = 2 voies entrelacées. Tout d’abord, nous dérivons notre modèle M voies du Chapitre 2 au
cas M = 2 voies. Puis, nous définissons la représentation analytique à l’aide du filtre de Hilbert
et nous exprimons les disparités de réponses fréquentielles sur le signal analytique (complexe)
en sortie de l’ET-CAN. Ainsi, nous déduisons une méthode d’estimation basée sur un système
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linéaire équivalent à celui présenté dans le Chapitre 3, mais avec une architecture de compensation
travaillant sur signal complexe. Enfin, nous comparons notre méthode à une seconde basée sur
le même principe d’estimation mais dérivée d’un formalisme développé pour la compensation
de disparités introduites par le déséquilibre des voies In-Phase and Quadrature (IQ) d’une
architecture de réception en communication numérique.
1.3 Contributions
Les contributions originales lors de cette thèse sont :
1. La proposition d’un modèle M voies des disparités de réponses fréquentielles décrites
comme un filtrage à temps variant périodique du signal idéal et prolongeant la description
proposée dans [21].
2. La formalisation d’une méthode d’estimation M voies des disparités de réponses fréquen-
tielles et son approximation.
3. La proposition d’une structure de correction M voies à temps variant périodique adaptée
aux paramètres issus de notre méthode d’estimation.
4. L’implémentation de notre méthode de compensation pour M = 4 voies sur un FPGA,
ainsi qu’une évaluation des ressources critiques de notre architecture de compensation et
des pistes d’optimisation.
5. La proposition d’une architecture de compensation pour M = 2 voies sur signal complexe
(dérivée de notre compensation M voies), ainsi qu’une étude comparative avec une méthode
de l’état de l’art similaire.
CHAPITRE 2
MODÉLISATION DES DÉFAUTS D’UNE
STRUCTURE DE CONVERSION
ANALOGIQUE-NUMÉRIQUE À M VOIES
ENTRELACÉES
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AFIN d’étudier et de concevoir des méthodes de compensation pour les ET-CANs, lamodélisation est une étape importante pour fournir une description des opérationsréalisées en analogique et en numérique. Ainsi, en analysant la natures des différentes
disparités des ET-CANs, il est possible d’imaginer des corrections basées sur leurs caractéris-
tiques.
La modélisation des ET-CANs et des différents types de disparités d’entrelacement est un
sujet dense et largement traité depuis une vingtaine d’années. Beaucoup de modèles ne proposent
qu’une analyse des disparités de gains et de décalages temporels entre les voies, parfois se
limitant à 2 ou 4 voies entrelacées. Une des originalités de notre approche de modélisation
est de considérer globalement toutes disparités de fonction de transfert linéaire entre M voies
entrelacées. Elle considère donc en plus du gain et du décalage temporel, toutes disparités
linéaires dépendantes de la fréquence. Ce modèle servira de référence dans notre méthode
d’estimation des disparités et de leur compensation.
La Section 2.1 énonce de manière synthétique les modèles d’ET-CANs proposés dans la
littérature. La Section 2.2 rappelle des notions sur les signaux à temps continu et à temps discret,
l’échantillonnage au travers de l’exemple du CAN et aussi leurs relations dans le domaine
fréquentiel avec la transformée de Fourier. Puis, la Section 2.3 présente notre modèle idéal
d’un ET-CAN M voies, mélangeant la description des opérations analogiques en temps continu
et celles numériques en temps discret. Ensuite, la Section 2.4 propose notre modélisation des
disparités de réponses fréquentielles entre M voies entrelacées. Enfin, la Section 2.5 ajoute à
ce dernier modèle les disparités d’offsets. Cette extension aidera à poser des hypothèses sur le
signal d’entrée pour notre méthode d’estimation.
2.1 État de l’art de la modélisation des ET-CANs
Jenq [15] est l’un des premiers à proposer un modèle d’échantillonnage non uniforme
dans les structures de conversion très rapides. Il décompose l’échantillonnage aux instants
nTs en M sous échantillons aux instants nMTs (n ∈ Z), se rapprochant de la description d’un
ET-CAN. Il modélise l’échantillonnage non uniforme en ajoutant des décalages fixes et des
décalages aléatoires aux instants d’échantillonnage. Cela correspond aux disparités de décalages
temporels dans un ET-CAN. L’étude est proposée dans le domaine temporel afin d’en déduire
une représentation fréquentielle des erreurs. D’autres contributions ont complété la modélisation
des ET-CANs en ajoutant aux disparités de décalages temporels, celles de gains et d’offsets entre
les voies [18, 57, 58]. Ces modèles utilisent un signal sinusoïdal en entrée afin de simplifier
l’analyse de l’impact des disparités sur le Signal-to-Noise Ratio (SNR) ou le Spurious Free
Dynamic Range (SFDR). Puis, pour généraliser la description des ET-CANs, Kurosawa et al.
[17, 23] se sont intéressés aux disparités de bandes passantes entre les voies. Les bandes passantes
sont modélisées par des filtres continus du 1er ordre. Par ailleurs, Tsai et al. [59] proposent une
description des disparités de bandes passantes entre deux voies entrelacées avec une analyse dans
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le domaine fréquentiel. Pour Velazquez [60], la structure d’un ET-CAN est un cas particulier de
Banc de Filtres Hybrides (BFHs), largement développés dans [61]. Ainsi, d’autres contributions
ont proposé d’utiliser la structure des BFHs pour modéliser les disparités des ET-CANs. Tout
d’abord, Petraglia et Mitra [19] propose une analyse des disparités de gains et d’offsets d’un
ET-CAN à l’aide d’un BFH à temps discret. Du fait de l’analyse à temps discret, elle ne décrit pas
les disparités de décalages d’horloge. Puis, des auteurs ont proposé d’utiliser un BFHs à temps
continu pour modéliser des disparités de gains, d’offsets et de décalages d’horloges mais aussi
des disparités de gains et de phases dépendants de la fréquence [24, 25]. Toutes ces disparités
sont modélisées en continu comme des disparités de fonctions de transferts linéaires entre les
voies. Enfin, Vogel [21] propose une modélisation des disparités non linéaires d’un ET-CAN,
avec une approximation polynomiale différente sur chaque voie. Ce modèle tient compte par
exemple des disparités d’Integral Nonlinearitys (INLs) entre les voies.
La modélisation que nous proposons tient compte des disparités de fonctions de transferts
linéaires décrites en continu. Nous n’utilisons pas la théorie des BFHs mais la description
se rapproche de [21, 24]. C’est une approche globale considérant les disparités de réponses
fréquentielles en amont de l’échantillonnage sur chaque voie. De ce fait, notre analyse considère
aussi bien les disparités de gains, de décalages temporels que celles de phases ou d’amplitudes
dépendantes de la fréquence.
2.2 Rappels théoriques
Cette section rappelle quelques notions théoriques sur les relations dans le domaine temporel
et dans le domaine fréquentiel entre les signaux à temps continu et les signaux à temps discret.
Ces rappels sont illustrés au travers de l’échantillonnage uniforme réalisé dans un CAN et dans un
ET-CAN idéal. De plus, cette section introduit les hypothèses utilisées dans notre modélisation.
Modélisation d’un convertisseur analogique-numérique
Une structure de conversion analogique-numérique est théoriquement composée de deux
opérations :
– L’échantillonnage du signal analogique qui discrétise temporellement l’information de
manière uniforme aux instants t = nTs, n ∈ Z. Cela produit une séquence d’échantillons
dont l’amplitude est continue, c.-à-d. ∈ R. L’écart temporel Ts entre chaque échantillon est
appelé la période d’échantillonnage et fs = 1Ts représente la fréquence d’échantillonnage.
– La quantification du signal issu de l’échantillonnage qui discrétise l’amplitude de chaque
échantillon sur un nombre fini de valeurs. Ces valeurs sont codées numériquement sur un
nombre de bit, appelé la résolution du CAN.
En sortie, on obtient un signal numérique qui correspond à une séquence discrète en temps et en
amplitude du signal analogique d’entrée. Ainsi, comme les CANs font le lien entre deux mondes







c[n] = xc(nTs) = x[n]
FIGURE 2.1 – Modèle simplifié de la conversion par un CAN du signal analogique xc(t) à la fréquence
d’échantillonnage fs donnant le signal numérique x[n].
distincts, l’analogique et le numérique, les signaux traités en entrée et en sortie traduisent la
même source d’information mais avec des caractéristiques différentes.
Les défauts introduits par la quantification numérique sont souvent décrits comme un bruit
uniforme. Cependant, ils peuvent aussi être décomposés en, d’une part des erreurs linéaires de
gain ou d’offset et d’autre part, des erreurs non linéaires comme la non linéarité intégrale (INL) et
la non linéarité différentielle (Differential Nonlinearity (DNL)). Comme notre modélisation des
ET-CANs porte sur les disparités de fonctions de transferts linéaires entre les voies de codage,
les erreurs non linéaires de ces voies comme l’INL, DNL ou plus généralement le bruit de
quantification ne sont pas considérées par souci de simplification. Par ailleurs, ces disparités non
linéaires ont été traitées dans [16, 62]. Ainsi, seules l’opération d’échantillonnage et les erreurs
linéaires sont prises en compte dans notre modélisation des CANs et notamment ceux utilisés
dans les ET-CANs. La Figure 2.1 représente le modèle équivalent d’un CAN. À partir de ses
notations, définissons les relations entre le signal analogique xc(t) et le signal numérique x[n]
après conversion par ce CAN.
Signal analogique à temps continu
Soit le signal analogique xc(t), avec t la variable temporelle exprimée en secondes (s). Il est
défini comme un signal à temps continu car ∀t ∈ R, xc(t) ∈ R. Donc, dans le domaine temporel,
entre chaque instant t, il existe une infinité de point décrivant le signal xc(t). Par ailleurs, les
caractéristiques de xc(t) peuvent être décrites dans un autre espace, le domaine fréquentiel. Le
passage d’un domaine à l’autre est obtenu par la transformée de Fourier.
Transformée de Fourier à temps continu
Afin de différencier par la suite les différentes transformées de Fourier, celle appliquée à
un signal à temps continu est appelée Transformée de Fourier à Temps Continu (TFTC) et son
opérateur est noté Fc. La TFTC de xc(t) est notée Xc( f ), où f est la variable fréquentielle
continue exprimée en Hertz (Hz). La TFTC de xc(t) et sa TFTC inverse [63] s’écrivent
Fc {xc(t)} = Xc( f ) =
∫ +∞
−∞
xc(t)e− j2pi f tdt
F−1c {Xc( f )} = xc(t) =
∫ +∞
−∞
Xc( f )e j2pi f td f (2.1)
Le signal Xc( f ) est aussi appelé le spectre continu du signal xc(t).
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Échantillonnage
Dans le modèle de la Figure 2.1, le signal analogique xc(t) est échantillonné aux instants
t = nTs. Le signal produit est nommé xsc(t) où l’exposant s pour sampling marque cette opération.
Donc, le signal échantillonné vérifie xsc(nTs) = xc(nTs) et s’exprime globalement
xsc(t) = xc(t)s(t) (2.2)









δ ( f − k fs) (2.3)
avec S( f ) sa TFTC. La fonction δ (t) est une distribution qui vérifie
∫ +∞
−∞
δ (t)dt = 1, et δ (t) = 0, ∀t ∈ R∗ (2.4)










ainsi que dans le domaine fréquentiel comme






Xc( f − k fs) (2.6)
On remarque que X sc ( f ) est une somme infinie composée des translatée de k fs de la réponse fré-
quentielle continue Xc( f ) (k ∈ Z), divisée par la période d’échantillonnage Ts. Ainsi, la réponse
fréquentielle Xc( f ) est périodisée en fréquence tous les k fs, comme illustrée dans la Figure 2.2.
Si le signal analogique Xc( f ) est centré autour du continu ( f = 0) et que sa composante fréquen-
tielle la plus haute est supérieure à fs2 , l’échantillonnage produit un recouvrement spectral. Ce
phénomène aussi appelé repliement est illustré dans la Figure 2.2.b.
Théorème de l’échantillonnage de Shannon
Pour éviter ces repliements spectraux, le signal analogique Xc( f ) doit vérifier le théorème
d’échantillonnage de Shannon [64], aussi défini comme le critère de Nyquist [65]. C’est à dire,
pour un signal centré autour du continu, sa composante fréquentielle la plus haute fmax doit être
strictement inférieur à fs2 , nommée la fréquence de Nyquist de l’échantillonnage. Ainsi le signal
échantillonné ne contient pas de repliement spectral, comme illustré dans la Figure 2.2.a.
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FIGURE 2.2 – Représentation des modules de : (a) la réponse fréquentielle continue du signal d’entrée du
CAN respectant la loi de Shannon associée à un échantillonnage à fs, ainsi que sa réponse fréquentielle
périodique sans repliement spectrale ; (b), la réponse fréquentielle du signal d’entrée qui ne respecte pas
cette même loi d’échantillonnage et sa réponse fréquentielle périodique avec des repliements spectraux.
Le théorème d’échantillonnage de Shannon s’exprime [66]
Xc( f ) = 0, ∀| f |> fs2 (2.7)
Pour la suite et notamment dans nos modèles, le signal analogique Xc( f ) vérifie le théorème
d’échantillonnage de Shannon (2.7). De plus, Xc( f ) est considéré centré en fréquence autour
du continu. On dit alors que le signal analogique est situé dans la bande de base du CAN
(Figure 2.2.a). Enfin, comme xc(t) est réel, Xc( f ) présente une symétrie Hermitienne.
Reconstruction
En vérifiant le théorème d’échantillonnage de Shannon, le signal analogique xc(t) peut-








pi fs (t−nTs) (2.8)
Par ailleurs, en appliquant la TFTC à xsc(t) (2.5), on obtient




xc(nTs)e− j2pi f nTs (2.9)
une relation entre la réponse X sc ( f ) et les échantillons du signal à temps continu xc(t).
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Signal numérique à temps discret1
Le signal échantillonné xsc(t) (2.2) est défini suivant t mais qui du fait du peigne de Dirac s(t)
(2.3) n’est pas pour autant un signal continu au sens de la dérivé. Ce signal est défini comme
signal à temps discret et il s’écrit sous la forme d’une séquence temporelle discrète suivant n,
xsc[n] = x
s
c(nTs) = x[n],∀n ∈ Z (2.10)
avec x[n] le signal numérique en sortie du CAN du modèle de la Figure 2.1. La notation entre
crochet dans (2.10) permet d’identifier la nature à temps discret des signaux.
Transformée de Fourier à temps discret
Le signal à temps discret x[n] peut aussi être exprimé dans le domaine fréquentiel avec la
Transformée de Fourier à Temps Discret (TFTD) [63]. Afin de distinguer la transformée d’un
signal à temps continu d’un signal à temps discret, la TFTD de x[n] est notée X
(
e j2pi f Ts
)
, mettant
en évidence que ce signal à une réponse fréquentielle continue périodique de période fs = 1Ts .
Son opérateur est notéFd . La TFTD de x[n] et sa TFTD inverse s’écrivent
Fd {x[n]} = X
(




















e j2pi f Ts
)
e j2pi f nTsd f (2.11)
La définition de cette transformée de Fourier est issue de (2.9), la TFTC d’un signal échantillonné.
Donc naturellement, en comparant (2.11) et (2.9) puis en substituant avec (2.6), on a l’égalité
X
(
e j2pi f Ts
)






Xc ( f − k fs) (2.12)
Dans notre cas, Xc( f ) est considéré comme un signal en bande de base vérifiant le théorème
d’échantillonnage de Shannon (2.7), donc (2.12) peut se simplifier en
∀| f |< fs2 , X
(
e j2pi f Ts
)
= X sc ( f ) =
1
Ts
Xc( f ) (2.13)
Structure de conversion analogique-numérique entrelacée
En théorie, la conversion réalisée par un ET-CAN est équivalente à celle réalisée par un CAN,
et ceci quelque soit le nombre de voies entrelacées. Donc, un ET-CAN qui réalise globalement
une conversion idéale cadencée à fs, peut-être modélisé de manière équivalente par le CAN de la
1Par souci de simplicité, le bruit de quantification n’apparait pas. Mais cela ne perturbe en rien la théorie
développée.
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Figure 2.1, c.-à-d. par un échantillonnage uniforme aux instants t = nTs, ∀n ∈ Z. En considé-
rant ceci, la sortie numérique x[n] de l’ET-CAN vérifie (2.12). Enfin dans notre modélisation,
comme le signal analogique xc(t) est situé dans la bande de base de l’ET-CAN vérifiant le
théorème d’échantillonnage de Shannon (2.7), xc(t) peut être parfaitement reconstruit à partir
des échantillons du signal numérique x[n] (2.13), au bruit de quantification près.
La section suivante démontre à travers la modélisation des M CANs de l’ET-CAN que de
manière idéal, la structure réalise bien un échantillonnage uniforme aux instants t = nTs et donc,
que son signal en sortie vérifie (2.12).
2.3 Modèle idéal d’un ET-CAN
L’intérêt premier d’un ET-CAN est d’atteindre de très hautes fréquences d’échantillonnage fs
en parallélisant M CANs cadencés à fsM . Pour se faire, les M CANs vont convertir successivement
le signal analogique xc(t) en décalant l’instant d’échantillonnage sur la mème voie d’une phase
φm = m2piM avec m ∈ {0, . . . ,M− 1}, comme illustré dans la Figure 2.3. Ainsi, en entrelaçant
numériquement les signaux en sortie des CANs, on obtient en théorie un échantillonnage


























M , φM−1 = (M−1)2piM
FIGURE 2.3 – Structure d’un ET-CAN avec M voies de codage
Modélisons de manière idéale chaque opération réalisée dans la Figure 2.3. Pour se faire, la
description est séparée en deux parties, l’échantillonnage par les M CANs, puis l’entrelacement
numérique de leur sorties.










, φm = m2piM
xc(t) usm[n] = xc(nMTs+mTs) ≡
FIGURE 2.4 – Modèle simplifié du CAN sur la mème voie de codage d’un ET-CAN.
2.3.1 Échantillonnage réalisé par les M CANs
La Figure 2.4 modélise l’opération d’échantillonnage réalisée par le CAN de la mème voie
de codage, ∀m ∈ {0, . . . ,M−1}. Le choix est fait de modéliser le décalage de l’instant d’échan-
tillonnage sur la mème voie en appliquant une avance de phase e j2pi f mTs au signal à temps continu
xc(t). Cette avance de phase produit dans le domaine temporel permet d’écrire
um(t) = xc(t+mTs) (2.14)
Puis, le signal à temps continu (2.14) est échantillonné aux instants t = nMTs, ∀n ∈ Z, pour
obtenir le signal à temps discret
usm[n] = um(nMTs) = xc(nMTs+mTs), ∀n ∈ Z (2.15)
en sortie du mème CAN avec une période d’échantillonnage MTs. Ce signal en sortie peut-être
exprimé dans le domaine fréquentiel, de la même façon que (2.12), comme
U sm
(


















On note dans (2.16) que l’échantillonnage du signal xc(t) par chacun des CANs à la fréquence
fs
M ne respectent pas individuellement le théorème d’échantillonnage de Shannon, puisque xc(t)
vérifie (2.7). Le signal U sm
(
e j2pi f Ts
)
en sortie du mème CAN présente donc des repliements
spectraux, dont les modules sont illustrés dans la Figure 2.5.
Cependant, il est important de noter que l’avance de phase e j2pi f mTs produit sur U sm
(
e j2pi f Ts
)
(2.16) une rotation unique (suivant m) dans le plan complexe dont l’effet est primordial pour la
suite. Ainsi, du point de vue de l’ET-CAN, nous allons montrer que le théorème d’échantillonnage
de Shannon est bien respecté, évitant ainsi les repliements spectraux et assurant une reconstruction
parfaite du signal analogique à partir des échantillons usm[n] (2.15).
Par ailleurs d’après la Figure 2.4, le choix est fait de modéliser l’instant d’échantillonnage du
mème CAN (t = nMTs+mTs, ∀n ∈ Z ) par une avance de phase du signal d’entrée xc(t) et non en
appliquant un retard de phase φm = m2piM à l’horloge de l’échantillonneur. Ainsi, les M signaux
en sortie des CANs usm[n], ∀m ∈ {0, . . . ,M−1}, représentés dans la Figure 2.6, sont directement
synchronisés aux instants t = nMTs. Il est alors possible de les entrelacer temporellement par des
opérateurs discrets et ainsi éviter de leur appliquer des retards fractionnaires pour les recaler.
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FIGURE 2.5 – Représentation du module pour M = 4, de la réponse fréquentielle continue associée au
signal à l’entrée du mème CAN (cf. modèle dans la Figure 2.4), ainsi que la réponse fréquentielle périodique
associée au signal de la sortie échantillonnée aux instants t = MTs.
Pour résumer les opérations de notre modélisation, l’échantillonnage du signal analogique
xc(t) réalisé successivement par les M CANs est illustré sous forme de chronogrammes pour
M = 4 dans la Figure 2.7.
2.3.2 Reconstruction temporelle de l’étage de sortie
L’entrelacement temporel des M voies de codage est réalisé par le multiplexeur décrit dans
la Figure 2.8. Les signaux à temps discret usm[n], ∀m ∈ {0, . . . ,M− 1} de la Figure 2.6 sont
récupérés en sortie de chaque CAN avec une période d’échantillonnage MTs. Puis, ils sont
sur-échantillonnés par M pour les ramener dans le domaine temporel discret de période Ts. Il






si n (mod M) = 0
0 sinon
, ∀m ∈ {0, . . . ,M−1} (2.17)
Ensuite, ym[n] est retardé d’un délai z−m afin de remettre dans l’ordre les échantillons décalés
par les avances de phase e j2pi f mTs (cf. Figure 2.6). Ainsi, on obtient
xm[n] = ym[n−m], ∀m ∈ {0, . . . ,M−1} (2.18)
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e j2pi f Ts
e j2pi fmTs
















FIGURE 2.6 – Modèle de l’échantillonnage successif réalisé par les M voies de codage de l’ET-CAN.
u0(t) = xc(t)
t
Ts0 1 2 3 4 5 6 7 8 9 10 11
u1(t) = xc(t+Ts)
t
Ts0 1 2 3 4 5 6 7 8 9 10 11
u2(t) = xc(t+2Ts)
t
Ts0 1 2 3 4 5 6 7 8 9 10 11
u3(t) = xc(t+3Ts)
t











Ts0 1 2 3 4 5 6 7 8 9 10 11 12
FIGURE 2.7 – Chronogrammes des signaux du modèle présenté dans la Figure 2.6 pour M = 4 voies
entrelacées.




















FIGURE 2.8 – Modèle du multiplexeur d’un ET-CAN à M voies entrelacées.
y0[n]
n
0 1 2 3 4 5 6 7 8 9 10 11
y1[n]
0 1 2 3 4 5 6 7 8 9 10 11
y2[n]
0 1 2 3 4 5 6 7 8 9 10 11
y3[n]






0 1 2 3 4 5 6 7 8 9 10 11
x1[n] = y1[n]z−1
0 1 2 3 4 5 6 7 8 9 10 11
x2[n] = y2[n]z−2
0 1 2 3 4 5 6 7 8 9 10 11
x3[n] = y3[n]z−3




















FIGURE 2.9 – Chronogrammes des signaux du multiplexeur présenté dans la Figure 2.8 pour M = 4 voies
entrelacées. Les signaux usm[n] avec m ∈ {0,1,2,3} renvoient à la Figure 2.7.
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un signal à temps discret de période d’échantillonnage Ts. Les étapes du multiplexeur sont
illustrées sous forme de chronogrammes dans la Figure 2.9 pour M = 4. En superposant les
chronogrammes des Figures 2.7 et 2.9, le signal analogique xc(t) est uniformément échantillonné
en x[n] à la fréquence fs = 1Ts par notre modèle.
Dans la section suivante, les deux modèles illustrés dans la Figure 2.6 et 2.8 sont associés
afin de démontrer l’échantillonnage uniforme aux instants t = nTs. Puis, à partir de ce résultat,
nous définissons le signal idéal en sortie de l’ET-CAN.
2.3.3 Signal idéal en sortie de l’ET-CAN
L’objectif final de ce chapitre est de modéliser les disparités de fonctions de transferts
linéaires entre les M voies de codage. Pour cela, nous introduisons une donnée supplémentaire :
le filtrage de ces voies de codages. Par conséquent, notre modèle idéal de l’ET-CAN, illustré
dans la Figure 2.10, est composé de :
– l’échantillonnage du signal analogique xc(t) sur chacune des M voies de codage donnant
les signaux usm[n], ∀m ∈ {0, . . . ,M−1} (cf. Figure 2.4),
– de l’entrelacement de ces signaux par le multiplexeur donnant le signal x[n] en sortie de
l’ET-CAN (cf. Figure 2.8),
– d’un filtrage de réponse fréquentielle H( f ) du signal analogique xc(t) situé en amont de
l’échantillonnage par les M CANs. H( f ) est donc réalisé dans le domaine continu.
Pour un ET-CAN idéal, H( f ) est commun aux M voies de codage. C’est sur ce dernier critère
que le modèle est défini idéal. Ainsi, nous modélisons les caractéristiques de transfert linéaires
communes aux M CANs. Ces caractéristiques peuvent être par exemple :
– un gain indépendant de la nature du signal d’entrée, c.-à-d. H( f ) = α avec α ∈ R∗+,
– un retard de ligne sur l’entrée de l’EB ou sur son horloge, c.-à-d. H( f ) = e− j2pi f∆τ avec
∆τ ∈ R+,
– une bande passante modélisée, par exemple, par un filtre de Butterworth passe-bas d’ordre
ρ tel que son gain G( f ) = |H( f )|= 1√
1+( f/ fc)2ρ
avec fc sa fréquence de coupure.
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H( f )
H( f ) e j2pi f Ts
↑M
H( f ) e j2pi fmTs
























FIGURE 2.10 – Modèle idéal d’un ET-CAN avec M voies de codage.
On cherche désormais à développer la sortie de l’ET-CAN x[n] dans le domaine fréquentiel.
Pour se faire, les opérations du modèle idéal décrites dans la Figure 2.10 sont exprimées une par
une en fréquence et illustrées dans la Figure 2.11.
– Sur la mème voie, le signal analogique Xc( f ) est filtré par la réponse fréquentielle commune
H( f ), puis décalé en temps de mTs par la phase e j2pi f mTs . On obtient le signal à temps
continu um(t). Sa TFTC s’écrit
Um( f ) = Xc( f )H( f )e j2pi f mTs (2.20)
– Puis, le signal um(t) entre dans l’échantillonneur cadencé à la fréquence
fs
M . Le signal est
discrétisé en temps aux instants t = nMTs avec n ∈ Z. On obtient le signal à temps discret















f − fsM p
)
(2.21)
Dans (2.21), la discrétisation temporelle de um(t) produit une réponse fréquentielle pério-
dique U sm
(
e j2pi f MTs
)
contenant des repliements spectraux tous les p fsM , ∀p∈Z, représentés
en module dans la Figure 2.11. Donc, chaque U sm
(
e j2pi f MTs
)
ne respecte pas individuelle-
ment le théorème d’échantillonnage de Shannon (2.7).
– Ensuite, le signal discret usm[n] est sur-échantillonné par M donnant la relation en fréquence
Ym
(




e j2pi f MTs
)
(2.22)
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L’opération de sur-échantillonnage par M (2.22) étend la périodicité du spectre 1MTs de
U sm
(
e j2pi f MTs
)
à la période 1Ts pour la réponse fréquentielle Ym
(
e j2pi f Ts
)
. Ce dernier est donc
composé de M sous-bandes U sm
(
e j2pi f MTs
)
identiques à l’intérieur de sa bande d’intérêt
− fs2 6 f < fs2 .
– Enfin, les signaux ym[n] sont réorganisés par les délais z−m et additionnés pour donner la
sortie de l’ET-CAN x[n], qui s’écrit en fréquence
X
(














e− j2pi f mTsYm
(
e j2pi f Ts
)
(2.23)
Finalement, en substituant (2.20), (2.21) et (2.22) dans (2.23), le signal X
(































Le signal en sortie X
(
e j2pi f Ts
)
(2.24) s’exprime comme une double somme suivant p ∈ Z et
m∈{0, . . . ,M−1}. La première somme infinie suivant p fait intervenir les translatés en fréquence
de p fsM du signal analogique Xc( f ) filtrées par la réponse fréquentielle continue H( f ). Cette
somme infinie est caractéristique de l’opération d’échantillonnage aux instants t = nMTs = nMfs
(2.12) réalisée par chacun des CANs. La deuxième somme suivant m additionne chacun des
M signaux translatés suivant une valeur de p fixe dans (2.24). Notons que ceux sont M mêmes
repliements pour chacun des signaux échantillonnés à fsM en sortie des CANs. Ils sont ensuite
pondérés par une rotation dans le plan complexe e− j
2pi
M pm unique. L’effet de ces M pondérations
décalant chaque pème repliement circulairement de 2piM pm est illustré dans la Figure 2.11 pour
M = 4.







M si p mod (M) = 00 sinon (2.25)
Donc, seuls les valeurs de p multiples du nombre de voies M produisent une somme pondérée non
nulle. Ainsi, le signal en sortie X
(
e j2pi f Ts
)
(2.24) se simplifie en retenant seulement les réponses
fréquentielles continues translatées de p fsM = qM
fs
M ,∀q ∈ Z. La somme des autres repliements
pour p mod (M) 6= 0 s’annule comme montrée dans la Figure 2.11. Ceci est possible dans (2.24)
car le signal translaté en fréquence Xc( f ) est filtré par une réponse fréquentielle H( f ) commune
au M voies entrelacées, mettant en facteur Xc
(




f − fsM p
)
dans la somme suivant m.
Donc, le signal en sortie du modèle idéal devient
X
(








Xc ( f − fsq)H ( f − fsq) (2.26)
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FIGURE 2.11 – Représentation pour M = 4 du module des réponses fréquentielles des signaux à temps
continu et à temps discret du modèle idéal de l’ET-CAN (cf. Figure 2.10), ainsi que des rotations dans le
plan complexe de e−
2pi
M pm lors de l’entrelacement (2.24) avec p ∈ Z et m ∈ {0, . . . ,M−1}.
En conclusion, lorsqu’il n’y a aucune disparité de fonctions de transferts linéaires entre les
M voies de codage (c.-à-d. H( f ) commun aux M voies ∀m ∈ {0, . . . ,M−1}), le signal en sortie
de l’ET-CAN correspond à un échantillonnage uniforme de période Ts du signal analogique
xc(t), filtré par la réponse fréquentielle commune H( f ) (2.26). Pour la suite, le signal x[n] (et sa
TFTD X
(
e j2pi f Ts
)
) est nommé le signal idéal en sortie de l’ET-CAN. De plus, la conversion par
l’ET-CAN du signal analogique xc(t) réel produit un signal à temps discret x[n] réel en sortie.
La section suivante modélise les disparités de réponses fréquentielles entre les M voies de
codage de l’ET-CAN.
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2.4 Modèle des disparités de réponses fréquentielles entre les
M voies d’un ET-CAN
Pour modéliser les disparités de fonctions de transferts linéaires entre les M voies de codage
d’un ET-CAN, le filtrage H( f ) commun aux M voies dans le modèle idéal (Figure 2.10) est
remplacé par des réponses fréquentielles continues Hm( f ) différentes sur chaque voies, avec
Hm( f ) le filtrage en amont de la mème voie. Ce nouveau modèle que nous nommons modèle des
disparités de réponses fréquentielles est décrit dans la Figure 2.12. Ainsi, ces M fonctions de
H0( f )
H1( f ) e j2pi f Ts
↑M
Hm( f ) e j2pi fmTs
























FIGURE 2.12 – Modèle des disparités de réponses fréquentielles entre les M voies de codage d’un
ET-CAN.
transfert linéaires différentes peuvent modéliser, par exemple :
– Un gain différent sur chaque CAN et indépendant de la nature du signal d’entrée xc(t),
c.-à-d. Hm( f ) = αm avec αm ∈ R∗+.
– Un retard de ligne différent sur l’entrée de chaque CAN ou de son horloge, c.-à-d. Hm( f ) =
e− j2pi f∆τm avec ∆τm ∈ R+. Ces décalages fixes différents suivant les voies introduisent un
échantillonnage non uniforme en sortie de l’ET-CAN.
– Une bande passante différente sur chaque CAN, modélisable par exemple par un filtre de
Butterworth passe-bas d’ordre ρ tel que son gain Gm( f ) = |Hm( f )|= 1√1+( f/ fc,m)2ρ , avec
fc,m la fréquence de coupure de la mème voie.
Donc, Hm( f ) modélise de manière unifiée les deux disparités les plus traitées dans la littérature,
à savoir les disparités de gains et celles de décalages d’horloges. En plus de ces deux disparités,
notre modèle dans la Figure 2.12 propose une description bien plus complète des disparités
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FIGURE 2.13 – Représentation pour M = 4 du module des réponses fréquentielles des signaux à temps
continu et à temps discret du modèle des disparités de réponses fréquentielles de l’ET-CAN (Figure 2.12),
ainsi que des rotations dans le plan complexe de e−
2pi
M pm lors de l’entrelacement (2.28) avec p ∈ Z et
m ∈ {0, . . . ,M−1}.
linéaires intervenant dans un ET-CAN, en intégrant par exemple, celles de bandes passantes
comme toutes celles décrites par des réponses fréquentielles continues.
Par ailleurs, ce modèle des disparités de réponses fréquentielles (cf. Figure 2.12) ne décrit
pas les disparités d’offsets entre les M voies de l’ET-CAN. Ces disparités sont développées dans
la section suivante.
Comme pour le modèle idéal, on cherche à développer la sortie de l’ET-CAN dans le domaine
fréquentiel pour décrire l’impact de ces disparités lors de l’entrelacement numérique. Pour se
faire, les opérations décrites dans la Figure 2.12 sont exprimées une par une en fréquence et
illustrées dans la Figure 2.13 pour M = 4.
– Tout d’abord sur la mème voie, le signal xc(t) est filtré par la réponse fréquentielle Hm( f ) et
décalé en temps de mTs par la phase e j2pi f mTs . On obtient le signal à temps continu u˙m(t)
dont la TFTC est
U˙m( f ) = Xc( f )Hm( f )e j2pi f mTs (2.27)
– Le résultat du filtrage par Hm( f ) est représenté en trait continu sur U˙m( f ) dans la Fi-
CHAPITRE 2 - MODÉLISATION DES DÉFAUTS D’UN ET-CAN À M VOIES 27
gure 2.13 alors que, le résultat du filtrage par H( f ) caractéristique du modèle idéal est
représenté en trait pointillé par comparaison. Ainsi, des différences de réponses fréquen-
tielles Hm( f ) entre les M voies sont observables.
– Puis, les opérations qui suivent dans la Figure 2.12, à savoir l’échantillonnage par les M
CANs et l’entrelacement temporel, sont équivalentes à celles réalisées dans le modèle idéal
dans la Figure 2.10. Ainsi, (2.21), (2.22) et (2.23) peuvent être réutilisées pour décrire ces
opérations dans le domaine fréquentiel.
Finalement, à partir d’un développement similaire à (2.24) pour la sortie idéale, le signal en
sortie de ce modèle avec disparités s’exprime par :
X˙
(


























où le point dans la notation du signal X˙
(
e j2pi f Ts
)
marque les disparités de réponses fréquentielles,
le différenciant ainsi du signal idéal X
(
e j2pi f Ts
)
.
De même que pour le signal idéal X
(
e j2pi f Ts
)
(2.24), le signal en sortie de ce modèle
(avec les disparités) s’écrit comme une double somme suivant p ∈ Z et m ∈ {0, . . . ,M−1}. La
première somme infinie suivant p replie tous les p fsM le signal analogique Xc( f ) filtré dans le
continu par Hm( f ) sur la mème voie. La somme infinie est toujours caractéristique de l’opération
d’échantillonnage aux instants t = nMTs. Mais cette fois les échantillons X˙m
(
e j2pi f Ts
)
sont
porteurs d’un filtrage différent en sortie de chaque CAN. Puis, la deuxième somme suivant m
entrelace temporellement ces signaux X˙m
(
e j2pi f Ts
)
en les additionnant. Pour se faire, les M pème
repliements Xc
(




f − fsM p
)
dans (2.28) sont pondérés par les termes circulaires
e− j
2pi
M pm. Ces termes induisent des rotations uniques dans le plan complexe, illustrées dans
la Figure 2.13. Or, les réponses fréquentielles Hm( f ) ne sont pas égales ce qui provoque une
annulation partielle des pème repliements non modulo M lors de leur addition. Cet effet est
exprimé dans la somme suivant m où les réponses fréquentielles Hm( f ) ne peuvent plus se mettre












n’est pas simplifiable. Finalement, les différences de réponses fréquentielles Hm( f ) produisent
une somme non nulle quelque soit la valeur de p. Donc dans la Figure 2.12, le signal en sortie
du modèle avec disparités de réponses fréquentielles n’est plus l’image d’un échantillonnage
uniforme de période Ts contrairement à (2.26) pour le modèle idéal.
Par ailleurs, une simplification d’écriture est possible dans (2.28) en réduisant l’expression de
X˙
(
e j2pi f Ts
)
à la bande d’intérêt, c.-à-d. la bande de base de l’ET-CAN − fs2 6 f < fs2 . Ainsi, les
repliements spectraux suivant p ∈ {−∞,+∞} peuvent être restreints à p ∈ {−M+1, . . . ,M−1}
dans (2.28).
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Le signal en sortie de l’ET-CAN est modélisé par (2.28) en fonction de réponses fréquentielles
continues. Dans la section suivante, ce signal est exprimé en fonction de réponses fréquentielles
périodiques de période fs. Le but étant de ramener les disparités de réponses fréquentielles
modélisées à temps continu avec Hm( f ), m ∈ {0, . . . ,M−1} à une description à temps discret
de période Ts équivalente à la nature du signal en sortie de l’ET-CAN. Ainsi, il sera possible de
compenser ces disparités à partir du signal numérique de sortie.
2.4.1 D’une modélisation dans le domaine continu au domaine discret
Cette section présente un premier développement pour obtenir le signal X˙
(
e j2pi f Ts
)
en sortie
de l’ET-CAN en fonction de réponses fréquentielles périodiques. Une seconde méthode présentée
dans l’annexe A valide le développement suivant par une approche différente.
Tout d’abord, on pose Xc,m( f ) = Xc( f )Hm( f ). Ainsi, (2.28) s’exprime comme
X˙
(




















La somme suivant p replie le signal à temps continu Xc,m( f ) tous les p
fs
M avec p ∈ Z. Cette
somme de repliements spectraux est caractéristique de l’opération d’échantillonnage montrée
dans (2.12), au terme e− j
2pi
M pm près. Cependant, e− j
2pi
M pm est un terme périodique de période M.
Donc, en posant p = p′+qM avec q ∈ Z et p′ ∈ {0, . . . ,M−1}, (2.29) peut s’écrire
X˙
(













































Ainsi, la somme suivant p se décompose en une double somme suivant p′ finie et q infinie.
Pour un p′ fixe dans la somme infinie suivant q dans (2.30), les repliements spectraux tous les
fs de Xc,m
(
f − fsM p′
)
ne sont plus pondérés par le terme circulaire. De cette somme, il apparait
clairement l’expression de l’échantillonnage du signal à temps continu Xc,m
(
f − fsM p′
)
aux
instants t = nTs (n ∈ Z) qui s’écrit
Xc,m
(








Xc,m ( f −q fs) (2.31)
Finalement, en changeant p′ en p, le signal en sortie de l’ET-CAN X˙
(
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qui met en relation le signal numérique de sortie en fonction du signal à temps discret xc,m[n].
Pour rappel, Xc,m
(
e j2pi f Ts
)
(2.31) est le signal analogique Xc( f ) en entrée de l’ET-CAN, filtré
dans le continu par Hm( f ) sur la mème voie, puis échantillonné à fs.
Dans la section suivante, Xc,m
(
e j2pi f Ts
)
est ré-exprimé pour mettre en évidence à temps
discret les disparités entre les réponses fréquentielles Hm( f ).
2.4.2 Des réponses fréquentielles des voies de codage aux disparités
Les réponses fréquentielles continues Hm( f ) (m ∈ {0, . . . ,M−1}) modélisent les caractéris-
tiques de transferts linéaires propres à chacune des M voies de codage de l’ET-CAN (Figure 2.12).
Ces caractéristiques peuvent être soit un gain indépendant de la nature du signal d’entrée et
propre à chaque voie de codage, soit un retard différent sur l’entrée ou l’horloge de chaque CAN,
ou encore, une bande passante avec des fréquences de coupures différentes sur chaque voie.
Ainsi, les réponses Hm( f ) décrivent potentiellement une bande utile plus large que la bande de
Nyquist de l’ET-CAN, i.e. fs2 . Donc, les réponses Hm( f ) ne respectent pas le critère de Nyquist
relatif à un échantillonnage à fs.
Or, le signal analogique xc(t) a une bande utile strictement comprise dans la bande de Nyquist
de l’ET-CAN, i.e. Xc( f ) = 0, ∀| f |> fs2 (2.7). Ainsi, le produit des deux réponses fréquentielles
Xc( f )Hm( f ) = Xc,m( f ) est aussi limité dans la bande de Nyquist de l’ET-CAN. Finalement,
Xc,m
(
e j2pi f Ts
)
(2.31), la réponse fréquentielle périodique issue de la TFTD du signal à temps
discret xc,m[n], peut être exprimée
Xc,m
(








Xc ( f − k fs) 1Ts Π( f − k fs)Hm ( f − k fs)︸ ︷︷ ︸
Hˆm ( f − k fs)
(2.34)
avec Π( f ), la fonction indicatrice dans le domaine fréquentiel, définie par
Π( f ) =





Pour la suite du développement, on introduit la réponse fréquentielle Hˆm( f ) qui est le produit
de Π( f ) et de Hm( f ). Donc, Hˆm( f ) correspond à la restriction fréquentielle dans la bande de
base de l’ET-CAN de la réponse fréquentielle continue Hm( f ), ∀m ∈ {0, . . . ,M−1}. Ainsi, on
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peut exprimer la TFTD de la réponse impulsionnelle hˆm[n] = hˆm(nTs) associée aux repliements
spectraux tous les k fs (k ∈ Z) de Hˆm( f ) dans la bande d’intérêt − fs2 6 f < fs2 comme
Hˆm
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e j2pi f Ts
)
est remplacé par Xc
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e j2pi f Ts
)
dans (2.32) qui devient
X˙
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Les différences de réponses fréquentielles normalisées : Dm
(
e j2pi f Ts
)
Le filtrage par Hˆm
(
e j2pi f Ts
)
étant différent suivant les M voies de codage, des disparités
apparaissent lors de l’entrelacement des données de chaque voie (cf. Figure 2.13). Pour modéliser
ces disparités, considérons que Hˆm
(
e j2pi f Ts
)
contient une partie commune à toutes les voies plus
une différence. Pour cela, on pose
– Hˆ
(
e j2pi f Ts
)
, la moyenne des réponses fréquentielles Hˆm
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e j2pi f Ts
)
, la différence entre Hˆm
(




e j2pi f Ts
)
, normalisée par Hˆ
(










e j2pi f Ts
)− Hˆ (e j2pi f Ts)
Hˆ (e j2pi f Ts)
(2.40)
Donc, le filtrage Hˆm
(















e j2pi f Ts
)
(2.41)
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En substituant (2.41) dans (2.38), la sortie de l’ET-CAN X˙
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Or, dans ce premier terme (2.43), le filtrage Hˆ
(
e j2pi f Ts
)
est commun à chaque voie de codage,
de manière similaire à (2.24) du modèle idéal. Donc, selon (2.25), seule la valeur p = 0 donne
une somme ∑M−1m=0 e
− j 2piM pm non nulle lors de l’entrelacement des voies. La somme des autres
repliements pour p 6= 0 s’annule, comme montrée dans la Figure 2.11. Ainsi, le premier terme
(2.43) se simplifie en Xc
(




e j2pi f Ts
)
et on pose pour la suite
X
(








e j2pi f Ts
)
(2.44)
Si l’on suppose que toutes les réponses fréquentielles Hˆm
(
e j2pi f Ts
)
de chacune des voies
de codage de l’ET-CAN sont identiques, alors Hˆ
(









e j2pi f Ts
)
sont nulles ∀m ∈ {0, . . . ,M−1}. Il n’y a alors plus de disparités entre
les M voies et le signal en sortie de l’ET-CAN devient X
(
e j2pi f Ts
)
. On retrouve bien le signal
idéal en sortie de l’ET-CAN développé à la Section 2.3. Finalement, en tenant compte de la
simplification du premier terme dans (2.42) par X
(
e j2pi f Ts
)
, la sortie de l’ET-CAN avec les
disparités de réponses fréquentielles devient
X˙
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Donc, la sortie à temps discret de l’ET-CAN avec disparités peut être modélisée par le signal
idéal à temps discret plus un filtrage de ce dernier par les différences de réponses fréquentielles
normalisée Dm
(
e j2pi f Ts
)
. Ce sont ces Dm
(
e j2pi f Ts
)
qu’il faudra compenser pour éliminer les
disparités à la sortie de l’ET-CAN, permettant alors de retrouver uniquement le signal idéal.
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Pour la suite de la modélisation, l’étude de la sortie de l’ET-CAN x˙[n] est faite dans le
domaine temporel discret. Ainsi, ce modèle pourra être utilisé dans nos méthodes temporelles
de compensation des disparités basées sur x˙[n]. En parallèle, son expression dans le domaine
fréquentiel est fourni pour illustrer l’impact des disparités. La TFTD inverse de X˙
(



















Les disparités de réponses fréquentielles : D′p
(
e j2pi f Ts
)
Afin de faciliter l’interprétation du signal avec les disparités en sortie de l’ET-CAN dans
(2.45) en fréquence et (2.46) en temps, nous définissons d′p[k] une combinaison des réponses
impulsionnelles dm[k] et D′p
(
e j2pi f Ts
)












dm[k], ∀k ∈ Z (2.47)
D′p
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e j2pi f Ts
)
(2.48)











































La réponse fréquentielle D′p
(
e j2pi f Ts
)
peut-être interprétée comme la combinaison des M
différences normalisées Dm
(
e j2pi f Ts
)
(2.40) (m ∈ {0, . . . ,M−1}) possédant la même pème trans-
lation en fréquence de p fsM et pondérées par les rotations dans le plan complexe e
− j 2piM pm. Pour
la suite du modèle, les réponses impulsionnelles d′p[k] sont nommée les disparités de réponses
fréquentielles.
Plusieurs propriétés de d′p[k] sont à noter :
– Selon la définition de la différence des réponses fréquentielles normalisées Dm
(
e j2pi f Ts
)














e j2pi f Ts
)− Hˆ (e j2pi f Ts)




e j2pi f Ts
)
Hˆ (e j2pi f Ts)
−M (2.51)
On reconnait dans (2.51) la relation ∑M−1m=0 Hˆm
(




e j2pi f Ts
)
(2.39). Donc, la
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moyenne des Dm
(
e j2pi f Ts
)













dm[k] = 0, ∀k ∈ Z (2.52)
– De plus, selon la définition de d′p[k] (2.47) et (2.52), pour p = 0
D′0
(
e j2pi f Ts
)
= 0 ⇔ d′0[k] = 0, ∀k ∈ Z (2.53)
















e j2pi f Ts
))∗⇔ d′p[k] = (d′−p mod(M)[k])∗, ∀k ∈ Z (2.54)
Cette dernière propriété sera utile pour simplifier les expressions avec d′p[k] en fonction
de la parité du nombre de voie M, mais aussi pour s’assurer que le signal en sortie de
l’ET-CAN est réel.
Signal avec les disparités de réponses fréquentielles en sortie de l’ET-CAN
En conclusion, le signal en sortie de l’ET-CAN, en temps discret x˙[n] (2.49) et dans le
domaine fréquentiel X˙
(
e j2pi f Ts
)











































Donc, la sortie avec les disparités X˙
(
e j2pi f Ts
)
(2.56) est égale à la somme de la sortie
idéal X
(
e j2pi f Ts
)
et des (M− 1) combinaisons suivant p du signal idéal X (e j2pi f Ts) filtré par
D′p
(
e j2pi f Ts
)
et translaté en fréquence de fsM p. La Figure 2.14 représente pour M = 4, le module
de la réponse fréquentielle périodique d’un signal idéal quelconque, puis les 3 combinaisons des
disparités translatées de p fs4 avec p ∈ {1,2,3} et enfin le signal avec les disparités en sortie de
l’ET-CAN. Notons d’ailleurs que les disparités D′1
(




e j2pi f Ts
)
représentées dans la
Figure 2.14 ont le même module puisqu’ils sont conjugués selon (2.54).



























































Le signal idéal en sortie de
l’ET-CAN
Les disparités de réponses
fréquentielles
Le signal avec les disparités
en sortie de l’ET-CAN








FIGURE 2.14 – Représentation fréquentielle pour M = 4 des modules : (a) du signal idéal, (b) des
disparités de réponses fréquentielles et (c) du signal avec les disparités de réponses fréquentielles en sortie
de l’ET-CAN.
2.4.3 Des disparités à un filtrage linéaire à temps variant périodique






d′p[k] varient suivant la variable













Donc, les disparités de réponse fréquentielle en sortie de l’ET-CAN peuvent s’exprimer à l’aide
d’un filtrage linéaire à temps variant périodique, de période M. Ce filtre est nommé Linear
Periodic Time-Varying (LPTV) system dans la littérature anglaise.
Il est d’ailleurs possible de reformuler (2.55) afin de mieux faire apparaitre la variation
périodique des réponses impulsionnelles. Pour cela, on pose n = lM+q avec q ∈ {0, . . . ,M−1}




































Donc la moyenne des réponses impulsionnelles cq[k] composant le système LPTV est nulle.
De plus, la réponse impulsionnelle cq[k] peut être simplifiée en considérant la parité de M.





























































Notons par ailleurs que d′
p=M2
[k] est réelle ∀k ∈ Z selon la définition de d′p[k] (2.47).






























Finalement, quelque soit la parité du nombre de voie M, la réponse impulsionnelle cq[k] du filtre
LPTV est réelle. Donc, le modèle des disparités de réponses fréquentielles (2.57) donne un signal
à temps discret réel en sortie de l’ET-CAN.
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Notons que (2.62) et (2.64) peut être unifié en utilisant l’opérateur bxc qui correspond au plus
grand entier strictement inférieur à x. Ainsi, il faut bM2 c réponses d′p[k] avec p ∈ {1, . . . ,bM2 c}
pour calculer la réponse impulsionnelle à temps variant périodique cq[k]. De plus, (2.62) et (2.64)
ont des expressions pratiquement similaire, mise à part le dernier terme suivant p = bM2 c qui est
pondéré par 1 pour M pair (2.62) et par 2 pour M impair (2.64). En utilisant l’opérateur dxe qui























2.5 Ajout des disparités d’offsets au modèle des disparités de
réponses fréquentielles
Le modèle présenté à la Section 2.4 et dans la Figure 2.12 décrit les disparités de réponses
fréquentielles entre les M voies de codage d’un ET-CAN. Ce modèle prend en compte les
défauts de gains entre les M voies, les défauts de décalages d’horloges non uniformes entre
les CANs, et de manière générale, les disparités entre les fonctions de transferts linéaires des
CANs. Cependant, parmi ces défauts, les disparités d’offsets ne sont pas modélisées. Or, comme
développé par la suite dans la méthode d’estimation proposée au Chapitre 3, il est important de
les considérer afin d’analyser leurs impacts.
Pour se faire, le modèle des disparités de réponses fréquentielles décrit dans la Figure 2.12
est étendu en introduisant un offset om sur chaque voie (∀m ∈ {0, . . . ,M− 1}) à la suite de
l’opération d’échantillonnage. Ce nouveau modèle est illustré dans la Figure 2.15.
Les opérations décrites dans la Figure 2.15 sont équivalentes à celles décrites dans la Fi-
gure 2.12 du modèle des disparités de réponses fréquentielles. Pour formaliser ces opérations, il
est donc possible de reprendre dans ce dernier modèle les relations en fréquence : du filtrage
continu et de l’avance de phase (2.27), de l’échantillonnage aux instants t = nMTs, ∀n∈Z (2.21),
du sur-échantillonnage par M (2.22) et enfin, de l’entrelacement temporel (2.23).
Il reste la dernière opération à décrire, c.-à-d. l’ajout sur la mème voie de l’offset om au signal
à temps discret usm[n]. Cette opération s’écrit temporellement v¨m[n] = u˙
s
m[n]+om. Sa TFTD est
V¨m
(



















dont les deux points dans la notation du signal V¨m
(
e j2pi f MTs
)
marque la prise en compte des dis-
parités de réponses fréquentielles (du précédent modèle, cf. Figure 2.12) ainsi que des disparités
d’offset (spécifique à ce modèle, cf. Figure 2.15).
Finalement, en développant de manière similaire à (2.28), la TFTD du signal en sortie de










H1( f ) e j2pi f Ts
↑M
Hm( f ) e j2pi fmTs






























FIGURE 2.15 – Modèle des disparités de réponse fréquentielle et des disparités d’offset entre les M voies
de codage d’un ET-CAN.
l’ET-CAN peut s’exprimer








































Notons que le premier terme de (2.67) correspond à l’expression du signal en sortie de l’ET-CAN
X˙
(
e j2pi f Ts
)
(2.28) avec les disparités de réponses fréquentielles et que le deuxième terme corres-
pond à l’ajout au modèle des disparités d’offsets om. De cette relation linéaire, il est possible de
compenser les disparités d’offsets séparément des disparités de réponses fréquentielles en sortie
de l’ET-CAN.
Le signal en sortie de l’ET-CAN est exprimé dans le domaine temporel discret en calcu-
lant la TFTD inverse de X¨(e j2pi f Ts) (2.67). Comme la TFTD inverse du premier terme a été

































− fs2 6 f< fs2






e j2pi f nTsd f
)
(2.68)
Or, la fonction Dirac δ
(
f − fsM p
)
dans (2.68) est nulle à l’intérieur des bornes d’intégration
− fs2 6 f < fs2 pour certain décalage de p∈Z. Donc, pour ces valeurs de p, l’intégrale dans (2.68)
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est nulle aussi. Ainsi, la somme suivant p peut être réduite aux valeurs non nulles des intégrales


































Afin de rendre manipulable (2.69), on cherche à la reformuler. Pour se faire, la somme suivant p
























′(n−m) après le changement de
variable p′ = M+ p. Et comme M−bM2 c= bM−12 c+1, les deux sommes peuvent se combiner,
s’exprimant comme une seule sommation de p = 0 à (M−1). Ainsi, la TFTD inverse du second














Finalement, en tenant compte des disparités de réponse fréquentielle et des disparités d’offset

























avec d′p[k] (2.47) les réponses impulsionnelles des disparités de réponses fréquentielles et o′p des












om, ∀p ∈ {0, . . . ,M−1} (2.73)






2Pour rappel, bxc est la partie entière inférieure ou égale de x ∈ R.
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Puis, de manière similaire à (2.56), x¨[n] (2.72) s’écrit dans le domaine fréquentiel
X¨
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e j2pi f Ts
)
défini dans (2.48), les réponses fréquentielles périodiques des disparité de
réponses fréquentielles translatées de p fsM (cf. Section 2.4) et les scalaires o
′
p pondérant des
peignes de Dirac de période fs et translatés en fréquence de p
fs
M .
L’impact des disparités d’offsets combinées aux disparités de réponses fréquentielles est
représenté dans la Figure 2.16 pour M = 4. Dans ce cas, il y a 4 disparités d’offsets avec
p ∈ {0,1,2,3} pondérant le niveau des peignes de Dirac de période fs et translatés de p fs4 .
La somme des disparités d’offsets dans (2.72) peut-être simplifiée en considérant la parité du
nombre de voie M, de manière similaire à la somme des disparités de réponses fréquentielles
dans (2.58). En utilisant la relation o′M−p = o′∗p selon (2.74), la somme des disparités d’offsets
devient




















































Notons que (2.76) et (2.76) peut être unifié en utilisant les opérateurs bxc et dxe, de manière




































































Les disparités d’offsetsLe signal avec les disparités
de réponses fréquentielles











k=−∞δ ( f − k fs)
p= 0:
Le signal avec les disparités
de réponses fréquentielles et










|X¨ (e j2pi f Ts) ||X˙ (e j2pi f Ts) |
FIGURE 2.16 – Représentation fréquentielle pour M = 4 des modules : (a) du signal avec les disparités de
réponses fréquentielles présenté dans la Figure 2.14, (b) des disparités d’offsets et (c) du signal avec les
disparités de réponses fréquentielles et d’offsets en sortie de l’ET-CAN.
2.6 Conclusion
Ce chapitre est la première étape pour concevoir des solutions de compensation des disparités
de fonctions linéaires dans les ET-CANs. Il propose un modèle général des disparités de réponses
fréquentielles entre M voies entrelacées. Pour se faire, il mélange une description à temps continu
des opérations en analogique et une description à temps discret des opérations en numérique.
Les disparités de réponses fréquentielles sont ainsi modélisées dans le continu en amont de la
conversion sur chaque voie. Cela permet de tenir compte des disparités de gains et de décalages
temporels, de manière unifiée, mais aussi des disparités linéaires dépendants de la fréquence
comme celles de bandes passantes.
La Section 2.3 développe le modèle idéal d’un ET-CAN dont le signal en sortie est nommé
le signal idéal. A partir de ce signal, la Section 2.4 met en évidence que les disparités de
fonctions linéaires peuvent être exprimées comme un filtrage LPTV du signal idéal par les
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disparités de réponses fréquentielles d′p[k]. Ce modèle à la particularité de présenter ces disparités
comme des répliques du signal idéal filtrées linéairement et translatées en fréquence de p fsM .
Notre méthode d’estimation se basera sur cette particularité du modèle pour approximer les
disparités de réponses fréquentielles d′p[k]. De plus, un modèle étendu des disparités de réponses
fréquentielles et d’offsets est présenté dans la Section 2.5. Il servira de base afin d’analyser
l’impact des disparités d’offsets sur la mesure de celles de réponses fréquentielles.
Le Chapitre 3 présentent notre méthode d’estimation pour M voies entrelacées des disparités
de réponses fréquentielles basée sur les modèles présentés.
CHAPITRE 3
ESTIMATION DES DÉFAUTS D’UNE
STRUCTURE DE CONVERSION
ANALOGIQUE-NUMÉRIQUE À M VOIES
ENTRELACÉES
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LES disparités d’entrelacement des ET-CANs ont été modélisées dans le Chapitre 2. Dansce modèle, nous avons considéré les disparités issues des différences entre les fonctionsde transferts linéaires des M voies d’un ET-CAN. Désormais, l’enjeu est de déterminer
à partir de notre modèle, une méthode d’estimation de ces disparités.
Dans ce chapitre, nous nous intéressons aux méthodes d’estimation des disparités basées sur
les propriétés de corrélation du signal numérique en sortie de l’ET-CAN. En effet, nous avons
mis en évidence dans le Chapitre 2 que les disparités de réponses fréquentielles s’expriment
comme des répliques du signal idéal filtrées linéairement et translatées en fréquence. Le principe
commun des méthodes d’estimation étudiées est de mesurer la corrélation entre le signal en
sortie de l’ET-CAN et des translations en fréquence de lui-même. Une étude de l’état de l’art de
ces méthodes est réalisée pour positionner notre contribution. Elle est donnée dans l’Annexe B
afin de faciliter la lecture. Ci-dessous, nous présentons une synthèse de cet état de l’art.
Synthèse de l’état de l’art des méthodes d’estimation basées sur la corrélation
Jamal et al. [67] proposent une méthode d’estimation des disparités de gains et de décalages
temporels pour 2 voies entrelacées. Seulement, cette méthode ne peut estimer les disparités de
décalages temporels qu’après celles de gains corrigées. Ainsi, les auteurs [68] proposent une
amélioration de cette dernière méthode pouvant estimer les disparités de décalages temporels
en présence de celles de gains. Puis, Law et al. [69] proposent une extension de la méthode
précédente pour 4 voies entrelacées. L’estimation [67] pour 2 voies est réutilisée sur les deux
paires de voies décalées de deux périodes d’échantillonnage puis, une méthode est proposée pour
estimer les disparités de gains et de décalages temporels entre trois voies. Une autre méthode est
formalisée par Matsuno et al. [70] estimant ces dernières disparités pour un nombre de voies
multiple de 4. Enfin, Singh et al. [71, 72] proposent une méthode d’estimation des disparités
de réponses fréquentielles d’un ET-CAN pour 2 et 4 voies entrelacées. Leur approche met en
évidence des symétries similaires entre les disparités d’entrelacement pour 2 voies entrelacées
et celles contenues entre les deux voies IQ du signal complexe après démodulation du signal
analogique [73, 74]. Ainsi, ils proposent de réutiliser une technique d’égalisation des voies IQ en
transformant le signal réel en sortie de l’ET-CAN en un signal complexe possédant ces symétries.
Seulement, cette approche est difficilement généralisable pour M voies entrelacées supérieures à
2, comme le montre [72].
Cette synthèse ne tient compte que des méthodes basées sur une approche similaire à la
notre. Cependant, la littérature abonde de propositions de méthodes d’estimation depuis ces
vingt dernières années [75–80]. Généralement, ce sont les disparités d’offsets, de gains et de
décalages temporels, dégradant principalement le plus les performances des ET-CANs, qui sont
considérées. Or, selon Vogel et Johansson [45], le challenge actuel pour atteindre de hautes
résolutions de conversion passe aussi par l’identification des autres disparités d’entrelacement,
comme par exemple celles de bandes passantes analogiques. De plus, selon [45], il est important
que les nouvelles méthodes proposées soient fiables et facilement utilisables lorsque le ET-CAN
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est en mode opérationnel, c.-à-d. par des approches “on-line”, sans interruption du processus de
conversion analogique-numérique. Dans ce contexte, l’originalité de ce chapitre est la proposition
d’une méthode d’estimation universelle de toutes disparités de réponses fréquentielles, formalisée
pour M voies entrelacées et reposant sur la corrélation du signal en sortie de l’ET-CAN. Ainsi,
notre méthode tient compte aussi bien des disparités de gains, que celles de décalages temporels
ou de bandes passantes. De plus, une deuxième originalité de notre proposition est que notre
estimation n’impose pas au signal en entrée de l’ET-CAN d’être contenu dans une sous-bande
de sa bande de base. Seules quelques hypothèses sur le signal en entrée sont à respecter afin de
ne pas biaiser l’estimation.
La Section 3.1 fournit des rappels théoriques sur l’opération et les propriétés de la corrélation,
ainsi que des notations et hypothèses globales à considérer dans ce chapitre. Puis, la Section 3.2
présente notre méthode d’estimation des disparités de réponses fréquentielles pour M voies
quelconques. Sa formulation est développée de manière théorique à partir de nos modèles dans
le Chapitre 2. Ensuite, la Section 3.3 présente notre algorithme d’estimation des disparités de
réponses fréquentielles, dérivé de l’approximation de la formulation théorique précédente. C’est
cet algorithme que nous utilisons dans nos architectures de compensation des disparités pour M
voies entrelacées, présentés dans le Chapitre 4. Enfin, des critères sur les signaux utilisés sont
définis afin d’assurer une estimation non biaisée des disparités de réponses fréquentielles.
3.1 Rappel théorique, notations et hypothèses globales
Cette section introduit l’opération de corrélation et ses propriétés spectrales. Puis, des
notations et hypothèses globales sont définies pour la suite.
3.1.1 Rappel théorique sur la corrélation
Notre méthode d’estimation est basée sur la fonction de corrélation, mesurant la similitude
entre deux signaux x et y définis dans C. Nous notons (x? y) la corrélation entre ces deux signaux
pour la suite des explications. Comme présenté dans l’état de l’art dans l’Annexe B ainsi que
dans notre méthode dans la Section 3.2, les méthodes d’estimation basées sur la corrélation
travaillent sur le signal à temps discret en sortie de ET-CAN. Nous définissons donc la fonction
de corrélation entre les deux signaux x[n] et y[n] à temps discret par





avec l le décalage temporel entre les deux signaux x[n] et y[n] définis stationnaires, c.-à-d. que
leur moyenne et leur fonction d’autocorrélation, (x? x) et (y? y), sont indépendantes de l’origine
du temps. Notons ici que la définition (3.1) peut-être qualifiée de corrélation “en puissance”, à
différencier de la fonction de corrélation complémentaire que nous noterons (x? y∗).











FIGURE 3.1 – ET-CAN à M voies entrelacées et son estimation numérique des disparités de réponses
fréquentielles.
Une propriété de la fonction de corrélation (3.1) est que sa transformée de Fourier à temps
discret, notéeFd dans (2.11), vérifie
Fd {x? y}= (Fd{x}) .Fd{y}∗ = X
(




e j2pi f Ts
)
(3.2)
Donc, la fonction de corrélation (3.1) s’exprime dans le domaine fréquentiel









e j2pi f Ts
)
e j2pi f lTsd f (3.3)
pour x et y complexes et ∀l ∈ Z.
Le signal en sortie de ET-CAN étant un signal réel, considérons les deux signaux x[n]
et y[n] définis dans R. Ainsi, les réponses fréquentielles X
(




e j2pi f Ts
)
présentent
une symétrie Hermitienne. Donc, Y ∗
(




e− j2pi f Ts
)
et de même pour X
(
e j2pi f Ts
)
. La
fonction de corrélation (3.1) peut s’écrire









e− j2pi f Ts
)
e j2pi f lTsd f (3.4)
pour x et y réels et ∀l ∈ Z.
3.1.2 Notations et hypothèses
Afin de simplifier la compréhension tout au long de ce chapitre, nous notons xc(t) le signal
analogique en entrée de l’ET-CAN, comme illustré dans la Figure 3.1 et Xc( f ) sa TFTC (2.1).
Le signal analogique est converti par M CANs à la fréquence d’échantillonnage fsM . Après
entrelacement temporel des voies de codage, nous notons x˜[n] le signal en sortie (et X˜
(
e j2pi f Ts
)
sa TFTD (2.11)), dont la fréquence d’échantillonnage correspond à la fréquence globale de
fonctionnement de l’ET-CAN, c.-à-d. fs = 1Ts . Le tilde dans la notation x˜ marque la présence
des disparités réelles entre les voies de l’ET-CAN que nous cherchons à estimer. Le spectre
Xc( f ) est considéré limité dans la bande de base de l’ET-CAN, c.-à-d. Xc( f ) = 0, ∀| f | > fs2 .
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Donc, le signal analogique respecte le théorème d’échantillonnage de Shannon (défini dans la
Section 2.2). De plus, les signaux xc(t) et x˜[n] sont considérés stationnaires. Notre méthode
d’estimation utilise ce signal x˜[n] pour estimer les disparités de réponses fréquentielles d′p[k]
(∀k ∈ Z et p ∈ {1, . . . ,M−1}) modélisées dans le Chapitre 2.
3.2 Estimation théorique des disparités de réponses fréquen-
tielles d’un ET-CAN à M voies basée sur la corrélation
Notre méthode d’estimation des disparités d’un ET-CAN est basée sur les modèles développés
dans le Chapitre 2 et notamment le modèle des disparités de réponses fréquentielles illustré
dans la Figure 2.12. La formulation mathématique de la méthode est dite universelle car elle
est exprimée pour M voies entrelacées. De même que le modèle des disparités de réponses
fréquentielles, cette méthode prend en compte l’estimation des disparités de gains et de décalages
temporels, ainsi que toutes les disparités de fonctions de transfert linéaires dépendant de la
fréquence. Ces disparités estimées sont par la suite rassemblées au sein d’une même appellation :
les disparités de réponses fréquentielles.
Cette méthode d’estimation est dite aveugle, car elle s’appuie uniquement sur les données du
signal x˜[n] en sortie de l’ET-CAN sans préjuger du signal analogique xc(t) à son entrée. Toutefois,
notons que comme pour les méthodes de l’état de l’art présentées dans l’Annexe B, deux critères
sont définies sur le signal idéal x[n] pour permettre cette estimation. L’impact de ces critères sur
le signal analogique xc(t) est analysé dans la Section 3.4 et développée dans l’Annexe E. De
plus, comme pour les méthodes présentées dans l’Annexe B, les disparités d’offsets peuvent
avoir un impact négatif en introduisant un biais dans la mesure de l’estimation.
3.2.1 Principe d’estimation
La méthode d’estimation est basée sur les données du signal x˜[n] en sortie de l’ET-CAN.
Cependant, pour simplifier les explications de son principe de fonctionnement, considérons
que x˜[n] peut-être exprimé comme le signal de sortie du modèle des disparités de réponses
fréquentielles, présenté dans la Section 2.4 et illustré dans la Figure 2.12. Ce signal nommé x˙[n]














et sa réponse fréquentielle périodique X˙
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Donc, le signal en sortie de l’ET-CAN s’exprime comme la somme
– du signal idéal x[n] ou X
(
e j2pi f Ts
)
(2.44) en fréquence. Il provient de l’échantillonnage
uniforme à fs du signal analogique xc(t) filtré par Hˆ
(
e j2pi f Ts
)
(2.39), la moyenne des
réponses fréquentielles Hˆm
(
e j2pi f Ts
)
caractérisant la fonction de transfert de chaque CAN.
Il correspond donc au signal en sortie de l’ET-CAN lorsqu’il n’y pas de disparités, c.-à-d.
lorsque tous les Hˆm
(
e j2pi f Ts
)
sont égaux.
– des (M− 1) filtrages suivant p ∈ {1, . . . ,M− 1} du signal idéal x[n] par d′p[k] (2.47),
les réponses impulsionnelles des disparités de réponses fréquentielles, puis translatés
en fréquence de p fsM . Chaque réponse impulsionnelle d
′
p[k] est construite à partir d’une
combinaison particulière des différences Dm
(
e j2pi f Ts
)
(2.40) entre la fonction de transfert
du mème CAN Hˆm
(
e j2pi f Ts
)
et de leur moyenne Hˆ
(
e j2pi f Ts
)
puis, pondérée d’une rotation
dans le plan complexe e− j
2pi
M pm périodique suivant m et de période M.
Rappelons que la sortie de l’ET-CAN et ses disparités de réponses fréquentielles sont illustrées
dans la Figure 2.14 pour M = 4 voies entrelacées. Sur cette figure, nous observons en sortie
de l’ET-CAN une “image” du signal d’entrée, ainsi que (M−1) “images” du signal d’entrée
déformées linéairement et translatées successivement d’un pas de fréquence fsM .
A partir de cette observation des caractéristiques spectrales des disparités, l’idée est d’utiliser
la corrélation entre l’image du signal d’entrée et une de ses (M− 1) déformées pour estimer
une partie des disparités. Pour cela, le signal X˙
(
e j2pi f Ts
)
est corrélé avec sa translaté en fré-
quence de η fsM , afin de faire coïncider en fréquence, le signal idéal X
(
e j2pi f Ts
)
et la disparité
de réponses fréquentielles D′η
(
e j2pi f Ts
)
. La Figure 3.2 illustre pour M = 4 voies entrelacées les
trois corrélations avec η ∈ {1,2,3} estimant les 3 disparités D′p
(
e j2pi f Ts
)
avec p ∈ {1,2,3}.
Prenons l’exemple de la corrélation pour η = 1 dans la Figure 3.2. Cette méthode d’estimation
par corrélation fait coïncider en fréquence






en trait pointillé noir appartenant à la translaté en fré-
quence de fs4 du signal X˙
(
e j2pi f Ts
)
et















trait continu rouge appartenant à X˙
(
e j2pi f Ts
)
.
De plus, on peut observer pour cette même corrélation (η = 1), une deuxième coïncidence dans
le domaine fréquentielle entre
– Le signal idéal X
(
e j2pi f Ts
)
en trait continu noir appartenant à X˙
(
e j2pi f Ts
)
et
– La η = 3ème disparité de réponses fréquentielles D′3
(




e j2pi f Ts
)
en trait pointillé
vert appartenant à la translaté en fréquence de fs4 du signal X˙
(
e j2pi f Ts
)
.
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Le signal avec les disparité de réponses fréquentielles en sortie
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Corrélation entre le signal
avec les disparités et sa trans-
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e j2pi f Ts
) |
FIGURE 3.2 – Représentation pour M = 4 des modules en fréquence du signal avec les disparités de
réponses fréquentielles, présenté dans la Figure 2.14, puis de ses 3 translatés en fréquence de η fs4 avec
η ∈ {1,2,3} et enfin les 3 corrélations entre le signal avec les disparités et chacune de ses translatés en
fréquence.
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Donc, la corrélation avec η = 1 est liée à aux disparités de réponses fréquentielles D′1
(




e j2pi f Ts
)
. Selon (2.54), remarquons que ces deux disparités sont conjuguées, c.-à-d.
D′1
(






e j2pi f Ts
))∗. Cette propriété donnera lieu à des simplifications pour allé-
ger des calculs de notre méthode d’estimation.
Finalement, notre méthode d’estimation est basée sur les corrélations suivant η ∈ {1, . . . ,M−
1} entre le signal en sortie de l’ET-CAN de réponses fréquentielle X˜ (e j2pi f Ts) et X˜ (e j2pi( f−η fsM )Ts)
sa translaté en fréquence de η fsM . Ces corrélations sont nommées fonctions d’estimation et sont






























et l ∈ Z le décalage temporel
discret entre les deux signaux.
La section suivante exprime la formulation théorique de notre méthode d’estimation en
considérant que le signal x˜[n] en sortie de l’ET-CAN peut être exprimé comme le signal x˙[n] du
modèle des disparités de réponses fréquentielles, présenté dans la Section 2.4.
3.2.2 Formulation théorique de l’estimation pour M voies entrelacées
Développons la fonction d’estimation Cη [l] (3.5), ∀l ∈Z et η ∈{1, . . . ,M−1}, en remplaçant
le signal à temps discret x˜[n] par le signal x˙[n] (2.55) du modèle des disparités de réponses
fréquentielles. L’objectif est d’exprimer une relation entre les disparités de réponses fréquentielles
d′p[k] (2.47) (∀k ∈ Z) et la fonction d’estimation Cη [l]. Comme rappelé précédemment, x˙[n]
modélise la sortie de l’ET-CAN comme la somme du signal idéal x[n] et des (M−1) filtrages
de x[n] par les disparités de réponses fréquentielles d′p[k] et translatés de p
fs
M (∀k ∈ Z et p ∈
{1, . . . ,M− 1}). Notons que dans un premier temps, nous ne considérons pas les disparités
d’offsets. Leur impact est étudié dans la section suivante. Donc, par substitution, Cη [l] (3.5)
s’exprime comme une combinaison des (M−1) disparités d′p[k] et du signal idéal x[n].
Or, la fonction d’estimation Cη [l] a pour objectif de mesurer uniquement la corrélation entre





dans (3.5). Rappelons au passage que comme la méthode travaille sur x˜[n] réel, nous
observons dans la Figure 3.2 que les fonctions d’estimations sont aussi liée au conjugué de
d′η [k], c.-à-d. à d′M−η [k] selon (2.54). Ainsi, afin d’assurer que les fonctions d’estimations ne
mesurent pas d’autres corrélations entre les disparités d′p[k] restantes et le signal idéal x[n], nous
définissons un critère d’orthogonalité. Comme les disparités d′p[k] réalisent un filtrage linéaire
du signal idéal (cf. (2.55)) et que la réponse fréquentielle du signal idéal est périodique suivant
fs, cela revient à s’assurer que le signal idéal n’est pas corrélé à sa translaté en fréquence de p
fs
M
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∀p ∈ {1, . . . ,M−1} et ∀l ∈ Z. Pour la suite du développement, nous considérons que le signal
idéal x[n] vérifie cO(p, l) = 0 (3.6). Nous étudions l’impact de ce critère d’orthogonalité dans la
Section 3.4.



























M p2(n+l)d′∗p2[k2]x[n+ l− k2]
]
= Cη ,1[l] + Cη ,2[l] + Cη ,3[l] + Cη ,4[l] (3.7)
Dans (3.7), Cη ,1[l], Cη ,2[l], Cη ,3[l] et Cη ,4[l] correspondent aux 4 sous-produits du développement
de la forme (a+b)× (c+d) = ac+bd+ad+bc. Ces quatre termes correspondent à des ordres
0, 1 et 2 par rapport aux disparités d′p[k].
Étudions séparément chaque terme afin de trouver une relation entre d′p[k] et Cη [l].







M η(n+l)x[n+ l] (3.8)
Il correspond à la corrélation entre le signal idéal x[n] et sa translaté en fréquence de η fsM










[l]. Ce terme n’est pas dépendant
des disparités d′p[k] puisqu’il n’est fonction que du signal idéal. Donc, c’est un terme
d’ordre 0 par rapport à d′p[k]. Nous reconnaissons dans (3.8) le critère d’orthogonalité
cO(p, l) (3.6), donc
Cη ,1[l] = 0, ∀η ∈ {1, . . . ,M−1} (3.9)















x[n− k1]e j 2piM (p1−p2−η)nx[n+ l− k2] (3.10)
Ce terme réalise la corrélation entre les disparités d′p1[k1] contenues dans x˙[n] et les dis-
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parités d′∗p2 [k2] contenues dans x˜
∗[n+ l], translatées en fréquence de η fsM . Donc Cη ,2[l]
est un terme d’ordre 2 par rapport à d′p[k]. Comme pour le premier terme, la somme
suivant n dans Cη ,2[l] (3.10) peut être simplifiée en utilisant le critère d’orthogonalité
cO(p, l) (3.6) sur le signal idéal x[n]. En effet, cette somme suivant n est non nulle pour
(p1− p2−η) mod(M) = 0 et nulle sinon. De plus, lorsque (p1− p2−η) mod(M) = 0,
cette somme suivant n correspond à une autocorrélation du signal idéal x[n]. L’autocorréla-
tion est nommée ξ [l] et s’écrit









avec l ∈ Z. Puis, nous retenons parmi les solutions modulo M, celles valables pour
l’intervalle des {p1, p2} ∈ {1, . . . ,M−1}2, c.-à-d. p1 = p2+η et p1 = p2+η−M. Ainsi,





















− j 2piM p1lξ [l+ k1− k2]
Or, en changeant la variable p1 en p.
Et comme d′η−p[k2] = d
′∗















η−p[k2]ξ [l+ k1− k2] (3.12)

















M p2(n+l)d′∗p2 [k2]x[n+ l− k2]
]
(3.13)
Ce terme correspond à la corrélation entre le signal idéal x[n] et la disparité d′∗p2[k2] contenue
dans x˙[n+ l], translatée en fréquence de η fsM . Donc, Cη ,3[l] est un terme d’ordre 1 par
rapport à d′p[k]. Puis, en changeant p2 en p et en mettant en évidence la somme suivant n,

















M (p+η)(n+l−k2)x[n+ l− k2]
]
(3.14)
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Comme pour les termes précédents, en utilisant la condition d’orthogonalité cO(p, l) (3.6),
la somme suivant n est non nulle pour (p+η) mod(M) = 0 et nulle sinon. Parmi les
solutions modulo M, seule p = M−η est valable pour l’intervalle de p ∈ {1, . . . ,M−1}.






d′η [k]ξ [l− k] (3.15)


















M η(n+l)x[n+ l] (3.16)
Ce dernier terme correspond à la corrélation entre la disparité d′p1[k1] contenue dans x˙[n]
et le signal idéal x[n+ l], translatées en fréquence de η fsM . Donc, Cη ,4[l] est un terme
d’ordre 1 par rapport à d′p[k], comme Cη ,3[l]. Ainsi, en changeant p1 en p et en mettant en

















M (η−p)(n+l+k1)x[n+ l+ k1]
]
(3.17)
Ensuite, en utilisant la condition d’orthogonalité cO(p, l) (3.6), la somme suivant n dans
(3.16) est non nulle seulement pour p1 = η et devient l’autocorrélation ξ [l+ k1] (entre







M η ld′η [k]ξ [l+ k] (3.18)
Pour résumer, parmi les quatre termes de la fonction d’estimation Cη [l] (3.7), le terme Cη ,1[l]
d’ordre 0 suivant d′p[k] est nul (3.9), puis les termes Cη ,3[l] (3.15) et Cη ,4[l] (3.18) d’ordre 1
suivant d′p[k] mettent en relation la disparité de réponses fréquentielles d′η [k] (∀k ∈ Z) et l’au-
tocorrélation ξ [l]. Enfin, le terme Cη ,2[l] d’ordre 2 suivant d′p[k] met en relation les produits
d′p[k1]d′η−p[k2] (∀{k1,k2} ∈ Z∗, p ∈ {1, . . . ,M−1}, p 6= η) et ξ [l].
En partant du principe que les termes du 1er ordre suivant d′p[k], c.-à-d. Cη ,3[l] (3.15) et Cη ,4[l]
(3.18), sont les principales contributions lors du calcul de la fonction d’estimation (comparés au
















∀η ∈ {1, . . . ,M−1}. Il apparait une relation entre les fonction d’estimation Cη [l], les autocorréla-
tions ξ [l] et les disparités de réponses fréquentielles d′η [k] à estimer. En variant η ∈{1, . . . ,M−1}
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correspondant au pas de la translation en fréquence dans le calcul de Cη [l], la relation (3.19) est
liée à une des disparités de réponses fréquentielles d′p[k] pour p ∈ {1, . . . ,M−1}. Notons que
(3.19) forme un système suivant le couple d’indice {k, l} de dimension infinie. C’est pourquoi,
nous nommons (3.19) la relation d’estimation théorique (malgré l’approximation sur Cη ,2[l]).
En pratique, il nous faut approximer ce système en dimension finie, ce qui peut entrainer des
problèmes de conditionnement lors de la résolution du système. Notre algorithme d’estimation
dérivé de (3.19) est développé dans la Section 3.3.
Dans la prochaine section, l’impact des disparités d’offsets dans le calcul des fonctions
d’estimation Cη [l] est étudié.
3.2.3 Prise en compte des disparités d’offsets
La relation précédente (3.19) entre les fonctions d’estimation Cη [l] et les disparités de ré-
ponse fréquentielles d′p[k] est construite à partir du signal x˙[n] du modèle (2.55) (cf. Section 2.4)
L’impact des disparités d’offsets n’est pas considéré dans (3.19). Étudions cet impact en expri-
mant [˜n] dans Cη [l] (3.5) comme x¨[n], le signal en sortie du modèle des disparités de réponses
fréquentielles et d’offsets (cf. Section 2.5).
Pour cette étude, nous définissons un second critère sur le signal idéal x[n]. Celui-ci doit


















x[n] = 0, ∀p ∈ Z (3.20)
C’est à dire que le signal idéal x[n] doit être à moyenne nulle (cM(0) = 0) ainsi que ses translatés
en fréquence de p fsM . Comme x[n] à un spectre périodique de période fs, la condition cM(p)
(3.20) sur p peut-être exprimée de manière équivalente en restreignant p ∈ {0, . . . ,M−1}. Pour
la suite du développement, nous considérons que le signal idéal x[n] vérifie cM(p) = 0 (3.20).
Nous analyserons l’impact de ce critère de moyennes nulles dans la Section 3.4.
Prenons en compte les disparités d’offsets dans le système théorique (3.19) en substituant









































= Cη ,1[l] + Cη ,2[l] + Cη ,3[l] + Cη ,4[l] +
Cη ,5[l] + Cη ,6[l] + Cη ,7[l] + Cη ,8[l] + Cη ,9[l] (3.21)
De même que précédemment dans (3.7), (3.21) peut-être décomposé en 9 sous-produits issus du
développement de la forme (a+b+ r)(c+d+ s) = ac+bd+ad+bc+as+bs+ rc+ rd+ rs.
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Ainsi, les premiers termes Cη ,1[l], Cη ,2[l], Cη ,3[l] et Cη ,4[l] sont égaux aux termes dans (3.7).
Dans un souci de simplification, nous nous référons directement à leur résultats (3.9), (3.12),
(3.15) et (3.18), respectivement. Les termes suivants sont issus de l’ajout des disparités d’offsets
dans le calcul.






















































































































































M (p1−p2−η)nx[n+ l− k2]
(3.25)
Chacun des termes Cη ,5[l] (3.22), Cη ,6[l] (3.23), Cη ,7[l] (3.24) et Cη ,8[l] (3.25) contient une






x[n],∀k ∈ Z (en rouge dans les équations).
Nous reconnaissons le critère cM(p) (3.20) sur le signal idéal x[n], définissant que la
moyenne de x[n] ainsi que celle de ses translatés en fréquence de k fsM sont nulles, ∀k ∈ Z.
Donc, les termes Cη ,5[l], Cη ,6[l], Cη ,7[l] et Cη ,8[l] sont nuls.











































La somme suivant n (en rouge dans (3.26)) dépend des termes e j
2pi
M (p1−p2−η)n, pério-
dique dans le plan complexe et de période M. Cette somme infinie est non nulle si
(p1− p2−η) mod(M) = 0. Or, les solutions modulo M valables pour l’intervalle des
{p1, p2} ∈ {1, . . . ,M− 1}2 sont p1 = p2 +η et p1 = p2 +η −M. Puis, en utilisant les














Les disparités d’offset contenue dans le signal utilisé par la méthode d’estimation rajoute un
troisième terme dans la relation (3.19) entre les fonctions d’estimation Cη [l] et les disparités de
réponse fréquentielles d′p[k]. Or, Cη ,9[l] (3.27) étant exprimé sur une séquence infinie par rapport
à n, les disparités d’offsets ajoutent un biais infini dans (3.19).
En conclusion, il faut s’assurer que le signal x˜[n] en sortie de l’ET-CAN ne contienne pas
de disparités d’offsets sinon notre méthode d’estimation n’est pas applicable. En effet, un biais
infini vient dans ce cas s’ajouter aux calculs des fonctions d’estimation Cη [l], faussant la relation
(3.19).
3.3 Estimation approximée des disparités de réponses fréquen-
tielles d’un ET-CAN à M voies
Dans la section précédente, nous avons présenté notre méthode d’estimation théorique des dis-
parités de réponses fréquentielles d’un ET-CAN pour M voies entrelacées. Le système théorique
(3.19) relie la fonction d’estimation Cη [l] (correspondant à la corrélation entre x˜[n] et sa translaté
en fréquence de η fsM ) à la disparité de réponses fréquentielles d
′
η [k] et aux autocorrélations ξ [l]
du signal idéal x[n]. Cependant, cette formulation théorique ne peut être utilisée ainsi en pratique,
et pour plusieurs raisons :
1. Le système (3.19) est de dimension infinie, puisque k ∈ Z définit la longueur théorique
des réponses impulsionnelles caractérisant les voies de codage.
2. Les corrélations Cη [l] (3.5) et les autocorrélations ξ [l] (3.11) sont calculées sur des
séquences temporelles discrètes infinies suivant n.
3. Les autocorrélations ξ [l] (3.11) sont calculées à partir du signal idéal x[n]. Or, ce signal
n’est qu’une définition utilisée dans nos modèles du Chapitre 2. En pratique, le signal idéal
n’est pas accessible puisque c’est lui que l’on cherche à obtenir après compensation. Donc,
seul le signal x˜[n] en sortie de l’ET-CAN avec les disparités est utilisable.
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Par conséquent, pour utiliser la formulation théorique de notre méthode d’estimation, il faut
définir des approximations du système théorique (3.19), des corrélations Cη [l] et des autocorré-
lations ξ [l]. Dans la section suivante, nous proposons un algorithme d’estimation basé sur des
approximations de ces derniers.
3.3.1 Algorithme d’estimation des disparités de réponses fréquentielles
Notre algorithme fournit une estimation des disparités de réponses fréquentielles, basée sur
des approximations de la formulation théorique développée dans la Section 3.2.2. Considérons
les approximations suivantes du système théorique (3.19) et de ses éléments Cη [l] et ξ [l] :
1. La dimension infinie du système (3.19) est liée à la longueur infinie des réponses im-
pulsionnelles d′p[k]. Ces réponses infinies étant elles mêmes dérivées de la modélisation
dans le Chapitre 2 des disparités d’entrelacement modélisées par des fonctions de trans-
ferts linéaires différentes sur chaque voie de codage. En pratique, il faut réduire cette
longueur suivant k à une longueur finie. Une solution consiste à choisir une longueur
impaire 2K + 1 centrée sur k = 0 avec K ∈ N définissant les réponses impulsionnelles
d′p[k] pour k ∈ {−K, . . . ,+K}. Ainsi, une approximation des réponses d′p[k] sur la longueur
(2K+1) peuvent être estimées par la résolution des systèmes de dimension finie (3.19)
avec k ∈ {−K, . . . ,+K}.
2. Les corrélations Cη [l] (3.5) et les autocorrélations ξ [l] (3.11) sont calculées sur une
séquence infinie suivant n. Pour l’algorithme, cette séquence est restreinte à une longueur








M η(n+l)x˜[n+ l] (3.28)
3. L’autocorrélation ξ [l] (3.11) du signal idéal x[n] est approximée par l’autocorrélation a[l]
du signal x˜[n] qui s’écrit :









avec N la longueur de la séquence temporelle discrète sur laquelle est réalisée l’approxi-
mation de ξ [l]. Notons que x˜[n] est un signal réel dans (3.29).
Une étude de l’approximation de ξ [l] par a[l] (3.29) est réalisée dans la Section 3.3.2.
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avec Cη [l] approximé par (3.28) et a[l] défini dans (3.29).
C’est sur cette approximation (3.30) que repose notre algorithme d’estimation des disparités
de réponses fréquentielles. Elle peut s’écrire sous forme matricielle
Cη = Aη D′η (3.31)




Cη [0] Cη [1] . . . Cη [2K]
]T
(3.32)
Puis, Aη , la matrice de taille (2K+ 1)× (2K+ 1), composée d’une combinaison des a[l] qui
s’écrit
Aη =
a[K]+a[−K] · · · a[0]+a[0] · · · a[−K]+a[K]
a[1+K]+ e− j
2pi














M η2Ka[K] · · · a[2K]+ e− j 2piM η2Ka[2K] · · · a[K]+ e− j 2piM η2Ka[3K]

(3.33)
Remarquons que dans (3.33), les a[l] sont définis pour l ∈ {−3K, . . . ,3K}. Or, l’autocorrélation
ξ [l], approximée par a[l], vérifie ξ [l] = ξ [−l] puisque le signal corrélé est réel. Donc, si N est
assez grand, a[l]≈ a[−l] est aussi considéré vrai. Ainsi, seuls (3K+1) a[l] avec l ∈ {0, . . . ,3K}
sont à calculer. Et enfin dans (3.31), D′η , le vecteur des inconnus composé de la disparités de
réponses fréquentielles d′η [k] avec k ∈ {−K, . . . ,K} s’écrit
D′η =
[
d′η [−K] . . . d′η [0] . . . d′η [K]
]T
(3.34)
Finalement à partir de (3.31), les disparités de réponses fréquentielles peuvent être approxi-
mée par la résolution du système fini
D′η = A−1η Cη (3.35)
Selon (2.54), les d′η [k] sont égales au conjugué des d′M−η [k]. Donc, pour obtenir une estimation
de tous les d′p[k] avec p ∈ {1, . . . ,M− 1}, il faut résoudre bM2 c fois le système (3.35) avec
η ∈ {1, . . . ,bM2 c}.
Pour résumer, notre algorithme d’estimation des disparités de réponses fréquentielles pour M
voies entrelacées est composé par :
1. Le calcul des fonctions d’estimation Cη [l] (3.28) pour ∀η ∈{1, . . . ,bM2 c} et ∀l ∈{0, . . . ,2K},
ainsi que le calcul des autocorrélations a[l] (3.29) pour ∀l ∈ {0, . . . ,3K}.
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2. La mise en forme des bM2 c vecteurs Cη et des bM2 c matrices Aη .
3. La résolution des bM2 c systèmes matriciels (3.35) pour ∀η ∈ {1, . . . ,bM2 c}, afin d’obtenir
bM2 c vecteurs d’inconnus D′η .
Les étapes de cet algorithme d’estimation sont illustrées dans la Figure 3.3.
3.3.2 Approximation de l’autocorrélation du signal idéal
Comme développé dans la Section 3.3.1, notre algorithme d’estimation utilise des approxi-
mations de la relation (3.19) et de ses élements Cη [l], d′η [k] et les autocorrélations ξ [l] du signal
idéal x[n]. Or en pratique, ξ [l] ne peut pas être calculé à partir du signal idéal puisque celui-ci
n’est qu’une définition utilisée dans nos modèles du Chapitre 2. Donc, ξ [l] est approximé par
le seul signal disponible : x˜[n], le signal avec les disparités en sortie de l’ET-CAN. De plus, la
séquence infinie sur laquelle est définie ξ [l] dans (3.11) est restreinte à une longueur finie N.
L’approximation de ξ [l] nommée a[l] est définie en (3.29).
Pour montrer l’impact de cette approximation dans le calcul de ξ [l], le signal x˜[n] est










































= a1[l] + a2[l] + a3[l] + a4[l] + a5[l] + a6[l] + a7[l] + a8[l] + a9[l] (3.36)
L’autocorrélation a[l] (3.36) est décomposée en 9 sous-produits issus du développement de la
forme (a+b+ r)(c+d+ s).





x[n]x[n+ l]≈ ξ [l] (3.37)
Si N est assez grand, il fournit une bonne approximation de la valeur de ξ [l], l’autocorré-
lation du signal idéal. Il faut donc que les 8 autres termes de (3.36) soient négligeables
devant a1[l].

































































∀l ∈ {0, . . . ,2K}, ∀η ∈ {1, . . . ,bM2 c}.






∀l ∈ {0, . . . ,3K}.
AbM2 c=

a[K]+a[−K] · · · a[0]+a[0] · · · a[−K]+a[K]
a[1+K]+ e− j
2pi


















a[K]+a[−K] · · · a[0]+a[0] · · · a[−K]+a[K]
a[1+K]+ e− j
2pi


















a[K]+a[−K] · · · a[0]+a[0] · · · a[−K]+a[K]
a[1+K]+ e− j
2pi














M 2Ka[K] · · · a[2K]+ e− j 2piM 2Ka[2K] · · · a[K]+ e− j 2piM 2Ka[3K]



































Mise en forme des matrices d’autocorrélations Aη , ∀η ∈ {1, . . . ,bM2 c}.




, ∀η ∈ {1, . . . ,bM2 c}.
Résolution des bM2 c systèmes matriciels












FIGURE 3.3 – Structure de l’algorithme d’estimation des disparités de réponses fréquentielles pour M voies entrelacées.












M−p[k2] ξ [l+ k1− k2] (3.38)
De même que pour (3.37), la somme suivant n ∈ {0, . . . ,N−1} donne une approximation
de ξ [l+ k1− k2] pour N suffisamment grand. Cependant, ce terme peut être négligé par
rapport à a1[l] (3.37). Car a2[l] est d’ordre 2 suivant d′p[k] comparé à a1[l] qui est d’ordre
0.




























































x[n− k1]e j 2piM p1nx[n+ l] (3.40)
Dans (3.39) et (3.40), les sommes suivant n∈ {0, . . . ,N−1} (en rouge) tendent vers 0 pour
N suffisamment grand selon le critère c(p, l) (3.6). Donc, (3.39) et (3.40) sont négligeables
devant a1[l] (3.37).
















































































































M p2(n+l)d′∗p2[k2]x[n+ l− k2]
]




















M (p1−p2)nx[n+ l− k2] (3.44)
Dans ces quatre termes, les sommes suivant n ∈ {0, . . . ,N−1} (en rouge) tendent vers 0
pour N suffisamment grand selon le critère c′(p) (3.20). Donc, ils sont aussi négligeables
devant a1[l] (3.37).






































La simplification de (3.45) est similaire à celle de (3.27). C’est à dire, la somme suivant
n dans (3.45) fait intervenir le terme e j
2pi
M (p1−p2)n périodique dans le plan complexe et de
période M. Or, dans l’hypothèse que N soit un multiple de M, cette somme est nulle si
(p1− p2) mod(M) 6= 0 ou égale à N sinon. Donc, en considérant les solutions modulo M











pour NM. Ce terme a9[l] (3.46) rajoute un biais dans l’approximation (3.29) de ξ [l]
par a[l] dépendant des disparités d’offsets o′p avec p ∈ {0, . . . ,M−1}.
Pour résumer, l’autocorrélation a[l] calculée sur une longueur finie N peut s’exprimer comme









si N est suffisamment grand. Donc, a[l] (3.29) peut être une bonne approximation de ξ [l] si les
disparités d’offsets sont annulées en sortie de l’ET-CAN.
3.4 Critères de l’estimation
Notre système linéaire théorique (3.19) met en relation pour une valeur de η ∈ {1, . . . ,M−1},
les fonctions d’estimation Cη [l] et la disparité de réponses fréquentielles d′η [k]. Cette capacité
d’isoler l’estimation dans (3.19) pour une seule des (M−1) disparités de réponses fréquentielles
de x˜[n] pour une valeur de η est assurée par les critères d’orthogonalité (3.6) et de moyennes
nulles (3.20) sur le signal idéal x[n]. De plus, ces deux critères assurent l’approximation de
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l’autocorrélation du signal idéal x[n] par celle du signal x˜[n] dans le système approximé (3.35) de
l’algorithme d’estimation.
Analysons l’impact de ces deux critères sur le signal idéal x[n] et par relation sur le signal
analogique xc(t) en entrée de l’ET-CAN.
Critère d’orthogonalité : cO(p, l) = 0
























∀p ∈ {1, . . . ,M− 1} et ∀l ∈ Z. Il définit une corrélation nulle entre le signal idéal x[n] et sa
translaté en fréquence de p fsM . En utilisant la relation (3.3), cO(p, l) = 0 (3.6) s’écrit de manière

















e j2pi f lTsd f = 0 (3.48)
dont nous détaillons le développement dans l’Annexe C (voir (C.8)).
Comme (2.44) définit une relation linéaire entre le signal idéal x[n] et xc[n] le signal analo-
gique échantillonné aux instants t = nTs et que ce dernier en continu vérifie le critère de Nyquist
(2.7) car ses composantes fréquentielles sont considérées strictement contenues dans la bande de
base de l’ET-CAN, alors nous pouvons écrire que cO(p, l) = 0 (3.6) est équivalent à
fs
2∫
− fs2 +p fsM
Xc( f )Xc (p fsM− f)e
j2pi f lTsd f +
− fs2 +p fsM∫
− fs2
Xc( f )Xc (p fsM− f− fs)e
j2pi f lTsd f = 0 (3.49)
∀p ∈ {1, . . . ,M−1}, ∀l ∈ Z (développement détaillé dans (C.10)). Ainsi, le critère d’orthogona-
lité cO(p, l) = 0 (3.49) sur le signal analogique xc(t) est exprimé pour tous types de signaux en
entrée de l’ET-CAN.
L’expression de critère (3.49) peut-être dérivée en considérant la nature du signal en entrée
de l’ET-CAN.
Critère d’orthogonalité sur signal déterministe
Considérons un signal sinusoïdal multiple-tons construit à partir de S ∈ N∗ composantes
fréquentielles fi, vérifiant 0 6 fi < fs2 , pondérées par αi ∈ R+∗ et déphasées de φi ∈ [0,2pi[,











































FIGURE 3.4 – Illustration d’une solutions pour assurer le critère d’orthogonalité cO(p, l) (C.18) en fonction
d’une combinaison { fi, fi′} des composantes fréquentielles d’un signal sinusoïdal multiple-tons en entrée
de l’ET-CAN.





αi cos(2pi fi t+φi)
Nous montrons dans l’Annexe C que pour toutes combinaisons { fi, fi′} des composantes fré-
quentielles du signal déterministe sinusoïdal xc(t) tel que 0 6 fi < fs2 , ∀i ∈ {0, . . . ,S− 1}, le












, ∀p ∈ {1, . . . ,M−1} (3.50)
Les combinaisons indésirables { fi, fi′} sont illustrées dans la Figure 3.4, pour une nombre
de voie M paire. En rouge sont tracées les M− 1 valeurs de fi à éviter pour un fi′ . Et en
vert sont illustrées les combinaisons particulières { fi, fi′} telles que fi = fi′ , donnant à vérifier
fi 6= fs2M p, ∀p ∈ {1, . . . ,M−1}.
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Critère de moyennes nulles : cM(p) = 0



















∀p ∈ {0, . . . ,M−1}. Ainsi, ce critère cM(p) (3.20) peut-être exprimé en fonction de la réponse
fréquentielle continue du signal analogique xc(t) comme





∀p ∈ {−bM2 c,−bM2 c−1, . . . ,bM2 c−1,bM2 c}, en considérant que la bande utile du signal analo-
gique est strictement contenue dans la bande de base de l’ET-CAN. Donc, le signal analogique
xc(t) doit être à moyenne nulle, c.-à-d. Xc(0) = 0 et ne doit pas contenir de composantes fréquen-
tielles à f = p fsM , ∀p ∈ {−bM2 c,−bM2 c−1, . . . ,bM2 c−1,bM2 c}.
Disparités d’offsets nulles : o′p = 0
Un dernier critère a considéré est que le signal corriger x˜[n] en sortie de l’ET-CAN ne doit
pas contenir de disparités d’offsets, o′p = 0 ∀p ∈ {0, . . . ,M−1}. En effet, ces disparités d’offsets
introduisent un biais dans le calcul des fonctions d’estimation Cη [l] (3.28) et les autocorrélations
a[l] (3.29) utilisées dans l’algorithme d’estimation. Nous exprimons ces biais dans l’Annexe E
pour Cη [l] (E.10) et a[l] (E.7).
Filtre notch sur les composantes fréquentielles à k fs2M
Remarquons que :
1. Le critère d’orthogonalité cO(p, l) (3.50) est vérifié en partie sur le signal analogique
xc(t) déterministe si ce dernier ne contient pas de composantes fréquentielles à k
fs
2M ,
∀k ∈ {−M+1, . . . ,M−1}.
2. Le critère de moyennes nulles cM(p) (C.20) est vérifié sur le signal analogique xc(t) si
ce dernier ne contient pas de composantes fréquentielles à k fsM , ∀k ∈ {−bM2 c,−bM2 c−
1, . . . ,bM2 c−1,bM2 c}.
3. Les disparités d’offsets o′p contenues dans x˜[n] en sortie de l’ET-CAN et situées en fré-
quence à k fsM , ∀k ∈ Z doivent être nulles.
Cependant, en sortie de l’ET-CAN, l’origine des composantes fréquentielles à k fsM contenues
dans x˜[n] n’est plus distinguable. Qu’elles soient issus de la nature du signal analogique xc(t) ou
des caractéristiques de la conversion par l’ET-CAN, elles sont mélangés et ne peuvent pas être
compensées selon leur nature en numérique.
Une solution pour assurer que ces trois critères ci-dessus soient vérifiés en amont de notre
algorithme d’estimation est de filtrer numériquement les composantes fréquentielles k fs2M sur
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x˜[n]. Pour se faire, il est possible d’appliquer un filtre dit notch dans la littérature anglaise pour
couper ces composantes de manière sélective dans le spectre de x˜[n]. Notons que ce traitement
ne permet de vérifier qu’en partie le critère d’orthogonalité puisqu’il ne considère que les
combinaisons particulières illustrées en vert dans la Figure 3.4. De plus, le signal analogique
n’est pas obligatoirement déterministe en entrée de l’ET-CAN.
Remarquons que le critère de moyennes nulles et celui de disparités d’offsets nulles peut
aussi être assurer en utilisant une des deux méthodes proposées dans l’Annexe E.
3.5 Conclusion
Dans ce chapitre, nous proposons une méthode d’estimation des disparités de réponses
fréquentielles, dérivée du modèle présenté dans le Chapitre 2. Cette méthode est basée sur les
propriétés de corrélation entre le signal en sortie de l’ET-CAN et ses disparités. Par ailleurs, une
étude de l’état de l’art des méthodes d’estimation basées sur une approche similaire est fournie
dans l’Annexe B.
Dans un premier temps, le principe de notre méthode est formalisé de manière théorique
à partir du modèle des disparités de réponses fréquentielles. Son principe est basé sur les
propriétés de corrélation entre x˜[n], le signal en sortie de l’ET-CAN et ses disparités de réponses
fréquentielles translatées en fréquence de p fsM . Ces corrélations sont nommées les fonction
d’estimation Cη [l]. Le formalisme est exprimé pour M voies entrelacées quelconques et pour
toutes disparités correspondant au modèle, à savoir celles de gains, de décalages temporels et
de bandes passantes. Un système théorique de dimension infinie (3.19) est exprimé entre les
fonctions d’estimation Cη [l], les autocorrélations ξ [l] du signal idéal et les disparités de réponses
fréquentielles d′p[k] recherchées. Puis, dans un second temps, ce système est approximé pour
proposer un algorithme d’estimation utilisable en pratique dans une architecture de compensation.
Cette algorithme restreint l’expression du système (3.19) pour une dimension finie. Et il remplace
les autocorrélation ξ [l] sur le signal idéal non calculables en pratique par celles sur le signal
x˜[n] en sortie de l’ET-CAN, que nous nommons a[l]. Enfin, cette méthode d’estimation étant
basée sur la corrélation du signal en sortie de l’ET-CAN, ce dernier doit vérifier des critères
d’orthogonalité et de moyennes nulles. Nous analysons l’impact de ces critères sur le signal
analogique d’entrée xc(t). De plus, nous montrons que notre méthode d’estimation est biaisée en
présence de disparités d’offsets de l’ET-CAN. Nous proposons donc des méthodes pour s’assurer
que ces critères soient vérifiés avant d’appliquer notre estimation.
Dans le Chapitre 4, une méthode de compensation basée sur notre algorithme d’estimation
est présentée. De cette méthode, nous proposerons deux architectures de compensation.
CHAPITRE 4
COMPENSATION DES DÉFAUTS D’UNE
STRUCTURE DE CONVERSION
ANALOGIQUE-NUMÉRIQUE À M VOIES
ENTRELACÉES
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NOUS avons modélisé dans le Chapitre 2 les disparités issues des différences entre lesfonctions de transferts linéaires des M voies d’un ET-CAN. Puis, dans le Chapitre 3,nous avons proposé une méthode d’estimation de ces disparités développées à partir
de notre modèle. Dans ce chapitre, nous présentons une méthode de compensation des disparités
d’entrelacements d’un ET-CAN à M voies. Cette méthode est basée sur l’estimation et la
modélisation vu précédemment.
Comme expliqué dans le Chapitre 1, les méthodes de compensations proposées dans la
littérature peuvent être identifiées en fonction du domaine analogique ou numérique où les
traitements sont effectués. Les méthodes sont alors dites analogiques, numériques ou mixtes (si
les traitements sont effectués dans les deux domaines). Une étude non exhaustive des méthodes
de la littérature est réalisée dans le Chapitre 1. Parmi les méthodes de compensations proposées,
une grande partie ne considère que les disparités de gains, d’offsets ou de décalages tempo-
rels. Et le plus souvent, ces méthodes ne considèrent que M = 2 ou M = 4 voies entrelacées.
Nous proposons dans ce chapitre une méthode de compensation entièrement numérique, c.-à-d.
uniquement basée sur les données en sortie d’un ET-CAN, pour des disparités de fonctions de
transferts linéaires quelconques entre M voies entrelacées. Ces disparités considérées sont celles
modélisées et estimées précédemment dans les Chapitres 2 et 3. Elles peuvent donc représenter
aussi bien celles de gains, de décalages temporels ou de bandes passantes. Nous les nommons
pour simplifier les disparités de réponses fréquentielles.
Les méthodes de compensations sont composées de deux parties : d’une part l’estimation des
disparités, ici nous utilisons l’algorithme décrit dans le Chapitre 3 et d’autre part la correction
des disparités en fonction du résultat de l’estimation. Dans notre cas, la correction est dérivée
du modèle du Chapitre 2. C’est un filtrage numérique à temps variant périodique de période M,
aussi appelé structure LPTV.
La Section 4.1 présente une synthèse des méthodes de compensations proposées dans la
littérature et basée sur une structure de correction LPTV. Enfin, la Section 4.2 présente notre
méthode de compensation des disparités de réponses fréquentielles pour M voies entrelacées.
Deux architectures sont proposées : la première basée sur l’algorithme d’estimation issu de
l’approximation de la formulation théorique de la Section 4.2 et la seconde sur la correction
des disparités issues du modèle des disparités de réponses fréquentielles du Chapitre 2. Des
simulations sur les deux architectures sont réalisées pour déterminer laquelle est la plus efficace.
4.1 État de l’Art des méthodes de compensation numérique
des ET-CANs basées sur une structure LPTV
Les méthodes de compensations numériques des disparités d’entrelacements sont basées
uniquement sur les données en sortie de l’ET-CANs. Ces méthodes sont composées de deux
structures distinctes : l’estimation ou aussi appelée l’identification des disparités d’entrelacements
et la correction des disparités à partir des données issues de l’estimation, comme illustrées dans











FIGURE 4.1 – Structure générale des méthodes de compensations numériques des disparités d’entrelace-
ment d’un ET-CAN.
la Figure 4.1. Le signal en entrée de l’estimation peut être choisi parmi deux possibilités. Soit,
l’estimation des disparités est réalisée à partir du signal en sortie de l’ET-CAN x˜[n] puis, la
correction est appliquée sur ce même signal, illustrée par la flèche (a) en traits pointillés dans la
Figure 4.1. Soit, les disparités sont estimées à partir du signal corrigé xˆ[n] puis, la correction est
appliquée à x˜[n] avec une boucle rétroactive, illustrée par la flèche (b) en traits pointillés dans la
Figure 4.1.
Les disparités de réponses fréquentielles sont modélisées par M filtres continus Hm( f ) diffé-
rents avec m ∈ {0, . . . ,M−1} dans la Section 2.4. De ce modèle, nous avons dérivé l’expression
des disparités comme un filtrage LPTV à temps discret de période M du signal idéal x[n]. Or,
Vetterli [81] a montré que seul la correction par un deuxième filtre LPTV de période M permet
de revenir à un système à temps invariant et ainsi annuler les disparités de réponses fréquentielles
de l’ET-CAN. Il faut donc trouver un moyen de réaliser ce filtre LPTV de correction et de choisir
ses paramètres. Wu et Lin [82] proposent une méthode pour approximer l’inverse d’un filtre FIR
LPTV à temps discret par un second filtre FIR LPTV dont ses paramètres sont calculés en mini-
misant l’erreur entre la sortie et l’entrée du système global par la méthode des moindres carrés.
En pratique pour un ET-CAN, l’entrée du système global correspond au signal idéal numérique
inaccessible ou à l’entrée analogique qu’il faudrait échantillonner par un M+1ème CAN. Cette
dernière solution n’est pas étudiée ici puisque nous nous intéressons aux méthodes entièrement
numériques, c.-à-d. basées sur le signal en sortie de l’ET-CAN. Mais, Saleem et Vogel [83]
proposent une méthode similaire pour un ET-CAN à M voies et une estimation des paramètres
du filtre de correction LPTV basée sur l’algorithme LMS. Tsai et al. [84] proposent comme
solution pour obtenir un signal de référence, d’injecter des symboles de communication (type
PAM) en entrée d’un ET-CAN à M voies puis, de calibrer les paramètres du filtre de correction
LPTV en minimisant l’erreur entre le signal en sortie de l’ET-CAN et l’estimation des symboles
par l’algorithme LMS. Dans [85] pour 2 voies et dans [86] pour M voies entrelacées, les auteurs
proposent la compensation du module des disparités de réponses fréquentielles à l’aide de M
filtres FIR et de M−1 multiplicateurs à temps variant de période M dont les paramètres sont es-
timés à partir de signaux de calibration sinusoïdaux. Une autre méthode, proposée par Johansson
[51] dans le cas d’un ET-CAN à M voies, réalise une approximation polynomiale du filtre LPTV
de correction grâce à la succession de P filtres FIRs dérivateur d’ordre 1 à P. L’estimation des
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paramètres des filtres FIRs est obtenue en accumulant K étages d’approximations polynomiales
d’ordre P, minimisant progressivement les disparités. Une structure de compensation similaire
est aussi proposée dans [87], cependant dans ces deux cas, aucune méthode d’identification
implémentable n’est proposée. Enfin pour M = 2 voies entrelacées, Saleem et Vogel [46] pro-
posent de réutiliser l’approximation polynomiale précédente du filtre LPTV et d’estimer ses
paramètres en laissant en sortie de l’ET-CAN une bande de fréquence contenant exclusivement
les composantes des disparités. Cette bande est isolée par filtrage et les disparités sont estimées
par un algorithme adaptatif basé sur la corrélation du signal.
4.2 Compensation numérique des disparités de réponses fré-
quentielles d’un ET-CAN M voies
Notre méthode de compensation des disparités de réponses fréquentielles est composée d’un
filtre de correction FIR LPTV et d’un algorithme d’estimation de ses paramètres présenté dans
la Section 3.3. Nous proposons deux architectures de compensation, une appelée directe et une
autre appelée adaptative (respectivement (a) et (b) dans la Figure 4.1). Ces deux architectures
sont basées sur les deux mêmes blocs de correction et d’estimation. Comme pour les chapitres
précédents, notre méthode est développée pour M voies entrelacées quelconques. Elle s’applique
à tout type de disparités de fonctions de transferts linéaires, qu’elles soient de gains, de décalages
temporels ou de bandes passantes entre les voies, nommées globalement disparités de réponses
fréquentielles (cf. le modèle dans la Section 2.4). C’est une méthode de compensation aveugle,
c.-à-d. qui ne présuppose pas de la forme du signal d’entrée ou de la bande utile. Cependant,
comme elle est basée sur la formulation théorique de l’estimation (3.19) reliant les fonctions
d’estimations aux disparités de réponses fréquentielles, certains critères doivent être respectés :
1. Le signal analogique xc(t) en entrée de l’ET-CAN doit vérifier le critère d’orthogonalité
c(p, l) (C.9). Si xc(t) est un signal déterministe sinusoïdal composé de multiples tons, ce
signal doit vérifier que ses tons ne coïncident pas en fréquence avec les composantes des
futures disparités d’entrelacements relatifs à tous les tons de xc(t) (cf. (C.18) et Figure 3.4).
2. De plus, le signal analogique xc(t) doit vérifier c′(p) (C.20), c.-à-d. sa moyenne doit être
nulle ainsi que la moyenne de chacune de ses translations en fréquence de p fsM , ∀p ∈
{−M+1 . . . ,M−1}. Donc, le signal xc(t) ne doit avoir aucune composante fréquentielle
en p fsM .
3. Enfin, le signal à corriger x˜[n] en sortie de l’ET-CAN ne doit pas contenir de disparités
d’offsets, sinon les fonctions d’estimations Cη [l] et les autocorrélations a[l] (3.29) sont
biaisées (cf. Sections 3.2.3 et 3.3.2).
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4.2.1 Correction à temps variant de période M
Notre structure de correction est dérivée de la modélisation par un filtre LPTV de période
M des disparités de réponses fréquentielles en sortie d’un ET-CAN M voies, présentée dans
la Section 2.4.3. Dans ce modèle, le signal avec les disparités x˙[n] est exprimé comme la
somme du signal idéal x[n] et de son filtrage par la réponse impulsionnelle cq[k], avec k ∈ Z et






La réponse cq[k] (2.58) est à temps variant de période M suivant n = l+qM avec {n, l} ∈ Z2.
Pour la suite, considérons que le signal en sortie de l’ET-CAN x˜[n] dans la Figure 4.1 ne contient
pas de disparités d’offsets et qu’il peut être approximé par le signal x˙[n] en sortie du modèle
(2.57).
Le signal idéal dans (2.57) est l’image du signal analogique échantillonné uniformément
à la fréquence global de l’ET-CAN puis, filtré par la moyenne des réponses fréquentielles des
M voies de codage. Ce signal correspond donc à la sortie de l’ET-CAN lorsqu’il n’y a pas de
disparités. Seulement, lorsqu’il y a des différences de réponses fréquentielles entre les M voies
de l’ET-CAN, celles-ci génèrent des répliques du signal idéal qui sont mélangées à ce dernier.
L’objectif de notre méthode de compensation est de retrouver le plus précisément possible le
signal idéal à partir du signal x˜[n] possédant des disparités, ce dernier étant l’unique source
d’information pour les méthodes de compensation entièrement numérique.
Pour se faire, le signal idéal x[n] est approximé comme la différence entre x˜[n] et son filtrage
par cq[k]. Cela correspond à une approximation du 1er ordre du signal idéal par rapport à cq[k].






Par ailleurs, la réponse impulsionnelle cq[k] est définie infini suivant k dans le modèle (2.57). En
pratique, nous limitons le filtre de correction à une longueur finie dans (4.1). Comme pour notre
algorithme d’estimation dans la Section 3.3, nous proposons de limiter la réponse impulsionnelle
cq[k] à la longueur k ∈ {−K, . . . ,K}. Cette longueur définie centrée sur zéro permet de conserver
les relations de parités de cq[k]. En effet, cq[k] doit être adapté à la nature des disparités à corriger.
Par exemple, pour corriger des disparités de décalages temporels, cela passe en théorie par
l’utilisation d’un filtre interpolateur qui n’est pas causal. Donc, la longueur de cq[k] est définie
aussi bien avec des indices temporels négatifs qu’avec des indices positifs.
La Figure 4.2 représente la structure LPTV de période M de la correction associée à (4.1).
La réponse à temps variant périodique cq[k] est décomposée en (M−1) filtres FIRs de réponses
c0[k], . . . ,cM−1[k] à temps invariant. Le qème filtre calcule la correction à partir d’une séquence
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−cM−1[k] : coefficients des FIRs, ∀k ∈ {−K, . . . ,K}
Correction LPTV
FIGURE 4.2 – Structure LPTV de la correction des disparités de réponses fréquentielles pour M voies
entrelacées.
finie du signal x˜[n] et de la réponse impulsionnelle finie cq[k], k ∈ {−K, . . . ,K}, dans le domaine
temporel discret de période Ts. Puis, le signal en sortie de qème filtre FIR est sélectionné aux
instants t = (l+qM)Ts par le multiplexeur dans la Figure 4.2. Ainsi, chaque signal en sortie des
FIRs est reproduit successivement à la sortie du multiplexeur avec une période MTs.
La longueur (2K+1) de la réponse cq[k] dépend du type de disparité à corriger, de la bande
des signaux à traiter mais aussi d’un compromis lors de l’implémentation entre les ressources
utilisées, la consommation et le niveau voulu de réduction des disparités.
La réponse impulsionnelle cq[k] est reliée aux d′p[k], les disparités de réponses fréquentielles
par (2.58). Cette relation définie que (M− 1) réponses d′p[k] avec p ∈ {1, . . . ,M− 1} sont
nécessaires pour calculer chacun des cq[k]. Donc, en théorie pour obtenir les cq[k] à partir
des d′p[k], il faut utiliser (M−1) fois la relation (3.30) de l’algorithme d’estimation reliant les
fonctions d’estimation Cη [l] aux d′η [k]. Soit (M−1) relations à résoudre avec η ∈ {1, . . . ,M−1}.
En réalité, en tenant compte de la parité du nombre de voie M, la relation (2.58), entre cq[k]
et d′p[k], se simplifie pour M paire en (2.62) utilisant plus que p ∈ {1, . . . , M2 }, de même que pour
M impaire en (2.64) avec p ∈ {1, . . . , M−12 }. Ces relations s’écrivent sous forme vectorielle :
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FIGURE 4.3 – Architecture directe de compensation des disparités de réponses fréquentielles entre les M
voies d’un ET-CAN.

























Le nombre d’éléments des vecteurs dans (4.2) et (4.3) peut être unifié en utilisant l’opérateur
bxc qui correspond au plus grand entier strictement inférieur à x. Ainsi, il faut en réalité bM2 c
réponses d′p[k] avec p ∈ {1, . . . ,bM2 c} pour calculer chacun des cq[k]. Donc, notre algorithme
d’estimation peut se simplifier en utilisant seulement bM2 c fois la relation (3.30) entre Cη [l] et
d′η [k].
4.2.2 Architectures de compensation étudiées
Cette section présente deux architectures possibles construites à partir des deux mêmes
structures : la correction à temps variant définie dans la Section 4.2.1 et l’algorithme d’estimation
des disparités de réponses fréquentielles de la Section 3.3.1. Comme le montre la Figure 4.1,
l’architecture peut être directe et calculer l’estimation sur le signal x˜[n] en sortie de l’ET-CAN
ou elle peut être adaptative et calculer l’estimation à partir du signal corrigé xˆ[n] formant une
boucle rétroactive.
4.2.2.1 Architecture directe
Pour l’architecture directe, le signal x˜[n] est utilisé par l’algorithme d’estimation pour calculer
les disparités de réponses fréquentielles de d′1[k] à d
′
bM2 c
[k], ∀k ∈ {−K, . . . ,K}. Puis, les disparités
de réponses fréquentielles sont remises en forme selon (4.2) et (4.3) pour donner la réponse
impulsionnelle à temps variant de la correction LPTV, composée de c0[k] à cM−1[k] ∀k ∈
{−K, . . . ,K}. Enfin, les cq[k] sont injectés dans la correction LPTV qui est appliquée au signal
x˜[n] pour donner le signal corrigé xˆ[n]. Cette architecture est illustrée dans la Figure 4.3.
Un bloc supplémentaire est visible dans la Figure 4.3. Il s’agit du filtrage des fréquences
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∀k ∈ {−K, . . . ,0, . . . ,K}
FIGURE 4.4 – Architecture adaptative de compensation des disparités de réponses fréquentielles entre les
M voies d’un ET-CAN.
multiples de fs2M de x˜[n] en amont de l’algorithme d’estimation. C’est un processus optionnel
permettant d’assurer plusieurs contraintes :
1. Que le critère c(p, l) (3.50) appliqué à un signal déterministe soit vérifié en partie. Le
but étant que les composantes fréquentielles en k fs2M , ∀k ∈ {−M+1, . . . ,M−1} du signal
analogique xc(t) soient nulles. Elle est illustrée par les points verts dans la Figure 3.4.
2. Que le critère c′(p) (3.51) soit vérifié, c.-à-d. que les composantes fréquentielles en k fsM ,
∀k ∈ {−bM2 c, . . . ,bM2 c} du signal analogique xc(t) soient nulles. Notamment, que le signal
analogique soit à moyenne nulle, c.-à-d. sa composante fréquentielle en 0 est nulle.
3. Que les disparités d’offsets entre les M voies de l’ET-CAN soient éliminées.
En sortie de l’ET-CAN, l’origine des composantes fréquentielles en k fsM (∀k ∈ {−bM2 c, . . . ,bM2 c})
n’est plus distinguable. Cependant, elles introduisent des erreurs dans l’algorithme d’estimation
(cf. Section 3.3.1). Il faut donc s’assurer de les éliminer. Enfin, remarquons qu’un choix peut
être fait entre utiliser ce bloc de filtrage ou une des méthodes de compensation des disparités
d’offsets décrites dans l’Annexe E.
4.2.2.2 Architecture adaptative
L’architecture adaptative applique aussi la correction LPTV sur le signal x˜[n] sauf que sa
réponse impulsionnelle à temps variant composée des cq[k] n’est plus estimée à partir de x˜[n].
Cette fois, l’algorithme d’estimation est appliqué sur le signal corrigé xˆ[n] (filtré de ces fréquences
multiples de fs2M ) comme montré dans la Figure 4.4. Le résultat de l’algorithme d’estimation est
passé dans une boucle rétroactive contrôlée par un gain et un intégrateur, puis réinjecté après
une mise en forme dans la correction LPTV. Cette architecture a l’avantage de minimiser les
disparités de réponses fréquentielles en cherchant la meilleure approximation de la correction
LPTV par plusieurs itérations successives, contrairement à l’architecture directe qui estime la
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réponse impulsionnelle en une seule itération. Donc, l’architecture adaptative est en théorie plus
précise mais moins rapide.
4.2.3 Simulations
À partir de la description de nos architectures de compensation directe et adaptative dans
la Section 4.2.2, nous avons construit un modèle de compensation global sous Simulink. Ce
modèle comprend également la génération du signal en sortie d’un ET-CAN M voies comprenant
des disparités de gains, de décalages temporels, de bandes passantes et d’offsets. Analysons les
performances de ce modèle avec des signaux sinusoïdaux en entrée de l’ET-CAN pour 1-ton
jusqu’à 6-tons et des filtres FIR LPTV de correction de longueurs différentes. Nous devons
mesurer l’impact de la compensation sur les disparités de réponses fréquentielles qui doivent
être réduites, mais aussi sur les disparités d’offsets et le bruit de l’ET-CAN qui ne doivent pas
être augmentés. Pour cela, nous utilisons les critères de performance définis dans l’Annexe F,
à savoir le SNR qui mesure le rapport signal sur bruit, le SOMR qui mesure le rapport signal
sur disparités d’offsets et le SFRMR qui mesure le rapport signal sur disparités de réponses
fréquentielles. Notons que les disparités d’entrelacement sont exclus du SNR afin de ne mesurer
que l’impact de la compensation sur le niveau de bruit de l’ET-CAN.
4.2.3.1 Simulations de l’architecture directe
Analysons les performances de l’architecture directe décrite dans la Figure 4.3.
Pour M = 2 voies entrelacées :
La Figure 4.5 donne une synthèse des simulations réalisées pour ET-CAN à M = 2 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes. Cette
synthèse, et de façon similaire pour les suivantes, donne les performances en SNR, en SOMR et
en SFRMR, en dBc pour des signaux sinusoïdaux en entrée sur n-tons (n ∈ {1,2,3,4,5,6}) dont
chacun est testé avec une longueur de compensation allant de 1 à 11.
Nous constatons très peu de variation du SNR suivant la longueur de compensation pour
un signal 3-tons en entrée. Cela veut dire, que la compensation appliquée n’a qu’un très faible
impact sur le bruit de l’ET-CAN C’est également le cas avec un signal 4, 5 et 6-tons. Par contre,
lorsque le signal d’entrée contient 1-ton ou 2-tons, le SNR est dégradé pour des longueurs de
compensation supérieures à 6. Cela montre que pour ces longueurs, la compensation relève le
niveau du bruit de l’ET-CAN. Notons que la décroissance du SNR suivant le nombre de tons
du signal d’entrée s’explique par la diminution de la puissance de cette dernier pour éviter de
saturer l’ET-CAN.
Les performances en SOMR, mesurant les disparités d’offsets, sont de l’ordre de 70 dBc, ce
qui est normal puisque ces simulations sont configurées sans ces disparités. Les variations du
SOMR suivent celles du SNR et nous notons toujours cette diminution des performances pour























































Synthe`ses de simulations pour M = 2 voies entrelace´es
FIGURE 4.5 – Synthèse des simulations de l’architecture de compensation directe pour M = 2 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
des longueurs de compensations grandes avec un signal 1-ton ou 2-tons.
Les performances en SFRMR, mesurant les disparités de réponses fréquentielles, sont
d’environ 32 dBc sans compensation appliquée aux signaux 1-ton jusqu’à 6-tons. Lorsque
nous appliquons une compensation avec un filtre de longueur 1, c.-à-d. un gain, nous obtenons
une légère amélioration du SFRMR comprise entre +5 et +15 dB suivant le nombre de tons. Une
forte amélioration du SFRMR est observée pour les longueurs 4, 5, 8 et 9, qui est comprise entre
+20 et +50 dB. Les autres longueurs de filtre dégradent le SFRMR d’environ −8 dB passant à
environ 26 dBc. Ces variations de performances peuvent s’expliquer par le conditionnement du
système matriciel d’estimation (3.30). En effet, ce dernier provient du système linéaire théorique
(3.19), borné suivant la longueur de compensation. Cette limitation du système cause un mauvais
conditionnement de la matrice à inverser. Une étude théorique est donnée dans l’Annexe D
montrant que le déterminant de la matrice 3×3 associé au système théorique de l’estimation
(3.19) est nul lorsqu’un signal sinusoïdal 1-ton est en entrée de l’ET-CAN.
Afin d’illustrer les performances des simulations synthétisées dans la Figure 4.5, La Figure 4.6
représentent les spectres en puissance du signal en sortie de l’ET-CAN pour un signal sinusoïdal
avec 5-tons, sans compensation puis avec compensation de longueur 5 et 6. Nous pouvons
retrouver sur ces spectres les données résumées dans la Figure 4.5 avec un SFRMR de 32.6 dB
sans compensation puis un SFRMR de 66.3 dB pour une longueur de 5 et un SFRMR de 26.6 dB
pour une longueur de 6.
Mettons en parallèle la synthèse de la Figure 4.5 et celle de la Figure 4.7 pour laquelle
nous avons ajouté des disparités d’offsets aux simulations. L’ajout des disparités d’offsets aux
simulations est visible par la diminution du SOMR passant de 70 dBc en moyenne à 25 dBc
en moyenne. Les performances en SNR entre les deux synthèses ont des variations similaires.
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FIGURE 4.6 – Puissance des spectres de l’ET-CAN à M = 2 voies entrelacées avec un signal sinusoïdal
5-tons en entrée, associée à la synthèse des simulations présentée dans la Figure 4.5. De haut en bas : sans
compensation puis avec compensation de longueur 5 et 6.
Cependant, nous observons globalement une diminution des performances en SFRMR. Il est
d’environ 74 dBc sur la Figure 4.5 pour 3-tons avec les longueurs 4, 5, 8 et 9, alors qu’il est infé-
rieur à 70 dBc sur la Figure 4.7 pour les mêmes paramètres. Cette diminution en SFRMR montre
que notre estimation est impactée par les disparités d’offsets comme nous l’avions exprimé dans
la Section 3.4. Donc, il est nécessaire d’éliminer ces disparités d’offsets avant d’appliquer notre
algorithme d’estimation.
Pour M = 3 voies entrelacées :
Nous renouvelons les simulations avec cette fois M = 3 voies entrelacées et des disparités de
gains, de décalages temporels et de bandes passantes, dont les performances sont synthétisées
dans la Figure 4.8. Comme précédemment pour M = 2 voies, la compensation ne dégrade que
légèrement le SNR et le SOMR de quelques dB, sauf pour quelques cas isolés (par exemple pour
3-tons et une longueur de 11). Ce qui veut dire que la compensation n’augmente pas le niveau de
bruit de l’ET-CAN ni ses disparités d’offsets. Les performances en SFRMR sans la compensation
sont d’environ 30 dBc. Une réduction des disparités d’entrelacement est observable pour les
longueurs 1, 6 et 7, avec une amélioration de plus en plus importante croissante avec le nombre de
tons du signal sinusoïdal (+30 dB pour 6-tons). Cependant, les autres longueurs de compensation
augmentent les disparités en sortie de l’ET-CAN. Ces variations de performances pourraient être
























































Synthe`ses de simulations pour M = 2 voies entrelace´es
FIGURE 4.7 – Synthèse de simulation de l’architecture de compensation directe pour M = 2 voies
























































Synthe`ses de simulations pour M = 3 voies entrelace´es
FIGURE 4.8 – Synthèse de simulation de l’architecture de compensation directe pour M = 3 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
























































Synthe`ses de simulations pour M = 4 voies entrelace´es
FIGURE 4.9 – Synthèse de simulation de l’architecture de compensation directe pour M = 4 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
expliquer par un mauvais conditionnement du système avec un signal sinusoïdal en entrée (cf.
Annexe D).
Pour M = 4 voies entrelacées :
La Figure 4.9 donne les performances pour M = 4 voies entrelacées et des disparités de gains,
de décalages temporels et de bandes passantes. L’architecture de compensation n’est visiblement
pas efficace puisque seul la compensation par un gain (longueur 1) donne une amélioration du
SFRMR. Les autres longueurs de compensation dégradent les performances en SFRMR, signe
d’une augmentation du niveau des disparités de réponses fréquentielles. En fait, dans le cas M = 4
voies entrelacées, nous avons deux systèmes matriciels à résoudre pour obtenir l’estimation
de ces disparités. Et comme pour les précédentes simulations, ces systèmes proviennent d’une
approximation d’un système linéaire infini qui mal conditionné peut donner ces résultats (cf.
Annexe D).
Résumé
Nous avons montré que les performances en simulation de l’architecture directe étaient
variables avec un signal sinusoïdal en entrée. Nous obtenons de bonnes compensations des
disparités de réponses fréquentielles dans des cas spécifiques, par exemple pour M = 2 avec les
longueurs de compensation 4, 5, 8 et 9 et pour M = 3 avec les longueurs 6 et 7. Seulement, dans
les autres cas et notamment lorsque la compensation comporte plus d’un système matriciel à
résoudre, c.-à-d. lorsque M> 4, la compensation est inefficace et tend à dégrader les performances
en SNR, en SOMR et en SFRMR. Pour vérifier cette tendance, il suffit d’observer la synthèse
des simulations pour M = 4 voies dans la Figure 4.9, ou encore celles pour M = 5, 6 et 7 voies
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dans la Figures G.1, G.2 et G.3, respectivement, dans l’Annexe G. Ces performances variables
pourraient être expliquées par un mauvais conditionnement du système matriciel à résoudre dans
notre algorithme d’estimation lorsque le signal en entrée ne contient pas une grande richesse
spectrale. Nous étudions ce point dans l’Annexe D montrant que le déterminant de la matrice du
système d’estimation est parfois nul sur signal sinusoïdal.
4.2.3.2 Simulations de l’architecture adaptative
Analysons les performances de l’architecture adaptative décrite dans la Figure 4.4.
Pour M = 2 voies entrelacées :
La Figure 4.10 synthétise les performances des simulations réalisées pour ET-CAN à M = 2



























































Synthe`ses de simulations pour M = 2 voies entrelace´es
FIGURE 4.10 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 2 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
observons que les résultats sont nettement meilleures avec l’architecture adaptative qu’avec
celle directe. En effet, les performances en SFRMR, mesurant la compensation des disparités
de réponses fréquentielles, montrent globalement une amélioration de +30 dB par rapport au
niveau sans compensation.
Nous pouvons aussi observer qu’avec cette architecture, les performances de la compensation
dépendent de la longueur du filtre et du nombre de tons du signal sinusoïdal. En effet, les
performances en SNR, SOMR et SFRMR se dégradent plus vite avec l’augmentation de la
longueur de compensation lorsque le signal contient moins de tons. Ainsi, lorsque nous avons
1-ton, les performances en SNR et SOMR vont se dégrader à partir de la longueur 5, alors
que lorsque nous avons 6-tons les performances commencent à se dégrader pour la longueur
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11. Cette tendance peut s’expliquer par le besoin d’un signal en entrée de l’ET-CAN avec une
grande richesse spectrale (comparé à un signal sinusoïdal 1-ton) afin que le système utilisé dans
notre algorithme d’estimation soit correctement conditionné lorsque nous augmentons sa taille
(proportionnellement liée à la longueur de compensation).
Pour illustrer les performances synthétisées dans la Figure 4.10, nous présentons les spectres
de la sortie de l’ET-CAN sans compensation et avec compensation d’une longueur 12 pour les

































SNR (dBc) 60.3 5.59
SFDR (dBFS) -34.8 -3.89
SOMR (dBc) 89.9 35.1
SFRMR (dBc) 33.8 -13.4
FIGURE 4.11 – Puissance des spectres de l’ET-CAN à M = 2 voies entrelacées, sans compensation et

































SNR (dBc) 55.8 46.8
SFDR (dBFS) -40.4 -62
SOMR (dBc) 82 81.2
SFRMR (dBc) 33.6 64.7
FIGURE 4.12 – Puissance des spectres de l’ET-CAN à M = 2 voies entrelacées, sans compensation et
avec compensation d’une longueur 12 et en entrée un signal sinusoïdal 2-tons.
observons pour un signal 1-tons, une augmentation du niveau de bruit et de la raie de disparité
de réponse fréquentielles, dégradant les performances en SNR et SFRMR comme montré dans
la synthèse de la Figure 4.10. Plus, on augmente la richesse spectrale du signal en rajoutant des
tons, plus ces performances s’améliorent. Cette tendance est lié au conditionnement du système
matriciel de l’estimation comme étudié dans l’Annexe D.

































SNR (dBc) 50.2 50.1
SFDR (dBFS) -45 -74.8
SOMR (dBc) 78.4 78.3
SFRMR (dBc) 32.9 62.4
FIGURE 4.13 – Puissance des spectres de l’ET-CAN à M = 2 voies entrelacées, sans compensation et

































SNR (dBc) 45.9 45.6
SFDR (dBFS) -46.8 -73
SOMR (dBc) 70.5 69.4
SFRMR (dBc) 32.1 60.9
FIGURE 4.14 – Puissance des spectres de l’ET-CAN à M = 2 voies entrelacées, sans compensation et
avec compensation d’une longueur 12 et en entrée un signal sinusoïdal 6-tons.
Pour M = 3 voies entrelacées :
Une synthèse des performances des simulations réalisées pour ET-CAN à M = 3 voies entre-
lacées et des disparités de gains, de décalages temporels et de bandes passantes est donnée dans la
Figure 4.15. Comme pour M = 2 voies, l’architecture adaptative donne de meilleurs résultats que
l’architecture directe pour un nombre de voies égal (cf. Figure 4.8). De même que précédemment,
nous vérifions la tendance voulant que les performances en SNR, SOMR et SFRMR pour une
longueur de compensation donnée augmentent avec le nombre de tons du signal sinusoïdal en
entrée. Afin d’illustrer cette tendance et les performances de notre architecture adaptative pour
M = 3 voies, nous présentons les spectres en puissance de la sortie de l’ET-CAN sans et avec
compensation de longueur 6 pour un signal sinusoïdal 1-tons, 2-tons, 4-tons et 6-tons dans les
Figures 4.16, 4.17, 4.18 et 4.19 respectivement. Ces spectres montrent une nette amélioration
des performances à longueur de compensation égale lorsque le signal contient plus de tons,
c.-à-d. lorsqu’il a une plus grande richesse spectrale. Ainsi pour la longueur 6, nous passons d’un
SFRMR à 29.8 dBc à 40.4 dBc avant et après compensation sur un signal 1-tons, à un SFRMR à
28.8 dBc à 55 dBc avant et après compensation sur un signal 6-tons, soit une amélioration de
+15 dB de la compensation.




























































Synthe`ses de simulations pour M = 3 voies entrelace´es
FIGURE 4.15 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 3 voies































SNR (dBc) 60.6 46.6
SFDR (dBFS) -32.8 -40.6
SOMR (dBc) 80.8 64.2
SFRMR (dBc) 29.8 40.4
FIGURE 4.16 – Puissance des spectres de l’ET-CAN à M = 3 voies entrelacées, sans compensation et































SNR (dBc) 57.4 53.9
SFDR (dBFS) -37.8 -48.3
SOMR (dBc) 83.5 81.5
SFRMR (dBc) 29.7 43.2
FIGURE 4.17 – Puissance des spectres de l’ET-CAN à M = 3 voies entrelacées, sans compensation et
avec compensation d’une longueur 6 et en entrée un signal sinusoïdal 2-tons.































SNR (dBc) 51.1 51.2
SFDR (dBFS) -42 -60.3
SOMR (dBc) 75.5 75.6
SFRMR (dBc) 29.3 48.7
FIGURE 4.18 – Puissance des spectres de l’ET-CAN à M = 3 voies entrelacées, sans compensation et































SNR (dBc) 47.3 47.2
SFDR (dBFS) -44.1 -70.8
SOMR (dBc) 73.7 73.6
SFRMR (dBc) 28.8 55
FIGURE 4.19 – Puissance des spectres de l’ET-CAN à M = 3 voies entrelacées, sans compensation et
avec compensation d’une longueur 6 et en entrée un signal sinusoïdal 6-tons.
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Pour M = 4 voies entrelacées :
Enfin, la Figure 4.20 donne une synthèse des performances des simulations réalisées pour
ET-CAN à M = 4 voies entrelacées et des disparités de gains, de décalages temporels et de bandes





























































Synthe`ses de simulations pour M = 4 voies entrelace´es
FIGURE 4.20 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 4 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
comparées à l’architecture directe (cf. Figure 4.9). Les variations de performances, décroissante
avec la longueur de compensation et croissante avec le nombre de tons du signal sinusoïdal
en entrée, vérifie les synthèses précédentes, même si la décroissance intervient plus tôt. Tou-
jours pour illustrer ces performances, nous présentons les spectres en puissance de la sortie de
l’ET-CAN sans et avec compensation de longueur 7 pour un signal sinusoïdal 1-tons, 2-tons,

































SNR (dBc) 60.5 37.2
SFDR (dBFS) -35.6 -9.64
SOMR (dBc) 89.4 67.3
SFRMR (dBc) 30.9 8.01
FIGURE 4.21 – Puissance des spectres de l’ET-CAN à M = 4 voies entrelacées, sans compensation et
avec compensation d’une longueur 7 et en entrée un signal sinusoïdal 1-ton.
pour M = 2 et M = 3, nous avons une nette amélioration à longueur de compensation égale
lorsque le signal contient plus de tons, c.-à-d. lorsqu’il a une plus grande richesse spectrale. Ainsi

































SNR (dBc) 57.4 33.2
SFDR (dBFS) -40.4 -32.1
SOMR (dBc) 82.9 60.2
SFRMR (dBc) 30.8 24.7
FIGURE 4.22 – Puissance des spectres de l’ET-CAN à M = 4 voies entrelacées, sans compensation et

































SNR (dBc) 51.6 51.1
SFDR (dBFS) -44.2 -60.5
SOMR (dBc) 77.7 77.8
SFRMR (dBc) 30.4 49.6
FIGURE 4.23 – Puissance des spectres de l’ET-CAN à M = 4 voies entrelacées, sans compensation et
avec compensation d’une longueur 7 et en entrée un signal sinusoïdal 4-tons.
pour cette longueur de compensation 7, nous passons d’un SFRMR à 30.9 dBc à 8.01 dBc avant
et après compensation sur un signal 1-tons (signe d’une augmentation des disparités de réponses
fréquentielles), à un SFRMR à 29.8 dBc à 54.9 dBc avant et après compensation sur un signal
6-tons (signe d’une bonne réduction des mêmes disparités).
Résumé
Nous constatons globalement de meilleurs performances en SNR, SOMR et SFRMR pour
l’architecture adaptative par rapport à celle directe. L’architecture adaptative est beaucoup plus
fiable et ses résultats sont moins variables que celle directe. De plus, nous constatons que pour
augmenter la longueur de compensation, c.-à-d. définir une correction plus large bande, l’ar-
chitecture adaptative donne de meilleures performances lorsque le signal sinusoïdal en entrée
à plus de tons, c.-à-d. lorsqu’il possède une plus grande richesse spectrale. Cette tendance ce
confirme lorsque nous augmentons le nombre de voies entrelacées comme le montre les synthèses
des performances de simulations avec M = 5, M = 6, M = 7 et M = 8 dans les Figures G.4,
G.5, G.6 et G.7, respectivement, dans l’Annexe G. Ces performances sont en réalité liées au
conditionnement du système matriciel de l’estimation, comme étudié dans l’Annexe D.

































SNR (dBc) 47.1 47.1
SFDR (dBFS) -46 -70.1
SOMR (dBc) 74.1 74.1
SFRMR (dBc) 29.8 54.9
FIGURE 4.24 – Puissance des spectres de l’ET-CAN à M = 4 voies entrelacées, sans compensation et
avec compensation d’une longueur 7 et en entrée un signal sinusoïdal 6-tons.
4.3 Conclusion
Dans ce chapitre, nous proposons une méthode de compensation numérique des disparités
de réponses fréquentielles d’un ET-CAN à M voies entrelacées. Cette méthode est composée
de deux partie, d’une part l’estimation des disparités et d’autre part leur correction à partir des
données de l’estimation. La correction des disparités est réalisée par un filtre FIR LPTV. Cette
structure est dérivée de notre modélisation des disparités par un filtre LPTV présentée dans le
Chapitre 2. Par ailleurs, le chapitre est introduit avec une étude de l’État de l’Art des méthodes
de compensations basées sur une structure de correction LPTV. L’estimation des paramètres à
temps variant de la structure LPTV est effectuée par notre algorithme présenté dans le Chapitre 3.
Cette algorithme repose sur les propriétés de corrélation du signal en sortie de l’ET-CAN et sur
certains critères évitant de biaiser l’estimation.
Deux architectures sont proposées à partir de la correction LPTV et de l’algorithme d’es-
timation. La première est dite directe puisqu’elle estime les disparités à partir de la sortie de
l’ET-CAN puis, les corrige à partir du même signal et des paramètres estimées. La deuxième
est dite adaptative puisqu’elle corrige les disparités à partir de la sortie de l’ET-CAN et des
paramètres estimées à partir du signal corrigé. Cette architecture possèdent donc une boucle
d’adaptation nécessitant un temps de convergence des paramètres. Ces deux architectures sont
ensuite simuler sous Matlab / Simulink. Nous constatons que l’architecture adaptative réalise une
compensation souvent plus efficace et plus fiable que l’architecture directe.
Le chapitre suivant présente l’implémentation FPGA de notre méthode de compensation
adapté pour M = 4 voies entrelacés. Dans ce cas particulier, des simplifications apparaissent
dans la formalisation de l’algorithme d’estimation et de la correction. Ce chapitre traite des
problématique d’adéquation entre algorithme et architecture, de l’évaluation des ressources
nécessaires et des performances de notre méthode sur des signaux de test.
CHAPITRE 5
IMPLÉMENTATION DE L’ARCHITECTURE
DE COMPENSATION DES DÉFAUTS POUR
UNE STRUCTURE DE CONVERSION
ANALOGIQUE-NUMÉRIQUE À M=4 VOIES
ENTRELACÉES
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NOUS avons présenté dans le Chapitre 4 notre méthode des compensation des disparitésde réponses fréquentielles d’un ET-CAN pour M voies quelconques. Cette méthode estdérivée d’une part de la modélisation des disparités par un filtre LPTV présenté dans
le Chapitre 2, d’autre part, de l’estimation des disparités basée sur les propriétés de corrélation
du signal en sortie de l’ET-CAN. Dans ce chapitre, nous présentons l’implémentation sur cible
FPGA de notre méthode de compensation adaptée pour M=4 voies entrelacées.
La Section 5.1 présente le traitement des deux blocs principaux de l’architecture de compen-
sation adaptative, à savoir la correction LPTV et l’algorithme d’estimation pour M = 4 voies
entrelacées. La Section 5.2 développe l’implémentation sur FPGA de l’architecture. Tout d’abord,
nous présentons les caractéristiques du FPGA utilisé, un Stratix IV d’Altera, et celle de la puce de
conversion analogique-numérique reliée, l’ET-CAN EV10AQ190 10-bits d’E2V. Les contraintes
d’acquisition par le FPGA des signaux de l’ET-CAN à hautes fréquences sont abordées. Puis,
nous évaluons les ressources nécessaires pour implémenter nos blocs de traitement en fonction
de la longueur des filtres de correction LPTV. Après décision d’un compromis sur la longueur,
nous présentons en détail l’implémentation des traitements décrit avec la toolbox Simulink
DSPBA d’Altera. Ensuite, les ressources consommées après synthèse et placement routage sous
Quartus sont analysées et comparées à l’évaluation précédente. Enfin, la Section 5.3 présente les
performances de notre architecture de compensation avec différents signaux de test sinusoïdaux.
Notre compensation est également testée avec l’EB [88] en entrée de l’ET-CAN.
5.1 Architecture de compensation adaptative pour M=4 voies
Nous avons choisi d’implémenter l’architecture adaptative qui offre une meilleure compensa-
tion des disparités selon les simulations réalisées dans la Section 4.2.3. Comme illustrée dans la
Figure 4.4, cette architecture est composée de deux blocs de traitements principaux :
– Le bloc de Correction LPTV qui corrige les disparités de réponses fréquentielles à partir
des paramètres cq[k] à temps variant périodique de période M, avec q ∈ {0, . . . ,M−1} et
k ∈ {−K, . . . ,+K}.
– Le bloc d’Estimation des disparités qui fournit une estimation des disparités de réponses
fréquentielles d′p[k] avec p ∈ {1, . . . ,M−1} et k ∈ {−K, . . . ,+K}, permettant de remonter
aux paramètres cq[k] de la correction LPTV.
Avant d’aborder leur conception, nous allons décrire les blocs de traitements de l’architecture
adaptative M voies pour le cas M = 4 voies entrelacées.
5.1.1 Correction LPTV de période M=4
Le bloc de Correction LPTV est décrit dans la Section 4.2.1. Pour un ET-CAN à M = 4 voies
entrelacées, le signal corrigé xˆ[n] est le résultat d’un filtre LPTV de période M = 4. La correction
CHAPITRE 5 - IMPLÉMENTATION POUR UN ET-CAN À M=4 VOIES 89






pour q ∈ {0, . . . ,3} avec cq[k], la réponse impulsionnelle à temps variant périodique, exprimée








Or, les disparités de réponses fréquentielles d′1[k] et d
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dm[k] = 14 (d0[k]−d1[k]+d2[k]− jd3[k])
,∀k ∈ Z (5.3)
Et puisque dm[k] (∀k ∈ Z et m ∈ {0, . . . ,3}) sont réelles selon notre modèle (cf. Section 2.4.2),











2[k], pour q = 0
−2ℑ(d′1[k])−d′2[k], pour q = 1
−2ℜ(d′1[k])+d′2[k], pour q = 2
2ℑ(d′1[k])−d′2[k], pour q = 3
(5.4)
décomposable suivant l’indice à temps variant q ∈ {0, . . . ,3}.
Finalement, dérivée de (5.1), la correction du signal xˆ[n] peut-être réalisée par M = 4 filtres
FIRs à temps invariant :

























dont la structure de correction est illustrée dans la Figure 5.1. Les filtres FIRs ont une longueur
(2K+1) impaire, avec K choisi en fonction de la richesse fréquentielle et de la largeur de bande
du signal en entrée de l’ET-CAN ainsi que de la précision de la compensation recherchée. Notons
que ces filtres (5.5) fonctionnent au rythme des échantillons de x˜[n]. Ils ne seront pas décimés















coefficients des 4 FIRs, ∀k ∈ {−K, . . . ,K}
n mod 4 = 1
n mod 4 = 2
n mod 4 = 3
FIGURE 5.1 – Structure de correction LPTV pour la compensation des disparités de réponses fréquentielles
avec M = 4 voies entrelacées.
par M = 4, le nombre de voies entrelacées.
5.1.2 Estimation des disparités de réponses fréquentielles pour M=4
L’algorithme d’estimation est décrit dans la Section 3.3.1 et illustré dans la Figure 3.3 pour M
voies quelconques. Dans le cas d’un ET-CAN à M = 4 voies entrelacées, l’algorithme se dérive
comme suit :
1. Pour une longueur (2K + 1) des cq[k] de la correction LPTV, il faut calculer (2K + 1)










x˜[n](−1)n+l x˜[n+ l], ∀l ∈ {0, . . . ,2K} (5.7)





x˜[n]x˜[n+ l], ∀l ∈ {0, . . . ,3K} (5.8)
2. Puis, il faut mettre en forme les vecteurs C1 et C2 (3.32) qui s’écrivent
C1 =
[





C2[0] C2[1] . . . C2[2K]
]T
(5.10)
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ainsi que les deux matrices A1 et A2 (3.33) qui s’écrivent
A1 =

2a[K] · · · 2a[0] · · · 2a[K]















2a[K] · · · 2a[0] · · · 2a[K]










a[3K]+a[K] · · · 2a[2K] · · · a[K]+a[3K]

(5.12)
L’expression de ces deux matrices A1 et A2 est simplifiée par rapport à (3.33) en considé-
rant que l’autocorrélation a[l]≈ a[−l] pour une longueur de calcul N assez grande.
3. Enfin, il faut résoudre les deux systèmes matriciels (3.35)
D′1 = A−11 C1 (5.13)
D′2 = A−12 C2 (5.14)
qui donnent une estimation des pème disparités de réponses fréquentielles (3.34)
D′1 =
[





d′2[−K] . . . d′2[0] . . . d′2[K]
]T
(5.16)
afin de remonter aux paramètres cq[k] de la correction LPTV.
5.2 Implémentation FPGA pour M=4 voies entrelacées
Afin d’évaluer en pratique les performances de notre méthode de compensation, nous avons
choisi d’implémenter l’architecture adaptative présentée dans la Figure 4.4. L’objectif est de tester
cette implémentation sur une cible FPGA connectée à un ET-CAN à M = 4 voies entrelacées.
CHAPITRE 5 - IMPLÉMENTATION POUR UN ET-CAN À M=4 VOIES 92
fext =
fs







Data A, @640 MHz
Data B, @640 MHz
Data C, @640 MHz
Data D, @640 MHz
clock A, @320 MHz






























































x˜[n] et xˆ[n] sont les données de l’ET-CAN (non
compensées et compensées respectivement) qui
sont parallélisées par 16, soit une parallélisation
par 4 sur chaque voie de codage. Donc au final




FIGURE 5.2 – Représentation simplifiée de l’acquisition des données de l’ET-CAN entrelacé par 4 sur le
FPGA contrôlée par Matlab.
5.2.1 Supports
Le FPGA sur lequel est implémenté notre méthode de compensation est un Stratix IV
d’Altera dont les caractéristiques sont résumées dans la Table H.1 de l’Annexe H. Ce FPGA est
disponible sur une carte mère Bittware avec laquelle vient s’interfacer une carte fille FMC126 [89]
commercialisée par 4DSP. Cette dernière carte contient l’ET-CAN EV10AQ190 [90] développé
par E2V qui peut réaliser une conversion analogique-numérique avec une résolution de 10 bits
sur 4 voies. Cette puce de conversion possède plusieurs modes opérationnels permettant soit
d’acquérir 4 signaux différents sur chacune de ses 4 voies de codages échantillonnant jusqu’à
1.25 GHz, soit 2 signaux différents avec un entrelacement par 2 échantillonnant jusqu’à 2.5 GHz,
ou soit 1 signal avec un entrelacement par 4 avec une fréquence d’échantillonnage pouvant aller
jusqu’à 5 GHz. Dans notre cas, c’est ce dernier mode opérationnel avec un entrelacement par 4
qui sera utilisé.
Pour l’implémentation, un firmware d’acquisition pour le Stratix IV réalisant une acquisition
des données de l’ET-CAN en mode entrelacé par 4 avec un échantillonnage globale à 2.56 GHz
a été développé. Comme représentées dans la Figure 5.2, les données des 4 voies de codages de
l’ET-CAN (A,B,C,D) sont codées sur 10 bits et cadencées à 640 MHz. En théorie, la méthode de
compensation est appliquée au signal en sortie de l’ET-CAN x˜[n], ici échantillonné à 2.56 GHz.
Or, les opérations dans le FPGA ne peuvent pas fonctionner à cette fréquence bien trop élevée.
Par exemple, les DSP blocs de la cible Stratix IV permettant de réaliser des multiplications et des
additions peuvent fonctionner jusqu’à 600 MHz [91]. Mais en règle générale sur ce Stratix IV,
lorsque les traitements utilisent de la logique combinatoire, des registres et des blocs mémoires,
la fréquence de fonctionnement ne dépasse pas les 300 MHz. Dans ce cas, la solution pour
implémenter notre méthode est d’utiliser les entrées/sorties hautes fréquences du FPGA reliées
aux blocs High-Speed LVDS SERDES qui permettent de paralléliser une entrée cadencée jusqu’à
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1.6 GHz en N morceaux cadencés N fois moins vite. Pour la suite, le choix est fait de paralléliser
chaque voie de codage par 4 afin d’obtenir une fréquence de fonctionnement dans le FPGA de
160 MHz. Pour se faire, comme montré dans la Figure 5.2, les voies A et B câblées d’origine d’un
coté du FPGA et les voies C et D câblées de l’autre coté sont parallélisées par deux SERDES [91]
différents contrôlés par deux horloges distinctes. Puis, leurs sorties 8×10 bits à 160 MHz sont
synchronisées sur une horloge commune pour produire le signal x˜[n] parallélisé par 16. Au final,
tous les 16Ts = 162.56×109 =
1
160×106 = 6.25 ns sortent simultanément du bloc de synchronisation
16 échantillons x˜[16n+0], x˜[16n+1], x˜[16n+2], . . . , x˜[16n+15] issus de l’ET-CAN.
Comme pour la simulation numérique, l’implémentation de la méthode de compensation
est réalisée sous Matlab/Simulink avec la Toolbox d’Altera DSPBA. Les traitements sont dé-
composés en blocs d’opérateurs simples : multiplieurs, additionneurs, multiplexeurs, logiques
combinatoires, etc... Lors de cette phase, il est nécessaire de penser en terme d’implémentation
numérique pour obtenir une bonne description. Ensuite, le bon fonctionnement du design avec
les blocs DSPBA est validé par simulation sous Simulink. L’outil génère le code Very High Speed
Integrated Circuit Hardware Description Language (VHDL) (spécifique Altera) adapté à la cible.
Ce code généré est ensuite ajouté au firmware d’acquisition, illustré par le bloc compensation
dans la Figure 5.2.
5.2.2 Évaluation des ressources FPGA nécessaires
Afin d’optimiser l’utilisation des ressources du FPGA, il faut prévoir comment les opérations
réalisées dans notre architecture seront implémentées par l’outil DSPBA. Pour se faire, détaillons
les opérations critiques réalisées dans chaque bloc de notre architecture. Comme nous l’avons
présenté dans la Section 5.1, notre architecture comporte un bloc de correction LPTV, un bloc de
filtrage des fréquences indésirables et un bloc pour l’estimation des paramètres de la correction
par le calcul de corrélations et un bloc pour la résolution de deux systèmes matriciels. Il est à
noter que la description de ces blocs dépend de la longueur (2K+1) de la réponse impulsionnelle
cq[k] de la correction LPTV.
– La correction LPTV est réalisée par des filtres FIRs dont les paramètres ck[k] ne possèdent
pas de propriétés particulières si ce n’est qu’ils sont réels. Donc, en théorie il faut (2K+1)
multiplications à 2 entrées variables réelles et 2K additions à 2 entrées variables réelles
pour obtenir 1 échantillon corrigé. En pratique, l’acquisition de x˜[n] (le signal en sortie
de l’ET-CAN) est disponible parallélisée par 16 dans le FPGA. Il faut donc (2K+1)×16
multiplications et 2K×16 additions afin de sortir simultanément 16 échantillons corrigés
et cadencés à 160 MHz.
Afin de réaliser ces opérations en virgules fixes signées, celles-ci peuvent être implémentées
avec de la logique combinatoire en utilisant des Look-Up Tables (LUTs) (Combinationnal
ALUTs) et des bascules (Dedicated logic register). L’utilisation de ces ressources peut-
être un bon choix lorsque ces opérations comportent des entrées fixes ou lorsqu’elles
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n’ont pas besoin de fonctionner à des fréquences trop élevées. Cependant dans notre cas,
les multiplications sont réalisées sur des entrées variables avec une résolution haute de
10 bits et une fréquence de fonctionnement élevée de 160 MHz. Pour répondre à ce type
de contrainte, le FPGA possède des ressources dédiées fonctionnant jusqu’à 600 MHz :
130 DSP blocs constitués chacun de deux sous blocs, les Half DSP (HDSP) blocs, eux-
mêmes composés de 4 multiplieurs 18× 18 bits [91]. Ces derniers sont nommés les
multiplier 18-bit elements et servent de base aux outils d’Altera (DSPBA et Quartus)
afin de comptabiliser l’utilisation des DSP blocs. Dans la cible utilisée, il y a un total de
1040 multiplier 18-bit elements (cf. Table H.1). Les HDSP blocs peuvent être configurés
selon plusieurs modes indépendamment les uns des autres. Ainsi, chaque HDSP bloc peut
réaliser soit 4 multiplications à 2 entrées variables codées sur 9×9 bits (un total de 1040
dans le FPGA), soit 3 multiplications 12×12 bits (un total de 780), soit 2 multiplications
18× 18 bits (un total de 520), soit 1 multiplication 36× 36 bits (un total de 260) ou
soit 260 multiplications complexes 18×18 bits. L’ET-CAN de la carte 4DSP ayant une
résolution de 10 bits, on peut penser qu’utiliser les HDSP blocs en mode multiplication
12×12 bits est une bonne solution pour optimiser l’utilisation de cette ressource. Mais
c’est sans compter que chaque HDSP bloc est aussi constitué d’un étage d’addition. Ainsi,
un HDSP bloc peut-être partitionné en 2 parties réalisant 2 multiplications 18×18 bits
suivies d’une addition (soit un total 520 blocs Two-Multiplier Adder dans le FPGA). Ou
encore, il peut être configuré en une seule partie constituée de 4 multiplications 18×18
bits suivies d’une addition (soit un total 260 blocs Four-Multiplier Adder). Les sorties
des HDSP blocs peuvent être combinées afin d’additionner un plus grand nombre de
multiplications 18×18 bits. Ces deux configurations sont parfaites pour implémenter les
filtres FIRs de notre correction LPTV à la fréquence de 160 MHz. Donc, nous faisons le
choix d’évaluer l’utilisation des DSP blocs en mode Four-Multiplier Adder. Pour estimer
l’occupation des (2K+1)×16 multiplications et 2K×16 additions, il faut prévoir que
lorsqu’un HDSP bloc est utilisé dans un mode, ses multiplier 18-bit elements non utilisés
sont perdus. La Figure 5.3 présente l’utilisation en multiplier 18-bit elements des filtres
FIRs de la correction LPTV en fonction de leur longueur de 3 à 17. Nous pouvons alors
noter une utilisation des ressources par palier, montrant que les longueurs permettant un
meilleur compromis sont 7, 11 et 15.
– De même, le nombre de corrélations calculées dans l’algorithme d’estimation dépend de la
longueur (2K+1) des filtres FIRs de la correction LPTV. Pour cette longueur, il faut (2K+
1) corrélations C1[l] (5.6), (2K+1) corrélations C2[l] (5.7) et (3K+1) autocorrélations
a[l] (5.8). Or, chacune de ces corrélations requièrent 1 multiplication à 2 entrées variables
et 1 addition à 2 entrées variables sur le signal x˜[n], c.-à-d. 16 multiplications et 16
additions lorsque x˜[n] est parallélisé par 16. Une simplification observable dans leurs
expressions est de mutualiser les multiplications entre x˜[n] et x˜[n+ l] de C1[l], C2[l] et a[l]
afin de n’utiliser au total que (3K + 1)× 16 multiplications et (7K + 3)× 16 additions





































FIGURE 5.3 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs pour implé-











































FIGURE 5.4 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs pour implémen-
ter les multiplications utilisées par les corrélations C1[l], C2[l] et a[l], en fonction de la longueur (2K+1)
des filtres FIRs de la correction LPTV.
pour leurs calculs. Plus de détails sont donnés par la suite sur cette simplification dans
la Section H.2.3 de l’Annexe H. Afin d’implémenter les multiplications à 160 MHz, le
DSP bloc est la meilleure solution. Comme nous avons choisi de réaliser les filtres FIRs
de la correction LPTV avec des multiplieurs 18× 18 bits (suivis d’additionneurs), le
signal d’entrée peut avoir une résolution maximum de 18 bits. On conserve cet ordre de
grandeur pour l’évaluation du reste de l’architecture. Ainsi, les ressources nécessaires
pour les (3K+1)×16 multiplications sont basées sur l’occupation de 2 multiplier 18-bit
elements pour 1 multiplication 18×18 bits. Les (7K+3)×16 additions sont considérées
implémentées avec de la logique combinatoire. La Figure 5.4 présente l’utilisation en
multiplier 18-bit elements pour implémenter les multiplications des corrélations C1[l], C2[l]
et a[l], en fonction de la longueur des FIRs de 3 à 17, avec une augmentation linéaire du
nombre de ressources utilisées.
– À partir du calcul des corrélations C1[l], C2[l] et a[l], l’algorithme d’estimation doit mettre
en forme les vecteurs et matrices des deux systèmes matriciels (5.13). Cette mise en forme

































































































FIGURE 5.5 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs pour implé-
menter les résolutions matricielles (3.35) en fonction de la taille des matrices.
peut-être réalisée par des décalages de bits, des combinaisons entre partie réelle et partie
imaginaire des signaux complexes ainsi qu’avec quelques additions. L’implémentation de
ces opérations utilisent de la logique combinatoire qui n’est pas une ressource limitante sur
notre cible FPGA Stratix IV (cf. Table H.1). Pour implémenter les résolutions matricielles
de (3.35), nous avons choisi d’utiliser une Intellectual Property (IP) d’Altera décrite
avec leur outil DSPBA. Les opérations de l’IP sont réalisées en virgule flottante (single)
et elles peuvent être configurées pour résoudre plusieurs systèmes matriciels en série
(dans notre cas deux). Nous avons évalué les ressources FPGA nécessaires pour cette
solution en fonction de différentes tailles du système matriciel. Elles dépendent également
de la longueur (2K + 1) des filtres FIRs de la correction LPTV, cf. Section 5.1. Nous
avons considéré dans l’évaluation suivante des matrices de taille 3× 3 jusqu’à 17× 17.
Ces matrices sont composées de scalaires complexes. Cette IP utilise des DSP blocs en
grande quantité ainsi que de la logique combinatoire (Combinationnal ALUTs) et des
blocs mémoires (Memory Bits). La Figure 5.5 présente l’utilisation en multiplier 18-bit
elements des deux résolutions matricielles (5.13), en fonction de la taille des matrices
de 3×3 jusqu’à 17×17. En abscisse, deux facteurs apparaissent : la taille des matrices
(Matrix size) des systèmes (5.13) ainsi que la taille des vecteurs (Processing vector size)
utilisé pour le traitement. Ce dernier est un paramètre de configuration statique de l’IP
et il doit être de largeur proportionnel à la taille de la matrice. Ainsi, pour des matrices
de taille 15× 15, la largeur des vecteurs utilisées dans l’IP peut-être choisie parmi 3,
5 et 15. Plus la taille des vecteurs traités est grande, plus l’IP va utiliser de multiplier
18-bit elements pour implémenter la résolution. Cependant, il faut prendre en compte
que la largeur des vecteurs influe aussi sur le temps de calcul des solutions de (5.13). La
Figure 5.6 présente l’utilisation en logique combinatoire (Combinationnal ALUTs) des
deux résolutions matricielles (5.13), en fonction de la taille des matrices de 3×3 jusqu’à
17×17. Il apparait que l’utilisation en Combinationnal ALUTs n’est pas un facteur limitant







































































FIGURE 5.6 – Estimation de la consommation en logique combinatoire des DSP blocs pour implémenter



























































FIGURE 5.7 – Estimation de la consommation en blocs mémoires des DSP blocs pour implémenter les
résolutions matricielles (3.35) en fonction de la taille des matrices.
de l’implémentation comparé aux 282,880 Combinationnal ALUTs disponibles dans notre
FPGA [91]. Enfin, la Figure 5.7 présente l’utilisation en blocs mémoires (Memory Bits) des
deux résolutions matricielles (5.13), en fonction de la taille des matrices de 3×3 jusqu’à
17×17. De même, l’utilisation de l’IP en blocs mémoires est très minime comparée aux
18,579,456 blocs mémoires disponibles dans notre FPGA [91].
– Le filtrage des fréquences indésirables peut-être implémenté par des décalages de bits ne
consommant pas de ressource et quelques additions avec de la logique combinatoire. Donc,
l’utilisation en ressource de son implémentation est minime et n’est pas évaluée.
Pour résumer, les ressources FPGA critiques de notre architecture sont les multiplier 18-bit
elements des DSP blocs utilisés pour l’implémentation des filtres FIRs de la correction LPTV, le
calcul des corrélations ainsi que les deux résolutions matricielles. Le besoin en multiplier 18-bit
elements de toute l’architecture dépend de la longueur des filtres FIRs implémentées comme


















































































FIGURE 5.8 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs de l’architecture
entière en fonction de la longueur (2K+1) des filtres FIRs de la correction LPTV.
montré dans la Figure 5.8. Selon notre évaluation, il est possible d’implémenter l’architecture
pour les longueurs 3, 5, 7, 9 et 11, qui nécessitent moins de 1040 multiplier 18-bit elements des
DSP blocs.
Pour la suite, nous choisissons d’implémenter notre architecture pour une longueur de filtre
FIRs (2K+1 = 7). Comme l’outil DSPBA sur Matlab ne propose pas de choisir les ressources
utilisées par leur fonction comme les multiplications et les additions, nous vérifierons si les choix
fait par l’outil correspond à notre évaluation. La section suivante présente les différents blocs de
l’architecture décrits avec l’outil DSPBA ainsi que les choix d’implémentation associés. De plus,
au moment de l’implémentation, il avait été envisagé de rendre le design compatible avec un
autre ET-CAN. C’est pourquoi, il est considéré pour la suite un signal en entrée de l’architecture
codé sur 16 bits, parallélisés par 16 et cadencé à 160 MHz.
5.2.3 Implémentation sous DSP Builder Advanced
L’implémentation du traitement est réalisée avec DSPBA, la Toolbox Simulink d’Altera.
L’avantage est de continuer à travailler sous l’environnement Matlab après avoir réalisé la
simulation de l’architecture avec un design décrit à partir des blocs de base de Simulink. Ainsi,
ce dernier design de référence est utilisé pour développer le nouveau design d’implémentation
en adaptant le traitement aux contraintes. À savoir :
– Une parallélisation par 16 des données codées sur 10 bits en entrée de la compensation
(Figure 5.2), liée au firmware d’acquisition développé pour notre cible FPGA connectée à
l’ET-CAN EV10AQ190 10 bits d’E2V.
– Une compensation codée sur 16 bits afin que l’implémentation soit aussi compatible avec
un autre ET-CAN dont l’acquisition des données seraient aussi parallélisées par 16. Il est
à noter que tout changement nécessitera une étude sur le dimensionnement de la longueur
du filtre.
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– Des entrées et sorties de la compensation cadencées à 160 MHz.
Les sections suivantes présentent les différents niveaux des blocs de notre implémentation avec
DSPBA.
5.2.3.1 Top Level
Le niveaux 0 aussi appelé Top Level est présenté dans la Figure 5.9. Tout d’abord, une
délimitation en trait pointillé sépare l’architecture en deux. La partie haute de l’architecture
correspond aux blocs fonctionnant à 160 MHz et la partie basse correspond à un deuxième
domaine d’horloge à 80 MHz en phase avec la première horloge à 160 MHz. Ce deuxième
domaine d’horloge est introduit pour rendre l’IP de la résolution matricielle réalisable du point
de vue de l’outil DSPBA. Sans cette spécification de l’IP à une fréquence moins élevée que la
première horloge, l’outil ne peut pas générer un code VHDL fonctionnel pour notre FPGA.
Sept blocs sont représentés en trait noir dans la Figure 5.9 Ils correspondent aux blocs
fonctionnels de l’architecture. De plus, un bloc contrôle ainsi que des connexions avec les blocs
fonctionnels sont représentés par des traits gris. Ce sont les commandes de l’architecture. Elles
gèrent la synchronisation des données entre les deux domaines d’horloge ainsi que la cadence
des cycles d’itérations faisant converger la correction adaptative. Un cycle d’itération représente
N périodes de l’horloge à 160 MHz, soit N2 périodes de l’horloge à 80 MHz. Les fonctions hauts
niveaux des blocs opérationnels dans le domaine d’horloge à 160 MHz sont :
– Le bloc Correction LPTV qui prend en entrée les données x˜[n] 16×16 bits venant de l’ac-
quisition parallélisée par 16 de la sortie l’ET-CAN à 160 MHz ainsi que, les paramètres de
la correction {−c0[k],−c1[k],−c2[k],−c3[k]} avec k ∈ {−3,−2, . . . ,3}, soit une longueur
de filtre de 7. Chacun des 4×7 paramètres sont codés sur 16 bits. Nous reviendrons plus
tard sur le codage de ces paramètres. La valeur de ces paramètres est maintenue par le bloc
Latch 2 le temps d’un cycle d’itération. Le départ d’un cycle dans le domaine d’horloge à
160 MHz est représenté par un niveau haut sur le bit start_corr le temps d’une période. Ce
signal de commande est propagé à travers le bloc Correction LPTV pour lui appliquer le
délai des opérations. Puis, le signal corrigé xˆ[n] possédant la même grandeur que le signal
d’entrée 16×16 bits cadencés à 160 MHz sort du bloc Correction LPTV synchronisé avec
le signal de commande start_corr.
– Le bloc Filtre Notch va réduire les composantes fréquentielles multiple de fs8 du signal xˆ[n].
Puis, il sort le signal xˆN [n] 16×16 bits cadencé à 160 MHz, synchronisé avec le signal de
commande start_corr.
– Le bloc Corrélations prend en entrée xˆN [n] et le signal de commande start_corr. Ce dernier
va commander la remise à zéro puis l’arrêt des accumulateurs afin de calculer les corré-
lations C2[l] réelles et C1[l] complexes (l ∈ {0, . . . ,6}) ainsi que les autocorrélations a[l]
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FIGURE 5.9 – Description du niveau haut (Top Level) de l’implémentation de l’architecture de compensation pour M = 4 voies entrelacées.
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de l’Annexe H, les 16 voies parallélisées de xˆN [n] sont combinées pour calculer chaque
corrélation et autocorrélation sur 1 seule voie. Les deux fils côte à côte de C1[l] dans la
Figure 5.9 symbolisent les données complexes contenant une partie réelle et une partie
imaginaire. Le signal done_corr produit un niveau haut synchronisé avec les résultats
simultanés des corrélations et autocorrélations. Ce signal est envoyé dans le bloc Contrôle
pour générer le départ du prochain cycle d’itération.
De même, les fonctions hauts niveaux des blocs opérationnels dans le domaine d’horloge à
80 MHz sont :
– Le bloc Résolutions Matricielles prend en entrée les corrélations et autocorrélations C1[l],
C2[l] et a[l] dont la valeur est maintenue par le bloc Latch 1 le temps du cycle d’itération.
Le départ du cycle dans le domaine d’horloge à 80 MHz est représenté par un niveau haut
sur le bit start_res le temps d’une période. Les fronts montants du signal de commande
start_res et du signal start_cor coïncident. Ainsi, les opérations sur les deux domaines
d’horloges débutent en même temps. Un deuxième signal de commande select_nb_coeff
sur 2 bits vient configurer la mise en forme des vecteurs de corrélations et des matrices d’au-
tocorrélations afin d’adapter les résolutions matricielles à une longueur entre {1,3,5,7}
des filtres FIRs de la correction LPTV. A la fin du calcul des deux résolutions, le bloc ren-
voie les solutions réelles d′2[k] et complexes d
′
1[k] avec k ∈ {−3, . . . ,3} codées sur 14 bits
chacun. Synchronisés aux résultats des solutions, sort le signal de commande done_res sur
1 bit.
– Le bloc Intégration prend en entrée les solutions d′1[k] et d
′
2[k] ainsi que le signal de validité
done_res. Sur la combinaison du niveau haut de ce dernier ainsi que du signal en_int,
des accumulateurs vont prendre en compte les solutions pour les ajouter à l’estimation
des paramètres de la correction LPTV sur les précédentes itérations. Le signal de com-
mande reset_int permet de remettre à zéro cette estimation pour redémarrer une nouvelle
convergence des paramètres. La vitesse de convergence est contrôlée par le signal de
commande gain_int sur 5 bits qui vient pondérer l’estimation des paramètres. Puis, les
paramètres {−c0[k],−c1[k],−c2[k],−c3[k]} sont déduits par combinaison du résultat de
l’accumulation pondérée des d′1[k] et d
′
2[k] pour k ∈ {−3,dots,3}. Un signal de validité
done_int sort synchronisé avec le résultat de ces paramètres pour signaler au bloc Contrôle
la fin des calculs pour ce cycle d’itération dans ce domaine d’horloge.
Les deux signaux de commande de fin de calcul done_corr dans le domaine d’horloge à 160 MHz
et done_int dans le domaine d’horloge à 80 MHz active conjointement le départ d’un nouveau
cycle d’itération dans le bloc Contrôle en appliquant un niveau haut synchrone sur les si-
gnaux start_corr et start_res. Ainsi, la nouvelle correction LPTV est calculée en appliquant
les paramètres estimés lors du précédent cycle d’itération. De même, les nouvelles résolutions
matricielles sont calculées à partir des corrélations et des autocorrélations du cycle précédent.
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Un résumé des opérateurs utilisés dans l’implémentation de chaque bloc de l’architecture
de compensation est donné dans la Table 5.1. L’implémentation de ses blocs est détaillée dans
l’Annexe H.
5.2.4 Analyse des ressources après synthèse et placement routage
Une fois l’implémentation de l’architecture décrite sous Matlab/Simulink avec la Toolbox
d’Altera DSPBA, le design est vérifié avec des signaux de test en entrée puis comparé avec la
simulation du design décrit avec les blocs de base de Simulink. Les résultats étant proche de ceux
attendus, la génération du code VHDL (propriétaire Altera) par l’outil DSPBA est lancée et le
code généré de l’architecture de compensation est connecté en aval du firmware d’acquisition
parallélisé par 16, comme illustré dans la Figure 5.2. Enfin, le tout est synthétisé avec Quartus.
La Table 5.2 reprend le résumé du rapport de synthèse sous Quartus, alors que la Table 5.1
donne le nombre d’opérateurs.
– Pour le bloc Correction LPTV, 112 multiplications 16× 16 bits des filtres FIRs sont
implémentées par 112 multiplieurs 18×18 bits. Regardant en détail le rapport, on constate
que sur les 112 multiplieurs :
– 64 sont réalisés dans des DSP blocs en mode Four-Multipliers Adder consommant
64 Multiplier 18-bit Elements,
– 32 par des DSP blocs en mode Two-Multipliers Adder consommant 32 Multiplier
18-bit Elements
– Mais, 16 par des DSP blocs en mode Single Multiplier consommant 32 Multiplier
18-bit Elements.
On constate alors un total de 128 Multiplier 18-bit Elements utilisés, résultat identique
à celui de la Figure 5.3, où nous avions estimé 128 Multiplier 18-bit Elements en ne
considérant que des DSP blocs en mode Four-Multipliers Adder.
– Pour le bloc Corrélations, on retrouve les 160 multiplications 16×16 bits. Leur implé-
mentation utilise 320 multiplier 18-bit elements puisque les DSP blocs sont utilisés en
mode Single Multiplier 18×18 bits. Cette consommation respecte notre évaluation dans
la Figure 5.4. C’est le bloc qui consomme le plus de DSP blocs. Notons que les 1444
additions de résolutions différentes ont été implémentées avec de la logique combinatoire
selon le rapport détaillé de Quartus. De même, les retards z−1 ont bien été implémenté
avec des Dedicated Logic Register. C’est d’ailleurs visible dans la Table 5.2, puisque le
bloc Corrélations ne consomme que 2046 Block Memory Bits, valeur correspondant à
celle du retard z−2047 implémenté sur une mémoire d’une longueur 2046 suivie d’une
bascule pour le 2047ème délais. Pour rappel, le retard z−2047 illustré dans la Figure H.4 de








































TABLEAU 5.1 – Résumé des opérateurs utilisés dans l’implémentation de chaque bloc de l’architecture de compensation pour M = 4 voies entrelacées.
Mult. 16x16 (2) Add. (2) z−1 (1 bit) , Multiplexeur (2 entrées)
14 bits 16 bits 30 bits 57 bits Total pour 1 bit
Correction LPTV 112 112 304 0 0 0 0 0 0
Filtre Notch 0 96 848 80 0 0 0 0 0
Corrélations 160 1444 29850 409 0 0 0 62 3534
Latch 1 0 0 1767 0 0 0 0 31 1767
Résolutions Matricielles∗ 0 32 295 8 21 0 0 0 294
Intégration 0 28 632 35 21 0 21 0 924
Latch 2 0 0 448 0 0 28 0 0 448
Total 272 1712 32095 532 42 28 21 93 6967
* Seulement notre partie codée en fixe gérant les entrées/sorties de l’IP d’Altera.
TABLEAU 5.2 – Résumé du rapport de synthèse du firmware adapté pour l’acquisition et la compensation des disparités de l’ET-CAN EV10AQ190.
Ressource FPGA Multiplier 18-bit Elements Logic Cells Block Memory Bits
Total % 18×18 36×36 Combinationnal Register
Cible Stratix IV EP4SE360 1040 - - - 282880 - 282880 - 18579456 -
Correction LPTV 128 12.3% 112 0 770 0.3% 1080 0.4% 0 0.0%
Corrélations 320 30.8% 160 0 50697 17.9% 48802 17.3% 2046 0.0%
Filte Notch 0 0.0% 0 0 1152 0.4% 834 0.3% 0 0.0%
Résolutions Matricielles 170 16.3% 1 42 50997 18.0% 47313 16.7% 51152 0.3%
Intégration 0 0.0% 0 0 2759 1.0% 1085 0.4% 0 0.0%
Total utilisé par l’architecture de compensation 618 59.4% 273 42 106401 37.6% 101329 35.8% 53198 0.3%
+ Acqui. + Récup. Data 0 0.0% 0 0 3568 1.3% 20278 7.2% 7835520 42.2%
Total Utilisé du Stratix IV 618 59.4% 273 42 109969 38.9% 121607 43.0% 7888718 42.5%
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– Le bloc Filtre Notch, comme prévu, ne consomme pas de DSP blocs, mais uniquement
de la logique combinatoire, grâce à l’expression de ses coefficients en puissance de 2
implémentés par des décalages de bits et très peu d’additions. L’outil DSPBA a bien pris
en compte cette optimisation.
– Le bloc Résolutions Matricielles réalisé par l’IP d’Altera consomme 1 multiplieur 18×
18 bits et 42 multiplieurs 36× 36 bits soit un total de 170 Multiplier 18-bit Elements.
Remarquons que ce total respecte environ l’estimation de 174 Multiplier 18-bit Elements
pressentie dans la Figure 5.5. Du fait de son traitement de la résolution en série, ce bloc
consomme aussi des Block Memory Bits pour mémoriser au fur et à mesure les données
traitées. La valeur de 51152 correspond environ à la valeur estimée de 53392 Block Memory
Bits dans la Figure 5.7. Dans le bloc Résolutions Matricielles est aussi compris l’adaptation
des entrées/sorties utilisant des opération d’additions, des retards et des multiplexeurs.
L’implémentation de ces opérations est réalisée par l’outil en logique combinatoire qui
vient s’ajouter à la consommation de cette ressource par l’IP. Cette dernière était estimée
à 35162 Combinational ALUTs dans la Figure 5.6. Elle est finalement de 50997 dans
la Table 5.2. Donc, c’est surtout la consommation en logique combinatoire qu’il faut
surveiller pour ce bloc.
– Enfin, le bloc Intégration décrit avec des additions, retards et multiplexeurs ne consomme
que de la logique combinatoire.
Dans l’ensemble, l’outil DSPBA d’Altera génère un code VHDL optimisé. Les DSP blocs,
ressource critique de notre FPGA, sont utilisés comme prévu dans notre évaluation. En effet,
dans la Figure 5.8, un total de 622 Multiplier 18-bit Elements furent estimés pour une utilisation
réelle de 618.
5.2.5 Optimisations
Plusieurs optimisations sont possibles pour l’architecture de compensation décrite avec
DSPBA dans la Section 5.2.3.
Multiplications réalisées par les blocs DSP
Tout d’abord, des optimisations sont possibles sur l’utilisation des DSP blocs. Cette ressource
critique dans le FPGA sert à implémenter les multiplications liées aux traitements des blocs
Correction LPTV, Corrélations et Résolutions Matricielles. Or, pour tenir les contraintes de
fonctionnement en temps réel, il faut que ces multiplications soient calculées à la cadence des
données acquises par le FPGA, c.-à-d. 160 MHz pour une parallélisation par 16 de la sortie de
l’ET-CAN. Il n’est donc pas possible d’implémenter ces opérations en logiques combinatoires.
Donc, pour optimiser l’utilisation des DSP blocs, il faut examiner les caractéristiques des
multiplications. Les multiplications dans les blocs Correction LPTV et Corrélations sont sur


















































































































FIGURE 5.10 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs de l’architec-
ture de compensation en fonction de la longueur des filtres FIRs de la correction LPTV. L’estimation est
réalisée pour une parallélisation par 16 impliquant un fonctionnement des DSP blocs à 160 MHz pour la
correction et le calcul des corrélations puis, à 80 MHz pour les résolutions matricielles.
des signaux 16×16 bits. Ce qui implique d’implémenter ces opérations par des multiplieurs
de résolution au moins égale et configurable par les DSP blocs, c.-à-d. 18×18 bits. Mais, si on
adapte le signal dans les blocs Correction LPTV et Corrélations spécifiquement à l’ET-CAN
E2V10AQ190 de 10 bits, on peut utiliser des multiplieurs 12×12 bits (la résolution inférieur
configurable par les DSP blocs étant 9×9 bits). Ainsi, tous les Single Multiplieurs 18×18 bits
de ces deux blocs peuvent être remplacés par des Single Multiplieurs 12× 12 bits. C’est le
cas des 160 multiplications dans le bloc Corrélations qui consomme 216 multiplieur 18 bit
elements au lieu de 320, ou aussi des 16 DSP blocs en mode Single Multiplieurs dans le bloc
Correction LPTV qui consomme 24 multiplieur 18 bit elements au lieu de 32. Notons que le reste
des multiplications dans le bloc Correction LPTV restent implémenté sur des Four-Multipliers
Adder et Two-Multipliers Adder sur 18×18 bits puisqu’ils optimisent la réalisation des structures
FIRs (multiplications suivies d’additions) et que ces modes n’existent pas pour des résolutions
inférieures. À partir de la même logique, la Figure 5.10 illustre l’évaluation de la consommation
en multiplier 18-bit elements en fonction de la longueur des filtres FIRs de la correction LPTV
en optimisant pour une résolution en sortie de l’ET-CAN de 10 bits. D’après cette évaluation, il
est possible d’implémenter l’architecture jusqu’à une longueur de 15 sur notre cible Stratix IV.
De plus, l’utilisation des DSP blocs est dépendante de la parallélisation des données en entrée
des blocs Correction LPTV et Corrélations. Lorsque les données de l’ET-CAN sont acquises
dans le FPGA parallélisées par 16, les traitements le sont aussi. Donc avec une parallélisation
par 8, on peut consommer deux fois moins de DSP blocs pour les blocs Correction LPTV
et Corrélations. Cependant, cette parallélisation implique de faire fonctionner les DSP blocs
à 320 MHz. Cette fréquence est jugée possible pour cette ressource puisqu’elle est spécifiée
jusqu’à 600 MHz. Malheureusement, les additions implémentées en logiques combinatoires
dans le bloc Corrélations ne fonctionnent pas à 320 MHz sur le Stratix IV, ou alors il faudrait


















































































































FIGURE 5.11 – Estimation de la consommation en multiplier 18-bit elements des DSP blocs de l’architec-
ture de compensation en fonction de la longueur des filtres FIRs de la correction LPTV. L’estimation est
réalisée pour une parallélisation par 8 impliquant un fonctionnement des DSP blocs à 320 MHz pour la
correction et le calcul des corrélations puis, à 80 MHz pour les résolutions matricielles.
repasser les données après multiplications à 160 MHz. Dans cette hypothèse, la Figure 5.11
illustre l’évaluation de la consommation en multiplier 18-bit elements en fonction de la longueur
des filtres FIRs de la correction LPTV en optimisant pour une résolution en sortie de l’ET-CAN
de 10 bits et une acquisition parallélisée par 8 à 320 MHz. Dans ce cas, il serait alors possible
d’implémenter l’architecture avec une longueur supérieur à 17 sur notre cible Stratix IV.
Notons que l’on pourrait penser réduire la résolution des multiplications 10×10 bits dans le
bloc Corrélations à 9×9 bits en supprimant 1 Least Significant Bit (LSB) en sortie du bloc Filtre
Notch. Ainsi, les DSP blocs pourraient être configurés en mode Single Multiplieur 9×9 bits.
Mais, cela serait au détriment de la précision accessible par l’estimation, puisque des disparités
pourrait être cachées par la puissance du bruit de quantification remonté de 6 dB.
Utilisation des ressources en logique combinatoire
L’utilisation de ressource en logique combinatoire n’est pas critique pour notre cible FPGA
comme l’indique nos évaluations dans la Figure 5.6 et le rapport de synthèse dans la Table 5.2.
Néanmoins, des pistes d’optimisation sont à étudier.
Comme visible dans la Table 5.2, le bloc Corrélations consomme environ 17% des ressources
en logique combinatoire. Cela peut être réduit en diminuant la résolution des signaux utilisés. En
effet dans les blocs Filtre PB + Dec. par 16 (Figure H.5) de l’Annexe H, les signaux d’entrées




et décimation par 2.
Or, ce filtre n’est pas normalisé, il introduit donc un gain de 4. Une optimisation possible est
de normaliser les filtres passe-bas et de compter une augmentation de 1 bit dû à la décimation
par 2. Ainsi, en sortie des blocs Filtre PB + Dec. par 16, les signaux réels ont une résolution
de 32+ 4 = 36 bits. De plus, comme on peut l’observer dans la Figure H.7 de l’Annexe H
pour les blocs Filtre PB + Dec. par 16 associés aux corrélations C1[k] complexes, les signaux
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peuvent sortir sur 35 bits, soit un 1 bit de moins puisque la puissance du signal est répartie
sur les parties réelles et imaginaires. Au final, en considérant aussi l’optimisation des signaux
d’entrées sur 10 bits, les sorties des blocs Filtre PB + Dec. par 16 sur signal réel devraient être
sur 20+4 = 24 bits (au lieu de 46 bits avant) et 23 bits sur signal complexe.
Après accumulation par les blocs ∑ + Latch sur une durée d’intégration en puissance de
2, c.-à-d. 2N , la résolution des corrélations C1[k], C2[k] et autocorrélations a[k] augmentent
théoriquement de N bits. Observons la résolution réellement nécessaire par simulation. Trois
signaux de test en entrée de l’ET-CAN sont considérés. La Figure 5.12 présente la résolution
requise de ces signaux à partir de données acquises sur l’ET-CAN 10 bits EV10AQ190 avec en
entrée un signal sinusoïdal 1-ton à pleine échelle. La Figure 5.13 présente la résolution requise
avec en entrée un signal sinusoïdal 2-tons à pleine échelle. Enfin, la Figure 5.13 présente la
résolution requise à partir d’un bruit pleine échelle simulé en entrée d’un ET-CAN 10 bits.
Finalement, avec une longueur d’intégration de 211 = 2048, il est possible de diminuer la
résolution jusqu’à 29 bits pour a[0] et même 25 bits pour les C2[k] et 23 bits pour les C1[k].
Par ailleurs, les corrélations et autocorrélations peuvent être considérées comme des inté-
grations en puissance du signal en sortie de l’ET-CAN. Donc, si l’intégration est calculée sur
une longueur 2N , le signal utile cohérent prend un gain de 2N alors que le bruit de quantification
prend 2
N
2 . Il est donc possible d’optimiser encore la résolution des signaux en sortie du bloc
Corrélations en éliminant 2
N
2 LSB. En considérant toute les optimisations précédentes avec une
longueur d’intégration de 211 = 2048, il est possible d’avoir une résolution de 24 bits pour a[0]
et 20 bits pour les C2[k] et 18 bits pour les C1[k].
Compteur pour stop_acc
Pour simplifier, le signal de commande stop_acc est généré en appliquant un retard z−2047
sur le signal start_acc remettant à zéro les accumulateurs des corrélations (cf. Figure H.4). Ce
retard consomme des blocs mémoires. Une façon plus intelligente de générer le signal stop_acc
est d’utiliser un compteur de largeur 11 initialisé sur le niveau haut de start_acc.
Additions dans le bloc Adaptateur Input
Une dernière optimisation proposée est de mutualiser les 7 additions réalisées dans le bloc
Adaptateur Input du bloc Résolutions Matricielles pour calculer les vecteurs colonnes des
matrices des deux systèmes à résoudre. Dans notre implémentation illustrée dans la Figure H.9
de l’Annexe H, tous les vecteurs colonnes sont calculés en parallèle. Or, ces vecteurs sont envoyés
en série dans l’IP. Il est donc possible d’optimiser en implémentant que 7 additions traitant la
construction de chaque vecteur en série à la cadence de l’IP.






























FIGURE 5.12 – Évaluation de la résolution requise des signaux en sortie du bloc Corrélations à partir des






























FIGURE 5.13 – Évaluation de la résolution requise des signaux en sortie du bloc Corrélations à partir des






























FIGURE 5.14 – Évaluation de la résolution requise des signaux en sortie du bloc Corrélations à partir de
données simulées d’un l’ET-CAN 10 bits avec en entrée du bruit pleine échelle.
5.3 Évaluation des performances de l’implémentation
Notre architecture de compensation est maintenant implémentée sur la cible FPGA Stratix IV,
qui est connectée à l’ET-CAN EV10AQ190 configuré en mode M = 4 voies entrelacées. Nous
avons testé les performances de notre architecture avec plusieurs signaux de test. Le calcul des
critères de performance est détaillé dans l’Annexe F.
Par ailleurs, notons que les résultats suivants sont donnés pour une longueur de FFT de 212 soit
un gain de 10× log10(2
12
2 )≈ 33 dB.
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SNR (dBc) 39.3 39.7
HD2 (dBc) 69 69.2
HD3 (dBc) 37.6 37.5
HD4 (dBc) 74.3 76.9
HD5 (dBc) Inf Inf
THD (dBc) 37.6 37.5
SFDR (dBFS) -36.5 -37.1
SOMR (dBc) 32.8 33.4
SFRMR (dBc) 31.3 68.1
FIGURE 5.15 – Spectres en puissance de la sortie de l’ET-CAN EV10AQ190 cadencé à fs = 2560 MHz
avec en entrée un signal sinusoïdal 1-ton à fi = 1687,5 MHz (dans le 2ème Nyquist du codeur), avec
compensation d’une longueur de filtre K = 3.
Évaluation avec un ton sinusoïdal en entrée de l’ET-CAN
Tout d’abord, nous l’avons testé avec un signal sinusoïdal pleine échelle à fi = 1687,5 MHz.
L’ET-CAN est configuré en mode entrelacé par 4 et cadencé à la fréquence globale fs =
2560 MHz. La Figure 5.15 représente deux spectres en puissance de la sortie du codeur sur la
1ère bande de Nyquist. Le spectre du haut est acquis lorsque notre compensation est désactivée.
Le ton sinusoïdal est situé dans la deuxième bande de Nyquist du codeur. On observe donc le
repliement de sa raie négative à 0.3408 en fréquence normalisée ainsi qu’un SNR de 39.3 dBc.
Son harmonique 2 est situé à 0.3184 avec une distorsion de 69 dBc, son harmonique 3 à 0.0225
avec 37.6 dBc de distorsion, son harmonique 4 à 0.3633 avec 74.3 dBc de distorsion et son
harmonique 5 située à 0.2959 est trop faible pour être visible dans la Figure 5.15. Les raies des
disparités d’offset sont situées à 0, 0.25 et 0.5 dans la 1ère bande de Nyquist avec un SOMR de
32.8 dBc. Et les raies des disparités de réponses fréquentielles (comprenant celles de gains et de
décalages temporels) sont situées à 0.0908, 0.1592 et 0.4092 avec un SFRMR de 31.3 dBc. Le
spectre du bas dans la Figure 5.15 correspond à la compensation activée avec une longueur de
filtre K = 3. Le temps de convergence est inférieur à la seconde. On observe que seul les raies
des disparités de réponses fréquentielles sont atténuées jusqu’au plancher du bruit. Leur SFRMR
passe à 68.1 dBc et gagne 37 dB. De plus, les raies harmoniques et les raies des disparités d’off-
sets ne sont pas impactées. Donc, notre architecture offre une bonne élimination des disparités
pour lequel il a été développé, sans toucher aux distorsions harmoniques du codeur.
Évaluation avec deux tons sinusoïdaux en entrée de l’ET-CAN
Puis, nous avons testé notre architecture implémentée avec deux tons sinusoïdaux à fi =
1687,5 MHz et f j = 2183,75 MHz, à −3dB d’amplitude par rapport à la pleine échelle.
L’ET-CAN est configuré comme précédemment. La Figure 5.16 représente les deux spectres
en puissance de la sortie du codeur sur la 1ère bande de Nyquist, avant et après compensation
avec une longueur de filtre K = 5. Comme précédemment, on peut observer que l’architecture
offre une bonne élimination des disparités de réponses fréquentielles avec un SFRMR qui passe
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SNR (dBc) 27.9 27.9
HD2 (dBc) 65.8 65.1
HD3 (dBc) 44.9 44.9
HD4 (dBc) 66.4 65.2
HD5 (dBc) Inf Inf
THD (dBc) 44.8 44.8
SFDR (dBFS) -36.9 -37.4
SOMR (dBc) 29.8 30.4
SFRMR (dBc) 29.9 64.4
FIGURE 5.16 – Spectres en puissance de la sortie de l’ET-CAN EV10AQ190 cadencé à fs = 2560 MHz
avec en entrée un signal sinusoïdal 2-tons à fi = 1687,5 MHz et f j = 2183,75 MHz (dans le 2ème Nyquist
du codeur), avec compensation d’une longueur de filtre K = 5.
de 29.9 dBc à 64.4 dBc. Les performances en distorsion harmonique du codeur ne sont pas
impactées par notre architecture. De même, les niveaux des raies d’intermodulation entre fi et f j
ne bougent pas.
Évaluation avec un ton sinusoïdal en entrée d’un échantillonneur-bloqueur puis envoyé
dans l’ET-CAN
Enfin, nous avons testé notre architecture avec un signal sinusoïdal (1-ton) passé en amont
de l’ET-CAN dans un EB à l’état de l’art [88]. Cet EB à une bande passante de 20 GHz. La
Figure 5.17 représente cinq spectres en puissance de la sortie du codeur sur la 1ère bande de
Nyquist, avant et après compensation pour des filtres de longueur K = 1, 3, 5 et 7. La fréquence
de la sinusoïdale en entrée de l’EB est fi = 2600 MHz, soit dans la 3ème bande de Nyquist du
codeur. On peut observer une amélioration de l’atténuation des raies des disparités de réponses
fréquentielles pour les longueur K = 3 et K = 5. La longueur K = 1 ne corrigeant que les
disparités de gains, les autres disparités comme celles de bandes passantes ou de décalages
d’horloges sont toujours présentes après la compensation. Pour la longueur K = 7, les raies
des disparités de réponses fréquentielles sont augmentées jusqu’au niveau de la raie utile.
L’architecture semble avoir trouvé une convergence des paramètres du filtre de correction qui
ne correspond pas à une réduction de ces raies. Les niveaux des distorsions harmoniques et des
raies de disparités d’offsets ne sont pas affectés.
La Figure 5.18 représente aussi cinq spectres en puissance de la sortie du codeur sur la 1ère
bande de Nyquist, avant et après compensation avec des filtres de longueur K = 1, 3, 5 et 7..
La fréquence de la sinusoïdale en entrée de l’EB est fi = 5100 MHz, soit dans la 5ème bande de
Nyquist du codeur. Cette fois, seule la compensation avec une longueur K = 3 offre une bonne
atténuation des disparités de réponses fréquentielles. Celle avec une longueur K = 5 atténue bien
les disparités en milieu de bande mais augmente celles en bord de bande.
La Figure 5.19 étend l’évaluation avec l’EB [88] et un signal sinusoïdal aux fréquences
fi = 2600, 5100, 7600, 10100, 12600, 15100, 17600, 20100 et 22600 MHz. On observe que la
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Compensation ON, K = 1
Compensation ON, K = 3
Compensation ON, K = 5
Compensation ON, K = 7
FIGURE 5.17 – Spectres en puissance de la sortie de l’ET-CAN EV10AQ190 cadencé à fs = 2500 MHz
avec en entrée un signal sinusoïdal à fi = 2600 MHz (dans le 3ème Nyquist du codeur) passé en amont
dans un EB d’une bande passante de 20 GHz. Le premier spectre est sans compensation puis les suivants
sont avec compensation pour des filtres de longueur K = 1, 3, 5 et 7.
compensation avec les longueurs de filtre K = 1, 3 et 5 ne dégradent pas les performances en SNR
du codeur. Celle avec la longueur K = 7 dégrade légèrement le SNR du codeur de quelques dB.
Les performances en distorsion harmonique (Total Harmonic Distortion (THD) calculées sur les
4 premières harmoniques) ne sont pas affectées par notre compensation. De même, les disparités
d’offsets du codeur entrelacé ne sont pas affectées, sauf pour la compensation avec une longueur
K = 7 où elles sont dégradées de quelques dB. Enfin, les performances en SFRMR représentant
l’atténuation des disparités de réponses fréquentielles par rapport au signal CW confirment les
observations de la Figure 5.17 par rapport à la Figure 5.18. On a bien une atténuation équivalente
pour K = 3 et K = 5 avec une fi = 2600 MHz et une atténuation dégradée entre K = 3 et
K = 5 avec une fi = 5100 MHz. Cette dernière tendance se confirme avec l’augmentation de la
fréquence du signal sinusoïdal en entrée de l’EB.
Finalement, c’est la longueur de compensation K = 3 qui offre la meilleur atténuation des
disparités de réponses fréquentielles avec en entrée un signal sinusoïdal à 1-tons. De plus, notre
compensation n’impacte pas les performances en distorsion du codeur entrelacé, ceci quelque
soit la longueur des filtres de correction LPTV.
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Compensation ON, K = 1
Compensation ON, K = 3
Compensation ON, K = 5
Compensation ON, K = 7
FIGURE 5.18 – Spectres en puissance de la sortie de l’ET-CAN EV10AQ190 cadencé à fs = 2500 MHz
avec en entrée un signal sinusoïdal à fi = 5100 MHz (dans le 5ème Nyquist du codeur) passé en amont
dans un EB d’une bande passante de 20 GHz. Le premier spectre est sans compensation puis les suivants
sont avec compensation pour des filtres de longueur K = 1, 3, 5 et 7.




Compensation avec K = 1
Compensation avec K = 3
Compensation avec K = 5
Compensation avec K = 7
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FIGURE 5.19 – Évaluation des performances de l’implémentation de la compensation avec l’ET-CAN
EV10AQ190 cadencé à fs = 2500 MHz, et un signal sinusoïdal en entrée passé par un échantillonneur-
bloqueur d’une bande passante de 20 GHz. L’évaluation est réalisée sans compensation et avec compensa-
tion pour des filtres de longueur K = 1, 3, 5 et 7.
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5.4 Conclusion
Dans ce chapitre, nous décrivons l’implémentation de notre architecture de compensation
adaptative M voies présentée dans le Chapitre 4, adaptée à un entrelacement de M = 4 voies.
Cette implémentation est développée pour un Stratix IV d’Altera et l’ET-CAN EV10AQ190
d’E2V. Du fait des contraintes matérielles, les traitements de l’architecture sont parallélisées sur
16 voies et cadencés à 160 MHz. Une évaluation des ressources nécessaires sur la cible FPGA
est réalisée en amont de l’implémentation afin de connaitre la longueur maximum des filtres de
correction LPTV. En effet, cette longueur est liée au nombre de multiplications nécessaires aux
traitements qui, du fait des contraintes temps réel, doivent être implémentées à l’aide des DSP
Blocs du FPGA. Après avoir choisi la longueur des filtres de l’architecture, nous présentons en
détails l’implémentation des traitements de l’architecture décrits avec la toolbox Matlab DSPBA
d’Altera. Puis, l’analyse de la synthèse du design sous Quartus est comparée à notre évaluation
des ressources consommées. Des pistes d’optimisation en sont déduites afin d’augmenter la
longueur des filtres de corrections implémentables sur notre cible FPGA. Enfin, nous présentons
les résultats de test de notre architecture de compensation implémentée avec différents signaux
sinusoïdaux en entrée de l’ET-CAN. Des test ont aussi été réalisés avec un EB à l’état de l’art
[88] en entrée de l’ET-CAN.
Dans le chapitre suivant, nous présentons une variation de notre méthode de compensation
pour M = 2 voies entrelacées. Celle-ci possède la particularité de travailler sur signal complexe
après un filtrage de Hilbert du signal en sortie de l’ET-CAN. Elle est comparée à une méthode
dérivée d’une technique d’égalisation des voies IQ dont les disparités possèdent des symétries
similaires aux disparités d’entrelacement entre 2 voies.
CHAPITRE 6
COMPENSATION SUR SIGNAL
ANALYTIQUE DES DÉFAUTS D’UNE
STRUCTURE DE CONVERSION
ANALOGIQUE-NUMÉRIQUE À M=2 VOIES
ENTRELACÉES
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PRÉCÉDEMENT, nous avons proposé un modèle des disparités d’entrelacement pourET-CAN à M voies entrelacées (Chapitre 2), suivi d’une méthode d’estimation deces disparités (Chapitre 3) et d’une méthode de compensation (Chapitre 4). Puis, nous
avons dérivé de ce formalisme général à M voies, une architecture de compensation pour 4 voies
entrelacées que nous avons implémenté dans une cible FPGA (Chapitre 5). Dans ce chapitre,
nous présentons une méthode de compensation numérique des disparités d’entrelacement pour
un ET-CAN à 2 voies entrelacées. Cette méthode est basée sur le même principe d’estimation
et de correction des disparités que précédemment, sauf qu’elle n’utilise pas le signal réel en
sortie de l’ET-CAN. Elle utilise la représentation analytique de ce signal, produit par un filtre de
Hilbert. Cette variation de la méthode sur M voies s’applique donc à un signal complexe.
Dans la Section 6.1, nous présentons notre méthode basée sur le signal analytique. Nous
montrons que cette méthode d’estimation sur signal complexe possède les mêmes critères
d’orthogonalité et de moyenne nulle sur le signal idéal présentés dans le Chapitre 3. Puis, nous
évaluons les performances de notre méthode sur des signaux de tests. Dans la Section 6.2, nous
présentons une méthode de l’État de l’Art proposée par Singh et al. [92]. Cette dernière propose
une estimation et une compensation similaire à la notre pour 2 voies entrelacées. Elle est dérivée
d’une méthode d’estimation des disparités entre deux voies IQ proposée par Antilla et al. [93]
(IQ Imbalance) qui utilise aussi les propriétés de corrélations. Par ailleurs, nous montrons que
[92] doit vérifier les mêmes critères d’orthogonalité et de moyenne nulle que notre méthode. Puis,
nous comparons [92] à notre méthode. Pour cela, nous analysons les différences d’architecture et
nous évaluons le nombre d’additions et de multiplications, nécessitant des ressources en nombre
limité lors d’une implémentation sur cible FPGA. Enfin, nous comparons les performances par
simulation. Finalement, nous en déduisons les avantages et inconvénients de leur solution par
rapport à la notre.
6.1 Compensation numérique des disparités de réponses fré-
quentielles d’un ET-CAN à 2 voies, basée sur la représen-
tation analytique de sa sortie
Cette section présente une autre méthode de compensation pour M = 2 voies entrelacées,
dérivée de la méthode générale pour M voies présentée dans le Chapitre 4. En effet, contrairement
à la précédente méthode, qui travaille sur x˜[n] le signal réel (∈R) en sortie de l’ET-CAN, celle-ci
utilise la représentation analytique de x˜[n]. Les fréquences négatives de x˜[n] sont donc éliminées
par le filtre de Hilbert. La méthode travaille donc sur un signal complexe (∈ C).
Nous dérivons dans un premier temps le modèle pour M voies développé dans le Chapitre 2
au cas particulier où M = 2. Puis, nous définissons la représentation analytique de x˜[n], nommée
x˜a[n]. Ensuite, nous développons l’estimation des disparités de réponses fréquentielles basée
sur le signal x˜a[n] et le même principe d’estimation développé dans le Chapitre 3. Enfin, nous
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H0( f )












FIGURE 6.1 – Modèle des disparités de réponses fréquentielles d’un ET-CAN entrelacé par M = 2 voies.
adaptons la correction LPTV pour M voies développées dans le Chapitre 4 à M = 2 voies et au
signal x˜a[n].
6.1.1 Modèle des disparités de réponses fréquentielles
Le modèle de référence des disparités de réponses fréquentielles pour M voies entrelacées
est présenté dans la Section 2.4. Ce modèle est adapté pour M = 2 voies dans la Figure 6.1.
Le signal analogique d’entrée xc(t) est un signal continu réel. Le spectre de xc(t) est considéré
limité dans la bande de base de l’ET-CAN, c.-à-d. Xc( f ) = 0, ∀| f |> fs2 . Ainsi, xc(t) respecte le
théorème d’échantillonnage de Shannon (cf. Section 2.2). Puis, chacune des voies de codage est
filtrée par une réponse fréquentielle continue unique, H0( f ) sur la voie 0 et H1( f ) sur la voie 1.
L’instant d’échantillonnage de la voie 1 est décalé par rapport à la voie 0 par une avance de phase
e j2pi f Ts . Ainsi, on obtient virtuellement un échantillonnage des instants t = nTs avec n ∈ Z en
observant les signaux discrets des deux voies u˙s0[n] et u˙
s
1[n]. Dans notre modèle, ces deux signaux
sont resynchronisés en les sur-échantillonnant par 2 et en appliquant un retard z−1 sur la voie 1,
ce qui donne les signaux discrets x˙0[n] et x˙1[n]. Ces derniers sont finalement additionnés pour
obtenir x˙[n], la sortie de l’ET-CAN entrelacée.
L’impact des disparités de réponses fréquentielles entre H0( f ) et H1( f ) sur x˙[n] est exprimé
dans la Section 2.4. Selon (2.55), le signal x˙[n] s’exprime comme la somme du signal idéal x[n]
et de son filtrage par les (M−1) réponses impulsionnelles d′p[k] (2.47) translatés en fréquence














(−1)mdm[k] = 12 (d0[k]−d1[k]) , ∀k ∈ Z (6.2)
























Le signal idéal en sortie de
l’ET-CAN
Les disparités de réponses
fréquentielles
Le signal avec les disparités
en sortie de l’ET-CAN
|X˙ (e j2pi f Ts) |
f f f
(a) (c)(b)
FIGURE 6.2 – Représentation fréquentielle pour M = 2 des modules du spectre : (a) du signal idéal, (b)
des disparités de réponses fréquentielles et (c) du signal avec les disparités de réponses fréquentielles en
sortie de l’ET-CAN.
où dm[k] (m ∈ {0,1}) représente la différence de réponses fréquentielles sur la mème voies défini
dans (2.40). Le signal x˙[n] s’exprime dans le domaine fréquentiel par :
X˙
(























La Figure 6.2 illustre les différents termes de (6.3).
6.1.2 Représentation analytique









. Pour cela, nous utilisons un filtre de Hilbert de réponse fréquentielle Hhil( f ) =
− jsigne( f ). Sa réponse impulsionnelle dans le domaine temporel discret s’écrit :
hhil[n] =
0 si n pair2
pin si n impair
(6.4)








avec ∗ la fonction de convolution et δ l’impulsion de Dirac discrète. Il est à noter que nous ne
considérons que les indices temporels impairs de hhil[n] dans (6.4). Remplaçons x˙[n] dans (6.5)
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FIGURE 6.3 – Représentation des modules des spectres des signaux participant dans l’expression (6.7).


























Le terme (−1)n−2k′−1 égal à −(−1)n dans (6.6) laisse apparaître le conjugué de xa[n− k] filtré







Notons que la représentation analytique (6.7) du signal avec les disparités de réponses fréquen-
tielles x˙[n] s’écrit comme la somme de la représentation analytique du signal idéal x[n] et de son
conjugué filtré par d′1[k] et translaté en fréquence de
fs
2 . Donc, on obtient bien un signal dont le




comme illustré dans la Figure 6.3.
6.1.3 Estimation des disparités de réponses fréquentielles
À partir de la représentation analytique x˙a[n], nous allons déduire une méthode d’estimation
des disparités de réponses fréquentielles d′1[k], toujours basée sur les propriétés de corrélations
comme présenté dans le Chapitre 3. Considérons pour la suite que le signal x˜[n] en sortie de
l’ET-CAN ne possède pas d’autres disparités que celles de réponses fréquentielles. Ainsi, x˜[n]
peut être approximé par la sortie du modèle x˙[n]. Donc, la représentation analytique de x˜[n],
nommé x˜a[n] est environ égale à x˙a[n].
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Soit Ca[l] une fonction d’estimation mesurant la corrélation entre le signal analytique x˜a[n] et
ses disparités, issus du filtrage d′1[k] sur (−1)nx∗a[n] comme défini dans (6.7). Ainsi









avec ? la fonction de corrélation définie dans (3.1). Remplaçons x˜a[n] par l’approximation x˙a[n]































De façon similaire au développement présenté dans le Chapitre 3, nous supposons que le signal
idéal analytique xa[n] est orthogonal à (−1)n+lx∗a[n+ l] ∀l ∈ Z, c.-à-d.




xa[n](−1)n+lxa[n+ l] = 0 (6.10)
Donc, le premier et le deuxième termes de (6.9), respectivement d’ordre 0 et 2 par rapport aux
disparités d′1[k], sont nuls. Pour le troisième et le dernier terme de (6.9), nous définissons la
fonction d’autocorrélation du signal analytique idéal ξa[l] = (xa ? xa) [l] = ∑+∞n=−∞ xa[n]x∗a[n+ l].





ξa[l− k]+ (−1)lξ ∗a [l+ k]
)
(6.11)
Cette expression est similaire au système linéaire (3.19) du Chapitre 3.
Par ailleurs, notons que cette méthode est basée sur les mêmes propriétés de corrélation du
signal analytique x˜a[n] que dans le Chapitre 3. Donc, le signal analytique idéal xa[n] doit suivre
les mêmes critères que ceux énoncés dans la Section 3.4, puisque il est issu d’un filtrage linéaire
du signal idéal x[n]. En conséquence :
– xa[n] doit être orthogonal à (−1)n+lx∗a[n+ l] ∀l ∈Z. Ce critère est équivalent à c(p, l) (3.49)
sur le spectre du signal analogique Xc
(
e j2pi f Ts
)
. Si ce dernier est un signal déterministe, il
doit vérifier (3.50), assurant que les composantes fréquentielles de xa[n] ne coïncident pas
avec les composantes fréquentielles des disparités dans x˜a[n] (cf. Figure 3.4). Notamment,
xa[n] ne doit pas avoir de composantes fréquentielles situées à k
fs
4 avec k ∈ {0,1,2,3}.
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– xa[n] doit être à moyenne nulle, ainsi que sa translatée en fréquence de
fs
2 pour que
l’estimation par (6.11) ne soit pas biaisée. Ce critère est aussi exprimé suivant le signal
analogique xc(t) dans (3.51).
Le signal x˜a[n] ne doit pas également contenir de disparités d’offsets pour ne pas biaiser l’es-
timation par (6.11), comme montré de manière analogue pour l’estimation sur x˜[n] dans la
Section 3.2.3. Ainsi, si xa[n] et x˜a[n] vérifient les critères ci-dessus, le système linéaire (6.11)
fourni une estimation des disparités des réponses fréquentielles d′1[k] (∀k ∈ Z), qui peuvent servir
de paramètres pour une structure de compensation.
6.1.4 Architecture de compensation sur signal analytique
Nous proposons dans cette section une architecture de compensation adaptative similaire
à celle présentée dans le Chapitre 4, à la différence que la compensation s’effectue sur signal
analytique et non sur signal réel. Elle est composée de deux traitements principaux : l’estimation
des disparités basée sur le système linéaire (6.11) et la correction des disparités estimées par un
filtre FIR LPTV de période 2.
Notre correction LPTV est dérivée de la modélisation (6.7) des disparités de réponses
fréquentielles. Le signal analytique idéal xa[n] est approximé dans (6.7), en calculant la différence
entre x˜a[n] et son filtrage par (−1)nd′1[k]. Cela correspond à une approximation de xa[n] du 1er






Les coefficients d′1[k] dans la correction (6.12) sont estimés à partir du système linéaire
infini (6.11). Ce dernier lie les fonctions d’estimations Ca[l] et les autocorrélations ξa[l] aux
d′1[k]. Seulement plusieurs approximations doivent être réalisées afin d’adapter (6.11) à notre
architecture de compensation adaptative :
– Les fonctions d’estimations Ca[l] (6.8) sont définies pour une longueur temporelle infinie
suivant n, or il faut restreindre cette longueur à N échantillons. De plus, nous choisissons
pour notre architecture adaptative d’estimer les disparités à partir du signal corrigé que





xˆa[n](−1)n+l xˆa[n+ l] (6.13)
– Les autocorrélations ξa[l] sont aussi calculées sur un nombre d’échantillons N fini. Par
ailleurs, le signal idéal xa[n] utilisée dans l’expression de ξa[l] est non disponible en
pratique. Nous choisissons d’approximer sa valeur à partir de xˆa[n]. Nous nommons aa[l]
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l’autocorrélation de xˆa[n] qui s’exprime avec les approximations précédentes :





– Le système linéaire reliant Ca[l], ξa[l] et d′1[k] dans (6.11) est infini suivant k. Il faut donc
le restreindre à une longueur finie afin de le résoudre en pratique. Pour cela, on choisi une







aa[l− k]+ (−1)la∗a[l+ k]
)
(6.15)
avec l’approximation par l’autocorrélation aa[l].
– Enfin, le système linéaire (6.15) est infini suivant l. Il faut donc définir l sur une longueur
finie en cohérence avec la longueur (2K+1) choisie selon k. Or, remarquons que suivant
les valeurs positives et négatives de l dans (6.15), les relations sont redondantes, c.-à-
d. Ca[2l] = Ca[−2l] et Ca[2l + 1] = −Ca[−2l− 1] (∀l ∈ Z), ceci du fait des propriétés
Hermitiennes de l’autocorrélation aa[l]. Nous choisissons donc de ne considérer que les
valeurs positives de l dans (6.15). Ainsi, pour que le système (6.15) est autant d’inconnues
d′1[k] que d’équations, il faut calculer (2K+1) Ca[l] avec l ∈ {0, . . . ,2K}. Pour l = 0, le
système (6.15) implique de calculer a[−K] jusqu’à a[+K] et pour l = 2K, il faut calculer
de a[−3K] jusqu’à a[+3K]. Or, aa[l] étant Hermitien, nous pouvons réduire le calcul à
(3K+1) aa[l] avec l ∈ {0, . . . ,3K}.
Remarquons que les disparités de réponses fréquentielles d′1[k] sont définies réelles dans (6.2)
∀k ∈ Z. Or, dans le système linéaire (6.15), Ca[l] (∀l ∈ Z) est complexe ainsi que a[l] (∀l ∈ Z∗,
sauf a[0] ∈ R). Donc, le système linéaire (6.15) estimera des solutions d′1[k] complexes ∀k ∈
{−K, . . . ,K}.
Le système linéaire fini (6.15) peut-être exprimé sous forme matricielle avec Ca[l] les éléments
du second membre,
(
aa[l− k]+ (−1)la∗a[l+ k]
)
les éléments de la matrice et d′1[k] les inconnues,
qui s’écrit :
C = A.D′ (6.16)
avec le second membre
C =
[






d′1[−K] . . . d′1[0] . . . d′1[K]
]T
(6.18)









Ca[l], l ∈ {0, . . . ,2K}


























FIGURE 6.4 – Architecture adaptative de compensation des disparités de réponses fréquentielles pour un




2aa[K] · · · 2aa[0] · · · 2a∗a[K]










aa[3K]+a∗a[K] · · · aa[2K]+a∗a[2K] · · · aa[K]+a∗a[3K]

(6.19)
Finalement, Le signal corrigé xˆa[n] est obtenu en reprenant l’approximation du signal ana-
lytique idéal xa[n] dans (6.12) exprimé par un filtre LPTV à base d’une infinité de paramètres
d′1[k] (k ∈ Z). Or, l’estimation des d′1[k] est réalisée sur la longueur finie (2K+1) par le système
linéaire (6.15). Donc, la structure de correction pour obtenir xˆa[n] est un filtre FIR LPTV de






Le terme (−1)n dans (6.20) peut-être simplifié en considérant les valeurs paires et impaires de n.
Ainsi, (6.20) peut aussi s’exprimer parxˆa[2n] = x˜a[2n] − ∑+Kk=−K d′1[k]x˜∗a[2n− k]xˆa[2n+1] = x˜a[2n+1] + ∑+Kk=−K d′1[k]x˜∗a[2n+1− k] (6.21)
L’architecture adaptative de compensation est représentée dans la Figure 6.4. On y retrouve le
bloc de correction FIR LPTV (6.20), l’estimation avec le calcul des Ca[l] et aa[l] puis la résolution
matricielle de (6.16) permettant d’estimer les coefficients de D′. Le bloc DHT correspond au






































SNR (dBc) 66.2 66.4
SFDR (dBFS) -51.2 -93.1
SOMR (dBc) 93.5 96.6
SFRMR (dBc) 29.1 74.1
FIGURE 6.5 – Spectres en puissance d’un signal sinusoïdal simulé avec 9-tons étalés dans la 1ère bande
de Nyquist d’un ET-CAN 14 bits. Le spectre du haut est sans compensation et celui du bas est avec
compensation par un filtre de longueur K = 13.
filtre de Hilbert donnant le signal analytique x˜a[n] défini dans (6.5). De plus, l’architecture
comporte un bloc d’élimination des fréquences à k fs4 avec k ∈ {0,1,2,3}. En effet, rappellons
que ces fréquences faussent les valeurs de Ca[l] et aa[l] et elles biaisent l’estimation. Enfin, la
convergence de la boucle d’adaptation est contrôlée par un gain et un intégrateur de boucle.
6.1.5 Simulations
Dans cette section, nous présentons des résultats de simulations sous Simulink de notre
architecture de compensation basée sur le signal analytique en sortie de l’ET-CAN. Notons
que les résultats suivants sont donnés pour une longueur de FFT de 218 soit un gain de 10×
log10(
218
2 )≈ 51 dB. Les critères de performances (SNR, SFDR, THD, HD2 à HD5) sont définis
dans l’Annexe F. Nous introduisons deux critères, SOMR et SFRMR, qui mesurent le niveau
des disparités d’offsets et de réponses fréquentielles, respectivement, par rapport au signal utile.
La Figure 6.5 présente le spectre en puissance d’un signal sinusoïdal simulé avec 9-tons.
L’ET-CAN est constitué de M = 2 CANs, avec une résolution de 14 bits et un SNR de 80 dBFS.
Nous nous intéressons ici aux disparités de bandes passantes, modélisées par deux filtres continus
différents entre les 2 voies du 1er ordre. Le spectre du haut dans la Figure 6.5 est présenté sans
compensation. La puissance des raies de disparités de bandes passantes configurées est située
entre −30 dB et −60 dB en dessous des raies utiles. Soit un SFRMR de 29.1 dBc. Après
compensation par un filtre FIR LPTV de longueur K = 13, ces raies de disparités sont réduites
pratiquement jusqu’au plancher du bruit. Soit une amélioration du SFRMR de 45 dB qui passe à
74.1 dBc. Par ailleurs, le niveau des disparités d’offsets (SOMR) et celui du bruit (SNR) ne sont
pas impactés par la compensation.
Les Figures 6.6 et 6.7 évaluent les performances de notre compensation sur des signaux
acquis en sortie de l’ET-CAN 10 bits EV10AQ190 d’E2V. Le codeur est configuré en mode
entrelacé par 2 et cadencé à 1280 MHz. Dans la Figure 6.6, le signal généré en entrée de



































SNR (dBc) 37.5 39.5
SFDR (dBFS) -37.2 -39.3
SOMR (dBc) 32.8 37.5
SFRMR (dBc) 35.1 87.4
HD2 (dBc) 61 54.7
HD3 (dBc) 38 36.4
HD4 (dBc) 86 79.3
HD5 (dBc) Inf Inf
THD (dBc) 38 36.4
FIGURE 6.6 – Spectres en puissance du signal analytique de la sortie de l’ET-CAN 10 bits EV10AQ190
cadencé à fs = 1280 MHz avec en entrée un signal sinusoïdal à fi = 1687.5 MHz. Le spectre du haut est



































SNR (dBc) 31.7 31.7
SFDR (dBFS) -37.5 -36.9
SOMR (dBc) 30.3 32.5
SFRMR (dBc) 35.4 83.7
HD2 (dBc) 66.9 65.6
HD3 (dBc) 47.8 45.9
HD4 (dBc) 74.4 72.4
HD5 (dBc) Inf Inf
THD (dBc) 47.7 45.9
FIGURE 6.7 – Spectres en puissance du signal analytique de la sortie de l’ET-CAN 10 bits EV10AQ190 ca-
dencé à fs = 1280 MHz avec en entrée un signal sinusoïdal 2-tons à fi = 1687.5 MHz, f j = 1656.25 MHz.
Le spectre du haut est sans compensation et celui du bas est avec compensation par un filtre de longueur
K = 15.
l’ET-CAN est un signal sinusoïdal pleine échelle à fi = 1687.5 MHz soit 0.3184 en fréquence
normalisée. Sa raie des disparités de réponses fréquentielles est située à 0.1816 avec un SFRMR
de 35.1 dBc avant compensation. Après compensation avec un filtre FIR LPTV de longueur
K = 5, cette raie est réduite jusqu’au plancher du bruit passant le SFRMR à 87.4 dBc. Observons
que les raies des disparités d’offsets sont légèrement impactées par la compensation. Celle à fs2
est réduite jusqu’au plancher du bruit et le SOMR augmente d’environ 5 dB. Les distorsions
harmoniques sont légèrement impactées par la compensation, avec un THD qui perd environ 2 dB.
Sur la Figure 6.7, le signal généré en entrée de l’ET-CAN est un signal sinusoïdal avec 2-tons
à fi = 1656.25 MHz et f j = 1687.5 MHz, soit respectivement 0.2939 et 0.3184 en fréquence
normalisée. Les raies de disparités de réponses fréquentielles sont situées à 0.1816 et 0.2061
avec un SFRMR de 35.4 dBc avant compensation. Lorsque la compensation est activée, avec
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TABLEAU 6.1 – Synthèse des critères de performance des simulations des Figures 6.5, 6.6 et 6.7.
1-ton 2-tons 9-tons
OFF K = 5 OFF K = 15 OFF K = 13
SNR (dBc) 37.5 39.5 31.7 31.7 66.2 66.4
SFDR (dBFS) -37.2 -39.3 -37.5 -36.9 -51.2 -93.1
SOMR (dBc) 32.8 37.5 30.3 32.5 93.5 96.6
SFRMR (dBc) 35.1 87.4 35.4 83.7 29.1 74.1
une longueur de filtre de correction K = 15, ces raies sont réduites jusqu’au plancher du bruit
passant le SFRMR à 83.7 dBc. De même que pour le spectre précédent, les disparités d’offsets
sont légèrement impactées par la compensation, toujours avec la réduction de la raie à fs2 . Les
distorsions harmoniques sont préservées ainsi que les raies d’intermodulations. Une synthèse des
critères de performance des simulations des Figures 6.5, 6.6 et 6.7 est donnée dans la Table 6.1.
Par ailleurs, les Figures 6.8, 6.9 et 6.10 représentent la convergence des paramètres du filtre
FIR LPTV relatif aux compensations des disparités de réponses fréquentielles montrées dans








































FIGURE 6.8 – Convergence des paramètres du filtre FIR LPTV de correction de longueur K = 13 relatif
aux spectres de la Figure 6.5.
les paramètres du filtre de correction convergent en moins de 40 cycles d’itérations, soit un
total de 40×216 échantillons x˜a[n] en considérant une longueur d’intégration 216 pour le calcul
des corrélations. Ce qui correspond à 2.048 ms pour des échantillons à 1280 MHz en sortie de
l’ET-CAN.



































FIGURE 6.9 – Convergence des paramètres du filtre FIR LPTV de correction de longueur K = 5 relatif
















































FIGURE 6.10 – Convergence des paramètres du filtre FIR LPTV de correction de longueur K = 15 relatif
aux spectres de la Figure 6.7.
6.2 Comparaison avec la méthode de Singh et al.
Dans cette section, nous comparons notre méthode de compensation des disparités de ré-
ponses fréquentielles basée sur le signal analytique pour M = 2 voies entrelacées avec la méthode
proposée par Singh et al. dans [92] que nous analysons comme la plus proche par son principe
d’estimation et de correction. En effet, nous utilisons tous les deux une estimation basée sur la
corrélation d’un signal complexe ainsi qu’une correction FIR LPTV.
Tout d’abord, nous présentons l’architecture de Singh et al.. Puis, nous présentons la méthode
d’estimation basée sur une méthode développée par Antilla et al. [93] pour les disparités entre
deux voies IQ. Ensuite, nous étudions les différences conceptuelles entre nos deux architec-
tures. Et nous évaluons les ressources critiques consommées lors de l’implémentation de ces
architectures. Enfin, nous analysons par le biais de simulation les performances en terme de
compensation des disparités entre les architectures.


























FIGURE 6.11 – Architecture de compensation des disparités de réponses fréquentielles proposée par [92]
pour M = 2 voies entrelacées. Cette méthode utilise le bloc d’estimation IQ présenté dans [93].
6.2.1 Présentation de la méthode de Singh et al.
Singh et al. [92] ont proposé une méthode de compensation numérique des disparités de
réponses fréquentielles pour un ET-CAN à M = 2 voies entrelacées. L’architecture est illustrée
dans la Figure 6.11. Pour se faire, les auteurs adaptent une méthode d’estimation des disparités
entre deux voies IQ développées par Antilla et al. [93]. En effet, Singh et al. observent une
analogie intéressante entre
– Les disparités de réponses fréquentielles contenues dans le signal réel x˜[n] en sortie d’un
ET-CAN à 2 voies entrelacées, dont les composantes fréquentielles sont symétriques par
rapport à fs2 avec celles du signal idéal x[n].
– Les disparités contenues entre les deux voies IQ du signal complexe après démodulation
du signal analogique, dont les composantes fréquentielles sont symétriques par rapport à 0
avec celles du signal idéal.
Ils proposent alors de reproduire à partir du signal x˜[n] ∈ R en sortie de l’ET-CAN, la symétrie
observée pour un signal IQ entre ces disparités et le signal idéal. Cette transformation du signal
x˜[n] en un signal de type IQ nommé x˜IQ[n] décrit dans la Figure 6.11. Tout d’abord, il utilise
le filtre de Hilbert sur x˜[n] pour générer sa représentation analytique nommé x˜a[n], éliminant
les fréquences négatives. Ce signal analytique est équivalent à celui que nous utilisons dans
notre méthode dans la Section 6.1.2. Puis, x˜a[n] est additionné avec sa translation en fréquence
de fs2 , produite par le terme (−1)n, donnant le signal x˜IQ[n] dans la Figure 6.11. Par cette
transformation, les composantes fréquentielles positives des disparités de x˜IQ[n] sont symétriques
suivant 0 aux composantes fréquentielles négatives de la partie idéale de x˜IQ[n], comme illustré
dans la Figure 6.12. La même symétrie peut-être observée entre les fréquences négatives des
disparités et les fréquences positives de la partie idéale de x˜IQ[n].
A partir du signal x˜IQ[n], Singh et al. [92] appliquent une méthode de la littérature proposée
par Antilla et al. pour estimer les disparités IQ [93]. Cette estimation est ensuite envoyée dans un


































FIGURE 6.12 – Représentation fréquentielle des modules des signaux participant dans la construction du
signal de type IQ, proposée par Singh et al. dans [92].
filtre FIR adaptatif qui vient générer les disparités IQ estimées à partir du signal x˜a[n] translaté
en fréquence de fs2 . Notons que cette structure correspond à un filtre LPTV de période 2. Puis,
la partie réelle de ces disparités IQ générées est soustraite au signal réel x˜[n] afin d’éliminer les
disparités de réponses fréquentielles de l’ET-CAN. Pour résumer, l’architecture de Singh et al.
[92] adapte le signal x˜[n] pour utiliser l’estimation des disparités IQ proposées par Antilla et al.
[93], qui est ensuite dérivée afin de compenser les disparités de l’ET-CAN sur ce même signal.
6.2.2 Méthode d’estimation basée sur celle d’Antilla et al.
Antilla et al. développent dans [93] une méthode d’estimation des disparités de réponses
fréquentielles entre deux voies IQ. Le principe d’estimation qu’ils proposent est similaire à celui
que nous utilisons dans la Section 6.1 pour 2 voies entrelacées, qui est lui-même étendu à M
voies entrelacées dans le Chapitre 3. Cette estimation est basée sur les propriétés de corrélation
du signal x˜IQ[n], ou de tout signal de type IQ.
Pour expliquer leur méthode d’estimation, prenons un signal aléatoire complexe s(t). Antilla
et al. définissent la fonction d’autocorrélation complémentaire (CACF) de s(t) comme :
cs(τ) = E [s(t)s(t− τ)] (6.22)
avec E(•) la fonction espérance et s(t) stationnaire au sens large. Le signal s(t) est dit circulaire





= 0, (s(t) ∈ C) (6.23)
et il est dit propre si ∀τ ∈ R,
cs(τ) = E [s(t)s(t− τ)] = 0 (6.24)
Notons que circulaire est un cas particulier de propre.
Puis, les auteurs de [93] montrent qu’un signal analogique en bande intermédiaire (IF)
avec une simple porteuse ou de multiples porteuses à phases aléatoires, que l’on nomme z(t),
est idéalement démodulé si cz(τ) = 0 ∀τ ∈ R. Donc, z(t) est propre s’il ne possède pas de
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disparités IQ. Cependant, si des disparités apparaissent lors de la démodulation, elles peuvent
être modélisées par deux réponses fréquentielles g0(t) and g1(t). Et le signal reconstruit, nommé
x(t) s’exprime comme la somme du signal idéal z(t) filtré par g0(t) et de son conjugué z∗(t) filtré
par g1(t), c.-à-d. x(t) = (g0(t) ∗ z(t))+ (g1(t) ∗ z∗(t)) [93]. Dans ce cas, le signal x(t) devient
non propre et cx(τ) 6= 0, ∀τ . L’idée est alors d’utiliser la fonction CACF (6.22) sur x(t) pour
estimer les disparités IQ en considérant que le signal analogique en entrée est bien propre, c.-à-d.






avec le vecteur second membre composé des fonctions CACF sur x(t) qui s’ecrit
cx =
[
cx(0) cx(1) . . . cx(N−1)
]T
(6.26)
avec Γx et Γ¯x les matrices composées des autocorrélation γx(t) = E [x(t)x∗(t− τ)] qui s’écrivent
Γx =

γx(0) γx(1) · · · γx(N−1)





γ∗x (N−1) γ∗x (N−2) · · · γx(0)
 , Γ¯x =

γx(0) γx(1) · · · γx(N−1)





γx(N−1) γx(N) · · · γx(2N−2)
 (6.27)
et le vecteur des inconnues
w =
[
w1 w2 . . . wN
]T
(6.28)
correspondant aux disparités sous la forme des paramètres d’un filtre linéaire. À partir de ces
expressions, nous pouvons observer que nous utilisons le même principe d’estimation dans notre
système linéaire (6.8), développé pour des disparités de réponses fréquentielles d’un ET-CAN.
Singh et al. [92] utilisent l’estimation proposée par Antilla et al. [93] transformant le signal
x˜[n] en sortie de l’ET-CAN en un signal de type IQ. Pour cela, les auteurs calculent la représenta-
tion analytique x˜[n], nommée x˜a[n] et ils appliquent les opérations illustrées dans la Figure 6.12,
c.-à-d.
x˜IQ[n] = x˜a[n]+ (−1)nx˜a[n] (6.29)








avec xIQ[n] = xa[n]+(−1)nxa[n], le signal idéal x[n] transformé en un signal de type IQ, comme
x˜IQ[n] dans (6.29). De ce fait, les disparités de réponses fréquentielles d′1[k] convoluées à x
∗
IQ[n]
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(6.30) sont symétriques suivant 0 avec le signal idéal xIQ[n]. Le signal de type IQ possède donc
la même symétrie que pour l’estimation d’Antilla et al. [93]. Notons que d′1[k] ∈ R ∀k ∈ Z dans
le modèle. Donc, le système linéaire (6.25) peut être appliqué sur x˜IQ[n].
Par ailleurs, il est important de noter l’analogie entre notre définition de la corrélation dans
(3.1) et la fonction CACF (6.22) utilisée par Antilla et al. [93]. Nous avons cs(τ) = (s? s∗) [τ].








xIQ[n]xIQ[n+ l] = 0 (6.31)






xa[n](−1)n+lxa[n+ l] = 0 (6.32)
où apparait la même condition d’orthogonalité (6.10) entre le signal analytique idéal xa[n] et
(−1)nx∗a[n] utilisé dans notre estimation. Donc, Singh et al. en utilisant l’estimation d’Antilla et
al. [93] rencontrent les mêmes contraintes que celles de notre méthode.
6.2.3 Étude et comparaison entre notre méthode et celle de Singh et al.
Même si le principe d’estimation reste le même, c’est à dire mesurer par corrélation les
disparités, l’architecture proposée par Singh et al. [92] est différente de la notre. Ceci est
dû en partie à l’adaptation par Singh et al. d’une technique existante à la problématique des
disparités d’un ET-CAN à 2 voies entrelacées. Alors que nous avons développé notre estimation
spécifiquement pour ces dernières. Ainsi, quelques différences sont à noter entre les Figures 6.11
et 6.4 :
– L’architecture de Singh et al. est illustré avec une adaptation direct dans la Figure 6.11. Les
disparités sont estimées à partir de x˜[n] puis compensées sur ce même signal. En réalité, le
bloc Estimation IQ [92] est décrit avec une boucle d’adaptation rétroactive comportant
d’une part un filtre de correction des disparités IQ et d’autre part, une estimation de ces
disparités à partir du signal corrigé (cf. Figure 6.14). Nous proposons également dans notre
architecture une adaptation rétroactive, estimant les disparités à partir du signal compensé
xˆa[n]. Seulement, nous appliquons une seule fois un filtre correction des disparités alors que
Singh et al. en appliquent deux (un pour celles IQ et un autre pour celles d’entrelacements).
Cette redondance dû à l’utilisation d’une technique existante n’est pas optimale.
– L’architecture de Singh et al. applique la correction sur le signal réel x˜[n] alors que
l’estimation est réalisée après un filtre de Hilbert. Les performances de la correction sont
donc impactées par celle du filtre de Hilbert. Nous proposons une architecture travaillant
intégralement sur le signal analytique de x˜[n]. L’impact du filtre Hilbert sur la correction
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est analysé dans les Tables 6.5, 6.4 et 6.3.
– La transformation du signal x˜[n] en un signal de type IQ exprimé dans (6.29) conduit à
x˜IQ[2n+1] = 0. Donc, il faut en théorie deux fois plus d’échantillons dans [92] que dans
notre méthode pour obtenir une même valeur de corrélation (à filtre de Hilbert équivalent).
Notons, que Singh et al. auraient pu proposer de sous-échantillonner par 2 x˜IQ[n], relâchant
pour l’occasion la complexité calculatoire lors d’une implémentation. De même, nous
aurions pu proposer de sous-échantillonner par 2 le signal x˜a[n] (sur lequel est réalisé notre
estimation) puisque la bande des fréquences négatives est en théorie éliminée par le filtre
de Hilbert.
– De plus, du fait de la nature du signal x˜IQ[n] (6.29) symétrique en fréquence suivant 0,
la fonction d’estimation utilisée par Singh et al. est nulle pour des décalages temporels














x˜a[n](−1)n+l x˜a[n+ l] (6.33)
qui s’annule pour l impair. Notons que nous retrouvons notre fonction d’estimation (6.8) :
∑+∞n=−∞ xa[n](−1)n+lxa[n+ l]. L’estimation réalisée est donc bien la même entre les deux
méthodes, même si nous ne travaillons pas sur les mêmes signaux (x˜IQ[n] pour [92] et
x˜a[n] pour nous).
Comparaison des additions et multiplications nécessaires entre les deux architectures,
qui sont dimensionnant lors d’une implémentation sur cible FPGA
Dans le cas d’une implémentation sur cible FPGA, comparons le nombre d’additions et de
multiplications nécessaires pour l’architecture de Singh et al. [92] et la notre. La Figure 6.13
compte le nombre d’additions et de multiplications nécessaires pour notre architecture. Il faut
distinguer celles utilisées pour la réalisation du filtre FIR de Hilbert qui a des paramètres fixes
appliqués à un signal réel, de celles critiques utilisées pour le filtre FIR LPTV de correction qui
ont des entrées variables et qui travaillent sur signal complexe. Il y a aussi toutes celles utilisées
pour le calcul des corrélations. En tout, nous recensons (7K+3) multiplications complexes et
(7K+4) additions complexes pour une longueur du filtre de correction de (2K+1). De même,
sur la Figure 6.14 nous recensons le nombre d’additions et de multiplications nécessaires pour
l’architecture de Singh et al. [92]. Sur le même principe, il faut (10K+4) multiplications com-
plexes et (10K+7) additions complexes pour une longueur du filtre de correction de (2K+1).
Ces nombres plus importants sont dûs au doublement de la correction des disparités, une fois
dans le bloc d’Estimation IQ et une deuxième fois pour les disparités d’entrelacements. La
Figure 6.15 illustre l’évolution du nombre d’additions et de multiplications entre deux signaux
complexes pour l’architecture de Singh et al. [92] et la notre, avec une longueur du filtre de
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Filtre FIR de Hilbert:
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Khil additions réelles.
FIGURE 6.13 – Évaluation du nombre d’additions et de multiplications dans notre architecture, avec une
longueur du filtre de correction de (2K+1).
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FIGURE 6.14 – Évaluation du nombre d’additions et de multiplications dans l’architecture de Singh et al.





1 3 5 7 9 11 13 15 17 19 21
Longueur du filtre FIR
1 3 5 7 9 11 13 15 17 19 21
































































FIGURE 6.15 – Évolution du nombre d’additions et de multiplications critiques lors d’une implémentation
entre [92] et notre architecture, avec une longueur du filtre de correction de 1 à 21.
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TABLEAU 6.2 – Évaluation en simulation de la réduction des raies de disparités de réponses fréquentielles
de l’architecture [92] décrite avec un filtre de correction causal, pour un signal sinusoïdal 1-ton puis 2-tons
acquis en sortie de l’ET-CAN 10 bits EV10AQ190.
Signal sinusoïdal 1-ton à 1687.5 MHz, avec fs =1280 MHz, Réduction de
la raie des disparités de réponses fréquentielles (en dB)
Longueur du filtre FIR de correction 1-Tap 2-Taps 3-Taps 5-Taps
Filtre DHT de 41-Taps 11.89 -1.02 -4.49 -1.35
Filtre DHT de 61-Taps 21.15 -0.02 -4.35 -2.28
Filtre DHT de 81-Taps 55.48 0.02 -4.31 -2.73
Filtre DHT de 101-Taps 46.73 0.22 -4.31 -2.76
Signal sinusoïdal 2-tons à 1687.5 MHz et 1656.25 MHz, avec
fs =1280 MHz, Réduction maximum des raies des disparités de réponses
fréquentielles (en dB)
Longueur du filtre FIR de correction 1-Tap 2-Taps 3-Taps 5-Taps
Filtre DHT de 41-Taps 28.61 0.28 -4.4 -1.28
Filtre DHT de 61-Taps 31.31 0.04 -4.33 0.09
Filtre DHT de 81-Taps 55.48 0.19 -4.32 0.12
Filtre DHT de 101-Taps 46.73 0.2 -4.32 0.12
correction de 1 à 21.
Comparaison des performances en simulation
Dans ce qui suit, nous comparons les performances entre l’architecture [92] et notre archi-
tecture obtenues par simulation avec Simulink . Tout d’abord, il faut préciser qu’Antilla et al.
définissent le système linéaire de l’estimation pour des paramètres de filtre à indice temporel
positif (de 0 à N−1 dans (6.27)), c.-à-d. pour un filtre causal. Or, lorsque l’on cherche à corriger
des disparités de décalages temporels, il faut utiliser un filtre approximant la fonction sinus
cardinal, qui n’est pas causal par définition. Il faut donc obligatoirement définir des indices
temporels négatifs pour conserver les relations de parités caractérisant les filtres d’interpolation.
La Table 6.2 présente des résultats de simulation de l’architecture [92] lorsque nous modélisons
la correction avec un filtre FIR causal. Ces résultats sont calculés avec des données acquises de
l’ET-CAN EV10AQ190 d’E2V. Pour chaque longueur du filtre de correction parmi 1 à 5, nous
avons considéré 4 longueurs différentes pour le filtre FIR de Hilbert. On observe une réduction
des raies de disparités avec un filtre de correction à 1 paramètre, ainsi qu’une amélioration de ces
réductions avec l’augmentation de la longueur du filtre de Hilbert. Cependant, lorsque le filtre de
correction a une longueur supérieure à 1, la compensation devient inefficace et augmente même
le niveau des raies de disparités. Donc, par nature, le filtre de correction ne doit pas être causal
pour compenser les disparités d’entrelacements.
Pour la suite des simulations, nous considérons que le filtre de correction dans [92] n’est
pas causal et que chaque traitement réalisé dans l’architecture [92] et la notre est modélisé de
la même façon. On applique donc la même description aux deux architectures pour réaliser un
filtre FIR de Hilbert ainsi que pour réaliser un filtre de correction adaptatif et pour résoudre les
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TABLEAU 6.3 – Comparaison en simulation de la réduction des raies de disparités de réponses fréquen-
tielles entre l’architecture [92] et celle que nous proposons [94], à partir d’un signal sinusoïdal 1-ton
acquis en sortie de l’ET-CAN 10 bits EV10AQ190.
Signal sinusoïdal 1-ton à 1687.5 MHz, avec fs =1280 MHz, Réduction de la raie des
disparités de réponses fréquentielles (en dB)
Longueur du filtre FIR de correction
1-Tap 3-Taps 5-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 42.03 11.89 58.55 x 61.41 9.01
Filtre DHT de 61-Taps 41.98 21.15 59.74 x 61.9 18.06
Filtre DHT de 81-Taps 42.04 55.48 61.21 x 62.53 38.83
Filtre DHT de 101-Taps 41.96 46.73 60.62 x 62.03 41.86
systèmes linéaires (6.25) et (6.8). Les mêmes signaux de tests que ceux des Figures 6.5, 6.6
et 6.10 sont repris pour évaluer la performance en terme de réduction des raies des disparités
de réponses fréquentielles entre les deux architectures. Dans la Table 6.3, nous utilisons un
signal sinusoïdal à 1-ton à 1687.5 MHz acquis en sortie de l’ET-CAN 10 bits EV10AQ190
échantillonnant à fs = 1280 MHz. Nous observons une bonne réduction de la raie des disparités
avec une longueur de filtre de correction de 1 (c.-à-d. un gain) pour les deux architectures. Cela
correspond à la compensation des disparités de gains. Pour les disparités incluant celles de
décalages temporels ou de bandes passantes, notre architecture donne de bonnes performances
avec les longueurs 3 et 5. Pour ce même signal de test, nous observons en utilisant [92] des
performances inférieures à celles que nous obtenons. Notons qu’un filtre de correction à 3
coefficients n’est pas possible pour [92]. Ceci est dû à la définition du système linéaire (6.25)
utilisant les fonctions d’estimations (6.33) nulles pour des décalages temporels l impairs. Le
système linéare (6.25) a donc trop d’éléments nuls par rapport aux nombres d’inconnues pour
estimer les disparités.
Dans la Table 6.4, nous utilisons un signal sinusoïdal à 2-tons à 1687.5 MHz et 1656.25 MHz
acquis en sortie de l’ET-CAN 10 bits EV10AQ190 échantillonnant à fs = 1280 MHz. Nous
observons pour notre architecture une réduction des raies de disparités de réponses fréquentielles
homogènes suivant la longueur du filtre de Hilbert. Plus on augmente la longueur du filtre de
correction, plus la réduction devient efficace, augmentant d’environ 30 dB pour une longueur de
correction entre 1 et 7. Notons que pour des longueurs de filtre de correction et de Hilbert trop
grandes, la compensation diverge. Ceci est représenté par un tiret dans la Table 6.4. Contrairement
à la compensation [92] qui converge à chaque fois et donne des résultats satisfaisant même si
inférieurs à ceux que nous obtenons.
Enfin dans la Table 6.5, nous utilisons un signal sinusoïdal simulé à 9-tons étalés dans la 1ère
bande de Nyquist d’un ET-CAN. La résolution est cette fois-ci de 14 bits. Dans ces simulations,
nous avons modélisé uniquement des disparités de bandes passantes avec différents filtres conti-
nus du 1er ordre. Nous constatons une nette amélioration des performances de notre architecture
en augmentant la longueur des filtres de corrections et de Hilbert, de l’ordre de 30 dB pour une
longueur de correction entre 1 et 7. Notons que certaines simulations ne convergent pas lorsque le
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TABLEAU 6.4 – Comparaison en simulation de la réduction maximum des raies de disparités de réponses
fréquentielles entre l’architecture [92] et celle que nous proposons [94], à partir d’un signal sinusoïdal
2-tons acquis en sortie de l’ET-CAN 10 bits EV10AQ190.
Signal sinusoïdal 2-tons à 1687.5 MHz et 1656.25 MHz, avec fs =1280 MHz, Réduction
maximum des raies des disparités de réponses fréquentielles (en dB)
Longueur du filtre FIR de correction
1-Tap 3-Taps 5-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 35.96 28.44 24.16 x 58.3 12.59
Filtre DHT de 61-Taps 35.95 31.05 35.8 x 55.34 27.10
Filtre DHT de 81-Taps 35.96 51.30 33.21 x - 47.22
Filtre DHT de 101-Taps 35.98 45.77 33.23 x 61.03 45.89
Longueur du filtre FIR de correction
7-Taps 9-Taps 11-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 66.33 x 55.55 12.59 60.19 x
Filtre DHT de 61-Taps 60.18 x 65.13 27.10 61.97 x
Filtre DHT de 81-Taps 64.36 x 46.31 47.21 - x
Filtre DHT de 101-Taps 62.65 x 63.03 45.89 - x
Longueur du filtre FIR de correction
13-Taps 15-Taps 17-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 64.62 7.46 65.56 x 65.92 12.67
Filtre DHT de 61-Taps 64.97 22.14 65.20 x 64.80 23.59
Filtre DHT de 81-Taps - 38.80 - x - 44.77
Filtre DHT de 101-Taps - 41.86 - x - 46.83
TABLEAU 6.5 – Comparaison en simulation de la réduction moyenne des raies de disparités de réponses
fréquentielles entre l’architecture [92] et celle que nous proposons [94], à partir d’un signal sinusoïdal de
9-tons étalés dans la 1ère bande de Nyquist d’un ET-CAN de 14 bits.
Signal sinusoïdal de 9-tons étalés dans la 1ère bande de Nyquist, Réduction moyenne
des raies des disparités de réponses fréquentielles (en dB)
Longueur du filtre FIR de correction
1-Tap 3-Taps 5-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 4.47 5.01 15.67 x −13.34 -8.74
Filtre DHT de 61-Taps 4.37 5.05 18.03 x 32.23 -4.09
Filtre DHT de 81-Taps 4.37 5.14 18.10 x 40.84 -4.2
Filtre DHT de 101-Taps 4.37 5.04 18.10 x 40.89 -4.2
Longueur du filtre FIR de correction
7-Taps 9-Taps 11-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 20.57 x 28.24 -5.35 29.68 x
Filtre DHT de 61-Taps 24.5 x 31.62 1.4 - x
Filtre DHT de 81-Taps 35.96 x 46.62 1.5 48.94 x
Filtre DHT de 101-Taps 44.96 x 34.91 1.3 49.55 x
Longueur du filtre FIR de correction
13-Taps 15-Taps 17-Taps
[94] [92] [94] [92] [94] [92]
Filtre DHT de 41-Taps 42.73 -9.48 56.85 x 57.62 7.34
Filtre DHT de 61-Taps 54.84 -7.64 57.50 x 57.98 28.19
Filtre DHT de 81-Taps 57.33 -7.89 58.60 x 58.42 40.35
Filtre DHT de 101-Taps 41.39 -8.08 58.61 x 54.41 44.67
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filtres de Hilbert et le filtre correction sont trop longs. Pour l’architecture [92], il faut utiliser une
longueur du filtre de correction de 17 pour avoir une bonne réduction des disparités. De manière
générale, ces différences de performances entre nos deux architectures peuvent se comprendre
en observant comment sont corrigées les disparités. Singh et al. proposent de les corriger sur le
signal réel x˜[n], appliquant ainsi une correction contenant une erreur liée à l’approximation du
filtre de Hilbert. Alors que pour notre architecture nous restons sur le signal complexe x˜a[n] pour
appliquer notre correction.
Pour conclure, Singh et al. et nous, avons proposé une architecture de compensation numé-
rique des disparités de réponses fréquentielles d’un ET-CAN à 2 voies entrelacées. Dans les
deux cas, un filtre FIR LPTV de correction adaptatif est utilisé. Les paramètres sont dérivés d’un
système linéaire basé sur les propriétés de corrélations entre les disparités et le signal utile en
sortie de l’ET-CAN. Ainsi, les deux méthodes doivent respecter les mêmes critères d’orthogona-
lité ou de circularité sur le signal idéal, comme montré dans (6.32). Notons également, quelque
soit la méthode, elles fonctionnent sur des signaux complexes par le biais d’un filtre de Hilbert :
x˜IQ[n] dans [92] et x˜a[n] dans notre cas. Cependant, du fait de la nature de x˜IQ[n], symétrique en
fréquence suivant f = 0, la fonction d’estimation de Singh et al. est nulle pour des décalages
l impairs (6.33). Cela pose des problèmes lors de l’estimation de Singh et al. pour certaines
longueurs de filtres de corrections, où le système linéaire (6.25) issue de [93] est dégénéré. Ce
problème est corrigé dans [71] par la structure nommée type I par les auteurs (celle que nous
venons de comparer est nommée type II), où cette fois le signal de type IQ est construit par
translation de fs4 du signal analytique x˜a[n]. Un autre désavantage de l’approche de Singh et
al. est son extension à un nombre de voies entrelacées supérieures à M = 2. En effet, comme
l’auteur adapte une méthode d’estimation IQ au disparités d’entrelacements, il doit générer un
signal respectant les symétries des disparités IQ avec x˜[n]. Or, l’analogie évidente entre les deux
symétries dans le cas M = 2, n’est plus aussi lisible dans le cas M = 4 par exemple. C’est ce
que montre la proposition [72] qui demande des filtres de bande fs4 pour recréer cette analogie.
Notons, que nous évitons cette problématique avec notre approche travaillant directement sur le
signal réel x˜[n], présenté dans le Chapitre 4.
6.3 Conclusion
Dans ce chapitre, nous proposons une méthode de compensation numérique des disparités
de réponses fréquentielles pour un ET-CAN à 2 voies entrelacées. Cette méthode est dérivée
du formalisme de la compensation M voies présenté dans le Chapitre 4, à l’exception du signal
utilisé. En effet, dans le formalisme pour M voies, nous appliquons la compensation au signal réel
en sortie de l’ET-CAN. Pour cette méthode, nous proposons de l’appliquer sur la représentation
analytique de ce signal, c.-à-d. sur un signal complexe. Nous montrons que l’estimation sur ce
signal analytique doit vérifier les mêmes critères d’orthogonalité (3.50) et de moyennes nulles
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(3.51). Puis, nous évaluons les performances de notre compensation sur des signaux de tests.
Nous mesurons avec un signal simulé une bonne compensation des disparités de bandes passantes
ainsi qu’une bonne compensation des signaux acquis de l’ET-CAN EV10AQ190 d’E2V.
Dans une deuxième partie, nous présentons une méthode similaire proposée par Singh et al.
[92]. Celle-ci est dérivée de l’estimation des disparités entre 2 voies IQ proposée par Antilla et
al. [93]. Nous montrons que le principe d’estimation est équivalent à ce que nous proposons et
qu’il est soumis aux mêmes restrictions que notre méthode. Puis, nous analysons les différences
d’architectures entre les deux méthodes et évaluons les ressources critiques nécessaires pour
leurs implémentations. Nous en déduisons que [92] possède des traitements redondants dûs à
l’adaptation de l’estimation IQ [93] qui implique que notre proposition est plus efficace d’un
point de vue des ressources matérielles à utiliser. Enfin, nous évaluons les performances en
simulations des deux architectures en terme de réductions des raies de disparités d’entrelacements.
Nous constatons que notre architecture [94] atteint de meilleures performances que [92].
CONCLUSIONS
CONCLUSIONS 140
L’ évolution des systèmes radar et de guerre électronique tend à concevoir des récep-teurs numériques possédant des bandes instantanées de plus en plus larges tout enréduisant leur puissance dissipée. Ces contraintes se reportent sur les Convertisseur
Analogique-Numériques (CANs) qui doivent fournir une fréquence d’échantillonnage de plus
en plus élevée, une forte dynamique et une consommation réduite. Or, de par les contraintes
technologiques, l’amélioration d’un des ces trois paramètres se fait majoritairement au détriment
des autres. Répondant à cette demande, le Convertisseur Analogique-Numérique à Entrelacement
Temporel (ET-CAN) parallélise M CANs déphasés de 2piM venant échantillonner successivement
une entrée commune, afin d’augmenter la fréquence d’échantillonnage globale d’un facteur
M. Cette solution possèdent l’avantage d’utiliser les CANs dans un rapport entre fréquence
d’échantillonnage et puissance dissipée proportionné tout en fournissant en sortie de l’ET-CAN
une fréquence d’échantillonnage élevée. Cependant, les performances dynamiques des ET-CANs
sont réduites par des défauts d’entrelacements liés à des différences de processus de fabrication,
de leur tension d’alimentation et des variations de température. Ces défauts peuvent être modéli-
sés comme des disparités d’offsets, de gains ou décalages temporels et globalement comme des
disparités de réponses fréquentielles. Ce sont sur ces dernières disparités, moins traitées dans
la littérature, que portent nos travaux. L’objectif est d’étudier ces disparités pour en déduire un
modèle et une méthode d’estimation puis, de proposer des méthodes de compensation numérique
qui peuvent être implémentées sur une cible FPGA.
Nous avons proposé dans le Chapitre 2 un modèle général pour M voies des disparités de
réponses fréquentielles d’un ET-CAN, mélangeant une expression continue des fonctions de
transfert des voies et une expression discrète de l’entrelacement temporel numérique. Il montre
que les disparités d’entrelacement peuvent être exprimé en sortie de l’ET-CAN comme un filtrage
discret à temps variant périodique (LPTV) de période M du signal idéal, qui représente le signal
analogique échantillonné uniformément et filtré par la moyenne des réponses fréquentielles des
voies. Ce modèle a été étendu aux disparités d’offsets afin de définir des critères d’estimation des
disparités précédentes. Nous montrons qu’il est possible de compenser séparément les disparités
d’offsets de celles de réponses fréquentielles.
Puis, nous avons proposé dans le Chapitre 3 une méthode d’estimation générale pour M
voies des disparités de réponses fréquentielles basée sur notre modèle. Cette méthode utilise
les propriétés de corrélation du signal en sortie de l’ET-CAN et ne suppose pas que le signal
analogique à son entrée soit limité dans une sous-bande de sa bande de Nyquist. Son principe
est tout d’abord introduit par une étude de l’état de l’art des méthodes similaires. Puis, nous
définissons une fonction d’estimation basée sur les symétries spectrales de notre modèle et nous
dérivons un formalisme théorique aboutissant à un système linéaire de dimension infinie entre
les disparités, les fonctions d’estimations et les fonctions d’autocorrélation du signal idéal. Ce
formalisme devant être adapté pour une utilisation pratique, nous proposons une approximation
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en bornant le système à une dimension finie et en calculant les fonctions d’autocorrélation sur le
signal disponible, c.-à-d. la sortie de l’ET-CAN. Enfin, nous analysons les critères sur le signal
d’entrée et les disparités d’offsets de l’ET-CAN afin d’assurer une bonne estimation par l’algo-
rithme des disparités de réponses fréquentielles. Nous définissons un critère d’orthogonalité entre
le signal idéal et ses translatés fréquentielles images des disparités de réponses fréquentielles.
Un critère de moyennes nulles est également défini pour le signal idéal et ses mêmes translatés
fréquentielles. Enfin, nous montrons que les disparités d’offsets doivent être nulles sinon elles
biaisent la fonction d’estimation.
Ensuite, nous proposons dans le Chapitre 4 une méthode de compensation générale pour M
voies des disparités de réponses fréquentielles basée sur notre modèle et notre estimation. La cor-
rection des disparités est réalisée par un filtre FIR LPTV de période M dont la longueur doit être
adaptée à la bande du signal en entrée et aux disparités visées. Deux architectures sont proposées.
La première dite directe estime et compense les disparités sur la sortie de l’ET-CAN. La deuxième
dite adaptative compense les disparités sur la sortie de l’ET-CAN et estime celles-ci à partir de
la sortie compensée. Les performances des deux architectures sont évaluées en simulation avec
des signaux sinusoïdaux multiple-tons, plusieurs nombres de voies M et différentes longueur de
compensation. Nous constatons que l’architecture directe donne des performances variables selon
la longueur de compensation appliquée, avec soit une bonne réduction des disparités ou soit une
augmentation de celles-ci. Nous analysons ces résultats comme un mauvais conditionnement du
système linéaire d’estimation, dont une étude est donnée dans l’Annexe D. Au contraire, l’archi-
tecture adaptative donne de meilleures performances, réduisant les disparités, que nous associons
à l’asservissement des paramètres estimés sur la sortie compensée. Ainsi, l’architecture tend à
minimiser la fonction d’estimation en réduisant la corrélation entre le signal idéal et les disparités.
Seulement, il est à noter que sur signal sinusoïdal, le système linéaire de l’architecture adaptative
peut aussi être mal conditionné lorsque la longueur de compensation est trop importante par
rapport au nombre de tons. Cette observation tend à montrer que seul l’utilisation d’un bruit
en entrée de l’ET-CAN (filtré dans sa bande de base), c.-à-d. un signal qui possède une grande
richesse spectrale, pourrait être une solution pour estimer les disparités sur toute la bande Nyquist.
Nous proposons dans le Chapitre 5 une implémentation sur cible FPGA, un Stratix IV
connecté à l’ET-CAN EV10AQ190 d’E2V, de notre architecture de compensation adaptative
dans le cas M = 4 voies entrelacées. Nous présentons les différents blocs de traitement de l’ar-
chitecture et nous analysons les contraintes d’acquisition du signal à haute fréquence en sortie de
l’ET-CAN par la cible FPGA, qui nous amènent à paralléliser les traitements par 16. Puis, nous
évaluons les ressources nécessaires à notre architecture en mettant l’accent sur l’implémentation
des multiplications et des additions nécessaires au filtre FIR LPTV, au calcul des fonctions
d’estimations et à la résolution de notre système d’estimation approximé. Ensuite, nous en
déduisons un dimensionnement de notre architecture afin d’être implémentée sur notre cible.
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Nous décrivons en détail l’implémentation réalisée avec la Toolbox Matlab DSP Builder Advan-
ced (DSPBA). Enfin, nous comparons les ressources consommées par rapport à notre évaluation
après synthèse et placement routage. Finalement, nous donnons des pistes d’optimisation et les
performances de notre implémentation pour un signal d’entrée sinusoïdal.
Enfin, nous proposons dans le Chapitre 6 une seconde méthode de compensation des dispari-
tés de réponses fréquentielles pour M = 2 voies entrelacées. Elle est dérivée de notre première
méthode de compensation générale pour M voies et possède la particularité d’utiliser non pas
le signal réel en sortie de l’ET-CAN, mais son signal analytique complexe issu du filtre de
Hilbert. Basée sur notre modèle dans le Chapitre 2, nous exprimons les disparités de réponses
fréquentielles sur le signal analytique puis, nous dérivons notre méthode d’estimation dans le
Chapitre 3 à ce signal complexe afin d’exprimer un système linéaire équivalent. Nous montrons
que cette estimation est soumise aux mêmes critères d’orthogonalité et de moyennes nulles. Puis,
nous comparons notre méthode à une seconde [92] basée sur le même principe d’estimation mais
dérivée d’une méthode développée pour la compensation de disparités introduites par le déséqui-
libre des voies IQ d’une architecture de réception en communication numérique. Nous montrons
que cette méthode, du fait d’un principe équivalent basée sur la corrélation, est soumise aux
mêmes critères d’orthogonalité et de moyennes nulles. Enfin, nous analysons les performances
entre les deux méthodes en simulations et nous constatons que notre architecture [94] atteint de
meilleures performances que [92].
Perspectives
Comme nous avons montré dans le Chapitre 4 et dans l’Annexe D, le système linéaire
peut-être mal conditionné sur signal sinusoïdal multiple-tons et une augmentation de la longueur
de compensation doit s’accompagner par une nombre de tons plus grand. Ceci tend à montrer
qu’une compensation sur toute la bande de Nyquist demande une plus grande richesse spectrale.
Une des solutions que nous étudions est l’utilisation d’un bruit en entrée de l’ET-CAN filtré sur
sa bande de base. Cette étude fera l’object d’une publication dans IEEE Transactions on Signal
Processing Letters.
Ensuite, à court terme, nous travaillons actuellement à simplifier le système linéaire en le
décomposant en sous-systèmes de dimension réduite. Pour cela, les disparités de réponses fré-
quentielles sont exprimées en partie paire et impaire et la fonction d’estimation est décomposée
en partie réelle et imaginaire. Les résultats de cette étude seront intégrés dans une publication en
cours de procédure dans IEEE Transactions on Circuits and Systems I : Regular Papers.
À plus long terme, un axe de recherche serait de modéliser les disparités de fonctions de
transferts non linéaires d’un ET-CAN M voies en les exprimant en fonction du signal idéal. De
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manière équivalente à notre modèle des disparités de réponses fréquentielles et d’offsets montrant
que l’on peut compenser séparément ces deux disparités, il faudrait étendre le formalisme pour
compenser séparément celles de fonctions de transferts non linéaires. Puis, l’idée serait de trouver
une méthode d’estimation de ces disparités en utilisant les propriétés du modèle et peut-être
avoir une fonction d’estimation basée sur la corrélation en sortie de l’ET-CAN.
Un autre axe de recherche serait de rapprocher notre formalisme théorique de l’estimation des
disparités de réponses fréquentielles présenté dans le Chapitre 3 à la théorie des bases de Hilbert.
En effet, notre principe d’estimation repose sur l’hypothèse que le signal idéal est orthogonale
à ses translatés en fréquence de k fsM ∀k ∈ Z et k mod(M) 6= 0, afin de décomposer le signal en
sortie de l’ET-CAN comme une somme de signaux colinéaires à la famille choisie, c.-à-d. les
translatés en fréquence du signal idéal de k fsM ∀k ∈ Z. Ainsi, il serait possible d’approfondir le
sens de cette méthode d’estimation par une analyse fonctionnelle.
Enfin, un dernier axe de recherche serait de simplifier le filtre de correction FIR LPTV en
proposant une structure qui consommeraient moins de ressources pour être implémentées sur
une cible FPGA. Une approche pourrait être d’utiliser une structure polyphasée à temps variant
périodique. Nous pourrions aussi chercher une décomposition du filtre LPTV en sous-filtres
en utilisant une décomposition polynomiale. Une autre approche serait d’utiliser la théorie des
ondelettes pour exprimer une décomposition du filtre LPTV, rejoignant l’axe de recherche sur
l’analyse fonctionnelle et les bases de Hilbert. Enfin, la complexité d’implémentation peut aussi
être réduite sur la résolution du système matriciel de l’estimation, par exemple en étudiant les
solutions proposées dans [95].
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CETTE annexe propose une approche différente à celle démontrée dans la section 2.4.1qui valide son résultat (2.32). Le but étant de ramener les disparités de réponsesfréquentielles modélisées à temps continu avec Hm( f ), m ∈ {0, . . . ,M−1} dans (2.28)
à une description à temps discret et de période Ts équivalente au signal en sortie de l’ET-CAN.
Tout d’abord pour simplifier le développement, on pose Xc,m( f ) = Xc( f )Hm( f ) dans l’ex-
pression X˜
(
e j2pi f Ts
)
(2.28) du signal en sortie de l’ET-CAN. Or, le signal Xc( f ) est nul en dehors
de la bande d’intérêt de l’ET-CAN− fs2 6 f < fs2 (2.7). Donc, Xc,m( f ) est aussi nulle en dehors de
cette bande. On a donc Xc,m( f ) = 0, ∀| f |> fs2 qui est restreint à la bande de base de l’ET-CAN
et vérifiant le critère de Nyquist.
Ainsi, il est possible de considérer le signal Xc,m( f ) uniquement dans la bande d’intérêt de
l’ET-CAN et de calculer la TFTD inverse de X˜
(
e j2pi f Ts
)








e j2pi f Ts
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∫ + fs2 − fsM p
− fs2 − fsM p
Xc,m( f ′)e j2pi f
′nTsd f ′ (A.1)
en tenant compte du changement de variable f ′ = f − fsM p. Maintenant, considérons l’intégrale
Ip =
∫ + fs2 − fsM p
− fs2 − fsM p
Xc,m( f ′)e j2pi f
′nTsd f ′
et les cas suivants p où elle est non nulle, i.e. les cas où l’intervalle d’intégration f ′ ∈ {− fs2 −
fs
M p, . . . ,+
fs
2 − fsM p} comprend en partie Xc,m( f ′) 6= 0. Donc, l’étude de Ip peut être restreinte aux
cas p ∈ {−M+1, . . . ,M−1}. Puis, distinguons les valeurs de p positives de celles négatives.
• Pour p ∈ {1,M−1}, on a
Ip =
∫ − fs2
− fs2 − fsM p
Xc,m( f ′)e j2pi f
′nTsd f ′+
∫ + fs2 − fsM p
− fs2
Xc,m( f ′)e j2pi f
′nTsd f ′ (A.2)
On note que le premier terme de (A.2) est nul, car Xc,m( f ′) = 0 pour f ′6− fs2 . Le deuxième









′− k fs) = 1Ts Xc,m( f ′). Du fait de la restriction de Xc,m( f ′)
dans la bande de base, une relation linéaire peut-être écrite dans cet intervalle entre la


















′nTsd f ′ (A.3)
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• Pour p ∈ {−M+1, . . . ,−1}, on a
Ip =
∫ + fs2
− fs2 − fsM p
Xc,m( f ′)e j2pi f
′nTsd f ′+
∫ + fs2 − fsM p
+ fs2
Xc,m( f ′)e j2pi f
′nTsd f ′ (A.4)
Cette fois, c’est le deuxième terme de (A.4) qui est nul puisque Xc,m( f ′) = 0 si f ′ >+ fs2 .












′nTsd f ′ (A.5)
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′nTsd f ′ (A.6)
Maintenant, avec chacune des décompositions (A.3), (A.5) et (A.6) suivant la valeur de p , la
TFTD inverse de X˜
(
e j2pi f Ts
)





























































′nTsd f ′ (A.7)
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′nTsd f ′ (A.8)
qui se met en facteur avec le troisième terme de (A.7) pour combiner les deux intégrales en une
seule d’intervalle f ∈
[
− fs2 , fs2
[






















′nTsd f ′ (A.9)
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e j2pi f Ts
)
e j2pi f nTsd f (A.10)
Finalement, la TFTD inverse de X˜
(















en fonction d’un signal à temps discret xc,m[n]. On obtient dans le domaine fréquentielle
X˜
(
























e j2pi f Ts
)
, un signal périodique en fréquence et de période fs. La relation (A.12) est
valable ∀| f |< fs2 qui est la bande considérée lors du calcul de la TFTD inverse (A.1).
ANNEXE B
ÉTAT DE L’ART DES MÉTHODES
































FIGURE B.1 – ET-CAN réel avec M voies entrelacées et sa compensation numérique.
Cette annexe étudie les méthodes d’estimation données dans la synthèse de l’état de l’art
du Chapitre 3. Les méthodes répertoriées ici sont basées sur un principe commun d’estimation,
à savoir utiliser les propriétés de corrélation du signal numérique en sortie d’un ET-CAN.
L’opération de corrélation et ses propriétés spectrales sont introduites dans la Section 3.1. De
plus, cette dernière rappel les notations et hypothèses globales sur les signaux utilisés. Cette
annexe reprend les considérations de la Section 3.1.
De plus, pour simplifier la compréhension, lorsque les méthodes présentées travaillent sur
le signal numérique en sortie de l’ET-CAN, nous utiliseront x˜[n] et illustrerons l’ET-CAN au
sens des traits pointillés dans la Figure B.1. Et lorsque les méthodes présentées utilisent les
signaux non entrelacés en temps en sortie de l’ET-CAN à compenser, nous nommerons ces
signaux v˜0[n], v˜1[n], . . . , v˜M−1[n] et illustrerons l’ET-CAN au sens des traits continus dans la
Figure B.1. Notons que ces signaux sortent de l’ET-CAN synchronisés et que pour plus de détails
un parallèle peut-être fait avec les signaux en entrée du multiplexeur dans la Figure 2.7 et leurs
chronogrammes dans la Figure 2.9 au Chapitre 2. Nous nommerons la sortie compensée xˆ[n] et
sa TFTD est Xˆ
(
e j2pi f Ts
)
, comme illustré dans la Figure B.1. L’accent circonflexe dans la notation
xˆ marquera la compensation des disparités entre les voies de l’ET-CAN.
À partir de ces notations et considérations, étudions de manière non exhaustive les méthodes
d’estimation des disparités d’entrelacement d’un ET-CAN, basées sur le signal numérique de la
sortie et sur ses propriétés de corrélation. Cet État de l’Art met l’accent sur les méthodes estimant
les disparités de gains, de décalages temporels ou de réponses fréquentielles qui, comme nous le
verrons par la suite sont les disparités estimables par corrélation. Les méthodes présentées sont
triées suivant deux critères :
– Les disparités compensées parmi celle de gains, de décalages temporels et de réponses
fréquentielles,
– Le nombre M de voies entrelacées applicables.
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TABLEAU B.1 – Analyse de l’État de l’Art des méthodes de compensation numérique des disparités
d’entrelacement basées sur les propriétés de corrélation du signal en sortie de l’ET-CAN.






Jamal et al. [67] X X - 2
Jamal et al. [68] X X - 2
Law et al. [69] X X - 4
Matsuno et al. [70] X X - 2, 4k, k ∈ N∗
Singh et al. [71] - - X 2
Singh et al. [72] - - X 4
Bonnetat et al. [94] - - X 2
Bonnetat et al. [96] - - X 4
Cette comparaison est résumée dans la (Table B.1) pour les méthodes numériques. De plus, la
première méthode présentée dans cet État de l’Art sert aussi à introduire avec un cas simple le
principe d’estimation par corrélation pour M = 2 voies entrelacées des disparités de gains et de
décalages temporels.
Compensation des disparités de gains et de décalages temporels entre M = 2 voies en-
trelacées :
Jamal et al. [67] proposent une structure adaptative simple pour compenser les disparités
de gains et de décalages temporels entre deux voies entrelacées. Cette structure est illustrée
dans la Figure B.2, adaptée de nos notations. La première voie sert de référence à l’estimation
des disparités et la correction est réalisée sur la deuxième voie. Tout d’abord, les disparités de
gains sont corrigées en multipliant par un scalaire provenant de l’estimation. Puis, les disparités
de décalages temporels sont corrigées par un filtre FIR adaptatif approximant un décalage
fractionnaire par rapport à 2Ts, la période d’échantillonnage de la deuxième voie. Les coefficients
du filtre adaptatif peuvent être soit recalculés, soit choisis dans une Look-up Table, en fonction
du décalage temporel calculé par l’estimation. L’estimation des disparités est réalisée à partir
du signal corrigé xˆ[n], produisant une boucle d’asservissement rétroactive. Ainsi, le gain et
le décalage temporel calculés par l’estimation sont pondérés par un gain et envoyés dans un
intégrateur de boucle, contrôlant la précision et la vitesse de convergence de l’asservissement.
En amont de l’estimation, un filtre 1+ z−2 vient éliminer les fréquences contenues dans xˆ[n] à
± fs4 (plus de détails sur l’utilité du filtre suivent). Puis, l’estimation des disparités de gains est
calculée en multipliant le signal corrigé avec lui-même modulé de fs2 , corrélant les composantes
fréquentielles du signal idéal avec celles de ses disparités de gains. De même, l’estimation des
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FIGURE B.2 – Représentation de l’architecture de compensation des disparités de gain et de décalages
temporels pour M = 2 voies entrelacées proposée par [67].
modulé de fs2 et retardé d’une période Ts. Les auteurs décrivent ce retard comme étant la plus
simple approximation du filtre de Hilbert lors d’une implémentation. Ainsi le signal corrigé
modulé est déphasé de pi2 grâce au filtre de Hilbert idéal, puis lorsqu’il est multiplié au signal
corrigé, donne accès au décalage temporel entre les deux voies.
Pour comprendre la méthode d’estimation proposée par Jamal et al. [67], prenons le signal
X˙
(
e j2pi f Ts
)
(2.56) en sortie du modèle de l’ET-CAN M voies avec les disparités de réponses
fréquentielles présentées dans le Chapitre 2. Puis, simplifions son expression pour M = 2 voies
entrelacées et des disparités de gains et de décalages temporels. On a
X˙
(

























e j2pi f Ts
)
(2.44) le signal idéal et D′1
(
e j2pi f Ts
)









e j2pi f Ts
)− Hˆ1 (e j2pi f Ts)








e j2pi f Ts
)
(2.41) sont les réponses fréquentielles modélisant les fonctions
de transfert de la première et de la deuxième voie de l’ET-CAN. Si seul les disparités de gains et
de décalages temporels nous intéressent, alors on peut écrire ses réponses fréquentielles commeHˆ0
(











Avec ∆g0 et ∆g1 les disparités de gains et ∆g0 et ∆g1 les disparités de décalages temporels sur
chacune des voies. Comme ∆g0 , ∆g1 , ∆t0 et ∆t1 sont proches de zéro, D′1
(







e j2pi f Ts
)
= ωg+ j2pi fωt (B.4)
avec ωg =
∆g0−∆g1
2 la disparité de gain et ωt =
∆t0−∆t1



























Pour la suite, on peut remarquer dans le modèle (B.5) que les disparités de gains avec ωg sont en
phase avec le signal idéal et que les disparités de décalages temporels avec jωt sont déphasées
de pi2 avec le signal idéal.
Utilisons ce modèle (B.5) pour comprendre l’estimation des disparités de gains et de décalages
temporels proposées par Jamal et al. [67]. Selon leur méthode d’estimation illustrée dans la
Figure B.2, le signal corrigé xˆ[n] (sans compter son filtrage par 1+ z−2) est multiplié par lui-
même modulé en fréquence de fs2 par la rotation temporelle (−1)n, c.-à-d. (−1)nx˙[n]. Puis,
le résultat de cette multiplication est envoyé dans un accumulateur. En considérant que l’on
travaille sur x˙[n] (B.5), l’opération proposée dans l’estimation est équivalente à la corrélation









































e j2pi f Ts
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[ωg− j2pi fωt ]X
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[ωg− j2pi fωt ]X
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Or, les quatre termes de la somme dans (B.6) s’exprime :

















d f = (x? (−1)nx) [0] (B.7)
qui correspond à la corrélation entre le signal idéal x[n] et (−1)nx[n] alignés en temps,
selon (3.4). C’est un terme d’ordre 0 par rapport aux disparités ωg et ωt . Or, comme les
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deux signaux x[n] et (−1)nx[n] sont définis orthogonaux dans [67], donc ce premier terme
est nul. Plus d’explications sur ce critère d’orthogonalité sont fournies dans la Section 3.2.
– Le second terme se décompose en deux partie :










e− j2pi f Ts
)
d f = ωg (x? x) [0] (B.8)
qui est équivalente à l’autocorrélation du signal idéal en zéro multipliée par la
disparité de gain ωg.

















qui est la corrélation entre la dérivée de x[n] et x[n] multipliée par l’inverse de la




















e+ j2pi f Ts
)
d f (B.10)
Ainsi, dans (B.9), l’intégrale sur la partie négative des bornes est égale à l’inverse de
l’intégrale sur la partie positive. Donc, la partie (B.9) en fonction de la disparité de
décalage temporel ωt s’annule. Finalement, le deuxième terme est égal à ωg (x? x) [0]
et c’est un terme d’ordre 1 par rapport aux disparités.
– Le troisième terme, tout comme le deuxième, fait aussi appel aux termes croisés de
la multiplication dans (B.6). Donc, en suivant un développement similaire à celui du
deuxième terme, il se simplifie en ωg (x? x) [0], faisant apparaitre la disparité de gain ωg et
annulant la partie en fonction de la disparité de décalage temporel ωt . Comme le deuxième
terme, ce troisième terme est d’ordre 1 par rapport aux disparités.
– Enfin, le dernier terme est d’ordre 2 par rapport aux disparités. Par simplification, ce terme
est négligé par rapport aux deuxième et troisième termes d’ordre 1.
Donc, la corrélation (B.6) se simplifie en
(x˙? (−1)nx˙) [0]≈ 2ωg (x? x) [0] (B.11)
Finalement, cette corrélation (B.11) proposée par [67] fournit une estimation des disparités de
gains, tout en n’étant pas biaisée par les disparités de décalages temporels que peut contenir
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le signal x˙[n]. Comme expliqué dans [67], ceci est dû au déphasage pi2 entre les disparités de
décalages temporels et le signal idéal.
Pour l’estimation de ces dernières, [67] propose d’appliquer le filtre de Hilbert Hhil( f ) =
− j signe( f ) (de réponse impulsionnelle hhil) au signal modulé dans la corrélation (B.11). Ainsi,
les disparités de décalages temporels sont mises en phase avec le signal idéal et les disparités de
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Les quatre termes de la somme dans (B.12) s’exprime comme
– Le premier terme se développe en deux parties, une où l’intégrale est calculée sur la partie




j signe( f )X
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Notons que (B.13) correspond à la partie imaginaire de (B.7) (le premier terme nul dans la
somme de (B.6)), intégré uniquement sur la partie positive de ses bornes. Or, pour annuler le
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signal sur les fréquences négatives lors de l’intégration, il suffit d’appliquer à X
(
e j2pi f Ts
)
un
filtrage donnant sa représentation analytique, de réponse impulsionnelle ha = 12 (1+ jhhil).
Donc, (B.13) est équivalent à 2ℑ [((x∗ha)? (−1)nx) [0]] = 2ℑ [(ha ∗ (x? (−1)nx)) [0]] = 0.
Finalement, tout comme le premier terme dans (B.6), (B.13) est nul.
– Le deuxième terme est d’ordre 1 par rapport aux disparités ωg et ωt . Il s’exprime en



































































































































Finalement, le deuxième terme de (B.12) est égal à j2ωt ((x′ ∗ha)? x) [0], la corrélation
entre x[n] et la représentation analytique de la dérivée du signal x′[n], multiplié par j2ωt .
– Le troisième terme, tout comme le deuxième, est aussi d’ordre 1 par rapport aux disparités
ωg et ωt . Il suit le même développement et sa partie en fonction de la disparité de gain ωg
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j2pi ( f − fs)X
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[0]+ωtpi fs (x? x) [0] (B.16)
Donc, le troisième terme est équivalent au deuxième, à un terme constant près.
– Le dernier terme dans (B.12) est d’ordre 2 par rapport aux disparités, il peut donc être
négligé par rapport aux deuxième et troisème termes d’ordre 1.
Donc, la corrélation (B.6) se simplifie en






[0]+ωtpi fs (x? x) [0] (B.17)
Finalement, cette deuxième corrélation (B.17) proposée par [67] avec le filtre de Hilbert fournit
bien une estimation des disparités de décalages temporels, tout en n’étant pas biaisé par les
disparités de gains que peut contenir le signal x˙[n].
Cependant, comme expliqué précédemment, [67] approxime le filtre de Hilbert de la façon la
plus simple possible par un retard Hhil,ap1(z) = z−1. Donc la méthode d’estimation des décalages










Le résultat de (B.18) est obtenu de manière similaire à (B.11) et (B.17). [67] fait remarquer





contrairement au déphasage réalisé par le filtre de Hilbert idéal. Donc, la
corrélation (B.18), donnant une estimation de la disparité de décalage temporel ωt , est perturbé
par les disparités de gains, toutes deux situées sur les mêmes composantes fréquentielles. Pour
utiliser la méthode de Jamal et al. [67], il faut corriger dans un premier temps les disparités de
gains estimées avec (B.11), puis dans un deuxième temps corriger les disparités de décalages
temporels avec (B.18) qui sont ainsi libérés de l’influence des disparités de gains nulles.
Une amélioration de l’approximation du filtre de Hilbert est proposée dans [68] pour estimer
les disparités de décalages temporels en présence de disparités de gains. Jamal et al. [68]
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proposent de remplacer le retard z−1 dans [67] par l’approximation Hhil,ap2(z) = z−1− z lors





, comme le filtre de Hilbert idéal. En tenant compte de cette approximation,


















dont le résultat est obtenu de manière similaire aux corrélations précédentes.
Cependant, des limitations apparaissent pour cette méthode d’estimation par la corrélation. En
effet, l’estimation est basée sur la corrélation des composantes fréquentielles du signal idéal avec
celles des disparités, symétriques par rapport à fs2 pour M = 2 voies entrelacées. Ainsi, comme
expliqué dans [67], lorsque le signal idéal est situé sur les mêmes composantes fréquentielles
que les disparités d’entrelacement, alors l’estimation ne peut plus les différencier par corrélation
et devient incorrect. Parmi ces combinaisons, on peut remarquer dans (B.11) et (B.12) que si
des composantes sont contenues à
{
− fs2 , fs4 ,0, fs4 , fs2
}
, les corrélations utilisées pour l’estimation
des disparités de gains et de décalages temporels sont biaisées par des termes constants. Pour




en amont de l’estimation dans la
Figure B.2 afin d’éliminer les composantes fréquentielles à ± fs4 . De plus, l’auteur corrige les
disparités d’offset de l’ET-CAN (dont les composantes fréquentielles sont situées à 0 et ± fs2 ) en
amont de la compensation des disparités de gains et de décalages temporels. Notre méthode,
étendant ce principe d’estimation à M voies entrelacées et pour toutes disparités de réponses
fréquentielles, possède les mêmes contraintes. Plus de détails sur ce critère sont donnés dans sa
présentation dans la Section 3.2.
Enfin, les corrélations (B.11), (B.18) ou (B.19) utilisées dans la méthode d’estimation [67]
sont liées à l’autocorrélation du signal idéal (x? x) et à la corrélation entre le signal idéal et sa
dérivée (x′ ? x). La normalisation des corrélations pour obtenir l’estimation des disparités ωg et
ωt est réalisée par les gains de boucle µg et µt . Ce qui oblige d’adapter µg et µt en fonction de la
puissance du signal corrigé et donc de celle du signal d’entrée de l’ET-CAN pour la méthode [67].
Extension de la compensation des disparités de gains et de décalages temporels à M = 4
voies entrelacées :
La méthode [67] n’étant pas applicable à un nombre de voies entrelacées supérieure à 2, Law
et al. [69] proposent une extension pour M = 4 voies entrelacées. En effet, lorsque 4 voies sont
entrelacées, des disparités supplémentaires par rapport au 2 voies apparaissent. Pour nous en
rendre compte, reprenons le modèle des disparités de réponses fréquentielles présentés dans le
Chapitre 2 et le signal X˙
(
e j2pi f Ts
)
(2.56) en sortie de l’ET-CAN. En simplifiant son expression
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pour M = 4 voies entrelacés, on obtient
X˙
(

































































e j2pi f Ts
)
, les trois pème disparités de réponses fréquentielles
définies dans (2.48). Notons que la 1ème disparité D′1
(
e j2pi f Ts
)
s’exprime différemment pour
M = 4 dans (B.20) que pour M = 2 dans (B.1). On retrouve dans le signal X˙
(





e j2pi f Ts
)
dont les composantes fréquentielles sont symétriques par rapport à fs2 ,
comme dans le signal (B.1) pour 2 voies entrelacées. Mais aussi, d’autres disparités D′1
(




e j2pi f Ts
)
dont les composantes fréquentielles sont décalées de − fs4 et −3 fs4 par rapport
à celle du signal idéal X
(
e j2pi f Ts
)
. En appliquant la méthode [67] au signal B.20, le but est
















en les décalant en fréquence de fs2


































aussi être décalé de fs2 . Or, ces dernières disparités sont aussi symétriques par rapport à
fs
2 , donc ils
introduiront une erreur dans l’estimation. C’est cette symétrie entre les disparités supplémentaires
du 4 voies entrelacées par rapport à 2 voies qui rend la méthode [67] inapplicable pour M = 4
voies entrelacées.
Afin d’étendre la méthode [67] sur M = 4 voies entrelacées, Law et al. [69] proposent une
architecture de compensation composée d’une partie correction et d’une partie estimation illus-
trée dans la Figure B.3. La correction peut-être choisie parmi deux structures de filtres adaptatifs
possibles, représentée dans la Figure B.3.a et Figure B.3.b. Pour chacune de ses structures de
correction, leur filtres sont commandés par trois boucles d’asservissement rétroactive rapportant
l’estimation des disparités de gains et de décalages temporels entre les voies. La structure repré-





la voie 1. Et la structure d’estimation représentée dans Figure B.3.c estime les disparités de gains








de la voie 3. Cette dernière




sont définies dans [69]. La compensation des disparités proposée par Law et al. [69] se fait en
trois étapes :
1. Les disparités sur la voie 2 sont corrigées en fonction de leur estimation par rapport à la
voie 0. Pour se faire, l’auteur applique la méthode [67] illustrée dans la Figure B.3.c sur les













































Correction des disparités de gains et de décalages temporels
EST1 : Estimation des disparités de gains et de décalages temporels,
selon la méthode de Jamal et al. (2002)
EST2 : Estimation des disparités de gains et de décalages temporels,

































































FIGURE B.3 – Représentation de l’architecture de compensation des disparités de gain et de décalages
temporels pour M = 4 voies entrelacées proposée par [69]. (a) illustre la structure de correction des
disparités avec les filtres H1(z), H2(z), H3(z) et H4(z) définis dans [69] et fonctionnant à
fs
4 , (b) illustre
une seconde structure de correction possible avec les filtres F1(z), F2(z), F3(z) et F4(z) définis dans [69]
et fonctionnant à fs, (c) illustre la structure d’estimation issus de la méthode précédente [67] pour 2 voies
entrelacés fournissant une estimation des disparités {∆g2 ,∆g3 ,∆t2 ,∆t3}, (d) illustre la structure d’estimation
étendue fournissant une estimation des disparités {∆g1 ,∆t1}. L’approximation proposée du filtre de Hilbert
est Hhil(z) = z−1 dans [69], comme dans [67].
2. Une fois la voie 2 compensée par rapport à la voie 0, c’est au tour de la voie 1 d’être com-
pensée par rapport à la voie 0. Sauf que l’addition de ces deux signaux n’est pas équivalent
à un entrelacement par 2 et génère des disparités similaires à celles du modèle (B.20).
Law et al. [69] proposent alors d’appliquer les corrélations (B.11), (B.18) à l’addition
des signaux xˆ0[n] et xˆ1[n] ainsi qu’à l’addition de xˆ1[n] et xˆ2[n]. Puis, en additionnant leur
résultat comme illustré dans la Figure B.3.d, les corrélations en fonction des disparités
D′1
(




e j2pi f Ts
)
qui introduisaient des erreurs, s’annulent entre elles. Ainsi,
[69] obtient une estimation propre des disparités sur la voie 1.
3. Enfin, la dernière voie 3 est compensée par rapport à la voie 1 en utilisant l’estimation [67].
Cela devient possible car la voie 1 est compensée de ses disparités par rapport aux voies 0
et 2 et que l’addition des signaux xˆ1[n] et xˆ3[n] reproduisent un entrelacement par 2.
Les deux structures de corrections proposées par Law et al. [69] dans la Figure B.3.a et Fi-
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gure B.3.b sont valables pour des bandes différentes du signal d’entrée de l’ET-CAN. Celle de la
Figure B.3.a autorise une bande de fs8 , tel que les filtres H1(z), H2(z), H3(z) et H4(z) sont définis
dans [69]. Alors que celle de la Figure B.3.b autorise un signal d’entrée de l’ET-CAN d’une
bande fs2 , dont les filtres F1(z), F2(z), F3(z) et F4(z) sont aussi définis dans [69].
Notons que l’approximation proposée du filtre de Hilbert dans [69] est Hhil(z) = z−1, comme
dans [67] pour une implémentation peu couteuse. Mais le filtre de Hilbert peut tout aussi bien
être approximé autrement comme proposé dans [68]. De plus, la méthode [69], comme [67],
n’opère pas de normalisation par la puissance du signal mais par les gains de boucles µg et µt
dans sa structure d’estimation, Figure B.3.c.d. Enfin, les deux méthodes étant basées sur le même
principe de corrélation, elles possèdent les mêmes contraintes.
En parallèle de ces méthodes de compensation entièrement numérique, [34] propose d’esti-
mer les disparités de décalages temporels entre M voies entrelacées en utilisant la corrélation
entre les données de chaque voie de codage et une (M + 1)ème voie de codage de référence.
Chaque estimation du décalage temporel par rapport à la (M+1)ème voie est ensuite utilisée par
la correction dans le domaine analogique (basée sur des retards de lignes adaptatifs appliqués aux
horloges) Puis, les décalages temporels sont minimisés récursivement par un algorithme de type
LMS. C’est donc une méthode de compensation dite mixte que propose [34]. Une méthode mixte
similaire est aussi proposée dans [35] où les disparités de décalages temporels sont estimées
par corrélation en prenant les voies de codages adjacentes comme références. Puis, de même,
ces disparités sont corrigées dans le domaine analogique par des retards de lignes contrôlables
sur les horloges. Une autre méthode de compensation mixte similaire est proposée par [36]
dont l’estimation des disparités de décalages temporels est basée sur la corrélation du signal
numérique.
Amélioration de la compensation des disparités de gains et de décalages temporels
pour un nombre de voies entrelacées parmi 2 et les multiples de 4 :
Matsuno et al. [70] proposent une méthode de compensation des disparités de gains et de
décalages temporels pour M = 2 et 4 voies entrelacées mais aussi extensible à tout nombre de
voie multiple de 4 supérieur. Sa méthode est représentée dans la Figure B.4. L’intérêt de sa
méthode repose sur la réduction du nombre de filtres utilisés par rapport à [67] ou [69] et donc
les ressources nécessaires pour son implémentation. En effet, pour des disparités de décalages
temporels et un entrelacement par 2 dans [67] ou [69], il faut 1 filtre de décalage fractionnaire
pour leur correction et 1 filtre de Hilbert pour leur estimation. Pour un entrelacement par 4 dans
[69], il faut 3 filtres pour leur correction et 3 filtres de Hilbert pour leur estimation. Chaque
voie est compensée individuellement par rapport à la voie de référence, d’où l’utilisation de
(M−1)×2 filtres pour la correction et l’estimation avec M = 2 ou 4. Si l’on devait étendre les
méthodes [67] ou [69] à un nombre M supérieur à 4, on continuerait à avoir (M−1)×2 filtres,

















































Estimation des disparités de gains















FIGURE B.4 – Représentation de l’architecture de compensation des disparités de gain et de décalages
temporels proposée par [70] pour M voies entrelacés parmi 2 et les multiples de 4. {T1,T2, . . . ,TM−1} sont
les vecteurs lignes de la matrice de transformation de Hadamard. Hd(z) est le filtre dérivé et Hnotch(z) est
le filtre annulant les composantes fréquentielles à k fs2M avec k ∈ {1, . . . ,M−1}. Ces éléments sont définis
dans [70].
de filtre, Matsuno et al. [70] présentent une méthode qui nécessite 1 filtre pour la correction des
disparités de décalages temporels et 1 filtre pour leur estimation et ceci quelque soit le nombre
de voies entrelacées parmi 2 et les multiples de 4.
Comme dans les précédentes méthodes, le principe d’estimation repose sur la corrélation
entre le signal en sortie de ET-CAN et une version modifiée afin d’estimer une partie des
disparités de gains et de décalages temporels. Ces versions modifiées correspondent à la sortie
des multiplications par {T1,T2, . . . ,TM−1} dans la Figure B.4. Tm avec m ∈ {0, . . . ,M− 1} est
définie comme le n+1ème vecteur ligne de la matrice d’Hadamard M×M dans [70]. Dans (B.21),
sont définies les matrices d’Hadamard 2× 2, 4× 4 et 8× 8, respectivement utilisées pour un
nombre de voies entrelacées M = 2, 4 et 8. La restriction du nombre de voie M à 2 et au multiple
de 4 provient de la définition de la matrice d’Hadamard.
Dans la méthode [70], les scalaires des vecteurs {T1,T2, . . . ,TM−1} vont être successive-
ment multipliés aux échantillons du signal utilisé pour l’estimation et la correction, et ceci
de manière périodique de période M. Ainsi, ces multiplications sont définies à temps variable
périodique. Donc, une multiplication par un des vecteurs lignes correspond à une pondération










1 1 1 1
1 −1 1 −1
1 1 −1 −1




1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

(B.21)
d’Hadamard M×M ont la particularité d’être tous orthogonaux entre eux. Ils forment une base
à M dimensions. Ainsi, le premier vecteur ligne de la matrice M×M qui est constituée de M
scalaires unité, correspond à la reconstruction du signal idéal en projetant le signal en sortie de
l’ET-CAN sur la 1ère dimension de la base. Les autres vecteurs lignes représentent les (M−1)
dimensions restantes sur lesquelles sont projetées les disparités du signal en sortie de l’ET-CAN.
Puis, comme dans [67] ou [69], Matsuno et al. [70] partent du principe que le signal compensé
des disparités, c.-à-d. le signal idéal, n’est plus corrélé aux disparités puisque qu’elles sont
translatées en fréquence de k fsM avec k ∈ {1, . . . ,M− 1} (cf. Chapitre 2). Ainsi, en calculant
la corrélation entre le signal sur la 1ère dimension et le signal sur une des autres dimensions,
[70] obtient une estimation des disparités restantes, qu’il corrige de manière adaptatif jusqu’à
que la corrélation devienne nulle. C’est pourquoi dans la Figure B.4, on retrouve à droite une
structure qui estime les disparités sur le signal corrigé xˆ[n], constituée de (M−1) corrélations
contenant chacune une multiplication par {T1,T2, . . . ,TM−1} différente. Puis, la sortie de la mème
corrélation (m ∈ {1, . . . ,M− 1}) fourni l’estimation des disparités de la mème dimension à la
partie correspondante de la structure de correction qui possède la même multiplication par Tm. La
structure de correction est formée de (M−1) multiplications par {T1,T2, . . . ,TM−1} du signal en
sortie de l’ET-CAN, suivie de (M−1) pondérations par les sorties des corrélations. Les signaux
résultants sont les images des disparités sur chacune des (M−1) dimensions et sont retranchés
au signal en sortie de l’ET-CAN. Pour les mêmes raisons que dans [67] ou [69], les disparités de
gains sont estimées par une corrélation alignée en temps et les disparités de décalages temporels
par une corrélation faisant intervenir la dérivée.
Compensation des disparités de réponses fréquentielles pour M = 2 et 4 voies entrela-
cées à partir de la représentation analytique du signal de sortie de l’ET-CAN :
Singh et al. [71] proposent une méthode de compensation des disparités plus général que
celles de gains et de décalages temporels, puisqu’elle concerne celles de réponses fréquentielles.
Cette méthode est développée pour M = 2 voies entrelacées en s’appuyant sur une précédente
méthode de compensation des disparités entre deux voies I/Q de Antilla et al. [93]. Elle est
représentée dans la Figure B.5. Cette approche intéressante fait un rapprochement entre
– Les disparités de réponses fréquentielles contenues dans le signal réel en sortie d’un












Représentation analytique à l’aide














FIGURE B.5 – Représentation de l’architecture de compensation des disparités de réponses fréquentielles
proposée par [71] pour M = 2 voies entrelacées. Cette méthode réutilise le bloc d’estimation IQ présenté
dans [93]
à fs2 avec celles du signal idéal.
– Les disparités contenues entre les deux voies IQ du signal complexe après démodulation
du signal analogique, dont les composantes fréquentielles sont symétriques par rapport à 0
avec celles du signal idéal.
Singh et al. [71] proposent de reproduire à partir du signal réel en sortie de l’ET-CAN, c.-à-d. x˜[n]
dans la Figure B.5, la même symétrie entre les disparités et le signal idéal existant dans un signal
IQ. Cette transformation est opérée dans la Figure B.5 par la génération de la représentation
analytique de x˜[n] utilisant le filtre de Hilbert pour éliminer les fréquences négatives. Le signal
analytique est ensuite additionné à lui-même décalé en fréquence de fs2 . Ainsi, les composantes
fréquentielles positives des disparités du signal résultant sont symétriques par rapport à 0 aux
composantes fréquentielles négatives de la partie idéale du signal résultant. Même symétrie entre
les fréquences négatives des disparités et les fréquences positives de la partie idéale. A partir
de ce signal type IQ, [71] applique une méthode de la littérature sur la compensation IQ [93].
Celle-ci renvoie une estimation des disparités, qui sont générées dans un filtre adaptatif dont la
partie réelle vient corriger le signal réel x˜[n] en sortie de l’ET-CAN. L’estimation IQ [93] utilise
également les propriétés de corrélation du signal, appelées la circularité du signal complexe qui
est définie par une corrélation nulle entre un signal et son conjugué, quelque soit le décalage
temporel entre les deux. Cette propriété est similaire à celle utilisée dans les méthodes présentées
ci-dessus qui suppose une corrélation nulle entre le signal idéal et sa modulation de fs2 .
Le désavantage de cette méthode est qu’elle s’appuie sur les similarités entre les disparités
du M = 2 voies entrelacées et les disparités du signal IQ, rendant complexe l’extension de la
méthode pour M voies entrelacées supérieures à 2. La preuve en est l’extension proposée de cette
méthode de compensation pour M = 4 voies entrelacées proposée par Singh et al. [72]. Ces deux
précédentes méthodes sont développées dans le Chapitre 6 au travers d’une comparaison avec
une de nos méthodes proposées dans [94].
Toutes les méthodes de compensation présentées ci-dessus sont basées sur les propriétés de
corrélation du signal en sortie de l’ET-CAN. Que ces méthodes soient développées pour des
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disparités de gains, de décalages temporels ou de réponses fréquentielles, leur estimations sont
toutes basées sur le même principe : corréler le signal avec une transformation de lui-même pour
faire coïncider en fréquence les disparités et le signal idéal. Toutefois, un critère doit être respecté
pour le bon fonctionnement de ces estimations. Il est nécessaire que le signal compensé de ses
disparités, c.-à-d. le signal idéal, n’est pas de corrélation avec cette transformation de lui-même.
ANNEXE C
ANALYSES DES CRITÈRES DE
L’ESTIMATION
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Nous définissons dans la Section 3.2 le critères d’orthogonalité cO(p, l) = 0 (3.6) et le
critère de moyennes nulles cM(p) = 0 (3.20) sur le signal idéal x[n] permettant l’estimation des
disparités de réponses fréquentielles à partir de la fonction d’estimation Cη [l] (3.5). Analysons
l’impact de ces critères sur le signal analogique xc(t) en entrée de l’ET-CAN. Un synthèse de
cette analyse est présentée dans la Section 3.4.
C.1 Critère d’orthogonalité
Notre méthode d’estimation des disparités de réponses fréquentielles s’appuie sur le résultat
des fonctions d’estimation Cη [l] (3.5). Or, ces fonctions d’estimation ont pour objectif de
mesurer uniquement la corrélation entre le signal idéal x[n] et la disparité d′η [k] en les coïncidant






dans (3.5). Rappelons au passage que comme
la méthode travaille sur signaux réels, nous observons dans la Figure 3.2 que les fonctions
d’estimations sont aussi liée au conjugué de d′η [k], c.-à-d. à d′M−η [k] selon (2.54). Ainsi, afin de
s’assurer que les fonctions d’estimations ne mesurent pas d’autres corrélations entre les disparités
restantes et le signal idéal, nous définissons un critère d’orthogonalité. Comme les disparités
d′p[k] réalisent un filtrage linéaire du signal idéal (cf. (2.55)) et que la réponse fréquentielle du
signal idéal est périodique suivant fs, cela revient à s’assurer que le signal idéal n’est pas corrélé
à sa translation en fréquence de p fsM avec p ∈ {1, . . . ,M−1}. Ce critère d’orthogonalité sur le
























∀p ∈ {1, . . . ,M−1} et ∀l ∈ Z.
Exprimons le critère cO(p, l) (3.6) en fonction du signal d’entrée de l’ET-CAN xc(t). Pour














e j2pi f1nTsd f1










e j2pi f2(n+l)Tsd f2
 (C.1)
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d f1d f2 (C.2)
Puis, en utilisant la formule de sommation de Poisson, (C.2) peut être exprimé


























f1+ f2− p fsM − k fs
)]
d f1d f2 (C.3)
Et en substituant f1 par f3 = f1+ f2− p fsM , (C.3) devient





















f3∈[− fs2 + f2−p fsM ,
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I(k, p) d f2 (C.4)
Considérons différentes valeurs de k ∈ Z dans I(k, p) égal à l’expression entre crochet dans le
critère cO(p, l) (C.4).
– Pour k = 0,
I(0, p) =
∫



























if − fs2 + p fsM < f2 < fs2
(C.5)
ANNEXE C 170
– Pour k =−1,
I(−1, p) =
∫

























if − fs2 6 f2 6 − fs2 + p fsM














puisque la TFTD d’un signal échan-
tillonné aux instants t = nTs donne une réponse fréquentielle périodique suivant fs.
– Pour k 6= {0,1},
I(k, p) =
∫













f3− k fs− p fsM
)
d f3 (C.7)
Or, le dirac δ
(
f3− k fs− p fsM
)
est toujours nul à l’intérieur des bornes de l’intégrale
f3 ∈ [− fs2 + f2, fs2 + f2[, lorsque f2 ∈ [− fs2 , fs2 [.
Donc, le critère cO(p, l) (C.4) se simplifie en ne considérant que les valeurs non nulles de I(k, p)
pour k ∈ {0,1}. En changeant f2 en f , (C.4) est équivalent à
















e j2pi f lTsd f = 0 (C.8)
∀p ∈ {1, . . . ,M−1}, ∀l ∈ Z.
Le signal analogique xc(t) est lié au signal idéal x[n] par X
(












e j2pi f Ts
)
(2.39) est la moyenne des Hˆm
(
e j2pi f Ts
)
(∀m ∈ {1, . . . ,M−1}) caractéri-
sant la fonction de transfert du mème CAN. Or, Hˆ
(
e j2pi f Ts
)
est une réponse linéaire dans notre
modèle (cf. Section 2.4). Il vérifie Hˆ
(
e j2pi f Ts
)
= ∑∞k=−∞ hˆ[k]e− j2pi f kTs . Donc, le critère cO(p, l)
(C.8) peut s’exprimer en fonction de la réponse fréquentielle périodique du signal analogique
xc(t) échantillonné aux instants t = nTs. Il est équivalent à
















e j2pi f lTsd f = 0 (C.9)
∀p ∈ {1, . . . ,M−1}, ∀l ∈ Z.
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De plus, le signal analogique xc(t) vérifie le critère de Nyquist (2.7) car ses composantes
fréquentielles sont strictement contenues dans la bande de base de l’ET-CAN. Donc, l’échan-
tillonnage de xc(t) de période Ts ne produit pas de repliements spectraux. Ainsi, comme montré
en (2.13) pour f ∈ [− fs2 , fs2 [,
– Xc
(
e j2pi f Ts
)

















p fsM − f − fs
))
Finalement, (C.9) peut aussi s’exprimer en fonction de la réponse fréquentielle continu de xc(t)
comme
cO(p, l) = 0⇔
fs
2∫
− fs2 +p fsM
Xc( f )Xc (p fsM− f)e
j2pi f lTsd f +
− fs2 +p fsM∫
− fs2
Xc( f )Xc (p fsM− f− fs)e
j2pi f lTsd f = 0
(C.10)
∀p ∈ {1, . . . ,M−1}, ∀l ∈ Z.
Le critère d’orthogonalité cO(p, l) (C.10) sur le signal analogique est exprimé pour tous
types de signaux en entrée de l’ET-CAN. L’expression de critère (C.10) peut-être simplifié en
considérant un signal déterministe en entrée de l’ET-CAN.
C.1.1 Critère d’orthogonalité sur signal déterministe
Exprimons cO(p, l) (C.9) dans le cas d’un signal déterministe à l’entrée de l’ET-CAN. Soit un
signal sinusoïdal multi-tons construit à partir de S ∈ N∗ composantes fréquentielles fi, vérifiant





αi cos(2pi fi t+φi) (C.11)
Et la TFTD du signal xc(t) échantillonné aux instants t = nTs est
Xc
(

















δ ( f + fi− k fs)
)
(C.12)
Or, l’intégrale dans le critère cO(p, l) (C.9) est calculée pour la bande
[
− fs2 , fs2
[
. Ce qui permet
de simplifier l’expression de la TFTD (C.12) en considérant seulement la translaté suivant k = 0,
Xc
(










δ ( f − fi)+ e
− jφi
Ts
δ ( f + fi)
)
, ∀| f |< fs
2
(C.13)
De même, la TFTD (C.12) avec la variation f → p fsM − f dans (C.9) est située en partie dans
les bornes
[
− fs2 , fs2
[
de l’intégrale pour deux valeurs de k ∈ 0,1 (C.12), la proportion des deux
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p fsM− f+ fi′−k2,i′ fs
))
, ∀| f |< fs
2
(C.14)
dont les indices sont nommés i′ pour les différencier de celles de (C.13). Ainsi pour chaque fi′
dans (C.14), on peut simplifier (C.14) en considérant qu’une seule des deux valeurs de k1,i′ et
k2,i′ en fonction du décalage suivant p ∈ {1, . . . ,M−1}, selon
k1,i′ ∈
{0} si fi′ > p
fs
M − fs2
{1} si fi′ 6 p fsM − fs2
k2,i′ ∈
{0} si fi′ <
fs
2 − p fsM
{1} si fi′ > fs2 − p fsM
(C.15)
∀ fi′, i′ ∈ {0, . . . ,S−1}.
Puis, l’expression de Xc
(
e j2pi f Ts
)







dans l’intégrale (C.9) qui devient















p fsM− f− fi′−k1,i′ fs
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p fsM− f+ fi′−k2,i′ fs
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p fsM− f− fi′−k1,i′ fs
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p fsM− f+ fi′−k2,i′ fs
)











e j(φi+φi′)I1+ e j(φi−φi′)I2+ e j(−φi+φi′)I3+ e j(−φi−φi′)I4
)
= 0 (C.16)
Donc, le critère d’orthogonalité cO(p, l) s’exprime dans (C.16) comme une double somme
suivant {i, i′} constituée de quatre intégrales I1, I2, I3 et I4, produit de deux fonctions de Dirac
et de e j2pi f lTs . Une solution pour avoir cO(p, l) = 0 est que pour chaque combinaison {i, i′} ∈
{0, . . . ,S− 1}2 ces quatre intégrales soient nulles. Cette solution n’est qu’une solution parmi
d’autres car on pourrait par exemple chercher à annuler les intégrales entres elles. Étudions les
combinaisons possibles suivant {i, i′} pour vérifier cO(p, l) = 0.
– Soit une combinaison {i, i′} de (C.16) telle que i = i′, c.-à-d. fi = fi′ . Chacune des quatre
intégrales I1, I2, I3 et I4 est considérée nulle.




δ ( f − fi) ∑
k1,i∈{0,1}
δ (p fsM− f− fi−k1,i fs)e
j2pi f lTsd f = 0 (C.17)
La valeur de k1,i se simplifie suivant fi (C.15) et donne deux cas à distingués :
∗ Si fi > p fsM − fs2 , δ ( f − fi)δ (p fsM− f− fi) = 0 si fi 6= p fs2M et ainsi l’intégrale I1 est
nulle.
∗ Si fi 6 p fsM − fs2 , δ ( f − fi)δ (p fsM− f− fi− fs) = 0 si fi 6= p fs2M − fs2 < 0. Or fi est
défini positif, donc I1 est toujours nulle.
Pour résumer, il faut vérifier fi 6= p fs2M quand fi > p fsM − fs2 pour avoir I1 = 0.
– Par un développement similaire, on doit vérifier I2 = 0.
∗ Si fi < fs2 − p fsM , δ ( f − fi)δ (p fsM− f+ fi) = 0 est toujours valable.
∗ Si fi > fs2 − p fsM , δ ( f − fi)δ (p fsM− f+ fi− fs) = 0 est toujours valable.
Donc, I2 = 0 est tout le temps vérifié.
– De même, pour que I3 = 0,
∗ Si fi > p fsM − fs2 , δ ( f + fi)δ (p fsM− f− fi) = 0 est toujours valable.
∗ Si fi 6 p fsM − fs2 , δ ( f + fi)δ (p fsM− f− fi− fs) = 0 est toujours valable.
Donc, I3 = 0 est tout le temps vérifié.
– Pour le dernier, I4 = 0,
∗ Si fi < fs2 − p fsM , δ ( f + fi)δ (p fsM− f+ fi) = 0 si fi 6= −p fs2M < 0. Or fi est défini
positif, donc I4 est toujours nulle.
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∗ Si fi > fs2 − p fsM , δ ( f + fi)δ (p fsM− f+ fi− fs) = 0 si fi 6= fs2 − p fs2M = (p−M) fs2M , alors
I4 est nulle.
Pour résumer, il faut vérifier fi 6= (p−M) fs2M quand fi > fs2 − p fsM pour avoir I4 = 0.
Donc, pour toute combinaison {i, i′} de la double somme dans (C.16) tel que fi = fi′ , ses
éléments s’annulent si fi 6= p fs2M quand fi > p fsM − fs2 et fi 6= (p−M) fs2M quand fi > fs2 − p fsM .
– Soit une combinaison {i, i′} de (C.16) telle que i 6= i′, c.-à-d. fi 6= fi′ . De même que
précédemment, chacune des intégrales I1, I2, I3 et I4 est considérée nulle.
– Pour que I1 = 0,
∗ Si fi′ > p fsM − fs2 , δ ( f − fi)δ (p fsM− f− fi′) = 0 si fi 6= p fsM − fi′ , alors l’intégrale
I1 est nulle.
∗ Si fi′ 6 p fsM − fs2 , δ ( f − fi)δ (p fsM− f− fi′− fs) = 0 si fi 6= p fsM − fi′− fs < 0. Or fi
est défini positif, donc I1 est toujours nulle.
– Pour que I2 = 0,
∗ Si fi′ < fs2 − p fsM , δ ( f − fi)δ (p fsM− f+ fi′) = 0 si fi 6= p fsM + fi′ , alors l’intégrale
I2 est nulle.
∗ Si fi′ > fs2 − p fsM , δ ( f − fi)δ (p fsM− f+ fi′− fs) = 0 si fi 6= p fsM + fi′− fs = (p−M) fsM +
fi′ , alors l’intégrale I2 est nulle.
– Pour que I3 = 0,
∗ Si fi′ > p fsM − fs2 , δ ( f + fi)δ (p fsM− f− fi′) = 0 si fi 6=−p fsM + fi′ , alors I3 est nulle.
∗ Si fi′ 6 p fsM− fs2 , δ ( f + fi)δ (p fsM− f− fi′− fs)= 0 si fi 6=−p fsM + fi′+ fs = (M−p) fsM +
fi′ , alors I3 est nulle.
– Pour que I4 = 0,
∗ Si fi′ < fs2 − p fsM , δ ( f + fi)δ (p fsM− f+ fi′) = 0 si fi 6= −p fsM − fi′ < 0. Or fi est
défini positif, donc I4 est toujours nulle.
∗ Si fi′ > fs2 − p fsM , δ ( f + fi)δ (p fsM− f+ fi′− fs)= 0 si fi 6=−p fsM− fi′+ fs = (M−p) fsM −
fi′ , alors I4 est nulle.
Pour résumer, ces conditions peuvent s’exprimer de manière unifiées en écrivant : Pour toutes
combinaisons { fi, fi′} des composantes fréquentielles du signal déterministe sinusoïdal xc(t)












, ∀p ∈ {1, . . . ,M−1} (C.18)
Une illustration de ces combinaisons est donnée dans la Figure 3.4.
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C.2 Critère de moyennes nulles
Un second critère sur le signal idéal est requis pour utiliser notre méthode basée sur les



















x[n] = 0, ∀p ∈ Z
Étudions ce second critère (3.20) dans le domaine fréquentiel en remplaçant le signal idéal
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[ X
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Dans (C.19), une seule valeur de k ∈ Z donne une fonction de Dirac non nulle à l’intérieur des
bornes de l’intégrale
[
− fs2 , fs2
[
suivant le décalage p fsM avec p∈Z. Mais quelque soit cette valeur,
la réponse fréquentielle X
(
e j2pi f Ts
)










Le signal analogique xc(t) (échantillonné aux instants t = nTs) est relié au signal idéal x[n]
selon X
(












e j2pi f Ts
)
=∑∞k=−∞ hˆ[k]e− j2pi f kTs une
réponse linéaire (cf. Section 2.4). De plus, la réponse fréquentielle périodique Xc
(





e j2pi f Ts
)
= 1Ts Xc( f ) pour ∀| f | <
fs
2 , c.-à-d. dans la bande de base de ET-CAN.
Ainsi, le critère cM(p) (??) peut-être exprimé en fonction de la réponse fréquentielle continue du
signal analogique xc(t) comme





∀p ∈ {−bM2 c,−bM2 c−1, . . . ,bM2 c−1,bM2 c}, tout en respectant la considération de départ, que
la bande utile du signal analogique est strictement contenue dans la bande de base de l’ET-CAN.
Pour résumer, afin d’utiliser notre méthode d’estimation, le signal analogique xc(t) doit être
à moyenne nulle, c.-à-d. Xc(0) = 0 et ne doit pas contenir des composantes fréquentielles pour
f = p fsM , ∀p ∈ {−bM2 c,−bM2 c−1, . . . ,bM2 c−1,bM2 c}.
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Étudions le conditionnement du système linéaire théorique (3.19) de l’estimation lorsque
celui-ci est borné à une dimension finie tel que nous le faisons dans notre approximation (3.30).















Pour cela, nous nous plaçons dans le cas particulier où M = 2, qui requièrent qu’une fonction
d’estimation Cη [l] avec η = 1. Nous bornons le système théorique (3.19) suivant k ∈ {−1,0,1}
et l ∈ {0,1,2}. Nous obtenons le système matriciel suivant :C1[0]C1[1]
C1[2]
=
 2ξ [1] 2ξ [0] 2ξ [1]ξ [2]−ξ [0] 0 ξ [0]−ξ [2]





Notons que contrairement à notre système approximé (3.30), dans (D.1) nous conservons les
fonctions d’autocorrélation ξ [l] du signal idéal x[n]. Nous nommons A1 la matrice 3×3 des ξ [l]
dont le déterminant s’exprime :
det([A1]) = 4ξ [0]2 (ξ [3]+ξ [1])−4ξ [0]ξ [2] (3ξ [1]+ξ [3])+8ξ [2]2ξ [1] (D.2)
= 4(ξ [0]−ξ [2]) (ξ [0] (ξ [1]+ξ [3])−2ξ [1]ξ [2])
Si nous considérons maintenant un signal sinusoïdal multiple-tons en entrée de l’ET-CAN
tel que le signal idéal x[n] à sa sortie soit (sans considérer la quantification)




αi cos(2pi finTs+φi) (D.3)
avec I ∈ N, ∀αi ∈ R∗, ∀φi ∈ R, 0 < fi < fs2 et ∀{ fi, f j}, fi 6= f j si i 6= j. Le cas où fi = 0 (en
dc) ainsi que le cas où les couples { fi, f j} contiennent des fréquences identiques, ne sont pas
















αi cos(2pi finTs+φi)α j cos
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− sin(2pi( fi− f j)nTs−2pi f jlTs)sin(φi−φ j)
= cos
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− sin(2pi( fi− f j)nTs)cos(2pi f jlTs)sin(φi−φ j)
+ cos
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2pi( fi− f j)nTs
)
=
N si fi− f j = 0⇔ fi = f j0 sinon (D.6)
pour N assez grand. La condition fi = f j n’est valable que lorsque i= j puisque nous avons défini
que ∀{ fi, f j}, fi 6= f j si i 6= j. En remplaçant le premier terme dans (D.4) par sa décomposition























α2i cos(2pi filTs) (D.7)
Puis, appliquons le même développement pour le second terme de (D.4). La décomposition
(D.5) reste identique aux signes près et en remplaçant fi− f j et φi− φ j par fi + f j et φi +
φ j, respectivement. Or, 0 < fi + f j < fs, donc la somme suivant n ∈ {0, . . . ,N− 1} du terme
cos
(
2pi( fi+ f j)nTs
)
est nulle pour N assez grand et ainsi que celle du terme sin
(
2pi( fi+ f j)nTs
)
qui est toujours nulles. Donc, le second terme dans (D.4) est nulle. Nous obtenons la simplification







α2i cos(2pi filTs) (D.8)
∀αi ∈R∗, I ∈N, 0 < fi < fs2 et ∀{ fi, f j}, fi 6= f j. On peut remarquer que la relation ξ [l] = ξ [−l]
est vérifiée.




α20 cos(2pi f0lTs) (D.9)
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Remplaçons (D.9) dans l’expression du déterminant de la matrice (D.2) : Nous obtenons
det([A1]) = 4× N2 α
2
0 (1− cos(4pi f0Ts))
× (1(cos(2pi f0Ts)+ cos(6pi f0Ts))−2cos(2pi f0Ts)cos(4pi f0Ts))
(D.10)
Or, nous avons les égalités suivantes :cos(6pi f0Ts) = cos3 (2pi f0Ts)−3sin2 (2pi f0Ts)cos(2pi f0Ts)cos(2pi f0Ts)cos(4pi f0Ts) = cos3 (2pi f0Ts)− sin2 (2pi f0Ts)cos(2pi f0Ts) (D.11)
En substituant ces égalités dans le second terme de la multiplication dans (D.10), ce dernier
devient :
(1(cos(2pi f0Ts)+ cos(6pi f0Ts))−2cos(2pi f0Ts)cos(4pi f0Ts))
= cos(2pi f0Ts)− cos3 (2pi f0Ts)− sin2 (2pi f0Ts)cos(2pi f0Ts)
= cos(2pi f0Ts)
(
1− cos2 (2pi f0Ts)− sin2 (2pi f0Ts)
)
= 0 (D.12)
Donc, le déterminant de la matrice d’autocorrélation det([A1]) est nul lorsque le signal d’entrée
de ET-CAN est un signal sinusoïdal à 1-ton.
Pour résumer, lorsque nous bornons le système linéaire théorique (3.19) suivant k∈{−1,0,1}
et l ∈ {0,1,2}, tel que la matrice d’autocorrélation soit une matrice 3× 3, le déterminant de
cette dernière est nul si le signal en entrée de l’ET-CAN est un signal sinusoïdal à 1-ton.
Donc, le système linéaire théorique (3.19) est mal conditionné pour trouver une estimation des
disparités. De plus, il est possible de refaire les calculs si dessus pour une même taille de matrice
d’autocorrélation et un signal sinusoïdal comportant plus d’1-ton. Dans ce cas, nous trouvons
que le déterminant est non nul, supposant que le système linéaire théorique (3.19) est mieux
conditionné pour donner une estimation.
Enfin, nous avons réalisé les mêmes développements pour une matrice d’autocorrélation
5×5. Le déterminant de celle-ci est nul pour un signal sinusoïdal 1-ton. Il faudrait poursuivre
l’étude en augmentant le nombre de tons et la taille des matrices. Cependant, nous supposons
que plus la taille de la matrice est importante plus il faut de tons pour que le système soit bien
conditionné.
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Cette annexe propose deux solutions pour s’assurer que les éléments Cη [l] (3.5) et ξ [l] (3.11)
de la relation (3.19) soient correctement approximés dans notre algorithme d’estimation (cf.
Section 3.3.1).
Comme détaillée précédemment dans (3.47), l’autocorrélation ξ [l] du signal idéal x[n] peut
être approximée par l’autocorrélation a[l] du signal avec les disparités x˜[n]. Cependant, cette
approximation (3.47) est biaisée par le terme a9[l] (3.46) dépendant des disparités d’offsets o′p et
de la longueur N de la séquence pour le calcul de a[l] (3.29). De manière similaire, la fonction
d’estimation Cη [l] est aussi biaisé par le terme Cη ,9[l], défini infini dans (3.27) (cf. Section 3.2.3).
Or, de même que pour a[l], le biais devient fini lorsque Cη [l] est approximé sur une longueur N
finie dans (3.28). En procédant comme pour (3.47), ce biais s’écrit










Afin de s’assurer que a[l] (3.29) et Cη [l] (3.28) sont de bonnes approximations pour notre
algorithme d’estimation de ξ [l] (3.11) et Cη [l] (3.5), respectivement, deux solutions sont propo-
sées.
E.1 Compensation des disparités d’offsets en amont de l’al-
gorithme d’estimation
La première solution consiste à appliquer l’algorithme d’estimation sur le signal x˜[n] com-
pensé de ses disparités d’offsets. Ainsi o′p = 0, ∀p ∈ {0, . . . ,M−1} et ξ [l] et Cη [l] sont correc-
tement approximés pour N suffisamment grand. Pour se faire, deux méthodes sont proposées :
– Soit les offsets om sont estimés indépendamment sur chacune des M voies v˜m[n] (m ∈
{0, . . . ,M−1}) en sortie de l’ET-CAN dans le domaine temporel de période MTs. Puis,
les offsets estimés om sont soustrait sur chaque voie v˜m[n]. La Figure E.1 donne l’exemple
d’une structure d’estimation des offsets om basée sur la moyenne du signal en sortie de
chaque mème voie de codage.
– Soit les disparités d’offsets o′p sont directement estimé à partir du signal x˜[n] en sortie
de l’ET-CAN dans le domaine temporel de période Ts. Puis, les disparités estimées o′p
sont soustrait à x˜[n] selon le modèle (2.72) du Chapitre 2. Un moyen d’estimer les o′p
est de calculer la moyenne de x˜[n] modulé en fréquence de −p fsM comme illustré dans la
Figure E.2. La correction des disparités est issus de (2.78).
Si le critère c′(p) (C.20) est vérifié, alors le signal analogique en entrée de l’ET-CAN ne
contient pas de composantes fréquentielles en p fsM , ∀p∈ {−M+1 . . . ,M−1}. Donc, la moyenne








































































































FIGURE E.2 – Structure de compensation des disparités d’offsets o′p des M voies d’un ET-CAN.
voie. De même, si le critère c′(p) (C.20) n’est pas respectée, alors le signal analogique contient
des composantes fréquentielles en p fsM qui se mélange en sortie de l’ET-CAN avec les disparités
d’offsets. Cependant, l’origine de ces composantes n’est pas distinguable en sortie de l’ET-CAN
et il est tout à fait possible de les considérer comme uniquement des disparités d’offsets à corriger
avant d’utiliser l’algorithme d’estimation.
E.2 Correction des biais issus des disparités d’offsets dans
l’algorithme d’estimation
La deuxième solution consiste à appliquer l’algorithme d’estimation sur le signal x˜[n] conte-
nant des disparités d’offsets. Puis, de corriger les biais a9[l] (3.46) et Cη ,9[l] (E.1) issus des
disparités d’offsets dans a[l] et Cη [l], respectivement.
Pour calculer (3.46) et (E.1), il faut tout d’abord estimer les disparités d’offsets o′p. Pour se
faire, deux méthodes sont proposées :
– Soit les o′p sont calculés à partir de l’estimation des om dans la Figure E.1, selon la
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définition (2.73).
– Soit les o′p sont directement estimés à partir de la structure proposée dans la Figure E.2.
De même que pour la première solution, le critère c′(p) (C.20) peut-être vérifié ou non.
Dans les deux cas, les composantes fréquentielles de x˜[n] à p fsM peuvent être considérées comme
uniquement l’image des o′p (cf. Section 2.5), puisque après conversion par l’ET-CAN, il n’y a
plus de distinction possible de l’origine de ces composantes en sortie.
Ensuite, les biais a9[l] (3.46) et Cη ,9[l] (E.1) sont à soustraire à a[l] (3.29) et Cη [l] (3.28),
respectivement. Selon leur définition, ces biais ont besoin de M disparités d’offsets o′p avec
p ∈ {0, . . . ,M−1}. Étudions ces biais en fonction de la parité de M pour réduire le nombre d’o′p
nécessaire.
En utilisant la propriété (2.74), c.-à-d. o′M−p =
(
o′p
)∗, le biais a9[l] (3.46) s’écrit :
– Pour M paire,



























M puisque cette disparité d’offsets est réelle, de même que celle pour



















est égale au conjugué du second terme. Donc, le biais a9[l] (E.2) devient
a9[l] ≈ N











Notons que ce biais dans l’autocorrélation a[l] sur un signal réel est bien réel. Il dépend de
M
2 disparités d’offsets o
′
p avec p ∈ {0, . . . , M2 }.
– Pour M impaire,





























avec M−12 disparités d’offsets o
′
p avec p ∈ {0, . . . , M−12 }.
Pour résumer, le biais a9[l] (3.46) se simplifie selon la parité du nombre de voie en (E.4) pour M
paire et en (E.6) pour M impaire. Dans les deux cas, il ne faut plus que bM2 c disparités d’offsets
avec p ∈ {0, . . . ,bM2 c} pour le calcul de a9[l]. Il est possible d’exprimer de manière unifiée (E.4)















Les précédentes manipulations sont appliquées au biais Cη ,9[l] (E.1). Il se simplifie
– Pour M paire,
Cη ,9[l] ≈ N













– Pour M impaire,








− j 2piM l p
] (E.9)
Donc, il faut aussi bM2 c disparités d’offsets avec p ∈ {0, . . . ,bM2 c} pour le calcul du biais Cη ,9[l]
(E.1). Et de même que (E.7), Cη ,9[l] peut être unifié en






















Finalement, en combinant l’une deux structures pour estimer les disparités d’offsets o′p
dans la Figure E.1 ou la Figure E.1 ainsi que l’une des deux solutions pour réduire l’impact





Les critères de performance en SNR, en distorsion et en SFDR sont définis dans [101]. Nous
introduisons deux critères supplémentaires pour mesurer les disparités de réponses fréquentielles
(SFRMR) et d’offsets (SOMR).
SNR
Le Signal-to-Noise Ratio (SNR) est calculé comme le rapport entre la valeur Root Mean
Square (RMS) de l’amplitude du signal utile et la valeur Root Sum Square (RSS) de l’amplitude
des composantes spectrales du bruit. Nous retirons de la mesure du SNR les harmoniques, les
disparités d’offsets ainsi que les disparités de réponses fréquentielles afin de ne mesurer que
l’impact de la compensation sur le niveau de bruit de l’ET-CAN.
HD2, HD3, HD4 et HD5
Les critères HD2, HD3, HD4 et HD5 correspondent aux distorsions par rapport aux harmo-
niques 2, 3, 4 et 5 respectivement. L’HDn, avec n ∈ {2,3,4,5} correspondant à l’harmonique
ciblée, est calculé comme le rapport entre la valeur RMS de l’amplitude du signal utile et la
valeur RMS de l’amplitude de l’harmonique n.
THD
Le Total Harmonic Distortion (THD) est calculé comme le rapport entre la valeur RMS de
l’amplitude du signal utile et la valeur RSS de l’amplitude de ces harmoniques 2, 3, 4 et 5.
SFDR
Le Spurious Free Dynamic Range (SFDR) est calculé comme le rapport entre la valeur RMS
de l’amplitude du signal utile et la valeur RMS l’amplitude du signal indésirable relatif à la
composante spectrale la plus importante, quelque soit sa localisation dans le spectre.
SFRMR
Nous définissons le SFRMR comme le rapport entre la valeur RMS de l’amplitude du signal
utile et la valeur RSS de l’amplitude des disparités de réponses fréquentielles.
SOMR
Nous définissons le SOMR comme le rapport entre la valeur RMS de l’amplitude du signal
utile et la valeur RSS de l’amplitude des disparités d’offsets.
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SIMULATION DE LA MÉTHODE DE



























































Synthe`ses de simulations pour M = 5 voies entrelace´es
FIGURE G.1 – Synthèse de simulation de l’architecture de compensation direct pour M = 5 voies


























































Synthe`ses de simulations pour M = 6 voies entrelace´es
FIGURE G.2 – Synthèse de simulation de l’architecture de compensation direct pour M = 6 voies
























































Synthe`ses de simulations pour M = 7 voies entrelace´es
FIGURE G.3 – Synthèse de simulation de l’architecture de compensation direct pour M = 7 voies





























































Synthe`ses de simulations pour M = 5 voies entrelace´es
FIGURE G.4 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 5 voies




























































Synthe`ses de simulations pour M = 6 voies entrelace´es
FIGURE G.5 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 6 voies




























































Synthe`ses de simulations pour M = 7 voies entrelace´es
FIGURE G.6 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 7 voies



























































Synthe`ses de simulations pour M = 8 voies entrelace´es
FIGURE G.7 – Synthèse de simulation de l’architecture de compensation adaptative pour M = 8 voies
entrelacées et des disparités de gains, de décalages temporels et de bandes passantes.
ANNEXE H
IMPLÉMENTATION DE L’ARCHITECTURE
POUR M=4 VOIES ENTRELACÉES
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H.1 Spécifications du support matériel
La Table H.1 résume les spécifications de la cible FPGA utilisée, conformément à [91].
TABLEAU H.1 – Caractéristiques de la cible FPGA utilisée pour l’implémentation de notre méthode de
compensation des disparités de réponses fréquentielles pour M = 4 voies entrelacées.
FPGA Stratix IV E
Version
EP4SE360F35C4
Family Signature EP4SE : Stratix IV Logic/Memory
Device Density 360
Package Type F : FineLine BGA (FBGA)
Ball Array Dimension 35 = 1152 pins
Operating Temperature C : Commercial Temperature (tJ=0oC to 85oC)
Speed Grade 4 (slowest)
Chip Packages 35 mm x 35 mm
Package Pin Count 1152
ALMs 141,440
LEs 353,600
High-Speed LVDS SERDES (up to 1.6 Gbps) 88
SPI-4.2 Links 4
M9K Blocks (256 x 36 bits) 1,248
M144K Blocks (2048 x 72 bits) 48
Total Memory (MLAB+M9K+M144K) Kb 22,564
Embedded Multipliers 18 x 18 1,040
PLLs 8
User I/Os 744
H.2 Description de l’implémentation sous DSPBA
Nous avons décrit le fonctionnement haut niveau de l’architecture de compensation dans
la Section 5.2.3.1. Intéressons nous aux détails de cette implémentation pour chaque bloc
opérationnel.
H.2.1 Bloc Correction LPTV
La correction LPTV pour M = 4 voies entrelacées est décrite dans la Section 5.1. Le signal
corrigé xˆ[n] provient de la structure à temps variant de période 4 illustré dans la Figure 5.1.1. Cette
structure est réalisée par 4 filtres FIRs à temps invariant dont les réponses impulsionnelles sont
respectivement {−c0[k],−c1[k],−c2[k],−c3[k]} avec k ∈ {−K, . . . ,K}. Le choix à temps variant
entre les sorties de ces filtres est réalisé par un multiplexeur de période 4 puisque les échantillons
de x˜[n], le signal d’entrée de la correction, arrivent un par un en série. Pour implémenter cette

















































































−c2[k], k ∈ {−3, . . . ,3}




































@ fs16 = 160 MHz xˆ[n]
Correction LPTV































FIGURE H.1 – Description de l’implémentation du bloc Correction LPTV de l’architecture de compensation pour M = 4 voies entrelacées.
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16, dû au firmware d’acquisition développé. L’implémentation du bloc Correction LPTV est
présenté dans la Figure H.1. Comme illustré, le multiplexeur n’est plus nécessaire lors de
l’implémentation. Chacune des 16 voies sont filtrées par 1 seul filtre FIR à temps invariant dont
les 7 paramètres sont choisis en fonction de l’indice temporel de la voie filtrée :
– Les voies {0,4,8,12} sont corrigées par les paramètres −c0[k] avec k ∈ {−3, . . . ,3},
– Les voies {1,5,9,13} sont corrigées par les paramètres −c1[k] avec k ∈ {−3, . . . ,3},
– Les voies {2,6,10,14} sont corrigées par les paramètres −c2[k] avec k ∈ {−3, . . . ,3} et
– Les voies {3,7,11,15} sont corrigées par les paramètres −c3[k] avec k ∈ {−3, . . . ,3}.
L’implémentation de la correction sur les voies {0,4,8,12} est détaillé dans le bloc en traits
pointillés dans la Figure H.1. Les trois blocs suivants en traits continus illustrent le traitement
équivalent des 3×4 voies restantes.
Pour réaliser l’implémentation de la correction sur la voie 0, le filtre FIR à besoin des échan-
tillons {x˜[16n−3], x˜[16n−2], x˜[16n−1], x˜[16n+0], x˜[16n+1], x˜[16n+2], x˜[16n+3]} pour réali-
ser une convolution avec les paramètres {−c0[3],−c0[2],−c0[1],−c0[0],−c0[−1],−c0[−2],−c0[−3]}
respectivement. De même, la correction de la voie 4 à besoin des échantillons {x˜[16n+1], x˜[16n+
2], x˜[16n+3], x˜[16n+4], x˜[16n+5], x˜[16n+6], x˜[16n+7]}. Donc en suivant la même logique, les
filtres FIRs pour toutes les voies confondues ont besoin des échantillons {x˜[16n−3], . . . , x˜[16n+
18]}. Pour obtenir ces échantillons, deux niveaux de retards sont appliqués au signal d’entrée
parallélisé x˜[n].
Comme illustré dans le bloc en pointillé dans la Figure H.1, l’opération de convolution
associé à −c0[k] nécessite 7×4 = 28 multiplications 16×16 bits entre les échantillons x˜[n] et
les paramètres. Puis, ces 28 signaux résultants sur 32 bits sont additionnées 7 par 7 pour produire
4 sorties sur 35 bits. Ensuite, les bits des 4 sorties sont décalés de 15 bits vers la droite. Ces 15
premiers LSBs éliminés proviennent du codage des paramètres {−c0[k],−c1[k],−c2[k],−c3[k]}
représentant la partie fractionnaire. Ainsi, ces 4 signaux images des disparités estimées sont
soustraits aux entrées {x˜[16n+0], x˜[16n+4], x˜[16n+8], x˜[16n+12]} sur 16 bits. Au final, les 4
signaux corrigés {xˆ[16n+0], xˆ[16n+4], xˆ[16n+8], xˆ[16n+12]} sortent sur 16 bits.
En construisant une implémentation similaire pour les voies restantes filtrées avec leurs
paramètres respectifs, le bloc Correction LPTV totalise 7× 4× 4 = 112 multiplication 16×
16 bits, 7× 4× 4 = 112 additions, 16+ 3 registres 16 bits pour les deux niveaux de retard et
4× 4 = 16 décalages de bits. Ces derniers ne consomment pas de ressource dans le FPGA
puisque ce n’est que du routage. Les multiplications et additions devraient être réalisés dans
les DSP configurés en mode Four−MultipliersAdder et consommant au total 112 multiplier
18-bit elements. On peut supposer que 4× 4 = 16 des additions entre les disparités estimées
et les signaux d’entrée seront implémentées par l’outil soit avec de la logique combinatoire
soit avec des DSP. Cela dépendra de l’utilisation de ces derniers. Mais normalement, selon
notre évaluation dans la Section 5.2.2 il doit rester assez de DSPs disponibles avec la longueur













































FIGURE H.2 – Amplitude et phase de la réponse fréquentielle du filtre Notch éliminant les composantes
multiples de fs8 .
H.2.2 Bloc Filtre Notch
Le filtre Notch a pour objectif d’éliminer les composantes fréquentielles indésirables biaisant
le calcul des corrélations et autocorrélation. Ces composantes sont tous les multiples de la
fréquence fs8 . Pour implémenter ce filtre, nous avons utilisé uniquement des coefficients à
puissance de 2 afin qu’il soit réalisable avec des décalages de bits consommant aucune ressource
du FPGA. Seul quelques additions implémentables en logique combinatoire sont nécessaires.
Les coefficients du filtres sont issus du sur-échantillonnage par 4 du filtrage[
− 116 0 −18 0 −38 0 +38 0 +18 0 + 116
]
périodisant la réduction des fréquences multiples de fs2 aux fréquences multiples de
fs
8 . L’ampli-
tude et la phase de la réponse fréquentielle de ce filtre Notch sont données dans la Figure H.2.




comprise en −1.6 dB et
−3 dB ainsi qu’une réduction étroite des fréquences indésirables supérieure à −12 dB. De plus,
comme ces bandes passantes sont symétriques par rapport à fs16 , les composantes fréquentielles
des disparités de réponses fréquentielles ont la même atténuation en amplitude que la composante
fréquentielle utile associée. C’est notable même si l’architecture adaptative peut compenser en
théorie les différences d’atténuations des disparités associées.
L’implémentation du filtre Notch est décrite dans la Figure H.3. Comme pour l’implémen-
tation précédente des filtres FIRs de la correction LPTV, l’entrée xˆ[n] parallélisé par 16 passe
dans plusieurs niveaux de retard pour accéder aux échantillons nécessaires par le filtre Notch. Ici,
le filtrage de la voie 0 a besoin des échantillons allant de xˆ[16n−20] à xˆ[16n+20] et le dernier
filtrage de la voie 15 a besoin des échantillons allant de xˆ[16n−5] à xˆ[16n+35]. Donc, au total
il faut 4 niveaux de retards sur 16×16 bits. L’implémentation du filtrage de la voie 0 est détaillé















































































































































































@ fs16 = 160 MHz xˆN[n]
Filtre Notch
FIGURE H.3 – Description de l’implémentation du bloc Filtre Notch de l’architecture de compensation pour M = 4 voies entrelacées.
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Au total, cette implémentation consomme (3×16+4) = 52 registres 16 bits et 6×16 = 96
additions à deux entrées variables sur environ 16 bits. Les décalages de bits n’étant que du routage,
ils ne consomment rien en ressource FPGA. C’est donc normalement une implémentation légère
que doit fournir l’outil DSPBA.
H.2.3 Bloc Corrélations
Le bloc Corrélations permet de calculer les (2K+1) = 7 corrélations C1[l] (5.6) et C2[l] (5.7)
avec l ∈ {0, . . . ,6} ainsi que les (3K + 1) = 10 autocorrélations a[l] (5.8) avec l ∈ {0, . . . ,9}.
Selon notre évaluation dans la Section 5.2.2, son implémentation est celle qui consomme le plus
de DSP blocs, une ressource critique dans notre FPGA. De plus, il est important de développer
une implémentation intelligente afin d’obtenir un calcul des corrélations et autocorrélations peu
bruitées pour une longueur d’intégration suffisamment courte. Puisque plus cette dernière est
grande, plus les accumulateurs utilisés pour leur implémentation doivent avoir une résolution
élevée. La description de notre bloc Corrélations est donnée dans la Figure H.4.
Tout d’abord, l’entrée xˆN [n] passe un niveau de retard afin d’accéder jusqu’au dernier échan-
tillon xˆN [16n− 9] nécessaire au calcul de a[9] (5.8). Puis, les multiplications entres xˆN [n] et
xˆN [n− l] dans C1[l], C2[l] et a[l] sont mutualisées pour ne calculer que (3K + 1) = 10 multi-
plications, soit 160 multiplications 16× 16 bits pour xˆN [n] paralléliser par 16. Le résultat sur
16×32 bits des multiplications (scalaires deux par deux) est nommé xˆN{0,...,15}.xˆN{−l,...,15−l} avec
l ∈ {0, . . . ,9} dans la Figure H.4. Puis, pour calculer les autocorrélations a[l], chacun des 10
résultats parallélisés rentre dans un bloc Filtre PB + Dec. par 16 afin d’appliquer successivement
4 fois : une atténuation des composantes fréquentielles hautes (filtre passe-bas) suivie d’une
décimation par 2 des voies parallélisées.
Le détail d’implémentation du bloc Filtre PB + Dec. par 16 est donné dans la Figure H.5.
Ce bloc est construit en 4 traitements successifs.




appliqué à une voie sur deux
des 16 voies parallélisées,
2. Un deuxième filtre passe-bas de longueur 5 et de coefficients
[
1 4 6 4 1
]
(corres-




convolués) appliqué à une voie sur deux des 8 voies
parallélisées restantes,
3. Un troisième filtre passe-bas identique au second suivie d’une décimation par 2,
4. Et enfin, un dernier filtre passe-bas identique au second appliqué à une seule des deux
voies restantes.
Les coefficients de ces filtres sont choisis parce qu’ils peuvent être implémenté uniquement par
des combinaisons de décalages de bits comme montré dans la Figure H.5. Au final, les 16 voies
parallélisées sont additionnées ensembles tout en étant filtrées des composantes fréquentielles
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z−1































































































































































































































































































































































































































a[l], l ∈ {0, . . . ,9}








































FIGURE H.4 – Description de l’implémentation du bloc Corrélations de l’architecture de compensation
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44 bits 46 bits




+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2
Filtre PB + Dec. par 16
16×32 bits
FIGURE H.5 – Description de l’implémentation du bloc Filtre PB + Dec. par 16 sur données réelles utilisés dans le bloc Corrélations de l’architecture de
























FIGURE H.6 – Description de l’implémentation du bloc ∑ + Latch utilisés dans le bloc Corrélations de
l’architecture de compensation pour M = 4 voies entrelacées.
hautes au fur et à mesure des décimations par 2. Il reste donc une seule voie sur 46 bits à intégrer
pour chacun des 10 a[l] (l ∈ {0, . . . ,9}) dans la Figure H.4. Nous reviendrons sur cette intégration
par la suite.
Passons aux calculs des 7 corrélation C2[l] (5.7) avec l{0, . . . ,6} qui diffèrent de celui des
a[l] (5.8) par une rotation dans le plan complexe (−1)n à temps variant. Il suffit de reprendre
les 7 premiers résultats 16×32 bits des multiplications scalaires xˆN{0,...,15}.xˆN{−l,...,15−l} en rouge
dans la Figure H.4 puis, appliquer sur chacune des 16 voies parallélisées la bonne pondération r2.
Ensuite, comme pour a[l], les 16 signaux d’une corrélation C2[l] sont fusionnés par le bloc Filtre
PB + Dec. par 16 en 1 seul signal à intégrer. De même pour les 7 corrélation C1[l] (5.6) avec
l{0, . . . ,6}, leurs calculs diffèrent de celui des a[l] (5.8) par une rotation dans le plan complexe
jn à temps variant. Donc, on applique à chacune des 16 voies parallélisées des 7 premiers signaux
xˆN{0,...,15}.xˆN{−l,...,15−l} la pondération r1. Notons que le terme à temps variant j
n est complexe et
que r1 est réel. En réalité, seulement la partie réelle ou imaginaire non nulle est prise en compte
lors de la pondération. Puis, la nature réelle ou imaginaire des signaux est ajoutée dans le premier
étage de filtrage et décimation par 2 du bloc Filtre PB + Dec. par 16 (spécial données complexes)
décrit dans la Figure H.7.
Au final, tous les signaux sur 46 bits sont intégrés sur une longueur N (commune) par les
blocs ∑ + Latch pour obtenir a[l], C1[l] et C2[l]. L’implémentation de ce bloc est décrite dans la
Figure H.6, en sachant qu’il faut la doubler pour traiter la partie réelle et la partie imaginaire de
C1[l]. L’intégration est commandée par le signal de commande start_acc issue de la propagation
du signal de commande start_corr retardé à travers les blocs Correction LPTV et Filtre Notch
de leur délais opérationnels, ainsi que le signal stop_acc image de start_acc retardé de 2047
coups d’horloge à 160 MHz. L’intégration est réalisée par un accumulateur construit avec un
multiplexeur, un retard z−1 et un additionneur sur 57 bits. Il se remet à zéro sur un niveau de
haut de start_acc signifiant le début de l’intégration. Puis, 2047 coups d’horloge après, un latch
sur le niveau haut de stop_acc maintient la valeur de l’accumulateur et la délivre en sortie. Les
valeurs calculées de a[l], C1[l] et C2[l] sont synchrones avec un niveau haut sur le signal de
validité done_corr et elles sont maintenues jusqu’au prochain niveau haut de stop_acc, c.-à-d. au
prochain cycle d’itération. La longueur d’intégration est choisie comme étant la puissance de 2
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+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2
Filtre Passe-Bas h2 =
[
1 4 6 4 1
]
+ Décimation par 2





























FIGURE H.7 – Description de l’implémentation du bloc Filtre PB + Dec. par 16 sur données complexes utilisés dans le bloc Corrélations de l’architecture de































2 bits 1 bit







Blocs de l’IP d’Altera
select_data
FIGURE H.8 – Description de l’implémentation du bloc Résolutions Matricielles de l’architecture de
compensation pour M = 4 voies entrelacées.
cadencée à 80 MHz.
H.2.4 Bloc Résolutions Matricielles
Le bloc Résolutions Matricielles doit résoudre les deux systèmes matriciels (5.13) :
D′1 = A−11 C1
D′2 = A−12 C2
pour obtenir les solutions D′1 et D′2 constituées des d′1[k] et d
′
2[k] respectivement, les disparités de
réponses fréquentielles avec k ∈ {−3, . . . ,+3}. Or, l’implémentation d’une résolution matricielle
est un travail complexe. Pour simplifier notre tâche, Altera propose une IP basée sur une
décomposition QR en virgule flottante suivi d’un algorithme de remonté (backward substitution)
dont les blocs sont représentés en rouge dans la Figure H.8. Un avantage de cette IP est qu’elle est
décrite et optimisée avec l’outil DSPBA. Ce qui permet de l’intégrer à notre design en adaptant
la gestion de ses entrées/sorties avec deux blocs Adaptateur Input et Adaptateur Output. De
plus, cette IP peut être configurée pour résoudre deux systèmes matriciels en série. Cela évite le
doublement des ressources consommées par une implémentation pour chaque résolution.
Au début de chaque cycle d’itération, un niveau haut d’une période d’horloge à 80 MHz
apparaît sur le signal de commande start_res. Celui-ci rentre dans le bloc Source DSPB pour
démarrer l’IP de résolution matricielle. Puis, en interne de ce bloc, un compteur est incrémenté au
fur et à mesure que le bloc QR decomposition traite les données en série de vecteurs et matrices
des deux systèmes matriciels (5.13). Dans notre cas, c.-à-d. pour une longueur de 7 des filtres
FIRs de la correction LPTV, le compteur est incrémenté de 0 à 15 représentant successivement :
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– Pour les valeurs {0, . . . ,6}, chaque colonne de gauche à droite de la matrice A2 qui s’écrit
A2 =
2a[3] 2a[2] 2a[1] 2a[0] 2a[1] 2a[2] 2a[3]
a[4]−a[2] a[3]−a[1] a[2]−a[0] 0 a[0]−a[2] a[1]−a[3] a[2]−a[4]
a[5]+a[1] a[4]+a[0] a[3]+a[1] 2a[2] a[1]+a[3] a[0]+a[4] a[1]+a[5]
a[6]−a[0] a[5]−a[1] a[4]−a[2] 0 a[2]−a[4] a[1]−a[5] a[0]−a[6]
a[7]+a[1] a[6]+a[2] a[5]+a[3] 2a[4] a[3]+a[5] a[2]+a[6] a[1]+a[7]
a[8]−a[2] a[7]−a[3] a[6]−a[4] 0 a[4]−a[6] a[3]−a[7] a[2]−a[8]
a[9]+a[3] a[8]+a[4] a[7]+a[5] 2a[6] a[5]+a[7] a[4]+a[8] a[3]+a[9]

(H.1)
– Pour la valeur 7, le vecteur de corrélations C2 qui s’écrit
C2 =
[
C2[0] C2[1] C2[2] C2[3] C2[4] C2[5] C2[6]
]T
(H.2)
– Pour les valeurs {8, . . . ,14}, chaque colonne de gauche à droite de la matrice A1 qui s’écrit
A1 =
2a[3] 2a[2] 2a[1] 2a[0] 2a[1] 2a[2] 2a[3]
a[4]− ja[2] a[3]− ja[1] a[2]− ja[0] a[1]− ja[1] a[0]− ja[2] a[1]− ja[3] a[2]− ja[4]
a[5]−a[1] a[4]−a[0] a[3]−a[1] 0 a[1]−a[3] a[0]−a[4] a[1]−a[5]
a[6]+ ja[0] a[5]+ ja[1] a[4]+ ja[2] a[3]+ ja[3] a[2]+ ja[4] a[1]+ ja[5] a[0]+ ja[6]
a[7]+a[1] a[6]+a[2] a[5]+a[3] 2a[4] a[3]+a[5] a[2]+a[6] a[1]+a[7]
a[8]− ja[2] a[7]− ja[3] a[6]− ja[4] a[5]− ja[5] a[4]− ja[6] a[3]− ja[7] a[2]− ja[8]
a[9]−a[3] a[8]−a[4] a[7]−a[5] 0 a[5]−a[7] a[4]−a[8] a[3]−a[9]

(H.3)
– Pour la valeur 15, le vecteur de corrélations C1 qui s’écrit
C1 =
[
C1[0] C1[1] C1[2] C1[3] C1[4] C1[5] C1[6]
]T
(H.4)
Donc, par exemple pour la valeur 3, le QR decomposition doit recevoir un bus de largeur 7 en
single contenant [
2a[0] 0 2a[2] 0 2a[4] 0 2a[6]
]T
(H.5)
Pour réaliser un envoi correct des données au bloc QR decomposition, nous avons développé
le bloc Adaptateur Input qui prend en entrée l’information venant du compteur de Source
DSPB nommé select_data et qui ressort les data désirés (Figure H.8). L’implémentation du
bloc Adaptateur Input est donné dans la Figure H.9. Le bloc Adaptateur Input récupère les
14 corrélations C1[l] et C2[l] ainsi que les 10 autocorrélations a[l] calculées pendant le cycle
d’itération précédent. Puis, il remet en forme à partir des valeurs des 10 a[l] codées sur 57 bits,
chacune des colonnes des matrices A2 (H.1) et A1 (H.3) dans le bloc Matrices vers Colonnes
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@80 MHz = fs32
a[l], l ∈ {0, . . . ,9}
C1[l], l ∈ {0, . . . ,6}















































































FIGURE H.9 – Description de l’implémentation du bloc Adaptateur Input utilisé dans le bloc Résolutions
Matricielles de l’architecture de compensation pour M = 4 voies entrelacées.
A2 =
2a[3] 2a[2] 2a[1] 2a[0] 2a[1] 2a[2] 2a[3]
a[4]−a[2] a[3]−a[1] a[2]−a[0] 0 a[0]−a[2] a[1]−a[3] a[2]−a[4]
a[5]+a[1] a[4]+a[0] a[3]+a[1] 2a[2] a[1]+a[3] a[0]+a[4] a[1]+a[5]
a[6]−a[0] a[5]−a[1] a[4]−a[2] 0 a[2]−a[4] a[1]−a[5] a[0]−a[6]
a[7]+a[1] a[6]+a[2] a[5]+a[3] 2a[4] a[3]+a[5] a[2]+a[6] a[1]+a[7]
a[8]−a[2] a[7]−a[3] a[6]−a[4] 0 a[4]−a[6] a[3]−a[7] a[2]−a[8]
a[9]+a[3] a[8]+a[4] a[7]+a[5] 2a[6] a[5]+a[7] a[4]+a[8] a[3]+a[9]

A2 =
0 2a[2] 2a[1] 2a[0] 2a[1] 2a[2] 0
0 a[3]−a[1] a[2]−a[0] 0 a[0]−a[2] a[1]−a[3] 0
0 a[4]+a[0] a[3]+a[1] 2a[2] a[1]+a[3] a[0]+a[4] 0
0 a[5]−a[1] a[4]−a[2] 0 a[2]−a[4] a[1]−a[5] 0
0 a[6]+a[2] a[5]+a[3] 2a[4] a[3]+a[5] a[2]+a[6] 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

A2 =
0 0 2a[1] 2a[0] 2a[1] 0 0
0 0 a[2]−a[0] 0 a[0]−a[2] 0 0
0 0 a[3]+a[1] 2a[2] a[1]+a[3] 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

A2 =
0 0 0 2a[0] 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0








C2[0] C2[1] C2[2] C2[3] C2[4] 0 0
]T C2 = [C2[0] C2[1] C2[2] 0 0 0 0]T
C2=
[
C2[0] 0 0 0 0 0 0
]T
Pour une longueur de 7
Pour une longueur de 5 Pour une longueur de 3
Pour une longueur de 1
FIGURE H.10 – Illustration pour la matrice A2 et le vecteur C2 du passage d’une longueur 7 aux longueurs
5, 3 et 1 des filtres de la correction LPTV. Ces expressions sont utilisées dans les blocs Adapt. Nb. Coeff.





































































































































































































































































































































































































FIGURE H.11 – Description de l’implémentation du bloc Matrices vers Colonnes utilisé dans le bloc Adaptateur Input de l’architecture de compensation pour
M = 4 voies entrelacées.
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décrit dans la Figure H.11. Ce bloc de mise en forme est développé de façon simple pour fournir
en temps réel chaque colonne des matrices A2 et A1 en appliquant des additions entre les 10
autocorrélation a[l], des décalages de bits et des routages entre parties réelles et imaginaires
(pour A1). Les 14 colonnes ressortent en même temps puis leurs bits sont pondérés par 1 ou 0
dans les blocs Adapt. Nb. Coeff. en fonction de la valeur du signal de commande select_nb_coeff
sur 2 bits. En effet, les vecteurs et matrices A2, C2, A1 et C1 sont décrits respectivement dans
(H.1), (H.2), (H.3) et (H.4) pour la longueur 7 des filtres FIRs de la correction LPTV. Mais, on
peut facilement dériver de ces derniers leurs équivalents pour les longueurs inférieures 5, 3 et
1. Il suffit de remplacer par des zéros les éléments non présents pour ces longueurs inférieurs
comme illustré dans la Figure H.10.
Enfin, comme illustré dans la Figure H.9, tous les vecteurs 7×58 bits sortant des deux blocs
Adapt. Nb. Coeff. sont convertis en virgule flottante (single) pour être traités par l’IP de résolution
matricielle. Comme, les vecteurs issues de A1 et C1 sont complexes, l’IP est configuré pour
recevoir des complexes. Alors, la nature des vecteurs issues de A2 et C2 est transformée en
complexe en ajoutant une partie imaginaire nulle. Ceci n’a aucune incidence sur la résolution
de leur système matriciel associé. Finalement, les 16 vecteurs (correspondant aux matrices et
aux seconds membres) sont sélectionnés par un multiplexeur au rythme du signal de commande
select_data. Ce dernier provient du compteur du bloc Sources DSPB contrôlant la distribution
des data dans les blocs restant de l’IP (Figure H.9).
Dernière étape de la résolution matricielle : la récupération des solutions D′1 et D′2. Ce
traitement est réalisé par le bloc Adaptateur Output décrit dans la Figure H.12. Ce bloc vient
récupérer les data complexes codés en single du bloc Backward Substitution ainsi qu’un signal
de validité valid sur 1 bit. Les data arrivent deux par deux et toujours synchrones avec deux
niveaux hauts de valid, soit une durée de 2 périodes par rapport à l’horloge à 80 MHz. Ainsi,
il suffit de détecter le premier niveau haut de valid pour acquérir les solutions D′2. Son signal
de validité associé est nommé valid_d′2[k]. Puis, il faut détecter le second niveau haut sur valid
produisant valid_d′1[k] pour acquérir les solutions D
′
1. Le signal valid retourne au niveau bas entre
deux solutions. Le signal data est converti de single en virgule fixe sur 14 bits avec une partie
fractionnaire d’une précision 2−15. Il n’est donc pas codé de partie entière et l’échelle choisie est
[−2−2, . . . ,0, . . . ,2−2−2−15]. Puis, pour simplifier les manipulations avec l’outil DSPBA, ces
data sont exprimés uniquement en partie entière par un décalage de 15 bits vers la gauche. Voilà
pourquoi on retrouve l’opération inverse dans les filtres FIRs du bloc Correction LPTV. Afin, de
ramener à la bonne échelle les disparités de réponses fréquentielles estimées. Enfin, ces data
sur 14 bits, nommés dat_fix_C, représentent les solutions complexes d′1[k] pour k ∈ {−3, . . . ,3}.
La partie imaginaire est éliminée pour obtenir dat_fix_R représentant les solutions réelles d′2[k].
Deux compteurs sont incrémentés sur les fronts montants de valid_d′2[k] et valid_d
′
1[k] afin de
diriger les solutions de dat_fix_C et dat_fix_R sur les bus en sortie. La valeurs des solutions est
maintenue en sortie par des latchs (multiplexeurs et regitres). Le signal de validité done_res sort
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FIGURE H.12 – Description de l’implémentation du bloc Adaptateur Output utilisé dans le bloc Résolutions Matricielles de l’architecture de compensation pour


























Gestion de la saturation (Sat.)
combiner
xx¯x¯x¯ . . . x¯
FIGURE H.13 – Description de l’implémentation du bloc Sat. utilisé dans le bloc Intégration de l’architec-
ture de compensation pour M = 4 voies entrelacées.
H.2.5 Bloc Intégration
Le dernier traitement à implémenter est la gestion de la boucle d’asservissement des para-
mètres de la correction LPTV. C’est le rôle du bloc Intégration. Il va ajouter les solutions d′1[k]
et d′2[k] issues des résolutions matricielles du cycle d’itération en cours à l’accumulation des
précédentes solutions. Cette accumulation est ensuite pondérées par un gain de boucle et mise en
forme pour en déduire les paramètres de la correction LPTV du cycle d’itération suivant.
Pour se faire, le bloc Intégration prend en entrée les solutions d′1[k] et d
′
2[k] ainsi que le
signal de validité done_res. L’implémentation du bloc est réalisée en temps réel par rapport à
l’horloge à 80 MHz et elle est décrite dans la Figure H.14. Un premier étage de multiplexeur
vient propager ces solutions sur le niveau haut de la sortie de l’opérateur ET entre done_res et le
signal en_in (contrôlable par l’utilisateur). Ainsi, les sorties de ces multiplexeurs sont égales aux
solutions pendant une seule période, puis elles repassent à zéro.
Ensuite, un deuxième étage vient ajouter la sortie des multiplexeurs précédents à l’accumula-
tion des solutions calculées pendant les cycles d’itération passés. Les accumulateurs sont réalisés
avec des multiplexeurs, des blocs Sat. et des retards z−1 pour garder l’information. Ces blocs
Sat., décrit dans la Figure H.13, produisent une addition sur 30 bits tout en gérant la saturation.
C’est à dire, si la sortie de l’addition dépasse la résolution de 30 bits signés retombant sur une
valeur de signe opposé à l’accumulation précédente, alors la sortie est limitée à la plus grande
valeur exprimable du signe précédent. Cette sécurité permet d’éviter les discontinuités lors de
la convergence des paramètres estimés de la correction LPTV. Notons que ces accumulateurs
peuvent être remis à zéro en appliquant un niveau haut sur le signal reset_int commandé par
l’utilisateur.
Puis, la sortie des accumulateurs est pondérée par un gain de boucle variable par saut de
puissance de 2. L’implémentation de ce gain est réalisée par un décalage de bits vers la droite
commandé par le signal gain_int défini par l’utilisateur.
Enfin, les trois vecteurs résultant 7×14 bits, représentant d′2[k] et la partie réelle et imaginaire
de d′1[k], sont combinés selon (5.4) pour obtenir la nouvelle estimation des paramètres de la






















































c0[k], k ∈ {−3, . . . ,3}
c1[k], k ∈ {−3, . . . ,3}
c2[k], k ∈ {−3, . . . ,3}












































@ fs32 = 80 MHz
@ fs32 = 80 MHz
FIGURE H.14 – Description de l’implémentation du bloc Intégration de l’architecture de compensation pour M = 4 voies entrelacées.
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en tenant compte du décalage 2−15 (représentant la partie fractionnaire dans bloc Adaptateur
Output du bloc Résolutions Matricielles), les paramètres ont une échelle [−1, . . . ,0, . . . ,1−215]
avec une précision de 2−15. Ces derniers sont évalués acceptables compte tenu des simulations
réalisées avec des signaux d’entrées de test.
H.2.6 Résumé des opérateurs implémentés
Un résumé des opérateurs utilisés dans l’implémentation de chaque bloc de l’architecture de
compensation est donné dans la Table 5.1. On y retrouve :
– Les multiplieurs 16×16 bits qui utilise normalement les DSP blocs du FPGA.
– Les additionneurs 2 entrées (toutes résolutions confondues) dont ceux des filtres FIRs de
la correction LPTV sont en théorie inclus dans les DSP blocs et les autres implémentés en
logique combinatoire (Combinational ALUTs et Memory ALUTs).
– Les retards z−1 qui consomment normalement des registres (Dedicated Logic Register),
ou pour les retards plus important des blocs mémoires (Block Memory Bits). Les retards
supérieurs à une période sont ramenés à des retards z−1 dans la Table 5.1.
– Les décalages de bits (,) réalisant des gains fixes. Ils économisent des ressources
FPGA puisqu’ils ne sont que du routage.
– Et enfin, les multiplexeurs 2 entrées avec différentes résolutions (14, 16, 30 et 57 bits) qui
consomment de la logique combinatoire et des registres.
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Titre : Étude et Conception d’Algorithmes de Correction d’Erreurs dans des Structures de
Conversion Analogique-Numérique Entrelacées pour Applications Radar et Guerre Électronique
Résumé : L’ évolution des systèmes radar et de guerre électronique tend à concevoir des
récepteurs numériques possédant des bandes instantanées de plus en plus larges. Cette contrainte
se reporte sur les Convertisseurs Analogique-Numérique (CAN) qui doivent fournir une fréquence
d’échantillonnage de plus en plus élevée tout en conservant une puissance dissipée réduite. Une
solution pour répondre à cette demande est le CAN à Temps Entrelacés (ET-CAN) qui parallélise
M CANs pour augmenter la fréquence d’échantillonnage d’un facteur M tout en restant dans
un rapport proportionné avec la puissance dissipée. Cependant, les performances dynamiques
des ET-CANs sont réduites par des défauts d’entrelacements liés à des différences de processus
de fabrication, de leur tension d’alimentation et des variations de température. Ces défauts
peuvent être modélisés comme issus des disparités d’offsets, de gains ou décalages temporels et
globalement comme issus des disparités de réponses fréquentielles. Ce sont sur ces dernières
disparités, moins traitées dans la littérature, que portent nos travaux. L’objectif est d’étudier
ces disparités pour en déduire un modèle et une méthode d’estimation puis, de proposer des
méthodes de compensation numérique qui peuvent être implémentées sur une cible FPGA.
Pour cela, nous proposons un modèle général des disparités de réponses fréquentielles des
ET-CANs pour un nombre de voies M quelconques. Celui-ci mélange une description continue
des disparités et une description discrète de l’entrelacement, résultant sur une expression des
défauts des ET-CANs comme un filtrage à temps variant périodique (LPTV) du signal analogique
échantillonné uniformément. Puis, nous proposons une méthode d’estimation des disparités
des ET-CANs basée sur les propriétés de corrélation du signal en sortie du modèle, pour M
voies quelconques. Ensuite, nous définissions une architecture de compensation des disparités
de réponses fréquentielles des ET-CANs et nous étudions ses performances en fonction de ses
configurations et du signal en entrée. Nous décrivons une implémentation de cette architecture
pour M=4 voies entrelacées sur cible FPGA et nous étudions les ressources consommées afin de
proposer des pistes d’optimisation. Enfin, nous proposons une seconde méthode de compensation
spécifique au cas M=2 voies entrelacées, dérivée de la première mais travaillant sur le signal
analytique en sortie d’un ET-CAN et nous la comparons à une méthode similaire de l’état de
l’art.
Mots clés : Électronique numérique, Traitement du Signal, Convertisseur Analogique-
Numérique à Temps Entrelacée, ET-CAN, Disparités, Modélisation, Estimation, Compensation,
Filtrage à temps variant périodique, LPTV, Implémentation, Architecture, FPGA.
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Title : Study and Design of Mismatch Correction Algorithms in Time-Interleaved Analog to
Digital Converters for Radar and Electronic Warfare Applications
Abstract : The evolution of radar and electronic warfare systems tends to develop digital
receivers with wider bandwidths. This constraint reaches the Analog to Digital Converters
(ADC) which must provide a sample rate higher and higher while maintaining a reduced
power dissipation. A solution to meet this demand is the Time-Interleaved ADC (TIADC)
which parallelizes M ADCs, increasing the sampling frequency of an M factor while still in
a proportionate relation to the power loss. However, the dynamic performance of TIADCs
are reduced by errors related to the mismatches between the sampling channels, due to the
manufacturing processes, the supply voltage and the temperature variations. These errors can
be modeled as the result of offset, gain and clock-skew mismatches and globally as from the
frequency response mismatches. It is these last mismatches, unless addressed in the literature
that carry our work. The objective is to study these errors to derive a model and an estimation
method then, to propose digital compensation methods that can be implemented on a FPGA
target.
First, we propose a general TIADC model using frequency response mismatches for any M
channel number. Our model merge a continuous-time description of mismatches and a discrete-
time one of the interleaving process, resulting in an expression of the TIADC errors as a linear
periodic time-varying (LPTV) system applied to the uniformly sampled analog signal. Then,
we propose a method to estimate TIADC errors based on the correlation properties of the
output signal for any M channel. Next, we define a frequency response mismatch compensation
architecture for TIADC errors and we study its performance related to its configuration and the
input signal. We describe an FPGA implementation of this architecture for M=4 interleaved
channels and we study the resources consumption to propose optimisations. Finally, we propose
a second compensation method, specific to M=2 interleaved channels and derived from the first
one, but working on the analytical signal from the TIADC output and we compare it to a similar
state-of-the-art method.
Keywords : Digital Electronics, Signal Processing, Time-Interleaved Analog-to-Digital
Converter, TIADC, Mismatches, Modelisation, Estimation, Compensation, Linear Periodic
Time-Varying System, LPTV, Hardware Architecture, FPGA.
