Mining GPS logs to augment location models by Saraee, MH & Yamaner, S
Mining GPS logs to augment location 
models
Saraee, M and Yamaner, S
Title Mining GPS logs to augment location models
Authors Saraee, M and Yamaner, S
Type Conference or Workshop Item
URL This version is available at: http://usir.salford.ac.uk/18849/
Published Date 2005
USIR is a digital collection of the research output of the University of Salford. Where copyright 
permits, full text material held in the repository is made freely available online and can be read, 
downloaded and copied for non­commercial private study or research purposes. Please check the 
manuscript for any further copyright restrictions.
For more information, including our policy and submission procedure, please
contact the Repository Team at: usir@salford.ac.uk.
Mining GPS logs to augment location models 
M. Saraee & S. Yamaner 
University of Salford, UK 
Abstract 
The availability of mobile computing and satellite technologies make it possible 
to develop applications that are aware of user location. However, as the amount 
of collected data grows quickly, coming up with techniques that ease 
interpretation of such data is essential. In this paper, we employ a data mining 
approach to infer regularly visited locations and the routes between them from 
GPS (Global Positioning System) logs captured in an incremental fashion by a 
PDA. In our implementation, outdoor locations can be detected as well indoor 
locations visited by the users. Once the list of locations is determined, this list is 
clustered to group locations in close proximity. After clustering and reduction, 
the original database is scanned for transitions between location groups to find 
the routes. If there are similar routes between origin and destination then these 
will be merged, and finally a list of different routes between two locations will 
be obtained. This technique could be used as part of a monitoring system for 
vehicles that are aware of their location and security as well as using logs from 
different users to create a dynamic map of the regions where digital maps are not 
available or not feasible. 
Keywords: PDA, GPS, data mining, time series, clustering, route determination. 
1 Introduction 
Data mining is understood by us as a particular implementation, which is 
normally implied to retrieve a certain kind of information from a considerably 
large scale of data. Parallel to accelerated advancements in computing and 
telecommunication industries, mobile computing technologies have improved 
and became highly available to a wider group of users ranging from students to 
government departments. Today, it is not very difficult to obtain a mobile 
computing device that has support for various sensors such as Global Positioning 
System (GPS) and Internet connection. 
© 2005 WIT Press WIT Transactions on Information and Communication Technologies, Vol 35,
 www.witpress.com, ISSN 1743-3517 (on-line) 
Data Mining VI  445
     Due to the public availability of GPS systems and also powerful mobile 
computing devices, location based computing has become one of the most 
attractive research topics in Computer Science and Telecommunications. There 
have been several context-aware tourism information systems such as 
Cyberguide (Abowd et al. [1]) from Georgia Institute of Technology, and 
GUIDE (Cheverst et al. [2]) project from Lancaster University. In addition, 
many commercial products exist that aim at providing journey planning and 
routing information to mobile phones and Personal Digital Assistants (PDAs). 
     The easier it gets to collect location data, the harder it gets to make sense of it. 
In addition to massive amounts of information, the GPS system also introduces 
some errors, and it is essential to develop techniques that can handle such 
information in ways that return the most meaningful results possible. 
     The aim of this paper is to introduce the approach taken to collect GPS data 
from mobile units, then process the logs to determine locations relevant to the 
user of the system, and visualise the routes taken between those locations. The 
following section provides background to relevant research. After the 
background section, discussion of the design of the system is presented, followed 
by an outline of implementation issues. In the conclusion section, the current 
state of the system is discussed and future works are outlined. 
2 Background 
Global Positioning System (GPS) is the name of a system that is able to show the 
position of special receivers on Earth at any time, anywhere. GPS satellites orbit 
11,000 nautical miles above Earth (French [3]). They are monitored continuously 
at ground stations located around the world. The satellites transmit signals that 
can be detected by anyone with a GPS receiver. GPS receivers detect, decode 
and process GPS satellite signals. The principle behind GPS is the measurement 
of distance (or “range”) between the satellites and the receiver. The satellites tell 
exactly where they are in their orbits. When the GPS unit receives signals from 
at least three satellites, the location of the GPS unit can be visualised as the 
intersection point of three circles that have radius equal to distance between the 
unit and each of the satellites. The GPS receiver processes the satellite range 
measurements and produces its position. Simply, the GPS system consists of 
satellites whose paths are monitored by ground stations. Each satellite generates 
radio signals that allow a receiver to estimate the satellite location and distance 
between the satellite and the receiver. The receiver uses the measurements to 
calculate where on or above Earth the user is located. 
     Several research projects have used GPS logs to learn routes, favourite 
locations, possible destinations and various travel behaviours of individuals. In 
their research project, Ashbrook and Starner [4] have collected GPS logs for 
users during a four-month period. The data collected has then been clustered by 
using a variant of the K-Means algorithm, to group locations close to each other, 
and then create a user model from clustered data to be able to predict the 
destination of a user, given the user’s current and previous location. 
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     Wolf et al. [5] have used GPS loggers in hundreds of cars in three Swedish 
Cities and observed these vehicles for up to two years. For this study, speed and 
location data have been uploaded to servers at regular intervals for later analysis. 
By analysing the data, they have extracted trip purposes as well as traveller 
behaviour patterns of those included in the study.  
     In a different research effort, Marmasse and Schmandt [6] have developed a 
computing environment that links personal information to locations in people’s 
lives. The system learns about the location a user visits frequently by monitoring 
signal loss for a period of time, and once locations are determined, makes it 
possible for the user to associate “to do” notes with those locations. In addition, 
they have also provided a route-learning component that can infer the routes 
between popular places. 
     Patterson et al. [7] also used GPS logs to infer transportation models of users. 
Their technique can learn the transportation model of the user as well as the most 
likely route in an unsupervised manner. 
3 System overview 
The system described in this paper consists of a server component exposed as a 
web service, and a client component that runs on an iPAQ PDA with GPS 
support. The equipment involved in the system design is as follows: 
• HP iPAQ 5450 PDA with wireless network and Bluetooth support 
• Fortuna Xtrack Compact Flash and Bluetooth GPS units 
• A desktop server connected to the Internet acting as a server 
Software environment used: 
• Windows XP Professional on desktop and Pocket PC 2003 on PDA 
• Microsoft SQL server on desktop and SQL server CE on PDA 
• Microsoft Visual Studio 2003 as development environment and C# as 
programming language 
     The client application uses a SQL Server CE database to store user’s GPS log. 
When an Internet connection is available, the user can send the GPS log to the 
server and restart capturing data. The data is collected in an incremental fashion 
and can be sent to the server at any time the user feels convenient. 
     Initially the data collection strategy was similar to Ashbrook and Starner’s [4, 
8] work; if the user is moving faster than a speed threshold (>1.5 Km/h) the 
system would start logging GPS output until user stops or reception is lost. In the 
later stages of development we adopted a different approach, and GPS output 
was logged regardless of the speed. The reason behind this change is explained 
in detail in the implementation section. 
     From the user’s point of view, once they send the log to the server, it is also 
possible for them to request a location model from the server as well as map of 
their current location or a map showing the favourite locations without labels. 
The first time a user downloads the location model, it is possible to see the 
locations on the map and then the user can label the locations in his/her location 
model. The next time the model is downloaded, it is not necessarily to label them 
again. 
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     In addition to determining locations, the system can also determine the unique 
routes taken between any two locations in the user’s location model. We have 
defined a route as a transition between two known locations that start and end 
within a time frame. The routes are handled as one way, therefore route A?B is 
not treated as route B?A even though they might be the same. 
4 System implementation 
4.1 Clustering algorithm 
In order to represent locations appropriately, clustering the data into location 
groups plays an important role. In our application, we have used clustering for 
two main reasons. The first functionality of clustering used is for grouping the 
locations in close proximity together that are within a time window.  Therefore 
clustering is the central part of determining outdoor locations. Details of this 
approach are discussed in the following section. Secondly, clustering is used 
after determining indoor and outdoor locations. This time clustering is used to 
group locations that are close to each other together. This way our location list 
can be revised and only unique locations will be included in the final list. This is 
essential because in many cases the GPS system will introduce errors and report 
the same location as different coordinates. In addition, the “locations” as we call 
them are not simply precise points but rather buildings or fields that are 
somewhat relevant to our lives. 
     In order to represent locations consistently, a variation of the distance based 
clustering algorithm K-Means has been implemented in a similar way to 
Ashbrook and Starner’s [4, 8] implementation. We take the first location that is 
not clustered in the data set and then take every point that is within a fixed 
distance from that point. Once they are grouped, the mean of this group is taken 
in terms of latitude and longitude. Then all points that are within the specified 
distance are selected, and the mean is calculated one more time. This loop 
continues until the mean stops moving. Once the mean stops changing, we add 
this mean to our clusters list and then select the next point from the original set 
of points that is not yet a member of a cluster. 
4.2 Determining places 
In order to determine the locations that are relevant to users from the GPS log, 
we have implemented two different approaches. We have followed a similar 
approach to Ashbrook and Starner’s [4, 8] work to determine indoor locations. In 
addition, we have also implemented a moving time window based algorithm for 
determining outdoor locations where GPS signal is not lost and captured 
continuously. 
     For time gap based implementation, the logic is as follows: If a location is 
significant, the user should have spent some time at that location in the past in a 
repeated fashion. It is a well-known fact that the GPS system does not usually 
work indoors. Therefore, when a user enters a building, stays for a while then 
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leaves, there will be a time gap between the point where signal is lost and the 
point where the signal is regained after leaving the building. This idea forms the 
basis of the algorithm used in various research projects [4, 6, 8].  
     In order to implement this principle, we have analysed the entries in the 
database and looked for time gaps between two consecutive readings. If there is a 
time gap greater than a predefined time threshold, then it means either the user 
has entered a building and then stayed there for a particular period of time, or the 
GPS signal was lost. Looking at the frequency of determined places, locations 
that occur less frequently are eliminated from the locations list as it might hint 
GPS signal losses. Considering that it is quite unlikely to have GPS signal 
problems in the same place many times, this seems to be a safe assumption. As a 
result, if there are frequently visited locations where the time gap is greater than 
a predefined threshold, those spots are considered as candidate locations and 
remain in the list. 
     Coupled with the data collection strategy outlined earlier, this approach is 
ideal for determining indoor locations (looking for signal loss). On the other 
hand, it is not quite appropriate for determining outdoor locations. Even though 
data to be logged is filtered by minimum speed, the nature of GPS makes this 
approach less practical. It should be expected that a stationary GPS unit will in 
many cases report the device is moving, and therefore data logging will continue, 
and in the end such locations will not be visible to the algorithm outlined above. 
As shown below in Figure 1, even though the GPS unit is stationary, the output 
shows the device moving up to thirty meters away from the real position. 
 
 
Figure 1: GPS errors when the unit is stationary for 2 hours. 
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     Therefore, after analysing the data with the initial algorithm, we have 
implemented a different algorithm that is based upon a moving time windows 
concept. As long as there is satellite reception, even if the user stands still, the 
GPS unit will report motion from time to time. Taking a constant time window, 
analysing and clustering all the readings within the window as described before, 
we can expect so see more than one cluster even if the user did not move for the 
duration of time window. Even though there may be errors in GPS output, in 
many cases GPS readings will concentrate around the real position. Therefore, if 
the user remained in the same location we should see at least one or more 
clusters in the current window and the cluster with most elements should include 
the majority of the points in the window. 
     We implement this idea by taking a time window of fifteen minutes and then 
move through the database and calculate clusters for every time window. The 
distance used to calculate the clusters is fifty meters. Even though most of the 
time GPS errors will be less than fifteen meters, fifty meters distance is more 
realistic and likely to tolerate GPS errors to avoid having many clusters that 
partly include same location. 
     All clusters are looped through to find the cluster that has maximum number 
of elements. Once this cluster is selected, then the number of elements in this 
cluster is divided by total number of elements in the window. If the result is 
greater than 60%, and the total number of elements in the window is greater than 
a predetermined threshold, we finally check the time span between the first and 
last element in the window to make sure there are enough readings in the current 
window. If the time span is greater than ten minutes (time threshold), we 
conclude that this is a location and move the window. We repeat this process, 
ignoring the location if it is close to a previously determined location, then move 
the window again. This loop continues until the end of the database is reached. 
     Finally, at the end of this procedure, locations that would not be visible in a 
time gap based algorithm will be determined. Now that we have two different 
sets of locations, we need to merge these two sets to have the final locations list. 
The readings have timestamp information and therefore two sets of data can be 
merged by looping through each set. Once data is merged, we then use the 
clustering algorithm again to find the location clusters. 
     When analyzing our data, we have noticed that the Time Threshold and the 
number of places determined followed a fairly linear relationship (Figure 2). As 
the threshold approaches zero, the number of places grows ever more rapidly (at 
t = 1 seconds 5463 places were found), but there are few indicators as to a good 
value for threshold. In the end, we decided on 15mins 30sec. Due to limitations 
of the GPS system Choi and Cicci [9], it should be expected that there will be 
signal losses during data capture and these points would be considered as 
significant locations as well. However, as learned locations will be updated in 
the mobile device daily, it will then be possible to eliminate the locations that 
have not been visited regularly. Therefore, a secondary data processing strategy 
is assigned to mobile device for reducing errors in location determination. 
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Time Threshold and Number of Locations
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Figure 2: Relationship between number of locations and time threshold. 
 
 
Figure 3: Sample of the data of GPS. 
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 Figure 4: The map of user’s route before data mining. 
 
 
Figure 5: The map of user’s route after data mining. 
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4.3 Determining routes 
Once the locations that are relevant to the user have been determined, the 
database is then scanned for transitions between these locations. For simplicity, 
we currently define a route as a number of sequentially ordered GPS coordinates 
(nodes) that are between two known locations and the time span between from 
starting and ending is within the predefined journey time threshold. 
     To find out the routes, the database is scanned to find the first occurrence of 
an origin. Once this is found, we then select the last reading that belongs to the 
same cluster with this origin and then start looping though the database to find 
the first instance of a destination. Once a destination is found, the time gap 
between two readings is calculated, and if time gap is less than for example an 
hour then we select these points and add them to the A?B route list. Then in the 
same database, we look for the second occurrence of an origin and the first 
occurrence of a destination and so on. If we find more routes between same 
destination and origin, we then compare the route with the routes in the list. If 
the routes are similar then they are merged together, and if they are different a 
new route will be added to the A?B routes list. 
     Similarity between the routes is measured by comparing the nodes between 
two candidate routes. If the majority of nodes have at least one node in the other 
route candidate, then we conclude these are similar and merge them. If the nodes 
are different then these routes are perceived as distinct routes. 
     After defining the routes, the last step is reducing the number of nodes that 
form a route. The reduction process is straightforward. We simply reduce the 
nodes based on their distance to previous nodes. In our experiments, we have 
used 50 meters as distance between nodes, however we are planning to use 
heading information logged from GPS unit for more realistic reduction. Instead 
of using the distance as the only determinant, we will be using the variation in 
heading information. The nodes will be ignored until there is significant change 
in heading, and this algorithm should provide more accurate routes which also 
require less data storage. 
5 Conclusion and future work 
After analysing GPS data and clustering them with a predefined time threshold 
and time windows, we are able to determine the locations in which the GPS user 
has spend most of their time. We have successfully improved location the 
discovery algorithm so that it is possible to discover locations where the GPS 
device keeps on logging information. This makes it possible to catch locations 
that would be invisible otherwise. 
     The time threshold is main attribute to discover the locations. A linear 
relationship between the number of locations and the time threshold has been 
discovered and this relationship helps us to set a sensible threshold value in order 
to determine the most realistic locations. With this predefined time threshold, we 
can mine our time series database in which the GPS data has been recorded at 
various dates through out the experiments. 
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     In addition to finding the relevant locations to users, we can also define how 
they travel between these locations and therefore it is possible to predict the 
destination by considering previous location and current route. Discovering the 
routes preferred by users provide opportunities such as information delivery 
about the routes, before the user is stranded in traffic or various condition that 
might arise in city life. This information is also useful to understand traffic 
patterns of individuals and develop or improve services to make city life easier. 
The news about UK government’s future plans to introduce road taxes based on 
usage patterns, and an insurance company’s tests regarding introducing different 
rates based on the routes their customers use, are only two examples to prove 
how important it is to collect and analyse location data to develop future 
services. 
     We have therefore introduced our simplified approach to achieve the 
objectives outlined, and in the future we are planning to improve route detection 
functionality to be able to detect sub routes. In addition, the route reduction 
algorithm will also be improved to achieve better representation of the routes. 
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