Network data are produced automatically by everyday interactions -social networks, power grids, and citations between documents are a few examples. Such data capture social and economic behavior in a form that can be analyzed using powerful computational tools. This book is a guide to both basic and advanced techniques and algorithms for extracting useful information from network data. The content is organized around "tasks," grouping the algorithms needed to gather specific types of information and thus answer specific types of questions. Examples include similarity between nodes in a network, prestige or centrality of individual nodes, and dense regions or communities in a network. Algorithms are derived in detail and summarized in pseudo-code. The book is intended primarily for computer scientists, engineers, statisticians, and physicists, but is accessible to network scientists based in the social sciences. Matlab/Octave code illustrating some of the algorithms will gradually be available at:
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Functions and Probability

|S| = #S number of elements, or cardinality, of a set S δ kl
Kronecker delta whose value is 1 if k = l, and 0 otherwise δ(some predicate) equals 1 if the predicate is true, and 0 otherwise E x [f (x)] = f (x) expectation with respect to the random variable x J (P|Q) relative entropy or Kullback-Leibler directed divergence between probability distributions P and Q
log-likelihood function P(some predicate) probability that the predicate containing random events is truê P(some predicate) estimate of the probability based on empirical data. More generally, any estimate is denoted by a hat i j a missing undirected edge between nodes i and j in an undirected graph (a ij = a ji = 0) i j a path or walk connecting node i and node j {i → j } set of edges linking node i to node j in a multigraph N (k) set of neighbors of node k (with k excluded), in an undirected graph; also called the adjacent nodes N (t) (k) set of t-steps neighbors of node k in an undirected graph R(i) = {i | i j } region of influence of a node i, that is, the set of nodes that can be reached when starting from i Pred(k) set of predecessor nodes of node k in a directed graph Succ(k) set of successor nodes of node k in a directed graph C k set of nodes belonging to class, cluster, or community, k (i) class or cluster label of node i -usually an integer i∈C k sum over all nodes belonging to set C k n k = |C k | number of nodes belonging to class, cluster, or community,
set of all paths starting from node i and ending in node j , including cycles P ij (t) set of all t-steps paths of G, starting from node i and ending in node j , including cycles ℘ a particular path of G c (℘) total cost along path ℘; that is, the sum of the individual costs c ij along path ℘ π ref (℘) likelihood of path ℘; that is, the product of the reference transition probabilities, p n × n matrix containing squared dissimilarities,
Markov Chains
elements of the transition probability matrix in a Markov chain P n × n transition matrix of a time-independent Markov chain; contains the elements p ij = P(s(t) = j |s(t − 1) = i) x i (t) = (P T ) t e i n × 1 column vector containing the probability distribution of being in each state j at time step t while starting in state i at t = 0, P(s(t) = j |s ( Content of the book. This book focuses on static network data analysis from different perspectives. Initially, our intention was to cover dynamic models as well (models of the evolution of networks and models of spread of information within a network), but we quickly found that this goal was too ambitious. 2 We therefore concentrate our effort on the extraction of useful information from static networks, adopting a computer science oriented and engineering perspective (pattern recognition, data mining, machine learning). But this focus is still very broad; we have omitted several interesting techniques, mainly because of constraints on time and space.
Each chapter covers models and algorithms used for tackling a family of functional tasks, such as "Identifying prestigious nodes," "Detecting the most central nodes," "Predicting information associated to the nodes," and "Finding dense communities." Each method is described in depth in a separate section that is -as far as possibleself-contained, so that each can be read independently. Some definitions and notation are therefore repeated, with the drawback that an assiduous reader will notice some redundancies. Moreover, important formulas -either for understanding the concept or for computing the quantity -are displayed in gray boxes. For each described method or model, we provide an algorithm in pseudocode clarifying the procedure to be followed for applying the method.
The algorithms described in the different chapters are carefully selected from different disciplines (computer science, physics, chemistry, social science, applied statistics, applied mathematics, etc.). The selection, of course, reflects our personal research preferences, but our choice is also clearly biased in favor of (enumerated in a random order) classical, well-established algorithms -not necessarily very popular in the field of computer science or physics -that can be applied to network data; examples are correspondence analysis, latent class models, and multidimensional scaling principled methods grounded on clear arguments, such as optimality principles linear algebraic methods as well as linear models relying on sound computational procedures like solving systems of linear equations, matrix inversion, and matrix factorization random walk-based methods, as well as their current flow interpretation, relying on clear, intuitive arguments and interpretations methods applying mathematical or statistical techniques that are sound and interesting by themselves (least squares, maximum likelihood, expectationmaximization, etc.) algorithms scaling at least to medium-size graphs (at least thousands of nodes) However, concerning the last point, many of these techniques scale in O(n 3 ), where n is the number of nodes, which prevents their straightforward application to large graphs. Fortunately, depending on the situation, some computational tricks can reduce this to O(number of edges), which allows us to process large sparse networks.
The methods described form a toolbox of existing techniques and models that can be tested when tackling a particular problem. Intriguingly, many of these methods use the Laplacian matrix of the graph, which plays a key role.
2 For the interested reader, two chapters of Barabasi's book are dedicated to these subjects [47] .
www.cambridge.org © in this web service Cambridge University Press Cambridge University Press 978-1-107-12577-3 -Algorithms and Models For Network Data and Link Analysis François Fouss, Marco Saerens and Masashi Shimbo Frontmatter More information preface xxv As a by-product, interesting results concerning the random walk on a graph and its relationship to electrical circuits are studied, such as the random walk interpretation of electrical current flow or the expression of the absorption probabilities, the expected number of visits, and the expected first passage time in function of the Laplacian matrix.
We also introduce more advanced material 3 that can be skipped during reading without any consequence. These chapters and sections are marked by an asterisk ( * ) and describe extensions of the more fundamental methods, mainly developed by the authors, but not necessarily so.
Algorithms and code.
For each method introduced, we describe an algorithm in pseudocode. Several of these algorithms use standard matrix operations. We therefore assume that a high-level language providing matrix computation facilities (e.g., Matlab, Octave, Python, Scilab, R, Stata, Maple, Mathematica) is used for implementing the algorithms. Note that algorithms are provided for educational purposes and are therefore not optimized.
The Matlab/Octave code of many of the algorithms will be made available gradually on the personal pages of the authors and made accessible from the Cambridge University Press web page for the book (http://www.cambridge.org/9781107125773). We chose Matlab because (i) there is an open source equivalent (Octave), (ii) it handles sparse matrices, and (iii) it is a high-level, compact, user-friendly language providing all the necessary matrix operations.
