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9Introduction
Les systèmes convectifs font partie des phénomènes météorologiques les plus destructeurs,
notamment aux moyennes latitudes. Ces phénomènes s’accompagnent d’éclairs, et souvent de
vents violents, de grêle et de pluies abondantes qui peuvent occasionner des crues éclair et des
mouvements de terrain.
L’amélioration des scores de prévision quantitative des précipitations par les modèles de
prévision numérique (PN 1) a été relativement lente au cours des dernières décennies par rapport
à d’autres variables météorologiques, en particulier pour l’été qui est associé à de la convection
profonde aux moyennes latitudes (Olson et al., 1995, Fritsch et al., 1998, Ebert et al., 2003,
Fritsch et Carbone, 2004). Ceci est en partie dû au fait que jusqu’à récemment, les phénomènes
convectifs de taille caractéristique de l’ordre de quelques kilomètres n’étaient pas résolus dans
les modèles météorologiques opérationnels car la résolution horizontale de ces derniers (plus
de 10 km) ne le leur permettait pas.
L’utilisation de modèles de recherche non-hydrostatiques à quelques kilomètres de réso-
lution horizontale et possédant une microphysique détaillée tels que ARPS (Xue et al., 2000,
2001, 2003), Méso-NH (Lafore et al., 1998, http://www.aero.obs-mip.fr/mesonh/),
MM5 (Dudhia, 1993) ou RAMS (Cotton et al., 2003) a permis de résoudre explicitement
la convection et de simuler des orages avec réalisme. En particulier, Méso-NH a montré
son potentiel pour ce genre de simulations sur la situation des inondations de l’Aude de
novembre 1999 (Ducrocq et al., 2003), des situations convectives de la campagne MAP
(Pradier, 2002, par exemple) ou encore des orages supercellulaires (Chancibault, 2002).
Pour d’autres situations, Méso-NH n’a pas été capable de reproduire ce qui était observé :
situation de Vaison-la-Romaine (Stein et al., 2000) ou ligne convective sur l’Île-de-France
(Ducrocq et al., 2000). Sur ce dernier cas, l’introduction dans l’état initial de structures de
mésoéchelle pertinentes a permis d’améliorer la prévision de l’événement précipitant. Ceci,
corroborré par d’autres études (Ducrocq et al., 2002, Ricard, 2002), souligne l’importance des
conditions initiales dans la qualité d’une prévision, même si cette dernière est conditionnée par
la prévisibilité intrinsèque du phénomène.
De tels modèles non-hydrostatiques à haute résolution (quelques kilomètres) sont main-
tenant développés à des fins opérationnelles par les principaux services météorologiques
nationaux. Ainsi, le modèle COSMO basé sur LM à 2–3 km (Steppeler et al., 2003), le
modèle américain WRF (http://www.wrf-model.org/index.php), le modèle canadien
GEM-LAM non-hydrostatique (Yeh et al., 2002, Erfani et al., 2005) à 2,5 km, le modèle
UM non-hydrostatique du Royaume-Uni (Lean et al., 2005) à 1 km ou le modèle français
Arome (Ducrocq et al., 2005) sont en phase d’évaluation, voire sur le point d’être opérationnels.
Ces modèles à haute résolution vont nécessiter une initialisation et une validation à
1. Afin de ne pas alourdir le texte de trop de notes en bas de page, toutes les significations des acronymes sont
regroupées dans un glossaire en fin de volume.
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FIG. 1 – Couverture des États-Unis par des radars
météorologiques opérationnels. (source : http://
www.osf.noaa.gov/maps.asp)
FIG. 2 – Carte des radars météorologiques euro-
péens opérationnels. (source : http://www.knmi.
nl/opera/euradars.html)
l’aide d’observations disponibles à des échelles spatio-temporelles comparables. Parmi ces
observations on peut citer les observations provenant des réseaux d’observations au sol, les
radiances satellitaires ou les données des radars météorologiques au sol.
En effet, les radars météorologiques au sol sont capables de fournir des données microphy-
siques (réflectivité et observations polarimétriques pour les radars équipés de cette technologie)
et dynamiques (vents radiaux Doppler) à une résolution de l’ordre du kilomètre, c’est-à-dire
proche de la résolution horizontale des modèles qu’on souhaite initialiser et à une fréquence de
l’ordre de quelques minutes à un quart d’heure selon le nombre d’élévations. De plus, lorsque
le radar scanne plusieurs élévations, on obtient des informations tridimensionnelles. La portée
d’un radar, typiquement de l’ordre de quelques centaines de kilomètres a permis à la plupart
des pays industrialisés de se doter d’un réseau couvrant l’essentiel de leur territoire (voir Fig. 1
pour les États-Unis et Fig.2 pour l’Europe). En France, la Direction de l’Eau et la Météorologie
Nationale, devenue Météo-France en 1993, se sont progressivement dotées depuis le milieu
des années 80 d’un réseau de radars couvrant la métropole appelé Aramis (Parent du Châtelet,
2003). Actuellement, ce dernier est constitué de 16 radars en bande C et 8 radars en bande S
qui possèdent entre 2 et 13 élévations (Fig. 3).
Si les observations de précipitations ont été utilisées pour initialiser des modèles à grande
échelle, la transposition à la haute résolution des méthodes utilisées n’est pas évidente à cause
des différences dans la physique des modèles et d’hypothèses qui ne sont plus valables lorsqu’on
augmente la résolution. Ainsi par exemple, un certain nombre de techniques pour des modèles
de grande échelle sont liées à la paramétrisation de la convection profonde alors que cette der-
nière est résolue explicitement dans les modèles à haute résolution. Par ailleurs, la plupart de ces
études ne tirent pas parti des données tridimensionnelles fournies par les radars volumiques, et
























24 radars dont :
16 radars en bande C,
8 radars en bande S.
5 : nombre d’élévations
O : radar bande C
O : radar bande S
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O : radar polarimétrique
tiretés : prévus pour
fin 2007
FIG. 3 – Réseau Aramis à la mi 2007.
résolution et sur des cas d’étude, des techniques ont été développées pour assimiler les données
radar (assimilation 4DVar, filtre de Kalman d’ensemble), mais ces techniques sont actuellement
trop coûteuses pour être utilisées opérationnellement par des modèles à résolution kilométrique.
Il y a donc un besoin de techniques efficaces pour assimiler les réflectivités radar tridimension-
nelles à des résolutions kilométriques. Un des objectifs du travail de thèse présenté ici est de
définir, développer et évaluer une méthode d’assimilation des réflectivités pour le futur modèle
opérationnel Arome et de tester son apport en particulier pour la prévision de la convection à
mésoéchelle.
Par ailleurs, la validation des sorties de modèles météorologiques par les réflectivités radar
se limite principalement à des cumuls de précipitation simulés par le modèle comparés à des
lames d’eau radar calibrées par des pluviomètres ou à des réflectivités calculées en points de
grille comparées aux réflectivités observées. Ces méthodes présentent le défaut commun de ne
pas comparer des observations à la même altitude. De plus, la conversion de réflectivités radar
en taux de précipitation est entâchée d’incertitude. La simulation d’observations radar à par-
tir des variables pronostiques du modèle et prenant en compte les caractéristiques des radars
(longueur d’onde, faisceau, etc.) permet d’éviter ces défauts. En outre, les systèmes d’assimi-
lation nécessitent le plus souvent (en particulier les systèmes d’assimilation variationnelle) un
opérateur d’observation qui simule les paramètres mesurés en fonction des variables du modèle
atmosphérique. Actuellement, ces opérateurs d’observation que ce soit pour les réflectivités ou
les vitesses radiales sont relativement simples et l’on n’a qu’une estimation partielle des erreurs
que l’on commet à négliger certaines composantes de la simulation radar (élargissement et cour-
bure du faisceau, méthode de diffusion plus ou moins simple, etc.). Le second objectif de cette
thèse est donc de définir, développer et évaluer un simulateur de données radar. Pour chaque
processus physique impliqué dans la mesure, des modélisations de complexité différentes se-
ront implémentées afin de pouvoir spécifier optimalement un simulateur pour la validation des
modèles météorologiques à haute résolution et un opérateur d’observation pour l’assimilation
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des données radar.
La première partie de la thèse est donc consacrée à la description d’un simulateur paramé-
trable développé dans les post-traitements du modèle Méso-NH. Le premier chapitre rappelle
les principes de la mesure des observations radar. Le chapitre 2 présente le modèle Méso-NH
qui fournit les paramètres météorologiques au simulateur radar et introduit la situation météo-
rologique des 8 et 9 septembre 2002 qui sert de laboratoire pour les tests de sensibilité sur les
différents modules du simulateur, ainsi que pour les tests d’assimilation. Ce cas se caractérise
par un système convectif de mésoéchelle quasi-stationnaire qui a causé de fortes inondations.
Le chapitre 3 précise les modélisations de processus physiques qui ont été implémentées dans
le simulateur radar. Le chapitre 4 montre l’utilisation qui est faite du simulateur pour spécifier
un simulateur radar pour la validation des modèles météorologiques et un opérateur d’observa-
tion pour l’assimilation des réflectivités. Enfin, dans le chapitre 5, on propose une méthodologie
similaire afin de spécifier un simulateur/opérateur d’observation pour les vitesses Doppler.
La deuxième partie de la thèse se focalise sur la méthode utilisée pour assimiler les réflecti-
vités ainsi que les expériences réalisées dans le but de l’évaluer. Le chapitre 6 fait un état de l’art
des techniques utilisées pour assimiler les réflectivités radar et plus largement des observations
de précipitation. Le chapitre 7 expose la méthode développée au cours de cette thèse. Cette mé-
thode est d’abord testée dans le cadre d’expériences idéalisées pour lesquelles les observations
sont simulées (chapitre 8). Enfin, l’assimilation de données réelles est testée sur le cas d’étude
présenté au chapitre 2 (chapitre 9).
13
Première partie
Simulateur de données radar
1 Principe de la mesure radar 15
1.1 Équation du radar pour la réflectivité . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Mesure des vitesses Doppler . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Observations polarimétriques . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Modèle atmosphérique et cas d’étude 21
2.1 Caractéristiques des simulations Méso-NH à fine échelle . . . . . . . . . . . . 21
2.2 Cas d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Simulation Méso-NH des 8–9 septembre 2002 . . . . . . . . . . . . . . . . . . 37
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Description du simulateur de réflectivités radar 39
3.1 Fonction de directivité d’antenne . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Fonction de poids radiale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Courbure du faisceau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Calcul de la diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Caractéristiques physiques des hydrométéores . . . . . . . . . . . . . . . . . . 60
3.6 Atténuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 Intégration numérique sur les diamètres de particules . . . . . . . . . . . . . . 70
3.8 Échos fixes et masques partiels . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.9 Reprojection sur la grille cartésienne des observations . . . . . . . . . . . . . . 74
3.10 Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4 Simulateur de réflectivités radar et applications 77
4.1 Résumé de l’article paru dans le J. Atmos. Oceanic Technol. . . . . . . . . . . 77
4.2 Article paru dans le J. Atmos. Oceanic Technol. . . . . . . . . . . . . . . . . . 78
4.3 Implémentation de l’opérateur d’observation dans le code Arome/Aladin . . . . 98
5 Simulation des vitesses Doppler 101
5.1 Simulateur de vitesses Doppler . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102




Principe de la mesure radar
Nous présentons dans ce chapitre le principe de la mesure des différents types d’observations
que nous souhaitons simuler avec le simulateur radar. Le principe de fonctionnement simplifié
d’un radar Doppler à impulsions est le suivant. L’antenne du radar émet un rayonnement élec-
tromagnétique, généralement polarisé linéairement (horizontalement pour un radar classique, et
horizontalement et verticalement de façon alternative pour un radar polarimétrique classique),
sous forme de train d’ondes. Actuellement, les radars opérationnels au sol fonctionnent soit en
bande S (c’est-à-dire pour des longueurs d’ondes entre 7,5 et 15 cm, ou des fréquences entre
2 et 4 GHz), soit en bande C (c’est-à-dire pour des longueurs d’ondes entre 3,75 et 7,5 cm,
ou des fréquences entre 4 et 8 GHz). Les radars en bande X (c’est-à-dire pour des longueurs
d’ondes entre 2,4 et 3,75 cm, ou des fréquences entre 8 et 12,5 GHz) sont susceptibles de de-
venir opérationnels dans quelques années. La géométrie de l’antenne (souvent une paraboloïde
de révolution) est conçue de manière à concentrer la puissance dans un angle solide le plus
fermé possible (de l’ordre du degré). Lorsque ce rayonnement atteint une cible, une partie de
l’énergie est absorbée, une autre est rétrodiffusée dans la direction du radar pour être reçue par
l’antenne en mode réception, une autre est transmise, donc atténuée, dans la direction initiale,
et le reste est diffusé dans les autres directions. L’amplitude du signal rétrodiffusé dépend de
la nature, de la forme, et de la taille de la cible. Le déphasage du signal rétrodiffusé permet de
calculer la vitesse Doppler dans la direction de visée. La distance de la cible est calculée en
mesurant le temps parcouru par le train d’ondes entre son émission et sa réception, en faisant
l’approximation que le milieu parcouru (majoritairement de l’air) n’est pas dispersif.
1.1 Équation du radar pour la réflectivité
L’équation du radar relie la puissance rétrodiffusée mesurée à la réflectivité. Pour établir
cette équation, on estime d’abord la puissance reçue par une cible de section At (en m2) à une
distance r (en m) :
Pσ =
Ptg f 2(ϑ ′,φ ′)At l(r,ϑ ,φ)
4pir2
, (1.1)
où Pt est la puissance transmise par l’antenne du radar (en W), l(r,ϑ ,φ) l’atténuation subie
entre le radar et la cible, g f 2(ϑ ′,φ ′) le gain à la transmission qui ne dépend que de l’angle par
rapport à la direction de visée pour une antenne parabolique, ϑ ′ ≡ ϑ −ϑ0 et φ ′ ≡ φ −φ0. Les
angles ϑ et φ sont les coordonnées angulaires respectivement latitudinale et azimutale de la
cible considérée dans un repère lié au radar (Fig. 1.1). Les angles ϑ0 et φ0 correspondent à la
direction de rayonnement maximum. L’angle latitudinal correspondant ϑ0 est appelé élévation
ou site, tandis que φ0 est simplement l’azimut du tir.














FIG. 1.1 – Coordonnées sphériques utilisées pour repérer la cible dans l’équation du radar.
En retour, la puissance reçue par l’antenne radar est donnée par
Pr =
Ptg f 2(ϑ ′,φ ′)Ae(ϑ ′,φ ′)L(r)l2(r,ϑ ,φ)σ
(4pi)2r4
, (1.2)
où Ae(ϑ ′,φ ′) est la section efficace de l’antenne (en m2). Comme le récepteur n’a pas une bande
passante infinie, il est nécessaire de pondérer la puissance reçue par une fonction L(r) dans
l’Éq. (1.2). Par ailleurs, la section efficace de rétrodiffusion σ est définie par la surface inter-
ceptant la puissance qui, si elle diffusait isotropiquement, renverrait au récepteur une puissance
égale à celle effectivement reçue.
Silver (1951) a démontré que
Ae(ϑ ′,φ ′) = g f
2(ϑ ′,φ ′)λ 2
4pi
, (1.3)
où λ est la longueur d’onde de l’impulsion (en m).
Donc la puissance reçue s’exprime ainsi :
Pr =
Ptg2 f 4(ϑ ′,φ ′)λ 2L(r)l2(r,ϑ ,φ)σ
(4pi)3r4
. (1.4)
La puissance moyenne reçue par impulsion est obtenue par sommation des puissances rétro-
diffusées par les cibles contenues en théorie dans tout l’espace, et en pratique dans un volume





f 4(ϑ ′i ,φ ′i )l2(ri,ϑi,φi)L(ri)σi
r4i
. (1.5)
La réflectivité radar η(r) (en m−1) est définie comme ceci :




σ j(D)N j(D,r)dD , (1.6)
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où r (en m) est le vecteur qui désigne la position du centre du volume infinitésimal δV , σi (en
m2) est la section efficace de rétrodiffusion de l’ième particule diffusante située dans le volume
élémentaire δV (en m3), σ j(D) (en m2) est la section efficace de rétrodiffusion des particules de
diamètre D (en m) selon leur type j (eau liquide précipitante r, grésil g, neige s, glace primaire i,
etc.), et N j (en m−4) est la distribution granulométrique des particules (DGP, voir Sec. 2.1.3.1)
selon leur type.











où κ j est le coefficient d’extinction (en m−1) du jème type d’hydrométéore, également appelé
coefficient d’atténuation par unité de longueur (Sauvageot, 1982) ou encore atténuation spéci-
fique (voir Éq. (3.39)).
L’équation du radar peut alors être écrite de manière relativement générale sous la forme













f 4(ϑ ′,φ ′)L(r)r2 sinϑ ′ dr dϑ ′ dφ ′ , (1.8)
où r0 (en m) est le vecteur joignant l’antenne émettrice du radar au centre du volume de
résolution.
La puissance reçue exprimée par l’Éq.(1.8) présente l’inconvénient de dépendre à la fois des
caractéristiques du radar et des caractéristiques du milieu sondé. Les radaristes ont donc fait un
certain nombre d’hypothèses afin de séparer ce qui dépend du radar de ce qui dépend du milieu
sondé et ainsi dégager une quantité mesurable ayant une signification physique relativement
simple.
La première hypothèse consiste à supposer que le volume de résolution est suffisamment
petit pour que les hydrométéores y soient uniformément répartis. On peut alors extraire la ré-
flectivité radar η de la triple intégrale dans l’Éq. (1.8). Cette quantité dépend encore de la lon-
gueur d’onde du radar. La deuxième hypothèse consiste donc à supposer que l’on est dans les
conditions de la théorie de Rayleigh : lorsque la taille des particules diffusantes peut être consi-
dérée comme petite devant la longueur d’onde incidente et intérieure à la particule, on montre





où |K|2 est le facteur diélectrique (Éq. (3.43)). On définit le facteur de réflectivité radar équi-
valent (en anglais equivalent ou effective radar reflectivity factor), en m3, par :
ze ≡ λ
4
pi5|Kw|2 η . (1.10)
L’indice w indique que la valeur du facteur diélectrique |K|2 pour l’eau liquide (environ 0,93
pour les longueurs d’onde radar usuelles) est utilisée par convention. En faisant maintenant la
troisième hypothèse que toutes les particules diffusantes sont des gouttes d’eau, l’Éq. (1.10), en
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ce qui définit au passage le facteur de réflectivité radar z. Les trois hypothèses restantes
consistent à supposer que l’atténuation est négligeable, que la bande passante du récepteur est
infinie et que la fonction de directivité d’antenne est une gaussienne (Éq. (3.7)).








1024λ 2 ln2 (1.13)
est la constante du radar qui ne dépend que des caractéristiques de l’appareil, c est la célérité
de la lumière dans le vide (m · s−1) et τ est la durée de l’impulsion radar (s).
Dans le cas général (c’est-à-dire sans les hypothèses précédentes), la quantité mesurée par
















f 4(ϑ ′,φ ′)L(r)sinϑ ′ dr dϑ ′ dφ ′ .
(1.14)
Nous la nommons ici facteur de réflectivité radar équivalent estimé.
Les facteurs de réflectivité radar sont usuellement exprimés en mm6 ·m−3. Comme ces fac-








1.2 Mesure des vitesses Doppler
Alors que les propriétés électromagnétiques (forme, taille, phase) des hydrométéores
déterminent l’amplitude et la polarisation de l’onde rétrodiffusée, leur vitesse relative le long
de la direction de tir détermine la phase du signal réfléchi. Ce dernier phénomène s’appelle
l’effet Doppler, du nom de Christian Doppler (Salzbourg, 1803–Venise, 1853) qui l’a découvert
en 1842 (Doppler, 1843). Il s’agit du même principe, aussi appelé « décalage vers le rouge »,
qui permet de calculer la vitesse d’éloignement des étoiles (à ceci près que dans ce cas, il faut
tenir compte de la relativité), ou bien encore de mesurer la vitesse des automobiles sur la route.
Les mesures des vitesses Doppler sont disponibles au sein des systèmes précipitants et dans les
basses couches en ciel clair car dans ce cas les cibles sont principalement des insectes.
La vitesse Doppler est une moyenne des vitesses radiales des cibles contenues dans chaque
volume de résolution pondérée par la réflectivité et la fonction de rayonnement de l’antenne.
Elle est déterminée par moyenne glissante à partir de mesures de phase sur des impulsions
reçues successivement. Pour une onde de pulsation ω de la forme f0e−iωt émise par le radar
avec une phase nulle par commodité, la phase mesurée lorsque l’onde a été réfléchie et est
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Cette phase est mesurée tous les 1PRF , où PRF est la fréquence de répétition. Le déphasage










pour une PRF relativement élevée 1. La vitesse de la cible vr est considérée comme une
constante durant 1/PRF. À partir du déphasage mesuré, il est ainsi possible d’avoir accès à
la vitesse radiale vr.
Pour une cible distribuée, cette vitesse mesurée peut être exprimée par une équation ana-





















f 4(ϑ ′,φ ′)L(r)sinϑ ′ dr dϑ ′ dφ ′
, (1.18)
avec










(u(r)cosϑ cosφ + v(r)sinϑ cosφ
+(w(r)− vT j(D,r))sinφ)σ j(D,r)N j(D,r)dD






vT j(D,r)sinφσ j(D,r)N j(D,r)dD , (1.20)
où (u,v,w) sont les trois composantes du vent et vT j est la vitesse de chute limite des hydro-
météores (en m · s−1). L’Éq. (1.20) traduit le fait que la vitesse des hydrométéores est due à leur
advection par le vent et à leur chute causée par la gravité.
1.3 Observations polarimétriques
L’idée d’utiliser différentes polarisations est relativement ancienne. Ainsi, la dépolarisation
linéaire a été mesurée à l’EERM dès l’été 1955 (Lhermitte, 1957). L’utilisation de différentes
polarisations pour les signaux émis et reçus s’appuie sur le fait qu’un certain nombre d’hydro-
météores ne rétrodiffusent pas de la même manière des signaux horizontaux et verticaux à cause
de l’anisotropie de leur forme (les gouttes de pluie sont généralement aplaties par exemple). Sur
certains radars, dits « polarimétriques » (en anglais polarization diversity radars), il est possible
de mesurer un certain nombre de paramètres utilisant les différentes polarisations émises. Nous
nous intéressons ici aux radars capables d’émettre et recevoir à polarisation horizontale et ver-
ticale 2 et nous ne présentons que deux paramètres polarimétriques :
1. Pour des volumes de résolution comprenant de nombreuses cibles, il est impossible de mesurer un déphasage
si la corrélation entre deux mesures est trop faible. Aussi 1/PRF doit-il être inférieur à un temps de cohérence qui
est typiquement de l’ordre de quelques dizaines de millisecondes (voir par exemple Bringi et Chandrasekar, 2001).
2. Les observations liées à des polarisations circulaires ou linéaires autres que dans les directions verticale et
horizontale ne sont presque plus utilisées et ne sont donc pas mentionnées ici.
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– la réflectivité différentielle (en anglais differential reflectivity) ZDR (en dB) mesure la dif-
férence entre échos émis et reçus à polarisation horizontale et verticale. Elle est définie
par (Seliga et Bringi, 1976)
ZDR ≡ 10log zHH
zVV
, (1.21)
où zHH et zVV (en mm6 ·m−3) sont respectivement les facteurs de réflectivité équivalente
à polarisation horizontale et verticale. La réflectivité différentielle dépend de la forme, de
l’orientation et du mode de chute des particules. C’est pourquoi elle est particulièrement
utile pour la discrimination des hydrométéores. L’aplatissement des gouttes de pluie rend
ZDR positif, alors que la valeur de ZDR est liée à la taille médiane des gouttes de pluie.
Les valeurs de ZDR sont typiquement comprises entre 0 et 4–5 dB pour la pluie (Herzegh
et Jameson, 1992) et peuvent atteindre 8 dB pour la glace primaire (Vivekanandan et al.,
1993).
– le déphasage spécifique (en anglais specific differential phase) Kdp (en m−1) est défini par
(Sachidananda et Zrnic´, 1986, 1987, Bringi et Chandrasekar, 2001) 3,




Re(S j22(ki,ki)−S j11(ki,ki))N j(D)dD , (1.22)
où S j11 et S j22 sont les termes diagonaux de la matrice de diffusion en amplitude (voir
chapitre 3, Éq. (3.31), pour la définition) pour les hydrométéores de type j. Le déphasage
spécifique s’exprime souvent en ° ·km−1. Il suffit alors de multiplier Kdp par 180pi 103 pour
obtenir l’expression dans cette dernière unité.
Le déphasage spécifique est sensible aux gouttes de pluie et insensible aux grêlons. Il
permet donc d’estimer la part de gouttes d’eau liquide dans un mélange pluie/grêle. Par
ailleurs, Kdp n’est pas sensible aux masques partiels, ni aux erreurs de calibration, ni à
l’atténuation, ce qui le rend attractif pour l’estimation quantitative de la pluie.
3. Dans les articles les plus anciens, le déphasage spécifique diffère de la définition proposée d’un facteur 2.
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Chapitre 2
Modèle atmosphérique et cas d’étude
Dans ce chapitre, nous décrivons d’abord le modèle Méso-NH qui est utilisé pour fournir
les données en entrée du simulateur radar, et comme modèle de prévision pour les expériences
d’assimilation de la deuxième partie de ce mémoire. Ensuite, nous décrivons la situation météo-
rologique qui nous servira pour tester le simulateur et l’assimilation de réflectivités en deuxième
partie. Enfin, nous décrivons la simulation Méso-NH de ce cas d’étude qui sera effectivement
utilisée pour étudier le comportement du simulateur radar.
2.1 Caractéristiques des simulations Méso-NH à fine échelle
Le modèle Méso-NH (http://mesonh.aero.obs-mip.fr/mesonh/) est un modèle non-
hydrostatique à mésoéchelle. Ce modèle de recherche permet de simuler des phénomènes at-
mosphériques de l’échelle méso-α 1 à la microéchelle (c’est-à-dire les phénomènes de taille
inférieure à 2 km). Il est développé conjointement par le CNRM et le Laboratoire d’aérologie.
2.1.1 Dynamique
Lafore et al. (1998) ont décrit en détail la partie dynamique de Méso-NH. La version de
Méso-NH utilisée dans cette étude s’appuie sur le système d’équations pseudo-incompressible
de Durran (1989). Les variables pronostiques de Méso-NH sont les trois composantes du vent,
la température potentielle, l’énergie cinétique turbulente et les rapports de mélange en vapeur
d’eau, eau liquide nuageuse, eau liquide précipitante, glace primaire, neige et grésil pour le
schéma ICE3 qui a été utilisé ici. La pression est diagnostiquée par résolution d’une équation
elliptique tridimensionnelle obtenue à partir des équations de continuité et de mouvement.
La coordonnée de Gal-Chen et Sommerville (1975) est utilisée sur la verticale. Cette coor-
donnée suit le relief près du sol et est horizontale au sommet de la grille. Pour nos simulations,
la résolution verticale varie de quelques dizaines de mètres près du sol à environ 1 km au som-
met du modèle vers 18 km d’altitude. Horizontalement, les équations sont projetées dans un
plan conforme (projections stéréographique polaire, Lambert ou Mercator) ou exprimées en
géométrie cartésienne.
Dans cette étude, nous avons utilisé la version MASDEV4.5 bug 1 avec deux domaines
emboîtés avec interaction bidirectionnelle (two-way nesting, Stein et al., 2000) à des résolutions
horizontales d’environ 10 km et 2,5 km respectivement.
1. Il s’agit des phénomènes de taille comprise entre 200 et 2000 km (Orlanski, 1975).
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2.1.2 Paramétrisations
Certains phénomènes physiques ne peuvent être résolus explicitement. Dans ce cas, ils sont
paramétrés. Selon le type de phénomène physique, la paramétrisation peut être activée ou non
en fonction de la résolution.
Les principales paramétrisations de la configuration de Méso-NH utilisée ici sont :
Convection profonde : Le schéma de convection de Kain et Fritsch (1993), adapté à Méso-NH
par Bechtold et al. (2001), est utilisé pour le domaine à 10 km de résolution.
Turbulence : Pour le domaine à 10 km, la paramétrisation de la turbulence est unidirection-
nelle (selon z) et la longueur de mélange utilisée est celle de Bougeault et Lacarrère
(1989). Pour le domaine à 2,5 km de résolution, les processus turbulents se font selon les
trois directions et la longueur de mélange est fonction de la maille selon Redelsperger et
Sommeria (1981).
Rayonnement : Le schéma de rayonnement est une ancienne version de celui du modèle IFS
(Morcrette, 1991) qui calcule les flux radiatifs en tenant compte de l’absorption et de
l’émission du rayonnement de grande longueur d’onde, ainsi que la réflexion, la diffusion
et l’absorption du rayonnement solaire par l’atmosphère et la surface terrestres.
Échanges avec la surface : Pour les surfaces continentales naturelles, le schéma de surface est
ISBA (Noilhan et Planton, 1989). L’effet des villes est représenté à l’aide du schéma de
surface TEB (Masson, 2000). Pour les surfaces océaniques et les lacs, une paramétrisation
de type Charnock (1955) est utilisée.
Microphysique : Le schéma microphysique ICE3 (Caniaux et al., 1994, Pinty et Jabouille,
1998) gouverne les équations d’évolution du rapport de mélange de cinq hydrométéores :
l’eau liquide nuageuse (c), l’eau liquide précipitante (r), la glace primaire (i), le grésil (g)
et la neige (s). Étant donné que la simulation des réflectivités radar dépend de la représen-
tation des processus microphysiques dans le modèle, nous décrivons plus en détail cette
paramétrisation ci-après.
2.1.3 La paramétrisation microphysique ICE3
2.1.3.1 Caractéristiques physiques des hydrométéores
Les distributions granulométriques de particules (DGPs) représentent la densité volumique
de particules d’un certain type (eau liquide précipitante, neige, glace primaire, etc.) par taille.
Dans Méso-NH, les DGPs (N j, en m−4) sont proportionnelles à des lois gamma généralisées
qui conjuguent flexibilité et facilité d’implémentation :
N j(D) = N0 j
α j
Γ(ν j)
λ α jν jj Dα jν j−1 exp(−(λ jD)α j) , (2.1)
où D (en m) est la dimension maximale des particules, ν j et α j sont des paramètres de dis-
persion et λ j (en m−1) est le paramètre de pente, N0 j est la densité volumique de particules en
m−3, et Γ la fonction gamma.
Pour une loi gamma généralisée, les moments d’ordre p de la DGP 2 s’expriment simple-
2. La DGP est une loi de probabilité au facteur N0 j près ; par abus de langage on appelle « moments » les
moments de la loi correspondante à ce même facteur près.















Le schéma microphysique de Méso-NH suppose, comme certaines études l’ont suggéré (Passa-
relli, 1978, Houze et al., 1980), que N0 j est fonction d’une puissance de λ j (Caniaux, 1993) :
N0 j = C jλ
X j
j . (2.3)
La masse d’une particule de type j et de dimension maximale D est exprimée par
m j(D) = a jDb j (2.4)
et le contenu en hydrométéore de type j (en kg ·m−3) s’écrit alors




m j(D)N j(D)dD = a jM j(b j) , (2.5)
où r j est le rapport de mélange en j et ρd ref est la masse volumique de l’air sec pour l’état de
référence de Méso-NH.
En combinant les Éqs. (2.2), (2.3), (2.4) et (2.5), on obtient la valeur de λ j :
λ j =













En combinant les Éqs.(2.2), (2.3) et (2.6), le moment d’ordre p de la DGP s’exprime comme
une puissance du contenu :





















Les vitesses de chute des hydrométéores sont exprimées en fonction d’une puissance du dia-
mètre du type c jDd j et le facteur correctif de Foote et du Toit (1969) (ρ00/ρd ref)0,4 est introduit
afin de compenser l’effet de l’altitude sur la vitesse de chute des hydrométéores :





Les valeurs des paramètres de la DGP pour chacun des types d’hydrométéores sont données
dans le tableau 2.1 :
– Les gouttelettes d’eau liquide nuageuse sont supposées toutes de même taille. On consi-
dère également que cette taille est suffisamment petite pour avoir une vitesse de chute
négligeable par rapport à la vitesse de l’air ;
– Pour la pluie, les coefficients ar et br proviennent tout simplement de l’expression de la
masse d’une boule d’eau liquide de diamètre D, et les coefficients cr et dr sont donnés
par la formule de Liu et Orville (1969). La loi gamma généralisée de la DGP se simplifie
donc en une loi exponentielle avec les coefficients correspondant à la loi de distribution
de Marshall et Palmer (1948) :









α j 1 3 1 1
ν j 1 3 1 1
X j −1 0 1 −0,5
C j (mX j−3) 8 ·106 Ci a 5 5 ·105
a j (kg ·m−b j ) piρw6 = 524 0,82 0,02 19,6
b j 3 2,5 1,9 2,8
c j (m1−d j · s−1) 842 800 5,1 124
d j 0,8 1,00 0,27 0,66
ρ j (kg ·m−3) ρw ρi ρi (1− f )ρw + f ρi
K j Kw Ki Ki Kg
TAB. 2.1 – Valeurs des paramètres caractérisant les différents hydrométéores présents dans Méso-NH.
Les deux dernières lignes ont été ajoutées pour les besoins du simulateur radar.
a. Il s’agit d’une variable pronostique.
– Pour la neige et le grésil, les DGPs suivent aussi des lois exponentielles (α = ν = 1) :
Ns(D) = 0,114M−2,22s exp
(−0,151M−1,11s D) , (2.10)





Les valeurs des paramètres sont issues de Locatelli et Hobbs (1974) : pour rg, les pa-
ramètres retenus visent à représenter des particules de grésil, tandis que pour rs, les pa-
ramètres correspondent à des agrégats non-givrés (de diverses formes) ou des dendrites
givrées ;
– Pour la glace primaire, les valeurs de ai et bi proviennent de Starr et Cox (1985) et Heym-
sfield (1972) pour une masse volumique de 900 kg ·m−3. La DGP suit une loi gamma
généralisée :








Les cristaux de glace ont une vitesse de chute faible, bien inférieure à celle des particules
de neige et de grésil.
2.1.3.2 Processus microphysiques
Les processus microphysiques permettant de transférer de l’eau d’une classe à l’autre sont
résumés sur la Figure 2.1. Ces processus jouent un rôle important puisqu’ils permettent de
répartir l’eau sous formes solide, liquide et vapeur contenue dans le modèle en différentes ca-
tégories qui ont des propriétés physiques (permittivité, vitesse de chute,. . .) différentes. Ils ont
donc un effet conséquent sur la simulation des observations radars. Par ailleurs, les change-
ments de phase sont associés à de la production ou consommation de chaleur latente, ce qui est
susceptible d’avoir des effets sur la dynamique des systèmes simulés comme nous le verrons
dans la partie concernant l’assimilation des réflectivités.
Les hydrométéores se forment à partir de la vapeur d’eau par nucléation hétérogène (for-
mation d’hydrométéore autour d’un aérosol) ou homogène (formation d’hydrométéore à partir
de l’agglomération d’un grand nombre de molécules qui s’entrechoquent sous l’effet de l’agi-
tation thermique). Pour la formation de gouttelettes d’eau nuageuse, ces processus ne sont pas
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FIG. 2.1 – Schéma représentant les différents processus pris en compte dans le schéma microphysique de
Méso-NH.
explicitement pris en compte, mais ils sont implicitement simulés par un ajustement de la va-
peur d’eau à une saturation réaliste selon les travaux de Lord et al. (1984) et Tao et al. (1989).
Cet ajustement détermine le rapport de mélange en vapeur d’eau saturante dans un nuage en
phase mixte à l’aide d’une formule barycentrique ; la vapeur d’eau en excès est intégralement
condensée en eau liquide nuageuse et en glace primaire proportionnellement au déficit en l’un
et en l’autre avant ajustement et vice-versa lorsque la vapeur d’eau est en déficit. La formation
de glace primaire par nucléation hétérogène est paramétrisée d’après Meyers et al. (1992). La
nucléation homogène permet de convertir des gouttelettes d’eau surfondue à une température
inférieure à −35°C en cristaux de glace primaire.
L’eau liquide nuageuse (resp. la glace primaire) peut croître par liquéfaction (resp. déposi-
tion) de la vapeur d’eau (Pruppacher et Klett, 1978). L’effet Bergeron 3 a lieu dans les nuages
où des hydrométéores en phases liquide (gouttelettes) et solide (cristaux de glace primaire) co-
existent. Dans ce cas, il y a systématiquement évaporation des gouttelettes et déposition sur les
cristaux de glace primaire.
Les gouttes de pluie (resp. les agrégats de neige) se forment par autoconversion à partir des
gouttelettes d’eau liquide nuageuse (resp. des cristaux de glace primaire). Le taux de production
de pluie (resp. de neige) augmente linéairement à partir d’un contenu critique en eau liquide
nuageuse (resp. glace primaire) selon la formulation de Kessler (1969).
Les gouttes de pluie (resp. les agrégats de neige) peuvent croître par collection d’autres
gouttes de pluie (resp. agrégats de neige) ou de gouttelettes d’eau nuageuse (resp. de cristaux de
glace primaire et de gouttelettes d’eau nuageuse). Le processus de collection permet également
de convertir de la pluie en grésil au contact de cristaux de glace primaire. Certains processus
de collection sont à seuils : par exemple, un agrégat qui collecte des petites gouttes de pluie
3. Aussi appelé effet Bergeron-Findeisen ou Wegener-Bergeron-Findeisen. Wegener (1911) fut le premier à
décrire ce mécanisme dans les nuages en phase mixte. Bergeron (1928, 1935) précisa comment ce mécanisme
pouvait mener à la formation de précipitations et Findeisen (1938) apporta la preuve expérimentale de ce processus.
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demeure un agrégat, tandis que s’il collecte des grosses gouttes de pluie, il devient du grésil.
Le grésil a deux modes de croissance par collection. La croissance sèche a lieu lorsque la
température de surface du grésil est inférieure à Tt = 273,16 K (température au point triple).
Dans ce cas, le grésil reste uniquement constitué de glace. La croissance humide a lieu lorsque
la température de surface du grésil dépasse Tt . Un film liquide se forme alors autour du grésil. La
modélisation de ce processus dans la microphysique de Méso-NH suit celle de Nelson (1983).
Le mode de croissance retenu est celui dont le taux de croissance correspondant est le plus
faible.
Les cristaux de glace primaire fondent instantanément et sont convertis en gouttelettes d’eau
nuageuse lorsque T > Tt (Mason, 1956). Le contenu de grésil qui fond est intégralement ajouté
au contenu en eau liquide précipitante. Les agrégats sont convertis en grésil lorsqu’ils sont
composés d’autant d’eau liquide que de glace.
Enfin, le contenu en hydrométéores diminue par précipitation en fonction de leur vitesse de
chute respective.
2.1.4 Conclusion
Le schéma microphysique ICE3 est bien adapté pour la simulation des réflectivités. Les
schémas microphysiques spectraux pour lesquels on discrétise la DGP (Geresdi, 1998, par
exemple) sont certes plus raffinés, mais trop coûteux pour une utilisation dans un modèle de
PN. Des schémas plus complexes qu’ICE3, à deux moments (Ferrier, 1994, Carrió et Nicolini,
2002, Seifert et Beheng, 2006), voire trois (Milbrandt et Yau, 2005), ont été développés afin de
mieux prendre en compte la variabilité de la DGP en calculant l’évolution de plus de paramètres.
Certains schémas microphysiques élémentaires utilisent plus d’espèces glacées qu’ICE3. Le
schéma ICE4, qui inclut la grêle, est en phase d’évaluation dans Méso-NH (voir Lascaux, 2005,
par exemple). Cependant, une étude récente (Liu et Moncrieff, 2007) a trouvé que globalement,
les schémas avec des phases mixtes testés (dont un semblable à ICE3) étaient meilleurs qu’un
schéma ne permettant pas la coexistence de phases solide et liquide, mais qu’il était difficile de
tirer une conclusion générale sur le lien entre degré de sophistication et performance du schéma
microphysique. Bref, bien qu’il existe des schémas plus complexes qu’ICE3, ce dernier permet
toutefois de reproduire les caractéristiques fondamentales des systèmes convectifs, c’est-à-dire
les processus de givrage dans les tours convectives et d’agrégation plus lent dans la partie stra-
tiforme. Ceci n’est par exemple pas possible avec un schéma de microphysique chaude comme
celui de Kessler (1969). Par ailleurs, le modèle Méso-NH permet de modéliser des phénomènes
météorologiques de même taille que ceux que l’on peut observer avec un radar. Nous verrons
dans le chapitre suivant que les caractéristiques de Méso-NH comme la géométrie de la grille
influenceront certains choix concernant la conception du simulateur radar.
2.2 Cas d’étude : l’épisode du Gard des 8–9 septembre 2002
L’épisode des pluies intenses des 8 et 9 septembre 2002 sur le département du Gard est choisi
comme cas d’étude pour tester le simulateur radar et effectuer des tests d’assimilation. Ce cas
a l’avantage de présenter à la fois des précipitations stratiformes et cumuliformes. Par ailleurs,
il est bien documenté par les données du radar de Bollène (Fig. 2.2) en bande S qui possède
13 élévations. Enfin, concernant le volet assimilation, il s’agit d’un cas extrême (Fig. 2.3) et
dévastateur (24 morts et 1,2 Ge de dégâts, Huet et al., 2003) dont on souhaite particulièrement
améliorer la prévision à haute résolution. Cette section présente la situation météorologique et
détaille les observations disponibles.
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FIG. 2.2 – Radar de Bollène.
©Le Républicain d’Uzès et du Gard.
FIG. 2.3 – Le pont du Gard le 9 septembre 2002.
2.2.1 Contexte synoptique et environnement de mésoéchelle
Le 8 septembre 2002 à 1200 UTC, une goutte d’air froid en altitude centrée sur l’Irlande avec
un thalweg s’étendant jusqu’à la péninsule ibérique est associée à un écoulement d’air diffluent
de sud-ouest sur le sud-est de la France (Fig. 2.4). Cette configuration favorise l’ascendance de
grande échelle sur le sud-ouest de la France.
En surface, une dépression colocalisée avec la goutte d’air froid en altitude est associée à
front froid ondulant sur l’ouest de la France qui donne des pluies modérées dans la matinée
du 8. Les orages qui vont donner les précipitations intenses sur le Gard se développent dans la
masse d’air chaud, bien à l’avant du front froid.
Avant le déclenchement de la convection, l’atmosphère était significativement condition-
nellement instable comme le montre le radiosondage de Nîmes à 0000 UTC le 8 septembre
(Fig. 2.5). L’énergie potentielle disponible convective (CAPE) de la particule d’air la plus in-
stable de 850 J· kg−1 et l’eau liquide précipitable sur une colonne d’air était de 33 mm. Ces
valeurs se situent dans le décile supérieur des valeurs les plus importantes pour les radioson-
dages de Nîmes des mois de septembre entre 1995 et 2004 (Thouvenin, 2004). Les observations
de surface montrent un flux de secteur est à sud-est très humide près de la surface qui va ali-
menter le système convectif de mésoéchelle (MCS).
2.2.2 Évolution du système convectif
L’évolution du système convectif pendant l’épisode se caractérise par trois grandes phases
(Delrieu et al., 2005).
Formation et première phase de stationnarité : 0800–2200 UTC le 8. Au début de la jour-
née du 8 septembre, une forte activité convective règne dans le Golfe du Lion sans atteindre
les terres. Le système convectif qui nous intéresse se déclenche vers 0400 UTC en mer et
est advecté vers les côtes de l’Hérault, du Gard et des Bouches-du-Rhône qu’il touche vers
0700 UTC (Figs. 2.6a et 2.7a). Vers midi, le lieu de formation des nouvelles cellules change,
avec des cellules qui se forment au sud du système (et non plus au nord). Un système convectif
de mésoéchelle à régénération rétrograde se met ainsi en place avec de nouvelles cellules qui
se forment continuellement sur le département du Gard et de l’Hérault (Fig. 2.6b). Les précipi-
tations associées au front ondulant à l’ouest s’étendent à ce moment de la région Nord au Pays
Basque.
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FIG. 2.4 – Analyse Arpege en surface (haut) et à 500 hPa (bas) à 1200 UTC le 8 septembre 2002. Sur
l’analyse en surface figurent la pression au niveau de la mer (en hPa, isolignes continues) et les centres
des dépressions (D) et anticyclones (A) correspondants. Sur l’analyse à 500 hPa figurent la hauteur du
géopotentiel (en m, isolignes continues) et la température (en °C, isolignes tiretées). Les observations
des stations synoptiques en surface et à 500 hPa sont aussi pointées ainsi que le tracé de la trace au sol
des fronts.
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FIG. 2.5 – Radiosondage de Nîmes le 8 septembre 2002 à 0000 UTC.
Le système s’étire selon une orientation sud-ouest/nord-est en accord avec les vents de sud-
ouest en moyenne et haute troposphère. La partie convective, associée aux précipitations les
plus importantes, se situe sur les plaines du Gard, c’est-à-dire aux pieds des Cévennes. Cette
configuration est peu classique pour les orages cévenols dont la position de la partie convec-
tive est plutôt habituellement située sur les contreforts des Cévennes. La partie stratiforme au
nord-est de là où se forment les cellules se développe progressivement (Fig. 2.6c). À partir de
1400 UTC, la signature en V dans l’imagerie satellitaire infrarouge caractéristique d’un MCS à
régénération rétrograde (McCann, 1983, Scofield, 1985) est bien visible (Fig.2.7b). Les cellules
se forment à la pointe du V et la partie supérieure des nuages associés se retrouve advectée vers
les branches du V par le vent d’altitude diffluent. Le système se décale très lentement vers le
nord. Au cours de la phase mature, la zone de précipitations a une extension de plus de 300 km
dans la direction sud-ouest/nord-est.
Seconde phase de stationnarité : 2200 UTC le 8–0400 UTC le 9. À partir de 2200 UTC,
alors que l’axe du thalweg d’altitude bascule pour prendre une orientation sud-nord, le MCS suit
cette évolution (Fig. 2.7c) et se déplace vers le nord-ouest vers la partie supérieure des bassins
du Gardon et de la Cèze, au niveau des premiers contreforts du Massif Central, où il demeure
jusqu’en fin de nuit.
Phase d’évacuation : 0400–1200 UTC le 9. À partir de 0400 UTC le 9 septembre, le front,
qui a progressé vers l’est, fusionne avec le MCS pour ne former qu’un seul système pluvio-
orageux. Le système se décale progressivement vers l’est (Figs.2.6d et 2.7d). Après 1200 UTC,
l’activité pluvio-orageuse ne concerne plus le département du Gard.
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(b : 1300 UTC le 8)
(c : 2200 UTC le 8) (d : 1200 UTC le 9)
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FIG. 2.6 – Composite multiradar du réseau Aramis (plage de couleurs, dBZ) et relief d’intérêt à 2,5 km de
résolution (grisés, m ; échelle valable pour toutes les figures avec relief). (a) 0700 UTC le 8 : les premières
cellules atteignent la côte ; (b) 1300 UTC le 8 : le système convectif de mésoéchelle à régénération
rétrograde est formé ; (c) 2200 UTC le 8 : la zone convective à l’avant du système et la zone stratiforme
bien développée à l’arrière ; (d) 1200 UTC le 9 : évacuation du système précipitant vers l’est.
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(a : 0700 UTC le 8) (b : 1600 UTC le 8)
(c : 0100 UTC le 9) (d : 1200 UTC le 9)
-65 -57 -49 -41 -33 -25 -17 -9
FIG. 2.7 – Imagerie satellitaire infrarouge Météosat (plage de couleurs, °C) et relief interpolé à 10 km de
résolution (grisés, m). (a) 0700 UTC le 8 : les premières cellules abordent la côte ; (b) 1600 UTC le 8 :
signature en V caractéristique d’un MCS ; (c) 0100 UTC le 9 : le MCS prend une orientation sud-nord
dans la seconde phase de stationnarité ; (d) 1200 UTC le 9 : évacuation du système pluvio-orageux vers
l’est.
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2.2.3 Signature au sol du MCS
Températures à 2 m. Dès 0900 UTC, alors que le haut de la vallée du Rhône se réchauffe,
on voit l’apparition d’une plage d’air froid en surface sur le Gard (comparer les Figs. 2.8a et
b). La plage d’air froid s’étend en remontant la vallée du Rhône (Fig. 2.8c) pour atteindre son
extension horizontale maximale vers 1800 UTC (Fig. 2.8d). Parallèlement au sud du système,
sur les Bouches-du-Rhône et le Var, les basses couches se réchauffent dans la journée. Avec la
bascule du système en phase II, l’air se réchauffe également à partir de 2200 UTC en basses
couches sur la côte méditerranéenne et jusqu’à l’embouchure de la vallée du Rhône (Fig. 2.8e).
Dans la matinée du 9 septembre, le passage du front froid sur la région est bien visible sur les
températures à 2 m (Fig.2.8f), avec des températures élevées sur le Var et l’est des Bouches-du-
Rhône correspondant au secteur chaud à l’avant du front froid et des températures plus basses
dans l’axe du couloir rhodanien associées au front froid et aux précipitations.
Humidités relatives à 2 m. Après une période nocturne lors de laquelle les humidités relatives
à 2 m étaient proches de la saturation sur le sud-est de la France, le réchauffement diurne fait
diminuer ces humidités relatives à partir de 0600 UTC le 8 septembre sauf sur le Languedoc-
Roussillon et le Gard, où on peut voir la signature au sol des cellules convectives qui sont
associées à de fortes humidités (Fig. 2.9a). Cette zone d’humidités relatives s’étend avec le
développement du MCS (Figs. 2.9b et c). Le passage du front froid pendant la nuit du 8 au 9
septembre déplace la zones de fortes humidités vers l’est (Fig. 2.9d).
Vents à 10 m. Le vent dans les basses couches de l’atmosphère est d’abord de secteur est à
sud-est et modéré (Fig.2.10a) sur l’estuaire du Rhône et le littoral de la région Provence-Alpes-
Côte-d’Azur. Il bascule progressivement vers le sud-est en s’intensifiant au cours de l’événe-
ment , avec des vents qui atteignent 10 m · s−1 à 1200 UTC le 8 septembre (Fig.2.10a) et environ
18 m · s−1 à 0000 UTC le 9 (Fig. 2.10b). Sous le système convectif, les vents sont faibles, de
nord-est en général dans la partie convective. Le passage du front est caractérisé par une rupture
dans la direction et la force du vent de basses couches bien visible sur la Figure 2.10d.
Cumuls des précipitations. Les stations pluviométriques de Météo-France enregistrent les
premières précipitations liées à ce MCS vers 0700 UTC le 8 septembre. Sur la première phase,
la partie convective du MCS produit des cumuls de pluie au sol supérieurs à 400 mm en moins
de 12 heures principalement au nord-ouest de Nîmes (Figure 2.11a). Pendant la deuxième phase,
le MCS produit des pluies soutenues pendant 6 heures, avec un épicentre situé sur les contre-
forts des Cévennes de l’ordre de 300 mm (Fig. 2.11b). Pendant la troisième phase, la fusion du
front avec le MCS produit des précipitations intenses, mais les cumuls sont plus uniformément
répartis spatialement du fait du déplacement rapide du front (Fig.2.11c). Lors de cette phase, les
cumuls restent limités à 250 mm. Au final, le cumul de précipitations recueilli par le réseau plu-
viométrique de Météo-France a atteint 684 mm sur toute la durée de vie du système (Fig.2.11d).
Les cumuls supérieurs à 300 mm en moins de trente heures couvrent une zone particulièrement
importante (plus de 3000 km2, du pied des Cévennes à la région de Châteauneuf-du-Pape, et de
la basse Ardèche aux contreforts de l’agglomération nîmoise).
2.2.4 Conclusion
Les observations ont permis de mettre en évidence une plage d’air froid sous-orage lors de
cet événement convectif. Il a été montré par Ducrocq et al. (2007) sur le même cas que cette
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(a : 0700 UTC le 8) (b : 0900 UTC le 8)
(c : 1200 UTC le 8) (d : 1800 UTC le 8)
(e : 2300 UTC le 8) (f : 1200 UTC le 9)
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FIG. 2.8 – Température à 2 m (°C). (a) 0700 UTC le 8 : avant le déclenchement de la convection sur
terre ; (b) 0900 UTC le 8 : apparition d’une plage d’air froid sur le Gard ; (c) 1200 UTC le 8 : extension
de la plage dans le couloir rhodanien ; (d) 1800 UTC le 8 : extension maximale de la plage d’air froid ;
(e) 2300 UTC le 8 : résorption lente de la plage d’air froid par le sud ; (f) 1200 UTC le 9 : signature au
sol du passage du front froid.
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(a : 0900 UTC le 8) (b : 1200 UTC le 8)
(c : 1800 UTC le 8) (d : 1500 UTC le 9)
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FIG. 2.9 – Humidité relative à 2 m (%). (a) 0900 UTC le 8 : la vallée du Rhône est relativement sèche
tandis que les cellules convectives qui se créent au-dessus du Gard sont associées à de fortes humidité
relatives ; (b) 1200 UTC le 8 : la zone de fortes humidités s’étend dans la vallée du Rhône ; (c) 1800 UTC
le 8 : extension maximale des fortes humidités sur les plaines et reliefs du sud-est de la France ; (d)
1500 UTC le 9 : signature au sol du passage du front froid.
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(a : 0700 UTC le 8) (b : 1200 UTC le 8)
(c : 0000 UTC le 9) (d : 1200 UTC le 9)
FIG. 2.10 – Vents à 10 m (kt) observés le 8 septembre 2002 à 0700 UTC (a) et 1200 UTC (b) et le 9 à
0000 UTC (c) et 1200 UTC (d).
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(a : phase I)
Nîmes
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(c : phase III) (d : total)
FIG. 2.11 – Cumuls des précipitations (mm) estimés par lames d’eau Hydram (radar de Nîmes reca-
libré après l’épisode) pour les trois phases de l’événement : 0600–2200 UTC le 8 (a), 2200 UTC le
8–0400 UTC le 9 (b), 0400–1700 UTC le 9 (c) et sur toute la durée de l’épisode de 0600 UTC le 8 à
1700 UTC le 9 (d). Les données des pluviomètres sont aussi pointées sur la vignette d.
plage d’air froid jouait un rôle crucial dans le maintien du MCS sur les plaines du Gard lors de
la phase I de l’événement, en s’opposant au flux de basse couche humide du sud-est qui s’est
renforcé dans l’après-midi du 8 septembre.
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(a) (b)
Bollène
FIG. 2.12 – Domaine père (a) et fils (b). Le carré sur le domaine père indique le position du domaine fils.
Le relief est représenté en grisés (en m).
2.3 Simulation Méso-NH des 8–9 septembre 2002
Afin de tester le simulateur radar, nous avons utilisé la simulation RAD12 présentée par
Chancibault et al. (2006) et Nuissier et al. (2007). Deux domaines imbriqués avec two-way
nesting sont utilisés. Le modèle père a une résolution horizontale de 9,6 km (Fig. 2.12a) avec
180×180 points de grille, et le domaine fils, centré sur sud-est de la France, a une résolution
de 2,4 km avec 240×240 points de grille (Fig. 2.12b). L’état intial est obtenu par application à
l’analyse Arpege à 1200 UTC le 8 septembre 2002 d’une analyse de mésoéchelle des données
de surface (température et humidité à 2 mètres et vent à 10 mètres) suivie d’un ajustement de
l’humidité et des hydrométéores dans les zones nuageuses et précipitantes estimées à partir des
réflectivités radar et de températures de brillance Météosat dans l’infrarouge selon la méthode
de Ducrocq et al. (2000). Les conditions aux limites pour le modèle père sont fournies par des
prévisions du modèle Arpege toutes les 3 heures.
La Figure 2.13 présente les précipitations cumulées simulées par RAD12 pour les trois
phases de l’événement du des 8–9 septembre 2002. La position, l’extension et l’intensité des
précipitations sont assez bien reproduites par la simulation pendant la première phase du sys-
tème (cf. Figs. 2.11a et 2.13a). Néanmoins, à partir de 2200 UTC, la simulation RAD12 com-
mence à diverger des observations. Ceci se remarque en particulier pour les phases II et III (cf.
Figs.2.11bc et 2.13bc). Durant la deuxième phase, le redressement observé du système avec son
orentation nord/sud est bien simulé, mais les précipitations se déplacent trop vers nord-ouest,
et trop rapidement (Fig. 2.13b). Les cumuls de pluie sont également sous-estimés. L’écart aux
observations s’accentue encore plus lors de la troisième phase (Fig. 2.13c).
2.4 Conclusion
En conclusion, nous avons vu que le modèle Méso-NH avait la capacité de simuler des
phénomènes météorologiques de taille caractéristique de l’ordre du kilomètre, c’est-à-dire du
même ordre de grandeur que les données radar, grâce notamment à un schéma microphysique
suffisamment sophistiqué. Sur le cas des précipitations intenses du Gard des 8 et 9 septembre
2002, pour lequel il a été montré qu’une plage d’air froid produite par le système convectif
jouait un rôle important dans la dynamique du système et dans la position des précipitations,
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(a : phase I) (b : phase II)
(c : phase III) (d : total)
FIG. 2.13 – Cumuls des précipitations (mm) simulés par RAD12 : 1200–2200 UTC le 8 (a), 2200 UTC
le 8–0400 UTC le 9 (b), 0400–1200 UTC le 9 (c) et sur toute la durée de la simulation de 1200 UTC le
8 à 1200 UTC le 9 (d).
nous avons effectué une simulation avec Méso-NH qui, grâce à une initialisation de fine échelle,
a reproduit assez fidèlement les cumuls de précipitations observés lors de la première phase de
l’événement convectif. Nous allons donc pouvoir utiliser cette simulation au chapitre 4 afin de
tester notre simulateur radar.
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Chapitre 3
Description du simulateur de réflectivités
radar
Préalablement à cette étude, un certain nombre de simulateurs existaient sans qu’aucun ne
réponde parfaitement à nos besoins. On distingue trois principaux domaines d’utilisations de
ces simulations de réflectivités radar : l’étude du lien entre la mesure radar et des quantités
estimées à partir des réflectivités (pluie au sol, etc.), la validation des modèles atmosphériques
et l’assimilation de données.
Concernant l’étude de la mesure radar, des simulateurs ont été développés par le passé afin
de relier les observations éventuellement polarimétriques aux propriétés microphysiques des
hydrométéores (Bringi et al., 1986a,b, Vivekanandan et al., 1990). Ce type de simulateur s’oc-
cupe principalement des problèmes de diffusion pour lesquels il utilise une technique sophisti-
quée (matrice T dans ces cas). Ainsi les problèmes liés à la géométrie de l’appareil (courbure
du faisceau, directivité de l’antenne, etc.) sont négligés.
De nombreuses études se sont attachées à relier la quantité de pluie au sol aux réflectivités
radar par le biais de la simulation. La manière la plus simple de comparer ces deux quanti-
tés est de considérer une distribution d’hydrométéores et de calculer directement le facteur de
réflectivité et le taux de précipitation constant. C’est ainsi que Chandrasekar et Bringi (1987)
ont étudié l’influence de la variation de la distribution granulométrique des gouttes de pluie
sur la relation entre la réflectivité radar et le taux de précipitation au sol. Dans cette étude, la
diffusion est de type Rayleigh et les hydrométéores considérés sont uniquement les gouttes de
pluie. Cependant, les réflectivités sont mesurées en altitude alors que la pluie est mesurée au sol.
L’idée suivante a donc consisté à introduire un modèle générant des précipitations de manière
stochastique (Giuli et al., 1993, 1994, Krajewski et al., 1993, 1996, Capsoni et D’Amico, 1995,
1998). Ces simulateurs tiennent compte des effets de propagation et de directivité de l’antenne.
Souvent, seule la pluie est prise en compte (Giuli et al., 1993, 1994, Capsoni et al., 2001), mais
parfois des hydrométéores en phase solide ou mixte sont également simulés (Anagnostou et
Krajewski, 1997). Des techniques sophistiquées sont parfois utilisées pour simuler la diffusion
par les hydrométéores (matrice T pour Anagnostou et Krajewski, 1997 par exemple). Le simu-
lateur d’Anagnostou et Krajewski (1997), qui est le plus raffiné, ne tient cependant pas compte
d’un certain nombre d’effets tels que la propagation anormale, les échos fixes et les masques
partiels qui sont particulièrement gênants en région montagneuse. Delrieu et al. (1995) et Pella-
rin et al. (2002) ont développé un simulateur spécifiquement destiné à étudier l’estimation de la
pluie au sol en région montagneuse en estimant à la fois les réflectivités dues aux hydrométéores
et au relief. Ce dernier simulateur est assez raffiné puisqu’il tient compte de la bande finie du
récepteur, mais par contre la méthode de calcul de la diffusion est très simple (Rayleigh) et la
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propagation anormale n’est pas non plus considérée.
L’évaluation de quantités estimées à partir des réflectivités ne s’est pas limitée au taux de
précipitations au sol puisque Boudevillain et Andrieu (2003) ont simulé des données radar afin
d’évaluer la précision de l’estimation du contenu intégré en eau liquide (VIL). Par rapport,
aux simulateurs précédemment cités, ce dernier utilise une technique de calcul de la diffusion
relativement complexe (Mie, 1908). Cependant, la géométrie du radar n’est pas prise en
compte ; en effet, seule la dimension verticale est utilisée.
Pour la validation des modèles atmosphériques, il existe essentiellement deux approches.
La première, qui est celle qui a été développée dans les post-traitements de Méso-NH afin
de valider les sorties de ce modèle atmosphérique (Richard et al., 2003), consiste à effectuer
chaque calcul d’observation radar en points de grille. Par conséquent, dans ce type de simu-
lateurs, la géométrie du faisceau radar et l’atténuation ne sont pas pris en compte. L’autre
approche consiste à simuler des volumes radar, un peu à la manière de ce qui a été fait pour
l’étude de l’estimation de la pluie par les radars (comme par exemple Anagnostou et Krajewski,
1997), sauf que le modèle atmosphérique remplace le générateur stochastique de pluie. C’est
cette seconde approche qui a été retenue pour valider les sorties du modèle de prévision
météorologique à mésoéchelle LM. Ce simulateur élaboré, appelé RSM, (Haase et Crewell,
2000, Haase et Fortelius, 2001) utilise des lois de distribution différentes pour chaque type
d’hydrométéore prévu par le modèle, tient compte de la courbure du faisceau, de l’atténuation
et utilise la théorie de Mie (1908) pour calculer les coefficients de rétrodiffusion et d’extinction.
Cependant, la fonction de directivité de l’antenne et le problème de bande passante finie ne
sont pas pris en compte.
Les opérateurs d’observations utilisés pour assimiler des données radar sont usuellement
basiques. Ainsi, l’opérateur d’observation utilisé par Sun et Crook (1997) est du même niveau
de complexité que le simulateur Méso-NH (diffusion de Rayleigh, atténuation et fonctions de
poids non prises en compte). Dans des études plus récentes, les différentes versions de ce type
d’opérateur d’observation sont un peu plus raffinées (Sun et Crook, 2001, et Crook et Sun,
2002, ont ainsi tenu compte de l’élargissement du faisceau radar sur la verticale) mais restent
encore très simples (diffusion de Rayleigh et atténuation négligée).
Cette rapide revue montre qu’aucun simulateur existant ne répondait à nos besoins de ma-
nière satisfaisante. Nous présentons ci-dessous le nouveau simulateur de réflectivités radar qui a
été développé dans les post-traitements de Méso-NH. Pour construire le simulateur radar, il faut
estimer les différentes contributions à l’Éq. (1.14) pour en déduire le facteur de réflectivité équi-
valent estimé z¯e ; pour ce faire, la localisation de la cible (r0), les fonctions de poids angulaire
( f 2) et radiale (L), la réflectivité (η), ainsi que l’atténuation doivent être modélisées et estimées
(voir Fig. 3.1). Pour chacune des composantes à prendre en compte, différentes possibilités de
niveaux de complexité variables sont présentées. Nous exposons les arguments scientifiques et
techniques (c’est-à-dire spécifiques à la configuration propre à Méso-NH et/ou la chaîne d’as-
similation d’Arome) qui ont mené à sélectionner un nombre restreint de modélisations pour
chaque processus physique.
3.1 Fonction de directivité d’antenne
Le radar émet un signal qui dépend de la géométrie de son antenne. Il est conçu de façon
à émettre une puissance maximale dans une direction donnée d’ouverture la plus réduite pos-
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Trajectoire
du faisceau
Diffusion par les hydrométéores
Fonction de directivité de l’antenne
Interpolation sur la trajectoire du faisceau
(bande C ou S)






FIG. 3.1 – Schéma détaillant les différents éléments à modéliser en vue de réaliser un simulateur de
réflectivités.
sible de façon à obtenir une grande précision sur la localisation de la cible en angle. On doit
pouvoir déterminer la fonction de directivité f 2 (ou fonction de distribution du gain d’antenne
normalisée ; en anglais, antenna directivity function, radiation pattern, ou encore power density
pattern) exacte de l’antenne à partir de considérations géométriques. Ainsi pour une antenne en
forme de paraboloïde de révolution, éclairée par une source au point focal, dont l’éclairement
est en (1−4(ρ/D)2)2 (ρ distance à l’axe ; D diamètre de l’antenne), la fonction d’émission en
puissance normalisée est théoriquement (Sherman, 1970 ; Doviak et Zrnic´, 1993)





















cos(zsinϑ ′−nϑ ′)dϑ ′ . (3.2)
En pratique la fonction d’émission est souvent modélisée par une fonction analytique plus
simple. Par exemple, Giuli et al. (1994) ont utilisé une interpolation polynômiale de la fonction
d’antenne réelle (c’est-à-dire mesurée) du radar pour simuler l’anisotropie de la fonction de
directivité sur la verticale. Mais l’approche qui a été la plus utilisée est celle consistant à appro-
cher la fonction d’émission par une somme de gaussiennes dont chaque terme correspond à un
lobe (Battan, 1973). La largeur angulaire des lobes secondaires est approchée par la moitié de
l’ouverture angulaire du faisceau radar à−3 dB du lobe principal (notée ∆ϑ ). Les gaussiennes
centrées autour des maxima secondaires sont ensuite sommées et pondérées par les puissances
maximales de ces lobes secondaires. On peut donc écrire














où Ak et ϑ ′k sont des constantes. Cette approche a notamment été utilisée par Capsoni et
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D’Amico (1998) avec trois lobes secondaires. Une approximation très courante consiste ce-
pendant à ne retenir que le premier terme de l’Éq. (3.3) :






Cette approximation est valable dès lors que le lobe secondaire a une amplitude très inférieure
à celle du lobe principal (typiquement 20 dB).
Avec la formule retenue pour f 2, il s’agit alors d’évaluer l’intégrale bidimensionnelle sui-






f 4(ϑ ′,φ ′)ξ (r)sinϑ ′ dϑ ′ dφ ′ (3.5)
où ξ est la quantité radar mesurée, qui vaut par exemple η l2 pour les réflectivités. La réflectivité
(ou toute autre grandeur radar mesurée) n’est pas nécessairement constante dans l’ouverture
angulaire. Dans ce cas, ξ peut être estimé par ¯ξ (Sun et Crook, 2001, Crook et Sun, 2002, Xue







f 4(ϑ ′)∆z , (3.6)
où ∆z est l’espacement entre deux niveaux verticaux du modèle, les ξk sont les quantités radar
simulées au niveau k du modèle et f 4(ϑ ′) est donné par l’Éq. (3.4). Salonen (2002), Salonen
et al. (2003) et Salonen et Järvinen (2004) ont également employé une modélisation analogue
de l’élargissement du faisceau sur la verticale. Anagnostou et Krajewski (1997) et Delrieu et al.
(2005) ont utilisé ce type de modèle en y ajoutant la prise en compte de l’élargissement du
faisceau sur l’horizontale.
Une approximation plus forte consiste à supposer que la puissance émise est isotrope dans
un cône d’ouverture généralement égale à la puissance maximale moins 3 dB (c’est-à-dire pour
une puissance maximale divisée par deux). Dans ce cas, il faut corriger le gain total sous peine
de grands écarts entre valeurs théoriques et mesurées. La manière la plus courante d’effectuer
cette correction est de supposer le faisceau gaussien et d’intégrer sur une petite ouverture angu-























Cette approximation, qui est la plus simple, est largement utilisée dans la littérature. Ainsi, Sun
et Crook (1997, 1998), Xiao et al. (2007), etc. ont employé cette formulation. Cependant elle
ne tient pas compte de l’élargissement du faisceau avec la distance.
Implémentation dans le simulateur Méso-NH. Le degré de complexité de la modélisation
du diagramme d’émission des antennes radar a été choisi en fonction des caractéristiques des
réseaux de radars météorologiques opérationnels, et plus particulièrement du réseau Aramis
couvrant la France. Pour ces radars, la différence de puissance entre le maximum de la fonction
de directivité et les maxima des lobes secondaires est supérieure à 20 dB. La contribution de
ces derniers au signal reçu par l’antenne radar est donc négligeable dans la plupart des cas. Il
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est donc logique de modéliser la fonction de directivité de l’antenne par une gaussienne qui
n’ajuste que le lobe principal (Éq. (3.4)).
Pour le simulateur radar, nous désirons pouvoir tenir compte de l’élargissement du faisceau
radar sur la verticale et l’horizontale comme Anagnostou et Krajewski (1997) et Delrieu et al.
(2005). On réalise cette intégration par deux quadratures de Gauss-Hermite (Press et al., 1986)












∆ϑ ′2 ξ (r)dϑ ′ dφ ′ . (3.8)
Après changement de variable x =
√
8ln2ϑ ′/∆ϑ , l’angle de demi-ouverture à −3 dB (c’est-à-

































,φ0 + y j∆ϑ√8ln2
)
, (3.10)
où les xi et y j sont les abscisses de la quadrature de Gauss-Hermite, les vi et w j sont les poids
correspondants, et nH et nV sont les nombres de points des quadratures respectivement horizon-
tale et verticale.
Le Tableau 3.1 rappelle les abscisses et poids correspondants de la quadrature de Gauss-
Hermite. À n = 7, les poids affectés aux valeurs extrêmes des abscisses sont très faibles par rap-
port aux autres poids et en particulier par rapport au poids affecté au point central. Par ailleurs,
pour des n trop importants, les valeurs extrêmes des abscisses sont en-dehors du cône d’ouver-
ture à −3 dB (x > 1,18) et la modélisation du lobe principal par une gaussienne est de moins en
moins justifiable.
Pour évaluer la sensibilité au nombre de points retenus pour la quadrature, nous avons
calculé les réflectivités à partir des données des simulations Méso-NH présentées au chapitre
précédent en considérant un faisceau radar d’élévation 1,4° pour le radar en bande C de
Nîmes (Fig. 3.2). Nous avons fait varier le nombre de points de 1 à 7 pour la quadrature sur
la verticale. Il existe des différences autour de 100 km de distance du radar, pour un nombre
de points supérieur à 1. Ceci est sans doute dû à la présence d’un fort gradient vertical de
réflectivité (bande brillante). Sur l’horizontale, le fait que l’intégration se fasse à une échelle
inférieure à la maille (de taille 2,4× 2,4 km2) explique qu’il n’y ait pas de différence sensible
entre la réflectivité évaluée au centre du faisceau et celle calculée par quadrature. Ainsi, nous
avons choisi de ne pas discrétiser le faisceau sur l’horizontale. Par ailleurs, 3 points sur la
verticale semblent un bon compromis entre efficacité numérique, réalisme de la fonction de
directivité de l’antenne, et prise en compte des gradients importants de réflectivité. Pour les
zones à forte résolution verticale du modèle atmosphérique, cette méthode risque cependant de
sous-échantillonner les données prévues au-delà d’une certaine distance au radar (à 100 km,
un faisceau de largeur 1° est échantillonné tous les 900 m sur la verticale avec 3 points de
quadrature sur la verticale).
Afin de se rapprocher de la résolution du modèle sur la verticale, il est possible de calculer
I par une autre méthode, car nous avons vu supra qu’ajouter des points dans la quadrature de
Gauss-Hermite n’est pas satisfaisant. Comme il est possible de réduire les intervalles d’intégra-
tion de l’intégrale double I à [−∆ϑ/2,∆ϑ/2] en gardant une précision correcte (Probert-Jones,
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n
1 abscisse 0poids 1,77
2 abscisses −0,707 0,707poids 0,886 0,886
3 abscisses −1,22 0 1,22poids 0,295 1,18 0,295
4 abscisses −1,65 −0,525 0,525 1,65poids 8,13 ·10−2 0,805 0,805 8,13 ·10−2
5 abscisses −2,02 −0,959 0 0,959 2,02poids 2,00 ·10−2 0,394 0,945 0,394 2,00 ·10−2
6 abscisses −2,35 −1,34 −0,436 0,436 1,34 2,35poids 4,53 ·10−3 0,157 0,725 0,725 0,157 4,53 ·10−3
7 abscisses −2,65 −1,67 −0,816 0 0,816 −1,67 −2,65poids 9,72 ·10−4 5,45 ·10−2 0,426 0,810 0,426 5,45 ·10−2 9,72 ·10−4
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hauteur du faisceau supérieure (km)
(d : 7 points)
FIG.3.2 – Réflectivité (dBZ) simulée à partir des données de Méso-NH, pondérée ou uniquement calculée
à partir du point central du faisceau (c’est-à-dire situé à la hauteur moyenne), pour 3 points de quadrature
horizontale, et 1 (a), 3 (b), 5 (c) et 7 (d) points de quadrature verticale. La hauteur de faisceau (km
MSL) maximale, minimale et moyenne est aussi indiquée. (simulation du radar de Nîmes, à partir de la
prévision Méso-NH le 8 septembre 2002 à 2100 UTC, az. 35° à une élévation de 1,4°).
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nombre de points 2 3 4 5 6 7 8 9 10 11 12
résolution verticale (en m) 1000 680 450 320 240 180 140 120 95 80 68
TAB. 3.2 – Résolution verticale du radar à 100 km obtenue par le simulateur en fonction du nombre de
points utilisés par la quadrature de Gauss-Legendre.












































,φ0 + y j∆ϑ2
)
, (3.13)
où cette fois-ci les xi et y j d’une part, et les vi et w j d’autre part, sont respectivement les abs-
cisses et poids correspondants de la quadrature de Gauss-Legendre. Cette méthode a l’inconvé-
nient de ne pas particulièrement prendre en compte la forme gaussienne de la fonction à intégrer.
Cela a pour conséquence de rendre inexacte l’évaluation de l’intégrale en un point. Il faut donc
discrétiser sur l’horizontale et la verticale en plusieurs points pour obtenir une approximation
satisfaisante sous peine de surestimer les réflectivités. On peut néanmoins supprimer cette qua-
drature sur l’horizontale pour les mêmes raisons que précédemment et ne la conserver que sur
la verticale. Le Tableau 3.2 montre la résolution verticale en fonction du nombre de points ré-
solus pour la quadrature de Gauss-Legendre pour une ouverture de 1° à 100 km du radar. Il
faut beaucoup de points (12) pour obtenir la résolution maximale de Méso-NH dans les basses
couches à 100 km, alors que plus haut, on effectuera des calculs sous-maille. L’idéal serait une
méthode d’intégration qui s’adapte à la résolution du modèle.
Les deux types de quadratures, Gauss-Hermite et Gauss-Legendre, sont implémentés dans
le simulateur. On peut considérer que lorsqu’on veut discrétiser le faisceau avec un à trois
angles d’intégration, il est préférable d’utiliser une quadrature de Gauss-Hermite, et qu’au-
dessus de trois points, la quadrature de Gauss-Legendre donne de meilleurs résultats. Enfin on
peut remarquer que l’approximation de Probert-Jones (1962) faite pour l’Éq. (3.7) est obtenue
pour un point d’intégration avec la quadrature de Gauss-Hermite.
3.2 Fonction de poids radiale
Le train d’ondes émis par le radar peut être décomposé en série de Fourier. Comme le
récepteur n’amplifie qu’une partie des composantes spectrales comprise dans une bande, il est
nécessaire d’évaluer les pertes dues à la bande passante du récepteur ; elles peuvent s’écrire
ainsi :
L(r) = |W (r0− r)|2 , (3.14)
où W est une fonction de poids radiale qui permet de prendre en compte ce phénomène. Doviak
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2 d t , (3.16)
Doviak et Zrnic´ (1993) ont également estimé la longueur du volume de résolution à −6 dB
















Lorsque la fonction de poids radiale n’est pas triviale, le volume ainsi défini doit être discrétisé
afin de tenir compte du poids relatif de la puissance reçue dans le calcul de la réflectivité. Les
Éqs. (3.15) et (3.17) ont ainsi été utilisées par Capsoni et D’Amico (1998) pour simuler le
phénomène de bande passante finie. Lorsqu’on ne discrétise pas la porte sur la longueur ou
qu’on considère que la bande du récepteur est infinie, la fonction de poids radiale est modélisée














Implémentation dans le simulateur Méso-NH. La longueur d’une porte (quelques centaines
de mètres au plus pour les radars du réseau Aramis) est inférieure à la maille (∆x > 1 km) des
données du modèle. Par conséquent, il ne semble pas pertinent de prendre en compte la fonction
de poids radiale due à la bande passante du récepteur radar. Ce choix implique que l’on peut
sortir tout ce qui ne dépend que de la distance au radar de l’intégrale volumique dans l’Éq.(1.14)








η(r)l(r)2 f 4(ϑ ,φ)sinϑ dϑ dφ . (3.20)
La réflectivité (et les autres quantités simulées) sera donc évaluée radialement uniquement au
centre de chaque porte.
3.3 Courbure du faisceau
L’équation Éq. (1.14) fait intervenir un vecteur r0. Comme l’indice de réfraction de l’air n
n’est pas constant, mais dépend de la pression, de la température et du taux d’humidité (et plus
faiblement de la longueur d’onde), les ondes émises par le radar ne se propagent pas de façon
rectiligne, c’est-à-dire que le vecteur r0 n’a pas une direction constante. La trajectoire suivie par
le faisceau est gouvernée par la loi de Descartes.
Une première méthode consiste donc à calculer en chaque porte l’indice de réfraction de l’air
et ainsi d’en déduire la courbure du faisceau radar. Par commodité, c’est plutôt la réfractivité
définie par
N ≡ (n−1)106 (3.21)
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qui est utilisée à la place de l’indice de réfraction. À partir de considérations expérimentales,
Smith et Weintraub (1953) ont déduit







où p est la pression totale, e la pression partielle de vapeur d’eau (les deux en Pa), et T est la









était bonne à 0,5% en N pour des fréquences jusqu’à 30 GHz et pour T ∈ [−50°C;40°C],
p ∈ [200 hPa;1 100 hPa] et e ∈ [0 hPa;30 hPa]). D’autres auteurs, comme Essen et Froome
(1951), ont donné d’autres constantes, mais Bean et Dutton (1968) ont précisé que « les
différences de constantes dans l’expression de N étaient petites en comparaison de l’erreur
inhérente à la formule ». Pour cette méthode d’estimation de la trajectoire du faisceau, la qualité
et la précision du chemin calculé est conditionnée par le modèle fournissant la température,
l’humidité et la pression. Haase et Crewell (2000), Haase et Fortelius (2001), Salonen (2002),
Salonen et al. (2003) et Salonen et Järvinen (2004) ont modélisé la trajectoire du faisceau radar
à l’aide d’une telle méthode.
Une seconde méthode communément utilisée pour modéliser la trajectoire du faisceau radar
est le modèle du rayon terrestre effectif (ou modèle linéaire). Ce modèle, introduit par Schelleng









où a est le rayon de la Terre et h est l’altitude au-dessus de la surface. Si en plus on suppose
que n est proche de 1, que l’angle de site est faible (c’est-à-dire que cosϑ ≃ 1), et qu’enfin
l’indice de réfraction varie linéairement avec l’altitude (dn/dh = −1/(4a)), alors ae = 4a/3.
En utilisant la loi de Descartes en coordonnées sphériques (Bean et Dutton, 1968) :
(a+h)n(h)cosϑ = Cste , (3.25)
on peut alors calculer analytiquement la hauteur de chaque porte h et leur distance au radar
projetée sur la surface de la Terre s :
h(r) =
√
r2 +a2e +2rae sinϑ0−ae +h(0) , (3.26)






où r est la distance mesurée par le radar que l’on estime par la différence de temps entre
l’émission et la réception du train d’ondes rétrodiffusé.
En comparant avec des données climatologiques, Bean et Dutton (1968) ont montré que le
gradient linéaire de n du modèle du rayon effectif terrestre s’éloigne de la réalité au fur et à
mesure que l’on s’élève dans l’atmosphère, mais qu’il est climatologiquement réaliste jusqu’à
3 km d’altitude. Cependant la trajectoire du faisceau est fortement conditionnée par les basses
couches et n, tout en restant proche de 1, peut varier beaucoup sur de courtes distances dans les
basses couches de l’atmosphère.
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(a) (b)
FIG. 3.3 – Réflectivités du 3 février 2004 à 0000 UTC pour les radars de Bordeaux (a) et Toulouse (b).
Quand le gradient vertical de n diffère de −1/(4a), la trajectoire suivie diffère également
de celle estimée à partir des Éqs. (3.26) et (3.27) et on parle de propagation anormale. Si
dn/dh < −1/(4a), on la qualifie de supraréfraction (ou superréfraction, en anglais super-
refraction). Il arrive que le gradient de n soit inférieur à−1/a, auquel cas ont dit que le faisceau
radar est piégé : il finit par heurter le sol. Quand au contraire dn/dh > −1/(4a), on parle
d’infraréfraction (ou subréfraction, en anglais subrefraction).
Battan (1973) a listé différentes conditions propices aux propagations anormales comme par
exemple :
– le rayonnement nocturne lors des nuits dégagées, et particulièrement l’été quand le sol est
humide, qui mène à une inversion de température au sol et à une décroissance rapide de
l’humidité avec l’altitude,
– l’air chaud et sec s’écoulant au-dessus d’eau plus froide qui est refroidi et enrichi en
humidité dans les basses couches,
– l’air froid qui s’épanche à la base d’un orage et produit une inversion de température dans
les premières centaines de mètres au-dessus du sol.
La Figure 3.3 présente un exemple de propagation anormale. Le radar de Bordeaux voit
énormément d’échos tandis que celui de Toulouse n’en voit pas. Ceci est dû à un profil particu-
lier de l’atmosphère (forte inversion nocturne dans les basses couches) révélé par le radioson-
dage de Bordeaux au même moment (Fig.3.4) : dans la première centaine de mètres, le gradient
de réfractivité est de l’ordre de 43 km−1 et de l’ordre de −144 km−1 dans la centaine de mètres
suivante.
Haase et Crewell (2000) et Haase et Fortelius (2001) ont présenté les différences de tra-
jectoires lorsqu’on utilise dans un cas la loi de Descartes localement et dans l’autre un rayon
effectif de la Terre pour des situations stratiforme et convective données. Ils ont montré qu’à
une portée de 100 km, la différence d’altitude pour les élévations basses peut atteindre 400 m.
Gao et al. (2005) ont effectué le même type de comparaisons et en ont déduit que seuls 10%
des cas sont entâchés d’erreurs significatives, mais ils ont signalé que ces rares cas pouvaient
être souvent liés à des situations météorologiques dangereuses. Ils ont remarqué que le gradient
vertical d’humidité était le principal responsable (par rapport à la température) de beaucoup de
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FIG. 3.4 – Radiosondage à Bordeaux-Mérignac le 3 février 2004 à 0000 UTC.
cas où les erreurs sont importantes.
Implémentation dans le simulateur Méso-NH. La question du choix de modèle de pro-
pagation n’ayant pu être décidée à partir des études antérieures, les deux alternatives ont été
développées dans les post-traitements de Méso-NH. Pour la méthode du rayon terrestre effec-
tif, les Éqs. (3.26) et (3.27) sont utilisées pour le calcul de la trajectoire du faisceau. Pour la
méthode employant la loi de Descartes localement, la trajectoire est calculée pas à pas depuis
le radar. Pour un pas d’intégration δ r en distance apparente au radar suffisamment petit, les
formules suivantes permettent ainsi de calculer l’élévation du point d’arrivée et le nouvel angle
d’élévation (voir la Fig. 3.5 pour les notations) :
h(r +δ r) =
√
(a+h(r))2 +δ r2 +2δ r(a+h(r))sinϑ(r)−a , (3.28)





n(r +δ r) cosϑ(r)
)
, (3.29)
le signe de ϑ(r +δ r) ne différant de celui de ϑ(r) que lors d’une réflexion (déterminée lorsque
l’argument de l’arccosinus de l’Éq. (3.29) est supérieur ou égal à 1).
Pour évaluer la sensibilité à la méthode de calcul de la trajectoire, nous avons considéré
deux profils de n selon une radiale. Le premier est représentatif de l’indice de réfraction moyen
rencontré dans la simulation Méso-NH (Fig.3.6). La trajectoire et les réflectivités associées sont
calculées sur cette radiale selon les deux méthodes de calcul de la trajectoire du faisceau. Nous
constatons que dans ce cas de propagation « normale », la hauteur du faisceau n’est pas très
différente selon la méthode utilisée, et qu’il en est de même des réflectivités associées. Pour le
second profil de n, nous avons considéré une répartition verticale fictive de l’indice de réfraction
selon Doviak et Zrnic´ (1993) : le gradient vertical de la réfractivité est de −300 km−1 dans la
première centaine de mètres au-dessus du radar, et d’environ −40 km−1 au-dessus (Fig. 3.7a).
Des calculs théoriques montrent qu’il y a piégeage du faisceau jusqu’à un angle d’élévation







n(r) n(r +δ r)
FIG. 3.5 – Géométrie pour le calcul de la trajectoire en tenant compte de l’indice de réfraction de l’air en
chaque porte.
de 0,31°, ce que l’on retrouve bien sur cette figure (comparer les Figs. 3.7c et d). On retrouve
également que les courbes issues du modèle du rayon terrestre effectif convergent vers celles
issues des calculs porte par porte quand les élévations augmentent. Nous avons par ailleurs
tracé sur ces figures les réflectivités simulées correspondant aux hauteurs respectives selon les
deux modélisations différentes de la courbure du faisceau. Ces dernières ne sont tracées que
lorsque la hauteur du faisceau est supérieure à la hauteur du relief. On s’aperçoit ainsi que
pour de faibles élévations, le faisceau rencontre le relief plus tôt pour l’intégration porte à porte
que lorsqu’on utilise le modèle du rayon effectif. Ainsi sur la Figure 3.7c, le faisceau calculé
porte par porte rencontre le relief avant d’avoir parcouru 25 km, tandis que la faisceau calculé à
partir du modèle du rayon effectif ne rencontre jamais le relief. Pour les angles plus élevés, les
différences de réflectivité sont généralement faibles, sauf en cas de gradient vertical important
de la réflectivité. La relativement grande différence de réflectivité observée sur la Figure 3.7e à
une distance de 170 km du radar (de l’ordre de la dizaine de dBZ) s’explique par la présence
d’un bande brillante dans la partie stratiforme de l’orage étudié : le faisceau provenant d’une
atmosphère idéalisée se situe dans la bande brillante, et le faisceau provenant de l’atmosphère
simulée par Méso-NH se situe dessous (voir la Fig.3.8 montrant le profil vertical des réflectivités
simulées en ce point).
La première méthode est plus précise et permet de prendre en compte les situations de
propagation anormale, mais est plus coûteuse en temps de calcul et est plus compliquée à im-
plémenter dans un code s’exécutant sur des calculateurs multi-processeurs comme le système
d’assimilation 3DVar d’Aladin/Arome 1 car nécessite la connaissance de paramètres aux portes
précédentes sur la radiale et donc le développement de l’échange de données entre processeurs
pour communiquer les valeurs des portes précédentes au processeur traitant le domaine où se
trouve la porte traitée. De plus, elle est fortement dépendante de la qualité de prévision du
modèle numérique dans les basses couches.
1. Ce problème ne se pose pas pour les post-traitements de Méso-NH car ces post-traitements s’exécutent en
mode monoprocesseur.
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(d)
FIG. 3.6 – (a) Profil de réfractivité simulé par Méso-NH en fonction de l’altitude. Hauteur du faisceau
(km MSL) et réflectivité radar selon Mie en bande C correspondantes (dBZ) simulées par Méso-NH pour
le radar de Nîmes, le 8 septembre 2002 à 2100 UTC, az. 35° à une élévation de (b) 0,4°, (c) 0,5°, (d) 1°.
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distance au sol du radar (km)
Élévation : 1°
(f)
FIG. 3.7 – (a) Profil de réfractivité fictif donnant lieu à superréfraction en fonction de l’altitude. Hauteur
du faisceau (km MSL) et réflectivité radar selon Mie en bande C correspondantes (dBZ) simulées par
Méso-NH pour le radar de Nîmes, le 8 septembre 2002 à 2100 UTC az. 35° à une élévation de (b) 0,1°,
(c) 0,3°, (d) 0,4°, (e) 0,5°, et (f) 1°. Les flèches sur l’indice des abscisses indiquent l’endroit où le faisceau
radar rencontre le relief.
FIG. 3.8 – Profil vertical de réflectivité (dBZ) simulé à 170 km du radar de Nîmes az. 35° le 8 septembre
2002 à 2100 UTC.

















FIG. 3.9 – Géométrie utilisée pour les calculs de diffusion (appelée backscatter scatter alignment (BSA)
par Bringi et Chandrasekar, 2001). Le diffuseur est au centre du système de coordonnées sphériques.
Voir le texte pour les notations.
3.4 Calcul de la diffusion
Il s’agit maintenant d’exprimer η(r) et l(r) dans l’Éq. (1.14). L’Éq. (1.6) montre que le
calcul de la réflectivité nécessite l’évaluation de la section efficace de rétrodiffusion σ(D) et
l’Éq. (1.7) montre la nécessité de connaître le coefficient d’extinction κ j. Le calcul de ces para-
mètres dépend de la façon dont on modélise chaque type d’hydrométéore en termes de forme
et de composition. Ces deux aspects seront traités dans la section 3.5. La présente section ex-
pose les méthodes les plus courantes permettant de calculer σ(D), κ j et les autres paramètres
estimés par le radar dans le domaine des micro-ondes. Nous exposons d’abord brièvement un
cadre permettant d’exprimer les quantités à simuler de manière commune à toutes les méthodes
de diffusion détaillées par la suite.
3.4.1 Considérations générales
Nous définissons maintenant les paramètres utiles au calcul de la diffusion tels que la matrice
de diffusion en amplitude et les sections efficaces de rétrodiffusion et d’extinction. La connais-
sance de la matrice de diffusion permet de calculer tous les paramètres, à la fois classiques et
polarimétriques. Le lecteur est supposé connaître les bases de l’électromagnétisme.
Matrice de diffusion en amplitude. Soit un milieu homogène, infini et non-absorbant. En
pratique, il s’agira de l’air. Nous considérons maintenant une particule de forme quelconque,
d’extension spatiale finie, isotropique, linéaire et d’indice de réfraction différent du milieu dans
lequel elle est plongée. Une onde électromagnétique plane monochromatique émise par le radar
va être perturbée par cette particule. La différence entre le champ incident qui existerait sans la
particule et le champ total est appelé champ diffusé. Aux longueurs d’ondes considérées, seule
la diffusion élastique (c’est-à-dire sans changement de longueur d’onde) est pertinente. Nous
choisissons un repère dont le centre sera situé à l’intérieur de la particule (voir Figure 3.9).
Par la suite, toutes les grandeurs sont reliées aux ondes de pulsation ω émises par le radar et
sont donc de la forme f (r,t) = f0(r)e−iωt . L’onde électromagnétique incidente dont le champ
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électrique est de la forme
Ei(r) = Ei0e
iki·r , (3.30)
où ki est le vecteur de l’onde incidente, va exciter une onde électromagnétique intérieure à
la particule et une onde électromagnétique diffusée à l’extérieur. En champ lointain (kd · r≫
1), l’onde diffusée sera sphérique et le champ électrique Ed = (Edθ ,Edφ ) sera, par linéarité des













où S est la matrice de diffusion en amplitude. Cette matrice dépend de la taille, de la forme, de
l’orientation et de la composition de la particule diffusante, ainsi que des angles d’incidence et
de diffusion.
Sections efficaces. La puissance absorbée par une particule diélectrique (en W) est, par
exemple, le flux du vecteur de Poynting R sur une sphère englobant le milieu absorbant. Ainsi
Wa =−©
∫∫
R ·dS . (3.32)
La puissance absorbée est la somme de la puissance incidente diminuée de la puissance diffusée
et augmentée de la puissance d’extinction :




Ri ·dS , Wd ≡©
∫∫
Rd ·dS , We ≡−©
∫∫
Re ·dS . (3.34)
Comme le milieu dans lequel baigne la sphère est considéré comme non-absorbant, cela signifie
que Wi est identiquement nul. Donc la puissance d’extinction s’écrit
We = Wa +Wd . (3.35)
Toutes ces puissances s’expriment en fonction de Ed et Ei.
La section efficace d’extinction est définie par
Ce ≡ WeIi , (3.36)
où l’éclairement énergétique (en W ·m−2) est défini par
Ii ≡ ‖Ri‖=
∥∥∥∥ 12µ0Ei∧Bi∗
∥∥∥∥= |E i0|2k02µ0ω . (3.37)
La section efficace de rétrodiffusion, qui est définie par la surface interceptant la puissance
qui, si elle diffusait isotropiquement, renverrait au récepteur une puissance égale à celle effecti-








∥∥∥eikd ·rr S(kd,ki) ·Ei0∥∥∥2
‖Ei‖2 , (3.38)
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pour un angle de diffusion identique à l’angle d’incidence (c’est-à-dire avec θi = θd et φi = φd).
Pour une population de particules, le coefficient d’extinction (en m−1), qui résulte de l’ab-
sorption et de la diffusion par les particules, est défini par





où Cei est la section efficace d’extinction de l’ième particule contenue dans le volume infinitési-
mal ∆V et N(D) est la densité (en m−4) de sphères de diamètre D.
On exprime souvent le coefficient d’extinction en dB ·km−1. Nous le notons alors A et il
s’écrit (voir par exemple Bringi et Chandrasekar, 2001) :
A≡ 10310log(eκ)≃ 4,343 ·103κ . (3.40)
La matrice de diffusion en amplitude permet donc de définir toutes les sections efficaces
nécessaires au calcul de la diffusion.
3.4.2 Diffusion de Rayleigh par une sphère homogène
La diffusion de Rayleigh (1871, 1899) est très largement employée puisque c’est la façon la
plus simple de modéliser la diffusion dans la gamme d’ondes considérée. Ainsi Chandrasekar et
Bringi (1987), Krajewski et al. (1993), Shapiro et al. (1995), Sun et Crook (1997, 1998) et Tong
et Xue (2005) ont utilisé cette approximation dans leur simulateur radar. Cette approximation
est également utilisée dans les post-traitements en points de grille de Méso-NH (Richard et al.,
2003).
Les conditions de son application sont que la particule doit être suffisamment petite de-
vant la longueur d’onde du rayonnement incident (x ≪ 1, où x ≡ piD/λ est le paramètre de
taille) et intérieur à la particule (|m|x ≪ 1 où m est l’indice de réfraction complexe relatif de
la particule 2). Ce type d’approximation ne permet pas de prendre en compte la géométrie de la
particule. Ainsi nous ne pourrons pas calculer les paramètres radar polarimétriques. Par ailleurs,
si l’approximation est valable en bande S, elle est moins valide pour le calcul de la réflectivité
en bande C pour les particules les plus grosses.
L’approximation de Rayleigh permet de considérer que les champs électromagnétiques sont
uniformes à l’intérieur de la particule diffusante. Le calcul du champ électrique à l’intérieur et
à la surface d’une sphère diélectrique plongée dans un champ uniforme permet alors de déter-
miner sa polarisabilité α (α , dans ce cas un scalaire, est tel que p = αEi0, où p est le moment
dipolaire de la particule). Le problème est complètement résolu en calculant les champs diffu-
sés par un dipôle oscillant. On montre ainsi que dans l’approximation de Rayleigh la section









2. L’indice de réfraction complexe relatif est le rapport de l’indice de réfraction complexe n + ik de l’hydro-
météore sur celui de l’air (environ 1). C’est également la racine carrée de la fonction diélectrique complexe, ou
permittivité relative εr du milieu constituant la particule (en considérant que l’air et la particule ne sont pas magné-
tiques, et que la permittivité de l’air est environ égale à celle du vide). La partie imaginaire de l’indice de réfraction
complexe est positive car nous avons supposé une dépendance des champs électrique et magnétique en e−iωt .
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et la section efficace d’extinction est
Ce =
pi2D3
λ ImK , (3.42)





3.4.3 Diffusion de Rayleigh par des ellipsoïdes
La théorie de la diffusion par une sphère diélectrique fut étendue à des ellipsoïdes par Ray-
leigh (1897). Cette théorie est parfois appelée « théorie de Gans » (Battan, 1973, Doviak et
Zrnic´, 1993), voire « théorie de Rayleigh-Gans » (Bringi et Chandrasekar, 2001), d’après un
article de Gans (1912). Cependant, comme ce terme peut être confondu avec la théorie de
Rayleigh-Gans (voir Sec. B.1), nous avons préféré garder le terme de diffusion de Rayleigh
par des ellipsoïdes. Cette théorie est utilisée dans les simulations de Stapor et Pratt (1984) et
Giuli et al. (1993, 1994), entre autres.
Cette théorie est valide sous les mêmes conditions que celles de l’approximation de Ray-
leigh. Tant que la longueur d’onde est petite en regard de la taille de la particule, le champ
extérieur est uniforme partout à sa surface. Maxwell (1873) a résolu le problème de la pertur-
bation de ce champ par un ellipsoïde diélectrique dans le cas statique, démontrant que le champ
intérieur à l’ellipsoïde est uniforme, quelle que soit l’orientation de l’ellipsoïde, mais qu’il n’est
pas nécessairement parallèle au champ appliqué. Ce champ interne peut alors être décrit par un
tenseur de polarisabilité symétrique au lieu d’un scalaire pour une sphère.
En l’absence d’oscillation et pour un sphéroïde dont l’axe de symétrie est vertical, les sec-


























où le facteur de dépolarisation est (Kerker, 1969, van de Hulst, 1981, Van Bladel, 1985, Bringi





1− 1f arctan f
)




−1 ; ab > 1 . (3.46)
Le rapport R ≡ b/a, où a est le demi-grand axe et b est le demi-petit axe, est appelé le rapport
d’axes du sphéroïde.
3. À noter que les expressions données par Kerker (1969) bien qu’apparemment différentes de celles de Bringi
et Chandrasekar (2001) sont en fait strictement équivalentes après transformations trigonométriques.
CHAPITRE 3. DESCRIPTION DU SIMULATEUR DE RÉFLECTIVITÉS RADAR 57




























Le déphasage spécifique pour des sphéroïdes dans l’approximation de Rayleigh s’écrit















N j(D)dD . (3.49)
Puisque les grands flocons de neige ont une faible densité et ont une forme irrégulière, il est peu
probable qu’ils contribuent de façon significative à Kdp. Cependant, la glace primaire tombe
avec une certaine orientation et est de plus forte densité. Kdp peut donc être soit positif ou
négatif selon le champ électrique à l’intérieur du nuage, qui conditionne l’orientation de ces
petites particules (Bringi et Chandrasekar, 2001).
3.4.4 Théorie de Mie pour une sphère homogène
La théorie de Mie, également appelée théorie de Lorenz-Mie (Lorenz-Mie theory, LMT),
concerne la diffusion d’une onde plane par une particule sphérique, homogène, isotropique et
non-magnétique plongée dans un environnement non-absorbant. Elle s’appuie sur un article
célèbre de Mie (1908). Elle donne des résultats plus précis en particulier pour les hautes fré-
quences et les grosses particules (Ulaby et al., 1981), puisqu’elle est exacte quel que soit le
paramètre de taille de la particule, au contraire de la théorie de Rayleigh.
Le problème est résolu en développant les champs incidents, diffusés et intérieurs à la sphère
sous formes d’harmoniques sphériques vectoriels et en appliquant les conditions de passage à












et la section efficace d’extinction (en m2) s’écrit






(2n+1)Re(an +bn) , (3.51)
où les coefficients an et bn s’expriment à l’aide de fonctions de Riccati-Bessel du paramètre de
taille x.
A priori, cette théorie ne s’applique pas aux particules non-sphériques, ce qui implique
qu’on ne peut pas calculer de paramètres polarimétriques. Cependant, si la particule est légè-
rement non-sphérique, le problème peut être traité par une perturbation au premier ordre (Yeh,
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1964, Martin, 1993), voire un développement de Taylor (Erma, 1968a,b). Dans ce cas on sup-
pose que la particule est homogène et que les écarts à la sphéricité sont petits et réguliers.
D’autres extensions que nous nous contenterons de citer concernent les sphères diélectriques
concentriques à indice de réfraction variable (Aden et Kerker, 1951, Toon et Ackerman, 1981
pour deux couches et Kaiser et Schweiger 1993 pour trois). Le cas de particules stratifiées ayant
un gradient d’indice de réfraction radial a été traité par Bhandari (1985), Wu et Wang (1991),
Kai et Massoli (1994). La méthode de Mie classique a été utilisée pour simuler des réflectivités
radar par Haase et Crewell (2000), Haase et Fortelius (2001), Boudevillain et Andrieu (2003)
entre autres.
La diffusion de Rayleigh pour une sphère diélectrique comme cas limite de la théorie
de Mie. La théorie de Rayleigh exposée à la Sec. 3.4.2, est un cas limite de la théorie de
Mie pour des longueurs d’ondes grandes devant la taille des particules (x ≪ 1 ⇔ D ≪ 0,16λ ;
0 < xRem<0,3, Kerker, 1969). En exprimant les expressions données par la théorie de Mie sous
forme de développements limités du paramètre de taille lorsque ce dernier tend vers 0 à des
ordres supérieurs, on obtient des résultats plus exacts que ceux de la théorie de Rayleigh, tout
en gardant une expression analytique numériquement peu coûteuse.
Ce type de calcul est particulièrement intéressant pour la section efficace d’extinction pour
laquelle l’expression donnée par la théorie de Rayleigh (Éq. (3.42)) est très peu précise, notam-
ment pour les particules diffusantes telles que ImK est très petit. Ainsi, à l’ordre 6 on obtient

















3.4.5 Méthode de la matrice T
La méthode de la matrice T (en anglais T-matrix method, MMT) est également appelée
méthode de Waterman, d’après P. C. Waterman qui l’a introduite en premier pour étudier la
diffusion par des corps conducteurs (Waterman, 1965) puis l’a étendue à la diffusion par des
corps diélectriques homogènes (Waterman, 1969) en utilisant le principe de Huygens-Fresnel.
Elle résout le problème de diffusion de manière exacte, principalement pour des particules à
symétrie de révolution.
Dans cette méthode, les champs transmis incident et diffusé sont développés en séries de
fonctions d’onde vectorielles sphériques. De ce point de vue, cette méthode peut être considérée
comme une généralisation de la théorie de Mie. La linéarité des équations de Maxwell et des
équations aux limites implique que les coefficients du champ diffusé sont reliés aux coefficients
du champ incident par une matrice appelée T (pour matrice de transition). Cette matrice est
indépendante des champs incident et diffusé et ne dépend que de la forme, du paramètre de taille
et de l’indice de réfraction de la particule diffusante, ainsi que de son orientation par rapport
au système de coordonnées. Pour une particule sphérique, T est diagonale et on retrouve les
résultats de la théorie de Mie.
Les coefficients de la matrice T sont obtenus par intégration numérique. Une intégrale
de surface doit être calculée pour une particule de forme quelconque. Comme ceci demande
beaucoup de ressources informatiques, la plupart des implémentations de cette méthode se re-
streignent à des diffuseurs axisymétriques. Dans ce cas on doit calculer des intégrales par li-
néarisation. Malgré tout, il existe quelques articles pour lesquels la méthode de la matrice T a
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été appliquée à un diffuseur de forme quelconque (Scheider et Peden, 1988, Wriedt et Doicu,
1998). Les calculs numériques, même pour de grandes particules de forme arbitraire, restent
très rapides (Yeh et Mei, 1980). Il faut noter que cette méthode ne converge pas pour des par-
ticules avec des rapports d’aspect 4 supérieurs à environ 7 (Tang et al., 1995, par exemple) ou
ayant des concavités. Ramm (1982) et Kristensson et al. (1983) ont analysé la convergence de
la méthode, sa stabilité numérique vis-à-vis de petites perturbations dans les données, et donné
des estimations de la vitesse de convergence. La non-stabilité du schéma pour des particules
de géométrie extrême provient du fait que les fonctions choisies (fonctions d’onde vectorielles
sphériques) ne satisfont le critère de convergence que sur la sphère.
Il est facile d’étendre la méthode de la matrice T à des particules enveloppées d’une couche
(Aydin, 1978, Wang et Barber, 1979, pour des particules axisymétriques), voire plus (Peterson
et Ström, 1974, Wang et Barber, 1979, Farafonov, 2001, Doicu et Wriedt, 2001). Pour des dif-
fuseurs homogènes à plusieurs couches, la matrice T est communément calculée en utilisant
la méthode de la condition aux limites étendue (extended boundary condition method, EBCM,
Waterman, 1965, Barber et Yeh, 1975), dite aussi méthode du champ nul (en anglais null field
method). La méthode de la condition aux limites étendue utilise le théorème d’équivalence de
Schelkunoff (1943) à la place du principe de Huygens-Fresnel. Ce théorème dit que le champ
dans une région sans sources délimitée par une surface S peut être produit par une distribution
de courants magnétiques et électriques sur S. Ainsi, pour les champs diffusés, la région exté-
rieure est sans sources, et ces champs peuvent être considérés comme créés par des sources
équivalentes sur S (qui produisent un champ nul à l’intérieur de S). Pour le champ incident, la
région intérieure est sans sources. On peut ainsi construire un autre système de sources surfa-
ciques sur S qui produisent l’opposé des champs incidents à l’intérieur de S et des champs nuls
à l’extérieur de S. Cette méthode a été détaillée par Ström (1975) et Barber et Hill (1990). Une
synthèse de la méthode de la matrice T et de ses applications a été effectuée par Mishchenko
et al. (1996). De nombreux simulateurs requérant une bonne représentation des hydrométéores
de forme relativement complexe utilisent cette méthode (Bringi et Seliga, 1977, Mugnai et Wis-
combe, 1980, Aydin et Seliga, 1984, Aydin et al., 1984, Bringi et al., 1986a,b, Vivekanandan
et al., 1989, 1990, 1991, Anagnostou et Krajewski, 1997).
3.4.6 Autres méthodes de calcul de la diffusion
Il existe de nombreuses méthodes pour calculer les champs diffusés par une particule qui
ont des domaines de validité, des champs d’application, des efficacités en terme de calcul et des
précisions différents. On peut citer un certain nombre d’articles passant en revue ces différentes
techniques : Mishchenko et al. (1997), Wriedt (1998) pour les techniques tenant compte de la
non-sphéricité de la particule diffusante. Nous nous contentons ici de les décrire très succincte-
ment ; elles sont décrites de manière plus détaillée à l’annexe B.
La méthode de Rayleigh-Gans consiste à diviser la particule diffusante en éléments volu-
miques traités indépendamment les uns des autres. Elle est valide pour des particules dont la
permittivité est proche de 1, ce qui n’est pas le cas pour des hydrométéores. Cependant, West-
brook et al. (2006) ont invoqué la fractalité des agrégats de neige (Berry et Percival, 1986) pour
assouplir cette condition et appliquer cette méthode à de tels hydrométéores.
La technique multipôle généralisée est analogue à la méthode de la matrice T, mais les
champs sont développés en multipôles dont l’origine n’est pas seulement au centre de la parti-
cule. Cette méthode fonctionne pour des particules de forme quelconque.
4. Le rapport d’aspect est le rapport de la plus grande dimension d’une particule à la plus petite. Pour un
sphéroïde, il s’identifie à l’inverse du rapport d’axes.
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La méthode des moments est une méthode d’équation intégrale de surface qui résout un
système d’équations représentant la condition aux limites des composantes du champ incident
à la surface de la particule.
La méthode de séparation des variables pour sphéroïdes est analogue à la théorie de Mie,
mais les champs sont développés en fonctions vectorielles sphéroïdales. Elle s’applique donc
uniquement à des sphéroïdes et est particulièrement adaptée aux sphéroïdes ayant des grands
rapports d’axes.
La méthode de la correspondance des points est une méthode analogue à la méthode de
Mie. Les coefficients des développements en fonctions vectorielles sphériques sont déterminés
en divers points de la surface de la particule.
Les méthodes volumiques consistent à discrétiser le volume de la particule diffusante, voire
le volume de calcul, par un maillage tridimensionnel. Ces méthodes s’appliquent généralement
à des particules de formes quelconques, mais sont relativement coûteuses en temps de calcul.
La méthode de l’équation intégrale de Fredholm permet de n’effectuer qu’un seul calcul
pour des diffuseurs de même forme, mais de fonction diélectrique changeante, mais par contre
requiert une implémentation différente pour des particules de forme différente.
Enfin, l’approximation géométrique n’est pas adaptée à notre problème car elle ne s’ap-
plique que pour des longueurs d’ondes très inférieures à celles utilisées par les radars météoro-
logiques.
3.4.7 Implémentation dans le simulateur Méso-NH
Les méthodes effectuant des calculs volumiques demandent plus de mémoire que les mé-
thodes effectuant des calculs à la surface par exemple. Par ailleurs, les approximations de Ray-
leigh, Rayleigh-Gans et Mie sont insuffisantes pour traiter la diffusion en bande C, exploiter les
paramètres polarimétriques et modéliser un sphéroïde à plusieurs couches. Plus généralement,
la méthode de la matrice T est la technique exacte la plus rapide pour calculer la diffusion par
des hydrométéores non-sphériques en résolvant directement les équations de Maxwell. Elle est
par exemple plus rapide que les méthodes volumiques de plusieurs ordres de grandeur et que
la méthode de séparation des variables pour sphéroïdes de plusieurs fois. Cependant, il faudra
vérifier que cette méthode a un coût raisonnable compte tenu du fait qu’il y a un grand nombre
de réflectivités à calculer.
On a décidé d’implémenter les quatre méthodes suivantes dans le simulateur radar : diffusion
de Rayleigh, diffusion de Rayleigh par des sphéroïdes aplatis, diffusion de Mie et matrice T pour
des sphéroïdes aplatis. Pour les deux premières méthodes de diffusion, le calcul de la diffusion
par une particule est analytique une fois connues les caractéristiques physiques de cette dernière.
Par contre, pour la théorie de Mie et la matrice T, il faut utiliser des approximations numériques.
Des codes calculant la diffusion pour une particule existaient déjà pour ces deux méthodes.
Nous les avons donc simplement interfacés avec le simulateur radar. Pour la théorie de Mie,
nous avons utilisé le code de Bohren et Huffman (1983). Le code de la matrice T repose sur le
code en FORTRAN 77 de Mishchenko et Travis (1998) disponible à l’adresse internet http://
www.giss.nasa.gov/∼crmim et modifié par le LTHE (Burlaud, 2000).
3.5 Caractéristiques physiques des hydrométéores
En ce qui concerne les caractéristiques physiques des hydrométéores, il a été choisi, par
souci de cohérence, d’utiliser les paramètres déjà définis par le schéma microphysique de Méso-
NH, c’est-à-dire les DGPs et les relations masse-diamètre (cf. Sec. 2.1.3). Par contre, il a fallu
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modéliser les propriétés diélectriques, la forme des hydrométéores, leur composition et leur
oscillation/inclinaison qui ne sont pas explicitement spécifiés dans le schéma ICE3 de Méso-
NH.
3.5.1 Forme
La connaissance de la forme des hydrométéores est requise afin de mener avec précision les
calculs de diffusion. À part pour quelques cas (par exemple Capsoni et D’Amico, 1998 qui ont
utilisé les calculs de Oguchi, 1977, utilisant la forme sphéroïdale aplatie homogène proposée
par Pruppacher et Pitter, 1971), les articles s’intéressant à la diffusion par les gouttes de pluie
considèrent ces dernières comme des sphères homogènes (Chandrasekar et Bringi, 1987, par
exemple) ou des sphéroïdes aplatis par les forces aérodynamiques.
Un certain nombre d’études ont consisté à déterminer, souvent de façon semi-empirique,
une relation entre le rapport d’axes de tels sphéroïdes et le diamètre qu’aurait une sphère de
même volume. Le rapport d’axes du sphéroïde R peut s’écrire comme un polynôme fonction
du diamètre qu’aurait la goutte s’il s’agissait d’une boule. De nombreux jeux de coefficients
ont été proposés pour ces polynômes de degré de plus en plus élevés. Sans prétendre être ex-
haustif, quelques modèles couramment utilisés sont exposés ci-après. Le modèle proposé par








2γ selon Imai (1950) pour De ∈ [280 µm;1 mm],
1,03−62De pour De ∈ [1 mm;9 mm],
(3.53)
avec ρ∗a = 1,1937 kg ·m−3 la masse volumique de l’air saturé en vapeur d’eau, V∞ la vitesse de
chute limite de la goutte et γ = 7,275 · 10−2 kg · s−2 la tension de surface de l’eau à 20°C. Ce
modèle a été largement utilisé dans la littérature (Krajewski et al., 1993, Wu et al., 2000, par
exemple).






R−2−2R−1/3 +1 , (3.54)
avec ρw = 998 kg ·m−3 la masse volumique de l’eau liquide, g′ = ρw−ρaρw g = 9,8 m · s−2 l’ac-
célération effective de la pesanteur et γ = 7,275 · 10−2 kg · s−2 la tension de surface de l’eau.













Bringi et al. (1984, 1986a) et Vivekanandan et al. (1993) ont utilisé cette formulation.




1 pour De 6 1 mm,
1
0,9+100De
pour De > 1 mm.
(3.56)
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FIG. 3.10 – Modèle sphère-cône-sphéroïde aplati. Tiré d’Aydin et Seliga (1984).




1,0048+0,57De−2,628 ·104D2e pour De 6 1,1 mm
+3,682 ·106D3e −1,677 ·108D4e (Beard et Chuang, 1987),
1,012−14,4De−1,03 ·104D2e pour De ∈ [1,1 mm;4,4 mm].
(3.57)
Enfin, Brandes et al. (2002, 2005) ont combiné les observations utilisées par Pruppacher et
Pitter (1971), Chandrasekar et al. (1988), Beard et Kubesh (1991) et Andsager et al. (1999) et
obtenu la relation suivante :
R = 0,9951+25,1De−3,644 ·104D2e +5,303 ·106D3e −2,492 ·108D4e . (3.58)
Une dernière étude expérimentale (Thurai et Bringi, 2005) a permis de proposer l’expression
suivante pour des diamètres équivalents entre 1,5 et 8 mm :
R = 0,9707+42,6De−4,29 ·104D2e +6,5 ·106D3e −3,0 ·108D4e , (3.59)
qui n’est pas très différente de l’Éq. (3.58) comme le reconnaissent les auteurs.
Pour les particules glacées, les deux modèles précédents (sphère et sphéroïde aplati) sont
également utilisés. Ainsi, le grésil/grêle est modélisé par une sphère par Wu et al. (2000). Vi-
vekanandan et al. (1993) ont modélisé la glace primaire et la neige par des sphéroïdes aplatis
de rapport d’axes respectivement 0,2 et 0,8. Aydin et al. (1984) ont considéré le grésil comme
des sphéroïdes aplatis. La grêle a été représentée par un sphéroïde aplati de rapport d’axes entre
0,7 et 0,9 (Knight, 1984), 0,8 (Bringi et al., 1986b) et 0,75 (Vivekanandan et al., 1993). Vi-
vekanandan et al. (1990) ont considéré la grêle comme sphérique, puis sphéroïde aplati quand
ρh = 900 kg ·m−3.
Des modèles plus complexes existent pour les études qui requièrent une description micro-
physique plus fine. Par exemple, le grésil est de forme cônique dans un certain nombre d’études
(Bringi et al., 1984, 1986a, Vivekanandan et al., 1993). Vivekanandan et al. (1990) le consi-
dèrent cônique, puis sphéroïdal aplati quand ρg = 900 kg ·m−3. Aydin et Seliga (1984) ont
employé pour le grésil une forme cônique plus élaborée : le SCOM (sphere-cone-oblate sphe-
roidal model, modèle sphère-cône-sphéroïde aplati, voir Fig. 3.10), avec γ entre 30 et 100°,
b/a = 0,5 et c/a = 0,2 (notations sur la Fig. 3.10). Enfin, pour la grêle, Aydin et al. (1984) ont
utilisé différentes représentations relativement élaborées. Ainsi, la grêle fondante est modélisée
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Référence θ σ
Beard et Jameson (1983) 0° 2°
Holt (1984), Bringi et al. (1986a) 2° 10°
Vivekanandan et al. (1990) 0° décroissant linéairement avec l’altitude en-dessous de 0°C
pour atteindre une valeur de 5 à 10°
Vivekanandan et al. (1993) 0° 0,1–5°
TAB. 3.3 – Valeurs de paramètres de quelques distributions gaussiennes d’angles d’inclinaison zénithaux
pour la pluie.
soit par un sphéroïde aplati (b/a = 0,9 ou 0,6), soit par un SCSM (sphere-cone-sphere model,
modèle sphère-cône-sphère ; il s’agit d’un SCOM à base sphérique) d’angle au sommet égal à
60° enrobés tous deux d’une pellicule liquide d’épaisseur constante. Les grêlons mous ou spon-
gieux sont représentés dans la même étude par des SCSM avec un angle au sommet égal à 60°
et c/a = 0,2 ou 0,5 ou des SCOM d’angles au sommet 70° et 90° et des rapports d’axes de 0,5
et 0,75. La neige a été modélisée par un assemblage de monomères par Westbrook et al. (2006).
Ils ont alors utilisé la théorie de Rayleigh-Gans pour en déduire ses propriétés diélectriques.
Cependant ce modèle manque de validation aux dires mêmes de ses auteurs.
3.5.2 Inclinaison
Lors de leur chute, les hydrométéores non-sphériques oscillent autour de leur direction de
chute. Au-dessus de la couche limite atmosphérique, les angles d’inclinaison des gouttes de
pluie sont faibles et étroitement distribués autour de l’angle zénithal moyen θ proche de 0°
(Beard et Jameson, 1983). Les distributions de l’angle zénithal couramment employées sont
souvent gaussiennes (voir Tableau 3.3).
Pour les particules glacées, des distributions gaussiennes sont également souvent employées.
Par exemple, Vivekanandan et al. (1993) ont utilisé une gaussienne avec θ = 0° et σ = 0,5° pour
représenter l’oscillation de la glace primaire. Concernant le grésil l’orientation est modélisée
par une loi gaussienne de moyenne nulle et d’écart-type égal à 45° par Bringi et al. (1986a) et
Vivekanandan et al. (1993) ou par une loi harmonique simple par Moninger et Bringi (1984)
et Bringi et al. (1986a) sur l’intervalle [ ¯θ − θm, ¯θ + θm] de moyenne ¯θ = 0° et d’amplitude
maximale autour de la moyenne θm = 45°.
Les lois gaussienne et harmonique simple sont également utilisées pour modéliser la loi
d’inclinaison des grêlons. Moninger et Bringi (1984), Bringi et al. (1986b) ont employé une
loi harmonique simple avec θ = 90° et θm = 45° ; Vivekanandan et al. (1993) a utilisé une loi
gaussienne avec θ = 90° et σ entre 0,1 et 45°.
Les distributions en azimut sont généralement uniformes (Vivekanandan et al., 1993, par
exemple) ou déterministes (oscillation dans un plan vertical).
Holt (1984) n’a pas noté de différence notable pour ZDR entre une distribution étroite
d’angles d’inclinaison (azimuth aléatoire ou fixe) et un modèle pour lequel toutes les gouttes
de pluie sont alignées. Pour une distribution plus étalée, de faibles différences peuvent être me-
surées pour de très forts taux de précipitation. L’auteur pense malgré tout que le modèle des
gouttes alignées est adéquat, en s’appuyant sur le travail de Jameson (1983) qui suppose les
distributions angulaires étroites pour des raisons physiques.
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3.5.3 Propriétés diélectriques
Le calcul de la diffusion nécessite de connaître la permittivité relative εr, ou fonction diélec-
trique complexe, qui dépend de la longueur d’onde du radar, de la température et de la phase
du milieu. Sa partie réelle est souvent appelée constante diélectrique, tandis que sa partie ima-
ginaire est appelée facteur de perte (loss factor en anglais). Les sous-sections suivantes traitent
des permittivités de l’eau liquide et de la glace, ainsi que des formules permettant d’obtenir
la permittivité équivalente d’un mélange des deux. La dernière sous-section présente quelques
modèles de composition en air, eau liquide et glace pour les hydrométéores contenant de l’eau
en phase solide.
3.5.3.1 Permittivité relative de l’eau liquide
Aux longueurs d’onde considérées (5–10 cm), la permittivité relative de l’eau liquide peut
être approchée par le modèle de relaxation de Debye 5 :
εw = ε∞ +
ε0− ε∞
1− i f / fD , (3.60)
où ε0 et ε∞ sont respectivement les coefficients diélectriques statique et à haute fréquence, f
est la fréquence du radar (en Hz), et fD est la fréquence de relaxation (en Hz). Liebe et al.
(1991) ont fourni par ajustement à des données expérimentales les valeurs suivantes pour ces
paramètres :
ε0 = 77,66−103,3Θ , (3.61)
ε∞ = 0,066ε0 , (3.62)
fD = (20,27+146,5Θ+314Θ2) ·109 , (3.63)





Les courbes représentant les parties réelle et imaginaire de l’indice de réfraction relatif de
l’eau liquide sont tracées Figure 3.11 et le facteur diélectrique de l’eau est tracé sur la Figure
3.12.
3.5.3.2 Permittivité relative de la glace
La densité de la glace est de 0,916 g · cm−3 (Huining et al., 1999, par exemple). Aux fré-
quences auxquelles nous nous intéressons, la permittivité relative présente une relaxation de
Debye aux basses fréquences et des bandes d’absorption dans l’infrarouge 6. La fréquence de
relaxation du dipôle est très basse : sa valeur maximale à 0°C est 7,3 kHz. Par ailleurs, la plus
basse bande d’absorption se situe à 4,8 THz. La partie réelle de la permittivité relative est quasi-
constante. Entre 1 MHz et 1 THZ, Hufford (1991) a proposé une combinaison de la formule de
5. Certains modèles valables sur une large gamme de fréquences comme celui de Ray (1972) incluent d’autres
phénomènes, ce qui alourdit les formules analytiques sans pour autant améliorer significativement la précision des
résultats pour les fréquences auxquelles nous nous intéressons. Le modèle semi-empirique de Ray (1972) a été
utilisé entre autres par Bringi et al. (1986a).
6. On peut faire la même remarque que pour l’eau liquide concernant les expressions de la permittivité relative
de la glace sur une grande plage de fréquences comme celle de Ray (1972).






















FIG. 3.11 – Partie réelle (a) et partie imaginaire (b) de l’indice de réfraction relatif m = √εr de l’eau
liquide en fonction de la température d’après le modèle de Liebe et al. (1991) pour les longueurs d’ondes
typiques des radars en bande S (10 cm) et C (5 cm).
Debye à haute fréquence, et de la formule de Lorentz à basse fréquence dont les coefficients
proviennent de l’ajustement à des données expérimentales 7 :
ε = ε1 + i
(
α(Θ)




ε1 = 3,15 , (3.66)












La courbe représentative de la partie imaginaire de l’indice de réfraction relatif de la glace
est tracée Figure 3.13.
3.5.3.3 Formules de mélange
Nous considérons ici des mélanges, composés d’une matrice dans laquelle sont plongées des
inclusions, dont nous cherchons à déterminer la permittivité. La formule de Debye (1929), men-










où les indices « mat » et « inc » font respectivement référence à la matrice et aux inclusions
contenues dans cette matrice. Cette formule, qui a été utilisée pour les particules de glace
spongieuse (Ryde, 1946, Austin et Bemis, 1950) donne en fait des résultats peu satisfaisants
(Joss, 1964, Atlas et al., 1964) car elle est valable pour des mélanges de solutions, mais pas
forcément pour des mélanges d’eau liquide et de glace.
7. Vivekanandan et al. (1994) ont proposé ε1 = 3,18, et Mätzler (1996) ε1 = 3,185.
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FIG. 3.12 – Facteur diélectrique |Kw(m)|2 = |(m2−
1)/(m2 + 2)|2 de l’eau liquide en fonction de la













FIG. 3.13 – Partie imaginaire de l’indice de réfrac-
tion relatif m de la glace en fonction de la tempéra-
ture d’après le modèle de Hufford (1991).
La formule de Maxwell Garnett (1904) est valable pour des inclusions sphériques petites de-




1− f F εmat , (3.70)
où f = 1−ρ/ρmat est la concentration volumique des inclusions, et
F ≡ εinc− εmat
εinc +2εmat
. (3.71)
Cette formulation a été utilisée par Longtin et al. (1987) pour calculer l’indice de réfraction de
la glace spongieuse.
Bohren et Battan (1981, 1982) ont étendu la théorie de Maxwell Garnett (1904) à des inclu-
sions ellipsoïdales de formes équiprobables et proposé la formule suivante (Bohren et Huffman,
1983) :
ε =
(1− f )εmat + f βεinc


















qui correspond à des sphères. La formule Éq. (3.72) a été utilisée par Klaassen (1988) et Boude-
villain et Andrieu (2003) pour calculer la réflectivité dans la couche de fusion. Cette formulation
a également été utilisée par Vivekanandan et al. (1990) pour les particules en phase mixte. En-
fin, notons que certaines études ont utilisé l’indice de réfraction de l’eau liquide pour la neige
humide (Tong et Xue, 2005).
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3.5.3.4 Partition eau liquide/glace/air des hydrométéores
Les compositions en air, glace et eau liquide des hydrométéores comportant une phase gla-
cée varient beaucoup d’une étude à l’autre, principalement en raison de la diversité de ces
hydrométéores existant dans la nature. Vivekanandan et al. (1993) ont considéré que la glace
primaire est formée uniquement de glace. Au contraire, la neige sèche comprend de l’air et de
la glace. Les modèles les plus simples proposent une masse volumique constante. Ainsi Illing-
worth et al. (1987) ont proposé ρs = 0,1 g · cm−3. Vivekanandan et al. (1993) ont utilisé trois
masses volumiques différentes : 0,2, 0,5 et 0,8 g · cm−3. Les modèles plus élaborés proposent






La neige humide ou spongieuse peut être vue comme un mélange de glace et d’eau dans les
proportions 60 %/40 % par exemple (Vivekanandan et al., 1993).
Le grésil sec est considéré comme de la glace pure dans Méso-NH (Richard et al., 2003).
Stiles et Ulaby (1981) et Vivekanandan et al. (1993) ont considéré que sa masse volumique
était 0,5 g · cm−3. Le grésil humide peut être modélisé comme comportant 14 % d’eau liquide
et 86 % de glace (Stiles et Ulaby, 1981, Rasmussen et al., 1984 et Méso-NH). Certains auteurs
préconisent plus d’eau liquide : Bringi et al. (1986a) ont supposé qu’il était composé de 15 %
d’eau liquide, et Bringi et al. (1984), 20 %.
Enfin, la grêle sèche est considéré comme de la glace pure par Bringi et al. (1986b). La
grêle molle ou spongieuse est modélisée par un mélange d’eau liquide et de glace avec 5 à 20 %
d’eau liquide en volume pour Aydin et al. (1984) et 40 % d’eau liquide pour Vivekanandan
et al. (1993). Enfin, Brandes et al. (1995) ont modélisé la masse volumique de la grêle par
ρi = 1,055 ·10−2D+0,489 ·10−3 . (3.76)
3.5.4 Implémentation dans le simulateur Méso-NH
Le Tableau 2.1 récapitule les paramètres physiques des hydrométéores dans Méso-NH. Dans
un premier temps, l’oscillation/inclinaison a été négligée dans le simulateur Méso-NH. Pour la
permittivité de l’eau liquide, nous avons pris le modèle de Liebe et al. (1991) fourni par les
Éqs. (3.60) à (3.64) et pour la glace nous avons pris le modèle de Hufford (1991) décrit par les
Éqs. (3.65) à (3.68).
La pluie. Lorsque la théorie de Rayleigh pour ellipsoïdes et l’algorithme de la matrice T
sont utilisés pour le calcul de la diffusion, les gouttes de pluie sont considérées comme des
sphéroïdes aplatis. Deux modélisations ont été implémentées pour les rapports d’axes : celle de
Pruppacher et Beard (1970) donnée par l’Éq. (3.53) et celle d’Andsager et al. (1999) donnée par
l’Éq. (3.57).
La glace primaire. La glace primaire est modélisée par une boule de diamètre équivalent en
phase uniquement solide.
La neige. La neige est modélisée par des boules de diamètre équivalent ayant pour fonction
diélectrique celle de la glace car cette classe n’existe qu’au-dessus de la couche de fusion et est
progressivement transformée en grésil au fur et à mesure qu’elle traverse la couche de fusion.
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Grésil. Nous avons décidé de modéliser le grésil comme des particules entièrement glacées
en-dessous de 0°C, c’est-à-dire ayant les mêmes propriétés électromagnétiques que la glace
primaire et la neige. Au-dessus de 0°C, nous considèrons qu’une partie de ces particules fond,
tandis qu’il reste une partie solide. De même que Bringi et al. (1986a), nous considèrons que
15 % de la particule en volume sont sous forme d’eau liquide et f = 85 % de glace sous forme
d’inclusions. Au-delà, l’eau liquide s’échappe de la particule (Rasmussen et al., 1984). Pour
la théorie de Mie, le mélange est considéré comme des sphéroïdes de glace insérés dans une
matrice d’eau fondue et la fonction diélectrique résultante est calculée par la méthode de Bohren
et Battan (1981, 1982). Pour l’approximation de Rayleigh, on peut plus simplement pondérer le
facteur correctif par le pourcentage de chacun des constituants, eau liquide ou glace.
Lorsque l’espèce j comporte une phase solide, on fait intervenir De, le diamètre équivalent
qu’aurait une sphère de même composition, et Dm, le diamètre fondu équivalent qu’aurait une
sphère liquide de même masse, définis par













où ρi est la masse volumique de la glace et le facteur d j ≡ (1− f ) + 0,92 f est la densité de
l’hydrométéore par rapport à l’eau liquide ( f est la fraction volumique de glace pure). D’après
Smith (1984), pour la neige et la glace primaire, on peut utiliser un diamètre équivalent De
correspondant à une boule de glace pure de même masse (ρ j = ρs = ρi). Pour un diamètre de
particule D, la section de rétrodiffusion du grésil en-dessous de la couche de fusion est celle
d’une boule fictive de même masse composée de f = 85 % en volume de glace et de 15 %
d’eau. Dans ce cas, ρ j = ρg = (1− f )ρw + f ρi = ((1− f )+0.92 f )ρw.
3.6 Atténuation
L’atténuation subie par les ondes radioélectriques résulte de deux phénomènes : l’absorption
et la diffusion. Négligeable en bande S (même si quelques cas de grande atténuation ont été
rapportés par Ryzhkov et Zrnic´, 1995), ces effets de propagation ne sont pas négligeables en
bande C (Hitschfeld et Bordan, 1954, Holt, 1984, Aydin et Giridhar, 1992). L’atténuation par









avec κg coefficient d’extinction dû aux gaz atmosphériques, κc coefficient d’extinction dû aux
gouttelettes nuageuses et petits cristaux de glace, et κp coefficient d’extinction dû aux préci-
pitations solides et liquides. Cette formule généralise l’Éq. (1.7), uniquement valable pour les
hydrométéores.
3.6.1 Atténuation par les gaz (κg)
L’atténuation par les gaz est principalement due au dioxygène, puis à la vapeur d’eau (Bean
et Dutton, 1968). Elle est souvent négligée pour les longueurs d’onde supérieures à quelques
centimètres et pour des portées inférieures à 100 km. Généralement, le coefficient d’extinction
κg est considéré comme constant ; en s’appuyant sur la théorie d’absorption par le dioxygène et
la vapeur d’eau de Van Vleck (1947a,b), Bean et Dutton (1968) ont estimé un coefficient d’ex-
tinction de 0,008 dB ·km−1 pour une longueur d’onde de 5 cm, et de 0,002 dB ·km−1 pour une
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longueur d’onde de 10 cm. Haase et Crewell (2000) ont indiqué que le coefficient d’extinction
considéré pour les radars allemands et finnois en bande C est également de 0,008 dB ·km−1.
Des formulations plus complexes existent comme un coefficient d’extinction par les gaz fonc-
tion de l’élévation et de la distance au radar (Blake, 1970, Doviak et Zrnic´, 1993), ou fourni par
un modèle de propagation, comme par exemple ceux de Ulaby et al. (1981), Doviak et Zrnic´
(1993), ou bien Liebe et al. (1993), utilisé par Haase et Crewell (2000). D’après Haase et Cre-
well (2000), l’erreur dans la paramétrisation de l’atténuation par les gaz peut approcher 0,5 dB à
200 km, en comparaison avec une valeur fixe de 0,008 dB ·km−1 (c’est-à-dire 1,6 dB à 200 km)
pour une atmosphère homogène.
Implémentation dans le simulateur Méso-NH. Comme l’atténuation par les gaz est très
faible et qu’il est en outre prévu de corriger les données observées par le réseau Aramis de
l’atténuation par les gaz d’ici fin 2007 (par une expression approchant les courbes de Blake,
1970), l’atténuation par les gaz a été négligée dans le simulateur radar.
3.6.2 Atténuation par les gouttelettes d’eau nuageuse ou les cristaux de
glace (κc)
Pour les gouttelettes d’eau nuageuse, l’approximation de Rayleigh peut être faite aux lon-
gueurs d’onde considérées ici. Pour les particules et longueurs d’onde considérées, la section





Finalement, le coefficient d’extinction κc peut être approché à partir de la formule suivante




Im(K)≃ 10−5 Mcλ 2 . (3.80)
L’atténuation due aux cristaux de glace est généralement de deux ordres de grandeur inférieure
à l’atténuation due aux gouttelettes d’eau nuageuse et peut donc être négligée (Battan, 1973 :
« At wavelengths in the 5- and 10-cm bands, cloud attenuation can be safely neglected. »).
Implémentation dans le simulateur Méso-NH. Nous aurions pu faire le choix de négliger
totalement l’atténuation nuageuse, mais comme l’implémentation du calcul de l’atténuation est
aisé une fois celui de la rétrodiffusion effectué, nous avons malgré tout implémenté l’atténua-
tion par les cristaux de glace. Par contre, comme nous avons négligé la rétrodiffusion par les
gouttelettes d’eau nuageuse, nous avons également négligé l’atténuation due à ces gouttelettes.
3.6.3 Atténuation par les précipitations solides et liquides
Pour les hydrométéores précipitants, l’atténuation ne peut généralement plus être estimée à
partir de l’approximation de Rayleigh et il faut faire appel à des théories plus complexes. En
pratique, on trouve cependant dans la littérature des expressions du coefficient d’extinction en
dB ·km−1 (défini par l’Éq. (3.40)) en fonction du taux de précipitation R (en mm ·h−1) :
Ap = K2(λ )Rγ (3.81)
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et ceci pour différents types de précipitations (Gunn et East, 1954, Hitschfeld et Bordan, 1954,
et Battan, 1973). On trouve également ce type de formulations pour la neige : à 0°C, Gunn et
East (1954) ont proposé
Ap = 3,49 ·10−11 R
1,6
λ 4 +2,24 ·10
−5 R
λ . (3.82)
L’atténuation par la grêle, si elle peut être importante, ne peut semble-t-il pas être estimée
à partir de telles formulations ; l’atténuation dépend trop fortement des caractéristiques des
particules de glace (forme, composition).
Des formulations empiriques permettent également d’exprimer l’atténuation (et donc de la
corriger) en fonction d’observations polarimétriques (Aydin et al., 1989, Gorgucci et al., 1998,
par exemple). Ainsi Giuli et al. (1993, 1994) ont utilisé le modèle empirique d’Aydin et al.
(1989).
Il faut souligner cependant que la prise en compte de l’atténuation par les hydrométéores
nécessite une intégration des portes les unes après les autres (c’est-à-dire tout le long du che-
min de l’onde électromagnétique) à partir du radar ce qui complexifie les calculs. Capsoni et
D’Amico (1998) ont ainsi justifié leur utilisation de la formulation de l’Éq. (3.81) plutôt que des
calculs à partir du modèle de diffusion afin de réduire le temps de calcul car les hydrométéores
sont décrits explicitement et non par une DGP dans leur simulateur radar.
Delrieu et al. (2000) ont établi que l’on ne peut négliger l’atténuation par les précipitations
lors d’épisodes pluvieux intenses en bande C et X : l’atténuation intégrée sur le chemin optique
(PIA) peut atteindre une dizaine de dB en bande C, et une cinquantaine de dB en bande X
sur une distance de 70 km. En outre, pour des radars en bande C, Scarchilli et al. (1993) ont
trouvé que le coefficient d’extinction pouvait atteindre 0,5 dB ·km−1, et que la différence entre
le coefficient d’extinction à polarisation horizontale et celui à polarisation verticale pouvait
atteindre 0,15 dB ·km−1.
Implémentation dans le simulateur Méso-NH. Dans le simulateur, il est possible de prendre
en compte l’atténuation par les précipitations solides et liquides calculée selon les quatre mé-
thodes de diffusion choisies. La Figure 3.14 montre qu’en bande C, l’atténuation due à la pluie
simulée à partir de Méso-NH peut atteindre −10 dB à 50 km (Fig. 3.14c), alors qu’elle reste
négligeable en bande S (Fig. 3.14d). Par ailleurs, l’approximation de Rayleigh sous-estime l’at-
ténuation de façon d’autant plus importante que la longueur d’onde du radar est petite (en parti-
culier à partir de la bande C : comparer les Figs.3.14a et c). Nous avons donc ajouté la possibilité
de modéliser l’atténuation par une approximation à l’ordre 6 de la solution donnée par la théorie
de Mie lorsque la diffusion de Rayleigh est utilisée dans le simulateur. Dans ce cas, la section
d’extinction est donnée par l’Éq. (3.52).
3.7 Intégration numérique sur les diamètres de particules
Le calcul de l’intégrale impropre sur le diamètre équivolumique intervenant dans le calcul
de la réflectivité (Éq. (1.6)), de l’atténuation (Éq. (3.39)), etc. est analytique pour la méthode
de diffusion de Rayleigh. Pour les trois autres méthodes, ce calcul est effectué dans le simula-
teur radar par quadrature de Gauss-Laguerre ; cette méthode est particulièrement adaptée aux
fonctions de la forme f (x)xce−x sur l’intervalle d’intégration ]0,∞[ (voir Press et al., 1986).
Les intégrales impropres permettant d’intégrer des quantités de la forme Q j(D)N j(D) en
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distance au sol du radar (km)
hauteur du faisceau (km)
Ze (Mie, λ=0.1 m) sans atténuation (dBZ)
Ze (Mie, λ=0.1 m) avec atténuation (dBZ)
atténuation intégrée en valeur absolue (dB)
(d)
FIG. 3.14 – Réflectivités simulées par Méso-NH atténuées ou non, hauteur du faisceau (MSL), et atté-
nuation intégrée en valeur absolue due à la pluie pour un radar fictif situé à 4,81° de longitude et 44,25°
de latitude, et à une altitude de 427,5 m MSL sur une radiale d’angle de site égal à 35° et d’élévation 1°,
le 8 septembre 2002 à 2100 UTC :
(a) : selon Rayleigh en bande C ; (b) : selon Rayleigh en bande S ;
(c) : selon Mie en bande C ; (d) : selon Mie en bande S.
fonction du diamètre D sont évaluées de manière générale par :
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∆ν j−1k wk , (3.83)








< Ce j > . (3.85)














n (number of points)
|<Ze,∞−Ze,n>| (in dB)
max|Ze,∞−Ze,n| (in dB)
FIG. 3.15 – Erreur absolue maximum et erreur moyenne absolue entre réflectivité approchée et exacte,
en fonction du nombre de points de la quadrature de Gauss-Laguerre pour une diffusion de Mie.
La quadrature de Gauss-Laguerre donne un résultat exact pour 4 points dans l’approxima-
tion de Rayleigh et un résultat satisfaisant à partir de 5 points pour la théorie de Mie. En effet,
la Figure 3.15 montre que l’erreur commise moyenne est de l’ordre de 0,03 dB et que l’erreur
maximale est inférieure à 1 dB pour un nombre de points supérieur à 5.
Pour des particules glacées, on fait intervenir un diamètre équivalent De et < Q j(De) >
s’exprime donc ainsi :
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∆ν j−1e−∆ d∆ . (3.86)
Expressions dans l’approximation de Rayleigh. Dans l’approximation de Rayleigh, le fac-

































M j(2b j) . (3.87)
Le facteur |Ki/Kw|2/d2i est typiquement égal à 0,224 d’après Smith (1984). Pour le simulateur
radar, le facteur |K j/Kw|2/d2j est recalculé grâce aux formules données par les Éqs. (3.60), pour
l’eau liquide, et (3.65) pour la glace.
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En appliquant le raisonnement de Smith (1984) à la section efficace d’extinction, le coeffi-























































M j(2b j) d’après Éq. (2.2) . (3.88)
3.8 Échos fixes et masques partiels
Si par exemple le site d’élévation du faisceau est trop bas, il peut arriver que le faisceau soit
complètement ou partiellement affecté par le relief (ou d’autres objets non-météorologiques
comme des bâtiments). Cette situation donne lieu à la présence d’un écho fixe à l’endroit où
le faisceau rencontre le relief. Les échos situés au-delà de l’écho fixe sont moins intenses (en
puissance) que si le faisceau n’était pas intercepté, car une partie de l’énergie est rétrodiffusée
avant de les atteindre. Ce phénomène, appelé masque partiel, est analogue à l’atténuation.
Dans la réalité, les échos fixes peuvent être détectés par des mesures Doppler, polarimé-
triques, ou par des considérations statistiques : certaines portes renvoient des échos intenses
de manière durable même en ciel clair. La simulation de l’intensité des échos fixes suppose de
connaître la puissance réfléchie par le relief. Cette dernière dépend de l’état du sol et nécessite
la connaissance de l’occupation du sol, l’élaboration de modèles de rétrodiffusion pour chaque
type de sol. Cette approche semble assez lourde à mettre en œuvre. Une autre approche consiste
à utiliser des cartes statiques d’échos fixes pour identifier les zones soumises aux échos fixes
dans les observations.
Quant aux masques partiels, Pellarin et al. (2002) ont proposé un algorithme qui tient
compte du relief dans l’évaluation de la réflectivité équivalente, et permet d’exploiter les portes
affectées par un masque partiel. Cette information est disponible pour les données du réseau
Aramis et pourra donc être prise en compte dans l’assimilation de données. Giuli et al. (1994)
ont pris en compte les masques partiels en utilisant l’algorithme de correction optique de Hariu
et Puhakka (1986). Ces approches requièrent une discrétisation fine du faisceau afin d’évaluer
la surface interceptée par le relief. La solution radicalement opposée est d’ignorer les portes
concernées.
Implémentation dans le simulateur Méso-NH. Du fait qu’il est difficile de connaître la
réflectivité du sol, que ce soit dans Méso-NH ou Arome, les échos fixes sont traités par le
simulateur comme des pixels de valeur incalculable. Un pixel est déclaré écho fixe dès lors que
l’une des trajectoires issues de la discrétisation du faisceau rencontre le relief du modèle (qui
est différente du vrai relief).
Par souci de simplicité et d’économie de ressources numériques, les masques partiels sont
simplement ignorés : la valeur incalculable est attribuée à toute porte située au-delà d’un écho
fixe lorsque l’atténuation est prise en compte, et la réflectivité est calculée normalement (c’est-
à-dire avec la partie du faisceau qui devrait en théorie ne pas retourner de signal) lorsque l’atté-
nuation n’est pas prise en compte.






(Richard et al. (2003) : Rayleigh, points de grille)(nouvelle version : géométrie radar,. . .)
r
- mode_fgau (discrétisation faisceau)
- interpol_beam (interpolation var. modèle sur faisceau)
- radar_scattering (rétrodiffusion et atténuation)
r
- mode_fgau (intégration sur D)
- mode_fscatter (diffusion Mie)
- mode_tmat (diffusion matrice T)
FIG. 3.16 – Schéma modulaire global du nouveau simulateur radar.
3.9 Reprojection sur la grille cartésienne des observations
Actuellement les observations sont fournies opérationnellement sur une grille cartésienne de
maille 1×1 km2 et de taille 600×600 km2. La projection est effectuée de la manière suivante :
le radar tourne sur son axe vertical à vitesse constante et émet des trains d’ondes (c’est-à-dire
effectue des « tirs ») à la fréquence de répétition (dite également récurrence, ou PRF, usuelle-
ment de l’ordre de 250 à 330 Hz pour les radars du réseau Aramis), puis on effectue la moyenne
arithmétique des mesures contenues dans chaque pixel de 1 km de côté. En mode rotation lente,
le radar effectue un tour complet en 72 s. Il effectue donc au pire 72×330 = 23 760 tirs par tour
et il s’agirait donc de simuler 23 760 faisceaux si l’on voulait procéder de la même façon pour
l’opérateur d’observation ! Ce nombre rédhibitoire d’observations est nécessaire à la qualité du
produit radar, mais n’a pas de raison d’être pour la simulation (les mesures sont « parfaites »
dans le modèle).
On n’a par conséquent pas besoin d’autant de tirs ; par exemple, il suffit qu’au moins un tir
passe par chaque pixel de la grille radar cartésienne. En choisissant les faisceaux de manière
à ce que leur extrémité soit située au centre d’un pixel du bord de l’image de l’observation
radar, nous obtenons 4×600 = 2 400 tirs. Compte tenu de la résolution du modèle (supérieure
à 1 km), les simulations de réflectivités sur la grille des observations sont corrélées entre elles :
on peut sans doute encore diminuer le nombre de faisceaux simulés. Il est clair que les portes
les plus proches du radar seront suréchantillonnées par rapport à la grille du modèle, tandis que
les portes les plus éloignées seront souséchantillonnées.
3.10 Résumé
L’organisation du simulateur radar est résumée schématiquement sur la Figure 3.16 avec les
noms des routines utilisées. Le Tableau 3.4 résume les différentes modélisations implémen-
tées dans le simulateur radar. La Figure 3.17 (e, en bas à gauche) illustre quelques possibilités
du nouveau simulateur radar développé dans Méso-NH (simulation du radar de Bollène tenant
compte de tous les hydrométéores, de la géométrie du radar et de l’élargissement du faisceau).
Les quatre images du haut présentent les réflectivités dues aux différents types d’hydromé-
téores. On peut voir que les réflectivités simulées en points de grille (Richard et al., 2003) à
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Solutions techniques Complexité Références bibliographiques
Fonction de directivité de l’antenne
gaussienne (lobe principal, Éq. (3.4)) 1
isotropie (Éq. (3.7)) 0 Probert-Jones (1962)
Fonction de poids radiale
idéale (Éq. (3.19)) 0 ∅
Courbure du faisceau
loi de Descartes locale (n calculé à partir
du modèle, Éq. (3.23))
1 Smith et Weintraub (1953)
rayon effectif=4/3 rayon de la Terre 0 Schelleng et al. (1933)
Définition longitudinale de la porte
bande infinie (Éq. (3.18)) 0 Battan (1973)
Diffusion
matrice T pour sphéroïdes 3 Waterman (1965), Mishchenko et Travis
(1998)
Mie 2 Mie (1908), Bohren et Huffman (1983)
Rayleigh pour sphéroïdes 1 Rayleigh (1897)
Rayleigh 0 Rayleigh (1871, 1899)
Atténuation par les gaz
négligée 0 ∅
Atténuation par les gouttelettes nuageuses
négligée 0 ∅
Atténuation par les précipitations et glace primaire
selon schéma de diffusion 1 cf. Diffusion
négligée 0 ∅
Échos fixes et masques partiels
non-traités 0 ∅
TAB. 3.4 – Résumé des différentes possibilités pour chaque module implémentées dans le simulateur
Méso-NH en fonction de leur complexité.
1000 m (Fig. 3.17c) sont similaires à celles simulées par le nouveau simulateur dans la partie
convective, proche du radar. Par contre, la coupe horizontale ne permet pas de voir la partie
stratiforme qui s’étend au-dessus des Alpes. Inversement, la coupe à 4000 m (Fig. 3.17d) per-
met de voir la partie stratiforme du système convectif au-dessus des Alpes, mais les réflectivités
de la partie convective au-dessus du Gard sont sous-estimées. La simulation effectuée avec le
nouveau simulateur radar présente l’avantage de reproduire correctement à la fois les fortes
intensités correspondant aux cellules convectives proches du radar et la partie stratiforme for-
mée d’hydrométéores en phase solide loin du radar. Le chapitre suivant décrit les applications
du simulateur radar (spécification d’un opérateur d’observation pour l’assimilation et d’un si-
mulateur radar pour la validation des modèles météorologiques, implémentation de l’opérateur
d’observation dans le code Arome/Aladin).
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(a : coupe horizontale à 1000 m) (b : coupe horizontale à 4000 m)
(c : coupe horizontale à 1000 m) (d : coupe horizontale à 4000 m)
(e : élévation 1,2°)
FIG. 3.17 – Rapports de mélange en hydrométéores à 1000 m (a) et 4000 m (b) le 8 septembre 2002 à
2100 UTC : isolignes à 0,1 g ·kg−1 et 1 g ·kg−1 (eau liquide précipitante : cyan et bleu ; grésil : rouge
et rose ; neige : orange et jaune). Réflectivités simulées en dBZ le 8 septembre 2002 à 2100 UTC avec
le simulateur en point de grille de Méso-NH à 1000 m (c) et 4000 m (d). Réflectivités simulées en dBZ
le 8 septembre 2002 à 2100 UTC (nouveau simulateur, radar de Bollène, élévation 1,2°, élargissement
du faisceau sur la verticale) : dues à l’eau liquide précipitante, la glace primaire, la neige et le grésil (e,
panneau du haut), totale (e, en bas à gauche) et observées (e, en bas à droite). La simulation est tronquée
au nord car le domaine Méso-NH de la simulation utilisée est plus petit que la zone couverte par le radar.
On a marqué en noir les pixels pour lesquels le faisceau rencontre le relief du modèle.
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Chapitre 4
Simulateur de réflectivités radar et
applications
Ce chapitre a pour objet de présenter quelques applications du simulateur de réflectivités
radar. Un article paru dans le Journal of Atmospheric and Oceanic Technology présente les tests
de sensibilité qui ont été effectués avec différentes configurations du simulateur afin de spécifier
les caractéristiques à retenir pour
– l’opérateur d’observation pour l’assimilation des réflectivités radar et
– le simulateur de réflectivités pour la validation des sorties des modèles atmosphériques à
haute résolution.
En outre, dans cet article, l’utilisation du simulateur radar pour la validation des modèles at-
mosphériques est illustré sur le cas du Gard de 2002. Une dernière section décrit la manière
dont nous avons implémenté l’opérateur d’observation pour les réflectivités dans le code des
modèles Arome et Aladin.
4.1 Résumé de l’article paru dans le Journal of Atmospheric
and Oceanic Technology
Un simulateur radar complet pour des modèles non-hydrostatiques à haute résolution
(1–5 km) a été développé dans le modèle atmosphérique de recherche à mésoéchelle non-
hydrostatique (Méso-NH). Ce simulateur est fait de briques dont chacune décrit un processus
physique particulier (diffusion, courbure du faisceau, etc.) que nous avons décrit au chapitre pré-
cédent. Pour chacune de ces briques, plusieurs formulations ont été implémentées. Par exemple,
le simulateur radar offre la possibilité de choisir entre les méthodes de diffusion de Rayleigh,
Rayleigh-Gans 1, Mie ou matrice T, et la courbure du faisceau peut être déduite d’un rayon ter-
restre effectif ou peut dépendre du gradient vertical de l’indice de réfraction de l’air. De plus, le
simulateur radar est complètement cohérent avec les paramétrisations microphysiques utilisées
par le modèle numérique atmosphérique.
Des expériences de sensibilité ont été effectuées en utilisant différentes configurations du
simulateur. Elles ont permis la spécification d’un opérateur d’observation pour l’assimilation
des réflectivités par des systèmes de PN à haute résolution non-hydrostatiques, ainsi que pour
leur validation. Une étude de la crue éclair des 8–9 septembre 2002 dans le sud-est de la France
qui fut bien documentée par les données volumiques du radar en bande S de Bollène sert à
1. Dans cet article, la théorie de Rayleigh-Gans fait référence à la théorie de Rayleigh étendue aux sphéroïdes.
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illustrer les possibilités du simulateur radar en tant qu’outil de validation pour un modèle à
mésoéchelle.
4.2 Article paru dans le Journal of Atmospheric and Oceanic
Technology
Référence de l’article paru :
CAUMONT, O., V. DUCROCQ, G. DELRIEU, M. GOSSET, J. PARENT DU CHÂTELET, J.-P.
PINTY, H. ANDRIEU, Y. LEMAÎTRE et G. SCIALOM, 2006 : A radar simulator for high-
resolution nonhydrostatic models. J. Atmos. Oceanic Technol., 23(8), 1049–1067, doi:10.
1175/JTECH1905.1.
T.S.V.P.
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4.3 Implémentation de l’opérateur d’observation dans le
code Arome/Aladin
Les travaux décrits dans l’article de la section précédente ont permis de spécifier un opé-
rateur d’observation pour l’assimilation des réflectivités radar. En résumé, ils ont suggéré la
configuration suivante :
– la diffusion de Rayleigh est largement satisfaisante en bande S et devrait suffire en bande
C ;
– il est nécessaire de prendre en compte l’élargissement du faisceau sur la verticale.
En outre, le système d’assimilation Arome/Aladin possède quelques spécificités qui
conduisent aux contraintes suivantes :
– il est difficile de prendre en compte l’atténuation parce que le code Arome/Aladin traite
des paquets de profils verticaux par processeur et que cela augmenterait le temps passé en
communications entre processeurs en plus de la complexité de leur implémentation dans
le code. Cependant l’atténuation en bande C est importante. Par conséquent, il a été jugé
préférable de traiter cette question en amont : les pixels situés derrière des zones de fortes
réflectivités sont éliminés préalablement au processus d’assimilation. La technologie po-
larimétrique, qui équipera un certain nombre de radars du réseau Aramis, permettra de
corriger l’atténuation de manière satisfaisante et éviter l’élimination des pixels de réflec-
tivités atténuées ;
– pour la même raison, il faut utiliser le modèle du rayon effectif terrestre et détecter les
propagations anormales en amont du processus d’assimilation. Les échos de propagation
anormale des observations sont donc éliminés par un filtre adéquat et fiable (au sens où
il est préférable de rejeter plus d’informations « bonnes » que d’en accepter de « mau-
vaises »). En pratique, le traitement réalisé par le Centre de météorologie radar de Météo-
France (CMR) compare pour chaque volume de réflectivités le nombre d’échos fixes dé-
tectés au nombre moyen d’échos fixes en ciel clair. Si le nombre d’échos fixes détectés
est très différent du nombre moyen, les données sont considérées comme affectées par le
phénomène de propagation anormale et ne sont pas assimilées ;
– pour des raisons similaires, il est difficile de traiter le problème des masques partiels.
Dans un premier temps, on a choisi de les traiter comme pour le simulateur, c’est-à-dire
d’utiliser également les élévations qui ne devraient pas retourner de signal. Une méthode
statique est en cours de développement afin d’attribuer à chaque colonne du modèle une
hauteur minimum détectable par le radar de façon à traiter de manière plus satisfaisante
ce problème de masques partiels (Haase et al., 2007) ;
– le fait que le code Arome/Aladin traite des paquets de profils verticaux ne permet pas
de définir facilement un chemin tri-dimensionnel, mais oblige au contraire à effectuer les
calculs par profil vertical. Il est donc nécessaire d’ajuster la méthode développée dans
Méso-NH pour simuler l’élargissement sur la verticale.
Concernant ce dernier point, nous avons proposé une expression du type de celle donnée par
l’Éq. (3.6), illustrée par la Figure 4.1, avec une fonction de directivité donnée par l’Éq. (3.4).
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FIG. 4.1 – Élargissement du faisceau sur la verticale par profil vertical du modèle. Pour une porte à une
élévation donnée matérialisée par la croix blanche, on utilise les valeurs de réflectivités aux niveaux de
la colonne du modèle correspondante, pondérées par une gaussienne représentée par la courbe sur la





Caractéristiques de l’observation :
élévation, distance au radar, hauteur de l’antenne, etc.
REFLSIM
Calcul de ze sur chaque niveau i de la colonne observée
pour chaque type d’hydrométéore (partie 0D)
Pondération verticale sur chaque colonne
z¯e pour chaque observation (=élévation)
de la colonne
FIG. 4.2 – Structure de REFLSIM.
où h représente l’altitude, hmin correspond à l’élévation ϑ0−∆ϑ/2, et hmax correspond à l’élé-
vation ϑ0 + ∆ϑ/2. Dans le code Arome/Aladin, l’intégrale de l’Éq. (4.1) est approchée par la
méthode des trapèzes en évaluant ze et ϑ aux niveaux du modèles compris entre hmin et hmax,
tandis que pour l’Éq. (3.6), il s’agit de sommes de Riemann, un peu moins précises. On peut
donc scinder le calcul des réflectivités synthétiques en deux : une partie 0D qui calcule ze, et
une partie purement géométrique qui pondère les ze sur la verticale. Ceci est implanté dans le
code Arome/Aladin au niveau de la routine REFLSIM appelée par la moniteur HOP des opérateurs
d’observation et constitue une des briques du développement de l’assimilation des données ra-
dar dans Arome et Aladin. La structure schématique de la routine REFLSIM est synthétisée sur
la Figure 4.2.
100 4.3 Implémentation de l’opérateur d’observation dans le code Arome/Aladin
101
Chapitre 5
Simulation des vitesses Doppler
Dans ce chapitre nous décrivons d’abord un simulateur de vitesses Doppler construit sur la
base du simulateur de réflectivités développé dans les post-traitements de Méso-NH auquel on a
ajouté un module simulant les vitesses radiales. Ensuite, nous montrons comment ce simulateur
a permis d’établir une hiérarchie dans les processus physiques à modéliser pour simuler des
vitesses radiales.
5.1 Simulateur de vitesses Doppler
La simulation des vitesses Doppler possède de nombreux points communs avec la simula-
tion des réflectivités radar, comme par exemple la géométrie du faisceau radar, cependant elle
requiert en outre la modélisation de la vitesse de chute des hydrométéores.
Cadre commun avec le simulateur de réflectivités. L’équation de base qui permet la si-
mulation des vitesses radiales est l’équation 1.18. Pour la fonction de directivité de l’antenne,
l’intégrale de l’Éq.(3.8), qui intervient dans l’Éq.(1.18), est évaluée comme pour les réflectivités
(Sec. 3.1) mais avec ξ = vrη l2. Concernant la fonction de poids radiale, de manière analogue
à l’Éq. (3.20), on peut sortir tout ce qui ne dépend que de la distance au radar de l’intégrale










η(r)l(r)2 f 4(ϑ ′,φ ′)sinϑ ′ dϑ ′ dφ ′
. (5.1)
Pour l’évaluation de η , les différents types de diffusion disponibles pour le simulateur de ré-
flectivités sont également disponibles pour le simulateur de vitesses radiales. La trajectoire du
faisceau radar peut être calculée des deux façons disponibles pour le simulateur de réflectivités.
Les intégrales sur les diamètres des particules sont évaluées de manière analogue à l’Éq. (3.86).
Vitesse de chute des hydrométéores. Dès que l’angle d’élévation n’est pas nul, la vitesse
de chute intervient théoriquement dans la mesure des vitesses Doppler. Cependant, du fait que
les angles considérés sont souvent petits, un certain nombre de simulateurs ou d’opérateurs
d’observation négligent cette composante (Crook et Sun, 2002, Snyder et Zhang, 2003, Zhang
et al., 2004, Tong et Xue, 2005, Swarbrick, 2006). D’autres corrigent les observations afin de
tenir compte de la vitesse de chute. Par exemple, Gao et al. (2003, 2004) estiment la vitesse de
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élarg. vert. vit. vert. vit. chute pond. réfl.
Méso-NH (Richard et al., 2003) (direction
verticale seulement)
/ oui oui oui
Sun et Crook (1997, 1998), Nissen et al.
(2001), Xiao et al. (2003, 2005a,b), Qiu
et al. (2006)
non oui oui (pond. masse) non
Sun et Crook (2001) oui oui oui (pond. masse) non
Crook et Sun (2002), Xue et al. (2006) oui oui non non
Wu et al. (2000) non oui oui (pond. masse) oui
Laroche et Zawadzki (1994), Xu et al.
(1995), Qiu et Xu (1996), Lindskog et al.
(2000, 2004)
non non non non
Gao et al. (2003, 2004), Tong et Xue
(2005), Swarbrick (2006)
non oui non non
Gao et al. (2001) non oui oui non
Salonen (2002), Salonen et al. (2003), Sa-
lonen et Järvinen (2004)
oui non non non
TAB. 5.1 – Résumé des caractéristiques des différents types de simulateurs de vitesses Doppler existants.
élarg. vert. : discrétisation du faisceau sur la verticale ; vit. vert. : prise en compte de la vitesse verticale
(vent et hydrométéores) ; vit. chute prise en compte de la vitesse de chute des hydrométéores ; pond. réfl. :
pondération des vitesses par la réflectivité.
chute des hydrométéores à partir d’une relation empirique reliant la réflectivité à la vitesse de
chute des gouttes de pluie.
Un grand nombre de relations semi-empiriques existent dans la littérature pour exprimer la
vitesse de chute limite des hydrométéores en fonction de leur diamètre. Par souci de cohérence
avec le schéma microphysique de Méso-NH, on utilise les coefficients de Méso-NH (Tableau
2.1) pour simuler la vitesse de chute limite des hydrométéores dans le simulateur de vitesses
radiales.
5.2 Applications
La simulation des vitesses Doppler a essentiellement été utilisée pour l’assimilation en tant
qu’opérateur d’observation 1. Le Tableau 5.1 résume les caractéristiques des différents simu-
lateurs de vitesses Doppler existants. Ce tableau montre qu’il y a disparité dans les choix de
configuration des simulateurs existants. On a donc effectué des tests de sensibilité sur différents
modules du simulateur (élargissement du faisceau sur la verticale, vitesse de chute et pondéra-
tion par la réflectivité) afin d’établir l’importance relative de ces différentes modélisations sur
la précision des vitesses radiales simulées. Cette étude, qui suit, a été acceptée pour publication
dans le Journal of Applied Meteorology and Climatology.
1. En effet, les vitesses radiales ne sont pas aisément interprétables directement, et il est souvent plutôt fait appel
à des méthodes de reconstitution pour exploiter ces données (MANDOP, Scialom et Lemaître, 1990, MUSCAT,
Bousquet et Chong, 1998, etc.).
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5.2.1 Résumé de l’article accepté pour publication dans le Journal of Ap-
plied Meteorology and Climatology
Un simulateur sophistiqué et flexible de vitesses Doppler mesurées par des radars météo-
rologiques au sol est ajouté à un modèle atmosphérique non-hydrostatique à haute résolution.
Des expériences de sensibilité sont conduites en utilisant différentes configurations pour chacun
des processus physiques qui sont modélisés par le simulateur. On conclut que négliger l’effet
de l’élargissement vertical du faisceau ou la pondération par les réflectivités donne des erreurs
du même ordre sur les réflectivités simulées. Négliger les vitesses de chute des hydrométéores
a un effet bien plus faible. On montre aussi que négliger à la fois l’effet de l’élargissement du
faisceau et la pondération par les réflectivités donne des erreurs du même ordre que lorsqu’on
ne néglige que l’un des deux effets.
5.2.2 Article accepté pour publication dans le Journal of Applied Meteo-
rology and Climatology
Référence de l’article à paraître :
CAUMONT, O. et V. DUCROCQ, 2007 : What should be considered when simulating Doppler




























































































































































































































































































































































































































































































































Nous avons ajouté au simulateur radar la possibilité de simuler les vitesses radiales mesurées
par les radars Doppler. Similairement à ce qui a été fait pour les réflectivités, les processus
physiques spécifiques à la mesure des vitesses radiales (pondération par la réflectivité, vitesse
de chute des hydrométéores) ont été modélisés avec plusieurs niveaux de complexité.
Des études de sensibilité sur ces différentes modélisations ont permis de conclure que l’on
peut négliger la vitesse de chute des hydrométéores devant la pondération par la réflectivité et
l’élargissement du faisceau sur la verticale. Ces deux derniers phénomènes peuvent détériorer
la précision des simulations notamment loin du radar lorsque des hétérogénéités en réflectivité
et/ou en vitesses du vent sont importantes (par exemple au sommet des tours convectives). Par
ailleurs, nous avons montré que les erreurs commises lorsqu’on néglige l’un ou l’autre de ces
deux phénomènes ou bien les deux sont importantes et du même ordre de grandeur. Les conte-
nus en hydrométéores n’étant actuellement pas inclus dans la variable de contrôle du système
d’assimilation d’Arome/Aladin, il n’est pas possible de prendre en compte la pondération par
la réflectivité et la vitesse de chute des hydrométéores. Il serait donc préférable pour l’opérateur
d’observation de ne tenir compte ni de la pondération par les hydrométéores, ni de l’élargisse-
ment sur la verticale, ni de la vitesse de chute des hydrométéores.
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État de l’art de l’assimilation des données
radar
Lors de la mise en opérationnel du modèle Arome, c’est-à-dire fin 2008, les données radar
disponibles seront des PPIs (plusieurs par radar) projetés sur des grilles cartésiennes de 1 km
de résolution horizontale. Tous les radars fourniront la réflectivité, et certains la vitesse Doppler
et/ou des observations polarimétriques. Cette seconde partie est consacrée à l’assimilation des
réflectivités radar. Parallèlement à ce travail de thèse, des travaux ont été conduits au CNRM
pour assimiler les vitesses radiales Doppler (Montmerle et al., 2006). Ce chapitre présente un
tour d’horizon des techniques actuellement utilisées pour assimiler de telles données. Il s’appuie
en partie sur les conclusions de l’action COST 717 sur l’utilisation des observations radar dans
les modèles hydrologiques et de prévison atmosphérique (Alberoni et al., 2003, Rossa et al.,
2005, chapitre 7) et sur les articles de Dance (2004) sur l’assimilation dans les modèles à aire
limitée pour la prévision quantitative des précipitations et de Sun (2005) sur l’assimilation des
données radar à l’échelle convective. On présente d’abord les différents types de données basés
sur la réflectivité radar qui sont assimilés dans ces différents travaux, puis on passe en revue les
différentes techniques utilisées, en mentionnant rapidement celles qui ont été utilisées à grande
échelle et en décrivant plus en détail les méthodes d’assimilation à mésoéchelle (∼ 10 km de
résolution horizontale) et surtout à l’échelle méso-γ (quelques kilomètres de résolution horizon-
tale) qui nous concernent plus particulièrement ici.
6.1 Observations assimilées et opérateurs d’observation
La réflectivité peut être assimilée directement, notamment avec les techniques variation-
nelles (Sun et Crook, 1997, par exemple) ou un filtre de Kalman d’ensemble (Tong et Xue, 2005,
par exemple). La réflectivité n’étant pas une variable pronostique des modèles atmosphériques,
il est nécessaire d’utiliser un opérateur d’observation pour transformer les variables pronos-
tiques du modèle en réflectivité. Cet opérateur d’observation n’est autre que ce que nous avons
appelé simulateur de données radar dans la partie I, plus ou moins sophistiqué selon les travaux.
Ainsi les plus simples calculent une diffusion de type Rayleigh à partir des hydrométéores si-
mulés par le modèle en point de grille (Sun et Crook, 1997, Xiao et al., 2004), certains prennent
en compte l’élargissement du faisceau sur la verticale quand la distance au radar augmente (Sun
et Crook, 2001, Crook et Sun, 2002, Xue et al., 2006). Les méthodes d’assimilation variatio-
nelle nécessitent également le développement de la version tangente-linéaire et adjointe de ces
simulateurs radar.
Néanmoins, dans de nombreuses études, la réflectivité est convertie en un autre type d’obser-
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vation, souvent à cause du type de système d’assimilation utilisé qui ne permet pas d’assimiler
des paramètres autres que les variables pronostiques du modèle. La réflectivité observée peut
ainsi être convertie en contenus en hydrométéores (M) par une loi de type Z-M (ce que fait
ADAS par exemple). Pour cela, il est nécessaire de connaître le type d’hydrométéores sondés,
généralement à l’aide d’un partitionnement a priori (Xiao et al., 2007, par exemple) ou en re-
streignant le type d’hydrométéores à l’eau liquide précipitante (Weygandt et al., 2002b, par
exemple).
D’autres études convertissent au préalable les réflectivités en taux de précipitation au sol R
(en mm ·h−1), qui peut être une grandeur plus facilement reliable au schéma de précipitation
du modèle atmosphérique. C’est par exemple le cas lorsqu’on utilise l’initialisation physique
(Krishnamurti et al., 2007, par exemple) ou le latent heat nudging (Leuenberger, 2005, par
exemple). Un inconvénient d’assimiler ce paramètre est que la relation entre la réflectivité et le
taux de précipitation au sol est loin d’être univoque : les estimations de taux de précipitation et
d’accumulation de pluie à partir des radars sont sujets à des incertitudes significatives (Austin,
1987, Zawadzki, 1984). Battan (1973) a listé pas moins de 69 relations Z-R citées dans la
littérature. En assimilant des taux de précipitation, il faut également prendre garde à corriger ou
détecter les bandes brillantes dans les images de réflectivités observées sous peine de surestimer
les précipitations dans ces zones. Une manière de corriger ces défauts est l’utilisation conjointe
des radars et des pluviomètres, qui permettent de recalibrer les radars. Un dernier inconvénient
de l’utilisation des taux de précipitations au sol est la perte d’information sur la verticale par
rapport aux données tridimensionnelles obtenues avec les radars volumiques.
Enfin, certains travaux convertissent la réflectivité en humidité et/ou température. Le lien
entre ces deux grandeurs physiques et la réflectivité n’est pas du tout direct. Certaines tech-
niques n’utilisent que les données où les précipitations sont présentes et y imposent des humi-
dités élevées (Gallus et Segal, 2001, par exemple). Quelques techniques relient ces quantités
de manière plus ou moins directe (inversion de schéma de convection, formule semi-empirique,
technique variationnelle). Cette modification de l’humidité (et éventuellement de la tempéra-
ture, de la vitesse verticale) est introduite directement dans l’état initial du modèle ou bien les
données d’humidité ainsi obtenues sont analysées par un système d’assimilation (typiquement
variationnel ou relaxation newtonienne).
6.2 Méthodes d’assimilation de données radar
6.2.1 Assimilation variationnelle
6.2.1.1 Principe
On rappelle ici brièvement le principe de l’assimilation variationnelle de données, dite aussi
technique adjointe. Des explications plus détaillées figurent par exemple dans l’article de Tala-
grand (1997) ou le cours de Bouttier et Courtier (1999).
L’assimilation variationnelle est issue de la théorie du contrôle optimal. Elle consiste à trou-
ver un vecteur d’état du modèle xa, appelé « analyse », qui minimise une fonction de coût
quadratique
J(x) = Jb(x)+ Jo(x)+ Jc(x) , (6.1)
où
– Jb est une distance du vecteur d’état du modèle xb, dit « ébauche », issu d’une prévision
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avec B matrice de covariance des erreurs d’ébauche,
– Jo est une distance du vecteur d’observation y à l’équivalent modèle des observations
H(x), c’est-à-dire du vecteur d’observation calculé par l’opérateur d’observation H à





avec R matrice de covariance des erreurs d’observation. Le vecteur d ≡ y−H(xb) est
appelé l’innovation, et le vecteur xa−xb est appelé l’incrément d’analyse ;
– Jc est un terme facultatif qui représente une contrainte filtrée.
Le minimum de J est calculé, moyennant quelques hypothèses, par des méthodes itératives
dites « de descente ».
La minimisation par la technique de l’adjoint (Le Dimet et Talagrand, 1986, Talagrand et
Courtier, 1987) requiert de calculer les opérateurs adjoints des opérateurs linéaires tangents
associés au modèle de prévision (uniquement lorsque la dimension temporelle est considérée) et
à l’opérateur d’observation. La linéarisation d’un opérateur peut être délicate pour les processus
non-linéaires (saturation, convection) et entraîner la non-optimalité de la solution (il ne s’agit
pas du minimum absolu de la fonction de coût), voire la non-convergence de l’algorithme de
minimisation. Le point fort de ce type de technique est qu’il est possible d’assimiler n’importe
quelle observation de manière objective dès lors qu’on peut exprimer l’observation en fonction
de la variable de contrôle, tout en tenant compte des erreurs du modèle et des observations.
L’assimilation variationnelle se décline sous plusieurs variantes, selon le nombre de dimensions
prises en compte, comme nous le présentons ci-dessous.
6.2.1.2 Assimilation variationnelle quadridimensionnelle (4DVar)
L’assimilation 4DVar prend en compte la dimension temporelle en plus des trois coordon-
nées spatiales : l’assimilation 4DVar présente non seulement l’avantage de traiter de nombreuses
observations au moment où elles sont observées, mais elle fournit également une contrainte
multivariée sur les variables du modèle qui permet de maintenir une cohérence dynamique et
physique définie par le modèle lui-même. Cependant, elle est coûteuse numériquement.
Le Tableau 6.1 résume les caractéristiques d’études à grande ou moyenne échelle ayant
utilisé un système d’assimilation 4DVar pour assimiler des données de précipitations. Les
premières tentatives d’assimilation 4DVar de données de précipitations ont été effectuées avec
des modèles à basse résolution. Les observations assimilées étaient des cumuls (sur 24 heures,
3 heures ou 1 heure) voire des taux de précipitations estimés à partir de données satellites
(SSM/I, PERSIANN) ou radar calibrées par des pluviomètres. Ces études, en montrant des
effets bénéfiques sur la prévision de différents phénomènes de grande échelle (tempête,
Zupanski et al., 2002b ; dépression Xiao et al., 2000) voire de mésoéchelle (ligne de grains,
Guo et al., 2000 ; MCS, Zou et Kuo, 1996) ont encouragé la poursuite des efforts d’assimilation
de ce type de données avec des modèles non-hydrostatiques à très haute résolution résolvant
explicitement la convection et possédant une microphysique relativement détaillée.
Ainsi, Sun et Crook (1997, 1998) ont assimilé des vitesses radiales et des réflectivités dans
un modèle de nuage à très haute résolution, c’est-à-dire 500 m sur l’horizontale. Leur paramé-
trisation microphysique ne tient compte que des processus chauds (c’est-à-dire pas de phase






instrument référence de l’étude
FSUGSM 450 km, 12 niv. taux SSM/I Tsuyuki (1997)
Eta 80 km, 17 niv. cumul 24H radar/pluviomètre Županski et Mesinger (1995)
Eta 32 km, 45 niv. cumul 1H radar/pluviomètre Zupanski et al. (2002b,a)
MM5 50 km, 16 niv. taux SSM/I Xiao et al. (2000)
MM5 40 km, 10 niv. cumul 3H Zou et Kuo (1996)
MM5 20 km, 15 niv. cumul 3H radar/pluviomètre Guo et al. (2000)
MM5 30 km, 27 niv. cumul 1H radar/pluviomètre Peng et Zou (2002)
MM5 20–30 km cumul 1H PERSIANN Xu et al. (2004)
MM5 20 km cumul 1H radar/pluviomètre Xu et al. (2006)
MSM 10 km, 40 niv. cumul 1H radar/pluviomètre Tsuyuki et al. (2002), Koi-
zumi et al. (2005)
TAB. 6.1 – Caractéristiques de quelques études assimilant des données de précipitation avec un système
d’assimilation 4DVar à grande et moyenne échelle.
solide). Les données, fournies par les radars du réseau WSR-88D couvrant les États-Unis, sont
assimilées avec le système d’assimilation 4DVar VDRAS. La réflectivité est exprimée en fonc-
tion du rapport de mélange en eau liquide précipitante de manière biunivoque. Sun et Crook
(1997) ont donc pu tester l’impact d’assimiler les données radar sous la forme de réflectivités
(en mm6 ·m−3 ou en dBZ) et du contenu en eau liquide précipitante. Dans un contexte d’OSSEs
(c’est-à-dire pour lesquelles les observations sont simulées) sur des expériences idéalisées (ini-
tialisées par bulle chaude), ils ont trouvé que l’assimilation du contenu en eau précipitante
obtenu à partir des données de réflectivités à l’aide d’une relation Z-qr donnait de meilleurs
résultats que l’assimilation directe des réflectivités qui pouvait poser problème lors de la mini-
misation du fait de la haute non-linéarité de la relation Z-qr. Ils ont également testé la sensibilité
des résultats aux paramètres de la relation Z-qr et ont trouvé que l’assimilation était robuste vis-
à-vis de variations des paramètres de la relation Z-qr. Par ailleurs, il a été montré sur des cas
convectifs que cette technique corrigeait favorablement les prévisions jusqu’à 60 min (Wilson
et al., 1998) et 90 min (Sun et Crook, 2001).
Comme la plupart des orages sont influencés par la microphysique froide, Wu et al. (2000)
ont utilisé essentiellement les mêmes outils (modèle, système d’assimilation, etc.) que Sun
et Crook (1997, 1998), mais en ajoutant la représentation d’une espèce en phase solide (gré-
sil/grêle) au schéma microphysique et en assimilant en plus la réflectivité différentielle. La
réflectivité et la réflectivité différentielle sont transformées en contenus en eau liquide préci-
pitante et en glace de manière biunivoque. Les conclusions sur la simulation d’un cas d’orage
violent sont mitigées : alors que le système d’analyse parvient à décrire les principales carac-
téristiques de l’orage dans l’état initial des simulations, ces simulations ne parviennent pas à
reproduire son évolution ultérieure. L’assimilation 4DVar nécessite en effet le développement
de l’adjoint du schéma microphysique qui doit par conséquent être suffisamment simple pour
que le calcul de son adjoint soit possible. Cependant, comme l’on constaté Wu et al. (2000), une
microphysique trop simple peut être insuffisante pour représenter de façon réaliste les proces-
sus microphysiques chauds et froids au sein des orages. Ainsi, l’efficacité de l’assimilation de
la réflectivité seule dans des modèles à microphysique froide et à une résolution kilométrique
n’a pas encore été démontrée.
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6.2.1.3 Assimilation variationnelle tridimensionnelle (3DVar)
Au contraire de l’assimilation 4DVar, l’assimilation 3DVar ne tient pas compte de la dimen-
sion temporelle. Les données sont donc assimilées à un instant précis et non sur une fenêtre
temporelle comme pour l’assimilation 4DVar.
Xiao et al. (2004, 2005a, 2007) ont assimilé des réflectivités avec le système d’assimila-
tion 3DVar du modèle MM5 (Barker et al., 2003, 2004). La relation Z-qr qui sert d’opérateur
d’observation est la même que celle de Sun et Crook (1997). C’est le rapport de mélange en
eau totale qui est dans la variable de contrôle, et un partitionnement de cette quantité en vapeur
d’eau, eau liquide nuageuse et eau liquide précipitante est effectué grâce au tangent linéaire
d’une microphysique chaude simplifiée et à son adjoint. Sur un cas de typhon, avec une réso-
lution horizontale de 10 km pour le modèle et des données provenant du radar coréen Jindo
du KMA (de type WSR-88D), Xiao et al. (2004, 2007) ont montré que ce type d’assimilation
était capable d’améliorer la prévision quantitative des précipitations principalement dans les 3
premières heures après un cycle d’assimilation sur 24 h à la fréquence de 3 heures. Xiao et al.
(2005a) ont testé ce même type d’assimilation sur un cas de ligne de grains, mais avec une
résolution horizontale de 4 km pour le modèle. Ils ont également conclu que l’assimilation des
réflectivités améliorait la prévision quantitative des précipitations.
Toutefois, il est à noter que l’assimilation 3DVar n’a pas encore été testée avec un schéma
microphysique incluant des hydrométéores en phase solide.
6.2.1.4 Assimilation unidimensionnelle (1DVar) et dérivés
L’assimilation 1DVar est utilisée afin de convertir des données de précipitation en profils
d’humidité et/ou de température. Elle peut être utilisée soit directement (les paramètres restitués
constituent l’analyse), soit en prétraitement (les paramètres restitués, qui sont appelés pseudo-
observations, sont ensuite assimilés par un autre système d’assimilation).
Nagarajan et al. (2006) ont utilisé une assimilation 1DVar pour assimiler des données plu-
viométriques afin d’améliorer la prévision d’une dépression occasionnant des inondations. L’as-
similation 1DVar, qui nécessite la linéarisation du schéma de convection profonde (ici le schéma
de Kain et Fritsch, 1993), transforme des cumuls horaires de précipitation de surface en profils
verticaux de température et d’humidité dans les régions de convection profonde (Fillion et Er-
rico, 1997, Fillion et Belair, 2004). Les données sont introduites directement dans l’état initial.
Une meilleure prévision quantitative des précipitations est obtenue par le modèle MC2 à 20 km
de résolution lorsque les données radar sont assimilées.
Aussi pour un système à basse résolution (> 50 km), Marécal et Mahfouf (2000) ont utilisé
un système d’assimilation 1DVar pour assimiler des données de précipitations issues du TMI
dans le modèle du CEPMMT. Le système d’assimilation 1DVar utilisé est celui décrit par Fil-
lion et Mahfouf (2000), qui nécessite le calcul des adjoints des tangents linéaires du schéma
de convection profonde (Tiedtke, 1989) et du schéma de précipitation stratiforme du modèle
du CEPMMT. Les produits de cette technique sont des colonnes de température et d’humidité.
Les humidités intégrées sur la verticale ont ensuite été assimilées par un système d’assimilation
4DVar (Marécal et Mahfouf, 2002). Marécal et Mahfouf (2003) ont montré que cette assimila-
tion en deux temps était plus robuste qu’une assimilation 4DVar directe des taux de précipitation
au sol à cause d’incohérences entre les modèles nonlinéaires et tangent linéaire/adjoint du sys-
tème d’assimilation 4DVar incrémental du CEPMMT (Courtier et al., 1994) et à cause de fortes
nonlinéarités dans les processus physiques humides. Tout dernièrement, la méthode a été éga-
lement appliquée par Lopez et Bauer (2007) pour assimiler les précipitations au sol déduites
des mosaïques radar du NCEP recouvrant les États-Unis à une résolution d’environ 40 km. Les
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données assimilées sont les logarithmes décimaux des taux de précipitations. Par ailleurs, l’as-
similation 1DVar n’est pas appliquée lorsque l’ébauche ou les observations présentent un taux
inférieur à 0,1 mm ·h−1 à cause de l’absence de définition du logarithme en 0. Le faible impact
de l’assimilation des précipitations (légèrement positif jusqu’à 12 heures, neutre au-delà) est
attribué au fait que la densité d’observations autres que radar est importante sur la zone d’étude
(les États-Unis) et réduit donc l’apport en information des observations supplémentaires. Néan-
moins, ils ont mentionné quelques problèmes comme le fait que l’ébauche est utilisée deux fois,
menant à une sous-estimation des incréments, le fait d’utiliser des humidités intégrées entraîne
une perte d’information qui ne se produit pas avec un système d’assimilation 4DVar classique,
ou bien encore l’inadéquation des fonctions de structure du système d’assimilation 4DVar pour
propager les incréments horizontalement. Enfin, ils ont conclu que négliger les incréments de
température dans l’assimilation 1DVar n’affecterait certainement pas les résultats de l’assimila-
tion 1DVar+4DVar de manière significative.
Une dernière technique dérivée de l’assimilation 1DVar ajoute à l’assimilation 1DVar la
dimension temporelle. Cette technique, appelée 1+1D (Hou et al., 2000a,b, 2001) consiste
à minimiser la différence en termes de moindres carrés entre le logarithme des taux de
précipitation observés et les valeurs produites sur chaque colonne du modèle sur une fenêtre
de 6 heures. Les variables de contrôle sont l’humidité spécifique et la température potentielle.
Cette méthode néglige les erreurs d’observation et impose aussi de prescrire la structure
verticale des incréments. Il a été noté un effet positif de l’assimilation des taux de précipitation
sur la distribution des nuages et le rayonnement en ciel nuageux de l’analyse ainsi que des
améliorations des prévisions jusqu’à 5 jours d’échéance. La méthode 1DVCA constitue une
extension de la méthode 1+1D pour laquelle les erreurs d’observation ne sont plus négligées ;
elle nécessite également la linéarisation de l’opérateur d’observation des cumuls de pluie. Hou
et al. (2004) ont trouvé que cette méthode d’assimilation de la pluie rendait plus réaliste la
structure de deux cyclones et Lin et al. (2007) ont constaté des améliorations significatives dans
l’analyse des précipitations sur la plupart des régions où les précipitations étaient assimilées.
Toutes ces techniques basées sur un système d’assimilation 1DVar ont produit des résultats
encourageants, mais elles ont été pour l’instant utilisées à grande échelle. Leur utilisation à
des échelles où la convection est résolue nécessiterait le développement des codes adjoint de la
paramétrisation microphysique au moins.
6.2.2 Filtre de Kalman d’ensemble
6.2.2.1 Principe
Le filtre de Kalman d’ensemble (EnKF) a été proposé pour la première fois dans la littérature
géophysique par Evensen (1994). C’est une approximation de type Monte Carlo de la technique
de l’assimilation linéaire optimale, le filtre de Kalman (1960). Le filtre de Kalman est conçu
de façon à utiliser toute l’information disponible de manière à produire la description la plus
précise possible de l’état de l’écoulement. Il fournit également l’incertitude concernant l’état
de l’écoulement résultant des incertitudes liées à différentes sources d’information. Avec le
formalisme utilisé pour décrire l’assimilation variationnelle, l’analyse produite par le filtre de





1. Afin de simplifier les écritures, on a délibérément écrit H, M, H, R et Q au lieu de Hi, Mi, Hi, Ri et Qi.
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où Ki est la matrice de gain de Kalman définie par
K
i ≡ Bi tH(HBi tH+R)−1 . (6.5)
Dans le filtre de Kalman classique, la matrice Bi dépendante de l’écoulement est estimée par
B
i =M(I−Ki−1H)Bi−1 tM+Q , (6.6)
où M est l’opérateur de prévision linéarisé, et Q est la matrice de covariance des erreurs de










où la barre signifie qu’on prend la moyenne d’ensemble. Ceci permet d’éviter le stockage et le
calcul explicite de la matrice Bi par l’Éq. (6.6) qui nécessite en particulier le calcul du tangent
linéaire du modèle et de son adjoint.
Une variante du filtre de Kalman d’ensemble appelée EnSRF (Whitaker et Hamill, 2002,
et Tippett et al., 2003) permet d’éviter les erreurs d’échantillonnage associées à l’utilisation
d’observations perturbées lors du calcul de l’Éq. (6.7), c’est-à-dire la sous-estimation des cova-
riances d’erreur de l’analyse. L’EnSRF utilise le gain de Kalman classique pour mettre à jour
la moyenne d’ensemble, mais utilise un gain de Kalman « réduit » pour mettre à jour les écarts
à la moyenne d’ensemble. L’EnSRF n’est pas plus coûteux que l’EnKF quand les observations
ont des erreurs indépendantes et sont traitées une par une, et est plus précis que l’EnKF pour un









où R et HBi tH sont des scalaires représentant la variance de l’erreur de l’ébauche et de
l’observation au point d’observation.
Les avantages du filtre de Kalman d’ensemble sur l’assimilation 4DVar sont i) qu’il ne
nécessite pas de modèles tangent linéaire ou adjoint pour les processus physiques non-linéaires
et discontinus et ii) que l’on peut estimer et mettre à jour directement les covariances d’erreur de
la prévision et de l’analyse dépendant de l’écoulement. L’EnKF partage néanmoins un certain
nombre de problèmes avec l’assimilation 4DVar tels que la spécification des erreurs du modèle,
l’hypothèse de linéarité associée à l’optimalité de la solution et l’hypothèse d’erreur gaussienne.
6.2.2.2 Applications à l’assimilation des réflectivités radar
L’EnKF a été utilisé pour assimiler des réflectivités à haute résolution (Dowell et al., 2004,
Tong et Xue, 2005). En particulier, Tong et Xue (2005) ont utilisé un EnKF dans un cadre
d’OSSEs pour examiner l’effet induit par l’assimilation de réflectivités sur la simulation d’une
supercellule. Le modèle atmosphérique est ARPS avec une résolution horizontale de 2 km et
une résolution verticale de 500 m. Trois types d’hydrométéores sont pris en compte : l’eau
liquide précipitante, la neige et la grêle. Les observations simulées sont assimilées toutes les
5 min. En général l’assimilation des réflectivités supérieures à 10 dBZ a un effet positif sur les
analyses et les prévisions, quoique moindre que pour l’assimilation des vitesses radiales. En
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particulier, certains champs sont dégradés pour les deux premiers cycles, tandis que d’autres ne
sont significativement améliorés qu’à partir du quatrième ou cinquième cycle. Les auteurs ont
expliqué ceci par le fait qu’ils n’ont pas perturbé les champs d’eau liquide lors de l’initialisation
des membres de l’ensemble. Le modèle a donc besoin de temps pour construire et développer
de nouveaux nuages. Les auteurs ont également remarqué qu’il était préférable d’assimiler les
réflectivités en ciel clair afin d’éliminer des précipitations intempestives.
L’EnSRF a été utilisé également dans un cadre d’OSSEs avec un modèle et des observations
supposés parfaits par Xue et al. (2006) pour assimiler des données du réseau WSR-88D avec le
modèle ARPS à 1,5 km de résolution. Ils ont entre autres testé la sensibilité des résultats à la
fréquence du cycle d’assimilation (5 min versus 1 min), montrant un impact neutre sur la qualité
des analyses.
Caya et al. (2005) ont comparé l’assimilation de vitesses Doppler et de réflectivités à
l’échelle convective avec une assimilation 4DVar et un EnSRF à l’aide d’OSSEs. Ils ont constaté
que les deux méthodes donnaient des résultats comparables. L’assimilation 4DVar est capable
de produire de meilleures analyses avec une fenêtre d’assimilation de 10–15 min, tandis que
l’EnSRF est meilleur après plusieurs cycles d’assimilation, lorsqu’un plus grand volume de
données a été assimilé.
Bien que l’EnKF ait démontré un potentiel pour l’assimilation de données à l’échelle
convective dans le cadre d’OSSEs, ses performances en termes d’analyse et de prévision de
la convection sont encore à prouver avec des données réelles et une implémentation opération-
nelle.
6.2.3 Initialisation physique
L’initialisation physique est une technique qui a été utilisée à l’origine par Krishnamurti
et al. (1984, 1991) pour assimiler des taux de précipitation estimés à partir de données de
rayonnement grandes ondes sortant (OLR) et de pluviomètres. Le schéma de convection est
inversé pour ajuster les profils verticaux d’humidité (et parfois de température) de manière à ce
que ce même schéma reproduise les taux de précipitation observés.
Cette méthode a obtenu des résultats positifs à grande échelle et à mésoéchelle (Donner,
1988, Donner et Rasch, 1989, Kasahara et al., 1992, 1994, Treadon, 1996, Yap, 1995, Nunes
et Cocke, 2004, Nunes et Roads, 2005, 2007, Krishnamurti et al., 2007) et a même été utilisée
pour assimiler les précipitations dans le modèle opérationnel du JMA avant d’être remplacée
par un système d’assimilation 4DVar (Tsuyuki et al., 2002, Koizumi et al., 2005).
L’initialisation physique a l’avantage par rapport aux techniques variationnelles d’être très
peu coûteuse numériquement. Cependant, elle n’a pour l’instant été appliquée sous sa forme
originelle qu’à des modèles utilisant un schéma de convection, même s’il a été récemment
question de l’inclure dans un modèle résolvant explicitement les nuages (Krishnamurti et al.,
2007). Par ailleurs, elle ne tient pas compte des erreurs éventuelles de mesure (les observations
sont considérées comme « parfaites »).
6.2.4 Latent heat nudging
Le LHN s’appuie sur le fait que la majorité de la vapeur d’eau qui condense dans un nuage
est précipitée, et que seulement une petite partie d’eau liquide et de glace est stockée dans le
nuage (Holton, 1979). Par conséquent, le taux de réchauffement intégré sur la verticale dû à la
condensation dans un nuage doit être approximativement proportionnel au taux de précipitation
au sol. Le LHN vise à corriger le terme de chaleur latente proportionellement au taux de pré-
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cipitation au sol observé, sous la forme d’un rappel (c’est-à-dire nudging) du profil de chaleur
latente dans l’équation thermodynamique du modèle pendant une période dite de pré-prévision
ou d’assimilation.
Les profils de chaleur latente vers lesquels le rappel est effectué peuvent être soit idéalisés
(climatologiques ou paraboliques), soit provenir de l’ébauche du modèle. S’ils sont idéalisés,
ils risquent d’être incohérents avec la physique du modèle. S’ils proviennent du modèle, ils ne
sont disponibles que lorsque des précipitations sont simulées dans le modèle. À noter également
que le facteur de proportionalité appliqué aux profils pour tenir compte du taux de précipitation
observé est souvent limité à une borne supérieure pour éviter d’introduire trop d’énergie dans
le système.
Le LHN a été popularisé par un certain nombre d’études à grande et moyenne échelle qui
ont démontré sa capacité à améliorer les prévisions (Ninomiya et al., 1987, Wang et Warner,
1988, Manobianco et al., 1994, Chang et Holt, 1994). Cette technique a par ailleurs démontré
sa valeur opérationnellement puisque les cumuls de précipitations horaires issus du réseau
WSR-88D et de pluviomètres sont analysés à l’aide d’une technique s’appuyant sur le LHN
qui fonctionne dans la version opérationnelle du modèle Eta depuis 2001 (Lin et al., 1999). Le
LHN est aussi actuellement utilisé pour assimiler les taux de précipitations estimés à partir de
radars dans le modèle opérationnel UM du Met Office à une résolution horizontale de 12 km
(Jones et Macpherson, 1997, Gibson et al., 2000, Macpherson, 2001).
Le LHN a également été testé à plus haute résolution notamment dans différentes versions
du modèle allemand LM. Ainsi, Haase et al. (2000) ont mis en œuvre un LHN s’appuyant
sur les travaux de Jones et Macpherson (1997) adaptés au modèle LM. Leuenberger et Rossa
(2003, 2004, 2007) et Leuenberger (2005) ont également utilisé le LHN dans aLMo, la version
suisse de LM. Ils ont noté un effet positif sur la prévision malgré une forte sensibilité à
la qualité des observations et à la qualité de l’ébauche. Klink (2004) et Klink et Stephan
(2004) ont travaillé parallèlement sur l’implémentation de cette méthode dans la version à fine
échelle (2–3 km) de LM, qui diffère de sa version à plus basse résolution par l’absence de
paramétrisation de la convection profonde et par des équations d’évolution pronostique pour les
hydrométéores. Dans ce cas le formalisme 1D (c’est-à-dire colonne) du LHN s’applique moins
bien (Klink et Stephan, 2005) avec un taux de précipitation au sol qui est moins bien corrélé
avec la production de chaleur latente sur la verticale. En effet, les précipitations prennent
un certain temps à tomber au sol, alors que les structures qui leur ont donné naissance se
retrouvent advectées pendant ce temps. Stephan et al. (2005) ont effectué quelques ajustements
à la méthode originale (calcul du flux de précipitation intégré sur la verticale, limitation de
l’amplitude des incréments, insertion d’incréments uniquement dans les nuages) qui ont atténué
ces effets. Le Met Office a rencontré le même type de problème lorsqu’il a expérimenté le LHN
sur des domaines à plus haute résolution (4 et 1 km respectivement) (Ballard et al., 2005).
Le LHN partage les mêmes avantages et défauts que l’initialisation physique, excepté qu’il
peut être appliqué à haute résolution moyennant quelques adaptations et qu’il est possible de
prendre en compte de manière grossière l’erreur d’observation en prenant comme taux de pré-
cipitation observé une valeur intermédiaire entre les taux de précipitation simulé et celui réel-
lement observé. Le LHN ne prend pas en compte l’information sur la verticale fournie par les
radars à exploration volumique.
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6.2.5 Ajustement de l’humidité et d’autres variables du modèle
Pour achever ce tour d’horizon des méthodes d’assimilation des réflectivités, il faut citer un
certain nombre de méthodes qui déduisent une analyse d’humidité à partir des précipitations
ou réflectivités à l’aide de techniques autres que l’assimilation 1DVar. Dans un certain nombre
d’études, les données de réflectivité ou de précipitation sont utilisées pour modifier directement
l’état initial. Les méthodes les plus simples supposent que les réflectivités ou précipitations
significatives sont associées à une forte humidité relative. Ainsi, avec le modèle Eta à 10 km
de résolution horizontale, Gallus et Segal (2001) ont imposé l’humidité relative à un minimum
de 80 % dans la basse et moyenne troposphère à tous les points de grille où des échos radar
sont présents. Ceci permet d’éliminer les couches trop sèches dans l’état initial et a un effet
important sur la prévision des précipitations jusqu’à 6 heures d’échéance, encore visible dans
certains cas à 24 heures d’échéance. À partir d’estimations satellitaires de taux de précipitations,
Lagouvardos et Kotroni (2005) ont modifié l’état initial de leurs simulations effectuées avec
Bolam à 23 et 6,5 km de résolution horizontale. Là où les taux de précipitations sont supérieurs
à 0,1 mm ·h−1, l’humidité spécifique est ajustée à sa valeur à saturation. Sur 16 cas d’études, les
cumuls de pluie mesurés par des pluviomètres ont été comparés aux résultats des simulations et
une amélioration due à l’assimilation des taux de précipitations a été notée par les auteurs.
Il est à noter que ce type de technique a l’avantage d’être très simple à mettre en œuvre, mais
qu’il biaise l’analyse car il est capable d’humidifier mais pas d’assécher l’état initial. Certaines
techniques utilisent les données de réflectivité ou de précipitation de manière quantitative afin
de pouvoir également assécher les zones pour lesquelles les précipitations issues d’une ébauche
excèdent les précipitations observées. Ainsi, dans un modèle global, Falkovich et al. (2000)
ont ajusté l’humidité spécifique pour assimiler des taux de précipitations moyens sur six heures
déduits de mesures satellitaires (infrarouge, AVHRR, SSM/I), radar et pluviométriques. Les
incréments d’humidité spécifique sont proportionnels à la différence entre les précipitations
modélisées et observées. Les auteurs ont montré que cette procédure convergeait et aboutissait
à la création d’ascendances de grande échelle dans la région comprenant de fortes précipi-
tations observées. Dans un cadre idéalisé (OSSEs), Davolio et Buzzi (2004) ont adapté la
procédure de Falkovich et al. (2000) pour assimiler des taux de précipitations dans le modèle
à mésoéchelle Bolam à une résolution horizontale de 18 km. Leur procédure a été testée sur
un cas de précipitation orographique et sur un vortex de mésoéchelle se formant sur la mer.
Les auteurs ont noté des résultats encourageants en termes d’amélioration de la prévision des
précipitations et d’effet sur la dynamique. Par ailleurs le schéma semble capable de réduire et
d’augmenter les précipitations, conduisant à des améliorations des cumuls et de la localisation
des précipitations, même si l’effet positif reste limité à quelques heures (de 6 à 12 pour le
premier cas et de 18 à 24 pour le second).
Les réflectivités sont souvent utilisées en complément d’autres observations dans une ana-
lyse des nuages et précipitations pour entre autres modifier l’humidité de l’état initial. Par
exemple Lin et al. (1993) ont imposé la saturation dans les zones de précipitations au-dessus
du niveau de condensation. Le système d’analyse ADAS, reposant en partie sur LAPS (Al-
bers et al., 1996) avec quelques modifications, a été développé afin d’initialiser le modèle
ARPS (Brewster, 1996, Zhang et al., 1998). Lorsque la réflectivité est supérieure à 20 dBZ
et que l’ébauche d’humidité relative est inférieure à 90%, l’humidité relative est augmentée. Le
schéma d’analyse nuageuse ADAS, avec des variantes, a montré son apport bénéfique sur un
certain nombre de cas à haute résolution (Souto et al., 2003, Zhao et al., 2003), notamment dans
des cycles d’assimilation de 15 min (Xue et al., 1998, Wang et al., 2001, Xue et al., 2003) voire
10 min (Hu et al., 2004, 2006, Dawson et Xue, 2006, Hu et Xue, 2007). Weygandt et al. (2002b)
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ont imposé la saturation dans les régions pour lesquelles le rapport de mélange en eau liquide
précipitante dépassait 0,1 g ·kg−1 et la vitesse verticale déduite des observations de vent Dop-
pler (Weygandt et al., 2002a) dépassait 3 m · s−1. Sur un cas d’étude, les auteurs ont montré que
l’évolution d’une supercellule était très sensible au champ d’humidité initial. Dans le schéma
d’initialisation de Ducrocq et al. (2000), une humidité relative constante de 100 % est fixée dans
les colonnes nuageuses entre la base et le sommet des nuages identifiés à l’aide des réflectivités
radar et de la température de brillance infrarouge. Sur un cas d’étude, ils ont trouvé que les
simulations initialisées avec leur procédure d’initialisation étaient très sensibles à la valeur de
l’humidité relative fixée dans les zones nuageuses : en réduisant cette valeur à 90 %, la moyenne
des précipitations cumulées sur l’ensemble du domaine est réduite d’un facteur 2. Avec la même
technique, Ducrocq et al. (2002) ont montré sur quatre cas convectifs que l’utilisation de cette
procédure d’initialisation à 2,5 km de résolution améliorait la prévision quantitative des préci-
pitations sur une fenêtre de 0 à 18 heures, et en particulier entre 0 et 6 heures. Ils ont noté que
le champ d’humidité initial jouait un rôle crucial dans l’amélioration des prévisions. Similaire-
ment, Haase et al. (2000), Milan et al. (2005) et Yang et al. (2006) ont employé les réflectivités
pour ajuster l’humidité en fonction de l’altitude. Lorsque les réflectivités sont supérieures à un
seuil (typiquement quelques dBZ), au-dessus du sommet des nuages, l’humidité relative ne peut
dépasser une valeur maximum (75 % pour Haase et al., 2000 et Yang et al., 2006 ; 85 % pour
Milan et al., 2005) afin d’éviter la saturation au-dessus du nuage ; dans le nuage, l’humidité
spécifique est ajustée à la saturation du modèle ; et en-dessous du nuage, l’humidité spécifique
est ajustée à la saturation du modèle correspondant à la base du nuage. En outre, Milan et al.
(2005) (resp. Yang et al., 2006) ont imposé que l’humidité relative ne dépasse pas 85 % (resp.
75 %) lorsque les réflectivités sont inférieures au seuil.
Dans ces analyses de zones nuageuses et précipitantes, les réflectivités contribuent à
humidifier l’atmosphère, mais comme pour les techniques simples utilisées par Gallus et Segal
(2001) et Lagouvardos et Kotroni (2005), elles ne permettent pas de l’assécher. Des analyses
de zones nuageuses et précipitantes qui permettent d’assécher directement l’atmosphère ont
cependant été développées. Ainsi Bielli et Roux (1999) ont choisi de spécifier le champ
d’humidité relative avec deux valeurs représentant les zones saturées et non-saturées dans les
régions où des précipitations sont observées par le radar : ils utilisent un taux de production de
précipitations dérivées des réflectivités pour affiner l’ajustement du contenu en vapeur d’eau.
Ainsi, dans les zones de précipitations, l’humidité relative est imposée à 100 % sauf dans les
endroits où le taux de production de précipitations est négatif, elle est alors ramenée à 80 %.
Les simulations bidimensionnelles sur un système convectif de mésoéchelle tropical ont montré
l’importance, pour obtenir des résultats réalistes, de décrire même de façon rudimentaire les
zones saturées et non saturées associées respectivement au courant ascendant et au courant
descendant à l’arrière décrits par les données de vent Doppler. L’utilisation des données de
vent Doppler seules ne permet pas d’obtenir une simulation réaliste du système convectif. Le
Met Office a développé pour son modèle à méso-échelle une pré-analyse des zones nuageuses
tridimensionnelle : le système MOPS (Macpherson et al., 1996). Une fraction nuageuse est
déterminée à partir des observations satellitaires, des données radar et des observations de
surface sur la couverture nuageuse. Dans l’estimation de la fraction nuageuse, les réflectivités
sont essentiellement utilisées pour indiquer la présence de nuages. La fraction nuageuse
obtenue est ensuite convertie en chaque point de grille du modèle à l’aide d’une fonction
empirique en profils d’humidité relative qui sont ensuite assimilés comme des radiosondages.
Ainsi, aux endroits où MOPS indique une fraction nuageuse non nulle le modèle est rappelé
vers l’humidité relative correspondante, si la fraction nuageuse est nulle et qu’un nuage est
présent dans le modèle, l’humidité du nuage est rappelée vers la valeur critique correspondant à
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la formation de nuage dans le modèle (c’est-à-dire 85 %). Par contre, si à la fois dans MOPS et
dans le modèle il n’y a pas de nuage, l’humidité relative du modèle n’est pas modifiée. L’impact
de MOPS est surtout visible sur les prévisions de couverture nuageuse jusqu’à 12–18 heures
d’échéance dans des conditions anticycloniques, ainsi que sur les prévisions de situations
orageuses associées à un marais barométrique en surface (Macpherson et al., 1996).
Les analyses d’humidité produites par ces techniques sont souvent utilisées comme états
initiaux de simulations atmosphériques (par exemple Gallus et Segal, 2001, Weygandt et al.,
2002b, etc.). Ducrocq et al. (2000) ont ainsi choisi d’insérer les colonnes d’humidité modifiées
directement dans l’état initial et non d’utiliser un système d’analyse par interpolation optimale
(comme ils l’ont fait pour les données de surface dans leur procédure d’initialisation) afin
de ne pas trop étaler les parties nuageuses et précipitantes des systèmes convectifs dans leur
modèle à 2,5 km de résolution. Cependant, ces analyses d’humidité ont parfois été réutilisées
comme pseudo-observations en entrée d’un système d’assimilation. Ceci est couramment
effectué à l’aide d’une relaxation newtonienne (MOPS, Haase et al., 2000, Falkovich et al.,
2000, par exemple). Dans la procédure d’initialisation dynamique par relaxation newtonienne
de Ricard (2002), le champ d’humidité du modèle est rappelé à l’échelle méso-γ vers une
pré-analyse d’humidité obtenue avec la procédure d’initialisation à mésoéchelle de Ducrocq
et al. (2000). Ceci a pour avantage par rapport à une méthode statique de pouvoir utiliser plus
d’observations et de permettre au modèle de développer des structures de mésoéchelle et des
champs de précipitation réalistes pendant une période de pré-prévision tout en contraignant la
solution du modèle à ne pas trop diverger des observations. Sur un cas cévenol, l’effet de la
relaxation se limite à quelques heures. Par contre, sur un cas de ligne convective en plaine, des
changements significatifs dans la quantité d’hydrométéores et de précipitations produits ont
été observés. Enfin, réinjecter les analyses d’humidité relative dans un système d’assimilation
variationnel permet de tenir compte des erreurs d’observation et obtenir des champs du modèle
plus équilibrés. C’est pourquoi Yang et al. (2006) ont prévu d’assimiler l’humidité spécifique
issue de leur analyse nuageuse avec le système d’assimilation 3DVar de WRF au lieu de
l’insérer directement dans le champ d’humidité spécifique de l’ébauche.
Outre l’humidité, la réflectivité peut plus facilement permettre d’initialiser les contenus en
eau liquide précipitante via une loi Z-M. Ceci est par exemple fait par Lin et al. (1993), Zhang
et al. (1998), Ducrocq et al. (2000) et Weygandt et al. (2002b). Cependant les réflectivités
peuvent être dues à la présence d’autres hydrométéores tels que la neige ou la grêle. C’est
pourquoi Weygandt et al. (2002b) n’utilisent pas les réflectivités supérieures à 55 dBZ (au-delà,
il y a suspicion de présence de grêle) pour initialiser les contenus en eau liquide précipitante.
Dans ADAS, le type de précipitation est déterminé à partir des réflectivités et des températures
du thermomètre mouillés (Albers et al., 1996) et des lois Z-M appropriées sont utilisées pour
déduire les rapports de mélange des différents hydrométéores. La procédure d’initialisation de
Ducrocq et al. (2000) suppose que les hydrométéores sont composés d’eau liquide précipitante
en-dessous du niveau de fusion et de neige au-dessus. Un profil vertical empirique permet de
déterminer les contenus en hydrométéores sur toute une colonne à partir d’une seule élévation.
L’eau liquide nuageuse est initialisée dans un certain nombre de travaux (Milan et al., 2005,
ADAS, par exemple). Bielli et Roux (1999) ont imposé une valeur fixe de 0,5 g ·kg−1 pour le
rapport de mélange en eau liquide nuageuse en-dessous de 5 km d’altitude et fonction linéai-
rement de l’altitude au-dessus, partout où la réflectivité était supérieure à 0 dBZ. Ils ont trouvé
que l’ajout de l’initialisation de l’eau nuageuse n’apportait pas d’améliorations significatives.
Ducrocq et al. (2000) ont prescrit une valeur constante pour le contenu en eau liquide nuageuse
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dans les régions identifiées comme nuageuses. Ils ont noté la faible sensibilité à ce paramètre
en comparaison avec l’humidité. Weygandt et al. (1999) ont aussi montré que l’initialisation
de l’eau liquide nuageuse avait une faible importance car le champ d’eau liquide nuageuse se
développe rapidement à partir des autres champs d’humidité.
La vitesse verticale est parfois modifiée (Milan et al., 2005). Dans LAPS/ADAS, le champ
de vitesses verticales est obtenu en utilisant des profils verticaux pré-définis fonction de l’exten-
sion et du type de nuage. De manière générale, l’apport de l’initialisation des vitesses verticales
à l’aide des données de précipitation n’a pas été démontré.
Bielli et Roux (1999) ont conclu qu’en dehors du vent (initialisé par des vitesses Doppler
dans leur étude), le paramètre le plus important dans le champ initial était l’humidité. Ducrocq
et al. (2002), qui ont employé la procédure d’initialisation de Ducrocq et al. (2000) sur plusieurs
cas d’études, ont souligné l’importance primordiale d’une initialisation correcte de l’humidité
à mésoéchelle.
6.3 Synthèse
Diverses techniques d’assimilation des données radar ont donc été développées et testées par
le passé. Dans le contexte des systèmes de prévision numérique à Météo-France, et en particulier
du développement du système de prévision à fine échelle Arome, certaines ont été exclues
rapidement car nécessitant un trop fort investissement en développements sans l’assurance de
déboucher sur une implémentation opérationnelle dans un futur proche. C’est notamment le cas
de l’assimilation 4DVar, qui suppose de développer l’adjoint des paramétrisations physiques
sans assurance de pouvoir surmonter toutes les non-linéarités, et de l’EnKF qui n’a pas encore
montré son potentiel sur des données réelles. D’autres techniques ont prouvé leur efficacité
à grande échelle, mais leur application à échelle plus fine soit demande des adaptations (par
exemple, l’initialisation physique utilise le schéma de convection alors que cette dernière est
résolue à haute résolution), soit ne garantit pas des résultats positifs (LHN, par exemple).
Par ailleurs, le choix de la méthode d’assimilation des données radar ne peut être fait indé-
pendamment du type d’assimilation retenu pour les autres observations assimilées par Arome,
c’est-à-dire une assimilation 3DVar. Si Xiao et al. (2004) ont montré que l’assimilation 3DVar
directe des réflectivités avait un effet positif sur la qualité de la prévision quantitative des pré-
cipitations, ce dernier est cependant limité à la fois dans son ampleur et dans le temps (l’effet
bénéfique est principalement noté dans les 3 premières heures d’intégration libre du modèle
après un cyclage d’une journée toutes les 3 heures). Implémenter cette méthode dans le système
d’assimilation d’Arome nécessiterait d’importants développements pour introduire de nouvelles
variables (c’est-à-dire les rapports de mélange des hydrométéores) dans la variable de contrôle
du système d’assimilation du modèle Arome, pour un gain qui semble plutôt faible. En ef-
fet, les méthodes qui modifient l’humidité plutôt que les hydrométéores ont montré un impact
plus important sur la qualité des prévisions (voir par exemple Gallus et Segal, 2001, Ducrocq
et al., 2000, 2002) et ont motivé notre choix pour une méthode qui « inverse » au préalable les
données de réflectivité en humidité avant de les assimiler par le système d’assimilation 3DVar
d’Arome. Pour cette inversion, nous avons vu ci-dessus qu’il existe plusieurs méthodes allant de
l’assimilation 1DVar à de simples ajustements de l’humidité à des valeurs élevées là où des pré-
cipitations sont observées. L’utilisation d’une assimilation 1DVar nécessiterait au minimum le
développement d’une paramétrisation microphysique simplifiée linéarisée pour en dériver son
adjoint, ce qui comme nous l’avons vu avec les travaux de Wu et al. (2000) n’est pas assuré de
succès dès lors que l’on considère des schémas microphysiques incluant la phase glace qui est
essentielle à la simulation de systèmes convectifs réalistes. Par ailleurs, aux résolutions envisa-
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gées, on est confronté comme pour le LHN aux problèmes de la prise en compte de l’advection
des hydrométéores. Nous nous sommes donc orientés comme nous le verrons au chapitre sui-
vant vers une méthode plus simple à mettre en œuvre mais qui essaie de corriger certains défauts
constatés avec les méthodes d’ajustement trop simples (en particulier la possibilité d’assécher
dans les zones non-précipitantes).
Enfin, en terme de paramètres à assimiler ou inverser, cet état de l’art nous montre qu’il serait
préférable d’utiliser directement les réflectivités et non pas les contenus en hydrométéores (on
ne sait pas toujours comment les discriminer) ni les taux de précipitation (leur relation avec la
réflectivité n’est pas univoque).
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Chapitre 7
Description de la méthode d’assimilation
des réflectivités radar
Ce chapitre décrit la méthode d’assimilation des réflectivités radar qui a été développée
pour le modèle Arome. Cette méthode dite 1D+3DVar transforme à l’aide d’une restitution
bayésienne les profils de réflectivités observés en profils de paramètres directement assimi-
lales (humidité, température, etc.), appelés pseudo-observations, par le système d’assimilation
3DVar Aladin/Arome. Au cours de ce travail de thèse, les efforts ont porté essentiellement sur
la production et l’assimilation de pseudo-observations d’humidité à partir des observations de
réflectivités compte tenu de l’importance de l’humidité dans la simulation de la convection
profonde. Nous présentons d’abord la méthode de restitution 1D développée puis le système
d’assimilation 3DVar utilisé pour assimiler les pseudo-observations produites par la méthode
1D.
7.1 La méthode de restitution bayésienne 1D
Un certain nombre de techniques permettent de restituer des paramètres inobservés à l’aide
d’observations lorsque la relation entre ces deux quantités n’est pas explicite. Nous avons vu
au chapitre précédent que l’assimilation 1DVar avait été utilisée à cette fin pour convertir des
observations de précipitation en humidité et éventuellement en température (voir Sec. 6.2.1.4).
Cependant, cette approche nécessite le développement des codes adjoints et linéaires tangents
associés au modèle de prévision et à l’opérateur d’observation. Ce développement est relative-
ment lourd, et on retrouve les problèmes associés à la linéarisation de processus physiques à
seuil dans les techniques variationnelles (problèmes de convergence de l’algorithme de minimi-
sation). Dans notre cas, pour Arome, cela nécessiterait le développement de l’adjoint du schéma
microphysique ICE3 (décrit Sec.2.1.3) dans une version simplifiée afin de réduire au maximum
les non-linéarités.
D’autres méthodes ont été utilisées en météorologie comme les réseaux neuronaux artificiels
qui permettent d’estimer des relations nonlinéaires entre plusieurs paramètres à l’aide d’un
apprentissage préalable ou continu (Hsu et al., 1999, Koizumi, 1999, Moreau et al., 2002). Mais
l’utilisation de réseaux de neurones suppose la mise en place d’une infrastructure relativement
lourde nécessaire à la phase d’apprentissage.
Par contre, un algorithme du type GPROF a l’avantage d’être simple à mettre en œuvre.
Cet algorithme a été développé par Olson et al. (1996) puis Kummerow et al. (2001) pour
transformer des observations satellitaires en taux de précipitations à l’aide du modèle de nuage
GCE. Cette méthode simule de nombreux couples de profils verticaux de paramètres à restituer






FIG. 7.1 – Méthode de restitution bayésienne 1D pour un profil vertical de réflectivités observées.
et d’observables satellitaires synthétiques associées grâce à GCE. En faisant les approximations
que
– les erreurs simulées et observées sont gaussiennes, décorrélées, de moyenne nulle,
– les profils calculés ont la même probabilité que ceux existant dans la nature,
le théorème de Bayes permet d’estimer le profil vertical de paramètres à restituer le plus pro-
bable.
Nous avons donc choisi de développer et d’évaluer une méthode s’appuyant sur ce type de
méthode dans le cadre de cette thèse.
7.1.1 Base de données de profils
La méthode exposée par Kummerow et al. (2001) recherche les profils les plus proches des
observations dans une très grande base de données de profils d’observables satellitaires synthé-
tiques sans faire de distinctions entre les différents phénomènes ou situations météorologiques.
Nous avons préféré dans notre cas construire des bases de données de profils d’observations
et de paramètres à restituer qui soient dépendants de la situation météorologique et même du
phénomène météorologique. En effet dans bien des cas, le modèle sera capable de produire le
phénomène météorologique (c’est-à-dire le système précipitant) mais avec des erreurs de po-
sition. En calculant notre base de données d’observations et de paramètres à restituer à partir
de la prévision du modèle au voisinage du profil observé, les profils de paramètres restitués
seront plus cohérents avec l’état de l’atmosphère du jour (par exemple, niveau de condensation,
hauteur de la tropopause, humidité de l’environnement, etc). Ceci permet également de réduire
un peu le problème de non-bijectivité entre réflectivité et humidité en ne gardant que des profils
voisins pour le calcul du profil le plus probable (les profils d’humidité qui auraient été possibles
compte tenu du profil de réflectivité observé, mais qui sont trop éloignés géographiquement
sont en effet supposés moins probables).
7.1.2 Formulation mathématique
La méthode est illustrée sur la Figure 7.1 pour un profil vertical de réflectivités observées.
En notant yZ le profil vertical de réflectivités observées, le profil de pseudo-observations d’hu-
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avec
Jpo(x)≡ t (yZ−HZ (x))R−1Z (yZ−HZ (x)) , (7.2)
où les xi sont des colonnes de variables modèle de l’ébauche au voisinage du profil observé à
restituer, les xUi sont des colonnes d’humidité relative du modèle correspondant aux colonnes
de variables modèle de l’ébauche xi, les HZ(xi) sont des colonnes de réflectivités simulées
correspondant aux colonnes xi (HZ est l’opérateur d’observation pour les réflectivités) et RZ est
la matrice de covariance des erreurs d’observation et d’opérateur d’observation.
Pour un profil vertical observé donné, les réflectivités simulées HZ(xi) doivent être à la
même altitude que les réflectivités observées yZ . Par contre, pour les profils de paramètres du
modèle (xUi ), on a le choix des niveaux verticaux : on peut choisir les niveaux du modèle, les
niveaux observés ou autre chose.
Cette méthode consiste ainsi à considérer que le modèle est capable de créer des colonnes de
paramètres modèle et de réflectivité cohérents entre eux et exploiter cette capacité pour en dé-
duire des pseudo-observations de profils de paramètres modèle. On compare donc les colonnes
de réflectivités observées à des colonnes de réflectivités simulées. Plus une colonne simulée res-
semblera à la colonne observée, et plus la colonne d’humidité associée aura de chances de res-
sembler à la colonne d’humidité réelle. Le résultat, c’est-à-dire le profil de pseudo-observations,
est donc une combinaison linéaire de colonnes de l’ébauche voisines (Éq. (7.1)). Le poids asso-
cié à chaque colonne voisine est fonction de la différence entre les réflectivités simulées pour
ce profil et les réflectivités observées donnée par l’Éq. (7.2). Plus la différence est faible et plus
le poids est grand. Cette restitution bayésienne a donc la capacité d’humidifier un profil sec
du modèle lorsque des précipitations sont observées et d’assécher une zone de précipitation du
modèle lorsqu’aucune réflectivité significative n’est observée.
7.1.3 Spécification de la matrice RZ
Dans la pratique on a considéré que RZ était diagonale (les observations sont décorrélées).
Comme toutes les composantes du vecteur yZ−HZ (x) représentent la même quantité physique
(ce sont des réflectivités), on a pris un terme diagonal constant. Afin d’assurer une cohérence
dans le traitement de profils de réflectivités comprenant un nombre d’élévations différent, on a
pondéré la variance σ2Z de l’erreur d’observation et d’opérateur d’observation pour la réflectivité
par le nombre d’observations du vecteur yZ noté nobs. La matrice RZ s’écrit donc :
RZ = nobsσ
2
Z I . (7.3)
En théorie, cette pondération n’est pas nécessaire puisque toutes les colonnes considérées pour
inverser un profil de réflectivités ont le même nombre d’observations (celui de la colonne
observée). Cependant, en pratique, le calculateur a une précision limitée. Lorsque on traite
un profil de réflectivités avec beaucoup d’observations, on obtient un poids négligeable (le
calculateur renvoit la valeur 0) pour des écarts réflectivité observée moins simulée plus faibles
que lorsque le profil observé a moins d’observations. Par ailleurs, lorsque toutes les colonnes
voisines de l’observation ont des réflectivités simulées trop éloignées de celles observées
pour un profil à restituer, alors tous les poids peuvent être nuls (c’est-à-dire inférieurs à la
précision de la machine). Dans ce cas, on ne produit pas de pseudo-observation correspondante
car le dénominateur de l’Éq. (7.1) est nul. Ce cas arrive lorsque par exemple des réflectivités
significatives sont observées et que le modèle ne produit pas de réflectivités ou bien au contraire
lorsque des réflectivités négligeables sont observées et que les colonnes voisines ont toutes des
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réflectivités significatives. Il est d’ailleurs préférable de ne pas produire de pseudo-observation
plutôt qu’une pseudo-observation probablement éloignée de ce qui aurait été observé.
La quantité σZ peut aussi être interprétée comme un coefficient de lissage. On peut illustrer
cette interprétation sur un cas simplifié. Ainsi, si on ne prend que deux profils de l’ébauche, la































di ≡ ‖yZ−HZ (xi)‖ , i ∈ {1;2}. (7.5)
Supposons maintenant que d1 < d2 (le profil observé ressemble plus au profil 1 qu’au 2). Si on
fait le rapport ρ du poids affecté au profil simulé qui se rapproche le plus de l’observation sur







Ceci exprime que plus σZ est petit, plus ρ est grand, c’est-à-dire que le poids relatif affecté au
profil qui ressemble le plus à l’observation est important et vice versa. Bref, si on généralise
ce raisonnement, on en déduit qu’un trop grand σZ affectera des poids peu différents à tous
les profils de l’ébauche, tandis qu’un σZ trop petit privilégiera le profil qui ressemble le plus à
l’observation.
7.1.4 Opérateur d’observation HZ
L’opérateur HZ qui simule les réflectivités à partir des colonnes du modèle est celui dé-
veloppé dans la première partie de cette thèse avec la configuration choisie pour Arome (voir
Sec.4.3) : diffusion de Rayleigh, courbure du faisceau standard et élargissement du faisceau sur
la verticale.
Lorsque dans une colonne voisine, le relief du modèle est trop haut pour pouvoir calculer
correctement la réflectivité à une élévation présente dans l’observation, cette colonne est écartée
du processus de restitution 1D. On estime qu’on peut calculer correctement une réflectivité
lorsque les extrémités du faisceau à −3 dB sur la verticale sont contenus dans le domaine du
modèle.
7.1.5 Procédure d’ajustement de l’humidité (HA)
Il faut noter qu’un désavantage de la méthode est de se limiter à ce que l’ébauche propose
au voisinage du profil d’observations à inverser. Autrement dit, il arrive ainsi que la condition
stipulant que les profils calculés ont la même probabilité que ceux existant dans la nature ne
soit pas vérifiée. Par exemple, si le profil observé comporte des réflectivités significatives et
que les colonnes issues de l’ébauche ne comportent que des réflectivités négligeables, l’algo-
rithme n’est pas capable de fournir des pseudo-observations avec des humidités compatibles
avec les réflectivités observées (voir paragraphe précédent). Ce phénomène est particulièrement
important si l’on utilise une ébauche provenant d’un modèle ou d’une analyse ne possédant pas
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d’hydrométéores en tant que variables, c’est-à-dire par exemple issue des analyses Arpege ou
Aladin, puisque dans ce cas on ne peut pas simuler de réflectivités à partir de l’ébauche. Nous
avons donc ajouté la possibilité, lors de la restitution bayésienne, d’utiliser une procédure qui
impose de fortes humidités pour les élévations correspondant aux réflectivités significatives.
Ainsi, dans ces cas où la recherche de profils de réflectivités proches des observations de préci-
pitations s’avère infructueuse, une humidité relative égale à 100 % est imposée à tous les points
d’observation de réflectivités sur le profil vertical, sauf si ces points se trouvent sous le niveau
de condensation du modèle. Nous voulons ainsi laisser possible l’évaporation des précipitations
dans les couches sous-saturées en dessous de la base du nuage. Ce type de procédure a par
exemple été employé par Lin et al. (1993) et Ducrocq et al. (2000).
7.2 Le système d’assimilation 3DVar
Au moment de tester l’assimilation 1D+3DVar, le modèle Arome et son système d’assimila-
tion n’étaient pas encore disponibles. De ce fait, nous avons utilisé le système d’assimilation dit
« hybride » 3DVar Aladin/Méso-NH développé dans le cadre du projet Arome pour les études
de faisabilité d’assimilation à fine échelle. Avec ce système, pour chaque analyse, l’innovation
est calculée à partir du modèle Méso-NH tandis que la minimisation et le flux de données sont
basés sur le système d’assimilation 3DVar Aladin (Fischer et al., 2005). Le futur système de
prévision numérique Arome reposant d’une part sur le code Aladin pour la partie dynamique
du modèle de prévision et le schéma d’assimilation et d’autre part sur Méso-NH pour les pa-
ramétrisations physiques, le système d’assimilation hybride utilisé notamment à la résolution
d’Arome et avec les mêmes paramétrisations physiques offre la possibilité de faire des expé-
riences d’assimilation dans une configuration proche de ce futur système. La configuration du
système d’assimilation hybride utilisée est celle développée par Jaubert et al. (2005) pour des
observations usuellement assimilées par Aladin dans une configuration de 2 domaines emboîtés
à 10 et 2,5 km de résolution horizontale.
Le principe général de l’assimilation variationnelle a été présenté à la Sec.6.2.1, on se limite
donc ici aux spécificités du système d’assimilation 3DVar Aladin. Ce dernier s’appuie en partie
sur le système d’assimilation 4DVar Arpege/IFS (Courtier et al., 1991) en particulier pour le
flux de données qu’il partage avec ce système. Comme le 4DVar Arpege/IFS, le système d’as-
similation 3DVar Aladin a une formulation incrémentale qui permet d’économiser le temps de
calcul lors de la minimisation. La formulation incrémentale consiste à analyser des incréments
à basse résolution et à augmenter leur résolution au cours de la phase de minimisation (Courtier
et al., 1994). Il n’y a pas de contrainte filtrée dans la fonction coût (Jc = 0 dans l’Éq. (6.1)).
Le système d’assimilation d’Aladin utilise la vorticité, la divergence, la température, le lo-
garithme de la pression de surface et l’humidité spécifique comme variables de contrôle. Dans
cette étude, on a utilisé le cycle 29 du système.
7.2.1 Matrice de covariance des erreurs d’ébauche (matrice B)
La modélisation et la spécification de la matrice B sont des éléments importants de tout
système d’assimilation de données puisque c’est essentiellement la matrice B qui détermine
comment l’information provenant des observations est répartie entre les points de grille adja-
cents du modèle et entre les différentes composantes de la variable de contrôle.
La matrice de covariance des erreurs d’ébauche est décomposée en plusieurs termes indé-
pendants (Berre, 2000) :
150 7.2 Le système d’assimilation 3DVar
Un terme de covariances spatiales. Les corrélations horizontales dépendent de l’altitude et
les corrélations verticales varient avec l’échelle horizontale (Courtier et al., 1998). Les
erreurs sont supposées non-biaisées, homogènes horizontalement et isotropes horizonta-
lement (la covariance entre deux points de l’espace physique ne dépend que de la norme
du vecteur horizontal les reliant). Les covariances spatiales entre les différentes compo-
santes de la variable de contrôle sont supposées nulles ;
Un terme de covariances entre composantes de la variable de contrôle. Ce terme est cons-
truit à l’aide de régressions statistiques dépendantes de l’échelle pour séparer les com-
posantes équilibrées et non-équilibrées des différentes composantes de la variable de
contrôle, en suivant par exemple Parrish et al. (1997) ou Derber et Bouttier (1999).
Un terme de passage de l’espace physique à l’espace spectral à l’aide d’une déomposition
en série d’harmoniques bi-Fourier calculée par transformée de Fourier.
Les erreurs d’ébauche sont dépendantes de l’écoulement, mais en pratique elles sont dé-
terminées statistiquement et sont indépendantes de la situation météorologique. La méthode
d’estimation de la matrice B qui a servi de base dans cette étude est la méthode de simulation
d’ensemble (Houtekamer et al., 1996, Fisher, 2003, Berre et al., 2006). Elle consiste à modéli-
ser l’évolution des erreurs d’analyse du modèle en introduisant des perturbations dans l’analyse
et en reconstituant l’erreur d’ébauche à l’issue d’une prévision.
Dans notre cas, le modèle de prévision étant Méso-NH, il serait bien trop coûteux numéri-
quement d’utiliser la méthode de simulation d’ensemble pour l’assimilation hybride. La matrice
B a donc été calculée à partir de celle d’Aladin-France à 9,6 km de résolution, malgré les dif-
férences entre les modèles Méso-NH et Aladin. Les matrices obtenues par interpolation ont
ensuite été adaptées par Jaubert et al. (2005). Ainsi, les statistiques ont été modifiées dans les
basses couches afin de limiter l’effet des données de surface à la couche limite. Les variances
ont été multipliées dans les basses couches par un facteur décroissant de 4 au niveau 41 (proche
du sol), le plus bas du modèle, à 1 au niveau 21, c’est-à-dire à environ 800 hPa. La Figure 7.2
présente les statistiques d’erreurs du modèle pour l’humidité relative (partie non-balancée) uti-
lisée pour l’assimilation hybride à 2,5 km (courbe noire), et 10 km (courbe rouge) à comparer
à ceux utilisés pour l’assimilation Aladin à 9,6 km (courbe bleue). Par contre, le profil vertical
de corrélation moyenne au niveau 41 est inchangé (Fig. 7.2b pour l’humidité).
Pour le domaine à 2,5 km uniquement, la portée a été diminuée (voir Fig. 7.2c pour l’hu-
midité) et la divergence du vent augmentée. Le profil vertical de corrélation horizontale reste le
même (Fig. 7.2b pour l’humidité).
7.2.2 Caractéristiques de l’assimilation de pseudo-observations
Dans les tests d’assimilation présentés par la suite, les pseudo-observations produites par la
méthode 1D sont assimilées dans le système d’assimilation hybride Aladin/Méso-NH comme
des messages TEMP (radiosondages) ne comportant que le paramètre humidité relative. L’écart-
type d’erreur d’observation est fixée à 12 % pour le paramètre humidité relative des TEMPs.
L’écart-type d’erreur du modèle correspondant est de 10 %. Les observations d’humidité rela-
tive sont éliminées lorsque l’écart entre l’ébauche et l’observation, est supérieur à 78 %. Les
observations situées au-dessus de 300 hPa sont également éliminées. À noter que dans le sys-
tème d’assimilation Arome, les pseudo-observations d’humidité auront leur propre écart-type
d’erreurs d’observations et un contrôle de qualité reposant sur les flags de qualité des réflec-
tivités (en cours de développement). Afin de visualiser l’effet de l’assimilation de l’humidité
par le système d’assimilation 3DVar Arome/Aladin, on a réalisé une expérience pour laquelle
on analyse uniquement une colonne d’air saturée. C’est l’humidité spécifique qui est analysée
CHAPITRE 7. MÉTHODE D’ASSIMILATION DES RÉFLECTIVITÉS 151









































(a) humidité non-balancée vert. (g ·kg−1) (b) humidité non-balancée vert. moy. au niv. 41
(c) humidité non-balancée horizontale au niv. 41
hybr. 10 km








































FIG. 7.2 – Statistiques d’erreurs du modèle pour l’humidité partie « non-balancée ». (a) Profil vertical de
l’écart-type, (b) profil vertical de la corrélation au niveau 41 (proche du sol), (c) corrélation en fonction
de la distance au point d’observation au niveau 41.
puis une correction seuille les humidités relatives à 100 %. La Figure 7.3 montre l’étalement
spatial de l’incrément pour le domaine à 2,5 km de résolution horizontale. Ce dernier est li-
mité à l’est par le fait que l’ébauche est déjà saturée. Sur la verticale, il est aussi faible aux
points d’observations hauts et bas car l’ébauche est proche de la saturation ou à saturation à ces
endroits.
Les corrélations croisées avec la température, la pression et le vent sont très faibles, c’est
pourquoi les incréments associés sont également très faibles (non montré). L’analyse d’humidité
relative est donc pratiquement monovariée.
Les rapports de mélange des espèces microphysiques n’étant pas dans la variable de contrôle
du système d’assimilation 3DVar Aladin/Arome, on supprime dans l’analyse les hydrométéores
formés dans les colonnes pour lesquelles l’humidité maximum est inférieure à 85 %. Ne pas
enlever les hydrométéores alors que l’humidité est diminuée aurait pour effet de faire évapo-
rer/sublimer les hydrométéores dans les premiers pas de temps de la simulation et donc d’intro-
duire des refroidissements importants qui peuvent perturber le développement de la convection.
Par contre dans les zones qui sont saturées par le processus de l’analyse, aucun hydrométéore
n’est introduit pour le moment ; on laisse la paramétrisation microphysique recréer les hydro-
météores dans les premières minutes de simulation dans ces zones saturées. À terme, ces hy-
drométores pourraient être initialisés à partir des réflectivités et de données polarimétriques
















FIG. 7.3 – Assimilation avec le système hybride à 2,5 km d’une colonne saturée. Colonne de gauche :
humidité relative (%) de l’ébauche (analyse Arpege à 1200 UTC le 8 septembre 2002) ; colonne de
droite : incrément en humidité relative. En haut : coupe horizontale à 6000 m MSL ; en bas : coupe
verticale selon l’axe S/N indiqué sur (a). Sur (d), les points alignés sur la verticale représentent les points
d’observations où la saturation a été imposée.
7.3 Conclusion
Nous avons développé une méthode d’assimilation des réflectivités qui prend en compte
la stratégie générale d’assimilation retenue pour le futur système opérationnel Arome (c’est-à-
dire 3DVar). La Figure 7.4 résume la stratégie d’assimilation 1D+3DVar utilisée pour assimiler
les réflectivités avec Arome ou le système hybride. Cette méthode s’inspire de l’assimilation
1DVar+4DVar (voir Sec. 6.2.1.4), mais en remplaçant l’analyse 1DVar par une restitution bayé-
sienne 1D et l’assimilation 4DVar par une assimilation 3DVar. La restitution bayésienne, qui
s’inspire de l’algorithme GPROF, permet de profiter de l’aptitude du modèle à créer des profils
cohérents de réflectivités et de variables du modèle (humidité, etc.). Dans les travaux présentés
ici, les pseudo-observations produites par cette méthode sont exclusivement des humidités rela-
tives, mais on pourrait également restituer des températures ou de la divergence par exemple.
Cette restitution 1D a la capacité d’humidifier des colonnes trop sèches et d’assécher des
colonnes trop humides au vu des observations de réflectivité. Une procédure d’ajustement de
l’humidité, inspirée par de nombreux travaux d’initialisation par des données de précipitation a
été ajoutée afin d’humidifier le modèle quand ce dernier ne simule pas de profils pluvieux alors
qu’on en observe. Les chapitres suivants sont dédiés à l’évaluation de la méthode d’assimilation,






















FIG. 7.4 – Schéma résumant l’assimilation des réflectivités dans le modèle Arome ou avec le système
hybride. Nous avons pris l’exemple de l’humidité pour les pseudo-observations.




Expériences de simulation de systèmes
d’observation (OSSEs)
Ce chapitre est le premier des deux chapitres consacrés à l’évaluation de la méthode d’assi-
milation présentée au chapitre précédent. Dans la première section, nous rappellons le principe
et l’intérêt des expériences de simulation de systèmes d’observation. La deuxième section est
particulièrement consacrée à l’évaluation de la méthode de restitution 1D sur deux cas d’étude.
Dans la dernière section, nous évaluons la méthode d’assimilation 1D+3DVar complète sur le
cas des inondations du Gard de septembre 2002.
8.1 Principe des OSSEs
Les expériences de simulation de systèmes d’observation (OSSEs) sont une technique clas-
sique pour, entre autres, quantifier l’effet de l’introduction d’un nouveau type d’observation
dans un système d’assimilation (Arnold et Dey, 1986). La Figure 8.1 représente schématique-
ment le principe des OSSEs réalisées ici. Brièvement, ce type d’expérience consiste à simuler
des observations à partir d’une première simulation Méso-NH qui représente l’état « vrai » de
l’atmosphère. Cette simulation de référence est par la suite nommée RFR. Les observations syn-
thétiques sont ensuite analysées à partir d’une ébauche provenant d’une simulation qui diffère
de la première par ses conditions initiales. Cette simulation fournissant l’ébauche est dénom-
mée EBC. Des prévisions initialisées par l’analyse obtenue sont alors effectuées. Cette dernière
simulation est nommée ASM. Le bénéfice lié à l’assimilation est estimé en comparant les pré-
visions d’ASM aux prévisions de RFR et d’EBC. L’assimilation est jugée positive lorsque les
prévisions d’ASM se rapprochent de celles de RFR, ou au moins lorsque ces prévisions sont
meilleures que celles issues d’EBC.
Ce type de méthodologie permet de s’affranchir des erreurs de mesures et de modèle, ainsi
que de pouvoir comparer les résultats de l’assimilation avec l’état de l’atmosphère que l’on ne
peut pas complètement observer dans la réalité.
8.2 Évaluation de la méthode de restitution 1D
8.2.1 Orage de plaine du 9 octobre 2004
Ce cas se caractérise par des cellules orageuses isolées se développant dans un flux de sud-
ouest au milieu de la journée sur la région toulousaine. Ce cas est particulièrement intéressant













FIG. 8.1 – Principe des OSSEs pour l’assimilation des réflectivités. Voir le texte pour les abréviations.
pour vérifier que la restitution 1D est bien capable de déplacer la signature en humidité des
cellules convectives.
Pour ce cas, nous disposons de deux analyses à 1200 UTC le 9 octobre 2004. La première est
une analyse Arpege à grande échelle qui est utilisée comme conditions initiales et aux limites
d’EBC. La seconde analyse est obtenue par application de la procédure d’analyse à mésoéchelle
des observations de surface de Ducrocq et al. (2000) à l’analyse Arpege ; cette seconde analyse
sert de conditions initiales à RFR. Pour les deux expériences, les prévisions sont effectuées
avec le modèle Méso-NH avec deux modèles emboîtés interagissant bidirectionnellement. Le
modèle père a une résolution horizontale de l’ordre de 10 km ; le modèle fils a une résolution
horizontale de 2,5 km.
La Figure 8.2 montre les champs de réflectivités en points de grille à 2000 m MSL à
1615 UTC. Dans EBC, la convection profonde démarre juste, alors qu’elle est déjà organisée en
ligne sur la région Midi-Pyrénées dans RFR. Sur la Figure 8.2a, on peut voir que RFR simule
trois cellules convectives développées qui se dirigent vers le nord-est, tandis que sur la Figure
8.2b EBC ne simule que des cellules de faibles intensité et peu développées verticalement.
Pour simuler les observations de réflectivités à partir de l’expérience RFR, nous plaçons
un radar virtuel à la localisation R indiquée sur la Figure 8.2a qui va donc échantillonner les
cellules précipitantes au nord-ouest de Toulouse. Le radar est supposé être un radar en bande S
sondant la troposphère sur 13 élévations. Les réflectivités sont calculées à l’aide du simulateur
radar développé dans Méso-NH décrit dans la première partie de cette thèse avec une diffusion
de Rayleigh, une courbure standard et un élargissement du faisceau sur la verticale. La restitu-
tion bayésienne est appliquée en utilisant comme ébauche la prévision EBC du modèle fils à
1615 UTC et les réflectivités « observées » ainsi obtenues à partir de RFR au même instant.
L’algorithme de restitution bayésienne fonctionne avec une fenêtre de recherche des voisins
de 21×21 points de grille horizontaux centrés autour du profil de réflectivités observé, c’est-
à-dire sur un pavé de 52,5×52,5 km2. Pour les deux cas d’étude traités dans cette thèse, des
fenêtres plus grandes ne modifient pas significativement les pseudo-observations obtenues. Le
paramètre σZ est réglé à 0,2 dB. Pour des valeurs plus grandes, on lisse trop le champ d’humi-
dité, tandis qu’avec des valeurs plus petites, on atteint plus souvent les limites de précision du
calculateur qui ne permet pas de produire de pseudo-observations.
Les Figures 8.3 et 8.4 comparent les humidités relatives issues de la restitution 1D avec











FIG. 8.2 – Coupes horizontales à 2 km MSL des réflectivités simulées (dBZ) par RFR (a) et EBC (b) à
1615 UTC pour le cas du 9 octobre 2004. La position du radar fictif R (44.7°N, 1.2°E, 230 m MSL) est
marquée par un cercle à l’extrémité nord de la ligne qui définit les coupes verticales. Voir le texte pour la




















(d : restitution 1D−EBC)
FIG. 8.3 – Coupes horizontales à 4,5 km MSL d’humidité relative (%) à 1615 UTC pour le cas du 9
octobre 2004 : RFR (a), EBC (b), restitution 1D (c), différence restitution 1D−EBC (d). La position du
radar fictif R (44,7°N, 1,2°E, 230 m MSL) est marquée par un cercle à l’extrémité nord de la ligne qui
définit les coupes verticales.
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(a : RFR) (b : EBC)
(c : restitution 1D) (d : Z RFR)
R
FIG. 8.4 – Coupes verticales d’humidité relative (%) à 1615 UTC pour le cas du 9 octobre 2004 (a : RFR,
b : EBC, c : restitution 1D) et réflectivité (dBZ) simulée par RFR (d). Le radar est en bas à gauche. Les
différentes élévations sont représentées par des courbes noires (d).
d’une part l’expérience RFR (c’est-à-dire la « réalité » vers laquelle on veut se rapprocher) et
d’autre part EBC (« ébauche »). Pour visualiser les profils issus de la restitution 1D, nous avons
simplement utilisé le champ d’humidité d’EBC dans lequel nous avons inséré ces profils en les
interpolant bilinéairement sur les points de grille de Méso-NH. Pour les cellules plus isolées
représentées dans RFR mais absentes dans EBC (identifiées par exemple par les cercles A et
A′ sur la Fig. 8.2), on voit que la restitution 1D est tout à fait capable de produire des humi-
dités élevées comparables aux « observations » (RFR). Inversement, dans les régions où EBC
simule des réflectivités alors qu’aucune réflectivité significative n’est observée, la restitution
bayésienne fait la moyenne des profils verticaux sans réflectivités et ainsi supprime les points
de grille saturés à tort. On peut le constater pour la zone de réflectivités significatives simulées
par EBC (notée B sur la Fig.8.2b) qui n’est pas simulée par RFR (Fig.8.2a) ; sur la Figure 8.3c,
on peut voir que la zone correspondante est désaturée par la restitution bayésienne. Enfin, on
peut également noter que dans les zones où aucune réflectivité significative n’est présente à la
fois dans RFR et EBC, la restitution 1D ne modifie pas le champ d’humidité.
La Figure 8.3d qui représente le champ d’humidité relative de la restitution 1D moins celui
de EBC permet de bien mettre en évidence que les zones A, A′ et le long de l’axe de la coupe
verticale ont été humidifiées tandis que la zone B et la zone située à l’ouest de la coupe verticale
ont été asséchées. La restitution 1D, en humidifiant certaines zones associées à des réflectivités
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observées et en asséchant des zones non-précipitantes a donc replacé la signature en humidité
associée aux cellules convectives au bon endroit.
Sur la verticale (Fig. 8.4), la restitution 1D humidifie l’atmosphère jusqu’à la tropopause
là où des réflectivités significatives sont observées dans RFR (Figs. 8.4c et d). La zone avec
des humidités relatives supérieures à 90 % sur les coupes verticales est toutefois plus réduite
dans la restitution 1D que dans RFR, dans la mesure où on n’humidifie que là où on observe
des réflectivités (zones précipitantes) et pas sur tout le système nuageux observé. On peut aussi
constater que l’air plus sec en basses couches a été préservé par la restitution 1D.
8.2.2 Cas du Gard
Le cas du 9 octobre 2004 a permis de mettre en évidence le bon comportement de la res-
titution 1D sur ce cas relativement simple. Nous examinons maintenant le comportement de la
restitution 1D sur un cas plus complexe, c’est-à-dire le cas des inondations du Gard de sep-
tembre 2002 décrit à la section 2.2, partie I. Similairement au cas du 9 octobre 2004, c’est une
analyse Arpege à 1200 UTC le 8 septembre 2002 qui sert de conditions initiales à EBC et une
analyse issue de l’application de la procédure d’analyse à mésoéchelle des observations de sur-
face de Ducrocq et al. (2000) à cette même analyse Arpege qui sert de conditions initiales à
RFR. Pour RFR et EBC, une simulation Méso-NH de six heures est réalisée.
Les réflectivités sont alors converties en humidités relatives à 1800 UTC le 8 septembre 2002
à partir de la simulation à 2,5 km de résolution horizontale. La prévision à 1800 UTC de RFR
fournit les observations radar grâce au simulateur radar. Les observations sont les réflectivités
qui seraient observées par le radar de Bollène (bande S, 13 élévations). Les résultats de la
restitution 1D sont montrés sur la Figure 8.5. Par rapport au cas du 9 octobre 2004 pour lequel
on avait quelques cellules convectives isolées, ici on a un système convectif de mésoéchelle
multicellulaire. Cependant, on observe le même type de comportement pour la restitution 1D
que pour le cas précédent. En particulier, on voit que la zone A est proche de la saturation
avec des réflectivités supérieures à 10 dBZ dans l’expérience RFR qui fournit les observations
(Fig. 8.5a), tandis que l’ébauche est plus sèche et qu’il n’y a pas de réflectivités significatives à
cet endroit (Fig.8.5b). La restitution 1D est alors capable de saturer la zone comme on le voit sur
la Figure 8.5c. La zone B au contraire est exempte de réflectivités significatives observées, et est
relativement sèche (Fig.8.5a), alors qu’une zone de précipitations associée à de fortes humidités
relatives est présente dans l’ébauche au même endroit (Fig. 8.5b). On voit sur la Figure 8.5c
que la restitution 1D est capable d’assécher cette zone conformément à ce qui est observé.
La Figure 8.5d montre une vue d’ensemble des modifications apportées par la restitution 1D.
Globalement, on a bien humidifié le système présent dans les observations et asséché le nord
du domaine. Cependant, on n’assèche pas autant que dans RFR car pour assécher, l’algorithme
de restitution bayésienne effectue grosso modo une moyenne sur les colonnes de l’ébauche qui
sont associées à des réflectivités faibles ou négligeables et ces colonnes ne sont pas aussi sèches
dans l’ébauche que dans les observations.
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8.3.1 Analyse des pseudo-observations d’humidité relative
Les pseudo-observations d’humidité relative obtenues avec la restitution 1D sont maintenant
assimilées avec le système d’assimilation hybride à 1800 UTC pour le cas du Gard. L’analyse
est effectuée sur les domaines à 10 km et 2,5 km. Nous ne nous intéressons ici qu’à l’analyse

















FIG. 8.5 – Humidité relative (%) à 4000 m MSL le 8 septembre 2002 à 1800 UTC. (a) RFR, (b) EBC,
(c) restitution 1D, (d) différence entre restitution 1D et EBC. Sur les vignettes a et b, les réflectivités
simulées respectivement par RFR et EBC sont indiquées par les isolignes rouges correspondant à la
valeur de 10 dBZ.
et aux prévisions à 2,5 km car les champs du domaine à 10 km sont fortement rappelés vers le
modèle à haute résolution sur le domaine de recouvrement. Un total de 23 992 profils de pseudo-
observations, soit 171 457 valeurs sont produits par la restitution 1D. Parmi ces données, 52 597
sont éliminées par le contrôle de qualité du système d’assimilation 3DVar car au-dessus de
300 hPa (soit 31 %) et parmi les restantes, 181 sont éliminées car trop éloignées de l’ébauche
(soit 0,1 % du total). L’analyse et le champ issu de la restitution 1D sont cohérents entre eux,
mais, comme attendu, l’analyse 3DVar a lissé spatialement les incréments obtenus après la
restitution 1D (cf. Figs. 8.5d et 8.6b). On voit en particulier sur les incréments d’analyse que
la zone A est bien humidifiée et la zone B bien asséchée, conformément aux observations. De
même, la zone de précipitations de l’ébauche, située trop au nord par rapport aux observations,
est asséchée, tandis que la zone de précipitation observée est humidifiée dans l’analyse.
8.3.2 Impact de l’analyse sur la prévision à très courte échéance
Des prévisions Méso-NH ont ensuite été effectuées à partir de l’analyse obtenue. Les
champs de réflectivités et d’humidité relative sont montrés sur les Figures 8.7 et 8.8 respective-
ment après une heure et deux heures de simulation. À une heure de prévision, des précipitations
se sont formées dans la zone de forte humidité, mais après deux heures de prévision, le système









FIG. 8.6 – Humidité relative (%) à 4000 m MSL le 8 septembre 2002 à 1800 UTC. (a) ASM (analyse
3DVar), (b) incrément d’analyse (ASM−EBC).
ne s’est pas maintenu sur la zone et s’est déplacé vers le nord comme dans EBC et contrairement
à ce qui est observé (RFR).
Ceci est sans doute dû à la mauvaise qualité de l’initialisation en basses couches d’EBC
qui ne favorise pas le maintien de la convection au bon endroit. En effet, on voit sur la Figure
8.9 que la plage d’air froid sous orage est bien développée dans RFR, mais qu’elle n’est pas
développée dans EBC. La simulation ASM ne parvient pas à reproduire la plage d’air froid
observée dans RFR. Or, il a été montré que la plage d’air froid est un élément essentiel pour ce
cas dans l’entretien et la position du système (Ducrocq et al., 2007) en forçant le jet de basse
couche conditionnellement instable provenant du sud à s’élever et ainsi entretenir la convection
au sud des reliefs des Cévennes et des Alpes. L’assimilation des réflectivités seules à cette
échéance où la plage froide est bien développée ne permet pas de l’initialiser correctement
à cause du fait que les réflectivités sont principalement observées en altitude et que le faible
couplage de l’humidité avec les autres champs de la variable de contrôle (notamment la
température) ne permet pas d’ajuster ces champs. Cette initialisation de l’humidité en moyenne
et haute troposphère ne permet pas au modèle de recréer la plage froide à très courte échéance.
Comme indiqué au chapitre précédent, pour être cohérent avec l’analyse d’humidité, les
hydrométéores présents dans l’ébauche sont supprimés si l’humidité relative est inférieure
à 85 %. Appliquée à l’analyse ASM à 1800 UTC, cette correction ne modifie pratiquement
pas les champs d’hydrométéores initiaux. Afin de tester la sensibilité des simulations à
l’initialisation des hydrométéores, nous avons construit une analyse identique à celle d’ASM
mais en retirant les hydrométéores lorsque l’humidité relative est inférieure à 95 % au point
de grille. Nous avons noté cette expérience ASM*. L’effet de cet ajustement sur l’analyse est
illustré Figures 8.10abc qui présentent les réflectivités calculées à partir des hydrométéores
présents à 1800 UTC dans les analyses et ébauches. Une grande partie des précipitations situées
dans des zones non-précipitantes dans la simulation RFR est retirée par cet ajustement. Nous
avons alors évalué l’impact de cet ajustement d’hydrométéores sur les deux premières heures
de prévision et nous avons constaté que cet impact était largement négligeable et ne semblait
pas influencer la dynamique du système de manière significative (Fig. 8.10d). Nous avons donc
conservé par la suite l’ajustement de départ (suppression des hydrométéores lorsque l’humidité
relative maximale est inférieure à 85 % sur la colonne).
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(RFR à 1900 UTC)
Bollène
(RFR à 2000 UTC)
Bollène
(EBC à 1900 UTC)
Bollène
(EBC à 2000 UTC)
Bollène
(ASM à 1900 UTC)
Bollène
(ASM à 2000 UTC)
Bollène
FIG. 8.7 – Réflectivités (à 2000 m MSL, en dBZ) à 1900 UTC et 2000 UTC pour les simulations RFR,
EBC et ASM.
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(RFR à 1900 UTC) (RFR à 2000 UTC)
(EBC à 1900 UTC) (EBC à 2000 UTC)
(ASM à 1900 UTC) (ASM à 2000 UTC)
FIG. 8.8 – Isolignes de réflectivités à 10 dBZ (en rouge) superposées sur l’humidité relative (%) à 4000 m
MSL le 8 septembre 2002 à 1900 UTC et 2000 UTC.
164 8.3 Assimilation 1D+3DVar complète — Cas du Gard
RFR à 1800 UTC RFR à 1900 UTC RFR à 2000 UTC
EBC à 1800 UTC EBC à 1900 UTC EBC à 2000 UTC
ASM à 1800 UTC ASM à 1900 UTC ASM à 2000 UTC
Vent : 20 m · s−1 θv (K) :
291 292 293 294 295
FIG. 8.9 – θv (en K) au deuxième niveau du modèle, vitesse verticale supérieure à 1 m · s−1 à 2000 m
(rouge), et vitesse du vent à 10 m AGL à 1800 UTC, 1900 UTC, et 2000 UTC.
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(a : RFR à 1800 UTC)
Bollène
(b : EBC à 1800 UTC)
Bollène
(c : ASM* à 1800 UTC)
Bollène
(d : ASM* à 2000 UTC)
Bollène
FIG. 8.10 – Réflectivités (dBZ) à 4000 m MSL le 8 septembre 2002. (a) RFR à 1800 UTC, (b) EBC à
1800 UTC, (c) ASM* à 1800 UTC, (d) ASM* à 2000 UTC.
En conclusion, cette OSSE sur un cas de système convectif de mésoéchelle bien développé
nous a permis :
– de valider la chaîne complète d’assimilation 1D+3Dvar. Aucune explosion numérique n’a
été constatée et le modèle est capable de générer un système convectif de mésoéchelle
cohérent à partir de l’analyse produite ;
– de vérifier que la procédure complète est bien capable d’humidifier globalement dans la
zone du système précipitant et d’assécher hors de la zone ;
– de constater, comme cela a été montré par le passé sur d’autres cas, que la modification
seule de l’humidité en moyenne et haute troposphère n’est pas toujours suffisante pour
que le modèle reconstruise toute la dynamique du système précipitant et en particulier la
plage d’air froid sous-orage qui est bien développée à l’instant de l’analyse dans les obser-
vations. L’assimilation conjointe d’autres observations (par exemple observations de sur-
face pour décrire le refroidissement dans les basses couches) et la réalisation de l’analyse
lorsque le système est encore dans sa phase de croissance sont des pistes d’amélioration
qui seront explorées dans le chapitre suivant avec des données réelles.
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Chapitre 9
Assimilation de données réelles (OSEs)
Dans ce chapitre, le cas du Gard est utilisé afin de tester l’effet de l’assimilation de données
de réflectivités réelles sur la qualité de la prévision à haute résolution. La première section
présente les résultats obtenus pour les prévisions issues d’une analyse unique des réflectivités.
Dans la seconde section, on étudie le bénéfice apporté par tout un cycle d’assimilation, puis
on évalue l’effet de la réduction des portées horizontales dans la matrice B dans la troisième
section avant de conclure.
9.1 Expériences à une analyse
Les caractéristiques des expériences réalisées sont présentées Tableau 9.1. Toutes les si-
mulations sont effectuées avec Méso-NH avec deux domaines emboîtés avec interaction bi-
directionnelle. Le domaine père a une résolution de 10 km, tandis que le domaine fils a une
résolution de 2,5 km. Une expérience de référence (REF12) démarre de l’analyse Arpege valide
à 1200 UTC le 8 septembre 2002. Une seconde simulation (RAD12) démarre d’une analyse
où ont été assimilées uniquement des réflectivités du radar de Bollène à 1200 UTC à l’aide
du système d’assimilation 1D+3DVar. L’ébauche est fournie par l’analyse Arpege à 1200 UTC
(c’est-à-dire les conditions initiales de REF12).
On a vu au chapitre précédent que l’initialisation des basses couches et en particulier de la
plage froide sur le delta du Rhône était susceptible d’améliorer la position du MCS, en le plaçant
plus au sud (la plage froide joue en quelque sorte le rôle du relief entretenant une convection
plus au sud). On a donc effectué une deuxième expérience (SURF12) qui démarre d’une analyse
où on assimile seulement les données de surface (humidité relative et température à 2 m ainsi
que vent à 10 m) du réseau opérationnel Radome de Météo-France à 1200 UTC, ainsi qu’une
troisième expérience (RS12) pour laquelle on assimile à la fois les données de surface et les
réflectivités.
Les analyses sont effectuées sur le domaine à 10 km et sur le domaine à 2,5 km. Par la suite
Expérience données supplémentaires assimilées
REF12 aucune
RAD12 réflectivités
SURF12 données de surface
RS12 réflectivités + données de surface
TAB. 9.1 – Caractéristiques des expériences à une analyse ayant pour ébauche l’analyse Arpege valide le
8 septembre 2002 à 1200 UTC.





















































FIG. 9.1 – CAPPIs des réflectivités (dBZ) assimilées par le système d’assimilation à 1200 UTC le 8
septembre 2002 pour le radar de Bollène à 500± 200 m (a), 1000± 300 m (b), 2000± 500 m (c),
4000±1000 m (d). Les données absentes ont été éliminées par le contrôle de qualité.
on ne s’intéresse qu’au domaine à 2,5 km car les champs à 10 km sont fortement rappelés vers
ceux du domaine à 2,5 km dans la zone de recoupement entre les deux domaines. Les matrices
B sont celles décrites à la Sec. 7.2.1.
9.1.1 Réflectivités observées
Les réflectivités fournies au système d’assimilation sont les PPIs du radar de Bollène (13
élévations) ré-échantillonnés sur une grille cartésienne de 2 km de résolution horizontale. Un
champ de codes de qualités par PPI est utilisé afin d’écarter les valeurs associées à des échos
non-météorologiques. La Figure 9.1 présente des CAPPIs des réflectivités assimilées par le
système d’assimilation, c’est-à-dire après pré-traitement des données par le CMR (élimination
des échos non-météorologiques et réduction de la résolution horizontale de 1 km à 2 km). Les
données sont produites entre 1200 et 1215 UTC. Elles ne sont pas corrigées de l’advection,
l’information n’étant pas disponible au moment de l’étude.
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(a) (b)
(c) (d)
FIG. 9.2 – CAPPIs des pseudo-observations d’humidité relative (%) assimilées obtenues avec la restitu-
tion 1D à 1200 UTC le 8 septembre 2002 pour le radar de Bollène à 500±200 m (a), 1000±300 m (b),
2000±500 m (c), 4000±1000 m (d).
9.1.2 Restitution 1D
Les pseudo-observations d’humidité relative issues de la restitution 1D ayant pour ébauche
l’analyse Arpege valide le 8 septembre 2002 à 1200 UTC sont présentées sur la Figure 9.2.
Comme il n’y a pas d’hydrométéores dans l’ébauche, la restitution 1D se réduit à la procédure
d’ajustement HA (cf. Sec.7.1.5). Toutes les pseudo-observations sont saturées là où des précipi-
tations sont présentes dans les observations, sauf lorsque les réflectivités se trouvent au-dessous
du relief du modèle ou en dessous du niveau de condensation de l’ébauche car la procédure
d’ajustement de l’humidité n’y est pas appliquée.
9.1.3 Analyse 3DVar des pseudo-observations
Les incréments d’analyse obtenus pour toutes les expériences sont montrés sur la Figure
9.3. En particulier, on voit que toutes les analyses permettent d’humidifier à 1000 m d’altitude
la vallée du Rhône qui était relativement sèche dans l’ébauche par rapport aux observations
(Figs.9.3c, e et g). Ceci est dû aux observations de surface pour SURF12 et RS12 et aux pseudo-
observations saturées (voir Fig. 9.2bc) pour RAD12 et RS12. On voit sur les coupes verticales
(Fig.9.4) que l’incrément de RAD12 dans les basses couches est cependant plus limité que celui
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BIAS RMSE R ETS(0,1 mm) ETS(1 mm) ETS(10 mm)
REF12 2,12 1,55 19 29 0,02 0,04 0,07 0,09 0,12 0,13 0,05 0,10
RAD12 −1,1 −0,84 21 26 0,16 0,25 0,21 0,18 0,22 0,25 0,17 0,22
SURF12 0,31 1,26 14 22 0,44 0,41 0,24 0,16 0,22 0,24 0,25 0,23
RS12 −0,88 0,30 16 26 0,53 0,28 0,19 0,17 0,27 0,28 0,31 0,30
TAB. 9.2 – Scores aux cumuls pluviométriques entre 1200 et 1800 UTC (première colonne) et 1500 et
2100 UTC (seconde colonne). Les seuils pour l’ETS sont indiqués entre parenthèses. Les données sont
moyennées au préalable sur des pavés de 1°×1°.
de SURF12 (et RS12), notamment près du sol. À 4000 m, les incréments d’humidité relative
pour l’expérience SURF12 sont globalement nuls ou négatifs sur le relief (Fig. 9.3f), alors que
les incréments correspondants pour RAD12 et RS12 sont très semblables et globalement nuls
ou faibles dans la zone où l’ébauche est proche de la saturation. Les fortes valeurs d’incré-
ments positifs sur l’ouest du domaine correspondent aux réflectivités observées sur l’Hérault et
l’Aveyron (Fig. 9.2) dans une région où l’ébauche n’était pas déjà proche de la saturation. Les
coupes verticales montrent que globalement, l’atmosphère est très humidifiée entre 4 et 10 km
dans les analyses de RAD12 et RS12.
9.1.4 Prévisions Méso-NH
Les cumuls de précipitations sur 6 heures observés et prévus par Méso-NH sont présentés
pour toutes les expériences sur les Figures 9.5 (entre 1200 et 1800 UTC) et 9.6 (entre 1500
et 2100 UTC). Pour les observations, les données des pluviomètres sont reportées ainsi que la
lame d’eau radar Hydram (qui a été recalibrée a posteriori à l’aide des observations des pluvio-
mètres). À noter que cette dernière est établie uniquement à partir du seul radar de Nîmes, ce
qui explique la quasi-absence de précipitation sur le nord-ouest du domaine (car en limite de
portée du radar). Des scores ont aussi été calculés pour les mêmes périodes et sont présentés
Tableau 9.2 (voir l’annexe A, pour la définition des scores). On s’intéresse tout d’abord à l’ex-
périence RAD12 pour laquelle seules les réflectivités ont été analysées à 1200 UTC. On note
que RAD12 positionne mieux le système convectif de mésoéchelle que REF12, mais pas encore
assez au sud par rapport aux observations. Les scores de RAD12 sont pour la plupart meilleurs
que ceux de REF12. Seul l’écart quadratique moyen sur le cumul 12–18 UTC est moins bon.
On voit sur les Figures 9.5 et 9.6c et f que la position des précipitations est encore plus
améliorée pour les expériences SURF12 et RS12, même si les maxima de précipitations sont
positionnés un peu trop au sud cette fois-ci. Les scores objectifs du Tableau 9.2 confirment glo-
balement cette constatation. Cependant, en comparant les scores entre RS12 et SURF12, il est
difficile de dire quelle est la meilleure. Le biais est moins bon pour RS12 que SURF12 dans les
premières 6 heures, mais il est meilleur pour le cumul entre 1500 et 2100 UTC. La corrélation
pour RS12 est bien meilleure que celle de SURF12 sur la première période de vérification, mais
elle chute pendant la seconde. Les ETSs de RS12 sont tous meilleurs que ceux de SURF12, sauf
pour l’ETS à 0,1 mm pour les cumuls entre 1200 et 1800 UTC.
L’amélioration du positionnement des précipitations s’explique par le fait que l’expérience
RAD12 est capable de créer une plage d’air froid dans la vallée du Rhône (Fig. 9.7). Elle est
toutefois d’extension moindre que celles simulées par SURF12 et RS12. La Figure 9.8 montre
l’évolution temporelle de la température à 2 mètres à deux stations d’observations qui se trou-
vaient dans la plage d’air froid observée le 8 septembre 2002. Pour les deux stations, REF12
simule des températures trop élevées par rapport aux observations. La station a est située dans
la plage d’air froid analysée par les expériences SURF12 et RS12 (Fig. 9.7gj). Ces deux expé-
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(a : REF12 à 1000 m)
Bollène
(b : REF12 à 4000 m)
Bollène
(c : RAD12 à 1000 m)
Bollène
(d : RAD12 à 4000 m)
Bollène
(e : SURF12 à 1000 m)
Bollène
(f : SURF12 à 4000 m)
Bollène
(g : RS12 à 1000 m)
Bollène
(h : RS12 à 4000 m)
Bollène
FIG. 9.3 – Humidité relative (%) à 1000 et 4000 m d’altitude pour REF12 (a,b) et incréments correspon-
dants pour RAD12 (c,d), SURF12 (e,f) et RS12 (g,h).
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FIG. 9.4 – Coupes verticales d’humidité relative (%) selon la coupe définie sur la Figure 9.3 pour REF12
(a) et incréments correspondants pour RAD12 (b), SURF12 (c) et RS12 (d).
riences convergent remarquablement bien vers les observations à partir d’une heure de simula-
tion. Les incréments de RAD12 au sol étant très faibles, la température à 2 m est très proche
de celle de REF12 à 1200 UTC. Les températures de ces deux simulations à la station a res-
tent proches pendant deux heures. Après deux heures de simulations, alors que les températures
continuent à être élevées dans l’expérience REF12, elles chutent dans l’expérience RAD12 à
la fois par effet radiatif dû à la présence de nuages au-dessus de la station a et à l’évaporation
des précipitations dans les basses couches sous-saturées. Les Figures 9.9 et 9.10 présentent les
réflectivités pour les expériences REF12 et RAD12 et montrent que la station a se trouve en
effet dans la zone de précipitations simulées par l’expérience RAD12 en début de période. Pour
la station b, également située dans la plage d’air froid analysée par les expériences SURF12
et RS12, la température augmente pendant 3–4 heures de simulation avant de rediminuer. Sur
les coupes horizontales (Fig. 9.7), on voit que la plage froide des expériences SURF12 et RS12
se résorbe jusque 1500 UTC, pour se redévelopper par la suite. Pour l’expérience RAD12, la
température en b se rapproche progressivement des observations dès le début de la simulation.
Globalement, sur tout le domaine, l’assimilation des réflectivités seules ou combinées avec
les observations de surface est bénéfique sur la prévision des paramètres de basses couches no-
tamment à très courte échéance. Ceci est visible sur les scores de température à 2 m (Fig. 9.11)
en particulier pendant les premières heures de simulation : l’assimilation des données radar
seules améliore significativement ces scores par rapport à la référence, l’assimilation des don-
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pluviomètres REF12 SURF12
lame d’eau radar Nîmes RAD12 RS12
FIG. 9.5 – Cumuls des précipitations au sol entre 1200 et 1800 UTC. Colonne de gauche : pluviomètres
du réseau Météo-France (haut) et lame d’eau Hydram pour le radar de Nîmes (bas) ; colonne du milieu et
de droite : champs simulés par Méso-NH à 2,5 km de résolution pour les 4 simulations REF12, SURF12,
RAD12 et RS12.
pluviomètres REF12 SURF12
lame d’eau radar Nîmes RAD12 RS12
FIG. 9.6 – Idem Figure 9.5, mais pour le créneau 1500–2100 UTC.
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a : REF12 à 1200 UTC
b
bb a
b : REF12 à 1500 UTC
b
bb a
c : REF12 à 1800 UTC
b
bb a
d : RAD12 à 1200 UTC
b
bb a
e : RAD12 à 1500 UTC
b
bb a
f : RAD12 à 1800 UTC
b
bb a
g : SURF12 à 1200 UTC
b
bb a
h : SURF12 à 1500 UTC
b
bb a
i : SURF12 à 1800 UTC
b
bb a
j : RS12 à 1200 UTC
b
bb a
k : RS12 à 1500 UTC
b
bb a
l : RS12 à 1800 UTC
b
bb a
Vent : 20 m · s
−1
θv (K) :
291 292 293 294 295
FIG. 9.7 – Température potentielle virtuelle (θv, en K) à environ 30 m au-dessus du sol (premier niveau
du modèle), vitesse verticale supérieure à 1 m · s−1 (rouge) et isoligne de réflectivité à 10 dBZ (vert) à
2000 m MSL, et vent à 10 m AGL à 1200 UTC (analyse), 1500 UTC et 1800 UTC.


















































FIG. 9.8 – Température à 2 m observée et simulée. Les stations a et b sont pointées sur la Figure 9.7. Les
données simulées sont corrigées de la différence de relief entre modèle et réalité.
nées de surface les améliore encore plus, et l’assimilation conjointe des données radar et de
surface fournit les meilleurs scores. Les scores d’humidité relative à 2 m sont également amé-
liorés de manière similaire (Fig. 9.12), ce qui montre que la restitution 1D fournit des profils de
pseudo-observations d’humidité relative contribuant à améliorer l’analyse.
La Figure 9.9 montre que les expériences RS12 et SURF12 simulent des systèmes convectifs
de mésoéchelle très proches l’un de l’autre avec une partie convective qui se trouve sur le bord
d’attaque sud-est de la plage d’air froid matérialisée sur la Figure 9.7 par les vitesses verticales
ascendantes supérieures à 1 m · s−1 en rouge. L’assimilation des données radar à 1200 UTC
en supplément de l’analyse des observations de surface permet toutefois d’avoir un système
convectif de mésoéchelle mieux structuré avec des parties convectives et statiformes non mor-
celées. Pour RAD12, à 1500 UTC, on note deux zones de forçage plus importantes et asso-
ciées aux réflectivités les plus fortes dans le système simulé. Elles sont encore co-localisées
avec le relief, mais progressivement la zone de forçage plus sud va progresser vers l’est avec
l’extension du refroidissement sous-orage. Même si l’extension de la plage froide simulée par
RAD12 est sous-estiméee, on voit que l’assimilation des réflectivités seules permet de recréer
l’élément de forçage clé du système. L’assimilation des données radar permet donc non seule-
ment la formation des précipitations dans la zone saturée, mais aussi de les structurer en un
système convectif de méso-échelle avec une plage froide sous-orage qui lui permet d’avoir un
meilleur positionnement par comparaison aux observations dans la première phase de l’événe-
ment (1200–2200 UTC). On obtient là un résultat différent de celui obtenu avec l’expérience
d’OSSE sur ce cas décrite au chapitre 8. Cela peut être expliqué par le fait que l’analyse est
réalisée plus tôt ou que les données réelles du radar de Bollène permettent de mieux corriger
l’état initial. Après 2200 UTC, le système observé change d’orientation et se décale très len-
tement vers les contreforts des Cévennes. Les simulations arrivent à reproduire le changement
d’orientation mais les simulations Méso-NH n’arrivent pas à maintenir une activité convective
sur les plaines du Gard. Le système est ancré principalement sur les contreforts des Cévennes
même dans la simulation ayant la plage d’air froid la plus développée (Fig. 9.13). Ce défaut
a déjà été constaté par le passé avec d’autres conditions initiales pour Méso-NH (Chancibault
et al., 2006) et semble être attribuable à des défauts dans les champs coupleurs.
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(a : obs)
(b : REF12) (c : SURF12)
(d : RAD12) (e : RS12)
FIG. 9.9 – Réflectivités (dBZ) à 1500 UTC : composite multiradar observée (a) et réflectivités à 2000 m
MSL simulées par Méso-NH (bcde).
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(a : obs)
(b : REF12) (c : RAD12)
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FIG. 9.11 – Biais et écart quadratique moyen pour la température à 2 m (K).
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FIG. 9.12 – Biais et écart quadratique moyen pour l’humidité relative à 2 m (%).
(a : OBS) (b : RS12)
FIG. 9.13 – Réflectivités (dBZ) à 2000 m observées (a) et simulées par RS12 (b) le 9 septembre 2002 à
0000 UTC.
9.2 Cycles d’assimilation
Les cycles d’assimilation consistent à utiliser une prévision à très courte échéance comme
ébauche, à faire une analyse, puis à effectuer une prévision à très courte échéance qui servira
d’ébauche pour l’analyse suivante et ainsi de suite. Ce cyclage permet de supprimer quelques
inconvénients de l’assimilation 3DVar par rapport à l’assimilation 4DVar. En effet, il oblige le
modèle à se rapprocher graduellement des observations. Le choc subi par le modèle à chaque
analyse est donc supposé (si le modèle représente parfaitement l’atmosphère) diminuer au cours
du cyclage. On espère ainsi réduire le temps d’équilibrage des champs (spinup) à la fin du cy-
clage par rapport à une analyse seule. Par ailleurs, au cours du cyclage, on peut bénéficier
d’ébauches contenant des hydrométéores, ce qui n’était pas le cas dans les expériences d’ana-
lyses précédentes.
9.2.1 Caractéristiques des expériences réalisées
Les cycles d’assimilation sont effectués sur le même cas d’étude (Gard) et démarrent égale-
ment à 1200 UTC le 8 septembre 2002 à partir de l’analyse Arpege. Le détail des expériences
réalisées est décrit Figure 9.14.
L’expérience REF12 utilisée comme référence à la section précédente est de nouveau uti-

















surface radar (sans HA)
12 13 14 15 16 17 18 19 20 21
FIG. 9.14 – Protocole expérimental pour les cycles d’assimilation.
lisée ici afin d’évaluer les bénéfices de l’assimilation. La série d’expériences RS assimile
les réflectivités et les données de surface à la fréquence horaire. RS12 assimile donc les
observations de surface et les réflectivités seulement à 1200 UTC. Les expériences RSHH
(HH ∈ {13,14,15}) réalisent un cycle d’assimilation à la fréquence horaire entre 1200 et
HH00 UTC inclus. La série d’expériences RAD est la même que RS mais aucune donnée
de surface n’est assimilée. Pour la série d’expériences RSRAD, les observations de surface
et les réflectivités sont assimilées à 1200 UTC, puis ce sont uniquement les réflectivités qui
sont assimilées à 1300, 1400 et 1500 UTC. Les expériences RAD-HA et SRAD-HA utilisent
une restitution 1D pour laquelle la procédure d’ajustement d’humidité à 100 % n’est pas em-
ployée. RAD-HA assimile les réflectivités chaque heure entre 1200 UTC et 1500 UTC. On peut
remarquer que l’assimilation des réflectivités à 1200 UTC n’a aucun effet puisqu’il n’y a pas
d’hydrométéores dans l’analyse Arpege et que HA n’est pas utilisée. SRAD-HA assimile en
outre les données de surface à 1200 UTC. Enfin, RSRAD-HA est similaire à SRAD-HA, mais
on assimile en plus les réflectivités radar à 1200 UTC avec la procédure HA d’ajustement de
l’humidité.
9.2.2 La période d’assimilation
La Figure 9.15a à c présente les réflectivités à 4000 m MSL en entrée du système d’assimi-
lation 1D+3DVar sur la période d’assimilation. La partie convective du MCS reste globalement
sur le Gard pendant toute cette période, en se déplaçant très lentement vers le nord. La partie
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FIG. 9.15 – CAPPIs à 4000±1000 m MSL des réflectivités assimilées par le système d’assimilation le 8
septembre 2002 pour le radar de Bollène.
stratiforme du système se déplace d’ouest en est de la vallée du Rhône vers les Alpes.
Nous nous intéressons tout d’abord aux performances globales de la méthode 1D+3DVar
sur la période d’assimilation. Globalement, les analyses assimilant les réflectivités avec la pro-
cédure HA (c’est-à-dire RAD, RS et RSRAD) continuent à humidifier l’atmosphère alors même
que cette dernière est déjà proche de la saturation sur le sud-est de la France dès la première
analyse à 1200 UTC. Ceci est par exemple visible sur la Figure 9.16 qui montre les ébauches
et incréments de la série RAD à 4000 m MSL. On voit clairement que l’assimilation des ré-
flectivités amène les humidités relatives les plus faibles à des valeurs proches de la saturation,
peu de zones sont asséchées. La Figure 9.17 permet également de voir ce phénomène sur les
incréments d’eau précipitable (c’est-à-dire la quantité de vapeur d’eau intégrée sur la verticale)
pour la série RAD qui sont presque partout positifs. Bien que les incréments d’humidité relative
soient faibles sur la Figure 9.16, le fait qu’ils soient légèrement positifs sur une grande partie de
chaque colonne du modèle produit des incréments d’eau précipitable significatifs, jusque 5 mm
à certains endroits. L’assèchement est vraiment très limité, ceci est dû au fait que les ébauches
sont très humides même aux endroits où il n’y a pas de réflectivités significatives simulées.
Dans les expériences qui n’utilisent pas la procédure HA (SRAD-HA, RAD-HA), les ébauches
sont moins humides et la méthode de restitution 1D peut plus facilement assécher là où il n’y a
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(a : ébauche à 1300 UTC)
Bollène
(b : incrément à 1300 UTC)
Bollène
(c : ébauche à 1400 UTC)
Bollène
(d : incrément à 1400 UTC)
Bollène
(e : ébauche à 1500 UTC)
Bollène
(f : incrément à 1500 UTC)
Bollène
FIG. 9.16 – Humidité relative (%) et isoligne de réflectivité à 10 dBZ(rouge) à 4000 m MSL pour la série
RAD. Colonne de gauche : ébauches ; colonne de droite : incréments d’analyses.
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(a : ébauche à 1200 UTC)
Bollène
(b : incrément à 1200 UTC)
Bollène
(a : ébauche à 1300 UTC)
Bollène
(b : incrément à 1300 UTC)
Bollène
(c : ébauche à 1400 UTC)
Bollène
(d : incrément à 1400 UTC)
Bollène
(e : ébauche à 1500 UTC)
Bollène
(f : incrément à 1500 UTC)
Bollène
FIG. 9.17 – Eau précipitable (cm) pour la série RAD. Colonne de gauche : ébauches ; colonne de droite :
incréments d’analyses.
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(a : ébauche à 1500 UTC)
Bollène
(b : incrément à 1500 UTC)
Bollène
FIG. 9.18 – Humidité relative (%) et isoligne de réflectivité à 10 dBZ(rouge) à 4000 m MSL pour RAD-
HA15. a : ébauche ; b : incréments d’analyse.
pas de réflectivités significatives observées (Fig. 9.18).
Bref, lorsque le champ d’humidité de l’ébauche est relativement uniforme, ce qui est le cas
après la première analyse des pseudo-observations produites uniquement par la procédure HA
à 1200 UTC (car pas d’hydrométéores à 1200 UTC dans l’analyse Arpege qui sert d’ébauche),
la méthode de restitution bayésienne seule produit des incréments très faibles. Et dans ce cas,
lorsqu’on ajoute les pseudo-observations produites par la procédure HA dans les zones où il
y a des réflectivités observées significatives mais pas de réflectivités simulées, on privilégie
l’humidification de l’atmosphère par rapport à l’assèchement.
9.2.3 Prévisions
La Figure 9.19 montre le champ de précipitations au sol cumulées entre 1500 UTC et
2100 UTC le 8 septembre 2002 estimé par lame d’eau Hydram, et simulé par l’expérience de
référence (REF12) ainsi que par la série d’expériences RSRAD. En comparaison avec REF12,
la position des précipitations est bien améliorée pour la série RSRAD. L’amélioration est
significative dès la première analyse c’est-à-dire pour la simulation RSRAD12 qui correspond
à la simulation RS12 décrite en 9.1. Le cycle d’assimilation le plus long (RSRAD15) fournit
le meilleur positionnement des précipitations pour cette série, en particulier pour le maximum
de précipitations. Ceci est corroboré par des coefficients de corrélation plus élevés (0,6 contre
0,04 pour REF12) et de meilleurs ETSs pour les seuils importants (Tab. 9.3). Cependant,
l’extension des faibles précipitations semble surestimée pour les périodes d’assimilation les
plus longues avec des biais et des ETSs pour le seuil pluie/non-pluie moins bons. Cette
surestimation des précipitations faibles est à relier à l’augmentation d’eau précipitable impor-
tante à chaque cycle. L’expérience RSRAD15 a un meilleur positionnement que RSRAD12
(=RS12) avec une plage d’air froid moins importante et mieux positionnée dans RSRAD15
(cf. Fig. 9.7k et l et Fig. 9.20d et e). Cette différence s’explique par le fait que le cyclage
réduit les écarts aux température à 2 m observées dans les premières échéance comme on peut
le voir sur la Figure 9.21 (alors que les données de surface n’ont été analysées qu’à 1200 UTC).
Lorsqu’on n’analyse pas les données de surface à 1200 UTC (série RAD), il y a tout
de même création d’une plage d’air froid plus importante que pour REF12 (voir Fig. 9.7 et
Fig. 9.20a à c), mais bien moins importante que pour la série RSRAD. Les précipitations se
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lame d’eau radar Nîmes RS12=RSRAD12 RSRAD13
REF12 RSRAD14 RSRAD15
FIG. 9.19 – Cumul de précipitations (en mm) entre 1500 UTC et 2100 UTC le 8 septembre 2002.
BIAS RMSE R ETS(0,1 mm) ETS(1 mm) ETS(10 mm)
REF12 1,55 29 0,04 0,09 0,13 0,10
RAD13 −1,13 27 0,22 0,17 0,23 0,15
RAD14 −4,06 26 0,42 0,21 0,31 0,30
RAD15 −8,54 33 0,35 0,08 0,32 0,25
RSRAD13 0,07 25 0,37 0,15 0,30 0,29
RSRAD14 −3,0 26 0,39 0,13 0,23 0,43
RSRAD15 −10 32 0,59 0,02 0,23 0,31
RS13 −2,9 27 0,34 0,16 0,23 0,18
RS14 −5,4 32 0,12 0,06 0,15 0,10
RS15 −3,8 28 0,46 0,09 0,18 0,28
RAD-HA13 2,07 30 0,03 0,08 0,12 0,09
RAD-HA14 4,16 25 0,05 0,19 0,23 0,10
RAD-HA15 4,12 25 0,10 0,17 0,20 0,17
SRAD-HA13 1,59 23 0,36 0,13 0,26 0,19
SRAD-HA14 2,78 25 0,15 0,14 0,17 0,11
SRAD-HA15 2,72 22 0,38 0,09 0,08 0,08
RSRAD-HA13 0,95 23 0,37 0,17 0,27 0,30
RSRAD-HA14 1,65 26 0,21 0,16 0,34 0,26
RSRAD-HA15 −0,76 24 0,43 0,10 0,25 0,22
TAB. 9.3 – Scores aux cumuls pluviométriques entre 1500 et 2100 UTC. Les seuils pour l’ETS sont
indiqués entre parenthèses.
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a : RAD15 à 1500 UTC
b
bb a
b : RAD15 à 1800 UTC
b
bb a
c : RAD15 à 2100 UTC
b
bb a
d : RSRAD15 à 1500 UTC
b
bb a
e : RSRAD15 à 1800 UTC
b
bb a
f : RSRAD15 à 2100 UTC
b
bb a
g : RS15 à 1500 UTC
b
bb a
h : RS15 à 1800 UTC
b
bb a
i : RS15 à 2100 UTC
b
bb a
Vent : 20 m · s
−1
θv (K) :
291 292 293 294 295
FIG. 9.20 – Température potentielle virtuelle (θv, en K) à environ 30 m au-dessus du sol (premier niveau
du modèle), vitesse verticale supérieure à 1 m · s−1 (rouge) et isoligne de réflectivité à 10 dBZ (vert) à
2000 m MSL, et vent à 10 m AGL à 1500 UTC (analyse), 1800 UTC et 2100 UTC.
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FIG. 9.21 – Biais et écart quadratique moyen pour la température à 2 m (K) pour la série RSRAD et
REF12.
retrouvent un peu plus au sud que pour REF12, mais pas assez par rapport aux observations
(Fig. 9.22). Contrairement à la série RSRAD, le cyclage ne permet pas de modifier significati-
vement l’étendue de la plage d’air froid (comparer par exemple la Fig. 9.7e et f à la Fig. 9.20a
et b). La structure du cumul de précipitation reste donc pratiquement identique pour les simu-
lations RAD12 à RAD15, mis à part le fait que, comme pour RSRAD, on augmente la quantité
de précipitation avec le nombre de cycles d’analyses réalisés.
Lorsque les données de surface sont analysées toutes les heures en plus des réflectivités
(RS), les précipitations s’étendent de plus en plus au sud après chaque analyse. Ceci est à relier
à une plage d’air froid qui s’étend trop comme on peut le voir sur la Figure 9.20g à i.
Les séries d’expériences sans la procédure ajustement de l’humidité (RAD-HA, SRAD-HA
et RSRAD-HA) permettent d’évaluer l’impact de cette procédure sur les prévisions Méso-NH.
Dans la série RAD-HA, la troposphère n’est pas aussi humidifiée que dans RAD. On a cepen-
dant création d’une plage d’air froid d’extension modeste (Fig. 9.23a à b) dans les premières
heures de simulation par léger assèchement des basses couches lors des analyses. Cependant,
la production de précipitations étant insuffisante, cette plage d’air froid n’est pas en mesure de
se maintenir et se résorbe peu à peu (Fig.9.23c). La position du système précipitant est donc lé-
gèrement améliorée par rapport à REF12, et est moins bonne que pour la série RAD (Fig.9.22).
Lorsque les données de surface sont assimilées en plus à 1200 UTC (série SRAD-HA), les
analyses des réflectivités sans HA entre 1300 et 1500 UTC renforcent directement la plage d’air
froid présente dès l’analyse de 1200 UTC en partie due à l’assèchement des basses couches
comme pour la série RAD-HA. À 1500 UTC, la plage d’air froid de SRAD-HA15 est la plus
importante de toutes les séries, et en particulier plus importante que pour la série RSRAD
(Fig. 9.23d) qui ne diffère de SRAD-HA que par l’application de la procédure d’ajustement
HA. Cette plage s’étale d’abord (Fig. 9.23e) avant de se résorber (Fig. 9.23f) par manque de
précipitation. La position des précipitations est améliorée par rapport à RAD-HA, et est proche
de celle de RSRAD (Fig. 9.22). Cependant, la désactivation de la procédure d’ajustement de
l’humidité conduit à un déficit en précipitations.
Enfin, avec cette dernière comparaison entre RSRAD-HA et SRAD-HA et RSRAD, nous
montrons l’importance de l’humidification de la moyenne troposphère. Pour rappel, dans la
série RSRAD-HA (Fig.9.14), on utilise ainsi la procédure d’ajustement d’humidité uniquement
à 1200 UTC. Les données de surface sont également analysées à 1200 UTC afin d’initialiser
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lame d’eau radar Nîmes RS15 RAD15
RSRAD-HA15 SRAD-HA15 RAD-HA15
FIG. 9.22 – Cumuls des précipitations au sol entre 1500 et 2100 UTC (lame d’eau Hydram pour le radar
de Nîmes et champs simulés par Méso-NH à 2,5 km de résolution).
correctement la plage d’air froid. Ensuite, entre 1300 et 1500 UTC, on assimile les données
radar sans HA. Par rapport à SRAD-HA, on n’intensifie pas la plage froide entre 1300 et
1500 UTC car, comme on l’a vu à la section précédente, les incréments des analyses de
RSRAD-HA sont très faibles (Fig. 9.23g à i). Les précipitations sont donc mieux positionnées,
à peu près au même endroit que pour RSRAD (cf. Figs. 9.19 et 9.22). Par contre, l’intensité des
précipitations, quoique supérieure à SRAD-HA du fait de l’humidification de la troposphère à
1200 UTC est insuffisante et inférieure à RSRAD car cette dernière humidifie la troposphère
en plus entre 1300 et 1500 UTC.
En conclusion, les meilleures expériences sont RSRAD et RSRAD-HA. Ces deux expé-
riences placent correctement les maxima de précipitations grâce à un bon positionnement de la
plage d’air froid. Ce bon positionnement est dû, d’une part à l’initialisation correcte de la plage
d’air froid en début de cycle d’assimilation par l’analyse des données de surface, et d’autre part,
par un entretien de cette même plage d’air froid grâce à l’évaporation des précipitations formées
par suite d’une humidification importante lors de la première analyse et des analyses suivantes
pour RSRAD. Cependant, une trop forte humidification dans RSRAD se traduit par des cumuls
de précipitations trop importants, et lorsque la procédure HA est désactivée, les cumuls sont
trop faibles. Il semble donc nécessaire d’utiliser la procédure HA dans la méthode de restitution
1D, en particulier quand l’ébauche comme ce qui est le cas ici à 1200 UTC ne contient pas
d’hydrométores. Par contre, l’analyse de ces pseudo-observations avec le système d’assimila-
tion 3DVar conduit à un champ très peu contrasté de fortes humidités sur tout le domaine de
simulation, qui limite aux cycles suivants les possibilités de correction par la méthode de resti-
tution bayésienne. L’analyse 3DVar semble propager trop loin l’humidification introduite dans
les zones précipitantes. Pour le vérifier, nous avons réduit les portées des observations comme
cela est discuté à la section suivante.
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a : RAD-HA15 à 1500 UTC
b
bb a
b : RAD-HA15 à 1800 UTC
b
bb a
c : RAD-HA15 à 2100 UTC
b
bb a
d : SRAD-HA15 à 1500 UTC
b
bb a
e : SRAD-HA15 à 1800 UTC
b
bb a
f : SRAD-HA15 à 2100 UTC
b
bb a
g : RSRAD-HA15 à 1500 UTC
b
bb a
h : RSRAD-HA15 à 1800 UTC
b
bb a
i : RSRAD-HA15 à 2100 UTC
b
bb a
Vent : 20 m · s−1 θv (K) :
291 292 293 294 295
FIG. 9.23 – Idem Figure 9.20, mais pour RAD-HA, SRAD-HA et RSRAD-HA.
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(b) humidité non-balancée vert. moy. au niv. 41





















FIG. 9.24 – Statistiques d’erreurs du modèle à 2,5 km de résolution horizontale pour l’humidité non-
balancée avec portées réduites sur le modèle.
9.3 Réduction des portées horizontales
Afin de réduire l’étalement spatial des incréments sur l’horizontale, on a créé des matricesB
pour les domaines père et fils obtenues à partir des matrices B précédentes, mais en appliquant
un facteur de dilatation spectrale de 5, ce qui a pour effet de réduire les covariances spatiales
horizontales d’un facteur 5 (Fig. 9.24 à comparer avec la Fig. 7.2). Afin de comparer les ré-
sultats obtenus avec les nouvelles portées et ceux obtenus précédemment, on a alors réalisé
les expériences RAD12′, SURF12′ et RS12′ qui ne diffèrent de RAD12, SURF12 et RS12 que
par la matrice B du 3DVar Aladin/Arome. Une série d’expériences avec cyclage, RSRAD′, qui
correspond à RSRAD, a été réalisée afin d’évaluer l’impact de la réduction des portées sur le
cyclage.
9.3.1 Incréments d’analyse
On a d’abord testé l’effet des nouvelles portées sur l’analyse à 1200 UTC. On observe que
les incréments de RAD12′ s’étalent beaucoup moins que pour RAD12 (Fig. 9.25 à comparer
avec la Fig. 9.3). Les corrections sont donc plus locales. Notamment, à 4000 m, on n’humidi-
fie plus la grande majorité du domaine à 2,5 km de résolution horizontale. Au contraire, les
incréments reproduisent plus fidèlement la distribution des pseudo-observations assimilées (cf.
Fig.9.2d). La matrice B s’appliquant à toutes les observations analysées, la réduction de la por-
tée horizontale s’applique aussi aux expériences RS12′, SURF12′ et à la série RSRAD′ pour
l’assimilation des observations de surface mais entraîne moins de différence pour l’humidité en
190 9.3 Réduction des portées horizontales
(a : RAD12′ à 1000 m)
Bollène
(b : RAD12′ à 4000 m)
Bollène
(c : SURF12′ à 1000 m)
Bollène
(d : SURF12′ à 4000 m)
Bollène
FIG. 9.25 – Incréments d’analyse en humidité relative (%) à 1000 et 4000 m d’altitude pour les expé-
riences RAD12′ et SURF12′.
basses couches (Fig. 9.25e et f pour SURF12′ à comparer aux Figs. 9.3e et f pour SURF12).
Cette faible différence se retrouve aussi sur la température en basses couches (Fig. 9.26). Un
réseau d’observations de surface plus homogène sur tout le domaine sur terre peut expliquer
cette moindre différence.
La Figure 9.27 présente le nombre de pseudo-observations générées par la méthode de resti-
tution 1D qui entrent dans le 3DVar à chaque cycle. Le nombre de pseudo-observations produits
augmente avec le développement du système convectif, pour un nombre de rejet pratiquement
constant. Le nombre de rejet est plus important pour les analyses 1300, 1400 et 1500 UTC que
pour l’analyse de 1200 UTC. Cela peut s’expliquer par des gradients d’humidité plus pronon-
cés dans les ébauches de 1300, 1400, 1500 UTC qui sont des prévisions Méso-NH que dans
l’analyse Arpege qui sert d’ébauche à 1200 UTC. Un peu moins d’un quart des pseudo-profils
ne sont pas saturés. Les pseudo-observations assimilées contribuent à la fois à humidifier et à
assécher la troposphère de manière plus équilibrée que dans l’expérience RSRAD. Les zones à
forte humidité dans les ébauches de RSRAD′ se limitent beaucoup plus aux zones précipitantes
(Fig. 9.28), ce qui fournit à la méthode de restitution bayésienne un échantillon de profils beau-
coup plus contrastés en humidité et représentatifs de zones précipitantes et non-précipitantes.





FIG. 9.26 – Incréments de température (°C) au premier niveau physique du modèle Méso-NH pour les
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FIG. 9.27 – Nombres de pseudo-observations d’humidité relative issues de la restitution 1D en entrée
de l’analyse 3DVar à 2,5 km totaux (colonnes entières), dont pseudo-observations entrées provenant de
HA (rouge), entrées provenant de la restitution bayésienne 1D (vert) et rejetées (bleu) pour l’expérience
RSRAD′ en fonction de l’heure d’analyse (UTC). Les pseudo-observations rentrées à 1200 UTC sont
identiques pour les expériences RS12′ et RAD12′ (et RAD12, RS12, RSRAD12 et RSRAD-HA12).
9.3.2 Impact sur les prévisions Méso-NH
La Figure 9.29 est l’analogue de la Figure 9.6, mais avec des portées plus courtes pour les
analyses. On voit globalement une amélioration de la position du système précipitant pour les
expériences d’assimilation, sauf pour RAD12′ qui positionne le système précipitant au même
endroit que RAD12. Ceci est confirmé par les scores objectifs pour RS12′, dont la corrélation
avec les observations est particulièrement élevée, mais pas pour l’expérience RAD12′ (Tab.9.4).
Dans RAD12′, les précipitations au sol sont insuffisantes, plus faibles que dans l’expérience
RAD12. Ceci est dû à une moindre humidification de la troposphère qui conduit à la formation
de moins de précipitations dans RAD12′.
La très bonne performance de RS12′ s’explique par le bon positionnement de la plage d’air
froid (Fig. 9.30a à c). Cette plage d’air froid est bien positionnée car l’humidité est placée
au bon endroit en altitude grâce aux observations de réflectivités à 1200 UTC, tout en ayant
une plage froide bien initialisée à 1200 UTC. La différence avec l’expérience à portée longue
(RS12) est qu’on a moins humidifié la moyenne troposphère, et donc on produit moins de
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(a : ébauche à 1300 UTC)
Bollène
(b : incrément à 1300 UTC)
Bollène
(c : ébauche à 1400 UTC) (d : incrément à 1400 UTC)
Bollène
(e : ébauche à 1500 UTC) (f : incrément à 1500 UTC)
Bollène
FIG. 9.28 – Humidité relative (%) et isoligne de réflectivité à 10 dBZ(rouge) à 4000 m MSL pour la série
RSRAD′. Colonne de gauche : ébauches ; colonne de droite : incréments d’analyses.
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lame d’eau radar Nîmes RSRAD15′ SURF12′
pluviomètres RAD12′ RS12′
FIG. 9.29 – Cumuls des précipitations au sol entre 1500 et 2100 UTC.
BIAS RMSE corrélation ETS(0,1 mm) ETS(1 mm) ETS(10 mm)
REF12 1,55 29 0,04 0,09 0,13 0,10
RAD12 −0,84 26 0,25 0,18 0,25 0,22
RAD12′ 1,19 25 0,20 0,15 0,24 0,21
RS12 0,30 26 0,28 0,17 0,28 0,30
RS12′ 1,28 14 0,80 0,20 0,29 0,33
RSRAD15 −10 32 0,59 0,02 0,23 0,31
RSRAD15′ −2,9 13 0,86 0,12 0,31 0,36
TAB. 9.4 – Scores aux cumuls pluviométriques entre 1500 et 2100 UTC. Le seuil de chaque ETS est
indiqué entre parenthèses.
précipitations propices à renforcer la plage froide sur le sud et à positionner le système trop au
sud.
Après une période d’assimilation de 3 heures, on note que les résultats sont meilleurs avec
la réduction de la portée. L’expérience RSRAD15′ reproduit remarquablement bien la position
et l’intensité des précipitations observées (Fig. 9.29). On obtient les meilleurs scores de toutes
les expériences puisque la corrélation correspondante atteint 0,86, et les ETSs valent respecti-
vement 0,31 et 0,36 pour des seuils de 1 et 10 mm. Pour le seuil 0,1 mm, l’ETS est de 0,12,
un peu moins bon que pour les expériences RS12′ et RAD12′, car on a encore une tendance
à surestimer les faibles précipitations, bien que ce défaut soit largement atténué par rapport à
l’expérience RSRAD15.
Au-delà de 2100 UTC, le système simulé par RSRAD15′ se déplace trop vite au nord-ouest
par rapport aux observations, même s’il reste un peu plus sur les plaines du Gard que dans RS12
par exemple (comparer les Figs. 9.31 et 9.13).
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a : RS12′ à 1200 UTC
b
bb a
b : RS12′ à 1500 UTC
b
bb a
c : RS12′ à 1800 UTC
b
bb a
d : RSRAD15′ à 1500 UTC
b
bb a
e : RSRAD15′ à 1800 UTC
b
bb a
Vent : 20 m · s−1 θv (K) :
291 292 293 294 295
FIG. 9.30 – Idem Figure 9.7, mais pour RS12′ et RSRAD15′.
FIG. 9.31 – Réflectivités (dBZ) à 2000 m simulées par RSRAD15′ le 9 septembre 2002 à 0000 UTC.
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9.4 Conclusion
Dans ce chapitre on a testé plusieurs configurations pour le système d’assimilation
1D+3DVar, ce qui nous a permis de mettre en évidence ses points forts et ses faiblesses et d’éva-
luer son impact sur la simulation de l’événement des 8–9 septembre 2002. Concernant les ca-
ractéristiques de l’assimilation 1D+3DVar, ce cas d’étude a permis de constater que les analyses
combinant restitution bayésienne et procédure d’ajustement de l’humidité sont capables d’as-
sécher et d’humidifier aux bons endroits conformément à ce que nous avons constaté lors des
études avec observations simulées, moyennant une ébauche d’humidité suffisamment contras-
tée et représentative à la fois de zones précipitantes et non précipitantes. Dans la configuration
testée, c’est-à-dire avec un cycle d’assimilation qui démarre d’une ébauche sans hydrométéores,
la procédure d’ajustement est nécessaire pour corriger l’humidité dans les zones précipitantes,
mais il faut veiller à ne pas propager cette information trop loin de la zone effectivement préci-
pitante avec le 3DVar.
Nous avons testé un moyen de réduire l’influence spatiale de ces pseudo-observations
humides en réduisant les portées horizontales de la matrice B utilisée dans l’analyse 3DVar. Un
impact très positif a été trouvé par rapport aux expériences précédentes sauf pour l’expérience
n’assimilant pas de données de surface. Ceci est dû à une humidification insuffisante de la
troposphère qui conduit donc à la formation d’une plage d’air froid plus modeste que dans
l’expérience équivalente avec portées plus longues.
Sur ce cas d’étude, Ducrocq et al. (2007) ont montré que la plage d’air froid sous-orage for-
mée dans la vallée du Rhône au cours de l’événement jouait un rôle essentiel sur la dynamique
du système convectif en déplaçant le lieu de formation des cellules convectives vers le sud-est,
sur le bord d’attaque de cette plage d’air froid, perpendiculairement au jet de basses couches de
secteur sud-est. L’intensité de la plage d’air froid pilote donc la position de la partie convective
du système et par conséquent des maxima de précipitations. Les observations à 1200 UTC le
8 septembre 2002 montrent que la plage d’air froid est déjà formée alors que notre ébauche
(c’est-à-dire l’analyse Arpege) à la même heure en est dépourvue.
Nous avons vu au cours de ce chapitre que l’intensité de cette plage d’air froid était condi-
tionnée par deux éléments : son initialisation statique par les observations en surface et son
entretien par évaporation des précipitations. Nous avons montré que l’assimilation des précipi-
tations permettait de contribuer à cet entretien en injectant de l’humidité dans la troposphère,
permettant ainsi d’augmenter les précipitations. Ceci a pour double effet d’entretenir la plage
d’air froid par évaporation de ces précipitations dans les basses couches de l’atmosphère et
d’augmenter (et donc améliorer) les cumuls de précipitations au sol.
En réglant la quantité d’humidité injectée dans la troposphère par modification de la matrice
B de l’assimilation 3DVar, et en initialisant correctement la plage d’air froid à l’aide des obser-
vations de surface à 1200 UTC, nous avons obtenu des améliorations remarquables en termes
de position et d’intensité du système précipitant jusqu’à 6–9 heures d’échéance. Au-delà, l’im-
pact est moins visible ; l’influence du modèle coupleur et des zones dépourvues d’observations
(sur la mer) devient prépondérante à ces échéances. À noter également que nous avons assimilé
les réflectivités d’un seul radar sur un domaine relativement limité ; un impact plus important,
notamment dans les phases ultérieures de l’événement avec la progression du front froid qui
interagit avec le MCS, est escompté avec une assimilation sur tout le domaine métropolitain des




Les données radar, de par leur haute résolution et couverture spatio-temporelle et l’informa-
tion qu’elles fournissent, présentent un intérêt certain pour l’initialisation et la validation des
modèles atmosphériques à fine échelle. En effet, les radars sont typiquement capables de son-
der l’atmosphère sur plusieurs élévations avec une résolution supérieure à 1–2 km toutes les
15 min. Actuellement, les radars des services météorologiques nationaux couvrent une grande
partie de leur territoire et peuvent mesurer la réflectivité que l’on peut relier à la quantité d’hy-
drométéores sondés. En outre, la plupart d’entre eux peuvent mesurer les vitesses Doppler qui
sont reliées aux vitesses de ces hydrométéores, et donc plus ou moins directement à la vitesse
du vent.
Cette thèse a abordé les deux thèmes de la validation et de l’initialisation des modèles de
résolution kilométrique à l’aide de données radar. La première partie a été consacrée à l’élabo-
ration d’un simulateur de données radar et la seconde partie au développement d’une méthode
originale d’assimilation des réflectivités radar.
Simulateur de données radar. En s’appuyant sur des travaux antérieurs, on a construit un
simulateur radar modulaire dans les post-traitements du modèle de recherche atmosphérique
Méso-NH afin de spécifier un simulateur radar pour la validation des modèles atmosphériques
et un opérateur d’observation nécessaire dans bon nombre de techniques d’assimilation des
données radar. Ses caractéristiques sont les suivantes :
– la fonction de directivité d’antenne est modélisée par une gaussienne qui ajuste le lobe
principal et prend en compte l’élargissement du faisceau radar avec la distance à l’aide
d’une discrétisation de la section du faisceau ;
– la trajectoire du faisceau peut être estimée par une technique supposant une réfraction
« standard », c’est-à-dire indépendante de l’état de l’atmosphère, ou par une technique
nécessitant l’utilisation de la loi de Descartes en chaque porte de la trajectoire.
– quatre méthodes de diffusion sont possibles pour modéliser les interactions entre les
hydrométéores et les ondes radar (de la plus simple à la plus précise) : l’approximation de
Rayleigh, pour des particules petites devant la longueur d’onde du rayonnement incident,
l’approximation de Rayleigh pour sphéroïdes, qui permet de tenir compte de l’anisotro-
pie des particules diffusantes, la théorie de Mie pour les sphères (qui a pour cas limite
les résultats de l’approximation de Rayleigh pour les petites sphères) et la méthode de la
matrice T pour sphéroïdes.
– il est possible de tenir compte de l’atténuation due à la présence d’hydrométéores. Cette
dernière est calculée à l’aide de la méthode de diffusion qui permet également de calculer
la puissance rétrodiffusée. Une formulation supplémentaire a été implémentée afin de pal-
lier le manque d’exactitude de l’approximation de Rayleigh pour calculer l’atténuation :
il s’agit d’un développement à l’ordre 6 du coefficient d’extinction calculé à l’aide de la
théorie de Mie ;

























FIG. 9.32 – ZDR en dB (a) et Kdp en ° · km−1 (b) simulés avec le simulateur radar présenté dans ce
mémoire à 2100 UTC 8 septembre 2002 (zoom avec les caractéristiques suivantes : élévation=1,2°, radar
de Bollène, λ =10,7 cm, diffusion de Rayleigh pour sphéroïdes, rapport d’axes d’après Pruppacher et
Beard, 1970, pour l’eau liquide précipitante). Les réflectivités correspondantes sont présentées Figure
3.17e.
gouttes de pluie en fonction de leur diamètre,
– pour les vitesses Doppler, il est en outre possible de tenir compte de la vitesse de chute
des particules et/ou de la pondération des vitesses des hydrométéores par les réflectivités.
– le calcul de paramètres polarimétriques (ZDR et Kdp) a aussi été développé dans le simu-
lateur (voir Fig. 9.32 pour illustration). Ce développement n’a pa été présenté dans ce
mémoire car leur validation est en cours, notamment sur un cas où nous disposons des
données polarimétriques du radar de Trappes.
Concernant les réflectivités, on a montré grâce à des études de sensibilité sur les différentes
implémentations de chaque module qu’il était nécessaire de simuler l’élargissement sur la ver-
ticale du faisceau radar avec la distance. La modélisation de l’élargissement du faisceau sur
l’horizontale n’est pas requise puisque cet élargissement est toujours inférieur à la résolution
horizontale du modèle atmosphérique. Bien que la méthode de calcul nécessitant l’utilisation
locale de la loi de Descartes pour estimer la trajectoire du faisceau radar soit en théorie plus
précise que celle utilisant une courbure « standard », elle dépend beaucoup de la qualité du
champ de réfractivité fourni par le modèle atmosphérique et elle est donc susceptible de dégra-
der l’estimation de la trajectoire dans certains cas. Son coût numérique et sa complexité d’im-
plémentation dans un code s’exécutant sur des calculateurs d’architecture multi-processeurs
justifient donc qu’on privilégie la méthode utilisant la courbure « standard ». Afin de calculer
des observations polarimétriques, il est absolument nécessaire d’utiliser au moins la théorie de
Rayleigh pour sphéroïdes ou la méthode de la matrice T, mais pour la simulation de réflectivi-
tés, la théorie de Rayleigh suffit dans bien des cas (en bande S en tout cas). En bande C et pour
d’importants rapports de mélange en pluie, on peut toutefois obtenir des erreurs de quelques dB
par rapport à la méthode de la matrice T. On a également constaté qu’on ne pouvait négliger
l’atténuation en bande C ou X. Lorsqu’on tient compte de l’atténuation, la théorie de Rayleigh
et son extension aux sphéroïdes ne suffisent pas et il faut utiliser des méthodes de diffusion plus
complexes. Enfin, il a été confirmé que l’expression du rapport d’axes des gouttes de pluie avait
peu d’incidence sur la réflectivité.
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On a effectué un travail similaire pour la simulation des vitesses Doppler. Des tests de sen-
sibilité ont été effectués sur les trois modules suivants : l’élargissement du faisceau sur la ver-
ticale, la pondération des vitesses radiales par les réflectivités et la simulation de la vitesse de
chute des hydrométéores. On a montré, pour des élévations classiquement utilisées par les ra-
dars météorologiques (jusqu’à 18° dans notre cas), que l’on pouvait négliger la vitesse de chute
des hydrométéores sans affecter notablement la précision des vitesses simulées. Par contre, on
a vu que négliger l’élargissement du faisceau sur la verticale ou la pondération des vitesses par
la réflectivité dégradait la précision des vitesses Doppler simulées. Les erreurs occasionnées
par ce type d’approximation proviennent de portes distantes au sein desquels existent de forts
gradients de réflectivité et de vitesses, comme par exemple au sommet de cumulonimbus où les
zones d’ascendances sont associées à de fortes réflectivités et des vitesses verticales, et l’en-
clume est associée à des réflectivités plus faibles et des vitesses horizontales. On a constaté de
plus que négliger ces deux effets simultanément n’entraînait pas des erreurs plus importantes
que négliger un seul d’entre eux. On en a donc conclu qu’il valait mieux négliger les deux effets
plutôt qu’un seul lorsqu’on ne pouvait se permettre de modéliser les deux à la fois.
L’intérêt du simulateur pour la validation a été vérifié sur un cas d’étude (le cas des inonda-
tions exceptionnelles du Gard les 8-9 septembre 2002) pour lequel le simulateur de réflectivités
a permis de mettre en évidence un déficit d’hydrométéores dans la partie stratiforme du MCS
simulé par rapport aux réflectivités observées. Ce simulateur peut également servir à valider des
algorithmes de restitution à partir d’observations radar en fournissant un cadre réaliste pour le-
quel tous les paramètres météorologiques sont accessibles. Plus spécifiquement, il est possible
d’évaluer un algorithme de restitution de vent tridimensionnel à partir de vents Doppler me-
surés par plusieurs radars : le simulateur fournit les vitesses en entrée d’algorithme, et on peut
alors vérifier les sorties de cette algorithme directement avec les champs du modèle. De manière
similaire, on peut vérifier la qualité d’un algorithme de correction d’atténuation à partir d’ob-
servations polarimétriques ou encore un algorithme de dépliement de vitesses radiales (au détail
près qu’il faudrait « plier » les vitesses Doppler simulées). Bien sûr, ce genre d’études se passe-
rait alors dans un cadre idéal pour lequel les erreurs de mesures n’existeraient pas. On pourrait
songer à compléter le simulateur avec un module de bruit ou d’artéfacts afin de rendre les si-
mulations plus réalistes et tester la validité des algorithmes dans des conditions plus difficiles.
Par ailleurs, il est très facile de simuler des observations supplémentaires dans le simulateur. Il
sera par conséquent aisé de spécifier un simulateur et un opérateur d’observation pour assimiler
les réfractivités en utilisant une méthode similaire à celles utilisées pour les réflectivités ou les
vitesses Doppler.
Assimilation de réflectivités radar. Une méthode d’assimilation des réflectivités originale
a été développée. Elle tire parti du système d’assimilation 3DVar équippant déjà le modèle
Arome, qui deviendra le modèle à aire limitée opérationnel de Météo-France en 2008 avec une
résolution de l’ordre de 2–3 kilomètres. Cette méthode appelée 1D+3DVar restitue d’abord des
profils verticaux de paramètres du modèle atmosphérique à partir de profils verticaux de ré-
flectivités observées. Ces paramètres restitués, appelés pseudo-observations, sont ensuite traités
comme des observations classiques par le système d’assimilation 3DVar. De nombreux travaux
précédents d’assimilation des données de précipitations ont montré que l’humidité était le para-
mètre qui avait le plus d’impact sur les prévisions ; on a donc choisi d’étudier la restitution de
ce paramètre en particulier.
La méthode de restitution bayésienne 1D utilise la capacité du modèle à créer des profils co-
hérents de réflectivités et d’humidité. Chaque profil de pseudo-observations d’humidité relative
produit par la méthode de restitution 1D ressemble donc aux colonnes d’humidité de l’ébauche
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au voisinage du point d’observation dont la colonne de réflectivités simulées associée est la
plus proche du profil de réflectivités observées. Cette méthode présente l’avantage d’être en
principe en mesure à la fois d’assécher des zones trop précipitantes et d’humidifier des zones
trop sèches, à la condition que le modèle simule des profils de réflectivités semblables à ceux
observés au voisinage du point d’observation. De manière similaire à ce qui a été fait dans cer-
taines techniques d’ajustement de l’humidité, on a ajouté à cette restitution 1D une procédure
qui ajuste l’humidité à la saturation au-dessus du niveau de condensation de l’ébauche lorsque
des réflectivités significatives sont observées et qu’aucune réflectivité significative n’est simulée
par l’ébauche.
Nous avons testé cette méthode avec le système d’assimilation dit hybride « 3DVar
Aladin/Méso-NH », développé pour les études de faisabilité de l’assimilation Arome. Cela nous
a permis d’évaluer l’impact de l’assimilation des réflectivités radar sur la prévision à fine échelle
et à très courte échéance avec un système très proche du futur système Arome. On a montré dans
un cadre idéalisé (OSSEs) que la restitution 1D et l’assimilation 1D+3DVar complète étaient
effectivement capables d’assécher et d’humidifier au bon endroit, sans entraîner d’explosion
numérique. Dans un second temps, la méthode d’assimilation 1D+3DVar a été testée avec des
données réelles sur un cas d’étude, celui du 8 septembre 2002 qui a fait l’objet de plusieurs
études dans l’équipe MICADO permettant d’identifier les mécanismes clés de sa stationnarité
sur les plaines du Gard. Un impact positif de l’assimilation des réflectivités sur les prévisions
à courte échéance a été trouvé. En particulier, la position du système précipitant a été amé-
liorée par rapport à une prévision de référence démarrant d’une analyse sans assimilation des
réflectivités grâce à la production d’une plage d’air froid conformément aux observations de
surface. Cette plage d’air froid a déplacé le système convectif en forçant les ascendances à se
développer sur son bord d’attaque et non sur les flancs du relief comme dans l’expérience de
référence qui ne développe pas de plage d’air froid. Cette plage d’air froid est créée grâce à une
intense humidification des couches moyennes de la troposphère qui augmente les précipitations
qui s’évaporent ensuite dans les basses couches sous-saturées.
Nous avons ensuite évalué l’apport d’un cyclage sur trois heures à la fréquence horaire sur
la prévision. Nous avons constaté que les expériences assimilant des données radar avaient ten-
dance à trop humidifier l’atmosphère. Ainsi, au bout d’une heure, l’atmosphère est saturée en
humidité et l’algorithme de restitution bayésienne ne fonctionne plus optimalement car beau-
coup de colonnes du modèle sont semblables. Des expériences ont été conduites en retirant la
procédure d’ajustement d’humidité. Ces expériences ont donné de moins bons résultats : en
l’absence de forte humidification en début de cycle, la plage d’air froid ne se forme pas et la
position des précipitations est moins bonne qu’avec la procédure d’ajustement d’humidité.
Nous avons enfin regardé l’effet de la réduction des portées horizontales de la matrice de
covariance des erreurs d’ébauche dans le système d’assimilation 3DVar, qui étalait fortement les
incréments d’humidité sur une grande partie du domaine de simulation. Les meilleurs résultats
sont obtenus avec cette réduction des portées, un cyclage sur trois heures à la fréquence horaire
et la procédure d’ajustement d’humidité grâce à une meilleure simulation de la plage d’air froid
et une humidification moins importante en moyenne troposphère.
Bref, nous avons montré que la méthode d’assimilation 1D+3DVar avait un fort potentiel
pour la prévision de la convection sur un cas d’étude relativement complexe (zone montagneuse,
MCS quasi-stationnaire), notamment en étant capable d’avoir un impact sur la dynamique du
système précipitant par le biais de la création d’une plage d’air froid sous orage ou de son
entretien lorsque l’information sur la présence d’une plage froide est déjà fournie par l’assimi-
lation des observations de température à 2 mètres. La méthode doit bien entendu être validée sur
d’autres cas. Sa transposition dans Arome, qui est en cours, devrait permettre d’effectuer des
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assimilations sur de plus longues périodes et avec l’ensemble des observations qui seront assi-
milées par le système Arome (observations de surface, radiances SEVIRI en ciel clair, vitesses
radiales Doppler, radiosondages, GPS, etc.). En particulier, la synergie entre l’assimilation des
radiances Météosat/SEVIRI en ciel clair qui permet de documenter l’humidité en moyenne et
haute troposphère hors zones de nuages et précipitations observées et simulées, les observa-
tions de surface qui apportent une information sur l’humidité dans les basses couches et les
réflectivités radar qui fournissent une information sur l’humidité dans les zones précipitantes
observées et/ou simulées devra plus particulièrement être examinée, et devrait en particulier
réduire l’impact de fonctions de structures (matrice B) à trop grandes portées. À noter que
les fonctions de structures établies pour le modèle Arome à partir d’ensemble de prévisions
Arome montrent des portées plus courtes que celles utilisées pour le système d’assimilation hy-
bride à 2,5 km sans atteindre cependant les valeurs que nous avons testées lorsque nous avons
réduit les portées dans notre étude. L’assimilation conjointe des vitesses radiales Doppler et
des réflectivités devrait renforcer la cohérence entre dynamique et microphysique des systèmes
précipitants et réduire le spin-up. Au niveau plus particulièrement de l’assimilation des réflecti-
vités radar dans Arome, de lourds développements techniques ont été entrepris parallèlement à
ce travail de thèse par le CNRM/GMAP. Ils ont concerné la prise en compte d’un nouveau type
d’observation et de son flux de données dans le code de l’assimilation commun aux systèmes
IFS/Arpege/Aladin/Arome, la mise en place du contrôle de qualité et d’un écrémage des ob-
servations radar et la possibilité de prendre en compte des erreurs d’observations basées sur le
code qualité fourni par les producteurs de données radar, et l’implémentation de la méthode 1D
dans le code Aladin/Arome. Ces développements techniques permettent désormais d’envisager
la validation et le réglage de l’assimilation des réflectivités radar dans une configuration proche
du système Arome qui devrait être mis en opérationnel à la fin 2008.
Concernant la méthode de restitution 1D, il serait par ailleurs intéressant de déterminer
l’apport éventuel de la restitution d’autres paramètres tels que la température ou la divergence du
vent. Plus généralement, l’assimilation des observations autres que les réflectivités et les vitesses
Doppler, c’est-à-dire les observations polarimétriques et la réfractivité, constitue un champ de
recherche encore très peu défriché. En ce qui concerne les observations polarimétriques, on
pourra par exemple chercher à initialiser les rapports de mélange des espèces microphysiques ou
initialiser les paramètres des distributions granulométriques des hydrométéores dans un schéma
microphysique à deux moments et évaluer le bénéfice tiré de ce type d’initialisation pour la
modélisation des systèmes convectifs. Pour ce qui est de la réfractivité, son assimilation sera
sans doute plus aisée car elle s’exprime relativement simplement en fonction de l’humidité,
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Pour évaluer la qualité des prévisions de précipitation, on a utilisé le scores objectifs
classiquement utilisés pour la vérification des modèles opérationnels, même si à fine échelle
ils sont moins bien adaptés du fait du probème dit de double pénalité. En effet, un modèle à
fine échelle est capable de produire des structures de plus forte intensité et avec des gradients
plus importants qui font qu’une erreur de localisation de la structure meme si son intensité est
correcte pourra induire des valeurs de scores particulièrement mauvais (voir Baldwin et Kain,
2006 pour une discussion de ce problème).
Le biais (noté BIAS) est la moyenne des écarts algébriques entre les observations yobsi et










où n est le nombre de points de comparaison. Lorsque les lois de probabilités des erreurs de
chacun des deux champs sont gaussiennes, le biais est un estimateur de la différence entre les
espérances de ces deux lois. Or, pour les précipitations, on peut douter du caractère gaussien de
la loi de probabilité de l’erreur du modèle notamment. Par ailleurs, ce score seul ne suffit pas
car on peut avoir deux champs très différents, mais dont la moyenne des écarts est faible. On











Ces deux quantités sont d’autant meilleures qu’elles sont proches de 0.
L’objectif de la corrélation (R) est de quantifier la relation entre l’observation et la prévision,








































La corrélation est parfaite lorsqu’elle est égale à 1 et très mauvaise lorsqu’elle est égale à −1





TAB. A.1 – Tableau de contingence pour des cumuls de pluie.
l’une de l’autre).
L’ETS (en anglais equitable threat score, score de menace équitable, aussi appelé Gilbert
skill score) est, pour deux catégories d’événements donnés, le nombre de prévisions correctes
excédant celles qui seraient dues au hasard (Schaefer, 1990). Pour des cumuls de pluie, les deux
catégories seront définies par rapport à un seuil de cumul. Pour les nombres de cas a, b, c et d
définis par le tableau de contingence A.1, l’ETS est défini par :
ETS = ad−bc
(b+ c)(a+b+ c+d)+(ad−bc) (A.4)
Ce score est équitable dans le sens où il ne privilégie pas une catégorie par rapport à l’autre.
Un score parfait est obtenu pour 1 ; le score le plus mauvais possible est −1/3.
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Annexe B
Méthodes de calcul de la diffusion
On décrit ci-dessous plus en détail les autres méthodes qui n’ont pas été implantées dans
Méso-NH.
B.1 Approximation de Rayleigh-Gans
La dénomination exacte de la théorie abordée dans cette section est sujette à controverse.
On se bornera ici à reprendre à notre compte la conclusion de Bohren et Huffman (1983) :
This assumption is the basis of what is often called the Rayleigh-Gans theory. How-
ever, Kerker (1969) has argued that Debye, not Gans, should share honors with
Rayleigh 1. Rocard sometimes trails Rayleigh and Gans (Acquista, 1976). And in
quantum-mechanical scattering, the analogous approximation is called the Born
approximation (to be precise, the first Born approximation) (Merzbacher, 1970);
the name of Kirchhoff sometimes appears in tandem with that of Born (Saxon,
1955). [. . . ] we shall content ourselves with the somewhat more prosaic Rayleigh-
Gans theory.)
Cette théorie consiste à diviser la particule en éléments volumiques. Chaque élément est
traité comme un diffuseur selon Rayleigh excité par un champ incident qui est supposé ne pas
être perturbé par la présence du reste de la particule. Cette approximation est valable si
|m−1| ≪ 1 , (B.1)
et
kd|m−1| ≪ 1 , (B.2)
où d est une dimension caractéristique de la particule. Sous ces hypothèses, la matrice de diffu-




−3ik34pi KV f (θ ,φ) 0
0 −3ik34pi KV f (θ ,φ)cosθ
)
. (B.3)
1. Plus précisément, Kerker (1969) attribue la paternité de cette théorie à Rayleigh (1881), complétée par des
articles ultérieurs (Rayleigh, 1910, 1914, 1918). Il mentionne des contributions de Debye (1915). Il ajoute que
Gans (1925) a redécouvert les formules de diffusion pour une sphère homogène, contribution qu’il qualifie de peu
significative.
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où le facteur de forme f (θ ,φ) est




eiδ dV , (B.4)
avec V le volume de la particule, et δ ≡ r · (ui−ud) est la phase entre le centre du système de
coordonnées et un point de la particule repéré par le vecteur r.
Pour des sphères, le facteur de forme est (Bohren et Huffman, 1983)
























S22(θ) = S11(θ)cosθ , (B.8)
S12 = S21 = 0 . (B.9)






























B.2 Technique multipôle généralisée
Le terme de technique multipôle généralisée (generalized multipole technique, GMT) a été
inventé par Ludwig (1991) pour désigner un ensemble de méthodes. Dans la théorie de Mie
et dans la méthode de la matrice T, les champs à l’intérieur et à l’extérieur du diffuseur sont
développés en termes de multipôles sphériques ayant leur origine au centre de la sphère. Avec
la GMT, de nombreuses origines sont utilisées pour le développement en multipôles. Les coef-
ficients de ces développements sont des valeurs inconnues qui sont déterminées en appliquant
des conditions aux limites à la surface de la particule. Les coefficients peuvent être détermi-
nés en satisfaisant les conditions aux limites en un nombre fini de points à la surface, ou en
effectuant une régression selon les moindres carrés, ou bien encore par une intégrale de surface
similaire à celles de la méthode de la matrice T (Doicu et Wriedt, 1997). Des « sources équiva-
lentes » peuvent être utilisées à la place des multipôles sphériques multiples. Elles peuvent être
de n’importe quel type, pourvu qu’elles sont solutions de l’équation d’onde. Ainsi des ondes
sphériques, des dipôles et des fonctions de Gabor ont été utilisés. C’est pourquoi la méthode a
reçu d’autres noms : méthode multipôle multiple (multiple multipole method, MMP, Hafner et
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Bomholt, 1993), méthode des sources discrètes (discrete sources method, DSM, Eremin et Sve-
shinikov, 1993, Wriedt et Doicu, 1998, Doicu et al., 2000), méthode des sources fictives (fictious
sources method, Leviatan et al., 1995) ou encore méthode de Yasuura (Kawano et al., 1996). La
méthode multipôle mutiple a été développée pour des problèmes électromagnétiques tridimen-
sionnels quelconques. Les multipôles qui décrivent le champ interne sont situés à l’extérieur de
la particule diffusante, tandis que les pôles du champ externe sont localisés à l’intérieur de la
particule. Dans la DSM les sources multipôles sont distribuées sur l’axe de symétrie axiale du
diffuseur.
B.3 Méthode des moments
La méthode des moments (method of moments, MoM, Harrington, 1968, Morgan, 1981)
est une méthode d’équation intégrale de surface. Son origine remonte au travail de Harrington
(1968).
La MoM résout l’équation fonctionnelle
LF= g , (B.11)
qui représente la condition aux limites des composantes du champ incident à la surface de la
particule. L est un opérateur linéaire qui donne les valeurs des champs électrique et magnétique
dus aux courants surfaciques, le vecteur g englobe les valeurs connues des champs électrique et
magnétique incidents, et F est un vecteur inconnu de courants surfaciques électrique et magné-











αnLfn = g . (B.13)








wm ·g . (B.14)
Cet ensemble d’équations peut être écrit sous une forme matricielle : l’équation intégrale de
départ est transformée en un ensemble d’équations linéaires. Harrington (1987) a passé en revue
cette méthode.
B.4 Méthode de séparation des variables pour sphéroïdes
La méthode de séparation des variables pour sphéroïdes homogènes (separation of va-
riables method, SVM ou spheroidal coordinates method) fut d’abord développée par Oguchi
(1973b) et Asano et Yamamoto (1975), puis améliorée par Farafonov (1983). Cette méthode
résout de manière exacte le problème de la diffusion par un sphéroïde dans un système de co-
ordonnées sphéroïdales (voir Spencer et Moon, 1988, par exemple) en développant à la fois le
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champ incident, le champ intérieur et le champ diffusé en fonctions vectorielles sphéroïdales.
Les coefficients du développement de l’onde incidente sont calculés analytiquement, tandis
que les coefficients inconnus des champs intérieur et diffusé sont déterminés en appliquant les
conditions aux limites à la surface de la particule. Du fait que les fonctions sphéroïdales vec-
torielles ne sont pas orthogonales à la surface d’un sphéroïde, cette procédure conduit à un
système infini d’équations algébriques pour les coefficients inconnus qui doit être tronqué et
résolu numériquement. De plus le calcul des fonctions sphéroïdales constitue un problème à la
fois mathématique et numérique. Ces facteurs limitent l’application de SVM à l’équivalent de
sphères de paramètre de taille au plus égal à 35, ce qui n’est pas limitant dans notre cas : en
bande C, cela équivaut à des sphères dont le diamètre ne doit pas dépasser environ 55 cm, ce
qui est toujours vérifié.
Asano (1979) donne les résultats numériques correspondants pour des rapports d’aspect
de 5 et des paramètres de taille jusqu’à 35. La méthode semble particulièrement bien adap-
tée aux sphéroïdes ayant un grand rapport d’aspect (supérieur ou égal à environ 5). D’autres
méthodes fondées sur le même principe furent développées par la suite (Voshchinnikov et Fara-
fonov, 1993, Kurtz et Salib, 1993). Cette méthode peut être adaptée à des sphéroïdes à plusieurs
couches d’indices de réfraction différents de la même façon que pour la méthode de Mie (Onaka,
1980, Cooray et Ciric, 1992, Farafonov et al., 1996). Ciric et Cooray (2000) et Li et al. (2002)
fournissent de plus amples informations sur cette technique.
B.5 Méthode de la correspondances des points
La méthode de la correspondance des points (en anglais point-matching method) est une
formulation en équation différentielle développée pour calculer la diffusion en micro-ondes
de gouttes de pluie sphéroïdales (Oguchi, 1960, 1973a, Oguchi et Hosoya, 1974, Morrison et
Cross, 1974 et Bates, 1975). La formulation de cette technique est très proche de celle de Mie.
De même que dans la théorie de Mie, le champ diffusé et le champ transmis sont dévelop-
pés en termes de fonctions vectorielles sphériques (également appelées multipôles) Mn et Nn.
Les coefficients du développement du champ électrique diffusé sont trouvés en satisfaisant les
conditions aux limites à la surface du diffuseur. Les conditions aux limites requièrent la conti-
nuité des composantes tangentielles des champs électriques et magnétiques au passage de la
surface du diffuseur. L’onde plane incidente est développée en série de Fourier complexe de
l’angle azimutal. Du fait de l’asymmétrie axiale du diffuseur considéré, la condition aux limites
peut être déterminée indépendamment pour chaque terme de la série de Fourier.
En fait il y a deux approches à la mise en correspondance (c’est-à-dire la satisfaction des
conditions aux limites en un point) :
1. la correspondance par point simple, utilisée par Oguchi (1973a) et Oguchi et Hosoya
(1974) et
2. l’ajustement aux moindres carrés utilisé par Morrison et Cross (1974) et Oguchi et Ho-
soya (1974).
Dans la première approche, la correspondance est effectuée en autant de points qu’il y a de
coefficients à déterminer pour exprimer les champs intérieurs et extérieurs. Dans la seconde
approche, la correspondance est effectuée au sens des moindres carrés avec un nombre plus
important de points. La seconde approche améliore la stabilité numérique de la solution. Dans
chaque cas, il s’agit de résoudre un système d’équations linéaire pour obtenir les coefficients
des champs.
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Le concept de la correspondance des points est simple et adapté aux diffuseurs à symétrie
de rotation. La matrice à inverser est plus grande que la matrice nécessaire à la méthode de la
matrice T pour un même diffuseur. La méthode est considérée avoir une convergence et une
précision incertaines et requiert beaucoup de temps de calcul (Yeh et Mei, 1980, Wiscombe
et Mugnai, 1986). La méthode semble ne pas être valide pour des rapports d’axe inférieurs à
0,1 (Holt, 1982). Cette méthode a été adaptée à des hydrométéores en forme de sphéroïdes
déformés (Oguchi, 1977) et d’ellipsoïdes de révolution aplatis (Zhang et al., 1996). Elle a
également été adaptée à des objets axisymétriques recouverts d’une couche (Al-Rizzo et
Tranquilla, 1995a,b) et les résultats ont été comparés avec ceux de la méthode EBCM. Un
bon agrément a été trouvé entre les deux méthodes pour les hydrométéores considérés en
micro-ondes.
À part la méthode de la correspondance des points, d’autres techniques utilisent une ap-
proche différentielle. La méthode des lignes (method of lines, Pregla et Pascher, 1989) a été
adaptée pour des calculs de diffusion par des particules non-sphériques axisymétriques. Cette
méthode a été appelée le formalisme de Mie discrétisé (discretised Mie formalism, Rother et
Schmidt, 1996, 1997). En appliquant un opérateur de différence, on obtient un système d’équa-
tions différentielles ordinaires couplées. Ces équations sont découplées par une transformation
adéquate, de telle façon que les équations peuvent être résolues analytiquement par la théorie
de Mie. De cette manière la condition radiative est incorporée analytiquement.
Tosun (1994) a présenté une autre formulation différentielle de diffusion électromagnétique
par des diffuseurs rotationnellement symétriques. Cette méthode s’appuie également sur une
représentation des champs en fonctions vectorielles sphériques. Un diffuseur hétérogène peut
être considéré en prenant des coefficients ne dépendant pas de la position. Les coefficients
inconnus du développement en champ lointain sont déterminés par inversion d’une matrice.
B.6 Méthodes volumiques
Il existe un certain nombre de méthodes volumiques qui consistent à discrétiser le volume
entier de la particule diffusante. On peut par exemple citer la méthode des différences finies
dans le domaine temporel (finite difference time domain method, FDTD, Yee, 1966, Uma-
shankar et Taflove, 1982, Kunz et Luebbers, 1993, Taflove, 1995), la méthode de la matrice
de ligne de transmission (transmission line matrix, TLM, Hoefer et So, 1991), la méthode de
l’équation intégrale volumique (volume integral equation method, VIE ou VIEM), la méthode
des éléments finis (finite elements method, FE ou FEM).
Dans FDTD, les composantes des champs électrique et magnétique sont échantillonnées sur
une matrice et les équations de Maxwell sont résolues dans un espace fini qui contient un objet
de composition et de géométrie arbitraire en utilisant un schéma en différences finies dans le
temps. À chaque point de grille sont attribués des constantes électromagnétiques telles que la
permittivité, la perméabilité, et la conductivité. Les tailles de mailles sont choisies assez petites
pour que la plus petite longueur d’onde soit échantillonnée correctement. Par ailleurs le pas de
temps est contraint par une condition de stabilité. Au temps initial, on ajoute une onde plane.
Cette onde excitée par une source se propage et interagit avec la particule. La propagation et la
diffusion sont alors simulés en utilisant un schém de différences finies dans le temps et l’espace.
Le résultat est obtenu quand un champ stationnaire est établi en chaque point de grille ou quand
le champ atteint une faible valeur si une source de trains d’onde est utilisée. Le champ proche
ainsi obtenu permet de calculer le champ lointain en appliquant par exemple une technique
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d’intégration surfacique (Umashankar et Taflove, 1982).
L’espace de calcul est tronqué afin de rendre le calcul numérique réalisable et des conditions
aux limites artificielles sont introduites : condition limite absorbante de Mur (1982) ou de Liao
et al. (1984), par exemple. La précision du résultat est grandement affectée par les performances
de la condition à la limite absorbante.
Yang et Liou (1996), Tang et al. (1995) semblent montrer que cette méthode est particuliè-
rement adaptée pour de grands paramètres de taille (de 5 à 20).
VIE peut être résolue par deux méthodes similaires pour calculer la diffusion par un dif-
fuseur inhomogène (Lakhtakia et Mulholland, 1993). La première approche s’appuie sur la
méthode des moments (MoM, Cáterdra et al., 1989), la seconde sur la méthode du dipôle cou-
plé (coupled dipole method, CDM, Hage et Greenberg, 1990) ou sur l’approximation du dipôle
discret (discrete dipole approximation, DDA, Purcell et Pennypacker, 1973, Draine, 1988, Goe-
decke et O’Brien, 1988, Flatau et al., 1990, Draine et Flatau, 1994). MoM est une formulation
du champ réel, tandis que CDM s’appuie sur un concept de champs excités (Lakhtakia et Mul-
holland, 1993).
Lakhtakia (1992) a montré que DDA s’obtenait de façon générale à partir de VIE et a expli-
cité son rapport avec MoM. Avec DDA, une particule de forme quelconque est traitée comme
un assemblage tridimensionnel de dipôles sur une grille cubique. Une polarisabilité complexe
α supposée connue est assignée à chaque cellule dipôlaire. Cette polarisabilité est calculée à
partir de l’indice de réfraction complexe du matériau et de la densité de dipôles. Cette polarisa-
bilité induit dans chaque cellule une polarisation Pi qui dépend du champ électrique total à cet
endroit :
Pi = αiEi . (B.15)




Ai j ·P j . (B.16)
On obtient ainsi
α−1i Pi + ∑
j 6=i
Ai j ·P j = Einci . (B.17)
La matrice A inclut l’interaction de tous les dipôles dépendant de leur distance. Le champ inci-
dent est une onde plane. L’équation Éq. (B.17) peut être résolue par itération. En partant d’un Pi
initial, on obtient une solution qui converge. Cependant, en pratique, les calculs nécessitent un
grand nombre de dipôles même pour les diffuseurs de la taille de la longueur d’onde incidente.
La vérification classique de la précision d’un quelconque modèle DDA est de comparer
les résultats à ceux de la théorie de Mie. Pour des paramètres de taille jusqu’à 4,926 et 2320
pseudo-sphères, l’accord entre la théorie de Mie et DDA est très bon. DDA est devenue une
puissante méthode pour calculer la diffusion électromagnétique par des corpuscules de forme
arbitraire comme le montrent les synthèses de Draine et Flatau (1994) et Hoekstra et Sloot
(1996). Piller (1997) a amélioré cette technique en appliquant des concepts provenant de la
théorie de l’échantillonnage. En introduisant un tenseur de Green filtré, la méthode produit des
résultats fiables pour des discrétisations de grilles très grossières telles que 2,22 mailles par
longueur d’onde. Cependant, cette technique ne donne pas des résultats satisfaisants pour des
milieux très absorbants comme l’eau liquide (Tang et al., 1995).
FE est une technique en équation différentielle qui calcule le champ diffusé en résolvant
numériquement l’équation de Helmholtz vectorielle en tenant compte des équations aux limites
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(Silvester et Ferrari, 1996). La particule est discrétisée en de nombreuses cellules avec de 10 à
20 cellules par longueur d’onde. Les valeurs du champ électrique sont spécifiées à chaque nœud
de la maille et sont initialement inconnues. En utilisant les conditions aux limites, l’équation
différentielle est convertie en équation matricielle pour les valeurs de champ inconnues aux
nœuds. Cette dernière est résolue en utilisant l’élimination de Gauss ou des techniques itératives
préconditionnées comme la méthode du gradient conjugué. Bien que la diffusion en champ
lointain soit un problème ouvert en espace, FE est toujours mise en œuvre sur un domaine
de calcul fini pour limiter le nombre d’inconnues. C’est pourquoi des conditions aux limites
absorbantes doivent être imposées aux limites du domaine de calcul pour éviter les réflections
et permettre aux ondes de sortir comme si le domaine était infini.
Une autre façon de forcer la condition de rayonnement est la méthode unimoment (en an-
glais unimoment method). Cette méthode introduite par Mei (1974) vise à simplifier les matrices
associées aux approches en éléments finis. Dans cette méthode, les régions intérieure et exté-
rieure sont découplées. Elle a été appliquée à des cylindres diélectriques bidimensionnels par
Chang et Mei (1976), mais sa première application à des hydrométéores semble être le travail
de Fang et Lee (1978) qui ont utilisé un programme développé par Morgan et al. (1977). Des
calculs supplémentaires furent ensuite effectués par Morgan (1980). La méthode unimoment
emploie une solution en éléments finis de la formulation du potentiel azimutal couplé (Morgan
et al., 1977, Morgan et Mei, 1979). L’espace contenant le diffuseur est divisé en trois régions
par une paire de surfaces sphériques concentriques. La surface extérieure entoure complètement
le diffuseur. La surface intérieure est à l’intérieur du diffuseur, et le diffuseur est supposé être
homogène à l’intérieur de cette surface. Dans les régions intérieure et extérieure, les champs
sont développés en termes de fonctions harmoniques sphériques radiales appropriées. La région
intermédiaire est traitée via une analyse en élément finis.
FE peut être appliquée à des particules de forme quelconque, est conceptuellement simple
et facile à mettre en œuvre. Cependant, les calculs FE sont répartis sur le domaine de calcul
entier au lieu d’être confiné au diffuseur seul.
B.7 Équation intégrale de Fredholm
Cette méthode, appelée en anglais Fredholm integral equation method, a été introduite à
l’origine pour traiter la diffusion potentielle en mécanique quantique (Holt et Santoso, 1972,
1973) et a été étendue par Uzunoglu et al. (1976) pour traiter la diffusion d’ondes électro-
magnétiques par des sphéroïdes diélectriques afin de modéliser la diffusion par des particules
précipitantes. Elle est décrite en détail par Holt (1980).
Les amplitudes de diffusion avant et arrière furent calculées pour la pluie à un certain
nombre de fréquences entre 4 et 30 GHz (Uzunoglu et al., 1977) et pour de la pluie glacée
à 20 et 30 GHz (Evans et Holt, 1977). La méthode a également été utilisée pour des cylindres
de sections efficaces elliptiques (Uzunoglu et Holt, 1977) et rectangulaires (Shepherd et Holt,
1980) et pour des cylindres circulaires finis (Shepherd et al., 1981) dans une tentative pour dé-
terminer l’importance de la forme sur la diffusion des microondes par les particules de glace.
Un exemple de calcul pour des ellipsoïdes a été donné par Holt et al. (1978).
Cette méthode présente l’inconvénient de requérir une implantation différente pour des par-
ticules de forme différente. Par contre, elle permet de n’effectuer qu’un seul calcul pour des
diffuseurs de même forme, mais de fonction diélectrique changeante (c’est-à-dire par exemple
de température différente).
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On ne s’attardera pas sur cette méthode appelée en anglais geometrics optics approximation
(GO) ou ray-tracing approximation, car elle n’est valable que pour des particules bien plus
grosses que la longueur d’onde incidente (on explique ainsi la formation des arcs-en-ciel). Par
comparaison avec la théorie de Mie, Hansen et Travis (1974) ont montré que l’approximation
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Résumé
Le travail de thèse a porté sur l’utilisation des données radar dans les domaines de la valida-
tion et de l’initialisation des modèles atmosphériques à échelle kilométrique. Dans la première
partie, un simulateur radar sophistiqué et modulaire est développé dans le modèle atmosphérique
à haute résolution Méso-NH. Des tests de sensibilité sur les différentes formulations utilisées
pour décrire chaque processus physique impliqué dans les mesures radar (réflectivités et vents
radiaux Doppler) sont effectués. Ils permettent de préciser le niveau de complexité nécessaire
pour la simulation de la donnée radar à des fins de validation et pour l’opérateur d’observation
à des fins d’assimilation des données radar. Dans la seconde partie, une méthode originale est
développée pour assimiler les réflectivités. Cette méthode en deux temps, appelée 1D+3DVar,
restitue d’abord des profils verticaux d’humidité à partir de profils de réflectivité par le biais
d’une technique bayésienne qui utilise des colonnes voisines d’humidité et de réflectivité cohé-
rentes du modèle. Les pseudo-observations restituées sont à leur tour assimilées par un système
d’assimilation 3DVar à la résolution de 2,5 km. La méthode est évaluée et réglée avec à la fois
des données simulées et réelles. On montre notamment le bénéfice de l’assimilation des données
de réflectivité pour les prévisions à courte échéance de la situation des inondations exception-
nelles de septembre 2002 dans le Gard.
Mots clés : radar météorologique, assimilation de données, validation, prévision numérique du temps,
pluie intense.
Radar data simulation and assimilation
for fine-scale forecasting of deep convection
Abstract
The thesis work dealt with the use of radar data in the field of verification and initialisation
of kilometric-scale atmospheric models. First, a modular advanced radar simulator is developed
within the high-resolution atmospheric Meso-NH model. Sensitivity tests on the different for-
mulations used to describe each physical process involved in radar measurements (reflectivity
and radial Doppler winds) are carried out. As a result, a radar simulator for verification purposes
is specified as well as an observation operator for the assimilation of radar data. Second, an orig-
inal method is developed to assimilate reflectivities. This two-step method, called 1D+3DVar,
first retrieves humidity vertical profiles from observed reflectivity profiles through a Bayesian
technique that makes use of neighbouring model consistent humidity and reflectivity columns.
The retrieved pseudo-observations are in turn assimilated by a 3DVar assimilation system at
2.5-km resolution. The method is evaluated and tuned with both simulated and real data. The
method is found to be beneficial for short-range forecasts of the exceptional flash-flooding event
that occurred in September 2002 in Southern France.
Key words: weather radar, data assimilation, verification, numerical weather prediction, heavy precip-
itation.
