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1. Summary 
MULTIVARIATE HERMITE POLYNOMIALS, GRAM-CHARLIER 
EXPANSIONS AND EDGEWORTH EXPANSIONS 
Milton Sobel 
University of Minnesota 
In this paper multivariate Hermite polynomials are defined and applied 
to the problem of approximating certain multivariate cumulative distribution 
functions (c.d.f.'s) just as univariate Hermite polynomials are used in 
Gram-Charlier and Edgeworth expansions; the c.d.f.'s which are synnnetric in 
their variables are of particular interest. The inverse problem of using 
these polynomials to approximate the percentage point corresponding to an 
arbitrary fixed value of the c.d.f. is also considered. 
2. Introduction 
Multivariate Hermite polynomials were already defined by Hermite [3] in 
1864 and later studied by Appel and Kamp' de F'riet [1]. The univariate case 
has been extensively used and applied in Gram-Charlier and Edgeworth expansions 
but the corresponding multivariate result appears to have had little applica-
tion in the past. In this paper we develop the machinery needed to apply 
these multivariate Hermite polynomials to the approximation of certain proba-
bilities. Of particular interest is the application to approximating the 
probability of a correct selection in a wide class of ranking and selection 
problems. A particular example (that uses this machinery) is the selection 
of the best Poisson population (or Poisson processes) treated by Sobel [4]. 
3. Definition of the Multivariate Hermite Polynomials 
Let x = (x1 ,.o•,xp)' denote a p-dimensional colunm vector and f(x;p) 
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denote a given, arbitrary density in p variables; it is assumed that the 
associated chance variables x1 , ••• ,Xp are all standardized, i.e., EXi = O, 
EX~= 1, and that there is a connnon correlation p between Xi and Xj 
(ifj; i,j=l,2, ••• ,p) such that 
(3.1) -(p-1)-l < p < 1 
Let ~(x;p) denote the corresponding standardized multivariate Normal density 
with a conunon correlation p between the Normal chance variables Xt ana Xt ]. J 
(ifj; i,j=l,2, ••• ,p), where the value of pin ~(x;p) is the same as in f(x;p) 
so that (3.1) holds~ If (3.1) holds, then the associated covariance (or 
correlation) matrix 
(3 .2) ~ = A-l = (aij} = (p+(l-p)81 j} 
( ) -1 8ij being the Kronecker delta and its inverse A=~ are positive definite. 
Consider an expansion of f(x;p) about ~(x;p) in the form 
00 
(3.3) f(x;p) = 
where s=j1+ ..... +Jp and the superscript (j 1 , .•• ,jp) denotes a mixed partial 
derivative taken ja times with respect to xa (a=l,2, ••• ,p). The multivariate 
Hermite polynomial is defined by 
(3.4) 
so that we can write (3.3) as 
00 
f (x;"p) = ~ .... 
j.1=0 
00 
~ 
j. =0 p 
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From (3.4) we find that the partial derivatives of the quadratic form 
x'Ax with respect to x. (j=l,2, ••• ,p) play an essential role in simplifying J 
the structure of these Hermite polynomials and this leads us to define new 
variables y=Ax/b or equivalently 
where 
(3.7) 
p 
y i = b(xi + P, ~ 
j=l 
j+i 
p' = -p • 
l+(p-2)p' 
X •) 
J 
( i= 1,2, ••• , p) 
b = j l+(p-2)p 
( 1-p)t l+(p-l)p] 
The scalar b=b (p) has been defined so as to make they. standardized variables p i 
and they have a common correlation which is given by p' in (3.7); we note 
that p' also satisfies the inequalities in (3.1). We can now define the 
simpler polynomials H. . (x;p) by the relation 
J1,···,Jp 
(3.8) H~ . (x;p) 
J 1' • • •'JP 
For example it is easy to show ( the proof is omitted) that if H. j (x_; p) J1, .... , p 
has all subscripts zero except possibly for j (=j, say) then 
r 
Ho o · o o(x;p) = H.(y) 
, ••• , ,J, , ••• , J r (j=0,1, ••• ) 
where Hj(y) denotes the standard univariate Hermite polynomial in y of order 
b=r= 1, x=y:. and j. Setting p=l in (3.9), we note thatA~r notation agrees with the standard 
notation of Hermite polynomials. Because of this (and because the definition 
y=Ax/b differs from the definition f=Ax in [1]), our notation differs from 
that in [1]; it is easily seen from (3.10) that our H* and H correspond to 
their Hand G, respectivelyo 
-3-
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Letting ~1(y;p) denote the joint density of the yi (i=l,2, ••• ,p), we now 
define another set of polynomials H~ j (y;p) for any non-negative integers 
J1,•••, p 
j 1 , ••• ,jp by the relation 
(3.10) 
Since they. are standardized and equi-correlated with collllllOn correlation p' 
l. 
it follows that ~1(y;p) = ~(y;p') and hence a comparison of (3.4) and (3.10) 
gives 
(3.11) H**j . (y;p) = Ht . (y;p'). 
l, ••• ,Jp J1,···,Jp 
By (3.8), the right hand member of (3.11) can be written in terms of the 
simpler polynomials H. . ( z;p") where the z. are new variables defined 
J1,···,Jp l. 
as in (3.6) by 
(3.12) 
and where 
(3.13) 
p 
Z = b ( p I ) { Y +p II _E Y } i P i . . 1 J J= 
jfi 
( i= 1 , 2 , ••• , p ) . 
p" = -p' /[l+(p-2)p'] = p ; b(p') = b(p). 
Writing y = M1x for (3.6) and z = ~y for (3.12) and using (3.7) and (3.13), 
we find that~~= I, the identity matrix. Hence, from (3.8) and (3.11) 
(3.14) 
Hence the H*-polynomials and the H**-polynomials can both be expressed in 
terms of the simpler standardized H-polynomials with the appropriate argument. 
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4. Biorthogonality Property and~ Applications 
Hermite [2] (See Appel and Kamp' de F~riet [1], p. 367) has shown the 
remarkable fact that the two sets of polynomials H. . (x;p) and 
J1, •.•'JP 
H*j . (x;p) are biorthogonal, which we now state as a theorem. 
1'···,Jp 
Theorem 1 (Hermite): For all non-negative integers i 1 , ••• ,ip and 
p 
00 00 
(4.1) J ... J TI (jo): H~ i (x;p) H. j (x;p) cp(x;p)dx1 ••• dx = rv-l 11,•••, p J1,•••, p p ~ 
where the upper result holds if i =j for all a(a=l,2, ••• ,p) and the lower 
a a 
result holds if they differ for at least one a. 
0 
By (3.6) the density ~1(y;p) of y has the form (letting primes denote transpose) 
b2 ( , -1) 
- 2 y A y hp 
(4.2) cp1 (y;p) = e ~ (27r )p det(A) 
Using (4.2) the definition (3.10) of the polynomials H~ . (y;p) is easily 
J1,_ • .,Jp 
seen to be equivalent to defining the latter by means of the multivariate 
Taylor expansion 
b2 ( ) , -1( ) 
- 2 y-h A y-h (403) e = 
I 
where his the vector (h1 ,h2 ,.oo,hp). Cancelling conunon factors in (403), 
-1 letting t=bh,and using (3.14) and the fact that x=bA y, we obtain the result 
00 00 
(4.4) = E e•o E 
jp=O j 1=0 
• I • j J1••••Jpo H. . (x;p) J 1' .. ••,JP 
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If we now multiply the left members of (4.4) and (3.5) and also the right 
the 
members, replace t by it, and integrate over the x's then, usingAbiorthogonality 
(4 .. 1), we obtain 
!t 'A-lt 
(4.5) e2 w(t) 
jl j 
00 00 (itl) ••• (it) p 
E ••• I: p CJ1,•••,jp (p), = • i • I j =0 jl=O J1····Jp· p 
where w(t} is the characteristic function (cofo) of the arbitrary, given 
multivariate density f(x:;:p) o This result is used in Section 6 to develop the 
Edgeworth expansion of f(s;p) when the vectors is the sum of n independent 
and identically distributed· vector random variableso 
In writing out the standardized polynomials H. j J1,•••, p = H. • (x;p) J1,•o•,Jp 
for any fixed value of s we need only consider the cases jl ~ j 2 ~.~.~ jp 
since all the others can be readily obtained by a permutation of the variables. 
For general p and s=0,1,2,3,4 and 6 these polynomials are given as follows: 
Hl O O = xl , , ... , 
H = x2 -1 2,0, ••• ,0 1 H =XX -p 1,1,0, ••• ,0 1 2 
Hl,1,1,0, .•• ,0 = XlX2X3-p(xl+x2+x3) 
4 
H4,0, ••• ,0 = H4(xl) = xl-6xf+3 
H - (x1
3
-3x1)x2-3p(x
2
1-1) 3,1,0,. •o,O -
H 2,2,0, ••• ,0 
H2,1,l,O, ••• ,o = (xf-l)(x2x3-p)-2p(xlx2-p)-2p(xlx3-p)-2p2 
Hl,1,1,1,0, ••• ,0 = S4( 4)-p[S4( 2)-6p]-3p2 
H6 = H {x) 6 15 4 45 2 1 
,o, ••• ,O 6 1 = xl- xl+ xl- 5 
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H5,l,O, ••• ,o = H5(x1)H1(x2)-5pH4(x1) (where H5(x1) = x{-10xi+15x1) 
H4,2,o, ••• ,o = H4(xl)H2(x2)-8pH3(xl)Hl(x2)+12p2H2(xl) 
H3,3,0, ••• ,o = H3(xl)H3(x2)-9pH2(xl)H2(x2)+l8p2Hl(xl)Hl(x2)-6p3 
H4,1,l,O, ••• ,o = H4(xl)(x2x3-p)-4pH3(xl)[Hl(x2)+Hl(x3)]+12p2H2(xl) 
H3,2,1,o, ••• ,o = H3(xl)H2(x2)Hl(x3)-2pH3(xl)Hl(x2)-3pH2(xl)H2(x2) 
-6pH
2
(x1)(x2x3-p)+12p
2(x1x2-p)+12p3 
H2,2,2,0, ••• ,0 = H2(xl)H2(x2)H2(x3)-4p[H2(xl)(x2x3-p)+H2(x2)(xlx3-p) 
+H2(x3)(x1x2-p)]+8p
2(x1x2+x1x3+x2x3-3p)-2p
2 [H2(x1) 
+H2(x2 )+H2(x3)]+16p
3 
H3,l,l,l,O, ••• ,O = H3(xl)[x2x3x4-p(x2+x3+x4)]-3pH2(xl)(x2x3+x2x4 
+x3x4-3p)+6p2x1(x2+x3+x4)-6p
3 
H2,2,1,1,o, ••• ,o = H2(xl)H2(x2)(x3x4-P)-4pS4(4)-2pH2(xl)[(x2x3-p) 
+(x2x4-p)]-2pH2(x2)[(x1x3-p)+(x1x4-p)]-4p
2[s4(2)-6p] 
-2p2[H2(x1)+H2(x2)]-2p
2(x3x4-p)+8p
2(x1x2-p)+20p
3 
H2,1,1,1,1,o, ••• ,o = H2(x1)[s4(4)-p(S4(2)-6p)-3p2]-2px1s4(3) 
+6p2x1s4(1)+2p
2[s4(2)-6p] 
H1,1,1,1,1,1,o, ••• ,o = s6(6)-ps6(4)+3p2[s6(2)-15p]+3op3. 
In the above s4(j) denotes the sum of products of x's taken j at a time from 
the set (x1 ,x2 ,x3 ,x4); s4(j) denotes the sum of products of x's taken j at a 
time from the set (x2 ,x3,x4,x5); and s6(j) denotes the sum of products of x's 
taken j at a time from the set (x1 ,x2 ,x3,x4,x5,x6). The polynomials for s ~ 4 
l 
ands= 6 are given above because they appear in the constant term, the n-2 
term and the n-l term in the Edgeworth expansi~ derived in Section 6; the 
-7-
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-3/2 polynomials for s = 5 are first used in then term and, since these are 
not considered in Section 6, they are omitted here. Each expression above 
is meaningful and holds for any p equal to or greater than the number of non-
zero subscripts on H. . ; it should be noted that these expressions do 
Jl'." .JP 
not otherwise depend on p. To obtain the "starred" Hermite polynomials we 
use (3.6) and (3.8). 
The derivations of (4.6) were obtained by using the following recursion 
fornrula (for convenience, we take j. = 0:+1 (o: ~ 0) and write the recursion on 
1. 
the i th subscript or variable without writing all the subscripts) 
(4.7) H (x;p) = - - p ~ H (x;p) £ d p d} ••• ,o:+ 1, • • • i 'ox-:- . l 'oi'":" ••• ,o:, ••• 1 J= J 
. j+i 
To prove (4.7) we first note-from (3.12) and (3.13) that x = ~y so that 
(4.8) = - ~2 q,(y;p') ~Y- (y'~y) 
1. 
Starting with left side of (4.7) and using (3o4) and the above, we have 
(4.9) H ••• ,O:+l, ••• (x;p} cp(x;p) = b-sH! •• ,o:+l, ••• (y;p') cp(y;p') 
=-(h~,f'.~ { H* (y;p') cp(y;p')} 
oy i . • • ,q," • • 
= -b -l ~y i { H ••• ,o:, ••• (x; p) q,(x; p)} = -b -l q,(x; p)[-bx1H ... ,o:, ... (x; p) 
p O ox. 
+ j: l ( Ox j H .. • ,o:' .. • ( x; p) ) Oy ~ ] 
-8-
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dX. 
Since x = ~y it follows that~= b for j=i and bp for jfi. Substituting 
oyi 
these in the last member of (4.9) yields the result (4o1)o 
If we nroltiply both members of (3.5) by H. . (x;p) and integrate 
J1,•••,Jp 
out all the xi (i=l,2 200•,P) then C. . (a function of p, p and f) is J1,••o,Jp 
given for all non-negative integers j 1 ,o •• ,jp by 
00 00 
= J -• • 0 J . H • • ( X; p) f ( X) dxl • . • dxp J1,•••,J 
-00 -00 p 
It is clear that C = H = H* = lo If, under f(x;p), the O,.a.,O O,o•o,O O,aa.,O 
X. (i=l,2, ••• ,p) all have zero mean then we see from (4.6) and (4.10) that 
1 
C = C = 1,0,oao,0 0,1,0, ••• ,0 = C = O. 0, ••• ,0,1 If, in addition, the 
Xi all have unit variance under f(x;p) and there is a common correlation 
coefficient p between Xi and Xj (iij), which is the same as the value of p 
in ~(x;p), then we find that all second order C-values, i.e., those with 
s=2, are also zero. In writing down the third and fourth order C-values it 
i 1 ti th f . ~· ~ ~·. th th son y necessary o g ve em or Ji_ J2 -••o- JP since e o ers are 
obtained by a perurutation of the subscripts of the µ'sin (4.11). Direct 
computation gives 
C =µ ; C =µ ; 3,0,oo•,O 3,0,oo•,O 2,1,0, ••• ,0 2,1,0,.o.,O 
C = µ • 1,1,1,0, ••• ,0 1,1,1,0, ••• ,0' 
c4,o, ••• ,o =(µ4,o - 3) ; c3 1 o o =(µ3 1 o o - 3P); J , Jo••, , , ,•o•, 
c2 2 o =(µ - 2p~-1) 
, , ,.a.,O 2,2,0, ••• ,0 · c2 1 1 =fµ - p-2p2 ) ; , , ,O,.o.,O 2,1,1,0, •• o,O 
-9-
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C =(µ - 3p2 ) 1,1,1,1,0, ••• ,0 1,1,1,1,0, ••• ,0 
P ja 
whereµ. . is the expectation of 7f X~ under f(x;p). 
J1,•••,Jp O!=l ~ 
5. Integration of the Gram-Charlier Expansion 
After computing the constants C. . our next task is to obtain F(x;p), 
J 1, •••'JP 
which is defined as the c.d.f. of f(x;p). In order to integrate (3.5) term by 
term from -00 to x. in the "dunnny" variable t. (i=l,2, ••• ,p) we make use of the 
1 1 
following auxiliary facts which are readily checked. From (3.4) 
(5.1) 
xl xp J •••] Ht • {t;p) q>(t;p)dt1 uoodt J1,•••,J p 
. p 
-co 
= (-l)P Ht 1 . 1(x;p) cp(x;p) Ji- , .... ,JP-
provided ja ~ 1 for 0!=1,2, ••• ,p. More generally, if exactly r of the subscripts, 
say i 1 ,i2 , ••• ,ir (0 ~ r < p), are positive then by (4) 
(5.2) 
xl J ... J 
where t' 
X p 
Ht . (t;p) cp(t;p)dt1 .... dt J1,···,Jp p 
H*j l . l j . (t';p) cp(t';p)dt 1 ••• dt 1- , ••• ,Jr-' r+l' 000 'Jp r+ P 
Then cp(t';p) can be factored into 
cpr(t~_'_,·p) rnp-r(t"',·p2 ) where the first factor is the marginal d it f t t Y ens yo 1 2 , ••• ,tr 
[evaluated at ti= xi (i=l,2, ••• ,r)] and the second factor is the conditional 
-10-
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be transformed into standardized variables without changing the form of the 
region of integration. The Hermite polYl'}.omial in the right hand member of 
(5o2) can be viewed as a Hermite polynomial in p-r variables and if these are 
written as a linear combination of appropriate new variables, then the same 
method as used in (5.1) and (5,2) can be used again to lower by at least one 
the number of variables not yet integrated out; the only exceptions to this 
are those integrals in which the Hermite polynomial reduces to a constant 
before the integrations are all completedo These terms are handled by using 
the result (in terms of the scalar w). 
X X 00 L ( ~ )] - 1 S S W'\I p + X. (5.3) J ... J <p(t;p)dtl' ••• ,dt8 = J 01T ~ l <p(w)dw J=l ~1-p 
-00 -00 -00 
where ~(y) denotes the standardized univariate Normal c.d~f.; for x1=x2= ••• =xs 
(=h, say) tables of this integral are available as a function of s, hand p. 
The proof of (5.3) lies in the fact that the left member of (5.3) can be 
written in terms of standardized independent Normal random variables W. (j=O,l, ••• ,s) 
J 
as 
(5o4) P{~ W.-"1P W < x. (j=l, •• o,s)) J O J 
00 
=J w'1P+x. P{W. < J J '1°1-p (j=l,.o.,s)) ~(w)dw 
and the right hand member of (5.3) then follows. 
For p=2 we give below the third and fourth order terms (or 1st and 2nd 
order correction terms) of order l/"1n and 1/n, respectively; for p ~ 3 only 
the third order terms of order 1/~ are given. For p=2, using (3.4), (3.5), 
(3.6) and (5.3) we obtain 
(5.5) F(x;p) 
-co -co 
= f• [.! ~(w.Jp + xj)J ~(w)dw 
-oo J= 1 '11-p 
-11-
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where 
In the above, y1 and y2 are regarded as functions of x1 and x2 through (3.6) 
in perfooming the indicated permutations. In particular applications of 
be symmetric in its two arguments so that ci,j=Cj,i (i,j=l,2, ••• ) and further 
simplification is then possible. 
For p=3, we use the auxiliary variables y. (i=l,2,3), whose definition 
1. 
in (3.6) depends on p, and also 
(5.11) 11 •• 1.J 
xi-pxj 
=----
~ 
u. -p(l-p)u. 
v = __ 1._m ___ -=-Jm __ 
ij;m ~ ( 1-p+p2) ( l+p-p2) 
-12-
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for i, j and mall different. Then, by a similar procedure to that used for 
p=2, we obtain 
where 
(5.14) a(p) 
(5.15) 
(5.16) 
+ u3,lcp(u3,1) ~(v2,3,1)] + 2a2 {p) ~~~~= cp(u2,l) cp(v3,2,1) 
+ 
2x1 a(p) 
---==""l"""l~-~ [cp(u2, 1) ~(v3,2, 1) + cp(u3, 1) ~(v2,3, 1)] ~ ( 1-p+p2) ( l+p-p2) 
+ [xf-d(p)] /" [;. <»-(w~ p( l-p) + ujl)] cp(w)dw) • 
..CX) j=2 '4"1-p+p2 
= p(l+p-p2 ) Jl+p . 
1+2p 1-p' 
In the above they., u .. and v. j are all regarded as functions of the x. in 
1. i,J 1., ;m 1. 
-13-
performing the permutations indicated in (5.12); these permutations can be 
carried out on the subscripts of y., ui . and v. . • l. ,J l.,J;m 
Let ti . denote the value of y. in (3.6) with p fixed at 3 and the 
; J ,m 1. 
other two x's equal to x. and x. Consider the problem of getting the first 
J m 
correction term for general p ~ 3. The above formulas still hold, the only 
changes being that i) in place of y3 in (5.15) and (5.16) we would write 
t (the last two subscripts correspond to x1 and x2 on the left side of 3;1,2 
(5.15) and (5.16) and ii) the number of Q-terms, R-terms and S-terms in 
' (5.12) is given by the multinomial coefficients (i), l!i:f;_2 )! and(~), 
respectively. Permutations can now be carried out on the subscripts of 
ui,j' v. . and t. j • 1.,J;m 1.; ,m 
6. Edgeworth Expansion 
g -1 In this section we will assume that the-matrix ~=A is any positive 
definite covariance matrix .and not necessarily a special correlation matrix 
as in Section 3. It is also assumed that the characteristic function ( ~. :: . ) 
v(t) associated with the given density f(x) is absolutely integrable so that 
(10.6.3) of [2] holds. The discussion and the notation used below follow 
those u~ed by Cra~r [2] for the univariate case. If~ is any positive 
definite matrix the multivariate Hermite polynomials are defined as in (3.4) 
but we will then write ~(x;~) and H*(x;~) instead of ~(x;p) and H*(x;p), 
respectively. Explicit expressions for H*(x~) for p=2 ands~ 3 are given 
in [1]. 
Let f .=(s. 1,s.2 , ••• ,g. ) for each j (j=l,2, ••• ,n) denote a p-dimensional J J J JP 
vector of random variables which has a mean vector µ=(µ 1 ,µ2 , ••• ,µp) and a 
posi~tve definite covariance matrix~- The vectors g1 ,g2 , ••• ,gn are assumed 
-14-
,· 
to be independently and identically distributed and we lets denote their sum. 
The characteristic function (c.f.) v(t) of (s-nµ)/J'n = s* (say) in terms of 
the c.f. *1(t) of s1-µ is given by 
(6.1) '1,r(t) 
where A! . are by definition the semi-invariants (or cumulants) of s1-µ. J1,···,Jp 
The first term with s=jl + ••• + j =0 is zero and, since all the s.-µ have mean 
p J 
zero, the p terms with s=l are also zero. It then follows from (6.1) that for 
s=2 the cumulants are identical with the variances and covariances of s1-µ and 
hence these terms must add up to yield -½t'~t. Hence we can write (6.1) as 
(6.2) ¼t•~t ff e 2 ~ v( t)=ex £ 
=3 
co co 
E ••o E 
jp=O jl=O 
jl + .. o+ jp=S 
A~ • 
J 1 '.•••,JP 
• t • I J1····Jp· n (s/2)-1 
Since the covariance matrix~ of£* is the same as for s 1-µ we can now find 
the relations between the C-values for s* and the A1-values for s 1-µ by ex-
panding the right hand member of (6.2) and comparing term by term with the 
expansion in (4.5); we note in particular that for 3 ~ s ~ 5 
(6.3) 
A! . J1,•••,Jp 
(s/2)-1 
n 
cj . 1, ••• ,Jp = 
and that for s ~ 6 there are at least two terms on the right. 
1 
If we now expand the right hand side of (6.2) in powers of n-2 , we obtain 
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A.' 
, (. ) (. ) ( i '7) 1 ~ 4 ,0, oe. ,0( . )4 
+ E A.1,1,1,0, ••• ,0 itl it2 t3j + nL 24 itl 
A.' 
+ E 2,1,1,0, ••• ,0(it )2(it )(it) 
2 1 2 3 
+ E A.~,l,O, ••• ,O(it )2(it) + E A. 1 (it )(it )(it )\21 
2 1 2 1,1,1,0, ••• ,0 1 2 3)J 
and different positions 
where each unmarked sunnnation indicates an appropriate sum over permutations~ 
of the non-zero subscripts of the A. 1 with a corresponding change in the sub-
scripts of the t .• 
1 
It is well known {see, for example, [2]) that the multivariate Normal 
distribution is sufficiently regular so that 
i) the density can be regained directly from the c.f. as in (1006.3) of 
[2] without first getting the c.d.f. 
ii) the c.f. can be differentiated ja: times with respect to ta: for any 
positive integers j (a=l,2, ••• ,p)o 
a: 
Hence it follows from the definition of the multivariate Hermite polynomial 
for any positive definite matrix~ (as in (3.4))that 
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--
(6.5) 
I ' ( j' \ • ) 
'. ·.: . ' ... ; l '' 0 •• , J 
H*j • (x;;) cp(i;~.)) ~ .(-1")8 q> ·: '.; ·:~- (x;~) 
1, ••• ,J . p 
= 
00 00 
= J ... J 
..00 
Multiplying both extreme members of (6.4) by (2~)-1exp{-it'x} and integrating 
out all the t. gives the desired result 
1. 
(6.6) f(x) = cp(x;~) + cp(x;¥) 
-~ f A.' 3,0, ... ,OH* (x;~) 6 3,0, ... ,0 
A, I 
+ I: 2 , 1, 0 , ... , OH* ( x ;~ ) 
2 2,1,0, ••• ,0 
+ I: A.' H* (x;~.)} 1,1,1,0, ••• ,0 1,1,1,0, ••• ,0 
+ cp(x;~p 4,0, ... ,OH~ (x;~) t A.' n 24 4,0, ••• ,o 
A I 
+ I: 2 , 2 , 0 , ••• , OH* ( x ;~ ) 4 2,2,0, ••• ,0 
+ I: 
A I 
2, 1,1,0, ••• ,OH* (x·~) 
2 2,1,1,0, ••• ,0 ' 
+ I: A. I H* ( X ;~ ) 1,1,1,1,0, ••• ,0 1,1,1,1,0, ••• ,0 
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0 
~ A' + ½ E 3,0, .. • ,OH* (x;~) 6 3,0, ... ,o 
+ EA ' H* (x;~) 2,1~0, ••• ,o 2,1,0, ••• ,0 
+ E ~' H* (x ·~) + ti cp(x; ) 2 ( ) 
1,1,1,0, ••• ,0 1,1,1,0, ••• ,o • ~ · ~
The operation of squaring in the last part of (6.6) is "symbolic" with respect 
to the H*-polynomials (not with respect to the coefficients A- 1 ) in the sense 
that the product of any two H*-polynomials as well as the square of any one 
is to be replaced by a single H*-polynomial in accordance with the rule 
Finally the cunmlants A1 can be replaced by the C-values of s* using 
(6.3) and these in turn can be replaced by the central moments of s* using 
1 (4.8); this may be more useful but it removes the powers of n-2 from evidence. 
Alternatively we can replace the~· by the C-values of s1-µ and the latter by 
.!_. 
central moments of s1-µ using (4.8), thus keeping the powers of n-2 in 
evidence. th The various powers of of, the variance of the i- component, 
(i=l,2, ••• ,p) corresponding to the powers of o2 in (17.7.3) of [2], enter 
through the Hermite polynomials. The final result in terms of the Hermite 
polynomials is straightforward and is similar to that in (6.8) below except 
that cp(x;~) and H*(x;~) are written instead of cp(x;p) and H*(x;p), respectively. 
In the special case when s1-µ has variance unity for each of its components 
and a common correlation p (with -(p-1)-l < p < 1) between the~ and ~th 
component (a=k,) then~ has the same structure as in Section 2 and the expres-
sions in (4.6), with the help of (3.6), (3.7) and (3.8), can be used to give 
explicit results for the Edgeworth expansion. The final result in terms of 
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,; 
-- •, 
the Hermite polynomials is 
f(x;p) = ~(x;p) + ~(x;p) f;, µ3,0, ••• ,0H* (x·p) 
'1n L 6 3,0, ••• ,0 , 
+ I: 
µ 
2,1,0, ••• ,0H* (x;p) 
2 2,1,0, ••• ,0 
+E µ H* ,l._ 1,1,1,0, ••• ,0 1,1,1,0, ••• ,0J 
( . ) [ (µ4 - 3) 
+ ~ x,p ~ ,0,o •• ,0 H* ( ) n ~ 244,0, ••• ,o x;p 
+E 
(µ - 3P) 
3,1,0, ••• ,0 H* (x;p) 6 3,1,0, ••• ,0 
+E 
(µ - 2p2 - 1) 2,2,0, ••• ,0 H* ( ) 
4 p 2 2 0 0 x;p ' , , ... , 
+E 
(µ - p - 2p2) 
2,1,1,0, ••• ,0 II* (x;p) 
2 2,1,1,0, ••• ,0 
+ E (µ1 1 1 1 0 0 - 3P2 )··:H*1 1 1 1 0 O(x;p) 
, , , ' , ... , , , , , , ... , 
+½Ti: µ3,0, ••• ,0H* (x;p) [ G 3,0, ••• ,0 
+E 
µ 
2,1,0, ••• ,0H* (x·p) 
2 2,1,0, •• ~,o ' 
+ I: µ H* (x·p~2)_+ d/p(x;p[' 
1.1,1,0, ••• ,0 1,l,1,0, ••• ,0 ' ~ \n372l 
where theµ. . represent mixed central moments of the components of 
J 1' • o •, JP 
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,f 
-
and the products and powers of the H*-polynomials arising from the squaring 
of the bracketed terms in (6.8) are "symbolic" and are to be replaced in 
accordance with the rule (6.7). 
7. Acknowledgement 
The author wishes to acknowledge the assistance of George Woodworth and 
Desu M. Mahamunulu in checking some of the derivations of this paper. 
REFERENCES 
[1] Appel, P. and KampJ de Firiet, J. (1926). Fonctions HypergJomitriques 
et HypersphJriques, Gauther. Villars. Paris. 
[2] Cramer, H. (1946). Mathematical Methods of Statistics, Princeton 
University Press. 133. 
[3] Hermite, Ch. (1864) Comptes Rendus, 68 93-266 or Oeuvres II 293-308. 
[4] Sobel, M. Single Sample Ranking Problems with Poisson Populations. 
Submitted to Ann. Math. Stat. 
-20-
