Abstract-The needs of a realtime vision aid require that it functions immediately, not merely for production of a picture or video record to be viewed later. Therefore the vision system must offer a high dynamic range (often hundreds of millions to one) that functions in real time. In compliment with the existing efficient and real-time HDR compositing algorithms, we propose a novel method for compressing High Dynamic Range (HDR) images by Per-Pixel Exposure Mapping (PPEM). Unlike any existing methods, PPEM only varies exposure to achieve tone mapping. It takes advantage of the camera response to enable exposure synthesis which we call Wyckoff set expansion. The method evaluates the synthetic exposures in a recursive pairwise process to generate a tone mapped HDR image. The results can be approximated using a look-up table, which can be used for real-time HDR applications.
I. WEARABLE CAMERAS AS A SOUSVEILLANCE DEVICE
A more recently coined word is the word "sousveillance", which is an etymologically correct opposite formed by replacing the prefix "sur", in "surveillance", with its opposite, "sous" [2] , [3] , [4] , [5] . (See last 3 entries of Table I .) Consider the following English words and their French counterparts, with particular emphasis on the difference between veillance and surveillance:
Whereas surveillance cameras (cameras on property such as land or buildings) enjoy the benefit of optimal well-thought-out placement in relation to light sources in the environment (and many surveillance cameras even incoroprate their own light sources), sousveillance cameras (cameras on people) cannot be planned to such a degree.
In contrast to surveillance (cameras affixed to property), sousveillance (cameras borne by people) is a relatively new and and technologically challenging practice.
There are two kinds of sousveillance cameras: hand-held, and wearable [2] , [4] , [5] , [3] , [6] , [7] . Of these, the wearable camera is the most challenging, technologically. Handheld cameras are usually used intermittently, to photograph particular subject matter of interest. And the photographer has the advantage of being able to move around and consciously position the camera for best picture (e.g. orienting the camera so that the sun is behind the camera and not shining directly into it, for example). Wearable computing, AR (Augmented or Augmediated Reality), the personal seeing aid (digital eyeglass), and the VMP (visual memory prosthetic) have emerged as new uses for cameras and computer vision [1] . Wearable cameras and related technologies give rise to sousveillance that is quite different from surveillance. They are often used continuously, in such applications as the Digital Eye Glass (computational seeing aid), and the Visual Memory Prosthetic [8] , which can, for example, be used by a blind person to record their entire day and then have a sighted person explain their lives to them using described memories for the visually impaired.
A. Motivation
Unlike the recording tasks that require well-thought-out placement or post recording editing, a digital eye glass or VMP must work under all lighting conditions, even when looking directly into the sun, as might happen in day-to-day life, especially if worn by a non-sighted person unable to aim the camera optimally. This is critical for tasks including object or face recognition with the lack of lightning control. The most common difficulty in day-to-day recording of imagery, as well as automated object recognition, is the dynamic range limitations of the most cameras. Ultra miniature cameras suitable for being worn usually lack the dymamic range of their larger counterparts used in surveillance, or used for handheld photography. Therefore the single most pressing need for sousveillance technologies is a means of managing dynamic range.
The needs of a realtime vision aid require that it functions immediately, not merely for production of a picture or video record to be viewed later. Therefore the vision system must offer a high dynamic range (HDR) (often hundreds of millions to one) that functions in real time. In addition, the processing requires preservation of details captured in the extended dynamic range but not compromising the users in critical situations by having them constantly adjusting many system settings.
A realtime seeing aid in extended dynamic range with simplified control thus becomes the key to improve the sousveillance system over the standard use of wearable cameras. Efficient and real-time HDR compositing methods have been developed by [9] , [10] . However, the composited HDR images have a wider range than the conventional media, such as monitors, projectors or in print. The HDR images therefore cannot be displayed without being compressed or using specially designed HDR media [11] . The process of 'compressing' a HDR image to view the full range on Low Dynamic Range (LDR) media is commonly called spatial-tonal mapping or tone mapping. There exist simple tone mapping operators, such as the simple log operator, that is fast to apply to an HDR image, but produces an image which is low in contrast. There are better tone mapping operators that produce full range high contrast images from HDR images [12] , [13] , [14] , [15] , but may not be fast enough for real-time HDR tone mapping. In addition, their approach is oriented towards post-production use (such as image editing), which usually presents several settings for quality adjustments, not necessarily suitable for realtime seeing aid systems. Also, there are pixel blending techniques [16] that produce tone mapped outputs, however such techniques, do not correctly account for how a camera responds to varying amounts of light. In this work we approach the problem of tone mapping in a novel way, which accounts for the camera's response to light and is capable of running in real-time.
II. EXPOSURE SYNTHESIS AS HDR TONE MAPPING
In this section, we first briefly review the key concepts of the HDR compositing based on the works from Mann and Ali [17] , [10] , then we discuss how their work lead to our proposed tone mapping algorithm.
A. Wyckoff Set For Images
The term is first introduced by Mann [17] which describes the method for the digital image capturing devices to capture a scene with extended dynamic range, which is synonymous to the extended response film invented by Charles Wyckoff [18] . To extend the dynamic range, we can vary the exposure setting of camera for the image sensor to capture different ranges of photo-quantigraphic levels. By accumulating the details captured by each image of specific exposure setting we begin to encapsulate a more complete visual detail of the scene (even more than what human eyes are capable of). An example of Wyckoff set is shown in Fig. 2 .
Two known techniques to capture the Wyckoff set are: 1) using one device taking multiple images in sequence 2) using multiple devices taking a single image from different perspectives simultaneously. In our work, we capture the scene with multiple images in sequence to expand the dynamic range. For example, we collect a Wyckoff set of five images with the exposure increasing to allow double amount of photo-quantigraphic level sensed by the sensor than the previous. The advantage of sequential capture is to reduce the number of capture devices required and thus demanding a lower bandwidth on image processing and transmission overall. It is also more configurable on how great the dynamic range by varying the number of image captures or the change in exposure amount. The disadvantage with sequential capture is the issue with objects in motion in the scene. They are considered as temporal noise because we assume the scene is static. For clarification, the new tone mapping to be introduced in this work neglects the problem associated with the noises (temporal noise due to motion in a Wyckoff set) as the alignment of the objects displaced over time should be dealt as a separate problem.
B. Prior Work: Comparametric HDR Compositing
Denote f and f −1 as the camera response and the inverse camera response respectively. A pixel, p, is the camera response of quantigraphic measure, q, at a selected exposure level, k i , can be expressed as:
Inversely, the estimateq i observed based on p and k i : where the hat notation denotes the 'estimate' of the associated variable. Thus the final (or joint) estimateq based on a set of q i with different exposures:
There are various methods to computeq based on different models of f joint proposed by [10] , [17] , [19] , [20] . Here, we have only applied the weighted sum method:
based on [17] on a Wyckoff set [18] of size N , for N ≥ 1.
C. Comparagram and Noise Model
A comparagram is a cross-histogram of two differently exposed images [9] . In a noise free world, the incident light on the camera sensor can be captured as continuous signals with infinite precision. Therefore, the comparagram of two differently exposed images is assumed to be a monotonic curve (comparagraph). However in reality, due to noises, there exists inconsistency in the correspondence of p i to p j or vice versa. Therefore, the mapping between pixels of different exposures on the comparagram spread around the comparagraph. The observed pixel values no longer have a one-to-one correspondence between two differently exposed images of the same subject matter, affected by quantization noise and other types of noise [9] , [21] . For example, at a lower exposure setting, the details of lighter objects (light bulb, highly reflective materials or outdoor environment in a sunny day) are revealed; whereas at a higher exposure setting the darker objects (shadow, texture of darker colour materials, or night scene) become visible. The thickness (spread) of the curve can be interpreted as the standard deviation of the statistical distribution of pixel value mapping from one exposure to another [10] . The model of the pixel output from camera was summarized in [9] :
is affected by the quantigraphic noises n qi and camera noise n pi . The observation difference summarized in [10] is modelled as a random variable:
where X i is a zero mean Normal distribution. Its standard deviation σ Xi is approximated by the Inter-Quartile-Range (IQR) of the 'thickness' of the comparagraph per pixel value [10] .
Originally, Ali and Mann [10] proposed a such noise model to more accurately estimate q by taking the spread or the 'thickness' observed on the comparagram into account. This leads to the idea of observing the relative uncertainty between the two pixels captured at different exposures. In this work, we see this measured uncertainty as an indicator to how poorly the camera was configured in exposure setting. Then we argue that the problem of tone mapping can be seen as an exposure value selection process perq based on the observed uncertainty. This results our proposed tone mapping algorithm that aims to scaleq with a synthetic exposure value then compresses the range using the original camera response of the device for low dynamic range display media.
III. PROPOSED EXPOSURE SYNTHESIS FOR HDR TONE MAPPING
With an estimate ofq and a known camera response f , one can approximate the camera output [22] :
One use of such approximation is to reconstruct the captured Wyckoff set. This is achieved by setting k i = 2 EVi to match the exposure value per captured image. The variable EV i denotes the exposure value, commonly referred as 'stop' value [23] . Another use is to synthesize images (exposure synthesis) that were taken at an arbitrary EV within the maximum and minimum exosure values of the Wyckoff set. This allows the users to fine tune the exposure setting. However, regardless of the choice of EV, by applying a constant EV to allq in an image, the output still suffers from detail loss on the extremely bright and dark regions of the scene as both appear together in the same view. This can be resolved if the exposure value is synthesized per pixel, based on the amount of incident light. We term this method Per-Pixel-Exposure-Mapping (PPEM). The algorithm ultimately generates a 2-dimensional matrix of the same size as the HDR image. Each elementk(x, y) is a scalar that modifiesq(x, y) at coordinate x and y of the corresponding HDR image. Per pixel, the tone mapping is achieved by:
where the coordinates are omitted, since the algorithm works on each pixel independently.
A. Recursive Pairwise Per-Pixel-Exposure-Mapping
Denote i and j ∈ N as the indices of exposure values in the Wyckoff set, where 1 ≤ i < j ≤ N and assume k i < k j . Consider p i and p j in a Wyckoff set, with a difference in exposure values:
where log 2 (k i ) = EV i . We wish to obtain a new exposure value k i,j such that f (k i,jq ) avoids clipping at the extreme values. In particular, we find k i,j as the exponential of the weighted sum of a pair of EV i and EV j . Denote the weighted sum function as W :
where C i is the certainty of EV i . For Wyckoff set of size N=3:
Generalizing for N≥3 becomes a recursion based on Eq. 10:
Generalized for N inputs, 2 EV1..N is the equivalent ofk discussed previously. The weighted sum is a method to under value the 'weaker' candidates in a sample set. However, the weighted sum method may yield poor results in cases where the difference of EV i and EV j is large and they score low exposure certainty values. This may result a jump in the exposure map and produce spatial artifacts (See Fig.3 ). To resolve this problem, we reduce ΔEV between the pair (p i , p j ) by Wyckoff set expansion, to be discussed in Section IV-B.
B. Desgining Exposure Certainty Function
The exposure certainty is designed based on the distribution of the pixel correspondence (thickness of the comparagraph) between two differently exposed images, as discussed in Section II-B. Let us first gain some intuition regarding the design of the certainty function. Consider a pixel
Assuming q is fixed, one can vary k to simulate the change of exposure. However, due to the discontinuity of camera response f that is unable to recover pixel values greater than p max or pixel values lower than p min , this implies that there is also a finite range of k i such that a change of value in k i is effective in changing p i given q. Beyond the clamping points, one can only obtain the maximum estimate f −1 (p max ) =q max for k i too high or the minimum estimate f −1 (p min ) =q min for k i too low. This also censors the original k i value if we wish to estimate the value with only the observed p max or p min . Specifically, the problem of censored k i value becomes obvious by taking the ratio of estimate (f −1 (p i )) over the supposed quantity exposed to the sensor (k i q): ) and pj = f (2 1.5q ) are a Wyckoff pair of 3 ΔEV . From the top figure, the method of weighted sum without Wyckoff set expansion produces multiple abrupt transitions on a supposed smooth gradient. This is resolved with Wyckoff set expansion and compute the results according to Eq.12. The bottom figure demonstrates the tone mapped result on a raised sinusoid function ofq that is amplitude modulated by an exponentially increasing envelope. The tone mapping results a curve to follow pj closely when the overall Wyckoff set produce low pixel values; similarly, the curve sticks closely to pi when the overal Wyckoff set are clipping at the maximum pixel value.
which only results a constant value of 1 if no noise or clamping is present in the device when capturing the Wyckoff set. By applying the log 2 operator on Y i , we have:
For the moment, if we assume that q can be perfectly recovered and only the estimate of k i is affected by noises and finite dynamic range then: Fig. 4 : An example of comparagrams (top row) and the associated certainty fucntion pairs (bottom row). The comparagrams were constructed based on the average of ten Wyckoff sets; each set captured 8 images at an incremental 0.5 ΔEV . This sampling method is discussed in [22] . The certainty functions were determined according to Section II. The certainty functions of the lower exposure input (C Y i |ζ ) and the higher exposure input (C Y j |ζ ) are in blue and red respectively. At a lower ΔEV , the certainty function pairs are similar across the mid-range pixel values but exhibiting contrast at the extreme values. The contrast of certainties becomes obvious from the comparagrams of higher ΔEV . For example, at 3.5 ΔEV the pair form an 'X' shape, indicating inputs of lower exposure score higher certainty towards brighter pixels than inputs of higher exposure. In our setup, certainty functions calibrated from comparagrams of ΔEV = {0.5, 1.0, 1.5, 2.0} are used. The rest are discarded due to noise issues, discussed in Section IV-B.
and
By looking at Z i alone, it informs about the spread of estimated k i in EV scale. Which provides a clue on how this exposure value increases the dynamic range for a pixel. For example, if a pixel p i = p max is sampled with EV i , then setting the camera to a higher exposure value EV j > EV i at best captures p j = p max . Assuming that no other noise is present and having p i as the reference, the sampled Z j would result ΔEV i,j which infers no increase in dynamic range. Clearly, this is an example of Wyckoff set of two pixels and both are saturated at p max . For the clamping case (the worst case), Z j indicates the loss of dynamic range in observation against the actual exposure settings. Such provides some intuition with quantifiable observation regarding the effect of bad exposure setting (e.g. the cause of value clamping at the maximum or the minimum of the sensor reading). Note that this is not an intention of observing the inconsistency in camera shutter or the image noise due to camera ISO setting. Rather, this is an effort to have one variable that summarizes over all kinds of noises present in the image captures that also includes the effect of poor exposure setting problem. Near the clamping region of the camera reading, we no longer observe the correct ΔEV from the two pixels of different exposures that were configured with a ΔEV > 0. Instead, at those extreme ends, the ΔEV we observe is approximately zero. The resulting observational difference Z i is greater than zero for Y i is greater than one. We see the connection between Z i and X i as Z i can be expressed a function g of X i from Eq.6:
An interesting observation here is that for f = log 2 , Z i = X i . However, in general, the camera response is device specific. It can be generally modelled by a family of exponential or logarithmic based functions [9] , not necessarily a pure logarithm. The significance of bridging Z i and X i is to show their similarity in the uncertainty observation between pixels of different exposures that could be applied in either HDR compositing or assessment on the quality of exposure setting. Unlike Ali and Mann's work which solves an optimization problem to maximize the probability of the likelihood ofq, the inverse problem "compression ofq for display" cannot be solved in the same way. Instead, we rely on the heuristics of attaching a virtual exposure value that shifts theq for compression. Specifically, we weight the exposure value of each pixel in the Wyckoff set by a function of exposure uncertainty. In particular, the uncertainty of the exposure value is computed based on the variance observed in Y i .
Empirically, Y i can be approximated as a Skew-Normal [24] distribution. The skew becomes more obvious towards the clamping values which we may refer to as a piling effect (the pixel values are clustered around the maximum and the minimum sensor readings when both images are nearly over or under exposed). However, even with the Skew-Normal fitting, the piling effect at the maximum and minimum values require a separate estimate on top of a single Normal-like distribution. In Ali and Mann's work [10] , the IQR is applied to discard the sample noises (including ones that fall in the piling effect region) and approximate the X i as a standard Normal distribution. Therefore, as a workaround, we instead treat Y i as random variables with standard Normal distribution. With random variable Y i , we approximate its entropy [25] (we refer to the Shannon's entropy in the study of information theory) as the uncertainty of the exposure value. This strategy is synonymous to diminishing the significance of the exposure value by the severity of the observed spread. Assuming that â q i estimated from a single pixel has a certain dynamic range:
By capturing an additional pixel with half of exposure, we obtainq j that is at most two times theq i . After the HDR compositing, the expected increase in dynamic range of that pixel is at most but not necessarily by one bit. The noise that reduces the effective increase in dynamic range can be summarized by its entropy. The entropy quantifies such uncertainty in bits which matches the scale of the exposure value. According to [26] , based on Shannon's definition of entropy: 
where σ Xi is approximated using IQR [10] . The estimated statistical properties are extracted from the comparagrams, the moments of Y i and X i are therefore conditional to ΔEV i,j and q. For clarification, we only consider EV i as a relative quantity to EV j instead of a relative quantity to the EV sample space of the Wyckoff set. For consistency, between a pair (p i , p j ) and assuming the relation EV i < EV j , we enforce EV i = − 1 2 ΔEV i,j and EV j = + 1 2 ΔEV i,j throughout the remainder of the paper. For a more concise use of symbols, we denote the vector ζ = [q, ΔEV i,j ] to simplify the conditional variables. We now define the certainty function to be the inverse of the entropy upperbound: The ΔEV of all pairs of (pi, pj) on the red and blue curves are 4 and 2 respectively. We emphasize the two curves here to show that the construction of LUT requires different amount of input syntheses for Wyckoff set expansion. The symbol M indicates the number of virtual pixels are inserted between pi and pj. In our example, we have certainty functions calibrated from comparagrams of ΔEV = {0.5, 1.0, 1.5, 2.0}. Without known certainty functions for 4 ΔEV , the pixel pairs along the red curve requires an expansion. The expansion inserts one pm (EVi = -2, EVm = 0, EVj = +2) to initialize the input set. The pixel pairs of 2 ΔEV can refer to the calibrated certainty functions directly without the expansion.
C Yi|ζ needs to be re-computed and normalized accordingly. This increases the overal computing complexity as it requires new measures from the comparagam that matches the updated ΔEV . To avoid such redundancy, we devise a calibration strategy based on multiple comparagrams of different ΔEV . Consider a Wyckoff set of size N , captured with a constant incremental ΔEV . We obtain up to N − 1 pairs of certainty functions based on comparagrams that were constructed with image pairs of ΔEV, 2ΔEV, ..., (N − 1)ΔEV . The certainty values of an arbitrary ΔEV is interpolated based on the known certainty functions. Alternatively, these can refer to the certainty function calibrated to the nearest ΔEV .
B. Wyckoff Set Expansion
Givenq, we can generate p i with some arbitrary k i . This enables exposure synthesis and generation of virtual pixel pairs that differ by an arbitrary ΔEV . Between a pair of pixel values p i and p j , we can insert M number of virtual pixels, f (2 EVmq ), such that:
This is termed the Wyckoff set expansion. It leads to reduction of the total number of comparagrams needed for calibration stage. In practice, users may require a different exposure bracketing for viewing adjustments. For example, if EV max − EV min of the new setting is greater than the largest ΔEV used for certainty calibration, the expansion inserts M extra pixel values such that: The ΔEV of all pairs of (pi, pj) on the red and blue curves are 4 and 2 respectively. We show that the LUT can be used for image pairs that have different ΔEV s. The axes of the LUT correspond to indices of the input pair of images. The horizonal-axis is for the lower exposed image of the pair and the vertical-axis is for the higher exposed image of the pair. The output of LUT is a pixel value which can be converted directly to a LUT index for the proceeding iterations of PPEM.
The expansion forces pixel pairs to differ at the lower ΔEV . This avoids tone mapping a pair of pixels in high contrast (very dark p i and very bright p j ). Without the expansion, a smooth gradient region of image that contains high contrast pixel pairs may induce colour bands, which is a type of spatial artifacts. Empirically, with our setting, the artifacts appear for any pixel pair of greater than 2 ΔEV . Therefore, certainty functions calibrated for 2.5, 3.0 and 3.5 ΔEV are discarded.
C. Accelerating PPEM With Look-up Tables
Consider 
D. Alternative Look-up Scheme
An O(1) direct look-up in a case where ΔEV 1,N D may lead to undesireable results. Alternatively, we can reduce ΔEV 1,N of the pixel pairs using the concept of Wyckoff set expansion. This generates S number of virtual pixels as the input set, where S ≥ 2 and
A recursive look-up is applied on the virtual input set, identical to the methodology described in Section III-A. For example, with an original Wyckoff set of |ΔEV 1,N | = 10 and choose S = 3, we first generate virtual pixels p 1 , p 2 and p 3 at -5EV, 0EV, and +5EV respectively. In the first iteration, PPEM look-ups are performed on the pairs (p 1 , p 2 ) and (p 2 , p 3 ) independently.
In the second iteration, PPEM look-up is performed on the previously obtained f (2 EV1,2q ) and f (2 EV2,3q ) and result f (2 EV1,2,3q ) as the final output. Depending on the model of the camera response, the calculations for the initial Wyckoff set expansion can be expensive. This is especially inefficient for high resolution HDR images. However, this can be accelerated using pre-computed LUT for approximating each p m of constant incrementing exposures. We exploit the technique used for unrolling the comparagraph introduced by [9] . Given a comparagraph g we can quickly generate the initial Wyckoff set by computing recursively g(p m ) = p m+1 . This is true because
Since g is a function of ΔEV , we need to re-compute a new one-dimensional LUT of comparagraph when S changes (refer to Eq.24). The new LUT of 2 D elements stores the discretized:
V. RESULTS
The proposed PPEM algorithm has been implemented in Matlab, C and CUDA programming languages to generate the results and performance benchmarks in this paper. The camera response, certainty function and comparagrams were calibrated for Cannon 60D. The comparagrams were constructed based on images of ΔEV = {0.5, 1, 1.5, 2.0}, averaged from ten different Wyckoff sets of eight images. A LUT with a dimension of 512x512 for each of RGB color channels is constructed by the methods described in Section III and IV-A.
In Fig.8 and Fig.9 , we show examples of tone mapped results with different S values. For S=1, the exposure map remains constant across the image, which is equivalent to an LDR image taken by a virtual camera. The quality of tone mapped results improve as S increases; the improvements for S ≥ 3 become less visible. The performance of the algorithm is measured in frames per seconds (FPS), shown in TableII. The algorithm is suitable for parallel processing due to per-pixel computations without information sharing between the neighbourhood pixels. For a mobile platform unit, the algorithm is able to achieve more than 60 FPS for real-time processing on 720p videos. Qualitatively, we show that PPEM is able to deliver comparable results against the two well known tone mapping methods (see Fig.10 ). We choose Reinhard's [13] and Durand's [15] based on the tone mapping evaluation conducted by [28] . In the evaluation, Reinhard's method ranks top on the overall quality score whereas Durand's ranks nearly at the bottom. The light tube in the scene is of interest. The PPEM method is able to reveal the details just as well as Reinhard's, without additional spatial filtering on the edge and detail enhancements. Unlike, Reinhard or Durand's, the proposed PPEM method only requires the user to choose S as the size of the input Wyckoff set for tone mapping. The parameter S effectively increases the precision to react to the increase in dynamic range of the captured Wyckoff set, in trade-off with extra computation time.
VI. CONCLUSION
We have demonstrated a way to tone map an HDR image by keeping the camera response as the range compressor and varying only the exposure per pixel. Qualitatively, the tone mapped results are comparable to the other well known methods. This method can be accelerated to achieve realtime performance by using a multi-dimensional look-up table, which incorporates the Wyckoff set expansion. The look-up table approach leads to a flexible implementaion that is capable of handling different ΔEV . It also reduces the computation complexity to approach constant runtime per pixel. These are the advantages the proposed PPEM tone mapping attribute. In compliment with the efficient and real-time HDR compositing algorithms by [9] , [10] , we can achieve real-time tone mapped HDR on Wyckoff video sources. This enables the construction of real-time seeing aid with the extended dynamic range. 
