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Abstract Smart cities are shifting the presence of people from physical world to
Cyber world (Cyber space). Along with the facilities for societies, the troubles of
physical world, such as bullying, aggression and hate speech, are also taking their
presence emphatically in Cyber space. This paper aims to dig the posts of social
media to identify the bullying comments containing text as well as image. In this
paper, we have proposed a unified representation of text and image together to
eliminate the need for separate-learning modules for image and text. A single-layer
Convolutional Neural Network model is used with a unified representation. The
major findings of this research are that the text represented as image is a better
model to encode the information. We also found that single-layer Convolutional
Neural Network is giving better results with two-dimensional representation. In the
current scenario, we have used three layers of text and three layers of a colour image
to represent the input that gives a recall of 74% of the bullying class with one layer
of Convolutional Neural Network.
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1 Introduction
Smart city is defined as a city that makes optimal use of all the interconnected infor-
mation available today to better understand and control its operations and optimize
the use of limited resources (defined by International Business Machines). Smart
city technology can assist towns to function more effectively with the benefits of
data-driven decision-making (Visvizi et al., 2018), enhanced citizen and government
engagement (Visvizi and Lytras, 2018), safer communication (Lytras and Visvizi,
2018) and improved transportation. It also facilitates flexible, decentralized and in-
telligent systems for learning (Lytras et al., 2018). Smart city services have shifted
the presence of people from physical to the virtual world (cyberspace), e.g. online
banking operations, online shopping, online ticket bookings and medical services
through telemedicine. Online content is a vital asset of smart city (Alkhammash
et al., 2019), and sustainable management of it is a critical challenge of today’s so-
ciety (Visvizi et al., 2019). Along with the facilities for mankind, the troubles of the
physical world are also shifted to the cyber world. A good example can be bully-
ing which used to occur in physical world has now shifted to cyberspace through
Online Social Network (OSN) platforms, such as Facebook1, Twitter2, Instagram3,
YouTube4 and Reddit5. OSNs are a platform, which offer communication oppor-
tunities, give users a place to engage in social interaction, offer the possibilities of
relationships and maintain existing friendships. OSN facilitates social interactions
(Torres-Ruiz and Lytras, 2016) by the way of text messaging, posting images, videos
and a combination of these (Steiner-Correa et al., 2018). Along with these ben-
efits, these sites are becoming a stupendous place for the people mainly teenagers
and youngsters to harass, threaten and embarrass others. Some of the major issues of
concern are Cyberstalking (League, 2011), Cyber-aggression (Chatzakou et al., 2017;
Kumari et al., 2019) and Cyberbullying (Salawu et al., 2017). Among them, Cyber-
bullying is growing fast and becoming a serious problem for sustainable development
of today’s society (Hosseinmardi et al., 2015; Kumari et al., 2019). Cyberbullying
typically refers to repeated and hostile behaviour (e.g., hurtful comments, videos
and images) performed to intentionally harass or harm individuals. As social media
is a heterogeneous platform, Cyberbullying could occur in various forms, such as
written messages (e-mails, instant messaging, chats and blogs), verbal over phone,
visual (posting, sending or sharing embarrassing images or video), exclusion (pur-
posefully excluding someone from an online group) and impersonation (stealing and
revealing personal information, using another person’s name and account) (Dadvar
et al., 2014).
The victims of Cyberbullying are found to suffer from hopelessness, worthless-
ness, frustration, depression, anxiety, sleep-related issues and, in extreme cases, com-
mitting suicide (Bhat et al., 2017). Recent studies (Pater et al., 2015) have shown
that teenagers make enormous use of image and video sharing online sites such as
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accounts for over 70% of all web traffic6. A substantial increase in Cyberbullying
cases using image and video content has been reported recently (Seiler and Navarro,
2014), which is growing larger and meaner with pictures and video (Kornblum, 2008).
The seriousness of the issue requires instant attention from a technical perspective
because manual detection is not scalable and is time-consuming. Automated tools
need to be created that can help to minimize potential tragedies in social media and
provide an automated surveillance (Van Royen et al., 2015; Sui et al., 2017; Chui
et al., 2018) in a smart city. Most of the earlier works (Dadvar and De Jong, 2012;
Dinakar et al., 2012; Al-garadi et al., 2016; Badjatiya et al., 2017; Chatzakou et al.,
2017; Zhao and Mao, 2016; Davidson et al., 2017) considered only the cases of Cy-
berbullying in text-based post. The other critical information included in the post,
such as image, audio, video and URLs, were ignored in earlier researches. Recently,
Hosseinmardi et al. (2015) and Singh et al. (2017) included the image part also in
their Cyberbullying detection models, but they considered the text part as the major
indicative point of bullying. Six possible combination of text and images of a social
media post may represent bullying and non-bullying instances.
– Case 1: The text as well as image are bullying, and together the post is also
bullying as shown in Figure 1.
– Case 2: The text is bullying and the image is non-bullying, but together the post
is bullying as shown in Figure 2.
– Case 3: Both the text and image separately are non-bullying, but together it has
bullying sense as shown in Figure 3.
– Case 4: Neither the text nor the image is bullying, and together they are not
bullying.
– Case 5: The text is non-bullying and the image is bullying, but together the post
has non-bullying sense.
– Case 6: The text is non-bullying and the image is bullying, but together the post
has bullying sense.
Fig. 1 Cyberbullying post
having both image and com-
ment bullying.
Fig. 2 Cyberbullying post
having non-bullying image
and bullying comment.
He will wear this and
sit at home.
Fig. 3 Cyberbullying post
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Most of the existing systems employed separate learning module for text and
image which train them independently. These systems may never identify the 3rd
case of Cyberbullying listed above.
This motivated us to investigate the cases of Cyberbullying using text and im-
age. We developed a model to identify all the cases of Cyberbullying with text and
image combination. Our main emphasis was to differentiate and identify the cases
of Cyberbullying where both text and image separately may look innocent.
We develop a multi-modal deep learning-based system that can be trained on
image and related textual comments together to identify the bullying post. For that,
we have proposed a unified representation (or embedding) of text and image as
M ×N × 6 sized multi-dimensional array. Each image is represented in M ×N × 3
matrix, where M, N and 3 are width, height and channel of the image, respectively.
Similarly, each comment is also represented as M × N × 3 using Term Frequency-
Inverse Document Frequency (TF-IDF).
To the best of our knowledge, no dataset containing heterogeneous post (in our
case, image and text together) is publicly available. The scarcity of heterogeneous
Cyberbullying dataset motivated us to create the one. We created a dataset7 by
crawling images from Instagram, Facebook, Twitter and Google searches by giving
a query such as bullying, animal and ugly images. We manually labelled the dataset
into bullying and non-bullying posts.
The main contributions of the research can be summarized as folllows:
– Proposed a novel integrated representation of image and text together to learn
the visual and textual patterns of social media posts.
– Proposed a multi-layered Convolutional Neural Network (CNN) model that takes
the integrated representation of image and text as input and classifies them into
bullying or non-bullying.
– Created a dataset of Cyberbullying posts containing image and associated com-
ments.
The rest of the paper is structured as follows. The associated literature is described
briefly in Section 2. Section 3 presents our suggested framework for Cyberbullying
detection. Section 4 presents the findings of the suggested approach. Section 5 in-
cludes discussions on the results and consequences of the present work. Finally, in
Section 6, we conclude the paper.
2 Related Works
Cyberbullying falls in the domain of adverse Internet behaviour which have many
types, such as Hate Speech (Badjatiya et al., 2017), Cyber-aggression (Chatzakou
et al., 2017; Kumari et al., 2019), Trolling (Paavola et al., 2016), Online harassment
(Jones et al., 2013) and Offensive language (Chen et al., 2012). In this section,
we have discussed some of the potential works which have been proposed in the
automated detection of the Cyberbullying domain. We have categorized this section
into two subsections based on the content of the posts used to detect Cyberbullying,
considering: (i) text only and (ii) both image and text.
7 Our dataset will be available on request through the author’s mail-id (kir-
tics518@gmail.com)
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2.1 Text-based Cyberbullying Detection
One of the early works to detect the Cyberbullying events dealing with harassing in
social media was proposed by Yin et al. (2009). They used the dataset from Kongre-
gate, MySpace and SlashDot to train a Support Vector Machine (SVM) classifier by
using local, sentiment and contextual features. The local and sentiment features were
derived by calculating the Term Frequency-Inverse Document Frequency (TF-IDF)
of each distinct word, whereas for contextual features, they calculated the average
cosine similarity of neighbour posts. The best result reported by them was a F1-
score of 0.44 with a Kongregate dataset. However, they considered the content of
the post only to detect whether a post was related to harassing or not and also the
accuracy of reported work was very low. Reynolds et al. (2011) did a Cyberbullying
detection on the dataset of Formspring social networking site. They used a decision
tree as a classifier and found an accuracy of 0.78. The model was tested with a very
small dataset containing 10 user’s posts and considered only curse words. Dadvar
and De Jong (2012) considered gender as their main features and separately classified
bullying posts for male and female on MySpace dataset. They used feature to train
the SVM classifier and reported the F1-score of 0.08 and 0.28 for female and male-
specific posts, respectively. Dinakar et al. (2012) considered indirect bullying posts
on the dataset of Formspring and Youtube. However, they restricted their model to
identify a subset of Cyberbullying cases of Lesbian, Gay, Bisexual and Transgen-
der (LGBT) type only. They ignored other types of Cyberbullying, such as race,
culture, intelligence, physical appearance and social rejection. Their model achieved
the F1-score of 0.63 using the SVM classifier. Nahar et al. (2013) incorporated the
weighted TF-IDF feature and built a weighted-directed graph-based model between
two classes of users such as victim and bully. Their work achieved the F1-score of
0.92. Dadvar et al. (2014) used a hybrid approach for detecting the Cyberbullying
cases on YouTube dataset by combining the expert system and machine-learning
approach. They used three sets of features: content, activity and user features for
their work and found the best result for the hybrid approach with Area Under the
Curve (AUC) value of 0.76. Al-garadi et al. (2016) detected Cyberbullying cases from
Twitter posts using four sets of features, content, activity, user and network features,
with Naive Bayes, SVM, Random Forest and K-Nearest Neighbours classifiers. Their
best result was a recall value of 0.71 with a Random Forest classifier. Chen et al.
(2017) detected online harassment using different datasets collected from Twitter,
YouTube, MySpace, Formspring, Kongregate and SlashDot using Naive Bayes and
SVM classifiers. They got the maximum recall value of 0.78 for MySpace dataset.
Waseem and Hovy (2016) proposed a model to detect Hate Speech related to Racist
and Sexist tweets. They used the character n-gram feature and Logistic Regression
as classifier to achieve the F1 score of 0.74. Davidson et al. (2017) also focused on
Hate Speech related to Racist, Sexism and Homophobic tweets detection. Their best
results were having precision and recall values of 0.44 and 0.61, respectively. Burnap
and Williams (2015) detected Cyberhate on Twitter using voted ensemble learning
based on Logistic Regression, Random Forest, Decision Tree and SVM classifiers.
Their best result was reported as F1-score with 0.77 using n-gram features. Bohra
et al. (2018) identified Hate tweets on Hindi-English code-mixed tweets using SVM
and Random Forest as classifiers and character n-gram, word n-gram, the particular
set of words and exclamation marks as features. They achieved an accuracy of 0.72
for the character n-gram feature with SVM classifier.
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Table 1 Summary of potential works for Cyberbullying detection.
Reference Data Method Advantages Disadvantages
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2.2 Image and Text-based Cyberbullying Detection
Hosseinmardi et al. (2016) considered visual features and utilized the user data, such
as image, its caption, number of followers and people followed by the user, to predict
whether a post is Cyberbullying or not. However, their finding was that visual fea-
tures were not very helpful in Cyberbullying detection. Singh et al. (2017) used both
textual and visual features to differentiate Cyberbullying versus Non-Cyberbullying.
Their training sample was very small and contained highly negative words. Without
mentioning negative words in the comment part, bullying can be possible, where
image and comment individually are not bullying, but together they are a bullying
case as discussed in Section 1. In the heterogeneous form of Cyberbullying detection,
the main challenge is to collect, label and process the different forms of information
(Wang et al., 2017).
Some of the potential works for Cyberbullying detection are listed in Table 1.
Identifying Cyberbullying on social media is a very challenging task due to sev-
eral reasons, such as the heterogeneous form of the post (text, image, audio and
video), the improper writing style of online users and multi-lingual text. One of the
main problems in the process of automatic Cyberbullying identification with many
modalities of posts is that the complex combination of multiple modalities may not
be compatible with each other to make the prediction accurate (Chatzakou et al.,
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2017; Tommasel et al., 2018; Ali and Angelov, 2018). In addition, multi-lingual text
and non-standard abbreviation on social media posts make it difficult to extract the
linguistic features using Natural Language Processing tools. In this work, we have
tried to combine the textual and visual features to make a unified representation.
This unified representation has been used to train a model to identify bullying posts
comprising text and image in social media.
3 Methodology
We have described the data collected for this study first, followed by a block diagram
of the proposed model as shown in Figure 9. The proposed system consists of four
phases, (i) Input preparation, (ii) Embedding layer, (iii) Convolutional layer, and
(iv) Output layer, which are explained in the following subsections.
3.1 Data Collection and Labelling
We gathered bullying images from three popular OSN platforms, that is Facebook,
Twitter and Instagram, by specifying several keywords (or queries), such as ugly,
fat, animal, cartoons of human and porn images. We also used Google search as a
source for searching images by specifying the same queries. A total of 2100 images
were collected from these (Facebook, Twitter, Instagram and Google) sources. To the
best of our knowledge, no data for the raised issue is available publicly. So, we had
to create own dataset to train and test the proposed model. Since the comment part
was not available for all the images, so we asked seven of our undergraduate students
to write a comment for each image. Now, each data had two fields, an image and its
comment. Closer observations reveal that there are six possible cases of bullying and
non-bullying arises in social media:
– Case 1: where image and comments both are bullying and together it also has
bullying sense. (Figure 1).
– Case 2: where the image is non-bullying and comment is bullying and together
it has bullying sense. (Figure 5).
– Case 3: where both image and comment are non-bullying but together it has
bullying sense. (Figure 4).
– Case 4: where both image and comment separately are non-bullying and together
also is non-bullying. (Figure 6).
– Case 5: where the image is bullying and comment is non-bullying and together
it has a non-bullying sense. (Figure 8).
– Case 6: where the image is bullying and comment is non-bullying but together
it has bullying sense. (Figure 7).
The data was labelled for all six cases by two experts. They labelled image and
text separately and also for the combination of image and text. They did labelling
individually for all 2100 data samples. For the reliability of inter-rater agreement, we
used Cohen’s Kappa (K) statistic measures (Berry and Mielke Jr, 1988). In our case
we got K value to be 0.86, i.e. nearly perfect agreement. The details of our dataset
can be seen in Table 2.
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Fig. 4 Cyberbullying post
having both image and com-
ment non-bullying.




post having both image and
comment non-bullying.
Fig. 7 Cyberbullying post
having bullying image and
non-bullying comment.
Fig. 8 Non-cyberbullying post
having bullying image and non-
bullying comment.
Table 2 Description of dataset
Class Image-label Comment-label Combined-label
Bullying 464 884 1481
Non-bullying 1636 1216 619
Total 2100 2100 2100
3.2 Overview of Proposed Approach
The proposed Convolutional Neural Network (CNN)-based multi-modal system learns
the integrated representation of post (containing image and text) to classify each post
into bullying or non-bullying. As shown in Figure 9, the proposed model mainly con-
tains four phases: (i) input preparation, (ii) embedding layer, (iii) convolutional layer,
and (iv) output layer. The functioning of each phase are explained below.
3.2.1 Input Preparation
The input to the proposed system was integrated representation of image and text of
the social media post. The processing of image and text files were done individually.
It is easy to convert an image into the matrix because the image is made up of
pixels. Therefore, after reading each image, we got a matrix of M × N × 3 size,
where M and N refer the width and height of an image, respectively, and 3 refers


















Fig. 9 Overview of the proposed approach
the number of channels in a colour image. Each image in our dataset was a coloured
image, therefore it was represented in three channels, that is, red, green and blue. In
contrast to the image, the processing of text was a little complex. To represent the
text into a vector, we first created a bag of words of our dataset. There were 1802
unique words in our vocabulary. Then for each document in our dataset, we created
a Term Frequency-Inverse Document Frequency (TF-IDF) vector representation.
3.2.2 Embedding Layer
In CNN, convolution on image and text follow different architecture. The convolution
on the image is done in two dimensions, whereas the convolution on text is in one
dimensional. Therefore, it was needed to give a unique representation of both text
and image to the model so that convolution can be done. We had two options here,
either convert a two-dimensional image matrix into a single-dimensional vector or
convert a one-dimensional word vector (TF-IDF) into the two-dimensional matrix.
Although we tried both cases, better results were obtained in the latter one.
To convert a one-dimensional TF-IDF document vector into a two-dimensional
square matrix, we formed the maximum size of the square we could form from 1802
words vocabulary. We found that the maximum word matrix we could form from
1802 unique words was 42 × 42 (M × N), where the width and height of the ma-
trix were 42 because next integer square matrix size (43× 43) required 1849 words.
Therefore we selected only 1764 top words for each document present in our dataset.
We then converted each one-dimensional document vector (with size 1× 1764) into
two-dimensional 42×42×1 (M ×N ×1) size document matrix, where 1 (last dimen-
sion) is the number of channel of the formed document matrix. To make a similar
representation like image, each document matrix was replicated thrice and stacked
one after another. After stacking, the final size of each document matrix becomes
42× 42× 3, which was similar to the image matrix size of M ×N × 3. But, in each
image, M and N values were different. To make it uniform to final text document ma-
trix, we converted each image into a 42× 42× 3 size matrix. Finally, two 42× 42× 3
matrices of image and text were embedded together to form a single 42 × 42 × 6
matrix.
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3.2.3 Convolution Layer
The embedded matrix of image and text (42× 42× 6) was then given as an input to
the convolution layer for extracting combined features from it. For getting combined
features set of image and text, we applied convolution operations on the embedding
layer. Particularly, we applied three convolution layers with a filter size of 3 × 3
and Rectified Liner Unit (ReLU) activation function. The number of filters on first,
second, and third convolution layers were 256, 256 and 128, respectively. We applied
a max-pooling layer of a window of size 2×2 after each convolution layer, to extract
important features out of it by filtering out the non-crucial features.
3.2.4 Output Layer
The features extracted from the convolution layer were flattened into the one-dimensional
vector and then passed through two fully connected layers having 256 and 2 neurons
for the first and the second layer, respectively. The output of the last fully connected
layer was passed through the sigmoid activation function, which returns probabilities
of a post of being in class bully and non-bully. Out of that, whichever probability
was higher that represented the final class label of the post. To minimize loss while
training the model, a binary cross-entropy loss function was used at the output layer.
The hyper-parameters of the model used during our experiments are listed in Table
3.
Table 3 Hyper-parameters setting for the proposed multi-modal approach.
Description Values
Image size 42× 42
Filter size 3× 3
Number of filters 256, 256, 128
Pooling size 2× 2








This section discusses various results obtained while classifying the post into bul-
lying and non-bullying classes. The proposed multi-modal approach based on Con-
volutional Neural Network (CNN) takes the post with text and image together as
input, prepares its combined embedding, extracts combined features set and classi-
fies it. In our dataset, we had both text and image, therefore the first challenge was
to build a combined representation (or embedding) of text and image that could
be given as an input to the proposed multi-modal system. It is worth mentioning
that we have only two input representation that a CNN model accepts. That is, we
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Non-bullying 0.00 0.00 0.00
Bullying 0.54 1.00 0.70
Weighted average 0.29 0.54 0.37
can either represent the data in one-dimensional vector (like we do in text data)
or two-dimensional matrix (like we do in image data). Our target was to embed
both image and text into a single representation either by one-dimensional (1-D)
or two-dimensional (2-D) representation. For this, we did experiments separately to
evaluate the best representation between 1-D and 2-D representation. We created
a one-dimensional representation of both text and image together referred as 1-D
representation and a two-dimensional representation of the same referred as 2-D
representation here. Our dataset had 619 and 1481 samples of non-bullying and bul-
lying post, respectively. To balance the dataset, we randomly picked 619 samples
from 1481 samples of bullying posts. Finally, we got a balanced dataset having an
equal number of samples of both (bullying and non-bullying) class. For the training,
we took 75% samples and rest have been used for testing. We used Precision, Recall
and F1-score as performance metrics to evaluate the model. We have discussed the
different cases of our experiments in the following subsections.
4.1 1-D Representation
To process the data, at first, we embedded the text into 100-dimensional vectors
using the TF-IDF vectorization. The maximum length to the comment was fixed
to 25 for each of the experiment. So, for each comment embedding dimension was
25 × 100. To make a similar representation of the image, we converted RGB-image
to grayscale image and then converted the size of each image into 25× 100. Finally,
we stacked both image (25 × 100) and text (25 × 100) and got an integrated rep-
resentation of input in 50 × 100 dimension. The combined embedding was used as
an input to the proposed model. Table 4 shows the performance of the model in the
current setting. From Table 4, we can observe that the performance of the model
was very poor because the model was not predicting anything for non-bullying class.
So, we conclude that CNN could not extract the relevant features from combined
representation when the input was one-dimensional.
4.2 2-D Representation
The other way to create combined representation was to represent text and image
in the two-dimensional matrix such that 2-D convolution could be applied to that.
Image data is usually represented in a 2-D matrix, whereas the text data is in 1-D
vector. To convert text data from 1-D to 2-D, we created a TF-IDF vector of 1802
words (our vocabulary size). Then we created the combined representation for two
cases. First, we integrated three channels of RGB image and one channel of text into
M ×N × 4 size matrix, and in the second case, we integrated three channels of both
image and text into M ×N ×6 size matrix. As explained in Section 3, the maximum
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Table 5 Results of classification using 2-D representation.
Approach n-gram Precision Recall F1-score
M ×N × 4
1 0.62 0.62 0.62
2 0.57 0.57 0.57
3 0.56 0.57 0.56
1, 2, 3 0.60 0.57 0.51
M ×N × 6
1 0.63 0.63 0.63
2 0.60 0.60 0.60
3 0.57 0.57 0.56
1, 2, 3 0.58 0.57 0.57
size of the square matrix can be formed as 42× 42. In the first case, we stacked each
image of size 42 × 42 × 3 and each text of size 42 × 42 × 1. Finally, we got a single
matrix (image and text combined) of size 42 × 42 × 4. Next, we tried to make a
similar representation of text just like image. For this, each document matrix of text
was replicated thrice and kept one after another which became 42 × 42 × 3. Thus,
we got matrices of size 42× 42× 3 for both image and text, which together became
matrix of size 42 × 42 × 6 (M × N × 6). We performed experiments for both cases
with different n-grams features, such as 1-gram, 2-gram, 3-gram and together with
1, 2, 3-grams, where n-grams represent the number of words in a sequence. Table
5 shows the results (in a weighted average of non-bullying and bullying classes) of
our experiments using three convolutional layers (3-CNN) with a filter size of 256,
256, 128 for first, second, and third layers, respectively. We got the best result for
M×N×6 matrix with 1-gram features. So, in our further experiment, we stuck with
M ×N × 6 matrix and 1-gram features.
4.3 Experimenting with different Convolution layers with different filter sizes
We now needed to determine the number of layers of convolution better for our task.
So, we did experiments with one, two and three convolutional layers. We also needed
to determine the most appropriate size of filters to be used in convolutional layers.
Table 6 shows the different combinations of convolutional layers with a different
combination of filters. The number of filters used in each layer of convolution was
mentioned in Table 6. Our main target was to identify bullying cases more accurately.
Therefore, to identify the best model we have considered main performance metrics
is the recall, for the bullying class. We got the best result for one convolutional (1-
CNN) layer with a filter size of 2048. The best result is shown in bold in Table 6.
Out of actual bullying cases, in 74% of the cases, we got the correct prediction. The
confusion matrix of the best performing proposed model is shown in Figure 10.
5 Discussion
One of the main findings of this research is, the combined embedding of text and
image performed better in 2-D representation in comparison to 1-D. In the case of
combined 1-D representation (converted 2-D image matrix into 1-D image vector) of
image and text resulted into the loss of the image characteristics due to the disturbed
pixel configuration of an image. However, in the case of combined 2-D representation
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Table 6 Results of classification varying with layers of convolution and number of filters.
Approach Filter size Class Precision Recall F1-score
1-CNN
256
Non-bullying 0.64 0.68 0.66
Bullying 0.71 0.66 0.68
Weighted average 0.67 0.67 0.67
512
Non-bullying 0.66 0.63 0.65
Bullying 0.69 0.72 0.70
Weighted average 0.68 0.68 0.68
1024
Non-bullying 0.65 0.72 0.68
Bullying 0.73t 0.66 0.70
Weighted average 0.69 0.69 0.69
2048
Non-bullying 0.67 0.61 0.64
Bullying 0.69 0.74 0.71
Weighted average 0.68 0.68 0.68
2-CNN
256, 128
Non-bullying 0.61 0.74 0.67
Bullying 0.72 0.59 0.65
Weighted average 0.67 0.66 0.66
1024, 512
Non-bullying 0.65 0.69 0.67
Bullying 0.72 0.67 0.69
Weighted average 0.68 0.68 0.68
3-CNN 1024, 512, 256
Non-bullying 0.59 0.47 0.52
Bullying 0.61 0.71 0.66



























Fig. 10 Confusion matrix of the best result of proposed approach.
of image and text, the convolution captures the features of 2-D image better due to
undisturbed pixel configuration of the image whereas 1-D representation destroys
the pixel positions. Therefore, it is found that for the convolution layer the 2-D
representation is better than 1-D. With combined 2-D representation, the proposed
multi-modal approach correctly predicted the 74% of bullying posts out of true cases
of bullying posts as shown in Table 6. Based on the results of the present study, we
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can deduce that the model of 1-gram TF-IDF features when replicated three times
and stacked with three channels of image and given to 1-CNN, 2-Dense with a filter
size of 2048 and dropout of 0.5, performed better compared to the other models.
We followed two approaches for creating a unified 2-D representation of text and
image. In the first, we combined M×N×3 image with M×N×1 text matrix, which
results in M ×N × 4 combined representation. Whereas in the second, we combined
M×N×3 image with M×N×3 text matrix to give a combined representation of M×
N ×6. In Cyberbullying identification task, we found that M ×N ×6 representation
is better than M × N × 4 which can be observed from Table 5. The reason behind
the performance of M ×N × 6 being better than M ×N × 4 model lies in its setting,
the weight of the text is three times more than M ×N × 4 setting. The same image
can have a different sense but in the text generally has a clear sense. Therefore, the
text has a clearer meaning than the image. Our results deduce that in Cyberbullying
identification task we should give more weight to text than image.
Our next finding is that 1-gram TF-IDF features are better than 2-gram, 3-gram
or together 1, 2, 3-gram TF-IDF features for combining image and text through 2-D
representation which can be observed from Table 5. To convert text of M × N × 1
matrix into M ×N × 3 matrix, we used n-gram approach. We tried several settings
with 1-gram, 2-gram, 3-gram or together 1, 2, 3-gram TF-IDF features. However, it is
found that the system performed best when 1-gram TF-IDF features were replicated
thrice to convert M ×N × 1 representation of text. It was combined with M ×N × 3
image matrix to give a unified representation of image and text in M ×N ×6. As we
know, n-gram features extract only the most important piece of information from
long text strings. The reason behind the better performance of 1-gram than 2-gram,
3-gram and together 1, 2, 3-gram TF-IDF features is, two-dimensional convolution
operation on the individual word is more meaningful than a collection of words
together which is used in 2-gram, 3-gram and together 1, 2, 3-gram features.
Our last finding is that 1-CNN is performing better than 2-CNN and 3-CNN
which can be observed from Table 6. The reason behind single-layer CNN is per-
forming better than multiple-layers is that more parameters (weights) used in two or
more layered network causes overfitting. Therefore, in the combined representation
of image and text, the simple model is performing better than the complex model.
It is to be noted that the current approach can classify the bullying post with
good performance measures. We have considered heterogeneous data (image and
text) to train the single model for both data. Our finding was that with combined
representation of social media posts in 2-D representation, a single layered convolu-
tional network is performing better than multiple layered network. The best results
are shown in Figure 10. The observation from these results is that we got 74% and
61% recall values for bullying and non-bullying class, respectively. Overall, we got
the best results with F1-score 71% and 64% for bullying and non-bullying class,
respectively, which can be seen in Table 6. Our observation is, the simple model is
better than the complex model when multi-modal data are embedded properly.
5.1 Theoretical and Practical Implication
The current research expands the prosperous literature on the identification of Cy-
berbullying by proposing a novel unified multi-modal approach. The main theoretical
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implication of this work is the integration of image and text into a single represen-
tation, which means two parallel systems to process heterogeneous data (image and
text) are not required. The single system works for both type of data and learns
the structure of image and text from single representation. Irrespective of the Cy-
berbullying task, the proposed system can also be utilized in the case of disaster
management, emotion detection and many other cases where both image and text
are a major source of information. We hope our work can be a benchmark for com-
bining multi-modal data representation.
The major practical implication of this work is, it can be a better tool for the
identification of heterogeneous social media posts where the post has a different form
of data. The present system can be installed on top of any classification task system
which can be benefited from these settings. This will help online users to use social
media as a safer environment to interact with other online users in the smart city.
6 Conclusions and Future work
Social mining is generally understood as representing, analysing and extracting en-
forceable trends and patterns from raw data in social media. The current research
aimed at combining both visual and textual characteristics to identify bullying posts
on social media. This paper has introduced a novel framework to identify Cyber-
bullying instances with the new integrated representation of image and text. This
important contribution provides an analytical background that opens the way to
combine different forms of data to be trained in a single system instead of parallel
systems where different systems are used for different types of data. Our proposed
system can correctly identify 74% of the cases of bullying class. Overall, our system
got 68% weighted average F1-score of both (bullying and non-bullying) classes. We
found that a single layer of convolution with a larger filter size is better than multiple
layers of convolution with a lesser number of filters.
We have only considered the image and text for Cyberbullying detection task
but audio, video and URLs of the post can also be useful information that may be
considered for identifying bullying scenarios. Finally, despite introducing a unified
representation of different modalities, future research should aim to determine the
proper weight of text and image into a Cyberbullying identification task.
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