The decomposition method (G. Adomian, "Stochastic Systems," Academic Press, New York, 1983) developed to solve nonlinear stochastic differential equations has recently been generalized to nonlinear (and/or) stochastic partial differential equations, systems of equations, and delay equations and applied to diverse applications. As pointed out previously (see reference above) the methodology is an operator method which can be used for nondifferential operators as well. Extension has also been made to algebraic equations involving real or complex coefficients. This paper deals specifically with quadratic, cubic, and general higher-order polynomial equations and negative, or nonintegral powers, and random algebraic equations. Further work on this general subject appears elsewhere (G. Adomian, "Stochastic Systems II," Academic Press, New York, in press). 0 1985 Academic Press. Inc.
I. QUADRATIC EQUATIONS
The decomposition method [ 1, 21 is applied to generic operator equations of the form 7~ =g where ST may be a nonlinear (and/or) stochastic operator and x a stochastic process on a appropriate probability space. The basic equation is considered in the form L/u + Mu = g, or Lu + Nu = g in the deterministic case where L is a linear (deterministic) operator and N a nonlinear (deterministic) operator. (In the case where the operators involve stochasticity, script letters 9, JP" are preferred.) ( thus the xi are determined. We note in the example Nx =x2 that if we expand (x0 +x1 + ... )' into x;+x;+x:+ **a + 2x,x, + 2x,x, + ..a + 2x,x, + a.. , we must choose A, = xi but A, could be X: + 2x,x,. The sum of the subscripts for xi or x,x, is higher than for the x,x, term. By choosing for any x, only terms summing to n -1, we get consistency with our more general schemes which we can use with high-ordered polynomials, trigonometric or exponential terms, and negative or irrational powers, or even multidimensional differential equations. [ 3, 4] When the Nx, or in the quadratic case, x2, term is written in terms of Adomian's A, polynomials, the decomposition method solves the equation. (Although it is not necessary to discuss it here, if stochastic coefficients are involved, the decomposition method achieves statistical separability in the averaging process for desired statistics [ I] and no truncations are required.) Let's look at examples: EXAMPLE. Consider x2 + 3x + 2 = 0 whose solutions are obviously ( -1, -2). Write it in the form 3x=-2-x2 x=-g-~x2=x0+x,+x2+-* =x,+f f A" n=o =X0+,-$+ . . . . which is approaching the smallest root which is -1. The error vC/n becomes less than 0.5% by m = 12. If we take the equation x2 -3x + 2 = 0 we get the same numbers above for the xi except they will all be positive.
EXAMPLE. Consider x2 -1.25x + 0.25 = 0 or (x -a)(x -1) = 0. In our form it becomes -$x=-+X2 Consider x2 -20x + 36 = 0, which has the roots (2,18). Write -20x=-36-x2 36 2 x=x+&x.
By the same procedure we get x0 = 1.8
x, = 0.16.
Hence the approximation to only two terms is given by #2 =x,, + x1 = 1.96.
A 3-term approximation is #3 = 1.98, which is already close to the smallest root x = 2. From these examples we observe that the method yields the smallest root and that the further apart the two roots the faster the convergence to the correct solution (which we will discuss further in a following section). Of course the second root is found by factoring once we have one root.
Let's examine the quadratic equation in the form (x -rr)(x -r2) = 0 where r, , rz are real roots. We have then x2 -(r, + r2) x + r, r2 = 0. Then in the standard form [ 1 ] (r, + rz) x = r, rz + x2 ADOMIAN AND RACH v2 1 x=---+-x2. r1 +r2 r1 +r2
Now since x = C,"=. x, and we identify x0 = r, r2/(r, + r2), the x,, I for n = 0, l,..., are given by Note, e.g., that in solving (x-x)(x -4) = 0 where we have deliberately chosen the 2nd root to be only a little larger than the root rr, we have x2 -(n+4)x+47r=O. so that x0 = 1.76. If we consider (x -z)(x -10) = 0 we get x0 = 2.39. If we take the second root as 100, x0 = 3.05 and for the second root x = 1000, x0 = 3.13, an error of 0.3% with only the x0 term to obtain the smaller root.
Thus the results converge to the desired solution more and more quickly, i.e., for smaller n, as the roots are further apart. In general for (x -r&x -r2) = 0, or x2 -(r, + r2) x + r, r2 = 0, we have the first term 5 r2 x,=-.
rl + r2 If we have complex roots zr, z2 then (x -z,)(x -z2) = 0 or x2 -(z, + zz)x + zlzz = 0. Thus the sum of the roots is the coefficient of the x term and the product of the roots is the constant term. Consider an example with complex roots but real coefficients x2 -2x f 2 = 0.
Solving it in the usual manner with decomposition, we have x=1+fx2=1+ffA,. (where the coefficients k, are easily calculated not only for the quadratic case but also for cubits in the form x =,u t vx3, quartics in the form ADOMIAN AND RACH
x =p + vx4, etc.; similarly we can find coeffkients for x = ,U + v,x2 + v2x3 + v3x4 + ... + v,_,x" for real or complex cases). Factoring x, we have
Computing the components x,, #,-(I ti)=c,, the smallest root. We see the convergence is very rapid indeed. Even by d2 we have an excellent solution and the method applies well to quadratic equations with complex coeffkients (and is easily extended to polynomial equations). The real and imaginary components generally converge at different rates. Suppose c, = 1 t i and cr = m, t m,i where for illustration we choose m, = 1 and m2 = 2 so that c2 = 1 + 2i. Now a = 7/13, /I= 9/13, y = 2/13, 6 = -3/13. Hence ,u = (7/13) t (9/13) i and v = (2/13) -(3/13) i so that The n-term approximate solutions are:
4, = 0.5385 t 0.69231' qi2 = 0.6814 t 0.8507i
It is clear that the imaginary component is converging more rapidly than the real component so we have a differing convergence for the real and imaginary components of complex roots.
II. CUBIC EQUATIONS
Consider now equations of the type z3 +A2z2 t A,z t A, = 0. The z2 term is ordinarily eliminated by substituting z = x -A ,/3 to get an equation in the form x3 -qx -r = 0. Thus, the equation A, = 3x:x, + 6x,x,x, +x;
A, = 3x:x, + 3x,x; + 6x,x,x, + 3x:x, A, = 3x:x, + 6x0x,x, + 6x,x,x, + 3x:x, + 3x,x;.
(We caution against simply extrapolating the A,, to higher it. We cannot include the complete generating scheme for any n in this paper. It depends on the actual nonlinearity and is lengthy to discuss so it will be dealt with elsewhere. The objective of this paper is to show applicability to algebraic equations, not to provide a handbook.) Thus x0 = -0.25, x, = +A,,= 14= -a -0.004, etc. Thus the one-term approximation #i = -0.25, the twoterm approximation dz = -0.254, and x, 'v 0 for an answer to three decimal places so the correct solution is obtained already with )* (again for the smallest root). #3 gives -0.254 with no more change to 3 decimal places. Computing 6 terms gives -0.25410168, which doesn't change any further to 8 place accuracy.
If we now divide x3 -4x -1 by x -0.254, we obtain x2 + 0.254x -3.9375, which yields the other two roots by either the quadratic formula or the decomposition method.
The equation x3 -6x2 + 1 lx -6 = 0 has roots (1,2, 3). Written in the form If we sum these terms we get approximately x = -1.98, which makes us guess x= -2.0 and try it in the equation. (It is interesting to note, however, that we actually have an oscillating convergence. If we sum 10 terms, we get x = -2.0876342, which is a peak departure from x = -2. At 20 terms we have a peak departure in the opposite direction with x = -1.9656587. At 100 terms we have -1.997313.) EXAMPLE.
x3-6x2+
11x-6=0
,f x,=x,+&f An-+ f B, n=o n-0 n-0 expanding the x2 and x3 terms in our usual polynomials but using A,, and B, to distinguish the two. 
III. POLYNOMIAL OPERATORS
Higher-degree polynomial equations are similarly solved. In the cubic case it is, as we see above, not necessary, of course, to eliminate the quadratic term. We can solve the original equation by simply substituting the appropriate A,, summations for both x2 and x3 terms. Even higher-degree equations (or nonintegral powers or negative powers) can be equally well etc., as necessary. The A, are generated by rather complex rules necessarily dealt with elsewhere since they are applicable to differential and partial differential equations as well and require much discussion. They are to be viewed here as a special set of polynomials proposed by Adomian for the expression of nonlinear terms in his decomposition method which are given or can be obtained. The error v/ decreases gradually to less than 10% by vll but it can easily be carried further by computer. The convergence for inversion in this case of a quintic operator is relatively poor because of the greater number of more closely spaced roots and the case of equal roots will be the poorest case.
Forf(x) = xk where k is an integer 22, let's write h, = d"f,dx" for n > 0. (We will write h,(x,) for (d"f/dx")(,=, for the computation of the A,.) Then for Xk.
h,=xk h =kxk-' We observe that the subscripts for A, always add to n and the superscripts of the x,.'s always add to k. The above work will yield the lowest root, or 1, reducing the equation to a 4th power then the root 2, etc. We can do the problem more rapidly as follows. from which polynomial equations can be solved more rapidly than with individual substitutions for the various powers as we did earlier in this paper. We now also see that we can consider operators involving a cube root, a fourth root, etc. For a specific example we now choose k = l/z and y = 7c x = (l/n) -x* (letting n = 3.1415927 and l/z = 0.3 183099 for the computation). We get x = 0.296736 which is within a hundredth of 1%.
Random algebraic equations. The treatment of algebraic equations by the decomposition method suggests further generalization to random algebraic equations. Such equations, with random coefficients, arise in engineering, physics, and statistics whenever random errors are involved. Random matrices* too are found in finite-dimensional approximation models with k, as appropriately defined constants. Clearly x(t) can be stochastic (or x(t, 0)). The b(t) can have a fluctuating or random component and be written as bO(t) + P(t, o), in which case
