the structure of the biological tissue at scales much smaller than the imaging resolution.
126
The diffusion of water molecules is Gaussian in an isotropic medium and under normal unhindered 127 conditions, but in fibrous structure such as white matter, the diffusion is very often directionally biased 128 or anisotropic and water molecules tend to diffuse along fibers. For example, a molecule inside the axon of 129 a neuron has a low probability to cross a myelin membrane. Therefore the molecule will move principally 130 along the axis of the neural fiber. Conversely if we know that molecules diffuse locally principally in one 131 direction, we can infer that this corresponds to a set of fibers. contributions. The concept of spin implies that atomic nuclei bearing spins exhibit magnetic moments.
168
The fact that protons exhibit magnetic moments had already been discovered in an angular frequency known as the Larmor frequency ω 0 = γB 0 , where γ is the gyromagnetic ratio, 210 characteristic of the particle or the nucleus. The effect is detectable when it becomes pronounced in the 211 presence of an ample collection of spin bearing particles or nuclei with the same gyromagnetic ratio. with a net spin of 1/2, and has a gyromagnetic ratio of γ = 42.58 MHz/T.
224
The NMR signal is generated by exposing the ensemble of spins precessing along B 0 to an oscillating 225 magnetic field or an electro-magnetic (radio-frequency: RF) pulse. This is known as the excitation phase.
226
The energy absorbed by the low energy configuration spins from this pulse tilts the magnetization vector
227
M away from B 0 towards the high energy configuration. The oscillation of the secondary magnetic 228 field ensures that the spins (and hence M) continue to precess around B 0 even tilted away from it -
229
along the surface of a cone ( Fig. 1.2 ). Once the RF pulse is switched off, the spins begin to recover 
235
The longitudinal relaxation is known as the T1 relaxation since it is described using a time signature 236 denoted T1. The T1 relaxation occurs as the spin ensemble radiates the energy it had absorbed from 237 the RF pulse to the surrounding thermal reservoir or lattice and regains its thermal equilibrium with 238 the lattice. Therefore, the T1 relaxation is also known as the spin-lattice relaxation. In this process the The NMR signal is generated by exciting the ensemble of spins precessing along B 0 by exposing them to a radio-frequency pulse -the magnetization vector M spirals down to the transverse plane in the fixed frame of reference. 
252
The Bloch equations are a coupled set of three differential equations that combine the effects of NMR
253
and describe the evolution of the net magnetization vector M over time. These are macroscopic and 254 phenomenological equations that include the effects of Larmor precession and T1 and T2 relaxations.
255
They are written in the fixed frame of reference in terms of the relaxation time constants as: is known as self diffusion.
339
To describe the erratic movement of a large number of particles undergoing Brownian motion, Einstein 340 adopted the probabilistic approach of a random walk model [28] . He modelled diffusion using two Proba-
341
bility Density Functions (PDF)s -f (x, t), the probability of finding a particle at the position x at a time t,
342
and P (∆x, ∆t), the transition probability or the probability of finding a particle at a distance ∆x from its 343 initial position after a time ∆t. Considering P (∆x, ∆t) symmetric, such that P (∆x, ∆t) = P (−∆x, ∆t),
344
Einstein proposed the relation between f (x, t) and P (∆x, ∆t):
He then showed that f (x, t), which can also be considered as the local particle concentration, satisfies 346 the diffusion equation:
which introduces the diffusion coefficient D, showing that the random walk approach can model dif-348 fusion. In the isotropic case discussed by Einstein, he further showed that the diffusion coefficient is 349 directly proportional to the variance of the particle displacement (∆x) 2 = 2∆tD, where without loss to the covariance tensor:
(1.9)
Finally Einstein also derived that under the initial condition f (x, 0) = δ(x), which corresponds to free 354 diffusion, the local particle concentration f (x, t) is a Gaussian function with the derived variance 2tD. is also a Gaussian in the case of free diffusion:
In the anisotropic case it is an oriented Gaussian parameterized by the covariance tensor. 
where Fick's law is employed to describe the self diffusion of the net magnetization. 
370
This made it easier to measure the decay in the transverse signal due to diffusion, and from there the 371 diffusion coefficient. The PGSE experiment established the field of dNMR.
372
In the PGSE experiment the first gradient G of duration δ spatially encodes the phase of the individual 
where S is the magnitude of the signal decay due to diffusion, S 0 is the magnitude of the signal in the 387 absence of a diffusion encoding gradient, ∆ is the time between the two gradients, δ is the application 
However, Stejskal in this seminal paper fell short of providing a method for measuring the diffusion tensor 396 from NMR, which could have preempted diffusion tensor imaging by almost three decades. But he did 397 lay the foundations of the q-space formalism with the "pulsed" gradient assumption. isn't entirely rephased after the second gradient, resulting in a loss of the transverse signal. This can be 406 described by using a random-walk approach for the spin bearing particles.
407
Under the assumption δ ≪ ∆, which is known as the narrow gradient pulse (NGP) condition, which amount of net phase shift is proportional to the diffused distance (r − r 0 ).
416
The NGP condition δ ≪ ∆ can also be interpreted in the way Stejskal proposed it δ → 0, with δG 417 finite. Although in practice the NGP condition can never be achieved, it provides a powerful insight into 418 the process of measuring diffusion from NMR.
419
The complex signal generated by individual spins with a net phase shift φ is exp(iφ) = exp [iγδG · (r − r 0 )]
420
[13, 44]. However, the spin echo signal E(G, ∆) is the averaged net signal from the spin ensemble, or it is 421 the expected value of the complex signal given the probability of spins starting at r 0 and diffusing to r in 422 the time ∆. This probability is the product of the probabilities f (r 0 , 0), of finding a spin initially at r 0 ,
423
and P (r|r 0 , ∆), of a single spin starting at r 0 and diffusing to r in time ∆. The product f (r 0 , 0)P (r|r 0 , ∆)
424
introduces the random-walk model for the spin bearing particles diffusing from r 0 to r, and [13]: 
Assuming the transition probability P (r|r 0 , ∆) to be translationally invariant or that the movement of 431 a spin is independent of the movements of the other spins and also of its own position and movements in 432 the past -as in a random-walk, implies that P (r|r 0 , ∆) = P (∆r, ∆), which is the diffusion propagator.
433
Also since in a random-walk the movements of all the particles are independent and identical, and since the 434 complex signal and the diffusion propagator for a spin only depend on the spin displacement ∆r = (r−r 0 ),
435
it is useful to consider the ensemble average propagator (EAP), which describes the average probability :
which establishes an inverse Fourier Transform relationship between the EAP, henceforth denoted P (r),
439
and the normalized echo signal, henceforth denoted E(q).
440
This Fourier relationship between the ensemble average diffusion propagator and the diffusion NMR 441 signal ushers in the paradigm change that diffusion can be viewed more than just an intrinsic property,
442
but also as a probe of the microstructure of the underlying medium. This becomes apparent when the 443 medium is anisotropic and has a complex microstructure, which is the case in cerebral white matter where 444 numerous fiber bundles criss-cross at a resolution much finer than that of dMRI. This however changed with MRI and dMRI, when large anisotropic specimen that couldn't be rotated 
In practice, often more than six DWIs are used to account for acquisition noise. In the case of N DWIs,
484
the linearized equation for the signal is written in a matrix form: 
To infer the microstructure of the cerebral white matter from DTI, the fundamental assumption is 506 that the coherent fiber bundle structures formed by the axons hinder the perpendicular diffusion of 507 water molecules (spin bearing 1 H atoms) more than the parallel diffusion. Therefore, the elongation 508 and orientation of the DT are good indicators of these coherent structures or fiber bundles locally.
509
The eigenvector corresponding to the largest eigenvalue, the major eigenvector, indicates the main fiber 510 direction, while the other eigenvectors and eigenvalues indicate diffusion anisotropy in the perpendicular 511 plane ( Fig. 1.7) . • Fractional anisotropy (FA) is the other measure which describes the amount of anisotropy presented 518 by the microstructure. It too is derived from the eigenvalues of
• The Relative anisotropy (RA) is given by [4]: •
Beyond DTI

523
In DTI, the Gaussian assumption over-simplifies the diffusion of water molecules. 
However, DSI had severe acquisition setbacks. To correctly estimate the EAP, the q-space had to be and only require a minimum of 6 acquisitions. These demanding requirements played unfavourably for 566 DSI, since its clinical viability was near impossible.
567
However, DSI was the proof of concept for q-space imaging, which quickly became the popular approach 568 for dMRI, and gave rise to a plethora of techniques for estimating complex EAPs or their characteristics 569 like the ODF. These q-space techniques were developed to overcome the acquisition limitations of DSI. 
Q-Ball Imaging: Emphasizing the Anisotropic Diffusion Orientation Information
571
Q-Ball Imaging (QBI) was proposed by Tuch [67, 68] spurred by the facts that DSI had severe acquisition 572 requirements, and that the DSI result of interest wasn't the estimated EAP itself, but rather its radial model free method that sampled q-space only on a sphere or q-shell with fixed q-radius with high angular 577 resolution.
578
QBI like DSI is based on the q-space formalism and shows promising results, although like DSI, in 579 practice it cannot satisfy the NGP condition [67] . However, QBI became a forerunner to a plethora of 580 q-space methods that attempted to reconstruct the EAP or its characteristics from partial sampling of 581 the q-space. QBI, itself maps spherical acquisitions in q-space to the ODF -a spherical function in real 582 space.
583
QBI is based on the Funk Radon transform (FRT), which is a mapping from a sphere to a sphere 584 G : S 2 → S 2 . To a point on the sphere, called the pole, the FRT of a spherical function f , assigns the 585 value of the integral of the spherical function along the equator on the plane that has for normal the 586 vector connecting the centre of the sphere to the pole:
where u, w ∈ S 2 . Using the Fourier slice theorem, Tuch was able to show that the FRT of the signal 
where L = (l + 1)(l + 2)/2 is the number of elements in the modified SH basis, c j are the SH coefficients 601 describing the input HARDI signal, P l(j) is the Legendre polynomial of order l that is associated with 602 jth element of the modified SH basis and c ′ j are the SH coefficients describing the ODF Ψ T .
603
Aganj et al. [1] recently proposed an analytical solution to QBI using SHs to compute the ODF in Eq. and only similarity invariant, computationally it is more efficient than the affine invariant Riemannian 645 metric and resembles closely the latter. The distance between DTs induced by this metric is:
(1.28) Using the appropriate Riemannian metric and geometry for Sym 
Estimation of DTs in Sym
( The goal of segmenting a tensor field or an image of DTs is to compute the optimal 3D surface separating 657 an anatomical structure of interest from the rest of the tensor image (see Fig. 1.9 ). To do this we follow 658 the method proposed in [23] . The idea will be to treat the tensor field as a field of Gaussian probability 659 density functions and to utilize the affine invariant Riemannian metric on Sym + 3 , which also forms a
660
Riemannian metric in the space of Gaussian density functions, to compute the segmentation boundary.
661
Therefore, a DT at the point x in the image corresponds to the 3D Gaussian distribution N (x, r).
662
Using the level-set approach and the optimal boundary Γ between the object of interest Ω 1 and the 663 background Ω 2 , the level-set φ : Ω 1 ∪ Ω 2 → R can be defined as:
where D E (x, Γ ) represents the Euclidean distance between x and Γ . Then according to the geodesic 665 active regions model along with a regularity constraint on the interface, the optimal boundary Γ or the 666 segmentation of the tensor field is obtained by minimizing the functional: N (x, r) ))dx, condition r(0) = r 0 means that starting from r 0 , a fiber can be traced by continuously integrating Eq.
722
(1.33) along the direction indicated locally by the major eigenvector of the diffusion tensor at that point.
723
However, integrating Eq. (1.33) requires two things -first, a spatially continuous tensor (or SDF) field,
724
and second, a numerical integration scheme. In [7] , the authors proposed two approaches for estimating a 725 spatially continuous tensor field from a discrete DTI tensor field, namely approximation and interpolation.
726
They also proposed the Euler's method, the 2nd order Runge-Kutta method, and the adaptive 4th order
727
Runge Kutta method as numerical integration schemes. Finally, for stopping they proposed four criteria
728
-the tracts are within the image volume, the tracts are in regions with FA value higher than a threshold,
729
the curvature of a tract is smaller than a threshold, and that a tract is better aligned with the major 730 eigenvector in the next spatial location than any of the two other eigenvectors.
731
The streamline tractography algorithm can be adapted to SDFs with multiple maxima (EAP/ODF step that is most collinear to the unit maximum vector followed by the integration in the previous step. is chosen to move forward in the integration.
740
The maximum direction most collinear to the previously chosen maximum direction can be chosen by is reached by the path of a particle. This yields higher transitional probabilities along the main fiber 768 directions. The random walk is stopped when the particle leaves the white matter mask.
769
For each elementary transition of the particle, the probability for a movement from the seed point x
770
to the target point y in direction u xy is computed as the product of the local ODFs in direction u xy , i.e.
where P (x → y) is the probability for a transition from point x to point y, F (u xy ) x is the ODF at point 772 x in direction xy (by symmetry, direction xy and yx are the same).
773
The transition directions in the local model are limited to 120 discrete directions corresponding to the 774 angular sampling resolution of the acquired brain data and the step size of the particle step was fixed to The dMRI models and tools presented in this chapter are at the heart of what is strongly needed 
794
The first and most successful application of dMRI since the early 1990s has been in acute brain was later confirmed by different groups using animal models and human patients with stroke. In this chapter we presented an overview of the mathematical tool and framework of dMRI. Diffusion
874
MRI is unique in its capacity at inferring the microstructure of the cerebral white matter in vivo and 875 non-invasively, albeit in an indirect fashion. We first presented a quick perusal of the brain its general 876 structure and organization, the tissues constituting it, and in highlight, its major neuronal pathways water molecules probe the white matters microstructure. Therefore, since dMRI is sensitive to the diffusion 883 of water molecules, it is used to measure the constrained or anisotropic diffusion of water molecules in 884 the white matter, to infer its major axon fiber bundles non-invasively.
885
Next we presented the fundamentals of the NMR phenomenon, the diffusion NMR experiment, and 
892
This is done in MRI again using magnetic gradients. Therefore, this allows MRI to examine entire 893 biological specimen, like the brain or the body, in vivo and non-invasively.
894
One of the properties that NMR can be sensitized to is the Brownian motion of the spin bearing 895 particles in a sample. Therefore, NMR can be used to measure the diffusion properties of a sample by 
906
Diffusion MRI data represents images that contain complex mathematical objects. Recently the com-907 putational framework of mathematical tools required to process such images has been vastly improved.
908
We presented the appropriate metrics, in particular the Riemannian metric for Sym 
