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Abstract. In this paper we present an addition to Askey’s scheme of q-hypergeometric
orthogonal polynomials involving classes of q-special functions which do not consist of poly-
nomials only. The special functions are q-analogues of the Jacobi and Bessel function. The
generalised orthogonality relations and the second order q-difference equations for these fam-
ilies are given. Limit transitions between these families are discussed. The quantum group
theoretic interpretations are discussed shortly.
1. Introduction
The Askey-scheme of hypergeometric orthogonal polynomials is a scheme containing
various known sets of orthogonal polynomials that can be written in terms of hypergeo-
metric series, see e.g. Askey and Wilson [2], Koekoek and Swarttouw [14], Koornwinder
[27]. A typical entry is the set of Jacobi polynomials defined by
(1.1) R(α,β)n (x) = 2F1
(
−n, n+ α+ β + 1
α+ 1
;
1− x
2
)
, n ∈ Z≥0,
where we use the standard notation for hypergeometric series, see e.g. [7]. The Jacobi
polynomials are orthogonal with respect to the beta distribution (1− x)α(1 + x)β on the
interval [−1, 1]. Moreover, we have the much bigger q-analogue of the Askey-scheme having
the Askey-Wilson polynomials and Racah polynomials at the top level with four degrees
of freedom (apart from q), see e.g. [14].
The relation with schemes of non-polynomial special functions are less well-advertised,
and here we discuss the q-analogue of the scheme displayed in Figure 1.1. The Jacobi
function transform is an integral transform on [0,∞) in which the kernel is given by a
Jacobi function
(1.2) φ
(α,β)
λ (t) = 2F1
( 1
2
(α+ β + 1− iλ), 1
2
(α+ β + 1 + iλ)
α+ 1
;− sinh2 t
)
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Figure 1.1. Jacobi function scheme.
for | sinh t| < 1, which has a one-valued analytic continuation to − sinh2 t ∈ C\[1,∞),
see Koornwinder’s survey paper [24] for a nice introduction and references. We see that
we may view the Jacobi function as an analytic continuation in its degree of the Jacobi
polynomial; replace n in (1.1) by 1
2
(iλ − α − β − 1) and x by cosh 2t to get the Jacobi
function of (1.2).
The Jacobi function transform is then given by
(1.3)
g(λ) =
∫ ∞
0
f(x)φ
(α,β)
λ (t)(2 sinh t)
2α+1(2 cosh t)2β+1 dt,
f(t) =
∫ ∞
0
g(λ)φ
(α,β)
λ (t)
|Γ( 1
2
(iλ+ α+ β + 1))Γ( 1
2
(iλ+ α− β + 1))|2
4α+β+1|Γ(α+ 1)Γ(iλ)|2
dλ
for some suitable class of functions. Here we assume that α, β ∈ R satisfy |β| < α + 1,
otherwise discrete mass points have to be added to the Plancherel measure, see [24, §2].
The Hankel transform is the integral transform on [0,∞) that has the Bessel function
(1.4) Jα(x) =
(x/2)α
Γ(α+ 1)
0F1
(
−
α+ 1
;−
x2
4
)
as its kernel. For suitable functions and α > −1 the Hankel transform pair is given by, see
Watson [39, §14.3],
(1.5) g(λ) =
∫ ∞
0
f(x) Jα(xλ)x dx, f(x) =
∫ ∞
0
g(λ) Jα(xλ)λ dλ.
The Hankel transform can formally be obtained as a limit case from the orthogonality
relations for the Jacobi polynomials using the limit
(1.6) lim
N→∞
R(α,β)nN (1−
x2
2N2
) = 0F1(−;α+ 1;−(xλ)
2/4), nN/N → λ as N →∞.
The Hankel transform can also be viewed as a limit case of the Jacobi function transform
by use of the limit transition
(1.7) lim
ε↓0
φ
(α,β)
λ/ε (tε) = 2
αΓ(α+ 1)(λt)−α Jα(λt),
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Figure 1.2. Askey-Wilson function scheme.
see [24, (2.34)], and the limit transition (1.7) can be considered as a generalisation of (1.6).
So Figure 1.1 gives an addition to the Askey-scheme of hypergeometric orthogonal
polynomials by an analytic continuation in the spectral parameter (the dashed line) to the
Jacobi functions, and by a limit transition to the Bessel functions. The Jacobi functions and
polynomials have two degrees of freedom, namely α and β, and the Hankel transform has
one degree of freedom, namely the order α of the Bessel function. We consider the Jacobi
functions as the master functions, and the Jacobi polynomials and the Bessel functions as
derivable functions. We discuss the group theoretic interpretation of Figure 1.1 in §7.1.
The purpose of this paper is to give three q-analogues of Figure 1.1; one related to the
Askey-Wilson polynomials, presented in §2, one related to the big q-Jacobi polynomials,
presented in §3, and one related to the little q-Jacobi polynomials, presented in §4. This
is depicted in Figure 1.2, where the three boxes on the right hand side are part of Askey’s
scheme of q-hypergeometric orthogonal polynomials, see [14]. These three q-analogues are
related by limit transitions as well, and this is also depicted in Figure 1.2. This is discussed
in §5 and §6, where the boxes with the continuous dual q−1-Hahn polynomials and the
q-Laguerre polynomials are discussed.
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In Figure 1.2 the lines denote limit transitions, the dashed lines denote analytic con-
tinuation and the dotted lines, which do not appear in Figure 1.1, denote that the results of
the two boxes involved are related by duality. In particular, we think of the Askey-Wilson
function transform and the little q-Hankel transform as self-dual transforms, i.e. the in-
verse transform equals the generic Fourier transform itself, possibly for dual parameters.
Note that there is a striking difference between Figure 1.1 and Figure 1.2. The dashed line
corresponding to analytic continuation in Figure 1.1 is horizontal, i.e. the Jacobi poly-
nomials and the Jacobi function transform both have 2 degrees of freedom. The dashed
lines in Figure 1.2 go down, i.e. the q-analogue of the Jacobi function transform has one
extra degree of freedom compared to the q-analogue of the Jacobi polynomial. This extra
parameter is not contained in the definition of the q-analogues of the Jacobi function, but
it appears in the measure for the q-analogue of the Jacobi function transform.
In §7 we discuss the (quantum) group theoretic interpretation of Figure 1.1 and Fig-
ure 1.2, which is also the motivation for the names for these transforms. We end with
some concluding remarks and some open problems.
Let us finally note that this paper does not contain rigorous proofs. The transform
pairs are obtained by a spectral analysis of a second order q-difference operator that is
symmetric on a suitable weighted L2-space, see the references in §§2, 3 and 4. The limit
transitions are only considered on a formal level and are emphasised via the second order
q-difference operators involved.
Notation. We use the notation for basic hypergeometric series as in the book [7] by Gasper
and Rahman. We assume throughout 0 < q < 1.
Acknowledgement. The second author is supported by a NWO-Talent stipendium of the
Netherlands Organization for Scientific Research (NWO). Part of the research was done
while the second author was supported by the EC TMR network “Algebraic Lie Repre-
sentations”, grant no. ERB FMRX-CT97-0100.
2. Askey-Wilson analogue of the Jacobi function scheme
In this section we consider the analogue of Figure 1.1 on the level for the Askey-Wilson
case. So the second order difference operator is
(2.1) Lf(x) = A(x)
(
f(qx)− f(x)
)
+B(x)
(
f(q−1x)− f(x)
)
,
where
(2.2) A(x) =
(1− ax)(1− bx)(1− cx)(1− dx)
(1− x2)(1− qx2)
, B(x) = A(x−1).
The difference operator (2.1), (2.2) has been introduced by Askey and Wilson [2]. The
general set of eigenfunctions for (2.1) with A and B as in (2.2) is given by Ismail and
Rahman [11].
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2.1. The Askey-Wilson functions. The Askey-Wilson functions are defined by
(2.3) φγ(x; a; b, c; d|q) =
(
qaxγ/d˜, qaγ/d˜x; q
)
∞(
a˜b˜c˜γ, qγ/d˜, qa˜/d˜, qx/d, q/dx; q
)
∞
× 8W7
(
a˜b˜c˜γ/q; ax, a/x, a˜γ, b˜γ, c˜γ; q, q/d˜γ
)
for |γ| > |q/d˜|, where a˜ =
√
q−1abcd, b˜ = ab/a˜, c˜ = ac/a˜, and d˜ = ad/a˜. Observe that the
Askey-Wilson function in (2.3) is symmetric in b and c, and almost symmetric in a and b;
(2.4) φγ(x; a; b, c; d|q) =
(c˜γ, qb/d, c˜/γ; q)∞
(qγ/d˜, qa/d, q/d˜γ; q)∞
φγ(x; b; a, c; d|q),
by an application of [7, (III.36)], or see Suslov [36]. Then Lφγ =
(
−1 − a˜2 + a˜(γ +
γ−1)
)
φγ . Note that the invariance x↔ x
−1 is obvious in (2.3). There exists a meromorphic
continuation of the Askey-Wilson function in γ which is invariant under γ ↔ γ−1 by [7,
(III.23)]. By [7, (III.23)] again we see that the Askey-Wilson function is self-dual in the
sense that
(2.5) φγ(x; a; b, c; d|q) = φx(γ; a˜; b˜, c˜; d˜|q).
Assume that (i) 0 < b, c ≤ a < d/q, (ii) bd, cd ≥ q and (iii) ab, ac < 1, and let t < 0
be an extra parameter. By H(a; b, c; d; t) we denote the weighted L2-space of symmetric
functions f(x) = f(x−1) with respect to the measure dν(x; a, b, c; d|q, t), which is defined
as follows. We introduce
(2.6) ∆(x) =
(x±2, qx±1/d; q)∞
θ(tdx±1) (ax±1, bx±1, cx±1; q)∞
,
where θ(x) = (x, q/x; q)∞ is the (renormalised) Jacobi theta-function and where we use
(cx±1; q)∞ = (cx, c/x; q)∞ and similarly for the other ±-signs. Note that this the standard
Askey-Wilson weight function, see [2], [7, Ch. 6], multiplied by q-constant function that
can be written as a quotient of theta-functions. The positive measure is now given by
(2.7)
∫
C∗
f(x)dν(x; a; b, c; d|q, t) =
K
4pii
∫
T
f(x)∆(x)
dx
x
+K
∑
s∈S
f(s)Resx=s
∆(x)
x
,
where S = S+ ∪ S−, S+ = {aq
k | k ∈ Z≥0, aq
k > 1} and S− = {tdq
k | k ∈ Z, tdqk < 1},
under the generic assumption on the parameters that S ∪ S−1 consists of simple poles of
∆. Note that this condition can be removed by extending the definition of the masses at
the discrete set by continuity, see [23] for details. Here K = K(a; b, c; d; t) is a positive
constant defined by
(2.8) K = (qabcdt2)−
1
2 (ab, ac, bc, qa/d, q; q)∞
(
θ(qt)θ(adt)θ(bdt)θ(cdt)
)1
2 .
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The Askey-Wilson function transform pair for a sufficiently nice function u ∈ H(a; b, c; d; t)
is given by
(2.9)
uˆ(γ) =
∫
C∗
u(x)φγ(x; a; b, c; d|q) dν(x; a; b, c; d|q, t),
u(x) =
∫
C∗
uˆ(γ)φγ(x; a; b, c; d|q) dν(γ; a˜; b˜, c˜; d˜|q, t˜),
where t˜ = 1/qadt. Furthermore, (a˜, b˜, c˜, d˜, t˜) satisfy the same conditions as (a, b, c, d, t). So,
in view of (2.5), the inverse of the Askey-Wilson function transform is the Askey-Wilson
transform for the dual set of parameters. Moreover, the Askey-Wilson function transform
extends to an isometric isomorphism from H(a, b, c; d; t) to H(a˜, b˜, c˜; d˜; t˜). Proofs of these
results can be found in [23]. See Suslov [35], [36] for Fourier-Bessel type orthogonality
relations for the Askey-Wilson functions.
2.2. The Askey-Wilson polynomials. The Askey-Wilson polynomials are the eigen-
functions of L as in (2.1), (2.2), which are polynomial in 12(x + x
−1). These orthogonal
polynomials are very well-known, see [2], [7, §7.5], and they are on top of the Askey scheme
of basic hypergeometric orthogonal polynomials, see [14]. See also Brown, Evans and Ismail
[4] for an operator approach to the Askey-Wilson polynomials and their orthogonality rela-
tions. The Askey-Wilson functions reduce to the Askey-Wilson polynomials for γ−1 = a˜qn,
n ∈ Z≥0, since the 8W7-series in (390) reduces to a terminating series
(2.10) 8W7(aq
−n/d; ax, a/x, q−n, q1−n/cd, q1−n/bd; q, qnbc) =
(aq1−n/d, q1−n/ad; q)n
(q1−n/dx, q1−nx/d; q)n
4ϕ3
(
q−n, abcdqn−1, ax, a/x
ab, ac, ad
; q, q
)
by [7, (III.18)]. We can also use [7, (III.36)] to write the 8W7-series as a sum of two balanced
4ϕ3-series, which reduces to a single terminating balanced 4ϕ3-series for γ
−1 = a˜qn, see
e.g. Suslov [35], [36]. This shows that the Askey-Wilson function φγ(x; a; b, c; d|q) is the
analytic continuation of the Askey-Wilson polynomial.
2.3. The Askey-Wilson q-Bessel functions. In (2.3) we replace c by cε, d by d/ε and
γ by γε, then the formal limit transition gives
(2.11) lim
ε↓0
φγε(x; a; b, cε;
d
ε
|q) = 2ϕ1
(
ax, a/x
ab
; q,
q
d˜γ
)
.
Taking the limit in the second order q-difference equation shows that the Askey-Wilson
q-Bessel function
(2.12) Jγ(x; a; b|q) = 2ϕ1
(
ax, a/x
ab
; q,−
qγ
a
)
is a solution to LJγ(·; a; b|q) = γJγ(·; a; b|q), with L as in (2.1) with
(2.13) A(x) =
(1− ax)(1− bx)x
(1− x2)(1− qx2)
, B(x) = A(x−1).
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Taking the limit transition (2.11) through the sequence ε = qm, m → ∞, in the Askey-
Wilson function transform pair with t replaced εt formally leads to the following orthogo-
nality relations
(2.14)
∫
C∗
Jγqk(x; a; b|q) Jγql(x; a; b|q) dν(x; a; b, qγ; γ
−1|q,−1) =
δk,la
−2k (−aq
−k/γ; q)∞
(−bq−k/γ; q)∞
K(a; b, qγ; γ−1;−1)(
(ab; q)∞θ(−a/γ)
)2 , k, l ∈ Z,
where γ = −at˜ for a, b, γ > 0, ab < 1, a > b and K as in (2.8). Observe that cancellation
in the weight ∆ (2.6) occurs in (2.14), since cd = q. The orthogonality relations can be
obtained from Kakehi [12], see also [22, App. A] where also other ranges of the parameters
are considered. Moreover, the functions Jγqk(·; a; b|q) form a complete set in the weighted
L2-space for the measure in (2.14). Note that under the limit transition (2.11) only the
infinite set discrete mass points that tend to −∞ in (2.9) survive.
Using the same limit transition (2.11) in (2.10) we find the Askey-Wilson q-Bessel
functions (2.12) with the corresponding orthogonality relations (2.14) from the orthogo-
nality relations of the Askey-Wilson polynomials, see also [15, Ch. 3]. The Askey-Wilson
q-Bessel function is also studied by Bustoz and Suslov [5], who derive Fourier series expan-
sions, and by Ismail, Masson and Suslov [10], who derive Fourier-Bessel type orthogonality
relations for Jγ(x; a; b|q).
3. Big q-analogue of the Jacobi function scheme
In this section we consider the analogue of Figure 1.1 on the level of the big q-Jacobi
case. So we consider the second order difference operator L as in (2.1) with
(3.1) A(x) = a2(1 +
1
abx
)(1 +
1
acx
), B(x) = (1 +
q
bcx
)(1 +
1
x
).
The general set of eigenfunctions for L in (2.1) with A and B as in (3.1) is given by Gupta,
Ismail and Masson [8].
3.1. The big q-Jacobi functions. The big q-Jacobi functions are defined by
(3.2) φγ(x; a; b, c; q) = 3ϕ2
(
aγ, a/γ,−1/x
ab, ac
; q,−bcx
)
, |bcx| < 1,
and they satisfy Lφγ(·; a; b, c; q) = (−1−a
2+a(γ+γ−1))φγ(·; a; b, c; q). We can extend the
definition of the big q-Jacobi function (3.2) to generic values of x by requiring that this
second order q-difference equation remains valid, see [21]. Assume that the parameters a,
b and c are positive, a greater than b and c, and that all pairwise products are less than
one, and let z > 0. The big q-Jacobi function transform is given by the following transform
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pair
(3.3)
uˆ(γ) =
∫ ∞(z)
−1
u(x)φγ(x; a; b, c; q)
(−qx,−bcx; q)∞
(−abx,−acx; q)∞
dqx,
u(x) = C
∫
C∗
uˆ(γ)φγ(x; a; b, c; q) (γ
±1abc; q)−1∞ dν(γ; a; b, c; q/abc|q,−z
−1),
C =
θ(−abz)θ(−acz)θ(−bcz) (ab, ac; q)2∞
(1− q)z θ(−qz)K(a; b, c; q/abc;−1/z)
with the notation of (2.7) and where the q-integral is defined by∫ ∞(z)
−1
f(x) dqx = (1− q)
∞∑
k=0
f(−qk)qk + (1− q)z
∞∑
k=−∞
f(zqk)qk.
After a suitable scaling the big q-Jacobi function transform extends to an isometric isomor-
phism of the weighted L2-space with respect to the q-integral with weight as in the first
equality of (3.3) onto the weighted L2-space of symmetric functions with respect to the
weight C(γ±1abc; q)−1∞ dν(γ; a, b, c; q/abc|q,−1/z). See [21] for a proof of these statements.
3.2. The big q-Jacobi polynomials. The polynomial eigenfunctions to (2.1), (3.1) are
the big q-Jacobi polynomials and they are given by the big q-Jacobi functions (3.2) with
γ = aqn, n ∈ Z≥0,
(3.4) 3ϕ2
(
a2qn, q−n,−1/x
ab, ac
; q,−bcx
)
=
(cq−n/a; q)n
(ac; q)n
3ϕ2
(
q−n, a2qn,−abx
ab, qa/c
; q, q
)
,
see [21, Prop. 5.3]. The big q-Jacobi polynomials are orthogonal with respect to a positive
discrete measure supported on −qZ≥0 ∪ −qN/bc for ab < 1, ac < 1, qa/b < 1, qa/c < 1
and bc < 0, see [21, §10]. See Andrews and Askey [1], or [7, §7.3], [14] for the standard
definition of the big q-Jacobi polynomials.
3.3. The big q-Bessel functions. If we replace c by cε and γ by γε in (3.2), we obtain
the following limit
(3.5) lim
ε↓0
φγε(x; a; b, cε; q) = 1ϕ1
(
−1/x
ab
; q,−
abcx
γ
)
.
We define the big q-Bessel function by
(3.6) Jγ(x; a; q) = 1ϕ1
(
−1/x
a
; q, aγx
)
.
The big q-Bessel function is a solution to LJγ(·; a; q) = −γJγ(·; a; q), with L as in (2.1)
with A(x) = x−1(1+1/ax) and B(x) = q(1+1/x)/ax. Taking the limit in the big q-Jacobi
function transform pair (3.3) with z fixed, shows that for γ > 0, 0 < a < 1,
(3.7)∫ ∞(q/aγ)
−1
(
JγqkJγql
)
(x; a; q)
(−qx; q)∞
(−ax; q)∞
dqx = δk,l(1− q)
(q; q)2∞θ(−aγ)
(a; q)2∞θ(−γ)
a−k(−qkγ; q)∞
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for k, l ∈ Z. Here the extra parameter z in the measure of the big q-Jacobi function
transform (3.3) is in the limit inverse proportional to γ. Under the limit transition (3.5)
the only part of the spectrum of (3.3) that survives, is the infinite set of discrete mass
points tending to −∞. Moreover, the big q-Bessel functions Jγql(·; a; q) form a complete
orthogonal set in the weighted L2-space for the measure in (3.7). See [6] for the proof of
(3.7).
The big q-Bessel function in (3.5) can also be obtained by taking the limit from the
big q-Jacobi polynomials and then the orthogonality relations (3.7) can be obtained from
the orthogonality relations for the big q-Jacobi polynomials in a rigorous way, see [6, §6].
4. Little q-analogue of the Jacobi function scheme
In this section we consider the analogue of Figure 1.1 on the level of the little q-Jacobi
case. So the second order difference operator L is now as in (2.1) with
(4.1) A(x) = a2(1 +
1
ax
), B(x) = (1 +
q
bx
).
The general set of eigenfunctions for L with A and B as in (4.1) is given by the solutions to
second order q-difference equation that is the q-analogue of the hypergeometric differential
equation, see [7, Ch. 1].
4.1. The little q-Jacobi functions. The little q-Jacobi functions are defined by
(4.2) φγ(x; a; b; q) = 2ϕ1
(
aγ, a/γ
ab
; q,−bx
)
,
and they satisfy Lφγ(·; a; b; q) = (−1− a
2 + a(γ + γ−1))φγ(·; a; b; q). For y > 0, a > b > 0,
and ab < 1 we have the transform pair
(4.3)
uˆ(γ) =
∞∑
k=−∞
u(k)φγ(yq
k; a; b; q) a2k
(−q1−k/ay; q)∞
(−q1−k/by; q)∞
,
u(k) = C
∫
C∗
uˆ(γ)φγ(yq
k; a; b; q) dν(γ; a; b, aby; q/aby|q,−1),
for C = (ab; q)2∞θ(−by)
2/K(a; b, aby; q/aby;−1) and using the notation (2.7). Observe
that cancellation in the weight ∆ (2.6) occurs in (4.3), since cd = q. For a proof of (4.3)
see Kakehi [12] or [22, App. A], where the result is given for more general parameter values.
4.2. The little q-Jacobi polynomials. The little q-Jacobi polynomials are the polyno-
mial eigenfunctions of L as in (2.1), (4.1), and they occur for γ = aqn, n ∈ Z≥0;
(4.4) φaqn(x; a; b; q) = 2ϕ1
(
q−n, a2qn
ab
; q,−bx
)
.
This is not the standard expression for the little q-Jacobi polynomials as introduced by
Andrews and Askey [1], or see [7, §7.3], [14], where the orthogonality relations can be
found.
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4.3. The little q-Bessel functions. If we replace γ by γε and x by xε, we obtain the
little q-Bessel functions from the little q-Jacobi functions;
(4.5) lim
ε↓0
φγε(xε; a; b; q) = 1ϕ1
(
0
ab
; q,−
abx
γ
)
.
The little q-Bessel function is defined by
(4.6) jγ(x; a; q) = 1ϕ1(0; a; q, qγx).
Note that the little q-Bessel function is self-dual; jγ(x; a; q) = jx(γ; a; q). These q-analogues
of the Bessel function are also known under the name 1ϕ1 q-Bessel function or Hahn-Exton
q-Bessel function, see [28] and [20] for historic references to Hahn, Exton and Jackson. The
little q-Bessel functions are eigenfunctions of Ljγ(·; a; q) = −qγjγ(·; a; q) with L as in (2.1)
with A(x) = a/x and B(x) = q/x. This is the second order q-difference equation for
the 1ϕ1-series, and we obtain this from the second order q-difference equation for the
little q-Jacobi function. The little q-Bessel functions satisfy the orthogonality relations for
0 < a < 1, see Koornwinder and Swarttouw [28, Prop. 2.6],
(4.7)
∞∑
k=−∞
akjqn(q
k; a; q) jqm(q
k; a; q) = δn,ma
−n (q; q)
2
∞
(a; q)2∞
, n,m ∈ Z.
In the limit transition (4.5) of the little q-Jacobi function transform (4.3) the only part
of the spectrum that survives the contraction is the infinite set of discrete mass points
tending to −∞, which leads to a formal derivation of (4.7). We note that the extra degree
of freedom in the measure of the little q-Jacobi function transform (4.3) drops out in the
limit. By self-duality we see that the little q-Bessel functions form a complete orthogonal
set with respect to the discrete measure in (4.7).
The same limit transition of the little q-Jacobi polynomials to the little q-Bessel func-
tions as in (4.5) is valid, and in the limit the orthogonality relations for the little q-Jacobi
polynomials tend to the orthogonality relations (4.7), see [28] for a rigorous proof.
5. Limit transitions
In the previous sections limits within each level of the q-analogue of the Jacobi function
schemes have been discussed. Now there are also limits from the Askey-Wilson polynomials
to the big q-Jacobi polynomials and from the big q-Jacobi polynomials to the little q-Jacobi
polynomials, see [26], [34] or [14]. In this section we show that these limit transitions also
hold for the appropriate analogues of the Jacobi and Bessel function.
5.1. Limit from the Askey-Wilson case to the big q-case. In the Askey-Wilson
function of (2.3) we replace (a, b, c, d, x) by (a/ε, bε, cε, d/ε,−x/ε). Then, using (2.4), the
Askey-Wilson function tends to the big q-Jacobi function (3.2) as ε ↓ 0;
(5.1) lim
ε↓0
φγ(−
x
ε
;
a
ε
; bε, cε,
d
ε
|q) =
(−qa˜xγ/d, c˜/γ; q)∞
(γc˜, ac, qa/d,−qx/d; q)∞
3ϕ2
(
−bx, a˜γ, b˜γ
ab,−qa˜γx/d
; q,
c˜
γ
)
=
1
(qa/d; q)∞
φγ(
x
a
; a˜; b˜, c˜; q),
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where we have used [7, (III.9)] in the second equality. Keeping t fixed we can formally take
the limit transition within the Askey-Wilson function transform pair (2.9) to recover the
big q-Jacobi function transform (3.3) with parameters (a, b, c, z) replaced by (a˜, b˜, c˜,−td/a).
Taking γ = a˜qn, n ∈ Z≥0, gives back the limit transition from the Askey-Wilson polyno-
mials to the big q-Jacobi polynomials.
In the Askey-Wilson q-Bessel function we replace (a, b, x, γ) by (a/ε, bε,−x/ε, γε) in
(2.12) and take the limit ε ↓ 0, which gives the big q-Bessel function;
(5.2) lim
ε↓0
Jγε(−
x
ε
;
a
ε
; bε|q) = Jqγ/b(
x
a
; ab; q).
In this limit transition the second order q-difference equation for the Askey-Wilson q-Bessel
function goes over into the second order q-difference equation for the big q-Bessel function.
And the orthogonality relations (2.14) go over into the orthogonality relations (3.7), since
only the discrete mass points of the measure survive in the limit.
5.2. Limit from the big q-case to the little q-case. The big q-Jacobi function of
(3.2) tends to the little q-Jacobi function in (4.2) by
(5.3) lim
c↓0
φγ(
x
c
; a; b, c; q) = φγ(x; a; b; q).
In this limit transition the big q-Jacobi function transform (3.3) tends to the little q-Jacobi
function after taking z = y/c for the extra parameter in the big q-Jacobi function transform
(3.3). The second order q-difference equation for the big q-Jacobi functions tends to the
second order q-difference equation for the little q-Jacobi functions under (5.3).
In the big q-Bessel function (3.6) we replace x by x/c and γ by cqγ/a and take the
limit
(5.4) lim
c↓0
Jcqγ/a(
x
c
; a; q) = jγ(x; a; q)
to find the little q-Bessel function (4.6). In this limit transition the big q-Hankel orthog-
onality relations (3.7) tend to the little q-Hankel orthogonality relations (4.7), for which
we observe that the γ-dependence drops out in the limit. The second order q-difference
equation for the big q-Bessel functions tends to the second order q-difference equation for
the little q-Bessel functions under (5.4).
6. Duality and factoring of limits
As already observed, the Askey-Wilson function transform and the little q-Hankel
transform are self-dual. However, the transforms in between are not self-dual, and the dual
transforms are described in this section. It turns out that these are related to indeterminate
moment problems, see [6], [21]. Moreover, we find that the limit transition of the little
q-Jacobi function to the little q-Hankel transform and of the Askey-Wilson function to the
Askey-Wilson q-Hankel transform factors through the transforms dual to the big q-Hankel
transform and dual to the big q-Jacobi function transform.
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6.1. Duality between the little q-Jacobi function transform and the Askey-
Wilson q-Hankel transform. The little q-Jacobi function of (4.2) and the Askey-Wilson
q-Bessel function of (2.12) are related by interchanging the geometric parameter x and the
spectral parameter γ;
(6.1) Jγ(x; a; b|q) = φx(
qγ
ab
; a, b; q).
The orthogonality relations (2.14) and the transform (4.3) can be obtained from each other
by using (6.1). So the little q-Jacobi function and the Askey-Wilson q-Bessel function are
also eigenfunctions of a second order q-difference equation acting on the spectral parameter.
6.2. The dual to the big q-Hankel transform. The big q-Bessel functions form an
orthogonal basis for the weighted L2-space on [−1,∞(q/aγ))q described in (3.7), see [6].
The corresponding dual orthogonality relations are then labeled by the support of this
measure, i.e. by −qZ≥0 and by qZ/aγ. In the first case, the big q-Bessel functions at
x = −qn are related to the q-Laguerre polynomials in γ;
(6.2) Jγ(−q
n; a; q) = 1ϕ1
(
q−n
a
; q,−aγqn
)
,
and the dual orthogonality relations for Jγ(−q
n; a; q) and Jγ(−q
m; a; q), n,m ∈ Z≥0, re-
duce to the orthogonality relations for the q-Laguerre polynomials related to Ramanujan’s
1ψ1-sum, see Moak [30, Thm. 2], or [7, Exer. 7.43(ii)]. The big q-Bessel functions are
eigenfunctions of a second order q-difference operator in the spectral parameter γ;
(6.3)
(
(1 +
1
γ
)(T γq − 1) +
q
aγ
(T γ
q−1
− 1)
)
Jγ(x; a; q) = −(1 + x)Jγ(x; a; q),
where (T γ
q±1
f)(γ) = f(q±1γ). Note that (6.3) is nothing but the second order q-difference
equation for the 1ϕ1-series.
It is known that the q-Laguerre polynomials correspond to an indeterminate moment
problem and that this solution to the moment problem is not extremal in the sense of
Nevannlina, meaning that the q-Laguerre polynomials are not dense in the corresponding
weighted L2-space. The functions of γ defined by, p ∈ Z,
(6.4) Jγ(
qp+1
aγ
; a; q) = 1ϕ1
(
−aγq−1−p
a
; q, qp+1
)
=
(qp+1; q)∞
(a; q)∞
1ϕ1
(
−γ
qp+1
; q, a
)
display q-Bessel coefficient behaviour. Here we used a limit case of the transformation
formula [7, (III.2)]. These q-Bessel coefficients complement the orthogonal set of q-Laguerre
polynomials into an orthogonal basis of the corresponding weighted L2-space. This is a
direct consequence of of the orthogonality relations (3.7) and the completeness. See [6] for
details, where also the spectral analysis of (6.3) is given.
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6.3. The dual to the big q-Jacobi function transform. Evaluating the big q-Jacobi
function at the point −qk, k ∈ Z≥0, gives a terminating series in which the base is inverted
to q−1;
(6.5) φγ(−q
k; a; b, c; q) = 3ϕ2
(
qk, γ/a, 1/aγ
1/ab, 1/ac
; q−1, q−1
)
.
The right hand side is a polynomial of degree k in 12 (γ + γ
−1), which is a continuous dual
q−1-Hahn polynomial with parameters a−1, b−1, c−1, i.e. an Askey-Wilson polynomial
with one parameter set to zero, see [7, §7.5], [14]. Hence, the transform (3.3) gives us
an orthogonality measure for the continuous dual q−1-Hahn polynomials, together with a
complementing set of orthogonal functions in 12(γ + γ
−1), namely φγ(zq
l; a; b, c; q), l ∈ Z.
See [21, §9] for more details. In particular we find that the big q-Jacobi functions are
eigenfunctions to a second order q-difference operator in the spectral parameter γ, see [11];
(6.6)
(
A(γ)(T γq − 1) + A(γ
−1)(T γ
q−1
− 1)
)
φγ(x; a; b, c; q) = −(1 + x)φγ(x; a; b, c; q),
A(γ) =
(1− 1/γa)(1− 1/γb)(1− 1/γc)
(1− γ−2)(1− 1/γ2q)
,
cf. the second order q-difference equation for the continuous dual q−1-Hahn polynomials
[2], [14]. See also Rosengren [33, §4.6] for another orthogonality measure for the continuous
dual q−1-Hahn polynomials.
6.4. Remaining limit transitions. Using duality and the limit transitions in §5 we
obtain the remaining limit transitions in Figure 1.2, namely the limits from the Askey-
Wilson functions to the continuous dual q−1-Hahn polynomials and the associated q-Bessel
functions, and from this family to the Askey-Wilson q-Bessel functions, and from the little
q-Jacobi functions to the q-Laguerre polynomials and the associated q-Bessel functions,
and from this family to the little q-Bessel functions. These limits are formal and can be
taken in the second order q-difference equation and in the transform pairs.
As an example, we illustrate the limit from the Askey-Wilson functions to the contin-
uous dual q−1-Hahn polynomials and the associated q-Bessel functions. Using the duality
(2.5) we have for xk = −aq
k, k ∈ Z≥0, and ε > 0 sufficiently small,
(6.7) φ−xk/ε(γ; a˜; b˜, c˜;
d˜
ε2
|q) = φγ(−
xk
ε
;
a
ε
; bε, cε;
d
ε
|q).
By (5.1) the limit ε ↓ 0 gives
(6.8) lim
ε↓0
φ−xk/ε(γ; a˜; b˜, c˜;
d˜
ε2
|q) =
1
(qa/d; q)∞
φγ(−q
k; a˜; b˜, c˜; q)
and the right hand side is a continuous dual q−1-Hahn polynomial of degree k up to a
constant, see (6.5). Replacing xk by the discrete weights yl = −tdq
l, l ∈ Z, in (6.7), (6.8) we
see that φ−yl/ε(γ; a˜; b˜, c˜;
d˜
ε2
|q) tend to q-Bessel coefficient type functions which complement
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the continuous dual q−1-Hahn polynomials to an orthogonal basis in the corresponding
weighted L2-space. The non-extremal measure, which is parametrised by the z-parameter
in the big q-Jacobi function transform (3.3), corresponds to z = −td/a. In this limit
the Askey-Wilson function transform formally tends to the the orthogonality relations for
the continuous dual q−1-Hahn polynomials and the corresponding q-Bessel functions. For
this we only need to remark that, by duality, this reduces to limit transition (5.1) of the
Askey-Wilson function transform to the big q-Jacobi function transform.
All the other cases can be considered in a similar manner and for completeness we
give the underlying limit transitions;
lim
c↓0
φγ(
x
c
; a; b, c; q) = Jabx/q(γ; a; b; q),(6.9)
lim
ε↓0
φγ/ε(εx;
a
ε
; εb; q) = Jax(−
γ
a
; ab; q),(6.10)
lim
ε↓0
Jεγ(
x
ε
; a; q) = jx(
γa
q
; a; q).(6.11)
Let us finally note that this makes the scheme of limit transitions in Figure 1.2 into a
commutative diagram.
7. Concluding remarks
7.1. Quantum group theoretic interpretation. There is a group theoretic interpre-
tation for the scheme of Figure 1.1, see Koornwinder [25]. Here the Jacobi polynomials
have an interpretation on the compact real Lie group SU(2) as matrix elements of finite-
dimensional irreducible unitary representations, whereas the Jacobi functions have an in-
terpretation as matrix elements of infinite-dimensional irreducible unitary representations
of the non-compact real Lie group SU(1, 1). The real Lie groups SU(2) and SU(1, 1)
are both real forms of the complex Lie group SL(2,C). Bessel functions occur as matrix
elements of infinite-dimensional irreducible unitary representations of the group E(2) of
motions of the Euclidean plane, and then the limit transition can be interpreted on the
level of Lie groups as a contraction.
There is also a quantum group theoretic interpretation for the Askey-Wilson func-
tion scheme in Figure 1.2. Here the Askey-Wilson, big and little q-Jacobi polynomials
are interpreted as matrix elements of irreducible unitary representations of the quantum
SU(2) group, see e.g. [19], [26], [31], [32] and further references. These interpretations also
naturally lead to the limit transitions from Askey-Wilson polynomials to big q-Jacobi poly-
nomials, and from big q-Jacobi polynomials to little q-Jacobi polynomials, see Koornwinder
[26]. The various q-Hankel transforms and q-Bessel functions have an interpretation on the
quantum E(2) group (or better, its twofold covering); see [16], [37] for the little q-Bessel
function; see [3], [18] for the big q-Bessel function, and see [15], [17] for the Askey-Wilson
q-Bessel function. The limit transitions from the q-analogues of the Jacobi polynomials to
the q-analogues of the Bessel functions as described in §§2,3, 4 are motivated from a similar
contraction from the quantum SU(2) group to the quantum E(2) group. The quantum
SU(2) group is a real form of the quantum SL(2,C) group, and one of the other real
forms is the quantum SU(1, 1) group. The interpretation of the little q-Jacobi functions
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on the quantum SU(1, 1) group as matrix elements of irreducible unitary representations
is due to Masuda et al. [29], Kakehi [12], Kakehi, Masuda and Ueno [13] and Vaksman and
Korogodski˘ı [38]. For the big q-Jacobi and Askey-Wilson function such an interpretation
is given in [22]. This interpretation leads in a natural way to the limit transitions of the
Askey-Wilson functions to big q-Jacobi functions, and from big q-Jacobi functions to little
q-Jacobi functions as described in §5. Moreover, from a contraction procedure from the
quantum SU(1, 1) group to the quantum E(2) group we obtain the limit transition of the
q-analogues of the Jacobi function to the corresponding q-analogues of the Bessel function,
see §§2, 3 and 4. Due to these representation theoretic interpretation of the three types of
q-special functions on the quantum SU(1, 1), E(2) and SU(2) groups, we may view them as
q-analogues of the Jacobi functions, Bessel functions and Jacobi polynomials, respectively.
This explains the naming of the q-special functions in Figure 1.2.
The second order difference equation for the q-special functions follows from the ac-
tion of the Casimir element for these quantum groups. In §6.1 we have seen that the
Askey-Wilson q-Bessel functions and the little q-Jacobi functions both satisfy a second
order q-difference equation in the spectral parameter. The spectral parameter corresponds
to the representation label of the irreducible representations of the quantum E(2) group
and the quantum SU(1, 1) group respectively. The second order q-difference equation in
the spectral parameter can then be obtained from the tensor product decomposition of
a three-dimensional (non-unitary) representation with an irreducible infinite dimensional
representation into three irreducible infinite dimensional representations of the corrre-
sponding quantum groups, see e.g. [19, Remark 7.2] for the corresponding statement for
the quantum SU(2) group.
7.2. Further extensions. We briefly sketch some possible directions related to the
Askey-Wilson function scheme.
1. From the previous subsection we see that the scheme depicted in Figure 1.2 is
motivated by the simplest quantum groups; namely for SU(2), SU(1, 1), and E(2). We
would expect that a greater extension of the scheme in Figure 1.2 is possible using more
complicated quantum groups, especially higher rank quantum groups, or other interpre-
tations of special functions on quantum groups, such as Clebsch-Gordan, Racah or other
type of overlap coefficients. See e.g. Koornwinder [25] for a further extension of the Jacobi
function scheme in Figure 1.1. In such an extension of Figure 1.2 the other q-analogues of
the Bessel function, as studied by Ismail [9], should also find a place.
2. For the Hankel transform and Jacobi function transform there are systems of
orthogonal polynomials that are mapped onto each other, such as the Laguerre polynomials
for the Hankel transform or the Jacobi polynomials that are mapped onto the Wilson
polynomials by the Jacobi function transform, see [25]. It would be interesting to know
what the corresponding results for the q-analogues of these transforms are.
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