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HALF POTENTIAL ON GEOMETRIC CRYSTALS AND CONNECTEDNESS OF
CELLULAR CRYSTALS
YUKI KANAKUBO TOSHIKI NAKASHIMA
Abstract. For any simple complex algebraic group, we define upper/lower half-decorated geometric
crystals and show that their tropicalization will be upper/lower normal Kashiwara’s crystals. In
particular, we show that the tropicalization of the half-decorated geometric crystal on the big Bruhat
cell(=B−w0 := B
−
∩Uw0U) is isomorphic to the crystal B(∞) of the nilpotent subalgebra of quantum
group U−q (g). As an application, we shall show that any cellular crystal associated with a reduced
word is connected in the sense of a crystal graph.
1. Introduction
The notion of geometric crystals for any reductive algebraic group G (or g = Lie(G)) was in-
troduced by Berenstein and Kazhdan ([1]) as a sort of geometric lifting of Kashiwara’s crystal base
theory([6, 7]), which is generalized to the affine/Kac-Moody settings ([11, 12, 19]). Applying the
tropicalization functor, a certain positive geometric crystals will be transferred to some Langlands
dual free-Kashiwara’s crystals. Furthermore, in [2] Berenstein and Kazhdan initiated the theory of
decorated geometric crystals, which are geometric crystals equipped with the rational function f called
“decoration” or “potential”, satisfying the condition
(1.1) f(eci (x)) = f(x) + (c− 1)ϕi(x) + (c
−1 − 1)εi(x) (i ∈ I := {1, 2, · · · , n}),
where ei is the geometric crystal operator and εi and ϕi are certain structure functions of geometric
crystals. Here, by tropicalizing a positive decorated geometric crystal (X, f) to (X˜, f˜), where the
crystal X˜ is the tropicalization of X and the the piece-wise linear function f˜ is the tropicalization of
the decoration/potential f , they define the subset
B˜ := {x ∈ X˜ | f˜(x) ≥ 0},
and show that B˜ is a Langlands dual normal Kashiwara’s crystal. Here a normal Kashiwara’s crystal
is defined to be a crystal satisfying
ε˜i(x) := max{n | e˜
n
i (x) ∈ B˜}, ϕ˜i(x) := max{n | f˜
n
i (x) ∈ B˜},
for any i ∈ I, where ε˜i and ϕ˜i are the structure functions of crystals. They realized the decorated
geometric crystal on the cell TB−w0 := T (B
− ∩ Uw0U), where w0 is the longest Weyl group element,
T is a maximal torus of G, U is a unipotent radical of G and B− is an opposite Borel subgroup of G,
and they described the potential ΦBK explicitly as
ΦBK(g) =
∑
i
∆w0Λi,siΛi(g)
∆w0Λi,Λi(g)
+
∑
i
∆w0siΛi,Λi(g)
∆w0Λi,Λi(g)
,
where g ∈ G, ∆γ,δ is a generalized minor associated with the weights γ and δ, si is the simple reflection
of the Weyl group W and Λi is the i-th fundamental weight. Finally, they have shown the following
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remarkable results: For the positive decorated geometric crystal (TB−w0 ,ΦBK, TΘ
−
i ) its tropicalization
is defined by:
BΦBK,TΘ−i
:= (B˜
Φ˜BK,i
, e˜i,wti, ε˜i)i (B˜Φ˜BK,i := {x˜ ∈ Z
N | Φ˜BK(x˜) ≥ 0}).
Then BΦBK,TΘ−i
is a normal Kashiwara’s g∨-crystal and its proper sub-crystal Bλ
ΦBK,TΘ
−
i
(λ ∈ LP+)
is isomorphic to the g∨-crystal base B(λ) of the irreducible highest weight module V (λ) with the
highest weight λ. To show this result they used the Joseph’s characterization theorem of the crystals
{B(λ) |λ ∈ P+} ([14]).
In this paper, first we shall define “upper/lower half-decorated geometric crystals”, which are
geometric crystals equipped with the function f called an upper/lower half potential satisfying
f(eci (x)) = f(x) + (c
−1 − 1)εi(x), / f(e
c
i (x)) = f(x) + (c− 1)ϕi(x),
for any i ∈ I. Indeed, these formulas are regarded as “half” of the formula (1.1) and then we call them
“half decorations/potentials”. Using these properties, the upper/lower normality of the tropicalized
decorated geometric crystal B˜ will be shown.
Next, for the big Bruhat cell B−w0 , we shall define a certain positive geometric crystal structure
explicitly and furthermore, the upper/lower half potential Φ(±) on B−w0 will be given as a half of ΦBK:
Φ(+) :=
∑
i
∆w0Λi,siΛi(g)
∆w0Λi,Λi(g)
, Φ(−) :=
∑
i
∆w0siΛi,Λi(g)
∆w0Λi,Λi(g)
.
Tropicalizing the positive upper half decorated geometric crystal B on B−w0 , we obtain the free Kashi-
wara crystal and the upper normal crystal
B := {x ∈ B˜ | Φ˜(+)(x) ≥ 0}.
We shall show this is isomorphic to the crystal B(∞) of the nilpotent quantum algebra U−q (g) ([7]).
To show that the crystal B is isomorphic to the g∨-crystal B(∞) we adopted the Kashiwara-Saito
characterization theorem [13], which will be presented as Theorem 3.9 and its variant will be given as
Corollary 3.10.
Finally, we will show the connectedness of the cellular crystal Bi1i2,··· ,ik associated with a reduced
word i1i2 · · · ik for some Weyl group element. Here the cellular crystal Bi1i2,··· ,ik is defined by
Bi1i2,··· ,ik := Bi1 ⊗ · · · ⊗Bik ,
where Bi is the crystal associated with the simple root αi (see Definition 3.4). Indeed, to show the
connectedness of Bi1···ik it suffices to show the one of Bi0 associated with a specific reduced longest
word i0. First, we define the subset Hi to be the solution space of some system of linear equations in
ZN = Bi0 . Then we obtain the crystal structure on the subset
BH(∞) := {x+H ∈ ZN |x ∈ B(∞)} (H ∈ Hi),
by shifting the crystal B(∞) ⊂ ZN = Bi0 along Hi. Next, we regard the condition Hi which requires
that the crystal B(∞) is defined by a system of linear inequalities in some specific form (see Definition
8.3). Then, under the condition Hi, we shall show that ∪H∈HiB
H(∞) = Bi0 and B(∞)∩B
H(∞) 6= ∅,
by which we find that the cellular crystal Bi0 is connected as a crystal graph and then so is Bi1i2···ik .
For all simple Lie algebras, to show the condition Hi holds for some specific reduced longest word i0,
we review the results in [22] and the notion trail in [4] to obtain some explicit forms of Φ(+).
The organization of the article is as follows: after the introduction, in Sect.2 we will give the basic
setting of this article, like as, Cartan matrix, root data, weights, Weyl groups etc. In Sect.3, we review
briefly the notion of crystals and their fundamentals. Furthermore, the polyhedral realizations of the
crystal B(∞) of the nilpotent subalgebra U−q (g) of the quantum algebra Uq(g) will be introduced. We
also review the braid-type isomorphisms and the Kashiwara-Saito characterization of U−q (g). In Sect.4,
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after reviewing the theory of geometric crystals, we shall see the half-decorated geometric crystals and
show that their tropicalization will be upper/lower normal Kashiwara’s crystals. In Sect.5, we shall
construct the half-decorated geometric crystal on the big Bruhat cell B−w0 and present the one of
the main results of the article, which claims that the tropicalization of this geometric crystal will be
isomorphic to the g∨-crystal B(∞). In Sect.6, we shall review the results in [22] and some explicit
forms of the generalized minors ∆w0Λi,siΛi for the types An, Bn, Cn, Dn, G2. In Sect.7, we review
the notion trail [4] to obtain some explicit forms of ∆w0Λi,siΛi for the types E6, E7, E8, F4. The last
section is devoted to show the connectedness of the cellular crystal Bi1 ⊗ · · · ⊗ Bik .
The authors would like to acknowledge Masaki Kashiwara for fruitful discussions and helpful sug-
gestions.
2. Preliminaries and Settings
We see the settings used in this paper. Let A = (aij)i,j∈I be an indecomposable Cartan matrix
with a finite index set I := {1, 2, · · · , n} and (t, {αi}i∈I , {hi}i∈I) be the associated root data satisfying
αj(hi) = aij where αi ∈ t∗ is a simple root and hi ∈ t is a simple coroot. Let g = g(A) = 〈t, ei, fi(i ∈
I)〉 be the simple Lie algebra associated with A over C and ∆ = ∆+ ⊔ ∆− be the root system
associated with g = n+ ⊕ t ⊕ n−, where ∆± is the set of positive/negative roots. Let P ⊂ t∗ be
the weight lattice, 〈h, λ〉 = λ(h) the pairing between t and t∗, and (α, β) be an inner product on
t∗ such that (αi, αi) ∈ 2Z≥0 and 〈hi, λ〉 =
2(αi,λ)
(αi,αi)
for λ ∈ t∗. Let us define the co-weight lattice
P ∗ = {h ∈ t : 〈h, P 〉 ⊂ Z} and the set of dominant weights P+ := {λ ∈ P : 〈hi, λ〉 ∈ Z≥0}. Let
{Λi|i ∈ I} be the set of the fundamental weights satisfying 〈hi,Λj〉 = δi,j which is a Z-basis of P .
Define the simple reflections si ∈ Aut(t) (i ∈ I) by si(h) := h− αi(h)hi, which generate the Weyl
groupW . Let G be the simply connected simple algebraic group over C whose Lie algebra Lie(G) = g.
Let Uα := exp gα (α ∈ ∆) be the one-parameter subgroup of G and T a maximal torus of G which
has P as its weight lattice such that Lie(T ) = t. The group U± are generated by {Uα|α ∈ ∆±}.
Here U± is a unipotent radical of G and Lie(U±) = n±. For any i ∈ I, there exists a unique group
homomorphism φi : SL2(C) → G such that φi ( 1 t0 1 ) = exp(tei) =: xi(t), φi (
1 0
t 1 ) = exp(tfi) =: yi(t),
φi
(
c 0
0 c−1
)
= chi = α∨i (c) (c ∈ C
×, t ∈ C). Set Gi := φi(SL2(C)), Ti := α∨i (C
×) and Ni := NGi(Ti).
Let B±(⊃ T, U±) be the Borel subgroup of G. We have the isomorphism φ :W
∼
−→NG(T )/T defined
by φ(si) = NiT/T . An element si := xi(−1)yi(1)xi(−1) is in NG(T ), which is a representative of
si ∈W ∼= NG(T )/T .
For a split algebraic torus T over C, let us denote its lattice of (multiplicative) characters(resp.
co-characters) by X∗(T ) (resp. X∗(T )). By the usual way, we identify X
∗(T ) (resp. X∗(T )) with the
weight lattice P (resp. the dual weight lattice P ∗).
For a simple Lie algebra g (resp. simple algebraic group G) let us denote its Langlands dual by Lg
(resp. LG) whose corresponding Cartan matrix is the transposed one tA. The Lanlands dual of the
maximal torus is denoted by LT . We also denote the Langlands dual of weight lattice (resp. co-weight
lattice) by LP (resp. LP ∗), which is identified with X∗(LT ) (resp. X∗(
LT )). Now, we write the
Z-basis of each lattice as follows:
P = X∗(T ) =
⊕
i
ZΛi, P
∗ = X∗(T ) =
⊕
i
Zhi,
LP = X∗(LT ) =
⊕
i
Zh∨i ,
LP ∗ = X∗(
LT ) =
⊕
i
ZΛ∨i ,
(2.1)
where we have
〈Λi, hj〉 = 〈h
∨
i ,Λ
∨
j 〉 = δij .
Here, we identify the i-th simple root of Lg with the basis element h∨i of
LP .
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3. Crystals
3.1. Crystal bases and Crystal. The quantum algebra Uq(g) is an associative Q(q)-algebra gen-
erated by the ei, fi (i ∈ I), and qh (h ∈ P ∗) satisfying the usual relations, where we use the same
notations for the generators ei and fi as the ones for g. The algebra U
−
q (g) is the subalgebra of Uq(g)
generated by the fi (i ∈ I). For the irreducible highest weight module of Uq(g) with the highest
weight λ ∈ P+, we denote it by V (λ) and we denote its crystal base by (L(λ), B(λ)). Similarly, for
the crystal base of the algebra U−q (g) we denote (L(∞), B(∞)) (see [7, 15]). Let πλ : U
−
q (g) −→
V (λ) ∼= U−q (g)/
∑
i U
−
q (g)f
1+〈hi,λ〉
i be the canonical projection and π̂λ : L(∞)/qL(∞) −→ L(λ)/qL(λ)
be the induced map from πλ. Here note that π̂λ(B(∞)) = B(λ) ⊔ {0}. Let ∗ : Uq(g)→ Uq(g) be the
anti-involution defined by e∗i = ei, f
∗
i = fi and (q
h)∗ = q−h. Then, in [7, 8] it has been shown
(3.1) L(∞)∗ = L(∞), B(∞)∗ = B(∞).
By the terminology crystal we mean some combinatorial object obtained by abstracting the prop-
erties of crystal bases (see [8],[23],[17]):
Definition 3.1. A 6-tuple (B,wt, {εi}, {ϕi}, {e˜i}, {f˜i})i∈I is a crystal if B is a set and ∃0 6∈ B and
maps :
(i)
wt : B → P, , εi : B →
tZ, ϕi : B →
tZ (i ∈ I)(3.2)
e˜i : B ⊔ {0} → B ⊔ {0}, f˜i : B ⊔ {0} → B ⊔ {0} (i ∈ I),(3.3)
satisfying :
(a) ϕi(b) = εi(b) + 〈hi,wt(b)〉.
(b) If b, e˜ib ∈ B, then wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1.
(c) If b, f˜ib ∈ B, then wt(f˜ib) = wt(b)− αi, εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1.
(d) For b, b′ ∈ B and i ∈ I, one has f˜ib = b′ iff b = e˜ib′.
(e) If ϕi(b) = −∞ for b ∈ B, then e˜ib = f˜ib = 0 and e˜i(0) = f˜i(0) = 0,
where tZ := Z ⊔ {−∞} is the tropical semi-filed with the multiplication “+” and summation
“min”.
(ii) By denoting f˜ib1 = b2 (b1, b2 ∈ B) with b1
i
−→b2, the crystal B holds an oriented colored graph
structure, which is called a crystal graph.
A crystal B is said to be upper (resp. lower) normal if the function εi( resp. ϕi) is given by: for
b ∈ B
(3.4) εi(b) = max{n | e˜
n
i b 6= 0} (resp.ϕi(b) = max{n | f˜
n
i b 6= 0}).
If B is upper and lower normal, it is said to be normal. Indeed, B(∞) is an upper normal crystal and
B(λ) is a normal crystal.
Definition 3.2. For crystals B1, B2, Ψ is a strict embedding (resp. an isomorphism) from B1 to B2
if Ψ : B1 ⊔ {0} → B2 ⊔ {0} is an injective (resp. a bijective) map satisfying :
(i) Ψ(0) = 0.
(ii) For b ∈ B1, wt(Ψ(b)) = wt(b), εi(Ψ(b)) = εi(b) and ϕi(Ψ(b)) = ϕi(b).
(iii) Ψ : B1 → B2 commutes with all e˜i’s and f˜i’s,.
3.2. Tensor Product of Crystals. Let (Li, Bi) (i = 1, 2) be crystals. By defining as follows, we
obtain the tensor structure of crystals: Set
B1 ⊗B2 = {b1 ⊗ b2 : b1 ∈ B1, b2 ∈ B2}.
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Then, B1 ⊗B2 is a crystal by setting:
wt(b1 ⊗ b2) = wt(b1) + wt(b2),(3.5)
εi(b1 ⊗ b2) = max(εi(b1), εi(b2)− 〈hi, wt(b1)〉),(3.6)
ϕi(b1 ⊗ b2) = max(ϕi(b2), ϕi(b1) + 〈hi, wt(b2)〉),(3.7)
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2)
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
(3.8)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2)
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2).
(3.9)
Now, let us introduce the following results for a multi-tensor product of crystals:
Theorem 3.3 ([10]). Let B(j) (1 ≤ j ≤ L) be crystals. For i ∈ I and bj ∈ B(j) (1 ≤ j ≤ L) set
a1 := 0 and
ak := εi(bk)−
∑
1≤j<k
〈hi,wt(bj)〉 (1 < j ≤ L),(3.10)
ke := min{k ∈ [1, L] | ak = min{aν | 1 ≤ ν ≤ L}},(3.11)
kf := max{k ∈ [1, L] | ak = min{aν | 1 ≤ ν ≤ L}}.(3.12)
By using these, the actions of e˜i and f˜i on the tensor product b = b1 ⊗ · · · ⊗ bL ∈ B(1)⊗ · · · ⊗ B(L)
are given as
e˜i(b) = b1 ⊗ · · · ⊗ e˜i(bke)⊗ · · · ⊗ bL,(3.13)
f˜i(b) = b1 ⊗ · · · ⊗ f˜i(bkf )⊗ · · · ⊗ bL.(3.14)
3.3. Polyhedral Realizations. Let us recall the results in [23]. First, define the crystal Bi for i ∈ I:
Definition 3.4. The crystal Bi := {(x)i |x ∈ Z} (i ∈ I) is defined as follows:
wt((x)i) = xαi, εi((x)i) = −x, ϕi((x)i) = x, εj((x)i) = ϕj((x)i) = −∞ (i 6= j),(3.15)
e˜i((x)i) = (x+ 1)i, f˜i((x)i) = (x− 1)i, e˜j((x)i) = f˜j((x)i) = 0 (i 6= j).(3.16)
Theorem 3.5 ([8]). Let Bi = {(x)i |x ∈ Z} (i ∈ I) be the crystal as above.
(i) For any i ∈ I, we obtain the following strict embedding of crystals:
Ψi : B(∞) →֒ B(∞)⊗Bi,(3.17)
u∞ 7→ u∞ ⊗ (0)i.
where u∞ := 1mod qL(∞) and Ψi is called the Kashiwara embedding.
(ii) For b ∈ B(∞), set Ψi(b) = b0 ⊗ f˜mi (0)i. Then we get
εi(b
∗) = m, Ψi(f˜
∗
i b) = b0 ⊗ f˜
m+1
i (0)i.
(iii) We also have
Im(Ψi) = {b⊗ f˜
m
i (0)i | εi(b
∗) = 0, m ≥ 0}
Here note by (3.1) if b ∈ B(∞), then b∗ ∈ B(∞). For the rest of this section, we fix an infinite
sequence of indices ι = · · · , ik · · · i2i1 of I such that
(3.18) ik 6= ik+1 and ♯{k : ik = i} =∞ for any i ∈ I.
Iterating the Kashiwara embedding according to ι, we obtain the embedding :
Ψι : B(∞)
Ψi1−→B(∞)⊗Bi1
Ψi2−→B(∞)⊗Bi2 ⊗Bi1 · · ·
Ψin−→B(∞)⊗Bin ⊗ · · · ⊗Bi2 ⊗Bi1 −→ · · · .
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Set
(3.19) Z∞ := {(· · · , xk, · · · , x2, x1) : xk ∈ Z and xk = 0 for k ≫ 0};
For any ι as above, by the tensor product structure of Bi’s (Theorem 3.3), we can define a crystal
structure on Z∞ and denote it by Z∞ι ([23, 2.4]): For x = (· · · , xk, · · · , x2, x1) ∈ Z
∞, set
(3.20) σk(x) := xk +
∑
j>k
〈hik , αij 〉xj
Here note that the function σk is formally an infinite sum, but, indeed, well-defined since xl = 0 for
l≫ 0. For i ∈ I define
σ(i)(x) := max{σk(x) | k ≥ 1 and ik = i.},(3.21)
M (i) =M (i)(x) := {k | k ≥ 1, ik = i, σk(x) = σ
(i)(x).},(3.22)
which is also well-defined and σ(i)(x) ≥ 0. M (i)(x) is finite set if σ(i)(x) > 0.
For x ∈ Z∞, set
m
(i)
f = m
(i)
f (x) := min M
(i)(x), m(i)e = m
(i)
e (x) := max M
(i)(x)
Then, m
(i)
e is finite if σ(i)(x) > 0. Now, we shall define the Kashiwara operators :
f˜i(x)k := xk + δk,m(i)
f
,(3.23)
σ(i)(x) > 0 then e˜i(x)k := xk − δk,m(i)e ,(3.24)
σ(i)(x) = 0 then e˜i(x) = 0.
Finally, we define the crystal structure on Z∞:
(3.25) wt(x) := −
∑
k≥1
xkαik , εi(x) := σ
(i)(x), ϕi(x) := 〈hi,wt(x)〉 + εi(x).
We know that for any b ∈ B(∞) there exists k > 0 and ak, · · · , a1 ≥ 0 such that
Ψik,ik−1,··· ,i2,i1(b) = u∞ ⊗ f
ak
ik
(0)ik ⊗ · · · ⊗ f
a1
i1
(0)i1
Here identifying b↔ (· · · , 0, 0, ak, · · · , a1) ∈ Z∞ι , we obtain the strict embedding of crystals:
Proposition 3.6 ([8],[23]). There is a unique strict embedding of crystals
(3.26) Ψι : B(∞) →֒ Z
∞
ι ,
such that Ψι(u∞) = (· · · , 0, · · · , 0, 0), where u∞ ∈ B(∞) is the vector corresponding to 1 ∈ U−q (g). It
is also called the Kashiwara embedding associated with ι.
Consider the infinite dimensional vector space
Q∞ := {a = (· · · , ak, · · · , a2, a1) : ak ∈ Q and ak = 0 for k ≫ 0},
and its dual space (Q∞)∗ := Hom(Q∞,Q). Let xk ∈ (Q∞)∗ be the linear function defined as
xk((· · · , ak, · · · , a2, a1)) := ak for k ∈ Z≥1. We will also write a linear form ϕ ∈ (Q∞)∗ as ϕ =∑
k≥1 ϕkxk (ϕj ∈ Q).
For the fixed infinite sequence ι = (ik) and k ≥ 1 we set k(+) := min{l : l > k and ik = il} and
k(−) := max{l : l < k and ik = il} if it exists, or k(−) = 0 otherwise. We set β0 = 0 and
(3.27) βk := xk +
∑
k<j<k(+)
〈hik , αij 〉xj + xk(+) ∈ (Q
∞)∗ (k ≥ 1).
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We define the piecewise-linear operator Sk = Sk,ι on (Q
∞)∗ by
(3.28) Sk(ϕ) :=
{
ϕ− ϕkβk if ϕk > 0,
ϕ− ϕkβk(−) if ϕk ≤ 0.
Here we set
Ξι := {Sjl · · ·Sj2Sj1xj0 | l ≥ 0, j0, j1, · · · , jl ≥ 1},(3.29)
Σι := {x ∈ Z
∞ ⊂ Q∞ |ϕ(x) ≥ 0 for any ϕ ∈ Ξι}.(3.30)
We impose on ι the following positivity condition:
(3.31) if k(−) = 0 then ϕk ≥ 0 for any ϕ =
∑
k ϕkxk ∈ Ξι.
Theorem 3.7 ([23]). Let ι be a sequence of indices satisfying (3.18) and (3.31). Then we have
Im(Ψι)(∼= B(∞)) = Σι.
This Σι is called the polyhedral realization of the crystal B(∞).
3.4. Braid-Type Isomorphisms.
Proposition 3.8 ([18]). There exist the following isomorphisms of crystals φ
(k)
ij (k = 0, 1, 2, 3):
φ
(0)
ij : Bi ⊗Bj
∼
−→Bj ⊗Bi, aijaji = 0,
φ
(1)
ij : Bi ⊗Bj ⊗Bi
∼
−→Bj ⊗ Bi ⊗Bj , aijaji = 1,
φ
(2)
ij : (Bi ⊗Bj)
⊗2 ∼−→(Bj ⊗Bi)
⊗2, aijaji = 2,
φ
(3)
ij : (Bi ⊗Bj)
⊗3 ∼−→(Bj ⊗Bi)
⊗3, aijaji = 3.
They satisfy that φ
(k)
ij ◦ φ
(k)
ji = id.
These isomorphisms are called the braid-type isomorphisms. Indeed, the explicit forms of φ
(0)
ij and
φ
(1)
ij are
φ
(0)
ij ((x)i ⊗ (y)j) = (y)j ⊗ (x)i,
φ
(1)
ij ((x)i ⊗ (y)j ⊗ (z)i) = (max(z, y − x))j ⊗ (x+ z)i ⊗ (−max(−x, z − y))j .
We omit the explicit forms of φ
(2)
ij and φ
(3)
ij (see [18]).
For a reduced word i = i1i2 · · · ik of a Weyl group element w, let us denote Bi1 ⊗ Bi2 ⊗ · · · ⊗ Bik
by Bi, which will be called a cellular crystal associated with i.
3.5. Kashiwara-Saito Characterization of the Crystal B(∞). The following theorem has been
introduced in [13] to characterize the crystal B(∞):
Theorem 3.9 ([13]). Let B be a crystal and b0 ∈ B an element with weight 0. Assume the following
seven conditions:
(i) wt(B) := {wt(b) | b ∈ B} ⊂ Q− :=
⊕
i∈I Z≤0αi.
(ii) b0 is a unique element of B with weight 0.
(iii) εi(b0) = 0 for any i ∈ I.
(iv) εi(b) ∈ Z for any b ∈ B and i ∈ I.
(v) For any i ∈ I, there exists a strict embedding Ψi : B →֒ B ⊗Bi.
(vi) Ψi(B) ⊂ B ⊗ {f˜ni (0)i |n ≥ 0}.
(vii) For any b 6= b0, there exists i ∈ I such that Ψi(b) = b
′ ⊗ f˜ni (0)i with n > 0.
Then B is isomorphic to B(∞).
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Corollary 3.10. If the 7th condition (vii) in Theorem 3.9 is replaced by the condition
(vii’) If b 6= b0, then there exists i ∈ I such that e˜ib 6= 0,
that is, under the conditions (i)–(vi) and (vii’), then we also obtain B ∼= B(∞).
Proof. To show this corollary, let us review the proof of Theorem 3.9 following [13]. First it follows
from the condition (i), (ii) and (vi) that Ψ(b0) = b0 ⊗ (0)i for any i ∈ I. Let us show that for b 6= b0,
there exists i such that e˜ib 6= 0. If we assume b 6= b0, by the condition (vi) and (vii) there exists i ∈ I
and b′ ∈ B such that Ψi(b) = b′ ⊗ f˜ni (0)i with n > 0. If b
′ = b0, then e˜i(Ψi(b)) = b0 ⊗ f˜
n−1
i (0)i 6= 0
and then e˜i(b) 6= 0. If b′ 6= b0, then by the induction on the weight, there exists j ∈ I such that
e˜j(b
′) 6= 0 and then e˜j(b) 6= 0. Thus, for any b ∈ B there exist i1, · · · , il ∈ I such that b = f˜i1 · · · f˜ilb0,
which implies that the crystal B is connected as a crystal graph.
Here, take an infinite sequence (· · · , i2, i1) from I in which every element in I appears infinitely
many times. Then let us consider the composition Φn of the following chain of the strict morphisms
as in the previous subsection:
Φn : B
Ψi1−→B ⊗Bi1
Ψi2−→B ⊗Bi2 ⊗Bi1 · · ·
Ψin−→B ⊗Bin ⊗ · · · ⊗Bi2 ⊗Bi1
Then for any b ∈ B, there exists n such that Φn(b) is in the form
bo ⊗ f˜
an
in
(0)in ⊗ · · · ⊗ f˜
a2
i2
(0)i2 ⊗ f˜
a1
i1
(0)i1 .
The sequence (· · · , 0, 0, an, · · · , a2, a1) does not depend on the choice of n. As we have seen in the
previous subsection, the set
Z∞ := {(· · · , 0, 0, an, · · · , a2, a1) | an = 0(n≫ 0)}
holds the crystal structure. Both B(∞) and B are strictly embedded in Z∞ and their images coincide
with the smallest strict sub-crystal of Z∞ containing (· · · , 0, 0, 0), which implies that B ∼= B(∞).
By this proof of Theorem 3.9, we find that the condition (vii) is only used to show that if b 6= b0,
then there exists i ∈ I such that e˜i(b) 6= 0.
3.6. Monomial Realization of Crystals. Following [9, 16], we shall introduce the monomial real-
ization of crystals. For doubly-indexed variables {Ym,i|i ∈ I,m ∈ Z.}, define the set of monomials
Y := {Y =
∏
m∈Z,i∈I
Y
lm,i
m,i |lm,i ∈ Z \ {0} except for finitely many (m, i)}.
Fix a set of integers p = (pi,j)i,j∈I,i6=j such that pi,j + pj,i = 1, which we call a sign. Take a sign
p := (pi,j)i,j∈I,i6=j and a Cartan matrix (ai,j)i,j∈I . For m ∈ Z, i ∈ I define the monomial
Am,i = Ym,iYm+1,i
∏
j 6=i
Y
aj,i
m+pj,i,j
.
Here, when we emphasize the sign p, we shall denote the monomial Am,i by A
(p)
m,i. For any cyclic
sequence of the indices ι = · · · (i1i2 · · · in)(i1i2 · · · in) · · · s.t. {i1, · · · , in} = I, we can associate the
following sign (pi,j) by:
(3.32) pia,ib =
{
1 a < b,
0 a > b.
For example, if we take ι = · · · (213)(213) · · · , then we have p2,1 = p1,3 = p2,3 = 1 and p1,2 = p3,1 =
p3,2 = 0. Thus, we can identify a cyclic sequence · · · (i1 · · · in)(i1 · · · in) · · · with such (pi,j).
HALF POTENTIAL AND CELL CRYSTALS 9
For a monomial Y =
∏
m,i Y
lm,i
m,i , set
wt(Y ) =
∑
i,m
lm,iΛi, ϕi(Y ) = maxm∈Z{
∑
k≤m
lk,i}, εi(Y ) = ϕi(Y )− wt(Y )(hi) = max
m∈Z
{−
∑
k>m
li,k},
f˜i(Y ) =
A
−1
n
(i)
f
(Y ),i
· Y if ϕi(Y ) > 0,
0 if ϕi(Y ) = 0,
e˜i(Y ) =
{
A
n
(i)
e (Y ),i
· Y if εi(Y ) > 0,
0 if εi(Y ) = 0,
where n
(i)
f (Y ) = min{n|ϕi(Y ) =
∑
k≤n
lk,i}, n
(i)
e (Y ) = max{n|ϕi(Y ) =
∑
k≤n
lk,i}.
Theorem 3.11 ([9, 16]). (i) In the above setting, Y is a crystal, which is denoted by Y(p).
(ii) If Y ∈ Y(p) satisfies εi(Y ) = 0 (resp. ϕi(Y ) = 0) for any i ∈ I, then the connected component
containing Y is isomorphic to B(wt(Y )) (resp. B(w0wt(Y ))), where we call such monomial
Y a highest (resp. lowest) monomial.
By the above crystal structure of monomials, we know that for any k ∈ Z, i ∈ I the monomial
Yk,i is a highest monomial with the weight Λi. Thus, we can define the embedding of crystal m
(k)
i
(i ∈ I, k ∈ Z) by
m
(k)
i : B(Λi) →֒ Y(p)(3.33)
uΛi 7→ Yk,i
4. Geometric crystals
The basic reference for this section is [1, 2, 19]. We assume the setting as in Sect.2,
4.1. Definition of geometric crystals.
Definition 4.1. Let X be an irreducible algebraic variety over C, γi, εi (i ∈ I) rational func-
tions on X , and ei : C
× × X → X a unital rational C×-action (i ∈ I). A quadruple χ =
(X, {ei}i∈I , {γi, }i∈I , {εi}i∈I) is a g-geometric crystal if
(i) ({1} ×X) ∩ dom(ei) is open dense in {1} ×X for any i ∈ I, where dom(ei) is the domain of
definition of ei : C
× ×X → X .
(ii) The rational functions {γi}i∈I satisfy γj(eci (x)) = c
aijγj(x) for any i, j ∈ I.
(iii) ei and ej satisfy the following Verma relations:
ec1i e
c2
j = e
c2
j e
c1
i if aij = aji = 0,
ec1i e
c1c2
j e
c2
i = e
c2
j e
c1c2
i e
c1
j if aij = aji = −1,
ec1i e
c21c2
j e
c1c2
i e
c2
j = e
c2
j e
c1c2
i e
c21c2
j e
c1
i if aij = −2, aji = −1,
ec1i e
c31c2
j e
c21c2
i e
c31c
2
2
j e
c1c2
i e
c2
j = e
c2
j e
c1c2
i e
c31c
2
2
j e
c21c2
i e
c31c2
j e
c1
i if aij = −3, aji = −1.
(iv) The rational functions {εi}i∈I satisfy εi(eci (x)) = c
−1εi(x) and εi(e
c
j(x)) = εi(x) if ai,j =
aj,i = 0.
Here we call ei’s geometric crystal operators.
Definition 4.2. Let χ = (X, {ei}i∈I , {γi, }i∈I , {εi}i∈I) be a g-geometric crystal.
(i) A pair (χ, f) is a g-decorated geometric crystal if f is a rational function on X satisfying
(4.1) f(eci(x)) = f(x) + (c− 1)ϕi(x) + (c
−1 − 1)εi(x),
for any i ∈ I, c ∈ C× and x ∈ X , where ϕi := εi · γi. We call the function f a decoration or a
potential on X .
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(ii) A pair (χ, f) is a g-upper(resp. lower) half-decorated geometric crystal if f is a rational function
on X satisfying
(4.2) f(eci(x)) = f(x) + (c
−1 − 1)εi(x) (resp. f(e
c
i(x)) = f(x) + (c− 1)ϕi(x))
for any i ∈ I, c ∈ C× and x ∈ X . We call the function f a upper(resp. lower) half-decoration
or a upper(resp. lower) half potential on X .
Remark 4.3. The definitions of εi and ϕi are different from the ones in e.g., [2] since we adopt the
definitions following [11, 12]. Indeed, if we flip εi → ε
−1
i and ϕi → ϕ
−1
i , they coincide with ours.
4.2. Positive structure and Tropicalization of Geometric Crystals. For this subsection, see
e.g., [2], [21, 3.3].
First let us define the valuation V : C(x)→ tZ := Z ⊔ {−∞} by
(4.3) V(f(x)) :=
{
−deg(f(x−1)) f 6≡ 0,
−∞ f ≡ 0,
where tZ is the tropical semi-filed with the multiplication “+” and summation “min” satisfying the
formula: for positive f1, f2 ∈ C(x),
V(f1 · f2) = V(f1) + V(f2),
V(f1/f2) = V(f1)− V(f2),
V(f1 + f2) = min(V(f1),V(f2)).
Definition 4.4. For algebraic tori T , T ′ and a rational map f : T → T ′, define f̂ : X∗(T )→ X∗(T ′)
by
(4.4) 〈χ, f̂(ξ)〉 = V(χ ◦ f ◦ ξ) (χ ∈ X∗(T ′), ξ ∈ X∗(T ))
Let T+ be the category whose objects are algebraic tori over C and whose morphisms are positive
rational maps. Then, we define the “tropicalization” functor T R : T+ −→ Set by
T R : T+ −→ Set
T 7→ X∗(T )
(f : T → T ′) 7→ (f̂ : X∗(T )→ X∗(T
′))
Remark 4.5. (i) The functor T R has been denoted by UD in [19, 20, 22].
(ii) This definition is slightly different from the one in [10, 19, 20, 21] since here we take the
different valuation from the one in those references.
For an algebraic torus T ′, let θ : T ′ → X be a positive structure on a (half) decorated geometric
crystal χ = (X, {ei}i∈I , {wti}i∈I , {εi}i∈I , f), namely, all rational maps ei,θ := θ
−1◦ei◦θ : C
××T ′ → T ′
and f ◦ θ, γi ◦ θ, εi ◦ θ : T ′ → C are positive maps. Applying the functor T R to these positive rational
morphisms, we obtain piece-wise linear maps
e˜i := T R(ei,θ) : Z×X∗(T
′)→ X∗(T
′), wti := T R(γi ◦ θ) : X∗(T
′)→ Z,
ε˜i := T R(εi ◦ θ) : X∗(T
′)→ Z, f˜ := T R(f ◦ θ) : X∗(T
′)→ Z.
Now, for given positive structure θ : T ′ → X on a geometric crystal χ = (X, {ei}i∈I , {wti}i∈I , {εi}i∈I),
we associate the quadruple (X∗(T
′), {e˜i}i∈I , {wti}i∈I , {ε˜i}i∈I) with a free crystal structure (see [1,
2.2]) and denote it by T Rθ,T ′(χ). We have the following theorem:
Theorem 4.6 ([1, 2, 19]). For any g-geometric crystal χ = (X, {ei}i∈I , {γi}i∈I , {εi}i∈I) and positive
structure θ : T ′ → X, the associated crystal T Rθ,T ′(χ) = (X∗(T ′), {ei}i∈I , {wti}i∈I , {ε˜i}i∈I) is a
Langlands dual g∨-Kashiwara’s crystal.
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Remark. The definition of ε˜i is different from the one in [2, 6.1.] since our definition of εi corre-
sponds to ε−1i in [2].
For a positive upper/lower-half decorated geometric crystalX = ((X, {ei}i∈I , {γi}i∈I , {εi}i∈I , f), θ, T ′),
set
(4.5) B˜θ,f := {x˜ ∈ X∗(T
′)(= Zdim(T
′))|f˜(x˜) ≥ 0},
where if e˜i(x˜) 6∈ B˜f,θ we define e˜i(x˜) = 0. Set Bθ,f := (B˜θ,f ,wti|B˜θ,f , εi|B˜θ,f , ei|B˜θ,f )i∈I .
Proposition 4.7. For a positive upper/lower half decorated geometric crystal
X = ((X, {ei}i∈I , {γi}i∈I , {εi}i∈I , f), θ, T ′), the quadruple Bθ,f is a g∨-upper/lower normal crystal.
Proof. Indeed, the case f is a decoration has been shown in [2]. Thus, we shall show the case f
is a upper half potential by the similar way. The lower case is also shown similarly. For i ∈ I set
f0 := f − εi and then we get
f(ecix) = f0(x) + c
−1εi(x)
Since eci and f are positive and the function f0 does not depend on c, by tropicalization we get for an
integer n,
(4.6) f˜(e˜ni b) = min(f˜0(b), ε˜i(b)− n).
Here we take n = 0, then we have f˜(b) = min(f˜0(b), ε˜i(b)). Therefore, we have
b ∈ B˜θ,f ⇔ f˜(b) ≥ 0⇔ f˜0(b) ≥ 0, ε˜i(b) ≥ 0.
Then we get f˜0(b) ≥ 0. Thus by (4.6) we obtain
e˜ni (b) ∈ B˜θ,f ⇔ ε˜i(b) ≥ n.
Hence,
e˜n+1i (b) 6∈ B˜θ,f ⇔ ε˜i(b) < n+ 1.
These results imply that Bθ,f is a upper normal crystal, that is,
ε˜i(b) = max{n | e˜
n
i (b) ∈ B˜θ,f}.
5. Half potentials of the geometric crystal on B−w0
5.1. Geometric crystal on B−w and the associated cellular crystals. For a Weyl group element
w ∈ W , define B−w := B
− ∩ UwU , which is called here a Bruhat cell of B− associated with w ∈ W .
Let γi : B
−
w → C
× be the rational function defined by
(5.1) γi : B
−
w →֒ B
− ∼−→ T × U−
proj
−→ T
α∨i−→ C×.
For any i ∈ I, there exists the natural projection pri : B− → B− ∩φ(SL2). Hence, for any x ∈ B−w
there exists unique v =
(
b11 0
b21 b22
)
∈ SL2 such that pri(x) = φi(v). Using this fact, we define the
rational function εi on B
−
w as in [21]:
(5.2) εi(x) =
b22
b21
(x ∈ B−w ).
The unital rational C×-action ei on B
−
w is defined by
(5.3) eci(x) := xi ((c− 1)ϕi(x)) · x · xi
(
(c−1 − 1)εi(x)
)
(c ∈ C×, x ∈ B−w ),
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if εi(x) is well-defined, that is, b21 6= 0, and define eci(x) = x if b21 = 0.
Remark. The definition (5.2) is different from the one in [2]. Indeed, if for (5.2) we take εi(x) = b21/b22,
then it coincides with the one in [2].
Proposition 5.1 ([2]). For any w ∈ W , the quadruple χ := (B−w , {ei}i, {γi}i, {εi}i) is a geometric
crystal, where γi, εi and ei are given in (5.1), (5.2) and (5.3) respectively.
For a Weyl group element w ∈ W , let i = i1 . . . ik be one of its reduced expressions and define the
positive structure Θ−i : (C
×)k −→ B−w by
Θ−i (c1, · · · , ck) := yi1(c1) · · ·yik(ck),
where y i(c) = yi(c)α
∨
i (c
−1), which is different from Yi(c) in [19, 17, 11, 12]. Indeed, Yi(c) = yi(c
−1).
Now, let us describe the positive geometric crystal structure on B−w explicitly following [21]. Taking
a reduced word i = i1i2 · · · ik for the Weyl group element w, we set
B−i := {yi1(c1) · · ·yiN (ck) | c1, . . . , ck ∈ C
×}.
where note that B−w and B
−
i are birationally isomorphic to each other.
Proposition 5.2 ([21]). The action eαi (α ∈ C
×) on Θ−i (c1, · · · , ck) is given by
eαi (Θ
−
i (c1, · · · , ck)) = Θ
−
i (c
′
1, · · · , c
′
k),
where for j = 1, 2, · · · , k,
(5.4) c′j := cj ·
∑
1≤m<j, im=i
α · c
ai1,i
1 · · · c
aim−1,i
m−1 cm +
∑
j≤m≤k, im=i
c
ai1,i
1 · · · c
aim−1,i
m−1 cm∑
1≤m≤j, im=i
α · c
ai1,i
1 · · · c
aim−1,i
m−1 cm +
∑
j<m≤k, im=i
c
ai1,i
1 · · · c
aim−1,i
m−1 cm
.
The explicit forms of rational functions εi and γi are:
(5.5) εi(Θ
−
i (c)) =
 ∑
1≤m≤k, im=i
1
cmc
aim+1,i
m+1 · · · c
aik,i
k
−1 , γi(Θ−i (c)) = 1
c
ai1,i
1 · · · c
aik,i
k
.
Applying the tropicalization functor to this positive geometric crystal B−w
∼= B−i , we shall obtain
the following Langlands-dual free crystal
T R(B−i ) = {(x1, · · · , xk) |xj ∈ Z}
given as follows: For x = (x1, · · · , xk) ∈ T R(B
−
i ) and i ∈ I, we have
(5.6) e˜ni (x) = (x
′
1, · · · , x
′
k) (n ∈ Z),
where
x′j = xj +min
(
min
1≤m<j,im=i
(n+ xm +
m−1∑
l=1
ail,ixl), min
j≤m≤k,im=i
(xm +
m−1∑
l=1
ail,ixl)
)
(5.7)
−min
(
min
1≤m≤j,im=i
(n+ xm +
m−1∑
l=1
ail,ixl), min
j<m≤k,im=i
(xm +
m−1∑
l=1
ail,ixl)
)
,
wti(x) = −
k∑
l=1
ail,ixl (wt(x) := −
k∑
l=1
xlαil),(5.8)
εi(x) = max
1≤m≤k,im=i
(xm +
k∑
l=m+1
ail,ixl),(5.9)
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where αil ’s in (5.8) are simple roots of the Langlands dual simple Lie algebra
Lg.
Remark 5.3. The formula (3.13) in [21] is incorrect. Here the formula (5.7) is correct.
Then the crystal T R(B−i ) is isomorphic to the Langlands dual crystal (Bik ⊗ · · · ⊗Bi2 ⊗ Bi1)
∨ =
B∨ik ⊗ · · · ⊗B
∨
i1
by the correspondence
(5.10)
T R(B−i ) ←→ (Bik ⊗ · · · ⊗Bi2 ⊗Bi1)
∨,
(x1, x2, · · · , xk) ←→ (−xk)ik ⊗ · · · ⊗ (−x2)i2 ⊗ (−x1)i1 ,
where B∨i := {(x)i |x ∈ Z} is the
Lg-crystal associated with a simple root Lαi of
Lg. We call the
crystal Bi := Bi1 ⊗ · · · ⊗Bik a cellular crystal associated with the reduced word i = i1i2 · · · ik.
The following lemma is needed to prove Proposition 5.5.
Lemma 5.4. Let i1i2 · · · ik be a reduced word for a Weyl group element w. Suppose that applying the
braid-type isomorphisms properly to (x1)i1 ⊗ (x2)i2 ⊗· · ·⊗ (xk)ik , one gets (y1)i1⊗ (y2)i2 ⊗· · ·⊗ (yk)ik .
Then we find that x1 = y1, x2 = y2, · · · , xk = yk.
Proof. Set Yi(c) := yi(c
−1)α∨i (c)) = y i(c
−1). The braid-type isomorphisms are obtained from the
following equations by considering the tropicalization method ([19]):
Yi(c1)Yj(c2) = Yj(d1)Yi(d2) (aijaji = 0),
Yi(c1)Yj(c2)Yi(c3) = Yj(d1)Yi(d2)Yj(d3) (aijaji = 1),
Yi(c1)Yj(c2)Yi(c3)Yj(c4) = Yj(d1)Yi(d2)Yj(d3)Yi(d4) (aijaji = 2),
Yi(c1)Yj(c2)Yi(c3)Yj(c4)Yi(c5)Yj(c6) = Yj(d1)Yi(d2)Yj(d3)Yi(d4)Yj(d4)Yi(d6) (aijaji = 3),
(5.11)
where dj ’s are positive rational functions in cj ’s. Here note that the tropicalization process [19] and
here in 4.2 are different, but the resulted formula for crystals are correct. Indeed, for example, by the
present tropicalization of the 3rd formula in (5.11) we obtain the isomorphism of crystals
Bj ⊗Bi ⊗Bj ⊗Bi
∼
−→Bi ⊗Bj ⊗Bi ⊗Bj ,
(−c˜4)j ⊗ (−c˜3)i ⊗ (−c˜2)j ⊗ (−c˜1)i 7→ (−d˜4)i ⊗ (−d˜3)j ⊗ (−d˜2)i ⊗ (−d˜1)j ,
(5.12)
where c˜j , d˜j are the tropicalization of cj , dj respectively. The formula (5.12) gives the braid-type
isomorphism φ
(3)
ji in (3.8).
Thus if we apply these formula by the same way as in the lemma to Yi1(c1)Yi2(c2) · · ·Yik(ck) and
get Yi1 (d1)Yi2 (d2) · · ·Yik (dk), then they coincide with each other, that is,
Yi1(c1)Yi2(c2) · · ·Yik (ck) = Yi1(d1)Yi2(d2) · · ·Yik(dk).
Since the factorization
(5.13) (C×)k
∼
−→B−w , (c1, · · · , ck) 7→ Yi1 (c1) · · ·Yik(ck),
is a birational map, it is injective and then we obtain cj = dj(j = 1, 2, · · · , k). Tropicalizing (5.13)
and set xj := T R(cj) and yj := T R(dj), we have xj = yj(j = 1, 2, · · · , k).
The following proposition will be needed later.
Proposition 5.5. (i) Take a reduced word i = i1i2 · · · ik of a Weyl group element w. Now for
two reduced words j = j1j2 · · · jk and l = l1l2 · · · lk of w satisfying j1 = l1 (resp. jk = lk). We
assume that by applying the braid-type isomorphisms to x = (x1)i1 ⊗ (x2)i2 ⊗ · · ·⊗ (xk)ik ∈ Bi
properly in two ways we obtain y = (y1)j1 ⊗ (y2)j2 ⊗· · ·⊗ (yk)jk ∈ Bj and z = (z1)l1 ⊗ (z2)l2 ⊗
· · · ⊗ (zk)lk ∈ Bl. Then we have y1 = z1 (resp. yk = zk). Here, let us define the map
(5.14) ωi (resp. ω
′
i) : Bi → Z, by ωi(x) = y1 (resp. ω
′
i(x) = yk).
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(ii) For any i ∈ I and any reduced word i = i1i2 · · · ik of a Weyl group element w ∈ W take
another reduced word j = j1j2 · · · jl of w ∈ W such that j1 = i and define the following map
ξ
(i)
i,j;φ˜
: Bi
φ˜
−→ Bj
r
−→ Bj
φ˜−1
−→ Bi
(x1)i1 ⊗ (x2)i2 ⊗ · · · ⊗ (xk)ik 7→ (y1)i ⊗ (y2)j2 ⊗ · · · ⊗ (yk)jk
7→ (0)i ⊗ (y2)j2 ⊗ · · · ⊗ (yk)jk 7→ (x
′
1)i1 ⊗ (x
′
2)i2 ⊗ · · · ⊗ (x
′
k)ik ,
where φ˜ is a proper composition of the braid-type isomorphisms and the map r : Bj → Bj is
defined by (y1)i ⊗ (y2)j2 ⊗ · · · ⊗ (yk)jk 7→ (0)i ⊗ (y2)j2 ⊗ · · · ⊗ (yk)jk . Then ξi,j;φ˜ does not
depend on the composition of braid-type isomorphisms φ˜ and the choice of j. That is, if we
take another reduced word l = l1l2 · · · lk of w such that j1 = l1 = i and a composition of the
braid-type isomorphisms φ˜′ : Bi → Bl, then we obtain ξ
(i)
i,j;φ˜
= ξ
(i)
i,l;φ˜′
. Thus, we denote this
map by ξ
(i)
i .
Proof. (i) We shall show the case j1 = l1 since the case jk = lk will be shown similarly. Since
j1 = l1 =: j, one knows that both j
′ := j2 · · · jk and l′ = l2 · · · lk are the reduced words for sjw.
Then, applying the usual braid relations on j′ properly, we obtain l′. Then applying the braid-type
isomorphisms to y′ := (y2)j2 ⊗ · · · ⊗ (yk)jk in the same way, we get z
′ := (z′2)l2 ⊗ · · · ⊗ (z
′
k)lk .
Since both (z1)l1 ⊗ (z2)l2 ⊗ · · · ⊗ (zk)lk and (y1)l1 ⊗ (z
′
2)l2 ⊗ · · · ⊗ (z
′
k)lk are obtained from x =
(x1)i1⊗(x2)i2⊗· · ·⊗(xk)ik , it follows from Lemma 5.4 below that z1 = y1, zm = z
′
m (m = 2, 3, · · · , k).
(ii) For c1, . . . , ck ∈ C×, take dj , d′j ∈ C (j = 1, 2, . . . , k) such that
Yik(ck) · · ·Yi2(c2)Yi1 (c1) = Yjk(dk) · · ·Yj2(d2)Yi(d1) = Ylk(d
′
k) · · ·Yl2(d
′
2)Yi(d
′
1),
where note that by (i) one has d1 = d
′
1 and then
Yjk(dk) · · ·Yj2(d2) = Ylk(d
′
k) · · ·Yl2(d
′
2).
Furthermore, one has c′1, . . . , c
′
k ∈ C
× such that
Yjk(dk) · · ·Yj2(d2)Yi(1) = Ylk(d
′
k) · · ·Yl2(d
′
2)Yi(1) = Yik(c
′
k) · · ·Yi2(c
′
2)Yi1(c
′
1).
Here setting xj := −c˜j , yj = −d˜j, zj = −d˜′j , x
′
j = −c˜
′
j (j = 1, 2, . . . , k), we get
φ˜(x1, . . . , xk) = (y1, . . . , yk),
φ˜′(x1, . . . , xk) = (z1, . . . , zk),
φ˜−1(0, y2, . . . , yk) = (x
′
1, . . . , x
′
k) = φ˜
′
−1
(0, z2, . . . , zk),
which implies that ξ
(i)
i,j;φ˜
= ξ
(i)
i,l;φ˜′
.
5.2. Generalized Minors and the potentials. Let G be a simply connected simple algebraic
groups over C and T ⊂ G a maximal torus. Let X∗(T ) := Hom(T,C×) and X∗(T ) := Hom(C×, T ) be
the lattice of characters and co-characters respectively. We identify P (resp. P ∗) with X∗(T ) (resp.
X∗(T )) as in Sect2..
Definition 5.6 ([3, 4]). For a dominant weight µ ∈ P+, the principal minor ∆µ : G → C is defined
as
∆µ(u
−tu+) := µ(t) (u± ∈ U±, t ∈ T ).
Let γ, δ ∈ P be extremal weights such that γ = uµ and δ = vµ for some u, v ∈ W . Then the
generalized minor ∆γ,δ is defined by
∆γ,δ(g) := ∆µ(u
−1gv) (g ∈ G),
which is a regular function on G.
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Let us denote the one-dimensional additive group Ga(= C) and multiplicative group Gm(= C
×).
Let Û := Hom(U,Ga) be the set of additive characters of U . The elementary character χi ∈ Û and
the standard regular character χst ∈ Û are defined as follows ([2]):
χi(xj(c)) = δi,j · c (c ∈ C, i, j ∈ I), χ
st =
∑
i∈I
χi.
Lemma 5.7 ([2]). Suppose that G is a simply connected simple algebraic group as above.
(i) For u ∈ U and i ∈ I, we have ∆µ,µ(u) = 1 and χi(u) = ∆Λi,siΛi(u), where Λi be the i-th
fundamental weight.
(ii) Define the map π+ : B− · U → U by π+(bu) = u for b ∈ B− and u ∈ U . For any g ∈ G, we
have
(5.15) χi(π
+(g)) =
∆Λi,siΛi(g)
∆Λi,Λi(g)
.
Definition 5.8 ([2]). (i) Define the rational functions Φ(±) on G by
(5.16)
Φ(+)(g) = χst(π+(w0
−1g)) =
∑
i
∆w0Λi,siΛi(g)
∆w0Λi,Λi(g)
, Φ(−)(g) = χst(π+(w0
−1η(g))) =
∑
i
∆w0siΛi,Λi(g)
∆w0Λi,Λi(g)
,
where η : G→ G is the anti-automorphism defined by
η(xi(c)) = xi(c), η(yi(c)) = yi(c), η(t) = t
−1.
(ii) For w ∈ W and a character χ, we define the function Φw,χ on G by
(5.17) Φw,χ(g) = χ(π
+(w−1g)).
Note that Φ(+) = Φw0,χst .
Let ω : g→ g be the anti-involution
ω(ei) = fi, ω(fi) = ei ω(h) = h,
and extend it to G by setting ω(xi(c)) = yi(c), ω(yi(c)) = xi(c) and ω(t) = t (t ∈ T ).
There exists a g(or G)-invariant bilinear form on the finite-dimensional irreducible g(or G)-module
V (λ) such that
(5.18) 〈au, v〉 = 〈u, ω(a)v〉, (u, v ∈ V (λ), a ∈ g(or G)).
For g ∈ G, we have the following simple fact:
∆Λi(g) = 〈guΛi , uΛi〉,
where uΛi is a properly normalized highest weight vector in the fundamental representation V (Λi).
Hence, for w,w′ ∈ W we have
(5.19) ∆wΛi,w′Λi(g) = ∆Λi(w
−1gw′) = 〈w−1gw′ · uΛi , uΛi〉 = 〈gw
′ · uΛi , w · uΛi〉,
where note that ω(s±i ) = s
±
i .
Proposition 5.9. Let i = i1 · · · iN be a reduced word for the longest Weyl group element w0. For
Θ−i (c) ∈ B
−
w0
, we get the following formula.
(5.20) Φ(+)(Θ−i (c)) =
∑
i
∆w0Λi,siΛi(Θ
−
i (c)), Φ
(−)(Θ−i (c)) =
∑
i
∆w0siΛi,Λi(Θ
−
i (c)).
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Proof. We may show
(5.21) ∆w0Λi,Λi(Θ
−
i (c)) = 1.
Since Θ−i (c) ∈ Uw0U , we have w
−1
0 Θ
−
i (c) ∈ w
−1
0 Uw0U = U
− ·U . So, there exist u1 ∈ U− and u2 ∈ U
such that w−10 Θ
−
i (c) = u1u2. Thus, it follows from (5.19) and the fact ω(u1) ∈ U that
∆w0Λi,Λi(Θ
−
i (c)) = 〈w
−1
0 Θ
−
i (c)uΛi , uΛi〉 = 〈u1u2uΛi , uΛi〉 = 〈u2uΛi , ω(u1)uΛi〉 = 〈uΛi , uΛi〉 = 1.
Set ΦBK := Φ
(+)+Φ(−) and then it is shown in [2] that ΦBK is a potential on TB
−
w0
, which deduces
the following result:
Proposition 5.10. The function Φ(±) is an upper/lower half-potential on the geometric crystal B−w0
and then (B−w0 ,Φ
(±)) is an upper/lower half-decorated geometric crystal.
Proof. As we have seen that B−w0 holds the positive geometric crystal structure, it suffices to show
that the function Φ(±) is an upper/lower half-potential on B−w0 . We only see Φ
(+) since it will be done
similarly for Φ(−). The action eci on an element in B
−
w0
is given in (5.3):
eci(x) = xi((c− 1)ϕi(x)) · x · xi((c
−1 − 1)εi(x)).
Then applying (5.19), for g ∈ B−w0 we obtain
∆w0Λj ,sjΛj (e
c
i (g)) = 〈xi((c− 1)ϕi(g)) · g · xi((c
−1 − 1)εi(g))sjuΛj , w0 · uΛj 〉
= 〈g · xi((c
−1 − 1)εi(g))sjuΛj , yi((c− 1)ϕi(g)) · w0 · uΛj 〉
= 〈g · (1 + (c−1 − 1)εj(g)ei)fjuΛj , w0 · uΛj 〉
= 〈g · fjuΛj , w0 · uΛj 〉+ 〈g · (c
−1 − 1)εj(g)(fjei + δijhi) · uΛj , w0 · uΛj 〉
= 〈g · sj · uΛj , w0 · uΛj 〉+ δij(c
−1 − 1)εj(g) · 〈g · uΛj , w0 · uΛj 〉
= ∆w0Λj ,sjΛj (g) + δij(c
−1 − 1)εj(g),
where for the 3rd equality, we use the fact that w0 · uΛj is the lowest weight vector and e
2
i fjuΛj = 0,
and for the last equality, we use 〈g · uΛj , w0 · uΛj 〉 = ∆w0Λj ,Λj (g) = 1 from the proof of Proposition
5.9. Therefore, we obtain
Φ(+)(eci(g)) =
∑
j
∆w0Λj ,sjΛj (e
c
i (g)) = Φ
(+)(g) + (c−1 − 1)εi(g),
which completes the proof.
5.3. Tropicalization of the half decorated geometric crystal B−w0 and the crystal B(∞).
As we have seen in the last subsection, the geometric crystal B−w0 is equipped with the upper half
potential Φ(+) and then we consider the tropicalized crystal
(B−w0)Θi0 ,Φ(+) = ((B˜
−
w0
)Θi0 ,Φ(+) , e˜i|(B˜−w0)Θ
i0
,Φ(+)
,wti|(B˜−w0 )Θ
i0
,Φ(+)
, εi|(B˜−w0)Θ
i0
,Φ(+)
),
where e˜i,wti, εi are given in (5.7)–(5.9) and
(5.22) (B˜−w0)Θi0 ,Φ(+) := {x = (x1, · · · , xN ) ∈ T R(B
−
w0
) = ZN | Φ˜(+)(x) ≥ 0}.
By Proposition 4.7, one knows that the crystal (B−w0)Θi0 ,Φ(+) is a g
∨-upper normal crystal. Now, let
us show the following theorem:
Theorem 5.11. As a g∨-crystal, the crystal (B−w0)Φ(+),Θi0 is isomorphic to the crystal B(∞).
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Proof. To show this theorem, we shall use the Kashiwara-Saito characterization of the crystal B(∞)
(Corollary 3.10). For the purpose, let us define the map Ψ
(+)
i for each i ∈ I,
(5.23) Ψ
(+)
i : (B˜
−
w0
)Θi0 ,Φ(+) →֒ (B˜
−
w0
)Θi0 ,Φ(+) ⊗Bi,
by
(5.24) Ψ
(+)
i (x1, . . . , xN ) := ξ
(i)
i0
(x1, . . . , xN )⊗ f˜
ωi(x1,...,xN)
i (0)i,
where the map ωi and ξ
(i)
i0
are given in Proposition 5.5. Here note that this definition is well-defined by
Proposition 5.5. Let us show that this Ψ
(+)
i , (B˜
−
w0
)Θi0 ,Φ(+) and b0 = (0, 0, · · · , 0) satisfy the conditions
(i)–(iv) in Theorem 3.9 and (vii’) in Corollary 3.10. Let us denote simply (B˜−w0)Θi0 ,Φ(+) by Bi0 .
Indeed, (iii) and (iv) are trivial by (5.9). Let us see the condition (vi) in Theorem 3.9: To do this,
it suffices to show that
(5.25) For any (x1, · · · , xN ) ∈ Bi0 , we have x1 ≥ 0.
Lemma 5.12. For a reduced longest word i0 = i1i2 · · · iN , define k ∈ I to be a unique index satisfying
−αk = w0(αi1). Then we find that
(5.26) w0 = si1si2 · · · siN = si2si3 · · · siN sk.
Proof. Applying [5, Theorem 1.7] to w = si1si2 · · · siN sk we find that the case i = i1 and j = k are
the unique case matching to the claim of the theorem.
We shall calculate explicitly ∆w0Λk,skΛk(Θi0(c)), where k is the unique index in I such that −αk =
w0(αi1), e.g.,, for An, k = n+ 1− i1 and for Bn, Cn, k = i1. Then,
∆w0Λk,skΛk(Θi0(c)) = 〈y i1(c1)y i2(c2) · · ·y iN (cN )skuΛk , w0uΛk〉
= 〈y i2(c2) · · ·yiN (cN )skuΛk , α
∨
i1
(c1)
−1xi1(c1)w0uΛk〉
= 〈y i2(c2) · · ·yiN (cN )skuΛk , w0α
∨
k (c1)uΛk〉+ c1〈y i2(c2) · · ·yiN (cN )skuΛk , w0α
∨
k (c1)fkuΛk〉(5.27)
= c1〈yi2 (c2) · · ·yiN (cN )skuΛk , w0uΛk〉+ c1〈y i2(c2) · · ·yiN (cN )skuΛk , w0α
∨
k (c1)fkuΛk〉
= c1〈yi2 (c2) · · ·yiN (cN )skuΛk , w0uΛk〉+ 〈y i2(c2) · · ·yiN (cN )skuΛk , w0fkuΛk〉,
where for the 2nd equality, we applied (5.18) and Lemma 5.12, and for the 3rd equality we used
xi1(c1) = 1+ c1ei1 . Note that by Lemma 5.12 the vector appearing in yi2(c2) · · ·yiN (cN )skuΛk in the
form
C · fmaxi2 f
max
i3
· · · fmaxiN skuΛk
is the lowest weighted vector with weight w0Λk, where C is a certain positive constant which does
not depend on c2, · · · , cN and fmaxk (u) is equal to f
m
k (u) with the integer m satisfying f
m
k (u) 6= 0 and
fm+1k (u) = 0. And furthermore, for each l ∈ [2, N ] the vector f
max
il
fmaxil+1 · · · f
max
iN
skuΛk is an extremal
vector. Here, we have
cmfmi α
∨
i (c)
−1(u) = fmi (u),
if eiu = 0, f
m
i (u) 6= 0 and f
m+1
i (u) = 0. Thus, we find
〈y i2(c2) · · ·yiN (cN )skuΛk , w0uΛk〉 = positive constant + polynomial in c2, · · · , cN .
Hence, substituting this to (5.27) and applying tropicalization we obtain that there exists non-negative
integers p, q and linear functions Pi(x2, · · · , xN ) (1 ≤ i ≤ p) and Qj(x2, · · · , xN ) (1 ≤ j ≤ q) such
18 YUKI KANAKUBO TOSHIKI NAKASHIMA
that
Φ˜(+)(Θi0(c))
= min(T R(c1〈y i2(c2) · · ·y iN (cN )skuΛk , w0uΛk〉), T R(〈y i2(c2) · · ·yiN (cN )skuΛk , w0fkuΛk〉))
= min(x1 + min
1≤i≤p
(0, Pi(x2, · · · , xN )), min
1≤j≤q
(Qj(x2, · · · , xN )))
= min
1≤i≤p, 1≤j≤q
(x1, x1 + Pi(x2, · · · , xN ), Qj(x2, · · · , xN )),(5.28)
where xi := T R(ci). Therefore, x1 = T R(c1) ≥ 0 holds for (x1, · · · , xN ) ∈ (B˜−w0)Θi0 ,Φ(+) and if p = 0
(resp. q = 0), we understand Pi’s (resp. Qj ’s) are 0 . Here note that if applying the formula as in
(5.11) to Θi0(c1, · · · , cN ) we get Θj(c
′
1, · · · , c
′
N ) for some reduced word j, we obtain y1 = T R(c
′
1) ≥ 0,
which implies that the condition (vi) in Theorem 3.9 holds.
As for the condition (i), we refer to the argument in the proof of [2, Lemma 6.23] to get
(5.29) 〈Λ∨i ,wt(x)〉 ≤ 0,
where Λ∨i is the element in P
∗ such that 〈Λ∨i , αj〉 = δij , which implies the condition (i).
Let us check the condition (vii’) in Corollary 3.10. As we have seen that the crystal (B˜−w0)Θi0 ,Φ(+) is
an upper normal crystal, for any x ∈ (B˜−w0)Θi0 ,Φ(+) there exists some i such that e˜ix 6= 0 iff εi(x) > 0.
Now, we shall introduce the following lemma:
Lemma 5.13 ([2]Lemma 6.19). Let εi(x) be the function as in (5.9) and Φ˜w0,χst the tropicalization
of the function Φw0,χst as in (5.17) for the longest element w0 ∈ W and the standard character χ
st.
If an element x = (x1, · · · , xN ) ∈ T R(B−w0) satisfies
(5.30) Φ˜w0,χst(x) ≥ 0, εi(x) ≤ 0,
then x = b0 = (0, 0, · · · , 0).
By this lemma we know that if x 6= (0, 0, · · · , 0) then εi(x) > 0 for some i ∈ I and then e˜ix 6= 0,
which means the condition (vii’).
Let us show that the condition (ii) holds. By Lemma 5.13 and the fact Φ(+) = Φw0,χst , we find that
b0 = (0, 0, · · · , 0) is the unique element in (B˜−w0)Θi0 ,Φ(+) such that wti(x) = 0 and εi(x) = 0 for any
i. Here let us assume that there exists x0 ∈ (B˜−w0)Θi0 ,Φ(+) such that x0 6= b0 and wt(x0) = 0. By the
condition (vii’), there exists some j such that εj(x0) 6= 0 and then e˜j(x0) ∈ (B˜−w0)Θi0 ,Φ(+) . However,
one has wt(e˜j(x0)) = αj 6∈ Q−, which contradicts (i). Thus, the condition (ii) holds.
Finally, let us show the condition (v). Since the braid-type isomorphisms φ
(k)
ij are isomorphisms of
crystals, it suffices to show the following (a)–(d) under the assumption i0 = ii2 · · · iN ,
(a) Ψ
(+)
i is injective.
(b) For any x = (x1, · · · , xN ) ∈ (B˜−w0)Θi0 ,Φ(+) , one has wt((0, x2, · · · , xN )⊗ (−x1)i) = wt(x).
(c) For any j ∈ I and x = (x1, · · · , xN ) ∈ (B˜−w0)Θi0 ,Φ(+) , one has εj((0, x2, · · · , xN ) ⊗ (−x1)i) =
εj(x).
(d) For any j ∈ I and x = (x1, · · · , xN ) ∈ (B˜
−
w0
)Θi0 ,Φ(+) , one has e˜j(Ψ
(+)
i (x)) = Ψ
(+)
i (e˜j(x)) and
f˜j(Ψ
(+)
i (x)) = Ψ
(+)
i (f˜j(x)).
Since Ψ
(+)
i (x1, · · · , xN ) = (0, x2, · · · , xN ) ⊗ (−x1)i, it is evident that Ψ
(+)
i is injective, which shows
(a).
We have
wt(x1, · · · , xN ) = −
N∑
k=1
xkαik = wt((0, x2, · · · , xN )⊗ f˜
x1
i1
(0)i1)
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which shows (b).
Let us see (c). First suppose that i = j. Due to (5.9) we have
εi(x1, · · · , xN ) = max
1≤m≤N,im=i
(xm +
N∑
l=m+1
ail,ixl).
On the other-hand, by (3.6) we find that
εi((0, x2, · · · , xN )⊗ (−x1)i)
= max(εi(0, x2, · · · , xN ), εi((−x1)i)− 〈hi,wt((0, x2, · · · , xN ))〉)
= max
(
max
(
N∑
l=2
ail,ixl, max
2≤m≤N,im=i
(
xm +
N∑
l=m+1
ail,ixl
))
, x1 +
N∑
l=2
ail,ixl
)
= max
1≤m≤N,im=i
(xm +
N∑
l=m+1
ail,ixl) = εi(x1, · · · , xN ).
Here note that the 3rd equality is derived by the fact x1 ≥ 0.
Next, let us show the case i 6= j. Similar to the previous case, we get
εj((0, x2, · · · , xN )⊗ (−x1)i) = max(εj(0, x2, · · · , xN ), εj((−x1)i)− 〈hj ,wt((0, x2, · · · , xN ))〉)
= max
(
max
1≤m≤k,im=j
(
xm +
k∑
l=m+1
ail,jxl
)
,−∞
)
= max
1≤m≤k,im=j
(xm +
k∑
l=m+1
ail,jxl) = εj(x1, · · · , xN ),
where the 3rd equality is derived by i 6= j. Now we get (c).
Finally, let us show (d). By (5.7) we obtain the following explicit actions of e˜i and f˜i on (B˜
−
w0
)Θi0 ,Φ(+)
(see [21, Lemma 3.10]):
Lemma 5.14 ([21]). For i ∈ I and x = (x1, · · · , xN ) ∈ (B˜−w0)Θi0 ,Φ(+) , set Xm(x) := xm+
∑m−1
k=1 aik,imxk,
X (i)(x) := min{Xm(x)|1 ≤ m ≤ N, im = i} and M (i)(x) := {l|1 ≤ l ≤ N, il = i,Xl(x) = X (i)(x)}.
Define m
(i)
e (x) := max(M (i)(x)) and m
(i)
f (x) := min(M
(i)(x)): Then we have
e˜i(x) =
{
(x1, · · · , xm(i)e − 1, · · · , xN ) if Φ˜
(+)(x1, · · · , xm(i)e − 1, · · · , xN ) ≥ 0,
0 otherwise,
(5.31)
f˜i(x) =
{
(x1, · · · , xm(i)
f
+ 1, · · · , xN ) if Φ˜(+)(x1, · · · , xm(i)
f
+ 1, · · · , xN ) ≥ 0,
0 otherwise.
(5.32)
Remark 5.15. Note that the definition of Xm in [21, Lemma 3.10] is incorrect. The one here is
correct.
Consider the case i = i1 6= j. Since i 6= j, if im = j, we have Xm(x) = Xm(0, x2, · · · , xN ) + aijx1
and then for m, l with im = il = j 6= i we obtain l,m > 1 and Xm(x)−Xl(x) = Xm(0, x2, · · · , xN )−
Xl(0, x2, · · · , xN ). Therefore, we obtain both m
(j)
e (x) = m
(j)
e (0, x2, · · · , xN ) =: m
(j)
e and m
(j)
f (x) =
m
(j)
f (0, x2, · · · , xN ) =: m
(j)
f . Assume e˜j(x1, · · · , xN ) = (x1, · · · , xm(j)e − 1, · · · , xN ) ∈ (B˜
−
w0
)Θi0 ,Φ(+) .
And one has also εj(f˜
x1
i (0)i) = −∞, which implies
e˜j((0, x2, · · · , xN )⊗ f˜
x1
i (0)i) = (0, x2, · · · , xm(j)e − 1, · · · , xN )⊗ f˜
x1
i (0)i = Ψ
(+)
i (e˜j(x)).
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By a similar way, we can show f˜j(Ψ
(+)
i )(x) = Ψ
(+)
i (f˜j(x)). Next, assume that e˜j(x) = 0, namely,
e˜j(x) 6∈ (B˜−w0)Θi0 ,Φ(+) . It suffices to show that e˜j(0, x2, · · · , xN ) 6∈ (B˜
−
w0
)Θi0 ,Φ(+) . Since Φ˜
(+) is in the
form
min(x1, linear functions in x1, x2, · · · , xN ),
by the proof of the condition (vi) above and the fact that m
(i)
e > 1, if (x1, · · · , xm(i)e − 1, · · · , xN ) 6∈
(B˜−w0)Θi0 ,Φ(+) , then one has (0, · · · , xm(i)e − 1, · · · , xN ) 6∈ (B˜
−
w0
)Θi0 ,Φ(+) . The case of f˜j is also done
similarly.
Finally, let us assume i = j and show e˜i(Ψ
(+)
i (x)) = Ψ
(+)
i (e˜i(x)). Set x
′ = (0, x2, · · · , xN ). One
has
ϕi(x
′) = wti(x
′) + εi(x
′) = −
N∑
j=2
aij ,ixj +max
 N∑
j=2
aij ,ixj , max
2≤m≤N, im=i
xm + N∑
j=m+1
aij ,ixj

= max
0, max
2≤m≤N, im=i
−xm − m−1∑
j=2
aij ,ixj

= −min(0, min
2≤m≤N,im=i
(Xm(x
′))).
Note that by this explicit form of ϕi(x
′), we find that ϕi(x
′) ≥ 0. Let us consider the case e˜i(x) ∈
(B˜−w0)Θi0 ,Φ(+) :
(i) Assume
(5.33) ϕi(x
′) ≥ x1 = εi(f˜
x1
i (0)i).
We have e˜i(x
′ ⊗ f˜x1i (0)i) = e˜i(x
′)⊗ f˜x1i (0)i. Thus, it is sufficient to show m
(i)
e (x) = m
(i)
e (x′).
Indeed, since Xj(x) = 2x1+Xj(x
′) for j > 1, ifm
(i)
e (x) > 1 then we obtainm
(i)
e (x) = m
(i)
e (x′).
If m
(i)
e (x) = 1, then X1(x) = x1 < Xj(x) = 2x1 + Xj(x
′) for all j > 1, which means
−Xj(x′) < x1 and then it contradicts (5.33) since ϕi(x′) = −Xj(x′) for some j. Therefore,
we get m
(i)
e (x) > 1 and then m
(i)
e (x) = m
(i)
e (x′), which implies e˜i(Ψ
(+)
i (x)) = Ψ
(+)
i (e˜i(x)).
(ii) Assume
(5.34) ϕi(x
′) < x1 = εi(f˜
x1
i (0)i).
In this case, we have
e˜i(x
′ ⊗ f˜x1i (0)i) = x
′ ⊗ f˜x1−1i (0)i
Here note that by the fact ϕi(x
′) ≥ 0, we have x1 > 0. We shall show m
(i)
e (x) = 1. Regarding
(5.34), since −x1 < −ϕi(x′)⇔ x1 < 2x1 − ϕi(x′), one has
x1 < 2x1 +min(0, min
2≤m≤N,im=i
(Xm(x
′)))
= min(2x1, min
2≤m≤N,im=i
(Xm(x)))),
which show that x1 = X1(x) < Xj(x) for any j > 1 and then m
(i)
e (x) = 1. Hence, we get
e˜i(x) = (x1 − 1, x2, · · · , xN ) and then e˜i(Ψ
(+)
i (x)) = Ψ
(+)
i (e˜i(x)).
Finally, let us consider the case e˜i(x) = 0, namely, e˜i(x) 6∈ (B˜−w0)Θi0 ,Φ(+) : Here we also consider the
following two cases,
(i) ϕi(x
′) ≥ x1 = εi(f˜
x1
i (0)i).
(ii) ϕi(x
′) < x1 = εi(f˜
x1
i (0)i).
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Indeed, m
(i)
e does not depend on Φ˜(+) and then by the above argument we obtain (i) m
(i)
e (x) =
m
(i)
e (x′) > 1 and (ii)m
(i)
e (x) = m
(i)
e (x′) = 1. Thus, by (5.28) we find that if some x1+Pj(x2, · · · , xN )
or Qj(x2, · · · , xN ) is negative, then Pj(x2, · · · , xN ) < 0 or Qj(x2, · · · , xN ) < 0 since x1 ≥ 0, which
means e˜i(x
′) 6∈ (B˜−w0)Θi0 ,Φ(+) and then we get e˜i(x
′) = 0. Therefore, we find that e˜i(Ψ
(+)
i (x)) =
Ψ
(+)
i (e˜i(x)) = 0. The case for f˜i can be done similarly. Now we find that the condition (v) holds and
we have completed the proof of Theorem 5.11.
6. Explicit form of Φ(+)(Θ−i0(c)) for types An, Bn, Cn, Dn and G2
In the last section, we shall show the connectedness of cellular crystals. To complete the task, we
need some explicit forms of the upper half potentials. Then, in this section we shall see some results
given in [21] for all classical types An, Bn, Cn, Dn and the exceptional types G2. Some results for type
E6, E7, E8, F4 will be given in the next section.
For those simple Lie algebras, we fix the reduced longest word i0 as follows:
(6.1) i0 =

1, 2, · · · , n︸ ︷︷ ︸, 1, 2, · · · , n− 1︸ ︷︷ ︸, · · · , 1, 2, 3︸ ︷︷ ︸, 1, 2, 1 for An,
(1, 2, · · · , n− 1, n)n for Bn, Cn,
(1, 2, · · · , n− 1, n)n−1 for Dn,
121212 for G2.
According to the reduced word i = i1i2 · · · ik, we consider the set of double-indices for type An, Bn, Cn, Dn:
In :=

{(1, 1), (2, 1), · · · , (n, 1), (1, 2), (2, 2), · · · , (n− 1, 2) · · · , (1, n− 1), (2, n− 1), (1, n)} An,
{(1, 1), (2, 1), · · · , (n, 1), · · · , (1, n), · · · , (n, n)} Bn, Cn,
{(1, 1), (2, 1), · · · , (n, 1), · · · , (1, n− 1), · · · , (n, n− 1)} Dn.
We also define the total order on In by the usual lexicographic order, e.g., for type Bn, we have
(1, 1) < (2, 1) < · · · < (n, 1) < · · · < (1, n) < · · · < (n, n).
6.1. Type An. To obtain the explicit form of Φ
(+)(Θ−i0(c)) for typeAn, it suffices to know ∆w0Λi,siΛi(Θ
−
i0
(c))
for
c = (c
(i)
j |i+ j ≤ n+ 1) = (c
(1)
1 , c
(1)
2 , · · · , c
(1)
n , c
(2)
1 , c
(2)
2 , · · · , c
(2)
n−1, · · · c
(n−1)
1 , c
(n−1)
2 , c
(n)
1 ) ∈ (C
×)N .
Theorem 6.1 ([21]). For c ∈ (C×)N as above, we have the following explicit forms:
∆w0Λj ,sjΛj (Θ
−
i0
(c)) = c
(n−j+1)
1 +
c
(n−j+1)
2
c
(n−j+2)
1
+
c
(n−j+1)
3
c
(n−j+2)
2
+ · · ·+
c
(n−j+1)
j
c
(n−j+2)
j−1
,(6.2)
The relation between the decoration and the monomial realizations of crystals of type An is explic-
itly given in [21]. For type An take (pi,j)i,j∈I,i6=j such that pi,j = 1 for i < j, pi,j = 0 for i > j, which
corresponds to the cyclic sequence i = (12 · · ·n)(12 · · ·n) · · · . Then we obtain
Proposition 6.2 ([21]). The crystal containing the monomial Yn−i+1,1 (resp. Y
−1
i,1 ) is isomorphic to
B(Λ1) (resp. B(Λn)) and all basis vectors are given by
f˜k · · · f˜2f˜1(Yn−i+1,1) =
Yn−i+1,k+1
Yn−i+2,k
∈ B(Λ1) (k = 1, · · · , n).
Applying this results to Theorem 6.1 and changing the variable Ym,l to c
(m)
l , we find:
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Theorem 6.3 ([21]). For j = 1, · · · , n we have
∆w0Λj ,sjΛj (Θ
−
i0
(c)) =
j−1∑
k=0
f˜k · · · f˜2f˜1(c
(n−j+1)
1 ).
6.2. Type Cn. Here let us see the results for type Cn.
Theorem 6.4 ([21]). In the case Cn, for i0 = (12 · · ·n)n and c = (c
(j)
i )1≤i,j≤n
= (c
(1)
1 , c
(1)
2 , · · · , c
(n)
n−1, c
(n)
n ) ∈ (C×)n
2
for k = 1, 2, · · · , n− 1 we have
∆w0Λk,skΛk(Θ
−
i0
(c)) = c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n
c
(k+1)
n−1
+
c
(k+1)
n−1
c
(k+1)
n
+
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
,
∆w0Λn,snΛn(Θ
−
i0
(c)) = c(n)n .
We see the monomial realization of B(Λ1) associated with the cyclic order · · · (12 · · ·n)(12 · · ·n) · · · ,
which means that the sign p0 = (pi,j) is given by pi,j = 1 if i < j and pi,j = 0 if i > j. The crystal
B(Λ1) is described as follows ([10]): B(Λ1) := {vi, vi|1 ≤ i ≤ n} and the actions of e˜i and f˜i are given
as
f˜ivi = vi+1, f˜ivi+1 = vi, e˜ivi+1 = vi, e˜ivi = vi+1 (1 ≤ i < n),(6.3)
f˜nvn = vn, e˜nvn = vn,(6.4)
and the other actions are trivial. To describe the monomial realizations, we write down the monomials
Ai,m associated with p0:
(6.5) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 , for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i , for 1 < i ≤ n− 1,
c
(m)
n c
(m+1)
n−1
−2
c
(m+1)
n for i = n.
Here the monomial realization of B(Λ1) is described explicitly:
(6.6) B(c
(k)
1 )(
∼= B(Λ1)) =
{
c
(k)
j
c
(k+1)
j−1
= m
(k)
1 (vj),
c
(k+n−j+1)
j−1
c
(k+n−j+1)
j
= m
(k)
1 (vj) | 1 ≤ j ≤ n
}
,
where m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in (3.33) and we understand
c
(k)
0 = 1. Now, Theorem 6.4 claims the following:
Theorem 6.5. We obtain ∆w0Λn,snΛn(Θ
−
i0
(c)) = m
(n)
n (uΛn) = c
(n)
n and
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 1)(6.7)
6.3. Type Bn. Here we shall see the results for type Bn. Let us take the sequence i0 = (12 · · ·n)n
as above.
Theorem 6.6. For c = (c
(i)
j )1≤,i,j≤n = (c
(1)
1 , c
(1)
2 , · · · , c
(n)
n−1, c
(n)
n ) ∈ (C×)n
2
, we have
∆w0Λk,skΛk(Θ
−
i0
(c))
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−1
c
(k+1)
n−2
+
c
(k)
n
2
c
(k+1)
n−1
+ 2
c
(k)
n
c
(k+1)
n
+
c
(k+1)
n−1
c
(k+1)
n
2 +
c
(k+2)
n−2
c
(k+2)
n−1
+ · · ·+
c
(n)
k
c
(n)
k+1
(k = 1, · · · , n− 1),
∆w0Λn,snΛn(Θ
−
i0
(c)) = c(n)n .
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We see the monomial realization of B(Λ1) associated with the cyclic oder · · · (12 · · ·n)(12 · · ·n) · · · ,
which means that the sign p0 = (pi,j) is given by pi,j = 1 if i < j and pi,j = 0 if i > j as in the
previous section. The crystal B(Λ1) is described as follows ([10]): B(Λ1) := {vi, vi|1 ≤ i ≤ n} ⊔ {v0}
and the actions of e˜i and f˜i (1 ≤ i < n) are given as
f˜ivi = vi+1, f˜ivi+1 = vi, e˜ivi+1 = vi, e˜ivi = vi+1 (1 ≤ i < n),(6.8)
f˜nvn = v0, f˜nv0 = vn, e˜nv0 = vn, e˜nvn = v0,(6.9)
and the other actions are trivial.
To see the monomial realization B(c
(k)
1 ), we describe the monomials Ai,m explicitly:
(6.10) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i for 1 < i < n− 1,
c
(m)
n−1c
(m)
n
−2
c
(m+1)
n−2
−1
c
(m+1)
n−1 for i = n− 1,
c
(m)
n c
(m+1)
n−1
−1
c
(m+1)
n for i = n.
Here the monomial realization B(c
(k)
1 ) for B(Λ1) associated with p0 is described explicitly:
(6.11) B(c
(k)
1 ) =
{
c
(k)
j
ǫj
c
(k+1)
j−1
= m
(k)
1 (vj),
c
(k)
n
c
(k+1)
n
= m
(k)
1 (v0),
c
(k+n−j+1)
j−1
c
(k+n−j+1)
j
ǫj = m
(k)
1 (vj) | 1 ≤ j ≤ n
}
,
where m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in (3.33) and we understand
c
(k)
0 = 1. Now, Theorem 6.6 means the following:
Theorem 6.7. We obtain ∆w0Λn,snΛn(Θ
−
i0
(c)) = m
(n)
n (uΛn)(= c
(n)
n ) and
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) + 2m
(k)
1 (v0) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 1).(6.12)
6.4. Type Dn. In case of type Dn, take the cyclic reduced longest word i0 = (12 · · ·n − 1n)n−1 as
above.
Theorem 6.8. For k ∈ {1, 2, · · · , n} and c = (c
(j)
i ) = (c
(1)
1 , c
(1)
2 , · · · , c
(n−1)
n−1 , c
(n−1)
n ) ∈ (C×)n(n−1), we
have
∆w0Λk,skΛk(Θ
−
i0
(c))
= c
(k)
1 +
c
(k)
2
c
(k+1)
1
+ · · ·+
c
(k)
n−2
c
(k+1)
n−3
+
c
(k)
n−1c
(k)
n
c
(k+1)
n−2
+
c
(k+1)
n−2
c
(k+1)
n−1 c
(k+1)
n
+
c
(k)
n
c
(k+1)
n−1
+
c
(k)
n−1
c
(k+1)
n
+
c
(k+2)
n−3
c
(k+2)
n−2
+ · · ·+
c
(n−1)
k
c
(n−1)
k+1
(k = 1, 2, · · · , n− 2),
∆w0Λn−1,sn−1Λn−1(Θ
−
i0
(c)) = c
(n−1)
n−1 , ∆w0Λn,snΛn(Θ
−
i0
(c)) = c(n−1)n .
Let us see the monomial realization ofB(Λ1) associated with the cyclic sequence · · · (12 · · ·n)(12 · · ·n) · · · ,
which means that the sign p0 = (pi,j) is given by pi,j = 1 if i < j and pi,j = 0 if i > j as in the
previous sections. The crystal B(Λ1) is described as follows ([10]): B(Λ1) := {vi, vi|1 ≤ i ≤ n} and
the actions of e˜i and f˜i (1 ≤ i ≤ n) are given as
f˜ivi = vi+1, f˜ivi+1 = vi, e˜ivi+1 = vi, e˜ivi = vi+1 (1 ≤ i < n),(6.13)
f˜nvn = vn−1, f˜n−1vn = vn−1, e˜n−1vn−1 = vn, e˜nvn−1 = vn,(6.14)
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and the other actions are trivial. To see the monomial realization B(c
(k)
1 ), we give the explicit forms
of the monomials Ai,m:
(6.15) Ai,m =

c
(m)
1 c
(m)
2
−1
c
(m+1)
1 for i = 1,
c
(m)
i c
(m)
i+1
−1
c
(m+1)
i−1
−1
c
(m+1)
i for 1 < i < n− 2,
c
(m)
n−2c
(m)
n−1
−1
c
(m)
n
−1
c
(m+1)
n−3
−1
c
(m+1)
n−2 for i = n− 2,
c
(m)
n−1c
(m+1)
n−2
−1
c
(m+1)
n−1 for i = n− 1,
c
(m)
n c
(m+1)
n−2
−1
c
(m+1)
n for i = n.
Let m
(k)
i : B(Λi) →֒ Y(p) (uΛi 7→ c
(k)
i ) is the embedding of crystal as in (3.33). Here the monomial
realization B(c
(k)
1 ) = m
(k)
1 (B(Λ1)) = {m
(k)
1 (vj),m
(k)
1 (vj)|1 ≤ j ≤ n} associated with p0 is described
explicitly:
(6.16) m
(k)
1 (vj) =

c
(k)
j
c
(k+1)
j−1
1 ≤ j ≤ n− 2,
c
(k)
n−1c
(k)
n
c
(k+1)
n−2
j = n− 1,
c(k)n
c
(k+1)
n−1
j = n,
m
(k)
1 (vj) =

c
(k+n−i)
j−1
c
(k+n−j)
j
1 ≤ j ≤ n− 2,
c
(k+1)
n−2
c
(k+1)
n−1 c
(k+1)
n
j = n− 1,
c
(k)
n−1
c
(k+1)
n
j = n,
where we understand c
(k)
0 = 1. Now, Theorem 6.8 claims the following:
Theorem 6.9. We obtain
∆w0Λk,skΛk(Θ
−
i0
(c)) =
n∑
j=1
m
(k)
1 (vj) +
n∑
j=k+1
m
(k)
1 (vj), (k = 1, 2 · · · , n− 2)(6.17)
∆w0Λn−1,sn−1Λn−1(Θ
−
i0
(c)) = m
(n−1)
n−1 (uΛn−1), ∆w0Λn,snΛn(Θ
−
i0
(c)) = m(n−1)n (uΛn).(6.18)
6.5. Type G2. For i = 121212, by direct calculations we have ∆w0Λ2,s1Λ2(Θ
−
i (c1, · · · , c6)) = c6 and
∆w0Λ1,s1Λ1(Θ
−
i (c1, · · · , c6)) = c1 +
c32
c3
+
3c22
c4
+
3c2c3
c24
+
c23
c34
+
2c3
c5
+
c34
c25
+
3c2c4
c5
+
3c2
c6
+
3c3
c4c6
+
3c24
c5c6
+
3c4
c26
+
c5
c36
.
The crystal graph of B(Λ1).
c1
1
// c
3
2
c3
2
// c
2
2
c4
2
// c2c3
c24
1
''
2
// c
2
3
c34
1
// c3
c5
1
// c
3
4
c25
2
rr1
c7
c5
c361
oo c4
c262
oo c
2
4
c5c62
oo c3
c4c61
oo c2
c62
oo c2c4
c52
oo
.
This shows the following:
Theorem 6.10.
∆w0Λ1,s1Λ1(Θ
−
i (c1, · · · , c6)) = c1 + f˜1(c1) + 3f˜2f˜1(c1) + 3f˜
2
2 f˜1(c1)
+f˜32 f˜1(c1) + 2f˜1f˜
3
2 f˜1(c1) + f˜
2
1 f˜
3
2 f˜1(c1) + 3f˜1f˜
2
2 f˜1(c1) + 3f˜2f˜1f˜
2
2 f˜1(c1) + 3f˜
2
2 f˜1f˜
2
2 f˜1(c1)
+3f˜1f˜
2
2 f˜1f˜
2
2 f˜1(c1) + 3f˜2f˜1f˜
2
2 f˜1f˜
2
2 f˜1(c1) + f˜
2
2 f˜1f˜
2
2 f˜1f˜
2
2 f˜1(c1).
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7. Trail and Half Potentials for types E6, E7, E8 and F4
In this section, we review the theory of trail by Berenstein and Zelevinsky [4] and apply it to obtain
properly explicit forms of the upper half potential Φ(+) for the exceptional types E6, E7, E8 and F4,
which are not completely explicit as in the previous section, but sufficient for later use. For a reduced
word i, we also consider the set of double-indices and the total order on it like as the ones in the
previous section.
7.1. Trails.
Definition 7.1. For a finite dimensional representation V of g, two weights γ, δ of V and a sequence
i = (i1, · · · , il) of indices from I, we say a sequence of weights π = (γ = γ0, γ1, · · · , γl = δ) is a
pre-i-trail from γ to δ if for k ∈ I, it holds γk−1 − γk = ckαik with some non-negative integer ck.
Definition 7.2. [3] In the setting of Definition 7.1, if pre-i-trail π satisfies the condition (TR):
(TR) ec1i1 e
c2
i2
· · · eclil is a non-zero linear map from Vδ to Vγ ,
then π is called an i-trail from γ to δ, where V = ⊕µ∈PVµ is the weight decomposition of V .
For a pre-i-trail π, we set
dk(π) :=
γk−1 + γk
2
(hik).
Note that if γk−1 = sikγk then dk(π) = 0. For a reduced word i = (i1, · · · , il) of an element in W , as
before we define Θ−i (c1, · · · , cl) := yi1(c1) · · ·yil(cl).
Theorem 7.3 ([4]Theorem 5.8). For u, v ∈ W and i ∈ I, we obtain that ∆uΛi,vΛi(Θ
−
i (t1, · · · , tl))
is a linear combination of the monomials t
d1(π)
1 · · · t
dl(π)
l with positive coefficients for all i-trail from
−uΛi to −vΛi in V (Λi).
Theorem 7.4. For j ∈ I and a reduced word i = (i1, · · · , iN ) of w0, we see that ∆w0Λj ,sjΛj (Θ
−
i (t1, · · · , tN ))
has a term
(7.1) tJ t
aiJ+1,j
J+1 · · · t
aiN ,j
N ,
where J := max{1 ≤ k ≤ N |ik = j}.
Proof. There is an i-trail π0 from −w0Λj to −sjΛj such that γN = γN−1 = · · · = γJ = γJ−1 =
−sjΛj = −Λj + αj and γk−1 = sikγk for k ∈ [1, J − 1]. Then we get
dk(π0) =
{
0 if k ∈ [1, J − 1],
(−Λj + αj)(hik) if k ∈ [J,N ].
We also get
(−Λj + αj)(hik) =
{
1 if k = J,
aik,j if k ∈ [J + 1, N ].
By Theorem 7.3, we obtain our claim.
7.2. Calculations of the generalized minors∆w0Λi,siΛi(Θ
−
i (c)). We suppose g is of typeE6, E7, E8
or F4.
Let i be the following longest reduced word of the longest element w0 ∈ W :
(7.2) i =

((1, · · · , 6)4, 1, 2, 3, 4, 6, 1, 2, 3, 6, 1, 2, 1) if E6,
(1, · · · , 7)9 if E7,
(1, · · · , 8)15 if E8,
(1, 2, 3, 4)6 if F4.
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We identify the set {1, 2, · · · , N = I(w0)} with the doubly-index set
Ti :=

{
(1, 1), · · · , (4, 6), (5, 1), · · · , (5, 4), (5, 6),
(6, 1), (6, 2), (6, 3), (6, 6), (7, 1), (7, 2), (8, 1)
}
E6,
{(1, 1), (2, 1), · · · , (7, 1), · · · , (7, 9)} E7,
{(1, 1), (2, 1), · · · , (8, 1), · · · , (8, 15)} E8,
{(1, 1), · · · , (4, 1), · · · , (4, 6)} F4
Then we define the total order < on the set Ti by identifying the order 1 < 2 < 3 < · · · < N .
We put the variable c indexed by Ti:
c =

(c
(1)
1 , · · · , c
(1)
6 , c
(2)
1 , · · · , c
(2)
6 , · · · , c
(4)
1 , · · · , c
(4)
6 ,
c
(5)
1 , c
(5)
2 , c
(5)
3 , c
(5)
4 , c
(5)
6 , c
(6)
1 , c
(6)
2 , c
(6)
3 , c
(6)
6 , c
(7)
1 , c
(7)
2 , c
(8)
1 ) if E6,
(c
(1)
1 , · · · , c
(1)
7 , c
(2)
1 , · · · , c
(2)
7 , · · · , c
(9)
1 , · · · , c
(9)
7 ) if E7,
(c
(1)
1 , · · · , c
(1)
8 , c
(2)
1 , · · · , c
(2)
8 , · · · , c
(15)
1 , · · · , c
(15)
8 ) if E8,
(c
(1)
1 , c
(1)
2 , c
(1)
3 , c
(1)
4 , c
(2)
1 , c
(2)
2 , c
(2)
3 , c
(2)
4 , · · · , c
(6)
1 , c
(6)
2 , c
(6)
3 , c
(6)
4 ) if F4,
For s ∈ Z and i ∈ [1, n], we set pj,i = 1 if j < i, pj,i = 0 if j > i and
As,i := c
(s)
i c
(s+1)
i
∏
j∈[1,n]\i
c
(s+pj,i)
j
aj,i
.
Type E6-case
The monomial of ∆w0Λi,siΛi(Θ
−
i (c)) in (7.1) is equal to
c
(8)
1 if i = 1,
c
(7)
2
c
(8)
1
if i = 2,
c
(6)
3
c
(6)
6 c
(7)
2
if i = 3,
c
(5)
4
c
(6)
3
if i = 4,
c
(4)
5
c
(5)
4
if i = 5,
c
(6)
6 if i = 6.
Here, we shall rewrite these monomials using c
(i)
j and A
−1
m,k
c
(7)
2
c
(8)
1
= c
(7)
1 A
−1
7,1,
c
(6)
3
c
(6)
6 c
(7)
2
= c
(3)
1 (A6,2A5,6A6,1A5,3A4,4A3,5A5,2A4,3A3,4A3,6A3,3A3,2A3,1)
−1 ,
c
(5)
4
c
(6)
3
= c
(2)
1 (A5,3A5,2A4,6A5,1A4,3A3,4A2,5A4,2A3,3A2,4A2,6A2,3A2,2A2,1)
−1 ,
c
(4)
5
c
(5)
4
= c
(1)
1 (A4,4A4,3A4,2A3,6A4,1A3,3A2,4A1,5A3,2A2,3A1,4A1,6A1,3A1,2A1,1)
−1
.
Type E7-case
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The monomial of ∆w0Λi,siΛi(Θ
−
i (c)) in (7.1) is equal to
c
(9)
1
c
(9)
2
if i = 1,
c
(9)
2
c
(9)
3
if i = 2,
c
(9)
3
c
(9)
4
if i = 3,
c
(9)
4
c
(9)
5 c
(9)
7
if i = 4,
c
(9)
5
c
(9)
6
if i = 5,
c
(9)
6 if i = 6,
c
(9)
7 if i = 7.
We shall rewrite these monomials using c
(i)
j and A
−1
m,k as above
c
(9)
1
c
(9)
2
= c
(1)
1 (A8,2A7,3A6,4A5,5A4,6A5,7A5,4A4,5A5,3A4,4A3,7A5,2A4,3A3,4A2,5A1,6A5,1
A4,2A3,3A2,4A1,5A1,7A1,4A1,3A1,2A1,1)
−1 ,
c
(9)
2
c
(9)
3
= c
(2)
1 (A8,3A7,4A6,5A5,6A6,7A6,4A5,5A6,3A5,4A4,7A6,2A5,3A4,4A3,5A2,6A6,1
A5,2A4,3A3,4A2,5A2,7A2,4A2,3A2,2A2,1)
−1 ,
c
(9)
3
c
(9)
4
= c
(3)
1 (A8,4A7,5A6,6A7,7A7,4A6,5A7,3A6,4A5,7A7,2A6,3A5,4A4,5A3,6A7,1
A6,2A5,3A4,4A3,5A3,7A3,4A3,3A3,2A3,1)
−1 ,
c
(9)
4
c
(9)
5 c
(9)
7
= c
(4)
1 (A8,5A7,6A8,7A8,4A7,5A8,3A7,4A6,7A8,2A7,3A6,4A5,5A4,6A8,1
A7,2A6,3A5,4A4,5A4,7A4,4A4,3A4,2A4,1)
−1 ,
c
(9)
5
c
(9)
6
= c
(8)
6 A8,6
−1.
Type E8-case: The monomial of ∆w0Λi,siΛi(Θ
−
i (c)) in (7.1) is equal to
c
(15)
1
c
(15)
2
if i = 1,
c
(15)
2
c
(15)
3
if i = 2,
c
(15)
3
c
(15)
4
if i = 3,
c
(15)
4
c
(15)
5
if i = 4,
c
(15)
5
c
(15)
6 c
(15)
8
if i = 5,
c
(15)
6
c
(15)
7
if i = 6,
c
(15)
7 if i = 7,
c
(15)
8 if i = 8.
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We shall rewrite these monomials using c
(i)
j and A
−1
m,k as above
c
(15)
1
c
(15)
2
= c
(1)
1 (A14,2A13,3A12,4A11,5A10,6A9,7A10,8
A10,5A9,6A10,4A9,5A8,8A10,3A9,4A8,5A7,6A6,7A10,2A9,3A8,4A7,5A6,6A6,8
A10,1A9,2A8,3A7,4A
2
6,5A5,6A4,7A5,8A6,4A5,5A4,6A6,3A5,4A4,5A3,8A6,2
A5,3A4,4A3,5A2,6A1,7A6,1A5,2A4,3A3,4A2,5A1,6A1,8A1,5A1,4A1,3A1,2A1,1)
−1
,
c
(15)
2
c
(15)
3
= c
(2)
1 (A14,3A13,4A12,5A11,6A10,7A11,8A11,5
A10,6A11,4A10,5A9,8A11,3A10,4A9,5A8,6A7,7A11,2A10,3A9,4A8,5A7,6A7,8A11,1
A10,2A9,3A8,4A
2
7,5A6,6A5,7A6,8A7,4A6,5A5,6A7,3A6,4A5,5A4,8A7,2A6,3
A5,4A4,5A3,6A2,7A7,1A6,2A5,3A4,4A3,5A2,6A2,8A2,5A2,4A2,3A2,2A2,1)
−1
,
c
(15)
3
c
(15)
4
= c
(3)
1 (A14,4A13,5A12,6A11,7A12,8A12,5A11,6
A12,4A11,5A10,8A12,3A11,4A10,5A9,6A8,7A12,2A11,3A10,4A9,5A8,6A8,8A12,1
A11,2A10,3A9,4A
2
8,5A7,6A6,7A7,8A8,4A7,5A6,6A8,3A7,4A6,5A5,8A8,2A7,3
A6,4A5,5A4,6A3,7A8,1A7,2A6,3A5,4A4,5A3,6A3,8A3,5A3,4A3,3A3,2A3,1)
−1 ,
c
(15)
4
c
(15)
5
= c
(4)
1 (A14,5A13,6A12,7A13,8A13,5A12,6A13,4
A12,5A11,8A13,3A12,4A11,5A10,6A9,7A13,2A12,3A11,4A10,5A9,6A9,8A13,1
A12,2A11,3A10,4A
2
9,5A8,6A7,7A8,8A9,4A8,5A7,6A9,3A8,4A7,5A6,8A9,2A8,3
A7,4A6,5A5,6A4,7A9,1A8,2A7,3A6,4A5,5A4,6A4,8A4,5A4,4A4,3A4,2A4,1)
−1
,
c
(15)
5
c
(15)
6 c
(15)
8
= c
(5)
1 (A14,6A13,7A14,8A14,5A13,6A14,4A13,5
A12,8A14,3A13,4A12,5A11,6A10,7A14,2A13,3A12,4A11,5A10,6A10,8A14,1A13,2
A12,3A11,4A
2
10,5A9,6A8,7A9,8A10,4A9,5A8,6A10,3A9,4A8,5A7,8A10,2A9,3
A8,4A7,5A6,6A5,7A10,1A9,2A8,3A7,4A6,5A5,6A5,8A5,5A5,4A5,3A5,2A5,1)
−1
,
c
(15)
6
c
(15)
7
= c
(14)
7 A14,7
−1.
Type F4-case: The monomial of ∆w0Λi,siΛi(Θ
−
i (c)) in (7.1) is equal to
c
(6)
1
c
(6)
2
if i = 1,
c
(6)
2
c
(6)
3
2 if i = 2,
c
(6)
3
c
(6)
4
if i = 3,
c
(6)
4 if i = 4.
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We obtain
c
(6)
1
c
(6)
2
= c
(1)
1
(
A5,2A
2
4,3A
2
3,4A4,2A
2
3,3A4,1A
2
3,2A
2
2,3A
2
1,4A3,1A2,2A
2
1,3A1,2A1,1
)−1
,
c
(6)
2
c
(6)
3
2 = c
(2)
1
(
A25,3A
2
4,4A5,2A
2
4,3A5,1A
2
4,2A
2
3,3A
2
2,4A4,1A3,2A
2
2,3A2,2A2,1
)−1
,
c
(6)
3
c
(6)
4
= c
(5)
4 A
−1
5,4.
Proposition 7.5. Let Y be the Laurent monomial (7.1) in ∆w0Λi,siΛi(Θ
−
i (c)). Then, we find that
each Laurent monomial in ∆w0Λi,siΛi(Θ
−
i (c)) is in the form
Y ×
∏
1≤s≤m−1, j∈I
A
ls,j
s,j
with some ls,j ∈ Z.
Proof. Let π = (γ0, γs,j)(s,j)∈Ti be a pre-i-trail, where γ0 = −w0Λi. If a pre-i-trail π
′ =
(γ0, γ
′
s,j)(s,j)∈Ti satisfies
γ′s,j = γs,j − αk, if (t, k) ≤ (s, j) < (t+ 1, k),
γ′s,j = γs,j , otherwise,
(7.3)
then we obtain
dt,k(π
′) =
γ′(t,k)−1 + γ
′
t,k
2
(hk) =
γ(t,k)−1 + (γt,k − αk)
2
(hk) = dt,k(π)− 1.
where the notation (t, k)− 1 is the entry in Ti just before (t, k). We also get if l > k then
dt,l(π
′) =
γ′(t,l)−1 + γ
′
t,l
2
(hl) =
(γ(t,l)−1 − αk) + (γt,l − αk)
2
(hl) = dt,l(π) − al,k,
if l < k then
dt+1,l(π
′) =
γ′(t+1,l)−1 + γ
′
t+1,l
2
(hl) =
(γ(t+1,l)−1 − αk) + (γt+1,l − αk)
2
(hl) = dt+1,l(π)− al,k,
and
dt+1,k(π
′) =
γ′(t+1,k)−1 + γ
′
t+1,k
2
(hk) =
(γ(t+1,k)−1 − αk) + γt+1,k
2
(hk) = dt+1,k(π) − 1.
Otherwise, ds,j(π
′) = ds,j(π). Thus, we have∏
s,j
c
(s)
j
ds,j(π
′)
= (
∏
s,j
c
(s)
j
ds,j(π)
)× c
(t)
k
−1
c
(t+1)
k
−1 ∏
(t,k)<(m,l)<(t+1,k)
c
(m)
l
−al,k
= (
∏
s,j
c
(s)
j
ds,j(π)
)×A−1t,k .
In general, for two pre-i-trails, one is obtained from the other via iteration of the transformations
(γs,j) ↔ (γ
′
s,j) in (7.3). In particular, each i-trail is obtained from the i-trail π0 in the proof of
Theorem 7.4, which means our claim.
8. Connectedness of the cellular crystal Bi
In this section, we shall show the connectedness of the cellular crystal Bi = Bi1⊗· · ·⊗Bil associated
with a reduced word i = i1i2 · · · il for a Weyl group element w ∈ W .
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8.1. Subset Hi ⊂ Bi. Let i = i1i2 · · · iN be the reduced longest word of the Weyl group W and the
linear function βk(x) is given as in (3.27):
βk(x) = xk +
∑
k<j<k(+)
aik,ijxj + xk(+) .
Now, define the set Hi ⊂ ZN (= Bi) as follows:
(8.1) Hi := {x ∈ Z
n(= Bi) |βk(x) = 0 for any k ∈ [1, N ] such that k
(+) ≤ N},
where by the correspondence (x1, · · · , xN )↔ (x1)i1 ⊗ · · · ⊗ (xN )iN we identify Z
N with Bi.
This Hi is presented in the following simple form. First, for i = i1i2 · · · iN , define α(k) =
siN siN−1 · · · sik+1(αik ) for the simple reflections s1, · · · , sn and simple roots α1, · · · , αn of the Lang-
lands dual Lie algebra Lg. It is well-known that L∆ = {α(k) | 1 ≤ k ≤ N} just coincides with the set
of all positive roots of Lg. Thus, we can write
(8.2) α(k) =
∑
i∈I
m
(k)
i αi
with certain non-negative integral coefficients m
(k)
i . The, we obtain
Lemma 8.1.
(8.3) Hi =
{(∑
i
m
(1)
i hi,
∑
i
m
(2)
i hi, · · · ,
∑
i
m
(N)
i hi
) ∣∣∣∣∣ (h1, h2, · · · , hn) ∈ Zn
}
Proof. For k such that k(+) ≤ N , we have
α(k) = siN siN−1 · · · sik+1(αik ) = siN siN−1 · · · sik+2(αik − a
′
ik+1,ik
αik+1)
= siN siN−1 · · · sik+2(αik )− a
′
ik+1,ik
α(k+1) = · · ·
= siN siN−1 · · · sik(+) (αik(+) )−
∑
k+1≤j≤k(+)−1
a′ij ,ikα
(j)
= −siN siN−1 · · · sik(+)+1(αik(+) )−
∑
k<j<k(+)
a′ij ,ikα
(j)
= −α(k
(+)) −
∑
k<j<k(+)
a′ij ,ikα
(j)
= −α(k
(+)) −
∑
k<j<k(+)
aik,ijα
(j),
where a′ij is an entry of the Cartan matrix of
Lg and then a′ij = aji. Thus, substituting (8.2) to the
above, we obtain
(8.4)
∑
i∈I
m
(k)
i αi = −
∑
i∈I
m
(k(+))
i αi −
∑
k<j<k(+)
aik,ij (
∑
i∈I
m
(j)
i αi).
Furthermore, since {α1, · · · , αn} is linearly independent, for any i ∈ I, we have
(8.5) m
(k)
i = −m
(k(+))
i −
∑
k<j<k(+)
aik,ijm
(j)
i .
For k = 1, 2, · · · , N and (h1, · · · , hn) ∈ Zn, set Hk :=
∑
i∈I m
(k)
i hi. By (8.5) we get
(8.6) Hk =
∑
i∈I
(−m
(k(+))
i −
∑
k<j<k(+)
aik,ijm
(j)
i )hi = −Hk(+) −
∑
k<j<k(+)
aik,ijHj ,
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which implies that Hk, Hk+1, · · · , Hk(+) satisfies the equation βk(H1, H2, · · · , HN) = 0. Thus, we find
that (H1, H2, · · · , HN ) is a solution of the equations βk(x) = 0 for k such that k(+) ≤ N . Therefore,
we obtain L.H.S. of (8.3)⊃ R.H.S. of (8.3). Indeed, the solution space H(Q) in QN of the linear
equalities βk(x) = 0 for k such that k
(+) ≤ N has the dimension n since the number of the equations
is N − n and {βk}k are all independent. Thus,
Hi = H(Q) ∩ Z
N .
By the above argument, we find
H(Q) =
{(∑
i
m
(1)
i hi,
∑
i
m
(2)
i hi, · · · ,
∑
i
m
(N)
i hi
)∣∣∣∣∣ (h1, h2, · · · , hn) ∈ Qn
}
Since {α(1), · · · , α(N)} includes all simple roots {α1, · · · , αn}, there exist k1, · · · , kn ⊂ {1, · · · , N}
such that
∑
i∈I m
(kl)
i hi = hkl (1 ≤ l ≤ n), which means R.H.S. of (8.3)= H(Q) ∩ Z
N and then we
obtain Hi ⊂R.H.S.of (8.3).
We have the following result:
Proposition 8.2. For any i ∈ I, x = (x1, · · · , xN ) ∈ Bi and H = (H1, · · · , HN ) ∈ Hi, we get
(8.7) e˜i(x+H) = e˜i(x) +H, f˜i(x+H) = f˜i(x) +H.
Proof. Now let us recall Theorem 3.3. For x = (x1, · · · , xN ) ∈ Bi the function ak = ak(x) in the
theorem can be rewritten as
ak(x) =
{
−xk −
∑
1≤ν<k aik,iνxν if ik = i,
−∞ if ik 6= i,
where (aij) is the Cartan matrix for g. If ik = i and k
(+) ≤ N , then we find that
ak(+)(x)− ak(x) = xk + xk(+) +
∑
k<ν<k(+)
aik,iνxj = βk(x).
Thus, we obtain
(8.8) ak(+)(x +H)− ak(x+H) = βk(x+H) = βk(x) + βk(H) = βk(x) = ak(+)(x)− ak(x).
Indeed, ke and kf in Theorem 3.3 are determined by the differences a
(+)
k − ak = βk’s and by (8.8) we
obtain the desired results.
8.2. Condition Hi. For any reduced longest word i = i1i2 · · · iN , the condition Hi is defined as
follows:
Definition 8.3 (The Condition Hi). We say the condition Hi holds if there exists the finite set of
linear functions Ξi:
Ξi ⊂
ϕ(x) ∈ (QN )∗
∣∣∣∣∣∣ϕ(x) = xj −
∑
1≤k≤N,k(+)≤N
ckβk(x) (ck ∈ Z, 1 ≤ j ≤ N)

such that B(∞) = {x ∈ Bi(= ZN ) |ϕ(x) ≥ 0 (ϕ ∈ Ξi)},
where βk(x) is the function defined as in (3.27).
Suppose that the condition Hi holds. The crystal B(∞) is given by
(8.9) B(∞) = {x ∈ Bi |ϕ(x) ≥ 0(∀ϕ ∈ Ξi)}.
For H ∈ Hi set
(8.10) BH(∞) := {x+H ∈ Bi |x ∈ B(∞)}.
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Here if we define e˜i(x) = 0 (resp. f˜i(x) = 0) for e˜i(x) 6∈ BH(∞) (resp. f˜i(x) 6∈ BH(∞)), then BH(∞)
becomes a crystal. The following lemma is immediate from Proposition 8.2 and the connectedness of
B(∞).
Lemma 8.4. Under the condition Hi, the crystal B
H(∞) is connected.
As in Sect.6, we have seen that the explicit forms of Φ(+) = Φ
(+)
i0
for the types An, Bn, Cn, Dn
and G2, where i0 is the specific longest reduced word as in (6.1). Here, let us define the set of linear
functions Ξi as follows: For the tropicalization Φ˜
(+)
i , if we have
(8.11) Φ˜
(+)
i (x) = min(f1(x), f2(x), · · · , fM (x)),
then Ξi := {f1(x), f2(x), · · · , fM (x)}. Namely, if Φ
(+)
i is a Laurent polynomial and each Laurent
monomial is Fj , then fj(x) = T R(Fj)(x).
In the previous section, we have also seen that certain explicit forms of Φ(+) = Φ
(+)
i0
for the types
E6, E7, E8 and F4. Thus, we get
Proposition 8.5. For the all types of An, Bn, Cn, Dn, E6, E7, E8, F4 and G2, the set of linear
functions Ξi0 obtained form Φ˜
(+)
i0
satisfies the condition Hi0 .
Proof. First let us show for g = An, Cn, Bn, Dn and G2. For those types, by Theorem 6.3, Theorem
6.5 Theorem 6.7, Theorem 6.9 and Theorem 6.10, each monomial in Φ
(+)
i0
(c) is in the form
c
(j)
i
r∏
p=1
A−1ip,mp ,
which means that each fj(x) in (8.11) is in the form
x
(j)
i −
r∑
p=1
β∨ip,mp ,
since one has that T R(Ai,m)(x) = β∨i,m(x) := x
(m)
i + x
(m+1)
i +
∑
(i,m)<(j,r)<(i,m+1) aj,ix
(r)
j . This
implies that the set of linear functions Ξi0 holds the condition Hi0 for Lanlands dual
Lg.
Let us show for E6, E7, E8 and F4. By the similar argument to the types An, Cn, Bn, Dn and G2,
and the results in the previous section, we know that each monomial in Φ
(+)
i0
(c) is in the form
c
(j)
i
r∏
p=1
A
lip,mp
ip,mp
(lip,mp ∈ Z),
and then its tropicalization is also in the form
x
(j)
i +
r∑
p=1
lip,mpβ
∨
ip,mp
.
Thus, we get that the set of linear functions Ξi0 holds the condition Hi0 for Lanlands dual
Lg.
8.3. Connectedness of the cellular crystals. First let us see the following lemma:
Lemma 8.6. For a reduced longest word i = i1i2 · · · iN , if the condition Hi holds, then the cellular
crystal Bi = Bi1 ⊗ · · · ⊗BiN is connected as a crystal graph.
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Proof. Let us show
(8.12) B(∞) ∩BH(∞) 6= ∅ for any H ∈ Hi.
Since the set of linear functions Ξi is finite and all elements in Ξi have no constant term, there exists
x˜ = (x1, · · · , xN ) ∈ B(∞) such that ϕ(x˜) ≥ 1 for any ϕ ∈ Ξi. By the condition Hi, each ϕ(x) can be
written in the form:
(8.13) ϕ(x) = xk −
∑
j
m
(ϕ)
j βj(x).
Here, for H = (H1, H2, · · · , HN ) ∈ Hi we set
H˜ := max(|H1|, |H2|, · · · , |HN |).
By (8.13) we get
ϕ(H˜ · x˜) = H˜ · ϕ(x˜) = H˜
xk −∑
j
m
(ϕ)
j βj(x˜)
 ≥ 0,
which implies that H˜ · x˜ ∈ B(∞) and then H˜ · x˜ +H ∈ BH(∞). Regarding the facts ϕ(x˜) ≥ 1 and
βj(H) = 0, we have
ϕ(H˜ · x˜+H) = H˜ · x˜k +Hk −
∑
j
m
(ϕ)
j βj(H˜ · x˜+H) = H˜ · ϕ(x˜) +Hk ≥ H˜ +Hk ≥ 0,
which means that H˜ · x˜+H ∈ B(∞) and then we obtain (8.12) by
H˜ · x˜+H ∈ B(∞) ∩BH(∞).
It follows from (8.12) and connectedness of B(∞) that ∪H∈HiB
H(∞) is connected. Here the actions
of e˜i and f˜i on ∪H∈HiB
H(∞) are considered as follows: for some x ∈ BH(∞), suppose e˜i(x) 6∈ B
H(∞)
(resp. f˜i(x) 6∈ BH(∞)). If e˜i(x) ∈ BH
′
(∞) (resp. f˜i(x) ∈ BH
′
(∞)) for some H ′ ∈ Hi, we understand
e˜i(x) 6= 0 (resp. f˜i(x) 6= 0). Indeed, for any x, y ∈ ∪H∈HiB
H(∞) there exist H,H ′ ∈ Hi such that
x ∈ BH(∞) and y ∈ BH
′
(∞). Then, by (8.12) we find that there exist x′ ∈ B(∞) ∩ BH(∞) and
y′ ∈ B(∞) ∩ BH
′
(∞). Thus, we know that (x, x′), (x′, y′) and (y′, y) are connected each other and
then (x, y) is connected.
Therefore, for the purpose it suffices to show that
(8.14) Bi =
⋃
H∈Hi
BH(∞).
For x ∈ Bi, ϕ ∈ Ξi and H = (H1, · · · , HN ) ∈ Hi, by a similar way as above we have
ϕ(x +H) = ϕ(x) +Hk,
for some k ∈ [1, N ], Thus, by Lemma 8.1, Hk can be written in
Hk =
∑
i
m
(k)
i hi,
where (h1, · · · , hn) ∈ Zn and (m
(k)
1 , · · · ,m
(k)
n ) ∈ Zn≥0 \ {(0, 0, · · · , 0)}. Thus, taking all hi’s to be
sufficiently large such that ϕ(x) +Hk ≥ 0 for any k and ϕ ∈ Ξi, then we know that x +H ∈ B(∞)
and then x ∈ ∪H∈HiB
H(∞). Therefore, (8.14) is obtained and then we completed the proof of the
lemma.
The following is the main theorem of this section.
Theorem 8.7. For arbitrary simple Lie algebra g and any associated reduced word ι = i1i2 · · · ik, the
cellular crystal Bι = Bi1 ⊗Bi2 ⊗ · · · ⊗Bik is connected as a crystal graph.
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Remark 8.8. (i) If a tensor product of crystals B⊗B′ is connected, then both the crystals B and
B′ are connected. Indeed, suppose that B is not connected and b1, b2 ∈ B are in the different
connected components. Then, b1 ⊗ b′ and b2 ⊗ b′ are never connected for any b′ ∈ B′. By the
actions of e˜i and f˜i on the tensor product we have
X˜j1X˜j2 · · · X˜jL(b1 ⊗ b
′) = X˜l1X˜l2 · · · X˜lm(b1)⊗ X˜lm1 X˜lm+2 · · · X˜lL(b
′),
where X = e or f and {j1, · · · , jL} = {l1. · · · , lL}. We know that X˜l1X˜l2 · · · X˜lm(b1) never be
b2.
(ii) For any reduced word i1i2 · · · ik, there exist ik+1, ik+2, · · · , iN ∈ I such that i1i2 · · · ikik+1 · · · iN
becomes a reduced longest word.
(iii) For the proof of the theorem, by the above (i) (ii) it suffices to show that Bi1 ⊗ · · · ⊗ BiN is
connected for any reduced longest word i1 · · · iN . Furthermore, by the braid-type isomorphisms,
we may show the connectedness for some specific reduced longest word.
Proof of Theorem 8.7. By the remark above, to prove the theorem, it suffices to show the con-
nectedness of the cellular crystal Bi0 = Bi1 ⊗ · · · ⊗ BiN for some specific reduced longest word i0.
Therefore, to complete the proof, we may show that the condition Hi0 holds, which has been already
shown in Proposition 8.5.
Definition 8.9. A geometric crystal X = (X, {ei}, {γi}, {εi}) is prehomogeneous if there exists a
Zariski open dense subset Ω ⊂ X which is an orbit by the actions of ei’s.
Corollary 8.10. The geometric crystal B−i for a reduced word i = i1i2 · · · ik is prehomogeneous.
Proof. In [12, Theorem 3.3], we know that for a positive geometric crystal X , if its tropicalization
B = T R(X) is connected in the sense of crystal graph, then X is prehomogeneous. Thus, by Theorem
8.7 we find that Bi = T R(B
−
i ) is connected and then we obtain the desired result.
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