Abstract. We illustrate the appearance of oscillating solutions in delay differential equations modeling hematopoietic stem cell dynamics. We focus on autonomous oscillations, arising as consequences of a destabilization of the system, for instance through a Hopf bifurcation. Models of hematopoietic stem cell dynamics are considered for their abilities to describe periodic hematological diseases, such as chronic myelogenous leukemia and cyclical neutropenia. After a review of delay models exhibiting oscillations, we focus on three examples, describing different delays: a discrete delay, a continuous distributed delay, and a state-dependent delay. In each case, we show how the system can have oscillating solutions, and we characterize these solutions in terms of periods and amplitudes.
Introduction
In comparison to most physical or chemical systems, biological models are more complex. As these models are used to attempt to better understand complicated phenomena, it is clear that the simplest models like ordinary differential equations cannot always capture the rich variety of dynamics observed in biological systems. On the other hand, complex models are often difficult to analyze and to exploit. An intermediate approach is to include time delay terms in the ordinary differential equations. We refer to the paper by an der Heiden [14] and the monographs of Cushing [35] , Gopalsamy [46] , Kuang [58] and MacDonald [63] for general delayed biological systems, and the references cited therein for studies of delayed systems.
Many biological and physiological systems are self-regulating, and hence, they involve delays in feedback loops. The retardation usually originates from maturing processes or finite signaling velocities. Sometimes the delays can be of considerable length and cannot be neglected. In general, the delays can represent incubation periods [29] , gestation times [13] , cell division processes [64] , or can simply be used to model unknown intermediate steps in reaction chains, accounting only for the time required for these processes to occur.
Another approach to introduce delays in ordinary differential systems starts from certain age-or maturity-structured population models (transport partial differential equations). These equations can be transformed in a natural way using the method of characteristics to a system of threshold-type delay differential equations [9, 81] .
In most examples, the delay is usually discrete: the present state of the system changing at time t in a manner affected by the value of some variable at time t − τ . In most biological examples, the delays are distributed in some range of values with some associated probability distribution: the present state of the system changing at time t in a manner affected by an integral over all the past values of some variable. Models with delay have the advantage of combining relative simplicity with a variety of possible behaviors. A number of examples, on different biological models, demonstrate that delays can have an influence on the qualitative behavior of systems [17, 58] .
Many biological systems are characterized by the existence of oscillations of various types (Glass et al. [47] ). A number of examples, on different levels of biological organization, demonstrate that time delays can play important roles in the occurrence of these oscillations (Kuang [58] ).
Experimental data have shown that many regulatory networks exhibit temporal oscillations of concentrations of the substances involved [70, 83] . Intracellular negative feedback loops are important components of these oscillations, providing fine regulation of the factors involved. Two examples of such pathways, Hes1 and p53, which involve oscillations, are particularly studied in the literature [70, 83] . These proteins act by binding to specific DNA sequences in the nucleus, either promoting or inhibiting the binding of RNA polymerase to DNA and are of fundamental importance for cellular normal homeostasis.
The mechanism of the regulation of the Hes1 protein involves a negative feedback loop with one activation and one repression. The synthesis (transcription) of the mRNA of Hes1 activates the production (translation) of the Hes1 protein. On the other hand Hes1 goes on to inhibit its own mRNA by binding to DNA and so forth, with the result that the system oscillates [57] . With the addition of the transcriptional and translational delays, Monk [70] showed that it was possible to obtain sustained oscillations of the Hes1 protein which reflect experimental data.
The tumor suppressor protein p53 is a well-established regulator of the cell cycle. In normal conditions, the levels and activity of p53 remain low. But, in response to a variety of cellular stresses, such as DNA damage, the protein p53 levels are increased and the p53 pathway is activated. This creates a negative feedback loop which induces a range of responses including cell cycle arrest [30] . Experiments have been performed to measure the dynamics of p53 in individual living cells [45, 50] . Some cells exhibited oscillations. Many mathematical models have evolved to capture the oscillations revealed by experiments. Some of them have used time delays [22, 70, 83] in a manner similar to that previously discussed for the Hes1 system.
In the glucose-insulin regulatory system, numerous in vivo and in vitro experiments have revealed that insulin secretion consists of two oscillations occurring with different time scales: rapid oscillations having a period of 5 − 15 min [75] and slow oscillations occurring in the period of every 50 − 150 min [82, 86] . The mechanisms underlying both types of oscillations are still not fully understood. However, the slow oscillations of insulin secretion are assumed to result from instability in the glucose-insulin regulatory system [82] . Applying the mass conservation law, Li et al. [61] proposed a more robust alternative model with two explicit time delays. As a result, they proved that one of the possibly many causes of slow insulin secretion oscillations is the time delay of the insulin secretion stimulated by the elevated glucose concentration.
Delay models have been used to describe several other aspects of biological systems: predator-prey models (see the monograph of Kuang [58] ), infectious disease dynamics [25] , drug therapy [74] , immune response [85] , cardiovascular system [41] , respiratory system [62] , to name a few. For more information on delayed systems, the reader may consult [35, 46, 58, 63] , and the references cited therein.
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Hematopoietic Stem Cell Dynamics and Blood Diseases
Hematopoiesis
The current paper is motivated by the oscillations observed in circulating counts of various types of blood cells (see Mackey [64] ). All blood cells arise from a common origin in the bone marrow, the primitive hematopoietic stem cells (PHSC). These multipotent stem cells are morphologically undifferentiated and have a high proliferative potential. They can proliferate and mature to form all types of blood cells: the red blood cells, white cells and platelets. Hematopoiesis is the term used to describe this process of production and regulation of blood cells. The PHSC have abilities to produce by division either similar cells with the same maturity level (self-renewal), or cells committed to one of the three blood cell types (differentiation) [80, 91] . The hematopoietic stem cells (HSC) compartment is separated in two sub-compartments: proliferating and non-proliferating (quiescent). Quiescent cells represent the main part of the HSC population (90% of HSC are in a non-proliferating compartment, also called G 0 -phase [88] ). Proliferating cells are actually in the cell cycle where they are committed to divide during mitosis at the end of this phase. After division, the two newborn daughter cells enter immediately in G 0 -phase. A part of them remains in the HSC compartment (self-renewal) [80, 91] . The other part can enter by differentiation into one of the three blood lineages: neutrophils (white blood cells), erythrocytes (red blood cells) or megakaryocytes (platelets), and become progenitors [91] . The progenitors, the first generation of differentiated cells, can partially self-renew but they gradually lose this property when they are getting more and more mature. On the other hand, they can mature into their corresponding lineage (white cells, red blood cells and platelets).
Although the HSC are the common source of all blood cells, the mechanisms that regulate their production and differentiation are not completely clear. However, the production of red blood cells (erythropoiesis) and platelets (megakaryopoiesis) seems to be regulated by specific growth factors (molecules acting like hormones playing an activator/inhibitor role) whereas white blood cell production (leukopoiesis) is more complicated and less clearly understood. For the red blood cells, the erythropoietin (EPO) helps to regulate erythrocyte production (Adamson [1] ). A decrease in numbers of mature red blood cells leads to a decrease in tissue p0 2 levels, which in turn increases the production of EPO by kidneys and controls erythropoiesis. For the platelets, it seems that their production and regulation are controlled by feedback mechanisms involving specific cytokines such as thrombopoietin (TPO). However, it has been shown that the cytokine TPO has effects on other cells lines as well [78, 84] , which means that the three lines are probably not fully independent, and there is a feedback control from mature cells to hematopoietic stem cells.
It is believed that several hematological diseases are due to some abnormalities in the feedback loops between different compartments of hematopoietic populations [40] . These disorders are considered as major suspects in causing periodic hematological diseases, such as chronic myelogenous leukemia [9, 27, 42, 43, 76, 77] , cyclical neutropenia [28, 51, 54] , periodic auto-immune hemolytic anemia [18, 65, 67, 69] , and cyclical thrombocytopenia [16, 79] . In some of these diseases, oscillations occur in all mature blood cells with the same period; in others, the oscillations appear in only one or two cell types. The existence of oscillations in more than one cell line seems to be due to their appearance in HSC compartment. That is why the dynamics of HSC have attracted attention of modelers for more than thirty years now (see the review of Foley and Mackey [40] ).
The first mathematical model of HSC dynamics has been introduced by Mackey in 1978 [64] , inspired by works of Lajtha [59] and Burns and Tannock [23] . The model of Mackey is an uncoupled system of two nonlinear delay differential equations which considers a stem cell population divided in two compartments: proliferating and non-proliferating. The delay describes the average cell cycle duration. The model of Mackey stressed the influence of some factors such as the apoptotic rate, the introduction rate, the cell cycle duration, playing an important role in the appearance of periodic solutions. Since then, Mackey's model has been improved by many other authors. It has been analyzed by Pujo-Menjouet and Mackey [77] and Pujo-Menjouet et al. [76] in order to prove the existence of long period oscillations, characterizing situations observed in chronic myelogenous leukemia. Bernard et al. [21] used the Mackey's model to study the existence of oscillations in cyclic neutropenia. Adimy et al. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] analyzed various versions of Mackey's model and investigated the effect of perturbations of cell cycle duration, the rate of apoptosis, differentiation rate, and reintroduction rate from the quiescent compartment to the proliferating one on the behavior of the cell population.
Colijn and Mackey [27, 28] developed a model with delay that contains four compartments: the HSC and the three hematopoietic cell lines (neutrophils, erythrocytes and platelets). They applied their study to periodic chronic myelogenous leukemia [27] and cyclical neutropenia [28] in which oscillating levels of circulating leukocytes, platelets and/or erythrocytes are observed. All these three populations have in this case the same oscillation period.
Chronic Myelogenous Leukemia
Chronic myelogenous leukemia (CML) is a severe cancer of white blood cells [42] . It results from the malignant transformation of a single pluripotential stem cell in the bone marrow (Crews and Jamieson [34] , Pujo-Menjouet et al. [76] ). CML is associated with a chromosomal abnormality, known as the Philadelphia chromosome. This abnormality is thought to be responsible for the dysfunctional regulation of HSC, and consequences are observed in circulating blood cells. A particularly interesting characteristic of CML is the existence of oscillations in circulating blood cells. This is called periodic chronic myelogenous leukemia (PCML).
The oscillations in PCML occur primarily in white cells, but may also occur in platelets and in some cases in red blood cells [42] . As described in Morley, Baikie and Galton [72] , oscillations can be observed in patients with CML, with the same period for white cells, red blood cells and platelets. The period of the oscillations in PCML ranges from 30 to 100 days [42, 51] depending on patients. The difference between these periods and the average pluripotential cell cycle duration is still not well understood. It is believed that the existence of periodic oscillations in CML are to be due to a destabilization of the pluripotential stem cell population from which all of the mature blood cell types are derived. The most important question is, "How do short cell cycles give rise to long period oscillations?" (Pujo-Menjouet et al. [76] ). Recently, to understand the dynamics of periodic chronic myelogenous leukemia, Pujo-Menjouet et al. [76] and Adimy et al. [9] considered models with delay for the regulation of stem cell dynamics and investigated the influence of parameters in these stem cell models on the oscillations period when the models become unstable and start to oscillate.
Cyclical Neutropenia
Cyclical neutropenia (CN) is a rare hematological disorder characterized by oscillations in the circulating neutrophil count. It is usually diagnosed in children [36, 37] . In most patients, neutrophil levels oscillate, with a typical period of 19 to 21 days, between 2.0 × 10 9 cells/L at the peaks to lows of almost zero. The count nadir usually lasts for 2 to 4 days and more severe symptoms are associated with extremely low blood neutrophil levels for longer periods, up to 40 days [37, 48, 51] . Cycling of blood monocytes from normal levels to about two or three times normal also occurs regularly with the peaks of monocytes corresponding closely to the nadir of blood neutrophils. CN also occurs in grey collies with a shorter period on the order of 11 to 16 days [51, 53, 54] .
These oscillations in white blood cell counts about a subnormal level are generally accompanied by oscillations around normal levels in other blood cell lineages [51, 53] . The oscillations in other cell types such as platelets, lymphocytes and reticulocytes, are usually marked by irregularity and high frequency noise (Guerry et al. [48] ). The origins of oscillations in CN are unclear. Because of its interesting dynamical nature, many mathematical models have been formulated to attempt to answer this question. While many have modelled CN as arising from oscillations in peripheral control loops that regulate neutrophil numbers [71, 73] , the work of Hearn et al. [56] cast doubt on this explanation. In 1978, Mackey [64] suggested that the oscillations originate in a loss of stability in the hematopoietic stem cells. Bernard et al. [21] attributed the origin of oscillations to a destabilization of the combined HSCs and peripheral neutrophil control system. They used a two-compartment model with delay of HSCs and the circulating neutrophils, and duplicated various features of CN. Foley et al. [39] used the same two-compartment model to study the effects of G-CSF treatment in CN. They showed that depending on the starting time of G-CSF administration, two behaviors of the neutrophil count can occur: bistable or oscillating with large amplitudes. Similar results were also noted in Colijn et al. [26] in a more comprehensive four-compartment model with delay that was developed earlier [27, 28] . All these results suggest the possible co-existence of both a stable steady state and oscillatory neutrophil counts (bistability) in the hematopoietic regulatory system.
In the next section we present Mackey's model, from [64] , and how this delay model can exhibit oscillating solutions. In particular, we focus on periods and amplitudes of oscillating solutions, and discuss their relevance for describing periodic hematological diseases. Then, in Sections 4 and 5 we present two modifications of Mackey's model in which the initial discrete delay is modified and replaced first by a continuous distributed delay and, second, by a state-dependent delay. We discuss in these cases the existence of oscillating solutions and their periods and amplitudes.
Mackey's Model
In 1978, Mackey [64] proposed a mathematical model of HSC dynamics, based on previous works [23, 59] (see Figure 1 ). It consists in a system of ordinary differential equations with a time delay describing the evolution of a stem cell population formed with non-proliferating and proliferating cells. Denote by N (t) and P (t) the number of non-proliferating and proliferating hematopoietic stem cells at time t, respectively. Then N and P satisfy Mackey's equations,
with initial conditions defined for t ∈ [−τ, 0]. The dynamics of N and P are characterized by 4 parameters: -δ, the differentiation rate of non-proliferating cells, -β, the rate of introduction of non-proliferating cells in the proliferating phase, -γ, the apoptosis rate of proliferating cells, and -τ , the proliferating phase duration.
The rate of introduction β is in fact assumed to be a function of the number of non-proliferating cells, N (t), in order to regulate the proliferation of hematopoietic stem cells: the more non-proliferating cells, the less cells introduced in the proliferating phase. Hence, β is assumed to be a decreasing function of N , with 0 < β(0) < +∞ and lim
Typically [64, 76] , β is chosen as a Hill function, that is
where β 0 > 0 is the maximum rate of introduction, θ ≥ 0 is a threshold value for which β reaches half of its maximum, and n > 1 is the so-called sensitivity of the introduction rate, also known as the Hill coefficient.
The proliferating phase duration τ induces a time delay in System (3.1). Since τ represents an average duration of the proliferating phase, then equations in (3.1) exhibit a discrete delay.
Apart from the function β whose properties have been discussed above, parameters δ, γ and τ are assumed to be constant and positive.
It is clear that equations for proliferating and non-proliferating cells in (3.1) are not coupled: the whole dynamic of hematopoietic stem cells is contained in the equation for non-proliferating cells,
Under classical assumptions, Equation (3.4) has a unique solution, defined for all t ≥ 0 [49] . Moreover, it can also have several steady states: A steady state of (3.4) is a solution N satisfying dN/dt = 0 for all
It follows that N = 0 is always a steady state solution of (3.4). Equation (3.5) can also have a positive solution, which is unique (since β is a decreasing function), if and only if
.
This condition describes a situation in which the maximum "production" rate of non-proliferating cells (corresponding to the term 2e −γτ β(0)) is larger than their "disappearance" rate (here, δ + β(0)). These results are summarized in the following proposition. 
provided that (3.6) holds true. Otherwise, N = 0 is the only steady state of (3.4).
Asymptotic stability of the two steady states of Equation (3.4) can be investigated. One can show that the trivial steady state, N = 0, is globally asymptotically stable (this means, asymptotically stable for all nonnegative initial conditions) when it is the only steady state, and unstable otherwise. This result is based on a Lyapunov functional, see the proof of Proposition 4.1. Local asymptotic stability of the unique positive steady state, N = N * , depends on the eigenvalues of the linearized problem. By studying the characteristic equation one can show that a Hopf bifurcation can occur at N * (Propositon 3.3) and then oscillatory solutions can be observed.
Assume (3.6) holds true, and β is continuously differentiable. The linearization of (3.4) 
where
. One can note that, since β is a decreasing function, the sign of β * can be either positive or negative, depending on the value of N * . The characteristic equation associated with (3.7) is obtained by searching for solutions of the form N (t) = e λt C, where λ ∈ C and C = 0 is a constant. One gets a first degree exponential polynomial characteristic equation,
Let focus on the local asymptotic stability of N * with respect to the parameter τ . It is locally asymptotically stable if all roots of (3.8) have negative real parts, unstable if roots with positive real parts exist, and stability can only be lost if roots cross the imaginary axis, that is if purely imaginary roots appear. First note that when τ = 0 all roots of (3.8) have negative real parts, so N * is locally asymptotically stable. Indeed, when τ = 0 the characteristic equation reduces to λ + δ − β * = 0, so there is only one real eigenvalue,
It follows that an increase of τ can lead to a stability switch of the steady state N * only if purely imaginary roots appear. Hence, let search for roots λ of (3.8) such that λ = iω, with ω ∈ R. Separating real and imaginary parts in (3.8) we obtain
It is straightforward that if (ω, τ ) is a solution of (3.9) then so is (−ω, τ ). Consequently, we only search for ω > 0. Taking the square of both equations and summing them up one obtains that ω and τ must satisfy
The dependence of ω on τ is however partially implicit: β * depends on N * which depends explicitly on τ (see proposition 3.1). It follows that ω necessarily satisfies ω = ω(τ ) := [(2e
It is then almost straightforward to show that there exists τ * > 0 such that (3.11) is satisfied for τ ∈ [0, τ * ), provided that (3.11) is satisfied when τ = 0, that is if 4δ + 3β −1 (δ)β ′ (β −1 (δ)) < 0. Then (ω(τ ), τ ) satisfies (3.9) if and only if τ ∈ [0, τ * ) and τ is a solution of the fixed point problem
Define the functions
The problem of finding critical values of τ reduces to finding roots of a real function. The roots of Z k can be found using popular software, yet they are hard to determine with analytical tools [19] . The following lemma states some rather general properties of the Z k functions [31] . We refer to [31] for the proof.
Therefore, provided that no root of Z k is a local extremum, the number of positive roots of Z k , k ∈ N 0 , on the interval [0, τ * ) is even. Moreover, if Z k has no root on the interval [0, τ * ), then Z j , with j > k, does not have positive roots.
The last statement in Lemma 3.2 implies, in particular, that, if Z 0 has no positive root, then there is no τ such that (3.9) has solutions, and Equation (3.8) does not have pure imaginary roots, so the steady state N * is asymptotically stable for all τ satisfying (3.6). If Z 0 has at least one positive root, τ = τ c , then one can easily get (see [19] )
so, in this case since ω(τ c ) > 0, the sign of the first derivative of the real part of eigenvalues with respect to τ is given by the sign of the derivative of Z 0 at the critical value τ = τ c . We can then state the following proposition.
Proposition 3.3. Assume (3.6) holds true. In addition, assume β is continuously differentiable, decreasing and satisfies (3.2). If no τ ∈ [0, τ max ) satisfies (3.11) then the steady state N * of (3.4) is locally asymptotically stable for τ ∈ [0, τ max ).
Assume there exists 0 < τ * < τ max such that (3.11) is fulfilled for τ ∈ [0, τ * ). Then:
(i) If Z 0 (τ ) has no root on the interval [0, τ * ), the steady state N * of Equation (3.4) is locally asymptotically stable for τ ∈ [0, τ * ); (ii) If Z 0 (τ ) has at least one positive root on the interval [0, τ * ), say τ c , then the steady state N * of Equation (3.4) is locally asymptotically stable for τ ∈ [0, τ c ), and loses its stability when τ = τ c . A finite number of stability switches may occur as τ increases and passes through roots of the Z k functions. Moreover, a Hopf bifurcation occurs at N * when τ = τ c if dZ 0 (τ c )/dτ > 0. Equation (3.4) can then exhibit periodic solutions provided that a Hopf bifurcation occurs at the positive steady state N * . A usual situation corresponds to the existence of two critical values of the delay τ , that is the function Z 0 has two roots and Z 1 has no root (see Figure 2) . When τ increases and reaches the first root of Z 0 then a Hopf bifurcation occurs (see Proposition 3.3): this critical value is τ c = 2.475 days in Figure 2 . Then periodic solutions are observed for τ > τ c . In fact, Equation (3.4) has periodic solutions, with increasing periods, as long as τ does not reach the second root of Z 0 , τ = 3.22 days (Figure 3 ). When τ keeps on increasing, it finally reaches τ max where a transcritical bifurcation occurs, and the positive steady state no longer exists.
Amplitudes and periods of oscillating solutions of Equation (3.4) are displayed in Figure 3 . One can see that following the Hopf bifurcation periods of oscillations increase regularly, after an initial sharp increase, from around 20 days up to 90 days. Mackey's equation (3.4) is then able to exhibit oscillations with very long periods compared to the delay (approximately 3 days), such long periods being observed in some hematological diseases such as chronic myeloid leukemia (see Section 2.2, and Pujo-Menjouet et al. [76] ). It is noticeable, however, that amplitudes of the oscillations are rather constant, around 2 − 2.5 with our choice of parameter values, and do not specifically characterize the oscillations. Stability of the positive steady state can also be investigated with respect to other parameters. For instance, let focus on the stability with respect to β * . This choice will allow comparisons with a similar model exhibiting non-discrete delays in the next section. With β given by (3.3),
Let consider β * = β * (n). Fixing values of parameters δ, γ, β 0 and θ (see Figure 2) , and τ = 3 days, one can see that there exists a critical value of β * (β * c = −0.33), or equivalently of n (n c = 2.33), for which stability switch occurs through a Hopf bifurcation (see Figure 4) . Contrary to the evolution observed when τ varies, in this case amplitudes and periods of the oscillations increase as −β * increases. For large values of n, −β * is larger and amplitudes of oscillations plateau. Larger observed periods of oscillations are about 100 days, and the corresponding steady state value (not shown here) is close to, yet larger than, θ. Indeed, when n becomes large, the rate of introduction β is close to a threshold Heavyside function (see Pujo-Menjouet et al [76] ), the threshold being equal to θ, and consequently N * approaches θ.
Several modifications of Mackey's model have been proposed, accounting for different nonlinearities [31, 32] or more discrete delays [11, 27, 28] in order to describe the different hematopoietic lineages. Complexity increases in such models, yet they can roughly be analyzed in the same way. In the next section we consider a model for HSC dynamics with a distributed delay. The above-mentioned method to determine the stability of the steady states and the existence of oscillations can not be applied to distributed delay. 
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Model of HSC dynamics with Distributed Delay
Consider now Mackey's model (Figure 1) , with the same assumptions as in the previous section, except that the length of the proliferating phase is assumed to be distributed according to a probability density -a probability kernel -denoted by f (a), with a ∈ (0, τ ), where a denotes the time spent by a cell in the proliferating phase (its age) [2, 9, 33] . In the original Mackey's model, presented in Section 3, the proliferating phase duration was supposed to be constant, the parameter τ representing an average duration of this phase. This assumption however neglects variability of cell cycle durations. Hence, considering a non-constant distributed duration is a "natural" improvement of Mackey's model. Cell densities N (t) and P (t) now satisfy (Adimy et al. [9] )
with initial conditions defined for t ∈ [−τ, 0]. Previous assumptions on parameters δ and γ and function β still hold. In addition, we assume f is non-negative and satisfies τ 0 f (a)da = 1.
As previously noted, System (4.1) is not coupled, and the proliferating cell density P (t) can be expressed as Hence we once again focus on the equation for N (t),
Similarly to what we established in Proposition 3.1, we can state that Equation (4.2) has a unique positive steady state N = N * provided that
and it always has a trivial steady state N = 0. We determine the stability of the trivial steady state in the following proposition. for all ϕ ∈ C + . We set (see [49] )
where N ϕ is the unique solution of (4.2) associated with the initial condition ϕ ∈ C + , and
. Then, after computations (see [9] ), one getṡ
Since β is decreasing and nonnegative, and under assumption (4.4), the right hand side of the above inequality is negative for ϕ(0) ≥ 0, and vanishes if and only if ϕ(0) = 0. We deduce that every solution of (4.2), with ϕ ∈ C + , tends to zero as t tends to +∞ [49] . Assume now (4.3) holds. The linearization of (4.2) around N ≡ 0 leads to the characteristic equation (see (4.6))
Considering ∆ 0 as a real function, one can show (see [9] ) that it has a unique real root, which is positive. Consequently, (4.5) has at least one characteristic root with positive real part, and the trivial steady state is then unstable.
Condition (4.4) describes a situation in which the disappearance rate of non-proliferating cells is larger than their proliferative rate, hence it characterizes a cell population inclined to extinction.
The local asymptotic stability analysis of the positive steady state N = N * can a priori be performed similarly to what has been presented in Section 3. Linearizing Equation (4.2) around N * leads to the characteristic equation
The previous stability analysis, however, focused on the role of the parameter τ , the average proliferating phase duration, on the stability of the steady state. In the distributed delay case, the duration of the proliferating phase is not characterized only by τ , the maximal length of the phase, but also by the probability density f (a). It is then not necessarily relevant to analyze the stability with respect to τ . Indeed, any parameter can be used as a bifurcation parameter. We will choose, in the following, β * as a bifurcation parameter. It can nevertheless be noticed that stability can be analyzed when τ = 0. In this case, f (a) is a Dirac mass in a = 0, and similarly to the result presented in Section 3 one can see that the positive steady state is locally asymptotically stable since there is only one real eigenvalue, λ = β * − δ = N * β ′ (N * ) < 0, with β(N * ) = δ. When searching for a stability switch, it is not possible to reproduce the results of Section 3. Indeed, if one searches for purely imaginary roots λ = iω, with ω > 0, then separating real and imaginary parts in (4.6) leads to Summing up the squares of both sides of System (4.7) does not allow to isolate ω and express it as the root of a polynomial function. Hence, an other approach must be used to investigate stability switch. By investigating properties of the characteristic function in (4.6), we can then state the following proposition, adapted from [9] . 
then the positive steady state N = N * of Equation (4.2) is locally asymptotically stable.
Proof. When β * ≥ 0, ∆(λ), given by (4.6), is shown to possess only one real root, λ 0 , negative, and all other characteristic roots λ of (4.6) satisfy Re(λ) < λ 0 . Consequently, N = N * is locally asymptotically stable.
When β * < 0 and satisfies (4.8), one can show, by contradiction, that all eigenvalues have negative real parts, implying that N * is also locally asymptotically stable.
Using the expression of β in (3.3), one can check that
and consequently β * does not have a constant sign. More precisely β * > 0 as long as N * < θ(1/(n − 1))
(1/n) . This remark is also valid for the case with constant delay: indeed, the expression of β * is the same as in the previous case, only the expression of the steady state value N * changes (see hereafter). Consequently, monotonicity properties of β * do not qualitatively change in the distributed delay case. Moreover,
where β −1 is a decreasing function mapping (0, β(0)] into [0, +∞). Therefore, N * approaches 0 when Inequality (4.3) is close to equality. This corresponds to a transcritical bifurcation: a stable positive steady state disappears when an unstable trivial steady state switches stability and becomes stable.
When (4.8) does not hold (this implies in particular β * < 0), one can focus on the existence of a stability switch and the occurrence of a bifurcation. Assume β * < κ, where κ := −δ/(2 τ 0 e −γa f (a)da + 1), and search for purely imaginary roots of (4.6), λ = ±iω, with ω > 0. Then (ω, β * ) satisfies (4.7). Let us consider the equation
Assume the function a → e −γa f (a) is decreasing. From Lemma 4.1 and its proof, in [9] , there exists a solution ω c > 0 of (4.9), which is not necessarily unique, and S(ω c ) > 0. Since g(ω c ) = δ > 0, then 1 − 2C(ω c ) > 0. Using this critical value of ω, we can then define
and straightforwardly check that β * c < κ. Consequently, (ω c , β * c ) is a solution of (4.7), and ±iω c are characteristic roots of (4.6) for β * = β Then Λ is finite or empty (see [9] ) and, if δ ∈ (0, α) \ Λ, then
We state the following theorem, adapted from [9] , dealing with the existence of a Hopf bifurcation at N = N * .
Theorem 4.3. Assume the mapping a → e −γa f (a) is decreasing. Then, for each δ / ∈ Λ satisfying (4.3), there exists β * c < κ such that the positive steady state N = N * of Equation (4.2) is locally asymptotically stable when β * c < β * ≤ κ and a Hopf bifurcation occurs at N = N * when β * = β * c .
Proof. Since (4.9) may have more than one solution, let us consider ω c as the smallest solution of (4.9), and consequently β * c is the maximum value of β * associated with roots of (4.9). By definition of (ω c , β * c ) and from Lemma 4.1 in [9] , (4.6) has no purely imaginary root while β * c < β * ≤ κ. Consequently, Rouché's Theorem [5, p.248] leads to the local asymptotic stability of N = N * . When β * = β * c , (4.6) has a pair of purely imaginary roots ±iω c , ω c > 0. These roots are simple (see Lemma 4.1 in [9] ), and, since δ / ∈ Λ, dRe(λ)(β
This ends this proof.
One may have noticed that the parameter −β * is used as a bifurcation parameter instead of β * , only because β * < κ < 0. Using the same parameter values as in the discrete delay case (Section 3), that is δ = 0.05 d
, and β 0 = 1.77 d −1 , we can investigate variations of periods and amplitudes of oscillations following the Hopf bifurcation. To that aim, we consider a uniform distribution of cell cycle durations, that is f (a) = 1/τ for a ∈ [0, τ ], f (a) = 0 otherwise, and we make β * vary as a function of the Hill coefficient n > 1 in (3.3) . By choosing τ = 6 days, the average proliferating phase duration (3 days) is the same as in simulations performed in Section 3.
The Hopf bifurcation occurs for n ≈ 2.82, that is β * ≈ −0.41 (see Figure 5) . Period of the oscillating solution at the Hopf bifurcation equals 27 days. Following the bifurcation, amplitudes and periods of the oscillating solutions are presented in Figure 6 .
Similarly to the discrete delay case, presented in the previous section, periods and amplitudes of oscillations increase as −β * (or, equivalently, n) increases beyond the critical Hopf value. However, a plateau is reached by periods, around 70 days, for very large values of n. This value is lower than the maximal value (100 days) obtained with a discrete delay. In addition, we observe in Figure 6 that periods of oscillating solutions are also globally lower than in the discrete case, as well as amplitudes of oscillations. From another point of view, one can see that in order to obtain oscillations with the same period as in the discrete delay case, the sensitivity n of the function β must be increased. Hence, similar results can be obtained yet not in the same situation.
The critical value of −β * is also larger than the critical value obtained with the discrete delay (−β * = 0.33), corresponding to a larger critical value of n. The discrete delay then appears to be more destabilizing, in the sense that for a given average value of τ , the instability area corresponding to the discrete delay is larger than the instability area corresponding to the distributed delay with the same mean. This conjecture has been proposed by Bernard et al [20] .
State-Dependent Delay Equation Modeling HSC Dynamics
Finally, let us present a third approach for modeling hematopoietic stem cell dynamics, assuming that the proliferating phase duration depends on the number of hematopoietic stem cells, more precisely on the number of non-proliferating cells.
Cell cycle duration variability has been the subject of numerous modelling work (see for instance Alarcon and Tindall [15] , Fuss et al. [44] , Tyson and Novak [87] ), based on the control of progression through the different phases of the cell cycle by protein concentration. In [15] , the authors consider in particular the influence of extracellular factors (nutrients) in the regulation of cell cycle duration in budding yeast. These nutrients are consumed by cells, and this triggers the progression through the cell cycle phases. Since proliferating cells are indeed cells committed to divide (once they have passed the G 1 /S transition), one can assume that they no longer consume nutrients. In addition, proliferating HSC represent only about 5% of all HSC [24] , so their role in cell cycle regulation can be neglected and one can consider that only non-proliferating cells control cell cycle durations.
This assumption leads to a modification of the initial Mackey's model [64] , which becomes a statedependent delay system. Assume the cell cycle duration τ depends on the density N (t) of non-proliferating cells, and more particularly, that τ = µτ (N (t)), with µ ≥ 0. The function τ (N ) is assumed to be bounded, positive, continuously differentiable and an increasing function of N , since it is a decreasing function of the quantity of available nutrients, which is a decreasing function of the number of non-proliferating cells. Let us define τ min := inf x≥0 τ (x) = τ (0) and
All other assumptions and parameter notations are similar to the ones in Sections 3 and 4. Following Adimy et al [7] , the cell density N (t) satisfies, for t ≥ 0,
with an initial condition defined for t ∈ [−µτ max , 0]. Existence and uniqueness of solutions of (5.1) are not straightforwardly obtained, yet this can be shown (see [7] ) using Mallet-Paret et al. [68] and Walther [89] . Moreover, (5.1) has a trivial steady state, N = 0, and a positive steady state N = N * provided that The positive steady state value is then given by (2e
One can notice that N * is not explicitly obtained, contrary to the previous discrete and continuous distributed delay cases. However, using the Implicit Function Theorem, one can show that N * is a decreasing continuously differentiable function of µ [7] .
We will show that Equation (5.1) can have oscillating solutions following a Hopf bifurcation at the positive steady state, and we will use µ as the bifurcation parameter.
Linearization of (5.1) around N * leads to the characteristic exponential polynomial
where the dependence of the steady state value N * on µ is explicitly mentioned, and
One can show (see Adimy et al. [7] , Theorem 6.1) that the positive steady state N = N * undergoes a transcritical bifurcation when µ = µ. Moreover, when µ = 0, N * is locally asymptotically stable, since the only characteristic root of ∆(λ, 0) is λ = β ′ (N * (0))N * (0) < 0. Hence, existence of stability switches in the interval µ ∈ (0, µ) can be investigated.
Defining, for µ ∈ [0, µ),
and c(µ) = −2β
the characteristic equation of (5.1) around N = N * can be written as
Let us search for purely imaginary roots of ∆(·, µ), denoted by λ = iω, with ω > 0 (one may note that λ = 0 is not a characteristic root, and if iω is a characteristic root then so is −iω). Then (ω, µ) satisfies
A necessary condition for equation (5.4) to have purely imaginary roots is
It is straightforward that b(µ) + c(µ) > 0. Then, for (5.6) to hold true, it is necessary that c(µ) > 0, that is β * (µ) < 0. A sufficient condition for (5.6) is then b(µ) < 0, which is equivalent to
where η :
. Assuming η and σ are decreasing on the interval [0, β −1 (δ)], and η β −1 (δ) < −2δ, then there exists a unique µ * ∈ (0, µ) such that condition (5.7) is satisfied if and only if µ ∈ [0, µ * ) (see Adimy et al. [7] ). In the sequel, we assume there exists µ * ∈ (0, µ) such that (5.6) is fulfilled for µ ∈ [0, µ * ). Adding the squares of both sides of (5.5), purely imaginary eigenvalues iω of (5.4), with ω > 0, must satisfy
Substituting expression (5.8) for ω in (5.5), we obtain
where τ * (µ) := τ (N * (µ)). From the above reasoning, values of µ ∈ [0, µ * ) solutions of system (5.9) generate positive ω(µ) given by (5.8), and hence yield imaginary eigenvalues of (5.4). Consequently, we search for positive solutions µ of (5.9) in the interval [0, µ * ). They satisfy
where N 0 denotes the set of all nonnegative integers. Values of µ for which ω(µ) = c
2 is a solution of (5.5) are roots of the functions
The next theorem states the existence of a Hopf bifurcation at N = N * for a critical value of the parameter µ (see Adimy et al. [7] ). For given values of parameters, there can exist a critical value µ for which a Hopf bifurcation occurs, and consequently for which Equation (5.1) has oscillatory solutions. It is however not straightforward to compare solutions of (5.1), in terms of periods and amplitudes of oscillations with respect to the average value of the delay, with solutions of the previous cases, with discrete and distributed delays, due to the nature of the delay: It depends explicitly on the solution of the equation. For this reason we consider here only the influence of the value µ on periods and amplitudes of the oscillations.
With then the positive steady state exists for 0 ≤ µ < µ = 332, µ * = 1.15 and stability switches occur for µ = 0.64 and µ = 1.07, with a Hopf bifurcation occurring when µ = 0.64 (see Figure 7) .
For values of µ ∈ [0.64, 1.07], Equation (5.1) exhibits oscillatory solutions. Periods and amplitudes of these oscillations are displayed in Figure 8 . One can observe that periods of the oscillations do not really change as µ increases: they equal 17 days at the Hopf bifurcation (µ = 0.64) and do not overcome the value 20 days, so one can consider that period values are almost constant in the entire instability range. On the contrary, and similarly to previous cases, amplitudes exhibit an increasing phase, followed by a decreasing phase.
Stability of the positive steady state N * of (5.1) can of course be investigated with respect to any parameter of the model, and periods and amplitudes will not show the same patterns. Such a deeper investigation has been performed in Adimy et al. [7] , and some parameters such as τ min and τ max exhibit the same characteristics than observed in Figure 3 , whereas other parameters (the sensitivity n for instance) show a monotonous behavior of periods and amplitudes, as displayed in Figures 4 and  6 . The shape of the function τ (N ) also plays an important role both in the appearance of oscillating solutions and in their period and amplitude values. Up to now, however, no biological data allows one to determine the shape of a state-dependent delay function.
The study of Mackey's model [64] , with a discrete delay, and of two modified models exhibiting either a distributed delay or a state-dependent delay, showed that oscillations were likely to occur with delay models, as a result of a destabilization of the system, but also that the nature of the oscillations (in terms of periods and amplitudes) was strongly related to the nature of the delay. Such properties strengthen the ability of delay models to model complex systems. 
