The purpose of this paper is the improvement of the performance of the associative memory model using Aihara's chaos neural network with sigmoid function (monotonous function). In the static associative memory, it is reported that the storage capacity of the network is improved when a non-monotonous function is used as the activation function. Therefore, the associative ability in a chaotic neural network which has a non-monotonous function is investigated about a difference in the shape of the activation function by the computer simulation. Then, we discuss about what kind of shape is good to improve the associative ability.
Dynamics of Aihara's CNN is given as follows, 
We simulated the retrieval success rate and a number of average retrieval steps resulted from differences in the shape of activation functions in the case of 5 and 10 stored patterns. Simulation results showed that 1) retrieval ability of CNN with non-monotonous functions is better than that of CNN with monotonous functions,2) if a number of stored patterns is five, that is, in the case of few stored patterns, effective shape of activation function f(x) is that the pulse width is small, the pulse height is high, and f(x) = 0 according to |x| → ± ∞ , like Morita's function with κ = 0.0 and Crespi's function, 3) if a number of stored patterns is ten, that is, in the case of many stored patterns, effective shape of activation function f(x) is that the pulse width is big, the pulse height is low, and (x) ≠ 0 according to |x| → ± ∞ , such Morita's function with κ = 0.1,0.2. The purpose of this paper is to investigate the performance of the associative memory model using Aihara's chaotic neural network with different activation functions. Sigmoid function, a monotonous function, was used in Aihara's original model.
However, in the static associative memory, it is reported that the storage capacity of the network is improved when a non-monotonous function is used as the activation function. To improve the associative ability of chaotic neural network, kinds of non-monotonous functions have been proposed to serve as activation function. This paper investigates their difference as to retrieval ability, and proposes an advanced non-monotonous function. By computer simulation, we discuss about what kind of shape is good to improve the associative ability of chaotic neural network. 
