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     Abstract 
 
One reason that researchers may wish to demonstrate that an external software 
quality attribute can be measured consistently is so that they can validate a prediction 
system for the attribute. However, attempts at validating prediction systems for 
external subjective quality attributes have tended to rely on experts indicating that 
the values provided by the prediction systems informally agree with the experts’ 
intuition about the attribute. These attempts are undertaken without a pre-defined 
scale on which it is known that the attribute can be measured consistently. 
Consequently, a valid unbiased estimate of the predictive capability of the prediction 
system cannot be given because the experts’ measurement process is not independent 
of the prediction system’s values. Usually, no justification is given for not checking 
to see if the experts can measure the attribute consistently. It seems to be assumed 
that: subjective measurement isn’t proper measurement or subjective measurement 
cannot be quantified or no one knows the true values of the attributes anyway and 
they cannot be estimated. However, even though the classification of software 
systems’ or software artefacts’ quality attributes is subjective, it is possible to 
quantify experts’ measurements in terms of conditional probabilities. It is then 
possible, using a statistical approach, to assess formally whether the experts’ 
measurements can be considered consistent. If the measurements are consistent, it is 
also possible to identify estimates of the true values, which are independent of the 
prediction system. These values can then be used to assess the predictive capability 
of the prediction system. In this paper we use Bayesian inference, Markov chain 
Monte Carlo simulation and missing data imputation to develop statistical tests for 
consistent measurement of subjective ordinal scale attributes.  
 
Keywords: Subjective software quality attributes, conditional probability, consistent 
measurement, Bayesian inference, multinomial distribution, error rates, distribution 
principle, minimum rejection principle, data imputation. 
 
1. Introduction  
 
1.1 Ordinal scale subjective attributes and their measurement 
 
The need to provide measurements for subjective attributes when the true values are 
unlikely to be known a priori is a problem common to several scientifically based 
disciplines. We note that an attribute may be considered to be directly or indirectly 
measurable. When an attribute is measured directly measurement involves no other 
attributes. When measurement is indirect two or more attributes are first measured 
and a formula used to calculate the attribute of interest. Attributes which are 
expected to be directly measurable on subjective ordinal scales include patient pain 
self-assessment on a scale of 1 to 5, used to help administer treatment, (Coniam and 
Diamond, 1994) and ordinal scale measures of aggressiveness, used in psychological 
studies of aggressive dream content, (Domhoff, 1999). Another example from 
medicine requires that the fitness of a patient be assessed in order to decide if an 
anaesthetic can be administered for a surgical procedure. Fitness for anaesthesia is 
measured on a 4 class ordinal scale and an approach used to assess inter-rater (inter-
anaesthetist) agreement uses the multinomial distribution (Dawid, and Skene, 1979) 
and (Wilson et al., 1980). The multinomial distribution is used to examine raters’ 
error rates, where the multinomial probability parameters represent the error rates 
and were defined by Dawid and Skene (Dawid, and Skene, 1979) as: 
 
 P{k}
 ij = number of times rater k records class i when class j is correct / number of 
entities inspected by rater k when class j is correct. 
 
Furthermore, when i = j the error rates are considered correct classification rates and 
when i ≠ j the error rates are considered to be rejection rates or misclassification 
rates.  Clearly, when the true values are unknown they need to be estimated in order 
to calculate the error rates.  
 
In this study, to estimate true values we use data imputation and utilise a method due 
to Kyburg (Kyburg, 1984). We present a series of tests for assessing whether 
measurement by several raters can be considered consistent. A flow diagram for 
these tests is given in Section 4. We also utilise the multinomial distribution and the 
error rates that we can derive from the distribution. In fact, in order to assess 
measurement consistency it is necessary that we inspect the correct classification 
rates for agreement and the rejection rates for uniformity, (Kyburg 1984). Further, 
we define the meaning of consistent measurement of subjective ordinal scale 
attributes in Section 2. 
 
1.2 Motivation 
 
In order to assist software quality management and development the International 
Standards Organisation (ISO) identifies six external quality attributes, which are 
expected to be measured and controlled. At least three of these attributes, namely 
maintainability, usability and portability, are unequivocally subjective because they 
require ‘ease of ‘ change, use or transfer to be assessed (ISO/IEC 9126-1:2001, 
2001). For example, in the case of maintainability, Rosenberg states that “….we 
would like to be able to tell from the source code how difficult it will be to make a 
change…” (Rosenburg, 1997). He then suggests that “the difficulty is measured both 
in the amount of time needed to make the change, and the probability of successfully 
making the change on the first attempt”. In general, the ability to express the 
semantics of code changes is weak and the relationship between code and change 
difficulty is not completely understood consequently there is a lack of generally 
applicable valid prediction systems (Rosenburg, 1997). Hence at the code stage, both 
time and probability are only likely to be subjective estimates (unless the change has 
been made before and the same set of circumstances that influenced that change will 
apply in the future). If estimates of time and probability can be obtained from experts 
they could be expressed as an expected time with some confidence limits for a 
change, giving a subjective range of possible values. An equally valid alternative 
would be to express the difficulty of a change as a subjective value on an ordinal 
scale. However, it is important to distinguish between the external attribute 
maintainability of a software module or system and a prediction of maintenance 
difficulty for a specific change. Maintainability of a software module is clearly 
intended to indicate potential maintenance difficulties inherent in the module code 
and not the maintenance time or difficulty of a specific code change.  
 
The subjective measurement of software quality attributes, including maintainability, 
readability, understandability and testability of modules, has also been proposed as 
part of one of several alternative strategies for improving safety related software 
engineering standards (Fenton and Neil, 1998). Furthermore, recently developed 
approaches for use in software management and control also require ordinal scale 
measurement, e.g. Bayesian Belief Networks and Naïve Bayes Networks. These 
approaches require that external attributes (e.g. reliability, software development 
effort) and internal product and process attributes (e.g. testing effort, problem 
complexity, code complexity, case tool experience) can be measured consistently on 
ordinal scales by their users (Fenton and Neil, 1999) and (Pendharker et al., 2005). 
 
 
 
1.3 Measurement agreement and underlying latent values 
 
Clearly it is of interest to know how well raters agree about the classification of 
subjective attributes. The kappa statistic is frequently used to assess inter-rater 
agreement about subjective classifications of ordinal scale attributes. Kappa and 
weighted kappa statistics provide a subjective rating of agreement between raters 
(Altman, 1999). Essentially kappa statistics provide a chance corrected statistic 
which represents the level of agreement between two raters who classify a set of 
similar entities according to a common attribute. This is achieved by counting the 
number of entities upon which the raters agree, estimating the observed empirical 
proportion of agreements, πo, and estimating the expected empirical proportion of 
agreements, πe. The kappa statistic is then defined as κ = (πo – πe)/(1 – πe). This value 
is then compared with an ordinal scale guideline to determine the level of agreement, 
e.g. poor, fair, moderate, good etc. The weighted kappa statistic uses weights to take 
into account the fact that misclassifications that are closer to the agreed class are 
considered less serious than those that are further away. Furthermore, the kappa 
statistic can be generalised to give agreement between more than two raters (Fleiss, 
1971).  Other more rigorous methods for assessing agreement between ordinal scale 
ratings have also been developed. For example those using log-linear models for two 
raters (Agresti, 1988). 
 
In addition, Cronbach’s Alpha can be used to help determine whether a set of 
questions (at least 2 different questions are needed) all intuitively considered to be 
related to a particular subjective attribute actually do relate to the same attribute 
(Cronbach, 1951) and (Bland and, Altman, 1997). This is achieved by calculating the 
variances between the values given as answers to each of the questions. Note that all 
questions require an answer to be given using an ordinal scale class number. If there 
are k questions then the variance of the values chosen by the raters for each of the k 
questions is calculated, i.e. vark. The total variance between the scores for the k 
questions is then calculated, varT. Then the sum of the k question variances is divided 
by the total variance and subtracted from 1. This value is adjusted by multiplying by 
k/k-1 to give Alpha, i.e. α = (k/k-1)x(1
 
– Σk vark / varT). We note that a violation of 
the operations on ordinal scales is used to calculate the variances (Kitchenham and 
Pfleeger, 2003).  
 
However, kappa, Agresti’s log-linear models and Cronbach’s Alpha do not facilitate 
assessment of ordinal scale measurement consistency. Even Alpha, which is used to 
assess internal consistency of the questions asked and provides a score for the 
subjective attribute, does not indicate whether the scores actually represent the 
attribute. 
 
Whilst agreement methods indicate the observed level of agreement between raters, a 
method that assesses consistent measurement needs to assign and use an estimate of 
the true value of an attribute to determine rejection rate uniformity. Hence, we need 
to consider if existing methods for assigning values to concepts might be used to 
assess measurement consistency. For example, when we are trying to assign a value 
to a latent concept an approach that can be used is latent traits, e.g. (Bartholomew 
and Knott, 1999). This is an approach, like Alpha, which can be used when there is 
no single measure of the underlying concept. In general, the approach is used to 
improve the understanding of a complex multivariate dataset by reducing the number 
of dimensions of the dataset and hence clarifying the main elements of the 
underlying structure of the data. The latent trait approach can be used when it is 
desired to assign a single value to a multi-dimensional set of variables. The variables 
may be categorical, ordinal or binary and the trait might be continuous or categorical.  
An example of an unobserved concept underlying observed data is that of physical 
and mental disability. Physical and mental disability is defined in terms of inability 
to perform, what can be considered to be, the normal activities of day-to-day life and 
is measured in several dimensions (Congdon, 2001). This is a similar situation to the 
ones in which Alpha can be used, and like Alpha it does not enable us to provide a 
demonstration of the representation condition of measurement for subjective ordinal 
scale classification. One reason for this is that it does not provide us with information 
about the rejection rates. Another reason is that the latent trait approach is expected 
to be used when there are several recognised and measurable dimensions to the latent 
trait. This situation does not apply when raters are asked to directly classify an entity 
on an ordinal scale.  
 
Item response models provide another approach sometimes applied to a collection of 
responses that can be scored correct or incorrect, or agree or disagree, and where the 
responses can be considered related to a single underlying continuous measure. 
These models have been applied in educational and psychological testing, e.g. 
(Albert, 1992). Generally there are two uses for this approach: to rank the ability or 
underlying trait of each rater or subject and to assess the effectiveness of the different 
items in measuring the underlying concept. Hence, this approach too has a similar 
purpose to Cronbach’s Alpha. However, an item response curve can be used to 
measure the probability that an individual respondent answers correctly given their 
trait score. Note that once again it is necessary to have several items about which 
responses must be analysed and that the response curve will not facilitate the 
estimation of measurement error for an ordinal scale with more than two classes. 
Thus item response models are for these reasons not an appropriate means of 
examining rejection rates.  
 
Other approaches for assessing agreement are described in Seigel and Castellan 
(Seigel and Castellan, 1998) and Agresti (Agresti 2002). However, none of these 
methods facilitate the determination of ordinal scale measurement consistency and 
none of them have been advocated for this purpose to our knowledge. In fact, we 
believe that there are currently no published statistical tests based on a recognised 
measurement theory that have been proposed to formally assess the consistency of 
subjective ordinal scale measurement. The main reason for this seems to be that even 
when an approach can be used to assess agreement it does not provide a formal 
mechanism for assessing the rejection rates. We note that maximum likelihood 
estimates of an individual rater’s error rates can be determined using the Expectation 
Maximisation algorithm (Dawid and Skene, 1979). However, the work of Dawid and 
Skene does not address the problem of measurement consistency.  
 
Nevertheless, demonstrating consistent measurement of subjective attributes does 
require a statistical treatment (Roberts, 1979). Kyburg addresses the question of 
when direct subjective measurement can be considered consistent using a statistical 
and logically inductive approach (Kyburg, 1984). However, he provides no statistical 
tests to confirm consistency. To develop our statistical tests we adapt Kyburg’s 
approach, which we use in conjunction with the multinomial distribution, Bayesian 
inference, Markov chain Monte Carlo (MCMC) simulation and missing data 
techniques. 
 
1.4 Research novelty and related work 
 
Our statistical approach is new. The novelty lies in the series of statistical tests 
devised for assessing consistent measurement, in the use of Bayesian inference, 
MCMC and missing data techniques (MDT) to estimate true classes and the way in 
which we model the raters’ error rates.  
 
We use a Bayesian hierarchical model in this study. Such hierarchical models 
describe observed data from different but logically related sub-groups and can be 
used to estimate summary parameters, known as hyper-parameters, for the 
population comprising the set of sub-groups (Gelman et al. 1998). In this study the 
hierarchical model utilises multinomial distributions. Our model also uses log-
normal and multivariate-normal parameters and hyper-parameters. We use the 
hierarchical model to enable a representation of each individual rater’s classifications 
and through the use of hyper-parameters and MDT the model enables a summary of 
the raters’ error rates. This summary correctly estimates the population error rates to 
which the raters’ error rates belong.  
 
We also believe our new approach models the classification problem appropriately 
because it allows each rater to have their own subjective tendencies. Multinomial 
models we presented elsewhere are not hierarchical and do not allow for individual 
rater subjectivity (Moses, 2000), (Moses, 2001) and (Moses 2007). We note that we 
have used a different hierarchical model for the dependent variable software 
development effort given the independent variables maximum team size and 
Function point count. However, that model cannot be adapted for use in the 
assessment of consistent measurement. It models continuous logarithmically 
transformed data and uses normal and gamma priors and hyper-parameters, (Moses 
and Farrow, 2004) and (Moses and Farrow, 2005).  
 
Furthermore, in all our previously published work when dealing with tied 
classifications we used an ad hoc approach to estimate missing true values. Although 
the use of MDT is common for missing categorical data, our use of MDT in the 
Bayesian inferential setting to impute latent true values for the assessment of ordinal 
scale measurement is new.  
 
Finally, the statistical tests for uniformity and inequality of rejection rates given in 
this study are new, although they use the Bayesian inferential approach (Gelman et 
al., 1998). These tests replace the approach of visually assessing rejection rates for 
bias (Moses 2000). Our new tests enable us to assign levels of certainty, measured as 
probabilities, as to whether error rates differ from specified values, are uniform or 
are equal. We also give hypotheses tests using Bayesian p-values for completeness. 
 
1.5 Paper Structure 
 
The structure of this paper is as follows. In Section 2 we give an explanation of what 
is meant by consistent ordinal scale subjective measurement and we explain why 
such measurement is needed for software development. In Section 3 we discuss the 
assumptions underlying the models we use to estimate error rates for subjective 
measurement. In Section 3 we also describe the role and advantages of Bayesian 
inference, the multinomial distribution, MCMC simulation and missing data 
imputation. We describe the statistical tests we use to demonstrate consistent 
measurement in Section 4. We next provide an example of how to apply the tests 
using data from an experiment involving the classification of maintainability in 
Section 5. In Section 6, we discuss the usefulness of the measurement consistency 
observed in the empirical data. Threats to validity of our approach are given in 
Section 7. Finally, we present our conclusions in Section 8.  
 
2. Consistent Measurement 
 
In order to infer that fundamental measurement of an attribute can be achieved a 
demonstration must be given that its measurement is consistent. Consistent 
measurement requires that the representation condition is obeyed (Roberts, 1979). 
However, a demonstration of consistency for subjective attributes requires a 
probabilistic or statistical treatment of representation (Roberts, 1979, page 103). 
Consequently, consistent measurement of subjective attributes requires a statistical 
demonstration that agreement about classifications made on the measurement scale 
has occurred and that the rejection rates can be considered uniform. 
 
2.1 What is Consistent Measurement?  
 
Consistent objective measurement is often considered to include the notion of being 
able to repeatedly assign the same number to an attribute. However, when 
measurement of length on a ratio scale using a rule is undertaken the true value of the 
length of an object may never be known or physically measured and according to 
Kyburg, (Kyburg, 1984): “What makes the measurement of length objective is not 
that people always agree, but that, although they (almost) never agree, they come 
very close to agreeing almost all of the time.” Hence, even for objective consistent 
measurement repeatability may only apply within certain limits of error. 
 
When assessing consistent measurement of subjective attributes Kyburg’s Minimum 
Rejection Principle (MRP) ensures that the maximum level of agreement about the 
measurement statements made is identified (Kyburg, 1984). The type of 
measurement statements that can be made depend on the scale of measurement, but 
for a preference relation (such as that observed for a subjective ordinal scale) the 
statements include statements like entity A is preferred to B, entity B is preferred to 
C, entity C is not preferred to A, etc. Alternatively, entities can simply be classified 
into equivalence classes on a defined scale. The MRP states: “Given a set of 
statements including both incorrigible observation statements and prima facie 
observation statements that is inconsistent with the axioms of our language, the 
number of prima facie observation statements to be rejected is the least number that 
must be rejected in order to achieve consistency” (Kyburg, 1984). Then if the MRP 
is satisfied the modal class (i.e. the most frequently chosen class) is an estimate of 
the true consensus class for each entity, when classification is made directly onto an 
ordinal scale. In what follows for simplicity we call the modal class the estimate of 
the true class. Thus, Kyburg’s theory of measurement includes the notion of 
measurement error. However, in the case of subjective measurement the error will be 
in some sense larger than would be expected if the attribute could be measured 
objectively.  
 
Furthermore, lack of bias is a necessary condition for consistent measurement. But it 
is not sufficient because there would be no evidence of bias if raters randomly 
allocated entities to classes. Kyburg ensures that bias is minimised by applying the 
Distribution Principle (DP) (Kyburg, 1984). The DP states: “Given a set of 
statements including both incorrigible observation statements and prima facie 
observation statements which is consistent with the axioms of our language, and 
given that the minimum rejection principle is satisfied, the number of prima facie 
observation statements of each kind to be rejected is that number that makes the 
rejection rates for the various kinds of observation statements as nearly uniform as 
possible.” Thus such rejection rates will give the least bias that can be inferred from 
the set of measurement observations made by the raters.  
 
In summary, the more agreement and the more uniform the rejection rates the more 
consistent the measurement.  
 
2.2 Consistent Measurement definition for subjective attributes 
 
In this Section we formulate a simple mathematical definition of consistent 
measurement based on Kyburg’s principles. We also give a more rigorous Bayesian 
formalisation, for completeness, at osiris.sund.ac.uk/~cs0jmo/consistent.pdf. The 
latter formulation may be passed-over without loss of understanding to the rest of the 
paper.  
 
We note that the concept of consistency in consistent measurement is not the same as 
that in consistent estimator of a statistic. A consistent estimator is a sample estimate 
of a population statistic, which obeys the following condition. For an estimator to be 
considered consistent requires that the probability of the difference between the 
estimator and the statistic converges to zero as m the number in the sample becomes 
large (Kendall and Stuart, 1973). For example, the sample mean of a set of data is a 
consistent estimator of the population mean. 
 
Furthermore, the concept of consistent measurement on an objective ordinal scale is 
defined by its associated axioms (Roberts, 1979). These axioms are mathematically 
demonstrable for objective ordinal scale measurements, but clearly this will not 
necessarily be the case for subjective ordinal scale measurements, cf. (Fenton, 1994). 
Kyburg clarifies what is meant by consistent measurement through the use of the two 
principles, given in Section 2.1. These principles enable a description of the 
distribution of measurement error (Kyburg, 1984, page 256). Kyburg’s definition of 
consistent measurement for subjective ordinal scale measurement implies that we 
require agreement about observed classifications and we require the rejection rates to 
be uniformly distributed across the range of possible misclassifications.  
 
Kyburg tells us that it does not matter much how we achieve uniformity of error 
rates. He suggests that a minimisation of the sum of the rejection rates and then a 
minimisation of the sum of the squares of the errors is the simplest way (Kyburg, 
page 56). We illustrate this suggestion and then give our revision of his suggested 
approach. In mathematical terms,  let X = {xij : i ≠ j, 1 ≤  i, j ≤ N} be a set of 
rejection rates, which belongs to the set of all different possible rejection rates that 
could be chosen from the observed measurement statements on an N class ordinal 
scale. (X will be identified after having rejected the minimum possible number of 
measurement statements as erroneous by choosing estimates of the true classes 
according to the raters’ consensus.) The xij can be represented as the empirical 
proportions of rejected measurement statements, i.e. the rejection rates. They can 
then be evaluated using x
 ij = number of times class i is recorded when class j is the 
consensus class / number of entities inspected for which class j is the consensus 
class, where i ≠ j. Note that we may not have a single set X because there may have 
been tied classifications and therefore no consensus for some entities giving rise to 
alternative sets of possible true classes. 
 
Then for X є RR (where RR is the complete set of possible rejection rates) X will 
give the most consistent measurement provided that for all other sets of possible 
rejection rates Y є RR: 
 
Σi Σj xij < Σi Σj yij OR (Σi Σj xij = Σi Σj yij AND Σi Σj x2ij < Σi Σj y2ij ) and (i ≠ j) 
 
Clearly Σj (1 – Σi xij ) ≥ Σj (1 – Σi yij) for any Y є RR, i ≠ j,  where 1 – Σi xij, are the 
correct classification rates.  
 
In what follows let Pjj= (1 – Σi xij) and Pij = xij (i≠j), where j is the true class and i is 
the chosen class. 
 
Now consider the rejections rates for a 3 class ordinal scale in Table 1 and take note 
of Kyburg who states that in order to obtain data on errors of measurement our 
decisions should reflect  ‘ …………..our reluctance to locate more error in one sort 
of observation than another without good reason ………….’ (loc cit.). In order to 
proceed with inferences about uniformity we first make the assumption that we 
should not expect to locate any more error concerning misclassification into class 1 
than into class 3. We do this because in both cases misclassifications can occur due 
to incorrect classification for entities whose true class is 1 and 2 classes away. We 
can then say that entities which actually belong to class 1 or class 2 may be 
misclassified into class 3 with rejection rates P31, P32 and entities which belong to 
class 2 or class 3 may be misclassified into class 1 with rejection rates P12, P13. Let T 
be the rate of misclassification into class 3 and class 1. See Figure 1. Hence, within 
the limitations imposed on the interpretation of equality of error rates by empirical 
classification, we might write: 
 
P12 + P 13 = T      (2) 
 
P32 + P 31 = T       (3) 
 
 
 
 
 
 
Ta
ble 1 Error rates for classification on a 3-class ordinal scale 
We should also reasonably not expect anymore under-classification than over-
classification so we should expect the sum of the rejection rates for over and under-
classification to be equal. 
 
P
 12 + P13 + P 23 = TE/2       (4) 
 
P21 + P31 + P32 = TE/2          (5) 
 
where TE  = Σi Σj xij  
 
Substituting (2) into (4) and (3) into (5) gives 
 
P23 = P21 = TE/2 – T.     (6) 
 
Using Kyburg’s reasoning concerning location of error, we might expect because 
there are 2 classes into which misclassifications can occur for class 1 and 3, one of 
which is 1 class away from the true class and the other 2 classes away, that 
 
P11 = P33    (7) 
 
and since Σi Pi3 = Σi Pi1 = 1  
 
(7) can be re-written  1 – P21  –  P31   = 1 – P23   –  P13    (8) 
 
and substituting (6) in (8) gives P13 = P31.   (9)   
 Class 1CHOOSE Class 2 CHOOSE Class 3 CHOOSE 
Class 1TRUE P11  P21  P31  
Class 2 TRUE P12  P22 P32  
Class 3 TRUE P13  P23  P33  
 Then substituting (6) and (9) into (4) and (5) gives P12 = P32. (10) 
 
Then, generalising to an N class ordinal scale, for consistent measurement for an 
ordinal scale we should expect the following equalities:  
 
Pij = PN-i+1  N-j+1   -  (11) 
 
where, i = 1, …, N; and for N even j = 1, 2, …., N/2 
and for N odd j = 1, 2, …., (N+1)/2. 
 
 
 
Figure 1 Rejection rates on a 3 class ordinal scale 
 
Kyburg suggests that a condition for uniform rejection rates is that X is chosen such 
that Σi Σj x 2ij is the minimum given all alternatives in RR. However, using this 
approach the minimum value for the sum of the squares of the rejection rates would 
occur when all rejection rates are equal for a given value of TE. Consider the 3 class 
ordinal scale in Table 1 and let values for P
 21 = P 31 = P 32 = a (then 3a = TE/2). By 
P12 P21 
P13 P31 
P32 
Class 
1 
Class 
2 
Class 
3 
P23 
way of proof, assume that this is not the case and the minimum occurs when P21 ≠ 
P31 ≠ P32 ≠ P21 then we can find an ε > 0 and arbitrarily set P21 = a + ε , P31 = a – ε  
and P
 32 = a such that 
   
3a2 > (a + ε)2 + (a - ε)2 + a2.   
 
Expanding the square terms and collecting like terms together gives 
 
0 > 2aε + ε2 – 2aε + ε2, 
 
if and only if 0 > ε2, which is a contradiction.  
However, we note that equality for all the rejection rates does not necessarily agree 
with the desire that for an ordinal scale we expect the rejection rates close to the true 
class to be larger than those that are further away, cf. the weighted kappa (Altman, 
1999).  
 
We should therefore reasonably expect that the probability of misclassification will 
decrease as the class chosen becomes increasingly remote from the true class. 
Furthermore, the probability of correct classification should exceed each rejection 
rate for that class. Otherwise we would not be certain that the raters could distinguish 
between the true class and its rejection classes. In particular, a correct classification 
rate should strictly exceed the error rates 1 class above or below. For example, for 
agreement to have taken place we could reasonably expect that P11 > P21, P22 > P32, 
P22 > P12 and P33 > P23 in Table 1. In addition, the inequality ‘greater than or equal to’ 
should be used for comparison between the rejection rates for a given true class. This 
is because no misclassifications or only a small number might occur into classes 
more than 1 class away from the true class. For example, when there have been no 
misclassifications into class 3 and class 4 when class 1 is the true class (on a four 
class ordinal scale) then P31 and P 41 would be zero and P31 = P 41.  
 
Therefore, we should expect that the inequalities in (12) are true for consistent 
measurement on an N class scale. 
 
P11 > P2 1 ≥ P 31 ≥ ……. ≥ PN 1 
 
P2 2 > P3 2 ≥ ………≥ PN 2 , P2 2 > P1 2 
 
P3 3 > P4 3 ≥ ………≥ PN 3 , P3 3 > P2 3 ≥ P1 3   -  (12) 
 
……………………………………………………. 
 
PN N > PN-1 N ≥ PN-2 N ≥………….≥ P2 N ≥ P1 N 
 
Thus, our revised definition for consistent measurement on an ordinal scale is that 
measurement is consistent when given a set of observed classifications the sum of 
the rejection rates is minimal and the rejection rates are uniform. Uniformity is now 
defined by equations (11). We also require that the rejection rates obey desirable 
inequalities and these inequalities are defined in equations (12).  
 
Hence, to test for consistent measurement we estimate the most likely true classes by 
applying the MRP and when there is a tied classification for an entity we use MCMC 
and MDT to statistically impute the missing tied class. Imputation is based on the 
distribution of the observed data and the distribution of the consensus true classes, 
see Section 3.3.2. We then check whether the appropriate specified equalities and 
inequalities are likely to be true.  
 
We note that we have made no mention of how large the correct classification rates, 
i.e. the Pjj, should be and in fact neither does Kyburg. We leave this question until 
Section 4.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 2 Flow diagram for consistent measurement of subjective ordinal scale 
attributes 
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2.3 Why do we need Consistent Measurement of subjective 
software quality attributes? 
 
Clearly, consistent measurement of an attribute is needed so that a value can be 
assigned with a known chance of being correct and with minimum possible error, 
e.g. object ‘x’ is 5 metres long plus or minus 0.05 cm. The assumption is most likely 
to be that there is a probability of 95% that the true length lies within plus or minus 
1.96 standard deviations of the mean, i.e. 1.96x0.0255cm ≅ 0.05cm, given that the 
error is normally distributed with mean 0 and standard deviation 0.0255cm. Further, 
the assumption implies that there is no bias to under or over classification.  
 
In order to make statements about measurement error, similar to those for length, for 
subjective ordinal scale measurement by several raters we need to ensure that the 
entities are independently classified. See Section 7 for a fuller discussion. We also 
assume that classifications can be modelled by the multinomial distribution and that 
the marginal probabilities of the occurrence of the true classes can be estimated. 
Then posterior predictive probabilities can be used to provide statements that reflect 
the error in classification. For example, on a 3 class ordinal scale, we can evaluate 
the posterior predictive probability that class 2 is the true class when we have chosen 
class 1, i.e. we can evaluate Pr{class 2 is the true class/ class 1 was chosen}. We can 
also produce posterior probabilities for class 2 being the true class when class 2, 3 or 
4 has been chosen. These conditional posterior probabilities can be evaluated using 
Bayes theorem. An example of how to use Bayes theorem for this purpose is given in 
(Spiegelhalter and Stovin 1983).   
 
An experiment that ensures raters give independent classifications for a set of 
entities, and that demonstrates consistent measurement, enables class estimates to be 
produced without the bias that would have been introduced if experts expressed their 
agreement with the values produced by a prediction system, cf. (Coleman, et al., 
1994) and (Yu et al., 2004). In addition, the process of assessing consistent 
measurement can identify whether the estimates of the true classes are subject to bias 
introduced by a raters’ tendency to under or over classify, see Sections 5, 6 and 7. If 
measurement can be shown to be consistent it will exhibit minimal bias with respect 
to the raters’ observed classifications. However, there may be other sources of bias 
that may lead to consistent measurement, which we consider in Section 7. A 
demonstration of consistent measurement ensures minimum error given the raters’ 
observed classifications. Furthermore, when the raters’ measurement is consistent the 
estimated true classes will be consistent and can be used to determine the predictive 
capability of a prediction system for an external subjective software attribute. 
 
 
 
3. Measurement modelling assumptions 
 
In order to assess subjective ordinal scale measurement consistency it is necessary to 
determine error rates.  However, we also need to consider whether we should model 
the raters classifications as if each rater had the same error rates. For example, if the 
individual human factor were to be neglected when several raters measure length 
using the same rule then measurement error would be attributed to a common misuse 
of the rule during measurement. Therefore, any specifically individual incorrect use 
of the rule would be ignored. On the other hand, if we are uncertain that each rater 
has exactly the same chance of being in error it would be useful to know how 
measurement varies between the raters, e.g. we might want to know who is best at 
measuring length.  
 
A statistical model that might be used to describe measurement on an ordinal scale 
might assume that all raters have the same error rates. A simile might be that all 
raters are using an identical internal measurement instrument based on a common 
understanding of and a common ability to measure the attribute. However, the 
alternative assumption that each rater uses a different measurement instrument, 
which reflects their individual subjective tendencies, requires a different statistical 
model.  
 
Using a model with the assumption of identical error rates for all raters (i.e. a single 
rater model) would imply that all raters are expected to show the same error rates. 
However, if this is not so, then the model would fail to be an accurate representation 
of the data. Hence, it is essential for us to establish whether raters do have the same 
error rates before assessing measurement consistency. In order to do this, we use 
Bayesian inference and MCMC to develop a hierarchical model with individual error 
rates for each rater and a single set of error rates for the population of raters. We can 
then examine the error rates to see what the probabilities are that there are real 
differences between raters’ error rates or we can use hypotheses tests and Bayesian 
p-values. If there are differences then a demonstration of consistent measurement 
must use the summarised (hyper-parameter) error rates derived from the hierarchical 
model. If there are no differences then a single rater model could be used to 
determine whether measurement is consistent.   
 
3.1 Models for the Error Rates 
 
Given the true values for the quality attributes for a set of rated entities it is 
straightforward to derive the error rates (Dawid and Skene, 1979). In the hierarchical 
model we allow each rater to have different error rates. If there are k raters, then the 
empirical probability P{k}
 ij can be evaluated using equation (1). When the true values 
are known a priori P{k}
 ij  can be calculated analytically. If we imagine a NxNxk 
matrix of classifications containing values of c{k}
 ij, where c{k} ij are the total number 
of times class i was chosen
 
by rater k when class j is true and N is the number of 
classes in the scale, then  P{k}
 ij  would equal  c{k} ij / Σi c{k} ij. 
 
Further, in a single rater model the same error rates apply for all k raters, i.e. P
 ij, are 
given by: 
 
P
 ij = number of times class i is recorded when class j is correct / number of entities 
inspected for which class j is correct   - (13) 
 
When the true values are known, a priori, P
 ij is simple to calculated if we imagine an 
NxN matrix of classifications containing values of c
 ij, where c ij are the total number 
of times class i was chosen
 
when class j was true and N is the number of classes in 
the scale, then P
 ij would equal c ij / Σi c ij. Unfortunately, in general we will not know 
the true classes and we must estimate them. For example, our estimates will be based 
on the MRP and when there are tied classifications the calculation of P
 ij and P{k} ij 
becomes much more complicated. 
   
Fortunately, the statistics in (1) and (13) can both be considered as probabilities in 
multinomial distributions (Dawid and Skene, 1979) and (Spiegelhalter and Stovin, 
1983). Both (1) and (13) can be modelled as conditional probabilities in a 
multinomial distribution, where P
 ij is the empirical probability of choosing class i 
given class j is the true class in (13) and P{k}
 ij is the empirical probability of choosing 
class i given class j is the true class for rater k in (1). In order to obtain estimates of 
the true class we apply the MRP and use the consensus classes and we impute the 
classes for tied observations. When we use the hierarchical model we summarise the 
P{k}ij to give Pij the error rate estimates for the population of raters. In the next Section 
we briefly describe the likelihood functions for the multinomial distributions in (1) 
and (13). 
 
3.2 The Multinomial distribution 
 
The multinomial distribution gives the probability of the occurrence of several 
different but related independent events taking place a specified number of times.  
For example, if we were to assume that the single rater model applies and if there 
were four raters and four classes to choose from we can determine the conditional 
probabilities that x1 of the four raters chooses class 1 given class 1 was the true class 
(event 1), x2 chooses class 2 given class 1 was the true class (event 2) and so on. If 
we consider just one entity, with true class 1 then the multinomial distribution would 
be: 
 
 f(x: p ,n) = 4321 41312111
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and the likelihood would be proportional to 
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where nli is the number of times the raters choose class l for entity i when class 1 is 
the true class. The likelihood function gives the joint frequency function of the set of 
observed values (Kendall and Stuart, 1973). In this and the examples which follow 
we ignore order of occurrence of observations and use proportionality to improve 
clarity. 
 
The error rates in (1) or (13) are the conditional probabilities in our multinomial 
distributions. We assume that the raters classify each entity independently and that 
the entities are a random sample from a known population. We let Tij  be a set of 
indicator variables where i represents the entity under classification and j the true 
class. Then if entity i is correctly classified Tij = 1 and if i is not correctly classified 
Tij = 0. Further, we also let p'j be the marginal probability that an entity has true class 
j. In addition, we let nli be the number of times the single rater chooses class l for 
entity i, and we let nli(k) be the number of times rater k chooses class l for entity i. 
Then the likelihood for the single rater model for the complete set of entities 
examined, given that the true class for each entity has been estimated for E entities 
and that there are N classes on the scale, is proportional to: 
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From (14) it can be seen that we are using a separate multinomial for each true class 
j. Further, the likelihood for k-raters who examine each of the E entities once is: 
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We urge anyone interested in a more detailed explanation to see (Dawid and Skene, 
1979). 
 
If we know nli(k), Tij and p'j then the maximum likelihood estimate (MLE) for the P{k}ij 
can be calculated analytically and are interpreted as equation (1). Similarly, equation 
(13) is the empirical interpretation of the MLE of the Pij when nli, Tij and pj are 
known. In general, some of these values will be missing after classification of 
subjective attributes, i.e. some or all of the p'j and some of the Tij are unknown. 
However, Bayesian inference and MCMC allow us to model the multinomial 
distributions as sampling distributions and to impute the missing true class values 
and make inferences using the corresponding posterior distributions. The sampling 
distributions give rise to equations (14) and (15) for known values of the data. 
 
For other applications of this approach see (Spiegelhalter et al., 1996 examples) and 
(Spiegelhalter and Stovin, 1983). The hierarchical model we used in this study can 
be viewed at osiris.sund.ac.uk/~cs0jmo/MCMC1.doc. In addition, the Directed 
Acyclic Graph (DAG), which diagrammatically explains the structure of the 
hierarchical model, is also available at that web address. 
 
Our procedure for testing the error rates enables inferences to be made concerning 
whether consistent measurement has been demonstrated.  We describe our procedure 
in Section 4 and we have also outlined it in the flow diagram in Figure 2. In the next 
Section we give a brief description of the Bayesian paradigm, which we use to assess 
consistent measurement. 
 
3.3 The Bayesian paradigm 
 
In this Section we give a brief description of the Bayesian paradigm and some of its 
advantages. For a more complete list of the advantages of Bayesian inference see 
(Lindley 2000).  
 
3.3.1 Bayesian inference 
 
Bayesian posterior distributions enable a coherent interpretation of uncertainty due to 
incomplete knowledge of model parameters and the inherent variability in the data. 
That is, probability coheres in the statements made about a parameter and its 
confidence limits. This is not the case in the frequentist paradigm, in which 
statements are made about the coverage probability of the confidence limits 
including the parameter in hypothetically repeated samples. Bayesian inference gives 
the probability that the parameter is included in the interval given the data.  
 
Each posterior probability distribution is proportional to a sampling distribution 
multiplied by its prior distribution. The sampling distribution represents the 
distribution of the data given the parameters used to model the data. The prior 
distribution represents the knowledge about parameters prior to data collection. In 
our hierarchical model the sampling distribution for the classification data uses the 
multinomial distribution. The sampling distributions in our models are related to the 
likelihood functions in (14) and (15). We use the log-normal distribution to enable 
the hyper-parameters for the population error rates to be correctly modelled. We 
have only vague knowledge about the classification error rates and this is modelled 
via multivariate normal distributions and normal hyper-prior distributions. In 
addition, we use a categorical distribution as the sampling distribution for the 
marginal probabilities of the true classes, i.e. the p'j in (14) and (15), and our vague 
prior information about p'j is modelled using the Dirichlet distribution, see 
osiris.sund.ac.uk/~cs0jmo/MCMC1.doc.  
 
The non-Bayesian concept of hypothesis testing generally has no role to play in 
Bayesian inference, and so critical effect sizes are not required (Gelman et al., 1998). 
For example, when using frequentist hypothesis testing the practical interpretation of 
significant at the 5% level depends on the number of observations and is a statement 
about whether a 95% confidence interval includes the value of interest. In the 
Bayesian paradigm, a model and its parameters can be examined, given the data, and 
inferences can then be made using probability. For example, the difference between 
two parameters can easily be examined. This can be achieved from within a MCMC 
simulation by counting the number of simulated values of the parameter that fall 
within the range of interest. For example, to determine if parameter A is larger than 
parameter B the probability that A minus B is greater than zero is derived from 
within a simulation. Furthermore, if the probability of a difference between A and B 
exceeds 0.95 there is a greater than 95% chance that there is a positive difference 
(Gelman et al., 1998).   
 
However, Rubin developed Bayesian p-values which can be used to test hypotheses 
in a similar way to that in which frequentist p-values are used (Rubin, 1984). We 
also use this approach to enable a familiar setting for those more used to a frequentist 
approach to hypothesis testing. The Bayesian p-values can also be evaluated from 
within the MCMC simulation. For a parameter θ we might test the null hypothesis 
H0: θ = 0 against the alternative hypothesis H1: θ ≠ 0. The Bayesian p-value is 
evaluated in the MCMC simulation by counting the number of simulated values of θ 
that fall within the ranges of interest. For a two-tailed test the p-value is twice the 
minimum of the probability θ > 0 and the probability θ < 0.  
 
 
 
 
3.3.2 Bayesian and other approaches to handling missing data 
 
The simplest approach to deal with data that exhibit missing values is to remove the 
observations with missing data from the data set. This procedure is known as case or 
listwise deletion.  However, in recent studies in empirical software engineering there 
has been an increased awareness of the importance of treating missing data in  more 
appropriate ways, e.g. (Myrtveit, et al., 2001),  (Strike, et al., 2001), (Cartwright,  et 
al., 2003) and (Moses and Farrow, 2005). However, the inferential paradigm used 
has tended to be frequentist rather than Bayesian, although (Moses and Farrow, 
2005) is an exception.  
 
We have already given a comparison of the frequentist and Bayesian approaches to 
handling missing data in (Moses and Farrow, 2005). However, briefly the differences 
are that in the Bayesian paradigm, missing data are treated in exactly the same way 
as unknown parameters. The missing data and parameters are all considered as 
unknowns and inference takes the form of a posterior probability distribution over all 
unknowns. To draw conclusions specifically about an unknown parameter, or group 
of parameters, we simply marginalize over, or "integrate out", the other unknowns, 
including missing values. Thus inferences properly reflect the uncertainty associated 
with missing data. Hence, the Bayesian approach prevents biases which can be 
introduced using other methods that simply substitute values into the data for those 
that are missing.  
 
3.3.3 Markov chain Monte Carlo Simulation and BUGS  
 
Some of the integrals that arise during Bayesian inference are analytically 
intractable, which is the case in this study because of the missing true values for tied 
observations. Computations for Bayesian inference in problems with missing data 
are conveniently carried out using MCMC. MCMC is implemented in BUGS 
software, which we use in this study (Spiegelhalter et al., 1996). 
 
Most implementations of MCMC use variations on the Metropolis-Hastings 
algorithm (Metropolis et al., 1953, Hastings, 1970) or its special case the Gibbs 
sampler (Geman and Geman, 1984). The basic idea of Monte Carlo methods for 
evaluating posterior distributions is that we take samples from the joint posterior 
distribution of all unknowns. Having collected a large number of samples we are able 
to approximate summaries of the posterior distributions such as posterior means, 
variances and covariances and, by applying a smoothing algorithm, we can 
approximate the posterior probability density function (pdf) itself. The basic rule of 
Bayesian inference, that the posterior pdf is proportional to the prior pdf multiplied 
by the likelihood function, is enough to give us the posterior pdf up to an unknown 
normalising constant. We construct a sampler in such a way that successive samples 
follow a Markov chain and the stationary distribution of this Markov chain is the 
posterior distribution itself. That is, regardless of the initial values used to start the 
chain, if X(n) is the sample of the unknowns taken at iteration n, then the distribution 
of X(n) tends to the posterior distribution as n tends to infinity. In practice we collect 
samples after a suitably long "burn-in" period. For additional information see (Gilks 
et al., 1997). 
 
4. Tests for Consistent Measurement on an ordinal scale 
 
The tests given in this paper address four basic sets of questions. The first set of 
questions concerns whether there are differences between raters’ error raters. The 
second set addresses whether agreement has taken place. The third set questions 
whether pairs of error rates can be considered equal. The fourth set considers 
whether differences in the size of the error rates with respect to distance from the 
true class are acceptable. See Figure 2 for clarification. Together the answers to these 
questions are sufficient to decide if consistent subjective measurement on an ordinal 
scale has taken place. Decisions are made concerning these questions using Bayesian 
probability inference and Bayesian p-values, see Section 3.3.1.  
 
It is straightforward to provide estimates of the true classes by applying the MRP. 
However, when an equal number of raters choose two or more different classes for 
an entity a tie occurs. Since it is not known which of the tied classes should be the 
true class, we treat the consensus true class as missing data. The missing data 
mechanism for the missing true classes is considered to be ignorable and missing at 
random (Little and Rubin, 2002). The mechanism is not considered to be missing 
completely at random because it is only when there are ties that we consider the true 
classes to be missing.  
 
Data imputation avoids the need to try all possible alternative sets of true classes for 
the tied observations or to seek ad hoc methods of reducing the number of 
alternatives. For example, simply choosing a set of true classes at random would, in 
general, lead to biases, see Section 3.3.2. The alternative sets of potential true classes 
may be numerous depending on the number of tied observations. In the example 
used in this study there are 18 ties and 218 alternative sets of classes to consider.   
 
However, we can use Bayesian inference to impute the missing true classes. The 
Bayesian approach uses the probability distribution for the true classes as discussed 
in Section 3.3.2. We model the distribution of the true classes using a categorical 
distribution, see osiris.sund.ac.uk/~cs0jmo/MCMC1.doc. BUGS ensures imputation 
is achieved by correctly taking uncertainty into account, given the raters’ 
classification data, the consensus true classes and the statistical distribution for the 
missing data.  Hence, the estimates of the complete set of true classes enable the 
error rates to be evaluated within the BUGS simulation. 
 
4.1 Hierarchical or Single rater model 
 
If the group of raters can be considered to exhibit the same error rates for 
classification then it is only necessary to use a single rater model to test for 
consistent measurement. In order to determine whether the raters’ error rates are 
different we examine the probability of differences between the error rates for pairs 
of raters. If we find differences between any pair of raters it is then necessary to use 
the hierarchal model to model the raters’ error rates. Hence, within the BUGS 
simulation program we examine the probability that particular error rates are 
different for different pairs of raters. For example, we examine the probability of 
differences for correct classification into class 1 between rater 2 and 3, i.e. Pr{P(2)11 – 
P(3)11  > 0}. We can also use Bayesian p-values to test the hypotheses: H0: P(2)11 =  
P(3)11  against H0: P(2)11 ≠  P(3)11. This is step 1 in our flow diagram for consistent 
measurement given in Figure 2. 
 
4.2 Agreement 
 
In step 2 we ask whether the error rates observed are likely to be different from those 
which might have been observed by chance. On a four class scale if entities were 
randomly classified then the probability of choosing any class would be 0.25. If there 
were five classes the probability of choosing a class would be 0.2 and so on. Thus we 
test to see if Pii > 0.25 for each i on a four class scale. If the probability that Pii 
exceeds 0.25 is greater than 0.95 then we can infer that the raters are not allocating 
entities by chance and they are attempting to measure the entities’ attribute. We also 
test H0: Pii = 0.25 against the alternative hypothesis H1: Pii > 0.25 and we can then 
reject the null hypothesis if the p-value is less than 0.05. 
 
In step 3 of Figure 2 we test the error rates for correct classification to see if they are 
at least 0.5, i.e. Pii ≥ 0.5 for each class i. We note that Kyburg did not specify how 
high the agreement level should be before he considered measurement to be 
consistent. Instead he suggested that although measurement might be consistent it 
might not be very useful in practice. Therefore we choose to set our level of 
agreement for each correct classification rate to 0.5 giving a least value for 
agreement that we believe would be useful. We note that the values for correct 
classification must also strictly exceed the rejection rates for there to be consistent 
measurement, see (12).  This ensures that given correct classification rates of 0.5 or 
more, the error rates for correct classification will be larger than any of the rejection 
rates for a given class. In this way we believe that the measurement taking place will 
be of some use for developing a prediction system. However, the closer the Pii are to 
1 the better and other larger values for agreement could be considered even more 
useful. 
 
To check for differences between the Pii and 0.5 we evaluated the probabilities that 
Pii >0.5. Then using Bayesian inference, if Pii exceeds 0.5 with a probability greater 
than 0.95 we should infer that agreement has occurred more than 50% of the time for 
class i. On the other hand, if the probability is less than 0.05 then we would infer that 
agreement has occurred less than 50% of the time for class i. Appropriate hypotheses 
to test would be the null hypothesis H0: p = 0.5 against the alternative hypothesis H1: 
p > 0.5. However, we may also test the null hypothesis H0: Pii = 0.5 against the 
alternative hypothesis H1: Pii ≠ 0.5 and if the null hypothesis cannot be rejected this 
would imply that Pii is not different from 0.5, which would be sufficient for us to 
continue to assess measurement consistency, although it would indicate that the 
measurement that may be taking place may have limited use, see Section 6.  
 
4.3 Uniformity and Inequality 
 
In general, for an ordinal scale with N classes the error rates to be examined are 
given in (11).  Hence, the hypotheses to test using Bayesian p-values are the two-
tailed tests H0: Pij = PN-i+1  N-j+1 against H1: Pij ≠ PN-i+1  N-j+1. We can also use examine 
the Bayesian probabilities of differences between these error rates. These 
probabilities and tests are included in step 4 of the demonstration. 
 
As mentioned in Section 2.2 we should expect that the probability of 
misclassification will decrease as the class chosen becomes increasingly remote from 
the true class and that equations (12) should hold. Hence, we examine probabilities 
for differences between the inequalities in (12). Furthermore, the hypotheses we wish 
to test for the strict inequalities are, for example H0: P11 = P 21 against H1: P11 > P 21, 
H0: P 33= P23 against H1: P33>P 23, and for the other inequalities H0: P21 = P 31 against 
H1: P21 < P 31, H0: PN-1 N = PN-2 N against H1: PN-1N < PN-2N, and so on. We use these 
tests at step 5 of the measurement consistency demonstration, see Figure 2.  
 
5. An Example 
 
To illustrate our tests for consistent measurement we use data from the study in 
(Shepperd, 1990). The data resulted from the classification of 89 modules from a 
real-time control system into a pre-defined 4 class ordinal scale for maintainability. 
The raters were 4 experienced system maintenance personnel. Each rater classified 
each module once only. The raters received no feedback concerning the correctness 
or otherwise of their classifications. The goal of the original experiment was to find a 
prediction system for maintainability using module length and an information flow 
metric as predictors in the prediction system. The original work used a score derived 
from the raters’ individual classifications of the modules examined. The raters were 
familiar with maintenance of the system and classified the modules independently. 
They were asked to classify the modules on an ordinal scale based on their 
understanding of how difficult it would be to maintain the modules. The ordinal 
scale empirical equivalence classes for maintainability were: simple, moderately 
complicated, complicated and very complicated to maintain. 
 
In order that valid results can be obtained using our testing approach it is necessary 
to ensure the following conditions apply to the empirical collection of data. The 
raters should be a random sample from an identifiable population. The population 
should have an expert’s understanding of the nature of the entity and the attribute to 
be measured. The modules should also be a random sample from a known 
population. The raters should independently classify the modules and no conferring 
should be allowed between raters. The raters should not be exposed to any possible 
influences from potential anchoring mechanisms. There should also be no exposure 
to any values derived from prediction systems for the attribute.   
 
In order to decide whether the raters can measure maintainability consistently we 
apply our tests to the data as follows. In step 1 we decide whether the raters have the 
same error rates for classification of the modules in order to determine which 
statistical model to use. Tables 2 and 3 show some results of the test for differences 
between pairs of raters’ error rates. It is not necessary to show the differences 
between all the error rates for every pair of raters. If there are differences between 
just one pair of raters then we need to use the hierarchical model. From examination 
of the mean probabilities for differences in Tables 2 and 3 we can see that there are 
clear differences between raters 1 and 2 and 2 and 3. Examination of the p-values 
which are less than 0.05 leads us to accept the alternative hypotheses for some of the 
error rates in Table 2 and all of those in Table 3. This is sufficient to indicate that a 
model that assumes a single set of error rates for all raters would be inappropriate. A 
better representation would therefore be to use estimates of the population error rates 
derived from the hierarchical model.  
  
 
Probability of differences 
in  individual rater error 
rates 
Mean Standard deviation Bayesian 
p-values 
Pr{P(1)1 1 – P(2)1 1  > 0} 0.9752 0.1553 0.0496 
Pr{P(1)3 1 – P(2)3 1  > 0} 0.04275 0.2022 0.0855 
Pr{P(1)2  3 – P(2)2  3  > 0} 0.00325 0.05691 0.0065 
Pr{P(1)3 3 – P(2)3 3  > 0} 0.9695 0.1719 0.061 
 
 Table 2 Differences between error rates for raters 1 and 2 
 
 
 
Probability of differences 
in  individual rater’s error 
rates 
Mean Standard deviation Bayesian 
p-values  
Pr{P(2)1 1 – P(3)1 1  > 0} 0.0 0.0 0.0 
Pr{P(2)2 1 – P(3)2 1  > 0} 0.9985 0.0387 0.0030 
Pr{P(2)
 3 1 – P(3)3 1  > 0} 0.9987 0.03533 0.0026 
 
Pr{P(2)2 2  – P(3)2  2  > 0} 1.0 0.0 0.0 
 
Pr{P(2)4 4 – P(3)4 4  > 0} 0.00275 0.05236 0.0055 
 
 Table 3 Differences between error rates for raters 2 and 3 
 
In step 2 we need to examine the probabilities for differences between correct 
classification rates and 0.25, given in Table 4. We infer that the error rates are 
greater than would be expected by chance alone (i.e. all probabilities exceed 0.95).  
The p-values in Table 4 also indicate that at the 0.05 level in each case we can reject 
the null hypotheses.  
 
In step 3 we examine the probabilities of differences from 0.5. These are given in 
Table 5. Each probability is 0.85 or lower. Hence, although there is clear evidence of 
agreement beyond that expected by chance from step 2, the probabilities of 
differences from 0.5 (particularly for P33 and P44 ) are lower than 0.95. However, 
there is clearly no evidence to suggest that Pii error rates differ from or are less than 
0.5. Using the Bayesian two-tailed test the p-values indicate that we cannot reject the 
null hypothesis H0: P11 = 0.5. 
 
Probability Mean Standard Deviation Bayesian 
p-values 
Pr{P1 1 – 0.25 >0} 0.9992 0.02737 0.0008 
Pr(P2 2 – 0.25 >0} 0.9972 0.05236 0.0028 
Pr{P3 3 – 0.25 >0} 0.995 0.07053 0.005 
Pr{P4 4 – 0.25 >0} 0.976 0.153 0.024 
  
Table 4 Correct classification rate differences from 0.25 
 
Probability Mean Standard Deviation Bayesian 
p-values 
Pr{P1 1 – 0.5 >0} 0.8527 0.3543 0.2946 
Pr(P2 2 – 0.5 >0} 0.8197 0.3843 0.3606 
Pr{P3 3 – 0.5 >0} 0.7907 0.4067 0.4186 
Pr{P4 4 – 0.5 >0} 0.6167 0.4861 0.7666 
  
Table 5 Correct classification rate differences from 0.5 
Probability Mean Standard Deviation Bayesian 
p-values 
Pr{P1 1   - P4 4 > 0} 0.6865 0.4639 0.627 
Pr{P3 2   - P2 3 > 0} 0.3452 0.4754 0.6904 
Pr{P3 1   - P2 4 > 0} 0.3012 0.4588 0.6024 
Pr{P2 1   - P4 3 > 0} 0.5172 0.4997 0.9656 
Pr{P4 1   - P 1 4 > 0} 0.228 0.4195 0.456 
Pr{P4 2   - P1 3 > 0} 0.5542 0.497 0.8916 
Pr{P1 2   - P 4 3 > 0} 0.6242 0.4843 0.7516 
Pr{P3 3   - P2 2 > 0} 0.4705 0.4991 0.941 
  
Table 6 Probabilities of uniformity between error rates 
 
Step 4 requires that we examine the equality in (11). From Table 6 we can see that 
all the probabilities of differences for (11) are in the range 0.05 to 0.95. Therefore we 
can infer that there is no evidence of lack of equality or uniformity. The Bayesian p-
values clearly show that the alternative hypotheses that H1: Pji ≠ PN-j+1  N-i+1 cannot be 
accepted at the
 
0.05 level.  
 
Probability Mean Standard Deviation Bayesian 
 p-value 
Pr{P1 1   - P2 1 > 0} 0.9527 0.2121 0.0473 
Pr{P2 2   - P1 2 > 0} 0.9837 0.1264 0.0163 
Pr{P2 2   - P 3 2 > 0} 0.9765 0.1514 0.0235 
Pr{P3 3   - P2 3 > 0} 0.9362 0.2443 0.0638 
Pr{P3 3   - P4 3 > 0} 0.9937 0.07822 0.0063 
Pr{P4 4   - P3 4 > 0} 0.8967 0.3042 0.1033 
  
Table 7 Probabilities of strict differences between correct classification and 
rejection rates for each class 
 
Probability Mean Standard Deviation Bayesian 
 p-value 
Pr{P21  - P31  > 0} 0.8552 0.3518 0.1448 
Pr{P31  - P41  > 0} 0.951 0.2158 0.049 
Pr{P32  - P42  > 0} 0.9347 0.2469 0.0653 
Pr{P23  - P 13 > 0} 0.9822 0.132 0.0178 
Pr{P34  - P24  > 0} 0.6427 0.4791 0.3573 
Pr{P24  - P14  > 0} 0.8577 0.3493 0.1423 
  
Table 8 Probabilities of differences between rejection rates for each class 
In step 5 we need to examine the inequalities in equations (12). Table 7 shows that 
most of the probabilities for differences obey the strict inequalities. However, the 
probabilities for the two strict inequalities Pr{P33   - P23 > 0} and Pr{P44   - P34 > 0} 
are both less than 0.95 showing about 0.94 and 0.90 probability of positive 
differences, respectively. Furthermore, the p-values for these two strict inequalities 
suggest that we cannot reject the null hypotheses of no difference between P33 and 
P23 and no difference between P44 and P34 at the 0.05 level. Hence, we could argue 
that the measurement is not consistent at this point in the procedure using hypothesis 
testing. However, from a strict Bayesian perspective the inferences that might be 
drawn from the tests are not as prescriptive. In fact there are about 94% and 90% 
probability of differences in these two cases. It is by having chosen the level of 
acceptance as 0.05 that we cannot reject the null hypotheses. The inferences that can 
be made concerning the probabilities of differences and the usefulness of the 
measurements made by the raters are discussed further in Section 6.   
 
Table 8 shows that none of the differences between rejection rates infer negative 
differences. That is, the differences are strictly positive for P31 and P41 and P23 and 
P13 and thus P31 > P41 and P23 > P13 and we infer that there are no signs of 
differences between the remaining rejection rates Hence, the condition of greater 
than or of equality in (12) is satisfied. Alternatively, using the p-values, we cannot 
accept the alternative hypotheses that P21 < P 31, P31 < P 41, P32 < P 42, P23 < P 13, P34 < 
P
 24 or P24 < P 14. 
 
 1CHOOSE 2 CHOOSE 3 CHOOSE 4 CHOOSE 
1 TRUE P11 = 0.64 P21  = 0.22 P31 = 0.1 P41 = 0.03 
2 TRUE P12 = 0.15 P22 = 0.62 P32  = 0.17 P42 = 0.05 
3 TRUE P13 = 0.05 P23 = 0.23 P33 = 0.60 P43 = 0.11 
4 TRUE P14 = 0.07 P24 = 0.18 P34 = 0.22 P44 = 0.54 
 
Table 9 The summarised population mean error rates for the four raters from 
the hierarchical model 
 
6. Discussion of the example test results 
 
Although there is no evidence to suggest that the raters' correct classifications differ 
from 0.50, there is little support in the data to suggest that the raters' level of 
agreement exceeds 50%, in spite of the higher mean values for correct classification 
we see in Table 9. However, it is clear from Table 4 that the raters are performing 
better than by chance alone, since the probability of real differences between the 
correct classifications and 0.25 is at least a 97.6%. 
 
From the tests for consistent measurement in Table 6 there is no evidence of lack of 
uniformity. However, in Table 7 there is doubt about the differences in the strict 
inequalities expected for consistent measurement. Pr{P33   - P23 > 0}≅ .94, which is 
almost acceptable. However, for Pr{P44   - P34 > 0} ≅ 0.90 from which it might be 
inferred that some of the raters might be under-classifying modules, see P24 and P23 
in Table 9. Some under-classification may be expected since it is known that there is 
a tendency to under-classify when a task is expected to be undertaken by the raters 
(Hughes, 1996) and (DeMarco, 1982).  
 
However, given that there are only 7 out of 89 modules whose true class is class 4 
(compared with 31 class 1, 21 class 2 and 30 class 3) after missing data imputation it 
is possible that there is more uncertainty associated with the error rates for class 4. 
Therefore, if a probability of differences of .90 can be considered practically 
important then consistent measurement can be assumed. Of course the p-values and 
the associated hypothesis tests suggest that we cannot reject the null hypotheses of 
no differences for these two inequalities. A frequentist might suggest that raters 
cannot consistently measure maintainability. Unfortunately, one problem with p-
values is that they do not distinguish between statistical significance and practical 
importance (Altman, 1999).  
 
However, whether the consistency of the measurement is meaningful and useful will 
depend on the intended use for the measurement cf. (Kyburg, 1984). The 
measurement might be sufficiently consistent to be useful if it is to be used to 
determine a prediction system’s predictive capability. That is, provided that the 
prediction system is intended as an early indicator of maintenance problems. Note 
that it can never be assumed, a priori, that a prediction system will be better than the 
raters. This is because there are no known attribute relationship models for external 
quality attributes that enable such prediction systems to be developed. Hierarchical 
quality models have been proposed but cannot be validated, in accordance with the 
representational theory of measurement, unless consistent measurement of the 
subjective external quality attributes can be demonstrated. Furthermore, by using the 
MRP and the DP for the prediction system’s error rates it is straightforward to derive 
a simple statistical procedure to decide whether the prediction system is likely to be 
more consistent than the raters. If the prediction system were to be more consistent 
then it could be considered as a replacement for the raters.  
 
On the other hand, the raters’ level of agreement cannot be inferred to differ from 
50%. It is therefore unrealistic to expect that estimates for the true classes could ever 
be used to provide definitive and widely acceptable classifications for the modules’ 
maintainability levels.  
  
7.0 Threats to validity 
 
The statistical procedure proposed in this study is concerned with the problem of 
assessing whether subjective measurement on an ordinal scale is consistent. In this 
study we do not wish to infer that another sample of raters from the same population 
in the example would be equally able to measure the attribute. We are only interested 
in showing how measurement consistency for subjective ordinal scale measurement 
can be demonstrated using our statistical approach.  
 
Further, if we can demonstrate consistent measurement for a group of raters we will 
have chosen a set of estimates for the true values that are consistent for those raters.  
The more consistent the raters are the more precise the measurement might be taken 
to be. Clearly, in general we cannot measure the accuracy of the estimates of the true 
values because the true values are unknown. We also noted in Section 2.1 that the 
true value of the length of an object may never be known or physically measured. It 
was not our intention to address accuracy of estimation in this study. However, the 
consistent values obtained using our approach can be used to evaluate the predictive 
capability of a prediction system. The values will be independent of the prediction 
system; and the prediction system will be valid for that group of raters. We do not 
and cannot claim the estimated values would give accurate or definitive gold 
standard values for the modules. We give our insight into the use of prediction 
systems and obtaining definitive values for quality attributes in Section 8. 
 
Threats to external validity, for example, caused by lack of a more precise definition 
of the rater population are not very important to us in this study. This is because we 
do not wish to infer that the same error rates might apply to other raters. Although, 
we might suspect that for raters with similar expertise that within some measure of 
uncertainty the error rates would be representative. In the example given in Section 
5, we also do not wish to infer that the raters would consistently measure the 
maintainability of another sample of modules from the same population. Although, if 
the sample of modules had been randomly chosen we would expect this be the case. 
Therefore, in our example we do not need a more precise definition of the population 
to which the sample belongs. Clearly, a precise definition of the population and the 
raters is prerequisite for the development and successful implementation of a 
prediction system. We use the example in Section 5 simply to provide a 
demonstration of our procedure. However, we do wish to suggest that demonstrating 
consistent measurement using our approach would facilitate the development of valid 
prediction systems.  
 
In the experiment used to collect the data in the example we give in this study the 
raters independently classified the modules into one of 4 classes. To make the 
inferences we wish from the multinomial model we used it is necessary that each 
rater independently classified each module. Hence, the use of our procedure requires 
that experiments to assess measurement consistency prevent conferring between 
raters during classification. This will avoid statistical dependence between raters’ 
classifications. In addition, suggestions prior to or feedback during the experiment 
must not be given to the raters concerning the correctness of the classifications they 
make. This will avoid the kind of “anchoring” problem discussed in (Aranda and 
Easterbrook, 2005).  
 
If conferring was allowed then clearly individual rater subjectivity would be affected 
and it would become difficult to infer the reason for any measurement bias. In effect 
a different measurement instrument would have been created. If it is desired to assess 
the consistency of this instrument then it may be that the single rater model would be 
more appropriate. However, the data obtained would need to be examined as 
discussed in Section 4.0 to decide if there were differences between raters.  
Furthermore, the raters’ error rates may be unlikely to agree with those obtained by 
independent classification. For example, if we gave the raters feedback or allowed 
them to be influenced by a prediction system or they were given an anchor prior for 
classification then the estimates of the true values could be affected. In these 
circumstances it may be that if we knew the true values already, or they had been 
estimated using independent classification, then the raters’ anchored classifications 
may still be consistent. However, the resultant estimates for the true classes may be 
biased compared with the known true classes or estimates obtained from independent 
classification. Clearly this situation should be prevented by ensuring independence of 
rater classification during experimentation. 
 
Interestingly, if the raters use their own anchoring starting points, perhaps from past 
experience and not simply a number randomly chosen from the scale, and 
classification was independent we may not be able to identify whether raters used 
anchor points. However, inferences from our hierarchical model could still be made 
and we might wish to believe that a rater’s personal anchor, if one existed, is part of 
the influence that gives rise to the rater’s subjective classification tendency. Hence, it 
is also clear that consistency may not be demonstrable for a group of raters with very 
different maintenance experiences and backgrounds. However, it is also generally 
believed that the effect of anchoring is reduced when experts are used, which is also 
our suggestion for measuring quality attributes (Aranda, and Easterbrook, 2005). 
 
We note that our approach, and also the approaches we discussed in Section 1.3 for 
measuring agreement or estimating the value of a latent concept, would not be valid 
if we believe that there is dependence between successive classifications a rater 
makes. For example, the methods would not be valid if a rater chooses a particular 
class for the first entity examined and that class value influences the choice of class 
for the next entity and so on forming an autoregressive series. However, given 
independence of rater classification and no dependence between module 
classifications our hierarchical model is realistic and allows individual rater 
subjectivity to be correctly modelled. 
 
It has been our intention to present a statistical approach for use in assessing 
measurement consistency. We believe that the main threat to validity of our approach 
is whether or not the tests represent what is meant by consistent subjective 
measurement on an ordinal scale. We believe that they do, since the tests used are 
derived from the work of Roberts and Kyburg and acknowledged commonly 
accepted preferred differences between error rates. They also use appropriate 
statistical testing and inference. We also believe that the method proposed is original. 
However, we see no reason why a frequentist approach could not be developed. 
Although such an approach will be more cumbersome and would suffer from the 
problems of the frequentist paradigm outlined in Section 3.3.  
 
8. Conclusions 
 
A set of tests to demonstrate consistent measurement for ordinal scales has been 
given, which we developed from Kyburg’s Minimum Rejection and Distribution 
Principles. Our tests use estimates of the true classes for tied observations. We derive 
these estimates using Bayesian inference and MCMC missing data imputation. 
Bayesian inference is also used to make coherent probability statements from which 
inferences can be made concerning agreement, error rate equality (uniformity) and 
inequality. A probability of 0.95 (or 0.05) was used as a cut-off in order to make test 
inferences. However, other probability values could be used as a cut-off depending 
on the degree of certainty and practical importance required before consistency 
should be accepted, e.g. 99%, 90%.  
 
Once consistent measurement has been demonstrated consistent estimates of the true 
classes can be derived from the classifications given by the raters. Further, the 
estimates will be unbiased with respect to the raters’ observed classifications. These 
estimates can then be used to provide an assessment of the predictive capability of a 
prediction system, which is independent of the prediction system. Prediction systems 
are not intended to provide definitive values for quality attributes of software entities 
and tend to be used at an early stage of software development. For example, in the 
case of maintainability, the objective would be to produce prediction systems that 
alert developers during design or coding to potential maintenance problems. Hence, 
in this case whether a value is definitive or not is less important than the ability to 
identify modules, with a quantified level of confidence, which the raters believe 
would be difficult to maintain. In addition, such prediction systems are likely to be of 
most value within the department in which they were developed, where rater 
experiences are similar and consistent measurement may be more easily obtained.  
 
It is worth mentioning that our approach would work if we knew the true values for 
the entities a priori. We would be able to obtain a set of error rates for the raters that 
we could test for consistency. Also we can imagine a situation where we had a set of 
error rates, perhaps from another group of experts, which we already knew gave 
consistent measurement. If we then asked another set of raters to classify the same 
sample of modules (or another sample from the same population) we could test 
whether the two sets of raters were consistent with each other. 
 
Whether or not measurement is sufficiently consistent to be useful is dependent on 
the purpose for which the measurement is to be used. In general, the more agreement 
and the more uniform the error rates the better. Clearly, agreement would need to be 
inferred to be much higher than in the example we use when definitive values are to 
be assigned to a software artefact. Higher levels of agreement would be desirable, for 
example, when attempting to validate an objective indirect measurement scale for 
maintainability. In addition, there are other difficult problems to consider when 
attempting to assign definitive and widely acceptable quality attribute values to 
software systems and their artefacts. These difficulties concern interpersonal 
agreement amongst large groups of experts and users across different organisations. 
The problem of interpersonal agreement between many experts would be difficult to 
solve and may only be soluble through the auspices of large organisations with an 
interest in software quality, such as the ISO, ACM, IEEE and the BCS. We believe 
that such organisations are likely to be the only ones capable of gathering together 
sufficient experts and users in order to gain agreement about definitive values for 
external quality attributes. 
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