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Chapter 1
Introduction
The major problem of quantum gravity is that it is a nonrenormalizable theory.
Various proposals to overcome this difficulty have been investigated in the past
decades, both within and beyond quantum field theory. A satisfactory solution
has yet to emerge, but progress in various directions has been made. The more
conservative attitude, which we follow in this work, is to remain within the realm of
quantum field theory and explore sectors that are still rather unknown. A change of
attitude towards certain fundamental issues, such as locality and predictivity, may
also be necessary.
One reason why the problems related to renormalization deserve attention is that
their solutions may alter the properties of the classical action and affect the physics
in remarkable ways. Among other things, we know that renormalization predicts
that the coupling constants are not constants, but ultimately depend on the energy,
and that various symmetries of the classical action must be dropped, because they
are anomalous. The axial anomaly is what makes the neutral pion decay into two
photons.
A simple way to achieve renormalizability in quantum gravity is by extending the
Einstein-Hilbert action by means of higher-derivative terms. However, local higher-
derivative theories have a serious weakness, which makes them unacceptable: they
are not unitary. On the other hand, some nonlocal extensions have been proved to
be renormalizable and unitary at the same time. Both the higher-derivative and
nonlocal extensions of quantum gravity have features that are quite interesting and
worth of investigation, and may shed light on the ultimate theory. In this work we
reconsider them under a modern perspective.
First, we prove the renormalizability of higher-derivative quantum gravity using the
Batalin-Vilkovisky formalism. The formalism consists in doubling the space of field
variables by associating a source Ki with the BRST transformation of each field
Φi (including the ghosts and the auxiliary fields). The key element is the master
equation
(Σ,Σ) ≡
∫
dDx
(
δrΣ
δΦi(x)
δlΣ
δKi(x)
− δrΣ
δKi(x)
δlΣ
δΦi(x)
)
= 0,
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whose solution Σ provides the action we start with to quantize the theory.
There exist two main approaches to the proof of renormalizability in a general gauge
theory, both performed by induction in the number of loops of the Feynman dia-
grams.
• In the “cohomological” approach the counterterms Γdiv obey the cohomological
condition
σΓdiv ≡ (Σ,Γdiv) =
∫
dDx
(
δrΣ
δΦi(x)
δlΓdiv
δKi(x)
− δrΣ
δKi(x)
δlΓdiv
δΦi(x)
)
= 0,
where the so-defined σ is a generalized BRST operator and satisfies σ2 = 0.
We work out the most general solution of this condition in the case of higher-
derivative quantum gravity. The solution is very similar to the one found in
non-Abelian Yang-Mills theory. It is the sum of a gauge invariant functional G
of the gauge fields φr, plus a σ-exact functional of all the fields and the sources
i.e.,
Γdiv = G(φr) + σX(Φi,Ki).
This statement is also known as Kluberg-Stern-Zuber conjecture. It was pre-
viously proved for Yang-Mills theory and for the Einstein theory.
• In general, if the Kluberg-Stern-Zuber conjecture does not hold one can adopt a
more powerful approach to prove the renormalizability. It is called “quadratic”
approach and requires the exact solution of the master equation at the renor-
malized level. We find the most general solution in higher-derivative quantum
gravity. A consequence of this result is the uniqueness of general covariance
as the gauge symmetry of higher-derivative quantum gravity.
As said, higher-derivative theories are plagued with the problem of non-unitarity.
A possible solution is to relax the assumption of locality by adding infinitely many
higher-derivative terms and arranging them appropriately. We review these ap-
proaches and illustrate how our results apply to them.
The thesis is structured as follows
Chapter 2
We briefly review the standard BRST quantization of gauge theory. We up-
grade the method by introducing the Batalin-Vilkovisky formalism. We study
the cohomological and the quadratic approaches to the proofs of the renormal-
izability of gauge theories.
Chapter 3
The proof of renormalizability, in both the cohomological and the quadratic
approaches, is completed in the case of Yang-Mills theory, by proving the
Kluberg-Stern-Zuber conjecture, and working out the most general solution of
the master equation.
7Chapter 4
The standard elements for the study of physics on a curved spacetime are
introduced, along with a gauge theory approach to the quantization of the
gravitational field. The Einstein theory is analyzed and its nonrenormaliz-
ability is reviewed, along with the main results of t’ Hooft-Veltman, Goroff-
Sagnotti and others. We study the higher-derivative theory and show that it
is nonunitary by computing the propagators and studying their poles. Nonlo-
cal theories of gravity are considered as renormalizable, unitary extensions of
higher-derivative quantum gravity.
Chapter 5
The Batalin-Vilkovisky formalism is implemented in higher-derivative quan-
tum gravity. We prove the basic cohomological property of the nilpotent op-
erator σ. With the help of this property, we prove the Kluberg-Stern-Zuber
conjecture for higher-derivative quantum gravity. Moreover, we find the most
general solution of the master equation at the renormalized level Finally, we
extend these results to nonlocal theories and comment on the uniqueness of
general covariance as the gauge symmetry of higher-derivative and nonlocal
quantum gravity.
Chapter 6
We conclude with an overview of the results.
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Chapter 2
Quantization of gauge systems
2.1 Introduction
Most of the current approaches to the description of the foundamental interactions
of nature, bring gauge theories into play. Probably the most famous and succesful
example is the description of electromagnetic, weak and strong forces in the standard
model of particle physics, which is a Yang-Mills theory with a U(1)×SU(2)×SU(3)
gauge symmetry.
When we are dealing with the quantization of gauge theories in the Lagrangian ap-
proach, we often face the problem of integrating away certain unphysical degrees of
freedom in field variables, in order to have a consistent path integral formulation.
In fact, a gauge symmetry in the Lagrangian indicates that the theory is formulated
in a redundant way. This motivates the necessity to find out a procedure to select
a solution, in the range of equivalent physical states that are related by the gauge
symmetry. Althought we could simply remove the unphysical d.o.f., it is in general
preferable to keep them in order to preserve certain properties, such as locality and
covariance, along the procedure of quantization. For this reason, many approaches
to the quantization lead to the insertion of virtual particles that dynamically pre-
serve the desidered properties. We can have auxiliary fields, that act as Lagrange
multipliers, but also ghost fields, that are needed to compensate for the gauge de-
grees of freedom in order to preserve unitarity.
The Faddev-Popov method [1], provides us a standard way to fix the gauge through
a procedure that breaks the local symmetry itself. The ghosts arise from a Jaco-
bian factor in the functional integral measure. In fact this term can be generated
by adding two new fields to the theory, usually called Faddev-Popov ghost and
antighost, which possess a fermionic statistics. The ghosts dynamics is encoded in
an action that is quadratic in the ghost variables and respects the conservation of
a quantity called ”ghost number”, equal to +1 for the ghost, -1 for the antighost
and zero for any other field. In general, if the system has n independent gauge
symmetries, the quantization will produce n ghost fields. Furthermore if the theory
is reducible i.e., the gauge transformations are dependent, one can also add ghosts
9
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for ghosts and so on and so forth [2]. We will not go through this details since it is
beyond the scope of our thesis.
When we renormalize our theory, gauge invariance considerably restricts the form
of the Lagrangian terms available as counterterms to absorb the ultraviolet diver-
gences. So we need to keep track of the gauge invariance even after the gauge fixing
procedure. Indeed, in the mid 70’s Becchi, Rouet and Stora [3], (and independently
Tyutin, [4]) discovered a residual global symmetry involving physical and virtual
fields. The new symmetry, called BRST, is associated with a nilpotent operator and
is somehow related to the ”old” gauge symmetry. We will see in the next sections
that the modern approach to quantization of gauge systems relies on BRST sym-
metry as a foundamental principle.
2.2 The BRST quantization
The implementation of the BRST symmetry on a classical theory can be performed
at a very general level as follows. Given an action S[φi] invariant under a gauge
transformation δΛ acting on the set of fields φ
i, we first associate to each local
function Λ a ghost C, thus enlarging the set of fields to (φi, C). Then we define
a transformation δξC requiring that it acts on φ
i as a gauge transformation with
Λ = ξC i.e.,
φi → φi + δξCφi,
where ξ is a constant, anticommuting parameter. The BRST operator s is defined
by δξC = ξs. The closure of the algebra, ensures that we can find its action on C so
that s is nilpotent i.e., s2 = 0. Finally the set of fields can be further enlarged by
adding the BRST-closed subsystem (C¯, B) with sC¯ = B and sB = 0. Let us note
that the BRST operator s, carries ghost number +1 and increases the dimension of
the field to which it is applied by one unit.
Now we can in total generality fix the gauge by adding an s-exact term Sgf =
sΨ to the action. Here Ψ is an arbitrary functional of ghost number -1, called
gauge fermion. The physical content of the theory is encoded by the cohomology of
the nilpotent BRST operator i.e., the kernel of s modulo the image of the BRST
operator. This means that physical observables O are equivalence classes of s-closed
objects, while s-exact objects do not correspond to physical quantities. We will come
back on this foundamental point in the following paragraphs. The standard BRST
quantization can be upgraded to the so called Batalin-Vilkovisky formalism.
2.3 The Batalin-Vilkovisky Formalism
The modern approach to the quantization of gauge systems is provided by the
Batalin-Vilkovisky formalism [5], that upgrades the old BRST method in order to
include a wider class of gauge systems. One can find systems in which the algebra of
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the infinitesimal gauge transformations closes only on-shell as well as reducible gauge
theories and theories that are reducible only on-shell. While the BRST formalism
is efficient to treat the theories that are off-shell closed and with irreducible gauge
algebras, the Batalin-Vilkovisky formalism can handle all the gauge structures just
listed very economically. In the following chapters we will encounter only gauge the-
ories whose gauge algebra quite efficently closes off-shell and is irreducible. In this
sense, the Batalin-Vilkovisky formalism is not strictly necessary, but provides us a
powerful machinery to keep many aspects, such as gauge invariance and anomalies,
under control in a unique formula, the master equation. This tool will heavily sim-
plify our calculations and in particular the proof of renormalizability of Yang-Mills
theory and higher-derivative quantum gravity.
Let us denote the set of all fields of our theory by
ΦA = (φr, Ca, C¯a, Ba),
where φr collects all matter and gauge fields, while A runs over Lorentz, group and
space-time indices. We first introduce a so-called antifield KA for each Φ
A, with the
same statistics and ghost number opposite to the one of the BRST-transformed field
sΦA. This is equivalent to say that the statistics of fiels and antifields are opposite
to each other
KA = ΦA + 1 mod 2.
The antiparentheses
A foundamental element in the Batalin-Vilkovisky framework are the antiparenthe-
ses. Given two functionals X(Φ,K) and Y (Φ,K) of the fields and the antifields, we
define their antiparentheses as the functional
(X,Y ) ≡
∫
dDx
(
δrX
δΦi(x)
δlY
δKi(x)
− δrX
δKi(x)
δlY
δΦi(x)
)
, (2.1)
where we made explicit the space-time dependence of the fields. We note that the
integrals are performed in arbitrary D complex dimensions, in view of the dimen-
sional regularization scheme that we will use in the renormalization procedure. The
labels r and l refers to the standard left and right functional derivative, and they
are related by
dX = dΦA
δlX
δΦA
=
δrX
δΦA
dΦA.
From this definitions one can easily prove the following useful properties for the
antiparentheses
(X,Y ) = (−1)(X+1)(Y +1)(Y,X),
(−1)(X+1)(Z+1)(X, (Y,Z)) + cycl.perm.(X,Y, Z) = 0,
(X,Y ) = X + Y + 1,
gh[(X,Y )] = gh[X] + gh[Y ] + 1.
(2.2)
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This relations show that the antiparentheses resembles a “wheighted” version of the
Poisson brackets. The conjugate variables are fields and antifields. The first equation
indicates that the antiparentheses are wheighted antisymmetric, with wheights (X+
1) and (Y + 1). The second one is a wheighted version of Jacobi identity. Finally
antiparentheses have odd statistics and carry ghost number +1. As a consequence
for this properties, we have that
(F, F ) = 0, for F fermionic,
(B,B) = 2
δrB
δΦA
δlB
δKA
= −2 δrB
δKA
δlB
δΦA
, for B bosonic,
(X, (X,X)) = 0, for any field X.
Since the label A includes also the spacetime indices, the summation over repeated
indices includes integration over spacetime points.
Canonical transformations
A canonical transformation C is a map in the configuration space of fields and
antifields that sends
ΦA → Φ′A(ΦA,KA), and KA → K ′A(ΦA,KA),
while preserving the antiparentheses i.e., for every pair of functionals X and Y one
has
(X ′, Y ′)′ = (X,Y ),
where X ′ and Y ′ are defined by
X ′(Φ′,K ′) = X(Φ(Φ′,K ′),K(Φ′,K ′)),
Y ′(Φ′,K ′) = Y (Φ(Φ′,K ′),K(Φ′,K ′)),
and ( , )′ denotes the antiparentheses calculated with respect to Φ′ and K ′.
The generating functional F(Φ,K ′) of a canonical transformation is such that
Φ′A =
δF
δK ′A
, KA =
δF
δΦA
(2.3)
where is not necessary to specify if the derivative is either left or right, since F is a
fermionic functional.
The master equation
In terms of the antiparentheses we can define the classical master equation
(S¯, S¯) = 0.
The master equation is the very heart of the Batalin-Vilkovisky formalism. It must
be solved with the boundary condition S¯(Φ,K) = S(φ) at C = C¯ = B = KA = 0 in
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D=4. Its solution S¯, provides us an extended (non gauge fixed) action from which
we start the quantization. In the theories that we are taking into consideration, the
solution has the unique form
S¯ = S −
∫
dDx(sΦi)Ki = S + SK ,
up to canonical transformations. So, the antifields can be interpreted as external
classical sources for the BRST transformations of the fields. The extended action
S¯ is such that S¯(Φ, 0) = S and, on the other hand, gives an answer to the problem
that, in many theories, the BRST transformations are composite operators (i.e.,
product of fields in the same space-time point). Because of this, they are usually
treated by the introduction of external sources, since their renormalization is a priori
independent of the renormalization of the elementary fields.
The BRST invariance of the extended action is also ensured. Indeed, since S¯ is a
boson we have that
(S¯, S¯) = −2 δrS¯
δKA
δlS¯
δΦA
= −2(sΦA) δlS¯
δΦA
= sS¯,
that is to say
(S¯, S¯) = 0⇐⇒ sS¯ = 0.
The generalized BRST transformations
Since the configurations space of fields as been doubled by adding the antifields, we
need to define a generalized BRST transformation involving all fields and sources.
The generalized BRST operator s¯ of a functional X(Φ,K) is defined as follows
s¯X = (S¯,X). (2.4)
Using the Jacobi identity it is easy to prove that the master equation guarantees the
nilpotency of the operator s¯, in fact
s¯2X = (S¯, (S¯,X)) =
1
2
(X, (S¯, S¯)) = 0.
Thus, the first defining property of the BRST transformations is recovered. We
furthermore note that the action of s¯ on the fields ΦA coincides with the action of
the BRST operator s i.e., s¯ΦA = sΦA.
The gauge fixing
At this stage the gauge fixing is straightforward. We just need to define a gauge
fermion Ψ with ghost number gh[Ψ] = −1 and dimension [Ψ] = D − 1. Then, add
the functional Sgf = (SK ,Ψ) = sΨ to S¯ .
The total action is
Σ = S¯ + Sgf = S + SK + Sgf ,
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and, since we have simply added an s-exact term, it again satisfies the master equa-
tion
(Σ,Σ) = 0. (2.5)
In terms of Σ, the generalized BRST transformation will be denoted by
σX = (Σ, X). (2.6)
Since all the properties valid for S¯ were based on the validity of the master equation,
they continue to old for Σ.
Summarizing, in the theories under study the total action that is solution of the
master equation (2.5) has always the form
Σ = S −
∫
dDx(sΦi)Ki + sΨ. (2.7)
We stress that, in analogy with BRST quantization, the physical content of the the-
ory in the Batalin-Vilkovisky formalism resides in the cohomology of the σ operator
i.e., the observables are the equivalence classes of σ-closed objects modulo s-exact
ones.
The generating functionals
The local functional Σ is the gauge fixed action from which we start to quantize the
theory. For the purpose of renormalization, it is particularly convenient to perform
calculations in Euclidean space. In fact, all divergences are local and the renormal-
ization constants turns out to be identical if computed in Minkowsky spacetime. On
the other hand, finite parts not rarely turns out to be nonlocal. Further, most of the
physics comes out only in Minkowsky spacetime, where we can define the S-matrix
and find the transition amplitudes. Nevertheless, we prefer to treat the path integral
formulas in the Euclidean notation, given that every quantity can be easily rotate
back and forth from and to Minkowsky spacetime.
The generating functionals Z and W are
Z[J ] =
∫
[dΦ] exp
[−Σ(Φ,K) + ΦAJA] = exp(W [J,K]). (2.8)
where [dΦ] is the functional measure and JA are the external classical sources of the
fields. In appendix we prove that, at least for all the cases treated in this thesis, the
functional measure is invariant under BRST transformations if we use the framework
of dimensional regularization. We have the following properties
δlW (J,K)
δJA
= 〈ΦA〉, and δrW (J,K)
δKA
= 〈(sΦA)〉.
The Legendre transform of W with respect to JA gives the generating functional Γ
of the one-particle irreducible, connected diagrams
Γ[Φ,K] = −W [J,K] + ΦAJA (2.9)
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The field sources JA and the expectation values of sΦ
A are related to this functional
by
JA =
δlΓ[Φ,K]
δΦA
, 〈(sΦA)〉 = −δrΓ[Φ,K]
δKA
. (2.10)
Classical and quantum action
Now, we derive two important theorems that are useful to prove the renormalizability
of Yang-Mills theory and higher-derivative quantum gravity.
Theorem 1. If the functional measure is BRST invariant and Σ satisfies the master
equation, then also Γ satisfies it.
(Σ,Σ) = 0⇒ (Γ,Γ) = 0
Proof. Performing a change of variables ΦA −→ ΦA + ξsΦA in Z[J ] we find
Z −→ Z =
∫
[dΦ]e−Σ(Φ,K)+
∫
dDx(Φi(x)+ξsΦi(x)Ji(x)
=
∫
[dΦ](1 + ξsΦi(x)Ji(x))e
−Σ(Φ,K)+∫ dDxΦi(x)Ji(x)
= Z + 〈(ξsΦi(x))Ji(x)〉.
In the second line we have used the nilpotency of s and the BRST invariance of Σ.
From this we find
〈(sΦA)JA〉 = 〈(sΦA)〉JA = 0.
Using (2.10) we finally obtain
〈(sΦA)〉JA = − δrΓ
δKA
δlΓ
δΦA
=
1
2
(Γ,Γ) = 0.
Thus, the master equation computed on Σ resembles the master equation evalu-
ated by using the effective action Γ. Nevertheless, it is worth noting that they does
not share the same content, because Σ is local and Γ is nonlocal.
A generalization of this theorem that does not assume the validity of the master
equation is as follows.
Theorem 2. If the functional measure is invariant under BRST transformations,
then the Γ functional satisfies
(Γ,Γ) = 〈(Σ,Σ)〉 (2.11)
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Proof. performing once again a change of variables ΦA → ΦA + ξsΦA in Z[J ] we
find with a similar procedure〈
− ξsΦA δlΣ
δΦA
+ ξsΦAJA
〉
= 0
and using once again (2.10) and the definition of antiparentheses we obtain〈 δrΣ
δKA
δlΣ
δΦA
〉
+ 〈sΦA〉JA = −1
2
〈(Σ,Σ)〉+ 1
2
(Γ,Γ) = 0,
from which we recover formula (2.11).
Gauge anomalies
For completeness, we briefly report the implementation of gauge anomalies in the
Batalin-Vilkovisky formalism. Given a classical action invariant under a certain
transformation, anomalies occur when the regularization breaks the invariance of
the full quantum theory under the original symmetry. In dimensional regulariza-
tion, a potential symmetry violation is described by an evanescent operator i.e., an
object that is proportional to  = 4−D, where the physical limit is given by → 0.
If an evanescent operator disappears in this limit, the original symmetry is restored.
However, since poles of the form 1/ may arise from the computation of Feynman
diagrams, the product of the evanescent operator with these poles may survive the
physical limit, giving a finite result R. In some cases, we have the freedom to reab-
sorb R. If we do not, this surviving symmetry violation gives rise to an anomaly.
A consistency check for a theory includes the cancellation of anomalies in the gauge
symmetries. In fact, a gauge symmetry is required in order to delete unphysical
degrees of freedom with a negative norm and preserve the unitarity of the theory.
Therefore all gauge anomalies must cancel out.
In the Batalin-Vilkovisky formalism, gauge anomalies are violations of the Γ-master
equation. If we assume the invariance of the functional measure under BRST trans-
formations, they are due to violations of the Σ-master equation at the regularized
level. In particular, the anomaly is given by the functional
A(Φ,K) = (Γ,Γ) = 〈(Σ,Σ)〉,
where we have used theorem 2. As a consequence of the Jacobi identity for the
antiparentheses, that is reported in (2.2), one finds the so called Wess-Zumino con-
sistency conditions for the gauge anomalies
(Γ,A) = 0.
At one loop level, in presence of anomalies we have
A1 = (S,Γ1),
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where S is the tree level action and Γ1 is the one-loop contribution to the quantum
effective action. This equation reveals that the one-loop anomaly A1 is the integral
of a local functional of dimension 5 and ghost number unity. Since by hypothesis
we have (S, S) = 0, the Wess-Zumino consistency condition for A1 is given by
(S,A1) = sA1 = 0,
i.e., the one-loop anomaly is s-closed. Furthermore, if A1 is s-exact, that is to say
(S,X1) = A1,
for some local functional X1, we can cancel the anomaly at one-loop order by sub-
tracting X1 from the action, and so from Γ1.
2.4 Renormalizability of a gauge theory
In this section we introduce two different methods to prove the renormalizability of
a gauge theory. Both proofs are performed by induction in the number of loops. The
first, preserves the validity of the master equation at each inductive step. We call it
“cohomological approach” because it reveals the structure of the counterterms step
by step, in terms of the cohomology of the generalized BRST operator. The second
proof, amounts to subtract the counterterms at each inductive step, postponing the
solution of the master equation. We refer to it as “quadratic approach” since it
provide an exact solution of the master equation at the renormalized level.
Starting from the main results of this section, we will complete in the next chapter
the proof for Yang-Mills theory. In chapter 5, we go through the same path to prove
the renormalizability of higher-derivative quantum gravity. Many common features
in the procedure, will allow us to keep up along the proof.
Let us denote the bare fields and sources with ΦB an KB. The bare action is
ΣB(ΦB,KB, ζB) (where ζB collects all the bare parameters of the theory) and sat-
isfies the classical master equation
(ΣB,ΣB)B = 0. (2.12)
The subscript B outside the parentheses indicates that they are computed with
respect to the bare fields and antifields. According to theorem 1, provided that the
functional measure is invariant under the BRST transformations, the bare effective
action ΓB(ΦB,KB, ζB) also satisfies the master equation
(ΓB,ΓB)B = 0.
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2.4.1 The cohomological approach
Our goal is to show that, preserving the master equation at each step, it is possible
to absorb the counterterms by making suitable redefinitions of the parameters that
appear in the action, combined with canonical transformations acting on the fields
and the sources.
We assume by inductive hypothesis that the theory is renormalized up to the n-th
order included. Thus, calling Σn and Γn the renormalized action and Γ functional
respectively, we have Σn < ∞ and Γn < ∞. As we anticipated, we also assume
that the renormalization up to n-th order is performed by redefinitions Rk of certain
parameters ζ of the theory and by canonical transformations Ck of fields and sources.
In particular, if we define by −δk the k-th order redefinition of ζ such that ζk−1 =
ζk + δk (k ≤ n), then Rk is the operation that substitutes ζk−1 with ζk + δk. Thus
the bare parameters are give by
ζB = ζ0 = ζ1 + δ1 = ζk +
k∑
i=1
δk.
We do not assume that the canonical transformation is multiplicative. At each order,
the operator Ck ◦Rk performs the renormalization
Σk(Φk,Kk, ζk) ≡ (Ck ◦Rk)Σk−1(Φk−1,Kk−1, ζk−1) (2.13)
We can denote the composition of all redefinitions up to the order ~n by
ρn = Cn ◦Rn ◦ . . . C1 ◦R1,
so we have
Σn(Φn,Kn, ζn) = ρnΣB(ΦB,KB, ζB).
Clearly, the inductive assumptions are trivially satisfied for n = 0.
Given a diagram G with L loops, its order in ~ is G ∼ ~L−1. In virtue of this
relation, we can expand Γn in powers of ~ in order to characterize the steps of the
induction procedure.
Γn =
∞∑
k=0
~kΓ(k)n . (2.14)
Each k is associated with the L-th loop, so k = 0 refers to the tree level, k = 1 to
the 1-loop expansion and so on and so forth.
Since the antiparentheses do not depend on the parameters of the theory and are
preserved by the canonical transformations, we find that they provide the same
result when calculated with respect to bare and renormalized variables i.e.,
( , )n = ( , )B. (2.15)
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Moreover, using (2.12) and again formula (2.15), we can prove that the validity of
the master equation is preserved in the renormalized sector
(Σn,Σn)n = 0,
and applying theorem 1, we also have
(Γn,Γn)n = 0. (2.16)
In order to complete the inductive proof we need to go beyond the n-th order and
show the validity of the inductive hypothesis at n+ 1 loops. Equation (2.16) helps
us in this sense, as it provides some information about the diagrams with (n + 1)
loops. In fact we can insert the expansion (2.14) inside it and then focus on the
order ~n+1. This gives
n+1∑
k=0
(Γ(k)n ,Γ
(n−k+1)
n )n = 0.
Since Γ
(k)
n is convergent for every k ≤ n, the divergent part of (2.16) is
(Γ(0)n ,Γ
(n+1)
n )n = 0.
Recalling that Γ
(0)
n is simply the classical action Σ, we find the cohomological con-
dition
σΓ
(n+1)
n div = 0. (2.17)
In order to procede with the proof of renormalizability, we must impose the con-
dition (2.17) on Γ
(n+1)
n div , working out the most general solution. Since by inductive
assumption we have subtracted away all subdivergences, the functional Γ
(n+1)
n div is
local. Moreover, we know that it has to be the D-dimensional integral of local terms
of dimensions ≤ D. Besides this constraints, it is obvious that the solution depends
on the theory we are dealing with. As we will see in the following paragraphs, Yang
Mills theories provide an exact solution to equation (2.17) in the form of a gauge
invariant functional of the physical fields φr, plus a σ-exact term that can depend
on all the fields of the theory and the sources [6], namely
Γ
(n+1)
n div = G˜n+1(φr) + σXn+1(φr, C, C¯, B,Ki),
σG˜n+1(φr) = 0.
(2.18)
For the sake of semplicity we omit here and in the following the label n + 1 in the
field variables.
The solution of equation (2.17) is not always straightforward. It has been proved
that the form of (2.18) holds for the Einstein theory [7], but in general it is given as
a conjecture known as Kluberg-Stern-Zuber conjecture [8]. It is our goal to prove it
explicitly for higher-derivative quantum gravity, but for now we simply accept it in
order to complete the proof. So let us assume that the solution of the cohomological
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condition (2.17) is given by equation (2.18). The important feature of the σ-exact
term σX is that it can be reabsorbed by a canonical transformation Cn+1 generated
by
Fn+1(Φ,K ′) = I(Φ,K ′)−Xn+1(Φ,K ′), (2.19)
where I(Φ,K ′) = ΦAK ′A, is the identity transformation.
Indeed, using equation (2.3) we find that
Φ′A = ΦA − δXn+1(Φ,K
′)
δK ′A
and KA = K
′
A −
δXn+1(Φ,K
′)
δΦA
.
And, since Xn+1 = O(~n+1) we can also write
Φ′A = ΦA − δXn+1(Φ,K)
δK ′A
and K ′A = KA −
δXn+1(Φ,K)
δΦA
. (2.20)
up to higher orders in ~. Thus, being Xn+1 = O(~n+1), we have
Σ(Φ′,K ′) = Σ(Φ,K)− δrΣ
δΦA
δXn+1
δKA
+
δrΣ
δKA
δXn+1
δΦA
= Σ(Φ,K)−σXn+1(Φ,K), (2.21)
up to higher orders in ~. This proves that the generating functional (2.19) of the
canonical transformation Cn+1 subtracts away the σ-exact term as desired.
Let us now focus on the term G˜n+1 of (2.18). It is a gauge-invariant, local functional
of the physical fields. If we are working with a classical action that involves all
such terms, the absorption of G˜n+1 consists of a simple reparametrization of the
coefficients that multiply each gauge invariant term of the action. With the notation
introduced before, this means that we can construct an operation
ρn+1 = Cn+1 ◦Rn+1 ◦ ρn,
and define
Σn+1(Φn+1,Kn+1, ζn+1) ≡ (Cn+1 ◦Rn+1)Σn(Φn,Kn, ζn) =
= Σn(Φn,Kn, ζn)− Γ(n+1)n div +O(~n+2)
Thus, the inductive assumption is promoted to the order n + 1 included. In fact,
inserting (2.4.1) in (2.12) we get (Σn+1,Σn+1)n+1 = 0 and applying theorem 1 we
also have (Γn+1,Γn+1)n+1 = 0. Iterating the argument we end up with the master
equations for the action ΣR and the functional ΓR renormalized to all orders
(ΣR,ΣR)R = 0 and (ΓR,ΓR)R = 0
This completes the cohomological proof of the renormalizability of gauge theories.
What is left now, is to show that the most general solution of equation (2.17) has
the form (2.18) and finally find the renormalization constants of fields and sources
using equation (2.21). The invariance of the functional measure in a dimensional
regularization scheme is proved in appendix.
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2.4.2 The quadratic approach
Using the same notation of the previous section, we assume the following inductive
assumptions
Σn = Σ0 + divergent, (Σn,Σn) = O(~n+1), Γ(k)n <∞ ∀k ≤ n. (2.22)
These are trivially satisfied for n = 0. Using theorem 2 we have
(Γn,Γn) = 〈(Σn,Σn)〉. (2.23)
Being (Σn,Σn) a local functional of order ~n+1, the ~n+1-order contribution to
〈(Σn,Σn)〉 is given by tree diagrams. Thus they coincide with the ~n+1-order con-
tribution of (Σn,Σn). We denote it by (Σn,Σn)|n+1. This quantity is divergent by
the first assumption of (2.22). Using the expansion (2.14), the order ~n+1 of (2.23)
is given by
n+1∑
k=0
(Γ(k)n ,Γ
(n−k+1)
n ) = (Σn,Σn)|n+1. (2.24)
By the inductive assumption we know that Γ
(k)
n are convergent for k ≤ n. Thus, the
divergent part of (2.24) is given by
2(Γ(0)n ,Γ
(n+1)
n ) = (Σn,Σn)|n+1,
which can also be written as
σΓ
(n+1)
n div =
1
2
(Σn,Σn)|n+1 (2.25)
We can now define
Σn+1 = Σn − Γ(n+1)n div , (2.26)
which promotes the first inductive assumption to the (n + 1)-order. Then, using
(2.26) and (2.25) we can promote also the second inductive assumption. Infact the
master equation of the (n+ 1)-order action becomes
(Σn+1,Σn+1) = (Σn,Σn)− 2(Σn,Γ(n+1)n div ) + (Γ(n+1)n div ,Γ(n+1)n div ) = O(~n+2).
Finally, the diagrams constructed with the vertices of Σn+1 coincide with the di-
agrams of Σn plus the diagrams containing the vertices of −Γ(n+1)n div . However, the
new diagrams start to contribute only at order ~n+1, so
Γ(k)n = Γ
(k)
n+1∀k ≤ n
Moreover at order ~n+1 any new vertex can be used only once and by itself, since it
is already O(~n+1). Thus,
Γ
(n+1)
n+1 = Γ
(n+1)
n − Γ(n+1)n div <∞
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which promotes the third and last inductive assumption to (n+ 1) loops. Iterating
the procedure, we conclude that formulas (2.22) and (2.23) holds also for the renor-
malized action ΣR ≡ Σ∞ and the renormalized Γ functional ΓR ≡ Γ∞, that is to
say
(ΣR,ΣR) = 0 and (ΓR,ΓR) = 0 (2.27)
As we show in the next chapters, the theories that we are dealing with in this work
have actions Σ, that are linear in the sources, thus we can write
ΣR(Φ,K) = SR(Φ)−
∫
dDx(sRΦ
i)Ki. (2.28)
From equation (2.28) we can read the renormalized BRST transformations sR. Fur-
thermore, the master equation (ΣR,ΣR) = 0 ensures that sRSR = 0 and s
2
R = 0.
Starting from this step, we prove the renormalizability of Yang-Mills theory and
higher-derivative quantum gravity in the next chapters. The theory is renormal-
izable if the renormalization preserves the structure of the classical action, up to
parameter redefinitions or canonical transformations. Thus, in order to complete
the proof, we need to compute the most general BRST transfomations imposing the
nilpotency of the operator sR and finally find the renormalization constants of our
theory.
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2.5 Appendix
Invariance of the functional measure under BRST transformations
The proofs of renormalizability given in the previous sections, are based on the va-
lidity of theorems 1 and 2, that rely on the invariance of the functional measure [dΦ]
under BRST transformations. Thus, it is foundamental to prove this property. The
presence of both commuting and anticommuting variables in the functional mea-
sure, requires the introduction of the so-called superdeterminant of a matrix, that
is a generalization of the determinant to the case of matrices with both commuting
and anticommuting entries. Given a block matrix
M =
(
A B
C D
)
,
where A,D contain commuting entries and B,C anticommuting entries, the superde-
terminant of M is given by
sdetM =
detA
det(D− CA−1B) .
A useful property is the following
ln sdet(expM) = strM ≡ trA− trD,
where “str” denotes the so-called supertrace. Finally, the variation of the superde-
terminant is given by
δ(sdetM) = δ(exp(str lnM)) = (sdetM)str(M−1δM) (2.29)
Consider now the change of variables
Φi → Φ′i = Φi + ξsΦi,
induced by the BRST transformations, where ξ is an anticommuting parameter and
thus ξ2 = 0. The functional measure changes as
[dΦ]→ [dΦ′] = J [dΦ],
where J is the Jacobian superdeterminant associated to the BRST transformations.
By using equation (2.29) and expanding in ξ, we find that it is given by
J = sdetδΦ
′i(x)
δΦj(y)
= sdet
(
δijδ(x− y) + δξsΦ
i(x)
δΦj(y)
)
= 1 + str
δξsΦi(x)
δΦj(y)
, (2.30)
where the Taylor expansion is exact, being ξ2 = 0. If the BRST transformations
are local functionals of the fields and their derivatives, the functional differentiation
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appearing inside the supertrace in (2.30), produces a D-dimensional Dirac delta
function or its derivatives. Moving to Fourier transform notation, the contribution
of these Dirac delta functions are given by
δ(D)(x− y) =
∫
dDp
(2pi)D
eip(x−y),
∂µ1 · · · ∂µkδ(D)(x− y) = ik
∫
dDp
(2pi)D
pµ1 · · · pµkeip(x−y).
(2.31)
We can now go back to equation (2.30) and notice that, applying the supertrace to
δξsΦi(x)
δΦj(y)
, the spacetime points x and y coincide. Thus, the action of the supertrace
on (2.31) gives back∫
dDp
(2pi)D
· 1, ik
∫
dDp
(2pi)D
pµ1 · · · pµk ,
that in dimensional regularization are equal to zero. Thus, we conclude that
J = 1 + strδξsΦ
i(x)
δΦj(y)
= 1,
that means that the functional measure is invariant under local field redefinitions in
dimensional regularization.
Chapter 3
Yang-Mills theory
In this chapter we briefly introduce Yang-Mills theory and we go through its quan-
tization, following the steps of chapter 2. The proof of its renormalizability is given
using two different approaches. Yang-Mills theory provides an important application
to practice with the Batalin-Vilkovisky formalism before moving to the quantiza-
tion of the more tricky higher-derivative quantum gravity. We will appreciate many
common features that these two theories share, while proving their renormalizability.
Introduction
Yang-Mills theory is a gauge theory based on a non Abelian group of symmetry G.
The dynamical variables are the vector potentials Aaµ, carrying spacetime index µ,
and internal symmetry index a which runs over the generators T a of the algebra of
the group. Let us focus our attention on the group G = SU(N) which has dimension
dimG = N2 − 1. In this case, we can write the gauge field in matrix notation as
Aµ = A
a
µT
a, a = 1, · · · , N2 − 1.
In terms of this field we can define the covariant derivative
Dµ ≡ ∂µ + gAµ,
where g is the gauge coupling. The field strength is
Fµν =
1
g
[Dµ, Dν ] ≡
dimG∑
a=1
F aµνT
a.
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν ,
where the fabc are a set of real numbers, the structure constants of the gauge group.
The action for pure Yang-Mills theory is
SYM = −1
2
∫
dDx tr[FµνF
µν ] =
1
4
∫
dDx F aµνF
µν
a , (3.1)
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and it is invariant under the infinitesimal gauge transformations
δξA
a
µ(x) = D
ab
µ ξ
b(x) = ∂µξ
a(x) + gfabcAbµξ
c(x), (3.2)
where ξc(x) is a set of arbitrary functions, the gauge parameters. Let us note that
the algebra of gauge transformations closes off-shell. Indeed, the commutator of
infinitesimal gauge transformations provides a new gauge transformation without
using the equation of motion i.e., given any field X
[δ, δη]X = δξX, ξ
a = gfabcηbc.
3.1 Quantization of Yang-Mills theory
Now that all the foundamental ingredients have been introduced, we proceed to the
quantization. By applying the methods listed in the previous chapter, we can find
out the entire set of BRST transformations involving the connections, the ghosts,
the antighosts and the auxiliary fields. Starting from equation (3.2) we find
sAaµ = D
ab
µ C
b = ∂µC
a + gfabcAbµC
c,
sCa = −g
2
fabcCbCc
sC¯a = Ba,
sBa = 0,
(3.3)
It is easy to prove that the so-defined BRST operator is nilpotent i.e., s2 = 0.
The set of all fields will be denoted by
Φi = (Aaµ, C
a, C¯a, Ba).
We can also introduce a ghost number associated to each field,
gh#(Aµ) = gh#(B) = 0, gh#(C) = 1, gh#(C¯) = −1.
The classical action (3.1) and the functional measure are invariant under the trans-
formation
Φi → Φiexp(iσgh#(Φi)), σ = cost. (3.4)
At this step we can introduce the Batalin-Vilkovisky formalism in a standard fashion.
We first extend the classical action (3.1), by adding a source term for the BRST
transformation of each field
SYM −→ SYM + SK = SYM −
∫
dDx(sΦi)Ki,
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where we use the compact notation Ki(x) = (K
µ
a ,KaC ,K
a
C¯
,KaB).
Then we fix the gauge by adding an s-exact functional of the fields, that can be
generated by using a gauge fermion Ψ with ghost number gh[Ψ] = −1 and dimension
[Ψ] = D − 1. That is to say
SYM + SK −→ Σ = SYM + SK + (SK ,Ψ) = S¯YM + sΨ. (3.5)
A convinient definition for the gauge fermion is the following
Ψ =
∫
dDx C¯a
[
− λ
2
Ba + G˜a(A)
]
, (3.6)
where λ is a dimensionless constant and G˜ is the gauge-fixing function. We will work
in the Lorenz gauge G˜a ≡ ∂µAµ. With this choice, using equations (3.3) and (3.6),
the gauge fixing term reads
Sgf ≡ sΨ =
∫
dDx
[
− λ
2
(Ba)2 +Ba∂µA
a
µ − C¯a∂µDµCa
]
. (3.7)
From (3.5), using the transformations (3.3) and the functionals (3.1) and (3.7), we
can write out the total action (2.7) as
Σ(Φi,Ki) =
∫
dDx
[
1
4
(F aµν)
2 − λ
2
(Ba)2 +Ba∂µA
a
µ −BaKaC¯
+ (Kaµ + ∂µC¯
a)DµC
a +
g
2
fabcCbCcKaC
] (3.8)
The choice of the gauge-fixing completely determines the dimensions of the fields
and the associated sources. In fact, we just need to require the total action to be
dimensionless. Furthermore, we can easily assign suitable ghost numbers to the
sources in order to keep the total action invariant under the transformation (3.4).
We summarize the dimensions and ghost numbers in the following table
Aaµ C
a C¯a Ba Kaµ K
a
C K
a
C¯
KaB
[ ] D2 − 1 D2 − 1 D2 − 1 D2 D2 D2 D2 D2 − 1
gh# 0 1 −1 0 −1 −2 0 −1
(3.9)
28 CHAPTER 3. YANG-MILLS THEORY
In order to prove the renormalizability of Yang-Mills theory, it is useful to study
some properties that the action must preserve after the renormalization procedure.
Proposition 1. The renormalized action is independent from KaB.
This property is satisfied by the classical action (3.8) and, since no counterterms
can be generated with KaB external legs, the renormalization procedure preserves it.
Proposition 2. The renormalized action depends from Ba and Ka
C¯
only through
the tree level contributions.
Indeed, the linear dependence of the classical action (3.8) in these two variables,
does not allow to build one-particle irreducible counterterms.
Proposition 3. The renormalized action depends on C¯a and Kaµ only via the com-
bination Kaµ + ∂µC¯
a.
Indeed, since this property is satisfied by the classical action (3.8), every time
we build a counterterm diagram with an external anti-ghost field C¯, it will carry a
derivative. Moreover it will exist an identical diagram in which the antighost leg is
substituted by a source leg Kaµ.
Proposition 4. The renormalized action is linear in the sources K.
This simply follows from the fact that terms quadratic in K have either dimen-
sions greater than four or ghost number different from zero.
We end this section by proving the following important property.
Proposition 5. The classical field equations δSYM/δA
a
µ transform covariantly in
the adjoint representation.
Indeed, starting from sSYM = (Σ, SYM ) = 0 and differentiating this equation
with respect to Aaµ we obtain(
δΣ
δAaµ
, SYM
)
+
(
Σ,
δSYM
δAaµ
)
= 0
Since SYM is K-independent we have
s
δSYM
δAaµ
=
(
δ(sΦi)Ki
δAaµ
, SYM
)
Finally, given that only sAaµ depends on A
a
µ we end with
s
δSYM
δAaµ
= gfabc
δSYM
δAbµ
Cc
as desired.
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3.2 Renormalizability in the cohomological approach
We prove in this section the renormalizability of Yang-Mills theory, reconnecting
with the cohomological approach that we introduced in chapter 2. As we already
pointed out, our goal is to show that is possible to absorb all counterterms arising
from the renormalization procedure, through parameter redefinitions and canonical
transformations. It is convenient to introduce a parameter ζ and rewrite the classical
action (3.1) as
S(Aµ, ζ, g) =
ζ
4
∫
dDxF a 2µν . (3.10)
This is equivalent to the Yang-Mills action (3.1), and can be obtained by a rescaling
of the gauge field and the coupling g. Along with the proof, it will be useful to
renormalize ζ instead of g, and then come back to the usual notations.
The most general Γ
(n+1)
n div
The starting point to prove the renormalizability of our theory in the cohomological
approach, is to find out the solution of equation (2.17). For this pourpose, let us
work out the most general functional Γ
(n+1)
n div such that it is the integral of a linear
combination of local terms of dimensions ≤ D. We further require the conservation
of the ghost number and the validity of propositions 1,2,3,4. Referring to table (3.9),
such requirements lead us to the following functional
Γ
(n+1)
n div =
∫
dDx
[
Gn+1(Aµ) + (Kµa + ∂µC¯a)(a′n+1∂µCa + habcn+1AbµCc)+
+ cn+1gf
abcKaCC
bCc
]
.
(3.11)
Imposing σΓ
(n+1)
n div = 0 and considering the terms proportional to (∂
µC¯a)(∂µC
b)Cc,
it is easy to prove that habcn+1 must be equal to (2cn+1 − a′n+1)gfabc. Thus we can
reorganize equation (3.11) in the more convenient form
Γ
(n+1)
n div =
∫
dDx
[
Gn+1(Aµ) + (Kµa + ∂µC¯a)(an+1∂µCa + bn+1DµCa)+
+ cn+1gf
abcKaCC
bCc
]
,
(3.12)
where an+1 = 2(a
′
n+1 − cn+1) and bn+1 = 2cn+1 − a′n+1.
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Explicit computation of σΓ
(n+1)
n div ≡ 0
Using the definitions (2.1),(2.6) and the total action (3.8), we find the following
expansions
σ(Kaµ + ∂µC¯
a) = −gfabc(Kbµ + ∂µC¯b)Cc +
δS
δAaµ
,
σKaC = −Dµ∂µC¯a + gfabcKbCCc −DµKaµ,
σ(DµC
a) = σ(sAaµ) = s
2Aaµ = 0.
Using these results, we can work out the solution of σΓ
(n+1)
n div = 0 explicitly, finding
the conditions
bn+1 = 2cn+1,
σGn+1(Aµ) + an+1 δS
δAaµ
∂µC
a = 0,
where S is given by equation (3.10). If we define
G˜n+1 ≡ Gn+1 + an+1 δS
δAaµ
Aaµ,
and then use proposition 5, we find that the functional G˜n+1(Aµ) is gauge invariant
i.e., σG˜n+1(Aµ) = 0.
Solution of the cohomological problem
It is easy to check that (3.12) can be collected in the compact formula
Γ
(n+1)
n div =
∫
dDxG˜n+1(Aµ) + σRn+1, (3.13)
with
Rn+1(Φ,K) =
∫
dDx(−an+1I1 + bn+1I2), (3.14)
and
I1(Φ,K) = (K
µ
a + ∂
µC¯a)Aaµ, I2(Φ,K) = K
a
CC
a.
It is possible to absorb the σ-exact term of (3.13), by a canonical transformation
Cn+1 generated by (2.19), with Xn+1(Φ,K ′) = Rn+1(Φ,K ′).
Renormalization constants
Using (3.14) we see that C¯a,Ba and KaB are non-renormalized and the only non-
trivial redefinitions of the map Cn+1 are
Aaµ → Z1/2A,n+1Aaµ, Ca → Z1/2C,n+1Ca,
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Kµa → Z−1/2A,n+1(Kµa + ∂µC¯a)− C¯a, KaC → Z−1/2C,n+1KaC
KaC¯ → KaC¯ + ∂ ·Aa(Z
1/2
A,n+1 − 1),
where
Z
1/2
A,n+1 = 1 + an+1, Z
1/2
C,n+1 = 1− bn+1.
Let us note that the transformation is not just multiplicative. Moreover, propositions
1,2,3,4 are preserved by Cn+1. Finally, G˜n+1 is a gauge-invariant, local functional
of the physical fields. Thus, since the action (3.10) involves all such terms, the
absorption of G˜n+1 consists in a simple reparametrization of ζ.
This, besides what is discussed in chapter 2, concludes the proof of renormalizability
of Yang-Mills theory in the cohomological approach. We are now ready to move to
the quadratic approach.
3.3 Renormalizability in the quadratic approach
The renormalized BRST transformations
Following the indications of the previous chapter, we start the proof by working out
the most general BRST transformations of the fields, that can be read from equation
(2.28). Observe that, by propositions 1,2 we have sRC¯
a = Ba, sRB
a = 0. Using the
conventions of the appendix, let us parametrize the gauge connection Aµ and the
ghost field C in terms of the generators of the Lie algebra as
Aijµ (x) =
dimG∑
a=1
Aaµ(x)T
a
ij , C
ij(x) =
dimG∑
a=1
Ca(x)T aij , (3.15)
with Aaµ(x) and C
a(x) real functions. By ghost number, locality and power counting,
we must have
sRA
ij
µ = a∂µC
ij + bAikµ C
kj − cCikAkjµ , sRCij = −hCikCkj , (3.16)
where a, b, c, h are numerical constants. A first constraint is given by the request that
the BRST transformation (3.16), takes back to the Abelian gauge transformation
when we substitute the ghost field with the gauge parameter. In particular, we
are asking for the parameter a to be different from zero. It is easy to check that
the nilpotency relation s2RC
ij = 0 is trivial, while the relation s2RA
ij
µ = 0 gives
the condition b = c = h. In more common notations, we have the most general
renormalized BRST transformations
sRA
a
µ = a∂µC
a + hfabcAbµC
c, sRC
a = −1
2
hfabcCbCc. (3.17)
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The renormalized classical action
Using propositions 2,3 and equation (2.28), it is easy to check that the most general
renormalized action, allowed by power counting, is
SR(Φ) = ωR(Aµ) +
∫
dDx
(
−λ
2
(Ba)2 +Ba∂µA
a
µ − C¯a∂µDµCa
)
= ωR(Aµ) + sR
∫
dDx C¯a
(
− λ
2
Ba + ∂ ·Aa
)
The master equation (SR, SR) = 0 ensures also sRωR(Aµ) = 0. The general solution
is
ωR(Aµ) =
∫
dDx γ (a∂µA
a
ν − a∂νAaµ + hfabcAbµAcν)2. (3.18)
Renormalization constants
Looking at equation (3.18), if we call
a = ZC , γ = ZAZ
−2
C , h = ZgZ
1/2
A ZC ,
we finally obtain
ΣR(Φ,K, g, λ) = ΣB(ΦB,KB, gB, λB),
with
AaµB = Z
1/2
A A
a
µ, C
a
B = Z
1/2
C C
a, gB = gµ
Zg,
BaB = Z
1/2
A B
a, C¯aB = Z
1/2
C C¯
a, λB = λZA,
KµaB = Z
1/2
C K
µ
a , K
a
CB = Z
−1/2
C K
a
C , K
a
C¯B = Z
1/2
A K
a
C¯ .
This concludes the proof in the quadratic approach.
3.4 Uniqueness of Yang-Mills theories
We conclude this chapter enunciating a theorem, whose proof slightly differs from
the first part of the quadratic approach proof of renormalizability. In particular,
we can further generalize the result (3.17), by relaxing the condition (3.19) in the
appendix. This allows us to prove the following theorem
Theorem 3. The most general local, renormalizable quantum field theory of vector
fields is a Yang-Mills theory based on a Lie algebra.
Proof. Let us denote with AIµ the set of vector fields described in our theory. If we
are studying a free field theory, the action must obey the Abelian gauge symmetry
δAIµ = ∂µΛ
I . As usual, the ghost field can be defined so that it appears in sAIµ by a
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factor ∂µC
I . In analogy with equation (3.16), we use power counting, locality and
ghost number conservation to find the most general BRST transformations of the
fields
sAIµ = ∂µC
I +AJµC
KqJKI , sCI = −1
2
CJCKhJKI ,
where qJKI and hJKI are real numerical constants and hJKI are antisymmetric in
JK. Let us now impose the nilpotency condition on the BRST operator s. It is
easy to prove that the constraint s2CI = 0 implies that the constants hJKI satisfy
the Jacobi identity
hIJKhKLM + hLIKhKJM + hJLKhKIM = 0.
This property, plus the antisymmetry of hJKI in JK, tell us that the constants hJKI
define a Lie algebra. It is straightforward to check that s2AIµ = 0 gives q
JKI = hJKI .
Thus, Yang-Mills theories exhaust the set of gauge theories for free vector-fields.
3.5 Appendix
According to the formulas used in this chapter, we can write the family of spacetime-
dependent unitary matrices U(x) ∈ SU(N), as
U(x) = exp(−g
dimG∑
a=1
ξa(x)T a),
In terms of these matrices, the gauge field and the field strength transform as
Aµ → A′µ = −
1
g
(∂µU)U
−1 + UAµU−1,
Fµν → F ′µν = UFµνU−1.
The generators T a of the Lie algebra are anti-Hermitian matrices. They obey the
commutation relations
[T a, T b] = fabcT c. (3.19)
We adopt the convention in which the matrices T a are normalized as
tr[T aT b] = −1
2
δab,
where the minus sign comes from the anti-Hermiticity of the generators.
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Chapter 4
Quantum theory of gravitation
In this chapter we discuss the quantization of gravity. The tools for the study of
physics on curved spacetime are briefly introduced, and a quantum field theory ap-
proach to the quantization of gravity is proposed. We review the original formulation
of general relativity based on the Hilbert-Einstein action, and prove the unitarity
of the theory and its nonrenormalizability, which reveals the incompatibility with
a consistent quantization. A possible renormalizable extension of general relativity,
is given by the introduction of higher derivative terms in the metric tensor, inside
the action functional. On the other hand, unphysical degrees of freedom do appear
and the unitarity of the theory is spoiled. We show this in detail, writing out the
graviton propagator for higher-derivative quantum gravity. The renormalizability of
the theory is discussed in details in the next chapter.
4.1 Foundations
The spacetime structure is represented by a four-dimensional differentiable manifold
M. This structure does not distinguish intrinsically between different coordinate
systems. Thus, the only concepts defined by the manifold structure are those which
are independent of the choice of a reference frame. This property ensures that the
general covariance principle is respected and we can study the physics of gravitational
fields in arbitrary coordinate systems. On a differentable manifold we can define
tensor calculus and formulate the physical laws as tensorial equations. Although
one can define vectors and tensors as abstract geometrical entities, in the following
we use an equivalent but more practical approach. Intuitively, to each point p ∈M
we can associate a tangent space Tp and a cotangent space T
∗
p , which are both
real, four-dimensional vector spaces isomorphic to each other. Given a chart of
coordinates xµ, at each point we can set up a basis {∂µ} for Tp and a basis {dxµ}
for T ∗p , with µ = 0, 1, 2, 3. Then any abstract vector v ∈ Tp and 1-form ω ∈ T ∗p can
be written as a linear combination of elements of the respective basis
v = vµ∂µ, ω = ωµdx
µ
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The coefficients vµ and ωµ are respectively the components of the vector v and of
the 1-form ω. In what follows, we treat the components vµ and ωµ as foundamental
objects, denoting them respectively as contravariant and covariant vectors.
Under a change of frame xµ → x′µ(x), the differentials dxµ transform as
dxµ → dx′µ = ∂x
′µ
∂xν
dxν
In general, a contravariant vector is defined as a set of four numbers that, under a
generic change of frame, transform as the differential of the coordinates
Aµ → A′µ = ∂x
′µ
∂xν
Aν .
Conversely, we define a covariant vector as a quantity that transforms with the
inverse
Aµ → A′µ =
∂xν
∂x′µ
Aν .
We call tensor of rank (p, q) an object T
µ1···µp
ν1···νq with p contravariant indices and q
covariant indices, which transforms as
T
µ1···µp
ν1···νq → T ′µ1···µpν1···νq =
∂x′µ1
∂xρ1
· · · ∂x
′µp
∂xρp
∂xσ1
∂x′ν1
· · · ∂x
σq
∂x′νq
T
ρ1···ρp
σ1···σq .
A possible way to describe the geometry of spacetime, is by introducing the metric
tensor gµν . Given a generic chart of coordinates x
µ = (x0, x1, x2, x3), the metric
tensor defines the square of the infinitesimal displacement as
ds2 = gµνdx
µdxν ,
where ds is also called line element. The contravariant counterpart gµν of the metric
tensor, is given by its inverse, that is to say
gµνgνρ = δ
µ
ρ .
Applying the metric tensor and its inverse to a generic tensor, we can switch from
contravariant to covariant indices and vice versa
Aµ = gµνA
ν , Aµ = gµνAν , Tµν = gµρgνσT
ρσ, etc...
Using a mathematical language, the equivalence principle states that, given a space-
time point, it always exists an inertial frame of reference i.e., a coordinate patch in
which ds2 assumes the Minkowskian form
ds2 = ηµνdx
µdxν .
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Nevertheless, in a curved space is not possible to reconduct gµν to ηµν throughout
all spacetime points via a coordinate transformation.
Given a tensor T
µ1···µp
ν1···νq , its partial derivatives ∂αT
µ1···µp
ν1···νq do not constitute, in
general, a new tensor. This feature is due to the fact that a derivative operation
requires a comparison between two tensors at different points of the manifold, and we
do not have an unambiguous way to “parallel transport” objects along curved spaces.
Nevertheless, it is possible to obtain a generalized derivative operation, the covariant
derivative, by introducing an extra structure on the manifold, the connection.
A connection onM is determined by a set of functions of the coordinates Γρµν called
Christoffel symbols, which vanish in an inertial frame of reference. This is enough to
state that Γρµν does not constitute a tensor. In fact, a tensor that vanishes on a given
chart would be equal to zero in any frame of reference. In terms of the Christoffel
symbols, we define the covariant derivative of contravariant and covariant vectors as
∇µV ν = ∂µV ν + ΓνρµV ρ
∇µVν = ∂µVν − ΓρνµVρ,
where the terms proportional to the Christoffel symbols takes into account the varia-
tion of Aµ under parallel transport. Similarly, for rank 2 contravariant and covariant
tensors one has
∇µT ρσ = ∂µT ρσ + ΓρνµT νσ + ΓσνµT ρν
∇µTρσ = ∂µTρσ − ΓνρµTνσ − ΓνσµTρν .
The commutator of two covariant derivatives gives
(∇ρ∇ν −∇ν∇ρ)Vµ = RσµρνVσ,
where we have defined the Riemann tensor Rσµρν as
Rσµρν = ∂ρΓ
σ
µν − ∂νΓσµρ + ΓσρλΓλµν − ΓσνλΓλµρ.
The Rieman tensor encodes the information about the curvature of spacetime. In
fact, if we parallel transport a vector along an infinitesimal closed path γ, its varia-
tion is proportional to the product of the Rieman tensor and the area of the surface
enclosed by γ. Introducing the completely covariant Riemann tensor
Rαµρν = gασR
σ
µρν ,
we have the following symmetry properties
Rαµρν = −Rµαρν = −Rαµνρ
Rαµρν = Rρναµ,
and the Bianchi identities
Rαµρν +Rαρνµ +Rανµρ = 0.
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Contracting the Riemann tensor with the metric tensor we obtain the Ricci tensor
Rµν = g
αρRαµρν = R
ρ
µρν ,
that we can express in terms of the Christoffel symbols as
Rµν = ∂τΓ
τ
µν − ∂νΓτµτ + ΓτµνΓλτλ − ΓλµτΓτνλ. (4.1)
A further contraction produces the scalar curvature
R = gµνRµν = R
λ
λ.
Another space related concept is torsion. Intuitively, it measures how tangent
“vectors rotate” when they are parallel transported. Let us fix a point p ∈ M and
two tangent vectors v and u at p. Now we parallel transport v into the direction
of u and compare this, to the result of transporting u into the direction of v.
The resulting displacement of the end point is proportional to the torsion. In the
following we make the assumptions of torsionless space. Vanishing of torsion is
reflected in the symmetry of the Christoffel symbols in the lower indices in any
coordinate basis
Γρµν = Γ
ρ
νµ.
Besides, we impose that parallel transported vectors maintain the value of their
scalar product. This property is called metric compatibility and mathematically is
represented by the vanishing of the covariant derivative of the metric tensor
∇µgνρ = 0.
With these assumptions, if the Riemann tensor vanishes everywhere, the space is
locally flat i.e., it exists a transformation of the coordinates that sends the metric
gµν to the minkowskian ηµν in each point of the manifold. Further, the only torsion-
less, metric compatible connection is the Levi-Civita connection, and the Christoffel
symbols can be expressed in terms of the metric tensor as
Γρµν =
1
2
gρλ(∂µgνλ + ∂νgµλ − ∂λgµν). (4.2)
How to build a theory of gravity
In this background, a theory of gravitation in the absence of matter can be for-
mulated by using the metric tensor as a dynamical variable. We assume that its
dynamics is regulated by a variational principle based on an action functional Sg,
which is invariant under diffeomorphisms
xµ → x′µ = xµ + ξµ,
where ξµ(x) are four local parameters. To define such a functional, we must integrate
scalar quantities, using the invariant measure
d4x
√−g,
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where we have defined the determinant of the metric tensor g = det(gµν). Up to
fourth order in the derivatives of the metric tensor, the scalars that we can integrate
in order to preserve the invariance under diffeomorphisms are
1, R, RµνρσR
µνρσ, RµνR
µν , R2.
In general, we can couple matter to gravity by adding Sg to an action term SM ,
which describes the matter fields. It is not always possible to render SM invariant
under diffeomorphisms by means of the metric tensor gµν . If it is possible, the energy-
momentum tensor, which describes the density and flux of energy and momentum
in spacetime, is defined by
Tµν =
2√−g
δSM
δgµν
. (4.3)
By definition Tµν is symmetric and its conservation law is
∇µTµν = 0.
On the other hand, if we want to couple fermion fields to gravity, we need to define
the theory in terms of the so called vierbeins. For each point p ∈M, there exsists an
isomorphism that sends the tangent space Tp in the flat Minkowski space. Given a
vector v in p, the vierbeins are the matrices eaµ(x) that, under such an isomorphism,
transform the components V µ (i.e., contravariant vectors) into new components V a
by
V a = eaµ(x)V
µ.
We can express the metric tensor in terms of the vierbeins as
gµν(x) = ηabe
a
µ(x)e
b
ν(x),
which is why vierbeins are sometimes described as the square root of the metric
tensor. Defining e = det(eaµ), the generalized energy-momentum tensor is
Tµa (x) =
1
e
δSM
δeaµ(x)
.
An interesting feature due to the coupling of fermion fields to gravity, is the appear-
ance of torsion effects in the spacetime structure. If the action Sg is at most linear in
the Riemann tensor, torsion effects switches on but are confined in the region where
the matter field is different from zero. Nevertheless, if the Riemann tensor appears
with higher orders in the action, we can have propagating torsion. For simplicity, in
the following we do not consider the coupling with matter, and refer to the metric
tensor as the foundamental variable.
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BRST quantization of gravity
The invariance of the action functional under diffeomorphisms, resembles the in-
variance of a gauge theory under certain local transformations, thus creating an
interesting analogy. We can study a possible quantization of gravity, treating it as
a quantum field theory. In a perturbative approach we expand the inverse metric
around the flat space
gµν = ηµν + hµν , (4.4)
identifying the perturbation hµν as the new dynamical variable, the graviton. With
such expansion, indices of tensors are raised and lowered using ηµν , while hµν plays
the role of gauge field. Note that we could have used whatever background field, but
the choice of the flat Minkowsky space considerably simplifies the computations. As
in gauge theories, the invariance of the action under local transformations produces
zero modes and the quadratic part of the lagrangian is not invertible. In order to
define the propagators for the quantum theory, we procede to the BRST quantiza-
tion.
The quantization of the theory can be performed in total generality, as shown in
chapter 2. We add the Faddev-Popov ghosts and the auxiliary field to the set of
field variables.
Φi = (gµν , C
µ, C¯µ, Bµ). (4.5)
It is worth to note that, apart from the metric tensor, the field variables just listed
are the foundamental fields. Raising or lowering the indices, we obtain quantities
that depend on the metric tensor i.e., Cρ = gραC
α, C¯ρ = gραC¯α, B
ρ = gραBα. For
this reason, in the following we always use the set of fields (4.5) in the calculations.
Under infinitesimal coordinate transformations xµ → x′µ = xµ + ξµ(x) the metric
tensor transforms as
gµν(x)→ g′µν(x′) =
∂xα
∂x′µ
∂xβ
∂x′ν
gαβ(x)
= gµν(x)− gµρ(x)∂νξρ(x)− gνρ(x)∂µξρ(x).
We can write the transformed metric in terms of the old coordinate system as follows
g′µν(x
′) = g′µν(x+ ξ) = g
′
µν(x) + ξ
ρ(x)∂ρg
′
µν(x).
Thus, the variation of the metric under such diffeomorphism is given by
δgµν(x) ≡ g′µν(x)−gµν(x) = −gµρ(x)∂νξρ(x)−gνρ(x)∂µξρ(x)−ξρ(x)∂ρgµν(x). (4.6)
Using (4.6) and imposing the nilpotency of the BRST operator, we find the BRST
transformations of the fields
sgµν = −gµρ∂νCρ − gνρ∂µCρ − Cρ∂ρgµν ,
sCµ = −Cρ∂ρCµ,
sC¯µ = Bµ,
sBµ = 0.
(4.7)
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From s(gµνgνρ) = 0, we can also find the BRST transformation of the inverse of the
metric
sgµν = gµρ∂ρC
ν + gνρ∂ρC
µ − Cρ∂ρgµν (4.8)
In view of a perturbative approach, we can deduce the BRST transformations of the
graviton field from (4.8), which is
shµν = ∂µCν + ∂νCµ + hµα∂αC
ν + hνα∂αC
µ − Cα∂αhµν = Dµνα Cα. (4.9)
Finally, we need to add a gauge-fixing term to the action in order to calculate the
graviton propagator. Let us now discuss in detail some important theories that we
can build using this formalism.
4.2 General relativity
The Einstein-Hilbert action is
SEH = − 1
2κ2
∫
d4x
√−gR, κ2 = 8piG, (4.10)
where G is the gravitational constant with dimension [G] = −2 in units of mass.
The equations of motion for a gravitational field coupled to matter are
Rµν − 1
2
R = κ2Tµν ,
where Tµν is the covariant version of the energy-momentum tensor (4.3).
As anticipated, if we want to investigate the theory at the quantum level, it is
necessary to adopt a perturbative approach. To obtain the propagator and the
vertices of the quantum theory we have to consider the foundamental field as a
perturbation of the flat background as in (4.4). The analysis of the propagator
enables us to estabilish the particle content of the theory. Let us proceed to the
quantization of the Einstein theory.
Quantization and gauge-fixing
In order to calculate the graviton propagator, we need to add a gauge-fixing term
to the Einstein-Hilbert action, and then work out the part of the total action that
is quadratic in the perturbation hµν . In analogy with (3.6), a convenient class of
gauge-fixing choices is
Sgf = sΨ, Ψ = − 1
2κ2
∫
d4xC¯α
(
− ξ
2
Bα + Gα(hµν)
)
. (4.11)
The dimensions of fields and parameter in units of mass are listed in the following
table
gµν C
µ C¯µ Bµ κ
[ ] 0 0 0 1 −1
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In quantum gravity, the analogue of the Lorenz gauge of electromagnetism is given
by setting Gα = ∂λhλα in equation (4.11). With this gauge choice we get
Sgf = − 1
2κ2
∫
d4x
(
− ξ
2
BαB
α +Bα∂λh
λα − C¯α∂λDλαγ Cγ
)
. (4.12)
The equations of motion for the auxiliary field Bα are
Bα =
1
ξ
∂λh
λα. (4.13)
We can substitue this result in equation (4.12) finding
Sgf = − 1
2κ2
∫
d4x
( 1
2ξ
∂γhγα∂λh
λα − C¯α∂λDλαγ Cγ
)
. (4.14)
The total action is given by the sum of the two functionals (4.10) and (4.14)
Stot = SEH + Sgf . (4.15)
Propagators of general relativity
To find the graviton propagator, we need to calculate the part of the total action
that is quadratic in hµν . First, we select the quadratic part of the gauge-fixing (4.14)
S
(2)
gf = −
1
2κ2
∫
d4x
1
2ξ
hµν
[
−1
4
(ηµσ∂ν∂ρ+ηµρ∂ν∂σ+ηνσ∂µ∂ρ+ηνρ∂µ∂σ)
]
hρσ. (4.16)
Next, looking the appendix of this chapter, we can find the part of the Einstein-
Hilbert action (4.10) that is quadratic in the graviton field
S
(2)
EH = −
1
2κ2
∫
d4x
1
2
hµν
[
1
2
(ηµν∂ρ∂σ + ηρσ∂µ∂ν)−
− 
4
(2ηµνηρσ − ηµρηνσ − ηµσηνρ)−
− 1
4
(ηµσ∂ν∂ρ + ηµρ∂ν∂σ + ηνσ∂µ∂ρ + ηνρ∂µ∂σ)
]
hρσ.
(4.17)
The quadratic term of the total action is given by the sum of the contributions (4.16)
and (4.17)
S
(2)
tot ≡ S(2)EH + S(2)gf =
∫
d4x
1
2
hµνQµνρσh
ρσ,
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where Qµνρσ is the quadratic operator that we need to invert. Going to mementum
space and making use of the projectors defined in the appendix, we can write the
quadratic part of the total action (4.15) in the compact form
Qµνρσ = − k
2
2κ2
(
P (0−s)µνρσ −
1
2
P (2)µνρσ +
1
2ξ
P (1)µνρσ +
1
ξ
P (0−ω)µνρσ
)
.
Now, we invert the quadratic operator solving the condition
QµναβGαβρσ =
i
2
(δµρ δ
ν
σ + δ
ν
ρδ
µ
σ).
To determine the propagator completely, we must specify how the k0 integration
contour skirts the poles in calculating Feynman integrals. We do it in a standard
fashion including i terms in the individual poles. Finally, the graviton propagator
for general relativity is given by
Gµνρσ =
2iκ2
k2 + i
(
2P (2)µνρσ − P (0−s)µνρσ − 2ξP (1)µνρσ − ξP (0−ω)µνρσ
)
. (4.18)
Similarly, from (4.27) we find the part of Sgf that is quadratic in the ghost and
antighost fields
S
(2−gh)
gf =
1
2κ2
∫
d4x
(
C¯αCα + C¯α∂λ∂αCλ
)
.
Inverting the associated quadratic operator we find the ghosts propagator
Cµ(x) C ν(y) = −2iκ2
∫
d4k
(2pi)4
e−ik(x−y)
k2 + i
(
δµν −
kµkν
2k2
)
.
Nonrenormalizability of Einstein theory
It is a known fact that the Einstein-Hilbert action gives rise to nonrenormalizable
divergences. The theory is nonrenormalizable in four dimensions by simple power
counting. In fact, if we normalize the quadratic terms of the Einstein-Hilbert action
(4.17) by a change of variables hµν → h′µν =
√
2κ2hµν , powers of κ do appear in
the vertices. Since κ is a parameter with negative dimensions, we are free to add
infinitely many terms to the action and the theory is nonrenormalizable.
In 1974 t’Hooft and Veltman proved that, in the absence of matter, the theory
is finite at one-loop [9]. This means that the divergences can be subtracted by
means of field redefinitions. Indeed, using the dimensional regularization the one-
loop expansion generates counterterms of the type
∆S =
1

∫
dDx
√−g
(
aR2 + bRµνR
µν
)
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for certain coefficients a and b. Since these terms are proportional to the vacuum
field equations
δS
δgµν
=
1
2κ2
√−g
(
Rµν − 1
2
gµνR
)
,
they can be absorbed by means of a redefinition of the metric tensor.
In fact, we can write
S(gµν + a
′Rgµν + b′Rµν) = S(gµν) + a′
∫
dDxRgµν
δS
δgµν
+ b′
∫
dDxRµν
δS
δgµν
= S(gµν)− (2a
′ + b′)
4κ2
∫
dDx
√−gR2 + b
′
2κ2
∫
dDx
√−gRµνRµν ,
at first order in a′ and b′. Thus, defining
g′µν = gµν +
κ2

(
(2a+ b)Rgµν − 2bRµν
)
,
we find
SEH(g
′
µν) = SEH(gµν)−∆S.
On the other hand, if matter is coupled to gravity, there are generically countert-
erms which are not proportional to the classical field equations, and the theory is
nonrenormalizable at one loop [9]. At two loops, there is a nontrivial counterterm
for pure gravity proportional to
1

∫
dDx
√−gRµνρσRρσαβRαβµν , (4.19)
which cannot be absorbed by means of field redefinitions, so the theory is nonrenor-
malizable [10]. Moving to higher even dimensions does not improve the situation.
For example, in six-dimensional pure quantum the counterterm (4.19) appears al-
ready at one-loop [11].
4.3 Searching for a quantum theory of gravity
The interest in quantum gravity leads to the necessity to construct theories which dif-
fer from general relativity. Several ideas have been developed over the past decades.
We can mention supergravity theories, the theory of superstrings and loop quantum
gravity. However, a satisfactory approach has yet to come out. In such a context,
we wish to continue the investigation in quantum gravity using a “quantum field
theory” approach. We have already seen that the major problem is the nonrenor-
malizability of the classical action. In general, if we want to remove the divergences
from the theory we need to extend the classical action by including the terms that
are generated by renormalization.
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A first way to proceed, is to add all the infinitely many invariants generated by
renormalization to the Einstein action, modulo field and parameter redefinitions.
Such a theory would be a candidate for a perturbatively local version of the final
theory. Further, even if the theory is nonrenormalizable, it can be predictive if we
identify some physical quantities that just depend on a finite subset of parameters.
Following ref.[13], we write the most general action in d > 2-dimensions as
SQG = − 1
2κd−2
∫ √−g(R+ 2Λ + λ0κ2Gˆ+ λ1κ4C3 + λ′1κ4C ′3
+
∞∑
n=2
λnκ
2n+2In(∇, C)
)
,
(4.20)
where [κ] = −1, the constants λi are dimensionless and In(∇, C) denotes all the
local scalars of dimension 2n+ 4 that can be constructed using theree or more Weyl
tensors Cµνρσ and covariant derivatives ∇µ. The scalars C3 and C ′3 are defined by
the following contractions of the Weyl tensor
C3 = CµνρσC
ρσαβC µναβ , C
′
3 = CµρνσC
αµβνC α βρ σ ,
while Gˆ denotes a generalization of the Gauss-Bonnet term defined by
Gˆ = RµνρσR
µνρσ − 4RµνRµν +R2 + 4(d− 3)(d− 4)
(d− 1)(d− 2) Λ(R+ Λ).
The form of the action (4.20) is convenient for studying various properties of quan-
tum gravity. For example, we can find different classes of exact solutions of the field
equations.
In spaces of constant curvature we can write Rµνρσ = K(gµρgνσ− gµσgνρ) with K =
constant and the field equations reduces to the condition
f(κ2K,κ2Λ, λ)gµν = 0, (4.21)
where f is a function of the parameters of the theory and can be solved to obtain
K. With the parametrization used in SQG the solution simply reads
K = − 2Λ
(d− 1)(d− 2) .
Besides spaces of constant curvature, it is possible to prove that the FLRW metrics
and all locally conformally flat metrics that solve Einstein equations, are also solu-
tions of the field equations derived from SQG.
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4.4 Higher-derivative quantum gravity
A possible solution to the nonrenormalizability of general relativity is given by the
inclusion of terms which involve more than two derivatives of the metric tensor.
Although higher-derivative terms in the action are negligible in the infrared limit,
at high energies they dominate the behaviour of the theory. In this section, we study
the simplest extension of the action, sufficient to guarantee renormalizability. This
theory was first proposed by Stelle in 1977 [12], and includes terms quadratic in the
curvature tensors.
The most general action up to four derivatives is
SHD = − 1
2κ2
∫
d4x
√−g (γR+ 2Λ + αRµνRµν − βR2) (4.22)
There is no need to include the a term proportional to∫
d4x
√−gRµνρσRµνρσ,
because of the Gauss-Bonnet topological invariance in four-dimensional spacetime
i.e.,
√−g
(
RµνρσR
µνρσ − 4RµνRµν +R2
)
= total derivative. (4.23)
The equations of motion of the theory are
α
2κ2
(
− 1
2
RρσR
ρσgµν −∇ν∇µR− 2RρνµσRσρ + 1
2
gµν∇2R+∇2Rµν
)
+
β
2κ2
(
1
2
R2gµν − 2RRµν − 2∇ν∇µR+ 2gµν∇2R
)
+
γ
2κ2
(
Rµν − 1
2
gµνR
)
− Λ
2κ2
gµν = 0,
(4.24)
where ∇2 = ∇µ∇µ and ∇µ defines the covariant derivative. Let us note that, in
presence of the cosmological constant Λ, the field equations (4.24) do not vanish on
the flat metric ηµν . Thus, we turn it off in the next section in order to work out the
graviton propagator.
Quantization and gauge-fixing
In analogy with the case of general relativity, we fix the gauge by using the gauge
fermion
Ψ = − 1
2κ2
∫
d4xC¯α
(
− ξ
2
Bα + ∂λh
λα
)
. (4.25)
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The dimensions of fields and parameters in units of mass are
gµν C
µ C¯µ Bµ κ γ Λ α β
[ ] 0 0 0 1 0 2 4 0 0
This definition allows the ghost propagators to behave as the graviton propagator
in the ultraviolet limit. Applying the BRST operator to the gauge fermion (4.25)
we find the gauge-fixing term
Sgf = − 1
2κ2
∫
d4x
(
− ξ
2
BαBα +Bα∂λhλα − C¯α∂λDλαγ Cγ
)
. (4.26)
The equations of motion for the auxiliary field assume the same form (4.13), that is
to say
Bα =
1
ξ
∂λh
λα.
Substituting them inside (4.26), it is possible to get rid of the Bα dependence, thus
finding
Sgf = − 1
2κ2
∫
d4x
( 1
2ξ
(∂γhγα)(∂λhλα)− C¯α∂λDλαγ Cγ
)
. (4.27)
The total action is given by the sum of the two functionals (4.22) and (4.27)
Stot = SHD + Sgf .
Propagators of higher-derivative quantum gravity
To obtain the propagator we have to consider the foundamental field as a pertur-
bation around the flat background. In the presence of a cosmological constant the
flat metric ηµν is not a solution of the equations of motion of the theory. Thus, we
put the cosmological constant to zero. First, the quadratic part of the gauge-fixing
term (4.27) is
S
(2)
gf = −
1
2κ2
∫
d4x
1
2ξ
hµν
[
− 
4
(ηµσ∂ν∂ρ + ηµρ∂ν∂σ + ηνσ∂µ∂ρ + ηνρ∂µ∂σ)
]
hρσ.
Next, we want to calculate the part of the action (4.22) that is quadratic in the
graviton field hµν . Using the expansions reported in appendix we can find the
quadratic operator
S
(2)
tot ≡ S(2)EH + S(2)gf =
∫
d4x
1
2
hµνQµνρσh
ρσ,
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where Qµνρσ can be expressed in momentum space as
Qµνρσ =
k2
2κ2
[
(γ − αk2)
2
P (2)µνρσ + (6βk
2 − 2αk2 − γ)P (0−s)µνρσ +
k2
2ξ
P (1)µνρσ +
k2
ξ
P (0−ω)µνρσ
]
.
We invert the quadratic operator and find
Gµνρσ =
2iκ2
k2
[
2P
(2)
µνρσ
(γ − αk2) +
P
(0−s)
µνρσ
(6βk2 − 2αk2 − γ) +
2ξ
k2
P (1)µνρσ +
ξ
k2
P (0−ω)µνρσ
]
. (4.28)
In order to apply Feynman prescription, we need to decompose (4.28) into partial
fractions and find the individual poles. Let us focus on the part of the propagator
that is not proportional to ξ. We find
Gµνρσ = 2iκ
2
[
2P
(2)
µνρσ − P (0−s)µνρσ
γk2
− 2P
(2)
µνρσ
γ(k2 − γα−1) +
P
(0−s)
µνρσ
γ(k2 − γ(6β − 2α)−1)
]
. (4.29)
Usually, one requires positive energy states to propagate forward in time. Such
states give rise to poles in the propagator with positive residues. Since both the
massless pole and the pole at k2 = γ(6β − 2α)−1 do have positive residues, we shift
them according to Feynman prescription, replacing the denominators by
(k2 + i), and (k2 − γ(6β − 2α)−1 + i).
On the other hand, the pole at k2 = γα−1 as a negative residue and thus give rise
to a propagating spin-two ghost. Differently form the Faddev-Popov ghosts, this
unphysical particle cannot be eliminated by choosing a different gauge fixing and
does contribute to the S matrix. This produces a violation of the identity SS† = 1
and thus the unitarity of the theory is spoiled. We can handle the terms in (4.28)
that are proportional to ξ, by replacing them by
1
(k4 + i)
→ 1
(k2 + i)(k2 + λ+ i)
=
1
λ
[ 1
(k2 + i)
− 1
(k2 + λ+ i)
]
and then letting λ→ 0 at the end of the calculation.
From (4.27) we find the part of the total action that is quadratic in the ghost and
antighost fields
S
(2−gh)
gf =
1
2κ2
∫
d4x
(
C¯α2Cα + C¯α∂λ∂αCλ
)
,
and the ghosts propagator reads
Cµ(x) C ν(y) = −2iκ2
∫
d4k
(2pi)4
e−ik(x−y)
k2(k2 + i)
(
δµν −
kµkν
2k2
)
.
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Further developments
In principle, one could also include terms with even higher numbers of derivatives.
Let us consider a theory with any finite number of derivatives acting on the gauge
field. Using the factorization theorem for polynomials and the partial fraction de-
composition, the basic structure of the propagator is
1
k2(1 + pn(k2))
=
r0
k2
+
∑
i
ri
(k2 −M2i )
(4.30)
where pn(k
2) is a polynomial of degree n and the coefficients r0, ri are the residues at
the poles. If we multiply the left and right side of (4.30) by k2 and then we consider
the UV limit, we find that at least one of the residues ri is negative, therefore the
theory contains a ghost in the spectrum. In the end, the unitarity problem of the
theory persists. The problem of unitarity in higher-derivative theories is the most
difficult. Anyway, these theories provide an actractive toy model to work with.
In particular, in the next section we find a unitary and renormalizable theory for
quantum gravity by using a nonlocal extension of Stelle theory.
4.5 Nonlocal theories of gravity
In order to overcome the problem of unitarity, it has been proposed to relax the
assumption of nonlocality by adding infinitely many higher-derivative terms in the
action [15],[16]. Following ref.[16], we consider a nonlocal generalization of the action
(4.22)
SNL = − 1
2κ2
∫
d4x
√−g
[
γR+ 2Λ + αRµνR
µν − βR2
+RµνH2
(
−∇2Ω
)
Rµν +RH0
(
−∇2Ω
)
R
]
,
(4.31)
where ∇2Ω = ∇µ∇µ/Ω2, ∇µ defines the covariant derivative and Ω is a parameter
with mass dimension [Ω] = 1. The idea is to work out certain functions H2 and
H0 (together with suitable gauge-fixing functions) such that the quantum theory is
renormalizable and also unitary.
Quantization and gauge-fixing
Let us expand the metric around the flat space by using (4.4). In analogy with
(4.25) we chose a gauge fermion
Ψ = − 1
2κ2
∫
d4xC¯αω(−Ω)
(
− ξ
2
Bα + ∂λh
λα
)
,
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where Ω = /Ω2,  is the ordinary D’Alambertian and ω is a nonlocal weight
function. The dimensions of fields and parameter in units of mass are
gµν C
µ C¯µ Bµ κ γ Λ α β Ω
[ ] 0 0 0 1 0 2 4 0 0 1
The gauge-fixing term reads
Sgf = − 1
2κ2
∫
d4x
(
−ξ
2
Bαω(−Ω)Bα+Bαω(−Ω)∂λhλα−C¯αω(−Ω)∂λDλαγ Cγ
)
.
(4.32)
The equations of motion for the auxiliary field are the same as for Einstein theory
and Stelle theory
Bα =
1
ξ
∂λh
λα.
Substituting them inside (4.32) we find
Sgf = − 1
2κ2
∫
d4x
( 1
2ξ
(∂γhγα)ω(−Ω)(∂λhλα)−C¯αω(−Ω)∂λDλαγ Cγ
)
. (4.33)
The total action is given by the sum of the two functionals (4.31) and (4.33)
Stot = SNL + Sgf .
Propagators of nonlocal quantum gravity
Performing a redefinition
H0 → H0 − α
3
− H2
3
,
it is easy to show that the propagator reads
Gµνρσ =
2iκ2
k2
[ 2
F (z)
P (2)µνρσ −
1
G(z)
P (0−s)µνρσ +
2ξ
k2ω(z)
P (1)µνρσ +
ξ
k2ω(z)
P (0−ω)µνρσ
]
, (4.34)
where we have defined z ≡ k2/Ω2 and the functions
F (z) ≡ γ − αΩ2z − Ω2H2(z)z
G(z) ≡ γ − 6βΩ2z − Ω2H0(z)z.
(4.35)
In analogy with Stelle theory the ghosts propagator in coordinate space is
Cµ(x) C ν(y) = −2iκ2
∫
d4k
(2pi)4
e−ik(x−y)
k2(k2 + i)
(
δµν − kµkν2k2
ω(z)
)
.
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Unitarity and renormalizability
In order to obtain a theory that is both unitary and (super)renormalizable, we can
impose the following constraints
1. F (z) and G(z) must be entire trascendental functions
F (z) =
∞∑
n=0
af,nz
n, G(z) =
∞∑
n=0
ag,nz
n
2. F (z) and G(z) are real and positive on the real axis and have no zeros anywhere
in the complex plane |z| <∞
3. |H0(z)| and |H2(z)| have the same asymptotic behaviours along the real axis
±∞
4. |F (z)| and |G(z)| exhibit a polynomial asymptotic behavior in a neighborhood
of the real axis
lim
|z|→∞
|F (z)|
pγ2(z)
= lim
|z|→∞
|G(z)|
pγ0(z)
= 1, γi ∈ N, i = 0, 2.
5. We also require that the following condition is satisfied on the real axis
lim
|z|→∞
F (z)− pγ2(z)
pγ2(z)
zm = lim
|z|→∞
G(z)− pγ0(z)
pγ0(z)
zm = 0, ∀m ∈ N (4.36)
This last property ensures that, from the point of view of renormalization, the
nonlocal theory is equivalent to a local higher-derivative theory [17].
In the following chapter we prove that the so-defined nonlocal theory is super-
renormalizable, by extending the proof of the renormalizability of higher-derivative
quantum gravity.
4.6 Appendix
The determinant of the metric tensor
In our notations, the metric tensor has signature (+,−,−,−).
We define the determinant of the metric
g = det(gµν). (4.37)
The differential of g is
dg = ggµνdgµν = −ggµνdgµν . (4.38)
If we define
Xµ ≡ gρσ∂µgρσ = −gρσ∂µgρσ,
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using equation (4.38) we find
∂µ
√−g = −1
2
√−gXµ.
Along with the computation, we often need the BRST transformation of
√−g. It is
given by
s
√−g = −1
2
√−ggρσs(gρσ) = −∂ρ(
√−gCρ)
Using equations (4.37) and (4.4), the expansion of g up to the first order in hµν is
given by
g ' det(ηµν − hµν) = −det(ηµσ)det(ηµν − hµν) = −det(δσν − hσν ) = −(1− h),
where h = hµµ. Thus we have
√−g ' 1− 1
2
h+O(h2)
Expansion of the curvature tensors
We report the expansion of the curvature tensors and their product, up to the second
order in the perturbation hµν . Using equations (4.2), (4.1) and the expansion (4.4)
we find
Rµν '− 1
2
∂τ∂µh
τ
ν +
1
2
∂τ∂
τhµν +
1
2
∂µ∂νh
τ
τ −
1
2
∂τ∂νh
τ
µ+
+
1
4
∂µh
τ
ν∂τh
λ
λ +
1
4
∂νh
τ
µ∂τh
λ
λ −
1
4
∂µh
λ
τ∂νh
τ
λ −
1
4
∂τhµν∂
τhλλ+
+
1
2
∂λhµτ∂
λhτν −
1
2
∂λhµτ∂
τhνλ − 1
2
∂λhλτ∂
µhτν − 1
2
∂λhλτ∂
νhτµ+
+
1
2
∂λhλτ∂
τhµν +
1
2
∂µh
λτ∂νhλτ +O(h3),
and
R '− ∂µ∂νhµν + ∂τ∂τhλλ +
1
2
∂λhµν∂
νhµλ−
− 1
4
∂τh
µ
µ∂
τhλλ −
1
4
∂τh
µν∂τhµν +O(h3).
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Symmetrizing with respect to the indices of the perturbation hµν , we get the quadratic
parts of the following scalars
R =
1
8
hµν
[
(2ηµνηρσ + ηµρηνσ + ηµσηνρ)−
− (ηµσ∂ν∂ρ + ηµρ∂ν∂σ + ηνσ∂µ∂ρ + ηνρ∂µ∂σ)
]
hρσ,
R2 =
1
2
hµν
[
2∂µ∂ν∂ρ∂σ + 22ηµνηρσ − 2(∂µ∂νηρσ + ∂ρ∂σηµν)
]
hρσ,
RµνR
µν =
1
2
hµν
[
∂µ∂ν∂ρ∂σ − 1
2
(ηµν∂ρ∂σ + ηρσ∂µ∂ν)−
− 1
4
(ηµσ∂ν∂ρ + ηµρ∂ν∂σ + ηνσ∂µ∂ρ + ηνρ∂µ∂σ)+
+
2
4
(ηµρηνσ + ηµσηνρ) +
2
2
ηµνηρσ
]
hρσ.
(4.39)
Projector operators
Following the appendix of ref.[12], we define the complete, orthogonal set of pro-
jectors on spin states of rank-two tensor quantities. Let us start defining the usual
transverse and longitudinal projectors for vector quantities
θµν = ηµν − kµkν/k2,
ωµν = kµkν/k
2.
In terms of these quantities we find the four projectors for symmetric rank-two
tensors
P (2)µνρσ =
1
2
(θµρθνσ + θµσθνρ)− 1
3
θµνθρσ,
P (1)µνρσ =
1
2
(θµρωνσ + θµσωνρ + θνρωµσ + θνσωµρ),
P (0−s)µνρσ =
1
3
θµνθρσ,
P (0−ω)µνρσ = ωµνωρσ.
For a massive tensor field in the rest frame, these four projectors select the spin-two,
spin-one and two spin-zero parts of the field. To complete the projectors basis, we
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need to define the spin-zero transfer operators
P (0−sω)µνρσ =
1√
3
θµνωρσ,
P (0−ωs)µνρσ =
1√
3
ωµνθρσ.
The orthogonality relations of the projectors are
P i−aP j−b = δijδabP j−b,
P i−abP j−cd = δijδbcP j−a,
P i−aP j−bc = δijδabP j−ac,
P i−abP j−c = δijδbcP j−ac.
(4.40)
In terms of these projectors, the following relations hold
ηµνηρσ = 3P
(0−s)
µνρσ +
√
3P (0−sω)µνρσ +
√
3P (0−ωs)µνρσ + P
(0−ω)
µνρσ ,
1
2
(ηµρηνσ + ηµσηνρ) = P
(2)
µνρσ + P
(1)
µνρσ + P
(0−s)
µνρσ + P
(0−ω)
µνρσ ,
kµkνηρσ + kρkσηµν = k
2[
√
3P (0−sω)µνρσ +
√
3P (0−ωs)µνρσ + 2P
(0−ω)
µνρσ ],
kµkρηνσ + kµkσηνρ + kνkρηµσ + kνkσηµρ = k
2[2P (1)µνρσ + 4P
(0−s)
µνρσ ],
kµkνkρkσ = k
4P (0−ω)µνρσ .
(4.41)
We can express the scalars (4.39) as
R =
1
2
hµν
[
− k
2
2
P (2)µνρσ − 2k2P (0−s)µνρσ −
√
3k2
2
(P (0−sω)µνρσ + P
(0−ωs)
µνρσ )
]
hρσ,
R2 =
1
2
hµν
[
6k4P (0−s)µνρσ
]
hρσ,
RµνR
µν =
1
2
hµν
[k4
2
P (2)µνρσ + 2k
4P (0−s)µνρσ
]
hρσ.
Chapter 5
Renormalization of
higher-derivative quantum
gravity
In this chapter we prove the renormalizability of higher-derivative quantum gravity.
As anticipated, we use the Batalin-Vilkovisky formalism, and follow two different
approaches to the problem. An important theorem concerning a cohomological
property of the nilpotent operator σ, is proved. As we will see, this theorem simplifies
the solutions of both approaches. Finally, we extend these results in order to prove
the renormalizablity of the set of nonlocal theories defined in the previous chapter.
For many aspects, a comparison with the Yang-Mills case treated in chapter 3 can
be useful.
5.1 Introduction of the Batalin-Vilkovisky formalism
We study the action
SHD = − 1
2κ2
∫
dDx
√−g (γR+ 2Λ + αRµνRµν − βR2) (5.1)
In order to introduce the Batalin-Vilkovisky formalism, we define a set of sources
KA =
(
Kµν ,KCµ ,K
µ
C¯
,KµB
)
,
associated to the BRST transformation of each field Φi. Next, we fix the gauge by
adding in the action an s-exact term generated by a gauge fermion Ψ. For future
developments, we choose a gauge fermion such that depends by C¯ only through the
combination ∂∂∂C¯, and that is invariant under rigid diffeomorphisms i.e., under
global coordinate transformations xµ → x′µ = Mµνxν with Mµν = constant.
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A gauge fermion that satisfies these requirements is
Ψ ≡ − 1
2κ2
∫
dDx
√−g gµν gαβ ∂µ∂ν∂β C¯α
= − 1
2κ2
∫
dDx
√−g gαβ ∂β C¯α.
(5.2)
We can now write the total action
Σ(Φ,K) = SHD + sΨ−
∫
dDx(sΦi)Ki (5.3)
where sΨ is the gauge fixing term and SK = −
∫
dDx(sΦi)Ki is the source term.
Using the BRST transformations (4.7) and the gauge fermion (5.2), one finds
Σ(Φ,K) =− 1
2κ2
∫
dDx
√−g (R+ 2Λ− αRµνRµν − βR2)+
− 1
2κ2
∫
dDx
√−g [Cρ∂ρ∂µ∂ν∂βC¯α + 2∂µCρ(∂ρ∂ν∂βC¯α)+
+ ∂βC
ρ∂µ∂ν(∂αC¯ρ + ∂ρC¯α) + ∂µ∂ν∂βBα
]
gµνgαβ
+
∫
dDx [(gµρ∂νC
ρ + gνρ∂µC
ρ + Cρ∂ρgµν)K
µν+
+ (Cρ∂ρC
µ)KCµ −BµKµC¯
]
.
(5.4)
In order to preserve the invariance of the action under rigid diffeomorphisms, the
sources Ki(x) are defined to be tensor densities of weight 1 i.e., objects that under
diffeomorphisms transform as a tensor multiplied by
√−g. Let us note that we write
the integral in generic D dimensions in view of a dimensional regularization proce-
dure. The Christoffel symbols and the curvature tensors are defined in a standard
fashion. A priori, one should insert in (4.22) the term proportional to RµνρσR
µνρσ,
that we have neglected because of the Gauss-Bonnet topological invariance in four
dimensions (see (4.23)). On the other hand, this term would produce evanescent
counterterms that vanish in the limit  = 4−D → 0, without give rise to anomalies.
Imposing the total action (5.4) to be dimensionless and with null ghost number, one
can deduce the dimensions and the ghost numbers of the fields and the sources
gµν C
µ C¯µ Bµ K
µν KCµ K
µ
C¯
KµB
[ ] 0 0 D − 4 D − 3 D − 1 D − 1 3 2
gh# 0 1 −1 0 −1 −2 0 −1
(5.5)
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The mass dimension of the parameters are
κ γ Λ α β
[ ] 0 D − 2 D D − 4 D − 4
(5.6)
For future developments, we are interested in the analysis of the counterterms that
the renormalization may generate. Thus, starting from the action (5.4) and using
the table (5.5), we find some constraints that the renormalized action must preserve.
In particular, we state that there exists a subtraction scheme where the renormalized
action satisfies the following properties.
Proposition 6. The renormalized action depends from Kµ
C¯
only via the term −BµKµC¯ ,
and is independent of KBµ
This property is clearly satisfied by the classical action (5.4). Then, since no
one-particle irreducible diagrams can be constructed with external legs -Kµ
C¯
and
-KBµ , the renormalization does not produce counterterms proportional to K
µ
C¯
and
KBµ .
Proposition 7. The renormalized action depends on the antighost C¯µ only through
the combination ∂α∂β∂γC¯µ.
In fact, being this property satisfied by the classical action, the vertices that
contain an antighost leg always carry three derivatives acting on C¯µ. This means
that all counterterms, and thus the renormalized action, satisfy this property.
Proposition 8. The renormalized action is linear in the sources.
This property is evident if we look at the table (5.5). In fact, it is easy to see that
terms quadratic in the sources have dimension greater than four or are not allowed
by proposition 6.
Proposition 9. The renormalized action is invariant under rigid diffeomorphisms.
Since we demanded this property to be true for the total action (5.4), it is also
satisfied by the quantum effective action Γ. In fact, provided that the functional
measure is invariant under rigid diffeomorphisms and that the classical sources are
treated as tensorial densities, the generating functional (2.8) is also invariant. Thus,
from the definitions (2.9) we have that the effective action Γ must be invariant. In
particular, its divergent part Γdiv is invariant under diffeomorphisms, and so are all
possible counterterms.
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5.2 A cohomological theorem for gauge-trivial subsys-
tems
First, we introduce some definitions. As usual, we denote the solution of the master
equation (Σ,Σ) = 0 by Σ(Φ,K). LetH and U be two fields of the set Φ ≡ (Φr, H, U).
We say that H and U form a gauge-semitrivial Φ-subsystem if (Σ, H) = U and
(Σ, U) = 0. We furthermore say that H and U form a gauge-trivial Φ-subsystem if
it is gauge-semitrivial and (Σ,Φr) is independent of H and U for every Φr. We call
the Φ-subset Φr gauge-irreducible if it does not contain gauge-semitrivial subsystems.
In the theories that we have introduced in the previous chapters, the anti-ghost C¯
and the auxiliary field B form a gauge-trivial subsystem. In fact in both Yang-Mills
theory and higher-derivative quantum gravity, we have (Σ, C¯) = B, (Σ, B) = 0 and
the BRST transformation of the fields [Aµ, gµν , C] do not depend on C¯ and B. That
being said, let us enunciate the cohomological theorem.
Theorem 4. Let (H,U) be a gauge-trivial Φ-subsystem and χ(Φ) a local functional
such that (Σ, χ) = 0. Then there exist local functionals ω(Φr) and χ
′(Φ) such that
χ(Φ) = ω(Φr) + (Σ, χ
′). (5.7)
Proof. Let us expand the functional χ as
χ(Φ) = ω(Φr) +
∑
m+n>0
Fm,n, (5.8)
where we define
Fm,n =
∫
ft1...tm,s1...sn(Φr)U
t1 . . . U tmHs1 . . . Hsn ,
and ft1...tm,s1...sn is a local operator-function, by which we mean that it can contain
derivatives acting on the Hs and Us.
For the sake of simplicity, we also define
F ′m,n ≡
∫
(Σ, ft1...tm,s1...sn)U
t1 . . . U tmHs1 . . . Hsn .
Imposing (Σ, χ) = 0 and using equation (5.8), we find the identities
(Σ, ω) = 0,
F ′m,n +
∫
U s
δl
δHs
Fm−1,n+1 = 0. (5.9)
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Let us observe that the following relations hold
U t
δl
δU t
Fm,n = mFm,n, H
s δl
δHs
Fm,n = nFm,n. (5.10)
Applying to equation (5.9) the operation
Ht
δl
δU t
,
and using (5.10) one finds
0 =
∫
U t
δl
δHt
F ′m,n + (n+ 1)Fm−1,n+1 +
∫
(−1)stHtU s δ
2
l
δU tδHs
Fm−1,n+1,
where s and t are the statistics of U
s and Ht respectively. Using this identity and
again the relations (5.10), we find
(Σ,
∫
U t
δl
δHt
Fm,n) = (n+ 1)Fm−1,n+1 + mFm,n +
+
∫
(−1)stHtU s δ
2
l
δU tδHs
(Fm−1,n+1 − Fm,n).
Dividing by (m+ n) and summing over m and n we finally get
(Σ,
∑
m+n>0
1
(n+m)
∫
Ht
δl
δU t
Fm,n) =
∑
m+n>0
Fm,n,
therefore, the decomposition (5.7) holds with
χ′ =
∫
Ht
δl
δU t
∑
m+n>0
Fm,n
(n+m)
Note that since χ is local, χ′ is also local.
5.3 The cohomological approach
In chapter 2, we proved the renormalizability of a gauge theory in the cohomo-
logical approach. In this section we complete it in the case of higher-derivative
quantum gravity, by proving the Kliberg-Stern-Zuber conjecture. Since we have al-
ready proved the invariance of the functional measure, we move to the very heart of
the computation. For the sake of simplicity, we call Γdiv the ~n+1-order divergent
part of the gamma functional, renormalized up to the n-th order (which is what
we called Γ
(n+1)
n div in equation (2.17)). The renormalization of the fields and sources
is understood up to the n-th order in what follows, even if it is not made explicit.
Recall that we have to solve the following cohomological problem
σΓdiv = (Σ,Γdiv) = 0, (5.11)
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where Σ is the total solution (2.7) of the master equation (Σ,Σ) = 0.
Our goal is to give an explicit proof of the Kluberg-Stern-Zuber conjecture i.e., we
want to show that the general solution of equation (5.11) for higher-derivative quan-
tum gravity, involves the ghosts, the auxiliary fields and the sources only through
trivial contributions, while the only non-trivial terms are gauge invariant functionals
of the metric. In formulas, this is equivalent to say that
Γdiv = G(gµν) + σR(Φ,K),
σG(gµν) = (Σ,G(gµν)) = 0.
(5.12)
In this context, Γdiv is the most general integral of a four-dimensional local func-
tional with vanishing ghost number, that satisfies the propositions 6,7,8,9. When
we impose the constraint (5.11), all that is left are a few free parameters that, even-
tually, turn out to be related to the renormalization constants of the fields, the
sources and the couplings. This looks like a laborious procedure, especially if one
tries to figure out the number of all possible terms in Γdiv according to the previous
requests. Thus, we would like to find out some shortcut in order to simplify the
computations. Let us see how can we take advantege of theorem 4 and get rid of
some field variables in the computations.
Removal of C¯µ, Bµ, KC¯ and K
µ
B from the problem
Let us start from the total action
Σ(Φ,K) = SHD −
∫
dDx(sΦi)Ki + sΨ.
where SHD is given by (5.1). It is possible to remove the gauge fixing term sΨ
performing a canonical transformation C, generated by
F = ΦiKi + Ψ(Φ), (5.13)
where Ψ is the gauge fermion (5.2), and the transformed fields ϕ and sources K are
defined by
ϕi =
δF
δKi = Φ
i, Ki =
δF
δΦi
= Ki + δΨ(Φ)
δΦi
.
For the sake of simplicity, we keep the notation Φ for the fields, since they are left
invariant under C.
The antiparentheses are by definition invariant under canonical transformations so,
if we perform the transformation C on equation (5.11), labeling with an “∗” the
transformed quantities, we get
(Σ∗,Γ∗div)∗ ≡ σ∗Γ∗div = 0, (5.14)
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where ( , )∗ denotes the antiparentheses calculated with respect to Φ and K, while
Σ∗ represents the action without the gauge fixing term i.e.,
Σ∗(Φ,K) = SHD −
∫
dDx(sΦi)Ki
Now we note that the system [C¯µ, Bµ] is a gauge-trivial Φ-subsystem with respect
to the action Σ∗. In fact, we have that
(Σ∗, C¯µ)∗ = Bµ, (Σ∗, Bµ)∗ = 0,
while the functionals (Σ∗, gµν)∗ and (Σ∗, Cµ)∗ are independent of C¯µ, Bµ and the
sources. Furthermore, we find that also the K-subsystem [Kµ
C¯
,KµB] is gauge-trivial
with respect to Σ∗. In fact, since Σ∗ is independent of C¯µ and depends on Bµ only
via the linear term −BµKµC¯ , the following relations hold
(Σ∗,Kµ
C¯
)∗ = 0, (Σ∗,KµB)∗ = −KµC¯ ,
where we have simply used the definition (2.1) of antiparentheses. Note that the
minus sign of the identity on the right, can be absorbed in the definition of Kµ
C¯
,
without alter the result. Besides, one can check (see the appendix of this chapter)
that (Σ∗,Kµν)∗ and (Σ∗,KCµ )∗ depend neither from [KµC¯ ,K
µ
B] nor from [C¯µ, Bµ]. It
is easy to prove that, enlarging the set of fields Φ to include the sources K, theorem
4 easily generalizes.
Thus, being in presence of two gauge-trivial subsystems [C¯µ, Bµ] and [KµC¯ ,K
µ
B], we
can start from equation (5.14) and apply theorem 4 to conclude that
Γ∗div = ω
∗ + (Σ∗, χ′∗)∗, (5.15)
where χ′∗ is a functional that can contain any field variable, while ω∗ depends from
[gµν , C
µ,KCµ ,Kµν ] but not from [C¯µ, Bµ,KµC¯ ,K
µ
B].
Summarizing, instead of studying the full cohomological problem σΓdiv = 0 by
proving that the solution is of the type (5.12), we can focus on the simplified problem
in which the fields [C¯µ, Bµ,KC¯ ,KµB] and the gauge fixing term Ψ are set to zero. In
particular, the reduced problem consists of finding the solution of the constraint
σ∗ω∗ = 0, by proving that ω∗ has the form
ω∗ = G∗(gµν) + (Σ∗, ω′∗)∗, (5.16)
Then, we can come back to the original problem by performing the inverse of the
canonical transformation C generated by (5.13), on equation (5.15). This gives
Γdiv = G(gµν) + (Σ, R),
where R is the back-transformed of R∗ = χ′∗ + ω′∗. Thus, after the canonical
transformation, the σ∗-exact terms remains in the trivial sector of the cohomology.
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In fact, the invariance of the antiparentheses gives (Σ, R) = (Σ∗, R∗)∗. Moreover,
since C transforms only the sources, we also have
G(gµν) = G∗(gµν)
This means that, once we find the solution of the reduced problem, the Kluberg-
Stern-Zuber conjecture is proved and we do not even need to transform back to the
original settings.
How do we expect the σ∗-exact term to be?
Using the table (5.5), we can look for the most general ω′∗ of (5.16), such that it
is the integral of a local functional of dimension 3 and ghost number −1. We find
that, similarly to the Yang-Mills case (3.14), it is linear in the sources. In particular
ω′∗ =
∫
dDx
[
αKµνgµν + βKCµCµ
]
(5.17)
We find the form of the most general σ∗-exact terms that may appear in Γ∗div, by
applying the operator σ∗ to equation (5.17). Using the transformations (4.7) and
the results in appendix, we find
σ∗ω′∗ =
∫
dDx
[
α
δSHD
δgµν
gµν + β(Kµν(sgµν)−KCµ (sCµ))
]
(5.18)
The most general Γ∗div
Let us write down the most general Γ∗div. Besides the absence of the fields [C¯µ, Bµ,KµC¯ ,K
µ
B],
we require it to be the integral of local terms of dimension 4 and vanishing ghost
number. We further know that it must preserve the properties 6,7,8,9. Multiplying
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each independent term by a different coefficient, one obtains
Γ∗div =
∫
dDx
[
√−gG(gµν)+
+Kµν
(
a
2
(sgµν) +
b
2
Cρ∂ρgµν +
d
2
Cρ∂µg
νρ +
ξ
2
∂ρC
ρgµν+
+
e
2
gρσ∂αgρσgµνC
α +
f
2
gρσ∂ρgασgµνC
α+
+
h
2
gρσ∂µgρσgναC
α +
q
2
gρσ∂ρgµσgναC
α
)
+ (µ↔ ν)
+KCµ
(
A(sCµ) +B Cµ∂ρC
ρ + E CαCµgρσ∂ρgασ + FC
ρ∂αC
σgρσg
αµ+
+H CαCσgρµ∂αgρσ +Q C
αCµgρσ∂αgρσ
)]
,
(5.19)
where G∗ = ∫ dDx√−gG is invariant under rigid diffeomorphisms. In particular G
must be a scalar functional.
Explicit computation of σ∗Γ∗div ≡ 0
We can now impose the constraint (5.14), by applying σ∗ to equation (5.19) and
setting the result to zero. This imposition will allow us to find which coefficients
are related in (5.19) and which vanish. Since the calculation is involved, we split it
in various independent sub-problems. For example, as a first step, we separate the
terms of σ∗Γ∗div that are proportional to Kµν from those that do not contain this
source, and set them separately to zero. We can further reduce the problem to a
simplified particular case by replacing the metric gµν with the flat metric ηµν at the
end of the computation. The result of the computation, under these constraints, is
given by
σ∗Γ∗div
∣∣∣
Kµν ,η
=
∫
Kµν
[
(a+A) (∂νC
α∂αCµ + ∂µC
α∂αCν) +B ∂ρC
ρ(∂µCν + ∂νCµ)+
+
(
a+A− b− d
2
)
Cρ∂ρ(∂µCν + ∂νCµ) + (2F + d)∂µ∂νCρC
ρ+
+
(
h+B +
q
2
)
∂ρ(∂µC
ρCν + ∂νC
ρCµ) + (2e+ f)ηµν∂ρ∂αC
ρCα+
+ f ηµνCαCα +
q
2
(CµCν +CνCµ)
]
≡ 0
(5.20)
First, since the source Kµν is an arbitrary tensor density, we can set the terms inside
the squared brackets to zero. Before setting the coefficients of the other terms to
64 CHAPTER 5. RENORMALIZATION OF HD QUANTUM GRAVITY
zero, we need to verify that they are independent. We will procede to prove this
independence by playing with the arbitrariness of the ghost field as a function of
the coordinate, and breaking general covariance. Our goal, is to find a particular
definition for the ghost field, that sends to zero all terms of (5.20) but one. If we
can do this, we are allowed to set to zero the coefficient in front of the term that
we have isolated. Iterating this procedure, we prove that equation all the terms of
equation (5.20) are independent. We give here a direct example
• Let us start requiring Cα (α = 0, 1, 2, 3) to be linear functions of the coor-
dinates (x0, x1, x2, x3). In this way the only terms that survive in equation
(5.20) are
(a+A) (∂νC
α∂αCµ + ∂µC
α∂αCν) +B ∂ρC
ρ(∂µCν + ∂νCµ) ≡ 0
Choosing µ = ν = 1 and ∂1C
1 ≡ 0 we get
2(a+A) (∂1C
α∂αC1) ≡ 0
Since it is always possible to find α such that ∂1C
α∂αC1 6= 0, we get (a+A) = 0.
Now we can restart from (5.20) (with the first term equal to zero) and easily
find that B = 0, requiring the ghost field to be linear in the coordinates.
With the same arguments we proceed to prove the independence of the re-
maining terms.
• µ = 1 and ν = 2 we can eliminate the terms that contain ηµν from the problem.
If we also set C2 = 0, and use (a+A) = 0 and B = 0, we find
−(2b+ d)Cρ∂ρ∂2C1 − (2h+ q)∂ρ∂2CρC1 + (2F + d)∂1∂2CρCρ ≡ 0
If we further require C1 to vanish, we are able to isolate the last term. Given
that we can always choose ρ such that the last term is different from zero, we
get (2F + d) = 0. In the same fashion, we can separate the first two terms by
demanding ∂2C1 = 0 which gives (2h+ q) = 0 and (2b+ d) = 0.
• We are left to prove the independence of the terms
(2e+ f)ηµν∂ρ∂αC
ρCα + fηµν∂ρ∂
ρCαC
α
We can require the ghost field to be defined by Cα ≡ ((x1)2, (x0)2, (x3)2, (x2)2)
and then impose µ = ν = 1. In this way the first term vanishes. Thus, we
have found that f = 0 and so e = 0.
Summarizing, the terms of equation (5.20) are independent and we can set to zero
their coefficients i.e.,
a+A = 0, F = b = −d
2
, q = f = e = B = h = 0 (5.21)
5.3. THE COHOMOLOGICAL APPROACH 65
By imposing these constraints, we can proceed to the next sub-problem related to
the solution of the cohomological problem σ∗Γ∗div ≡ 0.
We focus now on the terms of σ∗Γ∗div that are linear in the source Kµν and con-
tain no derivatives acting on the ghost fields (n.d.). These are independent of every
other term if we demand that the Cα be constant functions. Using this prescriptions,
the terms that contribute to σ∗Γ∗div are given by
σ∗Γ∗div
∣∣∣
Kµν ,n.d.
=
∫
Kµν [−2E(gγν∂µgρσ∂ρgασCαCγ)− 2E(gγνgρσ∂µ∂ρgασCαCγ)
− 2H(gγν∂µgργ∂αgρσCαCσ)− 2H(gγνgργ∂µ∂αgρσCαCσ)
− Q(gγν∂µgρσ∂αgρσCαCγ)−Q(gγνgρσ∂µ∂αgρσCαCγ)] ≡ 0
if we choose Cα = (1, 0, 0, 0), it is easy to see that these terms are all independent
of one another. Thus we get the constraints
E = H = Q = 0 (5.22)
Let us eventually focus on the terms of σ∗Γ∗div that are linear in the source KCµ .
Imposing the constraints (5.21) and (5.22), the only terms that survive are
σ∗Γ∗div
∣∣∣
KCµ
=
∫
KCµ
[
F
(
Cα∂αC
ρ∂γC
σgρσg
αµ + Cρ∂αC
σ∂γC
αgρσg
γµ
)]
≡ 0.
From this we get
F = 0⇒ F = d = b = 0, (5.23)
where we have used the second of (5.21).
It is easy to prove that, with these constraints, we can get no more information
from setting to zero the terms of σ∗Γ∗div that are proportional to the sources. We
remain with the following expression
σ∗Γ∗div = σ
∗G∗ + ξσ∗
[∫
dDx
δSHD
δgµν
gµν∂ρC
ρ
]
≡ 0.
It is possible to absorb the term proportional to ξ by a redefinition of G∗ of the type
G∗ = G˜∗ + ξ
∫
δSHD
δgµν
gµν ln(
√−g). (5.24)
In fact, we have that∫
σ∗
(
δSHD
δgµν
gµν ln(
√−g)
)
= −
∫
δSHD
δgµν
gµν∂ρC
ρ.
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We remain with the condition
σ∗Γ∗div = σ
∗G˜∗(gµν) =
∫
dDx σ∗
(√−gG˜(gµν)) ≡ 0. (5.25)
Recalling that the operator σ∗ acts on the metric gµν as a gauge transformation,
equation (5.25) implies the invariance of G˜∗ under diffeomorphisms. In particular, it
is invariant under rigid diffeomorphisms. Thus, looking at equation (5.24) we have
that also
G∗ − ξ
∫
δSHD
δgµν
gµν ln(
√−g), (5.26)
is invariant under rigid diffeomorphisms. Nevertheless, we also imposed the invari-
ance of G∗ under such transformations in equation (5.19). Since the second term of
(5.26) is not invariant under rigid diffeomorphisms, we must impose
ξ = 0. (5.27)
Summarizing, we have found for (5.19) the following constraints
a+A = 0,
q = f = e = B = h = F = b = d = E = H = Q = ξ = 0.
(5.28)
Solution of the cohomological problem
Let us see what we are left with. Applying the results (5.28) to (5.19), we find the
most general functional Γ∗div that satisfies propositions 6,7,8,9
Γ∗div =
∫
dDx
[(√−gG(gµν))+ a(Kµν (sgµν)−KCµ (sCµ))]. (5.29)
Coming back to equation (5.18), we note that the terms proportional to a are σ∗-
exact. In particular
Kµν (sgµν)−KCµ (sCµ) = σ∗(KCµCµ).
Since these are the only terms that contain the ghosts and the sources, we have
proved explicitly the trivial dependence of Γdiv from these variables. In addition,
equation (5.18) tells us that we can always redefine the functional G˜∗(gµν) of (5.29),
by adding a term
λ
∫
dDx
δSHD
δgµν
gµν = λ
∫
dDx σ∗(Kµνgµν).
In fact, it is σ∗-exact and thus preserves equation (5.25). This operation corresponds
to remove the equations of motion from G∗.
Finally, equation (5.25) tells us that the functional σ∗
(√−gG(gµν)) = s(√−gG(gµν))
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must be a total derivative. By the way, we already possessed this information, due
to the invariance of Γ∗div under rigid diffeomorphisms. In fact, as we pointed out,
this symmetry implies that the functional
√−gG(gµν) appearing in (5.19) must be
a scalar density. In virtue of this, it transforms exactly as a total derivative under
BRST transformations (see the appendix of this chapter). Summarizing, we can
write
Γ∗div = G∗(gµν) + σ∗ω′∗, (5.30)
with
ω′∗ =
∫
dDx
[
λKµνgµν + aKCµCµ
]
, and σ∗G∗ = 0. (5.31)
The most general gauge invariant functional of the gauge field can be construct as
a linear combination of the terms
G∗n+1 = −
1
2κ2
∫
d4x
√−g
(
γ(n+1)R+ 2Λ(n+1) + α(n+1)RµνR
µν − β(n+1)R2
)
,
(5.32)
where the labels “(n + 1)” reminds us that, along all the proof, we have implicitly
used parameters and fields of the theory renormalized up to n-order (see chapter 2).
Since we have absorbed the equation of motion inside the trivial term of (5.30), the
coefficients of equation (5.32) are dependent and the renormalization of one coupling
constant is implicit in the parameter λ of (5.31). We can absorb the counterterms
as shown in chapter 2.
This conclude the explicit proof of Kluberg-Stern-Zuber conjecture for the higher-
derivative quantum gravity.
Renormalization constants
From equations (5.1) and (5.32) we read the renormalization constants of the pa-
rameters
Zγ,n+1 = 1− γ
(n+1)
γ
, Zα,n+1 = 1− α
(n+1)
α
, Zβ,n+1 = 1− β
(n+1)
β
. (5.33)
As we pointed out in chapter 2, we can absorb the σ∗-exact terms of (5.30) by a
canonical transformation generated by
F(Φ,K ′) = I(Φ,K ′)− ω′∗(Φ,K ′).
Using the analogue of equations (2.20) we get the following
g′µν = gµν(1− λ(n+1)), K ′µν = Kµν(1− λ(n+1))−1, (5.34)
C ′µ = Cµ(1− a(n+1)), K ′Cµ = KCµ (1− a(n+1))−1, (5.35)
and thus the renormalization constants are
Zgµν ,n+1 = (1− λ(n+1)) = Z−1Kµν ,
ZCµ,n+1 = (1− a(n+1)) = Z−1KCµ .
(5.36)
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5.4 The quadratic approach
Let us now turn to the quadratic approach, and derive the renormalizability of the
higher-derivative quantum gravity from another perspective. As explained in chapter
2, we have to work out the most general renormalized BRST transformations of the
fields, by imposing the nilpotency of the operator sR. Once this is done, we want
to use this set of BRST transformations in order to find the most general functional
of the fields, that eventually will coincide with the renormalized action SR. In the
following arguments, we rely on the power counting consulting the table (5.5). We
further stress the fact that, since the proof is performed inductively absorbing the
divergences loop by loop, the counterterms are local.
The renormalized BRST transformations
Making use of equation (2.28), we can derive the dimensions and ghost number
associated to the BRST transformations. We find the usual gauge-semitrivial sub-
system [C¯µ, Bµ], according to the definition given at the beginning of this chapter.
In fact, the independence of the renormalized action ΣR from the source K
µ
B, proved
in proposition 6, tells us that sRBµ = 0. Furthermore, since the source K
µ
C¯
enters
in the action (5.4) only through a linear term of the form −BµKµC¯ , we cannot gen-
erate counterterms with Kµ
C¯
external legs. Thus, from equation (2.28) we obtain
sRC¯µ = Bµ.
Let us now focus on the renormalized BRST transformations of the metric and the
ghost field. The linearity of ΣR in the source K
C
µ , gives us the following constraints
about the ghost number and the dimension of the ghost BRST transformation
[sRC
µ] = 1, gh(sRC
µ) = 2.
The most general functional of the fields that we can build, such that these properties
are preserved, is
sRC
µ = a1C
ρ∂ρC
µ + a2C
µ∂ρC
ρ + a3C
αCµgρσ∂ρgασ + a4C
ρ∂αC
σgρσg
αµ+
+ a5C
αCσgρµ∂αgρσ + a6C
αCµgρσ∂αgρσ + d1C
µCαBα
Similarly, the linearity of ΣR in the source K
µν , allows us to determine the following
properties
[sRgµν ] = 1, gh(sRgµν) = 1
The most general functional of the fields, according to these requirements, is
sRgµν =
b1
2
gµρ∂νC
ρ +
b2
2
Cρ∂ρgµν +
b3
2
Cρ∂µgνρ +
b4
2
gρσ∂αgρσgµνC
α+
+
b5
2
∂ρC
ρgµν +
b6
2
gρσ∂ρgασgµνC
α +
b7
2
gρσ∂µgρσgναC
α+
+
b8
2
gρσ∂ρgµσgναC
α +
d2
2
gµρBνC
ρ +
d3
2
CρBρgµν + (µ↔ ν)
(5.37)
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A first constraint on the parameters is due to the fact that, in the final analysis, we
are using perturbation theory. For this reason, we require that the BRST transfor-
mation of the metric gives back the flat space-time free-field gauge transformation
when we substitute the ghost field with a set of local functions ξµ. Looking at
equation (4.9), we want to recover invariance under
δξhµν = −∂µξν − ∂νξµ, (5.38)
where ξµ are the gauge parameters. This condition is reflected, up to field redefini-
tions, in the request b1 6= 0.
Now that we have the most general expressions of the renormalized BRST transfor-
mations of the fields, the next step is to impose the nilpotency of the renormalized
BRST operator sR. We recall that this property is a direct consequence of the mas-
ter equation (ΣR,ΣR) = 0. The computation is hard, thus we adopt the same kind
of tricks that we have used in the cohomological approach, dividing the problem in
simpler sub-parts. The complications also arise from the fact that the constraints
on the coefficients are quadratic.
We report the main steps of the computation. Let us start by the terms arising from
s2Rgµν ≡ 0, s2RCµ ≡ 0, (5.39)
and that are proportional to the auxiliary field Bµ. We further choose the metric
to be the flat one ηµν , at the end of the computation. We denote the nilpotency
conditions with the above requirements by
s2RC
µ
∣∣∣
B,η
≡ 0, s2Rgµν
∣∣∣
B,η
≡ 0. (5.40)
Using the expression (5.4), the first of these conditions gives us the following results
s2RC
µ
∣∣∣
B,η
=
(
2a1d1 +
a5d2
2
)
∂ρC
µCρCαBα +
(
2a2d1 − a3d2
2
)
CµCα∂ρC
ρBα+
+
(
a1d1 − a2d1 − a3d3 − a6d2 − 4a6d3 − a5d3
)
CµCρ∂ρC
αBα+
+
(
a1d1 − a2d1 − a3d3 − a6d2 − 4a6d3 − a5d3 + a3d2 + a5d2
2
)
CµCρCα∂ρBα+
+ d2
(a3 + a4
2
)
Cµ∂αCρC
ρBα + d2
(a5 − a4
2
)
CµCρ∂
αCρBα+
+ a4
(d2
2
+ 2d1
)
∂µCρC
ρCαBα ≡ 0
(5.41)
One can easily prove the independence of these terms, by going through the same
kind of arguments used to prove the independence of the terms appearing in equation
(5.20). Similarly, from the second condition of (5.40) and using the expression (5.37),
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one finds the following independent terms in the BRST transformation of the metric
s2Rgµν
∣∣∣
B,η
=
1
2
(b1d2
2
+ b1d1 − b3d3 − b7d2 − 4b7d3 − b8d3
)
Cµ∂νC
ρBρ + (µ↔ ν)+
+
1
2
(b3d2
2
+ b1d1 − b3d3 − b7d2 − 4b7d3 − b8d3
)
CµCρ∂νBρ + (µ↔ ν)+
+
1
4
(
b1d2 − b3d2 − b1d2
)
BµCρ∂νC
ρ + (µ↔ ν)+
+
1
2
(
b1d3 − b1d1 − b3d2
2
)
Cρ∂νC
µBρ + (µ↔ ν)+
+
1
2
(
b2d2 − b8d2
2
)
∂ρBνCµC
ρ + (µ↔ ν)+
+
1
2
(
b2d2 +
b1d2
2
)
Bν∂ρCµC
ρ + (µ↔ ν)+
+
(b8d2
4
)
Bρ∂
ρCµCν + (µ↔ ν)+
+
1
2
d2
(d2
2
+ d3
)
BνCµC
αBα + (µ↔ ν)+
+
1
2
(
b5d2 − b8d2
2
− b5d2
)
BνCµ∂ρC
ρ + (µ↔ ν)+
+
(
b2d3 + b4d2 + 4b4d3 − b5d1 + b6d3
)
ηµν∂ρC
αCρBα+
+
(
b2d3 + b4d2 + 4b4d3 − b5d1 + b6d3 − b6d2
2
)
ηµνC
αCρ∂ρBα+
+
(b6d2
2
)
ηµνB
ρ∂ρC
αCα +
(
b5d1 − b5d3 + b6d2
2
)
ηµν∂ρC
ρCαBα ≡ 0
(5.42)
Being all the terms in equations (5.41) and (5.42) independent, we can set the
coefficients in front of them to zero. Given that by hypothesis we have b1 6= 0, it is
easy to check that we must have d2 = 0 and d1 = d3. Using this information, we
find that the only two cases surviving the constraints (5.40), are
• d1 = 0 ⇒ d1 = d2 = d3 = 0
This case is not consistent. In fact, going through some calculations, one can
check that the conditions
s2Rgµν
∣∣∣
η
≡ 0, s2RCµ
∣∣∣
η
≡ 0.
require that b1 = 0, but this is not permitted since it goes against our hypoth-
esis.
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• d1 = d3 6= 0 ⇒ a1 = a2 = a4 = d2 = 0, a3 = −a5 − 4a6,
b2 = b5 − b6 − 4b4, b1 = b3 + 4b7 + b8.
This is the unique result of the constraints (5.40).
One can continue from this step, relaxing the restrictions that we have imposed
to simplify the calculations. Examining the problem till the complete solution of
(5.39), one finds the following independent cases
1. sRBµ = 0, sRC¯µ = Bµ, sRC
µ = aCρ∂ρC
µ,
(5.43)
sRgµν = agµρ∂νC
ρ + agνρ∂µC
ρ + aCρ∂ρgµν − a2∂ρCρgµν − a4gρσ∂αgρσCαgµν .
We can discard this first result, since it does not reproduce the gauge trans-
formation (5.38) in the flat space-time limit.
2. sRBµ = 0, sRC¯µ = Bµ, sRC
µ = aCρ∂ρC
µ,
(5.44)
sRgµν = a gµρ∂νC
ρ + a gνρ∂µC
ρ + a Cρ∂ρgµν + b ∂ρC
ρgµν .
The parameter b, that appears in sRgµν , suggests that this transformation
can be understood as an extension of the original BRST transformation.
It seems that the renormalization generates a wider set of BRST transformations.
Actually, we can prove that the original transformation defined in (4.7), is recovered
by a redefinition of the fields. In particular, by rescaling the metric as
gµν −→ g′µν = agxgµν , (5.45)
we can find x such that the action of sR on the new metric resembles the original
BRST transformation. If we apply the renormalized BRST operator sR, given by
(5.44), on the new metric defined by (5.45), we get
sRg
′
µν = a g
′
µρ∂νC
ρ + a g′νρ∂µC
ρ + a Cρ∂ρg
′
µν +
(
b+ 4bx+ 2ax
)
∂ρC
ρg′µν .
This transformation leads back to the standard BRST transformation if we set
b+ 4bx+ 2ax = 0⇒ x = −1
2
b
a+ 2b
.
It is always possible to find the change of variable (5.45), except in the case b = −a2 .
In fact, for this particular value of the parameters, x is divergent. However, this
occurrence is not permitted in perturbation theory, given that it does not fit the flat
space-time limit transformations.
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The renormalized classical action
Let us now focus on the term SR(Φ) of equation (2.28). The master equation (2.27)
tells us that it satisfies sRSR(Φ) = 0. Being [B, C¯] a gauge-trivial Φ-subsystem, we
can once again use the cohomological theorem 4 to write the renormalized classical
action as
SR(Φ) = ωR(gµν , C
µ) + sRχR(Φ). (5.46)
The only local functional of the fields χR(Φ), such as it satisfies propositions 8,9,
with dimension 3 and ghost number −1 is given by
χR(Φ) = − 1
2κ2
∫
dDx
√−g gµν gαβ ∂µ∂ν∂β C¯α. (5.47)
Such functional matches the gauge fermion (5.2). Moreover, given that gh#(ωR) =
0, we have that ωR = ωR(gµν).
The master equation also ensures that sRωR(gµν) = 0. We can find the most general
solution of this equation by applying the redefinition (5.45) of the metric. In fact,
we have seen that this change of variables is equivalent to require that sR acts as
a gauge transformation on a functional of the metric tensor. In virtue of this, the
transformed solution is given by the most general functional that is invariant under
diffeomorphisms, that is
ωR(g
′
µν) = −
1
2κ2
∫
dDx
√
−g′ (γ¯R′ + 2Λ¯ + α¯R′µνR′µν − β¯R′2) (5.48)
where the prime indicates the dependence on
g′µν = ag
− 1
2
b
a+2b gµν
In terms of this rescaling, using equations (5.47) and (5.48) we can write (5.46) as
SR(Φ
′) = ωR(g′µν) + sRχR(Φ
′) = SHD(g′µν) + sΨ(Φ
′) (5.49)
in analogy with the definitions (5.1) and (5.2).
Renormalization constants
Using the renormalized action (5.49), let us compare equations (2.28) and (5.3).
Defining the renormalization constants by
γ¯ = Zγγ, Λ¯ = ZΛΛ, α¯ = Zαα, β¯ = Zββ, (5.50)
the classical form of the action have been restored. Moreover, defining the renor-
malization constant of the ghost field as
ZC = −a, (5.51)
also the original set of BRST transformations is restored. Thus, the proof of renor-
malizability in the quadratic approach is complete. Lastly, from the definitions
(5.33),(5.36),(5.50) and (5.51) we note that in both the cohomological and the
quadratic approaches there are 5 independent renormalization constants.
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5.5 Renormalizability of nonlocal quantum gravity
Using the notation introduced in chapter 4, we study the action
SNL = − 1
2κ2
∫
d4x
√−g
[
γR+ 2Λ + αRµνR
µν − βR2
+RµνH2
(
−∇2Ω
)
Rµν +RH0
(
−∇2Ω
)
R
]
.
Let us expand the inverse metric as
gµν = ηµν +
√
2κ2hµν ,
and define the gauge fixing term
Sgf = −
∫
d4x
( 1
2ξ
(∂γhγα)ω(−Ω)(∂λhλα)− C¯αω(−Ω)∂λDλαγ Cγ
)
. (5.52)
We recall that our goal is to define certain nonlocal functions H2, H0 and ω such
that the theory is renormalizable and unitary. We demand that these functions have
the following polynomial behaviours in the UV limit
H2(z)→ pγ(z), H0(z)→ pγ(z), ω(z)→ pγ(z), γ ≥ 1.
In the Batalin-Vilkovisky formalism we can write the total action as
Σ(Φ,K) = SNL + sΨ−
∫
dDx(sΦi)Ki.
and the mass dimension of the fields, the sources and the parameters are the same
as in (5.5) and (5.6). In order to properly normalize the dominant kinetic term in
perturbation theory we define
Φ˜ =
1
Ωγ
Φ, K˜ = ΩγK, κ˜ = Ωγκ,
γ˜ = Ω2γγ, Λ˜ = Ω2γΛ, α˜ = Ω2γα, β˜ = Ω2γβ.
In terms of these new variables, it is easy to check that we can parametrize the
action functional as
Σ(Φ˜, K˜, κ˜) =
1
κ˜2
Σ′(κ˜Φ˜, κ˜K˜).
Thus, the L-loop effective action can also be parametrized as
ΓL(Φ˜, K˜, κ˜) = κ˜
2(L−1)Γ′L(κ˜Φ˜, κ˜K˜). (5.53)
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In four dimensions, the ghost numbers and mass dimensions of the new variables are
κ˜h˜µν κ˜C˜
µ κ˜ ˜¯Cµ κ˜B˜µ κ˜K˜
µν κ˜K˜Cµ κ˜K˜
µ
C¯
κ˜K˜µB
[ ] 0 0 0 1 3 + 2γ 3 + 2γ 3 + 2γ 2 + 2γ
gh# 0 1 −1 0 −1 −2 0 −1
(5.54)
Since the property (4.36) holds, we can substitute to H2 and H0 their polynomial be-
haviours in the computation of UV divergences. Therefore, from the point of view of
renormalization, the nonlocal theory is equivalent to a polynomial higher-derivative
theory. Integrating by parts the standard derivatives acting on the ghost field in
(5.52), we note that the renormalized action depends on Kµν and the antighost C¯µ
only via the linear combination(
Kµν − ω(−Ω)∂µC¯ν
)
. (5.55)
Looking at (5.53) and (5.54), it is easy to prove that for any number of loops L ≥ 1
the counterterms do not depend from the sources by simple power counting. Further,
from equation (5.55) we see that also C¯µ and C
µ do not contribute. Since the classical
action is linear in the auxiliary field, it is not possile to construct loop diagrams with
Bµ and we deduce that the counterterms depends only from the gauge field hµν .
The cohomological approach
The solution of the cohomological condition (2.17) is straightforward, and the (n+1)-
loop divergent part of the effective action renormalized up to nth order in ~ reads
Γ
(n+1)
n div = G˜n+1(κ˜h˜µν), σG˜n+1(κ˜h˜µν) = 0. (5.56)
The functional G˜n+1 is local and gauge invariant. Moreover, its dimension decreases
with the number of loops as we can infer from (5.53). Since we cannot construct
counterterms with negative dimensions, only a finite-loop divergences survive and
the theory is super-renormalizable ∀γ ≥ 1. For example, if γ ≥ 3 only one-loop
divergences survive and the counterterms are of the form (5.32).
The quadratic approach
The proof of the renormalizability of the nonlocal theory in the quadratic approach
is also trivial. In particular, from equation (2.28) and the properties of the nonlocal
renormalized action that we have listed, we can deduce that the BRST transforma-
tions of the fields does not change under renormalization.
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5.6 Uniqueness of general covariance
The fact that both higher-derivative and nonlocal quantum gravity preserve the
structure of the BRST transformations under renormalization, enables us to enun-
ciate the following result
Theorem 5. General covariance is the most general gauge symmetry of a renor-
malizable higher-derivative or nonlocal theory of quantum gravity.
5.7 Appendix
BRST transformations of scalar densities
Since the BRST operator acts as a diffeomorphism on the metric, we can easily find
the transformation properties of objects that depend only from gµν . For example, let
us take a generic scalar functional of the metric X = X(x). Under a diffeomorphism
x→ x′ = x+ ξ it transforms as
X(x) ≡ X ′(x′) = X ′(x+ ξ) = X ′(x) + ξ∂X
⇒ δX ≡ X ′(x)−X(x) = −ξ∂X.
Thus, the BRST transformation of X is given by
sX = −Cα∂αX.
This, in addition to the fact that
s
√−g = −∂α(
√−gCα),
gives the transformation property for a generic scalar density K =
√−gX, that is
sK = s(
√−gX) = −∂α(
√−gCαX).
Generalized BRST transformation of the equations of motion
In general, we have that δSHD/δgµν ∝ √−g Tµν , where Tµν is the energy-momentum
tensor. Thus, the equations of motion δSHD
/
δgµν transform like contravariant
tensor-densities.
We can prove this property using the following arguments. Let us start from the
gauge invariance of the classical action i.e., σSHD = (Σ, SHD) = 0. Differentiating
this identity with respect to gµν we obtain(
δΣ
δgµν
, SHD
)
+
(
Σ,
δSHD
δgµν
)
= 0.
Since SHD is K-independent we have
σ∗
δSHD
δgµν
=
(
δ
∫
(sΦi)K
i
δgµν
, SHD
)
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Computing this antiparentheses we find the result
σ∗
δSHD
δgµν
=
δSHD
δgµα
∂αC
ν +
δSHD
δgνα
∂αC
µ − ∂αCα δSHD
δgµν
− Cα∂α δSHD
δgµν
that is how a contravariant rank-2 tensor-desity transforms.
Generalized BRST transformation of the sources
For the sake of completeness, we report here the results of the application of the
operator σ∗ on the sources (Kµν and KCµ ).
σ∗Kµν(x) =
∫
dDy
δrΣ
∗
δgαβ(y)
δlK
µν(x)
δKαβ(y)
=
=
δrSHD
δgµν(x)
−Kµα∂αCν(x)−Kνα∂αCµ(x)+
+ ∂αK
µνCα(x) +Kµν∂αC
α(x)
σ∗KCµ (x) =
∫
dDy
δrΣ
∗
δCα(y)
δlK
C
µ (x)
δKCα (y)
=
= 2∂σK
ρσgρµ(x) + 2K
ρσ∂σgρµ(x)−Kρσ∂µgρσ(x)−
− ∂σKCµ Cσ(x)−KCµ ∂σCσ(x)−KCσ ∂µCσ(x)
Chapter 6
Conclusions
In this thesis we have studied the properties of a higher-derivative toy model of quan-
tum gravity and we have used the results to analyze the main features of nonlocal
theories of quantum gravity. The renormalizability of higher-derivative quantum
gravity have been revisited by using the Batalin-Vilkovisky formalism. It consists
in doubling the space of field variables by associating a source to the BRST trans-
formation of each field. The very hearth of this formalism is the master equation,
which is defined by
(Σ,Σ) ≡
∫
dDx
(
δrΣ
δΦi(x)
δlΣ
δKi(x)
− δrΣ
δKi(x)
δlΣ
δΦi(x)
)
= 0,
and provides the action Σ from which we start to quantize the theory. In terms of
the master equation we can define a generalized BRST operator σX ≡ (Σ, X) which
satisfies σ2 = 0 for any functional X of the fields and the sources. The master equa-
tion plays a foundamental role in the analysis of a gauge system. In particular, it
is very useful to prove the renormalizability of a gauge theory. We have considered
two main approaches to prove the renormalizability of higher-derivative quantum
gravity, both performed by induction in the number of loops.
The “cohomological” approach preserves the validity of the master equation at each
inductive step. We assume that the theory is renormalized up to n-loops and then
prove that we can cancel out all the divergences at (n+ 1)-loops. It turns out that
the (n+1)-loops counterterms must satisfy the cohomological condition σΓ
(n+1)
n div = 0.
The cohomological method only works if we can write the solution of this condition
as a sum of a gauge invariant functional of the gauge fields plus a σ-exact functional
of the fields and the sources. In such a case, the counterterms are canceled out
by means of parameter redefinitions and canonical transformations. The inductive
proof guarantees the cancellation of the divergences to all orders.
The fact that the cohomology of the operator σ consists of the only gauge invariant
functionals of the gauge fields is known as Kluberg-Stern-Zuber conjecture. In the
original work on the renormalizability of higher-derivative quantum gravity, Stelle
assumes the validity of the conjecture. So far, it has been proved for Yang-Mills
77
78 CHAPTER 6. CONCLUSIONS
theory and Einstein gravity. We have extended the proof to higher-derivative quan-
tum gravity. Our results naturally extend to nonlocal theories of quantum gravity,
which turn out to be super-renormalizable.
In general, it is not obvious that the Kluberg-Stern-Zuber condition holds. In such
a situation, the cohomological approach would fail. A more powerful method which
avoid this constraint is a so-called “quadratic” approach. In this case, the inductive
procedure absorbs the divergences automatically at each loop. On the other hand,
it postpones the solution of the master equation to the end of the inductive proce-
dure, after the theory is renormalized to all orders. We have worked out the exact
solution of the master equation at the renormalized level. This result also proves
that higher-derivative quantum gravity is renormalizable, and generates the same
number of renormalization constants as the cohomological approach. In particular,
the structure of the BRST transformations is preserved by renormalization. This
last property, extended also to nonlocal gravity, enabled us to conclude that general
covariance is the most general gauge symmetry of a renormalizable higher-derivative
and nonlocal quantum theory of gravity.
As said, besides the investigation of higher-derivative quantum gravity, we have also
considered aspects of nonlocal theories. The interest in studying nonlocal theories
is twofold. On the one hand, it brings to light a sector of quantum field theory
that is still vastly unexplored and worth of investigation. On the other hand, it is a
candidate for a unitary and super-renormalizable quantum theory of gravitation. It
is worth to note that these theories are also predictive to a certain extent. Indeed,
they have a rather constrained behaviour in the UV limit and provide predictive
transition amplitudes at high energies.
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