Abstract. In order to study projections of smooth curves, we introduce multifiltrations obtained by combining flags of osculating spaces. We first use these multifiltrations to show that under the assumption 2ρg − 2 < d < 2n, the arithmetic genus of any non-degenerate degree d curve in P n of geometric genus ρg is at most d − n. We classify all configurations of singularities occurring for a projection of a smooth curve embedded by a complete linear system away from a projective linear space of dimension at most two. In particular, we determine all configurations of singularities of non-degenerate degree d rational curves in P n when d − n ≤ 3 and d < 2n. Along the way, we describe the Schubert cycles giving rise to these projections.
1. Introduction 1.1. Motivation and Background. How bad can the singularities of a curve C of degree d in P n be? The study of this question is classical. A first measure of this is given by the difference between the arithmetic genus ρ a and the geometric genus ρ g of C. This difference is zero if and only if the curve is smooth. Moreover, fixing the numerical invariants d, n, ρ a , and ρ g , one could hope to classify all the configurations of singularities that can occur.
Perhaps the simplest situation is that of plane curves. Here, the arithmetic genus of any degree d plane curve C is ρ a (C) = (d − 1)(d − 2)/2. For degrees d = 3, 4, 5, all possible configurations of singularities are classically known; see e.g. [15] . To our knowledge, a classification for d = 6 remains an open question, although there have been partial results in this direction [3, 20, 18] . Furthermore, complex planar rational curves which are homeomorphic to a two dimensional sphere (that is, they only admit singularities of cuspidal type, and no multibranched singularities) are recently shown to have at most four singular points [14] and they are partially classified.
In higher dimensions, less is known. A common approach is to view a curve C ⊂ P n as the image of a smooth curve X ⊂ P m under a linear projection P m P n ; this was used extensively by Veronese [19] . More generally, any curve C may be viewed as the image of a smooth curve X under the map obtained from some linear series of a line bundle L. Important information concerning the result of such a map may be obtained by studying the intersection behaviour of the orthogonal complement of this linear series with the flags of osculating planes for the curve X with respect to L. This has been used for instance by Piene [17] to recover the generalized Plücker formulas, and by Eisenbud and Harris [7, 8] to study linear series on curves.
A special case is when the curve C under consideration is rational. Any nondegenerate rational degree d curve in P n may be obtained from the rational normal curve X d of degree d by a projection P d P n . Thus, one may study singularities of rational curves via projections of the rational normal curve.
1.2. Our Approach and Results. Throughout the paper, we work over an algebraically closed field K. A curve is a projective one-dimensional integral scheme (irreducible and reduced, but not necessarily smooth). We usually consider a curve C arising as the image of a smooth projective curve X under a morphism coming from a linear series of a line bundle L.
As noted above, the information encoded in the intersection behaviour of the orthogonal complement of the linear series with the osculating flags of X is useful in understanding C. More precisely, it gives valuable information on the singularities of individual branches of C. However, it completely misses the way that these branches interact.
Our strategy is to look at the Z r -graded multifiltration induced by the osculating flags at the r points of X corresponding to the r branches of a given singularity of C. This captures much more information, and in many cases it allows us to determine the type of a singularity.
We apply these ideas to obtain two main results. The first is as follows:
Theorem 1.1 (See Corollary 4.2). Let C ⊂ P n be any non-degenerate degree d curve with arithmetic genus ρ a and geometric genus ρ g . Assume that 2ρ g − 2 < d < 2n. Then ρ a ≤ d − n.
The bound on ρ a is as strong as possible: for any d < 2n, there is a nondegenerate rational curve C with arithmetic genus d − n (Example 4.3). Furthermore, if d ≥ 2n the statement fails (Example 4.4).
After we proved Theorem 1.1, we noticed that [16, Theorem 1.1] implies a slightly weaker version of our theorem. Indeed, loc. cit. states that for any non-degenerate degree d curve C ⊂ P n with arithmetic genus ρ a , for any natural number ℓ satisfying ℓ < ρ a and ℓ ≤ n − 2, one has d ≥ n + ℓ + 1. Assume that d < 2n − 1. If ρ a > d − n, we may take ℓ = d − n to obtain d ≥ d + 1, a contradiction. Hence, [16, Theorem 1.1] implies that for any non-degenerate degree d curve C ⊂ P n with arithmetic genus ρ a and with d < 2n − 1, one has ρ a ≤ d − n. Notice that our hypothesis on d (d < 2n) allows us to cover slightly more cases, for example, rational quintics in P 3 . We also remark that our approach to proving Theorem 1.1 is significantly different from the techniques in [16] .
Inspired by classification results for plane curves, we use our approach via multifiltrations to classify singularities arising by projecting smooth curves away from low-dimensional linear spaces. We summarize our results from §6 in the following. Let X be a smooth projective curve of geometric genus ρ g with a very ample line bundle L of degree d. Thus X may be viewed as embedded in P(V ), where V = H 0 (L) * .
Theorem 1.2 (See §6).
Let ℓ ∈ N with 2ℓ < d − 2ρ g . Set n + 1 = dim V − ℓ and assume that n > 2. Assume now furthermore that ℓ ≤ 3:
(2) For L ∈ U , the singularities of the corresponding projection of X ⊂ P(V ) are determined by the intersection behaviour of L with appropriate multifiltrations in V = H 0 (X, L). Tables 1 and 2 In particular, applying these results to projections of the rational normal curve, we obtain a complete classification of the configurations of singularities occurring for non-degenerate rational curves of degree d whenever d − n ≤ 3 and d < 2n.
(3) The 2types of singularities which can occur are listed in
Case ID Singularity type Schubert Variety Codimension
3.2.b
Rhamphoid cusp with smooth branch
3.2.d
Cusp with collinear smooth branch
3.2.e
Cusp with coplanar smooth branch
Cusp with 2 smooth branches
3.3.b
Tachnode with extra smooth branch Tables 1 and 2 are suggestive. Precise descriptions may be found in §5.2. We use the notation (a 1 , a 2 , . . . , a k )-cusp to describe any unibranched singularity whose valuation semigroup is generated by the elements a i ∈ N. For example, a standard cusp is a (2, 3)-cusp. We use the conventions of e.g. [9, Chapter 4] for indexing Schubert varieties by partitions.
Example 1.4 (Rational quintics in P
3 ). Any rational quintic C in P 3 is a basepointfree projection of X 5 ⊂ P 5 , the rational normal curve of degree five. Thus, we are in the situation of Theorem 1.2 with ℓ = 2, d = 5, n = 3. We obtain that the possible configurations of singularities that C can have are either exactly one of the singularities of Table 1 , or two nodes, two cusps, or a node and a cusp. Note that since ℓ = 2, the case 2.1.b/3.1.d can only be a (2, 5)-cusp, and the case 2.2.a/3.2.f can only be a tachnode.
The dimension of the Grassmannian parametrizing the projections is ℓ · (n + 1) = 8, and the dimensions of the strata corresponding to these configurations range from 8 to 3. In each case, the results of Theorem 6.3 can be used to construct a parametrization of a curve with given singularity configuration. For example, for a cusp with smooth branch (2.2.b), we know that P(L) intersects a tangent line of X 5 , as well as a secant line meeting this tangent line (in X 5 ). After acting by PGL(2, C) on X 5 ⊂ P 5 , we can assume that P(L) is the span of for some c ∈ K. We obtain that C is parametrized by
, and x 4 y.
Similarly, up to the PGL(2, C) action and the choice of coordinates on P 3 , there is a unique rational space quintic with a singularity isomorphic to the (3, 4, 5)-cusp (2.1.a) -its parametrization is:
Remark 1.5. The families of flags appearing in statement (4) of Theorem 1.2 are in general not families of osculating flags, but are rather obtained from our more complicated multifiltrations.
1.3. Related Work and Organization. In addition to the approaches mentioned above, there have been several other techniques used to study rational curves in projective space. One such technique involves studying the syzygies among the functions parametrizing a rational curve [5] . Furthermore, there is significant literature dedicated to studying the splitting types of the normal and restricted tangent bundles on rational curves, see e.g. [13, 2, 1, 4, 12] . We now describe the organization of the remainder of this paper. In §2, we introduce gap functions, which are a combinatorial tool for measuring to what extent a complete ring differs from its normalization. Our key lemma (Lemma 2.4) gives a kind of bound on the "regularity" of a gap function and features prominently in the rest of our analysis. We introduce our second main tool, the multifiltration arising from a collection of osculating flags in §3, and relate it to our gap functions. We then use the relation between multifiltrations and gap functions to prove Theorem 1.1 in §4.
In §5, we offer a detailed study of small degree gap functions. This analysis is employed in §6 to classify all possible configurations of singularities arising from projections, proving Theorem 1.2. N. Ilten was partially supported by NSERC. All authors were partially supported by the grant 346300 for IMPAN from the Simons Foundation and the matching 2015-2019 Polish MNiSW fund. Finally, the paper is also a part of the activities of AGATES research group.
Gap Functions
2.1. Preliminaries. For some r ∈ N, consider the ring
Definition 2.1. For any K-vector space R ⊂ S, the gap function of R in S is the map
, where • denotes the ideal in S generated by •, while the quotient / is of vector spaces. Note that t 0 i is not the multiplicative unit of S, but rather the r-tuple with 1 at the ith position and zero elsewhere. We will simply write λ = λ R whenever it is clear what R is.
Example 2.2. Let C be a curve and Q ∈ C a closed point. Consider the local ring O C,Q , let R be its completion, and
Here r is the number of branches of the singularity at Q. Thus λ R is an invariant of the singularity (C, Q) and in the cases considered in this article (see Proposition 5.4) the gap function is sufficient to determine the singularity type. That is, λ R determines R ⊂ S up to an automorphism of S.
In §3.2 we discuss further examples of interesting R ⊂ S for which the gap function λ R is relevant to our investigations. This includes the case when R ⊂ S is a finite dimensional K-vector subspace determined by a linear system. We introduce some further useful pieces of notation. The ring S is equipped with r discrete valuations v i : S → Z ∪ {∞} obtained by projecting S to its ith factor and taking the standard discrete valuation on K[[t i ]] given by the order of vanishing in t i . Composing these with the inclusion of R in S, we obtain a map
). We will denote the image of this map by Σ = v(R). If R itself is a ring, then Σ is a semigroup. We call
the degree of the gap function λ.
Given an element α ∈ Z r ≥0 and an index 1 ≤ i ≤ r, α i denotes the i-th coordinate of α. We set |α| = α i .
The element e i ∈ Z r denotes the i-th vector of the standard basis. Given some element α ∈ Z r ≥0 and an index 1 ≤ i ≤ r, we will say α[i] belongs to Σ if there exists an element α ′ ∈ Σ such that α j ≤ α ′ j for all 1 ≤ j ≤ r, and
and λ(α) = λ(α + e i ) if and only if α[i] belongs to Σ. In particular, α ∈ Σ if and only if λ(α) = λ(α + e i ) for all i.
We call a gap function λ = λ R : Z r ≥0 → Z ≥0 standard if λ(e i ) = 0 for all i, and λ(e 1 + . . .+ e r ) = r − 1. Notice that the condition λ(e i ) = 0 is satisfied if R contains a unit of S. For a standard gap function λ = λ R , its values are determined by its restriction to N r . Indeed, it is straightforward to check that for any α ∈ Z r ≥0 with α i = 0, α = 0, we have λ(α) = λ(α i + e i ) − 1.
2.2. The Key Lemma. The following lemma is the key result which will often allow us to calculate the singularity degree of a singular point on a curve C: Lemma 2.4 (Key Lemma). Fix γ ∈ Z ≥0 . Assume that R ⊂ S is a subalgebra and λ = λ R a standard gap function. Suppose that for any α ∈ Z r ≥0 satisfying |α| ≤ 2γ + 2, we have λ(α) ≤ γ. Then
, that is, the degree of λ is at most γ. We are going to repeatedly use the following observations throughout this section:
Then λ(α) ≤ γ if and only if there exists some i such that α − e i ∈ N r , and either
belongs to Σ. Equivalently, λ(α) ≤ γ if and only if for all i such that α − e i ∈ N r , one of these two conditions hold. This follows directly from Remark 2.3. Remark 2.6. Let α ∈ N r be a given lattice point. Consider a path
between (1, . . . , 1) = π 1 ∈ N r and π k = α, where for all i, π i ∈ N r and π i+1 = π i + e ji for some 1 ≤ j i ≤ r. Here k = |α| − r + 1. As in Remark 2.3, the crucial observation is that λ(
Proof of Lemma 2.4. We observe that for the hypothesis of the lemma to be fulfilled, we must have 2γ +2 > r. Indeed, if 2γ +2 ≤ r, then i−1 ≤ λ(e 1 +. . .+e i ) ≤ i for any 1 ≤ i ≤ r, since we are assuming that λ(e 1 + . . . + e r ) = r − 1 and λ(0) = 0. By taking i = 2γ + 2, we thus obtain
which would contradict the hypothesis of the lemma. So henceforth, we will assume that 2γ + 2 > r. In fact, this then implies that 2γ + 2 ≥ 2r. Indeed, since λ(e 1 + . . . + e r ) = r − 1 we obtain that r − 1 ≤ γ.
We will show that λ(α) ≤ γ for all α ∈ N r . This will imply the claim for all α ∈ Z r , since λ is non-decreasing in each coordinate direction. To show λ(α) ≤ γ, we will induct on |α|; the base case is covered by the hypothesis of the lemma and the fact that 2γ + 2 > r. We may furthermore always assume that |α| > 2r, since 2γ + 2 ≥ 2r. The claim of the key lemma will now follow from induction and the following Lemma 2.7.
In conjunction with the following, the reader may wish to consider Example 2.8, which illustrates the proof.
Lemma 2.7. Let R ⊂ S be a subalgebra and assume that λ = λ R is a standard gap function. Fix γ ≥ r − 1. Consider any α ∈ N r with ℓ coordinates α i equal to one, such that |α| > 2γ + 2 − ℓ. Assume that for all α ′ ∈ N r with α ′ = α and
Proof. Without loss of generality, we will reorder the coordinates of α so that α 1 , . . . , α p are odd and larger than 1, α p+1 , . . . , α q are even, and α q+1 , . . . , α r all equal 1. Notice that ℓ = r − q < r.
In this proof, denote
We will inductively construct two paths connecting b 1 and c 0 . To begin, we inductively set
where j i is the smallest index such that (c
e. the j i -th coordinate of the lattice point c i−1 − b i is at least 2. This procedure continues until the latter condition is violated for all coordinates.
Let ξ be the maximum integer such that b ξ is defined. We thus have sequences
with subsequent entries differing by a standard basis vector. By construction, we have that c ξ−1 −b ξ has 1 as its first p coordinates, and 0 as its remaining coordinates. We now set
We thus obtain two sequences, whose subsequent elements are always differing by a standard basis vector:
As in Remark 2.6, the first sequence leads to the elements
potentially belonging to Σ, while the second sequence leads to the potential elements
We now notice by adding semigroup elements that
By Remark 2.5, having one of these elements on the right hand side belong to Σ implies that λ(α) ≤ γ. We now count how many of the elements of (1) and (2) must actually belong to Σ. Since λ(c 0 ) ≤ γ by assumption, Remark 2.6 implies that |c 0 | − (γ + 1) = |α| − q − (γ + 1) of the elements of (1), as well as |α| − q − (γ + 1) of the elements of (2), must belong to Σ. Thus, the multiset consisting of (1) and (2) has 2(|c 0 | − r) = 2(|α| − r − q) elements, and at least 2 (|α| − q − (γ + 1)) elements in Σ. There are |α| − r − q pairs of elements, which, if belonging to Σ, imply λ(α) ≤ γ (we are counting
, and γ ≥ r − 1. So by the pigeonhole principle, one such pair belongs to Σ, and we are done.
Example 2.8. We consider the situation r = 2, γ = 3 from Lemma 2.4, and assume that the hypotheses of the lemma are fulfilled. The point α = (5, 4) has |α| = 9 > 2γ + 2. We will show that nonetheless λ(α) ≤ 3. For this, we set
See Figure 1 . Along the path
2 λ starts with value 1, ends with value at most γ = 3, and is non-decreasing. Thus, in the five steps in this path, λ is constant at least three times. This means that three of
must belong to Σ, see Remark 2.6, and hence one of the pairs
must also be contained in Σ. But this implies that either (4, 4) [1] or (5, 3) [2] is in Σ, which by Remark 2.5 shows that λ(α) ≤ 3.
We note here that this situation is slightly simpler than the general situation in the proof of Lemma 2.4: since r = 2, the two different paths appearing in the proof end up equal to one another, which is why we only see a single path in this example.
2.3.
Convergence. The ring S, being a product of power series rings, is complete with respect to the topology induced by the ideal generated by t 1 , . . . , t r ; see e.g. [6, Chapter 7] . We say that R ⊂ S is a complete subalgebra of S if R is a subalgebra of S which is complete in the same topology as S. In this situation, we show the following.
Lemma 2.9. Assume that R is a complete subalgebra of S, that λ = λ R is a standard gap function, and that dim S/R is finite. Fix some
, we know by Remark 2.3 that for any j, b ′ [j] is in Σ. We inductively construct a sequence of elements in R converging (in S, and thus in R) to t
Furthermore, there exists a constant c ∈ K such that
Starting with s = s 0 and iteratively replacing s by s ′ as we vary k leads to a convergent sequence. Its limit t has v i (t) = α i , and v j (t) = ∞ for j = i; the claim of the lemma follows. Lemma 2.10. Assume that R is a complete subalgebra of S, that dim S/R is finite, and that λ = λ R is a standard gap function. Set
Proof. Since dim S/R is finite, λ has a maximum γ. So there exists some α ∈ N r with λ(α) = γ. Then α, or any translate by Z r ≥0 , satisfies the requirements for Lemma 2.9.
We then conclude that for k ≥ α i , u k · t k i ∈ R for some unit u k of S. Now, by multiplying by appropriate constants, we may construct sequences converging to t k i for any k ≥ α i . This in turn implies that λ(α) = δ, since
We show we can choose α as in the statement. The assumption on λ implies δ ≥ r − 1. By contradiction, suppose that no such α exists. Then λ(α) ≤ δ − 1 for all α ∈ N r satisfying |α| ≤ 2δ. Thus, taking γ = δ − 1 in Key Lemma 2.7, we obtain λ(α) ≤ δ − 1 for all α. However, this is impossible in view of the first part of this proof. The final claim of the lemma now also follows from the first part of this proof.
Curves, Osculating Flags, and Multifiltrations
Given a non-negative integer ρ g and a natural number d, we set
By the Riemann-Roch theorem and Clifford's theorem, κ(d, ρ g ) gives an upper bound on the dimension of the space of global sections of a degree d line bundle on a smooth projective curve of geometric genus ρ g .
3.1. Constructing the Multifiltrations. Let X be a smooth projective curve of geometric genus ρ g , and L a line bundle on
, and any point P ∈ X, we let W i (P ) ⊂ W be the vector space of sections of L which vanish to order at least i at P . In other words, we may think of W i (P ) as the subspace
Dually, we set V = W * and take
We thus obtain filtrations
On the other hand, since we are assuming d ≥ 1, Riemann-Roch gives the upper bound
Remark 3.1 (Ramification indices and osculating spaces). Given P ∈ X, one may consider the set
This determines a non-decreasing sequence 0 ≤ r 0 (P ) ≤ r 1 (P ) ≤ . . . ≤ r dim W −1 (P ) by the formula R P = {i + r i (P )}. The r i (P ) are called the ramification indices of L at P , and dim V i+ri(P ) (P ) = i. The image of V i+ri(P ) (P ) in P(V ) is often called the osculating (i − 1)st plane of the image of X under the complete linear system
. See e.g. [7] for more details.
Consider now r distinct points P 1 , . . . , P r ∈ X. These points determine a Z rgraded multifiltration F
• (P 1 , . . . , P r ) of V , where for α = (α 1 , . . . , α r ) ∈ Z r we set
Recall that for α ∈ Z r , we set |α|
Proof. The upper bound on dim F α is immediate from the upper bound of (5). For the lower bound, we proceed as follows. Observe that
This gives the first inequality. Assuming additionally that |α|
and the desired equality follows.
whose image is C ⊂ P n . We will make the strong assumption that φ : X → C is birational. Furthermore, we will assume that the linear system M is basepoint free. This will be the case if e.g. L ∼ = φ * (O P n (1)), which in particular implies that deg L = d = deg C. We are interested in understanding the singularities of C.
Fix points Q 1 , . . . , Q m of C, and let φ −1 (Q i ) consist of P i1 , . . . , P iri ∈ X. Here, r i is the number of branches of the curve C at Q i . Let R i = O C,Qi be the completion of the local ring of the curve C at Q i . The ring R i sits inside its normalization, which coincides with the product S i of the completions of the local rings of X at P ij :
The singularity degree of C at Q i is
Note that δ(Q i ) = 0 if and only if Q i is a smooth point of C. Letting ρ a denote the arithmetic genus of C, we then have Let s ∈ M ⊂ H 0 (X, L) be a section which does not vanish at any P ij for i = 1, . . . , m, j = 1, . . . , r i . This exists since the linear system M is basepoint free by our assumptions. Then the K-vector space
sits inside O C,Qi for each i, and hence inside of R i and S i . We may thus view We now consider the multifiltration
On the other hand,
Indeed, the condition that a section f ∈ W of L vanish to order α ij at P ij is exactly the condition that the image of f /s in K
Likewise, we have the gap function
Let R be the subring of S generated by R ′ ; then we also have the gap function
We remark that all of these gap functions are in fact standard gap functions.
These gap functions connect to µ by the following:
Proof. We begin with the leftmost inequality. Let
Indeed, this follows from that fact that the (finite dimensional) vector space
decomposes as the direct sum of
and the image of R i in A i contains the projection of the image of R in A to each A i . The middle inequality is immediate from R ′ ⊆ R.
For the equality on the right side, we have
Proof. By Lemmas 3.4 and 3.5, we obtain
The claims now follow from Lemma 3.3.
We now relate our functions λ i back to the singularity degrees δ(Q i ):
On the other hand, there exists an α ∈ Z ri ≥0 for which λ i (α) = δ(Q i ). Proof. The first claim is immediate. The second claim follows from Lemma 2.10 in §2.3. 
Bounding the Genus
where ρ a is the arithmetic genus of C.
Proof. We consider the gap function λ R from §3.2. We will apply Lemma 2.4 to this function using γ = dim L. By Corollary 3.6,
where the equality on the left is by Lemma 3.7, and the inequality on the right is by Corollary 3.6.
We may use this to obtain the following. Recall, that given integers d ≥ 1, ρ g ≥ 0 we have defined the quantity κ(d, ρ g ) in (3)
Proof. Let φ : X → C be the normalization of C. The morphism φ is given by a linear system
see the discussion following (3). The first claim now follows directly from Theorem 4.1. The second statement is obtained by specializing to the case 2ρ g − 2 < d. 
This has degree d and arithmetic genus d − n. Indeed, this curve is smooth except for at the point (1 : 0 : · · · : 0), where the valuation semigroup contains all of N except for 1, 2, . . . , d − n.
Example 4.4. Assuming that 2ρ g − 2 < d, the hypothesis d < 2n is necessary in order to obtain that the arithmetic genus is at most d − n. Indeed, for d = 2n, consider the rational curve
This curve is a projection of X d away from a projective linear space of dimension n − 1, it has degree d and arithmetic genus n + 1 = d − n + 1. Indeed, this curve is smooth except for at the point (1 : 0 : · · · : 0), where the valuation semigroup contains all of N except for 1, 2, . . . , n and 2n + 1.
Remark 4.5 (Castelnuovo-Mumford regularity). Let C be a non-degenerate degree d curve in P n of arithmetic genus ρ a and geometric genus ρ g . Then [16, Theorem 1] implies that for any natural number ℓ satisfying ℓ < ρ a and n ≥ ℓ + 2, C is (d − n − ℓ + 2)-regular.
If we assume that 2ρ g − 2 < d < 2n, we may apply Theorem 1.1 to obtain that ℓ = ρ a −1 satisfies the hypothesis of loc. cit. We conclude that C is (d − n − ρ a + 3)-regular. By well-known properties of Castelnuovo-Mumford regularity, this implies that h 0 (O C (t)) = h C (t) for all t ≥ (d − n) − ρ a + 2, where h C (t) is the Hilbert polynomial of C.
In particular, for curves with maximal arithmetic genus (ρ a = d − n) we obtain that C is 3-regular. Table 4 . Functions λ with δ = 2
Classifying Gap Functions

Classifying Standard Gap
Functions for δ ≤ 3. In this section, we will classify all standard gap functions λ R for subalgebras R ⊂ S with degree δ(λ) ≤ 3. As described at the end of §2.1, it suffices to describe the restriction of such λ R to N r , which is what we will do in the following.
Remark 5.1. Any time we bound δ(λ), there are only finitely many possible standard gap functions λ coming from subalgebras of S. Moreover, λ is determined by its values on those α ∈ N r satisfying |α| ≤ 2δ. To see this, consider the natural partial order on N r . For any α ∈ N r satisfying |α| > 2δ, λ(α) = max α ′ λ(α ′ ), where the maximum is taken over all α ′ smaller than α. Indeed, set γ = max α ′ λ(α ′ ); certainly λ(α) ≥ γ, so if γ = δ we are done. If γ < δ, then |α| > 2γ + 2, and we may apply Lemma 2.7 to conclude that λ(α) ≤ γ as desired.
To describe any such gap function λ with δ ≤ 3, it suffices to identify those positions where λ(α) is larger than λ(α − e i ) for all i with α − e i ∈ N r . We highlight those positions in blue in the Tables 3, 4 , and 5. Note that the tables are only listing the values of λ on N r . Before we proceed with classifying the possible functions λ with δ ≤ 3, we commence with a useful general observation:
Remark 5.2 (Upward propagation). By Remark 2.3, if λ(i, j) < λ(i + 1, j), then λ(i, k) < λ(i + 1, k) for all k > j. Indeed, were λ(i, k) = λ(i + 1, k), then λ(i, k)[1] ∈ Σ, which in turn would have implied that λ(i, j) = λ(i + 1, j). We call such a behavior upward propagation. Proof. In Tables 6, 7 , 8, 9, 10, we explicitly give subalgebras R ֒→ K[t i ] which have the prescribed gap functions λ. See the proof of Proposition 5.4 for details on the tables. Here we show that no other gap functions λ are possible. This is achieved via repeated use of Remark 2.3 and Lemma 2.4. We do this explicitly for the most involved case, which is when δ = 3 and r = 2. The other cases are resolved using similar techniques.
We will differentiate between a number of different cases. The proof is encoded in Figure 2 . The label "L" means we are applying Lemma 2.7, whereas label "P" means we are using upward propagation discussed in Remark 5.2. We begin by assuming that λ(3, 1) = 3. Then we are in case 3.2.a. Indeed, we are forced to have λ(2, 1) = 2 and λ(1, 1) = 1. Therefore, the structure of the rest of the values of λ follows immediately by upward propagation.
Henceforth, we will assume that λ(3, 1) ≤ 2. Assume next that λ(4, 1) = 3. Then λ(3, 1) = λ(2, 1) = 2. Indeed, λ(3, 1) ≥ λ(4, 1) − 1. Moreover, we cannot have λ(2, 1) = 1, as otherwise (1, 1)[1] ∈ Σ, which would imply λ(3, 1) = λ(2, 1) = 1. Upward propagation completely determines the rest of the values of λ; then we are in case 3.2.b.
So we may assume λ(4, 1) ≤ 2. Then Lemma 2.7 applied inductively to (k, 1) for k ≥ 5 implies then that λ(k, 1) ≤ 2 for all k ≥ 5. Table 6 . Singularities with δ = 1
Now assume that λ(2, 1) = 2. If λ(1, 2) = 2, then upward propagation implies we are in case 3.2.c. By symmetry, we may thus assume that λ(1, 2) = 1 in all other cases. Lemma 2.4 implies that λ(1, k) = 1 for all k.
Maintaining the assumption that λ(2, 1) = 2, we next suppose λ(3, 2) = 3. Upward propagation implies that we are in case 3.2.d. Hence, we may assume λ(3, 2) ≤ 2. If λ(4, 2) = 3, upward propagation implies we are in the case 3.2.e. If instead, λ(4, 2) ≤ 2, then Lemma 2.7 applied repeatedly implies that λ(k, 2) ≤ 2 for all k. Furthermore, since λ(1, 1) = λ(1, 2) and λ(2, 1) = λ(2, 2), we see that
∈ Σ, and so λ(3, 3) = 2. Now applying Lemma 2.7 repeatedly would imply that λ(i, j) ≤ 2 for all (i, j) ∈ N 2 , which is impossible.
So this leaves us with the case that λ(2, 1) (and by symmetry λ(1, 2)) are both equal to one. Repeated application of Lemma 2.7 gives us that λ(i, j) = 1 when i or j is one. Again, Lemma 2.7 gives λ(2, 2) = 2. Now, upward propagation (and its horizontal variant) give that λ(2, k) = λ(k, 2) = 2, for all k ≥ 3. If λ(3, 3) = 3, then Lemma 2.7 would imply λ(i, j) ≤ 2 for all (i, j) ∈ N 2 , which is impossible. Finally, we deduce λ(3, 3) = 3, and we are in case 3.2.f. Tables 6, 7, 8, 9, 10. Proof. We outline our general argument here; the proof follows by inspection of the relevant tables. By completing when necessary, we will always assume that our gap function λ is obtained from a complete subalgebra R of S.
Singularities Corresponding to Standard Gap
Step 1. Given λ, we determine specific elements of Σ and list them in the table.
These elements are constructed using two techniques; the first is Lemma 2.9. The second is the final observation of Remark 2.3.
Step 2. For some specific α ∈ Σ, we produce functions f α ∈ R with v(f α ) = α and list them as generators. To guarantee that we can choose the f α in the form we specify, we use ring automorphisms of S paired, along with the existence of certain elements in R of higher valuation. 
xy, xz
Cusp with smooth branch
xy, xz yz Ordinary triple point Table 7 . Singularities with δ = 2 λ Elements in Σ Generators Relations Description 3.1.a 4, 5, 6, 7 x1 = t Rhamphoid cusp with smooth branch
Two independent cusps
Node with third order contact Table 9 . Singularities with δ = 3, r = 2
Step 3. Let R ′ be the completion of the subalgebra inside S generated by the f α . An explicit computation in each case shows that λ = λ R ′ .
Step 4. Compute the relations among the generators f α . This is again a straightforward computation, which e.g. may be carried out with the help of a computer algebra system.
We illustrate the steps of the above proof in two examples. 
x1x2, x1y x1z, x2y x2z
Tachnode with extra smooth branch
, 2) and all permutations
xy, xz, xw yz, yw, zw Ordinary quadruple point Table 10 . Singularities with δ = 3, r ≥ 3 k ≥ 6. We use these functions to get rid of the terms of y ′ of order at least 6. In conclusion, we may assume that
are both in R.
We now consider the automorphism
The image of y ′ is of the form t are both in R.
The subalgebra generated by these two elements has the same function λ, so its completion must equal the completion of R. The unique relation between the generators x and y is x 4 − y 3 , and so the completion of R has a presentation . Let x 2 be a function whose valuation is v(x 2 ) = (5, ∞). Since (k, ∞) ∈ Σ for all k ≥ 6, we may kill any higher valuation terms of x 2 and assume that x 2 = t 5 . Finally, let y be a function whose valuation is v(y) = (∞, 1). Again, up to an automorphism of K[[t 2 ]], we may assume y = t 2 . The completion of the algebra generated by x 1 , x 2 , y agrees with the completion of R, and has presentation
). This is the union of a rhamphoid cusp with a smooth branch, with independent tangent spaces.
Gap Functions for
, we now consider a finitedimensional K-vector subspace R ′ of S such that λ ′ = λ R ′ is a standard gap function. Letting R be the subring of S generated by R ′ , we ask: what can we say about λ R based on λ ′ ? This is answered by the following proposition:
Let R be the subalgebra of S generated by R ′ , and assume that δ(λ R
. Then λ R is one of the standard gap functions λ classified in Proposition 5.3 if and only if λ
′ fulfills the conditions in the corresponding row of Table 11 .
We remark that some of the cases in Table 11 include the condition λ ′ (1, . . . , 1) = r − 1. In the setting of Proposition 5.7 this seems redundant, as the gap function λ ′ is required to be standard. However, we will state a slightly stronger implication in Lemma 5.15 for which this condition is important.
Proof. Let m denote the ideal of S generated by t 1 , . . . , t r . By our assumption on R ′ , every element of R ′ is of the form c · (1, . . . , 1) + s for some c ∈ K and s ∈ R ′ ∩ m. Let R ′′ be the span of all elements in R arising (non-trivially) as products of elements of
The following observation is central to our argument:
. Our general strategy is to first show that if λ R = λ, then λ ′ must satisfy the conditions of Table 11 . We obtain conditions on λ ′ in two ways. Firstly, λ gives a lower bound for λ ′ . Secondly, using Remark 2.3 we determine which α ∈ Z r ≥0 are in Σ; using Remark 5.8, we obtain some elements which must be in Σ ′ , which then again by Remark 2.3 gives conditions on λ ′ . Once we have obtained necessary conditions on λ ′ , we observe conversely that λ R = λ holds. We again have two techniques. Firstly, the conditions on λ ′ guarantee that Σ ′ must or must not contain certain elements, which coupled with Remark 5.8 leads to conditions on λ R . Secondly, using our classification of standard gap functions, we are able to rule out other possibilities.
The arguments are routine. We leave the details to the reader after illustrating them in several examples below. In the following, we will make use of the natural partial order on Σ. Example 5.9 (1.2). The set Σ must contain (1, 1) so by Remark 5.8 Σ ′ must contain (1, 1) . The smallest element of Σ ′′ is (2, 2), and since Σ contains (2, 1), Σ ′ must contain (k, 1) for some k ≥ 2. It follows that λ ′ (1, 1) = λ ′ (2, 2) = 1. Conversely, the only standard gap function in our classification satisfying this is 1.2. 1.b or 3.1.d) . In both cases, the set Σ ′ must contain 2 but not 1, 3 by Remark 5.8. The condition on λ ′ follows. Conversely, the only standard gap functions in our classification satisfying this condition are 2.1.b and 3.1.d. It is impossible to differentiate between these two cases only using conditions on λ ′ . Indeed, one can take R ′ to be the vector space generated by 1, t 2 , t 4 + ct 5 , t 6 , t 7 for some c ∈ K. The function λ ′ is independent of c, taking  values 0, 1, 1, 2, 2, 3, 3, 3, 4, 5, 6, 7 , . . .. However, when c = 0 we are in case 3.1.d whereas when c = 0 we are in case 2.1.b.
Example 5. 11 (2.2.a or 3.2.f) . In both cases, we see that Σ ′ must contain (1, 1), but not (1, k), (k, 1) for k > 1 as these do not belong to Σ. This implies the required conditions on λ ′ by upward propagation. It is straightforward to check that 2.2.a and 3.2.f are the only cases for which these conditions could be fulfilled. It is impossible to differentiate between these two cases only using conditions on λ ′ . Indeed, one can take R ′ to be the vector space generated by 1, t 1 + t 2 , t Example 5.13 (3.2.e). The smallest non-zero element of Σ is (2, 1), so this must be in Σ ′ . This implies that the smallest element of Σ ′′ is (4, 2), so Σ ′ also contains (3, 1). Together, this implies that λ ′ (2, 1) = λ ′ (3, 2) = λ ′ (4, 1) = 2. Furthermore, we must have λ ′ (4, 2) = 3, since λ(4, 2) = 3. Conversely, if λ ′ fulfills these conditions we are clearly in case 3.2.e.
Example 5.14 (3.3.b). Since Σ contains (1, 1, 1), Σ ′ must as well by Remark 5.8. The conditions on λ ′ follow. Conversely, if λ ′ fulfills these conditions, we clearly cannot be in case 3.3.a; we cannot be in case 2.3 either as in the latter case λ ′ (2, 2, 2) = 2. We rule out 3.3.c as well since in that case, Σ ′ must also contain e.g. (1, 1, k) for some k ≥ 2 so λ ′ (1, 2, 2) would be 2.
We conclude this section with an observation that will be useful for proving the relations of the singularities with families of Schubert varieties, as described in §6.2. Proof. Since R ′ contains a unit, it follows that λ ′ (e i ) = 0 and λ ′ (1, . . . , 1) ≤ r − 1. If remains to show that λ ′ (1, . . . , 1) ≥ r−1, which follows since each row of Table 11 contains a condition of the form λ ′ (α) = |α| − 1 for some α ∈ N r (in some cases this is satisfied directly for α = (1, . . . , 1)).
Singularities from Projections
6.1. Setup and First Results. We now finally return to the geometric situation of considering the singularities of a curve that arise via projection. Fix a smooth projective curve X with a very ample line bundle L of degree d. We will use notation as in §3. In particular, set W = H 0 (X, L) with dual space V . Since we are assuming that L is very ample, we can view X as being embedded in P(V ).
We are interested in stratifying the Grassmannian of codimension-(n + 1)-planes L in V according to the singularities of φ(X), where φ : X → P n is the projection with center P(L). As in the statement of Theorem 1.2, ℓ = dim V − (n + 1), that is, it will be the dimension of L. Proof. A point P ∈ X is a basepoint of M if and only if every section of M vanishes at P , or equivalently, the point P is contained in P(L); the claim regarding basepoint freeness of M follows. Assuming that P(L)∩X = ∅, we note that points P 1 , P 2 ∈ X are identified under the projection if and only if P(L) meets the secant line through P 1 , P 2 . Claim 1 follows. Likewise, the map φ has vanishing differential at P ∈ X if and only if P(L) meets the tangent line though P ; claim 2 follows. Claim 3 now follows since being birational onto the image is the same as being generically one-to-one and unramified. Proof. We first show that P(L) intersects at most ℓ tangent lines. Indeed, suppose instead that P(L) intersects tangent lines through P 1 , . . . , P ℓ+1 ∈ X. By Lemma 3.3, the span of the preimages of these tangent lines in V has dimension 2(ℓ + 1), so these preimages are all independent. For L to intersect them all nontrivially, we must have dim L ≥ ℓ + 1, a contradiction.
If P(L) intersects ℓ + 1 secant lines through disjoint pairs of points, we would arrive at a similar contradiction. So it remains to show that P(L) cannot intersect infinitely many secant lines though a single point P . To that end, suppose that P(L) intersects the ℓ + 1 secant lines through P and P i , i = 1, . . . , ℓ + 1. Again by Lemma 3.3, the span in V of the preimages of these secant lines has dimension ℓ + 2. Since we have assumed that P(L) does not intersect P , we must again have dim L ≥ ℓ + 1, a contradiction.
By Lemmas 6.1 and 6.2, we obtain statement (1) of Theorem 1.2. Based on this, we will henceforth assume that P(L) ∩ X = ∅ and 2ℓ < d − 2ρ g . Let
be the finite set of points of X such that L intersects a tangent or a secant line through each P ij . We have indexed the P ij such that the secant line between P ij and P i ′ j ′ intersects L if and only if i = i ′ , j = j ′ . Let C ⊂ P n be the image of X obtained by projecting from L. Then the singularities Q i of C are indexed by i = 1, . . . , m. We will refer to the points P ij as the ramification points of X.
The following theorem implies statement (2) 
and the classification in Proposition 5.4.
Proof. Theorem 4.1 guarantees that δ = ρ a − ρ g is bounded by ℓ ≤ 3. The same bound holds for the values of the gap function λ i for R i , the completion of the local ring at Q i . By Corollary 3.6, the function λ ′ defined in the statement agrees with the gap function λ (1/s)M of (1/s)M in S i for all α with |α| ≤ d + 1 − 2ρ g . Note that the assumptions imply
The gap function of (1/s)M in S i is a standard gap function: indeed, since s ∈ M , we must have λ (1/s)M (1, . . . , 1) ≤ r i − 1 and λ (1/s)M (e j ) = 0 for all j. But also any element f /s of (1/s)M whose valuation is not (0, ....0) must have valuation (α 1 ....α r ) where no α k = 0. Otherwise the section f would vanish at some P ij but not at others, contradicting the assumption that the P ij all map to the same Q i . Thus also λ (1/s)M (1, . . . , 1) ≥ r i − 1.
In Table 11 , the conditions for λ ′ (α) are within the range |α| ≤ 2δ + 2. Moreover, the completion of the algebra generated by (1/s)M in the ring S i coincides with R i , since the curve C is parametrized by the functions in M . Hence, applying Proposition 5.7 gives the statement. The possible singularity types are classified in Proposition 5.4.
Remark 6.4 (Caveat and higher dimensions). We note a caveat to Theorem 6.3: the result does not let us differentiate between the classes 2.1.b (a rhamphoid cusp) and 3.1. d (a (2, 7) cusp). Likewise, we cannot differentiate between 2.2.a and 3.2.f.
One might wonder what can be said when dim L > 3. In principle, the same classification presented in §5.1 can be carried out for δ > 3, however it will be much more complicated. Furthermore, the situation in the caveat mentioned above will occur much more frequently: we will not be able to differentiate between many different classes of singularities by looking only at gap functions corresponding to vector spaces (as opposed to those of local rings). Finally, for more complicated singularities, classification via gap functions of their local rings will lead to nondiscrete classes of singularities. For example, a planar quadruple point whose four branches have pairwise linearly independent tangent directions occurs in a onedimensional family.
6.2. Schubert Conditions. As in Theorem 6.3, let 1 ≤ ℓ ≤ 3 with 2ℓ < d − 2ρ g ; we also assume n > 2. Additionally, let U ⊂ G(ℓ, V ) be the locus of ℓ-planes such that P(L) does not meet X. For each i = 1, . . . , m, we fix a singularity type with singularity degree δ i . By Theorem 4.1, we may assume that m i=1 δ i ≤ ℓ, and hence m ≤ 3. In the rest of the section, we analyze the locus of those linear spaces L in U whose corresponding projection gives rise to such singularities. To achieve this, for each i = 1, . . . , m, we first fix distinct ramification points P i1 , . . . , P iri of X; these will be the points forming the fiber at Q i of the projection.
For fixed i, we consider the conditions in Table 11 applied to the function
These give a locally closed condition in G(ℓ, V ) . Removing the open conditions, one may check case by case that the closure of this locus is a Schubert variety
for a flag obtained from subspaces of the form F α (P i1 , P i2 , . . . , P iri ). By inspecting Table 11 , one finds that only linear spaces of dimension at most 2δ i are required to be chosen when defining S i ; the rest can be chosen arbitrarily.
As in the proof of Theorem 6.3, for any L ∈ U ⊂ G(ℓ, V ) the function λ ′ defined in (6) agrees with the gap function λ (1/s)M for small values of α. If λ ′ satisifes any of the conditions from Table 11 , we must have that λ 1/sM is a standard gap function by Lemma 5.15. In particular, φ maps all points P i1 , P i2 , . . . , P iri to a single point Q i ∈ C. Assuming that no other points P ∈ X map to Q i , Proposition 5.7 implies that the singularity of C at Q i has the corresponding type as listed in Table 11 .
The partitions corresponding to the Schubert variety S i are found to be those featured in Tables 1 and 2 ; The codimension of S i in G(ℓ, V ) is the size of this partition. Furthermore, it is straightforward to check that the closed locus being removed from S i by the open conditions is a proper subset, being contained in the union of a finite number of Schubert varieties S ′ i , all properly contained in S i . Again, inspecting Table 11 , one finds that in order to define these loci S ′ i , we only need to specify linear spaces in the flag up to dimension 2δ i + 2. Denote by S
• i the open set of S i where the conditions on λ ′ are fulfilled. We illustrate this with two examples: Example 6.5 (2.3). The closed condition in this case is that
Consider any flag of V beginning with 
However, this is the Schubert variety S ′ corresponding to the partition
and so it is a proper subset.
Example 6.6 (3.2.e). The closed condition in this case is that
Consider any flag of V beginning with
The locus of G(ℓ, V ) given by the closed condition above is exactly the Schubert variety S corresponding to the partition n · · · · · · · · · with respect to this flag.
The locus that we are removing by the open condition is the locus where
Each of these is a Schubert variety S ′ corresponding to the partition
and so it is a proper subset. (In the second case we must modify the flag so it includes F (4,1) instead of F (3, 2) ).
For each i, let ∆ i ⊂ G(ℓ, V ) be the locus where for any point P distinct from P i1 , . . . , P iri , and for some j we have dim L ∩ F (1,1) (P, P ij ) ≥ 1. In other words, ∆ i is the set of those L that intersect a secant line to X passing through exactly one of the points P i1 , . . . , P iri . By Theorem 6.3, (S • i \ ∆ i ) ⊂ U is exactly the locus of those linear spaces L ∈ U such that the ith singularity type arises with fiber P i1 , . . . , P iri under the projection corresponding to L. Lemma 6.7. Assume n > 2, 1 ≤ ℓ ≤ 3, and 2ℓ < d − 2ρ g . Then
is non-empty, and of codimension equal to the sum of codimensions of the varieties S i in G(ℓ, V ).
Proof. Since δ i ≤ 3, by Theorem 4.1 we must have δ i = 1 for all indices i except at most one. As noted above, the flag we need to define each S i is only determined up to dimension 2δ i ; its higher dimension subspaces may be chosen arbitrarily.
Consider the intersection i S i . Since all of the varieties S i , except possibly one, correspond to 1.1 or 1.2, we may calculate their intersection product using the Pieri rule (possibly repeatedly). Inspecting Tables 1 and 2 shows that the intersection product is non-zero, hence these Schubert varieties have non-trivial intersection.
Since
δ i ≤ 2ℓ ≤ d + 1 − 2ρ g , the second part of Lemma 3.3 states that the m defining flags may be taken to lie in relative general position. Hence, the intersection of the S i has the expected dimension, i.e., its codimension is the sum of the codimensions. This implies the statement once we establish that the intersection of the loci (S Table 11 to closed ones (for i = 1); (ii) Loci obtained by requiring the conditions for S 1 as well as dim L ∩ F
(1,1) (P, P 1j ) ≥ 1 for some j = 1, . . . , r 1 and P ∈ X distinct from P 11 , . . . , P 1r1 ; The loci in (i) are the boundaries of the open conditions described in Table 11 ; those in (ii) are S 1 ∩ ∆ 1 . We now analyze these loci more closely to show the statement.
Type (i). By inspection of Table 11 we derive that the Schubert varieties S ′ arising from this condition are determined by specifying a flag only up to dimension 2δ 1 + 2. Since 2δ i + 2 ≤ d + 1 − 2ρ g , we may again use the second part of Lemma 3.3 to be able to choose a flag for S ′ and flags for S j , j = 1, that are in relative general position. Therefore the locus S ′ ∩ m j=2 S j has the expected dimension; this is strictly smaller than the dimension of m i=1 S i . Type (ii). Suppose that S 1 is specified by a flag where the largest dimensional linear space imposing a condition on L is F α (P 11 , . . . , P 1r1 ); we have |α| ≤ 2δ 1 . For fixed P and j, this second type of locus is contained in a Schubert variety S ′ where we have specified all the conditions for S 1 , along with the condition dim L ∩ F (α,1) (P 11 , . . . , P 1r1 , P ) > dim L ∩ F α (P 11 , . . . , P 1r1 ).
If δ 1 = 3, this is not possible, as dim L ∩ F α (P 11 , . . . , P 1r1 ) is already 3. Otherwise, the corresponding partition is the same as for S 1 , except that the bottom row is repeated. These Schubert varieties S ′ ⊂ S 1 are determined by specifying a flag only up to dimension 2δ 1 + 1. Again, by Lemma 3.3 the flags for S ′ along with the flags for the Schubert varieties S j for j = 1 can be chosen to be in relative general position. Hence the intersection of these Schubert varieties has the expected dimension; its codimension in m i=1 S i is at least n − 1. Letting P ∈ X vary, we obtain a locus of codimension at least n − 2 > 0, again a proper closed subset.
In conclusion, removing the loci (i) and (ii) from S 1 produces an open subset
Above, we showed that the intersection of U ′ with the varieties S i for i > 1 must be non-empty. Permuting the indices and taking the intersection, we see that
must also be non-empty. This concludes the proof. Lemma 6.7 shows that, for any configuration of singularities with m i=1 δ i ≤ ℓ, the locus of U for which the induced projection has exactly these singularities with P i1 , . . . , P iri as ramification points is non-empty and of the expected dimension. In particular, statement (3) of Theorem 1.2 follows. However, in order to obtain the locally closed subvariety of U leading to a fixed configuration of singularities, we have to allow the ramification points P i1 , . . . , P iri to vary. This gives us r = r i parameters, leading to a family Y ⊂ U whose dimension is
Indeed, the family comes with a dominant morphism Y → X (r) obtained by mapping L to the corresponding ramification points, where X (r) is the r-th symmetric product of the curve X. The fibers of this map are just unions of the
obtained by permuting the points in the fiber at Q i of the projection from L. Since the S i intersect dimensionally transversally, we obtain that
(codim S i − r i ).
Statements (4) and (5) of Theorem 1.2 then follow from the observation that the codimension of S i is just the number of boxes in the corresponding partition. The proof of Theorem 1.2 is now complete.
