Measurement of Inclusive Production of Neutral Hadrons from Z-Decays by Acciarri, M. et al.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/26840
 
 
 
Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
26 May 1994
PHYSICS LETTERS B
ELSEVIER Physics Letters B 328 ( 1994) 223-233
Measurement of inclusive production of neutral hadrons from Z 
decays
L3 Collaboration
M. Acciarriy, A. Adamaq, O. Adriani0, M. Aguilar-Benitezx, S. Ahlen1, J. Alcarazp,
A. Aloisioaa, G. Al verson3, M.G. Alviggiaa, G. Ambrosiaf, Q. Anq, H. Anderhubat,
A.L. Anderson", V.P. Andreev, T. Angelescuk, L. Antonovan, D. Antreasyang,
G. Alkhazovaj, P. Arcex, A. Arefiev2, T. Azemoonc, T. Azizh, P.V.K.S. Babaq, P. Bagnaiaai, 
JA. Bakkenah, L. Baksayap, R.C. Ballc, S. Banerjeeh, K. Baniczaq, J. Baoe, R. Barillèrep, 
L. Barone31, A. Baschirottoy, R. Battistonaf, A. Bayr, F. Becattini0, U. Becker", F. Behnerat, 
Gy.L. Benczee, J. Berdugo x, P. Berges ", B. Bertucciaf, B.L. Betevan’at, M. Biasiniaf,
A. Bilandat, G.M. Bileiaf, R. Bizzarri“, J.J. Blaisingd, GJ. Bobbinkp’b, R. Bocka, A. Bohma,
B. Borgiaai, D. Bourilkovat, M. Bourquinr, D. Boutignyp, B. Bouwensb, E. Brambillaaa, 
J.G. Bransonak, V. Brigljevicat, I.C. Brockag, M. Brooksv, A. Bujakaq, J.D. Burger",
W.J. Burger1, C. Burgosx, J. Busenitzap, A. Buytenhuijsac, A. Bykovaj, X.D. Caiq,
M. Capelln, M. Cariaaf, G. Carlinoaa, A.M. Cartacei °, J. Casausx, R. Castello y, N. Cavalloaa, 
M. Cerradax, F. Cesaroniai, M. Chamizox, Y.H. Changav, U.K. Chaturvediq, M. Chemarinw 
A. Chenav, C. Chenf, G. Chenf’3t, G.M. Chenf, H.F. Chen8, H.S. Chenf, M. Chen",
G. Chiefariaa, C.Y. Chien6, M.T. Choia°, S. Chung", C. Civinini0,1. Claren, R. Clare11, 
T.E. Coanv, H.O. Cohnad, G. Coignetd, N. Colinop, A. Contini S. Costantini“
F. Cotorobaik, B. de la Cruzx, X.T. Cuiq, X.Y. Cuiq, T.S. Dai", R. D’Alessandro0,
R. de Asmundisaa, A. Degréd, K. Deitersar, E. Dénes£, P. Denesah, F. DeNotaristefani31,
D. DiBitontoap, M. Diemozai, H.R. Dimitrovan, C. Dionisiai, M. Dittmarat, L. Djambazovat,
M.T. Dovaq’3, E. Dragoaa, D. Duchesneaur, P. Duinkerb, I. D u ran , S. Easoaf,
H. El Mamouniw, A. Englerag, FJ. Eppling", F.C. Ernéb, P. Extermannr, R. Fabbrettiar,
M. Fabrear, S. Falciano“, S.J. Fanam, A. Favara0, J. Fay w, M. Felciniat, T. Fergusonag,
D. Fernandezx, G. Fernandezx, F. Ferroniai, H. Fesefeldta, E. Fiandriniaf, J.H. Fieldr,
F. Filthautac, P.H. Fisher6, G. Forconi", L. Fredjr, K. Freudenreichat, W. Friebelas,
M. Fukushima", M. Gailloudu, Yu. Galaktionovz,n, E. Gallo0, S.N. Gangulih,
P. Garcia-Abiax, S. Gentile31, N. Gheordanescuk, S. Giagu31, S. Goldfarbu, Z.F. Gongs,
E. Gonzalezx, A. Gougas6, D. Goujonr, G. Grattaae, M. Gruenewaldp, C. Guq,
M. Guanziroliq, J.K. Guoam, V.K. Guptaah, A. Gurtuh, H.R. Gustafson0, L.J. Gutayaq,
Elsevier Science B.V.
.5 ® /0 3 7 0 -2 6 9 3  ( 9 4 )  004 8 7 -R
224 L3 Callaboration /  Physics Letters B 328 (1994) 223-233
K. Hangartera, A. Hasan D. Hauschildtb, C.F. Heam, J.T. H ef, T. HebbekerP, M. Hebertak, 
A. Herv6p, K. Hilgersa, H. Hoferat, H. Hooranir, S.R. Houa\  G. Huq, G.Q. Huam, B. Illew, 
M.M. Ilyasq, V. Innocentep, H. Janssend, B.N. Jinf, L.W. Jonesc, I. Josa-Mutuberriap,
A. Kasseru, RA. Khanq, Yu. Kamyshkovad, P. Kapinos J.S. Kapustinskyv, Y. Karyotakisp, 
M. Kaurq, S. Khokharq, M.N. Kienzle-Focaccir, J.K. Kimao, S.C. Kimao, Y.G. Kima0, 
W.W. Kinnison v, A. Kirkbyae, D. Kirkby36, S. Kirschas, W. Kittelac, A. Klimentov n-z, 
A.C. Königac, E. Koffemanb, O. Kornadt3, V. Koutsenkon,z, A. Koulbardisaj, R.W. Kraemerag,
T. Kramer11, V.R. Krastev an,af, W. Krenz3, H. Kuijtenac, K.S. Kumarm, A. Kuninn,z,
P. Ladron de Guevarax, G. Landi °, D. Lanskea, S. Lanzanoaa, A. Lebedev", P. Lebrun w,
P. Lecomteat, P. Lecoqp, P. Le Coultreat, D.M. Leev, J.S. Leeao, K.Y. Leeao, I. LeedomJ,
C. Leggett0, J.M. Le Goffp, R. Leisteas, M. Lenti0, E. Leonardiai, P. Levtchenko, C. Lis,q, 
H.T. L if, P.J. L iam, J.Y. Liaoam, W.T. Linav, Z.Y. Lins,F.L. Lindeb, B. Lindemann3, L. Listaaa, 
Y. Liu q, W. Lohmannas, E. Longoai, W. Luae, Y.S. Luf, J.M. Lubbersp, K. Lübelsmeyer a,
C. Luciai, D. Luckeyg’n, L. Ludovici31, L. Luminariai, W. Lustermannar, J.M. Maf, W.G. Mas, 
M. MacDermottat, L. Malgeriai, R. Malikq, A. Malinin2, C. Mafiax, M. Maolinbayat,
P. Marchesiniat, F. Marion d, A. Marin1, J.P. Martin w, F. Marzano31, G.G.G. Massarob,
K. Mazumdarh, P. McBride m, T. McMahonaq, D. McNallyak, M. Merkag, L. Merolaaa,
M. Meschini0, WJ. Metzgerac, Y. Miu, A. Mihulk, G.B. Millsv, Y. Mirq, G. Mirabelliai,
J. Mnicha, M. Möllera, B. Monteleoni0, R. Morandd, S. Morgantia', N.E. Moulaiq,
R. Mountae, S. Müllera, E. Nagy ^  M. Napolitanoaa, F. Nessi-Tedaldiat, H. Newmanae, 
M.A. Niazq, A. Nippea, H. Nowakas, G. Organtiniai, D. Pandoulasa, S. Paoletti31,
P. Paolucciaa, G. Pascale31, G. Passaleva0,af, S. Patricelliaa, T. Paule, M. Pauluzziaf, C. Pausa, 
F. Paussat, Y.J. Peia, S. Pensottiy, D. Perret-Gallixd, J. Perrierr, A. Pevsner6, D. Piccoloaa, 
M. Pierip, J.C. Pintoag, P.A. Piroueah, F. Plasilad, V. Plyaskinz, M. Pohlat, V. Pojidaevz,°,
H. Postema", Z.D. Qiam, J.M. Qianc, K.N. Qureshiq, R. Raghavanh, G. Rahal-Callotat, 
P.G. Rancoitay, M. Rattaggiy, G. Ravenb, P. Razisab, K. Readad, M. Redaelliy, D. Ren at,
Z. Renq, M. Rescigno31, S. Reucroft■>, A. Rickera, S. Riemann38, B.C. Riemersaq, K. Riles0, 
O. Rindc, H.A. Rizviq, S. Roa0, A. Robohmat, FJ. Rodriguezx, B.P. Roec, M. Röhnera,
S. Röhnera, L. Romerox, S. Rosier-Leesd, R. Rosmalenac, Ph. Rosseletu, W. van Rossumb, 
S. Rotha, A. Rubbia", J.A. Rubiop, H. Rykaczewskiat, M. Sachwitzas, J. Saliciop,
J.M. Saliciox, E. Sanchezx, G.S. Sandersv, A. Santocchiaaf, M.S. Sarakinos11, G. Sartorellig,q, 
M. Sassowskya, G. Sauvaged, C. Schäfera, V. Schegelskyaj, D. Schmitz3, P. Schmitz3,
M. Schneegansd, N. Scholzat, H. Schopperau, DJ. Schotanusac, S. Shotkin", H.J. Schreiberas, 
J. Shuklaag, R. Schulte3, K. Schultze3, J. Schwenke3, G. Schweringa, C. Sciacca33,1. Scott"1, 
R. Sehgalq, P.G. Seiler“ , J.C. Sensp’b, L. Servoliaf, I. Sheerak, D.Z. Shen3ra, S. Shevchenkoae, 
X.R. Shiae, E. Shumilov2, V. Shoutko2, D. Son30, A. Sopczakp, V. Soulimovaa, C. Spartiotis1, 
T. Spickermann3, P. Spillantini°, R. Starosta3, M. Steuer8’", D.P. Stickland3*1, F. Sticozzi",
H. Stoneah, K. Strauch1“, K. Sudhakar\ G. Sultanovq, L.Z. Suns,q, G.F. Susinnor, H. Suterat, 
J.D. Swainq, A.A. Syedac, X.W. Tangf, L. Taylor ,^ SamuelC.C. Ting", S.M. Ting",
O. Tokeraf, M. Tonuttia, S.C. Tonwarh, J. Töth ,^ A. Tsaregorodtsev3-*, G. Tsipolitisag,
L3 Callaboration /  Physics Letters B 328 (1994) 223-233 225
C. Tullyah, K.L. Tungf, T. TuuvaJ. Ulbrichtat, L. Urbán ,^ U. Uwera, E. Valenteai,
R.T. Van de Walleac, I. Vetlitskyz, G. Viertelat, R Vikasq, U. Vikasq, M. Vivargentd,
H. Vogel38, H. Vogtas, I. Vorobievm’z, A.A. Vorobyov^, AnA. VorobyovaJ, L. Vuilleumieru,
M. Wadhwad, W. Wallraff8, J.C. Wang", C.R. Wang5, X.L. Wangs, Y.F. Wang",
Z.M. Wangq-\ A. Weber3, J. Weberat, R. Weillu, J. Wenningerr, M. White", C. Willmottx, 
R Wittgensteinp, D. Wrightah, S.X. Wuq, S. Wynhoff3, B. Wyslouch", Y.Y. Xieam, J.G. Xuf, 
Z.Z. Xus, Z.L. Xueam, D.S. Yan3"1, B.Z. Yang5, C.G. Yangf, G. Yangq, C.H. Yeq, J.B. Yes, 
Q. Yeq, S.C. Yehav, Z.W. Yinam, J.M. Youq, N. Yunusq, M. Yzermanb, C. Zaccardelliae,
P. Zemp3t, M. Zengq, Y. Zenga, D.H. Zhangb, Z.P. Zhang s’q, B. Zhou \  G.J. Zhouf,
J.F. Zhoua, R.Y. Zhuae, A. Zichichig,p,q, B.C.C. van der Zwaanb
'd I. Physikalisches Instituí, RWTH, 52056 Aachen, FRG 1 
III. Physikalisches Instituí, RWTH, 52056 Aachen, FRG 1 
b National Insti tuie fo r  High Energy Physics, NIKHEF, NL-1009 DB Amsterdam, The Netherlands
c University o f Michigan, Ann Arbor, Ml 48109, USA 
d Laboratoire d ’Annecy-le-Vieux de Physique des Particules, LAPP,IN2P3-CNRS, BP 110, F-74941 Annecy-le-Vieux CEDEX, France
e Johns Hopkins University, Baltimore, MD 21218, USA 
1 Institute o f High Energy Physics, IHEP, 100039 Beijing, China 
8 INFN-Sezione di Bologna, 1-40126 Bologna, Italy 
h Tata Institute o f Fundamental Research, Bombay 400 005, India
1 Boston University, Boston, MA 02215, USA
«
J Northeastern University, Boston, MA 02115, USA 
k Institute o f Atomic Physics and University o f Bucharest, R-76900 Bucharest, Romania 
1 Ceniral Research Institute for Physics o f the Hungarian Academy o f Sciences, H-1525 Budapest 114, Hungary2
m Harvard University, Cambridge, MA 02139, USA 
n Massachusetts Institute o f Technology, Cambridge, MA 02139, USA
0 INFN Sezione di Firenze and University o f Florence, 1-50125 Florence, Italy 
p European Laboratory fo r  Particle Physics, CERN, CH-1211 Geneva 23, Switzerland
4 World Laboratory, FBUA Project, CH-1211 Geneva 23, Switzerland 
r University o f Geneva, CH-1211 Geneva 4, Switzerland 
s Chinese University o f Science and Technology, USTC, Hefei, Anhui 230 029, China
1 SEFT, Research Institute for High Energy Physics, P.O. Box 9, SF-00014 Helsinki, Finland
u University o f Lausanne, CH-1015 Lausanne, Switzerland 
v Los Alamos National Laboratory, Los Alamos, NM 87544, USA 
w Instituí de Physique Nucléaire de Lyon, IN2P3-CNRS, Università Claude Bernard, F-69622 Villeurbanne Cedex, France 
x Centro de Investigaciones Energéticas, Medioambientales y Tecnológicas, CIEMAT, E-28040 Madrid, Spain
y INFN-Sezione di Milano, 1-20133 Milan, Italy 
L Institute o f Theoretical and Experimental Physics, ITEP, Moscow, Russia 
aa INFN-Sezione di Napoli and University o f Naples, 1-80125 Naples, Italy 
ah Department o f Natural Sciences, University o f Cyprus, Nicosia, Cyprus 
ac University o f Nymegen and NIKHEF, NL-6525 ED Nymegen, The Netherlands
ad Oak Ridge National Labora tory, Oak Ridge, TN 37831, USA 
ae California Institute o f Technology, Pasadena, CA 91125, USA 
af INFN-Sezione di Perugia and Università Degli Studi di Perugia, 1-06100 Perugia, Italy
ng Carnegie Mellon University, Piítsburgh, PA 15213, USA 
^  Princeion Universiiy, Princeton, NJ 08544, USA
m
ai ÌNFN-Sezione di Roma and University o f Rome, “La Sapienza", 1-00185 Rome, Italy
i
aj Nuclear Physics Institute, St. Petersburg, Russia 
ak University o f California, San Diego, CA 92093, USA 
Dept, de Fisica de Partículas Elementales, Univ. de Santiago, E-15706 Santiago de Compostela, Spain
am Shanghai Institute o f Ceramics, SIC, Shanghai, China 
an Bulgarian Academy o f Sciences, Instiiuie o f Mechatronics, BU-1113 Sofia, Bulgaria 
a0 Center for High Energy Physics, Korea Advanced Inst, o f Sciences and Technology, 305-701 Taejon, Republic o f Korea
226 L3 Collaboration /  Physics Letters B 328 (1994) 223-233
ap University o f Alabama, Tuscaloosa, AL 35486, USA 
aq Purdue University, West Lafayette, IN 47907, USA 
ar Paul Scherrer Institut, PSI, CH-5232 Villi gen, Switzerland
05 DESY-Institut fü r  Hochenergiephysik, 15738 Zeuthen, FRG 
al Eidgenössische Technische Hochschule, ETH Zürich, CH-8093 Zürich, Switzerland
au University o f Hamburg, 22761 Hamburg, FRG 
av High Energy Physics Group, Taiwan, China
Received 28 March 1994 
Editor: K. Winter
Abstract
We present a study of the inclusive production o f 7r°, 77, and A based on 929,000 hadronic Z decays recorded with 
the L3 detector at LEP. The m easured inclusive momentum distributions have been compared with predictions from parton 
show er models as well as an analytical Q uantum  Chromodynamics calculation. Comparing to low energy e+e ”  data, we find 
that Q CD  describes the energy evolution o f  the hadron spectrum.
1. Introduction
We report on a measurement of inclusive produc­
tion of 77°, 77, K|? and A at the Z resonance using the 
L3 detector at LEP. The 7r° and 77 mesons are de­
tected through their two-photon decay modes as nar­
row peaks in the y y  invariant mass distribution. The K° 
and A are identified by their decays into two charged 
particles, —» 7r+7r~ and A —> p7r~, which are se­
lected using the clear separation of the decay point 
from the e+e" vertex.
We compare the measured inclusive momentum 
spectra with the predictions of two Monte Carlo gen­
erators. Both programs implement a parton cascade 
based on perturbative QCD calculations, while the 
non-perturbative hadronization phase is described by 
either string (JETSET 7.3 [ 1]) or cluster fragmenta­
tion (HERWIG 5.4 [2]) models.
We also compare the measured spectra with analyt­
ical calculations performed in the framework of the 
“Modified Leading Log Approximation” (MLLA) of 
QCD [ 3 ] } in which single and double leading-log con­
tributions are taken into account and coherence ef­
1 Supported by the German Bundesministerium für Forschung 
und Technologie.
2 Supported by the Hungarian OTKA fund under contract number
2970.
3 Also supported by CONICET and Universidad Nacional de La 
Plata, CC 67, 1900 La Plata, Argentina.
fects of soft gluons are included [4]. Complemented 
with the “Local Parton-Hadron Duality” assumption 
[3,5], where the non-perturbative effects are reduced 
to normalization constants relating multiplicities at the 
hadron level to those at the parton level, the calcu­
lated MLLA inclusive parton spectra can be directly 
compared with the measured hadron spectra.
Experimental studies of charged and neutral parti­
cles have been performed before at LEP [6,7]. In this 
paper we update our previous analysis on 7r° [ 8 ] and 
77 [9] using much higher statistics data and present 
new results on and A.
2. The L3 detector
The L3 detector is described in detail in Ref. [ 10]. 
It consists of a central tracking chamber, a high res­
olution electromagnetic calorimeter composed of bis­
muth germanium oxide (BGO) crystals, a ring of plas­
tic scintillation counters, a uranium and brass hadron 
calorimeter with proportional wire chamber readout, 
and an accurate muon chamber system. These detec­
tors are installed in a 12 m diameter magnet which 
provides a uniform field of 0.5 T along the beam di­
rection.
The central tracking chamber (TEC) is a time ex­
pansion chamber with high spatial resolution in the 
plane normal to the beam. A Z-chamber, mounted just 
outside the TEC, supplements the r/<f> measurements
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with z-coordinates.
The material preceding the barrel part of the elec­
tromagnetic detector amounts to less than 10% of a 
radiation length. In this region the energy resolution 
is 5% for photons and electrons of energy around 100 
MeV, and is less than 2% for energies above 1 GeV. 
The angular resolution of electromagnetic clusters is 
better than 0.5° for energies above 1 GeV.
For this analysis, we use the data collected in the 
following polar angle ranges: for the central track­
ing chamber 40° < 8 <  140°; for the electromag­
netic calorimeter 11° < 6 < 169°; and for the hadron 
calorimeter 5° < 8 < 175°.
3.1, Photon selection
3. Event selection
Events collected at center of mass energies around 
y /s  = 91.2 GeV (88.4 <  J s  <  93.7 GeV) during the 
1991 and 1992 LEP running periods are used for this 
analysis, corresponding to an integrated luminosity of
35 p b '1.
The selection of events of the type e+e“ —> hadrons 
is based on tracking information and the energy mea­
sured in the electromagnetic detector and in the hadron 
calorimeter. Events are accepted if they have high mul­
tiplicity, high and well balanced visible energy [ 11]. 
In total, 929,000 events pass the selection cuts.
The Monte Carlo samples consist of 1,000,000 
events generated using JETSET 7.3 [1] and of 
500,000 events generated using HERWIG 5.4 [2]. 
The values for the QCD scale and the fragmenta­
tion parameters were determined from fits to our 
data [12]. The generated events are passed through 
the L3 detector simulation [13], which implements 
a detailed description of the detector and takes into 
account the effects of energy loss, multiple scattering, 
interactions and decays in the detector materials and 
the beam pipe. These events are processed with the 
same reconstruction and analysis programs as used 
for the experimental data.
Applying the same selection of hadronic Z decays to 
the simulated events as for the data, we find that more 
than 98% of the hadronic decays from the Z are ac­
cepted. The contamination from e+e~ and r +r~ final 
states and from hadronic production via two-photon 
processes is estimated to be less than 0 .2% and is ig­
nored in the following analysis.
Photon candidates are recognized as isolated clus­
ters in the electromagnetic calorimeter. The photon 
energy is calculated from the energy of the cluster by 
applying a position-dependent leakage correction. As­
suming that the photon originates at the e+e~ inter­
action point, its direction is determined from the cen­
ter of gravity of the shower. The photons used in this 
analysis are required to satisfy the following cuts:
( 1) the candidate is in the barrel region, I cos 8y < 
0.74;
(2) the energy of the candidate is greater than 50 
MeV for 1r° selection and greater than 500 MeV 
for 77 selection;
(3) the candidate is separated by at least 50 mrad 
from any charged particle;
(4) the lateral shower shape of the candidate is con­
sistent with that of an electromagnetic shower.
Cut (2) is used to reject noise and to reduce the back­
ground from hadrons. The background of hadrons is 
further reduced by cuts (3) and (4), where the refer­
ence shower shape of photons is determined from test 
beam data. The selection efficiency for photons from 
7T° decay is about 23% with a purity of about 70%.
3.2. Secondary vertex selection
In order to detect secondary vertices we examine all 
two-track combinations with opposite charge, search­
ing for intersections in the r/</>-plane. Tracks have to 
be well measured in the central tracking chamber as 
well as the Z-chamber, with a momentum transverse 
to the beam axis of more than 150 MeV. Their dis­
tance of closest approach (DCA) to the primary e+e" 
vertex must be greater than 1 mm. This primary ver­
tex is determined on a fill-by-fill basis and is assumed
to be the origin of K® and A.
We apply further cuts to reject the background cre­
ated by randomly intersecting tracks from the event 
vertex. The angle between the transverse flight direc­
tion, d ti and the total transverse momentum of the 
pair, must be smaller than 30 mrad. To eliminate 
combinations of tracks belonging to different jets, the 
product of p t and the opening angle of the two tracks 
measured at the candidate secondary vertex must be 
less than 1.1 rad-GeV. We further require that the dis­
tance d t between the secondary vertex and the primary
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vertex is greater than 10 mm. If the intersection point 
lies in the volume of the tracking chamber, we require 
that the pattern of hit wires be consistent with a neutral 
particle decay. Finally, the probability that the neutral 
hadron candidate decayed within the distance clt from 
the production point must be less than 98.5%.
To complete the kinematical reconstruction of the 
decay, the polar angles of the particle momenta are 
redetermined from a fit using the Z-chamber points, 
constrained by applying longitudinal momentum con- 
servation and a common origin for the charged tracks.
The selection efficiency is obtained by applying the 
same criteria to Monte Carlo JETSET and HERWIG 
events. The resulting efficiency and its time depen­
dence are verified using a sample of Z events 
taken in the same running period. The simulated mo­
mentum and DCA resolutions have been checked to 
be the same as in the measured data.
4. Inclusive hadron multiplicities
The y y  invariant mass spectrum is measured using 
photon pairs in which both photons are in the same 
hemisphere as defined by a plane perpendicular to the 
event thrust axis in order to reduce the combinatorial 
background.
The reconstructed invariant mass spectrum of any 
two photons fulfilling the criteria for 7r° selection is 
shown in Fig. la. The spectrum is fitted using a Gaus­
sian distribution for the signal plus a third order poly­
nomial for the background. The number of 7r0,s from 
the fit is 387225 ±  1087 where the error is statistical 
only. The fitted mass is compatible with the value from 
the Particle Data Group (PDG) [ 14] and the width is 
7.6 MeV, compatible with the detector resolution. A 
mass window of 0.113 < m yy <  0.157 GeV gives a 
7T° selection efficiency of about 4.2% with a purity of
50%.
The rj signal is observed in a restricted two-photon 
mass spectrum as shown in Fig. lb. To reduce the 
combinatorial background related to tt° decays, we 
exclude all photons entering into a two-photon combi­
nation with invariant mass inside the 7r° window. The 
same fitting method as that for 7 r °  is applied and gives 
7276 ±  152 as the observed number of rj mesons. The 
mass is compatible with the PDG value; the width 
is 17.8 MeV, again consistent with the detector res-
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Fig. 1. The measured y y , 7r+7t~ and p7r~(p7r+) invariant mass 
distribution, The solid lines in the nr° and rj mass plots represent 
the results of fits to the data using a sum of a Gaussian distribu­
tion and a third order polynomial. The dashed lines indicate the 
fitted background, in the 7r+7r ”  and p7T~{piT+) mass plots, the 
solid lines are fits to the data using a sum of two Gaussian dis­
tributions and a third order polynomial. The dashed lines indicate 
the background estimated from the Monte Carlo.
olution. Inside a mass window of 0.500 < myy < 
0.590 GeV the efficiency to detect an 77 decay into 
two photons is 2 .1%, with a purity of about 40%.
The selection efficiency for the signal is determined 
from Monte Carlo as the ratio of the fitted number of 
tt° and r) to the respective number of generated par­
ticles. In this way our results are independent of the 
Monte Carlo simulation of the background and the 
width of the signal. Due to the different fragmenta­
tion schemes, there is a difference between JETSET 
and HERWIG in the isolation of photons. This leads 
to different selection efficiencies and cross sections. 
As both models otherwise provide a reasonable de­
scription of the data [ 12], we take the average of the 
multiplicities determined both ways as the result, as­
signing half the differences to the systematic errors. 
The resultant multiplicities are shown in Table 1 and 
compared with the Monte Carlo predictions. The mea­
sured multiplicity in the accessible x p range, where x p 
is defined as the ratio of the particle momentum to the 
beam energy, are quoted. They are also extrapolated to 
the whole momentum range using the corresponding
Table 1
Measured average multiplicity of neutral hadrons per hadronic Z decay
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Hadron x p Range JETSET
Meas. Pred.
HERWIG
Meas, Pred.
Multiplicity
7r° 0.003 <  x p <  0.15 8.92 8.79 7.84 8.95 8,38 ± 0 .03  ± 0 .67
All 9.77 9.63 8.60 9.81 9.18 ± 0 .03  ± 0 .73
V 0.02 < x p < 0.3 0.73 0.91 0.67 1.01 0.70 ±  0.02 ±  0.08
All 0.95 1.21 0.88 1.31 0.91 ± 0 .02  ±0 .11
K°S 0.003 <  x p < 0.24 0.92 0.98 0.92 1.00 0.92 ±0.01 ± 0 .07
All 1.02 1.08 1.01 1.09 1.02 ±  0.01 ±  0.07
A 0.009 Xp 0.24 0.32 0.32 0.31 0.40 0.32 ±0.01 ± 0 .0 4
All 0.37 0.37 0.37 0,48 0.37 ±  0.01 ±  0.04
The measured value using the JETSET and HERWIG Monte Carlo programs for the efficiency calculation are reported separately. The 
average of the two is listed in the last column as the final result. The first error is statistical and the second systematic.
Monte Carlo predictions.
The first error in the last column of Table 1 is statis­
tical and the second is systematic. Besides the system­
atic error due to the different fragmentation models, 
mentioned above, other errors are obtained by varying 
the photon selection cuts, switching off the require­
ment on shower isolation from charged particles and 
changing the 7r° background suppression procedure. 
An additional error coming from the uncertainty in the 
detector inefficiency is determined by comparing the 
7T° and 7] rate in different geometrical regions of the 
detector. A small error due to the limited statistics of 
Monte Carlo events is also included. These contribu­
tions to the systematic errors are added in quadrature.
Within the quoted errors, the agreement of the pre­
dicted production rate of ir° with the observed rate is 
satisfactory for both models. The observed r\ multi­
plicity is lower than either model prediction.
The mass spectrum of candidates (Fig. lc) is 
calculated by assigning the mass to the pair of 
tracks which form the secondary vertex. For A can­
didates (Fig. Id), we assign the proton mass to the 
higher momentum track and the rr^ mass to the other 
one. The probability of a wrong assignment is es­
timated to be less than 0.6%. Both spectra show a 
narrow peak with a long non-Gaussian tail, above a 
smooth background. The fitted masses are in agree­
ment with the PDG values; the widths from a Gaus­
sian fit are 18.8 MeV for K° and 5.6 MeV for A, con­
sistent with the detector resolution. The number of 
(A) is counted bin by bin within a mass window of
400 (70) MeV, subtracting the background estimated 
with the Monte Carlo. For the background has a 
shoulder at low masses due to A’s with the wrong 
particle assignment. The background subtraction has 
been tested by comparing background distributions of 
data and Monte Carlo in a control sample with all the 
above mentioned cuts, but where the pair points away 
from the vertex by more than 50 mrad. The agree­
ment of these two distributions is better than 1%. In 
total we find 73495 ±  345 K°’s and 13315 ±  200 A ’s. 
Inside a mass window of 300 < < 700 MeV 
(1080 < mp7r < 1150 MeV), the detection efficiency 
for selecting (A) is 7.8% (3.7%) with a purity of
63.3% (32.4%).
Using the signal events and the efficiency estimated 
from the Monte Carlo, we obtain the average multi­
plicity of the observed hadrons in hadronic Z decays 
as shown in Table 1. For the we take the average 
of our results obtained using JETSET and HERWIG 
and assign half the difference as a systematic error, as 
described above for the 77-0  and rj. In the case of A, 
we repeat the same procedure, but exclude from the 
number of generated particles those coming from de­
cays of long-lived H baryons, which are not usually 
detectable. Less than 0.2% in our selected A sample 
come from 3  decays for JETSET, 0.6% for HERWIG. 
Since HERWIG predicts a S  production rate three 
times larger than that observed [7], whereas JETSET 
agrees well with the data, we use the latter to estimate 
the number of A’s produced in E decay. We then ex­
trapolate the measured rate in the selected x p range to
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the whole momentum range as we did for 7r° and 77.
Besides the systematic error due to the different 
fragmentation models as mentioned above, other er­
rors are obtained by varying all selection cuts, vary­
ing the Kg (A) yield as a background to A (Kg), and 
changing the signal mass windows. An additional error 
due to the uncertainty of the TEC momentum resolu­
tion and theZ-chamber efficiency is also taken into ac­
count. The statistical error on the Monte Carlo events 
is included. The different contributions to the system­
atic errors are added in quadrature.
The observed multiplicities for K!? and A agree with 
both model predictions, inside the observed range of 
x p as well as extrapolated to the whole spectrum.
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5. Momentum spectra of hadrons 0 0.05 0.1 0.15 0.2x_
To determine l h t x p distribution of the reconstructed 
particles, the above measurement of the hadron pro­
duction rate is repeated for different x p intervals. In 
the final spectra detector resolution effects have been 
unfolded.
The two Monte Carlo generators differ not only in 
the total hadron multiplicities and the predicted mo­
mentum spectrum, but also in the efficiency to detect 
a hadron and its momentum dependence. Therefore, 
Fig. 2a, b, c and d as well as Fig. 3a, b, c and d show the 
momentum spectra of the hadrons expressed in terms 
of x p, compared to the Monte Carlo predictions from 
JETSET and HERWIG, respectively. In each distribu­
tion the efficiency corrections for the data are carried 
out using the respective generator. The errors shown 
in the plot correspond to statistical and systematic er­
rors added in quadrature, except that the error due to 
the model difference in efficiency is not included. The 
dominant systematic error is that on the overall nor­
malization of the spectra. The energy spectra of 7r°and 
Kg are rather well predicted in shape by both models. 
The normalization discrepancy in the A spectrum for 
HERWIG comes essentially from the overestimated 3  
contribution, which entails a much reduced detection 
efficiency. The 77 spectrum predicted by either model 
is too soft.
We also compare the measured spectra with a 
MLLA QCD calculation [3], following the same 
method applied in the analysis of 7r° and charged 
particle spectra in Ref. [8] and 77 in Ref. [9]. We
Fig. 2. The xp spectra at the Z resonance normalized to the total 
hadronic cross section in comparison with the predictions of the 
Monte Carlo parton shower generator JETSET. The errors (verti­
cal bars) include statistical and systematic uncertainties added in 
quadrature as described in the text. The horizontal bars indicate 
the bin size.
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Fig. 3. The xp spectra at the Z resonance normalized to the total 
hadronic cross section in comparison with the predictions of the 
Monte Carlo parton shower generator HERWIG. The errors (ver­
tical bars) include statistical and systematic uncertainties added in 
quadrature as described in the text. The horizontal bars indicate 
the bin size.
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Table 2
Measured parameters of QCD MLLA corresponding to Eq. (1)
Hadron N Acir (GeV) f*s p
7T° 0.492 ±0.051 0.147 ±0.030 3.96 ±0.13
V 0.123 ±0 .016 1.485 ±0.234 2.52 ±0.10
K? 0.102 ±0.005 0.832 ±0.061 2.89 ±  0.05
A 0.041 ± 0 .004 0.917 ±0.178 2.83 ±0.13
denotes the position of the maximum corresponding to the
value of Aefl- given.
use the MLLA expression for the so-called limiting 
spectrum  for hadron type h t which is convenient for 
numerical integration and can be written in the form:
1 d a
( 1)
where the function ƒ  is specified in Ref. [3] and 
£p = In (1 / jCp). There are only two free parameters 
in Eq. (1): an overall normalization factor N, which 
describes the hadronization and depends on the cen­
ter of mass energy, a/s, and on the particle type, and 
an effective scale parameter Aeff (not directly related 
to Aj^g). Eq. (1) is valid in the range 1 < £p < 
In (0.5 y /s f  Aeff).
Since we do not perform this analysis with respect 
to a generator, we have to account for differences be­
tween the efficiencies predicted by JETSET and HER- 
WIG in the same way as we did in the multiplicity 
measurement. Therefore, the distributions in are 
evaluated twice, using the JETSET and HERWIG cor­
rections, and the results averaged.
Eq. (1) has two distinct features: the existence of a 
maximum in the £p distribution; and a prediction for 
the energy evolution of the position of this maximum. 
The first feature is illustrated in Fig* 4a, b, c and d, 
which show our measured differential cross sections 
1 /(7*h • d a / d ^ p. We fit Eq* (1) to our data and obtain 
the results shown in Table 2, where denotes the po­
sition of the maximum corresponding to the measured
ACff-
For each point, the systematic error dominates over 
the statistical one. In the fit, we conservatively add 
statistical and all systematic errors in quadrature for 
each point even though the overall normalization un­
certainty is large. Experimental uncertainties are taken 
into account by evaluating the results of the fit varying
5
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Fig. 4, The inclusive gp spectra normalized to the total hadronic 
cross section in comparison with analytical QCD calculations 
(dashed line). The actual fitted region is drawn as a solid line. 
The data values (dots) are obtained averaging the results derived 
from efficiency corrections using JETSET and HERWIG. The er­
rors (vertical bars) include statistical and systematic uncertainties 
added in quadrature as described in the text, except the common 
normalization uncertainty due to fragmentation. The horizontal 
bars indicate the bin size.
the parameters and cuts of the analysis. The fragmen­
tation model dependence is then accounted for by av­
eraging the fit results for JETSET and HERWIG and 
assigning half their difference as the error due to frag­
mentation. An error due to a variation of the fitted re­
gion is also included. All these errors are then added 
in quadrature and shown in Table 2 . The QCD pre­
diction for y fs  = 91 GeV based on the fitted param­
eters is shown in Fig. 4. The solid lines indicate the 
actual fitted range in which the predictions are valid; 
the dashed lines indicate how a pure QCD prediction 
would extend from this range.
Using our measured Aeff we can predict as a 
function of y /s  (Fig. 5). Results from other experi­
ments at lower energies [15] are also shown in the 
plot. The line corresponds to the extrapolation from 
our high energy result to lower energies. The energy 
evolution of the peak positions is consistent with the 
QCD formula, Eq. (1), and our measured Aeff is valid 
for different y/s. The above measurements are in good
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4
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Fig. 5. The energy dependence of the position of the maximum, 
£*> in the £p distributions for 7r°, 77 and K. The lines represent 
the QCD MLLA predictions extrapolated from y/s = 91 GeV. 
The low energy points are refitted using the same procedure as 
described in this paper. The results from TASSO are while 
that from L3 is Kj. Different points at the same center of mass 
energy are shifted horizontally.
5
*  Q .JJLP
4
3
2
1
0 0.2 0.4 0.6 0.8 1 1.2
Particle Mass (GeV)
Fig. 6. The position of the maximum, £*, in the measured £p 
distributions for different particles at = 91 GeV versus particle 
mass.
agreement with the MLLA calculation 4 .
In Fig. 6 we present versus particle mass at y /s  = 
91 GeV. There is no quantitative prediction for the 
evolution of (Aeff) as a function of particle mass.
4 For an alternative approach, see also Ref. [16].
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However, it can be seen that most of the particles have 
similar values except the 7r°. The neutral pions 
come mainly from secondary decays and thus have 
a softer spectrum than hadrons coming directly from 
fragmentation. Other LEP experiments give similar 
results [6,7].
6. Summary and conclusions
We have measured the production of the 7r°, 77, 
Kg and A from hadronic Z decays. The shape of the 
measured inclusive momentum distributions of all the 
hadrons except the 77 are well reproduced by the Monte 
Carlo parton shower programs JETSET7.3 and HER- 
WIG 5.4. For 77 production the observed spectrum is 
harder than either prediction. We have also observed 
that analytical QCD calculations provide a consistent 
way to describe the shape and the energy evolution of 
the spectra of hadrons. These measurements signifi­
cantly improve our previous measurements [8,9].
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