The simultaneous localization and mapping (SLAM) problem for mobile robots has always been a hotspot in the field of robotics. Simultaneous localization and mapping for robots using visual sensors and laser radar is easily affected by the field of view and ground conditions. According to the problems of traditional sensors applied in SLAM, this paper presents a novel method to perform SLAM using acoustic signals. This method enables robots equipped with sound sources, moving within a working environment and interacting with microphones of interest, to locate itself and map the objects simultaneously. In our case, a method of microphone localization based on a sound source array is proposed, and it was applied as a pre-processing step to the SLAM procedure. A microphone capable of receiving sound signals can be directly used as a feature landmark of a robot observation model without feature extraction. Meanwhile, to eliminate the random error caused by hardware equipment, a sound settled in the middle of two microphones was applied as a calibration sound source to determine the value of the random error. Simulations and realistic experimental results demonstrate the feasibility and effectiveness of the proposed method.
Introduction
With the development of science and technology, the robot market has grown quite large for a myriad of applications. The realization of autonomous navigation for robots is an important step in solving the difficult problems of various complicated working environments. Simultaneous localization and mapping (SLAM) [1] [2] [3] [4] of mobile robots is a fundamental and important problem rooting from the related research. In the SLAM problem, the robot needs to perceive its own movement behavior, pose, and information of the current environment through sensors when it is in a known or unknown environment. Visual and optical sensors are classically used as external sensors in solving problems of SLAM [5] [6] [7] [8] [9] . In Reference [10] , the technology of the robot environment map-building based on laser radar scanner was studied. However, the beam of the laser radar was extremely narrow, making it difficult to search for targets in space. Its accuracy was also greatly affected by the ground conditions. In Reference [11] , a moving camera was applied to adopt environmental information. Then, a visualized SLAM solution was implemented through combining the extended Kalman filtering technology with extracted image features. It needs to be pointed out that visual sensors can only perceive information within the robot's limited field of vision and rely heavily on light. Compared with the above external sensors, sound has the advantages of propagation omnidirectionality, diffraction susceptibility, high-time resolution, and non-limited visibility. In contrast to the classical context of SLAM, this paper presents an algorithm to perform SLAM using acoustic signals. Acoustic SLAM has the potential for wide application in areas including autonomous robots, hearing aids, smart cars, and virtual reality devices [12, 13] .
An audition system is a very important feature for an intelligent robot [14] [15] [16] . In the auditory field, there are several research issues such as sound source localization, localization of moving microphone arrays, speech separation and enhancement, etc. [17] [18] [19] [20] [21] [22] . Time delay of arrival (TDOA) between sound sources and corresponding microphones was always used in the studies mentioned above [23] . The localization of microphones may help to solve a number of problems for mobile robots. In this paper, acoustic SLAM typically applied microphone localization as a pre-processing step to the extended Kalman filter (EKF) procedure. The distances between the sound sources and detected microphones were calculated according to the TDOA obtained, and then they were used as direct measurement information for microphone localization. The time delay estimation method has a small number of calculations and strong real-time performance. Commonly used time delay estimation algorithms include generalized cross-correlation (GCC) [24] , cross-power spectral phase (CSP) [25] , adaptive filtering [26] , etc. Among them, the GCC method exhibits superior performance in suppressing noise and reverberation. Sekmen et al. [27] proposed a natural way of human-computer interaction in which people as passive users did not need to interact with the robot through keyboards, mice, etc. The method assumed that the sound source was located in front of the robot, and the cross-correlation method could be used to estimate the time difference of the sound, and then the far-field sound source was located by the far-field approximation geometric method. Hu et al. [28, 29] used the generalized cross-correlation method based on feature structure to estimate the time difference of sound of multiple sound sources. This paper estimates time delay between sound source and microphone by use of the GCC method.
At present, solutions to the SLAM problem are roughly divided into two categories: methods based on probability estimation and methods based on non-probabilistic estimation. The basis of the probabilistic estimation method is mainly Bayesian theory estimation, which is divided into two major filtering algorithms: Kalman filter and particle filter. A number of studies have been conducted on the basis of them, and several classical algorithms have been proposed, such as the EKF [30] , the unscented Kalman filter (UKF) [31, 32] , the particle filter and the Rao-Blackwellization algorithm, the particle filter combined with the Rao-Blackwellization algorithm to form RBPF [33] [34] [35] [36] , etc. Reference [37] has made a detailed comparison of the above algorithms. Among them, EKF-based SLAM is simple and feasible when dealing with non-linear systems, and it is still widely used not only in land, aviation, and underwater fields, but also in various forms of robotics, such as unmanned aerial vehicles (UAVs) [38] , automated guided vehicles (AGVs) [39] , and remotely operated vehicles (ROVs) [40] .
In this paper, we propose a novel approach to map the positions of microphones passively and to simultaneously localize a moving robot in realistic acoustic environments. The microphone localization process based on sound source array was conducted and then a method of EKF-SLAM for mobile robots based on microphone landmark observation is proposed. To avoid the estimation error of the time delay of sound arrival caused by environmental noise, reverberation [41] , and hardware equipment, a method of using calibration to eliminate TDOA estimating errors is presented.
In our case, the robot itself carries three sound source units distributed in an equilateral triangle and a reference microphone. The relative distance between the reference microphone and the three sound sources was known. The reference microphone was placed within a range that ensured that the three sound signals could be received clearly. In the same plane as the sound sources, a certain number of microphones were randomly distributed; the microphone which received the three sound signals was defined as a microphone to be positioned (MTP). The reference frames are illustrated in Figure 1 .
Therefore, the novel features of the approach proposed in this paper are (1) the joint estimation of the unknown robot path and the positions of multiple microphones based on the (2) sound source array installed on the robot, and (3) a microphone capable of receiving sound signals which can be directly used as a feature landmark of the robot observation model without feature extraction. Performance results for controlled and realistic room acoustics are presented to analyze the theoretical and practical Appl. Sci. 2019, 9, 1352 3 of 24 behavior of the method. Specifically, it is shown that this approach outperforms other methods for SLAM due to its lower complexity and lack of feature extraction, and SLAM research using acoustic sensors has the potential for wide application.
The paper is structured as follows: Section 2 describes the strategy of the microphone localization method based on sound source array. Section 3 derives the proposed algorithm involving the microphone localization combined with EKF-SLAM. Section 4 presents the simulation and experimental setup and results. Conclusions are drawn in Section 5.
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Localization of Microphones Based on Sound Source Array

Time Delay of Arrival (TDOA) Estimation
The GCC algorithm is currently the most widely used time estimation method. Aiming at the existence of a large amount of noise and reverberation in the actual environment, and thus causing the maximum peak value of the cross-correlation function to be inconspicuous or to have multiple peaks, GCC is better than the basic cross-correlation algorithm for its ability to suppress noise and reverberation in terms of peak detection difficulty. It is assumed here that the sound signal model received by the microphone is an ideal model; that means only ambient noise is considered. The ambient noise is approximately replaced by white Gaussian noise [42, 43] . It is also assumed that there is no correlation between noise and noise, and noise and sound source. The mathematical model of the signal received by the microphone is shown as
where considering the sound signal ( ) s t , the signal received by the i-th microphone ( )
τ , and ( ) i n t represent the amplitude attenuation coefficient, time delay, and ambient noise of the sound signal reaching the i-th microphone, respectively. The cross-correlation function of sound signals reached to the i-th and j-th microphone is shown as
Since noise and noise, and noise and sound source are not related to each other, Equation (3) can be derived from Equations (1) and (2):
Where ( ) ss R τ is the autocorrelation function of ( )
τ is the relative time delay in which the i-th and j-th microphones receive the sound signal. According to the nature of the autocorrelation 
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where considering the sound signal s(t), the signal received by the i-th microphone x i (t), α i , τ i , and n i (t) represent the amplitude attenuation coefficient, time delay, and ambient noise of the sound signal reaching the i-th microphone, respectively. The cross-correlation function of sound signals reached to the i-th and j-th microphone is shown as
4 of 24 where R ss (τ) is the autocorrelation function of s(t), τ ij is the relative time delay in which the i-th and j-th microphones receive the sound signal. According to the nature of the autocorrelation function, it is known that R x i x j (τ) reaches the maximum value when τ − τ ij = 0. Then the time delay estimate τ ij can be calculated according to the cross-correlation function of the signals received by the two microphones and the point where the maximum value is located. Equation (4) is obtained by Fourier transform [44, 45] of Equation (3)
where ϕ ss (ω), ϕ x i x j (ω), and ϕ n i n j (ω) represent the corresponding power spectrum of R ss (τ), R x i x j (τ), and R n i n j (τ), respectively. R n i n j (τ) is the cross-correlation function of n i (t) and n j (t). Furthermore, by weighting Equation (4) and then performing the inverse transform, the generalized cross-correlation function can be obtained, as is shown
where θ ij (ω) is a generalized weighting function [46] . There are weighted functions such as Roth, SCOT (smooth coherent transformation), PHAT (phase transformation) [47] [48] [49] , etc. As the PHAT weighting function has less volatility in the case of constantly changing signal-to-noise ratios, and the anti-noise performance is also better, the PHAT weighting function was selected for analysis in this paper. As shown in Figure 2 , there was a part of a sound signal waveform received by two microphones (m0, m1). The frequency of the sound wave was 2 kHz, and the sampling frequency was 16 kHz. 
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Analyzing Figure 2 , the time difference of arrival between m0 and m1 was approximately 0.008 s. In this paper, the GCC method was used to estimate the time difference of sound. As shown in Figure 3 , according the values determined for the peak of the cross-correlation function, the TDOA can be estimated.
In Figure 3 , the time corresponding to the position of the waveform peak was 0.01 s. This proves that the TDOA was well estimated using the GCC method. In Figure 3 , the time corresponding to the position of the waveform peak was 0.01 s. This proves that the TDOA was well estimated using the GCC method.
Localization of Microphones
The implementation process of the microphone localization method based on sound source array was as follows. Given the position of the robot in the global coordinates, the position of the three sound sources and the reference microphone in the global coordinates could then be calculated. By obtaining TDOA, the distances between the microphone to be positioned (MTP) and the three sound sources were obtained through further calculation. Define 
is defined as the distance from the reference microphone to the j-th sound source.
Based on Equation (6) and
，the distance between the i-th MTP and the j-th sound source can be calculated as follows
Define (x, y) as the position of the i-th MTP, and ( )(
as the position of the three sound sources in the global coordinate system. According to the geometric relationship, the position of the i-th MTP in the environment is obtained by solving the intersections of three circles with three sound source positions as centers and the distance from the microphone to the corresponding sound source as radius. 
The implementation process of the microphone localization method based on sound source array was as follows. Given the position of the robot in the global coordinates, the position of the three sound sources and the reference microphone in the global coordinates could then be calculated. By obtaining TDOA, the distances between the microphone to be positioned (MTP) and the three sound sources were obtained through further calculation. Define ∆T ij (i = 1, 2 . . . N; j = 1, 2, 3) as the time difference of receiving the j-th sound signal between the reference microphone and the i-th MTP, where N is the number of the MTP. Define the speed of sound propagation in the air as C, which is multiplied by the TDOA to obtain the difference value ∆L ij about the distance from the j-th sound source to the reference microphone and to the i-th MTP.
is defined as the distance from the reference microphone to the j-th sound source. Based on Equation (6) and L j (j = 1, 2, 3), the distance between the i-th MTP and the j-th sound source can be calculated as follows
Define (x, y) as the position of the i-th MTP, and x j , y j (j = 1, 2, 3) as the position of the three sound sources in the global coordinate system. According to the geometric relationship, the position of the i-th MTP in the environment is obtained by solving the intersections of three circles with three sound source positions as centers and the distance from the microphone to the corresponding sound source as radius.
Here, d i1 , d i2 , and d i3 represent the distance from the i-th MTP to the three sound sources, respectively. A block diagram overview of the microphone localization processing chain is provided in Figure 4 .
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Acoustic SLAM Based on Microphone Landmarks
The procedure of SLAM is to recognize a set of feature landmarks and localize the sensor odometer with respect to the landmark set. A sound source array carried by a robot was used in this paper to perform the localization of the robot and feature landmarks (microphones). According to Section 2, a microphone capable of receiving sound signals can be directly used as a feature landmark of a robot observation model without feature extraction. The distances were considered as the observation measurements and this became a standard range-only SLAM problem. The EKF-SLAM algorithm was adopted. It generally decreases the uncertainty of the system and the amount of calculations. During the SLAM process, the robot continuously acquires the landmark information while moving; the existing landmarks are used to correct the robot pose, and the new landmarks are used to incrementally construct the map of the surroundings.
EKF-SLAM Algorithm
Smith, Self, and Cheeseman [50] first proposed the SLAM algorithm, and used an extended Kalman filter to perform simultaneous estimations of the position of a robot and the landmarks observed. Assuming that the high-dimensional state vector X is the SLAM system state, which is [ ] ( )
are the coordinates of the landmarks in the environment. The covariance matrix of the system is shown in Equation (10) . 
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EKF-SLAM Algorithm
Smith, Self, and Cheeseman [50] first proposed the SLAM algorithm, and used an extended Kalman filter to perform simultaneous estimations of the position of a robot and the landmarks observed. Assuming that the high-dimensional state vector X is the SLAM system state, which is specified as the robot's pose (position and heading) and location of stationary landmarks observed in the environment
where X r = [x r , y r , θ r ] T X r = [x r , y r , θ r ] T represents the robot's pose, among which (x r , y r ) are the coordinates of the robot in the global coordinate system, and θ r represents the heading of the robot body, namely, the angle between the robot body and the x-axis of the global coordinate system.
are the coordinates of the landmarks in the environment. The covariance matrix of the system is shown in Equation (10) .
where P rr indicates the covariance of the robot's pose, P ij (i = 1, 2, . . . , M; j = 1, 2, . . . , M) indicates the covariance of the landmark location, P ri (i = 1, 2, . . . , M) represents the covariance between the robot's pose and the landmark location.
The EKF-SLAM algorithm [51] process can be summarized in three steps. Firstly, the system state and system covariance at time t are predicted based on the system state at t − 1 and the control input (robot motion information). Secondly, after obtaining the position and orientation of the landmarks and associating them, the state of the system is updated with the observation value of the feature landmarks. Finally, a new state is added to the current state to obtain an estimate of the system state and system covariance. The schematic model of the SLAM problem is shown in Figure 5 . In this figure, x, u, z, and m are shown as the state of the robot, control input, observation input, and the map information of the environment, respectively.
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represents the covariance between the robot's pose and the landmark location. The EKF-SLAM algorithm [51] process can be summarized in three steps. Firstly, the system state and system covariance at time t are predicted based on the system state at t − 1 and the control input (robot motion information). Secondly, after obtaining the position and orientation of the landmarks and associating them, the state of the system is updated with the observation value of the feature landmarks. Finally, a new state is added to the current state to obtain an estimate of the system state and system covariance. The schematic model of the SLAM problem is shown in Figure 5 . In this figure, x, u, z, and m are shown as the state of the robot, control input, observation input, and the map information of the environment, respectively. 
System Model
The kinematic model was applied for the trajectory of a vehicle with two rear wheels used as the driving unit and one universal wheel as the front wheel to describe the robot motion. The vehicle was subject to rolling motion constraints (i.e., assuming zero wheel slip). The vehicle model is shown in Figure 6 . In this figure, XOY is the coordinate frame of the world, X'O'Y' is the coordinate frame The kinematic model of the robot is expressed as 
The kinematic model was applied for the trajectory of a vehicle with two rear wheels used as the driving unit and one universal wheel as the front wheel to describe the robot motion. The vehicle was subject to rolling motion constraints (i.e., assuming zero wheel slip). The vehicle model is shown in Figure 6 . In this figure, XOY is the coordinate frame of the world, X O Y is the coordinate frame attached to the vehicle base, γ represents the steering angle of the front wheel, θ is the angle between the robot's body and the x-axis of the global coordinate system. the covariance of the landmark location,
and associating them, the state of the system is updated with the observation value of the feature landmarks. Finally, a new state is added to the current state to obtain an estimate of the system state and system covariance. The schematic model of the SLAM problem is shown in Figure 5 . In this figure, x, u, z, and m are shown as the state of the robot, control input, observation input, and the map information of the environment, respectively. 
The kinematic model was applied for the trajectory of a vehicle with two rear wheels used as the driving unit and one universal wheel as the front wheel to describe the robot motion. The vehicle was subject to rolling motion constraints (i.e., assuming zero wheel slip). The vehicle model is shown in Figure 6 . In this figure, XOY is the coordinate frame of the world, X'O'Y' is the coordinate frame The kinematic model of the robot is expressed as The kinematic model of the robot is expressed as
Here the time from k − 1 to k was denoted ∆T, and during this period the velocity V k and steering angle γ k of the front wheel were assumed constant.
T was termed the "controls". The distance between the caster and the center of the robot was L. w(k) was the state noise of the system assumed as a Gaussian noise with a zero mean and a covariance of Q k . This paper used the distance information as the direct observation information of the EKF-SLAM, and the MTP was directly used as a feature landmark observed by the robot. (x m , y m ) was applied to
represent the coordinate of the feature landmark "m" in the global coordinate system, which was fixed in the global coordinate system. The coordinates of the robot's center point at the current moment was (x r , y r ). For the distance measurements as the observations in this paper, the observation model was established as follows.
where d i k (i = 1, 2, 3) was the distance between a feature landmark and the three sound sources at time k, x j k , y j k (j = 1, 2, 3) was the coordinate of the three sound sources, respectively, in the global coordinate system, d(k) was the observation noise data, which was assumed to have zero mean and Gaussian noise with covariance R k . The observation model is shown in Figure 7 . In this figure, the blue circles s1, s2, and s3 represent the positions of the three sounds (sound sources), respectively, and are in the form of a regular triangle. The relative distance between them is known; the red pentagram M denotes a reference microphone, whose position coincides with the center point of the robot. The distances from the reference microphone to the three sound sources are known; the triangles m1, m2, and m3 were randomly positioned MTPs. Here, d1, d2, and d3 were the distances from the landmark "m1" to three sound sources, respectively, which were calculated by Equation (7), available for Equation (8) to calculate the position of the landmark. 
EKF-SLAM Based on Microphone Landmark Observation
At the initial time, the system state vector contains only the robot's own pose information. When the robot observes a landmark in the environment, the position of the landmark in the global coordinate system can be calculated according to the method of microphone localization based on sound source as described in Section 2. Then add the landmark coordinates to the system state vector to update the map as shown in Equation (9) . The robot moves and the sound signals are generated by the sound sources in sequence when inputting the control instruction. Then the robot continues to observe the microphone landmark in the environment. The current pose of the robot was predicted based on the robot motion information. The Jacobian matrix of the prediction model was updated as 1 0
where ( x, y) Δ Δ 
At the initial time, the system state vector contains only the robot's own pose information. When the robot observes a landmark in the environment, the position of the landmark in the global coordinate system can be calculated according to the method of microphone localization based on sound source as described in Section 2. Then add the landmark coordinates to the system state vector to update the map as shown in Equation (9) . The robot moves and the sound signals are generated by the sound sources in sequence when inputting the control instruction. Then the robot continues to observe the microphone landmark in the environment. The current pose of the robot was predicted based on the robot motion information. The Jacobian matrix of the prediction model was updated as
Appl. Sci. 2019, 9, 1352 9 of 24 where (∆x, ∆y) was the motion information obtained by the odometer measurement, and further the covariance matrix of the robot pose was updated as
The covariance matrix between the robot and the landmark wa updated as P ri = A × P ri (15) In this paper, the "closest distance method" was applied to perform data association. It means by calculating the Euclidean distance between the feature landmarks observed at the current moment and the existing feature landmarks in the database, according to judging if it is within the allowable range of error, and finally whether the feature landmark observed is an existing landmark or not is determined.
The existing landmarks had fixed coordinate values in the global coordinate system, according to which and the robot's predicted pose, the observation model was established by Equation (12) . By comparing the measurement data obtained by Equation (7) with the landmark position calculated by Equation (12) , the difference between them was calculated. At this point, the observation model Jacobian matrix was given by
Here, r i (i = 1, 2, 3) was the distance between a feature landmark and the three sound sources at time k, x i k , y i k (i = 1, 2, 3) was the coordinates of the three sound sources in the global coordinate system, respectively, (x m , y m ) represented the coordinates of this feature landmark in the global coordinate system. The covariance matrix of the current observation model was also updated. The Kalman gain represents the degree of confidence in the observed and calculated values when estimating the true state of the system. It was used to update the robot's current position and landmark pose, and it was derived as
However, the new landmarks observed were added to the system status as the map of the current environment. The flowchart of the EKF-SLAM algorithm based on the microphone landmark observations is shown in Figure 8. landmark pose, and it was derived as ( )
However, the new landmarks observed were added to the system status as the map of the current environment. The flowchart of the EKF-SLAM algorithm based on the microphone landmark observations is shown in Figure 8 . 
Simulation and Experiment Results
Acoustic SLAM presents a general framework, suitable for any application involving mobile acoustic sensors for scene mapping. This paper considers the application of robotic systems, typically equipped with a sound source array and odometer. Experiments were performed in two different cases. The first set of experiments was designed to make a room simulation to verify the feasibility and validity of the method which was based on the above robot motion model and observation model. The second set of experiments evaluated the method performance in realistic acoustic environments using a moving sound source array and a reference microphone integrated onto the robot.
Room Simulations
In this simulation, the data collected by the robot motion model in 0~95 s was selected to test. The control input adds Gaussian noise with a mean value of 0 and a variance of σ ve = 0.49 m/s,
2 , where v e and v c denote the speed of the rear wheel and the center of the robot, respectively, γ represents the robot's steering angle. In the same plane, 15 microphones were randomly distributed, and the observation range was formed within a circle with a radius of 10 m centered on the robot. The observation information was added with Gaussian noise with a mean value of 0 and a variance of σ d1 = 0.001, σ d2 = 0.001, and σ d3 = 0.001, where d 1 , d 2 , d 3 were the distances from the landmarks to the three sound sources, respectively. The simulation results of the proposed method are shown in Figure 9 . In Figure 9a , by comparing the robot's real movement trajectory with the trajectory estimated by the EKF-SLAM algorithm regarding the microphone as a landmark, it was found that the two were basically coincident. At the same time, comparing the actual location of the feature landmarks in the environment with the estimated location, it can also be found that the two were basically coincident. It means that the mobile robot can accurately achieve its own localization and map construction to some extent. However, there was a small difference between the estimated location and the actual location of the robots and landmarks, due to the presence of irregular movements such as steering during the movement of the robot. In addition, sometimes when only one or even no landmarks could be observed during the observation process, it caused errors. Figure 9b,c show the error analysis of simulation results. It is pointed out that the method can ensure the accuracy of position and map estimation.
the microphone as a landmark, it was found that the two were basically coincident. At the same time, comparing the actual location of the feature landmarks in the environment with the estimated location, it can also be found that the two were basically coincident. It means that the mobile robot can accurately achieve its own localization and map construction to some extent. However, there was a small difference between the estimated location and the actual location of the robots and landmarks, due to the presence of irregular movements such as steering during the movement of the robot. In addition, sometimes when only one or even no landmarks could be observed during the observation process, it caused errors. In actual real-world environments, there are often various kinds of noises around the sound source. Sound signals are usually noisy sounds formed by pure sound and aliased noise. For a noisy signal, the amount of noise it carries can be represented by a physical signal-to-noise ratio (SNR). The SNR is defined as the average energy ratio between each speech source and the noise. SNR = 10 log 10
Gaussian white noise was added to the speech signal. In Equation (21) The results of Figure 11 were generated when more noise was added than previously seen in the results in Figure 10 . The SD of the robot's position and landmark position under SNRs of 50 and 65 dB is shown in Tables 1 and 2 . Standard deviation is defined as (22) where N T is the total number of estimations (i.e., total number of estimated position for the robot and ten microphones),D i is the i-th estimation and D i is the i-th correct position. Tables 1 and 2 , it can be found that when the SNR was 50 dB, the SD of the robot's position in the x-direction was 0.651 m, and the SD of the landmark's position in the x-direction was 0.452 m. If the SNR continued to decrease, the standard deviation would be greater than 0.651 and 0.452, and there would be little significance to the study of this paper. Also, from Tables 1 and 2 , it can be observed that the errors for the robot's position and map estimation increase as the noises increase, but to a certain extent, the method can ensure the accuracy of the localization and mapping. The results show the robustness of the method proposed in this paper under environments with an SNR higher than 50 dB. 
Experimental Results in a Realistic Environment
Experiment Setup
Three speakers (s1, s2, and s3) were arranged in an equilateral triangle to form a sound source array mounted on the robot, and the center point of the equilateral triangle coincided with the robot's center point. There are two advantages to this arrangement of equilateral triangles. One is to ensure uniform dispersion of the sound signals. The other is that if the robot center point is taken as the coordinate origin, it will help with distance calculations and coordinate transformations to reduce the amount of system computation, because of the equal distance from the center point of the robot to the three speakers. All three speakers were connected to the computer via a Bluetooth module to control their sound. At the same time, a microphone was placed at the center of the robot as a reference microphone (m0), also, the distance from it to the three speakers was equal, known, and fixed. The sound source array and the mobile robot for the experiment are shown in Figure 12 . The mobile robot Pioneer3-DX was selected as the main operating platform. The robot controller was connected to the Pioneer3-DX through the RS232 serial port. The controlling program sent a control command to the mobile robot according to the robot's work requirements. The Seeed ReSpeaker Core v2.0 was selected as the microphone in this paper, as shown in Figure  13 . The chip is designed for voice interface applications. It is based on the Quadcore ARM Cortex A7 Rockchip RK3229 and runs at up to 1.5 GHz with 1 GB of Random Access Memory (RAM). It integrates six microphone arrays, and only one of the microphones was used in our case. The sampling rate of the microphone is 16 kHz. ReSpeaker Core v2.0 runs the GNU/Linux operating system. Xshell can control multiple servers at the same time, and only needs to know their IP address. Therefore, this paper mainly used the Xshell software to remotely control the chip under the same Local Area Network (LAN). Compared to traditional microphone systems that collect sound signals, this method does not require the use of many wires to connect devices. The use of the chip greatly reduced the cumbersomeness of the hardware device and improved the efficiency of the experiments. The Seeed ReSpeaker Core v2.0 was selected as the microphone in this paper, as shown in Figure 13 . The chip is designed for voice interface applications. It is based on the Quadcore ARM Cortex A7 Rockchip RK3229 and runs at up to 1.5 GHz with 1 GB of Random Access Memory (RAM). It integrates six microphone arrays, and only one of the microphones was used in our case. The sampling rate of the microphone is 16 kHz. ReSpeaker Core v2.0 runs the GNU/Linux operating system. Xshell can control multiple servers at the same time, and only needs to know their IP address. Therefore, this paper mainly used the Xshell software to remotely control the chip under the same Local Area Network (LAN). Compared to traditional microphone systems that collect sound signals, this method does not require the use of many wires to connect devices. The use of the chip greatly reduced the cumbersomeness of the hardware device and improved the efficiency of the experiments.
sampling rate of the microphone is 16 kHz. ReSpeaker Core v2.0 runs the GNU/Linux operating system. Xshell can control multiple servers at the same time, and only needs to know their IP address. Therefore, this paper mainly used the Xshell software to remotely control the chip under the same Local Area Network (LAN). Compared to traditional microphone systems that collect sound signals, this method does not require the use of many wires to connect devices. The use of the chip greatly reduced the cumbersomeness of the hardware device and improved the efficiency of the experiments. 
The Calibration Method
In this experiment, 10 microphones to be positioned (MTP) (m1, m2, . . . m10) were used as observation landmarks, and they were simultaneously powered, randomly distributed in the environment, and guaranteed to be in the same plane as the sound source array. Since the microphones were remotely controlled by Xshell to collect sound signals, the quality of the network signal and the speed of the signal propagation could lead to measurement errors. In response to this situation, this paper proposed a calibration method to eliminate this error. Take m0 and m1 as an example: we placed a speaker named "calibration sound source (s0)" in the middle of m0 and m1. First s0 sounded, and then s1 sounded. The sound signals received by m0 and m1 are shown in Figure 14 . Since the distances between s0, m0, and m1 were equal, the starting positions of the first speech segments of m0 and m1 should be the same. However, analyzing Figure 14 , it was found that there were errors. An enlarged view is shown in Figure 15 . The difference between the starting positions of the two speech segments was taken as calibration value (e1). There was a difference value (e2) between the starting position of the second speech segment of m0 and m1. The time delay of sound arrival (TDOA1) between m0 and m1 was obtained by Equation (23) .
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Experiment Results
We programmed the method to acquire sound signals only when the robot stopped. The experimental verification process of the method is as follows: 
We programmed the method to acquire sound signals only when the robot stopped. The experimental verification process of the method is as follows:
The robot center point is considered to be the origin. At the initial time, the origin of the robot coordinate system coincides with the origin of the world coordinate system, and the current position of robot is (0, 0). These ten microphones need to be measured one by one to determine the difference in sound time between them and the reference microphone.
1.
For the first microphone to be positioned (m1), use the calibration method described in Section 4.2.2, to obtain the precise value of time delay of arrival between m0 and m1 (TDOA1).
2.
Similar to Step 1, first s0 sounds, and then s2 sounds. Finally, TDOA2 between m0 and m1 is obtained. When it is s3, TDOA3 is obtained too.
3.
Distances between m1 and the three sound sources (d1, d2, d3) is calculated by Equations (6) and (7).
4.
Evaluate whether m1 is a valid characteristic landmark, and if it is, put m1 into the dataset or abandon it. The evaluation method is described as follows and the evaluation standard value is obtained from actual experimental data analysis in this paper.
5.
Repeat Steps 1-4 and the other valid microphones are detected in sequence. 6.
The method of EKF-SLAM based on microphone landmark observations described in Section 3.3 is applied to this procedure. 7.
The robot insists on moving to the next position and performing the above operations until the end of the experiment.
As shown in Figure 16 , there are two sound sources, S0 and S1. S1 is used as the main sound source, and S0 is used as the "calibration sound source". Also, there are two microphones, MIC0 and MIC1. MIC0 is used as the reference microphone, and MIC1 is used as the microphone to be positioned. The distance between S1 and MIC0 is known for 1 m. Assuming that the distance between MIC1 and S1 is unknown, and it is estimated by the TDOA estimation method introduced in Section 2. Firstly, place MIC1 two meters away from s1, and then move MIC1 in units of one meter to the right to do multiple measurements. Finally, by comparing the estimated distance value with the real, it is found that when the microphone is placed less than 3 m away from the sound source, the acquired sound signal is the most reliable for this method.
positioned. The distance between S1 and MIC0 is known for 1 m. Assuming that the distance between MIC1 and S1 is unknown, and it is estimated by the TDOA estimation method introduced in Section 2. Firstly, place MIC1 two meters away from s1, and then move MIC1 in units of one meter to the right to do multiple measurements. Finally, by comparing the estimated distance value with the real, it is found that when the microphone is placed less than 3 m away from the sound source, the acquired sound signal is the most reliable for this method. 5. Repeat Steps 1-4 and the other valid microphones are detected in sequence. 6. The method of EKF-SLAM based on microphone landmark observations described in Section 3.3 is applied to this procedure. 7. The robot insists on moving to the next position and performing the above operations until the end of the experiment.
Acoustic EKF-SLAM based on microphone landmark observation is summarized in algorithm. Sample TDOA(j) using "GCC-PHAT" and "calibration method" Acoustic EKF-SLAM based on microphone landmark observation is summarized in Algorithm 1.
Algorithm 1: Algorithm of Acoustic EKF-SLAM Based on Microphone Landmark Observation.
1:
for k = 1, . . ., 10 do 2:
for I = 1, . . ., 10 do 3:
for j = 1, 2, 3 do 4:
Sample TDOA(j) using "GCC-PHAT" and "calibration method" 5:
Calculate d(j) using (6), (7) 6: Evaluate
input m(i) to dataset 9:
else if 10:
Abandon m(i) 11: end for 12: end for 13:
EKF-SLAM based on microphone landmark observation is conducted. 14: end for To verify the feasibility of the SLAM method presented in this paper, the robot (Pioneer3-DX) was moving through a specifically designed path to avoid some improper situations for TDOA estimation and range-only SLAM, as depicted in Figure 17 three sound sources and the reference microphone at a height of 0.7 m were at s1 = (0, 0.3) m, s2 = (−0.26,−0.15) m, s3 = (0.26,−0.15) m, and m0 = (0,0) m. Ten microphones to be positioned were dispersedly mounted on the wall in the same plane as the sound source. It can be seen that it was Lshaped. The calibration speaker can be moved when needed. The robot stopped at 10 waypoints to record the acoustic data. It stopped for approximately 120 s to ensure the recording of the sound signal. The speed of robot was fixed when moving. The SLAM results are shown in Figure 18 . In Figure 18a , the red, solid line represents the robot's planned trajectory (actual trajectory), and the red star points represent microphones that were distributed in an L-shape in the environment, that is, the actual location of the feature landmarks; The blue, dotted line represents the robot's estimated path trajectory, and the blue circles represent the estimated location of the feature landmarks. By comparing the robot's real movement trajectory with the trajectory estimated by the EKF-SLAM algorithm regarding the microphones as landmarks, it was found that the two are basically coincident. At the same time, comparing the actual location of the feature landmarks in the environment with the estimated location, it can also be found that the two are basically coincident. However, there was a small difference between the estimated location The SLAM results are shown in Figure 18 . In Figure 18a , the red, solid line represents the robot's planned trajectory (actual trajectory), and the red star points represent microphones that were distributed in an L-shape in the environment, that is, the actual location of the feature landmarks; The blue, dotted line represents the robot's estimated path trajectory, and the blue circles represent the estimated location of the feature landmarks. By comparing the robot's real movement trajectory with the trajectory estimated by the EKF-SLAM algorithm regarding the microphones as landmarks, it was found that the two are basically coincident. At the same time, comparing the actual location of the feature landmarks in the environment with the estimated location, it can also be found that the two are basically coincident. However, there was a small difference between the estimated location and the actual location of robots and landmarks. Figure 18b ,c show the error analysis of the experimental results. Tables 3 and 4 show the actual and estimated position for the robot and landmarks, and by comparing them, the standard deviation of the robot's position and the landmarks' position are calculated. A very important feature of sound signals are that they are easily affected by environmental noise. The result of this experiment is based on taking into account the actual environmental noise and reverberation. Since this paper uses the GCC method to estimate the TDOA, both environmental noise and reverberation were well suppressed. From the results, it can be seen that the feasibility and effectiveness of the proposed method are well verified. Table 4 . Localization results of landmarks. X-error: the error of the landmarks' positioning in the x-axis direction. Y-error: the error of the landmarks' positioning in the y-axis direction. 
Actual Position Estimated Position x-Error y-Error
Conclusions
This paper considers the EKF-SLAM for mobile robots based on microphone landmark observations. A kinematic analysis of the mobile robot was conducted and a kinematic model was established. The method of microphone localization based on sound source array in the auditory field was described, and it was combined with the EKF-SLAM algorithm to solve the SLAM problem of the mobile robot. The observation model was established based on microphone landmark observation. In addition, this paper also discussed the advantages and novelty of sound sources and microphones used as external sensors for the SLAM problem compared with traditional sensors such as laser radar. In this paper, the effectiveness and the robustness of the EKF-SLAM based on microphone landmark observation is demonstrated through simulation and experimental tests from the theoretical and practical perspective, respectively. It should be pointed out that this method can only realize the localization of landmarks in two-dimensional planes, and there are problems such as the missing of environmental features and low detection accuracy. To achieve the SLAM of mobile robots faster and more accurately, applying a method of microphone localization in a three-dimensional space in SLAM is still a work to be studied in the future.
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