Motivation.
In the latest financial crisis, started in 2007, the core capital of banks has proved to be insufficient to cover impairment losses arising from loans and security portfolios. Consequently, several banks have been strengthened their capital base or reduced their asset exposure. Other banks have been bailed out by state aids or have defaulted. To reduce the risk of similar crises in the future and to enhance the resilience of the banking sector, a new regulatory framework, the so-called Basel III package, has been proposed, implying more stringent capital requirements for financial institutions [49] . The effectiveness of the new regulatory framework to prevent banking default and financial crisis is an open problem, particularly as regulations themselves are still in progress, and may thus benefit from the results of research findings in the filed.
The study of bank failures is important for two reasons. First, an understanding of the factors related to bank failure enables regulatory authorities to supervise banks more efficiently. In other words, if supervisors can detect Keywords and phrases: Applied Bayesian models, Graphical Gaussian Models, Systemic financial risk 1 problems early enough, regulatory actions can be taken, to prevent a bank from failing and, therefore, to reduce the costs of its bail-in, faced by shareholders, bondholders and depositors; as well as those of its bail-out, faced by the governments and, therefore, by the taxpayers. Second, the failure of a bank very likely induces failures of other banks or of parts of the financial system as a whole. Understanding the determinants of a single bank failure may thus help to understand the determinants of financial systemic risks, were they due to microeconomic, idiosyncratic factors or to macroeconomic imbalances. When problems are detected, their causes can be removed or isolated, to limit "contagion effects".
The literature on predictive models for single bank failures is relatively recent: until the 1990s most authors emphasize the absence of default risk of a bank [see e.g. 28, 55] , in the presence of a generalized expectation of state interventions. However, in the last years we have witnessed the emergence of financial crisis in different areas of the world, and a correlated emphasis on systemic financial risks. In addition, government themselves are less willing than before to save banks, partly for their financial shortages and partly for a growing negative sentiment from the public opinion. As a consequence of all of these aspects, the very recent years are seeing a growing body of literature on bank failures, and systemic risks originated from such them.
The studies on bank failures can be classified into three main streams: financial market models, scoring models and macroeconomic models.
Financial market models originate from the seminal paper of Merton [47] , in which the market value of a bank's assets, typically modeled as a diffusion process, is insufficient to meet its liabilities. Due to its practical limitations, Merton's model has been evolved into a reduced form [see e.g. 60] , leading to a widespread diffusion of the resulting model, and the related implementation in Basel II credit portfolio model. For a review of this evolution see, for example, the book by [52] . In order to implement market models, diffusion process parameters and, therefore, bank default probabilities can be obtained on the basis of share price data that can be collected almost in real time from financial markets. Market data are relatively easy to collect, are public, and are quite objective. On the other hand, they may not reflect the true fundamentals of the underlying financial institutions, and may lead to a biased estimation of the probability of failure. Indeed, the recent paper by [33] and [19] show that market models may be good in very short-term predictions, but not in medium and long-term ones, where the importance of fundamental financial data emerge.
Scoring models are based only on financial fundamentals, taken from the publicly available balance sheet information. Their diffusion followed the seminal paper by Altman [4] , has induced the production of scoring models for banks themselves: noticeable examples are [58] , [59] , [54] , [15] . The development of the Basel regulation (www.bis.org) and the recent financial crisis have further boosted the literature on scoring models for banking failure predictions. Recent examples include [5] , [17] who use logit models; [61] who use a probit model and [37] who use a principal component factor approach. Scoring models have been extended in different ways: interesting developments include the incorporation of macroeconomic components (see e.g. [38] [ 45] , [34] and [36] ) and the explicit consideration of the credit portfolio, as in the Symbol model of [41] , that allows stress tests of banking asset quality and capital, as emphasized in the recent paper by [30] . The problem with scoring models is that they are mostly based on balance sheet data, which have, differently from the market, a low frequency of update (annual or, at best, quarterly) and do depend on subjective strategic choices. They may thus be good to predict defaults (especially in the medium term) but not in the assessment of systemic risks, which occurr very dynamically and with short notice.
Our focus here will not be on the prediction of single defaults but rather, on how such prediction are correlated with each other, in a systemic perspective. The research literature on systemic risk is very recent, and follows closely the developments of the recent financial crisis. A comprehensive review is provided in [10] who also provide a historical comparison of different crisis. Specific measures of systemic risk have been proposed, in particular, by [2] , [1] , [9] , [32] , [8] and, from a different perspective, [56] . All of these approaches are built on financial market price information, on the basis of which they lead to the estimation of appropriate quantiles of the estimated loss probability distribution of a financial institution, conditional on a crash event on the financial market. These literature developments have lead and are still contributing to the identification of the Systemically Important Financial Institutions (SIFIs), at the global and regional level. They however do not address the issue of how risks are transmitted between different insitutions.
Systemic risk can indeed also be defined as the risk that the failure of one significant financial institution can cause or significantly contribute to the failure of other significant financial institutions, as a result of their linkages to each other [see e.g. 8]. Trying to address this aspect of systemic risks, researchers have recently proposed network models, that can help model the systemic risk in financial systems which display complex degrees of connectedness. In particular, [8] propose several econometric measures of connectedness based on principal component analysis and Granger-causality networks.
They find that hedge funds, banks and insurance companies have become highly interrelated over the past decade, likely increasing the level of systemic risk through a complex and time-varying network of relationships. [13] and [6] follow similar approaches.
The adoption of a robust financial network approach in the above context is recommended not only because of its proper emphasis on financial interdependencies, but also for its possibility to describe how the structure of these interdependencies evolves in time. Were this be achieved, we would be able to address systemic financial risks in two directions: on one hand, to understand the role that a network structure plays in the spread of financial shocks; on the other hand, to understand the impact of simulated stress events on a network of interdependencies (see, for example, [48, 21, 23, 12, 46, 16, 51] ). Simulated networks, as those described in the previous paper, can help studying the impact of crisis scenarios on the system, in a stress-testing framework. However, they typically assume a fixed network structure which may not be the one supported by the data.
To learn financial networks from the data we propose empowering network models with multivariate graphical models. Graphical models embed the idea that interactions among random variables in a system can be represented in the form of graphs, whose nodes represents the variables and whose edges shows their interactions. For an introduction to graphical models see, for example, [50, 40, 64, 63, 18, 39] .
Graphical models can be employed to accurately estimate the adjacency matrix, aimed at measuring interconnectedness between different financial institutions and, in particular, to assess central ones that may be the most contaged or the strongest source of contagion [as in 8] . Network models use the correlation matrix estimated from the data to derive the adjacency matrix. Although useful, this approach takes into account only the marginal (indirect) effect of a variable on another, without looking at the (direct) effect of other variables. In our context, it does not distinguish between the direct and the indirect effect of a country on other ones. Graphical models, instead, focus on the partial correlation matrix, that is obtained by measuring only the direct correlation between two variables. A partial correlation coefficient can express the change in the expected value of a dependent variable, caused by a unitary change of the independent variables, when the remaining variables are held constant. In so doing, the effect of a bank on another is split into a direct effect (estimated by the partial correlation) and an indirect effect (what is left in the marginal correlation). Here we follow this approach and derive the adjacency matrix, the main input of a financial network model, not from the correlation matrix but, rather, from the partial correlation matrix obtained from the application of graphical models to the available data.
To achieve this aim we consider multivariate Gaussian graphical models, defined in terms of Markov properties, that is, conditional independencies associated with the underlying graph [39, 64] . While traditional network models assume fixed graphical structures (such as fully connected graphs), the structure of a graphical model is typically random, and can be learned from the data, as a good fitting structure. Such a model selection can be performed by testing, in a stepwise procedure, the statistical significance of conditional independencies, which are equivalent to specified zeroes among certain partial correlation coefficients which, in turn, are equivalent to missing edges in the network representation.
The use of graphical models can thus help to have a deeper understanding of the relationships between variables, by distinguishing direct from indirect relationships. From their appearance in the 90's, several methodological advances have been made for graphical models. Less so in terms of applications, especially in financial economics. In our opinion, this requires to solve two main problems.
First, the assumption of a random graph may be an important added value in situations where little a priori knowledge is present, as is the case for systemic risk. In addition, results should not be conditioned on single models, but, rather, should be model averaged, to avoid suboptimal inferences.
Second, graphical models do not allow to decompose asset return correlations into market specific and idiosyncratic effects, as in the classical CAPM models [57] . This assumption seems to be restrictive in finance.
The first problem can be solved with the use of more advanced, Bayesian, graphical models, as shown in [43] , [25] and, more recently, [3] . In particular, [43] and [25] propose a Bayesian model able to consider all possible graphical structures, choose the best fitting ones and, if necessary, average inferential results over the set of all models.
The methodological contribution of this paper can solve the second problem as well. We propose Bayesian hierarchical graphical models, that allow correlations to be decomposed, as in a CAPM-like model, into a country (market) effect plus a bank-specific (idiosyncratic) effect.
On the other hand, the applied contribution of this paper is in the understanding of whether and how a distress probability is transmitted between different banks, that belong to different countries, with different regulatory systems. The world financial market is not perfect: many frictions exists between different countries, mainly due to different regulations, given the fundamental relevance of banks for the economies to which they belong.
A very interesting case study, in this respect, is the Eurozone, where the European Central Bank (ECB) has recently taken over the supervision of the largest banks (with total assets greater than 30bn euro) in each of the member states. Thus, eventually, the euro banking market will evolve into a single market but, at the time being, it is still fragmented. It thus becomes timely and rather interesting to study the degree of convergence towards a European banking union, looking at the comovements between stock returns of the banks in the area, that may give important insights.
Finally, we remark that the paper also contributes to computational statistics as, in order to apply the proposed hierarchical model to the large p/small n database at hand, a novel Markov Chain Monte Carlo algortihm, based on Bayes factor thresholding, has been developed and implemented in a Matlab routine, available upon request.
The paper is organized as follows. In Section 2, we introduce Bayesian graphical models, and show their theoretical implications: in particular, we show how a hierarchical approach can decompose the variance-covariance matrix of the model into a variance-covariance matrix between countries and, conditionally on it, on a bvariance-covariance matrix between banks. In Section 3 we introduce a simulated data application that is helpful for the set-up of our computational methodology. Section 4 describes the empirical results obtained with the application of the Bayesian hierarchical graphical models to the data. Finally, section 5 contains some concluding remarks and future research directions.
Methodology.
In this section we review the basics of Bayesian graphical models and present a detailed description of the methodology proposed in the paper.
Review of Bayesian Graphical models.
Let X = (X 1 , . . . , X n ) ∈ R n be a random vector distributed according to a multivariate normal distribution N n (µ, Σ). In this paper, without loss of generality, we will assume that the data are generated by a stationary process, and, therefore, µ = 0. In addition, we will assume throughout that the covariance matrix Σ is non singular. Let G = (V, E) be an undirected graph, with vertex set V = {1, . . . , n}, and edge set E = V × V , a binary matrix, with elements e ij , that describes whether pairs of vertices are (symmetrically) linked between each other (e ij = 1), or not (e ij = 0). If the vertices V of this graph are put in correspondence with the random variables X 1 , ..., X n , the edge set E induces conditional independence on X via the so-called Markov properties [see e.g. 39] . More precisely, the pairwise Markov property determined by G states that, for all 1 ≤ i < j ≤ n,
that is, the absence of an edge between vertices i and j is equivalent to independence between the random variables X i and X j , conditionally on all other variables X V \{i,j} .
Statistical inference for graphical models can be of two kinds: quantitative learning, which means that, given a graphical structure, with associated Markov properties, data is employed to estimate the unknown parameters of the model; and structural learning, which means that the graphical structure itself is estimated on the basis of the data. Here we focus on the latter.
The structural learning problem has been described to be NP-hard (nondeterministic polynomial-time hard) by [14] . This is because the cardinality of the space of possible structures grows super-exponentially with the number of nodes. However, graphical model uncertainty can be taken into account, along with parameter uncertainty, within a Bayesian approach, whose main practical advantage is that inferences on quantities of interest can be averaged over different models, each of which has a weight that corresponds to its Bayesian posterior probability. See, for example, [44] , [25] and [24] .
To achieve this aim, the first task is to recall the expression of the marginal likelihood of a graphical Gaussian model, and specify prior distributions over the parameter Σ as well as on the graphical structures G.
For a given graph G, let π i (G) be the neighbors of a variable X i , i = 1, . . . , n: the set of all vertices that are connected to i or, equivalently, the set of all random variables on which X i is conditionally dependent. Statistical inferences can be based on the likelihood of the observed data. Assuming that the observed data can be arranged in a matrix X , with n rows that are independent and identically distributed multivariate time series of dimension T , each following a multivariate normal distribution N n (0, Σ), the likelihood of the unknown parameters Σ, G is equal to:
As expected, the likelihood depends on the parameters Σ and G. According to the conventional Bayesian graphical model averaging paradigm [see e.g. 43], we assume that both Σ and G are random, and that a joint prior distribution over (Σ, G) can be expressed by a discrete probability distribution over all graph structures G and, conditionally on each possible graph, by a continuous distribution over the set of parameters Σ :
For P (G) we assume a uniform prior over all possible graphical structures while for the prior on the parameters we assume a conjugate inverse-Wishart prior. More formally, based on the assumption that we have available a random sample of size T from a multivariate normal distribution N n (0, Σ), we assume that P (Σ) is an inverse-Wishart distribution with α > n degrees of freedom and a scale matrix Σ.
According to the Bayesian prior-to-posterior paradigm [see 7] it can be shown that, under the previous assumptions, the posterior distribution of the precision matrix Σ, P (Σ|X ) is an inverse-Wishart distribution with α+T degrees of freedom and a scale matrix given as follows:
whereΣ is the sample variance-covariance matrix. Note that the proposed prior distributions can also be used to integrate the likelihood with respect to the unknown random parameters, obtaining the so-called marginal likelihood of a graph, which will be the main metric for model selection. This follows from
It can be shown that such marginal likelihood is equal to:
where Γ(·) denotes the gamma function, and |Σ| and |Σ| are the determinants of the matrices Σ and Σ. The metric expressed by the above marginal likelihood is the basic ingredient for graphical Gaussian model selection and averaging, as will now be shown. According to the conventional Bayesian paradigm, being the model space discrete, the graphical model chosen by structural learning will then be that with the highest a posteriori probability. By Bayes rule, the posterior probability of a graph is given by:
and, therefore, since we assumed a uniform prior over the graph structures, maximizing the posterior probability is equivalent to maximizing the marginal likelihood metric. For graphical model selection purposes we shall thus search in the space of all possible graphs for the structure such that
Notice however that the Bayesian paradigm does not force conditioning inferences on the (best) model chosen. The assumption of G being random, with a prior distribution on it, allows any inference on quantitative parameters to be model averaged with respect to all possible graphical structures, with weights that correspond to the posterior probabilities of each graph. This because, by Bayes' theorem:
The above allows to overcome the main drawback of non-Bayesian graphical models, namely, the fact that, once a model is chosen, all inferences will be conditional on that model, even if it has a little support from the data (although maximal). However, in real situations, the number of possible graphical structures may be very large and we may need to restrict the number of models to be averaged. This can be done efficiently, for example, following a simulation-based procedure for model search, such as Markov Chain Monte Carlo (MCMC) sampling, described in [43] . One of the standard MCMC methods is the Metropolis-Hastings (MH) algorithm, which is based on an acceptance-rejection scheme. In our context, given an initial graph, the algorithm samples a new graph using a proposal distribution. The newly sampled graph is then compared with the old graph, with a decision rule to either reject or accept the proposed sample. More precisely, following [25] , the algorithm randomly selects a node from the current graph (G old ) and proposes an action to either add or delete a single edge to produce a new graph (G new ). The proposed graph G new is either accepted, becoming (G old ) in the next step, or rejected in which case the previous graph is maintained as G old . The decision to accept or reject a proposed graph depends on an acceptance probability.
Hierarchical graphical models.
One of the appealing features of graphical models for multivariate time series analysis is to represent graphically the logical implications as well as the conditional independence relationships among the variables. In high dimensional settings, it is extremely hard to extract meaningful information from the complex interaction among the variables. In addition, learning such complex interactions is computationally intensive when using standard structure learning schemes. There is a high chance that the learning algorithm gets trapped, spending much time to learn local optimum structures which might not be representative A possible solution to the trap problem is to add more structure to the graphical model. For example, in the Bayesian setting, the prior distribution over the graph space can be enriched and used to penalise complex strcutures. Another approach, particularly suited for the applied problem considered in this paper, is to employ hierarchical graphical models: this will allow most of structural learning to be localised to groups of variables which however are not independent and, thus, can borrow inferential strength from each other.
Several researchers have discussed and applied hierarchies in graphical models [see e.g. 31, 29, 65] . The approach proposed in this paper is in the spirit of [26, 27] but from a Bayesian perspective.
Suppose we have a large dataset of n random variables, X = (X 1 , . . . , X n ), that can be grouped into k categories, (Z 1 , . . . , Z k ), such that the kth category contains nk variables Z k = (Y 1 , . . . , Y nk ). Without loss of generality, we assume that each variable in X belongs to exactly one of the categories, i.e k i=1 n i = n, and that the observations in the same category are centered along each variable. To exemplify, the random variables in X can be banks that can be grouped into k different countries (represented as Z) with each country consisting of a number of banks (represented as Y ), so that X = (Y, Z).
In this context, we consider Z as a compressed representation of the banking system in different countries. Based on the classification, we build a twolevel hierarchical model composed of: a country specific component, that explains relationships between banking systems of different countries, and an idiosyncratic component that models relationships between banks in the same country. More formally
To achieve this aim, we introduce a one-way decomposition of the covariance between any two banks, X i , X j ∈ X, that belong, respectively, to countries Z a and Z b . Let G z be a k × k, 0\1 matrix, representing the structure of between country relationships. In our context, all random variables are continuous and it is assumed that X ∼ N n (0, Σ), Z ∼ N k (0, Φ) and Y ∼ N n (0, Ψ). We assume that: A nice aspect of the above model is that it can be further decomposed, to accommodate for further grouping effects. For instance, in our specific application, the term φ a,b may be further be decomposed into a macroeconomic country effect plus a banking sector specific ones, calculating the difference between macroeconomic log returns (e.g. of the Gross Domestic Product of a country) and capitalization weighted log returns of the banking sector of a country. In addition, the term ψ y i ,y j can also be similarly decomposed in groups, according to bank-specific balance sheet variables (such as asset size, leverage, etc.).
Efficient Structural Inference Scheme.
We now focus on sampling the multivariate instantaneous (MIN) relationships among random variables by allowing for simultaneous interactions. We will do so by extending the work by [3] . In large dimensional settings, a common drawback of the classical Metropolis-Hastings sampling scheme is the likelihood of spending much time to learn local optimum structures which might not be representative of the global optimum structure. Secondly, sampling structures with simultaneous interactions (undirected links) leads to difficulties in diagnosing convergence of the chain. According to [43] , irreducibility is guaranteed on condition that the structures satisfy acyclic constraints. This makes the standard scheme not feasible in sampling undirected structures. In this paper, we propose a Markov chain Monte Carlo scheme that employs a Bayes factor thresholding.
A sketch of the idea is as follows: We initialize the algorithm by assuming a fully connected structure (G old ). At each iteration, we delete the edge between two variables X i and X j to produce a new structure (G new ). We then compute the posterior of the two structures and compute the Bayes factor. By assuming a uniform graph prior, it can be shown that the log Bayes factor is given by: log(BF ) = log(P (X |G new )) − log(P (X |G old )) If log(BF ) > τ , where τ ≥ 0, then the model of the new structure is much preferred which means that the edge between X i and X j must be deleted. However, if log(BF ) ≤ τ , then the edge between X i and X j can be retained. Thus the mechanism automatically accepts edges between variables leading to improvements in structural learning. To sample our two-level hierarchical model, we marginalize out analytically the parameters of the structural model to obtain an efficient Gibbs sampling algorithm [e.g., see 11] . That is, we sample the parameters and the relationships in blocks [e.g., see 53] . Let G z and G y be the structure of the between country and between bank relationships. Thus, our approach involves sampling from the posterior distribution of the between country structural relationships (G z ) given Ψ, then updating Ψ given (G z ). The next step involves sampling from the posterior distribution of the between banks structural relationships (G y ) given Ψ, Φ and G z . Let X = (Z, Y) where X is the observed dataset of the variables arranged into Z and Y representing the country specific and bank specific dataset respectively. The resulting collapsed Gibbs sampler [42] consists of the following steps:
1. Sample between country structural relationships: (G z |Z), 2. Update between country parameters: (Φ|Z, G z ), 3. Sample between banks structural relationships: (G y |Y, Z, Φ, G z ), 4. Update between banks parameters:
Following the idea by [62] , we implement the algorithm such that steps 1 and 2 can be combined and step 3 and 4 as well. A pseudo presentation of the algorithm is as follows:
• Initialize Σ and Compute Σ
• Initialize G as fully connected
-Compute log Bayes factor, log(BF ) = log(P (X |G n )) − log(P (X |G t )) * If log(BF ) > τ , set e ij = 0 and sample σ ii * Else, set e ij = 1 and sample σ ii and σ ij • Update Σ 2.4. Centrality Measures. Let A be n × n, 0\1 matrix, which we will call the adjacency matrix. Network statistics can be derived using A: in particular, meaningful summary measures can be obtained using an appropriate singular value decomposition of such matrix. The simplest measure of node centrality is the degree which measures the number of connection of a given node in a network. In the framwork of undirected network, the degree (d i ) of node i is simply:
where j represents all other nodes, n is the total number of nodes, and a ij is the (i, j) element of the adjacency matrix of the network, which is defined as 1 if node i is connected to node j, and 0 otherwise.
The centrality measure that has been proposed in financial network modeling to explain the capacity of an agent to cause systemic risk, that is, a large contagion loss on other agents, is the eigenvector centrality [see e.g. 20, 8] . The eigenvector centrality measure is a measure of the importance of a node in a network. It assigns relative scores to all nodes in the network, based on the principle that connections to few high scoring nodes contribute more to the score of the node in question than equal connections to low scoring nodes.
More formally, for the i-th node, the centrality score is proportional to the sum of the scores of all nodes which are connected to it, as in the following equation:
where x j is the score of a node j, a i,j is the (i, j) element of the adjacency matrix of the network, λ is a constant and n is the number of nodes of the network. The previous equation can be rewritten for all nodes, more compactly, as:
where A is the adjacency matrix, λ is the eigenvalue of the matrix A, with associated eigenvector x, an n-vector of scores (one for each node). Note that, in general, there will be many different eigenvalues λ for which a solution to the previous equation exists. However, the additional requirement that all the elements of the eigenvector be positive (a natural request in our context) implies (by the Perron-Frobenius theorem) that only the eigenvector corresponding to the largest eigenvalue provides the desired centrality measures. Therefore, once an estimate of A is provided, network centrality scores can be obtained from the previous equation, as elements of the eigenvector associated to the largest eigenvalue.
In our two-level hierarchical model, it follows that the centrality measure decomposes into a country specific component, and a between banks component.
Simulation.
In this Section we illustrate and motivate the choice of our computational algorithm, on the 6-node simulation experiment of [62] Following the idea of testing significance of regression coefficients, we apply a test for significance of an edge between two variables. We test if the posterior edge probability is greater than 0.5 under a 95% credibility interval. If this is true, then the edge is statistically significant, otherwise there is no link between the variables. By comparing the results with the data generating process, we observe that fixing a threshold τ = 0 or 1 produces an accurate description of the data generating process. According to the scale provided by [35] , using τ = 0 leads to accepting edges that are not worth more than a bare mention. However, fixing τ = 1 produces strong evidence against the null network. When τ = 2, we observe from the results that the algorithm overestimates the number of links in the network therefore yielding an unsatisfactory representation of the links. Based on these results, we consider τ = 1 as a robust logarithm Bayes factor threshold for our empirical application, that will be presented in the next Section.
Application.
In this section we apply our proposed model to the estimation of the systemic credit risk of the largest listed banks of the Eu-rozone. We consider the Eurozone because of the changes in progress in this area, where the European central bank has started the take over of the supervision of the largest banks on November 1st, 2013. It is a gradual process, that aims at replacing the previous fragmented supervision and regulation (between 17 member states) into a unified one, with common rules and practices. It thus seems timely and important to focus the analysis on the banks that belong to this area, with the aim of contributing to identifying the most contagious institutions, at the super-national level.
Data. In this research we consider only large banks, whose total assets are greater than 30b euros, and that are included in the ECB comprehensive assessment review. As we aim for an approach that integrates market information with bank-specific data, we consider only publicly listed banks, for which market data is available. Finally, in the case of a banking group with more entities that satisfy the above criteria, we consider only the controlling entity. The complete list of the 45 considered financial institutions is in Table 1 , with the corresponding ticker code acronyms. To complete the information, Table 1 contains, besides bank names and their codes, their prevalent country, whether they are Systematically Important Financial Institutions (SIFI) either at the Global or at the Domestic level, their Total Assets from the last available balance sheet (in thousands of euro), the Year Over Year variation of their equity returns (in percentage points), and the corresponding standard deviation of the returns, also in percentage points.
From Table 1 , note that 12 of the 17 eurozone countries have at least one bank with total assets greater than 30bn euro. The five missing countries are Estonia, Luxembourg, Malta, Slovakia and Slovenia.
Apart from the missing (small) countries, Table 1 underlines a remarkable difference in the banking structure of the different countries, that is to be remembered when interpreting the obtained results. Some countries have a large number of banks in the sample: Italy, the third populated country, has 12, Spain, the fourth populated country, has 7. Others have instead a limited number of banks: Germany, the most populated country, has only 5, and so does France, the second populated country. Note that Greece, a small country, with the most troubled eurozone economy, has 4. For comparison purposes, the ECB assessment sample (that includes unlisted banks) contains a total of 130 banks in the Eurozone, among which 24 German banks, 13 French, 15 Italian, 16 Spanish and 4 Greek ones. Looking at country representation note that our sample of banks, which does represent about a third of all banks in the ECB list, is overrepresented in terms of Greece banks (it contains them all) and Italian banks (has about 80% of them), The market and financial data that we have considered has been obtained from Bankscope, a comprehensive database for individual banks across the world provided by the private company Bureau Van Dijk. In particular, the information that we use covers a year of price stock data, just before the start of the ECB supervision, with observations on a weekly basis. Precisely, our observation period goes from October 22, 2012, to October 18, 2013 . From the Bankscope database, we have extracted the weekly closing stock prices for each bank, P t and, then, transformed them into weekly returns, defined as: R t = log(P t /P t−1 ), where t is a week in the last year and t − 1 the week that precedes it.
Convergence Diagnostics. As discussed in the previous section, we choose τ = 1 as a threshold value for the Bayes factor. We run 2200 Gibbs iterations with 200 as burn-in. Our MCMC simulations are implemented in Matlab. We have verified posterior convergence of the algorithm by diagnosing the complexity of the network. For each sampled network, we have computed the Bayesian Information Criterion:
where P (X |G) is the marginal likelihood, m is the number of edges in the graph (G) and T is the number of observations. We have then monitored convergence using potential scale reduction factor (PSRF) of [22] . The approach divides the sampled chains into three parts to compute within-chain and between-chain covariances to test whether all the chains converge to the same posterior distribution. The chain is said to have properly converged if P SRF ≤ 1.2. The results from our convergence diagnostics, shown in Figure 1 indicates that all our simulations converged with a PSRF smaller than 1.02.
Results. We now present the results from the application of Bayesian graphical models to the weekly log returns of the 45 considered banks. We applied to such data both a (non-hierarchical) Bayesian graphical model, and our proposed Bayesian hierarchical models that enlarges the state space of each bank log return variables with country specific log return variables, obtained averaging the returns of the banks in each country. This inclusion, if significant, is expected to lower the connections between banks, and espe- cially cross-border ones, as connections between banks may be replaced by connections between countries. Figure 2a shows the unconditional graphical network model between banks with the highest a posteriori probability, in the non hierarchical model, and Figure 2b the same best model, conditional on the country to country relationships, in the hierarchical model.
From Figure 2a note that the model is highly interconnected, and it is rather difficult to interpret. The only apparent message conveyed is about banks that appear "peripheral", with a lower degree and a lower centrality measures. Such banks range from the troubled Greek banks Alpha bank and Piraeus Bank, and Dexia bank, to medium size banks such as Wustenrot and Wurttenbergische in Germany, Pohjola Bank in Finland, UBI in Italy, and two internationally oriented SIFIs such as Banco de Bilbao and BNP. These banks, because of their lower centrality, seem to appear less contagious/subject to contagion. Figure 2b , instead presents a much clearer picture: the total number of links drop from 711 to 95. There is a remarkable difference between the unconditional results in Figure 2a and those obtained conditionally on a country effect, in Figure 2b . The most evident difference is the lower degree of connectivity between banks, especially at the cross-border level.
This means that the country effect explains a lot of the co-movements between the returns of the banks. Table 3 , that contains, for each bank, the centrality measure and the total number of connections, gives further evidence in this direction: indeed, most banks have connections mainly with banks of their country, and this is a further confirmation of the fact that share prices of banks heavily depend on the risk of the countries in which they operate. This also explains why the most central and connected banks Table  1 for Bank Names).
in Table 3 are Italian banks, which are more represented in the sample. To the other side of the spectrum, German banks, that appear disconnected from other countries' banks. Similarly, Greek banks form their own circle of troubled banks, together with the Spanish Bankia.
Besides the existence of a country effect, Table 3 emphasizes that some Systematically Important Financial Institutions (SIFI in Table 1 ) are potentially more contagious than others, as they are more connected. This is the case of Unicredit, heavily linked to most italian banks; of ING, strongly interconnected at an international level; and, although to a lesser extent, for the French banks BPCE, Credit Agricole and Societe General and the Spanish Banco Santander. Other SIFIs, including the two German ones Deutsche bank and Commerzbank, as well as BNP Paribas, are less central.
We now examine in detail the inter country linkages estimated by the hierarchical model. Figure 3 shows the between country graphical network that is learned (model averaged) from the data, and Table 2 gives the corresponding centrality measures. To aid interpretation, we have added a marker for the estimated sign of the partial correlation found: positive or negative. From Figure 3 and Table 2 , notice that country financial systems are not much connected, confirming the image of Europe as a "market with financial frictions". In particular, due to the still persisting strong crisis, that generates high credit loss impairments, southern European countries, such as Greece, Spain and Italy are connected with each other. Similarly, so are stronger economies such as Germany, Austria and Finland. France act as gates between troubled southern countries and stronger ones, along with the Netherlands and Portugal whose banks have a high international exposure. Finally, Belgium, Ireland and Cyprus, smaller economies, follow very specific paths: Belgium, disconnected, because of the very different behaviour of its two banks: Dexia, under restructuring, and KBC, healthier; Cyprus, that went through a dramatic financial crisis, in the last year; Ireland, whose banks have gone through a year of gains, that followed years of crisis.
Indeed, looking at Table 2 , the most contagious countries seem France, Portugal, Finland, Austria and Netherlands. While the French economy is indeed a gate between southern and Northern european economies, the other centralities can be explained by the multinational activities of the banks of the related countries.
Having estimated the country-to-country connections, we now look in detail the interdependencies between banks, that emerge from Figure 2b . As already remarked, Table 3 gives the corresponding numeric description. In particular, it gives, for each bank, its eigenvalue centrality measure, and the total number of links in the conditional model. Such total number is split between the within country links and the cross-border links of each bank.
We first focus on the within country links that are estimated by the Bayesian model averaged hierarchical graphical model. Table 1 for Bank Names). The color of links indicate the signs of the partial correlations: red for negative and blue for positive. The results in Figure 4 can be read off jointly with the column of Italy. Italian banks seem to rotate around the two largest banks: Unicredit, and Intesa San Paolo, as well as with the investment bank Mediobanca, which has indeed governance relationships with both. Among the other banks the most central ones are the cooperative territorial banks such as Popolare di Milano, Banca Popolare di Sondrio, Credito Valtellinese and Banca Popolare Emilia Romagna, indeed linked with each other. Note that the two most troubled banks, Monte dei Paschi di Siena and Banca Carige, have different centrality: the former is more connected and, therefore, can spread its distress among more neighbours. We also underline that a remarkable aspect of the model is that it seems to be able to capture even regional (subnational) links between banks, expression of the fact that banks may share the same lenders and, therefore, similar risks. This is the case for: CVAL and BPSO , both operating mainly in the Lombardy region; BP and UBI, both operating in the north center-east region; BPE and CE both operating in the Emilia Romagna region.
Spain. In the case of Spain, the territorial banks Bankinter and Caixabank are the most central, within country. The two large banks Santander and Banco de Bilbao are less central, but related to each other. Finally, Bankia is disconnected from the others, due to its state led restructuring. Considerations on regional dependences can be drawn for spanish banks in a similar fashion to Italiian ones.
France. In France the Systematically Important Institution Societe Generale acts as a gate between the territorial bank groups BPCE and Credit Mutuel and the larger groups: BNP Paribas and Credit Agricole.
Germany. In Germany the Systematically Important Deutsche Bank is connected to both Aareal Bank and Wustenrot, while Commerzbank and IKB are isolated, with their respectively bad and good performances.
Greece. All Greek banks but Eurobank (involved in a restructuring plan) are related with each other, and this reflects the fact that they reflect a common deep financial crisis of the country.
From the above discussion, the existence of a country effect, that determines statistical correlations and dependencies between banks, is clear. From an economical viewpoint such effect can be explained as follows. On the asset side, banks acts as lenders and, thus, if the economy is doing badly, so do banks, as enterprises do not repay the given credit and/or go default. In addition, countries with high public debts typically persuade banks to buy the related government securities. When the economy is badly performing, the value of such bond decreases. On the liability side, depositors from troubled countries typically put less money in banks or withdraw it. Furthermore, when a bank does badly, the government may intervene, and capitalize it buying a relevant portion of shares. Because of this inter-linkage between banks and their countries, we expect stock prices of banks to be highly determined by a country risk effect, which may increase the interconnections between banks in troubled countries, siuch as southern European ones.
We now look at bank to bank connections, that are estimated by our model, across countries, rather than within each country. Figure 5 shows the across country between bank network that is learned from the data, extracted from 2b.
The results in Figure 5 can be read off jointly with the column of Table  3 that shows the Across Country links.
We remind the reader that, on the basis of the assumptions of the proposed hierarchical model, the less a country is connected, the less likely the presence of significant cross border relationships for its banks. To exemplify, a cross border correlation for a German (or an Irish) bank is less likely to remain in the model than a similar (in size) cross border correlation for a French (or a Portoguese) bank, as France (and Portugal) are much more central than Germany (and Belgium) in the country-to-country network.
From Figure 5 , notice that the number of connections significantly decreases, from 615 to 37, much more than what do the within country connections.
From Figure 5 and Table 3 , the most connected banks, at the cross border level, are either banks in small countries, such as ING, Pohjola, Banco Commercial Portoguese and Banco Espirito Santo, or multinational SIFIs such as Unicredit and Societe Generale. Notice also the high centrality of territorial banks such as Banca Popolare di Milano, Banco Popolare, Banco BPI and BPCE, presumably as they have relevant portions of shares in the hand of international investment funds, that look at them with common portfolio based strategies.
Another interesting remark that can be drawn from Figure 5 concerns the banks with no cross-border connections: the Greek and the German banks, whose country, as already seen, is disconnected from the others; the Irish banks which have no specific connections beyond the aggregate country ones Table 1 Sensitivity Analysis. For sensitivity analysis purposes, we have run our computational algorithm with different log Bayes factor thresholds, τ = 0 and τ = 2. Table 4 shows the result of the total links of both hierarchical and non-hierarchical networks for the different Bayes factor thresholds.
Our results, summarised in Table 4 show that the results do not differ considerably from previous ones but the corresponding networks are, respectively, less or more interconnected. For example, in terms of the between country network, the estimated present links drop from 19 to 12 for τ = 0, and increase to 46 for τ = 2. In terms of specific relationships, we remark that the subtsance of what we found and discussed for the threshold of τ = 1, chosen according to what presented in the Simulation section, remains stable with other choices of the threshold. 5. Conclusions. Financial network models are a useful tool to model interconnectedness and systemic risks in financial systems. Such models are essentially descriptive, and based on highly correlated networks.
The motivation of this paper is to provide a stochastic framework for financial network models, aimed at a more parsimonious and more realistic representation.
The paper contains two main research contributions in this direction. First we have introduces Bayesian Gaussian graphical models in the filed of systemic risk modelling, thus estimating the adjacency matrix of a network in a robust and coherent way. Second, we have proposed a hierarchical Bayesian graphical model that can usefully decompose dependencies between financial institutions into correlations into between countries and correlations between institutions, within and/or across countries. We have applied our proposed methods to the largest Eurozone banks, with the aim of identifying central institutions, more subject to contagion of or, conversely, whose failure could result in further distress or breakdowns in the whole system.
Our results show that, in the transmission of the perceived default risk, there is a strong country effect, that reflects the weakness and the strenth of the underlying economies. Besides the country effect, the most centsl banks appear the most international ones, especially if from a relatively small country.
Future applied research may include the extension of the model to different types of hierarchies of financial institutions (e.g. listed vs unlisted; private or public) and of countries (in a larger worldwide perspective).
These extension require the development of a Bayesian graphical model able to model different types of data signals: besides price shares, balance sheet data, analysts opinions and other sources of "soft" information.
More generally, the field of financial systemic risk modeling is an area where good statistical thinking and statistical analysis can contribute substantially to reach conclusions that are more and more important and timely for policy makers, both at the national and international levels.
