Introduction
One can do the motivic homotopy theory in the context of different motivic homotopy categories. One can vary the topology on the category of schemes used to define the homotopy category or one can vary the category of schemes itself considering only schemes satisfying certain conditions. The category obtained by taking smooth schemes and the Nisnevich topology seems to play a distinguished role in the theory because of the Gluing Theorem (see [?] ) and some other, less significant, nice properties. On the other hand, in the parts of the motivic homotopy theory dealing with the motivic cohomology it is often desirable to be able to work with all schemes instead of just the smooth ones. For example, the motivic Eilenberg-MacLane spaces are naturally representable (in characteristic zero) by singular schemes built out of symmetric products of projective spaces but we do not know of any explicit way to represent these spaces by simplicial smooth schemes.
The goal of this paper is to show that, under the resolution of singularities assumption, the pointed motivic homotopy category of smooth schemes over a field with respect to the Nisnevich topology is almost equivalent to the pointed motivic homotopy category of all schemes over the same field with respect to the cdh-topology. More precisely, we show that the inverse image functor Lπ * :
is distinguished if it is a pull-back square such that p is etale, e is an open embedding and p −1 (X − e(A)) → X − e(A) is an isomorphism. Here X − e(A) is considered with the reduced scheme structure.
Lower cd-structure or proper cdh-structure where a square of the form (1) is distinguished if it is a pull-back square such that p is proper, e is a closed embedding and p −1 (X − e(A)) → X − e(A) is an isomorphism.
Remark 2.1 These cd-structures own their names to the fact that the behavior of the functors of inverse image f * and f ! , which have upper indexes, with respect to etale morphisms is very similar to the behavior of the the functors of direct image f * and f ! , which have lower indexes, with respect to proper morphisms.
The topology associated with the upper cd-structure is called the upper cdtopology. We will show below (see Proposition 2.16) that it coincides with the Nisnevich topology. In particular, an etale morphism f : X → Y is an upper covering if and only if for any y in Y the fiber p −1 (y) contains a k yrational point. The topology associated with the lower cd-structure is called the lower cd-topology or proper cdh-topology. By Proposition 2.17 a proper morphism of schemes p : X → Y is a lower cd-covering if and only if for any point y in Y the fiber p −1 (y) contains a k y -rational point. The intersection of the upper and lower cd-structures is equivalent to the additive cd-structure where a square is distinguished if it is of the form
A presheaf F is a sheaf in the topology associated with the additive cdstructure if and only if
and F (∅) = pt. The union of the upper and lower cd-structures is the combined cdstructure. A square is distinguished in it if it is an upper distinguished or a lower distinguished square. Proposition 2.16 and the definition given in [?, §4.1] imply that the associated topology is the cdh-topology.
If we consider only squares where both e and p are monomorphisms the upper and lower cd-structures become:
Plain upper cd-structure or Zariski cd-structure where a square of the form (1) is distinguished if both p and e are open embeddings and X = p(Y ) ∪ e(A). The associated topology is the Zariski topology.
Plain lower cd-structure where a square of the form (1) is distinguished if both p and e are closed embeddings and X = p(Y ) ∪ e(A). The associated topology is the closed analog of the Zariski topology.
Any combination of the additive, upper, lower, plain upper and plain lower cd-structures is called a standard cd-structure. There are nine standard cd-structures: the five generating ones, the combined cd-structure and the combinations of the plain upper with plain lower, plain upper with lower and plain lower with upper cd-structures. They form the following lattice where arrows indicate inclusions Let us show now that the standard cd-structures considered on the category of schemes of finite dimension are bounded. A sequence of points x 0 , . . . , x d of a topological space X is called an increasing sequence (of length d) if x i = x i+1 and x i ∈ cl({x i+1 }) where cl({x i+1 }) is the closure of the point x i+1 in X. For a scheme X define D d (X) as the class of open embeddings j : U → X such that for any z ∈ X − U there exists an increasing sequence z = x 0 , x 1 , . . . , x d of length d. The density structure defined by the classes D d is called the standard density structure on the category of schemes. It is locally of finite dimension on the category of schemes of finite dimension and the dimension of a scheme with respect to it is the dimension of the corresponding topological space.
Proof: Let x be a point of V outside of U ∩ V . Considered as a point of X it has an increasing sequence
Lemma 2.5 Let x 0 , x 1 , x 2 be an increasing sequence on a scheme X and Z be a closed subset of X such that x 2 lies outside Z. Then there exists an increasing sequence
Replacing X by the local scheme of x 0 in the closure of x 2 we may assume that any point of X contains x 0 in its closure and in turn lies in the closure of x 2 . It remains to show that the complement to Z contains at least one point which is not equal to x 2 . If it were false we would have x 2 = X − Z i.e. x 2 would be a locally closed point. This contradicts our assumption since by [?, 5.1.10(ii)] a locally closed point on a locally Noetherian scheme has dimension ≤ 1. Lemma 2.6 Let X be a scheme, U a dense open subset of X and x 0 , . . . , x d any increasing sequence in X. Then there exists an increasing sequence
is an increasing sequence. By Lemma 2.5 for any increasing sequence y 0 , y 1 , y 2 and a closed subset Z which does not contain y 2 there exists an increasing sequence y 0 , y 
. that for any y in cl(f (Z)) there exists an increasing sequence y = y 0 , . . . , y d in Y . Since f is of finite type f (Z) is constructible and in particular any point of cl(f (Z)) is in the closure of a point in f (Z) by Lemma 2.7. Thus we may assume that y belongs to f (Z) i.e. y = f (x) where x is in Z. By Lemma 2.6 we can find an increasing sequence x = x 0 , x 1 , . . . , x d for x such that for i > 0 we have
Indeed for i > 0 it follows from the fact that the fibers of f over U are of dimension zero. For i = 0 we have two cases. If f (x 0 ) ∈ U then the same argument as for i > 0 applies.
Proposition 2.9 The upper cd-structure and the plain upper cd-structures on the category of Noetherian schemes of finite dimension are bounded with respect to the standard density structure.
Proof: We will only consider the upper cd-structure. The plain case is similar. Let us show that any upper distinguished square is reducing with respect to the standard density structure (see [?, Definition 2.19] ). Let our square be of the form W
and let
Replacing X with X 0 and applying Lemma 2.4 we may assume that U 0 = U and
). Let us show that the square
is upper distinguished. It is clearly a pull back square, the right vertical arrow is etale and the lower horizontal one is an open embedding. It is also obvious that
Let y = y 0 , . . . , y d−1 be an increasing sequence for y in W which exists since W 0 ∈ D d−1 (W ). The morphism q = pj V has fibers of dimension zero and therefore q(y 0 ), . . . , q(y d−1 ) is an increasing sequence for x ′ . Thus we get an increasing sequence x, q(y 0 ), . . . , q(y d−1 ) for x of length d.
Proposition 2.10 The lower cd-structure and the plain lower cd-structures on the category of Noetherian schemes of finite dimension are bounded with respect to the standard density structure.
Proof: We will only consider the case of the lower cd-structure. The plain case is similar. Consider a lower distinguished square
If we replace Y by the scheme-theoretic closure of the open subscheme p −1 (X − A) we get another lower distinguished square which is a refiniment of the original one. This square satisfies the condition of Lemma 2.11 and therefore it is reducing.
Lemma 2.11 A lower distinguished square of the form (5) such that the subset p −1 (X − A) is dense in Y is reducing with respect to the lower cdstructure.
. Applying Lemma 2.8 to p and U = X − A we conclude that there exists
and replacing X by X 1 ∩ X 0 and using Lemma 2.4 we may assume that
To finish the proof it is enough to check that X ′ ∈ D d (X) and define Q ′ as the pull-back of Q to X ′ . According to Lemma 2.8 applied again to p and
Since all generating cd-structures on the category of Noetherian schemes are bounded by the same density structure any their combination is also bounded by the same density structure. We get the following result.
Proposition 2.12 The standard cd-structures on the category of Noetherian schemes of finite dimension are bounded.
Finally let us show that all the standard cd-structures are regular. It is clearly sufficient to consider the "generating" cd-structures. Then any combination of them will also be regular. 
is a pull-back square. Since p is etale, and in particular unramified,
is an open embedding because e is an open embedding. The condition that p −1 (X − e(A)) → X − e(A) is a universal homeomorphism implies that for a pair of geometric points y 1 , y 2 of Y such that p(y 1 ) = p(y 2 ) ∈ X − e(A) one has y 1 = y 2 . Therefore,
Consider the third condition in the lower case. The square (6) is a pullback square. Since p is proper, and in particular separated, the diagonal
is a closed embedding because e is a closed embedding. The condition that p −1 (X − e(A)) → X − e(A) is a universal homeomorphism implies that for a pair of geometric points y 1 , y 2 of Y such that p(y 1 ) = p(y 2 ) ∈ X − e(A) one has y 1 = y 2 . Therefore,
Definition 2.14 Let f :X → X be a morphism of schemes. A splitting sequence for f is a sequence of closed embeddings
such that for any i = 0, . . . , n the projection
has a section. Proof: Since the upper cd-structure is complete any upper cd-covering has a refinement which is a simple covering which immediately implies the "only if" part of the proposition. To prove the "if" part we have to show, in view of Lemma 2.15, that any etale morphism f :X → X which has a splitting sequence Z n → . . . → Z 0 = X is an upper cd-covering. We will construct an upper distinguished square of the form (1) based on X such that the pull-back of f to Y has a section and the pull-back of f to A has a splitting sequence of length less than n. The result then follows by induction on n. We take A = X − Z n . To define Y consider the section s of f n :X × X Z n → Z n which exists by definition of a splitting sequence. Since f is etale and in particular unramified the image of s is an open subscheme. Let W be its complement. The morphismX × X Z n →X is a closed embedding thus the image of W is closed inX. We take Y =X − W . One verifies immediately that the pull-back square defined by A → X and Y → X is upper distinguished. The pull-back of f to Y has a section and the pull-back of f to A has a splitting sequence of length n − 1. This finishes the proof of the proposition. Proposition 2.16 implies that the topology associated with the upper cdstructure on the category of Noetherian schemes is the Nisnevich topology.
Proposition 2.17 A proper morphism f :X → X is a covering in the lower cd-topology if and only if for any point x of x there exists a pointx of X such that f (x) = x and the corresponding morphism of the residue fields is an isomorphism.
Proof: Since the lower cd-structure is complete any lower cd-covering has a refinement which is a simple covering which immediately implies the "only if" part of the proposition. To prove the "if" part we have to show, in view of Lemma 2.15, that any proper morphism f :X → X which has a splitting sequence Z n → . . . → Z 0 = X is a lower cd-covering. We will construct a lower distinguished square of the form (1) based on X such that the pull-back of f to Y has a section and the pull-back of f to A has a splitting sequence of length less than n. The result then follows by induction on n. We take A = Z 1 . To define Y consider the section s of f n :X × X (X −Z 1 ) → (X −Z 1 ) which exists by definition of a splitting sequence. Since f is proper and in particular separated, the image of s is a closed subscheme. Let W be its complement. The morphismX × X (X − Z 1 ) →X is an open embedding thus the image of W is open inX. We take Y =X − W . One verifies immediately that the pull-back square defined by A → X and Y → X is lower distinguished. The pull-back of f to Y has a section and the pull-back of f to A has a splitting sequence of length n − 1. This finishes the proof of the proposition.
Motivic homotopy categories
Recall that in [?] we defined for any site T with an interval I a category H(T, I) which we called the homotopy category of (T, I). Applying this definition to a category of schemes with some standard topology and taking I to be the affine line one obtains different motivic homotopy categories. Among these homotopy categories the one denoted in [?] by H(S) and corresponding to the category of smooth schemes over S with the Nisnevich or upper cd-topology seems to play a distinguished role. In this section we prove a number of results which provide a new description for the motivic homotopy categories in the standard topologies and in particular for the category H(S). We start with some results applicable to all sites with interval with good enough completely decomposable topologies.
Let C be a category with a complete regular bounded cd-structure P (see [?] ) and an interval I (see [?, §2.3] ). Assume in addition that C has a final object and that for any X in C the product X × I exists. We can form the homotopy category of (C, P, I) in two ways. First, we may define a new cd-structure (P, I) whose distinguished squares are the distinguished squares of C and squares of the form
where X runs through all objects of C and consider the homotopy category H(C, P, I) of this cd-structure i.e. the localization of ∆ op P reShv(C) with respect to cl∆(W (P,I) ∪ W proj ) where cl∆(−) is the∆-closure defined in [?] .
On the other hand we may consider the homotopy category H(C t P , I) of the site with interval (C t P , I) as defined in [?] . We are going to show that if P is complete, regular and bounded these two constructions agree. Since the comparison theorem of the next section is formulated in terms of pointed categories we use pointed context to formulate the results of this section as well. One can easily see that the same arguments can be used to prove the corresponding results in the free context. Recall, that for a functor Φ we denote by iso(Φ) the class of morphisms f such that Φ(f ) is an isomorphism.
Proposition 3.1 Let P be a complete, regular and bounded cd-structure. Then the functor
is a localization and
where W P is the class of generating weak equivalences of P , W I the class of all projections X × I → X for X ∈ C and W proj is the class of projective weak equivalences of (pointed) simplicial presheaves.
Proof: Recall that the category H • (C t P , I) is defined as the localization of the category of pointed simplicial sheaves on C in the t P -topology with respect to I-weak equivalences (see [?, Def. 2.3 .1]). Since the category of pointed simplicial sheaves is a localization of the category of pointed simplicial presheaves the functor Φ is a localization. It remains to check that a morphism of pointed simplicial presheaves f belongs to cl∆((W P ∪ W I ) + ∪ W proj ) if and only if the associated morphism of sheaves is an I-weak equivalence.
The morphisms associated with elements of (W I ) + are I-weak equivalences by definition and since our cd-structure is regular so are the morphisms associated with elements of (W P ) + . The "only if" part follows now from Lemma 3.2. Let N be the set of morphisms of the form (∅ → U) + for U ∈ C and let Ex = Ex W P ∪W I ,N be the functor constructed in [?, Proposition 2.2.12] such that for any X the morphism X → Ex(X) is in cl∆((W P ∪W I ) + ), the simplicial sets Ex(X)(U) are Kan and for any f :
defined by f is a weak equivalence. In view of Lemma 3.2 the morphisms associated with the morphisms X → Ex(X) are I-weak equivalences. To finish the proof it is sufficient to show that any morphism f : Ex(X) → Ex(Y ) such that the associated morphism of sheaves is an I-weak equivalence is a projective weak equivalence. Let Ex JJ (X) be a fibrant replacement of a(Ex(X)) in the Jardine-Joyal closed model structure on the category of sheaves in t P . The morphism Ex(X) → Ex JJ (X) is a local weak equivalence with respect to t P and, since both objects are flasque with respect to P , [?, Lemma 3.5] implies that it is a projective weak equivalence. Together with the fact that Ex(X)(U) → Ex(X)(U × I) is a weak equivalence for any U in C this implies that Ex JJ (X) is I-local. If f : Ex(X) → Ex(Y ) is a morphism such that a(f ) is an I-weak equivalence then the corresponding morphism Ex JJ (X) → Ex JJ (Y ) is an I-weak equivalence and, therefore, a local weak equivalence with respect to t P . We conclude that f is a local weak equivalence and, using again the fact that Ex(−) are flasque and [?, Lemma 3.5], we conclude that f is a projective weak equivalence.
Lemma 3.2 The class of morphisms f such that a(f ) is a pointed I-weak equivalence is∆-closed.
Proof: The associated sheaf functor commutes with coproducts and therefore it is enough to show that the class of (pointed) I-weak equivalences in ∆ op Shv t P ,• (C) is∆-closed. The fact that the class of I-weak equivalences is closed under coproducts follows from its definition. It also follows from its definition that this class satisfies the first two conditions of the definition of a ∆-closed class (see [?] ). To verify the third condition observe that since homotopy colimits and diagonals are defined on simplicial presheaves by applying the corresponding construction for simplicial sets over each object of the category, [?, Ch. 
is a localization and iso(Φ) = cl∆((W P ∪ W I ) + ).
Proof: This is a particular case of [?, Corollary 4.3.8].
Corollary 3.4 Let C be any category with an interval and f : X → Y be a strict I-homotopy equivalence in ∆ op C + . Then f belongs to cl∆((W I ) + ).
Proof: By [?, Lemma 2.3.6] applied to the site C with the trivial topology we know that any strict homotopy equivalence is an I-weak equivalence. Applying Corollary 3.3 to the case of the empty cd-structure on the category obtained from C by the addition of an initial object we conclude that any strict I-homotopy equivalence belongs to cl∆((W I ) + )
Remark 3.5 Results of [?] imply that the category H • (C, P, I) is the homotopy category of a simplicial almost finitely generated closed model structure on the category of simplicial presheaves on C where cofibrations are the projective cofibrations. If P is complete, bounded and regular we can also realize it as the homotopy category of an almost finitely generated closed model structure on the category of simplicial sheaves on C in the t P -topology. Indeed, Proposition 3.1 states that, under these assumptions, the category H • (C, P, I) is equivalent to the localization of the homotopy category of pointed simplicial sheaves in t P with respect to the class of (W I ) + -local equivalences (see [?] ). The homotopy category of simplicial sheaves is the homotopy category of the Brown-Gersten closed model structure which is cellular by [?, Proposition 4.7] . Therefore, H • (C, P, I) is equivalent to the homotopy category of the left Bousfield localization of the Brown-Gersten closed model structure with respect to (W P ) + which exists by [?] and one verifies easily that it is almost finitely generated.
Specializing these general theorems to the case of the motivic homotopy categories and using the properties of the standard cd-structures proved in the first section we get the following results.
Proposition 3.6 Let P be a standard cd-structure on the category Sch/S. Then the functor
is the localization with respect to the smallest∆-closed class which contains morphisms of the form (p Q : K Q → X) + for distinguished squares Q and morphisms of the form (X × A 1 → X) + for schemes X.
Proposition 3.7 Let P be a standard cd-structure which is contained in the upper cd-structure. Then the functor
is the localization with respect to the smallest∆-closed class which contains morphisms of the form (p Q : K Q → X) + for upper distinguished squares Q and morphisms of the form (X × A 1 → X) + for smooth schemes X.
In many cases the category of all schemes (resp. all smooth schemes) on the left hand side of (8) and (9) can be replaced by smaller subcategories. For either upper or lower cd-structure all schemes can be replaced by quasiprojective schemes (for the lower cd-structure one uses the Chow lemma to show that this is allowed). For plain upper or stronger cd-structure smooth schemes can be replaced by smooth quasi-affine schemes etc.
The comparison theorem
Let k be a field. We have an obvious functor of pointed motivic homotopy categories
which we denote by Lπ * because it is the inverse image functor defined by the continuous map of sites Proof: The same arguments as in the proof of Lemma 2.11 show that any distinguished square of the smooth blow-up cd-structure is reducing with respect to the standard density structure. 
is surjective. Since any smooth scheme has a covering in our topology by connected smooth schemes it is sufficient to show that the map of presheaves corresponding to (11) is surjective on sections on smooth connected schemes. Let U be a smooth connected scheme and f, g : U → Y be a pair of morphisms such that p • f = p • g. The scheme Y × X Y is the union of two closed subschemes namely the diagonal Y and B × A B (see the proof of the lower case in Lemma 2.13). Since U is smooth and connected it is irreducible and therefore the closure of the image of f × g in Y × X Y is irreducible. This implies that the image belongs to either Y or B × A B and since U is smooth and in particular reduced the morphism f × X g lifts to Y or to B × A B.
Consider the topology scdh associated with the sum of the smooth blow-up cd-structure and the upper cd-structure on the category of smooth schemes over S. Since the sum of two cd-structures bounded by the same density structure is bounded, Proposition 2.9 and Lemma 4.4 imply that this cdstructure is bounded by the standard density structure on Sm/k. Since the sum of two regular cd-structures is regular, Lemma 2.13 and Lemma 4.5 imply that it is regular. Since the sum of two complete cd-structures is complete, Lemma 4.3 and Lemma 2.2 imply that if k admits resolution of singularities then this cd-structure is complete. Therefore, Corollary 3.3 implies that the functor
is the localization with respect to the smallest∆-closed class which contains morphisms of the form (p Q : K Q → X) + , where Q is an upper distinguished square or a smooth blow-up square, and the projections (X × A 1 → X) + . On the other hand the continuous map of sites (Sch/k) cdh → (Sm/k) scdh defined by the inclusion of categories Sm/k → Sch/k defines the inverse image functor Proof: The resolution of singularities assumption implies that any object of Sch/k has a cdh-covering by objects of Sm/k and that any cdh-covering of an object of Sm/k has a refinement which is a scdh-covering. These to facts together imply that the inverse and the direct image functors define equivalences of the corresponding categories of sheaves (see []).
Lemma 4.6 implies that the functor (12) 
