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Abstract 
We characterize those doubly stochastic, primitive matrices for which the bounds for the 
exponents of primitivity, earlier obtained by M. Lewin (1974), are actually attained. 0 1999 
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1. Introduction 
A nonnegative matrix A is by definition primifiw, if for some positive integer 
p. Aj’>O. The smallest such p for a given matrix A is called the exponent of’ prim- 
itivitl’ or in short the exponent of A and is denoted by y(A). Primitive matrices and 
the corresponding exponents have been extensively studied (see [l]). 
Denote by DS,, the set of all YI x n doubly stochastic primitive matrices. 
Let [XI denote the least integer ax. In 1974, Lewin [4] proved that ;(A) < ;‘,, for 
any A E DS,,. where 
+ 1 for n=5,6 or n=O(mod4), 
otherwise, 
and he also gave an example to show that this bound can be attained for every positive 
integer n. A problem that deserves investigation is to characterize the matrices in DS, 
whose exponents assume the maximum value yn. 
Let E,, = {A E OS,,: y(A) = y,}. A matrix A is said to be an extreme mutri_u of DS,, 
if A E E,,, and E,, is said to be the e.utrrmr mutri.v .set of OS,. As remarked in [6], 
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such problem of complete characterization of the extreme matrices of certain matrix 
classes is usually very difficult. 
Using the graph theoretical and number theoretical methods we characterize the 
matrices in E,, and obtain an explicit formula for them. 
2. Preliminaries 
The primitivity and exponent of a nonnegative matrix A depend only on the zero 
pattern of A. For any n x n nonnegative matrix A = (aij), its associated graph D(A) 
is defined to be the (directed) graph with vertex set V = { 1,2,. . . ,n} and arc set 
E = {(i,j): a,- #O}. If A is primitive, we write y(D(A)) = y(A). If P is a permutation 
matrix, then D(P) is a collection of disjioint cycles according to the cycles of the per- 
mutation. Following [4] we call such a collection a k-set if there are k cycles in D(P). 
As mentioned in [4] we have 
Lemma 2.1 (Birkholf). A nonnegative matrix is doubly stochastic if and only if it is 
a convex combination of permutation matrices. 
In graph version, we have 
Lemma 2.2. A nonnegative matrix A is doubly stochastic if and only if D(A) is u 
union of k-sets. 
Lemma 2.3 (Brualdi and Ryser [l]). A nonnegative matrix A is primitive zj” and only 
if D(A) is strongly connected and the gcd (greatest common divisor) of all the cycle 
lengths of D(A) is 1. 
Let L(D) be the set of distinct cycle lengths of the graph D. For any x, y E V(D) 
and R = {ai,uz,. . . ,a,.} 2 L(D) with gcd(ai,az, . . , a,) = 1, the relative distance dR(i,j) 
from x to y is defined to be the length of the shortest walk from x to y which 
meets at least one cycle of each length ai, i = 1,2,. . . , r. We write d(al,az,. . , a,) = 
max{dR(i,j): i, j E V(D)}. 
Let {st , ~2,. . , sp} be a set of relatively prime positive integers. The Frobenius num- 
ber, &SI, ~2,. . , s,), is the least integer such that the equation xisl + ~2.~2 + . . + 
xpsp = m has a solution in nonnegative integers xi ,x2,. . ,xp for all m > @(sI, ~2,. . , sp). 
It was known to Sylvester some 150years ago that &ui,u2) = (ai - 1) (~2 - 1) if 
gcd(a,,az) = 1. 
Lemma 2.4 (Dulmage and Mendelsohn [2]). If the matrix A is primitive, R = {al, 
~2,. . . , a,} C L(D(A)) with gcd(ai, a2,. . , a,) = 1, then 
~(A)~~d(~1,~2,...,~,)+~(~1,~2,...,~,). 
Let 1x1 denote the greatest integer Gx. For Frobenius number, we have 
Lemma 2.5 (Lewin [3] and Roberts [S]). (i) Lrt ul >+> . . P-U,.. 1-33. gcd(LI,. 
a?, . a,.) = I, T/m 
&u,,az . . . . . a,.)< 
I 
;(a, - I)(4 - I )] ; 
(ii) Let N, =a1 +jd, ,j= I,2 ,.... Y, c/l 32, gcd(~,.(z2,. .a,.) = 1. Thv7 
A (directed) graph is symmetric provided that for all vertices i and ,j, there is an 
arc from i to ,j if and only if there is an arc from ,j to i. We think of a symmetric 
graph as an undirected graph. 
Lemma 2.8 (Dulmage and Mendelsohn [2]). Lrt A hr L/B n x n pimitiw nwtri.\-, .s hc 
the leruqtk of’ tlzr .shrte.st cycle of’ D(A ). Then 
y(A)<17 4 .s(n - 2). 
Let A be an 17 x n primitive matrix. For x, _V E V(D(A)), the exponent from s to J‘. 
denoted by ;‘(x,J~), is defined to be the least integer k such that there exists a walk of 
length llz from .Y to _V for every m>k. It is clear that (see [9]) 
y(A) = max(:(x, J): x, _P E V(D(A)) 1. 
3. Main results 
To prove the main conclusion, we first establish the following lemmas. 
Lemma 3.1. Lrt .s he the length of’ thr .shortc.st q& in D(A) u,ith A t OS,,. 11’ 
.s <(n - 2)/4, tt >6, then y(A) <y,,. 
Proof. Note that s is a positive integer and s < (n ~ 2).!4. If n F 2 (mod 4). then 17 3 IO 
and S<(IZ - 6),/4. By Lemma 2.8, 
y(A) < n + s(n - 2) 
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Similarly, for the cases II = 0 (mod 4), n E 1 (mod 4) and n z 3 (mod 4), we also have 
;‘(A)<y,. 0 
Lemma 3.2. Let s be the length of the shortest cycle of D(A) with A E OS,,. Ij 
s 3 (n - 2)/4 and D(A) con&ins a 4-set but no 5-set, then y(A) < yn. 
Proof. see pp. 23-24 in [4]. 0 
Lemma 3.3. Let s be the length of the shortest cycle of D(A) +vith A E OS,. Suppose 
s >(n - 2)/4 and D(A) contains 3-set but no 4-set. If n # 4, then y(A) ~7~; if n = 4, 
then y(A)<1/‘4, and y(A) = 74 if und only if D” D, or D2, ivhere V(D,) = V(D2) = 
{1,2,3,4}, E(DI )={(1,2), (2,3), (3,4), (l,l), (2,2), (4,3), (4, l)}, andE(&)=E(DI) 
u ((25 1)). 
Proof. Let the three cycles of the 3-set be of lengths p, q, r, p <q <r, p fq + Y = n. 
Case 1: gcd( p, q, r) = 1. 
Subcase 1.1: q=p or q=r. Then d(p,q,r)<n - p + n - 1, and 4(p,q,r)= 
( p - 1) (r - 1 ), by Lemma 2.4, 
Y(A) G d(p>q,r) + $(p>q,r) 
<n-p+n-l+(p-l)(r-1) 
=(p- l)(r-2)+(p- l)(y- 1) 
d (P+r-3)2 
4 
+2n-2 
= (n - 3 - d2 + 2n _ 2 
4 
<(n-3-*)’ 
4 
+2n-2 
9n2 + 68n - 28 
64 < 
I-l n2 
4 ’ n 39. 
For n<8 we list the only possible cases in a table: 
np 4 r 
41 12 
5 1 2 2 
51 13 
61 14 
72 2 3 
8 2 3 3. 
Henceforth, we always assume without loss of generality that D(A) contains D’ when 
D(A) has a subgraph which is isomorphic to D’ for any graph D’. 
For n=4. p=q=l, r=2, by Lemma 2.6, ;J(A)<~=;‘~. If ;fA)=5. then D(A) 
contains a subgraph isomorphic to the graph Gt with V( Gt ) = { I, 2.3.4) and E( G, ) = 
{(1,2), (2.3), (3.4) (1, l), (222) (4,3)}. 
Any other arc of D(A) is of the from (i,,j) with i>,j. Note that A t DS,,. it is easy 
to see that D(A)” DI or Dl. 
For n=5, p=q= 1. r=3 or n=h, p=q= I, r-=4, by Lemma 2.6. we have 
Y(A ) < ;‘,i. 
For II =5, I_‘= 1, q=r=2, by Lemma 2.6, y(A)<8 =;‘5. If ;fA)=8, then D(A) con- 
tains a subgraph isomorphic to the graph G2 with V(G,) = { 1,2.3,4,5} and E(G2) r 
{(i.i+ 1): 1 <%4}U{(l,l), (3,2), (5,4)}. 
Any other arc of D(A) is of the form (i..j) with i >.j. 
If (5, I ) E E( D( A)), then y(A) < 7. 
If (~,~)EE(D(A)), then (2, l)rE(D(A)). So ;fA)<5. 
If (5,2) E E(D(A)), then (4, 1) $ E(D(A)). There are two possibilities: if (2.1) t E( /I 
(A)), then (~,~)EE(D(A)) and y(A)<5; if (3. l)tE(D(A)). it is easy to see that 
;(,4) < 7. 
If (4, I). (4.2) $! E(D(A)), then (1,5), (5, I)gE(D(A)) and ;,(A)<7. 
If (3,l) t E(D(A)) or (2, I ) E E(D(A)). it has been proved that ;$(A) < 7. 
Hence y(A) <;‘li for PZ = 5. 
For 17x7, p=q=2, r=3, we have d(2,3)<\r ~ 3 + II ~ I =2n - 4-10, by 
Lemma 2.4. ;(il)<d(2,3) + $(2,3)= 12<;‘7. 
For /1=X, p=2, q=r=3. we have d(2,3)</2 - 2 + II ~ I=217 ~ 3 mz 13. by 
Lemma 2.4. ;I( A) < ;‘g 
Suhcu.sr 1.2: p<q<r. we have d(p,q,r)<n - p + I7 ~ q +n - I =2n ~ I + I’. By 
Lemma 2.4 and Lemma 2.5, 
;*(A) d u’(p,q,r) + 4’,(p,q>r) 
<2n- I +r+;(u-2)(qmm 1) 
= 2n ~ 3 + ; (1. - 2)(q + 1) 
7 
) 
For n < 9 the only possibilities are n = 6 and 9. 
58 Z. Bo. B. Liul Discrete Applied Mathmatics 91 11999) 5346 
For n = 6, we have p = 1, q = 2, Y = 3, by Lemma 2.6, ~(4) d 10 = ~6. If y(A) = 10, 
then D(A) contains a subgraph which is isomorphic to Gs or G4, where V(G3) = 
V(G4)={1,2,...,6}, ~(G~)=AIu{(~J), (3,2), (6,4)] and E(G~)=AIU{(W, 
(4,2), (6,5)} with Al = {(i,i + 1): 
Any other arc of D(A) is of the 
to see that this is not possible. 
Forn=9, we have p=2, q=3, 
~(A)<d(2,3)+ q!$2,3)618qg. 
1 <i65}. 
form (i,j) with i >j. Note that A E OS,. It is easy 
7~4, d(2,3)<l+n-2+n-1=16,byLemma2.4, 
Cuse 2: gcd( p, q, r) > 1. In this case we have r = n - p - q d n - (n - 2)/2 = n/2 + 1. 
Since A is primitive, it follows from Lemma 2.3 that there is a set {s1,s2,. ..,sl} c 
L(D(A)) such that gcd( p, q, T,SI ,sz,. . . ,st} = 1. According to the proof in [4] (p. 25), 
we can choose SI,SZ,..., St such that max{sr,s2,. . ,s,} <n/2 + 1. By 
Lemma 2.5, 
1 n 
2 
~(P,q,~,sl,s2,...,sf)~- 
( > 
_ _ 1 _ (n - 212 
2 2 8 
First we assume that I{ p,q,r,sl,s2 , . . . ,s,}l 3 3, where IS] denotes the cardinality of 
the set S. It is easy to see that d(p, q, r, sI,s2 ,...,s,)<r- 1 +n-q+q- 1 +n-p 
+p-l+n-1 =3(n-l)+r-1. 
Subcuse 2.1: n is odd. Then max{ p, q, Y, sl , ~2,. ,s,} < (n + 1)/2. By Lemma 2.4, 
d 3(n - l)+ +1+;(+2)’ 
n2 $3 
< ~ zz yn, 
4 
n>21. 
As for n < 19, the only relevant case is n = 15, p = 3. Then s < 7, gcd(3, s) = 1, 
d(3,s)<n - 3 + n - s + n - 1 = 3n - 4 - s, by Lemma 2.4, y(A)<3n - 4 - s 
+2(s- 1)=3n+ 1 =46<yl5. 
Subcase 2.2: n-0(mod4). we have r<n/2, max{p,q,r,sl,S2,...,st}<n/2. By 
Lemma 2.4, 
y(A)<3(n-l)+r-l+i(i-2)(2-1-l) 
(n - 4)2 
<3(n-1)+:-l+-- 
8 
n2+20n- 16 n2 
8 
<- =yn, 
4 
n>20. 
For n < 20, the only cases are 
II p y I’ 
8 2 2 4 
12 3 3 6 
16 4 4 8 
16 4 6 6 
tI = 8. Since s 32, D(A) contains a 3-cycle (a cycle with length t is called a t-cycle), 
lf the 3-cycle intersects a 2-cycle, then d(2,3)<n ~ 1 + II - 1 = 14, Y(A) ~d(2.3) 
+$(2,3)<14+2<17=;‘s; if the 3-cycle does not intersect any 2-cycle, then c/(2.3 ) < 
5+1?- 1=12, ;‘(A)612+2<j’g. 
I? = 12. Then D(A) contains an s-cycle C, with s <5 and gcd(s, 3) = I, Wc have 
d(3,.~)<6+~~-s+n- 1=29-s and ;(il)<29Ps+2(.~P l)<32<;*,2. 
II = 16. D(A) contains an s-cycle C, with s ~7 and gcd(.s,4) = 1. Then 
d(4,~)<8+n-.~+n~ 1, ;‘(A)62rl+4+2.~~50<~,(,. 
SL~CUW 2.3: II E 2 (mod 4). By Lemma 2.4, 
(n - 2)’ 
;(A) < 307 ~ 1) + I’ - 1 + ____ 
8 
< 
7n ~ 6 + (n ~ 2)2 
2 8 
For n < 26 the only relevant cases are 
n P 
6 2 
IO 2 
IO 2 
14 4 
18 4 
18 4 
18 6 
22 6 
22 6 
Y 1 
2 2 
2 6 
4 4 
4 6 
4 IO 
6 8 
6 6 
6 IO 
8 8 
n = 6. Then A is symmetric. Since A is primitive and doubly stochastic, D(A) con- 
tains a 3-cycle C’3 or a loop Cl. If D(A) contains a 3-cycle, then by Lemma 2.7, 
;*(A)< 10 = ;I(,. If D(A) contains a loop, then it also contains a .5-cycle, which leads to 
;$A)< lO=;~(,. 
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n = 10. Then D(A) contains an s-cycle with s = 3 or 5. Similar to the treatment in 
Subcase 2.2, we have g(A)d2n - 2 + s - 1 <22<‘/to. 
n = 14. Then D(A) contain an s-cycle with s<7 and gcd(4,s) = 1. Similar to the 
proof in the case n= 10, we have ;(.4)<2n - 2 + 3(s - 1)<44<;‘14. 
n = 18, p = 4. Then D(A) contains an s-cycle with s < 9 and gcd(4, s) = 1. We have 
;‘(/4)<2n - 2 + 3(s - 1)<58<~,~. 
n = 18, p = q = Y = 6. Then D(A) contains an s-cycle with s < 7. Similarly, we have 
;‘(A)<YlS. 
n = 22, p = q = 6, Y = 10. Then D(A) contains an s-cycle with s < 11. If gcd(6, s) = 1, 
then y(A)<2n-2+5(s-1)<92<;‘22. Ifgcd(6,s)>l,thensd9, gcd(s,lO)=l, y(A)< 
2n-2+(10- l)(s- 1)<1/22. 
Similarly for n = 22, p = 6, q = r = 8, we also have y(A) < ~22. 
Now, we suppose I{p,qrr,sI,s2,...,st}I=2. we have p=q=r=n/3, d(n/3,s)b 
n-sfn- 1=2n-s- 1. By Lemma 2.4, 
n2+6n- 12 
6 
n2 
< -> 
4 
n >9. 
For n < 9 the only possible cases are n = 6 and n = 9. 
For IZ = 6 we have p = q = Y = 2. By Lemma 2.7, Y(A) < 10 = 76. 
For n = 9 we have p = q = r = 3. Then D(A) contains an s-cycle with s <5 and 
gcd(3,s)=l. Sinced(3,s)<n-s+n-1=2r?-s-l,byLemma2.4,1/(.4)<2n-s 
~ 1 +2(s - 1)<20<;‘0. 
Now the proof of Lemma 3.3 is complete. 0 
Lemma 3.4. Suppose A E OS,,, n > 2 und D(A) contains LI 2-set hut no 3-set. suppose 
x, y E V(D(A)). IJ’x und y belongs to d@rent cycles of u 2-set, then y(x,,v)<yn. 
Proof. Suppose x, y belongs to two cycles C, and C,, respectively, where gcd( p, q) = 1, 
p + q = n. We have d(p, q) <n ~ 1, &p, q) = (p ~ 1) (q ~ 1). Hence by Lemma 2.4, 
Y(-x> Y > d i’(A) 
Gn- 1 +(p- l)(q- 1) 
< Il _ 1 + (P + 4 - 2)2 
\ 
4 
If ;*(x, ~9) = n’/4, then p ~ 1 = q - I, which is impossible for II >2. Thus 
;‘(x,y)<;‘,,. c 
Lemma 3.5. Supposr A t OS,,, D(A) contuim 2-sets {C,,, C,}, {C,., C, } .suc~lt licil 
p + q = I’ + t, gcd( p, q, Y, t) = 1 hut IZO 3-wt, ctnd .v 3 (11 ~ 2)/4, ~~h~rt~ .s is tlw Ictt~lflt 
qf’ t/w shortest q~lr ill D(A j, Wr burr 
(i) If’ n # 5.6, fhen ;(A) < ;I,,. 
(ii) !f’ n = 5, then y(A) 6 ;‘s \\,ith ryztulit), $und OMIJ~ [f D(A ) 2 D3. ~~het~~ V( I& ) = 
{1,2.X4.5}. E(D;)={(1,2), (2,3), (3,4), (4,5),(1,1). (2,1), (5,3). (5-2)). 
(iii) If’ t? = 6, then ;*(A) d 116 n,ifh cqzrulit~~ if’md ml~% (1’ D( A ) Z Dd, ~~~hc~rc~ b’( DJ ) = 
{1.2,3,4,5,6}, E(Dd)-{(1,2X (2,3).(3,4),(4,5). (5.6),(1,1),(2,1),(6.2).(6.3)}. 
Proof. We may assume that p <I’ 6 t <q. 
Cusc 1: Y = t. Then p, Y, q is an arithmetic sequence with Y = n./2. So tt is even. 
By Lemma 2.5, $(p,n/2,q)=p(L(p -2),‘2] + 1) + (p ~ l)(n/2 ~ p ~ 1)61,‘2p’ 
+(p- 1)(&,:2- p - 1). Observing that d( p. n/2, q) = tl( p, q) < 17 -- p + n I. WC have 
;(A)~tr~-ln~p+~l”+(~-l)~~-~-l) 
= (n - P>(P + 3) 
2 
,< 
,?+6n+9 
8 
2 
< $, n > 7. 
For n < 7, we have t7 = 4 or 6. If t? = 4, then p = 1, q = 3. Y = t = 2. By Lemma 2.6, 
;(A)<5 =;‘;l. If ~=6, it has been proved above that y(A)< \(n’+6n+9)/8] = 10~-;‘h. 
equality implies p = 1 or 2, which is impossible. Hence ;$A)< 10 = ;I(,. 
CUSC~ 2: Y < t. 
Suhru.w 2.1: V(C,,)nV(C,)#$. Then d(p,r,t)<r-- I it7-r+tlp I -=3t+t7 3. 
By Lemma 2.5. &p.r,t)<l&(t-2)(r- I)] = LA(tmm2)(t7- t- I)]. By Lemma 2.4 
we have 
;$A) < 2t + n - 2 + [$(t - 2)(n - t ~- I)] 
< ; ( -tZ + (n + 5)t - 2) 
~ (t1 + 5)’ 
~ - 1 < ;‘,i, 
8 
na 12. 
For n= I I, we have y(A)d(n + 5)‘/8-1 =31 = /n’:‘4j. equality implies t =(tz -t j), 
2= 8. r = 3. Hence p = 1 or 2, which contradicts the fact s>(n - 2)/4. So ;~(.4) < 
31=;‘1l. 
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For n < 10 the only cases are 
n P 4 r t 
5 1 4 2 3 
6 1 5 2 4 
7 2 5 3 4 
8 2 6 3 5 
9 2 7 3 6 
9 2 7 4 5 
9 3 6 4 5 
10 3 7 4 6 
10 2 8 3 7 
n = 5. By Lemma 2.6, y(A) 68. Since V(Ci ) n V(Cs) # 4, Y(A) = 8 is impossible. 
Hence 1;(A ) < ~5. 
n = 6. By Lemma 2.6, y(A) < 10. If y(A) = 10, then D(A) contains a subgraph isomor- 
phic to graph Gs with V(Gg)={1,2,...,6} andE(GS)={(i,i+l): 1<3’65}~{(1,1), 
(4,lL (6,2), (65)). 
It is easy to see that y(A) <;(Gs) < 10, a contradiction. So y(A) <;‘6. 
n = 7. Clearly D(A) must contain a subgraph which is isomorphic to Gb or CT, where 
V(Gb)= V(G7)={1,2,...,7}, E(Ge)=Al U{(2,7), (7,1), (6,3)} and E(GT)=AI U 
((3, l), (7,4)} with Al = {(i,i + 1): 1 di<6} U ((5, l), (7,6)}. 
It is easy to verify that y(A) < ~7. 
n=8. By Lemma 2.4. we have y(A)<22n-4+&2,3)=16<ys. 
n = 9. There are three possiblities: if (p, q, r, t) = (2,7,3,6), then C* and Cj intersect, 
and d(2,3)<n- 1 +n- 1 = 16, so y(A)<16+2<yg; if (p,q,r,t)=(2,7,4,5), then we 
get y(A) < 79 by a similar argument as above; if (p, q, r, t) = (3,6,4,5), then D(A) con- 
tains a subgraph which is isomorphic to Ga or GY, where V( Gs) = V(Gg) = { 1,2,. ,9}, 
E(Gg)=A2U{(3,8),(7,4)} andE(Gg)=A2U{(4,9),(8,5)} with A~={(i,i+l): 16 
i < 8) U {(9,1), (9,7), (6 I)}. 
It is easy to verify that y(A) <;‘y in either case. 
n = 10, p = 2. By Lemma 2.4 we get y(A)<;jlo. 
n=lO, p=3, q=7, ~=4, t=5. D(A) must contain a subgraph which is isomor- 
phic to Gio,Gi, or G,z, where V(Glo)= V(Gir)= V(Gi2)={1,2,..., lo}, E(Gio)= 
A3~{(2,9),(8,3),(10,1)}, ~(GI~)=A3~{(3,10),(9,4),(10,1)} and %GI~)=&u 
{(4,1), (10,5)} with As={(i,i+ 1): 161’69}U{(7,1), (10,8)}. 
As may be easily verified , we have y(A) < ylo. 
Subcase2.2: V(C,I)~V(C,)=#. Wehaved(p,r,t)<n-p+n-l<n-((n-2)/4 
+n- 1=(7n-2)/4, d(p,r,t)<i(t-2)(r- l)<(t+~-33)~/8=(r?-3)~/8. Hence 
by Lemma 2.4 we obtain 
For n < 7, the only possible cases are n = 5, n = 6 and n = 7. 
n=5. Wehave p=1,byLemma2.6.~(A)~22n-l~1=8=;~~,andequalityimplies 
D(A)%& 
II = 6. By a similar argument as n = 5. we have ;,(.4 ) < 10 = ;‘(,. and equality implies 
D(A)SDJ. 
II = 7. we have y = 2, q = 5, I’ = 3, I = 4. It may be easily verified that ;‘(A ) < ;‘l. 
Now. we has completed the proof of this lemma. _: 
Lemma 3.6. Szrppow A E OS,,, D(A) contuim tlro 2-srls CC,,. Cc,} Il.itll p <q. If 
gcd( p. c/) = 1, thr/7 ;‘(A) < j’,l. 
Proof. Since there are two cycles of length p, each cycle possesses a vertex which 
belongs to cycles of both lengths. Therefore, d(p,q) 624 - 2. By Lemma 2.4 we have 
([> + q)’ 2 
:qAK2q-2+(p- l)(q- I)=(p+I)(q- I)< 4 =4 
It is clear that ;(A) < LPZ’/~] < ;‘,, whennisoddor,?=O(mod4). Whenn=2(mod4). 
y(A) = n’j4 implies pi_ I = q- 1. Since p+q = M, we have y = (n ~ 2)/2, q = (n + 2)/? 
and gcd(fl,q) = 2. a contradiction. Hence y(A) -c;‘,(. C 
Now, we investigate the problem of the characterization of the set E,,. It is obvious 
that El = {(I)} and 
Let 
R, = I 
For 1733 we have 
Theorem 3.1. Suppose A E OS,,. p = p(n) is &finrcl us uhou~. Wr hmr 
(i) If’n > 6 OY n = 3, then ?;(A) = ;‘,? if’ cud only lf’ therr is LI reul x, 0 < x -c I. .sd7 
tkrt A is prrrnutution similar to the mutri.u A4,,(x) = rR,, + ( I - X) (R,, 3 R,); 
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(ii) If n = 4, then y(A) = yn if and only if there is u real M, 0 <(x < 1, such that 
A is permutation similur to Mu, or there we reul I, p, c( > 0, /I > 0, c( + fl< 1, 
such thut A is permutution similar to M4(x,/j) = 01R4 + p(I2 &3R2) + (1 - c( - [I) 
CR2 @ R2 1; 
(iii) Zf n = 5, then y(A) = ;J, if’ und only if’ there is a reul 2, 0 <a < 1, such that 
A is permutation similar to Ns(x) = z(Z, @ R4) + (1 - x) (RI @ Rj); 
(iv) [f YE = 6, then y(A) = jt,, iJ’ and only if’ there is u reul a, 0 <z < 1, such thut 
A is permutation similar to No = x(11 @ R4) + (1 ~ a) (R2 8 Rd). 
Proof. It is easy to verify that g(A) = ‘in if A is permutation similar to M,(a) (n = 3,4 
or n>6), Md(a,/?) (n =4) or No (n = 5,6). Conversely in the following we suppose 
y(A) = yn. Let s be the length of the shortest cycle in D(A). By Lemma 3.1 we have 
s3(n - 2)/4. Assume D(A) contains a k-set. Then 
therefore k64 + 8/(n - 2)65. 
If k= 5, then we have n= 10, s=2. By Lemma 2.7, y(A)<2n - 2= 18<~10, a 
contradiction. We are left with at most 3-sets for n E 3 (mod4) and at most 4-set 
otherwise. In the following we assume the existence of a k-set but no (k + 1)-set 
in D(A). By Lemma 3.2 we know that k<3. By Lemma 3.3 k # 3 for n f4, while 
k = 3, n = 4 implies that D” DI or D2. Clearly k > 1. We now consider the case 
k = 2. Suppose we have n, y E V(D(A)) such that 7(x, y) = y(A) = yn. It follows from 
Lemma 3.4 that x and y belong to the same cycle involved. 
If D(A) contains 2-sets {C,,, C,}, {C,, C,} such that gcd( p, q, r, t) = 1, by Lemma 3.5 
we have either n = 5, D(A) 2 03 or n = 6, D(A)” Dq. 
If D(A) contains two 2-sets {C,?, C,}, gcd(p,q) = 1, by Lemma 3.7 we have y(A) 
<‘in, a contradiction. 
If gcd(p, q, Y, t) > 1 for any two 2-sets {C,, C,} and {C,., C,}, then it has been proved 
in [4, pp. 28-291 that ;(A)<y,,, also a contradiction. 
If D(A) contains a unique 2-set {C,?, C,}, then gcd(p, q) = 1 and D(A) must contain a 
cycle of length n. Thus D(A) is isomorphic to the graph H,, where V(H,) = { 1,2,. . . , n} 
and E(H,)={(i,i + 1): 1 Gidn - l}U{(n, I), (p, l), (n,p + l)}. Suppose 
D(A) = H,?. 
Itiseasytoshowthat~(A)=~(p+1,n)=pq-p+q=(p+1)(q-1)+1~n2/4+l, 
and equality implies p + 1 = q - 1, which can occur only in the case n = 0 (mod 4) 
since gcd(p,q)= 1 and p+q=n. 
Cuse 1: n E 2 (mod 4). We have y(A) <n2/4 = ;‘n (n # 6) and equality implies that 
p=(n -4)/2, q=(n +4)/2. 
Cuse 2: n E 0(mod4). It follows from y(A) =n2/4 + 1 = yn that p = (n - 2)/2, 
q = (n + 2)/2. 
Case 3: n G 1 (mod 2). y(A) = yn implies that p = (n - 1)/2, q = (n + 1)/2. 
Now, we have proved that 
I 
Dl,D2 or Gd, n=4, 
D(A)” 
D3> n = 5, 
Dq. n = 6, 
H,, otherwise, 
where p = p(n), q = n - p. 
IZ = 4. If D(A) 2 DI, then there is a real 2, 0 <X < 1, such that A is permutation 
similar~R~+(l-~)(Z~~R~);ifD(A)~D~,thentherearereal~, p, O<c~<l,O</i<l. 
x+/j < 1, such that A is permutation similar to rRq + lj(L2 3 R2) + ( 1 - x - [j) ( Rz 4-1 R7 ); 
if D(A)” Cd, then there is a real CC, 0< x < 1, such that A is permutation similar to 
xR~+(l -Y)(IIGR~). 
tI = 5. D(A)” 03 implies that there is a 
similar to ~(1, ;fRd) + (1 - x) (Rl cBR3). 
n=6. D(A)EDa implies that there is a 
similar to x(/, C1R.i) + (1 - r)(Rz $Rd). 
II = 3 or II > 6. D(A) E H,, implies that 
real 2, 0 <x < 1, such that A is permutation 
real a(, 0 < z < 1. such that A is permutation 
there is a real X, 0 <X < 1. such that A is 
permutation similar to xR,, @ (1 - SC) (R,, $3 Ry ), 
The proof of the theorem is complete. 7 
Let P,, be the set of all II x n permutation matrices. By Theorem 3.1, WC obtain an 
explicit formula for E,,. where n > 3. 
{Q’Mb(c()P: O<x<1.~EP4}iJ 
E,, = 
I 
{p’M,<x,p)p: x>O,p>o,x+P~l,PtPj}, n=4, 
{Q’N,l(c(,Q: O<X<l,QEP,I}. II = 5.6, 
{Q’~l!(X)@ O<‘Y<l,QEP,l}, n=3 or r7>6. 
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