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We present a comparison between Monte Carlo (MC) results for homogeneous vapour-
liquid nucleation of Lennard-Jones clusters and previously published values from
molecular dynamics (MD) simulations. Both the MC and MD methods sample real
cluster configuration distributions. In the MD simulations the extent of the tem-
perature fluctuation is usually controlled with an artificial thermostat rather than
with more realistic carrier gas. In this study primarily velocity scaling thermostat
is considered, but also Nosé-Hoover, Berendsen and stochastic Langevin thermostat
methods are covered. The nucleation rates based on a kinetic scheme and the canon-
ical MC calculation serve as a point of reference since they by definition describe an
equilibrated system. The studied temperature range is from T = 0.3 to 0.65 ε/k. The
kinetic scheme reproduces well the isothermal nucleation rates obtained by Wedekind
et al. [J. Chem. Phys. 127, 064501 (2007)] using MD simulations with carrier gas.
The nucleation rates obtained by artificially thermostatted MD simulations are con-
sistently lower than the reference nucleation rates based on MC calculations. The
discrepancy increases up to several orders of magnitude when the density of the
nucleating vapour decreases. At low temperatures the difference to the MC-based
reference nucleation rates in some cases exceeds the maximal nonisothermal effect




Nucleation is the limiting stage of first order phase transitions involving formation of
stable embryos of the new phase. Predicting and controlling nucleation rate can help both
developing new technologies and understanding natural phenomena: production of catalyst
powders in chemical industry, formation of metal clusters in semiconductor design as well as
ice crystal and aerosol particle formation in the atmosphere are examples of processes that
involve nucleation.
Quantitative description of nucleation is hindered by the inconvenient scale of the process.
The number of molecules in the embryo of the new phase is neither small enough to be
described by a microphysical approach nor big enough to be pertinent for macrophysical
bulk theories. Another difficulty is posed by strong heat exchange when nucleation occurs
imposing need to control temperature in experiments and molecular simulations. Deviations
from constant temperature have to be taken into account also in the theoretical development.
Although the first kinetic theory of vapour to liquid nucleation based on works Farkas,
Szilard, Becker and Döring, and Zeldovich1–3 emerged about 80 years ago there are still many
uncertainties and discrepancies within and between theories, simulations and experiments.
In the present paper we use the term standard kinetic approach to refer to the most pop-
ular kinetic theory of nucleation usually called Becker-Döring or Szilard-Farkas approach,
although contribution from other authors is significant as discussed in literature4,5.
Molecular dynamics (MD) simulations are often used for studying the nucleation process6–26.
Nucleation can be studied directly and indirectly with MD9,18–20, in the present work only
direct nucleation simulations are used. There are different methods for calculating the
nucleation rate from MD simulations, and they have been shown17,21 to give similar results.
MD approaches are free from assumptions that are invoked in nucleation theories concerning
the treatment of equilibrium and idealistic bulk liquid nature of the clusters. In that sense
MD simulations of the nucleation process can be used as a “numerical experiment” allowing
testing of theoretical assumptions.
Many applications of gas-liquid nucleation theory concern situations where temperature
of nucleating system is kept constant by collisions with the carrier gas. In MD simulations
temperature is most often controlled by thermostats. Thermostats can however remove or
add heat in unphysical manner, and the best procedure for the temperature control in MD
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simulations is to thermostat only the carrier gas7,15.
Monte Carlo (MC) simulation is another useful tool for studying the nucleation pro-
cess. Unlike MD simulations which can capture the non-equilibrium features of the forming
clusters, canonical MC results by definition refer to fully equilibrated clusters. However,
the nucleation rate calculations from MC simulations invoke the assumptions made in the
standard kinetic approach.
Nucleation rate should be identical in MD and MC simulations as long as the approx-
imations made in the standard kinetic scheme are correct and MD simulations are really
successful in modelling the isothermal conditions. The most frequent MD studies deal with
Lennard-Jones argon. This has motivated us to study the nucleation of Lennard-Jones argon
using standard kinetic approach with the work of cluster formation calculated by semi-grand
canonical MC method27,28. We present here the comparison of the nucleation rates derived
from MC simulations to the ones obtained by Tanaka et al., Diemand et al., Wedekind et al.,
Zhukhovitskii and Napari et al. using MD simulations15,20,22,23,26. We study the performance
of different thermostatting methods in MD simulations of gas-liquid phase transition, and
compare the difference between MD and MC -based results to the predictions of the classical
nonisothermal nucleation theory. A short description of the standard kinetic approach is
presented in the following section.
II. STANDARD KINETIC APPROACH
The kinetic scheme of nucleation is based on the picture that the vapour consists of clus-
ters of different sizes. The clusters are characterised by number of monomers n, which can be
molecules or atoms. They can experience evaporation and condensation. The heat released
or absorbed by the clusters due to these processes is taken away by collision with carrier gas
so that nucleation takes place at isothermal conditions. Provided the clusters detach and




= βn−1Nn−1 + αn+1Nn+1 − βnNn − αnNn , (1)
where βn is the monomer condensation rate on an n-cluster, αn is the evaporation rate of
a monomer from the cluster. The kinetic rates can be derived assuming a thermodynamic








where superscript eq denotes that the number of n-clusters correspond to the equilibrium,
Applying the detailed balance from cluster size 1 to n one can write








where k is the Boltzmann constant, T is the temperature, and ∆Wn is the work of n-cluster
formation.
Nucleation, that is the formation of large clusters, is possible when ∆Wn has maximum
as in Figure 1. If ∆Wn increases monotonously with size, the number of n-clusters tends to
zero with growing n. The size at which the work of formation has maximum is called the











Alternatively, using the detailed balance equation (Eq. 2) we can rearrange the equation for











The practical choice of the size limit n is defined by desired accuracy. If n = n∗, we use
critical size as the limit, we underestimate the nucleation rate by a factor of approximately
2. It is usually enough to use n = an∗ with factor a ranging from 1.15 to 1.30 depending on
n∗. The cluster size distribution in the nucleating vapour can be related to the equilibrium
cluster concentration and the nucleation rate as17,29











Cluster distributions in the nucleating vapour and in equilibrium are shown in Figure 1.
III. THEORETICAL DETAILS
Eqs. (3) and (4) of the previous section create a basis for the nucleation rate calculation,
but we still need to know equilibrium cluster distribution N eqn and condensation (βn) or
evaporation rates (αn). Besides that we need to consider the case when concentration of
carrier gas is too low to effectively thermalize the nucleating clusters.
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FIG. 1. Left: Work of cluster formation calculated with Monte Carlo at T = 0.6 ε/k (Ntot =
0.0108σ−3) with the vapour-cluster interaction correction ∆ωn (black line, see supplementary ma-
terial) and without (grey line). Right: Cluster concentrations in the nucleating vapour (dashed
line) and the equilibrium cluster concentrations (solid line) for corrected ∆Wn.
A. Equilibrium cluster distribution
There are a wide variety of methods for obtaining cluster work of formation and the
equilibrium cluster distribution. The historically first approach is the liquid drop model30
where the clusters are presented as tiny spheres of bulk liquid. Combined with the standard
kinetic approach it constitutes the so-called classical nucleation theory. The liquid drop
model has been modified several times using different phenomenological methods including
density functional theory31–33.
Another family of methods is based on the cluster free energy calculation by means of sta-
tistical mechanics. The cluster free energy can be calculated by separating a cluster motion
into translational, rotational and vibrational modes. In this case to calculate vibrational
and rotational partition functions the best option is to use Quantum Chemistry. Another
approach to calculate a cluster free energy is to perform integration over the classical phase
space. In the latter case Monte Carlo methods are used. In addition to the molecular inter-
action model, these methods require the cluster criterion, which can be introduced through
parameters in the simulations34–36 or defined self-consistently37–39.
The main goal of the present study is the comparison of the nucleation rates based on
standard kinetic approach to results of MD numerical experiments. Therefore we choose the
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cluster criteria and methods of calculating potential energy of the clusters identical to the
MD simulations.
There are several MC methods which calculate the work of cluster formation ∆Wn27,28,35,36,40–48
from a given interacting scheme; these methods produce essentially identical results48,49. In
this work ∆Wi is calculated by semi-grand canonical Metropolis Monte Carlo method27,28,46.
This method calculates canonical ensemble average of the grand canonical growth and decay
probabilities for a single cluster size at the time. The average growth and decay probabilities,







The MC simulation results calculated at one monomer density N (1)1 can be easily scaled to




























Thus, for each temperature the simulation has to be performed only once.
The MC method neglects the vapour-cluster interaction. However, some of the MD sim-
ulations have been performed at such conditions that the justification of this approximation
needs to be assessed. We have used recipe of Oh and Zeng50 to study this effect and the
correction ∆ωn to Eq. (7) is given in the supplementary material. The used correction term
is significant only at high temperatures 0.6 and 0.65 ε/k (≈ 72 and 78 K, respectively) but
even then the correction to the work of the cluster formation is minor (see Figure 1). For
lower temperatures ∆ωn is negligible.
B. Evaporation rate
Eq. (4) is much more often used for the calculation of the nucleation rate than Eq.
(5). The attachment rates are usually taken as the cluster-monomer collision frequencies
from the kinetic gas theory. However, evaporation rates obtained from MD simulation51
provide more reliable data than the kinetic gas theory-based condensation rates relying
on the liquid density rather than the densities of the real clusters. Still, the obtained
evaporation rates are only 2-6 times higher than the rates estimated by Eq. (2) using the
kinetic theory51,52. The evaporations rate αn(E) of the n-clusters can be obtained in MD
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simulations in the microcanonical ensemble (nV E, where V is volume and E is energy)52–54.
The averaged detachment rate calculated over the Maxwell-Boltzmann distribution ϕn(E)





Inserting these evaporation rates αn into Eq. (5) gives us the nucleation rate.
C. Classical theory for nonisothermal nucleation rate
As latent heat is released in the condensation or the evaporative cooling, the clusters’ en-
ergy variation can differ from the Maxwell-Boltzmann distribution at ambient temperature
if the thermalization is not efficient enough. In the theory of Feder et al.4 the nonisother-
mality is characterized by modelling growth in size and energy space. The energy gained by
a cluster by addition of a monomer is given as




where h is the macroscopic latent heat, γ is the surface tension and An is the surface area
of the n-cluster. The thermodynamic parameterisations for the latent heat, surface tension
and density of LJ liquid can be found e.g. from the Appendix A of Ref. 23. During the time
interval between subsequent size changes the latent heat can be removed by collisions with
vapour or carrier gas molecules. The mean square energy fluctuation of the colliding ideal
monatomic vapour and gas molecules can be estimated as15









where Nc is the densities of the carrier gas, m and mc are the masses of the molecules of
condensible vapour and the carrier gas, respectively.
According to the nonisothermal nucleation theory the nucleation rate is given as the
isothermal nucleation rate multiplied with a correction factor:
Jnoniso =
b2
b2 + q2Jiso. (12)
The nonisothermal nucleation rate approaches the isothermal rate when the ratio b/q is high,
which represent a case where the amount of carrier gas is relatively high and the carrier gas
particles are comparably light.
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Other versions of the nonisothermal nucleation theories55–58 give quantitatively similar
results to the Feder et al. formula.
IV. COMPUTATIONAL DETAILS
A. Molecular Dynamics
There are many MD studies related to homogeneous vapour to liquid nucleation simu-
lations. Among these we have chosen for comparison only those for which we could unam-
biguously extract data necessary for analogous MC simulations and thus perform a solid
comparison to our MC simulation results. Each of these recent MD studies model the same
nucleation phenomenon for the same system, but the treatment of thermal equilibration
of the system and the methods to obtain the nucleation rate are different. The simulated












where ε and σ are the argon Lennard-Jones parameters, r is the distance between atoms.
The potential is truncated after varying distances and the tail of the potential is often shifted
to zero after the truncation distance.
In the numerical simulations the cluster definition of Stillinger34 is used. The cluster
definition requires that each atom/molecule in a cluster has at least one neighbour within a
certain connectivity distance Rst to belong to the same cluster.
The MD study at high supersaturation and for relatively small systems (104 to 2 × 105
particles in a volume region from 2×106 to 8.8×108 σ3) by Tanaka et al.22 and the MD study
at low supersaturation with large amount of particles (109 and 8 × 109 in a volume region
from 1.6 × 1010 to 1.3 × 1013 σ3) by Diemand et al.23 at temperature range of T = 0.2 to
1.0 ε/k followed similar procedures. In these large-scale simulations the canonical ensemble
was approximated by using the velocity scaling (VS) thermostat scheme: the system is
instantaneously adjusted to the desired temperature by rescaling the velocities of particles
after every time step ∆t. Here the LJ potential was truncated and shifted to zero at 5σ
and the Stillinger connectivity distances are defined for every temperature separately (see
Table II in Ref. 23). The nucleation rate was calculated by the method of Yasuoka and
Matsumoto7.
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Zhukhovitskii26 has studied nucleation in the system with number of particles from 2.68×
105 to 6.25×105 in volumes 1×109 and 8×109 σ3 at temperature of 0.65 ε/k. His study used
different thermostatting methods for monomers and clusters. The monomers are subject
to the modified Berendsen thermostat6, which scales the velocities less abruptly than the
instantaneous VS thermostat, and it also accelerates/decelerates individual monomers if they
are below/above the average energy corresponding to the desired temperature. Stochastic
Langevin thermostat was used for the clusters to model the collisions with an imaginary
carrier gas. Furthermore, two additional simulation cases were carried out without the
cluster thermostatting. The supersaturation was kept nearly constant by introducing new
monomers into the system and removing clusters from the system after they have reached
some threshold size. The nucleation rate was calculated from the removal rate of the clusters
beyond the threshold size. Napari et al.20 also run simulations at 0.65 ε/k (2300 particles
in a volume of (168.191σ)3) so that the whole system is under Berendsen thermostat and
the nucleation rate was obtained by the mean first-passage time (MFPT) method16 instead
of direct observation method17. MFPT and direct observation method result in similar
nucleation rates in gas-liquid nucleation of Lennard-Jones atoms21. In both Zhukhovitskii
and Napari et al. studies the simulation were carried out for particles with the LJ potential
truncated and shifted at 2.5σ with Stillinger connectivity distance of 1.5σ. (Note that
Zhukhovitskii uses time unit σ
√
m/24ε instead of commonly used σ
√
m/ε.)
In the last comparable MD nucleation study of Lennard-Jones molecules Wedekind et
al.15 used thermostatted carrier gas (LJ helium) at 50 K (≈ 0.42 ε/k) instead of intensive
thermostat to mimick a realistic nucleation event. Their system size was much smaller
than in the MD studies mentioned above, only 343 condensable atoms in volumes (16 nm)3
and (18 nm)3, and they detected the nucleation rate using the MFPT method. Beside
its realistic nature, a further advantage of using carrier gas is the possibility to link the
results to the nonisothermal nucleation theory4 as the nonisothermal nucleation rate depends
on the ratio between the amount of carrier gas and condensable atoms (Eq. (12)). In
addition to simulations with carrier gas they also used VS and Nosé-Hoover thermostats;
virtually the two different thermostat schemes yield identical results at chosen conditions so
for brevity only VS is considered here. They demonstrated that a longer time step and lower
velocity scaling frequency lead to more effective thermalization of the system until a point
is reached beyond which the thermostatting is too infrequent or the trajectories of atoms
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are unphysical. Wedekind et al. use only truncated potential without shifting at 5σ with
parameters σ = 3.405 Å and ε/k = 120 K. The Stillinger connectivity distance is now 1.8σ.
B. Monte Carlo
To adequately compare the results calculated with MC and MD methods, we use matching
Lennard-Jones potentials and cluster criteria for each comparison MC run.
In the actual comparison between MD and MC results the monomer depletion has to be
taken into account as about 1 to 50% of the molecules are clustered in the MD simulations
when a quasi-steady state is reached in Refs. 22 and 23. Accordingly, in nucleation rate





is set to match the number density of corresponding MD simulation. The nucleating vapour
concentrations are then calculated with Eq. (6).
There are two reasons to choose Ntot to be identical in comparing the results of MD and
MC simulations instead of more frequently used saturation ratio defined as S = P1/P1s,
where P1 and P1s are the partial monomer pressures at actual and saturated vapour condi-
tions, respectively. First, the number of monomers is often not reported in the MD papers,
only the total number of nucleating molecules (atoms) is given . So, knowing the vol-
ume of the simulation box the total number concentration of nucleating atoms Ntot can
be calculated, but number of free monomers N1 is unknown due to depletion. Second, the
thermostats used in MD simulations do not necessarily provide fully isothermal conditions
for nucleation, the temperature dependence of the saturation ratio leads to additional un-
certainty in the comparison.
V. RESULTS AND DISCUSSION
The nucleation rates are calculated from the MC data using Eq. (5) to correspond to
selected set of temperatures and number densities used in MD simulations listed earlier.
The calculation of the evaporation rates limits the number of systems that are available for
the comparison: at very low energies the long lifetimes of clusters and also large critical
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size n∗ increase considerably the computational effort. In addition, at very low densities the
determination of the nucleation rate from MD simulation can be challenging (in simulations
of Diemand et al.23 at some densities no stable clusters has emerged and the nucleation rates
of such cases has been derived from the Poisson distribution) and thus the comparison is
limited to higher densities.
The size limit n was selected individually for different temperatures bearing in mind that
the computational effort should be reasonable and further increasing n should not affect
the nucleation rate substantially. Figure 1 shows that N eqn increases exponentially after the
critical size, and thus Eq. (5) rapidly converges.
All the MC simulations are carried out initially at monomer concentrationN1 of 0.0012σ−3
and then scaled with Eq. (8) to appropriate concentration. The results are reported in Table
I with the reference MD data.
A. Depletion of free monomers
In the MC-based calculations the free monomer concentration N1 is determined iteratively
so that the total number of atoms Ntot (see Eq.s (6) and (14)) equals the total number
of nucleating atoms used in the MD simulations with the accuracy of 0.1%. Note that
in case of comparison with Zhukhovitskii26 this is not necessary because the number of
monomers is kept constant during the MD simulations and the reported Ntot in Table I
are calculated using Eq. (6). In the case of Tanaka et al.22 the level of depletion in the
MD simulation can be easily estimated from the reported initial saturation ratio S0 and
the average saturation ratio in the nucleation stage S. The depletion as a function of
number density for the MC scheme calculated using the standard kinetic scheme and the
MD simulations of Tanaka et al. is presented in Figure 2. The results show that the
level of depletion is quite well modelled by the standard kinetic scheme especially at high
temperatures and at low densities. The estimated depletion at highest density at T =
0.3 ε/k in the MD simulation has counterintuitive value: the depletion is decreased while the
density and thus the nucleation rate increase. In general determining the average pressure
at the nucleation stage can be difficult in MD simulations because the cluster distribution
of the system can evolve quite rapidly and the partial pressure of monomers can fluctuate
considerably. It should be noted that most of the “depleted” monomers are attached to the
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TABLE I. Summary of the results of the MC and MD simulations sorted according to the MD
studies of Diemand et al.23 (D(2013)), Tanaka et al.22 (T(2011)), Wedekind et al.15 (W(2007)),
Zhukhovitskii26 (Z(2016) with both Berendsen and Langevin thermostats B+L and with only
Berendsen B) and Napari et al.20 (N(2009)). Given are temperature T , total numbed density Ntot,
nucleation rate by using MC data JMC and obtained with MD simulation JMD, critical cluster
sizes nMC and nMD obtained with MC and MD, respectively, depletion of monomers D and used
boundary condition in the standard kinetic scheme n.
T (ε/k) Ntot (σ−3) JMC (σ−3τ−1) JMD (σ−3τ−1) n∗MC n∗MD D (%) n
D(2013) 0.30 9.00 × 10−5 2.24 × 10−16 5.30 × 10−20 10 15 1.2 17
0.30 1.20 × 10−4 4.37 × 10−15 1.56 × 10−17 9 14 1.7
0.30 1.40 × 10−4 1.95 × 10−14 1.32 × 10−16 9 13 1.9
T(2011) 0.30 2.28 × 10−4 1.42 × 10−12 3.00 × 10−14 7 6 3.3
0.30 3.70 × 10−4 4.76 × 10−11 1.30 × 10−12 6 5 7.4
0.30 6.40 × 10−4 6.09 × 10−10 3.50 × 10−11 6 5 23.6
0.30 1.08 × 10−3 2.34 × 10−9 5.50 × 10−10 5 4 44.6
D(2013) 0.40 6.00 × 10−4 5.95 × 10−16 9.54 × 10−18 16 15 3.8 30
0.40 7.00 × 10−4 6.54 × 10−15 8.99 × 10−17 15 14 4.4
0.40 1.00 × 10−3 8.67 × 10−13 1.49 × 10−14 12 12 6.3
T(2011) 0.40 1.35 × 10−3 2.75 × 10−11 4.00 × 10−12 11 8 8.6
0.40 1.35 × 10−3 2.75 × 10−11 8.00 × 10−12 11 8 8.6
0.40 1.71 × 10−3 2.72 × 10−10 1.50 × 10−11 9 7 11.6
0.40 2.78 × 10−3 6.18 × 10−9 6.50 × 10−10 8 6 25.8
0.40 3.70 × 10−3 1.69 × 10−8 6.00 × 10−9 7 5 37.8
W(2007) 0.42 2.31 × 10−3 8.36 × 10−10 4.48 × 10−11 10 14.1 18.1 30
0.42 3.29 × 10−3 7.76 × 10−9 9.21 × 10−10 9 13.2 29.1
D(2013) 0.50 2.60 × 10−3 5.26 × 10−14 5.26 × 10−16 21 23 9.6 30
0.50 3.20 × 10−3 2.41 × 10−12 6.15 × 10−14 18 20 11.8
0.50 4.00 × 10−3 7.63 × 10−11 2.74 × 10−12 16 18 14.6
T(2011) 0.50 5.00 × 10−3 1.31 × 10−9 7.00 × 10−11 13 9 18.4
0.50 5.00 × 10−3 1.31 × 10−9 1.00 × 10−10 13 9 18.4
0.50 6.40 × 10−3 1.39 × 10−8 2.00 × 10−9 12 8 24.4
0.50 7.23 × 10−3 3.27 × 10−8 6.00 × 10−9 11 8 28.5
D(2013) 0.60 6.50 × 10−3 1.47 × 10−13 2.58 × 10−15 32 38 15.7 38
0.60 7.30 × 10−3 2.43 × 10−12 1.53 × 10−13 29 32 17.4
0.60 8.00 × 10−3 1.84 × 10−11 1.09 × 10−12 26 24 18.9
T(2011) 0.60 9.25 × 10−3 2.96 × 10−10 5.00 × 10−11 22 15 21.6
0.60 1.08 × 10−2 3.39 × 10−9 4.00 × 10−10 18 13 24.9
0.60 1.25 × 10−2 2.05 × 10−8 3.50 × 10−9 17 11 28.9
0.60 1.41 × 10−2 6.30 × 10−8 1.50 × 10−8 16 11 32.8
0.60 1.71 × 10−2 2.23 × 10−7 1.00 × 10−7 14 9 39.9
Z(2016)B+L 0.65 1.61 × 10−2 3.10 × 10−9 3.20 × 10−12 28 53 34.7 36
0.65 1.71 × 10−2 7.70 × 10−9 2.71 × 10−11 25 48 36.4
0.65 1.82 × 10−2 1.78 × 10−8 1.27 × 10−10 25 43 38.3
0.65 1.95 × 10−2 3.85 × 10−8 5.37 × 10−10 23 39 40.4
0.65 2.09 × 10−2 7.82 × 10−8 2.01 × 10−9 21 36 42.7
0.65 2.49 × 10−2 2.98 × 10−7 2.02 × 10−8 17 31 48.6
Z(2016)B 0.65 1.83 × 10−2 1.90 × 10−8 2.71 × 10−11 25 − 38.4
0.65 2.12 × 10−2 8.75 × 10−8 2.96 × 10−10 20 − 43.1
N(2009) 0.65 1.90 × 10−2 2.87 × 10−8 3.40 × 10−10 23 50 39.5
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smallest clusters far below the critical size.
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T = 0.6 ǫ/k (MD)
T = 0.6 ǫ/k (MC)
T = 0.5 ǫ/k (MD)
T = 0.5 ǫ/k (MC)
T = 0.4 ǫ/k (MD)
T = 0.4 ǫ/k (MC)
T = 0.3 ǫ/k (MD)
T = 0.3 ǫ/k (MC)
FIG. 2. Depletion of monomers as a function of total number density for MD (circles)22 and MC
simulations (crosses) at different temperatures.
B. Nonisothermality as a function of carrier gas concentration
In the MD simulations of Wedekind et al.15 nucleation occurs in nonisothermal conditions
with a known amount of carrier gas. The ratio of Wedekind et al. nucleation rate to MC-
based results for an identical system can be compared to the the prediction of the classical
theory of nonisothermal nucleation, Eq. (12). Figure 3 shows that the ratio of the MD
and MC -based results is very close to the prediction of the classical theory. In the more
dense system the rates are about two times higher than predicted by the theory. Moreover,
the effect of nonisothermality predicted by the theory is quite moderate, about one to two
orders of magnitude.
C. Comparison of MC results to MD simulations that use velocity scaling
The comparison between the isothermal nucleation rates obtained with the MC data and
the MD simulated nucleation rates of Tanaka et al.22 and Diemand et al.23 using velocity
scaling thermostat are shown in Figure 4 (Tanaka: coloured circles and Diemand: coloured
squares). The MD nucleation rates JMD are uniformly lower than the ones based on the MC
simulations, and the ratio JMD/JMC increases toward unity when the concentration Ntot and
the temperature increase.
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Wedekind et al., Ntot = 2.31 σ
−3
Wedekind et al., Ntot = 3.29 σ
−3
FIG. 3. Ratio of the nucleation rates of Wedekind et al.15 and the MC-based calculations as a
function of the ratio of carrier gas and condensable monomer densities at 50 K (≈ 0.42 ε/k). The
solid line shows the ratio of the nonisothermal and isothermal nucleation rates based on classical
theory, Eq. (12).
The effect of the time step in MD simulations using velocity scaling is demonstrated by
Wedekind et al.15 and it is shown in Figure 4: tenfold increase in ∆t results in over two times
higher nucleation rate. Tanaka et al.22 simulated a system with identical densities using both
104 and 105 atoms (at T = 0.4 ε/k, Ntot = 1.35 × 10−3 and T = 0.5 ε/k, Ntot = 5 × 10−3)
and the nucleation rates are about twice higher with less atoms. The difference can be due
to the lack of gathered statistics: the nucleation rate is determined from the population of
stable clusters.
In the absence of carrier gas (Nc = 0) the nonisothermal factor given by Eq. (12) is
naturally smallest and it is illustrated with the coloured bars in Figure 4 for different tem-
peratures. The level of this effect is lower at high temperatures since the energy fluctuation
term b is proportional to temperature. The energy released in an addition of a monomer
to an n-cluster (q in Eq. (12)) is slightly increasing with n and this decreases the non-
isothermal factor only marginally for larger critical cluster sizes. Thus, for clarity, we show
the nonisothermal factor only for the lowest density used in the MD simulations at each
temperature in Figure 4.
It has been shown that the most probable cluster “temperatures” in MD simulations
are at least qualitatively compatible with the nonisothermal nucleation theory15,59: at low
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temperature the cluster temperatures differ significantly from the bath temperature but at
high temperature the difference is small. The theory states that this is due to the energy
fluctuation of the impinging molecules b which is proportional to T .
Since the level of the velocity scaling depends on the excess heat, the cooling of the system
is more effective when there is a substantial amount of “hot” clusters. In the presence of
few clusters i.e. at very low monomer density the ratio JMD/JMC is even less than the the
theoretical value of the maximal nonisothermal effect calculated without any thermalizing
agent. At high monomer density, due to a high concentration of overheated clusters and
considerable monomer depletion, the overall temperature after one time step is relatively
high which results in more substantial removal of the latent heat from the clusters by the
thermostat. This is inline with the result that for higher densities the difference between MD
and MC nucleation rates is smaller. Another possible explanation of the smaller discrepancy
between MD and MC results at higher vapour densities is that the nucleating vapour itself
can serve as natural thermostat for the clusters due to non-sticking collisions.
In experiment of Sinha et al.60 (J = 1017±1 cm−3s−1) the vapour pressures varies from
0.47 to 8 kPa at temperature range from 34 to 53 K (number density is about 4×10−5–
4×10−4 σ−3) and in experiments of Fladerer et al. and Iland et al.61,62 (J = 107±2 cm−3s−1)
the pressures are between 0.3 to 10 kPa at 42-59 K (about 2×10−5–4×10−4 σ−3). They
are substantially lower than in the MD simulations. Also MD studies of nucleation in the
presence of carrier gas are performed only at carrier gas concentrations comparable to that
of the nucleating Lennard-Jones vapour. Thus, fully isothermal conditions are not reached
in the simulations. Deeper understanding of the nucleation process require additional MD,
MC and theoretical studies.
D. Comparison of MC results to MD simulations with separate thermostats
for monomers and clusters
Comparison of MC-based results to MD simulations calculated using the separate ther-
mostatting scheme for monomers and clusters is presented in Figure 5. As in the case of
the VS thermostatted results, the ratio JMD/JMC increases as the density increases also in
this case. The difference grows even steeper with decreasing number density than in Figure
4. When using stochastic Langevin thermostat for the clusters only, nonisothermal effects
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FIG. 4. Ratio JMD/JMC as a function of total monomer density where JMD are obtained by
Tanaka et al.22 (coloured squares), Diemand et al.23 (coloured circles) and Wedekind et al.15 (black
markers) using velocity scaling thermostat. The coloured bars represent the maximal Jnoniso/Jiso
ratio according to the nonisothermal nucleation theory.
can be present because the thermostat subjects the clusters to imaginary collisions at some
finite rate.
If only the monomers are thermostatted, their velocities correspond to some specific
temperature and the set-up corresponds to that of classical nonisothermal nucleation theory
at the limit of no carrier gas. Indeed, without thermalization of clusters the MD nucleation
rates are considerably lower.
The nucleation rate calculated using Berendsen thermostat for the whole system20
matches very well the rates calculated with separate cluster thermostatting when the deple-
tion of monomers is taken into account.
VI. CONCLUSIONS
In the present study we have compared published results of MD simulations to the results
of the standard kinetic approach where the work of the cluster formation has been calcu-
lated using a Monte Carlo approach. We observe good agreement only with simulations
of Wedekind et al.15 where carrier gas has been used as a thermostat, when the correction
factor of the classical nonisothermal nucleation theory4 is used with the standard kinetic
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Berendsen and Langevin thermostats (Zhukhovitskii)
No cluster thermostat (Zhukhovitskii)
Berendsen (Napari et al.)
FIG. 5. Ratio between the nucleation rate from the MD of Zhukhovitskii26 and the nucleation
rate obtained by MC data (circles and squares) and Napari et al.20 (a cross). Thermostatting of
the system is treated either with separate Berendsen thermostat for the monomers and Langevin
thermostat for the clusters (circles), only monomers are thermostatted with Berendsen thermostat
(squares) or the whole system is thermostatted with Berendsen thermostat (a cross).
scheme. The standard kinetic scheme predicts the nucleation rate within a factor of two,
and to our knowledge this is currently the most accurate test of the scheme since the work
of cluster formation is calculated with MC method where the interaction between atoms is
identical to the MD simulations.
MD simulations performed with more artificial thermostats (velocity scaling, Berendsen,
Langevin and Nosé-Hoover) yield nucleation rates even further away from the MC-based
results. The discrepancy increases when the nucleating vapour decreases. In some cases
the difference can exceed the maximal factor predicted by the nonisothermal theory. These
thermostats do not completely thermalize the system, since most of them remove or add
heat equally from/to all atoms, although only the atoms bound to clusters heat up or cool
down in the cluster formation or decay processes7,15. However, the sources of disagreement
can also be assumptions in the standard kinetic approach such as that work of the cluster
formation can be described by a thermodynamical formula and that the clusters in the
metastable equilibrium and nucleating vapour have equivalent structure. These assumptions
have already been questioned in literature20,29,59,63.
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SUPPLEMENTARY MATERIAL
See supplementary material for the derivation of the vapor-cluster interaction.
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