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Abstract
In this paper, we establish a super Frobenius formula for the characters of Iwahori-Hecke algebras.
We define Hall-Littlewood supersymmetric functions in a standard manner to make supersymmetric
functions from symmetric functions, and investigate some properties of supersymmetric functions.
Based on Schur-Weyl reciprocity between Iwahori-Hecke algebras and the general quantum super
algebras, which was obtained in [8], we derive that one of several types of Hall-Littlewood supersym-
metric functions, up to constant, generates the values of the irreducible characters of Iwahori-Hecke
algebras at the elements corresponding to cycle permutations. Our formula in this article includes
both the ordinary quantum case (n = 0) that was obtained in [10] and the classical super case (q→1).
1 Introduction
The Frobenius formula is one of powerful methods to compute the irreducible characters of symmetric
groups. It is based on Schur-Weyl reciprocity; there are actions of symmetric groups and of general
linear groups which generate the full centralizer of each other. Schur-Weyl reciprocity has been extended
to various groups and algebras up to the present. Among them, two remarkable extensions for us are
the super type extension ([2],[12]) and the quantum type one ([4]). In our paper [8], we established
Schur-Weyl reciprocity between the Iwahori-Hecke algebra HQ(q),r(q) and the quantum super algebra
Uσq
(
gl(m,n)
)
, which unifies Schur-Weyl reciprocity of super type and that of quantum type. In [10], Ram
gave a (ordinary) Frobenius formula for the characters of the Iwahori-Hecke algebras of type A, which
is based on the Schur-Weyl reciprocity between the Iwahori-Hecke algebra of type A and the quantum
enveloping algebra of gln that was given in [4]. An extension of Frobenius formula to Ariki-Koike algebras,
that are Hecke algebras associated to complex reflection groups G(r, 1, n), is found in [13]. In this paper,
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we give a super Frobenius formula for the characters of the Iwahori-Hecke algebras of type A that extends
the result of Ram.
As in the Macdonald’s book [6], symmetric functions play a crucial role in the representation theory of
symmetric groups. Especially, the transition matrixM(p, s) from power sum functions to Schur functions
is the character table of the symmetric group. Combinatorial rules to compute character values such as
Murnaghan-Nakayama formula have been given by making use of properties of symmetric functions. On
the other hand, various generalizations of symmetric functions are defined until now. Hall-Littlewood
functions are symmetric functions with one parameter which intermediate between monomial symmetric
functions and Schur functions. Among several types of Hall-Littlewood functions, The one which is
denoted by qλ(x, q) yields the Frobenius formula for the characters of the Iwahori-Hecke algebra ([10]).
In order to give a super Frobenius formula for the Iwahori-Hecke algebra, we define the Hall-Littlewood
supersymmetric functions Pλ(x/y; q) and qλ(x/y, q) and investigate some properties of them in section 2.
Let x = (x1, x2, . . ., xm) and y = (y1, y2, . . ., yn) be commutative variables. Using a partition of unity in
HQ(q),r(q), that is a complete set of orthogonal minimal idempotents which is specialized to a partition
of unity in C[Sr], we derive that the trace of the product of πr(h)∈Aq and Dr∈Bq is R.H.S. of the super
Frobenius formula (Definitions of πr,Aq, Dr,Bq are given in section 3).
Theorem 4.4. For any h∈HQ(q)(x,y),r(q),
tr(Drπr(h)) =
∑
λ⊢r
χλ(h)sλ(x/y),
where χλ is the irreducible character of HQ(q)(x,y),r(q) corresponding to λ.
We investigate L.H.S. of Theorem 4.4 in section 5. We obtain that when h is the element Tγk of
HQ(q)(x,y),r(q) corresponding to the cycle permutation of length k, L.H.S. coincides with qk(x/y; q
−2) up
to constant.
Theorem 5.3.
tr
(
Dkπk(Tγk)
)
=
qk
q − q−1
qk(x/y; q
−2).
Finally, for the product Tγµ = Tγµ1Tγµ2 · · ·Tγµl where µ = (µ1, µ2, . . .)⊢r, we have
Theorem 5.5. For µ⊢r,
q|µ|
(q − q−1)l(µ)
qµ(x/y; q
−2) =
∑
λ⊢r
χλ(Tγµ)sλ(x/y).
Though not all the values of characters can be computed by Theorem 5.5, owing to our version of
Ram’s result
Theorem 5.6 ([10], Theorem 5.1). For each Tσ, σ∈Sr, there exists a Z[q, q
−1] linear combination
cσ =
∑
µ⊢r
aσµTγµ ,
2
aσµ∈Z[q, q
−1], such that χ(Tσ) = χ(cσ) for all characters χ of HQ(q),r(q),
shows that any character of HQ(q),r(q) is determined by its values on the elements Tγµ .
Our result extends [10], and may yield new combinatorial rules for computing the irreducible char-
acters of Iwahori-Hecke algebras. Moreover, as we have pointed out in [8], the super version of the
representation theory of the symmetric group and the Iwahori-Hecke algebra are more suitable to de-
scribe the representation theory of the alternating group and its q-analogue. Our result will be used to
derive a Frobenius formula for the q-analogue of the alternating group which was defined in [7].
2 Preliminaries on supersymmetric functions
Symmetric functions, besides their own interest, play important roles in various areas in mathematics.
Particularly, the relation between symmetric functions and the representation theory is intimate. In
this section, we will give supersymmetrizations of various classes of symmetric functions and investigate
relationships between them. The basic reference of symmetric functions and supersymmetric functions is
Macdonald’s book [6]. We will follow [6] with respect to our notation about symmetric functions unless
otherwise stated.
We denote by Sm the symmetric group of order m!. Let Λm = Z[x1, x2, . . ., xm]
Sm be the ring of
symmetric functions of m variables and (Λm)Q = Λm⊗ZQ. One can define an involution
ω : Λm−→Λm
by ω(er) = hr. Then, as [6],I,(2.13),(3.8), ω(pr) = (−1)
r−1pr and ω(sλ) = sλ′ hold. Let x =
(x1, x2, . . .xm) be m variables and y = (y1, y2, . . .yn) n variables. We denote by f(x, y) a symmetric
function f(x1, x2, . . ., xm, y1, y2, . . ., yn)∈Λm+n for abbreviation. According to [6],I.3,ex.23, we set
Ex/y(t) =
m∏
i=1
(1 + xit)
/ n∏
j=1
(1 + yjt). (2.1)
The elementary supersymmetric functions ek(x/y) (k≥0) is defined by
Ex/y(t) =
∑
k≥0
ek(x/y)t
k. (2.2)
From (2.1),(2.2), ek(x/y) is a polynomial in x = (x1, x2, . . .xm) and y = (y1, y2, . . ., yn), symmetric in
each set of variables separately. We denote by Λm,n the ring of polynomials in x1, x2, . . .xm, y1, y2, . . .yn,
which are separately symmetric in x′s and y′s, namely
Λm,n = Z[x1, x2, . . ., xm]
Sm⊗ZZ[y1, y2, . . ., yn]
Sn .
We also denote by (Λm,n)Q = Λm,n⊗ZQ. ω can be regarded as an involution on Λm,n which acts on each
3
factor of Z[x1, x2, . . ., xm]
Sm⊗ZZ[y1, y2, . . ., yn]
Sn as ω. One can deduce from (2.1),(2.2) that
ek(x/y) =
∑
i+j=k
(−1)jei(x)hj(y) ([6],I.3, ex.23)
=
∑
i+j=k
ei(x)hj(−y)
Let ωy be the involution ω acting on symmetric functions of y variables. Then, ek(x/y) is obtained from
ωyek(x, y) by replacing each yi by −yi. For each partition λ, supersymmetric Schur function sλ(x/y) is
defined by
sλ(x/y) = det
(
eλ′i−i+j(x/y)
)
1≤i,j≤l
where l = l(λ′). We readily see that
ek(x/y) = s(1k)(x/y)
By making use of the equations
ωsλ/µ(x) = sλ′/µ′(x) ([6],I,(5.6)),
sλ(x, y) =
∑
µ⊂λ
sµ(x)sλ/µ(y) ([6],I,(5.9)),
and ωy, one can obtain
sλ(x/y) =
∑
µ⊂λ
(−1)|λ−µ|sµ(x)sλ′/µ′(y) ([6],I.5, ex.23(1))
=
∑
µ⊂λ
sµ(x)sλ′/µ′(−y).
(2.3)
In a similar manner to (2.1), we define Hx/y(t) to be
Hx/y(t) =
m∏
i=1
(1− xit)
−1
n∏
j=1
(1− yjt) (2.4)
and the completely supersymmetric functions hk(x/y) (k≥0) to be
Hx/y(t) =
∑
k≥0
hk(x/y)t
k. (2.5)
One can deduce from (2.4),(2.5) that
hk(x/y) =
∑
i+j=k
hi(x)ej(−y) = ek(−y/− x).
Moreover, applying ω to hk(x/y), we have
ωhk(x/y) =
∑
i+j=k
ωhi(x)ωej(−y) =
∑
i+j=k
ei(x)hj(−y) = ek(x/y) = s(1k)(x/y).
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Hence we obtain
hk(x/y) = ωs(1k)(x/y) = s(k)(x/y).
We may also define the power sum supersymmetric functions pk(x/y) (k≥1) as follows.
pk(x/y) = ωypk(x,−y)
= pk(x) + (−1)
k−1pk(−y)
= pk(x)− pk(y)
In the same way as [6],I,(2.10), we obtain the following relation for the generating function Px/y(t).
Px/y(t) =
∑
r≥1
pr(x/y)t
r−1
=
∑
r≥1
m∑
i=1
xri t
r−1 −
∑
r≥1
n∑
i=1
yri t
r−1
=
m∑
i=1
xi
1− xit
−
n∑
i=1
yi
1− yit
=
m∑
i=1
d
dt
log
1
1− xit
−
n∑
i=1
d
dt
log
1
1− yit
=
d
dt
log
m∏
i=1
(1− xit)
−1
n∏
j=1
(1− yjt)
=
d
dt
logHx/y(t) =
H ′x/y(t)
Hx/y(t)
.
Thus, we have
Hx/y(t) = exp
(∑
r≥1
pr(x/y)
tr
r
)
=
∏
r≥1
exp
(
pr(x/y)
tr
r
)
=
∏
r≥1
∑
mr≥0
(
pr(x/y)t
r
)mr
mr!rmr
,
where mi is the number of appearances of i in λ1, λ2, . . ., λl(λ). Let λ? =
∏
i≥1 i
mimi!. Then
Hx/y(t) =
∑
λ
pλ(x/y)
λ?
t|λ|
summed over all partitions λ. On the other hand,
Hx/y(t) =
∑
k≥0
hk(x/y)t
k,
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so we can conclude that
hk(x/y) =
∑
λ⊢k
pλ(x/y)
λ?
. (2.6)
We notice er(x/y) and hr(x/y) are defined to be zero if r < 0.
By an analogy of the case of symmetric functions, we will use the following equation later to give a
super version of the Frobenius formula for the characters of Iwahori-Hecke algebras.
Theorem 2.1 (Super Jacobi-Trudi formula,[11],(1.9)). Let λ⊢r. Then
sλ(x/y) = det[hλi−i+j(x/y)]1≤i,j≤r
In [11], the above formula is given for the hook-Schur function
HSλ(x; y) =
∑
µ⊂λ
sµ(x)sλ′/µ′(y),
which is different from sλ(x/y) slightly. But replacing y with −y, Theorem 2.1 is obtained from [11]
immediately. Super Jacobi-Trudi formula is also found in [9].
Let Λrm,n be the subspace of Λm,n consisting of r homogeneous polynomials. For arbitrary r∈N, we
define a map ψ from Sr to Λ
r
m,n as follows.
ψ(w) = pρ(w)(x/y) = pρ1(x/y)pρ2(x/y)· · ·pρl(ρ)(x/y)
where ρ(w) = (ρ1, ρ2, . . .ρl(ρ)) is the cycle type of w. Let v×w∈Sr1×Sr2 . Then v×w can be embedded
in Sr1+r2 in many ways. Nevertheless, for the same reason as in I.7 in [6], we have
ψ(v×w) = ψ(v)ψ(w).
In general, for functions f, g on a finite group G which values in a commutative Q-algebra, the scalar
product of f and g is defined by
〈f, g〉 =
1
|G|
∑
x∈G
f(x)g(x−1).
Let Irr(G) be a basic set of irreducible C-characters of G and ch(C[G]) = ⊕ζ∈ IrrZζ the Z-module of
virtual characters. For fi∈ Irr(Sri) (i = 1, 2), we define f1·f2∈ ch(C[Sr1+r2 ]) to be
f1·f2 = ind
Sr1+r2
Sr1×Sr2
(f1×f2) (2.7)
Then, as in [6],I.7, the Z-module
ch(C[S]) =
⊕
r≥0
ch(C[Sr])
has a ring structure with the product (2.7). By an analogy of the characteristic map as in [6],I.7, we
define a Z-linear map
sch : ch(C[S])−→(Λm,n)C = Λm,n⊗C
6
to be
sch(f) = 〈f, ψ〉
Sr
=
1
r!
∑
w∈Sr
f(w)ψ(w) =
∑
µ⊢r
f(µ)
pµ(x/y)
µ?
,
where f(µ) is the value of f at elements of cycle type µ. Using Frobenius reciprocity, we obtain
sch(f1·f2) = 〈 ind
Sr1+r2
Sr1×Sr2
(f1×f2), ψ〉Sr1+r2
= 〈(f1×f2), res
Sr1+r2
Sr1×Sr2
(ψ)〉
Sr1×Sr2
=
1
|Sr1 ||Sr2 |
∑
v×w∈Sr1×Sr2
(f1×f2)(v×w)ψ(v×w)
=
1
|Sr1 ||Sr2 |
∑
v∈Sr1 ,w∈Sr2
f1(v)f2(w)ψ(v)ψ(w)
= 〈f1, ψ〉Sr1
〈f2, ψ〉Sr2
= sch(f1) sch(f2).
Therefore sch is a ring homomorphism.
Proposition 2.2.
sλ(x/y) =
∑
µ⊢r
χλ(µ)
pµ(x/y)
µ?
,
where χλ is the irreducible character of C[Sr] corresponding to λ.
Proof. Let ηr be the identity character of Sr and ηr = 0 if r < 0. Then by (2.6),
sch(ηr) =
∑
µ⊢r
pµ(x/y)
µ?
= hr(x/y).
For λ = (λ1, λ2, . . ., λl)⊢r (l = l(λ)), let ηλ = ηλ1 ·ηλ2 ·· · ··ηλl be the character
ηλ = ind
Sr
Sλ1
×Sλ1×···×Sλl
(ηλ1×ηλ2×· · ·×ηλλl )
of Sr. Then we have sch(ηλ) = hλ(x/y). From [6],I,(7.4),(7.6)(i), χ
λ = det[ηλi−i+j ]1≤i,j≤r. Using
Theorem 2.1 one can deduce
sch(χλ) = det[hλi−i+j(x/y)]1≤i,j≤r = sλ(x/y),
while the definition of sch yields
sch(χλ) =
∑
µ⊢r
χλ(µ)
pµ(x/y)
µ?
.
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Let
vm(q) =
m∏
i=1
1− qi
1− q
and
vλ(q) =
l∏
i=1
vλi(q)
for λ = (λ1, λ2, . . .λm)⊢r, l(λ)≤m, (in which some of the λi may be zero). The Hall-Littlewood symmetric
function Pλ(x; q) for the variables x = (x1, x2, . . ., xm) is defined by ([6],III,(2.1))
Pλ(x; q) =
1
vλ(q)
∑
w∈Sm
w
(
xλ11 x
λ2
2 · · ·x
λm
m
∏
i<j
xi − qxj
xi − xj
)
.
Pλ(x; q) is defined to be zero if l(λ) > m. Pλ(x; q), l(λ)≤m constitute a basis of (Λm)Q(q) = Λm⊗ZQ(q).
Let ϕr(q) =
∏r
i=1(1− q
i) and
bλ(q) =
∏
i≥1
ϕmi(λ)(q),
where mi(λ) = #{j |λj = i}. Another Hall-Littlewood symmetric function Qλ(x; q) is defined by
([6],III,(2.11))
Qλ(x; q) = bλ(q)Pλ(x; q).
Pλ(x; q) and Qλ(x; q) are homogeneous of degree |λ|. Furthermore, two other symmetric functions qr(x; q)
and qλ(x; q) for a partition λ = (λ1, λ2, . . ., λl(λ)) are defined by
q0(x; q) = 1 = P0(x; q)
qr(x; q) = (1− q)P(r)(x; q) = (1− q)
m∑
i=1
xri
∏
j 6=i
xi − qxj
xi − xj
(r≥1),
qλ(x; q) =
l(λ)∏
i=1
qλi(x; q).
As in [6],III,(4.8), we may define a scalar product on (Λm)Q(q) by requiring that the bases (qλ(x; q)) and
(mλ(x)) be dual to each other:
〈qλ(x; q),mµ(x)〉 = δλ,µ
Then one can see
〈Pλ(x; q), Qλ(x; q)〉 = δλ,µ ([6],III,(4.9)).
The generating function Q(u) of qr(x; q) is
Q(u) =
∑
r≥0
qr(x; q)u
r =
m∏
i=1
1− xiqu
1− xiu
([6],III,(2.10)).
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In the similar manner as (2.1), we define a supersymmetric function qr(x/y; q)∈Λm,n as follows.
Qx/y(u) =
∑
r≥0
qr(x/y; q)u
r =
m∏
i=1
1− xiqu
1− xiu
n∏
j=1
1− yju
1− yjqu
.
From the definition of qr(x/y; q), we immediately have
qr(x/y; q) =
r∑
k=0
qk(x; q)qr−k(qy; q
−1) =
r∑
k=0
qr−kqk(x; q)qr−k(y; q
−1). (2.8)
In order to define the Hall-Littlewood supersymmetric functions, we shall give a definition of the skew
Hall-Littlewood symmetric functions Pλ/µ(x; q) according to [6],III,5. Pλ/µ(x; q) is a symmetric function
which is uniquely determined by
〈Pλ/µ(x; q), Qν(x; q)〉 = 〈Pλ(x; q), Qµ(x; q)Qν(x; q)〉 (2.9)
More constructive way of definition is as follows. For two partitions λ, µ such that λ−µ = θ is a horizontal
strip, let Jθ = {j∈N | θ
′
j < θ
′
j+1} and
ψλ/µ(q) =
∏
j∈Jθ
(1 − qmj(µ))
where mj(µ) = #{i |µi = j}. For general λ, µ, take a semi-standard tableau (it is called “column-strict
tableau” or simply “tableau” in [6]) T = (µ = λ0⊂λ1⊂· · ·⊂λl = λ) and set
ψT (q) =
l∏
i=1
ψλi/λi−1(q).
Then Pλ/µ(x; q) is defined by
Pλ/µ(x; q) =
∑
T
ψT (q)x
T
summed over all semi-standard tableau T of shape λ− µ.
Lemma 2.3. For 0 < k≤r,
P(r)/(k)(x; q) =
∑
ν⊢r−k
(1− q)l(ν)mν(x).
Proof. Let λ = (r) and µ = (k), and consider a semi-standard tableau T = (µ = λ0⊂λ1⊂· · ·⊂λl = λ).
In each ψλi/λi−1(q), we readily see that Jθ = {|λi−1|} and m|λi−1|(λi−1) = 1 if λi−1(λi and Jθ = φ if
λi−1 = λi. Therefore, for each semi-standard tableau T , ψT (q) = (1 − q)
#{i |λi−1(λi}. Summing up all
semi-standard tableaux, we obtain the equation.
Lemma 2.4.
P(r)/0(x; q) = P(r)(x; q),
P(r)/(r)(x; q) = 1
P(r)/(k)(x; q) = (1− q)P(r−k)(x; q) (0 < k < r).
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Proof. The first equation is direct consequence of (2.9). The second is obtained from Lemma 2.3. For
the third, we use [6],III.2,Ex.3,
P(r)(x; q) =
r−1∑
i=0
(−q)is(r−i,1i)(x).
Since the transition matrix M(s,m) equals to (Kλµ) consisting of Kostka numbers, the numbers of
semi-standard tableaux of shape λ and weight µ, we have
P(r−k)(x; q) =
r−k−1∑
i=0
(−q)i
∑
ν⊢r−k
K(r−k−i,1i) νmν(x).
By [6],I.6,Ex.2(b),
K(r−k−i,1i) ν =
(
l(ν)− 1
i
)
.
So, observing that l(ν)− 1≤r − k − 1, and that if l(ν)− 1 < i then
(
l(ν)−1
i
)
= 0, we obtain
P(r−k)(x; q) =
∑
ν⊢r−k
l(ν)−1∑
i=0
(−q)i
(
l(ν)− 1
i
)
mν(x).
On the other hand, from Lemma 2.3,
P(r)/(k)(x; q) =
∑
ν⊢r−k
(1− q)l(ν)mν(x)
= (1 − q)
∑
ν⊢r−k
(1 − q)l(ν)−1mν(x)
= (1 − q)
∑
ν⊢r−k
{ l(ν)−1∑
i=0
(
l(ν)− 1
i
)
(−q)i
}
mν(x).
Lemma 2.5. For r≥1,
ωP(r)(x; q) = (−1)
r−1q−1P(r)(qx; q
−1)
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Proof. From (2.25), we have
ωP(r)(x; q) = ω
r−1∑
i=0
(−q)is(r−i,1i)(x)
=
r−1∑
i=0
(−q)is(r−i,1i)′(x)
=
r−1∑
i=0
(−q)is(i+1,1r−i−1)(x)
=
r−1∑
j=0
(−q)r−1−js(r−j,1j)(x)
= (−q)r−1
r−1∑
j=0
(−q)−js(r−j,1j)(x)
= (−q)r−1P(r)(x; q
−1)
= (−1)r−1q−1P(r)(qx; q
−1)
It is known ([6],III,(5.5’)) that
Pλ(x, y; q) =
∑
µ⊂λ
Pµ(x; q)Pλ/µ(y; q).
We define the Hall-Littlewood supersymmetric functions Pλ(x/y; q) to be
Pλ(x/y; q) = ωyPλ(x,−y; q) =
∑
µ⊂λ
Pµ(x; q)ωPλ/µ(−y; q). (2.10)
When q = 0, R.H.S. of (2.10) reduces to that of (2.3). Hence we obtain Pλ(x/y; 0) = sλ(x/y).
Proposition 2.6.
P0(x/y; q) = q0(x/y; q)
P(r)(x/y; q) =
1
1− q
qr(x/y; q) (r > 0).
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Proof. The first equation is obvious. From Lemma 2.4, Lemma 2.5 and (2.10), for r > 0 we have
P(r)(x/y; q) =
r∑
k=0
P(k)(x; q)ωP(r)/(k)(−y; q)
= ωP(r)/(0)(−y; q) +
r−1∑
k=1
P(k)(x; q)ωP(r)/(k)(−y; q) + P(r)(x; q)
= (−1)rωP(r)(y; q) +
r−1∑
k=1
P(k)(x; q)(−1)
r−k(1− q)ωP(r−k)(y; q) + P(r)(x; q)
= (−q)−1P(r)(qy; q
−1) +
r−1∑
k=1
P(k)(x; q)(1 − q
−1)P(r−k)(qy; q
−1) + P(r)(x; q)
=
1
1− q
qr(qy; q
−1) +
r−1∑
k=1
1
1− q
qk(x; q)qr−k(qy; q
−1) +
1
1− q
qr(x; q)
=
1
1− q
qr(x/y; q).
3 Iwahori-Hecke algebras and general quantum super algebras
In this section, we review the sign q-permutation representation of the Iwahori-Hecke algebra Hq of type
A ([8]), and the vector representation of the general quantum super algebra Uσq ([1],[8]).
Let R be a commutative domain with 1, and let q be an invertible element of R. The Iwahori-Hecke
algebra HR,r(q) of type A is an R-algebra generated by {Ti | i = 1, 2, . . . , r − 1} with the relations:
(H1) T 2i = (q − q
−1)Ti + 1 if i = 1, 2, . . . , r − 1,
(H2) TiTi+1Ti = Ti+1TiTi+1 if i = 1, 2, . . . , r − 2,
(H3) TiTj = TjTi if |i− j| > 1.
Let R = Z[q, q−1] be a polynomial ring over Z with indeterminates q±1, and K the quotient field of R.
Let M = ⊕m+nk=1 Rvk be a Z2-graded R-module of rank m+n. By Z2-graded, we mean that M is a direct
sum of two submodule M0 = ⊕
m
k=1Rvk and M1 = ⊕
m+n
k=m+1Rvk, and that for each homogeneous element
the degree map |·|
|v| =


0 if v∈M0,
1 if v∈M1,
is given.
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Let πr be the q-permutation representation of HR,r(q) on the tensor spaceM
⊗r. As defined in [8], πr
is given by πr(Ti) = Id
⊗i−1⊗T⊗ Id⊗r−i−1 (i = 1, 2, . . . , r− 1) where T is the operator on M⊗M defined
by
Tvk⊗vl =


(−1)|vk|(q + q−1) + q − q−1
2
vk⊗vl if k = l,
(−1)|vk||vl|vl⊗vk + (q − q
−1)vk⊗vl if k < l,
(−1)|vk||vl|vl⊗vk if k > l.
and Id is the identity operator on M . This representation πr is reduced to the (normal) q-permutation
representation of HR,r(q) with n = 0 and to the sign permutation representation of the symmetric group
Sr with q→1. For abbreviation, we denote Hq = HK,r(q) = K⊗RHR,r(q) and set V = K⊗RM . The
above action also defines a representation of Hq on V
⊗r.
Next, we define the quantum superalgebra Uσq
(
gl(m,n)
)
and its vector representation on the tensor
space V ⊗r according to [1]. Uσq
(
gl(m,n)
)
is a Hopf algebra obtained from the quantum superalgebra
Uq
(
gl(m,n)
)
, which is a Hopf superalgebra, by adding an involutive element σ.
Let P = ⊕b∈BZǫb be a free Z-module where B = B+∪B− with B+ = {1, . . . ,m} and B− = {m +
1, . . . ,m+ n}, and Π = {αi = ǫi − ǫi+1}i∈I a set of simple roots with the index set I = Ieven∪Iodd where
Ieven = {1, 2, . . . ,m − 1,m+ 1, . . . ,m + n − 1} and Iodd = {m}. We define a map p : I−→{0, 1} to be
such that
p(i) =


0 if i∈Ieven,
1 if i∈Iodd.
A Q-valued symmetric bilinear form on P (·, ·) : P×P−→Q is defined as follows.
(ǫa, ǫa′) =


1 if a = a′∈B+,
−1 if a = a′∈B−,
0 otherwise.
The set Π∨ = {hi|i∈I} of simple coroots is uniquely determined by the formula ℓi〈hi, λ〉 = (αi, λ) for any
λ∈P , where 〈·, ·〉 is the natural pairing 〈·, ·〉 : P ∗×P−→Z between P and P ∗ and
ℓi =


1 if i = 1, . . . ,m,
−1 if i = m+ 1, . . . ,m+ n− 1.
The quantized enveloping algebra Uσq
(
gl(m,n)
)
is the unital associative algebra over K with generators
qh(h∈P ∗), ei, fi(i∈I) and an additional element σ which satisfy the following defining relations:
(Q1) qh = 1 for h = 0,
(Q2) qh1qh2 = qh1+h2 for h1, h2∈P
∗,
(Q3) qhei = q
〈h,αj〉eiq
h for h∈P ∗ and i∈I,
(Q4) qhfi = q
−〈h,αj〉fiq
h for h∈P ∗ and i∈I,
(Q5) [ei, fj] = δij
qℓihi − q−ℓihi
qℓi − q−ℓi
for i, j∈I,
(Q6) σ2 = 1,
(Q7) qhσ = σqh for h∈P ∗,
(Q8) eiσ = (−1)
p(i)σei for i∈I,
(Q9) fiσ = (−1)
p(i)σfi for i∈I,
where [ei, fj ] means the supercommutator
[ei, fj ] = eifj − (−1)
p(i)p(j)fjei.
We assume further conditions (bitransitivity condition, see [5] p.19):
(Q10) If a∈
∑
i∈I Uq(n+)eiUq(n+) satisfies fia∈Uq(n+)fi for all i∈I, then a = 0,
(Q11) If a∈
∑
i∈I Uq(n−)fiUq(n−) satisfies eia∈Uq(n−)ei for all i∈I, then a = 0,
where Uq(n+) (respectively Uq(n−)) is the subalgebra of U
σ
q
(
gl(m,n)
)
generated by {ei|i∈I} (respectively
{fi|i∈I}). U
σ
q
(
gl(m,n)
)
is a Hopf algebra whose comultiplication △, counit ε, antipode S are as follows.
△(σ) = σ⊗σ,
△(qh) = qh⊗qh for h∈P ∗,
△(ei) = ei⊗q
−ℓihi + σp(i)⊗ei for i∈I,
△(fi) = fi⊗1 + σ
p(i)qℓihi⊗fi for i∈I,
ε(σ) = ε(qh) = 1 for h∈P ∗, ε(ei) = ε(fi) = 0 for i∈I,
S(σ) = σ, S(q±h) = q∓h for h∈P ∗,
S(ei) = −σ
p(i)eiq
ℓihi , S(fi) = −σ
p(i)q−ℓihifi for i∈I.
For the sake of abbreviation, we denote Uσq
(
gl(m,n)
)
by Uσq . The vector representation (ρ, V ) of U
σ
q on
Z2-graded vector space V = V0¯⊕V1¯ (recall that V0¯ = ⊕
m
i=1Rvi, V1¯ = ⊕
m+n
i=m+1Rvi) is defined by
ρ(σ)vj = (−1)
|vj |vj for j = 1, . . . ,m+ n,
ρ(qh)vj = q
〈h,ǫj〉vj for h∈P
∗, j = 1, . . . ,m+ n,
ρ(ej)vj+1 = vj for j = 1, . . . ,m+ n− 1,
ρ(fj)vj = vj+1 for j = 1, . . . ,m+ n− 1,
otherwise 0.
14
This representation can be extended to the representation on the tensor space V ⊗r. Let ρr be the map
from Uσq to EndK(V
⊗r) defined by
ρr(σ) = ρ(σ)
⊗r,
ρr(q
h) = ρ(qh)⊗r for h∈P ∗,
ρr(ei) =
N∑
k=1
ρ(σp(i))⊗k−1⊗ρ(ei)⊗ρ(q
−ℓihi)⊗r−k for i∈I,
ρr(fi) =
r∑
k=1
ρ(σp(i)qℓihi)⊗k−1⊗ρ(fi)⊗ Id
⊗r−k for i∈I.
Let △(1) = △ and set △(k) = (△⊗ Id⊗k−1)△(k−1) inductively. Then from the definition of △, we have
ρr(g) = ρ
⊗r ◦ △(r−1)(g) for g∈Uσq immediately.
Proposition 3.1 ([1] Proposition 3.1). ρr gives a completely reducible representation of U
σ
q on V
⊗r for
r≥1.
We denote πr
(
Hq
)
by Aq and ρr
(
Uσq
)
by Bq. In [8], we have shown that Aq and Bq are full centralizers
of each other in EndK V
⊗r. Namely,
Theorem 3.2 ([8] Theorem 4.4). EndBq V
⊗r = Aq and EndAq V
⊗r = Bq.
We denote by K the algebraic closure of K. We set H q = Hq⊗KK, U
σ
q = U
σ
q ⊗KK, Aq = Aq⊗KK,
Bq = Bq⊗KK. Then, πr
(
H q
)
= Aq and ρr
(
U
σ
q
)
= Bq as K-algebras of operators on V
⊗r
= (V⊗KK)
⊗r.
Let H(m,n; r) = {λ = (λ1, λ2, . . .)⊢r|λj≤n if j > m}. Diagrams of elements of H(m,n; r) are exactly
those contained by the (m,n)-hooks.
Theorem 3.3 ([8] Theorem 5.1). V
⊗r
=
⊕
λ∈H(m,n;r)Hλ⊗Vλ where,
Hλ (λ∈H(m,n; r)) are mutually non-isomorphic simple H q-modules,
Vλ (λ∈H(m,n; r)) are mutually non-isomorphic simple U
σ
q -modules.
In fact, Theorem 3.3 holds over K since it is known that K is a splitting field for Hq. Hence Hq is a
split semisimple K-algebra, and we do not need to take the algebraic closure.
4 Traces of the actions of Hq and U
σ
q
In this section, we introduce indeterminates x1, . . ., xm, y1, . . ., yn associated to the basis v1, . . ., vm+n and
consider the trace of the product of two operators Dr∈Bq and πr(h)∈Aq with h∈Hq, in the same manner
as in [10] or [13]. Using a partition of unity of Hq which has been given in [3] and [14] independently, we
obtain that the trace generates characters of Hq. Regarding C[Sr] as the specialization of Hq to 1, we
use same notations such as πr , χ
λ,etc., for C[Sr].
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Let K ′ = K(z1, z2, . . ., zm+n) be the field of rational functions on K. In the remainder of this paper,
we assume that Hq , U
σ
q , V , etc., are defined over K
′ and use the same notations such as Hq, U
σ
q , V , etc..
We notice that Proposition 3.1, Theorem 3,2, Theorem 3.3 are hold for K ′. Let
Ir,m+n =
{
i = (i1, i2, . . ., ir) | 1≤ik≤m+ n
}
I
+
r,m+n =
{
i = (i1, i2, . . ., ir) | 1≤ik≤m+ n, i1≤i2≤· · ·≤ir
}
and
Cr,m+n =
{
c = (c1, c2, . . ., cm+n) | ck≥0,
∑
ck = r
}
.
For i = (i1, i2, . . ., ir)∈Ir,m+n, we define c(i) = (c1, c2, . . ., cm+n) where k appears ck times in i1, i2, . . ., ir
for each k = 1, 2, . . .,m+ n. Clearly c maps Ir,m+n onto Cr,m+n. Let Ei∈EndK′ V (i = 1, 2, . . .m+ n)
be the projections,
Eivk = δikvk.
We set vi = vi1⊗vi2⊗· · ·⊗vir and
Ec =
∑
c(i)=c
Ei1⊗· · ·⊗Eir ,
for c∈Cr,m+n. Then Ec is the projection from V
⊗r to the subspace V ⊗r
c
which is defined by
V ⊗rc =
∑
c(i)=c
K ′vi.
By an easy calculation, we see that Ei⊗Ej +Ej⊗Ei (i, j = 1, 2, . . .,m+n) commute with T on V
⊗2. For
each term
Ei1⊗· · ·⊗Eik−1⊗Eik⊗Eik+1⊗Eik+2⊗· · ·⊗Eir
of Ec, there exists a term such that
Ei1⊗· · ·⊗Eik−1⊗Eik+1⊗Eik⊗Eik+2⊗· · ·⊗Eir
in Ec. Hence Ec commutes with the action of Hq , namely, Ec belongs to EndAq V
⊗r = Bq = ρr(U
σ
q ).
Let zc = zc11 z
c2
2 · · ·z
cm+n
m+n and define an operator Dr on V
⊗r by
Dr =
∑
c∈Cr,m+n
zcEc.
As mentioned above, we have Dr∈EndAq V
⊗r. In the same manner as in the proof of Lemma 3.5 in [10],
one can show:
Lemma 4.1 ([10] Lemma 3.5). For any idempotent p∈Hq, tr
(
Drπr(p)
)
is independent of q.
Let us define the specialization to a nonzero complex number t to be a ring homomorphism ϕt : R−→C
with the condition ϕt(q) = t. C becomes (C, R)-bimodule, with R acting from the right via ϕt. By
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the specialization ϕt, one has C⊗RHR,r(q)∼=HC,r(t), especially, if t = 1 then C⊗RHR,r(q)∼=C[Sr].
We denote by Mt = C⊗RM the specialization of M by ϕt. If t is a transcendental number, then
K∼=Q(t) as fields via Q-homomorphism q 7→ t. Therefore, we have K∼=Q(t)∼=C as fields. Let C′ =
C(z1, z2, . . ., zm+n). Then HC′,r(t) is a split semisimple C
′-algebra. We may assume that M1 is defined
over C′. We replace z1, z2, . . ., zm by x1, x2, . . ., xm and zm+1, zm+2, . . ., zm+n by −y1,−y2, . . .,−yn. Then
we have the following two lemmas in a similar way as in the proofs of Lemma 3.6 and Lemma 3.7 in [10].
Lemma 4.2. Let γr = s1s2· · ·sr−2sr−1∈Sr. Then
tr
(
Drπr(γr)
)
=
m∑
i=1
xri + (−1)
r−1
n∑
i=1
(−yi)
r = pr(x)− pr(y) = pr(x/y)
where Drπr(γr) is regarded as an operator on M
⊗r
1 .
Proof. Since
Drπr(γr)vi1⊗vi2⊗· · ·⊗vir = Dr(−1)
|vir |(|vi1 |+|vi2 |+···+|vir−1 |)vir⊗vi1⊗· · ·⊗vir−1 ,
the coefficient of vi1⊗vi2⊗· · ·⊗vir in Drπr(γr)vi1⊗vi2⊗· · ·⊗vir is as follows.
coef. =


xri1 if i1 = i2 = · · · = ir≤m
(−1)r−1(−yi1)
r if i1 = i2 = · · · = ir > m
0 otherwise.
Lemma 4.3. Let pλ be a minimal idempotent of C[Sr] corresponding to a simple left C[Sr]-module
indexed by λ⊢r. Then
tr
(
Drπr(pλ)
)
= sλ(x/y)
where sλ(x/y) is the supersymmetric Schur function.
Proof. Let zλ be the minimal central idempotent of C[Sr] indexed by λ, and χ
λ the character which is
afforded by C[Sr]pλ. zλ is given by
zλ =
dλ
r!
∑
σ∈Sr
χλ(σ)σ.
Let dλ be the degree of C[Sr]pλ. C[Sr] contains just dλ simple left C[Sr]-modules which are isomorphic
to C[Sr]pλ. Thus we have the following.
tr
(
Drπr(pλ)
)
=
1
dλ
tr
(
Drπr(zλ)
)
=
1
dλ
dλ
r!
∑
σ∈Sr
χλ(σ) tr
(
Drπr(σ)
)
.
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Let µ = (µ1, µ2, . . .µl)⊢r where l = l(µ) is the length of µ. We set cycle permutations as follows.
γµ1 = (1 2 . . . µ1)
γµ2 = (µ1 + 1µ1 + 2 . . . µ1 + µ2)
...
γµl = (µ1 + · · ·+ µl−1 + 1µ1 + · · ·+ µl−1 + 2 . . . r)
γµ = γµ1γµ2 · · ·γµl
Since χλ(σ) and tr
(
Drπr(σ)
)
depend only upon the cycle type µ of σ, they are constant on conjugacy
classes Cµ. Hence,
tr
(
Drπr(pλ)
)
=
1
r!
∑
µ⊢r
χλ(µ) tr
(
Drπr(γµ)
)
|Cµ|
=
1
r!
∑
µ⊢r
χλ(µ)
l(µ)∏
k=1
tr
(
Drπr(γµk)
)
|Cµ|
=
1
r!
∑
µ⊢r
χλ(µ)
l(µ)∏
k=1
pµk(x/y)|Cµ|
=
∑
µ⊢r
χλ(µ)
pµ(x/y)
µ?
.
From Proposition 2.2, we have tr
(
Drπr(pλ)
)
= sλ(x/y) as desired.
In the same way as in the proof of Theorem 3.8 in [10], we have
Theorem 4.4. For any h∈Hq,
tr(Drπr(h)) =
∑
λ⊢r
χλ(h)sλ(x/y),
where χλ is the irreducible character of Hq corresponding to λ.
Proof. Let {pλi |λ⊢r, i = 1, 2, . . ., dλ = dimVλ} be a partition of unity in Hq such that when we apply
the specialization ϕ1, p
λ
i are well-defined and yield a partition of unity in C[Sr]. Then we have
tr(Drπr(h)) =
∑
λ,µ⊢r
dλ∑
i=1
dµ∑
j=1
tr(Drπr(p
λ
i hp
µ
j ))
=
∑
λ,µ⊢r
dλ∑
i=1
tr(Drπr(p
λ
i hp
λ
i ))
=
∑
λ⊢r
dλ∑
i=1
hλii tr(Drπr(p
λ
i )),
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where hλii is the diagonal element of the representation matrix of h in the irreducible representation
corresponding to λ determined by this partition of unity. Thus by Lemma 4.3, we obtain
tr(Drπr(h)) =
∑
λ⊢r
dλ∑
i=1
hλiisλ(x/y)
=
∑
λ⊢r
χλ(h)sλ(x/y)
5 The super Frobenius formula for the characters of Hq
In this section, we compute tr(Drπr(h)) in detail. We shall show that when h is a product of elements
corresponding to cycle permutations, the trace coincides with a Hall-Littlewood supersymmetric function
up to constant. There is no notion of cycle type for elements of Hq in general, so not all character values
are given in this way. Nevertheless, by Ram’s result, any character of Hq is determined by its values on
elements corresponding to cycle permutations.
For i = (i1, i2, . . .ir)∈Ir,m+n, we define cardinalities of subsets of {i1, i2, . . .ir} as follows.
N0(i) = #{j|ij≤m}, N
1(i) = #{j|ij > m},
E0(i) = #{j|ij = ij+1, ij≤m}, E
1(i) = #{j|ij = ij+1, ij > m}, E(i) = E
0(i) + E1(i),
L0(i) = #{j|ij < ij+1, ij≤m}, L
1(i) = #{j|ij < ij+1, ij > m}, L(i) = L
0(i) + L1(i).
Let Tγr = Ts1Ts2 · · ·Tsr−1 . Using above notations we obtain:
Proposition 5.1. For 1≤k≤r, the trace of Dkπk(Tγk) on V
⊗k is given by
tr
(
Dkπk(Tγk)
)
=
∑
i∈I +
k,m+n
(−1)E
1(i)qE
0(i)−E1(i)(q − q−1)L(i)zi1zi2 · · ·zik
Proof. We prove by induction on k. If k = 1, then Tγ1 = 1, so the statement holds obviously. Now
assume k > 1. We consider Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik case-by-case depending on the relation between
ik−1 and ik.
case 1 : ik−1 > ik
Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik−1⊗vik = (−1)
|vik−1 ||vik |Dkπk(Tγk−1)vi1⊗vi2⊗· · ·⊗vik⊗vik−1
Since πk(Tγk−1) acts on the first k − 1 factors and ik−1 6=ik, the coefficient of vi1⊗vi2⊗· · ·⊗vik−1⊗vik in
Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik is zero.
case 2 : ik−1 < ik
Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik−1⊗vik = (−1)
|vik−1 ||vik |Dkπk(Tγk−1)vi1⊗vi2⊗· · ·⊗vik⊗vik−1
+ (q − q−1)Dkπk(Tγk−1)vi1⊗vi2⊗· · ·⊗vik−1⊗vik
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For the same reason as case 1, the coefficient of vi1⊗vi2⊗· · ·⊗vik−1⊗vik in the first term is zero. While
the one in the second term equals to the coefficient of vi1⊗vi2⊗· · ·⊗vik−1 in (q− q
−1)zikDk−1πk−1(Tγk−1)
vi1⊗vi2⊗· · ·⊗vik−1 .
case 3 : ik−1 = ik
Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik−1⊗vik =
(−1)|vik |(q + q−1) + (q − q−1)
2
Dkπk(Tγk−1)vi1⊗vi2⊗· · ·⊗vik−1⊗vik
Thus the coefficient of vi1⊗vi2⊗· · ·⊗vik in Dkπk(Tγk)vi1⊗vi2⊗· · ·⊗vik equals to that of vi1⊗vi2⊗· · ·⊗vik−1
in qzikDk−1πk−1(Tγk−1) vi1⊗vi2⊗· · ·⊗vik−1 if ik≤m and to that of vi1⊗vi2⊗· · ·⊗vik−1 in −q
−1zikDk−1
πk−1(Tγk−1)vi1⊗vi2⊗· · ·⊗vik−1 if ik > m.
By induction, the assertion follows as desired.
Replacing z1, z2, . . ., zm by x1, x2, . . ., xm and zm+1, zm+2, . . ., zm+n by −y1,−y2, . . .,−yn, we obtain
tr
(
Dkπk(Tγk)
)
=
∑
i∈I +
k,m+n
(−1)E
1(i)qE
0(i)−E1(i)(q − q−1)L(i)zi1zi2 · · ·zik
=
∑
i∈I +
k,m+n
qE
0(i)(q − q−1)L
0(i)zi1 · · ·ziN0(i)(−q
−1)E
1(i)(q − q−1)L
1(i)ziN0(i)+1 · · ·zik
=
∑
µ⊢k
(−q−1)|µ|−l(µ)(q − q−1)l(µ)−1mµ(−y)
+
k−1∑
j=1
{∑
λ⊢j
q|λ|−l(λ)(q − q−1)l(λ)mλ(x)
∑
µ⊢k−j
(−q−1)|µ|−l(µ)(q − q−1)l(µ)−1mµ(−y)
}
+
∑
λ⊢k
q|λ|−l(λ)(q − q−1)l(λ)−1mλ(x)
Let
q˜k(x; q) = q
k
∑
λ⊢k
(q − q−1
q
)l(λ)
mλ(x) if k > 0,
and q˜0(x; q) = 1. Since mλ(x1, . . ., xm) = 0 if l(λ) > m, q˜k(x1, . . ., xm; q) = 0 if m = 0 and k > 0. From
definition of q˜k(x; q), one can describe the trace as follows.
tr
(
Dkπk(Tγk)
)
=
1
q − q−1
k∑
j=0
q˜j(x; q)q˜k−j(−y;−q
−1). (5.1)
Considering the generating function of q˜r(x; q), we obtain the relation between q˜r(x; q) and qr(x; q) as
follows.
Lemma 5.2.
q˜r(x; q) = qr(qx; q
−2) = qrqr(x; q
−2)
This equations are found in [10],Theorem4.13 and [13],(6.11.3) in slightly different forms, but essentially
the same.
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Proof. Consider the generating function of q˜r(x; q).
∑
r≥0
q˜r(x; q)u
r =
∑
r≥0
qrur
{∑
µ⊢r
(q − q−1
q
)l(µ)
mµ(x)
}
=
m∏
i=1
(q − q−1
q
·
1
1− quxi
−
q − q−1
q
+ 1
)
=
m∏
i=1
1− q−1uxi
1− quxi
=
m∏
i=1
1− q−2qxiu
1− qxiu
=
∑
r≥0
qr(qx; q
−2)ur
=
∑
r≥0
qrqr(x; q
−2)ur
Thus the equalities hold.
Theorem 5.3.
tr
(
Dkπk(Tγk)
)
=
qk
q − q−1
qk(x/y; q
−2)
Proof. From (5.1) and Lemma 5.2, we obtain
tr
(
Dkπk(Tγk)
)
=
1
q − q−1
k∑
j=0
q˜j(x; q)q˜k−j(−y;−q
−1)
=
1
q − q−1
k∑
j=0
qj(qx; q
−2)qk−j(q
−1y; q2).
On the other hand, by (2.8), we have
qk(x/y; q
−2) =
k∑
j=0
qj(x; q
−2)qk−j(q
−2y; q2)
=
k∑
j=0
qj(x; q
−2)qj−kqk−j(q
−1y; q2)
= q−k
k∑
j=0
qj(qx; q
−2)qk−j(q
−1y; q2).
This completes the proof.
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A finite sequence α = (α1, α2, . . ., αl) of positive integers which satisfy α1 + α2 + · · ·+ αl = r is said
to be a composition of r and denote by α|=r. We set cycle permutations for α as follows.
γα1 = (1 2 . . . α1)
γα2 = (α1 + 1α1 + 2 . . . α1 + α2)
...
γαl = (α1 + · · ·+ αl−1 + 1α1 + · · ·+ αl−1 + 2 . . . r)
γα = γα1γα2 · · ·γαl
Then one can readily see that Tγα = Tγα1Tγα2 · · ·Tγαl .
Proposition 5.4.
tr
(
Drπr(Tγα)
)
=
l∏
i=1
tr
(
Dαiπαi(Tγαi )
)
Proof. It is sufficient to prove for l = 2. Let Tγα = Tγα1Tγα2 . Tγα1 and Tγα2 act only on vi1⊗vi2⊗· · ·⊗viα1
and viα1+1⊗viα1+2⊗· · ·⊗viα1+α2 respectively. Therefore,
Drπr(Tγα1Tγα2 )vi1⊗vi2⊗· · ·⊗vir =
(
Dα1πα1(Tγα1 )vi1⊗vi2⊗· · ·⊗viα1
)
⊗
(
Dα2πα2(Tγα2 )viα1+1⊗viα1+2⊗· · ·⊗viα1+α2
)
.
Thus we have proved the assertion.
Theorem 5.5. For µ⊢r,
q|µ|
(q − q−1)l(µ)
qµ(x/y; q
−2) =
∑
λ⊢r
χλ(Tγµ)sλ(x/y)
Proof. The assertion follows from Theorem 5.3 and Proposition 5.4.
By Theorem 5.1 in [10], with a slight change for our version, we obtain that any character of Hq is
determined by its values on Tγµ , µ⊢r.
Theorem 5.6 ([10],Theorem 5.1). For each Tσ, σ∈Sr, there exists a Z[q, q
−1] linear combination
cσ =
∑
µ⊢r
aσµTγµ ,
aσµ∈Z[q, q
−1], such that χ(Tσ) = χ(cσ) for all characters χ of Hq.
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