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1. INTRoOUCTI~N 
The bending of an elastic beam with simply-supported ends under an 
external force e(x) is described by the boundary-value problem 
d4u 
7 = e(x), 
dx 
o<x< 1, 
u(o)=u(l)=u”(o)=u”(l)=o. 
(1.1) 
Usmani 163 proved that the linear boundary-value problem 
4 
2 + g(x)u = 4x1, O<x<l, 
(1.2) 
u(0) = u( 1) = u”(0) = u”(1) = 0, 
where g(x), e(x) are given real-valued continuous functions on [0, 11, has 
exactly one solution provided inf,j(x) = -ye > - x4. This result has now 
been extended by the author [ 1 ] to the nonlinear boundary-value problem 
2 + f(u)u’ + g(x, 24, u’, u”) = e(x), o<x< 1, 
(1.3) 
u(0) = u( 1) = u”(0) = u”( 1) = 0, 
wheref: R + R is a given continuous function, g: [0, 1 ] x R x R x R -+ R, is 
a given function satisfying Caratheodory’s conditions and e(x) E L’[O, 1 J. 
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Usmani [6] noted that the boundary-value problem 
d4u -- 
dx4 
7T4u = 0, O<x<l, 
(1.4) 
u(0) = u(1) = u”(0) = u”( 1) =o, 
does not have a unique solution since u = C sin xx, for C an arbitrary con- 
stant, is a solution of (1.4). Now, the eigenvalues of the linear-eigenvalue 
problem, 
d4u 
- = Au, 
dx4 
o<x< 1, 
u(0) = u( 1) = u”(0) = ,“( 1) = 0, 
(1.5) 
are given by I = n4z4, n = 1, 2, . . . . The purpose of this paper is to study the 
following nonlinear analogue of the boundary-value problem for the 
bending of an elastic beam which is simply supported at both ends and is 
at resonance: 
d4u 
- - 7r4u + g(x, u) = e(x), 
dx4 
O<x<l, 
(1.6) 
u(0) = u( 1) = u”(0) = u”( 1) = 0, 
where g: [0, l] x R -+ R satisfies Caratheodory’s conditions and 
e(x)~,!,‘[O, l] with jh ( ) e x sm 71.x dx = 0. We show that (1.6) has at least 
one solution if g(x, u)u B 0 for all x in [0, l] and u in R. We also show 
that (1.6) has a unique solution if g(x, u) is strictly increasing in u for every 
x in [0, 11 and jh g(x, 0) sin ICX dx = 0. 
We also study the boundary value problem 
- 2 + n4u + g(x, u) = e(x), O<x<l, 
(1.7) 
u(0) = u( 1) = u”(0) = u,( 1) = 0. 
We obtain the existence of a solution for (1.7) when e(x) E L’[O, l] with 
j: e(x) sin 7(x dx = 0 and g(x, u) satisfies the supplementary conditions 
g(x, u)u 2 0 for all x in [0, l] and u in R, (1.8) 
and there is a constant j? B 0 such that 
lim sup 
IUI -a 
gq=p<l5~4, (1.9) 
uniformly for x in [0, l] 
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We show that (1.7) has a unique solution when e(x)~,!,‘[O, l] with 
l; e(x) sin zx dx = 0 and g satisfies the following conditions: 
(i) g(x, U) is strictly increasing in u for every x in [0, l] and 
(ii) there is a constant 0 < /? < 157~~ such that 
Mx, u1) - g(x, %))(% - u2) 2 f (g(x, u,)- g(x, u*))*v (1.10) 
for all x in [0, 1 ] and ul, u2 in R. 
2. EXISTENCE THEOREMS 
Let X, Y denote the Banach spaces X= C[O, 11, Y = L’[O, l] with their 
usual norms and let H denote the Hilbert space L2[0, 11. Let Y, be the 
subspace of Y spanned by the function sin nx; i.e., 
Y, = {uE YIu(x)=asinrrx a.e. for some MER}, (2.1) 
and let Y, be the subspace of Y such that Y = Y1 @ Y,. (Here and in the 
following @ denotes direct sum.) We note that for UE Y we can write 
u(x) = u(x) - 2 j: u(t) sin nt dt) sin rcx 
+ 2 1: u(t) sin 7-d dt) sin XX, (2.2) 
XE [0, 11. We define the canonical projection operators P: Y + Y,; 
Q: Y + Y, by 
P(u) = u(x) - 
( 
2 I,’ u(t) sin Irt dt) sin XX, 
Q(u) = (2 Jo1 u(t) sin nt dt) sin rrx, 
(2.3) 
for u E Y. Clearly, Q = I- P, where Z denotes the identity mapping on Y, 
and the projections P and Q are continuous. Now let X2 = Xn Y2. Clearly 
X2 is a closed subspace of X. Let X, be the closed subspace of X such that 
X=X, OX,. We note that P(X)cX,, Q(X) cX2 and the projections 
P 1 X: X+ X,, Q IX: X+ X2 are continuous. Similarly, we obtain H = 
H, @ H, and the continuous projections P 1 H: H -+ H,, Q 1 H: H + H,. In 
the following, A’, Y, H, P, Q, etc., will refer to Banach spaces, Hilbert space 
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and the projections as defined above and we shall not distinguish between 
P, P 1 X, P 1 H (resp. Q, Q I X, Q I H) and depend on the context for proper 
meaning. 
Also for u E X, v E Y let (u, v) = Jh U(X) V(X) dx denote the duality pairing 
between X and Y. We note that for u E X, v E Y so that u = Pu + Qu, 
v = Pv + Qv, we have 
(u, 0) = (Pu, Pv) + (Qu, Qv,. (2.4) 
Define a linear operator L: D(L) c X + Y by setting 
D(L)= {UEXIU’, u”, U”‘EAC[O, 11, 
u(0) = u( 1) = U”(0) = U”( 1) = 0) (2.5) 
and for u E D(L), 
Lu=gn4M. W), 
(Here AC[O, l] denotes the space of real valued absolutely continuous 
functions on [0, 11.) Now, for u E D(L), we see using Fourier series and 
Parseval’s identity that 
(Lu,u)=j~~udx-n4j’u’dx=j1~“‘n’j1u’~0. (2.6) 
0 0 0 
LEMMA 2.1. For KEYS, i.e., h~L’[0,1] with IAh(t)sinntdt=O, the 
linear boundary value problem 
d4u 
- - 7c4u = h(x), 
dx4 
O<x<l, 
(2.7) 
u(0) = u( 1) = u”(0) = uU( 1) = 0 
has a unique solution u(x) with 1; u(x) sin ‘IIX dx = 0. 
Proof. For x E [0, 1 ] define 
vl(x) = einx 
i 
u’ h(t) ecint dt, 
i 
x 
v2(x) = eCinx v,(t) ein’ dt, 
0 
v3(x) = enx i 
: v2(t) ecn’ dt, 
v(x) = eenx 
i 
x u,(t) en’ dt. 
0 
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Then u(x) = c,enx+ c2e-nx + c3elRX + c4epinx + u(x) is such that RZ(u(x)) is 
a general solution of the equation (d4u/dx4) - rr4u = h(x). 
Next we compute c, , c2, c3, c4 using the boundary conditions u(0) = 
u(1) = u”(0) = u”(i) =0 and the condition j’h U(X) sin XX dx=O. Now 
u(O) = u”(0) = 0 give 
Cl +c, =c3 +c, =o, (2.8) 
and u( 1) = u”( 1) = 0 give 
c,en+c2eC”-- c3 -c4 +u(l)=O, (2.9) 
in view of the assumption Jh h(t) sin nt dt = 0. It is now easy to compute c,, 
c29 c3, c4 uniquely from (2.8), (2.9) and the equation sh U(X) sin XX dx = 0 
to get Rl(u(x)) as the unique solution for (2.7). 1 
Let, now, for eE Yr, i.e., eeL.‘[O, l] with j: e(x) sin rtx dx=O, u =Ke 
denote the unique solution of the problem 
d4u 
- - n4u = e(x), 
dx4 
O<x<l, 
u(0) = u( 1) = u”(0) = u”( 1) = 0, 
such that sh U(X) sin rcx dx= 0. It is immediate that the linear mapping 
K: Y, +X, is bounded and is such that for 
UE Y, KP(u) ED(L), LKP(u) = P(U), and (KP(u), P(U)) > 0. (2.10) 
Also we see, using Fourier series and Parseval’s identity, for u E H, (i.e., 
u E L*[O, 1 ] with l; U(X) sin nx dx = 0) that 
with equality if and only if u = C sin 2xx for some C E R. 
(2.11) 
DEFINITION 2.2. g: [0, l] x R + R satisfies Caratheodory’s conditions 
for L’[O, l] (resp. L*[O, 11) if g(x, .) is continuous for a.e. xE [O, 11, 
g( ., u) is measurable for every u E R and for each r E R there is a function 
a,(x)E L’[O, l] (resp. L’[O, 11) such that Ig(x, u)l <a,(x) for a.e. x in 
[0, l] and every u in R with 1~1 Sr. 
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Let g: [0, l] x R --, R be given and N: X-+ Y be the nonlinear mapping 
defined by 
(Nu)(x) = dx, u(x)), XE co, 11, (2.12) 
for u E X. Also it is easy to see, using Arzela-Ascoli Theorem, that KPN: 
X+ X, is a well defined compact mapping and QN: X+ X, is a bounded 
mapping. 
For e(x)E Y=Lr[O, l] with JAe(t) sin nt dt = 0, the boundary value 
problem 
d4u 
- - n4u + g(x, u) = e(x), 
dx4 
XE co, 11, 
u(0) = u( 1) = u”(0) = l/y 1) = 0 
now reduces to the functional equation 
Lu+Nu=e 
in X with a given e E Y,. 
(2.13) 
(2.14) 
THEOREM 2.3. Let g: [0, l] x R -+ R satisfy Curatheodory’s conditions 
for L’[O, l] and 
g(x, u)u>,O for XE [0, 11, UER. (2.15) 
Then, for each e E Y = L’[O, l] with s; e(t) sin nt dt = 0, the boundary value 
problem 
d4u 
- - x4u + g(x, u) = e(x), 
dX4 
x in [0, 11, 
(2.16) 
u(0) = u( 1) = u”(0) = u”( 1) = 0, 
has at least one solution in X= C[O, 11. 
Proof In the following X, Y, X1, XX, Y,, Yz, L, K, P, Q, N will be as 
defined above from the beginning of this section to just before the 
statement of this theorem. 
As noted above, the boundary value problem (2.16) reduces to the 
functional equation 
Lu+Nu=e, (2.17) 
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in X with e E Yi. Now to solve the functional equation (2.17) it sufkes to 
solve the system of equations 
Pu+KPNu=e,, 
QNu = 0, 
(2.18) 
UE X, e, = Ke. Indeed, if UEX is a solution of (2.18) then #ED(L) and 
LPu + LKPNu = Lu + PNu = Le, = e, 
QNu = 0, 
which gives on adding that Lu + Nu = e. 
Now, (2.18) is clearly equivalent to the single equation 
Pu+QNu+KPNu=e,, (2.19) 
which has the form of a compact perturbation of the Fredholm operator P 
of index zero. We can therefore apply the version given in [2, Theorem 1, 
Corollary I] or L-3, Theorem IV.4 J or [4] of the Leray- Schauder con- 
tinuation theorem which ensures the existence of a solution for (2.19) if the 
set of solutions of the family of equations 
Pu+(l-A)Qu+AQNu+AKPNu=Ae,, (2.20) 
1 E (0, l), is a priori bounded independently of A. Notice that (2.20) is then 
equivalent to the system of equations 
Pu+,IKPNu=;le,, 
(l-A)Qu+AQNu=O. 
(2.21) 
If ui E X is a solution of (2.21) for 1 E (0, 1) then u1 E D(L) and 
(Pu,, PNu,) + A(KPNu,, PNu,) = A(e,, PNu,), 
(I- L)(Quj., QNu,, + Il(QNuj., QNu,, = 0. 
Consequently, we have using (2.10) that 
CPU%, PNuJ 6 4el, PNud, 
(2.22) 
(QUA, QNu,, d 0. 
Next, it is easy to prove from our assumptions on g that for every kE R, 
k > 0, there is a constant C(k) 2 0 such that 
(Nu, u) 2 k IIWI y - C(k), UE Y. (2.23) 
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Using, now, (2.23) and (2.22) we see that for each kER, k>O, there is a 
constant C(k) b 0 such that 
where C, 3 0 is such that /Pull Y < C,, l(u(I ,,. 
Thus, 
(k - Co lle, II x1 IINu, II y 6 C(k). 
Also we obtain from the first equation in (2.21) that 
ll~~~/l, G lIKPNuAll, + lIeI (Ix G IKII IlPffu~Il y + lkI /IX 
d Co IlKI1 lINui II Y + lkl II x. 
(2.24) 
(2.25) 
Taking k > Co I(e, Ilx we see from (2.24) and (2.25) that there is a constant 
C >/ 0, independent of 1 in (0, 1) such that 
IINuJ./IY~c~ lIpuj.ll,Y6c~ 1” E (0, 1). (2.26) 
It only remains to prove that there is a constant C,, independent of 
1 E (0, 1) such that 11 Quj. II x < C, , IV E (0, 1). Let US suppose, on the other 
hand, that the set 
{ IIQu, II *: ;1 E (0, 1)} is unbounded. (2.27) 
We now have from the first equation in (2.21) that 
LPuA + ALKPNuA = ALe,, 
i.e., 
so that 
LPu, + IPNu;, = Ae, 
llL~~AlIy~~II~N~~Ily+~I141y 
f IIPNuA II y + Ikll y 
d G IINuA II y + Ml y 
<C&C+ llelly=CI, 
for I E (0, 1). 
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LPU, = -$ (PUA) - 7c4Pu,, 
and 11 Pui, 11 X< C, (1 PNuj. (1 Y < C, I)Nu, I/ Y 6 C,, C we see easily that there is 
a constant C, independent of ,I E (0, 1) such that 
;:$ II 4 (PU)A 6 cz, 1. E (0, 1). Y 
Also, since r.4)~ E D(L) so that u,(O) = ui( 1) = u;(O) = ul( 1) = 0, it follows 
easily from (2.28) that 
ll(pu2)‘ll Xd c23 1 E (0, 1). 
We next use the well-known estimate (see, e.g., estimate (16) of [S]) 
(2.29) 
for 0 E X, u(O) = v( 1) = 0, to get 
I(Pul)(x)l < 4 C2 sin 7cx for XE [0, 11, 2~ (0, 1). (2.30) 
Now by (2.27) we see that there is a sequence (A,}, 1, E (0, l), such that 
as n -+ co. We may now assume that 
s 
1 
u,Jt) sin zt dt + co, 
0 
as n --t co, so that there is an no such that 
j 
I 
ui.,( t) sin nt dt 3 i C2 for nan,. 
0 
So, for nann,, XE [0, l] we have using (2.30), (2.31) that 
u,Jx) = Qu&) + Pu,n(x) 
>2.{Czsinx-+C,sinxx=O. 
(2.31) 
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Since, now, g(x, u)u 20 for XE [0, 11, UER we have g(x, u,Jx)) 20 for 
n 2 n,, x E [0, 1 ] and accordingly, 
(WUE.,, QUA,) a 0 for n>n,. (2.32) 
Also, it follows from the second equation in (2.21) and (2.32) that 
t1 - E.fl)(Q”in9 Q”i.,) 
= 2( 1 -A,) 
i 
lo1 uA,(t) sin 7rt df)‘< 0, 
for n an,, a contradiction. Similarly, assuming fh ud,( t) sin nt dt -+ - cc 
leads to a contradiction. 
Thus the set { IIQu, 11 x: A E (0, 1)) is bounded by a constant independent 
of I* E (0, 1). We have, accordingly, proved that the set of solutions of the 
system of equations (2.21) is bounded by a constant independent of 
i. E (0, 1) and the proof of the theorem is complete. 1 
THEOREM 2.4. Let g: [0, l] x R -+ R satisfy Curatheodory’s conditions 
for L’ [0, 11 and suppose that for each x in [0, 11, g(x, .) be non-decreasing. 
Then for each e E Y = L’[O, l] with j; e(t) sin zt dt = 0, the boundary 
value problem 
d4u 
- - rr4u + g(x, u) = e(x), 
dx4 
x in [0, 11, 
(2.33) 
u(0) = U(1) = u”(0) = U”( 1) = 0, 
has at least one solution is X = C[O, 1 ] if and only zf there exists an c1 E R 
such that 
x,asinnx)sin7~xdx=O. (2.34) 
Proof: Necessity of (2.34). If u is a solution of (2.33) then it follows by 
multiplying the equation in (2.33) by sin ICX and integrating the resulting 
equation over [0, I] that 
s 
1 
g(x, u(x)) sin rrx dx = 0. 
0 
(2.35) 
Letting, now, R = max, E to, 1, lu’(x)l and using estimate (2.29) for u, (2.35) 
and the non-decreasing nature of g(x, .) for each x in [0, I] we have 
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The existence of a E R such that g(a) =0 is now immediate from inter- 
mediate value theorem. We remark that this proof of necessity of (2.34) is 
essentially the same as the proof of Lemma 2 of [S] and is included here 
for completeness. 
Sufficiency of (2.34). Suppose that there exists an a E R such that 
5 
1 
g(x, a sin XX) sin 71-x dx = 0. 
0 
Setting, now, 
g,(x, u) = g(x, u) - g(x, a sin RX), 
e,(x) = e(x) - g(x, a sin rcx), 
v = u - a sin nx, 
g2(x, u) = g,(x, u + a sin rcx), 
we see that (2.33) is equivalent to 
d4v 
- - 7t4u + g,(x, u) = e,(x), 
dx4 
O<x<l, 
(2.36) 
v(0) = v( 1) = v”(0) = v”( 1) = 0. 
Clearly, g,: [0, l] x R + R satisfy Caratheodory’s conditions for L’[O, 11 
and 
g,(x, v)v = g,(x, 2) + a sin nx)v 
for x E [0, 11, v E R and the existence of a solution for (2.36) is immediate 
from Theorem 2.3 above. 1 
THEOREM 2.5 Let g: [0, l] x R -+ R satisfy Caratheodory’s conditions 
for L*[O, l] and 
(i) g(x, u)uaO for xE [0, 11, UER, 
(ii) there is a constant fl>O such that 
Iirn g(x, u) -=/!?<157r4, 
I4 - Q) u 
uniformly for x l [O, 11. 
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Then, for each e E Y = L’[O, l] with jh e(t) sin II? dt = 0 the boundary 
value problem 
4 
-2 + n4u + g(x, u) = e(x), O<x<l, 
u(0) = u( 1) = U”(0) = zz( 1) = 0, 
(2.37) 
has at least one solution u in A’= C[O, 11. 
Proof. LetussetZ=-LandR=-K, where L:D(L)cX+Yisthe 
linear operator defined by (2.5), (2.5), and K: Y1 +X, is the bounded 
linear mapping as in (2.10), (2.11). Accordingly, we have for 
u E Y, KP(u) E D(z), tkP(u) = P(u), (2.38) 
and for UEH,, 
(l&d, u) 2 - (2.39) 
Now, as in the proof of Theorem 2.3 the boundary value problem (2.37) 
reduces to 
h+Nu=e, 
in X with eE Y, and it suffkes to show that the set of solutions of the 
system of equations 
Pu + ARPNu = Ae , , 
(l-1) Qu+nQNu=O, 
(2.40) 
where e, = Ke, is a priori bounded in X independently of ,? E (0, 1). 
Let Us be a solution of (2.40) for ,I E (0, 1). Then we obtain as in 
Theorem 2.3 
(PUN, PNu,) + I(RPNu,, PNul) = A(e,, PNuJ, 
(1 -~)(QuA, QNu,I) + J-(QNu,, QNu,I)=O, 
and, hence, we get using (2.39) that 
(Pu,, PNuA) -&, IIPNu,ll2,<J.(e,, PNuA 
(Qu,, QNuj.) GO. 
(2.41) 
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Since, now, lim suplU, _ m (g(x, u)/u) = /I < 1571~ uniformly in x E [0, 1) we 
see, choosing E > 0 such that p + E < 15x4, that there is a constant C(E) > 0 
such that 
(2.42) 
for u E H. We next have from (2.41), (2.42) that 
Consequently, 
( 1 1 jr&-m ) IINui, II:, G co Ik, llx . IINu, IIH + C(E)> 
so that there is a constant C > 0, independent of 1 E (0, 1) such that 
IINUi. II H G c. 
Also, we obtain from the first equation in (2.40) that 
II~UJ, ,< II~~~dY + lle, llx 
G IlRll IIpNul II Y + lle, llx 
< G IIRII lWl IIH + I@, /Ix 
~~,ll~II~+ll~,llx~~~. 
The boundedness of { II QUA /I *: 2 E (0, l)} now follows as in the proof of 
Theorem 2.3 above. 
Thus, we have shown that the set of solutions of (2.40) is, a priori, 
bounded in. X, independently of 1 E (0, 1) and the proof of the theorem is 
complete. u 
THEOREM 2.6. Let g: [0, l] x R + R be confinuous on [0, I] x R and 
(i) for each x in [0, I], g(x, u) be non-decreasing in u; 
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(ii) there is a constant /I 2 0 such that 
lim sup 
IUI - ‘x 
uniformly for x in [0, 11. 
Then, for each e E Y = L’ [0, l] with jh e(t) sin zt dt = 0 the boundary 
value problem 
d4u -- 
dx4 
+ n4u + g(x, 1.4) =e(x), O<x<l, 
u(0) = u( 1) = u”(0) = u”( 1) = 0, 
has at least one solution u in X = C[O, 1 ] ij” and only if there exists an a E R 
such that 
g( x,asin~cx)sinrrxdx=O. 
Theorem 2.6 follows from Theorem 2.5 in a similar way as Theorem 2.4 
followed from Theorem 2.3. Accordingly, the proof of Theorem 2.6 is left to 
the reader. 
3. UNIQUENESS THEOREMS 
It was remarked by Usmani [6] that the boundary value problem 
d4u -- 
dx4 
7T4u =0, O<x<l, 
(3.1) 
u(0) - u( 1) = u”(0) = uU( l), 
does not have a unique solution since u(x) = C sin rrx, with C arbitrary, is a 
solution for (3.1). Now, the kernel of the linear operator L: D(L) c X + Y 
defined by (2.5), (2.5), is given by 
kerL= {asinrrxlaER}, 
and ker L # (0). This is what causes the non-uniqueness of a solution for 
the boundary value problem (3.1). It turns out that any two solutions of 
the boundary value problem (1.6) differ by a sin rcx, for some a E R, if 
g(x, u) is non-decreasing in u for every x in [0, 11. 
409,135,‘1-15 
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THEOREM 3.1. Let g: [0, i] x R -+ R satisfy Caratheodory’s conditions 
for L’[O, l] such that 
(i) g(x, u) is non-decreasing in ufor every x in [0, 1) and, 
(ii) g(x, 0) = 0 for a.e. x in [0, 11. 
Thenfor each eE Y= L’[O, l] with JA e(t) sin zt dt = 0, any two solutions of 
the boundary value problem 
d4u 
- - ~~~24 + g(x, u) = e(x), 
dx4 
O<x<l, 
(3.2) 
u(0) = u( 1) = u”(0) = u”( 1) = 0 
differ by a sin XX, for some a E R. 
Proof: Since g(x, 0) = 0 for x in [0, 11, we have g(x, u)u 20 and 
existence of a solution for (3.2) follows from Theorem 2.3. Using, now, the 
notation of Section 2 we can write (3.2) as a functional equation 
Lu+Nu=e, 
in X. Let, now, ul, u2 be any two solutions of (3.2). We then have using 
(2.6) that 
O=(Lu, -Lz+,u, -u>)+(Nu, -Nuz,u, -uJ 
>(Nu, -Nuz, ~1 -ud 
2 I ; k( x, ul(x)) - g(x, uz(x))(ul(x) - Q(X)) dx a 0, 
since g(x, u) is non-decreasing in u for a.e. x in [0, 1-J. Accordingly, it 
follows that 
dX> Ul(X)) = dx, 4(x)) for a.e. x in [0, 11, 
that is, 
Nul = Nu,, 
and hence 
Lu, = Lu,. 
So u1 - u2 E ker L and there must exist an a E R such that U,(X) - uz(x) = 
a sin 7rx for x in [0, 1-J. 
Hence the theorem. 1 
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THEOREM 3.2. Let g: [0, l] x R + R be as in Theorem 3.1. Suppose 
additionally that g(x, u) is strictly increasing in u for a.e. x in [0, 11. Then 
the boundary value problem (3.2) has exactly one solution for each given 
eE Y=L’[O, l] with ~~e(t)sinxtdt=O. 
Proof. The existence of a solution for (3.2) is obvious since g satisfies 
conditions of Theorem 3.1. Also we have 
gk Ul(X)) = dx, u*(x)) for a.e. x in [0, 11, 
as in the proof of Theorem 3.1. Since, now g is strictly increasing we have 
ul(x)= uz(x) for a.e. x in [O, I] and hence u1 =u2 since ul, u2 are 
continuous on [IO, 11. 
Hence the theorem. m 
THEOREM 3.3. Let g: [0, l] x R + R be continuous on [0, 1 J x R and 
suppose that 
(i) g(x, u) is non-decreasing in u for a.e. x in [0, l] and 
(ii) there exists an a E R such that j: g(x, ~1 sin nx) sin XX dx = 0. 
Then for each e E Y = L’ [0, l] with jh e(t) sin ret dt = 0 
(a) any two solutions of the boundary value problem (3.2) differ by 
c sin XX, for some c E R; 
(b) the boundary value problem (3.2) has exactly one solution if 
g(x, u) is strictly increasing in ufor a.e. x in [0, 11. 
Proof Letusdefinee,EY=L’[O,l]andg,: [O,l]xR-,Rasinthe 
proof of Theorem 2.4. Then the boundary value (3.2) is equivalent to the 
boundary value problem 
2 - n4u + g,(x, u) = e,(u), O<x<l, 
u(0) - u(1) = u”(0) = u#( 1) = 0. 
Also g,(x, 0) = 0 for x in [0, 11, g,(x, u) is non-decreasing in u for a.e. x in 
[O, 11. Further, g,(x, u) is strictly increasing in u for a.e. x in [0, l] if 
g(x, u) is strictly increasing in u for a.e. x in [0, 11. 
Theorem 3.3 is now immediate from Theorems 3.1, 3.2. i 
THEOREM 3.4. Let g: [0, 1 J x R + R satisfy Caretheodory’s conditions 
for L’[O, 11. Suppose OQ~< 1571~ be such that 
(3.3) 
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for a.e. x in [0, l] and all ul, u2 in R. Also let g(x, 0) ~0 for x in [0, 11. 
Then for each eE Y=L’[O, l] with fAe(t)sinrrntdt=O 
(i) any two solutions of the boundary value problem 
4 
-2 + 7t4u + g(x, u) = e(x), O<x<l, 
(3.4) 
u(0)=u(1)=u”(0)=24”(1)=0, 
differ by c sin rcx, for some c E R; 
(ii) the boundary value problem (3.4) has exactly one solution if 
g(x, u) is additionally strictly increasing in u for a.e. x in [O, 11. 
Proof: Since g(x, 0) = 0 for x in [0, l] it follows easily from (3.3) that 
g(x, u)u > 0 and (g(x, u)/u) < B for x in [O, 11, u in R. The existence of a 
solution for (3.4) then follows from Theorem 2.5. Using the notation used 
in the proof of Theorem 2.5 we see that (3.4) is equivalent to the functional 
equation 
Lu+fVu=e. 
Let now ur, u2 be two solutions of (3.4). Then we have, 
0 = (Zu, - Eu,, u1 - UJ + (Ah, - Nuz, u1 -u*) 
in view of (2.39) and (3.3). Since, now, B < 15n4, we get tu, - zu, = 0, i.e., 
u, -u2 EkerE=kerL and so there is a CER such that u, -u2 =csinnx. 
This proves (i). 
If we, additionally, assume that g(x, U) is strictly increasing in u for a.e. x 
in [0, 11, we see from k, =zu, that Nu, = A$, i.e., g(x, u,(x))= 
g(x, u,(x)), for, i.e., x in [0, I]. Hence u,(x)=u*(x) for a.e. x in [0, 11. 
This proves (ii) and the proof of the theorem is complete. a 
Remark 3.5. The conclusion of Theorem 3.4 remains valid if we replace 
the assumption g(x, 0) s 0 for x in [O, l] by the assumption that there 
exists an a in’R such that 
s 
1 
g(x, a sin zx) sin rcx dx = 0. 
0 
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