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4. Soit A un ensemble contenant 8. Prenons pour S l'enveloppe 
K-convexe de A. On sait que tout element des est de la forme L AiXi0 , 
oil xio E A, lAtl < l et seulement un nombre fini des At est #- 0. Prenons 
pour le centre ~ un point fixe 
~ = L Atoxio' 
avec J).iol < l (i= l, ... , n). II est aise de determiner $(~). En calculant 
~+,u(x-~) on trouve, en supposant l,ul>l, que$(~) est compose des 
sommes finies L AtXt0 , oil xi0 parcourent A et IAtl < l: 
5. II est interessant de voir ce qui devient ce procede de definir une 
frontiere dans les espaces localement convexes sur le corps des nombres 
reels. 
S etant un ensemble convexe, on definit exactement de la meme fa<;on 
!'ensemble convexe centre (S, ~) et I'interieur $(~) par rapport a ~. Dans 
ce cas$(~) depend effectivement de~. On le voit en prenant, par exemple, 
pour S un carre ferme dans R 2 et, d'une part comme centre un point 
interieur et, d'autre part un point de la frontiere topologique. Dans le 
premier cas $(~) est egal a l'interieur topologique de S, tandis qJie dans 
le seconde cas$(~) contient tout au plus deux faces ou une face du carre, 
selon que le centre est un point extremal du carre ou non. 
En designant, dans le cas general, parS l'interieur topologique de S on a 
s c $(~) 
quelque so it ~ E S. 
II existe ~ E S tel que S =$(~). En effet, il suffit de prondre pour ~ un 
point de S. On montre dans ce cas que $(~) C S en remarquant que 
!'adherence d'un ensemble convexe est identique a !'adherence de l'in-
terieur, pourvu que ce dernier ne soit pas vide. En combinaison avec 
!'inclusion precedente done S =$(~). Cette propriete s'exprime ainsi: 
L'interieur S de S est le plus petit des ensembles $(~) qu'on obtient en 
faisant varier ~ E S. 
C'est une caracterisation non-topologique de S. 
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Ce n'est pas la place de poursuivre l'etude de !'ensemble ~(;) dans le 
cas reel; on pourrait rechercher s'il y a une relation entre ~(;) et les 
points extremaux (comparer l'exemple du carre). 
On a les proprietes suivantes. 
(i) ~(;) n'est pas vide; en effet ; E ~(;). 
(ii) ~(;) est ouvert dans la topologie relative sur S. 
C'est une consequence immediate de la definition. 
(iii) ~(;) est K-convexe. 
Pour tout x E ~(;) posons 
e(x) = sup IA.I 
tel que ;+A.(x-;) E (S, ;) pour IA.I >I. e(x) peut prendre la valeur CXJ (par 
exemple si x=n On montre sans peine (voir [4]) que 
e(x+y);;;. min (e(x), e(y)). 
II s'ensuit que x E~(;)-;, y E~(;)-; entrainent <Xx+f3y E~(;)-; pour 
tout I<XI < 1, 1/31 < 1, ce qui veut dire que ~(;) est K-convexe. 
(iv) Soit (S, ;) un corps K-convexe centre 1). Posons 
p(x-;) = inf 1~-tl 
pour 1-t tel que x-; E ~-t(S-n Dans [4] j'ai montre que pest une semi-
norme non -archimedienne et que 
{xlp(x-;) < 1} C S C {xlp(x-;).;;; 1}. 
II suit de la definition que 
~(;) ={xlp(x-;) < 1}. 
Remarquons que, au cas d'une valuation discrete la situation 
(S, ;)={xlp(x-;)<1}, 
est equivalente a 
(e>1); 
l'interieur par rapport a ~ est alors egal a 
{xlp(x-~) < e-2}. 
Si, dans cet exemple, la valuation est dense, on a (S, ~) =~(~) et la frontiere 
par rapport au centre est alors vide. 
3.3.2. On sait que dans la forme geometrique du theoreme de Hahn-
Banach il s'agit d'ensembles ouverts convexes. II est clair que dans notre 
thoorie les ensembles ouverts doivent etre remplaces par des ensembles, 
1) Par corps convexe j'entends ici un ensemble convexe ayant au moins un 
point interieur. Bourbaki [2] suppose de plus que cet ensemble soit ferme. 
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assujettis a une condition plus forte. Dans [5] j'ai montre le theoreme 
suivant. 
Supposons que le corps K soit complet spherique; c'est une condition 
plus forte que celle d'etre complet qui est necessaire et su:ffisante pour 
la validite de la propriete de prolongement des fonctionnelles lineaires. 
Soit S un corps convexe contenant e. Soit 
{x!p(x)< 1} C S C {x!p(x)< 1}, 
et posons Ap = { x!p(x) < 1 }. Alors on a 
"Soit V une variete lineaire dans E telle que Ap f1 V = cfo. Alors il existe 
dans E un hyperplan W tel que Ap f1 W =cfo et V C W." 
Pour demontrer ce theoreme, on l'a ramene a la forme analytique du 
theoreme de Hahn-Banach, qui avait ete demontre d'une maniere 
independante. 
D'apres ce qui precede ce theoreme peut maintenant s'exprimer dans 
la forme suivante : 
Soit (S, ~) un corps K-convexe cenke. Soit ~m l'interieur deS par rapport 
au centre. Soit V une variete line.aire telle que~(~) f1 V =cfo. Alors il existe 
un hyperplan H tel que 
~(~) f1 H = cfo, V C H. 
Ce theoreme sera le point de depart pour les theoremes de separation 
qui suivent. On suppose dans ce qui suit toujours que K est complet 
spherique. 
3.4. Soit E un espace localement K-convexe sur K. 
Definition. Un ensemble ACE sera dit s-compact si de toute s1tite 
de points de A on peut extraire une suite partielle convergente vers un point 
de A. 
Soit (S, ~) un ensemble K-convexe centre et s-compact. 
Soit Yo E E, Yo¢ (S, n On a alors le lemme suivant: 
Lemme. Il existe un corps K-convexe centre (S*, ~)tel que (S, ~) C ~*(~) 
et Yo ¢ ~*(~). 
Supposons, pour simplifier les formules, que ~=e. 
Dans un article precedent [4] j'ai montre qu'il existe un corps K-
convexe S1, contenant S tel que yo¢ S1. Soit q la semi-norme correspondant 
a sl en ce sens que 
{ x!q(x)< 1} c sl c {x!q(x) < 1}. 
Il faut distinguer .deux cas: 
a. La valuation est dense: 
Soit fli E K, i= 1, 2, ... , lflii > 11121 > ... --?- 1. Considerons la suite f1tS1 
(i = 1, 2, ... ). Supposons que yo E fltSl pour tout i. En se rappelant la 
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construction 1) de 81 au moyen d'un voisinage convexe ouvert ferme U 
de e tel que 81 =8 + U, on obtiendrait une suite Xi E 8, i =I, 2, ... tel que 
Yo E fli( U +Xi). 
On pourrait extraire de {xi} une suite partielle convergente vers x E 8 
et on aurait alors 
Yo E U +x, 
done Yo E 8~, d'ou une contradiction. Il existe done lfll >I tel que yo ¢: fl81. 
On peut alors prendre 8* =fl81. En effet, en posant p=fl-1q, on a 
8 C 81 C {xJq(x)< 1} C {xJp(x)< I} C fl81 C {xjp(x)< 1} 
et on peut appliquer la propriete (iv) de 3.3.1. 
b. La valuation est discrete. 
Soit <X E K tel que !<XI< 1 est la plus grande valeur < 1. Si y0 ¢: ,x-18~, 
on acheve la demonstration comme ci-dessus. Supposons done y0 E ,x-181. 
Done <XYo E 81. Supposons que <XYo E $1· Alors on aurait 
A<Xyo E 81 pour un !AI> 1, 
en particulier 
,x-1,xyo = Yo E 8~, 
d'ou une contradiction. La supposition yo E ,x-18~, entraine done y0 rf:,x-1.,)1, 
c'est ce qu'il faut montrer (yo est alors situe sur la frontiere de ,x-181). 
Soit (8, ~) un ensemble K-convexe centre, s-compact; soit Yo¢: (8, n 
On a alors le theoreme de separation suivant: 
Il existe un hyperplan H separant (8, ~) et yo en ce sens que 8 et y0 
appartiennent a des classes d' equivalences differentes ou encore que H n 8 = cf>, 
yo ¢ H et qu' on n' a jamais x I'.J Yo pour x E 8. 
D'apres le lemme il existe un corps K-convexe 8* tel que 8 C.,)*, 
y0 ¢: .,)*. On peut alors appliquer le theoreme de Hahn-Banach. Il existe 
done une forme lineaire continue F et un <X E K tel que, en posant 
H = {xJF(x) =<X}, 
Yo E H, .,)* n H =cp, 
done F(yo)=<X et, en particulier, F(x)#<X, x E8. 
Considerons 
inf IF(x)-<X!=d. 
xES 
On a d > 0. En effet, si d = 0 il existerait une suite Xi E 8 telle que 
JF(xi)- ,xJ --+ 0. On pourrait en extraire une suite partielle convergente 
vers x0 E 8 et, F etant continu, on aurait F(xo) =<X, d'ou une contradiction. 
Choisissons -{3 E K tel que I {3- <X I < d et {3 i= <X. 
1) La construction s'est faite au moyen des boules B(x; e). C'est en principe 
une construction a l'aide d'un voisinage de e. 
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On a 
lfJ-F(yo)l < iF(x)-F(yo)l, xES, 
et F(yo}=IX=/={J, F(x}=!={J pour tout xES. Soit Hp l'hyperplan d'equation 
F(x)={J. On a y0 ¢ Hp, Hp n S=cp. II suit alors de 1.2 et 3.2 que Hp separe 
y0 et S, et que yo et S appartiennent a des classes d'equivalence differentes. 
Notons qu'on a aussi 
IP- F(x)i < iF(x)- F(yo)l, x E S. 
Remarquons que dans cette propriete, ainsi que dans la consequence 
suivante, l'interieur de S par rapport au centre ne joue aucun role de 
sorte qu'on peut exprimer le theoreme pour des ensembles K-convexes 
sans avoir fixe le centre (la demonstration exige un centre, mais le resultat 
est independant de son choix). Ceci est tout different pour les hyperplans 
d'appui que nous alons definir dans ce qui suit. 
Consequence. 
Dans un espace localement K -convexe separe tout ensemble K -convexe 
s-compact S est ['intersection des classes d'equivalence qui contiennent S. 
3.5. Par une fonction affine f nous entendons une fonction de la 
forme f =IX+ F, ou F est lineaire et IX E K est une constante. 
Soit E un espace localement K-convexe separe. Soit (S, ~) C E un 
ensemble K-convexe centre, s-compact de centre ~- Nous oorirons en 
general S au lieu de (S, ~) afin de simplifier les formules. 
Considerons la famille §" des fonctions affines f telles que f(~) = 0. 
Puisque S est borne, tout If!, f E §", est borne sur S. Posons 
sup lf(x)l =M,. 
S etant s-compact, If! prend sa borne superieure sur S 1 ). Posons 
V,= {x E S! lf(x)i = M,}. 
V1 n'est pas vide. On a deux cas: 
1 o M1 = 0, done f(x) = 0 pour tout x E S. Alors S est contenu dans 
l'hyperplan d'equation f(x) = 0. On a V,=S. Rappelons que nous avons 
compte l'hyperplan lui-meme parmi les classes d'equivalence determinees 
par ce plan (voir p. 400). 
2° M1> 0. La famille de ces fonctions n'est pas vide en vertu de la 
forme analytique du theoreme de Hahn-Banach. 
On a les proprietes suivantes. Dans les demonstrations on suppose 
M1 > 0; si M1 = 0 elles deviennent triviales (S- V1 est alors vide et possede 
toutes les proprietes). 
1 ) Si Ia valuation de K est discrete, Ia condition de compacite, imposee a S, 
est superflue pour que f prenne sa borne superieure. Cependant, meme dans ce 
cas, nous employons Ia s-compacite dans ce qui suit, puisque nous y appliquons 
le theoreme de separation du numero 3.4 qui n'est demontre que sous cette condition. 
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(i) V1 est ouvert et lerme dans la topologie relative sur S. 
C'est immediat en remarquant que {x//l(x)/ =M1} est ouvert et ferme 
dans E. 
(ii) S- Vt est K-convexe. 
Soit I= F +IX, ou F est lineaire. On a F(~) = -IX. Soit alors x~, xs E S- V1• 
D'apres la definition de convexite il faut montrer que 
~+A(X!-~)+,u(xs-~) ES- V1 
pour tout /A/.;;;;: 11 /,u/.;;;;: 1, done 
/F(~+A(xl-~)+,u(x2-'W+1X/ <Mt, 
ou bien 
/AF(xl- ~)+ ,uF(x2-~)/ <M" 
/Af(xl) + ,ul(x2)/ <M,. 
Or, ceci suit de /l(xl)/ <Mt et /l(x2)/ <Mt par une application de l'inegalite 
triangulaire forte. 
(iii) Considerons I E .fF; soit I= F +IX, ou F est lineaire. Supposons, 
comme on a dit, que Mt>O. Prenons Xo E V, et soit l(xo)=(J; done 
/fJ/ = /l(xo)/ =Mt. On a 
/l(x)/ < /l(xo)/ pour xES- V,. 
En designant par H1 l'hyperplan d'equation l(x) =(J, done F(x) ={J-IX, on a 
(S- V,) n Ht=cfo. 
S- V1 etant K-convexe, il suit de 3.2 que S-V, est situe d'un meme 
cote de H" appartient done a une classe d'equivalence par rapport a H1. 
L'ensemble S () H1 n'est pas vide, en effet contenant xo. H1 est, ce que 
nous appellerons plus tard un hyperplan d'appui de (S, n 
(iv) S- V:r est un ensemble K-convexe maximum se trouvant d'un meme 
cote de H1 en ce sens qu'un point x1 E S- V1 et un point x2 E V1 ne sont 
jamais situe d'un meme cote de H,. 
En effet, on a ll(x2}-(J/ .;;;;M" done 
jF(x2)- ({J-1X)/ <Mt 
et puisque /F(x1-x2)! =M,, 
' jF(x2)- ((J -IX)/.;;;;: jF(x1)- F(x2)j. 
La propriete suit alors de 1.2. 
(v) Soit .?Fa la sous-famille de .fF des IE .fF tels que 
sup /l(x)/>a>O. 
zeS 
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On montre comme au (ii) que !'ensemble 
Fa=S- U V, 
fe.'Fa 
est K-convexe. En faisant parcourir a une suite decroissante tendant 
vers 0, on voit que S- U Vt est !'intersection des Fa. L'intersection 
IE .'F 
d'une famille d'ensembles K-convexes etant K-convexe, il s'ensuit que 
S- U V, est K-convexe. 
fe.'F 
(vi) Pour tout IE ff tel que Mt>O, on a 
~ ES-V,. 
Soit H 1.; la classe d'equivalence par rapport a l'hyperplan H1 de (iii) ou 
appartient ~. 
Considerons tous les hyperplans H, construits de la faQon de (iii); 
pour tout I il faut done faire parcourir le point xo tout !'ensemble V,. 
En comptant les hyperplans contenant S parmi les classes d'equivalences 
(tel que S- V1 est vide) on a evidemment 
S- U V,C n Ht.<· 
fe.'F /E.'F; xEVt 
Nous allons montrer que ces deux ensembles sont identiques. Posons 
n H 1.;=F. 
Supposons qu'il existe y E r, y ¢ s -u v,. Puisque !'intersection de 
toute classe d'equivalence (a !'exception des hyperplans lui-memes) et 
l'hyperplan est vide, ceci n'est possible que si y ¢ S. D'apres 3.4 il existe 
alors un hyperplan H separant y et S. Soit F(x)=y !'equation de H. 
En vertu de 1.2 on a done 
lr-F(~)I < iF(y)-F(~)I, 
lr-F(~)I> IF(x)-F(~)I pour tout xES. 
So it 
sup !F(x)-F(~)i=M. 
"'ES 
On a lr-F(~)I>O puisque ·~ ES n'appartient pas a H. Done !F(y)-
-F(~)I>O. Puisque, selon notre convention, y E r implique que y est 
contenu dans tous les hyperplans contenant S, il s'ensuit que M>O. 
Construisons alors un hyperplan H' a partir de F par la methode de 
(iii). Soit F(x)-F(~)=b avec lbi=M !'equation de H'. 
Posons pour tout x 
l(x) = F(x)- F(~). 
Alors I E ff. H' appartient done a la famille des hyperplans servant pour 
construire r. II s'ensuit que yet~ sont situes d'un meme cote de H'. Done 
lb + F(~)- F(~)l = lbl >IF(;)- F(y)i. 
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On avait deja Jy-F(;)J < JF(;)-F(y)J. Done 
Jy-F(;)J<IbJ=M. 
On arnve alors a nne contradiction puisque 
M =sup JF(x)-F(;)I < Jy-F(;)J, 
reeS 
et la borne superieure M est prise sur S. 
En somme on a done 
S - U Vt = n Ht. ;;· 
/E~ H 
3.6. L'introduction de la notion d'"interieur par rapport au centre" 
permet de donner nne caracterisation geometrique de ces ensembles. 
On a le theoreme suivant: 
Soit (S, ;) un ensemble K-convexe centre, s-compact. Avec les notations 
de 3.5 on a alors 
$(;) = (S, ;) - U Vt. 
/E~ 
l. On sait que pour tout f E .fF la borne superieure de lf(x)l sur S est 
atteinte sur S. Montrons d'abord que cette valeur maximum n'est pas 
prise sur $(;) 1 ). 
Soit f E .?F. Supposons que lfl prenait sa valeur maximum, qui serait>O, 
en x0 E $(;). D'apres la definition de $(;) il existe e(x0) > 0 tel que 
x=;+A(xo-;) E (S, ;) 
pour tout l < IAI < l + e(x0) et I' ensemble des A E K verifiant cette inegalite 
n'est pas vide. Prenons l < IAI < l + e(xo). On aurait alors, comme on voit 
aisement, 
d'ou nne contradiction. 
On en conclut 
lf(x)l = IAI·If(xo)l > lf(xo)l, 
5(;) c (S, ;) - u vf. 
/E~ 
2. Montrons ensuite la relation opposee. Soit y0 E S -u V1. Considerons 
la droite r defini par y=;+A(yo-;), A E K. Puisque S est s-compact on 
a y ¢= S pour IAI suffisamment grand. Or, on voit par un calcul simple 
que pour tout y E r l'enveloppe K-convexe de Yo et y appartient a r. 
II s'ensuit qu'il existe /0 E .fF tel que !'intersection de Vt0 et r n'est pas vide. 
En effet, d'apres 3.5, (vi), S- u V1 est }'intersection des classes d'equiva-
lence qui contiennent cet ensemble. Si done }'intersection de V1 et r 
etait vide quelque soit f E .fF, r se trouverait en vertu de l.l d'un meme 
cote de tons ces hyperplans qui servent a definir les classes d'equivalence, 
1) Nous supposons ici que f n'est pas identiquement egal a 0 sur S; voir le debut 
du numero 3.5. 
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et appartiendrait a ces classes puisque ; E $(;) en fait partie. On aurait 
done r E S -U V1, ce qui n'est pas vrai. Soit alors z un point de !'inter-
section de V10 et r: 
On a z E S. Comme [/of n'atteint pas sa valeur maximum en yo on a 
[A.o[ > l. II s'ensuit yo E $(~). 
Le theoreme est ainsi demontre. 
Mentionnons la consequence suivante: 
L'interieur $(~) est ouvert et ferme dans la topologie relative. 
Nous avons deja montre que $(;) est ouvert. II resulte du theoreme 
precedent et de 3.5, (i) que $(~) est ferme. 
3.7. Comme nous avons deja remarque, il s'agit dans ce qui precede 
toujours de separation stricte. Donnons maintenant une definition de la 
notion d'hyperplan d'appui. 
Definition. Soit (S, ~) un ensemble K-convexe centre. Par un hyper-
plan d'appui de (S, ~) on entend un hyperplan H tel que 
1° (S, ;) 11 H =Ff, 
2° $(;) est situe d'un meme cote de H. 
Remarque. Conforme ala convention de compter un hyperplan lui-
meme parmi Ies classes d'equivalences determinees par ce hyperplan, tout 
hyperplan contenant S doit etre considere comme hyperplan d'appui. 
Le theoreme suivant est alors une consequence de la theorie precedente. 
Theoreme. Soit (S, ;) un ensemble K-convexe centre, s-compact. 
1. Pour toute forme lineaire continue F il existe un hyperplan d' appui 
parallele a l'hyperplan F(x) = 0. 
2. $(~) est l'intersection de toutes les classes d'equivalence contenant le 
centre ; par rapport aux hyperplans d'appui de (S, n 
Exemple. Soit E l'espace norme des elements X=(Xl, X2, ••• ),Xi E K, 
Xi--+ 0, norme par 
[[x[[ = max [xtf· 
l~i<OO 
Soit Run nombre appartenant au groupe des valeursde K. SoitS={xj[[xfl< 
.,;;;R} ou R> l. Prenons comme centre de S Ie point ;= (1, 0, 0, ... ). 
La famille .'Fest formee par les fonctions affines I= IX+ F, /(~) = 0, F etant 
une forme Iineaire continue. On a 
00 
F(x) = I aixi, 
i-1 
ou ai E K; la suite { [ai [} est bornee. Done pour tout x E E 
00 
f(x) = - a1 + I aixi. 
i-1 
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On a 
lf(x)i < max J(JaiJ, JatJ·JXti), 
l~i<OO 
et la valeur maximum de Jf(x)J est egale a 
niax (Ja1j, RJatl) = R max Jatl· 
l~i<OO I<i<OO 
1/1 prend cette valeur maximum sur un ensemble VJ, appartenant a 
{xJIIxll = R}. V, n'est pas identique a ce dernier ensemble: au cas ou 
Ja1l > Jatl (i > l), 1/J ne prend pas sa valeur maximum aux points 
x=(O, X2, ... ) pour Iesquels JJxiJ=R. On a 
{xJIIxii<R} C (8, ~)- V,. 
On voit que Ia frontiere de S par rapport a ~ est egal a { xJ llxll = R}, done 
U V, = { xJ llxll = R}. 
En effet, supposons qu'il existe xo, 11x011 = R, tel que xo ¢ U V1. II existerait 
alors io tel que xt E K, Jxf.l =R. On arrive a une contradiction en prenant 
pour f Ia forme -al+_LatXt avec at=O (io?io). II s'ensuit 
~(~) = (8, ~) - U V, = {xJIIxll < R}. 
t 
Les hyperplans d'appui sont les hyperplans d'equation F(x) = F(x0 ), 
Xo E V,., 
3.8. Au numero 3.4 nous avons montre un theoreme concernant Ia 
separation d'un ensemble K -convexe centre s-compact et un point, 
n'appartenant pas a cet ensemble. Comme dans Ie cas reel on peut montrer 
dans notre situation un theoreme de separation pour deux ensembles 
K -con vexes. 
Le theoreme suivant est une consequence immediate du theoreme de 
Hahn-Banach (voir 3.3.2). 
8oit (8, ~) un corps K-convexe centre. 8oit ~(~) l'interieur de (8, ~) par 
rapport au centre. Alors ~(~) est ['intersection des classes d'equivalence qui 
contiennent ~(~). 
Remarque. Ala fin du numero 3.4 nous avons donne un theoreme 
analogue pour un ensemble K-convexe, qui n'est pas necessairement un 
corps K-convexe. Cependant on y a exige que !'ensemble soit s-compact. 
Comparer le Iemme du debut de 3.4. 
Le resultat suivant est encore valable pour des corps K-convexes, non 
necessairement s-compacts. 
8oient (81, ~1) et (82, ~2) des corps K-cmivexes centres. 8oient ~1(~1) et 
~2(~2) les interieurs de 81 et 82 par rapport aux centres. 8upposons que 
~1(~1) n ~2(~2)=rp. Alors il existe un hyperplan H separant ~1(~1 ) et ~(2~2) 
en ce sens qu'on n'a jamais x ""y pour X1 E ~1(~1), y E ~2(~2) et que ~1(~1) 
et $2(~2) appartiennent a des classes d'equivalence difjerentes. 
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C'est une consequence de la proposition precedente. En effet, $1(~1) 
est !'intersection des classes d'equivalence contenant $1(~1). Parmi les 
hyperplans correspondants il y a au moins un tel que $1(6) et $2(~2) ne 
sont pas situes d'un meme cote de ce hyperplan. Sinon, on aurait 
$1(~1 ) =$2(~2 ) puisque $1 (~1 ) est !'intersection de toutes les classes d'equi-
valence. 
Quant a la separation des ensembles K-convexe, qui ne sont pas 
necessairement des corps K -con vexes, on a le theoreme suivant. 
Soient A et B des ensembles disjoints dans l'espace E, K-convexes et 
s-compacts. Il existe alors un hyperplan separant A et B. 
La demonstration se fait en principe comme au numero 3.4. D'abord 
il s'agit de montrer qu'il existe des corps K-convexes disjoints, contenant 
respectivement A et B; c'est la le point ou on fait usage de la compacite 
de A et B. Soit U un voisinage K-convexe ouvert et ferme de e. Formons 
A+ U et B + U. Ce sont des corps K-convexes. Je dis qu'il existe un U 
tel que (A+ U) n (B + U) = cp. En effet, en supposant qu'il n'en existe 
pas, il y aurait une suite decroissante de voisinages u1:) u2:) ... de 
e telle que nUt= e et telle que (A+ Ut) n (B + Ut) n'est pas vide 
quelque soit i. Il existerait alors des suites Xt E A, Yt E B telles que pour 
i=l, 2, ... 
et, en choisissant une suite partielle, on pourrait supposer que Xi __,.. x, 
Yi __,.. y, X E A, y E B. Or, E etant separe, il existerait des voisinages 
disjoints Wx en Wy de x et y. Pour les valeurs de i suffisamment grands 
Xi+ Ut et Yi + Ut seraient contenus respectivement dans Wx et Wy et on 
arriverait a une contradiction. 
Fixons un U tel que A1 n B1=cp; A1=A+U, B1=B+U. Afin de 
pouvoir appliquer le theoreme precedent, il faut encore montrer qu'il 
existe des corps K -con vexes centres tels que A1 et B1 sont con tenus dans 
les interieurs de ces corps tandis que !'intersection de ces interieurs serait 
vide. Ceci se demontre comme le Iemme du numero 3.4 en utilisant la 
s-compacite de A et B. 
Mentionnons la consequence suivante (cf. Bourbaki). 
Corollaire. Soit S un ensemble K-convexe et s-compact. Pour que 
A C E soit contenu dans S il faut et il suffit que f(A) C f(S) pour toute forme 
lineaire continue f sur E. 
4. Signalons quelques problemes qui n' etaient pas abordes dans ce 
qui precede et qui meritent d'etre etudies. 
A. On a defini la notion de "hyperplan d'appui" d'un ensemble 
K-convexe centre. On sait que l'etude des hyperplans d'appui est liee a 
la notion de point extremal d'un ensemble convexe. Peut-on definir dans 
notre situation les points extremaux, par exemple de fa<;on que le theoreme 
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de Krein-Milman peut etre generalise? On pourrait proposer la definition 
suivante: 
Soit (S, ~) un ensemble K-convexe centre. Un ensemble compact Q C (S, ~) 
sera dit extremal si (S, ~) -Q est K-convexe. 
L'ensemble VI> qu'on a introduit au numero 3.5 pour les ensembles 
s-compacts, est ainsi un ensemble extremal. 
Soit C la famille des ensembles extremaux de (S, ~). Ordonnons C par 
la relation :J. Puisque la reunion d'une suite croissante d'ensembles 
K-convexes est K-convexe, cet ordre est inductif. D'apres le Iemme de 
Zorn chaque ensemble extremal contient done un element minimum 
de C. Soit Cola famille de tousles elements minima deS. II sera interessant 
d'etudier C0• Mentionnons par exemple les problemes suivants: 
(i) Est-ce que Q E Co entratne Q C (S, ~)-~(~)? 
(ii) Est-ce que tout Q E Co se reduit a un point? 
(iii) Peut-on proposer un theoreme analogue au theoreme de Krein-
Milman de la theorie des espaces sur R ou les elements de Co prennent 
la place des points extremaux? 
B. Un autre probleme s'y attache, c'est le probleme d'une generali-
sation du theoreme de Choquet concernant la representation des points 
d'un ensemble convexe au moyen d'une mesure de Radon, portee par 
!'ensemble des points extremaux. Rappelons qu'on a deja developpe une 
theorie de la mesure de Radon dans laquelle les mesures prennent ses 
valeurs dans K [7]. Peut-on generaliser la theorie de Choquet en ce sens 
que tout point de (S, ~) est barycentre d'une telle mesure de Radon et 
ou la mesure est portee par Co ou par la frontiere (S, ~) -~(~)1 
C. On sait qu'il y a une relation entre le tMoreme de Choquet, 
mentionne ci-dessus, et la theorie de la frontiere de Silov et celle de 
Choquet d'un espace topologique compact [1]. Or, rappelons qu'aucun 
IF I, FE~. ne prend sa valeur maximum sur S(~). Cela releve le probleme 
suivant: 
Est-ce que (S, ~) -~(~) est la frontiere de .Silov de (S, ~) par rapport a la 
famille ~ des fonctions a/fines f, egales a 0 en ~? 
Dans cet ordre d'idees on pourrait etre amene a etudier la frontiere de 
Silov par rapport a des families de fonctions a valeurs dans K, plus 
generales que les fonctions affines. Remarquons par exemple que la 
propriete l du numero 3.6 reste valable si on remplace la famille des 
fonctions affines par la famille des fonctions <p(x) telles que 
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En suivant la methode de Bauer [1], qui a defini un probleme de Dirichlet 
abstrait, on peut alors meme penser a un probleme de Dirichlet p-adique. 
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Ajoute pendant la correction des epreuves. 
On voit de la demonstration du theoreme concernant la separation 
d'ensembles disjoints, K-convexes, s-compacts (p. 419), qu'il est sous-
entendu que l'espace E est separable. II est probable qu'on peut encore 
generaliser ce theoreme. 
