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General introduction
The surface of the Moon is not smooth, uniform, and
precisely spherical as a great of philosophers believe it to
be, but is uneven, rough, and full of cavities and
prominences.
Galileo Galilei
The long desired possibility to classify the scaling growth of a rough surfacein terms of universality classes has become a considerably ambitious task,
not to say impossible in some cases.
This is particularly true, for instance, in the problem of a fluid filling a dis-
ordered medium –where the expression disordered medium applies both to a
macroscopic porous medium [2] and a microfluidic device [142]. The point is
that all the physical forces that play a role at the advancing front, such as the
random capillarity of the medium, the surface tension of the interface or the
viscous pressure, induce the roughness of the front to show a rich variety of
scaling regimes, with the unavoidable presence of crossover effects. In ad-
dition, the so-called anomalous scaling [123], which reflects that the global
scales of a rough surface behave in a different fashion as the corresponding
local scales, makes difficult to find different physical situations that are de-
scribed by exactly the same set of scaling exponents, which would make them
belong to the same universality class. On the other hand, the characteristic in-
termittent avalanche-like behavior displayed by the front gives rise to an even
more complicated dynamics, described in terms of spatio-temporal complex dy-
namics, as it is observed in many other disordered systems [132].
This thesis deals with the scaling properties and avalanche dynamics of in-
terfaces moving in disordered media. Our main motivation in this work has
been to understand the underlying physics that governs these complex phe-
nomena, and to relate our findings to the large amount of experimental work
carried out in fluid systems, ranging from the macroscopic Hele-Shaw cell to
a microchannel (see Fig. 1.1).
4 1 General introduction
1.1
Scaling growth and avalanches in macroscopic imbibition fronts
Imbibition is a process of fluid transport in a disordered medium, in which a
viscous fluid that wets preferentially the medium displaces a less viscous res-
ident fluid (typically air). The understanding of the different physical mecha-
nisms competing at different scales at the liquid/air interface has revealed as
an important issue in imbibition during the past two decades. In particular,
only in the last few years it has been possible to achieve a satisfactory descrip-
tion based on a non-local model that takes into account all the forces that play
a relevant role [2].
The experimental study carried out by Soriano et al. [134] at the Univer-
sity of Barcelona opened a completely new way to face up to the problem of
imbibition in disordered media. The statistical properties of an oil/air inter-
face (Fig. 1.1 shows two different examples) were extensively studied in terms
of the scaling exponents, obtaining important results for which a satisfactory
theoretical elaboration was needed. These scaling exponents give informa-
tion, for instance, about the global width of the interface fluctuations or the
correlation growth along the interface, and allow to completely characterize
its morphology or roughness.
On the other hand, it is observed that the response of the interface to a
slow external driving is given by cooperative motion along an extended re-
gion reflected in bursts or avalanches. Cooperative phenomena in general
models of surface growth received considerable attention during the past
decade [52, 106]. However, a clear picture of the avalanches in the non-local
model of imbibition was unknown. In addition, up to very recently, detailed
experimental results on avalanche dynamics and statistics in imbibition were
not actually available. The recent work by Planet et al. [113] has allowed to
have a first access to an experimental description of the avalanche dynamics
in imbibition fronts.
1.2
Microfluidic fronts
The miniaturization of fluid systems up to the order of the microns has
emerged during the last decade as an important and new field, called mi-
crofluidics [142], where different branches of Science, like biology, chem-
istry or medicine have found a considerable amount of technological applica-
tions [139, 149]. An example of these applications are the so-called lab-on-a-
chip devices [20], which aim to integrate many biological, chemical or optical
devices interconnected by microchannels.
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Fig. 1.1 Different examples of interfaces in disordered media studied in this thesis. (a) and
(b) show imbibition fronts in a disordered Hele-Shaw cell with two different disorder configura-
tions (Refs. [136, 138]). (c) and (d) show microfluidic fronts in a rectangular hydrophobic and
cylindrical hydrophilic microchannel, respectively (courtesy by M. Queralt-Martı´n [120]).
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It is therefore crucial to understand the physics governing the dynamics of
fluids inside microfluidic devices, and in particular, there has been a great
interest during the last years on how the roughness on the microchannel sur-
faces may affect either the wetting conditions or the filling process of the chan-
nel [34, 35, 66, 75, 77, 131, 140].
In this context, a series of experimental works in microchannels, carried
out by Queralt-Martı´n et al. [120], has recently started in order to study the
time evolution of a microfluidic front advancing in both hydrophobic and hy-
drophilic microchannels (see Fig. 1.1). The roughness of the surfaces of the
channel, which would be irrelevant in larger systems, becomes crucial at these
scales, and the concepts of pinning and avalanches are now applied in a mi-
crofluidic framework.
1.3
Thesis aims and structure
The aims of this thesis are to understand the morphology and dynamics of
interfaces driven in disordered media by means of numerical and analytical
work. The thesis mainly focuses in fluid systems, ranging from macroscopic
to microscopic devices, and studies the physics underlying the process that
brings the interface to show a spatio-temporal complex behavior. This in-
cludes the interfacial growth in terms of its scaling properties and avalanche
dynamics. The structure of the thesis is then as follows.
This first Part of the thesis contains five Chapters, including this general
introduction, that allows the reader to get the proper theoretical and exper-
imental framework necessary to follow the results presented throughout the
thesis. Chapter 2 introduces the basic concepts about capillarity and wetting
phenomena, observed in systems where the surface tension effects are rele-
vant. On the other hand, the formal mathematical description of such systems,
called confined geometries, is given in Chapter 3, including the macroscopic
Hele-Shaw cell and microfluidic devices. The imbibition problem is presented
in Chapter 4 and the scaling theory used to describe general surface growth is
given in Chapter 5.
Our original research is divided in the following three parts. Part II of the
thesis is devoted to the scaling growth of interfaces described by both non-
local and local models. Chapters 7, 8, and 9 theoretically study the morphol-
ogy of imbibition fronts in different disorder configurations [as those shown in
Fig. 1.1(a) and 1.1(b)], and are motivated by the experimental work by Soriano
et al. [134]. We perform analytical studies of the interface scaling, and numer-
ical work based on a diffuse interface model or phase field model, described
in Ch. 4, which is found to be in very good agreement with the experimen-
tal results. A comparison between two different ways of using the numerical
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phase field model is reported in Ch. 10. We study there how these models
are affected by the disorder of the system. Finally, and motivated by imbi-
bition phenomena, the last chapter of the second Part deals with the scaling
properties in local models of surface growth with time-dependent crossover
lengths.
Part III studies the avalanche dynamics of driven interfaces in disordered
media. Chapter 13 introduces an avalanche theory valid in general models of
surface growth, that allows to characterize the local dynamics and temporal
correlations of avalanches defined through a spatio-temporal activity map.
This theory is then applied in Chapter 14, in the case of forced-flow imbibition,
where we find excellent agreement between analytical and numerical results.
The last Chapter of the third Part deals with the characterization of avalanches
by using a global magnitude that fluctuates in time. This allows to define the
so-called global avalanches, obtaining excellent agreement with experimental
results [113].
Finally, in Part IV, we focus on the subject of microfluidics, and in particular
we study the dynamics of a liquid/air meniscus advancing through a disor-
dered microchannel. We propose two different numerical methods in order to
study the time evolution of a microfluidic front in a hydrophobic microchan-
nel [see Fig. 1.1(c)]. Our results show that the pinning effects induced by the
roughness of the hydrophobic surfaces affect the growth of the front, in agree-
ment with experimental results [120].
Last, the thesis ends with a concluding part that contains the general con-
clusions of the thesis and future perspectives.
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Capillarity and wetting phenomena
There are a lot of situations in nature where surface effects are very im-portant. The spreading of a liquid over a solid is a clear example where
surface tension plays an important role 1. If a droplet of water is let on a solid
substrate it is observed that the water spreads out getting a thin film or a per-
fect droplet depending on the material of the solid. This is an example of a
fluid that shows wetting (hydrophilic) or nonwetting (hydrophobic) properties.
Other examples are found in imbibition of liquids in porous media as a wet-
ting process [2] or in the water repellency that some kind of leaves exhibit as a
result of their high hydrophobicity, known as Lotus effect [7,78]. This chapter
introduces some basic concepts to better understand such phenomena.
2.1
Contact angle and capillary pressure
In mechanical equilibrium, the wetting properties of a liquid over a solid sub-
strate arises from a competition between the surface tensions of each interface.
In Fig. 2.1 there are plot several examples of different wetting conditions. Typ-
ically, there is a solid phase in contact with two immiscible fluids (which usu-
ally are liquid and gas). Then, the wetting condition is determined by the
equilibrium contact angle qe that appears at the contact line between the three
phases, and is given by the Young-Dupre´ relation (see for instance Ref. [126]),
cos qe =
ssg − ssl
s
, (2.1)
where ssg, ssl , and s are the surface tensions for the solid/gas, solid/liquid
and liquid/gas interfaces respectively. The system is called hydrophilic for
qe < 90o and hydrophobic for qe > 90o.
Alternatively, an importance consequence of having an interface with a
nonzero surface tension is that there exists a pressure difference Dp across
1) For general references on wetting phenomena see [38, 40] and also
the recent review by Bonn et al. [12].
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Fig. 2.1 Different examples of wetting (hydrophilic) and non-wetting (hydrophobic) situations. A
droplet lying on a substrate (top) and a liquid meniscus inside a channel (bottom).
the interface. Consider a droplet of water with a spherical shape of radius R
surrounded by air. If the water/air interface is increased by a radius varia-
tion dR, then the total energy of the system, which is given by the Gibbs free
energy F , changes as
dF = −pwdVw − padVa + sdA, (2.2)
where pw and pa are the pressure at the water and air phases respectively, s
is the surface tension, dVw = 4pR2dR = −dVa is the increased volume of the
droplet, and dA = 4pRdR is the increased area of the interface. In equilibrium,
the condition dF = 0 must hold, giving rise to the relation
pw − pa = 2sR . (2.3)
This relation indicates that there is a pressure difference across the interface
related to the surface tension and the radius of the sphere and therefore, the
pressure inside the droplet is higher than outside. For a general surface rested
in equilibrium, Eq. (2.3) takes the form
Dpc = ks, (2.4)
that is, the pressure difference across the interface is given by the product of
its surface tension and its curvature k 2. The sign convention used here is
that convex surfaces have positive curvatures. Equation (2.4) is the so-called
2) The curvature of a general surface is given by the two principal radii
of curvature k = 1/r1 + 1/r2. For a spherical shape of radius R,
the two principal radii are equal r1 = r2 = R, and then k = 2/R,
recovering Eq. (2.3)
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Young-Laplace relation, and Dpc is usually referred to as the capillary pres-
sure.
2.2
Capillary length
It is of great importance to have a clear idea about the typical scales where
capillary effects become relevant as compared to gravity effects. For instance
in the channel depicted in Fig. 2.1, a particular length scale naturally arises
when comparing capillary pressure ∼ s/R [cf. Eq. (2.4)] to the hydrostatic
pressure ∼ rgR at a depth R. In general terms, this length is denoted as k−1
and is the so-called capillary length
k−1 =
r
s
rg
, (2.5)
where r is the density of the fluid and g the gravity field. It is shown then
that capillary effects are relevant only for sizes R < k−1. Note that this length
is usually of the order of a few mm. In the case of water for example, with
r ￿ 103 Kg/m3 and s ￿ 72 · 10−3 N/m, the capillary length is about 2 mm.
For systems with larger typical scales, gravity effects are more prominent and
surface tension does not play any role. In the following section, an illustrative
example where capillary effects become relevant is discussed.
2.3
Capillary rise in a tube
A particularly simple example of a liquid spreading over a solid is that of the
capillary rise of a liquid into a small tube (capillary tube). This is actually
a very common example of imbibition and has the grateful advantage that
can be easily worked out. A capillary tube is actually the simplest porous
medium that can be found, consisting only of one pore, and it is interesting
because ideally reproduces the mean advancement of a liquid into a general
porous medium. The example of capillary tube belongs to the group of con-
fined geometries, whose mathematical treatment will be discussed in detail in
next chapter. Notwithstanding, this section describes a simple derivation of
the equilibrium height and time evolution of the one dimensional liquid/air
meniscus position.
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Fig. 2.2 Schematic representation of the capillary rise in a small tube. Since the contact angle
q < 90◦ (hydrophilic condition), the induced curvature of the liquid meniscus is given by k =
2/r = 2 cos q/R.
2.3.1
Equilibrium height
The simplest situation that can be imagined is when a cylindrical tube of ra-
dius R is vertically introduced into a liquid reservoir of density r and dynamic
viscosity h. If the tube has a small enough radius (R < k−1), it is observed
that the liquid raises into the tube up to an equilibrium height Heq. Figure 2.2
shows a scheme of a liquid raising through a small tube. It shall be assumed
here that the contact angle q does not change during the liquid rising, and it
is close to the equilibrium value q ￿ qe. Then, due to the the hydrophilic wet-
ting conditions (qe < 90◦), the curvature induced at the liquid/air interface is
k = 2 cos qe/R > 0, which, in turn, generates a pressure difference [capillary
pressure, Eq. (2.4)] across the interface (points i and o in Fig. 2.2)
Dpc ≡ po − pi = 2s cos qeR . (2.6)
Therefore, the pressure po at the air phase is higher as compared to the pres-
sure at the liquid phase pi = po − Dpc. Assuming that the pressure at the
bottom of the tube (point b in Fig. 2.2) and at the air phase equal the atmo-
spheric pressure, pb = po = patm, the pressure difference along the liquid,
pb − pi = Dpc, makes the liquid to move into the tube. In equilibrium, such
a pressure difference has to be balanced by the hydrostatic pressure of the
column height Dpg = rgHeq, with
Heq =
2s cos qe
rgR
. (2.7)
Note that the smaller radius the tube has the higher height the liquid reaches.
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2.3.2
Time evolution of the liquid height
The dynamics of the liquid advancing through the capillary tube can be stud-
ied by considering the different forces that play a role on the liquid move-
ment [40]. First, capillary pressure, Eq. (2.6), induces a capillary force
fc = pR2Dpc, (2.8)
that causes the liquid to move inside the tube 3. On the other hand, the weight
of the liquid column fg = rgpR2H(t) and the friction viscous force fh oppose
to the movement. Then, the corresponding balance equation can be written
as:
d(MV)
dt
= fc − fh − fg, (2.9)
where the liquid mass depends on time as M(t) = pR2rH(t), and V(t) =
H˙(t) is the velocity of the interface. By making use of the Poiseuille’s law [80],
which states that the flow rate Q = pR2V(t) in a tube is given by 4
Q =
pDp
8hH(t)
R4, (2.10)
we can therefore write the viscous force as
fh = pR2Dph = 8phH(t)V(t). (2.11)
Then, by introducing each force expression in Eq. (2.9), we arrive at a general
differential equation describing the temporal evolution of the capillary rise in
a small tube
d[H(t)V(t)]
dt
=
2s cos qe
rR
− gH(t)− 8h
rR2
H(t)V(t). (2.12)
In the following, the above equation will be solved in two different scenarios.
Horizontal capillary tube. Wahsburn’s law
In the case of having no gravity, the second term in the RHS of Eq. (2.12)
vanishes and the solution reads as
H(t)V(t) =
Rs cos qe
4h
≥
1− e tti
¥
. (2.13)
3) Note that for hydrophobic walls (qe > 90o) the liquid would be
ejected from the tube instead of being sucked.
4) Eq. (2.10) is actually being derived in next Chapter, for channel
flows.
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This equation shows that there exists a time scale ti =
rR2
8h that separates two
different regimes:
• Inertial regime, t ￿ ti. Expanding the exponential term of Eq. (2.13) up
to first order we observe that the interface position is given by
H(t) =
≥2s cos qe
rR
¥1/2
t. (2.14)
During the initial times, the liquid grows linearly on time with an initial
velocity V0 ∼
°
2s cos qe/rR
¢1/2. Note that this regime is actually quite
short in most of the capillary systems. For the capillary rise of water
(h ￿ 9 · 10−4 Pa · s, r ￿ 103 Kg/m3) in a tube of R ￿ 1 mm, we have that
ti ￿ 1 s. Basically, this regime describes the moment when the liquid
gets into the tube and therefore in the limit of H(t) → 0. In this limit,
the viscous term can be neglected and the dynamics is controlled by the
inertia of the fluid.
• Viscous regime, t ￿ ti. At larger times, the inertia of the liquid is over-
come by the viscous force and then the interface time evolution follows
H(t) =
s
H20 +
Rs cos qe
2h
t, (2.15)
where the initial height H0 can be approached as the height of the liquid
at t ∼ ti. Eq. (2.15) is the so-called Washburn’s law [148], and it is also
found to be valid for the mean advancement of a liquid in porous media.
For long enough times, it is reduced to H(t) ∼ t1/2, and then the veloc-
ity goes as V(t) ∼ t−1/2, indicating that the fluid has a slowing-down
dynamics [44].
Note that the time scale ti ∼ R2/rh is a limitation of the Washburn’s law
at the initial times. However, in most of the capillary systems, the inertial
regime is difficult to see experimentally, and only the Washburn’s regime is
usually observed. That is why in practice, the inertial effects can be neglected
in solving Eq. (2.12) by simply assuming an initial height H0 > 0.
Vertical capillary tube
For a vertically oriented tube, the gravity term of Eq. (2.12) has to be taken
into account. As it has been shown in the last paragraph, the inertial effects are
quickly overcome by viscous friction, and are only relevant during the initial
times. Therefore, we shall neglect the inertial term when solving Eq. (2.12),
and consider that the liquid started to grow from an initial height H(t = 0) =
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H0. The dynamic equation reduces then to
dH(t)
dt
=
Rs cos qe
4hH(t)
h
1− H(t)
Heq
i
, (2.16)
where Heq is the equilibrium height, Eq. (2.7). The solution of Eq. (2.16) is
given by the transcendental equation
H(t)− H0
Heq
+ ln
"
1− H(t)
Heq
#
− ln
"
1− H0
Heq
#
= − t
tg
. (2.17)
It is straightforward to see that there also exists two different regimes sepa-
rated by the time scale tg =
8hHeq
rgR2 :
• Washburn’s regime, H(t) ￿ Heq. During the initial times, when the
meniscus height is still far from reaching the equilibrium height, the
logarithmic terms in Eq. (2.17) can be expanded up to second order,
recovering then Washburn’s law, Eq. (2.15).
• Exponential regime, H(t) → Heq. When the liquid height is reaching the
equilibrium height, the main contribution in the LHS of Eq. (2.17) comes
from the logarithmic term ln [1− H(t)/Heq], obtaining the asymptotic
behavior
H(t) = Heq
≥
1− e− ttg
¥
, (2.18)
with a characteristic time scale tg.
We therefore conclude that in the presence of gravity, the liquid initially grows
followingWashburn’s law up to a typical time scale tg from then on, the equi-
librium height is asymptotically reached.
Finally, it is important to remark that the behavior of a liquid rising through
a vertical tube given by Eq. (2.17) ideally describes the behavior observed for
the averaged liquid height in a general porous medium, such as for example,
in a sheet of paper.
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Fluid flow in confined geometries
This chapter introduces the mathematical description of the fluid motionin confined geometries. Here, a confined geometry shall be referred to
as a three dimensional system that at least has one characteristic length scale
of the order or smaller than the capillary length k−1, and therefore, capillary
forces are expected to be prominent. Typical examples are closed channels of
any shape, infinite-long parallel-plate channels or in general, any device used
in microfluidics technology. Note that these kind of geometries have at least
one submilimiter characteristic scale and therefore, typical fluid velocities in-
side the system are bound to keep slow. As it will be shown, these features
allow to treat the fluid flow as a laminar flow and then easier to be analytically
studied, something always desirable.
3.1
Governing equations
The most general description of the mechanical motion of an incompressible
viscous fluid is given by the Navier-Stokes equation [80]
r
h∂u
∂t
+ (u ·∇)u
i
= −∇p+ h∇2u, (3.1)
where u = (ux, uy, uz) is the three-dimensional velocity field, r the density, h
the dynamic viscosity, and p the pressure inside the fluid. The above equation
together with the incompressibility condition∇ · u = 0 are the complete set of
equations describing general viscous fluid flows. It is important to note that
Eq. (3.1) is highly nonlinear and really complex to treat analytically. However,
an important feature of Navier-Stokes equation appears when it is expressed
in dimensionless units [80]. This means that we express all the physical vari-
ables in units of the characteristic scales. If the system has only one character-
istic length scale b and velocity scale U, Eq. (3.1) can be rewritten as
Re
h
∂￿tu￿ + (u￿ ·∇￿)u￿
i
= −∇￿p￿ +∇￿2u￿, (3.2)
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where primes represent variables in dimensionless units. Here, Re = rUb/h is
the dimensionless Reynolds number, that separates a turbulent regime (Re￿ 1,
nonlinear effects dominant) from a laminar regime (Re ￿ 1, viscous effects
dominant). In systems with a low characteristic velocity and small length
scale, the low Reynolds number approximation reduces Eq. (3.2) to the linear
Stokes equation
0 = −∇p+ h∇2u, (3.3)
expressed in the usual physical variables. The above equation can even be
reduced to a simpler expression depending on the geometry of the system, as
for example in a Hele-Shaw cell.
3.2
The Hele-Shaw cell
A Hele-Shaw cell [61] consists on two rectangular glass plates of dimen-
sions Lx × Ly separated by a distance b which is much smaller than the
other dimensions b ￿ Lx, Ly. This is a very important setup that has
been used to study several different problems such as interfacial instabili-
ties [4,9,128,144], drainage from a porousmedium [97], or imbibition phenom-
ena [56,60,127,136,138]. The latter example corresponds actually to the physi-
cal phenomenon which this thesis is mainly based on, and the detailed exper-
imental setup of a Hele-Shaw cell modeling imbibition in porous medium is
discussed in next Chapter. For now, it only will be considered the flow of a
viscous fluid in a clean Hele-Shaw cell, that is, without any kind of disorder
between both plates. A schematic representation of a Hele-Shaw cell is de-
picted in Fig. 3.1. Note that the flow through the cell is characterized by two
different length scales, b and L, instead of only one as we assumed in the previ-
ous section 1. The procedure to get the dimensionless Navier-Stokes equation
described above becomes then more involved [20], and has to be described in
terms of the so-called aspect ratio # ≡ b/L. In particular, an effective Reynolds
number
Re = #Re =
b
L
rbU
h
, (3.4)
has to be replaced by the usual one in Eq. (3.2). In the limit of #→ 0, the linear
and inertial terms are neglected, and the main components contributing to the
fluid flow are those lying on the plane parallel to the plates of the Hele-Shaw
1) It is assumed here that, although Lx and Ly are different in number,
they can be considered to be of the same order of magnitude, and
represented by a general characteristic scale L.
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Fig. 3.1 (a) Schematic representation of a non-disordered Hele-Shaw cell in the stable case of
a viscous fluid pushing air. The position of the interface separating both phases is denoted as
H(t). (b) Fluid flow in the liquid bulk of the cell is given by a Poiseuille profile.
cell, u￿ = (ux, uy) with uz ∼ O(#2). Therefore, the corresponding Stokes
equation for the Hele-Shaw cell reads as
0 = −∇p(x, y) + h∂2zu￿(x, y, z). (3.5)
Note that the three-dimensional Laplacian term of equation (3.3) is expressed
in dimensionless units as
∇￿2u￿￿ = [#2(∂￿2x + ∂￿2y ) + ∂￿2z ]u￿￿, (3.6)
and therefore only its z-component remains in the limit of # → 0. The pro-
cedure to derive Eq. 3.5 is actually known as the lubrication approximation and
it is generally valid for confined geometries where flows have the transver-
sal dimension much smaller than the others, something also very common
for instance in thin film dynamics [69, 87, 103]. By integrating Eq. (3.5) along
z-direction and using the non-slip boundary condition at the solid plates posi-
tion, u￿(x, y = ±b/2) = 0, the solution for the velocity profile is given by a
Poiseuille flow (see Fig. 3.1)
u￿(x, y, z) =
1
2h
√
z2 − b
2
4
!
∇p(x, y). (3.7)
Since the flow along the component normal to the plane (x, y) is considered
to be zero, the above equation can be averaged along the z direction. The
resulting equation for the two-dimensional velocity field reads as
v(x, y) ≡ 1
b
Z b/2
−b/2
u￿(x, y, z)dz = − b
2
12h
∇p(x, y), (3.8)
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and corresponds to the so-called Darcy’s law, which is a general law of fluid
flow in porous media (see next Chapter). The ratio b2/12 is the permeability
K of the Hele-Shaw cell. Assuming that the fluid is incompressible, the con-
tinuity equation for the three-dimensional velocity field, ∇ · u = 0, can be
expressed as∇ · v = 0 for the averaged two-dimensional velocity. Therefore,
Eq. (3.8) is also written as a Laplace equation for the pressure
∇2p(x, y) = 0. (3.9)
In the case, for example, of having a liquid pushing air in a non-disordered
Hele-Shaw cell, the interface separating both phases is stable and flat 2. Then,
the system is invariant along the x direction, and the flow is unidirectional,
given by the y component of the velocity. We denote the interface position as
H(t), and by using Eqs. (3.8) and (3.9), one can easily find that the velocity at
the interface position, vy(y = H) = H˙(t), is given by
H˙(t) = − b
2
12h
Dp
H(t)
, (3.10)
where Dp = p(H)− p(0) is the difference between the pressure at the interface
position, y = H(t), and at the origin of the cell, y = 0. As in the case of the
capillary tube described in the preceding Chapter, the pressure at the interface
will be given by the Young-Laplace equation [cf. Eq. (2.4)],
p(H) = pair − 2s cos qb , (3.11)
related to the curvature of the liquid/air meniscus along the z-direction 3. pair
is the pressure at the air phase. If the pressure at the origin of the cell is kept
constant, p(0) = pa, the Washburn behavior, H(t) ∼ t1/2, is recovered when
Eq. (3.10) is integrated.
3.3
Microfluidic devices
We discuss in this Section the fluid flow in microfluidic devices, and in par-
ticular we shall focus in microchannels. As before, the starting point is the
Stokes equation (3.3) valid in the low Reynolds number approximation.
2) Note that this is not true in the opposed case of having air pushing
liquid, where the interface becomes instable [128].
3) In a Hele-Shaw cell of gap spacing b, one of the two principal radii
of curvature is infinite, and then the curvature is k = 2 cos q/b, with
q the contact angle (see Ch. 2).
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Consider the unidirectional flow in a rectangular microchannel with arbi-
trary aspect ratio of the cross-section, given by a width w and a height b. As
occurred in the preceding Section, the z component of the velocity field u is
assumed to be zero, and the only contribution to the flow is on the y-direction.
Then, the corresponding Stokes equation for a rectangular channel is written
ash
∂2x + ∂2z
i
uy(x, z) =
Dp
hH(t)
, (3.12)
with the non-slip boundary conditions at the channel surfaces 4
uy(±w/2, z) = 0 and uy(x,±b/2) = 0. (3.13)
We are assuming that the width is larger than the height, w > b. As in the
preceding Section, the front position is given by H(t), and Dp = p(H)− p(0).
The solution of the Eq. (3.12) is usually expressed in terms of a Fourier expan-
sion (see for instance Ref. [20]), and reads as
uy(x, z) = − DpH(t)
4
hw
•
Â
n=1
(−1)n+1
b3n
"
1− cosh(bnz)
cosh(bn b2 )
#
cos (bny), (3.14)
where bn = (2n − 1)pw . Then, the velocity of the front averaged over the
cross-section of the channel
H˙(t) =
1
wb
Z b/2
−b/2
Z w/2
−w/2
uy(x, z)dxdz, (3.15)
is given by the following relation:
H˙(t) = − Dp
H(t)
8
hw2
•
Â
n=1
1
b4n
"
1− 2
bnb
tanh
≥
bn
b
2
¥#
. (3.16)
The interesting point is that in the case of w > b, the above expression can be
approximated as [20]
H˙(t) = − b
2
12h
Dp
H(t)
h
1− 0.630 b
w
i
, (3.17)
which is basically the same relation for the Hele-Shaw cell, Eq. (3.10), multi-
plied by a geometric coefficient that depends on the cross-section aspect ratio
4) This is actually an important point in microfluidics, where the so-
called slip boundary condition has been largely discussed (see for
instance [39, 82, 146, 147]). In this derivation, however, we are not
considering possible slip effects at the walls.
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b/w, in such a way that in the limit of b ￿ w the Hele-Shaw behavior is re-
covered.
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Imbibition in disordered media
Imbibition is a process of fluid transport in a porous medium, in which aviscous fluid that wets preferentially the medium displaces a less viscous
resident fluid (typically air) [2]. It is really a very common phenomenon of
daily life, observed for example when a sugar cube or a sheet of paper is in-
troduced into a cup of coffee, or when an oil drop spreads without hesitating
over a newly purchased sweater. Only with these simple examples an im-
portant feature of imbibition arises. The interface separating the liquid from
the air is observed to be stable and become rough as the liquid gets into the
porous medium. In particular, as a consequence of a competition of the dif-
ferent forces that play a role on the interface dynamics, such as random cap-
illarity, surface tension or viscous pressure, the stable interface undergoes a
kinetic roughening process with spatio-temporal correlations. To study the
statistical and dynamical properties of the interface fluctuations belongs to an
important problem of the nonequilibrium statistical physics and it is in which
this thesis is mainly based on.
From a technological and industrial point of view, imbibition phenomena
are also very common. Examples are found in different scenarios ranging
from petroleum recovery and irrigation to retention of waste waters [2, 129],
including applications in food industry or biological sciences (see Ref. [2] and
references therein). In all the examples of imbibition processes, it is generally
accepted that fluid flow over the porous medium is given by Darcy’s law
￿Q￿ = −K
h
≥
∇p− rg
¥
, (4.1)
which was discovered empirically by Darcy in 1854 [37]. Here, ￿Q￿ is the
average volume of fluid transported per unit time and per unit cross-section
of the porous medium, K is the permeability of the medium, h the dynamic
viscosity, r the density, p the pressure field of the viscous fluid, and g the
gravity field. Eq. (4.1) is a general law for fluid flow in porous media, which in
the absence of gravity is analogous, for instance, to the Ohm’s law in the field
of electrical networks, and results from an averaging procedure that ignores
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the details on length scales smaller than the pores 1. Recall from the preceding
Chapter that Darcy’s law in a Hele-Shaw cell came out when averaging along
the transversal direction of the flow, obtaining there the permeability K =
b2/12.
It is important to remark that imbibition can be experimentally carried out
in two different ways: a) forced-flow imbibition occurs when the invading fluid
gets into the porous medium at a constant injection rate, and therefore at con-
stant mean velocity, and b) spontaneous imbibition when the fluid is driven
solely by capillary forces and the mean height of the interface H(t) grows
in time following the Washburn’s law, H(t) ∼ t1/2.
This chapter describes the imbibition phenomenon both from an experi-
mental and theoretical point of view.
4.1
Experimental setup
The most used experimental setup to reproduce imbibition phenomena has
been the Hele-Shaw cell [61]. One of the first studies was carried out by Rubio
et al. in a work appeared at the late eighty’s [127]. The porous medium was
modeled there by introducing glass beads of average diameter a randomly
distributed between the two plates of the Hele-Shaw cell. Imposing then a
constant flow velocity (forced-flow imbibition) the dynamics and the statisti-
cal properties of a growing water/air interface were studied.
Most recently, in the experimental work carried out by Soriano et al. [134],
the porosity of the cell was modeled by attaching a fiberglass substrate with
copper squares at the bottom cell. This new method allowed to have an excel-
lent control of the disorder imposed into the cell, and different configurations
such as for example columnar disorder were able to be studied. Figure 4.1
shows a detailed scheme of the Hele-Shaw cell with different disorder config-
urations. The dimensions of the copper squares can be either 1.50× 1.50× 0.06
mm3 or 0.4 × 0.4 × 0.06 mm3, and are randomly distributed overall space
(x, y). In the case of columnar disorder, the fiberglass substrate contains a
pattern of parallel copper tracks continuous in the y direction and randomly
distributed along x. Each track has lateral size of 1.50 mm and is d = 0.06 mm
high. The fraction of lattice sites occupied by copper is 35% in all the cases.
The gap variation of the cell is then characterized by a dichotomic disorder
that takes the values b or b− d. The viscous liquid (oil) gets into the cell from
one of its short sizes and the displaced air leaves the cell at the other side. By
using the Hele-Shaw cell, two different setups can be carried out depending
on which kind of imbibition is desired to study.
1) For a general derivation of Eq. (4.1) see Ref. [129]
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Fig. 4.1 (a) Schematic representation of the experimental setup of a disordered Hele-Shaw
cell used in Refs. [136, 138]. (b) Gap variation due to the cooper obstacles induces different
curvatures at the oil/air meniscus (blue lines). (c) Two examples of disorder configurations:
squares (top) and tracks (bottom) (Ref. [136]).
• Spontaneous imbibition.- The pressure at the oil inlet is kept constant by
using an oil container of selectable height Hc, measured with respect to
the height of the air outlet. This fixes the pressure difference between the
end of the cell and the liquid inlet as Dpa = rgHc, being r the density of
the oil, and g the gravity.
• Forced-flow imbibition.- The oil is injected at constant flow rate by using a
syringe pump that can be programmed to give flow rates Q in a given
range.
4.2
Theoretical background
From a general point of view, imbibition phenomena belong to the problem
of surface growth in disordered media. The first theoretical attempts to de-
scribe the physical mechanisms of an interface growing in a heterogeneous
medium were actually based on general models of surface growth [5], given
by a Langevin-like stochastic equation such as
∂h
∂t
= G(∇h) + F+ x(x, h), (4.2)
where h(x, t) is the height of the interface at position x and time t. The func-
tional G(∇h) depends on the specific model and should satisfy all the sym-
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metries and conservation laws. F represents the driving force, and x(x, h)
describes the random pinning forces of the medium acting on the surface, and
it is called quenched disorder because does not change on time. One of the
most acclaimed example of this kind of models was the so-called quenched
Edwards-Wilkinson (QEW) model
∂h
∂t
= ∇2h+ F+ x(x, h), (4.3)
initially proposed as a suitable model to study the borders of magnetic do-
mains in random field Ising model [19], and as a model for fluid moving in
heterogeneous media [71]. However, although it has been found to be par-
tially valid to statistically describe configurations of pinned fronts [143], Eq.
(4.3) – and generally any model like Eq. (4.2) – turn out to be essentially incor-
rect to describe the physics of imbibition fronts. This is basically because the
mass conservation of the liquid induces non-local effects that are not included
in the above models. Different theoretical works [45, 64, 108] have actually ar-
rived at the conclusion that the interface dynamics has to be described by a
non-local and nonlinear equation that comes out when the transport of liquid
from the reservoir is taken into account. This is what is called the macroscopic
description of imbibition and it is derived in detail in the following Section.
4.3
Macroscopic description of imbibition
The starting-point to derive an equation for the interface dynamics in disor-
dered media is the general Darcy’s law, Eq. (4.1). For simplicity, the gravity
effects shall be omitted in the following derivation. The experimental setup
considered here is that from the Hele-Shaw cell used in the work by Soriano
et al. [136, 138] with a randomly gap spacing b + db. If we assume a smooth
variation of the gap, |db| ￿ 1, the fluid flow can then be locally described by
the Darcy’s equation of the Hele-Shaw cell (see Ch. 3)
v(x, y) = − b(x, y)
2
12h
∇p(x, y), (4.4)
where now the permeability K = b(x, y)2/12 is a random variable.
4.3.1
Capillarity versus permeability disorder
An important issue to start with is to realize that fluctuations of gap spacing
b+ db in the Hele-Shaw cell mainly give rise to two different kinds of disorder
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acting on the interface [108], namely, the capillary disorder pc ∼ 1/(b + db)
and the permeability disorder K ∼ (b + db)2. However, it can be easily
shown that both disorders act at different length scales separated by a typi-
cal crossover length, denoted as ￿K [2, 108]. An estimation of such crossover
length can be obtained as follows.
Consider the two-dimensional normal velocity of the interface, given by the
Darcy’s equation projected normally (nˆ direction) to the interface position
vn = −K
h
∂np. (4.5)
Let that permeability and pressure to be written in terms of fluctuating vari-
ables,
K = K0 + dK,
p = p0 + dp, (4.6)
where the disorder terms dK and dp come essentially from the gap variation
db, and they correspond to permeability and capillary pressure fluctuations,
respectively,
dK = 2K0
db
b
, (4.7)
dp = − p¯c dbb , (4.8)
with K0 = b2/12 and p¯c = 2s cos q/b being the permeability and capillary
pressure of the clean Hele-Shaw cell, respectively (see the preceding Chapter).
Next, introduce the above expressions into Darcy’s equation (4.5) and take
linear orders in db
vn = v+ 2v
db
b
+
K0 p¯c
h
∂n
h db
b
i
, (4.9)
where v = −(K0/h)∂np0 is the mean velocity of the interface. Comparing
both disorder terms at the above equation, one obtains the existence of a lateral
length scale
￿K ￿ sb12h
1
v
, (4.10)
separating two regimes. At length scales below ￿K, the interface fluctuations
are mainly caused by capillarity disorder – capillary regime. On the other hand,
at length scales above ￿K, the interface roughness is produced by permeability
disorder – permeability regime.
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In the following we shall assume that the interface velocities are always
low enough to ensure the crossover length of Eq. (4.10) to be always larger
than the system lateral size, ￿K > L. Therefore, the permeability disorder
can be taken as a constant K ∼ K0 and we can assume that the main source of
disorder essentially comes from the capillarity. Note that this is a quite reason-
able approximation in the case of spontaneous imbibition, where the interface
velocity is decreasing down in time. However, as it is shown in Chapter 8,
for a very high applied pressure at the inlet of the cell, and then high initial
velocities, the permeability disorder may start to be important.
Therefore, the macroscopic description of imbibition flows in a disordered
Hele-Shaw cell will be given by the following set of equations
v(x, y) = −K0∇p(x, y),
∇2p(x, y) = 0, (4.11)
Dpi = pair − p(x, h) = sk + x(x, h),
where we have applied the compressibility condition at the two-dimensional
velocity field, ∇ · v = 0, giving rise to the pressure Laplace equation. As
it was shown in Ref. [108] this condition only holds in the capillary regime,
where the permeability K is assumed constant. The pressure jump across the
interface Dpi is given by the Young-Laplace relation [Eq. (2.4) in Ch. 2] that
now contains also the local curvature k in the cell plane due to the roughness
of the interface. This curvature is expressed as
k = ∇ · nˆ = ∇
2h
(1+ |∇h|2)3/2 , (4.12)
being h(x, t) the interface position and nˆ the normal vector to the interface.
The quenched disorder term x(x, h) in Eq. (4.11) comes from the curvature
variation along the transversal direction and it represents the random capil-
larity of the system due to the gap fluctuations
x(x, h) =
2s cos q
b+ db
, (4.13)
where we will suppose that the contact angle q does not vary. We have also
defined the term K0 ≡ K0/h in Eq. (4.11), which is called the mobility param-
eter.
4.3.2
Solving the macroscopic model
The purpose of this Section is to derive a dynamic equation describing the
interface fluctuations. To this end, the macroscopic description, given by Eq.
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(4.11), will be solved by using Green function formalism. We shall consider
here the case of spontaneous imbibition, where the pressure at the origin of the
system is kept constant to an applied pressure
p(x, y = 0) = pa. (4.14)
Note that the above condition must be replaced by
∇p(x, y)|y=0 = − 1K0
vyˆ, (4.15)
in forced-flow imbibition, where the mean velocity v is kept constant by im-
posing a constant driving (yˆ corresponds to an unit vector). A derivation of
the interface equation in the case of forced-flow imbibition can be found in
Refs. [64, 108].
Therefore, we need to work out a Laplace equation in a two-dimensional
system (x, y) with moving boundary conditions. The procedure is based on
standard Green function formalism (see for instance [8]), and our starting
point is the following Green’s identity:ZZ
WL
dr￿
h
p(r￿)∇￿2G(r|r￿)− G(r|r￿)∇￿2p(r￿)
i
=Z
SL
ds￿ · p(s￿)∇￿G(s|s￿)−
Z
SL
ds￿ · G(s|s￿)∇￿p(s￿), (4.16)
integrated over the volume of the liquid WL = {x, 0 ≤ y ≤ h(x, t)}, and along
its surface SL, where s is a tangential coordinate to the surface. The point
now is to take the Green’s function G(r|r￿) defined in the positive half-plane
W = {x, y > 0}, and given by the equation
−∇2G(r|r￿) = d(r− r￿), (4.17)
with homogeneous Dirichlet boundary conditions. The solution of the above
equation at the half-plane geometry can be derived by using the method of
image charges, obtaining
G(x, y|x￿, y￿) = 1
4p
ln
"
(x− x￿)2 + (y+ y￿)2
(x− x￿)2 + (y− y￿)2
#
. (4.18)
Then, by evaluating the Green’s identity, Eq. (4.16), at the interface position
r = (x, h(x, t)), and taking into account the Laplace equation for the pressure,
we arrive at the following relation:
1
2
p(x, h) =
Z
int
ds￿
h
G(s|s￿)∂np(s￿)− p(s￿)∂nG(s|s￿)
i
+
Z
0
ds￿p(s￿)∂nG(s|s￿),
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where we have applied the homogeneous boundary condition of the Green
function G(x, y|x, 0) = 0, and also considered that the integrals evaluated at
x → ±• cancel out. The factor 1/2 in the LHS of the above equation comes
from the Dirac delta function integral, which is integrated only up to the inter-
face position. The subindex int and 0mean that the integral is evaluated along
the interface position (x, h(x, t)) and along the origin of the system (x, 0), re-
spectively.
Bymaking use now of a planar approximation for the interface, which is based
on the condition |∇h| ￿ 1, we can replace the tangential and normal coordi-
nates by the usual cartesian coordinates, s ∼ x and n ∼ y. Then, the above
equation can be expressed as
1
K0
Z •
−•
dx￿ bG(x￿, h￿)∂th(x￿, t) = 12hs∇2h(x, t) + x(x, h)i+LS, (4.19)
where we have made use of Darcy’s equation (4.5) for the normal velocity
of the interface, which is expressed as dsvn = dx∂th(x, t). We have also
considered the Young-Laplace relation for the pressure jump across the in-
terface, Eq. (4.11), neglecting, for simplicity, the air pressure pair ￿ 0, and
taking the interface curvature as k ∼ ∇2h(x, t). Here, we have definedbG(x￿, h￿) ≡ G(x, h|x￿, h￿), with h￿ ≡ h(x￿, t), and the integral term
LS =
Z •
−•
dx￿
n
pa∂y￿ bG(x￿, 0) + hs∇2h(x, t) + x(x, h)i∂y￿ bG(x￿, h￿)o, (4.20)
where the spontaneous imbibition condition, p(x, 0) = pa, has been used.
Therefore, we can conclude from Eq. (4.19) that interface fluctuations in spon-
taneous imbibition are described by a non-local and highly non-linear equa-
tion, that comes out when taking into account the mass conservation of the
liquid.
Finally, making a linear expansion of the interface fluctuations around their
mean value H(t), Eq. (4.19) can be written in Fourier space as the following
linearized interface equation:
∂t hˆk =
1+ e−2|k|H
1− e−2|k|H |k|
h
− sK0k2hˆk − H˙hˆk + K0xˆk
i
+ d(k)
"
K0pa
H
+ H˙
#
. (4.21)
where d(k) is the Dirac delta function, and the noise term in Fourier space is
taken as x˜k =
R
dxe−ikxx(x, h(x, t)). The above relation becomes more mean-
ingful in the limit |k|H(t) >> 1, which means that during the kinetic rough-
ening process, correlations of the interface fluctuations grow up in time slower
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than the averaged interface position 2. In this limit, we arrive at the final ex-
pression:
∂t hˆk = −sK0|k|k2hˆk − H˙|k|hˆk + K0|k|xˆk. (4.22)
Note that the non-locality is reflected in the term |k|. If we take now the limit
k→ 0 in Eq. (4.21) we obtain that the mean velocity is given by
H˙(t) = K0
pa + ￿x￿
H
, (4.23)
where ￿x￿ ∼ 2s cos q/b is the spatially averaged capillary pressure at the in-
terface. The above equation is the same equation obtained for the clean Hele-
Shaw cell in Chapter 3, and reduces to the Washburn law for the mean height
H(t) =
q
H20 + 2at, (4.24)
where H0 represents an initial height and a = K0(pa + ￿x￿). It is important to
remark that the results presented in Refs. [64,108] show that the interface fluc-
tuations in forced-flow imbibition are given by the same linearized equation
(4.22). In that case, however, the mean interface velocity is constant H˙ = v.
Finally, we can therefore see from Eq. (4.22) that the interface fluctuations
due to the capillary disorder xˆk are essentially damped by two different mech-
anisms. At small scales, the surface tension s controls the fluctuations, while
long scales are damped by the advancement of the front H˙(t). These two ef-
fects are separated by the typical crossover length:
￿× ∼
"
sK0
H˙(t)
#1/2
, (4.25)
which increases in time, ￿× ∼ t1/4, in the case of spontaneous imbibition,
and is fixed to a constant value, ￿× ∼ v−1/2, in forced-flow imbibition. As it
was pointed out by Dube´ et al. [45], the importance of this crossover length
in imbibition is that it acts as a cut off for the interface correlations (see next
Chapter).
2) The important point in general surface growth is that there exists a
correlation length growing in time as ￿c ∼ t1/z. This is explained in
detail in the following Chapter.
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4.4
Phase field model for imbibition
The numerical resolution of the macroscopic model may involve impor-
tant technical limitations, especially because the sharp interface needs to be
tracked during all the system evolution. An alternative numerical approach
useful to study imbibition fronts is by making use of the so-called phase field
model or diffuse interface model. This model can be seen as a numerical tool
that converts a moving boundary problem into a set of partial differential
equations, allowing then an easier numerical treatment. The main aim of
the phase field model is to write a dynamic equation for an order parameter,
or phase field, without need to supply information on the interface position.
Such an order parameter, denoted as f, usually takes two limit values f = ±fe
representing the two different phases of the system. The physical interface is
then located in the region where the parameter changes its value from fe to
−fe, defining a small region of width e [see Fig. 4.2(a)]. Then, it is asked that
in the sharp interface limit [49], when the width of the diffuse interface goes to
zero, e → 0, the resulting dynamics will be the same as in the macroscopic
description.
These kind of models have been used during the last years in several con-
texts, such as for example in solidification phenomena [21, 31, 53, 81], Hele-
Shaw flows [22, 54, 55, 63, 88] or biological membranes [26–29], among many
others (see [17, 51, 57] for reviews). In the imbibition context, the phase
field models were initially used by Dube´ et al. [43, 45, 46] and A. Herna´ndez-
Machado et al. [64] (see also the review in [1]). The order parameter is chosen
so that positive values represent the liquid phase and negative values the air
phase, and can be understood as a global density function or total concentra-
tion field of the system.
4.4.1
Equilibrium solutions
The phase field model is based on a Ginzburg-Landau formulation, where the
free energy of the system is given by
F [f] =
Z
dr f (f) =
Z
dr
≥
V(f) +
e2
2
|∇f|2
¥
, (4.26)
where f (f) represents the free energy density. The potential V(f) is usually
chosen to have a double-well form, which combined with the square gradient
term ensures the existence of a well defined interface with a width of the order
of e. The chemical potential can also be defined as the change in F for a local
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Fig. 4.2: (a) Schematic representation of the phase field profile, f(x), in one dimension. The
two limit values ±1 represent the two phases of the system, and the phase field continuously
goes from one to the other in a finite region, the diffuse interface. (b) The effect of adding a
linear term xf at the double-well potential, V(f), is to destabilize one of the two phases.
change in concentration:
µ ≡ dF
df
= V￿(f)− e2∇2f. (4.27)
In equilibrium, the condition µ = 0 gives rise to
V￿(f0) = e2∇2f0, (4.28)
where f0 represents the equilibrium solution for the phase field, also known as
kink solution or Goldstonemode. In the case of a flat interface, and considering
a double-well potential as
V(f) = V0 − 12f
2 +
1
4
f4, (4.29)
one can find the following solution:
f0 = −fetanh
≥ u
e
√
2
¥
. (4.30)
Note that by assuming the potential as in Eq. (4.29), the bulk value of the
phase field is fe = 1. In the above relation u represents a normal coordinate
to the interface. An interesting and useful propertie of f0 is that in the sharp
interface limit of e→ 0, the derivative of the kink solution can be approached
by a Dirac delta function:
lim
e→0 ∂uf0 = −2fed(u) = −Dfd(u), (4.31)
with Df = 2fe being the miscibility gap.
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Surface tension.- Consider the simple case of a flat interface. By multiplying
Eq. (4.28) by ∂uf0 and integrating along u, we can write the relation:
e2
2
≥df0
du
¥2
= V(f0)−V(fe), (4.32)
where we have used the condition duf0 = 0 for u → ±•. Now, the free
energy density f (f) can be expressed as
f (f) = e2
≥df0
du
¥2
+V(fe). (4.33)
The excess free energy per unit area, i.e. the surface tension is then given by
s￿ = e2
Z
du
≥df0
du
¥2
= e
Z fe
−fe
df
q
2[V(f)−V(fe)], (4.34)
where we have used the prime to differentiate from the usual surface tension
s. If the arbitrary constant V0 of the potential in Eq. (4.29) is chosen so that
V(fe) = 0, the above integral is finally reduced to [2, 17]
s￿ = 2
√
2
3
e. (4.35)
Gibbs-Thomson relation.- It is interesting now to note that in the sharp in-
terface limit, it is possible to obtain an equivalent Young-Laplace relation as a
boundary condition for the chemical potential. To this end, we use a coordi-
nate system (s, u) moving with the interface position, where s represents the
arc length of the interface and u a coordinate perpendicular to the interface
(see Sec. A.1 in Appendix A). The chemical potential evaluated in a surface of
constant f is then given by
µ = V￿(f)− e2∂2uf+ e2k∂uf, (4.36)
where k is the interface curvature. Multiply now the above relation by ∂uf,
integrate along u, and apply the sharp interface limit, to obtain the following
condition for the chemical potential at the interface position:
2feµ|int = −DV − ks￿, (4.37)
where DV = V(−fe) − V(fe). This relation is equivalent to the Young-
Laplace equation for the pressure in the macroscopic model, Eq. (4.11), and it
is called Gibbs-Thomson relation in the phase field model context [2, 17]. The
point now is to note that the capillarity effect can be included in the model by
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adding a linear term in the potential:
V(f) = V0 − 12f
2 +
1
4
f4 − fx(r), (4.38)
so that DV = 2fex(r). As it is shown in Fig. 4.2, this linear term destabilizes
one of the two phases and therefore, for positive values of the quenched ran-
dom field x(r) > 0, the disorder favors the liquid (wet) phase, forcing the
interface to advance at the expense of the air (dry) phase [45]. The disorder
can also be chosen with negative values, modeling then a non-wetting or hy-
drophobic system.
4.4.2
Conserved dynamics
The dynamical evolution of the phase field is given by a generalized Cahn-
Hilliard model [25] or model B in the Halperin-Hohenberg nomenclature [65],
with a locally conserved order parameter
∂f
∂t
= −∇ · j, (4.39)
where the current is taken proportional to the gradient of the chemical poten-
tial
j = −M(f)∇µ, (4.40)
with M(f) being the mobility coefficient, which may depend on the phase
field. By using the expression for the chemical potential, Eq. (4.27), taking into
account the potential form of Eq. (4.38), the resulting dynamic equation for
the phase field reads
∂f
∂t
= ∇M(f)∇µ = ∇M(f)∇£− f+ f3 − e2∇2f− x(r)§. (4.41)
In most of the results presented in this thesis, we have made use of the so-
called one-sided model, where the mobility M is taken constant at the liquid
phase (f > 0) and zero at the air phase (f < 0). A detailed comparison
between this model and the symmetricmodel, where M is constant throughout
the whole system, is given in Ch. 10.
It is also possible to calculate the normal velocity of the interface from the
above equation. By using the curvilinear coordinate system (s, u) we have
that
∂f
∂t
= −vn ∂f
∂u
, (4.42)
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where vn = −∂tu represents the normal velocity of the interface. Then by
integrating Eq. (4.41) around a region [−e, e] of the interface, and applying
the sharp interface limit, we obtain
vn = − M2fe ∂uµ. (4.43)
This condition is completely equivalent to the macroscopic description for the
pressure p based on the Darcy’s law, Eq. (4.11). Actually, bymaking amatched
asymptotic expansion in the sharp interface limit (see for instance Ref. [63]),
it is possible to obtain a correspondence between the phase field parameters
with the corresponding ones from the macroscopic description through the
relations
p = feµ1, K0 =
M
2f2e
, s =
1
2
s￿, (4.44)
where µ1 is the first order in e term of the chemical potential in the asymp-
totic expansion. Likewise, a detailed derivation of the interface equation (4.22)
from the phase field equation (4.41) is provided in Appendix A.
Therefore, in order to numerically reproduce imbibition fronts in disordered
media, Eq. (4.41) is integrated in a two-dimensional system of size Lx × Ly
with a given disorder configuration x(x, y). As it has been pointed out in [2,
46], the phase field equation can be put in dimensionless units by choosing
all the parameters to unity, i.e. e = 1, M = 1. The interface position h(x, t)
is then given by interpolating the points where f[x, h(x, t); t] = 0. Figure 4.3
shows a numerical example of a liquid/air system in two different disorder
configurations studied in this thesis.
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Fig. 4.3 Numerical example of a liquid/air system with a disorder x(x, y) randomly distributed
over the whole system (a), and a columnar disorder x(x) (b).
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Scaling theory of surface growth
The growth of fluctuating interfaces in disordered media has been a subject
of much interest during the last twenty years. The study of the interface
kinetic roughening is a fundamental problem of non-equilibrium statistical
physics and has important applications in technological processes and ma-
terial characterization. Examples of experimental studies are fracture sur-
faces [3,11,13,95], the growth of thin films from an incoming flux of atoms [5,
73, 110], slow combustion fronts [100, 102], and fluid-air interfaces in porous
media [56, 127, 135–138], among many others. The main common feature in
such experiments is that one has a stable fluctuating interface that can be de-
scribed in terms of scaling laws [5, 101]. The interface height at position x
and time t is generally expressed with a single-valued function h(r, t) in d+ 1
dimensions. Usually, the growth starts with an initially flat interface that un-
dergoes a kinetic roughening process until it reaches a saturated regime, in
which the interface fluctuations become statistically independent of time and
are scale-invariant up to some typical length scale of the system. This process
is described in terms of the phenomenological Family-Vicsek scaling hypoth-
esis [50], which supposes the presence of only one characteristic scale in the
problem. This scale corresponds to the correlation length ￿c of the interface
fluctuations, and it is expected to grow in time until it reaches the system size,
￿c = L. Interfaces are then considered as random self-affine fractals, which
means that they remain invariant under the anisotropic transformation:
h(r) = bah(br), (5.1)
where a is called the roughness exponent. The above relation indicates that a
self-affine function must be rescaled in a different way horizontally and verti-
cally. For instance in d = 1, if the x axis is changed by a factor b, x → bx, the
height function must be rescaled by a factor ba, h → bah, in order to preserve
the function statistically invariant. In the especial case of a = 1, one recovers
an isotropic transformation, and then the function is referred to as self-similar.
This Chapter introduces several concepts concerning the statistical proper-
ties of the interface fluctuations in terms of scaling laws. To this end, the dif-
ferent types of scalings in which the interface may be classified are discussed,
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which will be useful to follow the statistical analysis of fluctuating fronts pre-
sented in the following parts of the thesis.
5.1
Family-Vicsek scaling
In the Family-Vicsek scaling hypothesis [50], the lateral correlation length ￿c
is expected to grow in time following a power-law as ￿c ∼ t1/z until it reaches
the system size, ￿c = L, which defines a saturation time ts ∼ Lz. In this con-
text, z is the so-called dynamic exponent. One of the basic quantities to study the
fluctuations of the growing interface is its global width or vertical correlation
length (see Fig. 5.1), defined as
W(L, t) = ￿[h(x, t)− h]2￿1/2, (5.2)
where ￿..￿ denotes average over different noise realizations and the overbar is
spatial average in the x direction.
Fig. 5.1 Example of a rough interface characterized by a lateral correlation length ￿c and the
global width W(L, t).
In most of cases, the interface is initially flat so that the global width is zero
at t = 0. As the system evolves and the interface becomes rougher, the width
increases in time as W(L, t) ∼ tb for t < ts and becomes constant W(L) ∼ La
for t > ts. Here, b is the growth exponent. Note that the saturation time is given
by both ts ∼ La/b and ts ∼ Lz. Therefore, we can obtain the following scaling
relation between the three exponents:
b =
a
z
. (5.3)
Alternatively, one might be interested in studying the correlations over a dis-
tance ￿ ￿ L through the local interface width, defined as
w(￿, t) = ￿￿[h(x, t)− ￿h￿￿]2￿￿￿1/2 (5.4)
where ￿...￿￿ denotes an average over x in windows of size ￿. In the Family-
Vicsek scenario the above quantity is expected to grow in time as w(￿, t) ∼
tb until the local window ￿ gets saturated, ￿c ∼ ￿, defining then the local
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saturation time t￿ ∼ ￿z. Further on, the local width only depends on the lateral
length ￿ as w(￿) ∼ ￿a. In general terms, these two asymptotic behaviors can
be described by a single scaling function
w(￿, t) = tb f (￿/t1/z), (5.5)
where f (u) is a scaling function that behaves as
f (u) ∼
Ω
const if u￿ 1
ua if u￿ 1. (5.6)
Note that Eq. (5.5) is also valid by the global width behavior by simply replac-
ing ￿ by L. It is important to remark that in the saturated regime, t > Lz, the
only remaining scale that breaks scale-invariance symmetry is the size L of the
system. Then, the interface width can be written in terms of a finite-size scal-
ing w(￿, L) ∼ ￿a f (￿/L)with f (u) ∼ const for u￿ 1 and f (u) ∼ u−a for u ￿ 1.
This basically means that the global interface width after saturation increases
with the system size,W(L) ∼ La, with the same exponent as the local interface
width observed at smaller window sizes w(￿ ￿ L) ∼ ￿a. This behavior is the
main characteristic of the Family-Vicsek scaling. In contrast, as it is shown in
next Section, when the interface is affected by anomalous scaling [67, 123], such
an equivalence between global and local scales is not valid anymore, and the
above scaling function needs to be generalized.
Another useful quantity also used to obtain the roughness exponent a is the
structure factor or power spectrum of the interface S(k, t) = ￿hˆk(t)hˆ−k(t)￿,
where hˆk(t) = L−d/2Âx[h(x, t) − h] exp(ikx) is the Fourier transform of the
interface in a system of size L. In the Family-Vicsek assumption it scales as
S(k, t) = k−(2a+d)sFV(kt1/z), (5.7)
where sFV is the scaling function
sFV(u) ∼
Ω
const if u￿ 1
u2a+d if u￿ 1. (5.8)
Therefore, we can obtain the roughness exponent by looking at the power
spectrum S(k, t) ∼ k−(2a+d) for k￿ kc where kc ∼ 1/￿c.
The Edwards-Wilkinson equation.- One of the most famous models of surface
growth, characterized by a Family-Vicsek scaling is the so-called Edwards-
Wilkinson (EW) equation [47]:
∂h
∂t
= ∇2h+ x(x, t), (5.9)
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Fig. 5.2 Numerical resolution of the EW equation in a system of size L = 512. (a) Local
interface width as function of time calculated at different lateral lengths, from ￿ = L/128 up to
￿ = L (bottom to top). As expected in a Family-Vicsek scaling, the local scales ￿ ￿ L saturate
at the local time t￿ ∼ ￿z ￿ Lz. We obtain the exponent b = 0.25(3) from the data fit, in perfect
agreement with the theoretical prediction, Eq. (5.10). (b) Structure factor S(k, t) at different
times giving a roughness exponent a = 0.50(5).
where x(x, t) is a white noise with correlations ￿x(x, t)x(x￿, t￿)￿ ∼ d(x −
x￿)d(t− t￿). This model describes the process of random deposition with sur-
face relaxation [5], and can be easily studied both numerically and analytically.
Indeed, the scaling exponents can be obtained by imposing the above equa-
tion to be scale-invariant if the variables are rescaled as x → bx, t → bzt, and
h→ bah [5], obtaining:
z = 2, a =
2− d
2
, b =
2− d
4
, (5.10)
in d+ 1 dimensions. As it is shown in Fig. 5.2, these exponents are in perfect
agreement with numerical integrations of Eq. (5.9) in d = 1.
5.2
Anomalous scaling
Although the scaling proposed by Family and Vicsek [50], given by Eqs. (5.5)
and (5.7), is found to be valid in a great variety of experiments or models,
there are many other cases where this scaling is not suitable to describe the
interface fluctuations. Basically, the finite-size scaling argument discussed in
the preceding Section for the interface width turns out to be incorrect, and one
needs to introduce a new local roughness exponent aloc in order to distinguish
between the behavior at local scales w(￿) ∼ ￿aloc and global scales W(L) ∼
La. This is the so-called anomalous scaling and has been observed in many
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experimental results [32,95,135,138] and numerical models [67,90,141] during
the last years. As pointed out by Lo´pez [92], the presence of anomalous scaling
is a consequence of a nontrivial dynamics shown by the mean local slope of
the interface ￿∇h￿, and it is characterized by a lack of self-affinity [94].
A complete description of the anomalous scaling was given by Ramasco
et al. [122, 123] on basis of a new scaling ansatz that generalizes the scaling
form of the power spectrum given by Eq. (5.8), and include all the existing
scaling behaviors in one single framework. Assuming that the Family-Vicsek
hypothesis for the correlations growth, ￿c ∼ t1/z is still valid, the proposed
generic ansatz is the following:
S(k, t) = k−(2a+1)sA(kt1/z), (5.11)
where now the scaling function has the general form
sA(u) ∼
Ω
u2(a−as) if u￿ 1
u2a+1 if u￿ 1, (5.12)
being as the spectral roughness exponent. The above scaling behavior for the
power spectrum allows to obtain the scaling for the local width by using the
relation [67]
w(￿, t)2 ∼
Z p/a
2p/L
dk
2p
[1− cos (kl)]S(k, t), (5.13)
where a is the lattice spacing. The resulting dynamic scaling for the local
width reads as:
w(￿, t) = tbg(￿/t1/z), (5.14)
with the corresponding scaling function
g(u) ∼
Ω
ualoc if u￿ 1
const if u￿ 1, (5.15)
where aloc is the rough local exponent and it characterizes the roughness at
small scales ￿ ￿ L. Therefore, one of the main implications of the anomalous
scaling is that the system has now three characteristic length scales: the system
size L, the correlation length ￿c, and the observation scale ￿. Consequently,
there are three different time regimes:
w(￿, t) ∼
8<:
tb for t < ￿z
tb∗￿aloc for ￿z < t < Lz
￿alocLa−aloc for t > Lz.
(5.16)
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In the anomalous scaling, the local width saturates when the correlation
length reaches the system size, i.e, at times ts ∼ Lz and not at the local time
t￿ ∼ ￿z as occurs in the Family-Vicsek scaling (see Fig. 5.2). There is an inter-
mediate regime between t￿ and ts when the local width grows as w(￿, t) ∼ tb∗
where
b∗ = b− aloc
z
, (5.17)
is the local growth exponent. An example of this behavior is plotted in Fig. 5.3.
It is interesting to mention here that the scaling function for the local width
can also be expressed as:
w(￿, t) = ￿alocg￿(￿/t1/z), (5.18)
with the scaling function
g￿(u) ∼
Ω
u−(a−aloc) if u￿ 1
u−a if u￿ 1. (5.19)
After saturation times, t > Lz, the local interface width scales as w(￿) ∼ ￿aloc
with a different exponent than the global widthW(L) ∼ La.
Finally, it is important to remark that in order to characterize the anomalous
scaling, we need three independent scaling exponents (a, z, b = a/z, aloc,
b∗ = b− aloc/z). In addition, depending on the spectral roughness exponent
as, different types of scaling arise when the integral of Eq. (5.13) is carried
out [67, 123]. The following scheme [123] summarizes all of them:8>>>>>>>>><>>>>>>>>>:
if as < 1 ⇒ aloc = as
8<:
as = a ⇒ Family-Vicsek scaling
as ￿= a ⇒ Intrinsic anomalous scaling
if as > 1 ⇒ aloc = 1
8<:
as = a ⇒ Superroughening
as ￿= a ⇒ Faceted surfaces
The important point is that all the possible scalings are now described by the
general anomalous scaling ansatz, Eq. (19.12). For instance, the Family-Vicsek
scaling is recovered whenever a = aloc = as < 1. In the following, each case
of anomalous scaling will be discussed separately.
Intrinsic anomalous scaling.- For as < 1 it is always accomplished that aloc =
as. Then, the intrinsic anomalous scaling appears if a ￿= aloc. If we replace
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Fig. 5.3 Numerical resolution of the MBE equation in a system of size L = 512 showing a
superroughening scaling. (a) Local interface width as function of time calculated at different
lateral lengths, from ￿ = L/256 up to ￿ = L (bottom to top). Due to the presence of the
anomalous scaling (aloc ￿= a), the local scales grow with the local growth exponent tb∗ and
saturate at t ∼ Lz. We obtain the exponents b = 0.375(8) and b∗ = 0.125(6) from the data
fit, in perfect agreement with the theoretical prediction, Eq. (5.23). (b) Data collapse of the local
width w(￿, t) rescaled by tb, using b = 0.375 and z = 4. According to Eq. (5.15), the scaling
function g(u) has the asymptotes g(u) ∼ ualoc for u ￿ 1 and g(u) ∼ const for u ￿ 1, giving
a local roughness exponent aloc = 1.0(2) in agreement with the superroughening scaling. The
inflexion point is given by taking ￿ = ￿c.
these conditions at the power spectrum function, we obtain that
S(k, t) ∼
(
t2qk−(2aloc+d) if k￿ kc
t
2a+d
z if k￿ kc. (5.20)
where q = (a− aloc)/z. We can see that the power spectrum is characterized
by showing up a temporal shift related to q for k ￿ kc. Also, it is important
to mention that the global roughness exponent a cannot be obtained directly
from the power spectrum as occur for instance in the Family-Vicesk scaling.
Then, it is usually required to calculate the local interface width and plot either
the scaling function g(u) [cf. Eq. (5.15)] or g￿(u) [cf. Eq. (5.19)] by means of a
data collapse [see Fig. 5.3(b)]. As it will be shown in this thesis, this kind of
scaling has been observed in imbibition fronts [116,117,135,138].
Superroughness.- The global roughness exponent is now higher than one,
and we have that a = as > 1. In addition the local roughness exponent is
aloc = 1. In this case, the power spectrum looks like
S(k, t) ∼
(
k−(2a+d) if k￿ kc
t
2a+d
z if k￿ kc. (5.21)
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Examples of this scaling are found in the quenched Edwards-Wilkinson
model [89, 143] [see Eq. (4.3) in Ch. 4], imbibition fronts [45, 112] (see also
the next parts of this thesis), and in the Molecular Beam Epitaxial (MBE) lin-
eal model [5, 79, 150]. The latter example is interesting because can be easily
solved numerically and analytically. The model is given by the following
equation:
∂h
∂t
= −∇4h+ x(x, t), (5.22)
where x(x, t) is the same kind of noise as in the EWmodel. As before, the scal-
ing exponents can be analytically calculated by imposing the above equation
to be scale-invariant under the scaling transformation x → bx, t → bzt, and
h→ bah, obtaining:
z = 4, a =
4− d
2
, b =
4− d
8
, (5.23)
in d+ 1 dimensions. Numerical integrations of Eq. (5.22) in d = 1 fully agree
with these predictions (see Fig. 5.3).
Faceted surfaces.- This scaling appears when as > 1 and as ￿= a. In this case
we also have that aloc = 1, and the power spectrum reads as
S(k, t) ∼
(
t
2(a−as)
z k−(2as+d) if k￿ kc
t
2a+d
z if k￿ kc.
(5.24)
As in the case of intrinsic anomalous scaling, the power spectrum is affected
by a temporal shift. Examples of interfaces showing this scaling are found, for
instance, in the Kardar-Parisi-Zhang equation [70] with static columnar disor-
der h(x) [141], and in experiments of electrodissolution of pure polycrystaline
iron [32].
5.3
The crossover length in imbibition fronts
An important point which needs to be discussed here is concerning a particu-
lar aspect of the scaling of imbibition fronts. In particular, the presence of the
crossover length ￿× ∼ 1/
√
v [cf. Eq. (4.25)] in the dynamic interface equation,
has revealed during the last years as a crucial point in the kinetic roughen-
ing process [2]. More precisely, several numerical studies [2,42,45,46,84] have
shown that the correlations of the interface are cut off by this crossover length.
This basically means that the system reaches the steady state when the correla-
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tion length catches up the crossover length, ￿c ∼ ￿×, defining a new saturation
time as t× ∼ ￿z×. This point will be largely observed through out this thesis.

Part II Scaling growth in non-local and local models of
surface roughening
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Introduction
This second Part of the thesis is concerned about the study of the scaling prop-
erties in the non-local model for imbibition fronts, given by Eq. (4.22) in Ch. 4,
and in local models of general surface growth with time-dependent coupling
constants. Our main motivation is to study from a theoretical point of view
some experimental work carried out by Soriano et al. [134], where the imbibi-
tion fronts are described in terms of the scaling theory explained in Ch. 5. It is
shown that the interface fluctuations present a rich variety of scaling scenar-
ios ranging from the Family-Vicsek to the anomalous scaling. By making use
of the numerical phase field model described in Ch. 4, we present numerical
results, accompanied by analytical work, describing the interface fluctuations
in different contexts of imbibition.
Chapters 7 and 8 present a theoretical and experimental study, respectively,
about the scaling properties of spontaneous imbibition fronts. Both studies
are motivated by the disagreement observed between the experimental work
by Soriano et al. [135] and the numerical work by Dube´ et al. [45].
On the other hand, motivated by the interesting experimental results of
Ref. [138], where is reported imbibition fronts in columnar geometries whose
fluctuations are described by a phenomenological local model, we perform in
Chapter 9, an analytical and numerical study of forced-flow and spontaneous
imbibition in columnar geometries.
In Chapter 10 we present a study concerning the two different models that
have been used during the last years to describe imbibition fronts. They are
the one-sided model used as the first time by Herna´ndez-Machado et al. [64]
and the symmetric model used by Dube´ et al. [45]. We focus on studying
the effect of the disorder strength in these two models, and how the scaling
properties of driven interfaces are modified.
Finally, one can easily observe from the results presented in all of these
Chapters, that fluctuations of imbibition fronts are largely affected by the pres-
ence of crossover effects. In particular, in the case of spontaneous imbibition
there is a time-dependent crossover length ￿×(t) (see Ch. 4) that is responsible
for the rich scaling behavior observed both experimentally and numerically.
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Therefore, motivated by these phenomena, we present in Chapter 11 a general
study of time-dependent crossover lengths in local models of surface growth.
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Anomalous scaling in spontaneous imbibition
This Chapter deals with the morphology and scaling properties of the in-terface fluctuations observed in the spontaneous imbibition process of a
viscous liquid invading a disordered medium. In particular, we study how
different scaling scenarios emerge depending on several physical parameters,
such as mean interface velocity or disorder strength. Let us recall that sponta-
neous imbibition occurs when a viscous liquid advances into the medium due
to the capillarity (see Ch. 4). Then, as a consequence of liquid mass conserva-
tion, the mean interface position H(t) grows asymptotically in time following
the Washburn’s law
H(t) =
q
H20 + 2at, (7.1)
where H0 is the initial height of the liquid and a is a parameter that depends
on the mean permeability of the medium K0, the viscosity of the liquid h, the
applied pressure at the origin pa, and the mean capillary pressure at the inter-
face ￿x￿. For long enough times, the above equation reduces to H(t) ∼ t1/2.
On the other hand, we learned in Chapter 4 that for low enough velocities, the
dynamics of the interface fluctuations is described by a linearized non-local
equation that in Fourier space reads as
∂t hˆk = −sK0|k|k2hˆk − H˙|k|hˆk + K0|k|xˆk. (7.2)
where bxk are the Fourier components of the capillary disorder, s the surface
tension, and K0 = K0/h. The relevant fact observed from the above equation
is that fluctuations due to random capillarity are damped by two different
mechanisms. While at small scales the surface tension controls the fluctua-
tions with a dynamic exponent z = 3, the long scales are damped by the ad-
vancement of the front H˙(t). These two effects are separated by the crossover
length:
￿× = 2p
h sK0
H˙(t)
i1/2
. (7.3)
The important point in spontaneous imbibition is that since the mean velocity
is decreasing on time, H˙(t) ∼ t−1/2, the above crossover length grows on time
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as ￿× ∼ t1/4. This time-dependence becomes really crucial in spontaneous
imbibition and there was actually an interesting debate regarding the role of
the dynamic crossover length in the scaling observed in both simulations and
experiments of imbibition 1.
7.1
Experimental and theoretical motivation
Our study is based mainly on the experimental work made by Soriano et
al. [135], where an oil-air interface advances in a horizontal Hele–Shaw cell
with a random gap spacing between both glass plates (see Ch. 4 for a detailed
description of the cell). The gap thickness is b = 0.46 mm and gap fluctuations
are provided by copper square obstacles of d = 0.06 mm high, that are ran-
domly distributed over a fiberglass substrate filling the 35% of the total area.
Traction due to capillarity is so strong that a negative pressure difference must
be applied at the inlet of the cell. This experimental setup produces then very
slow fronts that on average advance following the Washburn’s law. The main
result of this experimental work is that the interface fluctuations are described
within the intrinsic anomalous scaling framework, with the scaling exponents
z = 3 , a ￿ 2 and aloc ￿ 1. The dynamical exponent z = 3 is consistent
with the linear non-local model of Eq. (7.2), and indicates that the roughening
process is mainly dominated by capillarity and surface tension terms.
In contrast, a previous numerical study of spontaneous imbibition carried
out by Dube´ et al [45], employing a phase field model (see Ch. 4), predicted
the scaling exponents z = 4, a = 1.25 and aloc ￿ 1 within the superrough
anomalous scaling. There is therefore a clear disagreement between previous
numeric data and experiments. The main claim in the numerical work is that
the crossover length of Eq. (7.3) acts as a cut off length, limiting then the growth
of the interface correlations. This fact has also been observed in other numer-
ical works of imbibition [2, 84], and the main reason is because the interface
is always asymptotically flat on length scales larger than ￿×. The correlation
growth follows then the growth of the crossover length, ￿× ∼ t1/4, giving rise
to an effective dynamical exponent z = 4.
Therefore, while the difference on the dynamical exponent z observed nu-
merically and experimentally can be explained in terms of a competition be-
tween the crossover length ￿×(t) and the intrinsic correlation length of the
problem ￿c(t), it is not clear under which conditions the imbibition fronts are
expected to follow an intrinsic anomalous scaling or superroughening.
1) A general discussion about the role of having dynamic crossover
lengths in general equations of surface growth is given in Chapter
11.
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The purpose of this Chapter is then the following and the results reported
here have been published in Ref. [116]. By using the phase field model we
present a deeper numerical study of spontaneous imbibition fronts, accompa-
nied with analytical results, in order to see under which conditions the nu-
merical model can indeed reproduce both the intrinsic anomalous scaling and
the dynamical exponent z = 3 observed in the experimental results. It is also
desirable to understand the physical mechanisms that control the scaling type
of the interface fluctuations.
7.2
Numerical method
The numerical study of spontaneous imbibition is made bymeans of the phase
field method described in Chapter 4. The phase field equation
∂f
∂t
= ∇M∇£− f+ f3 − e2∇2f− x(r)§, (7.4)
is integrated in a rectangular lattice of Dx = 1 grid space, with periodic bound-
ary conditions in the x direction. We have also considered smaller grid spaces
up to Dx = 0.5 obtaining identical results. In order to ensure numerical con-
vergence, we use a time step of Dt = 0.01 and the parameter e = 1. The
interface position h(x, t) is approached by a linear interpolation of the zero of
the phase field, f[x, h(x, t); t] = 0. Here, we are using the so-called one-sided
model, where the mobility is taken as M = 1 in the liquid phase (f > 0) and
M = 0 in the air phase (f < 0) 2.
The quenched disorder x(r) is taken as a dichotomic noise distributed in a
two-dimensional system with the values:
x =
8><>:
x0
x0
1−xA
, (7.5)
and it is imposed in the same way as that in the experimental work of Ref.
[135], in the sense that the sites with x0 are randomly distributed filling 65%
of the whole system. Even though in such experiments capillarity arises as
a three-dimensional effect, we can relate our disorder parameters with Hele-
Shaw gap spacing b (see Fig. 4.1 in Ch. 4) as
x0 ∼ 1/b and xA ∼ d/b, (7.6)
2) A detailed comparison between this model and the symmetric one,
where M is constant throughout the whole system, is given in Ch.
10.
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Fig. 7.1 Squared averaged interface height position, as function of time, follows Washburn law
for different applied pressures µa.
so the xA parameter controls the contrast between both noise values whereas
the x0 corresponds to the capillarity of the cell with a fixed gap.
It is important to mention that our numerical results are only focused on the
casewhere capillarity is the dominant disorder and therefore, the permeability
disorder is not taken into account in this phase field model. As it is explained
in Chapter 4, this is a reasonable assumption as long as the typical velocity
of the interface is low enough. However, as it will be shown in next Chapter,
experiments carried out in a regime of very high velocities present interface
fluctuations dominated by the permeability disorder, and then it would be
necessary to introduce some kind of noise in the mobility parameter M of the
phase field model, as it is done for example in [64, 85].
In order to reproduce spontaneous imbibition fronts, the chemical potential
at the origin of the system is fixed to a constant value, µ(x, y = 0) = µa. It is
worth to recall that the chemical potential in the phase field model plays the
role of the macroscopic pressure. For this reason, the value µa will be called
applied pressure throughout this Chapter. In all of our numerical integrations
we will suppose an initial height H0 = 20 to get a low initial velocity and the
noise value x0 = 3.0. All the results were averaged over 30 realizations. Our
study is focused to obtain the different scaling exponents and its dependence
on both the applied pressure µa and the contrast between noise values, xA.
7.3
Variation in the applied pressure
Different applied pressures at the origin have been studied. In all of them
the Washburn law, Eq. (7.1), is well accomplished as we can see from Fig. 7.1.
As a first case to analyze, we choose the numerical parameters xA = 0.3 and
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Fig. 7.2 Numerical results for spontaneous imbibition fronts at very low velocities (µa = −3.0
and xA = 3.0). (a) Temporal evolution of the interface at equal time intervals. (b) Log-log plot
of the interfacial width as function of time in different windows sizes ￿. The data fit shows a
growth exponent b = 0.49± 0.03 and the local one b∗ = 0.20± 0.04. (c) Power spectra of the
interface h(x, t) at different times. It shows that as = 1.0± 0.1. (d) Collapse of the interface
local width function, w(￿, t), which is scaled by tb versus ￿/tb/a, where a = 1.50± 0.02, and
then z = 3.0± 0.1 follows from z = a/b. The picture also shows a local roughness exponent
aloc = 0.95± 0.03.
µa = −3.0. In Fig. 7.2(a) there is plotted the temporal evolution of the in-
terface. Note that the applied pressure has the same value in module as the
noise value x0 and thus there are grid sites where the interface may rest locally
pinned for a long time. In this situation, the interface has a slow motion and
advances in avalanches 3. Using the scaling concepts described in Ch. 5, we do
a statistical description of the interface fluctuations, shown in Fig. 7.2. From
the interface local width we obtain the global growth exponent b = 0.49± 0.03
and the local one b∗ = 0.20± 0.04, clearly different from 0, indicating the exis-
tence of anomalous scaling. On the other hand, from the interface power spec-
trum we obtain the spectral roughness exponent as = 1.0± 0.1. The temporal
shift observed in the power spectrum indicates that a > as and since as is not
greater than 1, the relation aloc = as should be accomplished [123]. Therefore,
the global roughness exponent a can not be achieved directly from the power
3) A characterization of the avalanche dynamics of imbibition fronts
close to the pinning point is given in the next Part.
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Fig. 7.3 (a) Global interface width W(L, t) as function of time calculated at different applied
pressure, µa = −3.0, −2.9, −2.7, −2.0, −1.0 from top to bottom. The lines show a fit data
corresponding to the growth exponent b. (b) Estimation of the crossover and correlation length
when the dynamic exponent z = 3 is observed.
spectrum but it has to be obtained by means of a collapse of the interface local
width function, Eq. (5.14) in Ch. 5 . The result of the best collapse is shown
in Fig. 7.2(d) from which we obtain that a = 1.50± 0.02 and z = 3.0± 0.1.
This plot also shows a local roughness exponent of aloc = 0.95± 0.03, which
is very close to the value of the roughness exponent, as. These sets of scaling
exponents are compatible within the intrinsic anomalous scaling scenario, and
they are clearly different from those obtained in Ref. [45].
Let us now increase the interface velocity by changing up the applied pres-
sure, µa. Following the same statistical procedure as before, we compute
the whole set of scaling exponents for different values of µa > −3.0. Fig-
ure 7.3(a) shows the global width W(L, t) in each case. We observe there a
crossover from b ￿ 0.5 (µa = −3.0) to b ￿ 0.37 (µa = −2.7). In the specific
case of µa = −2.7, we obtain the different scaling exponents a = 1.5± 0.02,
z = 4.0± 0.1, b = 0.37± 0.03, and aloc = 0.95± 0.03 (cf. Fig. 7.4). Finally,
the results obtained in Ref. [45], a = 1.25, z = 4, b ￿ 0.32 and aloc ￿ 1, are
recovered when we increase the applied pressure up to µa = −1.0.
So it is important to remark that decreasing the applied pressure produces
three important effects:
• The roughness exponent a changes from 1.25 to 1.5.
• The interface local growth change from a super-rough to an intrinsic
anomalous scaling description.
• The dynamic exponent z = 3 obtained in experimental work is attained
when the interface advances at low velocities.
In Table 7.1 we can see the different scaling exponents computed for different
values of µa. The meaning of large and low velocities has to be understood as
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Fig. 7.4 Statistical description of interfaces when µa = −2.7 and xA = 3.0: (a) Log-
log plot of the interfacial width as function of time in different windows sizes, ￿ =
L, L/16, L/32, L/64, L/128 from top to bottom. The data fit shows a growth exponent
b = 0.37 ± 0.03 and the local one b∗ = 0.14 ± 0.04. (b) Collapse of the interface local
width function, w(￿, t), which is scaled by tb versus ￿/tb/a, where a = 1.50± 0.02, and then
z = 4.0 ± 0.1 follows from z = a/b. The picture also shows a local roughness exponent
aloc = 0.95± 0.03. (c) Power spectra of the interface h(x, t) at different times. It shows that
as = 1.0± 0.1.
µa a z b b∗ as Scaling
-1.0 1.25 4 0.32 0.10 1.25 SR
-2.0 1.34 4 0.33 0.12 0.9 IA
-2.7 1.5 4 0.37 0.14 0.9 IA
-3.0 1.5 3 0.49 0.20 0.9 IA
Tab. 7.1: Scaling exponents obtained when the applied pressure µa decreases. The contrast
of the noise values is kept constant xA = 0.3. SR and IA refer to superroughening and intrinsic
anomalous scaling, respectively.
follows. The interface advances at low velocity when the pinning effects be-
come important and the crossover length is large enough to observe an initial
regime described by z = 3. Therefore, in this sense, we call low velocities the
cases of µa < −2.0 and large velocities the other ones, µa ≥ −2.0. Concerning
the low velocities regime, there is some numerical inaccuracy in the deter-
mination of the interface position due to the slow advance of the interface. In
order to check our numerical results, we have performed the case of µa = −3.0
with a smaller grid space. We have used a Dx = 0.5 and no difference between
the case of Dx = 1.0 has been observed.
The crossover and correlation length
So far we have seen that an initial regime, dominated by the surface tension
term of Eq. (7.2), can be observed if the interface velocity is low enough. The
point is that the correlation length ￿c = A · t1/z is smaller than the crossover
length ￿× during the time interval studied. In order to check it, we are inter-
ested in estimating the crossover and correlation length.
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First, we suppose that in the case of µa = −2.7, in the regime of z = 4,
the crossover length, ￿× = A · t1/4, acts effectively as the correlation length
as Dube´ et al. have pointed out [45]. Then, the constant A can be approached
from the inflection point of the width collapse, in Fig. 7.4(b), being A ￿ 2.5.
Recall that the inflection point in the scaling function s(u) of the data collapse
corresponds to u = ￿c/t1/4 = A, since we are assuming ￿c = ￿×. On the other
hand, we know that the crossover length has the expression
￿× = C
≥2
a
¥1/4 · t1/4, (7.7)
obtained from Eq. (7.3) in the limit H20 < 2at, where a follows fromWashburn
law, Eq. (7.1), and can be obtained from the data fit in Fig. 7.1. With these two
expression we can obtain the constant C = (a/2)1/4A ￿ 1.4, which allows
us to estimate the crossover length in its full expression, Eq. (7.3), when µa =
−3.0. In such case the correlation length grows up as ￿c = 2 · t1/3, where
now the parameter 2 has been obtained from the width collapse in Fig. 7.2(c).
These results are depicted in Fig. 7.3(b), where we can observe that during the
studied time interval, the condition ￿× > ￿c is accomplished, and thus the
obtained dynamical exponent z = 3 is fully justified.
It should be noted from the equation for the mean interface growth H(t) =q
H20 + 2at, that the crossover length takes a certain time t = H
2
0/2a to reach
its asymptotic form ￿× ￿ t1/4. This could produce some effect on the interface
scaling as long as t× ≤ t, where t× is defined as the time when ￿c = ￿×. As
we can see in Fig. 7.3(a), in both cases of µa = −2.9 and µa = −2.7, there is a
regime, during the transition from z = 3 to z = 4, where the interface global
width does not increase. Therefore, by computing the parameter a from a fit
of the Washburn law, we observe that the typical time t ∼ 2 · 103 and 103 for
µa = −2.9 and −2.7, respectively, indicating that t ∼ t× in both cases. For
larger values of the applied pressure this effect occurs in an initial stage of the
interface growth and it is not observed.
An interesting point to comment on from these numerical results is that the
roughness exponent a does not change its value when the correlation length
catches up the crossover length, that is, the growth exponent b varies accord-
ingly with the change of the dynamic exponent from z = 3 to z = 4 keeping
constant the a value [see Fig. 7.3(a)]. Therefore, it lead us to think that the
crossover length does not change the scaling properties of the interface except for the
dynamic exponent z. This fact can be very useful to extract information from
the linear Eq. (7.2). Since the initial interface velocity has a finite value greater
than zero, the condition t× > 0 is always accomplished and therefore there
will be always an initial regime where fluctuations are dominated by the sur-
face tension. Note that this initial regime could be very short for a high initial
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velocity of the interface. Hence we can suppose that the scaling exponents a
and aloc, observed when the crossover length is controlling the fluctuations
growth, are the same as those corresponding to the initial regime described
by z = 3.
Intrinsic anomalous scaling in the low velocity regime
Our numerical results have shown the influence of the applied pressure on the
scaling exponents. We have seen that the intrinsic anomalous scaling appears
as the applied pressure is decreased. This can be understood in terms of the
large local slopes observed when the interface velocity is decreased. Indeed,
as it was pointed out by Lo´pez [92], the origin of the anomalous scaling can
be found in the non-trivial behavior of the interface local slopes.
Our purpose now is to derive analytically the interface scaling exponents
observed in the case of low velocities. First, note that in this limit, the relevant
terms of Eq. (7.2) are surface tension and capillarity. Then, assuming a colum-
nar disorder x(x) with correlations ￿x(x)x(x￿)￿ ￿ d(x− x￿), and rescaling the
linear equation by the scaling transformation,
x → bx h→ bah t→ bzt, (7.8)
scale-invariance holds for the scaling exponents a = 1.5, z = 3 and b = 0.5,
which correspond to those observed numerically in the low velocities regime.
Therefore, we can conclude that the interface feels an effective white columnar
noise as the applied pressure is decreased. The roughness exponent a = 1.5
is the same value obtained in the local quenched Edward-Wilkinson (QEW)
model with columnar noise [93], and as it is shown in Ch. 9, numerical inte-
grations of the phase field model with columnar disorder also give the same
exponent. It should be pointed out that the assumption of columnar noise
has to do with the number of sites where the interface is pinned; note that
the fractions of the interface which are locally pinned increases as the applied
pressure is decreased up to values lower than µa < −3.0 where the interface
does not advance at all. So in this sense, the roughness exponent a = 1.5 is ob-
served when the interface advances near a critical situation of pinning, which
seems to indicate that the depinning transition in imbibition is not dominated
by the non-linear terms coming from the quenched disorder x(x, h). As it is
shown in Ch. 14 of Part III, the same roughness exponent is also observed in
slow forced-flow imbibition, close to the pinning point, v→ 0.
On the other hand, when the applied pressure is increased and therefore we
move further away from the critical situationwe recover the results of a = 1.25
corresponding to the value obtained in the local QEW model with quenched
noise x(x, h) [2, 89]. Therefore, the other observed roughness exponent a ￿
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Fig. 7.5 Statistical description of interfaces described by Eq. (7.4) with a gaussian noise dis-
tributed at the 100% of the system with mean ￿x￿ = 3.0 and strength Dx = 0.6. The applied
pressure is µa = −2.5. (a) Collapse of the interface local width function, w(￿, t), which is scaled
by tb versus ￿/tb/a, where a = 1.51± 0.02, b = 0.51± 0.03 and then z = 3.0± 0.1 follows
from z = a/b. The picture also shows a local roughness exponent aloc = 0.9± 0.03. (b) Power
spectra of the interface h(x, t) at different times. It shows that as = 1.0± 0.1.
1.34 can be understood as an intermediate regime between the value a = 1.25
and a = 1.5 when the applied pressure is decreased. Likewise, in the next
section we will discuss an analytical approach which describes the quenched
noise scaling in the high velocity regime, where the values a = 1.25 and a =
1.33 are also observed.
In order to check the validity of this numerical results, we have also per-
formed the simulations with another kind of noise. We have used a gaussian
field distributed at the 100% of the system with mean ￿x￿ = 3.0 and strength
Dx = 0.6. When the applied pressure is µa = −2.5, the interface advances at
low velocities and we recover the same results of a = 1.5 and z = 3 within the
intrinsic anomalous scaling, Fig. 7.5. Therefore, the columnar noise assump-
tion is also correct when we use a different noise distribution.
Comparing to the experimental results, our a = 1.5 differs from the value
a = 2.0 obtained in Ref. [135]. However, the other independent exponents, aloc
and z are in perfect agreement. Such a discrepancy in the a exponent could
be attributed to a three dimensional effect that becomes relevant at very low
velocities, which would not be taken into account in the numerical integration
of the phase field; however, it remains as an open question.
7.4
Variation in the capillary contrast
Another interesting issue to study is what happens when we increase the con-
trast between the two values of the noise keeping constant the applied pres-
sure. This has to be similar to increasing the strongness of the capillarity of the
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Fig. 7.6 Effect of increasing the contrast between the two values of the noise in the interface
profile. The values used are: xA = 0.3 (left) and xA = 0.5 (right). The main difference is the
switch from super-rough scaling to intrinsic anomalous one.
Hele-Shaw cell by decreasing the gap spacing, as it was experimentally done
in the work by Soriano et al. [137] in a columnar disorder setup. So in this
sense, we are interested to study the change of the scaling exponents when
we increase the parameter xA. Our starting point is the known results of su-
perrough interfaces with a = 1.25 and z = 4 obtained in the case of µa = −1.0
and xA = 0.3. Fig. 7.6 shows two different interface profiles with two dif-
ferent capillary contrasts, xA = 0.3 and xA = 0.5 respectively, where we can
observe the morphological difference between both interfaces. While in the
former case the interfaces are characterized by a smooth profile, large local
slopes appear when the capillary contrast is increased. Note that due to nu-
merical limitations, the capillary contrast is not able to be too large. Actually,
for values xA > 0.6 we have observed that the interface becomes unstable and
a clear statistical description of the interface fluctuations cannot be performed.
The different scaling exponents for the case of xA = 0.5 are given in Fig. 7.7
obtaining: a = 1.33± 0.03, z = 4.0± 0.1, b = 0.33± 0.03, b∗ = 0.16± 0.04
and aloc = 0.70± 0.03, which are compatible within the intrinsic anomalous
scaling framework. In Table 7.2 we can see how the scaling exponents change
by varying the noise contrast. While the global exponents (a, b, z) are quite
similar in both cases, the interface local behavior changes from a superrough
to an intrinsic anomalous description.
If we perform the same analysis by using a Gaussian noise instead of a di-
chotomic noise, we obtain a similar variation in the local scaling properties
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Fig. 7.7 Statistical description of the interface fluctuations with a high capillary contrast
xA = 0.5. (a) Lcal interface width as function of time in different windows sizes, ￿ =
L, L/16, L/32, L/64, L/128 from top to bottom. The data fit shows a growth exponent
b = 0.33 ± 0.03 and and the local one b∗ = 0.16 ± 0.04. (b) Collapse of the interface lo-
cal width function, w(￿, t), which is scaled by tb versus ￿/tb/a, where a = 1.33± 0.03, and
then z = 4.0± 0.1 follows from z = a/b. The picture also shows a local roughness exponent
aloc = 0.70± 0.03. (c) Power spectra of the interface h(x, t) at different times. It shows that
as = 0.75± 0.05.
of the interface fluctuations. It turns out that increasing the strength of the
Gaussian noise, Dx, an intrinsic anomalous scaling of the interface fluctua-
tions is observed. Therefore, there seems to be a relation between the capillary
contrast of the dichotomic noise and the strength of the Gaussian field. Like-
wise, Laurila et al. [84] have observed a slightly dependence of the strength of
Gaussian noise on the roughness exponent a in a similar way that our results
of Table 7.2 when we change the capillary contrast of the dichotomic noise.
xA a z b b∗ as Scaling
0.3 1.25 4 0.32 0.10 1.25 SR
0.5 1.33 4 0.33 0.16 0.65 IA
Tab. 7.2: Scaling exponents for two different capillary contrast, xA, with an applied pressure
µa = −1.0.
Scaling properties of the quenched noise
Our objective now is to try to determine analytically the global scaling expo-
nents observed in each case of the studied capillary contrast. While the dy-
namic exponent z can be well understood from the different terms of the lin-
ear equation, Eq. (7.2), the roughness exponent a involves the knowledge of
the scaling of the noise and this can be a more difficult task.
First, we assume the general form for the noise correlation
￿x(x, h)x(x￿, h￿)￿ ￿ f (x, x￿)g(h, h￿). (7.9)
7.4 Variation in the capillary contrast 65
50 100 150 200 250x
2
3
4
5
6
7
8
η
(x,
h)
λc
(a)
0 10000 20000 30000
t
0
50
100
150
200 λc (ηA= 0.5)
lc
λc (ηA= 0.3)
(b)
Fig. 7.8 (a) Dichotomic noise, x(x, h), evaluated in a fixed interface h(x, t f ) for each x in the
case of the capillary contrast xA = 0.5. lc represents an averaged length where the noise
takes a constant value. (b) The length lc of the quenched noise is always greater than interface
correlation length ￿c in both cases of xA = 0.3 and 0.5.
In order to describe the scaling of the noise, we are interested in find out the
expression for the functions f (x, x￿) and g(x, x￿). Consider first the case of
xA = 0.5 (Fig. 7.6). In this situation, an important feature of the interface ve-
locity is that it has a great increase when the interface cross through the sites
where the noise takes the largest value of Eq. (7.5). In some way, the interface
seems to avoid these sites and it prefers to remain where the noise is lower,
that is x = x0. This leads to think about the existence of a lateral length lc
below which the noise has a constant value. Since there is no imposed ve-
locity but the interface moves only due to the capillarity of the media, this
length lc(t, xA) is expected to increase with time and with the capillary con-
trast. An interpretation of lc can be seen in Fig. 7.8(a), where the values of the
quenched noise x(x, h) in a fixed interface h(x, t f ) are plotted, being t f an ar-
bitrary chosen time. Note that lc has to be understood as an average length in
such way that we can suppose the function f (x, x￿) ￿ const for |x− x￿| < lc
and f (x, x￿) ￿ d(x− x￿) for |x− x￿| > lc.
Since the only length scale characterizing the fluctuations growth in the x
direction is the correlation length ￿c, two different scaling for the noise emerge
depending if ￿c > lc or ￿c < lc. In Fig. 7.8(b) there is plotted the length lc in
the two cases of capillary contrast, xA = 0.3 and xA = 0.5, compared with the
interface correlation length ￿c ￿ t1/4. We can see that in both cases lc & ￿c
and thus we can take the correlation of the noise along the x-direction as a
constant.
Concerning the expression for the function g(h, h￿), we will suppose the
simplest case of g(h, h￿) = d(h − h￿). However, note that two different kind
of scaling are possible depending if the quenched noise is evaluated on the
interface x(x, h) or on the mean value of the interface, x(x, h) ￿ x(x,H(t)).
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Therefore, we conclude that the quenched noise has to scale as
x(x, h)→b0b− a2 x(x, h), (7.10)
x(x,H)→b0b− z4 x(x,H), (7.11)
when we rescale it by Eq. (7.8). The term with b0 comes from the constant
function f (x, x￿). We have also assumed the Washburn law H(t) ￿ t1/2.
It should be noted that these noise scalings are not valid when the interface
movement is near a critical pinning situation (as in the previous section where
µa ∼ −3.0) since in such a case there is an important number of sites where the
interface is locally pinned and the effects of a columnar noise could become
important.
Global scaling exponents
Once the scaling of the noise is derived, we can analytically compute the
global scaling exponents for each case of capillary contrast, xA = 0.3 and
xA = 0.5. We do a scaling analysis of the linear equation, Eq. (7.2), taking into
account only the surface tension term. Imposing the noise scaling derived in
Eq. (7.10), we obtain the exponent a = 1.33, which is in accordance to the case
of xA = 0.5. On the other hand, if we suppose the noise scaling derived in Eq.
(7.11), the exponent is then a = 1.25, which adjusts the numerical value ob-
tained in Ref. [45] and in our case of xA = 0.3. Note that the exponent a = 1.33
observed when xA = 0.5 is the same than the value obtained in the Sec. 7.3, in
the case of µa = −2.0 (see Table 7.1), indicating that, in that case, the scaling
of the noise has to follows also Eq. (7.10). Therefore, we analytically obtain
the roughness exponents in the high velocity regime when we vary either the
capillary contrast or the applied pressure.
Finally, since the crossover length controls the interface fluctuations in both
cases, we conclude that the dynamic exponent has to be z = 4, and then we
achieve the whole set of global scaling exponents described in Table 7.2.
7.5
Conclusions
This Chapter has presented analytical and numerical results of spontaneous
imbibition using a phase field model. Our study has been focused on the de-
pendence of the scaling exponents when we vary either the applied pressure
imposed at the origin of the system or the capillary contrast of the dichotomic
quenched noise.
By decreasing the applied pressure, we have got interfaces advancing at
low velocities. In this situation of spontaneous imbibition, our results are in
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good agreement with the experimental work made in Ref. [135]. Indeed, our
numerical study confirms that there is a regime of low velocities where the
growth of the interface fluctuations is controlled by the surface tension of the
interface, following ￿c ￿ t1/3. We have also observed that the cut off crossover
length, ￿×, acts as an effective correlation length when the initial interface
velocity is higher, accordingly to the results of Dube´ et al. [45].
On the other hand, our results show that the local scaling properties of the
interface change as we decrease the applied pressure. More precisely, we ob-
tain an intrinsic anomalous description at the regime of low velocities, where
the interface is locally pinned. In addition, the roughness exponent we ob-
serve in such a situation is a = 1.5 which is the same value obtained in the
local QEWmodel with a columnar noise, x(x).
It is also important to remark, however, that the intrinsic anomalous scaling
is not related to the low velocity of the interface but to the capillary contrast
of the noise. Indeed, when we increase the contrast between both noise val-
ues keeping constant the applied pressure, the local fluctuations description
of the interface changes from a superrough to an intrinsic anomalous scal-
ing, indicating the existence of a direct relation of the capillary contrast and
the intrinsic anomalous scaling, which is something already observed experi-
mentally [137] in the case of columnar geometries. In this sense, the presence
of intrinsic anomalous scaling observed as the applied pressure is decreased
can be related to the high contrast between the different forces acting on the
interface, namely, the capillary pressure x and the opposite force due to the
applied pressure µa. The dichotomic variation of the resulting force µa + x
can be tunned as the applied pressure is modified and therefore change the
local properties of the interface fluctuations.
Our numerical results have also found to be in agreement with analyti-
cal results obtained by assuming some scaling properties of the dichotomic
quenched noise.
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Pressure-dependent scaling scenarios in experiments of
spontaneous imbibition
Following the theoretical analysis performed in the preceding Chapter, thepurpose of this Chapter is to study if by changing some physical param-
eters on the experimental setup of Ref. [135], where spontaneous imbibition
fronts were studied in a limit of very low velocities, the superrough anoma-
lous scaling and the dynamical exponent z = 4 observed numerically can also
be experimentally obtained. To this end, this Chapter presents experimental
work carried out by Planet et al. [112] followed by a theoretical discussion.
8.1
Experimental results
Experimental setup.- The model porous medium used in this series of exper-
iments is the same as in Ref. [135] (see Fig. 8.1). The pressure at the oil inlet
is kept constant by using an oil container of selectable height Hc (measured
with respect to the height of the air outlet). This fixes a pressure difference
between the end of the cell and the liquid inlet as Dpa = rgHc. The used vis-
cous liquid is a silicone oil (Rhodorsil 47 V) with kinematic viscosity n = 50
mm2/s, density r = 998 kg/m3, and oil–air surface tension s = 20.7 mN/m
at room temperature. Once the liquid gets into the model, the oil–air interface
is recorded by two CCD cameras with an spatial resolution of 0.34 mm/pixel,
and stored in a computer.
Spontaneous imbibition experiments were carried out at five different oil–
column heights, Hc, corresponding to five different pressure differences. For
each value of Hc four different disorder configurations were used and three
runs for each configuration were performed.
By making use of the scaling theory of rough surfaces (see Ch. 5), each
experiment has been analyzed in order to extract information about the statis-
tical properties of the interface [112]. Table 8.1 and Fig. 8.2 present a summary
of the complete set of scaling exponents for each case of applied pressure.
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Fig. 8.1 (a) Experimental setup used to reproduce spontaneous imbibition fronts (Ref. [135]).
Sequence of experimental interface profiles with an oil–column height Hc = −5 mm (b) and
Hc = 15 mm (c), corresponding to a superrough scaling (a ￿ 1.25) and a Family-Vicsek scaling
(a ￿ 0.7), respectively (Ref. [112]).
Hc (mm) b a aloc b∗ z Scaling
−9 0.64± 0.02 1.94± 0.20 0.94± 0.10 0.33± 0.03 3.0± 0.3 IA
−5 0.41± 0.02 1.25± 0.15 0.95± 0.30 0.10± 0.03 3.0± 0.4 SR
−4 0.42± 0.02 1.27± 0.15 0.97± 0.30 0.10± 0.03 3.0± 0.4 SR
10 0.34± 0.02 0.70± 0.15 0.64± 0.20 0.03± 0.02 2.1± 0.4 FV
15 0.36± 0.02 0.70± 0.15 0.59± 0.23 0.06± 0.03 1.9± 0.4 FV
Tab. 8.1: Summary of the experimental scaling exponents for each applied pressure difference
Dpa = rgHc. IA refers to Intrinsic Anomalous scaling, SR to Superrough anomalous scaling
and FV to Family-Vicsek.
8.2
Theoretical framework
The numerical results presented in the preceding Chapter were mainly fo-
cused in a regime of relatively low velocities, where the main disorder term
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Fig. 8.2 (a) Experimental results [112] for the local width data collapse in the case of Hc = −5
mm with a = 1.25 and z = 3. (b) Local width calculated at different window sizes in the case of
Hc = 15 mm.
was supposed to be the capillarity. In this Chapter, however, in order to un-
derstand the results observed experimentally we need to keep in mind that,
as it was explained in Chapter 4, fluctuations of gap spacing b + db in the
Hele–Shaw cell mainly give rise to two different kinds of disorder acting on
the interface, capillary disorder and permeability disorder. In order to justify
then the experimental results, we need to study not only the crossover length
￿× = 2p
h sb2
12hH˙(t)
i1/2
, (8.1)
but also the typical length scale
￿K = 2p
sb
12hH˙(t)
, (8.2)
that separates two different regimes: for ￿c < ￿K , interface roughness is
caused by capillarity (capillary regime), and for ￿c > ￿K, the roughness is pro-
duced by the permeability disorder (permeability regime). Therefore, we cal-
culate the correlation length ￿c(t) = Bt1/z, the crossover length ￿×(t) and
the permeability length scale ￿K(t) for each case of applied pressure, Fig. 8.3.
Furthermore, we can theoretically extract information concerning the dynam-
ical exponent z by studying the deterministic part of the linearized interface
equation
∂t hˆk = −sK0|k|k2hˆk − H˙|k|hˆk. (8.3)
By imposing the above equation to be scale-invariant under the transforma-
tion x → bx, h → bah and t → bzt, we obtain that z = 3 in the surface tension
dominated regime (scales below the crossover length ￿× and then taking into
account the first term in the RHS) and z = 2 in the viscous pressure dominated
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Fig. 8.3 Comparison of the different length scales that play a role in spontaneous imbibition.
(a) Crossover length and correlation length versus time for a low applied pressure difference
(Hc = −5 mm). (b) Crossover length and correlation length versus time for medium applied
pressures differences (Hc = −1 mm). (c) Crossover length ￿×, permeability length ￿K , and
correlation length ￿ for high applied pressure difference (Hc = 15 mm).
regime (scales above the crossover length ￿× and then taking into account the
second term in the RHS 1).
Negative pressure differences.- For a negative pressure difference (Hc = −5
mm), the interface velocity is low enough to guarantee that ￿K ￿ ￿c and there-
fore, interface fluctuations are described in terms of the capillary disorder. The
observed dynamical exponent z = 3 is the same obtained in Ref. [135] and also
the same as in the lowest velocity case of the numerical results presented in
the previous Chapter. This exponent basically means that interface fluctua-
tions are controlled by surface tension. Fig. 8.3(a) shows that ￿× & ￿c and
therefore the observed exponents are well justified. The constant B of the cor-
relation length, ￿c = Bt1/z, has been estimated from the inflexion point of the
data collapse in Fig. 8.2(a).
When the applied pressure difference is increased up to Hc = −1 mm, the
initial correlation length can catch up the crossover length [see Fig. 8.3(b)].
However a full description of the interface fluctuations cannot be obtained
due to the presence of large crossover effects.
Positive pressure differences.- In the case of a large pressure difference
(Hc = 15 mm), the interface fluctuations are described by the scaling ex-
ponents z ￿ 1.9, and a ￿ 0.7 within the Family–Vicsek scaling description.
Figure 8.3(c) shows that the relation ￿c & ￿K ￿ ￿× is accomplished, therefore
indicating that the permeability noise is more important or at least compa-
rable to the capillary disorder. Here, the constant B of the correlation length
has been calculated by imposing the condition ￿c(ts) = L, where ts ￿ 90 s is
the saturation time of the global interface width W(L, t) [see Fig. 8.2(b)], and
L = 190 mm is the system size.
1) Note that also Washburn’s law, H˙(t) ∼ t−1/2 has to be rescaled
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8.3
Discussion and conclusions
The results presented in Table 8.1 show that the scaling description of the in-
terface fluctuations is largely affected when the applied pressure is modified.
In particular, three different scaling scenarios are observed. At an extremely
large negative pressure difference the interface moves very slowly, under the
competing influence of capillary forces that move the interface forward and
the external pressure difference that tends to make the interface recede. In
this regime capillary disorder is dominant and there is intrinsic anomalous
scaling with a dynamic exponent z = 3, as reported in Ref. [135], and also in
the numerical results presented in the preceding Chapter.
At larger but still negative pressure differences (Hc = −5 mm and Hc =
−4 mm) capillary disorder is still the dominant force of the interface kinetic
roughening. Our results show that the main difference with the case of very
low velocities is observed at the local scales: intrinsic anomalous scaling has
changed to a superrough anomalous scaling. As it was pointed out in the
preceding Chapter, the presence of intrinsic anomalous scaling in spontaneous
imbibition is related to the existence of a high contrast between the different
forces acting on the interface: the dichotomic capillary disorder pc ∼ 1/(b+
db), and the opposite force due to the applied pressure difference Dpa = rgHc.
In this sense, increasing the applied pressure difference produces a decrease in
the contrast between the two possible values of the resulting force of pc + Dpa
and, therefore, intrinsic anomalous scaling tends to disappear, giving rise to
a superrough scaling instead. Concerning the global scales, the roughness
exponent a ￿ 1.25 measured in the experiments is in excellent agreement
with the value found numerically in Ref. [45].
When the applied pressure difference is increased up to Hc = 10 mm and
Hc = 15 mm the permeability disorder starts to be important in the roughen-
ing process (￿c & ￿K). The situation then becomes clearly different than in the
capillary regime. First, the dynamical exponent changes to z ￿ 2.0, reflecting
that surface tension is not the mechanism to damp the interface fluctuations.
Note that the correlation length is much larger than the crossover length [cf.
Fig. 8.3(c)] indicating that fluctuations are controlled by the second term in the
right-hand side of Eq. (8.3) which is related to the advancement of the front.
Taking into account only such a term in the interface equation one can obtain
a dynamic exponent z = 2 by simple power-counting, which is very close to
the value obtained experimentally. This is a situation never observed in spon-
taneous imbibition, and are in contrast with the numerical results presented in
the previous Chapter, where only the capillary disorder was considered and
a dynamic exponent z = 4 was obtained. Therefore, we conclude that the
presence of the permeability disorder affects crucially the role of the crossover
length scale ￿×. While in the capillary regime it is assumed that the crossover
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length acts as a correlation length [45], giving rise then to z = 4, our results in
the permeability regime show that this assumption is no longer valid.
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Imbibition in columnar geometries
This Chapter presents analytical and numerical work concerning the dy-namical scaling of imbibition fronts in a medium that is invariant along
the flow direction [117]. We consider then a columnar disorder x(x) that does
not depend on the interface position h(x, t).
9.1
Experimental motivation
Focusing the attention on columnar geometries, the experimental work by So-
riano et al. [138] presented some years ago, studied the forced-flow imbibition
in a Hele–Shaw cell with a columnar quenched disorder, produced by di-
chotomic variations in the thickness of the bottom plate (see Fig. 9.1). They
found that the interfacial dynamics followed an intrinsic anomalous scaling
with varying exponents that were incompatible with the expected results from
the usual macroscopic model, that gives characteristic exponents of a non-
local model. Instead, they obtained good agreement with an heuristic model
of diffusively coupled columns presenting local interactions. The essential
change of behavior, which pass to be dominated by non local to local interac-
tions, is due to the persistence of the columnar disorder. The detailed physical
mechanism, however, is not clear.
In the present Chapter, we perform numerical integrations of a phase-field
model with columnar disorder to explore this behavior in both spontaneous
and forced-flow imbibition. We obtain that both local and non-local behaviors
can be observed in the numerical model through the variation of a parameter
modeling the contrast between the different capillary values present in the
system, that are given by the dichotomic variation of the Hele-Shaw cell gap.
In addition, by imposing the columnar geometry of the interface motion at
the macroscopic model, the heuristic local equation presented in Ref. [138] is
analytically derived.
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Fig. 9.1 (a) Experimental example of an interface advancing in a Hele-Shaw with columnar
disorder, Ref. [138]. The interface profile is plotted at different times. (b) Average interface
velocity v± over copper tracks (+) and fiberglass (−). It follows the relation v± = v± (vM −
v)t−1/2, where vM is the maximum of the average velocity over tracks (Ref. [138]).
9.2
Equations for the interface
As it is explained in Ch. 4, a dynamic equation describing the interface fluctu-
ations can be derived within the macroscopic description of imbibition. The
model is based on the Darcy’s law, and takes into account the incompressibil-
ity of the liquid. The resulting interface equation can be obtained from the
integro-differential equationZZ
WL
dr￿
h
p(r￿)∇￿2G(r|r￿)− G(r|r￿)∇￿2p(r￿)
i
=Z
SL
ds￿ · p(s￿)∇￿G(s|s￿)−
Z
SL
ds￿ · G(s|s￿)∇￿p(s￿). (9.1)
This equation is integrated over the volume of the liquid WL = {x, 0 ≤ y ≤
h(x, t)}, and along its surface SL. Here, p is the pressure field of the liquid
and G(s|s￿) corresponds to the Green function of the problem evaluated along
the interface position, where s is the coordinate tangential to the interface. In
this section, we study how the above equation is modified when the intensity
of the quenched noise is changed. From an experimental point of view, this
basically means that the gap between the Hele-Shaw cell plates is increased or
decreased. The results are separated in two different cases.
Low capillary contrast. Linearized equations
For weak capillary disorder or low contrast between both values of the di-
chotomic disorder, we can assume that the quenched noise does not impose
any special geometry, and the interface can be linearized around its averaged
value, H(t) = ￿h(x, t)￿x, as usual. The resulting equation is the well-known
linearized interface equation, derived in Chapter 4, which written in Fourier
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Fig. 9.2 Scheme of the interface hi(t) advancing through an effective channel Li composed
of several unit tracks Ld. The gray stripes correspond to tracks with a high capillary noise,
x = x0/(1− xA), and the white ones to tracks with a low capillary noise, x = x0.
space reads as
∂t hˆk = −sK0|k|k2hˆk − v|k|hˆk + K0|k|xˆk. (9.2)
where it is supposed that correlations do not grow up faster in time than the
mean height of the interface, |k|H(t) ￿ 1. As it has been shown in several
theoretical works, under this limit, interface fluctuations follow the same Eq.
(9.2) both for spontaneous and forced-flow imbibition [64, 108]. However, as
it was observed in the previous Chapters, the presence of Washburn’s law
[v(t) ∼ t−1/2] in spontaneous imbibition gives rise to dynamic crossover
lengths and therefore, a rich variety of different scaling regimes are observed.
In particular, the crossover length ￿× ∼ 1/
√
v, which can be seen as a balance
between the surface tension term sK0|k|3 and the drift term |k|v [45], becomes
crucial for the interface scaling. In the forced-flow case, v is constant and
thus the crossover length is just a static length scale separating two different
regimes.
High capillary contrast. Coupled channel equations
The situation becomes quite different when the capillary contrast is increased.
In the experimental work of Ref. [138], where forced-flow imbibition is stud-
ied for high capillary contrast, it is observed that the interface motion can be
modeled through a phenomenological local equation. Our purpose now is to
derive such an equation directly from the macroscopic model. To this end, we
shall assume that the noise is so strong that the interface adopts the columnar
geometry of the disorder. The procedure consists then on integrating Eq. (9.1)
in a closed surface along the profile of the i-th effective channel. Here, an ef-
fective channel, or simply channel i, is defined as a group of single adjacent
tracks of which the majority has the same disorder value, in such a way that
the interface advances as a compact surface through each channel. An exam-
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ple is depicted in Fig. 9.2, where the channel is composed of several tracks of
which the majority has a high disorder value (gray tracks) and therefore, the
averaged disorder of the channel xi is larger than the mean disorder of the
whole system ￿x￿. Note that the surrounding channels i − 1 and i + 1 must
have a mean disorder value xi < ￿x￿. The width of the channel is defined as
Li. An experimental and numerical example of these channels can be seen in
Figs. 9.1 and 9.3, respectively.
We are considering the forced-flow imbibition case with the following
boundary conditions at the top and the bottom of the channel:
∂yp(x, y)|y=hi = −
1
K0
h˙i(t) (9.3)
∂yp(x, y)|y=0 = − vK0
, (9.4)
p(x, 0) ∼ H(t)v
K0
− ￿x￿, (9.5)
where the pressure at the origin p(x, 0) has been estimated by using the rela-
tion
pint − p(x, 0)
H(t)
= − v
K0
,
which comes essentially from Eq. (9.4), taking that pint = −￿x￿ is the mean
capillary pressure of the whole system. It means that the pressure at the origin
is changing in time in order to get a mean constant velocity for the whole
interface. Using these boundary conditions, and taking the general expression
for the two-dimensional Green function
G(x− x￿|y− y￿) = − 1
(2p)2
ZZ
dk
ei(x−x￿)kx · ei(y−y￿)ky
k2x + k2y
,
we can evaluate the different boundary integrals of the top and bottom seg-
ments of Eq. (9.1) asZ xi
xi−1
dx n · £p(x, y)∇Gˆ(x, y)§y=hi = 0Z xi
xi−1
dx n · £Gˆ(x, y)∇p(x, y)§y=hi = LiCpK0 h˙i(t),Z xi−1
xi
dx n · £p(x, y)∇Gˆ(x, y)§y=0 = H(t)v2K0 − ￿x￿2 ,Z xi−1
xi
dx n · £Gˆ(x, y)∇p(x, y)§y=0 = hi(t)v2K0 − LiCpK0 v,
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where C =
R •
l du
sin(u/2)
u2 , with l = Li/L being a cut off due to the finite
size L of the system. We have also supposed enough wide channels to ensure
that Li > hi(t), which means that we are taking the initial times, before the
interface gets saturated. The nomenclature used for the Green function means
that it is evaluated at the interface, Gˆ(x, y) ≡ G(0, hi/x, y). Therefore, Eq. (9.1)
can be written as
1
2
p(0, hi) =
Z 0
hi
dy￿
h
p(x, y￿)∂xGˆ(x, y￿)− Gˆ(x, y￿)∂x p(x, y)
i
xi
−
Z hi
0
dy￿
h
p(x, y￿)∂xGˆ(x, y￿)− Gˆ(x, y￿)∂x p(x, y)
i
xi−1
−aih˙i(t) + aiv− ￿x￿2 . (9.6)
The two first terms of the right-hand side are due to the flow between neighbor
channels. We have defined the parameter ai ≡ LiCpK0 . In order to get an equation
for the time evolution of the interface hi(t), we define the following coupling
coefficients between channels as the ratio between channel flow and height
differences
Di ≡
R 0
hi
dy￿
h
p(x, y￿)∂xGˆ(x, y￿)− Gˆ(x, y￿)∂x p(x, y￿)
i
xi
ai(hi+1 − hi) ,
Di−1 ≡
R hi
0 dy
￿
h
p(x, y￿)∂xGˆ(x, y￿)− Gˆ(x, y￿)∂x p(x, y￿)
i
xi−1
ai(hi − hi−1) .
The coupling variable Di has to be understood as a diffusion coefficient which
depends on each channel i. As a general case, it may be taken as a random
variable. Moreover, we shall assume that Di does not vary in time during the
initial times, before the interface gets saturated.
Then, we can write Eq. (9.6) as an inhomogeneous diffusion equation between
channels:
h˙i(t) = ∇Di∇hi + v+ 12ai
h
− pi(t)− ￿x￿
i
. (9.7)
where pi(t) ≡ p(0, hi) corresponds to the pressure at the interface. We are
assuming that the pressure at the interface is time-dependent, which is based
on the experimental results reported in Ref. [138]. In such experimental work,
the local velocity of the interface at each channel follows an expression sim-
ilar to Washburn’s law until it reaches the saturation value v (see Fig. 9.1).
In order to take into account such behavior into the equation, we consider
that the pressure at the interface can be expressed as pi(t) ∼ −Dpint − cui(t),
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where the pressure difference Dpint is given by the usual Young-Laplace re-
lation Dpint = ski + xi, taking a negligible atmospheric pressure. The term
cui(t) is an effective kinetic term due to the local capillary forces at each chan-
nel, being c an arbitrary constant, and can be explained in terms of the mass
conservation. When the interface goes through a channel i of a high capillary
disorder (xi > ￿x￿), its local velocity tends to initially increase up to a nominal
value. In contrast, since we are imposing a constant velocity for the whole
interface, the local velocity at the neighbor channel i + 1 with a lower capil-
lary disorder tends to decrease down to a nominal value. After reaching such
nominal value in both cases, the local velocity decrease or increase asymptot-
ically to the saturation value following the Washburn’s behavior due to the
capillary forces of each channel. Therefore, we are taking that ui(t) ∼ zit−1/2
for t > 0, where zi is a random variable defined as
zi =
xi − ￿x￿
|xi − ￿x￿| ,
which takes the values zi = +1 at the channel with the highest capillary
value (xi > ￿x￿), and zi = −1 at the channel with the lowest capillary value
(xi < ￿x￿). In addition, we also suppose that the curvature of the interface can
be approximated as a constant value k0, and only its sign depends on each
channel as ki ∼ zik0. Then, rewriting the last term on the right-hand side of
Eq. (9.7), we get the final expression
h˙i(t) = ∇Di∇hi + v+ zi
≥
vi + a¯it−1/2
¥
, (9.8)
where we have defined the new constants as vi = (|xi − ￿x￿| + sk0)/2ai,
and a¯i = sc/2ai. We thus conclude that when the capillary disorder is large
enough, the columnar geometry of the system leads to a local description for
the interface motion.
9.3
Numerical model and results
Our numerical results shall be performed using the phase-field model de-
scribed in Ch. 4. The effect of an inhomogeneous capillarity is added by using
a dichotomic capillary noise with the values:
x =
8><>:
x0
x0
1−xA
. (9.9)
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Forced-flow imbibition Spontaneous imbibition
Fig. 9.3 Interface profiles at equal times but different values of capillary contrast xA. The colum-
nar disorder is also plotted: gray tracks are points where the dichotomic disorder takes its high-
est value of Eq. (9.9).
We consider a columnar disorder x(x) defined by single tracks of lateral size
Ld distributed along the x-direction in such a way that tracks with the high
disorder value x = x0/(1− xA) occupy 35% of the system length L. This is the
same kind of disorder reported in the experimental work of Ref. [138]. Note
that for a given disorder realization, tracks wider than Ld are obtained when
two or more unit tracks are placed adjacently.
In our study, we will consider both situations of spontaneous and forced-
flow imbibition by choosing conveniently the boundary conditions into the
phase-field model [84]. For spontaneous imbibition an applied constant pres-
sure is imposed at the origin of the cell µ(x, y = 0) = µa. In contrast, a pres-
sure gradient has to be imposed at the origin, K0∂yµ|y=0 = −v, to reproduce
forced-flow imbibition. Therefore, the main difference between both cases is
found on the mean velocity of the interface. While in the forced-flow case,
the interface evolves with the imposed constant velocity v, in the spontaneous
imbibition case, the averaged interfacial height H(t) follows Washburn’s law
H(t) ∼ t1/2.
The numerical parameters used in all the numerical results have been e = 1,
M = 1 in the liquid phase and M = 0 in the air phase (one-sided model), and
x0 = 0.3. The phase field equation [cf. Eq. (4.41) in Ch. 4] has been integrated
over a system of lateral size L = 256 using a spatial grid Dx = 1.0 and a time
step Dt = 0.01. The minimum length of the track disorder has been taken as
Ld = 2.
9.3.1
Low capillary contrast
In this section we deal with the case of low capillary contrast in both forced-
flow and spontaneous imbibition cases.
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Fig. 9.4 Statistical analysis of the interface fluctuations in the forced-flow case with a low capil-
lary contrast, xA = 0.66. All the results were averaged over 25 disorder realizations. (a) Local
width w(￿, t) evaluated at different window sizes. The global and local growth exponents can
be measured directly from the data. The inset shows the best data collapse for the scaling
function using the values of z = 3.0 and a = 1.5. It also suggests a local roughness exponent
of aloc = 1.0. (b) Interface power spectrum calculated at different times. It shows a roughness
exponent of as = 1.3± 0.2.
Forced-flow imbibition
We start to study a regime of low capillary pressures. The used value for the
capillary contrast has been of xA = 0.66 and the mean velocity has been fixed
to v = 0.0025. The shape of the interface for a given realization is shown in
Fig. 9.3(a), case xA = 0.66. We can see a smooth interface which is slightly
correlated with the disorder. The results of the roughness analysis are shown
in Fig. 9.4. From the local width w(￿, t) computed at different window sizes
we can obtain the global and local growth exponents, b = 0.49 ± 0.05 and
b∗ = 0.13± 0.05. The best collapse of theses curves [shown at the inset of Fig.
9.4(a)] is obtained tuning the values of z = 3.0 and a = 1.5. The slopes of the
scaling function agree with the previously calculated exponents suggesting
also a value for the local roughness exponent of aloc = 1 which is corrobo-
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rated at the power spectrum calculated at different times. Note that we are
using here the scaling function given by Eq. (5.18) in Ch. 5. Since there is not
any temporal shift between the lines of the power spectrum, we can assume
that the interface fluctuations are described within the superrough anomalous
scaling, and therefore aloc = 1. In addition, the spectral roughness exponent
obtained from the power spectrum as = 1.3± 0.2 corresponds to the global
roughness exponent, which is in agreement with the value obtained previ-
ously. These measured exponents are compatible with those obtained by the
linear Eq. (9.2) with a constant velocity v. Rescaling such a linear equation
by the usual transformation x → bx, t → bzt, h → bah, we have trivially that
z = 3 and a = 1.5, and assuming superroughness (aloc = 1), we get the re-
mainder exponents as b = a/z = 0.5, b∗ = b− alocz = 0.17, in agreement with
the measured exponents. Therefore, we can conclude that this regime is well
modelled by the non-local and linear equation (9.2), taking into account only
the surface tension regime and with an uncorrelated columnar disorder.
If we increase the mean velocity of the interface, then the static crossover
length ￿× ∼ 1/v decreases, obtaining that interface fluctuations saturate ear-
lier, at the time when the correlation length ￿c reaches the crossover length,
ts ∼ ￿z×, as it is observed in [2, 84].
Spontaneous imbibition
In spontaneous imbibition, the crossover length scale, ￿× ∼ t1/4, becomes a
dynamical scale and different regimes can be observed depending on the ve-
locity of the interface (see previous Chapters). For low velocities, the initial
correlation length ￿c ∼ t1/z is below the crossover length meaning that the
relevant mechanism to damping the interface fluctuations is the surface ten-
sion with the characteristic dynamical exponent of z = 3. On the other hand,
for higher velocities, the crossover length acts as an effective correlation length
of the interface fluctuations, giving rise to the genuine exponent of z = 4. In
order to study both regimes, we have controlled the initial velocity of the in-
terface by choosing the initial height of the interface conveniently. We impose
an initial height of H0 = 199 to study a low velocity regime, whereas a higher
velocity regime will be achieved by simply putting H0 = 1.
Low velocity regime.- Typical shapes of interfaces in spontaneous imbibition
are depicted in Fig. 9.3(b). In the low capillary regime, case of xA = 0.64, the
interface is weakly correlated with the disorder. A roughness analysis shown
in Fig. 9.5 gives the exponents b = 0.5± 0.04 and b∗ = 0.18± 0.04 from a direct
measure of the growing local width. The best data collapse on these figures
provides the exponents z = 3.0 and a = 1.5. Likewise, the slope of the scaling
function gives aloc = 1, which is corroborated by the power spectrum shown
in Fig. 9.5(b) , where we get a spectral roughness exponent of a = 1.35± 0.2,
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Fig. 9.5 Statistical analysis of the interface
fluctuations in the spontaneous case with a
low capillary contrast, both in a low velocity
regime (left) and high velocity regime (right).
All the results were averaged over 25 disor-
der realizations. (a) Local width w(￿, t) evalu-
ated at different window sizes. The global and
local growth exponents can be measured di-
rectly from the data. The inset shows the best
data collapse for the scaling function using the
values of z = 3.0 and a = 1.5. It also suggests
a local roughness exponent of aloc = 1.0. (b)
Interface power spectrum calculated at differ-
ent times. It shows a roughness exponent
of as = 1.35 ± 0.2. (c) Local width w(￿, t)
evaluated at different window sizes, obtaining
b = 0.37(3) and b∗ = 0.12(3). The inset
shows the best data collapse by using the val-
ues of z = 4.0 and a = 1.5. It also suggests
a local roughness exponent of aloc = 1.0. (d)
Interface power spectrum shows a roughness
exponent of as = 1.35± 0.2.
without temporal shift between the curves, indicating we are dealing with a
superrough scaling. Hence, the measured exponents are the same than those
obtained in the forced-flow case. It was actually expected, since the relevant
terms of Eq. (9.2) at low velocities are the same in both cases.
High velocity regime.- When the initial interface velocity is increased, the
velocity-dependent term of Eq. (9.2) starts to be relevant and the new regime
adopts the dynamics of the crossover length ￿× ∼ t1/4, getting then the ex-
pected dynamical exponent z = 4 [45], keeping the spatial structure with
the same roughness exponent as before, a = 1.5. The numerical results
are presented in Fig. 9.5, obtaining b = 0.37 ± 0.03, b∗ = 0.12 ± 0.03 and
as = 1.35± 0.2 from direct measures, and a = 1.5, z = 4.0, aloc = 1 from the
data collapse of the local widths, which are also in agreement with the linear
description of Eq. (9.2).
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Fig. 9.6 Interface velocity v(t) evaluated at two different points x of the system (solid lines)
and the mean interface velocity Vm = v (dashed line) in both imbibition cases: (a) Forced-flow
imbibition with v = 0.0025, and (b) spontaneous imbibition within a high velocity regime. The
curve above the mean velocity correspond to a channel with a high capillary disorder value
(gray tracks in Fig. 2) and the curve below the mean velocity correspond to a channel with a low
capillary disorder value (white tracks in Fig. 2).
9.3.2
High capillary contrast
As it is shown in Fig. 9.3, when the capillary contrast is increased the shapes
of interfaces become sharper in both cases of imbibition. The effect of the
disorder is so strong that a kind of columnar geometry is also imposed on
the interface. As we will see, two important points of the dynamics of in-
terface fluctuations arise as effect of increasing the capillary contrast. First,
interface motion seems to be described by local effects instead of the non lo-
cal effects observed in the case of low capillary contrast. Second, scaling type
changes from superrough to intrinsic anomalous. As in the case of low con-
trast, forced-flow and spontaneous imbibition cases present distinct patterns
of fluctuations and they need to be studied separately.
Forced-flow imbibition
We start to study the case of a capillary contrast xA = 0.72 [cf. Fig. 9.3(a)]. In
Fig. 9.6(a) there are plotted the local interface velocity at two different points
x of the system (solid lines) and the mean velocity v (dashed line). The curve
above themean velocity corresponds to a channel iwith a high disorder value,
that is xi > ￿x￿, being xi the disorder of the channel i and ￿x￿ themean disorder
of the whole system. The curve below the mean velocity corresponds to the
next channel i+ 1 with a lower disorder value, that is xi+1 < ￿x￿. We can see
that both profiles can be locally described by Eq. (9.8) as
v± ∼ v± (v± + a¯t−1/2)
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Fig. 9.7 Statistical analysis of the interface fluctuations in the forced-flow case with a high cap-
illary contrast, xA = 0.72. All the results were averaged over 25 disorder realizations. (a) Local
width w(￿, t) evaluated at different window sizes. The global and local growth exponents can
be measured directly from the data. The inset shows the best data collapse for the scaling
function using the values of z = 2.2 and a = 1.1. It also suggests a local roughness exponent
of aloc = 0.7. (b) Interface power spectrum calculated at different times. It shows a roughness
exponent of as = 0.65± 0.2.
where + and − mean the channel with xi − ￿x￿ > 0 and xi − ￿x￿ < 0 respec-
tively. Since the averaged velocity of the interface is low enough, the velocity
v− can be initially negative, as occurs in the experimental results shown in
Fig. 9.1 [138].
As in the previous section we are interested in calculating the different
scaling exponents. The scaling analysis is shown in Fig. 9.7. From direct
measure of the interfacial local width slopes we get b = 0.52 ± 0.05, and
b∗ = 0.26± 0.06. The best data collapse is obtained using a = 1.1 and z = 2.2.
The power spectrum evolution changes with respect to the low contrast case
since now there is a temporal shift between the curves, indicating the pres-
ence of inherent anomalous scaling. Hence, the spectral roughness exponent
as = 0.65± 0.2 must be interpreted as the local roughness exponent, which is
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Fig. 9.8 Interface local width calculated in a small window of size ￿ = L/128 for different cap-
illary contrasts. The local growth exponent b∗ can be obtained directly from the data. (a)
Forced-flow imbibition, v = 0.0025. (b) Spontaneous imbibition within a high velocity regime.
in agreement with the slopes of the collapsed scaling function. Note that these
exponents are very close to the experimental exponents reported in Ref. [138],
b = 0.5± 0.04, b∗ = 0.25± 0.03, a = 1.0± 0.1. As shown in that reference, the
shape of the interfaces and the analysis of fluctuations are well reproduced by
Eq. (9.8), which takes into account strong diffusive coupled channels. There-
fore, we can conclude that simple numerical integrations of the phase-field
model reproduce both the shape and the scaling analysis of interfaces.
From low to high capillary contrast.- When we increase even more the val-
ues of the capillary contrast, interfaces become more correlated to the colum-
nar disorder presenting quantitative changes on the scaling behavior. For in-
stance, in Fig. 9.8(a) there is plotted the local width computed in a small win-
dow of length ￿ = L/128. It allows us to calculate the local growth exponent
b∗ for different capillary contrasts. The complete set of scaling exponents is
presented in Table (9.1). We can see that for high capillary contrasts (xA > 0.7),
interface fluctuations are always described by intrinsic anomalous scaling. In
addition, the dynamics of the correlation is subdiffusive, ranging from z = 2
to z→ • in the highest contrast value. We must interpret this extreme case
as having fluctuations completely decoupled. It is characterized by the same
local and global growth exponent b = b∗ = 0.5, which implies a dynamic ex-
ponent of z = •, and it can be understood as a regime where the correlation
length ￿c ∼ t1/z does not grow in time anymore. Experimentally, it has also
been observed in the work carried out in Ref. [137]. It is worth noting that
there are two exponents b = 0.5 and aloc = 0.5 that remain constant.
Alternatively to the phase-field model results, this phenomenon can be re-
produced by Eq. (9.8) taking a random diffusion coefficient D(x) [93]. By
choosing a probability density
P(D) = NaD−a fc(D/Dmax)
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xA a aloc as z b b∗ Scaling Interaction
0.66 1.5 1 1.2 3 0.49 0.12 SR Non-local
0.72 1.1 0.6 0.6 2.2 0.52 0.26 IA
0.74 1.85 0.55 0.55 3.7 0.51 0.35 IA Local
0.78 2.5 0.5 0.5 5.1 0.5 0.41 IA
0.82 • 0.5 0.5 • 0.5 0.5 Decoupled
Tab. 9.1: Complete set of scaling exponents for forced-flow imbibition when the capillary con-
trast xA is increased. SR and IA refer to superroughening and intrinsic anomalous scaling,
respectively.
where fc represents a cut off function, Eq. (9.8) predicts a growth exponent
b = aloc = 0.5 independently of the a value, a roughness exponent 1 ≤ a < •,
and a dynamic exponent 2 ≤ z < •, which is in accordance with the numer-
ical values obtained using the phase-field model (see Table 9.1). In this sense,
we can say that the diffusion coefficient Di of Eq. (9.8) depends on the capil-
lary contrast of the system. For very high capillary contrasts (xA > 0.8) the
coupling coefficient can be taken as Di ￿ 0, obtaining then the decoupled
state observed numerically. On the other hand, for lower capillary contrasts
(xA ￿ 0.72) the variations of Di occur at scales larger than the correlation
length and Di ￿ D can be taken as constant, obtaining then the regime de-
scribed by z ￿ 2.
Spontaneous Imbibition
In Fig. 9.3(b) there is plotted four interface profiles evaluated at the same time
but different capillary contrast. The velocity profiles of the interface are shown
in Fig. 9.6(b). Since now there is not any imposed velocity, the velocity of the
interface follows the Washburn’s law in each channel of different noise value.
When we increase the parameter xA a transition to a decoupled state (b =
b∗ = 0.5, z = •) also appears in the case of spontaneous imbibition. How-
ever, there is an important difference with the forced-flow case. As before, we
calculate the local width in a small window size ￿ = L/128 for different capil-
lary contrasts [cf. Fig. 9.8(b)]. We observe that now, the local growth exponent
b∗ changes suddenly to b∗ = 0.5, indicating that the interface advances com-
pletely decoupled. The transition to the decoupled state can be now discontin-
uous in time for each value of the capillary contrast. It seems that there exists
a length ￿d(xA) above which the fluctuations become decoupled. Therefore,
for a given value of the capillary contrast, the clusters of interface with a size
￿d will become decoupled between each other at the time td ∼ ￿zd, when corre-
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lation length ￿c ∼ t1/z reaches the length ￿d. Above td, the local description is
not valid anymore.
9.4
Conclusions
By means of numerical integrations of a phase-field model we find that there
are strong differences between the dynamics of fluctuations in the cases of low
and high capillary contrast with columnar disorder. Although these differ-
ences also exist in a case of quenched noise composed of squares, as described
in Ch. 7, they are more dramatic when the quenched noise is of columnar
type. It turns out that the persistence of the disorder in one direction forces
the interface to adopt the same geometry, changing the nature of the interface
motion.
In a low capillary contrast case, interfaces are superrough with a dynamics
dominated by surface tension with exponents z = 3, when the mean velocity
is nearly constant, or z = 4 when the mean velocity varies with Washburn’s
law. Furthermore, as interfaces are smooth and can be linearized around their
mean value, a simple non local model for the interfacial evolution can be used
to explain the observed dynamical scaling of fluctuations. On the other hand,
when the capillary contrast is increased, interfaces are sharper and the corre-
lation with disorder is more evident. The observed dynamical scaling corre-
sponds then to an anomalous scaling description with a clear temporal shift at
the power spectrum, and a subdiffusive behavior with dynamical exponents
ranging from z = 2 to z → •, depending on the strength of capillary forces.
A prominent point to remark is that this behavior can be explained by a local
model made of coupled channels with a fluctuating force following Darcy’s
law. One can interpret that in the high contrast case, the columnar disorder
induces the existence of channels withmore or less coupling, eliminating com-
pletely the non local character of imbibition in homogeneous geometries.
Finally, the difference between forced-flow and spontaneous imbibition has
also been elucidated in the high capillary contrast regime. While in the forced-
flow case the interface gets completely decoupled above a critical capillary
contrast, in spontaneous imbibition the same decoupled state can be suddenly
achieved for a given value of capillary contrast.
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Influence of disorder strength on phase field models of
interfacial growth
Phase field models of increasing complexity have in recent years been ex-tensively used in studying interface roughening as well as microstructure
formation [2,48,49,65,74,125]. In particular, in modeling the problem of fluid
imbibition into a disordered medium [2], two different ways to consider the
mobility parameter in aModel B type of phase field model, called the one-sided
and symmetricmodels, were used by Herna´ndez-Machado et al. [64] and Dube´
et al. [45, 46], respectively. The difference between these two cases is that in
the symmetric model the mobility is constant throughout the system, while in
the one-sided model it becomes zero in the phase which is being invaded.
The numerical results presented so far in this thesis have been obtained by
using the one-sided phase field model. In this Chapter our aim is to carry out
a detailed analysis [83] about the influence of the strength of the disorder in
these two types of phase field models. Both cases can be described by a gen-
eralized Cahn-Hilliard equation or Model B with quenched disorder in the
background medium (see Ch. 4). We shall focus here in the cases where the
boundary conditions are used to couple the system to a reservoir of the invad-
ing phase with a constant mass flux. At the linear level of small front fluctu-
ations, both phase field models can be analyzed through linearized interface
equations, and the bulk diffusion fields implicit in this description cause the
interface equation to become spatially non-local [45, 64]. It is thus of inter-
est to examine how the models are influenced by varying disorder strength,
which can be easily realized in the experiments. To this end, we first define
a critical value of the disorder strength sc, above which the disorder becomes
strong. We find that at weak disorder strengths (s ￿ sc) both models have
the same interface scaling behavior given by superrough anomalous scaling,
which is also predicted by the linear theory. We observe clear deviation from
this scaling when the disorder strength comes close to sc, where superrough-
ness disappears and weak intrinsic anomalous scaling arises. Furthermore, in
the limit of strong disorder (s > sc), the two models are no longer equivalent.
The one-sided model can still be applied to describe forced-flow imbibition in
good agreement with experimental results of Ref. [136]. However, in this limit
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the symmetric model exhibits nucleation of the invading phase in front of the
advancing interface.
The phase field model
As it is explained in Ch. 4, the phase field model is described by a Ginzburg-
Landau formulation with a a quenched random field included in the double-
well potential
V(f) = −1
2
f2 +
1
4
f4 − x(r)f. (10.1)
The dynamics is given by a continuity equation
∂f
∂t
= ∇M(f)∇µ = ∇M(f)∇£− f+ f3 − e2∇2f− x(r)§, (10.2)
where we consider a general mobility coefficientM(f). We shall use a gaussian
noise that is characterized by its average ￿x￿, and its standard deviation s,
which characterizes the disorder strength. The disorder also has a correlation
length lcorr, which in our numerical scheme is set to the lattice spacing. Then,
the standard deviation of x is s when observed at scale lcorr.
The surface tension of this model can be calculated with the disorder-free
kink solution f0, or Goldstone mode. The resulting dimensionless surface ten-
sion is g =
√
2/3 ￿ 0.47 [49]. In order to avoid any confusion with the pa-
rameter s, which in this Chapter refers to the standard deviation of the noise,
the surface tension shall be exceptionally denoted as g.
In the sharp interface limit e → 0, the normal velocity of the interface can be
obtained by integrating equation (10.2) in a region around the interface,
vn ￿ M(f)∂nµ|+ −M(f)∂nµ|−, (10.3)
where the subscripts + and − correspond to the two phases of the system. In
our study, two different functional forms for the mobility M(f) will be con-
sidered. First, we assume a symmetric parameter M = M0 constant for the
whole system independent of the field f. In this case, the velocity of the inter-
face is controlled by the difference between incoming and outgoing currents.
Second, we will consider a one-sided parameter M = M0q(f), q(f) being the
Heaviside step function, which is zero in the phase where f < 0. Note that the
normal velocity of the interface then reduces to vn ￿ −M0∂nµ|−, that is, it is
only proportional to the outgoing current. As we will see in our numerical re-
sults, the two models can give different results and describe different physical
situations depending on the strength of the disorder.
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Here we consider the so-called driven case, where the mean velocity of the
interface is fixed to a constant value. The relevant boundary condition is to
impose a fixed gradient of the chemical potential at the bottom of the system,
∇µ = −vyˆ. Combined with the initial condition of
f =
Ω
+1 y < H0;
−1 y ≥ H0, (10.4)
the boundary condition leads to phase f = +1 invading phase f = −1, and
the interface moving with a constant average velocity v. Here, H0 represents
an initial height. In the general context of the phase field model we will refer
to these phases as A and B, respectively. In terms of liquid front invasion into
a Hele-Shaw cell, these phases would be liquid and air, respectively, whereas
in terms of phase separation they would be the phases rich in components A
and B.
The linearized interface equation
Let us recall here that the dynamics of a front in the phase field model de-
scribed above can also be considered in terms of an integro-differential equa-
tion for the interface (see Appendix A), given by the linearized equation
∂t hˆ(k, t) = −12g|k|
3hˆ(k, t)− H˙|k|hˆ(k, t) + 1
2
|k|xˆ(k), (10.5)
where g is surface tension, H˙ = v is the (constant) average front propa-
gation velocity, and the disorder term is the Fourier transform of the two-
dimensional disorder along the front, or xˆ(k) =
R
dxe−ikxx(x, h(x, t)). From
the dispersion relation (10.5), one immediately obtains the crossover length
scale
￿× ∼
r
g
v
, (10.6)
when the two dispersion terms are equally strong.
Definition of disorder strength
In order to study the influence of disorder strength in the phase-field model
of Eq. (10.2), we need to define a measure for the relative strength of the dis-
order. This can be achieved by comparing the disorder contribution in the di-
mensionless bulk free energy of Eq (10.1) to the surface energy. We do this by
considering a domain of linear size r, where the local disorder average ￿x￿r is a
stochastic variable with standard deviation sr µ r−1s, where s is the standard
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deviation of a single disorder site, which is of linear size lcorr. Considering a
circular domain of radius r, it is energetically favorable for this domain to be
of the opposite phase than its surroundings if
2prg ≤ pr2Df￿x￿r, (10.7)
where Df = 2fe = 2 is the miscibility gap. The LHS is the energy cost of the
interface, whereas the RHS is the energy gain due to disorder. We consider
the local disorder average ￿x￿r to be as large as its standard deviation sr =
s lcorr/
√
pr. Then Eq. (10.7) gives the condition
s ≥
√
p
lcorr
g, (10.8)
for when the disorder can locally dominate the bulk energy and thus is de-
fined to be strong. The order of magnitude estimate for strong disorder in
our dimensionless units (lcorr = 1, e = 1) is thus obtained as the variance be-
ing of the same order as the surface tension s = sc ≈ g. Note in particular
that no r dependence remains in the estimate, and thus the relative disorder
strength will be the same at all length scales (larger than the interface width e
and disorder site size lcorr).
10.1
Numerical results
Our study will be focused on the influence of the disorder on the scaling be-
havior of the fluctuating interface for the two cases of the mobility M in the
phase field model, that is, the one-sided model and the symmetric case. In
our simulations we have used gaussian distributed disorder with zero mean
￿x￿ = 0, and different disorder strengths (standard deviation of x) s. In the
numerical scheme the disorder will have a correlation length as long as the
lattice spacing, meaning that the lattice spacing normalizes the standard de-
viation when dimensionless numbers in the numerical scheme are turned to
physical units.
10.1.1
Weak disorder
For weak disorder, both models of the phase field (one-sided and symmetric)
are expected to be equivalent, since the same linearized equation describes
both cases in this limit. The weak disorder regime corresponds to s ￿ g,
where g is the surface tension. In our dimensionless units [e = 1 in Eq. (10.2)]
g ￿ 0.47. Numerical solutions of the linearized interface equation (10.5) have
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been performed in [84], obtaining the roughness and growth exponents of
a ￿ 1.3 and b ￿ 0.4, within the super-rough scaling description (aloc = 1,
as = a). This is in agreement with our results for both phase field models at
weak disorder, which are shown in Figs. 10.1 and 10.2 on the top. From Figs.
10.2(a) and (d) we observe that a = as, since no temporal shift in the struc-
ture factor is present [unlike Fig. 10.2(c)]. Moreover, we observe that at small
disorder strengths s < 0.2 in accordance with s ￿ g, the spectral roughness
exponent saturates to the value predicted by Eq. (10.5), and is independent of
the disorder strength (see Fig. 10.3).
10.1.2
Strong disorder
In the regime of strong disorder, s > 0.5, different scenarios occur depending
on which model is used. Below, we discuss the cases of the symmetric and
two-sided models separately.
Symmetric model
According to the analysis of the disorder strength in the preceding Section,
in this limit it is favorable for the phase field model to spontaneously create
disperse domains of one phase (A) within the region that is initially of the
other phase (B). Droplets of phase A will form in phase B, and this mixture
will initially covermost of the system. However, local mass conservationmust
still be valid regardless of any nucleation events. This means that mass must
be diffusively transported from the A phase to the location where it nucleates
within the B phase to facilitate a growing droplet.
This is exactly what happens in the symmetric model (see Fig. 10.4), when
one imposes the initial condition of Eq. (10.4). Since there is no characteristic
scale for the domain creation, the droplets are not restricted by the crossover
length ￿×, which acts as a cutoff for the interface fluctuations and therefore,
the surface roughening at large scales is different respect to a weaker disorder
strength. This is observed in Fig. 10.2(c), where the interface power spectrum
is plotted for a higher disorder strength at different times using the symmetric
model. We can see that the fluctuations are not saturated, indicating that the
crossover length ￿× (represented by the dashed line) is not acting anymore as
an upper cutoff. In addition, our numerical results for the symmetric model
at strong disorder show three differences to the weak disorder case.
• The local growth exponent b∗ approaches the global exponent b [see Fig.
10.1(c)]
• The spectral roughness exponent decreases drastically to the range of
as ￿ 0.5 (see Fig. 10.3)
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Fig. 10.1 Interface widths for the two models at different disorder strengths (in dimension-
less units). Results from the symmetric and one-sided model are given on the left(a,b,c) and
right(d,e,f) panels, respectively. Disorder strength is varied from top to down as: weak disorder
(s = 0.2), intermediate disorder (s = 0.5), and strong disorder (s = 1). Fitted growth exponents
for the smallest and largest slopes are given in the figures, with solid lines representing the fits.
(The numerical results from the symmetric model were performed by Laurila et al. [83]).
• A temporal shift appears in the power spectrum [see Fig. 10.2(c)]
We can thus conclude that the scaling picture of interface fluctuations changes
from superrough to intrinsic anomalous scaling, where as ￿= a.
The picture becomes problematic for strong disorder, however, because
the interface becomes less and less representable by a single valued function
h(x, t). This is due to the interfacial area becoming more and more tattered
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Fig. 10.2 Structure factors at ten equidistant time intervals for the two models at different dis-
order strengths (in dimensionless units). Results from the symmetric and one-sided model are
given in the left(a,b,c) and right(d,e,f) panels, respectively. Disorder strengths are varied from
top to down as weak (s = 0.2), intermediate (s = 0.5) and strong (s = 1). Fitted rough-
ness exponents are given in the figures, with solid lines corresponding to the fits. The dashed
vertical line corresponds to the crossover point k× = 2p/￿× as obtained from the linearized
interface equation. (The numerical results from the symmetric model were performed by Laurila
et al. [83]).
by overhangs, droplets and bubbles. This also means that some numerical
tricks are needed to distinguish the interface from these bubbles and droplets.
This distinction is essentially made by finding a path for the phase bound-
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Fig. 10.3 Spectral roughness exponent as for both phase field models as a function of disorder
strength.
Fig. 10.4 An example of a set of rough fronts for strong disorder s = 1 using both models.
Symmetric model (left, b) and one-sided model (c). Figure (a) shows points of zero f at fixed
time in the symmetric model, demonstrating the nucleating domains. (The numerical results
from the symmetric model were performed by Laurila et al. [83]).
ary across the system that locally has as small height jumps as possible. This
works relativelywell as long as the disorder is notmuch stronger than s = 1 in
our dimensionless units. However, note anomalous fluctuations in Fig. 10.1(c)
around value 2.6 on the vertical axis, that are due to the abovementioned rea-
son.
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One-sided model
Using the one-sidedmodel allows us to suppress the domain creation in phase
B, where the mobility parameter is zero. Then, the position of the interface
h(x, t) can be found by taking the largest height where the phase A has ad-
vanced to at time t, coming from the phase B when the phase field is above
zero. In Fig. 10.4 we show an example of the interface profile at different times
for a strong disorder, s = 1.0.
The growth exponent b ￿ 0.5 measured for strong disorder strength [see
Fig. 10.1(e) and (f)] agrees with the experimental value of b = 0.50± 0.02 re-
ported in Ref. [136] for liquid front dynamics into a Hele-Shaw cell. Likewise,
a similar variation in the spectral roughness exponent as, which changes from
as ￿ 1.23 to as ￿ 0.91 when the disorder strength is increased (see Fig. 10.3),
was also experimentally observed in the same reference, with a variation from
as = 1.1± 0.1 to as = 0.9± 0.1 when the capillary forces of the Hele-Shaw cell
were increased, by decreasing the gap spacing b. On the other hand, we nu-
merically observe that the crossover length ￿× still acts as a cutoff length for
the interface fluctuations at strong disorder (see Fig. 10.2). These results in-
dicate that the model can still describe the imbibition phenomenon at strong
disorder.
10.2
Discussion and conclusions
In this Chapter, we have studied two different ways of considering the influ-
ence of the mobility parameter in a Model B type of phase field model with
a Ginzburg-Landau type free energy. The main experimental context consid-
ered here is liquid front invasion into a Hele-Shaw cell with quenched disor-
der [136]. We have focused on the case of driven front invasion, where there
is a forced constant mass flux into the system.The symmetric model, studied
for example in Refs. [2, 45, 84], uses a constant mobility factor, whereas the
one-sided model, studied for example in Refs. [64, 116], and in the work pre-
sented in the previous Chapters of this thesis, uses a mobility that is zero in
the receding phase, which we call phase B.
We note that both models have previously been turned into non-local linear
interface equations in the limit of small front fluctuations, which is equiva-
lent to weak disorder [45, 64, 84]. These linearized equations are identical for
both models, and therefore both models are expected to have identical scaling
behavior at the weak disorder limit. This is verified by direct comparison of
numerical simulations. Furthermore, these results also agree with the relevant
Hele-Shaw experiments [136].
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We give an estimate for the strong disorder limit by comparing the disorder
contribution to bulk energy to the surface tension. We find that the linear weak
disorder limit is found well below this disorder value, and that only in this
limit, the roughness exponent obtained from both models does not depend on
the disorder strength. This means that a well-defined region of universality
only exists at the weak disorder limit.
Numerically we study the dependence of the growth and roughness expo-
nents of the driven fronts as a function of the disorder strength. Our results are
consistent with a (continuous) change of scaling behavior from superrough
to intrinsic anomalous scaling, when the disorder strength is increased from
weak to strong.
At strong disorder, the symmetric model is no longer found to correspond
to the Hele-Shaw experiment due to domain creation of the invading phase in
front of the propagating interface. As our analysis shows, the domain growth
can occur at all length scales (larger than the disorder site size lcorr of the sys-
tem) without any characteristic radius, which is a phenomenon observed in
other experimental situations such as nucleation on dislocations [23] or bi-
nary mixtures [59]. In contrast, the results for the one-sided model do agree
well with the Hele-Shaw experiments [136], even as the disorder strength is
increased.
We hypothesize that the change in the scaling behavior observed as the dis-
order becomes strong is due to a decreased effect of surface tension and mass
transport during interface roughening. In the limit of strong disorder, it has
been argued that the disorder dominates over surface tension. Therefore, the
interface scaling in the regime dominated by the surface tension (character-
ized by having a correlation length ￿c < ￿×) should change for both models at
strong disorder. In the one-sided model, mass transport still restricts interface
roughening, and thus the crossover scale ￿× persists. Conversely in the sym-
metric model the nucleated domains create roughening by avalanches that are
not controlled by mass transport from the reservoir, and thus the crossover
scale ￿× becomes irrelevant.
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Time-dependent crossover length scales in surface
roughening
The studies presented in the previous Chapters reflected that imbibitionphenomena show a rich variety of scaling regimes, mainly due to the
presence of crossover lengths into the interface equations. This is particularly
true in the case of spontaneous imbibition, where the scaling properties of
the fluctuating interface are largely affected by the presence of the dynamic
crossover length ￿× ∼ t1/4, that separates different physical mechanism of
damping the interface fluctuations (see Ch. 7).
From a general point of view, the existence of crossover length scales and
characteristic times in nonequilibrium surface roughening has only been stud-
ied in the case of time independent coupling parameters, where the analysis
is actually relatively simple. However, little is known about the less common
situations in which the couplings depend explicitly on time. In addition to
spontaneous imbibition, such phenomena can also be found in other physical
systems as for example in the problem of a stable phase growing at the ex-
pense of a metastable phase [62], among others. Therefore, not only for the
clear motivation found in imbibition but also because it has a general interest
in surface growth, the aim of this Chapter is to study how the scaling proper-
ties of a general growing interface are affected by the existence of characteristic
length scales that depend on time. The general scaling analysis shall be exem-
plified with simple model systems in which dimensional analysis gives the
exact exponents. Furthermore, in order to gain analytical understanding, the
study is restricted to linear model examples that allow exact computation of
the critical exponents. In addition, the analytical results will also be compared
with numerical simulations [118].
11.1
General local models of surface growth
The details of the interactions in kinetic roughening are irrelevant in the math-
ematical description of the critical properties of the surface at long wave-
lengths, akin to critical point phenomena. Therefore, in the hydrodynamic
limit, surface growth in d+ 1 dimensions can be described by the stochastic
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equation
∂h
∂t
= G(∇h) + x(x, t), (11.1)
where h(x, t) is the height of the interface at substrate position x and time
t. The functional G(∇h) depends on the specific model and should satisfy all
the symmetries and conservation laws. The external noise x(x, t) describes the
random driving forces acting on the surface, for instance the influx of particles
in a deposition processes.
We are interested here in surface growth models with local coupling among
degrees of freedom, i.e, growth equations that include only terms that depend
on derivatives of the height, U = ∇h. In the spirit of Ginzburg-Landau-Wilson
theory of critical phenomena the functional G(U) is constructed as the leading-
order expansion in powers of the argument U, its derivatives, and combina-
tions thereof. One explicitly avoids to include terms that are incompatible
with the symmetries of the problem. The corresponding expansion takes the
form of a sum,
G(U) =Â
i
wiFi(x, t), (11.2)
where wi are the coupling constants and Fi(x, t) are the local operators in the
terminology of the renormalization group (RG). Local operators correspond
to the combinations of degrees of freedom and its derivatives, which typically
include surface diffusion∇2h, curvature diffusion∇4h, and in general higher-
order diffusion terms ∇2mh. Also nonlinear terms usually appear, (∇h)2n,
∇2n(∇h)2m, and so on. The asymptotic long wavelength limit is governed by
the most relevant terms in the RG sense. Higher-order terms are however im-
portant in describing crossover effects before the truly asymptotic behavior is
reached. This leads to the existence of crossover length scales and characteris-
tic times at which one can observe the true asymptotic scaling behavior of the
system.
The problem we want to address here is to study the interplay between
a crossover length scale growing in time and the dynamic correlation length
characterizing the kinetic roughening process. As it will be shown, it turns out
that the long time limit scaling behavior strongly depends on the nature of the
phases that the dynamic crossover separates. We focus on three typical cases
that cover the most important situations one can find: (i) Crossover between
two different rough regimes, (ii) crossover from a rough to a flat regime, and
(iii) the existence of a damping term, where scale-invariant fluctuations are
damped over a certain length scale that varies with time.
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11.1.1
Crossover between two different rough regimes
Consider a growing surface described by Eq. (11.1). Invariance under trans-
lation along the growth and substrate directions as well as invariance in
the election of the time origin rule out an explicit dependence of G on h, x
and t. These symmetry requirements alone lead to scale invariant growth
in a generic way [5]. Let us consider the two most relevant terms in the
leading-order expansion of G(∇h) in the hydrodynamic limit, so that we have
G = wIFI(x, t) + wIIFII(x, t)+ higher-order terms. Let the FI term be more
relevant (in the RG sense) than FII.
We first discuss the case in which Eq. (11.1) exhibits crossover between two
different rough regimes. This means wIIFII(x, t) is relevant at short scales,
while wIFI(x, t) becomes the most dominant in the long wavelength limit.
Hence one expects to find an early times (short scales) regime with scaling
exponents a(II) and z(II) that crosses over to the true asymptotic regime, gov-
erned by the operator FI, with exponents a(I) and z(I). Dimensional analysis
indicates that there exits a crossover length
￿× ∼ (wII/wI)1/q, (11.3)
for some exponent q. This is the typical length above which the most relevant
term wIFI takes over. This is likely the most common situation of crossover
behavior in surface growth.
The question wewish to study here is how this picture is modifiedwhen the
most relevant operator’s coupling, wI, decreases in time. The most interesting
situation naturally arises for a power-law decay of the coupling wI(t) ∼ t−g,
so that the term wI(t)FI gets effectively less relevant for longer times as com-
pared with the wIIFII term. In this case the crossover length diverges in time
as a power-law, ￿×(t) ∼ tg/q, and the interplay with the other relevant scale
in the problem –namely, correlation length ￿c(t) ∼ t1/z(II) , will give rise to
an interesting behavior. On scales smaller than ￿×(t) the less relevant term
II dominates, while we expect a crossover to the asymptotic regime I for
￿c(t) ￿ ￿×(t). The crossover then occurs when t1/z(II) ∼ tg/q. The point
is now that the observable scaling regimes crucially depend on the exponent
of the coupling g. If g < q/z(II) the crossover does take place as described
above. On the contrary, for g > q/z(II) the crossover length grows at an ex-
ponentially faster rate than the correlation length. Therefore, in this case the
time-dependent coupling effectively takes the crossover length to scales much
larger than those that can be correlated by the dynamics at any finite time. As
a consequence the systemwill never cross over to regime I, and only the ”less”
relevant operator II governs the scaling regime observable for arbitrarily large
system sizes.
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To exemplify such a crossover behavior between different scaling regimes,
a simple 1+ 1 dimensional model is discussed. We consider Eq. (11.1) with
FI = ∇2h and FII = −∇4h, describing diffusive coupling. Then we have the
growth equation
∂h
∂t
= n(t)∇2h−∇4h+ x(x, t), (11.4)
where we have rescaled all the couplings but n(t) to unity. The noise is delta-
correlated,
￿x(x, t)x(x￿, t￿)￿ = 2d(x− x￿)d(t− t￿). (11.5)
Higher-order diffusion terms, ∇2nh, might be present, but are irrelevant for
the scaling behavior. Actually, even the ∇4h term is irrelevant as compared
with ∇2h if the couplings are independent of time. Consider now a power-
law decaying coupling 1 n(t) ∼ t−g . Balancing the two gradient terms in Eq.
(11.4) one finds that they become comparable at the typical crossover scale
￿×(t) ∼ tg/2, (11.6)
with the exponent q = 2 in the previous analysis. Dimensional analysis tells
us that the kinetic roughening process is governed by the fourth derivative
term (that we label as II) on scales smaller than ￿×, while the diffusion term
should dominate on much larger scales (that we label as regime I). Below the
crossover, for ￿c(t) ￿ ￿×(t), Eq. (11.4) has a correlation length ￿c(t) ∼ t1/z(II) ,
where z(II) = 4, given by the∇4h term dynamics. Crossover to the asymptotic
regime I takes place when the correlation length reaches the crossover length
t1/z(II) ∼ tg/2. Following the previous analysis, we expect that the regime I
can only be reached if g < 2/z(II), i.e, g < 1/2. On the contrary, for g >
1/2 the crossover is wiped out and the less relevant operator II (in RG sense)
does govern the scaling in the long wavelengths limit as well. By integrating
numerically Eq. (11.1), we can see that this analysis is in excellent agreement
with simulations, as it is shown in Figure 11.1.
Scaling properties for g < 1/2
Let us now study the scaling properties in the case of g < 1/2, where one
expects two different regimes with different critical exponents. First, smaller
scales, regime II, are simply governed by the dynamics of the curvature dif-
fusion term ∇4h. This regime is actually very well-known and can be exper-
1) An arbitrary small constant c is required to avoid the singularity
at t = 0, so that n ∼ n0(c + t)−g. This has no significance for our
analysis but it must be taken into account in numerical simulations.
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Fig. 11.1 Crossover from rough to rough. Nu-
merical integration of Eq. (11.4) using a time
step Dt = 10−2 and c = 10−3 in a system
size L = 1024. All results were averaged over
200 realizations. (a) Global width of the in-
terface, computed for different g values. The
theoretical prediction for the growth exponent
b(I) = (1 + g)/4 for g < 1/2 fully agrees
with simulations. For any g > 1/2 we obtain
b = 3/8, as expected. The curves are verti-
cally shifted for clarity. (b) Power spectrum for
g = 0.3 evaluated at times 10, 102, 103, and
104. Anomalous scaling with a local rough-
ness exponent a(I)loc = 0.5 is observed. The
inset shows a data collapse of the local width
data for a(I) = 0.93(1) and z(I) = 2.86(4) to
be compared with the predicted values given
by Eq. (11.8), a(I) = 0.928 and z(I) = 2.857
for g = 0.3.
imentally found in molecular beam epitaxial growth [5, 79, 150] (see also Ch.
5), which is known to be described by a superrough surface with the global
exponents
a(II) =
3
2
, z(II) = 4, b(II) =
3
8
, (11.7)
and the local roughness exponent a(II)loc = 1, as expected in the superrough
scaling in d = 1 dimension.
Intrinsic anomalous scaling in Regime I.- The interesting scaling occurs how-
ever, above the crossover length, ￿c(t) ￿ ￿×, when the system is expected
to be in regime I, and therefore only governed by the diffusive term ∇2h. By
imposing scale invariance under the transformation x → bx, t → bzt and
h→ bah, one obtains the exact global exponents
a(I) =
1+ g
2(1− g) , z
(I) =
2
1− g , b
(I) =
1+ g
4
, (11.8)
and the scaling relation a(I) = z(I)b(I) is fulfilled. Figure 11.1 shows that this
scaling analysis is in excellent agreement with a numerical integration of the
model (11.4). In addition, we see that even for g < 1/2 the asymptotic scaling
behavior is nontrivial, since the time-dependent coupling n(t) leads to anoma-
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lous scaling of the local surface fluctuations. In order to studymore clearly the
local properties of the interface fluctuations, we need to calculate the structure
factor (or spectral power spectrum), S(k, t) = ￿bh(k, t)bh(−k, t)￿, where bh(k, t)
is the Fourier transform of the surface in a system of lateral size L.
By neglecting the ∇4h term and expressing Eq. (11.4) in Fourier space, a
solution for the interface position in Fourier space can be written in terms of
the Green function of the problem
bh(k, t) = Z •
0
dt￿Gk(t, t￿)bx(k, t￿), (11.9)
where bx(k, t) is the Fourier transform of the noise and we have assumed that
the interface is initially flat. Here, the Green function reads as
Gk(t, t￿) = q(t− t￿) exp
h
− k
2
1− g
°
t1−g − t￿1−g¢i, (11.10)
being q(t− t￿) the Heaviside step function. For notation clarity, the constant c
of n(t) = (t+ c)g has been omitted. The solution (11.9) allows then to calculate
the interface power spectrum as
S(k, t) = 2
Z t
0
dt￿ exp
h 2k2
1− g
°
t1−g − t￿1−g¢i, (11.11)
where a delta-correlated noise, Eq. (11.5), has been taken. Finally, the above
equation for the power spectrum can be rewritten in terms of a scaling func-
tion
S(k, t) ∼ k−2tgs(k2t1−g), (11.12)
where the scaling function s(u) has the asymptotes, s(u) ∼ u for u ￿ 1, and
s(u) ∼ constant for u ￿ 1. Note that Eq. (11.12) describes the surface scal-
ing before saturation. For finite systems, the steady-state occurs at very long
times, t ∼ L2/g, when one recovers S(k) ∼ k−4. We are interested here in the
intermediate regime before saturation is reached, in which both operators, k−2
and k−4, play a role at different scales. In particular, Eq. (11.12) corresponds
to the power spectrum calculated at the scales where the operator k−2 is the
most relevant.
As it has been shown in Ch. 5, a temporal shift in the power spectrum im-
plies intrinsic anomalous scaling of the local fluctuations. Here, the tempo-
ral shift is given by tg, and then, by following the theory of anomalous scal-
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ing [67, 92][cf. Eq. (5.20)], the scaling relation
g =
2(a(I) − a(I)loc)
z(I)
, (11.13)
must be fulfilled. We then conclude that, according to the spectral density
(11.12), the scaling in the asymptotic regime (regime I) is anomalous in this
casewith a local roughness exponent a(I)loc = 1/2. Note that the local roughness
exponent does not depend on the coupling exponent g and self-affinity, a(I) =
a
(I)
loc = 1/2, is recovered whenever the coupling is time independent (g = 0).
A comparison with numerical simulations for g = 0.3 is shown in Figure 11.1.
11.1.2
Crossover from a rough to a flat regime
Another interesting situation occurs when themost relevant operator happens
to lead to a flat surface. Here, a flat surface is understood in the sense that
the interface fluctuations do not scale with the system size and therefore they
become irrelevant in the thermodynamic limit. Accordingly, in this case the
crossover is expected to take place from an early times (short scales) rough
regime II, with roughness exponent a(II) > 0 to an asymptotic flat regime,
where a(I) ≤ 0. Again, a time dependent crossover length leads to nontrivial
scaling properties in this case. Below the crossover we expect a rough phase
dominated by the FII term with exponents a(II) > 0 and z(II). Above the
crossover length, however, surface correlations cannot evolve any longer since
the operator FI does not amplify surface fluctuations (note that a(I) ≤ 0).
This leads to an asymptotic roughness exponent identical to that in the early
regime. Moreover, it is worth to stress here that the dynamical length scale ∼
t1/z(I) becomes a constant above the crossover (note that z(I) = 0). Therefore,
above the crossover length, the only relevant scale left in the problem scales
as ∼ tg/q. This must be identified with the correlation length ￿c(t) above the
crossover. We therefore conclude that the time-dependent coupling leads to
an asymptotic regime with exponents
a = a(II), z =
q
g
. (11.14)
It is remarkable that, despite the most relevant term tends to flatten the sur-
face, the time-dependent coupling conspires to produce a rough surface. The
roughness exponent is inherited from the early time (short scale) phase. Mean-
while, the time-dependent crossover length becomes the only relevant scale
above the crossover, which is to be associated with the dynamical exponent z
of the system in the long times regime.
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Fig. 11.2 Crossover from rough to flat. Nu-
merical integration of Eq. (11.4) with con-
served noise in a system size L = 1024. Re-
sults were averaged over 200 realizations. (a)
Global width for different g. The growth expo-
nent was found to fit with the theoretical value
b = g/4. The curves are vertically shifted
for clarity. (b) Power spectrum for g = 0.3 at
times 103, 104, 105, and 5×105. It shows a
roughness exponent a = 0.48(3). The inset
shows a data collapse of the local width data
using a = 0.51(2) and z = 6.63(4), which
agrees with the scaling prediction z = 2/g for
g = 0.3.
To exemplify this general scaling analysis we now study a simple 1 + 1
dimensional model system exhibiting a crossover between rough regime on
short scales to a flat surface regime in the long wavelengths limit. Let us con-
sider the same growth model as in (11.4), but the noise is now conserved,
￿xc(x, t)xc(x￿, t￿)￿ = −2∇2d(x− x￿)d(t− t￿). (11.15)
Note that the surface diffusion operator ∇2h leads to flat surface fluctuations
in the presence of conserved noise. On small scales the surface is expected to
be dominated by the less relevant ∇4h term, so we obtain the exponents
a(II) = a(II)loc =
1
2
, z(II) = 4, b(II) =
1
8
, (11.16)
in the early times (short scales) regime. On the other hand, above the crossover
the ∇2h term governs the surface fluctuations and we find
z(I) =
2
1− g , a
(I) = − 1− 3g
2(1− g) , (11.17)
by simple power-counting as it has been done in the previously rough-to-
rough section. Therefore, for values 0 < g ≤ 1/3 we have the desired sit-
uation of a crossover from a rough to a flat regime (a(I) ≤ 0). Therefore, ac-
cording to our scaling argument, we expect scaling in the asymptotic regime
with a roughness exponent
a = a(II) =
1
2
, z =
2
g
, b =
g
4
(11.18)
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instead of the trivial values a(I) = 0 and z(I) = 0 that would naively cor-
respond to the ∇2h operator with conserved noise. A comparison with a
numerical integration of the model for a time-dependent coupling with ex-
ponents 0 < g < 1/3 shows an excellent agreement with this analysis (see
Figure 11.2).
11.1.3
Crossover to a damped regime
Finally, we discuss the case in which surface fluctuations become completely
damped over a certain scale. This means that, for small deviations around
the mean surface height, the terms −h, −h2, . . . have to be included in the
growth equation. These terms break the h → h + c symmetry and therefore
also break scale-invariance. Let us consider a growth model with the leading-
order expansion G = −w(t)h(x, t) + wIIFII(x, t)+ high-order terms, in such
a way that the operator FII is less relevant than the −h damping term, but it
would lead to scale-invariant behavior in the absence of damping. Following a
scaling analysis similar to that of the previous sections, we find that for z(II) >
q/g the crossover to the damping regime will never take place. So, in all
respects, the damping term is irrelevant and the surface will exhibit the scaling
behavior corresponding to the operator II. On the other hand, if z(II) < q/g
the crossover then occurs when ￿c(t) ∼ ￿×(t). The asymptotic regime in this
case does exhibit scaling but with the nontrivial exponents
a = a(II), z =
q
g
, (11.19)
for the same reasons as in the previously discussed rough-to-flat case. As a
numerical example, the simple model
∂h
∂t
= −w(t)h−∇4h+ x(x, t), (11.20)
is integrated with w(t) ∼ tg. Note that in this example the crossover to the
damping regime only occurs if g < z(II)/4 = 1. The predicted values for the
scaling exponents are then
a =
3
2
, z =
4
g
, b =
3g
8
, (11.21)
which are in excellent agreement with the numerical results shown in Figure
11.3.
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Fig. 11.3 Crossover from rough to a damped
regime. Numerical integration of Eq. (11.20)
in a system size L = 256. Results were av-
eraged over 100 realizations. (a) Global width
for different g. The growth exponent was found
to fit with the theoretical value b = 3g/8.
The curves are vertically shifted for clarity. (b)
Power spectrum for g = 0.7 at times 103, 104,
105, and 5×105. It shows a roughness expo-
nent a = 1.50(3). The inset shows a data col-
lapse of the local width data using a = 1.51(3)
and z = 5.73(4), which agrees with the scal-
ing prediction z = 4/g for g = 0.7.
11.2
Conclusions
Wehave shown that the presence of time-dependent coupling in non-equilibrium
surface roughening has important implications in the scaling properties of
the asymptotic regime. We have focused on local models that include the
two most relevant terms separated by a crossover length scale growing in
time, ￿×(t) ∼ tg/q, which conspires with the correlation length of the sys-
tem ￿c(t) ∼ t1/z to give highly nontrivial scaling properties. In the case of
a crossover between two rough regimes, the surface may exhibit anomalous
roughening, directly related to the value of g ￿= 0. On the other hand, in
the case of a crossover from a rough to either a flat or damping regime, the
dynamical crossover length ￿×(t) ∼ tg/q is the only relevant scale above the
crossover and this immediately leads to an asymptotic rough regime with
a dynamic exponent z = q/g. A rough regime appears despite the most
relevant term tends to flatten the surface. Remarkably, this is precisely the
numerical result found in studies in spontaneous imbibition [2,45], presented
in Ch. 7, where it was observed that the crossover length ￿× ∼ t1/4 gave rise
to a dynamic exponent z = 4. This means that the term H˙|k|hˆk in the imbibi-
tion linearized equation (4.22) must produce flat surfaces above the crossover
length. Our results show that these numerical results can be understood in
the wider context of kinetic roughening in systems with time-dependent cou-
plings.
Part III Avalanche dynamics in surface growth
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Introduction
The results presented in the preceding Part have been mainly focused on the
statistical properties of an interface involved in a kinetic roughening process.
In particular, the interface fluctuations observed in imbibition have been ex-
tensively studied in terms of anomalous scaling scenarios, described by the
roughness exponents a and aloc, the growth exponents b and b∗, and the dy-
namical exponent z. Any study presented so far, however, has paid attention
on the interface dynamics itself.
Likewise, little is known about avalanches in a non-local dynamics like the
one that governs fluid flow in disordered media. Numerically, only the recent
work by Rost et al. [125] has focused on the avalanche behavior but in a regime
of relatively high velocities. On the other hand, and from an experimental
point of view, a series of works carried out by Planet et al. [113] have recently
started in order to study avalanches in experiments of forced-flow imbibition.
Precisely, our aim in this Part of the thesis is to study the spatio-temporal
dynamics of an interface advancing into a disorderedmedium. To this end, we
present several theoretical and numerical studies concerning the avalanche dy-
namics observed during imbibition in disorderedmedia. Our main motivation
in these studies is to get a connection between avalanche dynamics, velocity-
fluctuation spectra and roughening exponents in a regime near the depinning
transition or pinned state. Avalanches will be studied by using two different
definitions. First, we define local avalanches from the spatio-temporal activity
map, which allows to characterize an avalanche by means of a lateral extent,
size and duration. On the other hand, global avalanches are defined from the
temporal fluctuations of the spatially averaged velocity v(t), and are the result
of the convolution of all the activity in the system at a given time.
Therefore, the structure of this third Part is as follows. Chapter 13 presents
a theoretical framework to study avalanches in models of surface growth. In
particular, several aspects concerning interface activity, avalanche motion an
temporal correlations are studied. The theory is presented in a generic way
to describe moving interfaces in disordered media, and will be applied in the
case of forced-flow imbibition in Ch. 14. We present there an analytical and
numerical study of forced-flow imbibition fronts, described in terms of a lo-
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cal avalanche dynamics. Our results are also compared to the scaling theory
derived in Ref. [125] which we find valid only in a regime of high velocities.
Likewise, we show that a different and well defined scaling regime appears
as the mean interface velocity is decreased. Finally, the last chapter of this
Part deals with a different way of analysing the avalanche dynamics, based
on the study of global fluctuations in forced-flow imbibition, and it is mainly
motivated by the experimental work carried out in Ref. [113].
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Avalanche theory of driven interfaces in disordered media
In many physical systems, the response to a slow external driving usuallyinvolves avalanches or bursts. Different examples are found in fracture
cracks [11,98], granular material [36], earthquakes [52], or imbibition of fluids
in porous media [113, 125]. Having the main motivation in the latter exam-
ple, we consider here the general problem of a moving interface driven into
a disordered media. The interplay between the random pinning forces of the
medium, the driving force and the interactions among the interface degrees of
freedom, may give rise the interface to show a spatio-temporal complex dy-
namics over an extended macroscopic scale ￿×. In particular, a natural inter-
esting situation in this context appears close to the depinning transition, where
the driving force approaches a critical value below which the interface gets
completely pinned. In this limit, typical velocities go to zero and correlations
can extent up to the system size L, allowing collective transport phenomena
to occur in terms of critical avalanches.
This Chapter presents several tools useful to completely characterize the
dynamics of the interface, including activity statistics, avalanche scaling prop-
erties, interface temporal correlations and velocity fluctuations [96]. As it is
shown, all the magnitudes are related to each other by scaling laws that we
derive by means of simple scaling arguments. The theoretical framework is,
in principle, expected to be valid for general models in d + 1 dimensions1,
where surface roughness fluctuations are driven by local avalanches. It is also
assumed that the interface height h(r, t) at position r and time t, and the local
interface velocity v(r, t) ≡ ∂th(r, t) are well defined. In order to gain clarity
and practicality, the end of this Chapter is provided with a table summarizing
all the scaling relations derived here.
1) Let us note here that the scaling relations will be derived by assum-
ing the simplest case of d = 1. The resulting final equation, however,
shall be expressed in d+ 1 dimensions.
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Fig. 13.1 Numerical example of forced-flow imbibition (see next Chapter). Typical avalanches of
the front h(x, t) in (a) are defined from the spatio-temporal activity in (b), and are characterized
by the size s, lateral extent ￿, and duration T.
13.1
Activity statistics
In order to study the avalanche dynamics of amoving interface, we first define
the so-called local activity map. The active sites on the interface are defined as
those where the local velocity takes values above some fixed threshold,
v(x, t) > cthv, (13.1)
where cth is some arbitrary constant, and v is the spatially averaged velocity
along the whole system L
v =
1
L
Z
L
v(x, t)dx. (13.2)
This thresholding method allows to treat a continuum model in terms of a
binary variable that takes the values 1 (active) or 0 (non-active). An example
of activity pattern is shown in Fig. 13.1(b). Note that the activity map actually
depends on the value of the constant cth: the density of the activity points
decreases as the constant is increased. We have to make sure, though, that our
final results are not depending on such a threshold value. As it is explained in
next Chapter, this dependency can be avoided by rescaling the variables.
For a model where activity is recurrent in time at any particular site, Maslov
et al. [99] showed that the probability density function (PDF) for a site to be-
come active after a time interval of inactivity, or waiting time interval t is given
by the first-return time probability P f (t), which is normalizedZ •
dT
P f (t)dt = 1, (13.3)
where the temporal resolution can be set to unity, dT = 1, without loss of
generality. This probability describes the time intervals separating subsequent
return points of activity at any given site. Then, the average number of return
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points, n(T), in a time interval T can be determined as follows. Note that the
total length of inactivity in an interval T is given both by T− n(T) and also by
n(T)
R T
1 tP f (t)dt. Therefore, we can write the following balance equation
n(T) = T − n(T)
Z T
1
tP f (t)dt. (13.4)
Fractal activity.- In a critical systemwith long-range spatio-temporal correla-
tions, as for example near the pinning/depinning critical transition (v→ 0) or
in growthmodels that self-organize to the critical state, the activity is expected
to be scale-invariant (fractal) and therefore, the first-return time probability to
scale as
P f (t) ∼ t−b f , (13.5)
for t ￿ 1, with b f ∈ (1, 2]. Consequently, Eq. (13.4) can easily be integrated,
obtaining that the average number of return points in an interval T ￿ 1 is
n(T) ∼ Tq , with q = b f − 1. (13.6)
The fractal dimension q of return points of activity at any site becomes there-
fore connected to the distribution of waiting times. Note that fractal activity
implies an infinite average return time ￿t￿ = R •1 tP f (t)dt → •, typical of
critical dynamics.
Exponential activity.- If the system has an intrinsic typical scale ￿× limiting
the correlated extent, the first-return time probability is given then by a power-
law exponentially cut off
P f (t) ∼ t−b f e−
t
t0 , (13.7)
with a finite average return time ￿t￿ ∼ t0. Applying again the balance equa-
tion (13.4), the average number of returns points becomes then
n(T) ∼
8<:
Tq for 1￿ T ￿ t0,
vT for T ￿ t0,
(13.8)
where q is given by Eq. (13.6), and v ∼ 1/t0 is a finite average surface velocity,
due to the existence of a finite average return time. Note that the limit t0 → •
(fractal activity) also implies v→ 0.
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13.2
Local avalanche dynamics
Local avalanches of forward moves can be monitored through the activity
map of the interface. We define an avalanche as a connected cluster of active
[v(x, t) > cthv] sites surrounded by non-active [v(x, t) < cthv] sites. Figure
13.1 shows how avalanches can be defined in an example of forced-flow imbi-
bition (see next Chapter). Then, local avalanches are characterized by a lateral
extent ￿ and a duration T, given directly by the lateral and vertical length of
the activity cluster, and a typical size (volume) s, defined as
s =
Z
￿
[h(x, ti + T)− h(x, ti)]dx, (13.9)
where ti represents the initial time of the avalanche. It is important to remark
here that we are considering local avalanches defined directly from the spatio-
temporal activity pattern, and therefore different than those defined from a
fluctuating global magnitude, such as for example the global mean velocity
v(t) recently studied in a couple of imbibition works [113, 125]. Likewise, a
detailed description of this alternative analysis is provided in Ch. 15.
For a given lateral correlation length ￿× of the interface fluctuations, it is
expected the average avalanche size to scale with the lateral extent as
￿s(￿)￿ ∼ ￿D, (13.10)
for ￿ ￿ ￿×, where D is the avalanche dimension exponent that can be easily
related with the local roughness exponent aloc. One has that the vertical extent
of an avalanche of lateral length ￿ is of the order of the interface fluctuation
width w(￿) (see Ch. 5). Therefore, we can write ￿s(￿)￿ ∼ ￿dw(￿) ∼ ￿d￿aloc , and
then
D = d+ aloc, (13.11)
in d+ 1 dimensions. In addition, we expect both the average avalanche lateral
extent and average size to scale with the duration as
￿￿(T)￿ ∼ T1/zav , (13.12)
￿s(T)￿ ∼ Tg. (13.13)
for T ￿ T×, being T× any typical time scale in the system. We have supposed
here that the dynamics inside any avalanche is controlled by a local dynamic
exponent zav that could differ from the usual one z controlling the interface
correlation growth. This would mean that the propagation of the interface
correlations is decoupled from the avalanche dynamics. As it is shown in
next Chapter, this behavior is observed to occur for example in short-ranged
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correlated systems (￿× ￿ L), where the front motion can be decomposed in
independent, spatially localized, avalanches of forward moves that can take
place at the same time. Near a critical point, though, when long-range in-
terface correlations fully coincide with avalanches of correlated events, the
relation zav = z should be recovered. In this situation, an avalanche occupies
a significant fraction of lateral extent of the system and cooperative correlated
motion over large scales does occur, expecting that only one avalanche occurs
at a given time.
In any case, the exponent g in Eq. (13.13) relating avalanche sizes with du-
rations can generally be expressed as
g =
D
zav
=
d+ aloc
zav
. (13.14)
In the following, we shall assume that the dynamics of the front in the satu-
rated regime is actually being dominated by its avalanche motion and there-
fore, either the condition zav = z is fullfilled or not, the scaling relations in-
volving avalanche dynamics will be generally expressed in terms of the local
dynamic exponent zav.
It is worth to note here that in the case of fractal activity (￿× → •), the ex-
ponents zav and aloc can be connected to the exponents q and b f from activity
statistics in Eq. (13.6). One has that the avalanche size can be written in terms
of the average number of return points of activity as
s ∼ n(T)￿d ∼ ￿qzav+d. (13.15)
Comparing to Eq. (13.10), we can conclude that
q =
aloc
zav
, b f = 1+
aloc
zav
, (13.16)
which connects the local roughness of the interface aloc with the statistics of
the first-return time probability P f (t) ∼ t−b f .
Finally, it is also possible to define the front velocity v(￿) over a region
￿ spanned by the avalanche as the ratio between the vertical length of the
avalanche and the elapsed time, v(￿) ∼ w(￿)/T, which gives the relation
v(￿) ∼ ￿−d, with d = zav − aloc, (13.17)
connecting avalanche dynamics with surface roughness. The exponent d gives
account of possible inter-events correlations. For instance, as it is shown in
the following Chapter, in the case of exponential activity with uncorrelated
avalanches (￿× ￿ L), the fluctuations of the avalanche velocity are Gaussian
with d = d/2 [125].
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Avalanche distributions
In order to study the statistics of the avalanche dynamics, it is usually required
to calculate the probability density functions P(s), P(T) and P(￿) for having
avalanches of size s, duration T, and lateral extent ￿, respectively. For systems
with a diverging correlation length, these PDFs show criticality and are given
by
P(s) ∼ s−ts , P(￿) ∼ ￿−t￿ , P(T) ∼ T−tT . (13.18)
Let us now consider the joint probability P(s, ￿, T) for having an avalanche of
size s, extent ￿, and duration T. Scale-invariant behavior implies that
P(s, ￿, T) = bsP(bDs, b￿, bzavT), (13.19)
for any scaling factor b > 0. Integrating then over two of the arguments one
obtains each one of marginal PDFs
P(s) =
Z
P(s, ￿, T)d￿dT = bs−1−zavP(bDs),
P(￿) =
Z
P(s, ￿, T)dsdT = bs−D−zavP(b￿),
P(T) =
Z
P(s, ￿, T)dsd￿ = bs−D−1P(bzavT).
Applying the expressions of Eq. (13.18) into the above relations, we finally get
the scaling relations
tT = 1+
D
zav
(ts − 1), and t￿ = 1+ zav(tT − 1), (13.20)
that must be satisfied in the case of scale-invariant avalanche dynamics. They
connect the avalanche activity exponents (tT , ts, t￿) with the avalanche dy-
namics (zav) and morphology (D).
Again, in a system with a finite correlation length ￿× (exponential activity),
the PDFs of Eq. (13.18) are not generically expected to be critical, but exponen-
tially decaying functions:
P($) ∼ $−t$ exp (−$/$×), (13.21)
where the index $ denotes the size s, lateral extent ￿, or duration T of
avalanches, and t$ is its characteristic exponent. The distribution cutoff $×
will depend explicitly on the typical scales of the problem, in such a way that
in the limit ￿× → • the critical behavior is recovered.
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13.3
Heterogeneous growth and multiscaling
An additional tool to understand the dynamics inside avalanches is to study
the height-height temporal correlations. As it was pointed out by Leschhorn
et al. [91, 106], the presence of localized avalanches implies an heterogeneous
growth which may give rise to multiscaling. Consider the height-height time
correlation function in the saturated regime
Cq(t) =
D
|h(x, t+ t￿)− h(x, t￿)− h(x, t+ t￿)− h(x, t￿)|q1/q
E
, (13.22)
where t￿ represents an arbitrary time origin. Here, the overbar denotes av-
erage over x and ￿..￿ denotes average over time origin t￿ and disorder real-
izations. In the limit q → •, only the site x with maximum height advance
contributes to the infinite moment, and then we can write
C•(t) ￿ ￿maxx[h(x, t+ t￿)− h(x, t￿)]￿ ≡ Dhmax(t). (13.23)
During a time interval t, the maximum height advance Dhmax(t) corresponds
to the typical height fluctuation produced by an avalanche. Then, for time
intervals shorter than the mean avalanche duration, t ￿ T×, the infinite mo-
ment can be related to the avalanche size as
C•(t) ∼ s(t)
￿d
∼ tb• , with b• = aloczav , (13.24)
where relation (13.12) has been applied. Therefore, we observe that by calcu-
lating the infinite moment C•(t) of the height-height time correlation we can
obtain information about the local avalanche dynamics through the exponent
zav = aloc/b•. This can be a really useful tool in experimental work, where
one may have access to the interface position at different times h(x, t). Since
the local roughness exponent is usually determined by standard scaling tools
(see Ch. 5), the local dynamic exponent simply comes from looking at C•(t).
On the other hand, the other moments Cq(t) can be analytically estimated
close to a critical point (￿× → •) by considering the following [91]. First, note
that in this limit avalanches can extent up to the whole system and then it is
expected that only one avalanche of lateral length ￿ is growing at a given time.
Therefore, only the fraction ￿/L ∼ t1/zav/L of the interface is moving. Second,
if we consider that the height advancement Dh ≡ h(x, t+ t￿)− h(x, t￿) scales
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as Dh ∼ tb• , we have
Cq(t) =
D
|Dh− Dh|q1/q
E
,
=
D
|Dhq − qDhq−1 Dh+ · · ·+ Dhq|1/q
E
￿
DØØØ t1/zavL tqb• − q t1/zavL t(q−1)b• tL + · · ·+ tqLq ØØØ1/qE, (13.25)
where it has been supposed that Dh(t) ￿ t/L and Dhq ￿ (￿/L)tqb• . In the
regime of t ￿ Lzav , the main contribution in the sum of the above equation
comes from the first term [91], obtaining in d+ 1 dimensions
Cq(t) ∼ tbq , with bq = b• + dqzav =
qaloc + d
qzav
, (13.26)
for t ￿ T×. It is also important to remark that the approximations used to
derive the above expression could not be valid in systems with a short fi-
nite extent of the interface correlations (￿× ￿ L), where several uncorrelated
avalanches may occur at the same time.
The different time scales involved in the problem are then characterized
by the multiscaling of Cq(t) for t ￿ T×. This can be seen for instance in
the time scale defined by C1(t) ∼ tb1 which is associated with the avalanche
size growth s ∼ tg, where g is given by Eq. (13.14) and thus equals b1 =
(aloc + d)/zav. Likewise, in the limit q → •, the exponent b• is directly
related to the fractal dimension of return points in a given site, b• = q, which
in turn, can be related to the first-time probability exponent
b f = b• + 1. (13.27)
This relation is important because allows us to associate a global observable
(•-correlation moment) with a local observable (distribution of return times
of activity at any given site). Having a connection between global and local
magnitudes is always something desirable since it is usually difficult to have
direct experimental access to both of them. The following section presents
another way to get this connection.
13.4
Velocity correlations
The last point wewant to address, which is also related to the previous defined
concepts, is the temporal correlations of the global mean interface velocity
v(t) ≡ ∂th(t). To this end, we shall study the power spectrum of the mean
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interface velocity, Sv(w) ≡ ￿|bv(w)|2￿. First, note that bv(w) = −iwbh(w), and
therefore the velocity fluctuation spectrum:
Sv¯(w) = w2￿|bh(w)|2￿. (13.28)
On the other hand, as it was explained in Ch. 5, the structure factor describing
height-height correlations scales as
Sh(k, t) = k−(2a+d)sA(kt1/zav), (13.29)
where a is the global roughness exponent and sA(u) is a scaling function that
takes the value sA(u) ∼ u2a+d for u￿ 1. Then, in the limit k→ 0 we have
￿|bh(w)|2￿ = lim
k→0
Sh(k,w) ∼ (1/w)
2a+d
zav +1, (13.30)
in the frequency domain. The above relation allows us to conclude that
Sv¯(w) ∼ w−n, with n = 2a+ dzav − 1, (13.31)
which relates the low-frequency behavior of the velocity power spectrum to
the roughness of the growing interface. This formula generalizes an earlier
analytical result [72], n = (d + 4)/z − 3, valid for the Kardar-Parisi-Zhang
equation [70]. Again, without loss of generality, we have assumed here that
the front dynamics is mainly controlled by the avalanchemotion and therefore
by the local dynamic exponent zav.
Finally, an important scaling relation emerges if the exponent n from the
velocity power spectrum equals the exponent g relating avalanche sizes vs
durations, given by Eq. (13.14). In general terms we write
n = g ⇔ zav = 2a− aloc. (13.32)
The importance of this relation is that it establishes a connection between a
global (n) and local (g) magnitude, and also connects the scaling of the inter-
face roughness (a, aloc) with the dynamics of the avalanches (zav).
13.5
Extremal dynamics
An interesting case where this theory can be applied is in the models exhibit-
ing the so-called extremal dynamics [91, 106, 133]. In this kind of dynamics,
there is only one lattice site where activity occurs at any given time step. Con-
sequently, the avalanche size is proportional to the duration (s ∼ Tg with
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Exponents Scaling relations
a, aloc interface roughness
zav avalanche dynamics
D avalanche dimension
g avalanche size-duration
d avalanche velocity
ts, tT , t￿ avalanche statistics
b f first return probability
q activity returns
bq interface time correlation
b• infinite moment
n velocity power spectra
D = aloc + d
g = D/zav
d = zav − aloc
tT = 1+ g(ts − 1)
t￿ = 1+ zav(tT − 1)
b f = 1+ q
q = aloc/zav
bq = (qaloc + d)/(qzav)
b• = aloc/zav
n = (2a+ d)/zav − 1
g = n ⇔ zav = 2a− aloc
Tab. 13.1: Summary of all the scaling relations derived in this Chapter for models of driven
interfaces into disordered media in d+ 1 dimensions. All the scaling relations are expected to
be valid within a critical extended region ￿ ￿ ￿×.
g = 1) and therefore one has the relation
zav = aloc + d, (13.33)
which allows to conclude that the infinite moment of height-height correlation
function is given by
b• = 1− dzav , (13.34)
with T× → • since the model is critical.
13.6
Conclusions
We have studied several aspects concerning the dynamics of a moving in-
terface in disordered media. The avalanche dynamics has been described
through the local activity map of the interface, which has allowed to com-
pletely characterize local avalanches in terms of its morphology (D), dynamics
(zav, g), and statistics (ts, tT , t￿), obtaining several scaling relations connecting
to each other.
Our main hypothesis has been to assume an interface dynamics dominated
by the local dynamics occurring inside the avalanches, given by the exponent
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zav. Such an exponent can actually differ from the usual z controlling interface
correlation growth, and can be detected, for instance, by studying the infinite
moment of the height-height time correlation function (b•).
Finally, we have also studied the correlations of the global velocity v(t)
through its power spectra. In the event of the exponents from the power spec-
tra and the avalanche size growth being equal, n = g, we have derived an
important scaling relation connecting avalanche motion with the scaling of
the interface.
All the scaling relations have been summarized in Table 13.1. The theoreti-
cal framework presented in this chapter gives a complete way of characterize
local avalanches, and will be applied in the case of forced-flow imbibition in
the following Chapter.
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Forced-flow imbibition fronts
This Chapter presents theoretical and numerical results concerning the dy-namics and morphology of driven interfaces during fluid imbibition in
disorderedmedia. Let us recall that in the case of forced-flow imbibition, the spa-
tially averaged velocity of the liquid-air interface v is kept constant by means
of a constant injection rate. For relatively low velocities, the invading fluid
advances then in the form of spatially localized events or avalanches, as occurs
in many other disordered systems.
Avalanche dynamics in imbibition is expected to be responsible for the front
velocity fluctuations. Rost et al. [125] have recently shown that in the case of
imbibition, which is a locally conserved process, velocity fluctuations are con-
trolled by the length scale ￿× arising from fluid conservation. This character-
istic length scale introduces a natural cutoff in the distribution of avalanche
sizes and durations, which leads to non-critical avalanche distributions and is
ultimately responsible for the lack of correlated fluctuations at large distances.
Forced-flow imbibition described by avalanches with a fixed cutoff size has
been experimentally observed in the recent works by Planet et al. [113] by
means of analyzing the global velocity time series v(t), and Santucci et al. [130]
by studying a local velocity map.
The results presented in this Chapter focuses on studying the statistics of
local avalanches, interface roughness, temporal correlations, and velocity cor-
relations in forced-flow imbibition. We analyze the mesoscopic behavior of
the interface by monitoring locally active sites, i.e. those sites that are moving
at a given time, which define the actual avalanche taking place in the system.
Our study explores a regime of imbibition fronts close to the depinning tran-
sition (v¯→ 0), never studied neither experimentally nor numerically in terms
of the non-local model of imbibition. The singularity appearing as v → 0 af-
fects the value of the critical exponents that characterize the front dynamics
and morphology– namely, the avalanche exponents, as well as the roughness
exponents. This leads to effective exponents due to crossover effects.
By making use of the scaling concepts explained in the preceding Chapter
we are able to theoretically describe the dynamics of forced-flow imbibition
fronts both in the static limit (long-range correlations, fractal activity) and also
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in a regime of relatively high velocities (short-range correlations, exponential
activity), obtaining excellent agreement with numerical results from a phase
field model [119].
14.1
Theoretical description
The dynamics of the interface fluctuations h(x, t) in slow forced-flow imbibi-
tion is given by the linearized equation derived in Chapter 4, whichwe rewrite
here for convenience
∂t hˆk = −sK0|k|k2hˆk − H˙|k|hˆk + K0|k|xˆk. (14.1)
where s is surface tension, K0 is the mobility of the media, and xˆk are the
Fourier components of the capillary disorder at some coarse-grained scale.
As it has been observed in several works [2, 45, 84] (see also the results pre-
sented in Part II of this thesis), the scaling properties in imbibition are largely
depending on the crossover length
￿× ￿
µ
sK0
v
∂1/2
, (14.2)
that comes out when the surface tension and velocity terms in Eq. (14.1) are
balanced. The main point is that interface fluctuations are uncorrelated above
this typical scale [2], introducing then a natural cutoff in the system. Therefore,
due to the existence of such a cutoff length, avalanches are expected to be
power-law distributed with an exponentially decaying function. In the case
of avalanche sizes, for instance, we have
P(s) ∼ s−ts exp (−s/s×), (14.3)
where the maximum avalanche size depends explicitly on v as
s× ∼ ￿D× ∼ (v)−D/2, (14.4)
with D = aloc + d. This cutoff diverges (￿× → •) as the control parameter
v → 0, which renders critical avalanches expanding over the whole system.
This divergence is very strong, s× ∼ (v)−1, already in d = 1, which, in turn, is
expected to be reflected in long-tailed avalanche distributions even for finite
values of v. Forced-flow imbibition is therefore an interesting phenomenon
because allows to study how the avalanche dynamics is modified in a model
where the correlation length, given by ￿×, can be tunned toward pinning by
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decreasing the mean interface velocity. Our theoretical and numerical results
shall be mainly focused in the limit v → 0, and are to be contrasted to previ-
ous analytical work by Rost et al. [125] describing a regime of relatively high
velocities.
Let us finally remark that although we study a regime referred to as high
velocities regime, all the velocities considered here are low enough to guarantee
that the permeability disorder does not play any role in the interface roughen-
ing (see Ch. 4 for more details about this point).
14.1.1
Scaling theory in the static limit
The interface scaling exponents in forced-flow imbibition can be obtained by
a scaling theory which is expected to be valid in the static (pinned state) limit
v → 0. In the pinned state the velocity-dependent term in Eq. (14.1) can-
cels and the geometric properties of the front can be described by the balance
between surface tension and capillary disorder, which in real space can be
written as
s∇2hp(x) + x(x) ￿ 0 (14.5)
where hp(x) is the pinned state. Note that we are assuming here a columnar
noise approximation as it has also been done in Chapter 7 when describing
spontaneous imbibition fronts in a limit of low velocities. This is actually an
approximation based on numerical evidences, which need to be corroborated
by experiments carried out in the static limit.
Applying a scaling transformation, x → b x and hp → ba hp in Eq. (14.5),
scale-invariance holds for a global roughness exponent a = 3/2 for the pinned
state configuration. Then, small perturbations of the pinned state dhp are as-
sumed to relax towards another of the infinitely many pinned configurations
according to
∂t(dhp) = sK0∇2(dhp) + K0x(x), (14.6)
which leads to the exact interface exponents
z = 2, a =
3
2
, aloc = 1, (14.7)
at the critical point v = 0 for d = 1. As we stated in the preceding Chap-
ter, near the depinning transition an avalanche may occupy a significant frac-
tion of lateral extent of the system and long-range correlations are expected to
coincide with avalanches of correlated events. Local dynamics inside of the
avalanche (described by zav) must coincide with interface correlations growth
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and hence we have zav = z = 2. This set of exponents can now be replaced
into the scaling relations derived in the previous Chapter (see Table 13.1) to
obtain
tT = ts, t￿ = 2tT − 1, g = n = 1,
b• =
1
2
, bq =
1+ q
2q
, b f =
3
2
, (14.8)
where we have used D = d + aloc = 2 in d = 1. An interesting point to
remark here is that avalanches in forced-flow imbibition near the depinning
transition are described in terms of an extremal dynamics [91,106,133], reflected
in the value g = 1. As it was stated in the preceding Chapter, in this kind
of dynamics only one site is growing at any given time. Consequently, the
avalanche size is proportional to the duration (g = 1) and therefore one has
the relation
zav = aloc + d. (14.9)
In addition, if we consider the condition n = g 1, we can therefore conclude
that the interface roughness exponents a and aloc must be related to each other
as
a = aloc +
d
2
⇔ n = g. (14.10)
In our case of forced-flow imbibition, the above relation is in perfect agree-
ment with the values a = 3/2 and aloc = 1 in d = 1, obtained by assuming
columnar disorder in Eq. (14.6).
Finally, it is also worth to mention that in the static limit, the different mo-
ments of the height-height time correlation functionCq(t) give the information
about all the typical growths of the interface. For instance, the first moment is
related to the avalanche size growth, b1 = g, and the second moment to the
usual global growth exponent for the interface fluctuations, b2 = b = a/z.
14.1.2
Scaling theory at high velocities
The scaling properties of the interface roughness in forced-flow imbibition in
a regime of relatively high velocities have been studied in several works [2,84]
(see also Ch. 10 of this thesis), all of them arriving at the conclusion that the
1) Recall that the exponent n comes from the velocity power spectra
Sv¯(w) ∼ w−n.
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interface fluctuations are described by the exponents
z = 3, a =
5
4
, aloc = 1, (14.11)
which are in agreement with the linearized equation (14.1). The main point in
this regime is that the interface correlations are limited by the crossover length
￿× and therefore non-critical avalanches are expected.
In a recent work by Rost et al. [125], it has been analyzed a regime of rela-
tively high velocities for which the length scale ￿× is very small as compared
with system size L. In this regime avalanches are very narrow and one can
decompose the front motion in independent, spatially localized, avalanches
of forward moves. If simultaneous avalanches are narrow and independent,
one should expect Gaussian fluctuations of the avalanche velocity
v(￿) ∼ ￿−d, with d = d
2
, (14.12)
where it has been supposed an uncorrelated motion, ￿v(￿)v(￿￿)￿ ∼ d(￿ −
￿￿) [125]. Therefore, by making use of the scaling theory of Table 13.1, one
easily get that in d = 1
zav =
3
2
, b• =
2
3
, g = n =
4
3
, (14.13)
expected to be valid only in a velocity regime such that the characteristic
length scale is negligible as compared with the system size ￿× ￿ L. Note
that in this regime the propagation of the interface correlations is decoupled
from the avalanche dynamics (zav ￿= z). In addition, it is interesting to note
that as in the static limit, the exponent zav is also in agreement with the relation
zav = 2a− aloc since the condition g = n is still valid.
Let us recall that for lower front velocities, when ￿× becomes comparable
with the system size, the scaling exponents should tend to the values given
by Eq. (14.8) instead of (14.13). In the following we compare these scaling
results with numerical integrations of a phase field model as one approaches
the singular point v = 0.
14.2
Numerical results
Forced-flow imbibition is numerically studied with the phase field model de-
scribed in Chapter 4. The phase field equation
∂f
∂t
= ∇M∇£− f+ f3 − e2∇2f− x(r)§, (14.14)
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is integrated in a two-dimensional system of lateral size L = 512 and 25
disorder realizations with e = 1, and the forced-flow boundary condition
∇µ = −v¯yˆ is imposed at the bottom of the system [84]. We have used a grid
space Dx = 1.0 and time step Dt = 0.01. All the values for the average front
velocity have been normalized to a reference value v0 = 0.002, which corre-
sponds to the highest value used in our study. We have used a dichotomic
quenched disorder x(x, y) taking the values x1 = 1.0 and x2 = 1.6 randomly
distributed in such a way that sites with x = x2 fill the 35 % of the whole
system. All the data analysis has been performed in a statistically stationary
state, after the interface fluctuations reach the saturated width.
Avalanche and activity statistics.- Local avalanches are defined through the
activity map as it is described in the preceding Chapter (see Fig. 13.1). The
clusters of connected active points give the information about avalanche lat-
eral extent ￿ and duration T. The avalanche size is then defined by the area
swept by the interface during a time interval T and along a lateral length ￿.
Figures 14.1(a) and 14.1(b) show the avalanche size and duration statistics
calculated using a threshold cth = 3. We observe that the probability distri-
butions tend to a power-law as v is decreased, due to the divergent cutoff [cf.
Eq. (14.4)]. We estimate the exponents ts ￿ 1.54(5) and tT ￿ 1.62(6) from
the scaling of the data. Despite the smallest velocity we were able to reach
v = v0/40 = 5× 10−5 is still far from zero, the scaling region is reasonably
good. According to our scaling theory of Eq. (14.8) both exponents should
exactly coincide at the critical point, which is consistent with the numerical
values within the error bars. We also plot a direct estimate of the divergent
avalanche size cutoff in good agreement with Eq. (14.4).
An important point to check in our numerical results is that the exponents
ts and tT from the avalanche size and duration PDFs, respectively, do not
depend on the threshold value cth we use. The inset of Fig. 14.1(b) and Fig.
14.1(c) show the PDFs of durations and sizes, respectively, for different choices
of the arbitrary threshold from 3 to 20 in the case of v = v0/40 = 5× 10−5.
We can see that increasing the threshold just introduces an artificial cutoff Tcth
and scth but does not change the exponent value. As it is shown in Fig. 14.1(d),
this threshold dependency can actually be removed if we plot the avalanche
size distribution normalized by the average size
P(x) = a x−ts exp (−bx), with x = s￿s￿ , (14.15)
where now a and b are constants that do not depend on the threshold cutoff 2.
2) This is not strictly true since the parameters a and b depend on in-
tegrals like
R •
l y
1−tse−ydy, where l = sm/scth , with sm being the
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Fig. 14.1 (a) Distribution of avalanche size
for different velocities. The dashed curves
correspond to a data fit to P(s) =
a s−ts exp [−s/s×(v)]. The solid line fits the
power-law regime for the smallest velocity.
The inset shows the cutoff s× of the avalanche
size distribution for each velocity with a guide-
to-eye line of slope −1. (b) Distribution of
avalanche durations. The inset shows a com-
parison for different choices of the arbitrary
threshold cth from 3 to 20 in the case of v =
v0/40 = 5× 10−5 a.u. (c) Distribution of the
avalanche sizes for different choices of the ar-
bitrary threshold in the same velocity case as
(b). (d) Avalanche size distribution normalized
by the average size s/￿s￿. The dashed red
line corresponds to a data fit to P(s/￿s￿) =
a (s/￿s￿)−ts exp [−b s/￿s￿] with ts = 1.54(5).
We also find an excellent agreement with our prediction g = D/zav for the
scaling relation between size and duration of an avalanche, ￿s(T)￿ ∼ Tg. In
Fig. 14.2 we plot both avalanche size and lateral extent vs time for two typi-
cal velocities. For the lowest velocity we studied v = v0/40 = 5× 10−5 we
estimate g ￿ 1.09(7), which is to be compared with g = 1 from Eq. (14.8).
This can also be compared with the scaling relation between avalanche expo-
nents, tT = 1+ g(ts − 1). Substituting the numerical values g = 1.09 and
tT = 1.54 we predict tT ￿ 1.60 in good agreement with the numerical result
(cf. Fig. 14.1). Note that the scaling theory is expected to be exact only at the
critical point v = 0, which is only approached with our phase-field model re-
sults. However, the singularity is strong enough to lead to effective exponents
for velocities within a critical region v ≤ L−2.
minimum avalanche size due to the numerical resolution, sm ∼ Dx2.
However, this dependency will not be relevant as long as sm ￿ scth .
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Fig. 14.2 Average avalanche size and lateral extent versus duration in a system of size L = 512
for two velocities in the different dynamical regimes discussed in this Chapter.
At variance with Rost et al. [125], who only monitored avalanches in the
global velocity time series v(t), here we are actually looking at active sites that
participate in an avalanche and, therefore, we are able to check the validity
of the scaling law ￿￿￿ ∼ T1/zav . The typical lateral extent is predicted to scale
with avalanche duration with an exponent 1/zav = 1/(aloc + d/2) = 2/3
in the high velocity regime for d = 1 [125], in excellent agreement with
our numerical estimate in Fig. 14.2. However, for low velocities we predict
1/zav = 1/2 with the dynamic exponent zav = z = 2 in the static limit. A
strong proof of a distinctive behavior as the front velocity is decreased can be
readily seen in Fig. 14.2. Our numerical simulations indicate that g → 1 and
￿￿￿ ∼ T1/2 as v→ 0, pointing out that the dynamics is controlled by the static
critical point at v = 0.
The activity statistics has also been analyzed in terms of the first return
probability P f (t) describing the distribution of intervals t of inactivity at any
site x. The results are shown in Fig. 14.3(c). We find that in the limit of very
low velocities, v = v0/40 = 5× 10−5, this distribution is given by a power-
law with an exponent b f = 1.48(2), which is in excellent agreement with the
theoretical value b f = 3/2 from Eq. (14.8), predicted in the case of fractal ac-
tivity. In contrast, in the case of high velocities, the first return probability is
given by an exponential probability density, indicating that the activity is not
scale-invariant anymore, due to the short-ranged correlations of the system.
Multiscaling.- An alternative method to detect the local dynamics inside the
avalanches is by studying the height-height time correlation function Cq(t),
see Eq. (13.22) in the preceding Chapter. As it was shown there, we can
directly calculate the local dynamic exponent zav through the infinite mo-
ment C•(t) ∼ tb• with b• = zav/aloc. Figures 14.3(a) and 14.3(b) show
that b• = 0.53(4) for low velocities and b• = 0.64(5) for high velocities
14.2 Numerical results 135
101 102 103 104 105 106τ
10-8
10-6
10-4
10-2
P f
(τ)
v = vo/40
v = vo
10-4 10-3 10-2 10-1w
10-8
10-6
10-4
S(
w)
v = vo/40
v = vo
-1.48(2)
(c)
(d)
-1.05(7)
-1.26(8)
Fig. 14.3 (a),(b) Height-height time correlation function Cq(t) for low and high velocities, re-
spectively, calculated at different moments q = 1, 2...•. (c) First return probability calculated
at two different velocities. The solid line corresponds to a data fit to P f (t) = a t−b f with
b f = 1.48(2), and the dashed line to P f (t) = a t−b f exp[−t/t0] with b f ￿ 1. (d) Velocity
power spectrum Sv¯(w) = ￿|v¯(w)|2￿ calculated at two different velocity regimes. The solid lines
fit to the power-law regime in each case.
in excellent agreement with the theoretical predictions 0.5 and 0.66 in Eq.
(14.8) and Eq. (14.13), respectively. In addition, all the moments bq calculated
from the numerical data at low velocities are also in excellent agreement with
the theoretical prediction of Eq. (14.8). Accordingly, we find b1 = 0.94(3),
b2 = 0.75(3), b3 = 0.67(3), and b4 = 0.63(3), to be compared with 1, 0.75,
0.66, and 0.625, respectively. At high velocities, however, the multiscaling ex-
ponents bq are expected to be affected by strong crossover effects. Therefore,
the relation for bq derived in the preceding Chapter [Eq. (13.26)] fails to give
the numerical estimated exponents in this case, although it certainly repro-
duces the trend.
Velocity correlations.- In order to check the validity of the condition g = n,
we have computed the power spectrum of the mean velocity Sv¯(w) = |b¯v(w)|2
in the two typical velocities v¯ = v0 and v¯ = v0/40. The results are shown
in Fig. 14.3(d), where it is observed that n = 1.05(7) for low velocities and
n = 1.26(8) for high velocities that are to be compared with g = 1.09(7) and
g = 1.28(4) (cf. Fig. 14.2), respectively. These numerical values are, in turn,
in excellent agreement with the theoretical predictions of g = n = 1 at low
velocities [119] and g = n = 4/3 at high velocities [125].
136 14 Forced-flow imbibition fronts
10-2 10-1 100
k
100
102
104
106
S(
k,t
)
10-3 10-2 10-1 100
l/t1/z
10-4
10-3
10-2
10-1
100
w(
l,t)
/lα
-3.9 = -(2αs +1)
-1.5 = -α
-0.5 = -(α−αloc)
Fig. 14.4 Scaling of the front roughness in the phase-field simulations for L = 512 in the the
low velocity v = v0/40 limit. (a) Structure factor S(k, t) at different times giving a spectral
roughness exponent of as = 1.45(6). (b) Data collapse of the local width according to a super-
rough scaling for a = 1.50(3), aloc = 1.0, and z = 2.09(6).
We must say that in order to properly compare the exponents g and n,
the mean interface velocity has been defined as follows. First, note that only
avalanches of forward moves are actually considered when the local activity
map is defined, which is a consequence of the thresholding process. Possible
backwardmoves 3 are not taken into account when calculating the g exponent,
but are indeed considered when the local interface velocity is averaged along
the whole system. In order to avoid such an incongruity, which is expected to
be relevant only at short times or high frequencies, the mean velocity is com-
puted by considering only the points with a positive local velocity v(x, t) > 0.
Sites with negative velocity are simply taken as v(x, t) = 0.
Interface roughness.- We have also estimated the scaling of the interfacial
fluctuations for states close to the static limit. This provides an independent
check of the validity of our scaling results in Eq. (14.8) and (14.7) connect-
ing avalanche and roughness exponents. By calculating the structure factor
S(k, t) = ￿|hk(t)|2￿ and local width w(￿, t) of the interface fluctuations before
the saturated regime (cf. Fig. 14.4), we estimate the global, local, and spectral
roughness exponents (see Ch. 5) a = 1.50(3), aloc = 1, as = 1.45(6), respec-
tively, and the dynamic exponent z = 2.09(6) in excellent agreement with our
scaling theory for the pinned state [Eq. (14.7)].
Finally, we claim that the existence of a singular behavior as v → 0 and
the extent of the critical region v ≤ L−2 explain earlier numerical observa-
tions [2,84] that reported a dependence of the critical exponents a(v) and z(v)
with the velocity in numerical results of forced-flow imbibition in finite sys-
tems. Table 14.1 summarizes the different interfacial scaling exponents we ob-
served for different velocities. We observe that as the static limit is approached
the dynamic exponent z → 2 and the roughness exponent a → 3/2, as corre-
sponds to the pinned state.
3) Note that this is possible due to local mass conservation.
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v ￿×/L a z g
v0 0.1 1.33 3 1.28
v0/5 0.23 1.35 2.8 1.21
v0/10 0.31 1.37 2.6 1.18
v0/20 0.48 1.41 2.3 1.13
v0/40 0.64 1.50 2.09 1.09
Tab. 14.1: Correlation extent and effective scaling exponents from phase-field simulations at
different velocities in a system of size L = 512. The fronts are always superrough with the
usual local roughness exponent aloc = 1.
14.3
Discussion and conclusions
We have studied avalanche dynamics in forced-flow imbibition. By making
use of the scaling concepts of avalanche dynamics derived in the preceding
Chapter, we have developed a scaling theory relating interface roughness and
avalanche motion in the static limit of v¯ → 0, obtaining excellent agreement
with numerical results from a phase field model. This regime had never been
studied before in forced-flow imbibition with a non-local model, and we show
that the scaling regime that appears at very low velocities is different than that
proposed by Rost et al. [125]. Indeed, we see that if we systematically decrease
the front velocity, that is as we approach the pinned state, the physics of the
system changes from short-ranged correlated fluctuations (v¯ = v0, with corre-
lations extending up to 10% of the system, see Table 14.1) to a long-ranged cor-
related problem (v¯ = v0/40, with correlations extending up to 60% of the sys-
tem). The numerical results reveal that as the mean velocity is decreased, the
scaling exponents approach the ones predicted by our theory [cf. Eq. (14.8)].
This has an impact on the value of the exponents even relatively far from the
pinned state, where effective exponents are observed (see Table 14.1), explain-
ing then the effective increase of the roughness exponents for lower velocities
observed in earlier numerical results [84].
From a experimental point of view, it would be of great interest to explore
the pinning limit. In the experimental setup of a Hele-Shaw cell [113], this
limit may be achieved by putting the cell at an angle so that gravity plays a
role. This new setup should produce fronts near pinning. Note that already in
the case of having a correlation length of about a 30% of the system size, the
effect of the critical point should show up in a drift of the measured scaling
exponents (see Table 14.1). Alternatively, fluctuations around the critical point
v = 0 could also be experimentally tested by setting the cell at an angle, so that
the front is pinned, and then study how the system responds to a small angle
variation. In this configuration we expect the front to jump from one pinned
state to another following a relaxation dynamics described by Eq. (14.6) driven
by avalanches described by the scaling exponents of Eq. (14.8).
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Finally, let us remark that our study is based on the local activity of the in-
terface, in contrast to the method used in both the numerical and experimental
works of Ref. [125] and [113] respectively, where the avalanche dynamics was
analyzed through the time fluctuations of the global velocity v(t) (see next
Chapter). Work is in progress in order to properly compare recent experimen-
tal work [111, 130] with the results presented in this Chapter, by using the
same avalanche definition.
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Global fluctuations analysis
The present Chapter deals with the analysis of global quantities in forced-flow imbibition. In contrast to the preceding Chapter, we shall study
here the avalanche dynamics by means of a global analysis, based on the time
fluctuations of the mean interface velocity [113,125].
In general terms, a global quantity or global observable is defined as the spa-
tial average of a local quantity measured at different times in a large enough
system. Note that such observables are actually very common in physical
sciences since they give information about macroscopic properties of the sys-
tem and usually are well accessible from an experimental point of view (see
Ref. [30] for a recent review on global fluctuations). Then, the resulting signal
V(t) is observed to fluctuate on time showing a complex behavior. In partic-
ular, when a system is pushed slowly, it is observed to respond in spatially
extended avalanches, giving rise to an intermittent and burst-like dynamics of
the global signal V(t). This is observed, for instance, in the phenomenon of
crackling noise [132] in fracture and the Barkhausen noise [33, 109] in magnetic
systems.
When the system is formed by many independent degrees of freedom, the
fluctuations of the global magnitude are given by a Gaussian probability den-
sity function. This is a direct consequence of the Central Limit Theorem (CLT)
which states that the sum of a large number of independent and identically
distributed random variables is normally distributed (see for example [6]).
However, when the system presents correlations over a macroscopic scale
￿× the fluctuations of global quantities might display a non-Gaussian statis-
tics [10, 15]. Basically the system cannot be divided into domains that are
statistically independent and therefore the basic premise of the CLT is not sat-
isfied. Indeed, a huge number of experimental and numerical works have re-
ported global fluctuations which are described by non-Gaussian distributions
in the context of turbulence [16, 114], magnetization of an XY model [16, 115],
liquid crystals [68, 145], forced-flow imbibition [113, 125] and microfluidic
fronts (see next Part of this thesis), among many others [see also the recent
paper by Bramwell [14] and references therein].
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As it is stated in the preceding Chapter, the avalanche dynamics in imbi-
bition fronts is expected to be responsible for the front velocity fluctuations.
Our study presented in this Chapter is mainly motivated by the recent exper-
imental work about forced-flow imbibition carried out by Planet et al. [113],
where the spatially averaged velocity has been studied in a regime of rela-
tively high velocities. The experimental setup consists there on a horizontal
Hele-Shaw cell where the disorder is provided by a random distribution of
copper square patches l2d = 0.40 × 0.40mm2 on a fiberglass board attached
to the bottom plate of the cell (see also Ch. 4 for a detailed description of
the cell). The imbibition fronts are then monitored by making use of a high–
resolution camera. They have found that avalanches defined from the global
velocity signal are power-law distributed in both sizes and durations, obtain-
ing a scaling relation between them which is in agreement with previous nu-
meric data [125]. In addition, the velocity fluctuations are found to follow
an asymmetric, non-Gaussian distribution (referred to as generalized Gumbel
distribution [58,115]) when the velocity is averaged over length scales compa-
rable to the correlation length of the system [15].
The purpose of this Chapter is therefore to numerically study such global
fluctuations (cf. Fig. 15.1) in terms of an avalanche description, and directly
compare to the experimental results. To this end, our analysis shall be re-
stricted in a regime of relatively high velocities (cases from v¯ = v0 to v¯ =
v0/10 in the preceding Chapter). We use the same phase field model as before,
integrated in a system of size L = 512, with the same numerical parameters.
All the values for the average front velocity have been normalized to a refer-
ence value v0 = 0.002, which corresponds to the highest value used in our
0,5
1
1,5
2
0,5
1
9000 9500 10000 10500
t (a. u.)
0,2
0,4
0,6
V l
(t)
/v 0
v = v0/4
v = v0/2
v = v0
Fig. 15.1 Global velocity of the interface normalized to the nominal value Vl(t)/v0, averaged
along the whole system, l = L = 512. The typical velocity v¯ is decreasing from top to bottom.
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study. All the data analysis has been performed in a statistically stationary
state, after the interface fluctuations reach the saturated width.
15.1
Global avalanche definition
The global magnitude under study is defined as the local interface velocity
averaged along a window of length l
Vl(t) =
1
l
Z
l
v(x, t)dx = v¯+ dVl(t), (15.1)
where dVl(t) represents the fluctuations around a mean value v¯. Figure 15.1
shows an example of these fluctuations when taking the averaging window
as the system size, l = L, for different mean velocities v¯. As expected, the
signal Vl(t) shows an intermittent behavior with large fluctuations as a con-
sequence of the avalanche-like dynamics of the interface and the finite size of
the system.
Avalanches or bursts from the velocity signal are then defined by using stan-
dard procedures based on a thresholding process [86]. Figure 15.2 shows a
schematic representation of how a global avalanche is characterized by a size
A and a duration T.
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Fig. 15.2 Global avalanches are defined as fluctuations above some given threshold Vc
(dashed line).
We consider fluctuations of Vl(t) above some arbitrary threshold Vc. Then
the avalanche size is defined as
A =
Z
T
h
Vl(t)−Vc
i
dt, (15.2)
where Vl(t)−Vc > 0 during the whole time interval or avalanche duration T,
and Vc = cv ￿Vl￿ being cv an arbitrary constant 1. Note that, as it occurred in
1) We are using here a slightly different threshold as compared
to the experimental work by Planet et al. [113], where they use
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Fig. 15.3 (a) Avalanche size distribution P(A/￿A￿) rescaled by the average size ￿A￿ for
different velocities using a constant cv = 1.0. The solid line corresponds to a data fit to
P(x) = a x−tA exp [−bx], with x = A/￿A￿. The inset shows the same distribution in the
case of v¯ = v0/2 for different choices of the arbitrary constant cv from 0.5 to 1.5. (b) Direct
comparison of numerical data (solid lines) to experimental results at different velocities (open
circles) of forced-flow imbibition carried out in a Hele-Shaw cell (courtesy by R. Planet [113]).
the local avalanche definition used in the two previous Chapters, this global
avalanche definition depends also on an arbitrary threshold. As before, we
have to make sure that our results do not depend on the constant cv.
15.2
Avalanche dynamics
Avalanches defined through the velocity signal Vl(t) with l = L = 512, and
characterized by a size A and a duration T are numerically studied. In or-
der to properly compare to the experimental work of Ref. [113], we study the
burst size and duration distributions P(A/￿A￿) and P(T/￿T￿), rescaled by
the average size ￿A￿ and average duration ￿T￿, respectively.
Figure 15.3(a) shows the statistics of sizes A for different mean velocities
v¯ and the same threshold cv = 1.0. We observe that the data collapse into a
single distribution, following a power-law with an exponential cutoff
P(A/￿A￿) = a
"
A
￿A￿
#−tA
exp
"
− b A￿A￿
#
, (15.3)
with an exponent tA = 1.03(5). As it can be shown in Fig. 15.3(b), this distri-
bution is in excellent agreement with the experimental work, where an expo-
nent tA = 1.00(6) was reported [113]. Actually, both numeric and experimen-
tal data seems to collapse into the same distribution when plotted together [cf.
Vc = ￿Vl￿+ cs with ￿Vl￿ the time average, s2 the variance of Vl(t),
and c an arbitrary clip level.
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Fig. 15.4 (a) Avalanche duration T distribution P(T/￿T￿) normalized by the average duration
￿T￿ for different velocities.The solid line corresponds to a data fit to P(x) = a x−tT exp [−bx],
with x = T/￿T￿, and tT ￿ 1.1. (b) Avalanche size A/￿A￿ vs duration T/￿T￿ in the case of
v¯ = v0/2 with cv = 1.0.
15.3(b)]. In addition, the results show that such distribution is robust and in-
dependent of both the mean velocity and the arbitrary choice of the threshold
cv.
We also find that the duration distribution is given by a power-law with an
exponential cutoff [cf. Figure 15.4(a)]. The obtained exponent is tT = 1.10±
0.11 which is slightly different (within error bars) from the exponent reported
experimentally, tT = 1.31± 0.15. This is attributed to the fact that the duration
distribution is mostly exponential, and therefore it is difficult to extract clear
information about the power-law regime.
Finally, we have also checked that the relation between avalanche sizes and
durations
A ∼ Tgst , (15.4)
is well accomplished, obtaining the value gst = 1.30± 0.05 in agreement with
both the numerical work by Rost et al. [125] and the experimental results [113],
who reported a value of 1.33 and 1.31± 0.21, respectively.
15.3
Spatially averaged velocity fluctuations
The last point we want to address here is concerning the statistical properties
of the global velocity fluctuations Vl(t). Let us recall first that forced-flow im-
bibition is characterized by having a fixed correlation length ￿×, that depends
on the mean interface velocity as ￿× ∼ 1/
√
v¯. A natural arising question
is then how the statistical properties of the velocity signal are modified de-
pending on the averaging length l. In particular, we are considering here two
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different cases corresponding to a global velocity averaged along a correlated
window l ∼ ￿× or along a non-correlated window l ￿ ￿×.
Let us consider the normalized variable
x =
Vl(t)− ￿Vl(t)￿
s
, (15.5)
where ￿..￿ denotes average over time and s2 is the variance of Vl(t). The prob-
ability density functions of x are shown in Fig. 15.5. We observe that when
the global velocity is averaged along a correlated window l = ￿×, the vari-
able x follows an asymmetric, non-Gaussian distribution, with an exponen-
tial long tail characterizing the large fluctuations of the signal, in agreement
with the experimental work [113]. In particular, global fluctuations follow the
so-called BHP distribution, found for the first time by Bramwell-Holdsworth-
Pinton [16] in the context of turbulence and XY Ising Model, and it is given
by [15]
P(y) = K(ey−ey)a with y = −b(x+ s), (15.6)
and the numerical parameters b = 0.938, s = 0.374, K = 2.14, and a =
p/2. On the other hand, when the global velocity is averaged along a non-
correlated window, the fluctuations tend to be Gaussian distributed
P(x) = e
− x22√
2p
, (15.7)
as a consequence of the Central Limit Theorem.
15.4
Conclusions
We have performed a numerical study concerning the global fluctuations in
forced-flow imbibition. The global observable Vl(t), defined as the local inter-
face velocity averaged along a window of length l, has been studied in terms
of an avalanche dynamics and statistical methods. In order to properly com-
pare to the experimental results reported in Ref. [113], our study has focused
in a regime of relatively high velocities, characterized by having correlations
extend up to 30% of the system.
Our numerical results have shown that avalanches defined from the veloc-
ity signal are power-law distributed with an exponential cutoff, in excellent
agreement with experiments. Actually, the numeric avalanche size distribu-
tion has been observed to collapse nicely with the experimental data.
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Fig. 15.5 Numerical results for the probability density function of x = (Vl − ￿Vl￿)/s at two
typical situations discussed in this Chapter. (a) Global velocity Vl averaged along a correlated
window for the cases of mean velocities v¯ = v0, v¯ = v0/2, and v¯ = v0/5, with l = ￿× ￿ 50, 70,
and 110, respectively, in a system of size L = 512. The numerical data are compared to a BHP
distribution (dashed red line).(b) Global velocity averaged along a system of size L = 4096 with
a correlation length ￿× ￿ 50 corresponding to the case with mean velocity v¯ = v0. Numerical
data are compared to a Gaussian distribution (black dashed line).
In addition, we have observed that when the velocity is averaged at length
scales comparable to the correlation length of the system, the fluctuations
of the signal Vl(t) follow a BHP distribution [16], consisting of an asym-
metric, non-Gaussian distribution with a long exponential tail, reflecting the
avalanche motion of the interface occurring at these scales. In contrast, global
fluctuations tend to be Gaussian distributed when the velocity is averaged
along a non-correlated window. In this situation, the velocity signal is formed
by a large sum of domains statistically independents, and therefore the Cen-
tral Limit Theorem applies.

Part IV Microfluidics
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Pinning effects in microchannels
Controlling the advancement of a fluid inside a microchannel is one of themain issues in microfluidics. The huge amount of technological, bio-
logical and medical applications found in the miniaturization of fluidic sys-
tems has brought an important part of the scientific community to put a con-
siderable effort in understanding the physics underlying microfluidics de-
vices [20, 139, 142]. In particular, to study the effect of the wetting conditions
and the roughness of the surface channel on the dynamics of the fluid has
revealed as a fundamental problem in this field [34, 35, 66, 75, 77, 131, 140].
This last Part of the thesis deals with the dynamics of a liquid/air meniscus
when it is driven into a microchannel. The aim is to see how the geometry
and the wetting conditions of the channel may affect the time evolution of the
interface. In a limit of very low driving forces the advancement of the liq-
uid is affected by local pinning-depinning movements at the contact line level
which induce cooperative correlated motion, reflected as a burst-like dynam-
ics of the meniscus. In this limit, it can be assumed that the interface has a
slow dynamics and previous defined concepts such as global avalanche mo-
tion or non-Gaussian fluctuations (see Ch. 15) are now applied in a microflu-
idic framework.
This Chapter presents numerical results in order to study the front dynam-
ics observed in experiments carried out in a microchannel, where the spa-
tially averaged height of a microfluidic front H(t) and its mean velocity V(t)
are studied. We propose two different numerical studies. First, by making use
of the two dimensional phase field model described in Chapter 4, we study
the dynamics of an interface growing in a disordered hydrophobic medium
when a constant pressure is applied at the origin of the system. Note that this
model is actually based on the macroscopic description of imbibition fronts,
and therefore does not take into account the microscopic details inside the mi-
crochannel. However, this two-dimensional study turns out to be suitable to
describe the spatially averaged magnitudes H(t) and V(t) studied in experi-
ments of microchannels. On the other hand, in order to study the dynamics
of the meniscus inside the microchannel, we introduce a generalized three di-
mensional phase field model that takes into account the wetting effects of the
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Fig. 16.1 Setup of the experimental work in microchannels (courtesy by M. Queralt-
Martı´n [120]).
walls. Then, by modeling disordered walls we are able to follow the pinning-
depinningmechanisms at the contact line level. Our numerical and theoretical
work is focused there on channels patterned with parallel grooves placed per-
pendicular to the flow and randomly distributed along the flow.
16.1
Experimental results in a hydrophobic microchannel
The results presented in this Section have been carried out by Queralt-Martı´n
et al. [120, 121]. The experimental setup consists there on a rectangular closed
microchannel with a cross section of L = 100 µmwide and b = 7 µm high. The
channels are manufactured in such a way that can show either hydrophilic
or hydrophobic properties by using different materials, and they are filled of
water by imposing a constant pressure at the origin of the channel (see Fig.
16.1). The small dimensions of the channel make the intrinsic roughness of
the wall, which would be irrelevant for larger systems, to play an important
role on the fluid flow. Such an intrinsic roughness is assumed to be important
enough to affect the interface dynamics of the front.
During the filling of the channel, the position of the liquid/air interface is
monitored at several times by a CCD camera situated on the top of the chan-
nel. This allows to calculate the mean height position, denoted as H(t), and
then the mean interface velocity as V(t) = dH(t)/dt. The experimental work
is then focused on studying the time evolution of both the mean height and
velocity of the interface when the applied pressure and the wetting properties
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of the channel are changed. The results presented in this Chapter, however,
mainly focus on hydrophobic channels.
Time evolution of the mean height
It is important to remark that the experimental setup used during the filling
process –that is, with an applied constant pressure at the origin of the cell– is
actually the same than in the spontaneous imbibition case described in Chap-
ter 4. It could be therefore expected the mean advancement of the microfluidic
front to advance following the Washburn’s law, H(t) ∼ t1/2, as it is observed
in the macroscopic Hele-Shaw cell. As a general case, we assume that the
height growth is given by
H(t) ∼ tl, (16.1)
where l is an effective exponent that takes the value l = 1/2 for the Wash-
burn behavior. Experiments carried out in a hydrophobic channel (Fig. 16.2)
have shown that the exponent l decreases as the applied pressure is de-
creased. In particular, the exponent changes from a regime described by the
Washburn exponent ∼ 0.56 (high pressures) to a new, and different exponent
∼ 0.38 (low pressures), that differs from the classic value 1/2.
Statistics of the mean velocity
Another interesting aspect studied in the experimental work has been the time
fluctuations of the mean velocity of the front
V(t) ∼ V0(t) + dv(t), (16.2)
where V0(t) ∼ tl−1 is the mean temporal dependency that comes from Eq.
(16.1). The fluctuating term dv(t) is attributed to the pinning effects at the
interface induced by the roughness present at the surfaces of the channel. The
point is to study how these fluctuations behave when the applied pressure is
modified.
The statistical description of the velocity signal for an hydrophobic channel
at low applied pressures is shown in Fig. 16.3. It is observed that the global
velocity signal shows large fluctuations and are non-Gaussian distributed. As
it was stated in Chapter 15, this behavior is a typical signature of a burst-like
dynamics. The velocity distribution is then given by a Generalized-Gumbel
distribution, which has been reported in several different works [14], and in
particular in macroscopic imbibition fronts [113]. The general form of this
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Fig. 16.2 (a) Experimental results for the evolution of the mean height H(t) (µm) as function
of time t (s) in a hydrophobic microchannel at two typical applied pressures, high (top) and low
(bottom). It is shown that both cases follow a power law, H(t) ∼ tl, with l ￿ 0.56 at high
pressures and l ￿ 0.38 at low pressures, respectively (courtesy by M. Queralt-Martı´n [120]).
distribution is given by
P(x) = a
aba
G(a)
exp (−a{ba(x+ sa) + exp [−ba(x+ sa)]}), (16.3)
where x is the normalized variable
x =
dv− ￿dv￿
s
. (16.4)
As a difference with the global velocity signal reported in Chapter 15, where
fluctuations were around a constant value, here, it is necessary to substract the
mean temporal dependency V0(t) at the global signal. Then the fluctuations
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Fig. 16.3 Statistical analysis of the global velocity V(t) (top). PDF of the variable x shows
global fluctuations non-Gaussian distributed (bottom). The experimental data are compared
both to a generalized-Gumbel and Gaussian distribution (courtesy by M. Queralt-Martı´n [120]).
under study are given by dv(t) with the average over time ￿dv￿ and variance
s2. The only free parameter at the above equation is a, since ba and sa are
given by
ba =
q
d2lnG(a)
da2
sx
, sa = ￿x￿+ ln a−
d ln G(a)
da
ba
, (16.5)
where G(a) is the gamma function and ￿x￿ = 0 and sx = 1 in our case. The
BHP distribution [16], observed in our numerical results presented in Chap-
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ter 15 can actually be considered an especial case of the above generalized-
Gumbel distribution by taking the specific value a = p/2.
These experimental results show that the advancement of the microfluidic
front into hydrophobic microchannels can be studied in terms of a global
avalanche-motion. In addition, the fact that in the limit of very low velocities
the mean height growth does not hold with the typical Washburn behavior
∼ t1/2 but is given by a lower exponent ∼ 0.38, reveals that pinning effects
might become really crucial.
16.2
Two dimensional description
Our first numerical approach to study microfluidic fronts, as those reported
in the experiments, is based on the two-dimensional (2D) phase field model
derived in Ch. 4 and used to study macroscopic imbibition fronts (see Parts
II and III). Our purpose is to model an interface advancing through a dis-
ordered media that contains blocking sites (hydrophobic defects) randomly
distributed. We are taking into account here that the aspect ratio of the system
is actually quite small, # = b/L ￿ 0.07 ￿ 1, and therefore a 2D approach is
still expected to be valid to describe the spatially averaged quantities H(t) and
V(t). Also, note that the experimental results shown in Fig. 16.3 reflect a crit-
ical behavior similar to that observed in macroscopic disordered media (see
Ch. 15). Therefore, we shall consider that at a 2D level, the dynamics of the
growing microfluidic front is given by the already well-known equation for
imbibition fronts [cf. Eq. (4.22) in Ch. 4]. The numerical data will be then stud-
ied in terms of a global analysis for the velocity fluctuations as it was made in
Ch. 15 to study forced-flow imbibition fronts, but now with the particularity
that the mean velocity of the front is decreasing on time, Eq. (16.2).
Let us also remark, however, that by using this two dimensional model we
are actually loosing information about the microscopic details of the menis-
cus inside the microchannel (transversal direction to the flow), something that
might indeed become crucial at these scales. To this end, next Section intro-
duces some preliminary studies based on a three dimensional model that ac-
counts the wetting effects at the walls, and therefore is able to study themenis-
cus dynamics inside the channel.
16.2.1
Numerical method
The phase field equation [cf. Eq. (4.41)] is integrated in a two dimensional sys-
tem of size L = 256 with a dichotomic quenched disorder x(x, y) that takes the
values x1 = −0.4 and x2 = −0.65 randomly distributed in such a way that the
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Fig. 16.4 Numerical results obtained by using the two-dimensional phase field model in a sys-
tem of size L = 256. (a) Mean height of the interface averaged over 15 disorder realizations
￿H(t)￿ ∼ tl for two typical applied pressures µa. At low applied pressures, the exponent l
differs form the usual 1/2 expected for Washburn behavior. (b) PDF of x = (dv− ￿dv￿)/s for
two applied pressures are compared to a Gaussian (red dashed line) and BHP (black dashed
line) PDF.
sites with x = x2 fill the system with a probability p = 0.3. The negative val-
ues of the disorder model the hydrophobicity of the medium. The numerical
integration is made by taking the usual grid space and time step of Dx = 1.0
and Dt = 0.01, respectively, and periodic boundary conditions are applied at
the x direction. We are assuming here that the possible boundary effects at the
sides of the closed channel do not affect the global dynamics of the microflu-
idic front. The driving force is then provided by a constant applied pressure 1
at the origin of the system [spontaneous imbibition conditions, µ(x, 0) = µa].
We study how the dynamics of the front varies when the applied pressure is
changed from 0.5 up to 1.0.
16.2.2
Results
Figure 16.4 shows the numerical results for two different applied pressures.
We observe that at high applied pressures (µa = 1.0), the advancement of the
interface is given by the usual Washburn behavior with H(t) ∼ t0.5. Also,
by studying the fluctuations of the normalized variable x [cf. Eq. (16.4)], we
observe that they are basically Gaussian distributed. In the context of macro-
scopic imbibition fronts, this can be understood as having short-range corre-
lations at the interface. Recall that in the 2D model for imbibition, interface
correlations are given by the typical crossover length ￿× separating a regime
1) Let us recall that in the phase field model framework, the pressure
field of the fluids is given by the chemical potential µ (see Ch. 4 for
more details).
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controlled by surface tension from a regime controlled by the viscous pressure
￿× ∼ 1p
V(t)
∼ t 1−l2 . (16.6)
At high pressures and then high velocities this correlation length grows very
slowly, and then it is expected that ￿× ￿ L during all the experiment. Ba-
sically, the saturated regime (￿× ∼ L) is never reached. Hence, in this limit,
the averaged velocity can be considered as a sum of domains statistically in-
dependents and, as a consequence of the Central Limit Theorem, Gaussian
distributed.
On the other hand, as the applied pressure is decreased the pinning point is
approached. In particular, it is observed that for values of µa < 0.6, the inter-
face gets completely pinned and does not advance at all 2. Close to this limit,
the interface is dominated by a burst-like dynamics reflected in the large fluc-
tuations of the mean velocity, giving rise then to an asymmetric Generalized
Gumbel PDF. In Fig. 16.4 there is observed that the distribution of the global
velocity fluctuations approaches the BHP distribution [see Eq. (15.6) in Ch. 15].
In addition, the mean height growth of the interface is given by an exponent
n ∼ 0.41 lower than that observed at high applied pressures, in agreement
with the experimental results reported in hydrophobic microchannels.
16.3
Three dimensional description
In order to numerically study the advancement of a fluid inside a microchan-
nel, the phase field model used in the preceding Section has to be modified by
a three-dimensional model that takes into account the wetting properties at
the walls. The free energy for the order parameter is then modified by adding
an extra term due to the presence of solid/fluid interactions [24]. This extra
term allows to introduce the wetting effects into the model.
16.3.1
Phase field model with wetting boundary conditions
Free energy of the system
Consider a system of two different fluids in contact with a solid wall located
at x = 0, being xˆ its normal direction. In the bulk region, the free energy per
2) Note that this also would occur by increasing the fraction p of block-
ing points for a given applied pressure. This study, however, has not
been performed
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unit area for a flat surface is written as
F = fs(fs) +
Z •
0
dx
h
V(f) +
e
2
≥df
dx
¥2i
, (16.7)
where V(f) = 14 (1− f2)2 is the usual double well potential 3. The term fs is
added to take into account the energy of the surface wall [24], and it will be
taken as
fs = Asfs, (16.8)
where fs = f(x = 0), and the parameter As describes the preference of the
wall for either the liquid (As > 0) or the air (As < 0) phase. The equilibrium
solution of Eq. (16.7) is then given as follows. Taking a perturbation around
the equilibrium solution f = f0 + lf1, the variational calculus tells us that
dF [f0 + lf1]
dl
ØØØ
l=0
=
Z •
0
dxf1
h
V￿(f0)− ed
2f0
dx2
i
+
h
f1
≥ d fs
dfs
− edf0
dx
¥i
x=0
= 0.
(16.9)
By taking an arbitrary function f1 which vanishes at the boundaries, the equi-
librium equations, written in a general system, are:
V￿(f) = e∇2f, (16.10)
d fs
df
ØØØ
s
= e
h
nˆ ·∇f
i
s
, (16.11)
where the condition (16.11) is the so-called natural boundary condition of the
problem [24].
Surface tensions and contact angle
We are interested in calculating the equilibrium contact angle of the interface
liquid/air with the substrate, given by the Young-Dupre´ relation
cos(qe) =
ssg − ssl
slg
. (16.12)
From the equilibrium equations of the system, Eqs. (16.10) and (16.11), we
can calculate the different surface tensions solid/liquid and solid/gas. By
3) We are taking here, for convinience, the square gradient term of the
free energy multiplied by e, instead of being multiplied by e2 as it
was taken in the phase field model described in Ch. 4.
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considering a flat surface, we use the relation
d
dx
h≥df
dx
¥2i
= 2
df
dx
d2f
dx2
, (16.13)
to integer Eq. (16.10) along x direction,
e
2
hdf
dx
i2
= V(f)−V(fe), (16.14)
where it has been used that dxf(x → •) = 0 and f(x → •) = fe = ±1.
From the boundary condition Eq. (16.11) and from Eq. (16.14) we can obtain
the continuity equation:
V(fs)−V(fe) = 12e
h d fs
dfs
i2
=
A2s
2e
, (16.15)
which gives a relation for the value of the phase field at the wall, fs. Note
that such a value depends on which phase is the wall in contact. The surface
tension at the solid/fluid interface is evaluated from Eq. (16.7) and using Eq.
(16.14) we obtain
ss f = fs(fs) + 2
Z •
0
dxV(f) = fs(fs) +
√
2e
Z fe
fs
df
q
V(f). (16.16)
Therefore, the surface tensions for each fluid are:
ssg = fs(fsg) +
√
2e
Z −1
fsg
df(1− f2) =
r
e
2
h
− 2
3
− (1− h)fsg + 13f
3
sg
i
,
(16.17)
ssl = fs(fsl) +
√
2e
Z +1
fsl
df(f2 − 1) =
r
e
2
h
− 2
3
+ (1+ h)fsl − 13f
3
sl
i
,
(16.18)
where we have defined the parameter h =
q
2
eAs. fsg and fsl correspond to
the value of the phase field at the surface in contact with gas or liquid respec-
tively. These values can be obtained from Eq. (16.15), taking that fsg < 0 with
1− f2sg > 0, and fsl > 0 with 1− f2sl < 0. Finally, using the Young-Dupre´
relation (16.12), we obtain [18, 24, 41, 107]
cos qe =
1
2
h
(1+ h)3/2 − (1− h)3/2
i
, (16.19)
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where we have used the usual expression for the liquid-gas surface tension
slg = 43
q
e
2 derived in Chapter 4.
Conserved dynamics
The dynamics for the order parameter is then assumed to be conserved and is
given by
∂f
∂t
= ∇M∇µ = ∇M∇[−f+ f3 − e∇2f], (16.20)
where µ = dF/df is the chemical potential, and it will play the role of the
pressure field. The above equation is then numerically integrated in a three di-
mensional system by considering the wetting boundary condition, Eq. (16.11),
at the wall positions.
16.3.2
Results
Although the experimental setup is an actual three-dimensional system, we
shall use here a simplified two-dimensional versionwith two disorderedwalls
that resembles a three-dimensional channel translationally invariant along the
direction perpendicular to the flow. This has to be taken as a first step to
characterize the time evolution of the height meniscus inside a real disordered
microchannel.
The phase field equation (16.20) has been integrated in a two dimensional
system Ly × Lz with the wetting boundary condition, Eq. (16.11), applied at
the wall positions. To perform a similar analysis as in the experiments, a con-
stant pressure is imposed at the origin µ(y = 0, z) = µa. The numerical pa-
rameters have been fixed to M = 1 and e = 2. The grid space and time step
are the usual Dx = 1 and Dt = 0.01.
Flat walls
Numerical results of a liquid filling a smooth channel are shown in Figure
16.5. We observe that in both hydrophilic (As = 0.5) and hydrophobic (As =
−0.5) wetting conditions, the advancement of the mean liquid/air interface,
denoted as H(t) = ￿H(z, t)￿z, is given by Washburn’s law H(t) ∼ t1/2. These
results show that any deviation from the classical Washburn behavior must be
given by the disorder present in the system.
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Fig. 16.5 Numerical example of a liquid meniscus advancing through a channel with flat
walls. Equation (16.20) has been integrated by choosing As = 0.5 (hydrophilic condition) and
As = −0.5 (hydrophobic condition). (a) Time evolution of the mean height, H(t) = ￿H(z, t)￿z.
A guide-to-eye line of slope 0.5 reflects that Washburn’s law, H(t) ∼ t1/2, is well accomplished
in both wetting conditions. (b) and (c) show the interface profiles for the hydrophilic and hy-
drophobic cases respectively. Here, the numerical contact angles 47 and 137 are obtained by
fitting a semi-circle to the interface profile, and are found to be in agreement with the predicted
values 42 and 137, given by Eq. (16.19) with As = 0.5 and As = −0.5, respectively, and e = 2.
Disordered walls
The situation becomes more involved in the case of disordered or topologi-
cally patterned walls. We consider here a channel with grooves that are trans-
lationally invariant perpendicular to the flow, and randomly distributed along
the flow. The problem is then reduced to a two-dimensional system as it is
shown in Fig. 16.6. The grooves have a fixed depth hd = 6 and a length ld that
takes values from 2 to 14 randomly distributed.
Our study is mainly focused on superhydrophobic channels with an equi-
librium contact angle qe ∼ 145◦. Then the wetting boundary condition, Eq.
(16.11), with a value As = −0.7 is applied at the walls at each side of the
groove. In particular, the normal derivative at the edges of the grooves has
been taken as
nˆ ·∇f = 1√
2
(∂x + ∂y)f. (16.21)
We focus then on studying how the time evolution of the interface changes
as the applied pressure is modified. In Figure 16.7 there is plot the mean ad-
vancement of the front for two typical applied pressures . We observe that the
mean height growth can be described by a general law H(t) ∼ tl, where the
exponent l only corresponds to 1/2 for high applied pressures. In the limit
of very low velocities, the height growth is given by an effective exponent
l ∼ 0.4 which is in agreement with the experimental one (∼ 0.38), and also
with our value obtained by using the 2D model.
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Fig. 16.6 Numerical simulation of a liquid ad-
vancing into a hydrophobic disordered mi-
crochannel by making use of the phase field
model described in this Chapter. (a) The
disordered walls are defined with rectangular
grooves with a fixed depth hd = 6 and a length
ld, that takes values from 2 to 14 randomly dis-
tributed along the channel. The size of the
system in the vertical direction is Lz = 60. A
constant chemical potential is applied at the
origin of the system µ(z, 0) = µa. The wetting
boundary condition, Eq. (16.11), is applied at
the walls, setting there the value of the phase
field fs. (b) As the liquid goes through the
channel, the hydrophobic disordered walls let
the fluid not to penetrate into the grooves [(c),
left] leaving the liquid volume in the so-called
Wenzel state. This is a clear manifestation
that the disorder may affect the wetting con-
ditions. The dynamics of the contact line is
governed by a pinning-depinning mechanism
as it is shown in (c), right.
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Fig. 16.7 Numerical results for hydrophobic disordered channels, averaged over 15 disorder
realizations. Mean height growth H(t) in a hydrophobic channel for two different pressures.
An interesting point to remark is that due to the hydrophobic condition of
the wall, as the liquid goes through the disordered microchannel, a compos-
ite liquid/air interface is formed in the grooves, leaving space free of liquid
inside [see Fig. 16.6(c)]. This is the so-called Wenzel state reported in several
works [34, 35, 76, 131, 151]. At higher pressures, the liquid may occupy the
groove space.
16.4
Theoretical discussion
From the experimental and numerical work, we can conclude that the Wash-
burn’s behavior is not observed in hydrophobic microchannels for very low
applied pressures. In order to better understand such behavior in the three
dimensional model, we propose a simple theoretical description, based on the
averaged Darcy’s law for the mean height in a channel (see Ch. 3)
dH(t)
dt
= M
"
pa − pi
H(t)
#
. (16.22)
Here, M is the mobility parameter, pa the applied pressure at the origin and
pi the pressure at the interface position. From the Young-Laplace relation, we
know that the pressure drop across the interface is given by
pi = pair − sk, (16.23)
where k represents the mean curvature of the meniscus height. Our approxi-
mation is based on assuming that the geometry of the channel induces an ef-
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Fig. 16.8 Numerical results for dH2(t)/dt (circle points) and V(t) (star points) are compared
to pap − sk(t) and [pap − sk(t)]/H(t) (blue solid lines) respectively.
fective mean curvature that depends on time k(t). Then, by neglecting the at-
mospheric pressure and introducing the above equation into the Darcy’s law,
one arrives at the equation
dH(t)
dt
= M
"
pa − sk(t)
H(t)
#
, (16.24)
that can also be reduced to
1
2
dH2(t)
dt
= M
h
pa − sk(t)
i
. (16.25)
The actual time-dependence of the curvature is something that is not known a
priori and must contain the main physical mechanism that bring the interface
to have local pinning-depinning movements [as those shown in Fig. 16.6(c)].
From the numerical data, it is possible to check the validity of Eqs. (16.25)
and (16.24) by calculating the average curvature of the meniscus and the time
derivative of the squared mean height. The results are shown in Fig. 16.8. In
the case of very low pressures, the mean height is found to growth with an
exponent of l ∼ 0.4 implying that
pa − sk(t) ∼ t2l−1 = t−0.2, (16.26)
V(t) ∼ t−0.6, (16.27)
which agrees with the averaged curvature calculated from the numerical data
(see Fig. 16.8). These results show that in this three dimensional model a de-
scription based on the Darcy’s law is valid.
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16.5
Conclusions
We have studied microfluidic fronts by means of two different numerical ap-
proaches. First, by integrating a two dimensional phase field model with
hydrophobic disorder, we have studied how the mean time evolution of the
front is modified as the applied pressure approaches the pinning value below
which the interface gets completely pinned. Our results have shown that near
the pinned state, the interface advances with a burst-like dynamics reflected
in the non-Gaussian distribution of the global velocity fluctuations. In addi-
tion, the mean height growth is observed to scale with time with an exponent
∼ 0.4, smaller than the usual Washburn exponent 0.5 expected in this kind
of configuration. Interestingly, this numerical results are in agreement with
experimental results carried out in a hydrophobic microchannel. On the other
hand, as the applied pressure is increased, and then getting away the pinned
state, the Washburn behavior is recovered with global fluctuations Gaussian
distributed. In this limit, the quenched disorder due to disordered channel can
be approached by a thermal noise x(x, h) ∼ x(x, t), meaning that the pinning
effects of the front are overcome by the driving force.
On the other hand, by making use of a generalized phase field model that
takes into account the wetting boundary conditions at the channel surfaces,
we have been able to model the pinning-depinning motion of the contact line
due to the disorder of the walls. Here we are actually assuming that themenis-
cus has a slow dynamics, in the sense the contact angle variations from equi-
librium are essentially due to the geometric conditions of the channel. Our
results have shown that the mean height growth is also depending on the ap-
plied pressure. In particular, we observe that at very low applied pressures,
the pinning effects may give rise to a scaling law H(t) ∼ t0.4 different than
the Washburn behavior observed at high applied pressures. Our numerical
results are in agreement with a Darcy’s law for the mean height that contain a
time-dependent curvature, as a consequence of the pinning-depinningmotion
of the contact line.
Let us finally remark that these numerical results are actually the first step
before going further and consider an actual three dimensional system disor-
dered in both directions of the flow plane. In addition, it is worth to mention
that the experimental work carried out in hydrophilic microchannels [120]
have shown that the mean height growth is always observed to follow the
classic Washburn behavior. This actually agrees with the behavior observed
in the macroscopic Hele-Shaw cell with hydrophilic conditions, where it was
always observed the Washburn behavior even at very low velocities (see Ch.
7). Moreover, such hydrophilic experiments also show that the velocity fluctu-
ations are always given by a Gaussian distribution. This seems to indicate that
the pinning effects due to the roughness of the microchannel surfaces are not
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so important as in the case of hydrophobic microchannels. However, a clear
theoretical framework on this question is still not clear; should be therefore in-
teresting to perform a detailed analysis of hydrophilic channels by using the
three-dimensional model presented in this Chapter.

Part V Conclusions
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General conclusions
Understanding the physics underlying interfaces moving in disorderedmedia
has been the main aim in the work presented in this thesis, and in particular,
we have focused on the topics of imbibition and microfluidic fronts. We have
studied both the morphology and dynamics of the interface in terms of a scal-
ing growth and avalanche dynamics, obtaining very good agreement with ex-
perimental results. The original results have been presented in three different
parts and a summary of all the conclusions is given as follows.
In Part II we studied the scaling growth in non-local and local models of
surface roughening. We characterized the interface fluctuations in terms of
scaling exponents in both the non-local model describing imbibition fronts
and local models of surface growth that included time-dependent coupling
constants.
In Ch. 7 we have studied spontaneous imbibition by using a phase field
model in a two dimensional system with a dichotomic quenched noise. We
have focused on studying the scaling properties of the interface fluctuations
when some physical parameters are changed. In particular, by decreasing
the applied pressure, and therefore the interface velocity, we have studied a
regime where the interface advances at low velocities, obtaining the scaling
exponents z = 3.0 ± 0.1, a = 1.50 ± 0.02 and aloc = 0.95 ± 0.03 within the
intrinsic anomalous scaling scenario. These results are found to be in quite
good agreement with experimental data reported in Ref. [135]. Likewise, we
have observed that the local properties of the interface changed from a super-
rough to an intrinsic anomalous description when the contrast between the
two values of the dichotomic noise is increased. In addition, from a linearized
interface equation we have been able to analytically derive the different global
scaling exponents, which have found to be comparable to the numerical re-
sults.
Motivated by the numerical work reported in Ch. 7, we have presented in
Ch. 8 experimental results of spontaneous imbibition fronts in a Hele-Shaw
cell. The objective was to study how the scaling properties of the interface
are changed when the applied pressure difference at the inlet of the Hele-
Shaw cell is modified. We have seen that the interface fluctuations change
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from obeying intrinsic anomalous scaling at large negative pressure differ-
ences, to being superrough with the same dynamic exponent z ￿ 3 at less
negative pressure differences, to finally obey ordinary Family-Vicsek scaling
with z ￿ 2 at large positive pressure differences. This rich scenario reflects
the relative importance on different length scales of capillary and permeabil-
ity disorder, and the role of surface tension and viscous pressure in damping
interface fluctuations. All of these experimental results are in agreement with
the theoretical non-local model proposed for imbibition.
We have studied in Ch. 9 the dynamical scaling of imbibition in columnar
geometries. By using the phase field model with a dichotomic columnar dis-
order, we have found that two distinct behaviors are possible depending on
the capillary contrast between both values of disorder. In a high contrast case,
where interface evolution is mainly dominated by the disorder, an inherent
anomalous scaling is always observed. Moreover, in agreement with experi-
mental work reported in Ref. [138], the interface motion has to be described
through a local model. This local model has also been derived analytically. On
the other hand, in a lower contrast case, interface is dominated by surface ten-
sion and can be well modeled by the usual non-local model of imbibition. We
have studied both spontaneous and forced-flow imbibition situations, giving
a complete set of scaling exponent in each case.
The results presented in Ch. 10 have focused on studying the influence
of the disorder strength on the interface roughening process in two differ-
ent phase field models that have been used separately to describe imbibition
fronts. The one-sided model, used throughout of this thesis has been com-
pared to the symmetric model used in Refs. [45, 84]. We have found that in
the limit of weak disorder, both models are completely equivalent and can re-
produce the physical process of a forced-flow imbibition, where superrough
scaling of the interface fluctuations occurs. On the other hand, increasing dis-
order causes the scaling properties to change to intrinsic anomalous scaling.
In the limit of strong disorder this behavior prevails for the one-sided model,
whereas for the two-sided case, nucleation of domains in front of the invading
front are observed.
Finally, in Ch. 11 we have studied general local models of surface rough-
ening with time-dependent crossover lengths. The motivation was clearly
the spontaneous imbibition phenomenon, where one has the crossover length
￿(t) ∼ t1/4. We have shown that time dependent couplings included in non-
equilibrium kinetic roughening models may lead to nontrivial scaling prop-
erties of the surface fluctuations of the asymptotic regime. We have studied
three typical situations. In the case of a crossover between two different rough
regimes, the time-dependent coupling may result in anomalous scaling for
scales above the crossover length. In a different setting, for a crossover from a
rough to either a flat or damping regime, the time dependent crossover length
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may conspire to produce a rough surface, despite themost relevant term tends
to flatten the surface.
Therefore, the general conclusions of Part II can be summarized as follows:
• The numerical results obtained from a phase field model describing the
scaling properties of interface fluctuations are in very good agreement
with experimental results performed in a Hele-Shaw cell, obtaining in
both cases that several scaling scenarios emerge depending on the phys-
ical parameters of the system.
• We have numerically seen that increasing the strength of the disorder
induce an intrinsic anomalous scaling in both spontaneous and forced-
flow imbibition, and also with both quenched and columnar disorder.
• In the case of columnar disorder, analytical and numerical results show
that increasing the strength of the disorder change the behavior of the
interface, which pass to be dominated by non local to local interactions,
in agreement with previous experimental data [138].
• Both numerical and experimental results have shown that spontaneous
imbibition fronts change from an intrinsic to a superrough anomalous
scaling when the applied pressure difference is increased, changing then
from a regime of very low to a moderate velocities. At very high veloc-
ities, experimental results have shown that the anomalous scaling tends
to disappear, observing then the usual Family-Vicsek instead.
• Anomalous scaling is observed numerically and experimentally only
when the interface fluctuations are produced by the capillarity disor-
der. In contrast, the experimental results show that the Family-Vicsek
scaling is only observed in a regime where the permeability disorder is
the relevant.
• The presence of time-dependent crossover lengths in both local and non-
local models has important consequences on the dynamical scaling of
the interface fluctuations.
In Part III we have focused on the avalanche dynamics in surface growth.
Chapter 13 has presented a general theoretical framework to study avalanche
dynamics in driven interfaces in disordered media, relating several magni-
tudes such as local avalanche statistics with interface roughness, temporal
correlations, and the global mean velocity v. This theory has been applied
to the case of forced-flow imbibition in Ch. 14. We have explored there both
a regime of high velocities and the depinning transition, v → 0, by using a
phase field model and analytical analysis. The numerical results have found
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to be in excellent agreement with the scaling theory presented in the previ-
ous Chapter. Finally, in Ch. 15 we have studied avalanches by using a global
definition based on the time fluctuations of the spatially averaged interface
velocity, obtaining excellent agreement with the experimental work reported
in [113].
The general conclusions of Part III can be summarized as follows:
• Our analytical and numerical results show that the depinning transition
in forced-flow imbibition is governed by an extremal dynamics given by
the characteristic exponents a = 1.5, z = 2, and g = 1.
• The local dynamics inside the avalanches is affected by the correlation
length ￿×(v). At high velocities and therefore short-ranged correlations,
the system show spatially localized and independent avalanches oc-
curring at the same time, giving rise to a local dynamics described by
zav = 3/2, and decoupled from the propagation of the interface corre-
lations z = 3. At low velocities and therefore long-range correlations,
the system is expected to show only one avalanche at the same time and
both dynamics are given by the same exponent z = zav = 2.
• Global fluctuations defined from the spatially averaged velocity are de-
scribed by a non-Gaussian distribution that corresponds to the so-called
BHP distribution [16] when the velocity signal is averaged along a cor-
related window.
Finally, in Part IV we have studied theoretically and numerically the dy-
namics of an interface advancing into a hydrophobic microchannel. By mak-
ing use of two different numerical approximations, we have explored a regime
of low driving forces, obtaining that the pinnings effects become very impor-
tant. The general conclusions of this Part can be summarized as follows:
• We have used a two dimensional phase field model with hydrophobic
quenched disorder. In the limit of very low applied pressures, the mean
advancement of the microfluidic front is given by H(t) ∼ tl with the
exponent l ￿ 0.4 different from the classic Washburn value 1/2. In
addition, the fluctuations of the mean velocity V(t) have been observed
to be non-Gaussian distributed, accordingly to a generalized-Gumbel
distribution. All of these results are in agreement with experimental
data carried out in microchannels.
• By making use of a three dimensional model that takes into account the
wetting boundary condition, we have been able to follow the pinning-
depinning motion occurred at the contact line level.
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Future perspectives
In this Chapter we briefly discuss some of open questions for future research
encountered along the thesis.
18.1
Permeability disorder in the phase field model
The experimental results presented in Ch. 8 have reported that the scaling
properties of spontaneous imbibition fronts at very high velocities are de-
scribed by the Family-Vicsek scaling with a dynamical exponent z = 2.
This has been theoretically argued by taking into account that the dominant
disorder on the interface fluctuations is that coming from the permeability
term. Therefore, it would be interesting to numerically explore this regime
by adding a disorder term in the mobility parameter [64] of the phase field
equation
∂f
∂t
= ∇M(r)∇£− f+ f3 − e2∇2f− x(r)§, (18.1)
where now M(r) is taken as random. The competition between both disor-
der terms, M(r) and x(r), would give rise to a richer behavior that could be
suitable to reproduce the experimental results at high velocities.
18.2
Avalanche dynamics with gravity and thermal noise
At the conclusions of Ch. 14, we noted that another way of study pinned in-
terfaces is by taking into account gravity effects. As it is explained in [43],
the gravity term in the phase field model can be implemented by adding a
convective term in the phase field equation
∂f
∂t
− g∂f
∂y
= ∇M∇£− f+ f3 − e2∇2f− x(r)§, (18.2)
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where g plays the role of gravity. By imposing the spontaneous imbibition
condition, the interface will get completely pinned when capillary pressures
are balanced by hydrostatic pressures. Then, fluctuations around the pinned
state could be achieved by the following options:
• Once the interface gets pinned, decrease slightly the gravity field and
study how the new configuration relax to another pinned state.
• Adding some kind of thermal noise in order to get local depinning.
In the one-sided model, where the mobility parameter depends on the
phase field, M(f), the correct description in order to add an additive
conservative thermal noise into the phase field equation is given by [124]
∂f
∂t
− g∂f
∂y
= ∇M ·∇µ− b
−1
2
∇ ·
h
∇ dM
df
i
+ xc(r, t), (18.3)
where xc represents a conservative thermal noise of amplitude b−1, and
µ is the usual chemical potential. Integrating numerically the above
equation, one could then study pinned fronts with thermal fluctuations.
18.3
Disorder effects in avalanche dynamics
There is a current experimental work [111, 130] studying forced-flow imbibi-
tion fronts in terms of a local description. Their preliminary results carried
out in a regime of relatively high velocities (correlations extending up to 10%
of the system size) show that the interface growth is actually being affected by
some kind of anisotropy, giving rise then to a local dynamic exponent zav ￿ 1,
different than the numerical results at high velocities (zav ￿ 1.5). Wether this
anisotropy becomes relevant at the depinning transition or not is something
for now unknown, and could be numerically studied by changing the disorder
configuration, for example, introducing some correlations at the disorder.
18.4
Microfluidics
The results presented in Part IV have opened a new line of work in the field
of microfluidics, where the three-dimensional model described there could
apply. In particular the following points are to be studied:
• In order to properly describe the dynamics of the meniscus inside a real
microchannel, the three-dimensional model should take into account ge-
ometrical disorder at the hydrophobic walls, both in the perpendicular
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and parallel direction of the flow. This could be achieved by decorating
the walls with holes or posts of given dimensions, randomly distributed
throughout the surfaces. The resulting rough contact line will show
interesting phenomena induced by the combination of hydrophobicity
and disordered walls.
• To study the meniscus advancement in a microchannel with grooves
placed parallelally to the flow, as it has been experimentally studied
in [104, 105], and analytically in Ref. [131]. In this situation, there is not
pinning effects, but it would be interesting to study the interface formed
inside the grooves (Wenzel state) and how it changes in time.
• As it is stated in Ch. 16, it is also desired to study disordered hydrophilic
microchannels in order to better understand the wetting effects on the
meniscus dynamics.

Part VI Resum en catala`
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Introduccio´
Una important motivacio´ alhora d’estudiar el creixement d’una superfı´cierugosa ha estat la possibilitat de poder caracteritzar-la en termes de
classes d’universalitat. Avui dia pero`, aixo` s’ha convertit en una tasca forc¸a
ambiciosa per no dir impossible. Un exemple n’e´s el cas d’un fluid que avanc¸a
a trave´s d’un medi desordenat – on el terme medi desordenat pot referir-se be´
a un medi poro´s qualsevol [2], o be´ a un dispositiu microfluı´dic [142]. El punt
esta` en que` el conjunt de forces que actuen al nivell del front que avanc¸a,
com per exemple la capil·laritat del medi, la tensio´ superficial o le pressio´ vis-
cosa, provoquen que la interfı´cie mostri un comportament complex, descrit
per varis re`gims d’escala i una dina`mica intermitent caracteritzada per allaus.
El principal objectiu d’aquesta tesi e´s estudiar la dina`mica i morfologia
d’interfı´cies que avancen en un medi desordenat. La motivacio´ ha estat en-
tendre els processos fı´sics que governen aquests feno`mens complexes i poder
relacionar els nostres resultats amb la gran quantitat de treball experimental
realitzat en sistemes de fluids, com per exemple la cel·la de Hele-Shaw o un
microcanal.
En aquest capı´tol introduirem alguns conceptes u´tils per poder seguir els
resultats presentats en el pro`xim capı´tol d’aquest Resum.
19.1
Imbibicio´ en medis porosos
El fenomen d’imbibicio´ apareix en moltes situacions de la vida quotidiana
(veure [2] per un article extens sobre imbibicio´). Des d’una gota de cafe` o te
que e´s absorbida per un terro`s de sucre fins a l’aigua que es filtra pel subso`l,
passant clar per la sempre inoportuna taca que es forma en el teu jersei favorit
quan una gota d’oli cau mentre et menges un bon pa amb toma`quet. Totes
elles tenen la particularitat que un fluid visco´s penetra en un medi poro´s for-
mant una interfı´cie entre dos fluids que tenen un alt contrast de viscositats,
car se suposa que el fluid que hi ha inicialment dins el medi poro´s e´s aire.
Te`cnicament hi ha dos tipus d’imbibicio´. La imbibicio´ esponta`nia es produeix
quan el fluid avanc¸a degut a la capil·laritat del medi i te´ la peculiaritat que
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Fig. 19.1 (a) Exemple experimental de la cel·la de Hele-Shaw utilitzada en els experiments
duts a terme per Soriano et al. [136, 138]. (b) Variacio´ de la dista`ncia entre plaques deguda
als obstacles. (c) Dos exemples de configuracions del desordre utilitzat: quadrats (superior) i
columnes (inferior).
l’altura promig de la interfı´cie avanc¸a seguint una llei cla`ssica coneguda com
la llei deWashburn, H(t) ￿ t1/2 [148]. Clar que aquesta llei es va`lida suposant
que no hi ha evaporacio´ per part del fluid visco´s i que el fluid avanc¸a en un
medi horitzontal i per tant no hi actua la gravetat. Tanmateix, el que sı´ e´s cert
e´s que la velocitat de la interfı´cie decreix amb el temps, i en alguns casos es
para en un temps finit (quan hi ha gravetat o evaporacio´) i en d’altres dismin-
ueix assimpto`ticament a zero (cas horitzontal). D’altra banda, l’anomenada
imbibicio´ a flux forc¸at es produeix quan s’imposa una velocitat mitja de la in-
terfı´cie constant.
Experimentalment, la imbibicio´ es pot reproduı¨r mitjanc¸ant l’anomenada
cel·la de Hele-Shaw, la qual consisteix en dues plaques de vidre de mida
Lx × Ly, separades per una dista`ncia b molt inferior a l’allargada de quals-
sevol dels costats de les plaques (veure Fig. 19.1). Introduint obstacles repar-
tits aleato`riament per tota la cel·la es poden aconseguir interfı´cies rugoses que
en promig creixen seguint la llei de Washburn o linealment en el temps.
Les equacions macrosco`piques que descriuen els fluxos en cel·les de Hele-
Shaw so´n les segu¨ents:
v(x, y) = −K0∇p(x, y),
∇2p(x, y) = 0, (19.1)
Dpi = pair − p(x, h) = sk + x(x, h),
on hem suposat que el desordre principal e´s degut a la capil·laritat del medi i
per tant la permeabilitat e´s constant. v(x, y) representa el camp de velocitats
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dos dimensional del liquid, p la pressio´ i K0 = b2/12h e´s la mobilitat amb h
la viscositat. S’ha fet u´s de la relacio´ de Young-Laplace per la difere`ncia de
pressions al llarg de la interfı´cie, Dpi, on k representa la corbatura en el pla de
la cel·la deguda a la rugositat de la interfı´cie. En el l’aproximacio´ d’interfc´ie
plana ve donada per:
k ∼ ∇2h(x, t), (19.2)
on h(x, t) representa la posicio´ de la interfı´cie. Finalment el terme capil·lar
x(x, h) e´s degut a la corbatura en la direccio´ transversal del fluxe i ve donada
per:
x(x, h) =
2s cos q
b+ db
, (19.3)
on q e´s l’anomenat angle de contacte que suposarem constant i s e´s la tensio´
superficial. Les equacions macrosco`piques es poden projectar al nivell de la
interfı´cie per obtenir una equacio´ integro-diferencial no local per les fluctua-
cions de la interfı´cie (veure Cap. 4 de la tesi, i tambe´ [2, 64, 108]). L’equacio´ re-
sultant, linealitzada al voltant del valor mig de les fluctuacions de la interfı´cie,
i expresseda en l’espai de Fourier e´s:
∂t hˆk = −sK0|k|k2hˆk − H˙|k|hˆk + K0|k|xˆk. (19.4)
El punt important d’aquesta equacio´ e´s que mostra com les fluctuacions del
desordre de la capil·laritat venen controlades per dos mecanismes diferents.
A escales petites, la tensio´ superficial amorteix les fluctuacions interficials.
D’altra banda, les escales grans venen controlades per la pressio´ viscosa.
Aquests dos re`gims estan separats per una longitud tı´pica:
￿× ∼
"
sK0
H˙(t)
#1/2
. (19.5)
Tal i com s’ha vist en molts resultats nume`rics [2, 45, 84] i en els resultats pre-
sentats en aquesta tesi, aquesta longitud e´s molt important en els feno`mens
d’imbibicio´ perque` caracteritza una extensio´ ma`xima de correlacio´.
Finalment, e´s important remarcar que els dos tipus d’imbibicio´ esmentats
es diferencien ba`sicament per les condicions de contorn aplicades a l’origen
del sistema. Per reproduı¨r la imbibicio´ esponta`nia s’ha d’aplicar una pressio´
constant p(x, 0) = pa, i per reproduı¨r imbibicio´ a fluxe constant s’ha d’imposar
un gradient de pressions constant ∇p(x, y)|y=0 = − 1K0 v¯yˆ, on v e´s la velocitat
mitja.
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19.2
El model de camp de fase
Una alternativa al model macrosco`pic d’interfı´ce abrupta e´s fer u´s dels anom-
enats models de camp de fase, els quals introdueixen una amplada finita e i de
cara`cter difo´s a la interfı´cie, de tal forma que en el lı´mit d’interfı´cie abrupta es
recuperi la descripcio´ macrosco`pica, Eq. (19.1) (veure [1,51,57] per refere`ncies
generals). Des d’un punt de vista nume`ric aquests models so´n molt me´s fa`cils
d’implementar ja que eviten el problema de tenir un contorn mo`bil, fent que
la posicio´ de la interfı´cie es pugui calcular d’una forma molt senzilla.
Aquests models es basen en una formulacio´ a l’estil Ginzburg-Landau per
un para`metre d’ordre f, l’energia lliure del qual ve donada per
F [f] =
Z
dr
h
V(f) + (
e
2
∇f)2
i
. (19.6)
El potencial s’acostuma a escollir de tipus doble-pou amb un terme lineal:
V(f) = −1
2
f2 +
1
4
f4 − x(r)f, (19.7)
on x(r) jugara` el paper del desordre capil·lar del medi. La dina`mica del
para`metre d’ordre se suposa conservada i correspon al Model B [65]
∂f
∂t
= ∇M∇£V￿(f)− e2∇2f§
= ∇M∇£− f+ f3 − e2∇2f− h(r)§, (19.8)
on µ e´s el potencial quı´mic i representa el paper de la pressio´ dins el marc de
la imbibicio´. El para`metre M e´s la mobilitat. Per reproduı¨r fronts d’imbibicio´,
doncs, s’integra nume`ricament l’equacio´ anterior i es busquen els punts on
f(x, h(x, t); t) = 0, els quals representen la posicio´ de la intefı´cie.
19.3
Escalament dina`mic de superfı´cies rugoses
Les propietats estadı´stiques d’una interfı´cie h(x, t) es caracteritzen general-
ment, mitjanc¸ant un estudi de les seves fluctuacions. El punt important es basa
en la hipo`tesi d’escala de Family-Vicsek [50]. Aquesta ens assegura l’existe`ncia
d’una longitud de correlacio´ lateral ￿c que creix amb el temps de la forma
￿c ￿ t1/z, sent z l’exponent d’escala dina`mic, fins que assoleix la longitud to-
tal del sistema ￿c(ts) = L, definint aixı´ el temps de saturacio´ ts per sobre del
qual les fluctuacions estan completament correlacionades. D’altra banda, la
longitud de correlacio´ vertical o amplada global de la interfı´cie ve definida
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com
W(L, t) = ￿[h(x, t)− h]2￿1/2, (19.9)
la qual, per t < ts, augmenta amb el temps seguint la llei W(L, t) ￿ tb, on b
e´s l’exponent d’escala de creixement, i per t > ts esdeve´ constant W(L, t) ￿
La, sent a l’exponent de rugositat. Tots aquests exponents estan relacionats
mitjanc¸ant la relacio´ a = zb. La notacio´ utilitzada en l’expressio´ (19.9) e´s la
segu¨ent: ￿..￿ significa promig per diferents realitzacions del desordre i la ratlla
significa promig espaial al llarg de la coordenada x. Alternativament, hom pot
tambe´ estudiar les correlacions al llarg de finestres de mida ￿ < L a trave´s de
l’amplada local de la interfı´cie definida com w(￿, t) = ￿￿[h(x, t)− ￿h￿￿]2￿￿￿1/2.
En el cas d’un escalament de tipus Family-Vicsek, les escales locals i glob-
als es comporten de la mateixa forma i es poden obtenir tots els exponents
mitjanc¸ant l’amplada local.
Una altra eina forc¸a u´til per calcular l’exponent de rugositat e´s a trave´s de
l’espectre de la interfı´cie S(k, t) = ￿h˜k(t)h˜−k(t)￿, on h˜k(t) correspon a la trans-
formada de Fourier de la interfı´cie. En l’escalament de Family-Vicsek aquest
escala com
S(k, t) = k−(2a+1)sFV(kt1/z), (19.10)
on sFV e´s la funcio´ d’escala
sFV(u) ∼
Ω
const. si u￿ 1
u2a+1 si u￿ 1. (19.11)
Encara que aquest tipus d’escalament descriu forc¸a sistemes, u´ltimament han
aparegut diferents experiments i models nume`rics que presenten un altre ti-
pus d’escalament. E´s l’anomenat escalament ano`mal, en el qual les escales lo-
cals i globals es comporten de diferent forma, de manera que s’ha d’introduir
un nou exponent aloc que descrigui la rugositat a escales locals ￿ ￿ L. En
aquest sentit, es necessita un nou ansatz per la funcio´ d’escala, el qual va ser
proposat per Ramasco et al. [123], i es tracta d’una generalitzacio´ de la funcio´
d’escala de Family-Vicsek, equacio´ (19.11), de la forma
S(k, t) = k−(2a+1)sA(kt1/z), (19.12)
on ara la funcio´ d’escala te´ la forma general
sA(u) ∼
Ω
u2(a−as) si u￿ 1
u2a+1 si u￿ 1, (19.13)
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essent as l’exponent de rugositat espectral. Aquest tipus d’escalament per
l’espectre de la interfı´cie do´na lloc al segu¨ent escalament dina`mic per l’amplada
local
w(￿, t) = tbg(￿/t1/z), (19.14)
amb la corresponen funcio´ d’escala
g(u) ∼
Ω
ualoc si u￿ 1
const. si u￿ 1. (19.15)
Una de les implicacions que comporta l’escalat ano`mal e´s que l’amplada local
satura al mateix temps ts que l’amplada global i no al temps local t￿ ￿ ￿z com
passa en l’escalat de Family-Vicsek. Diguem que hi ha un re`gim intermedi
entre t￿ i ts en el qual l’amplada local creix com w(￿, t) ∼ tb∗ amb b∗ = b−
aloc/z.
Depenent dels valors dels exponents d’escala poden haver-hi diferents tipus
d’escalament. Per as < 1 sempre es compleix que aloc = as; en aquest cas,
l’escalament de Family-Vicsek s’obte´ quan a = aloc. En cas contrari, per a ￿=
aloc, estem en el cas d’un escalament ano`mal intrı´nsec. D’altra banda, en el
cas en que` as > 1, el valor de l’exponent local de rugositat e´s sempre aloc = 1
i si es compleix que a = as, llavors estem en el cas d’un escalament ano`mal
super-rugo´s.
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Resultats
En aquest capı´tol farem un resum dels diferents resultats obtinguts en aque-sta tesi. El treball esta´ dividit en tres parts. En al primera hem realitzat
un estudi de les propietats d’escala d’interfı´cies descrites per models no-locals
com el de la imbibicio´ [cf. Eq. (19.4)], i per models locals generals de creixe-
ment de superfı´cicies amb coeficients que depenen del temps. En segon lloc,
hem estudiat la dina`mica d’allaus observada en la imbibicio´ i finalment en
l’u´ltima part, ens hem centrat en fronts que avancen en microcanals.
20.1
Escalament dina`mic en la imbibicio´ esponta`nia
En els capı´tols 7 i 8 hem presentat un estudi teo`ric i experimental per carac-
teritzar les fluctuacions interfı´cials en la imbibicio´ esponta`nia [112, 116]. Una
de les principals motivacions per dur a terme aquest treball ha estat el de-
sacord trobat entre el treball nume`ric realitzat per Dube´ et al. [45], en el que
s’observaven fronts descrits per un escalament super-rugo´s amb exponents
a = 1.25 i z = 4, i el treball experimental dut a terme per Soriano et al. [135],
on els fronts seguien un escalament ano`mal intrı´nsec amb a = 2 i z = 3. En
aquest sentit, el nostre estudi s’ha centrat en veure com canvien les propi-
etats d’escala de la interfı´cie quan els para`metres fı´sics del sistema, com ara la
pressio´ aplicada o la intensitat de les forces capil·lars, so´n modificats.
Primerament, en el Cap. 7 hem utilitzat un model de camp de fase per estu-
diar fronts d’imbibicio´ esponta`nia. Hem imposat un soroll dicoto`mic i hem es-
tudiat com canvien les propietats d’escala del front quan la pressio´ aplicada µa
a l’origen i el contrast entre els dos valors del desordre xA s’han modificat. En
la Fig. 20.1 hi ha un exemple de fronts d’imbibicio´ que avancen en un lı´mit de
velocitats molt baixes. En aquest lı´mit, que de fet seria el mateix que el re`gim
estudiat experimentalment [135], els nostres resultats mostren interfı´cies de-
scrites per un escalament ano`mal intrı´nsec amb un exponent dina`mic z = 3,
obtenint doncs un bon acord amb els resultats experimentals. A mesura que
la pressio´ aplicada s’augmenta, observem com l’escalament ano`mal canvia
d’intrı´nsec a super-rugo´s i l’exponent dina`mic de z = 3 a z = 4, obtenint els
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Fig. 20.1 Resultats nume`rics per fronts d’imbibicio´ esponta`nia en un re`gim de velocitats molt
baixes. A dalt a l’esquerra, evolucio´ temporal de la interfı´cie, pintada a intervals de temps
equidistants. (a) Amplada local en funcio´ del temps calculada a diferents finestres. L’ajust de
les dades mostra un exponent de creixement global b = 0.49± 0.03 i local b∗ = 0.20± 0.04.
(b) Espectre de pote`ncies de la interfı´cie a diferents temps. Mostra un exponent as = 1.0± 0.1.
(c) Col·lapse de les dades de l’amplada local rescalada per tb vs. ￿/tb/a, on a = 1.50± 0.02,
i per tant z = 3.0± 0.1 segueix de z = a/b. La gra`fica mostra tambe´ un exponents local de
rugositat aloc = 0.95± 0.03.
resultats nume`rics de Dube´ et al. [45]. D’altra, tambe´ hem vist que canviant el
contrast entre els dos valors del soroll dicoto`mic mantenint fixada la pressio´
aplicada a l’origen, les propietats d’escala local de les fluctuacions interficials
canvien d’un escalament ano`mal super-rugo´s a un d’ano`mal intrı´nsec quan el
contrast s’augmenta. Els valors dels exponents es mostren en la segu¨ent taula:
xA a z b b∗ as Escalament
0.3 1.25 4 0.32 0.10 1.25 SR
0.5 1.33 4 0.33 0.16 0.65 AI
Tab. 20.1: Exponents d’escala que s’obtenen al canviar el contrast capi·lar, xA, amb una
pressio´ aplicada constant.
Finalment, en el Cap. 8 hem presentat resultats experimentals d’imbibicio´
esponta`nia duts a terme per Planet et al. [112], acompanyats d’una discussio´
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teo`rica. L’estudi s’ha centrat en veure com canvien els diferents exponents
d’escala al augmentar la pressio´ aplicada. La taula segu¨ent mostra els valors
obtinguts:
Hc (mm) b a aloc b∗ z
−9 0.64± 0.02 1.94± 0.20 0.94± 0.10 0.33± 0.03 3.0± 0.3 AI
−5 0.41± 0.02 1.25± 0.15 0.95± 0.30 0.10± 0.03 3.0± 0.4 SR
−4 0.42± 0.02 1.27± 0.15 0.97± 0.30 0.10± 0.03 3.0± 0.4 SR
10 0.34± 0.02 0.70± 0.15 0.64± 0.20 0.03± 0.02 2.1± 0.4 FV
15 0.36± 0.02 0.70± 0.15 0.59± 0.23 0.06± 0.03 1.9± 0.4 FV
Tab. 20.2: Sumari dels diferents exponents d’escala obtinguts experimentalment quan la
difere`ncia de pressions a l’origen Dpa = rgHc e´s modificada. IA es refereix a Ano`mal
Intrı´nsec, SR a Super-Rugo´s i FV a Family-Vicsek.
Veiem doncs que el tipus d’escalament depe`n a`mpliament de la pressio´ apli-
cada. Per poder justificar des d’un punt de vista teo`ric aquesta se`rie de resul-
tats, hem de tenir en compte les diferents longituds tı´piques que hi ha en la
imbibicio´ esponta`nia. Hem parlat en la introduccio´ de la longitud ￿×(t) que
separa un re`gim dominat per la tensio´ superficial (i per tant z = 3), d’un re`gim
dominat per la pressio´ viscosa. Una altra longitud no esmentada e´s aquella
que separa un re`gim on les fluctuacions venen donades pel soroll capil·lar
d’un altre re`gim en que` les fluctuacions venen donades pel soroll de la perme-
abilitat [108]. Aquesta longitud te´ la forma:
￿K = 2p
sb
12hH˙(t)
. (20.1)
Si calculem d’una banda la longitud de correlacio´ ￿c(t) i d’una altra banda
les longituds de separacio´ ￿×(t) i ￿K(t) veiem el segu¨ent. A pressions baixes
(Hc < −4 mm) es compleix que ￿c < ￿× ￿ ￿K i per tant, veiem un re`gim
dominat per la tensio´ superficial i el desordre capil·lar. A pressionsmoderades
(Hc ∼ 0 mm) tenim que ￿c ∼ ￿× i per tant no es pot extreure un conclusio´
clara. A pressions molt altes (Hc > 10 mm), el desordre en la permeabilitat es
fa important i tenim que ￿× ￿ ￿c ∼ ￿K.
20.2
Imbibicio´ en medis columnars
Dins el mateix context d’imbibicio´, en el Cap. 9 hem estudiat els casos
d’imbibicio´ esponta`nia i forc¸ada en un medi que e´s invariant al llarg de la
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Fig. 20.2 Perfils de les interfı´cies dibuixades a temps iguals pero` per diferents contrasts xA.
direccio´ de propagacio´; o dit d’una altra forma, en un medi en que` el desordre
e´s columnar x(x).
La motivacio´ d’aquest estudi e´s essencialment deguda a un treball experi-
mental dut a terme per Soriano et al. [138], en el que` s’obtenia un escalament
ano`mal intrı´nsec en fronts d’imbibicio´ descrits per una equacio´ local enlloc
de l’equacio´ no-local, Eq. (19.4). L’objectiu doncs en el nostre estudi [117]
e´s veure si es pot justificar teo`ricament les interaccions locals observades en
l’experiment i descriure d’una forma quantitativa els tipus d’escalament que
presenta la imbibicio´ en medis columnars.
Fent u´s del model de camp de fase amb un desordre columnar dicoto`mic,
hem estudiat nume`ricament les propietats d’escala de la imbibicio´ quan el
contrast entre els dos valors del soroll xA s’augmenta. La Fig. 20.2 mostra com
la forma de les interfı´cies va canviant a mesura que el contrast capil·lar es va
augmentant.
Primerament hem calculat analı´ticament l’equacio´ per la interfı´cie quan el
contrast e´s molt alt. En aquest lı´mit, les interfı´cies adopten una forma colum-
nar, tal i com es pot veure en la Fig. 20.2, i l’equacio´ resultant e´s:
h˙i(t) = ∇Di∇hi + v¯+ zi
≥
v¯i + a¯it−1/2
¥
, (20.2)
recuperant doncs els resultats experimentals en que` s’observava un compor-
tament local. D’altra banda, els resultats nume`rics han mostrat que al aug-
mentar el contrast les propietats d’escala canvien de super-rugo´s a ano`mal
intrı´nsec. A me´s a me´s, en un lı´mit de contrast alt, les interfı´cies creixen de
forma desacoblada entre canals. La forma d’arribar en aquest desacoblament
depe`n del tipus d’imbibicio´. Pel cas forc¸at, s’observa una trancisio´ contı´nua
al augmentar el contrast capil·lar, mentre que pel cas esponta`ni, la transicio´ e´s
discontı´nua i pot passar per a qualsevol valor del contrast capil·lar.
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20.3
Influe`ncia del desordre en models de camp de fase
El model de camp de fase utilitzat en els resultats presentats en les seccions
anteriors e´s l’anonemnat model one-sided, en que` el para`metre de la mobilitat
M en l’equacio´ (19.8) e´s zero en la fase d’aire i constant en la fase lı´quida.
En el Cap. 10 hem fet un estudi quantitatiu [83] comparant el model one-
sided amb l’anomenat model symmetric, on la mobilitat e´s constant en tot el sis-
tema. Els nostres resultats mostren que per intensitats del desordre molt gran,
el model symmetric presenta problemes de nucleacio´ en la fase d’aire. En par-
ticular, apareixen dominis de la fase lı´quida dins de la fase d’aire, provocant
una difı´cil caracteritzacio´ de les interfı´cies. D’altra banda, hem vist que aquest
problema es pot solucionar justament fent u´s del model one-sided, en que`
l’evolucio´ del para`metre d’ordre resulta ser suprimida a trave´s de la mobili-
tat, i per tant no es permet la creacio´ de dominis.
20.4
Creixement de superfı´cies amb acoblaments dina`mics
Motivats pels feno`mens d’imbibicio´, on les fluctuacions de la interfı´cie es
veuen modificades per la prese`ncia de longituds tı´piques que canvien amb
el temps, en el Cap. 11 hem estudiat models locals generals de creixement de
superfı´cies rugoses [118]. En particular, ens hem centrat en resoldre equacions
del tipus:
∂h
∂t
= n(t)∇2h−∇4h+ x(x, t), (20.3)
on n(t) ∼ tg i per tant, es tenen dos termes que actuen a escales diferents, el
qual defineix dos re`gims separats per una longitud tı´pica de separacio´ ￿×(t) ∼
tg/2 que canvia amb el temps segons una llei de pote`ncies. El primer cas que
hem estudiat ha estat considerant que els dos re`gims so´n rugosos, aixo` e´s,
ambdo´s estan be´n caracterizats per exponents d’escala. En aquest cas hem
obtingut que les fluctuacions interficials del re`gim d’escales grans (o temps
llargs) es veuen afectades per la prese`ncia d’un escalat ano`mal intrı´nsec, que
depe`n de l’exponent g.
En segon lloc hem estudiat un cas en que` el re`gim de temps llargs e´s pla.
Aixo` simplement vol dir que els exponents de rugositat so´n zero o negatius
amb la consequ¨e`ncia que les fluctuacions no es veuen amplificades. Per tant,
en el cas que la longitud de separacio´ dels dos re`gims fo`s constant, hom veuria
com les fluctuacions saturen en el moment en que` la longitud de correlacio´
iguala la longitud de separacio´ ￿c ∼ ￿×. En el nostre cas, en que` aquesta
longitud de separacio´ creix amb el temps, observem que les correlacions no
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saturen sino´ que creixen seguint el ritme de ￿×(t). La importa`ncia d’aquest cas
e´s que correspon al mateix comportament observat en la imbibicio´ esponta`nia.
Per tal d’aconseguir un re`gim pla, el terme de soroll en l’equacio´ (20.4), s’ha de
substituir per un soroll conservat xc(x, t) amb la propietat ￿xc(x, t)xc(x￿, t￿)￿ =
−2∇2d(x− x￿)d(t− t￿).
Finalment hem estudiat un u´ltim cas en que el re`gim per sobre de la longi-
tud de separacio´ ￿× trenca alguna simetria i per tant es trenca la invaria`ncia
d’escala. Aixo` s’aconsegueix, per exemple, amb una equacio´ de l’estil:
∂h
∂t
= n(t)h−∇4h+ x(x, t), (20.4)
on ara el terme n(t)h trenca la simetria h → h+ c. Al igual que en el cas ante-
rior, hem vist que les fluctuacions creixen al ritme de la longitud de separacio´.
20.5
Dina`mica d’allaus en medis desordenats
Aixı´ com en els resultats presentats en la segona part de la tesi es centraven
en la morfologia de les interfı´cies, els resultats presentats en la tercera part,
han estudiat la dina`mica dels fronts d’imbibicio´ en termes d’una dina`mica
d’allaus. Depenent de la forma de definir les allaus, els resultats es resumeixen
en dues subseccions.
Dina`mica d’allaus local
En els capı´tols 13 i 14 hem estudiat la dina`mica d’allaus observada en la im-
bibicio´ forc¸ada. Les allaus locals es defineixen a trave´s de l’anomenat mapa
d’activitat local, que consisteix en el segu¨ent. En primer lloc definim els punts
actius de la interfı´cie com aquells en que` la velocitat local e´s superior a un cert
llindar, v(x, t) > cthv, on cth e´s una constant arbitra`ria i v la velocitat promit-
jada espaialment. Aplicant aquesta regla a cada punt x per diferent temps,
aconseguim un mapa espai-temps que descriu l’activitat de la interfc´ie (veure
Fig. 20.3). A partir d’aquest mapa podem definir les allaus com clusters conec-
tats de punts actius. Per tant, les allaus estan caracteritzades per una longitud
lateral ￿, una mida o volum s i una durada T.
Els nostre estudi s’ha centrat en el lı´mit de velocitatsmolt baixes (l’anomenat
punt d’anclatge en el qual v → 0). En aquest lı´mit el sistema esta` totalment
correlacionat i hom espera que les magnituds que descriuen les allaus es dis-
tribueixin segons una llei de pote`ncies:
P(s) ∼ s−ts , P(￿) ∼ ￿−t￿ , P(T) ∼ T−tT . (20.5)
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Fig. 20.3 Definicio´ local d’una allau (a) utilitzant el mapa d’activitat del front (b). Les allaus
queden caracteritzades per una longitud ￿, una mida s i una durada T.
Ame´s, existeixen relacions d’escala entre elles. Per exemple, la mida de l’allau
es pot relacionar amb la longitud lateral com s ∼ ￿D on D = aloc + d e´s la
dimensio´ fractal de l’allau en un sistema de dimensions d+ 1. D’altra banda,
tambe´ tenim que:
￿￿(T)￿ ∼ T1/zav , (20.6)
￿s(T)￿ ∼ Tg, (20.7)
on zav e´s l’exponent dina`mic de l’allau i g = D/zav.
En el lı´mit de velocitats molt baixes, podem escriure una teoria d’escala
que ens permeti calcular analı´ticament els exponents de rugositat de la in-
terfı´cie. En el punt crı´tic de v = 0 els termes que depenen amb la velocitat en
l’equacio´ linealitzada (19.4) cancel·len, i la configuracio´ d’equilibri per l’estat
d’interfı´cie parada hp(x) vindra` donat per un balanc¸ entre la tensio´ superficial
i la capil·laritat:
s∇2hp(x) + x(x) ￿ 0. (20.8)
Aquı´ hem fet u´s d’una aproximacio´ de soroll columnar, en principi va`lida
nome´s en aquest lı´mit. Si apliquem ara la transformacio´ d’escala x → b x i
hp → ba hp, podem trobar l’exponent de rugositat a = 3/2. Assumint que
les fluctuacions al voltant de l’estat parat relaxaran a una nova configuracio´
segons la llei:
∂t(dhp) = sK0∇2(dhp) + K0x(x), (20.9)
podem trobar analı´ticament els exponents
z = 2, a =
3
2
, aloc = 1, (20.10)
192 20 Resultats
els quals ens permeten trobar g = 1 i D = 2. Aquı´ hem suposat que la
dina`mica de les allaus e´s la mateixa que la de la interfı´cie i per tant tenim
que z = zav = 2. Aquesta teoria s’ha comparat amb resultats nume`rics d’un
model de camp de fase, obtenint un excellent acord, tal i com es mostra en la
segu¨ent taula:
v ￿×/L a z g
v0 0.1 1.33 3 1.28
v0/5 0.23 1.35 2.8 1.21
v0/10 0.31 1.37 2.6 1.18
v0/20 0.48 1.41 2.3 1.13
v0/40 0.64 1.50 2.09 1.09
Tab. 20.3: Fraccio´ del sistema correlacionada i els diferents exponents obtinguts de simula-
cions del model de camp de fase per diferents velocitats. A mesura que la velocitat decreix,
els valors dels exponents s’aproximen als establerts per la teoria, Eq. (20.10).
Dina`mica d’allaus global
Alternativament als resultats descrits en la seccio´ anterior, hom pot definir
una allau a trave´s de la senyal global de la velocitat v(t). La prese`ncia d’allaus
en el moviment de la interfı´cie e´s la responsable que la velocitat promitjada en
l’espai mostri grans fluctuacions. Aixı´ doncs, i motivats pel treball experimen-
tal dut a terme per Planet et al. [113], en el Cap. 15 hem estudiat la dina`mica
d’allaus definida a trave´s de la velocitat global. En la Fig. 20.4 s’hi mostra un
exemple de com es defineix una allau global.
9100 9200 9300 9400 9500t
0,0005
0,001
V l
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Fig. 20.4 Les allaus globals es defineixen a trave´s de les fluctuacions temporals de la velocitat
mitja de la interfı´cie v(t), i queden caracteritzades per una durada T i una mida A.
Fent u´s del model de camp de fase, hem estudiat estadı´sticament fronts
d’imbibicio´ forc¸ada. Els nostres resultats han mostrat que les mides i durades
de les allaus globals estan distribuı¨des segons una llei de pote`ncies amb un
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truncament exponencial:
P(A) ∼ A−tA exp (−A/A×). (20.11)
Pel cas de les mides A, la distribucio´ obtinguda nume`ricament esta` en ple
acord amb els resultats experimentals [113], obtenint el mateix exponent tA ￿
1.0.
D’altra banda, estudiant les propietats estadı´stiques de la senyal global de
la velocitat, hem vist que les fluctuacions es distribueixen segons una PDF
assime`trica i no-Gaussiana. En particular, hem definit la senyal global com la
velocitat local promitjada al llarg d’una finestra de longitud l:
Vl(t) =
1
l
Z
l
v(x, t)dx = v¯+ dVl(t). (20.12)
Els resultats nume`rics han mostrat que en el cas de promitjar al llarg d’una
finestra totalment correlacionada, e´s a dir l = ￿× on ￿× representa la longi-
tud de correlacio´, les fluctuacions de la senyal global es distribueixen segons
l’anomenada distribucio´ BHP [16]:
P(y) = K(ey−ey)a amb y = −b(x+ s), (20.13)
on x e´s la variable normalitzada
x =
Vl(t)− ￿Vl(t)￿
s
. (20.14)
Aquest distribucio´ e´s del tipus Gumbel generalitzada i s’ha trobat en molts
contextos diferents de la fı´sica, en particular en experiments d’imbibicio´
forc¸ada [113].
Contra`riament, quan promitgem al llarg d’una finestra totalment descor-
relacionada l ￿ ￿×, les fluctuacions segueixen una distribucio´ Gaussiana, tal
i com s’espera pel Teorema Central del Lı´mit. En la Fig. 20.5 podem veure
aquests dos casos.
20.6
Fronts microfluı´dics
Finalment, en l’u´ltima part d’aquesta tesi hem estudiat la dina`mica d’un lı´quid
que avanc¸a en unmicrocanal. Aquest e´s un problema d’un gran interest actual
degut a la gran quantitat d’aplicacions tecnolo`giques (veure per exemple [20]).
El problema que nosaltres hem adrec¸at ha estat el de veure com les propietats
rugoses i de mullat de les parets del microcanal poden afectar l’avanc¸ del front
microfluı´dic.
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Fig. 20.5 Resultats nume`rics per la PDF de x = (Vl − ￿Vl￿)/s en dues situacions tı´piques.
(a) Velocitat global Vl promitjada al llarg d’una finestra correlacionada per differents velocitats.
Els resultats so´n comparats amb la distribucio´ BHP. (b) Velocitat global promitjada al llarg d’una
finestra descorrelacionada.
En primer lloc hem proposat el model de camp de fase utilitzat en la
imbibicio´ per tal d’estudiar una interfı´cie que avanc¸a a trave´s d’un medi
hidrofo`bic, en el sentit que s’ha d’aplicar una pressio´ a l’origen del sistema
per tal que el fluid avanci. D’aquesta manera, ens trobem en un cas en que`
la interfı´cie es veu afectada per punts de bloquieg. En un lı´mit de pressions
aplicades molt baixes, els nostres resultats nume`rics han mostrat que l’avanc¸
mitja` del front segueix una llei
H(t) ∼ tl, (20.15)
amb un exponent l ￿ 0.4, diferent del valor cla`ssic de Washburn. Aquest
valor es recupera al augmentar la pressio´ aplicada i per tant allunyant-se
del punt d’anclatge, en el qual la interfı´cie esta` totalment parada. Aixı´
mateix, estudiant les fluctuacions de la velocitat global, hem observat que
es distribueixen segons una PDF no-Gaussiana, assime`trica, que reflexa una
dina`mica d’allaus. Els resultats nume`rics estan d’acord amb resultats experi-
mentals obtinguts en un microcanal [120].
D’altra banda, a partir d’un model tres-dimensional que te´ en compte les
propietats de mullat a les parets, hem estudiat la dina`mica d’una superfı´cie
lı´quid/aire que avanc¸a a trave´s d’un microcanal desordenat. La Fig. 20.6
mostra la simulacio´ nume`rica d’un menisc avanc¸ant en un microcanal.
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Fig. 20.6 Simulacio´ nume`rica d’un lı´quid
avanc¸ant a trave´s d’un microcanal desordenat
hidrofo`bic. (a) El desordre de les parets esta`
definit amb solcs rectangulars de profunditat
fixa hd = 6 i una longitud ld, que pren valors
entre 2 i 14 distribuı¨ts aleato`riament al llarg
del canal. La mida del sistema en la direccio´
vertical e´s de Lz = 60. El potencial quı´mic a
l’origen del sistema esta` fixat a un valor con-
stant. µ(z, 0) = µa. A les parets s’hi aplica
una condicio´ pel para`metre d’ordre que hi fixa
el seu valor fs, donant lloc a propietats de
mullat. (b) Aixı´ que el el lı´quid avanc¸a a trave´s
del canal, les parets hidrofo`biques no deixen
que el fluid entri dins dels solcs, deixant lliure
un espai d’aire. Aquest estat s’anomena estat
de Wenzel, i e´s una clara manifestacio´ de com
el desordre pot arribar a afectar les propietats
de mullat. La dina`mica de la lı´nea de contacte
esta` governada per un mecanisme d’anclatge-
desanclatge tal i com es mostra en la figura
(c) a la dreta.
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Conclusions
La principal motivacio´ d’aquesta tesi ha estat d’intentar entendre els mecan-ismes fı´sics que regeixen la dina`mica d’interfı´cies en medis desordenats.
Els nostres estudis s’han centrat principalment en el problema d’un fluid que
avanc¸a a trave´s d’un medi poro´s tipus cel·la de Hele-Shaw o d’un microcanal,
centrant-nos en estudiar tant la morfologia com la dina`mica de la interfı´cie
lı´quid/aire.
Els resultats presentats en aquesta tesi han mostrat que les propietas
d’escala dels fronts d’imbibicio´ es veuen a`mpliament afectats pels para`metres
fı´sics del sistema. Per exemple, diferents tipus d’escalament com ara el super-
rugo´s o l’ano`mal intrı´nsec poden ser observats en un experiment d’imbibicio´
esponta`nia simplement canviant la pressio´ aplicada. Aixo` e´s principalment
degut a la prese`ncia de longituds de separacio´ que canvien amb el temps,
donant lloc a una rica varietat d’exponents d’escala.
D’altra banda, la dina`mica complexa descrita en termes d’allaus ha estat
estudiada en el lı´mit de velocitats molt baixes, on hom espera que les cor-
relacions divergeixin. E´s important fer notar que aquest lı´mit mai havia estat
estudiat en un model no-local com aquell que descriu la imbibicio´. Els nostres
resultats, tant teo`rics com nume`rics, mostren que les fluctuacions interficials
en el punt crı´tic ve´nen descrites per un terme de soroll que de forma efec-
tiva e´s columnar. Aquesta suposicio´ ens ha perme`s el·laborar tota una teoria
d’escala que ha estat comprovada amb simulacions nume`riques. Finalment,
tambe´ hem estudiat la dina`mica de fronts microfluı´dics obtenint un bon ajust
entre resultats nume`rics i experimentals duts a terme en un microcanal.
Per acabar, e´s important de remarcar que els resultats nume`rics obtinguts
utilitzant un model de camp de fase estan en molt bon acord amb experiments
realitzats en una cel·la de Hele-Shaw, la qual cosa indica que els models de
camp de fase so´n una eina molt potent per aquest tipus de problemes.
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A
Projection to an interface equation from the phase field
model
In this Appendix we discuss the details of the sharp interface projection to
obtain the linearized interface equation, Eq. (4.22), from the phase field model
equation:
∂f
∂t
= ∇M(f)∇µ. (A.1)
We focus on the spontaneous imbibition case where the chemical potential is
kept constant at the origin of the system. For a derivation of the interface
equation in forced-flow imbibition see [84].
The procedure will be the same as in the macroscopic model resolution,
based on a Green’s formalism. Since the mobility parameter M(f) depends
on the phase field, our starting point is the following identity
∇￿
h
G(r|r￿)M∇￿µ(r￿)
i
−M∇￿
h
µ(r￿)∇￿G(r|r￿)
i
=
G(r|r￿)∇￿M∇￿µ(r￿)−Mµ(r￿)∇2G(r|r￿), (A.2)
where the Green function is defined as
−∇2G(r|r￿) = d(r− r￿), (A.3)
in the positive half-planeW = {x, y > 0}with homogeneous Dirichlet bound-
ary conditions, and has the explicit expression:
G(x, y|x￿, y￿) = 1
4p
ln
"
(x− x￿)2 + (y+ y￿)2
(x− x￿)2 + (y− y￿)2
#
. (A.4)
Integrate now Eq. (A.2) over the volume W and take into account that M = 1
in the liquid volume WL and M = 0 in the air volume WA. The resulting
equation reads
Z
W
dr￿
q
det(g￿)G(r|r￿)∂f(r
￿, t)
∂t
= −1
2
µ(r) +L, (A.5)
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where g represents the metric of the coordinate system, and the surface term
L is given by
L =
Z
SL
ds · µ(r￿)∇￿G(r|r￿). (A.6)
As it occurred during the resolution of the macroscopic model, the factor 1/2
in the chemical potential term comes from the integralZ
WL
dr￿µ(r￿)d(r− r￿), (A.7)
which is evaluated only over the liquid volume.
The next step is to consider a single-valued interface h(x, t) and transform to
a coordinate systemmoving with the interface position, given by an arc length
coordinate s and a perpendicular coordinate u, so that the interface position
corresponds to the points where f(s, u = 0) = 0.
A.1
Curvilinear coordinates
The Cartesian coordinates r = (x, y) are connected to a curvilinear system
through the relationship
r = R(s) + unˆ(s), (A.8)
where nˆ is the normal vector and R is the distance from the origin of the (x, y)
coordinate system to a position along the interface. The metric for the coordi-
nate transformation can be obtained using
∂r
∂u
=nˆ (A.9)
∂r
∂s
=tˆ(1+ uk), (A.10)
where tˆ is tangent to the interface and k is the curvature defined as ∂q/∂s,
being q the angle between the y axis and the normal. The metric of the trans-
formation is then
g =
∑
1 0
0 (1+ uk)2
∏
(A.11)
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obtaining a Jacobian J =
p
det(g) = 1 + uk. Therefore, we can obtain the
Laplacian, expressed in the small curvature approximation, as
∇2 ￿ ∂
2
∂u2
+
∂2
∂s2
+ k
∂
∂u
. (A.12)
A.2
The sharp interface projection
We want to project Eq.(A.5) to the interface position. To this end, we shall
assume that near the interface, the phase field can be approached by the equi-
librium 1D kink solution given by
∂2uf0 = V￿(f0). (A.13)
In the sharp interface limit, e → 0, the above solution has the propertie that
∂uf0(u)→ −2d(u). Therefore, multiplying Eq. (A.5) by ∂uf0(u) and integrat-
ing along u we obtain
4
Z
ds￿G(s, 0; s￿, 0)vn(s￿) = sk + x(s, 0) + 2L|u=0, (A.14)
where s is the surface tension defined by Eq. (4.44). We have also used
the Gibbs-Thomson relation for the chemical potential, Eq. (4.37), and that
∂tf(s, u, t) = −vn(s)∂uf. Transforming back to the Cartesian coordinate sys-
tem using dsvn(s) = dx∂th(x, t) we finally arrive to the interface equationZ
dx￿G(x, h|x￿, h￿)∂th(x￿, t) = 14
h
sk + x(x, h)
i
+ (A.15)Z
dx￿ 1
2
h
sk + x(x￿, h￿)
i
∂y￿G(x, h|x￿, h￿) + µa2
Z
dx￿∂y￿G(x, h|x￿, 0).
where we have imposed the spontaneous imbibition boundary condition for
the chemical potential: µ(x, y = 0) = µa.
The linearized interface equation
Equation (A.15) is a nonlocal integro-differential equation which describes the
interface fluctuations. If we linearize it around themean value of the interface,
h(x, t) ￿ H(t)+ dh, and then transforming to the Fourier space, we obtain that
∂t hˆk =
1+ e−2|k|H
1− e−2|k|H
|k|
2
h
− sk2hˆk − 2H˙hˆk + xˆk
i
+ d(k)
"
µa
2H
+ H˙
#
(A.16)
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which is the same equation derived from themacroscopicmodel [cf. Eq. (4.21)]
taking into account that K0 = M/2f2e = 1/2. If we take the limit |k|H ￿ 1 we
then recover the linearized interface equation, Eq. (4.22).
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