Abstract-In brain-computer interface (BCI) research, there must be a trade-off between accuracy and speed of the BCI system, especially those based on event-related potentials (ERPs). This paper proposes a novel method which can significantly increase the spelling bit rate while also maintaining the desired accuracy. We provide an adaptive real-time stopping method based on the scores of ensemble support vector machine classifiers. We apply a criteria assessment process on the classifiers' scores to dynamically stop the ERP-evoked paradigms at any flashing sequence. Our experiments were conducted on three different P300-Speller data sets (BCI Competition II, BCI Competition III and Akimpech). Our proposed framework significantly outperformed the related state-of-the-art studies in terms of character output accuracy and elicitation bit rate rise between static and dynamic stopping schemes. We improve the average bit rate by over 80% while perfectly maintaining the best original static accuracy of over 96%.
I. INTRODUCTION
Brain-computer interface (BCI) systems are used as a thought-interpreting device for people with severe motor impairments, such as amyotrophic lateral sclerosis (ALS) [1] . These systems help people to indicate their intentions, spellings or to control a specific device, such as a wheelchair [2] or cursor [3] . Electroencephalography (EEG) is used as the principle means of recording brain signals. EEG's P300 responses were proved to be the reliable and robust eventrelated potentials (ERPs). ERPs are present in EEG when the subject notices a low-probability (or less frequent) stimulus, called the target. The target stimuli are mixed with highprobability non-target ones. As target and non-target stimulus result in two different brain patterns, BCI systems can exploit this characteristic to indicate the subject's focused target on the computer or device's control screen. For instance, when the subject's eyes notice a flash (stimulus) on the screen, a P300 response is produced in his/her EEG as a positive voltage peak occurred approximately 300 ms after the stimulus onset. The problem of an ERPs-based BCI therefore, can be defined as a task of binary pattern classification between P300 and non-P300 responses.
Farwell et al [4] first proposed the conventional 36-letter P300-Speller (P3-S) to take advantage on P300 responses, using the so-called oddball paradigm. Since then, numerous improvements were made mostly based on their original work to boost up the performance of the P3-S, including modifications on classification algorithms, electrode channel selection, flashing paradigms, language model (LM) integrations and feature extraction frameworks. All of the mentioned works deal with a fixed number of P3-S stimulus flashing repetition, or static stopping (SS). Experimental time for these schemes is also fixed for each character spelling session, while the accuracy may vary between sessions due to the inconsistency of the subjects' concentration (eye blinks, muscle movements, fatigue) [5] . The resulted classification accuracy may be far too redundant or not sufficient depending on different spelling sessions.
Dynamic stopping (DS) emerged as a powerful approach [6] to increase the elicitation bit rate of a P300-based BCI, while preserving a pre-defined set of rules to maintain a desired accuracy. The P3-S flashing paradigm with DS is not constrained to a fixed number of stimuli iteration. In DS, some qualification thresholds are applied for real-time EEG processing to terminate the flashing of a spelling session at any time. This method can solve two main problems of P300-based BCI. First, economical BCI systems with poor electrode quality can obtain the accuracy as high as those of good devices. Second, more practical applications of P3-S with high accuracy for severely disabled patients are achieved. Those two problems deal with the same issue of EEG signal quality, as the poor recordings may incur due to the electrode quality or the subjects' concentration level. A thorough research and comparison between different dynamic stopping methods were presented by M. Schreuder et al [6] .
Our main contributions:
• Conduct real-time statistical analysis on the margins of the ensemble classifiers' scores and its effects on P3-S performance.
• Propose a novel dynamic stopping method based on ensemble Support Vector Machine scores.
• Illustrate the superior performance of our proposed method as compared to the previously related studies by conducting the experiments on 3 different public P3-S data sets.
II. PROPOSED DYNAMIC STOPPING METHOD A. P3-S Paradigm
We adopt the P3-S which is similar to the original work of Farwell et al [4] . This P3-S contains L = 36 possibly spelled characters, flashes in row-column paradigm, thus results in 12 row/column intensifications per sequence s. The maximum sequence S is set to 15.
B. Data Sets
We conduct our experiments on three different P300 data sets, named BCI Competition II (BCI II) [7] , BCI Competition III (BCI III) [8] , and Akimpech [9] . The summary and configuration of the data sets used in our experiments are described in Table I . 
C. Mathematical Model
The fundamental basis of Support Vector Machine (SVM) [10] is based on the so-called support vectors, which are used to construct the hyperplane separating two classes of data samples. In P300-based BCI, SVM proves to be an efficient algorithm [7] . To further improve the performance of P3-S using SVM, one can divide the training sets into smaller partitions, resulting in multiple SVM classifiers, or ensemble SVM (eSVM). These classifiers independently separate the data classes, thus they may output contradicting results. The resulted scores of eSVM classifiers are joined together in a combination scheme to get the final unified output. This proves to be an efficient algorithm as compared to the original SVM [8] .
For each training set of N labeled characters, we divide it into P smaller partitions, resulting in P separate classifiers. Each training set is used to classify T test characters. Indeed, clustering the training samples which have similar noisy components, or "homogeneous" characteristics, into the same group can improve the testing accuracy. However, the time chronology of the spelled characters is scrambled for the BCI competition's purpose. As a consequence, we use a naive dividing scheme that we group the training samples consecutively by the given numeral order.
The SVM score f p function of a test input vector x for an SVM classifier trained on partition p is denoted as:
where w p , b p are the parameters achieved after the SVM training process on partition p.
Let x R (s, i) and x C (s, i) denote the post-stimulus vector of the current s th flashing sequence (where s ∈ [1, · · · , S]) of a specific row or column i (where i ∈ [1, · · · , 6]). We compute the summed score over all classifiers of each row/column as:
The purpose of P300-based classification algorithms is to determine a specific pair of row/column which yields the highest positive scores over the possibly 36 combinations. The recognized pair of row/column candidate after s flashing sequence is therefore denoted as:
In this paper, we use a voting strategy for ensemble classifiers as one of the real-time stopping criteria. Let V (s) ∈ R 6×6 be the voting count for each character element after s flashing sequence. Each element in V can be presented as:
where v p (s, i, j) is the voting function over P partitions for a particular character in P3-S and is defined by:
D. Real-time Dynamic Stopping Framework
We propose a real-time DS framework based on the mathematical notations presented in the previous section. The P3-S flashing paradigm is implemented by an only sequence of 12 flashes (of 12 rows/columns) before the DS criteria qualification process. After this process, the spelling session is stopped at the current sequence s if all of the following conditions are satisfied:
1) Condition 1:
We use the notation F 
2) Condition 2:
where
Condition 2 checks the margin between the highest and the average score of all rows/columns. The parameters γ 
3) Condition 3:
Condition 3 validates the voting count of the highest-vote character candidate over P classifiers. As a consequence 3 can be chosen in the range of [1 · · · P ].
Due to the limited scope of this paper, we do not show our analysis on parameters selection of 1 , 2 and 3 . By conducting the cross-validation on these parameters and observing the outcome, we finally choose 1 = 0.75; 2 = 1.00 and 3 = P/3. It should be noticed that increasing these parameters results in a higher accuracy but also more required flashing time. A harmonized trade-off between accuracy and time should be considered and we choose the scheme with the possibly highest accuracy.
III. EXPERIMENTAL RESULTS
In ERP-based BCI, the accuracy (A) is computed as the correct classification over the total number of sessions:
The theoretical bit rate (BR) is taken into account for measuring P3-S communication speed as [15] :
where s is the number of flashing sequences, ISI is the interstimulus interval and B is the bits transmitted per trial:
Our results are shown in Fig. 1 . The plots show the classification accuracy and bit rate versus number of flashing sequences of the SS and DS methods applied on the same eSVM algorithm. Our SS accuracies (%) and bit rates (bits/min) for a full 15-sequence paradigm of BCI II, BCI III, and Akimpech are 100.00, 9.85; 97.00, 9.18 and 98.30, 13.2 respectively. When using DS, the overall accuracies (with respect to sequences) always rise as compared to SS. In all three data sets, our maximum DS accuracies which were equal to those of 15-sequence SS are always reached at lower sequences, i.e, 7.74; 10.28 and 7.67 sequences. These low numbers of sequences significantly reduce the time needed for each spelling session, therefore also increase the bit rates to 19.08; 13.41 and 25.86, resulting in an overall increase of 80% in bit rate. Table II shows the comparison between our work with other related studies which also use DS for P3-S in their approach. Our method outperformed all of the mentioned works in terms of DS accuracy, as it can maintain the original SS best accuracy (96.37%) with a much higher bit rate. With regards to Clements [13] and Mainsah [1] , they obtained a great rise of bit rates (+145.2% to +274%) as their original SS accuracies and bit rates are relatively too low. This demonstrates that DS methods, in general, have powerful capability to increase the P3-S efficiency. It should be noted that the SS accuracy is already relatively high in our study. Therefore our accuracy rise figure may not be as significant as compared to the others' works, since they achieved much lower SS accuracies (42.8 to 81.57%), except Lenhardt [11] . However, the DS accuracy of Lenhardt's work was deteriorated from 97.0% to 87.5% when using DS algorithm. In the work of Kindermans [14] , they also use the same data sets like those in our work and managed to achieve high DS accuracies of 94.99%. The bit rates were not taken into their analysis as they used symbol per min (SPM) figure, since it is more appropriate for their proposed language model with error-correction method. Interestingly, our adaptive DS method can be used with a language model to further improve the performance.
IV. CONCLUSION
We proposed a novel and adaptive dynamic stopping method for a P3-S, based on eSVM scores analysis to significantly increase the spelling bit rates by over 80%, while also preserving the original static accuracy of over 96% using the same classification algorithm. This method can be applied with other classification algorithms and used with an error-correction language model to obtain better performance. Searching for more stopping criteria based on our proposed method, or conducting tuning analysis on criteria parameters are the possible future research gaps which can further boost the P3-S performance.
