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1. Вступ
Економічне зростання та процвітання будь-якої держави значною мірою
залежить від розвитку науки, техніки, технологій, ефективності продуктивних 
сил суспільства тощо. Безумовно науково-технічний прогрес не можливий без 
забезпечення якості та результативності наукових досліджень. Тому створення 
критеріїв оцінювання науково-дослідної діяльності, виокремлення на аналіз 
наукових напрямів, в яких тісно співпрацюють науковці, є важливими 
завданнями для наукових та освітніх установ, компаній, які займаються 
створенням наукомістких технологій, а також держави в цілому.  
Для того, щоб ефективно оцінити якість науково-дослідної роботи в межах 
університету, регіону або держави, необхідно в першу чергу визначити зв’язки 
між всіма науковими публікаціями за допомогою цитувань між цими 
публікаціями. Ідентифіковані зв’язки між науковими публікаціями відкривають 
можливості для кластеризації цих публікацій за науковими напрямами. Кожен 
науковий напрям включатиме в такому випадку певну кількість авторів 
публікацій, які належать до конкретного напряму або кластеру. Таким чином, 
можна поставити у відповідність конкретному автору певну кількість напрямів 
досліджень, тобто провести ідентифікацію напрямів досліджень авторів. 
Потенціал наукового напряму визначатиметься оцінкою результатів науково-
дослідної діяльності науковців, які до даного напряму належать. По суті 
кластери або напрями наукових досліджень можна розглядати як динамічні 
об’єкти, які мають історію розвитку та передбачуваний потенціал.  
Завдання побудови методу ідентифікації напрямів досліджень науковців та 
кластерний аналіз наукових публікацій є актуальними для виявлення 
перспективних напрямів наукових досліджень, які формуються або активно 






здійснювати управління фінансовими та організаційними складовими розвитку 
конкретних наукових напрямів на рівні держави. Також це дозволить 
підтримувати напрями, які є визначальними в стратегії науково-технічного 
розвитку, залучати міжнародні гранти, формувати консорціуми для проведення 
досліджень тощо.  
 
2. Аналіз літературних даних і постановка проблеми 
Під ідентифікацією напрямів досліджень науковців будемо вважати процес 
встановлення відповідності між конкретним науковцем та науковими напряма-
ми. Задача ідентифікації напрямів досліджень науковців активно розглядається 
в науковому середовищі. Наприклад, в роботі [1] дана задача вирішується шля-
хом побудови методів визначення напрямів наукової діяльності на основі аналі-
зу ключових слів публікацій. Проте в роботі [1] автори виділяють публікації, 
які містять спільні ключові слова і словосполучення, але не враховують інші 
можливі зв’язки між цими публікаціями: цитування, подібність контенту статей 
тощо. В роботі [2] запропоновано методи використання бібліометричних ознак 
наукових робіт для кластеризації авторів цих робіт за напрямами наукових дос-
ліджень. Також в роботі [2] розглядається задача визначення нових напрямів 
наукових досліджень шляхом побудови графу цитування (co-citation graph) між 
публікаціями науковців різних країн. В роботі [3] описана технологія класифі-
кації об’єктів адаптованим методом класифікації, в якому використовується 
спеціальна функція відстані, яка дозволяє враховувати декілька ознак об’єкта. 
Дана технологія дозволяє здійснювати параметричне керування розбиттям від-
повідно до важливості ознак. Цей підхід має важливе значення для класифікації 
різноманітних соціальних явищ. Метод, який описано в роботі [3], може бути 
використано і для задачі розподілу науковців за напрямами досліджень.   
Задачею, яка пов’язана з задачею ідентифікації наукових напрямів, є вияв-
лення колективів авторів, які працюють в конкретному науковому напрямі. Ме-
тод виявлення колективів науковців на основі аналізу подібності текстів науко-
вих робіт розглянуто в роботі [4]. Проте в роботі [4] не враховано, що до певно-
го наукового напряму можуть належати одразу кілька колективів авторів.  
В роботі [5] описано метод визначення ступеня подібності наукових текс-
тів на основі методу локально-чутливого хешування для знаходження неповних 
дублікатів у наукових роботах. Ця задача може бути використана для встанов-
лення подібності між публікаціями на етапі кластеризації цих публікацій. В ро-
боті [6] наведено концептуальну модель автоматизованої системи знаходження 
неповних дублікатів, що використовується для впровадження методів, розгля-
нутих в роботі [5]. Дана концептуальна модель може бути використана для реа-
лізації методу кластеризації наукових публікацій, що базується на аналізі поді-
бностей контенту цих публікацій. 
 Для проведення кластерного аналізу публікацій зручно використовувати 
граф цитування (co-citation graph). В роботі [7] розглядаються методи інтелек-
туального аналізу даних, які представляються за допомогою графів, зокрема 
кластеризації графа цитування. Задача кластеризації графу досить широко дос-







розв’язання задачі кластеризації графу є алгоритм Louvain, який описано в ро-
боті [8]. Цей алгоритм реалізує метод максимізації модулярності графа та може 
бути застосований для швидкої кластеризації графів великої розмірності. Даний 
алгоритм може бути корисним для кластеризації графів цитувань, оскільки ці 
графи характеризуються значною кількістю вершин і дуг. При проведенні про-
цедури кластеризації графа необхідно враховувати проблему недостатньої стій-
кості кластерів, структура яких змінюється із плином часу. В роботі [9] запро-
поновано метод визначення кумулятивних ядер, використання яких сприяє під-
вищенню стійкості кластеризації. В роботі [10] також розглядаються питання 
стійкості кластеризації графів та запропоновано інший метод для вирішення ці-
єї проблеми, а саме: знаходження стійких ансамблів шляхом здійснення послі-
довних кластеризацій графу. В роботі [11] запропоновано метод кластеризації 
даних BIRCH (Balanced Interval Reducing and Clustering using Hierarchies), який 
дозволяє мінімізувати кількість звертань до бази даних. Його застосування є 
доцільним при обробці великих об’ємів даних, зокрема у випадку коли база да-
них містить значну кількість публікацій, які необхідно кластеризувати. 
Побудова напрямів наукової діяльності, в рамках яких співпрацюють нау-
ковці на основі кластеризації публікацій та ідентифікації напрямків досліджень 
науковців, є важливою задачею для наукових та освітніх установ. Ця задача 
може бути використана для проведення оцінки діяльності наукових установ та 
прогнозування перспектив розвитку установ з урахуванням наявних ресурсів. В 
роботі [12] розглядається проблема побудови таких моделей. В роботі [13] по-
будована параметрична модель, що забезпечує прогнозування та оцінку функ-
ціонування наукових та освітніх установ на основі перерозподілу наявних ресу-
рсів. В роботі [14] наведено огляд традиційних методів оцінювання результатів 
наукової діяльності науковців на основі аналізу цитування публікацій цих нау-
ковців. Також в роботі [14]  пропонуються скалярні та векторний методи оці-
нювання результатів наукової діяльності. Ці методи можуть бути застосовані 
для оцінювання результатів наукової діяльності науковців, що працюють в пев-
ному науковому напрямі та відповідного наукового напряму в цілому. 
 
3. Ціль і задачі дослідження 
Ціллю дослідження є проведення групування науковців для виявлення 
напрямів, в яких групи науковців тісно співпрацюють, використовуючи 
результати наукової діяльності цих науковців: публікаційна активність, 
цитування публікацій тощо. Ідентифікація напрямів досліджень науковців 
дозволить оцінити вклад кожного з них в розвиток відповідного напряму. 
Також результати ідентифікації дозволять оцінити напрям як окремий об’єкт, 
проаналізувавши історію його розвитку.  
Для досягнення мети були поставлені такі завдання: 
– побудова методу кластеризації публікацій науковців; 
– побудова методу ідентифікації досліджень науковців на основі 








4. Метод кластеризації публікацій науковців за науковими напрямами  
Нехай A={a1,a2,…,an} – деяка множина науковців, n – кількість науковців, а 
P={p1,p2,…,pm} – множина публікацій, які опубліковані даними науковцями,  
m – кількість публікацій. Також нехай задано деякий метричний простір, який 
представляє собою пару (P,g), де P – множина публікацій, які опубліковані 
науковцями із множини A, а g – відстань між елементами множини P, яка 
визначається як відображення з множини декартового квадрату множини P на 
множину дійсних чисел, тобто:  
 
g: PPR,       (1) 
 
де R – множина дійсних чисел. 
Іншими словами, відстань між публікаціями представляє собою таку 
невід’ємну функцію 
i jg(p ,p ) 0 , i 1,m , j 1,m , яка визначена для довільних 
i jp ,p P . Причому для функції g(pi,pj) виконуються аксіоми метрики: аксіома 
тотожності (2), аксіома симетрії (3) та нерівність трикутника (4) : 
 
i jg(p ,p ) 0 i j   ,           (2) 
 
i j j ig(p ,p ) g(p ,p ) , i jp ,p P  ,          (3) 
 
i j i e e jg(p ,p ) g(p ,p ) g(p ,p )  , i j ep ,p ,p P  ,      (4) 
 
Розглянемо способи визначення відстані між публікаціями.  
Cпосіб визначення відстані із врахуванням цитування між публікаціями. 
Нехай множина C P P   задає відношення цитування між публікаціями 
науковців. Взаємозв’язок між публікаціями та їх цитуваннями можна 
відобразити у вигляді орієнтованого графа (P, C), де публікації з множини P є 
вершинами, а цитування С – дугами графа. На рис. 1 зображено вигляд такого 









Рис. 1. Граф (P, C), який задає зв'язок між публікаціями p1,p2,…p11 та 
цитуваннями (дуги графа) 
 
Як відомо, маршрутом між вершинами pi та pj у графі називається 
послідовність таких вершин 
0 1 ui i i i j
p p , p , ... , p p  , i0<i1<…<iu, uN  кожна із 
яких, крім останньої, з’єднана із наступною вершиною ребром або дугою.  
Довжина маршруту є рівною кількості дуг у цьому маршруті. Відповідно 
мінімальним маршрутом між заданими вершинами є маршрут із найменшою 
довжиною [7]. 
Для задання відстані між публікаціями можна використати довжину 
мінімального маршруту між відповідними вершинами графу (P, C). Якщо ж між 
вершинами не існує маршруту, то відстань будемо вважати якзавгодно 
великою.  
Cпосіб визначення відстані між публікаціями на основі ступеня 
близькості за змістом анотацій цих публікацій. Для визначення ступеня 
близькості публікацій за змістом будемо здійснювати порівняння не всього 
тексту публікацій, а тільки анотацій цих публікацій. Даний спосіб базується на 
припущенні, що анотації наукових публікацій, які належать до одного і того ж 
наукового напряму будуть містити одні і ті ж поняття та ключові слова, тобто 
будуть достатньо близькі за змістом. Метод визначення близькості між 
фрагментами текстової інформації, але в застосуванні до задачі пошуку 
неповних дублікатів описано в роботах [5, 6].  
На відміну від повного аналізу тексту публікацій, порівняння анотацій з  
метою визначення відстані між публікаціями має такі переваги: 
1. Анотації мають значно менший обсяг, а тому знаходження відстані між 






2. Анотації можна отримати із більшої кількості відкритих джерел, ніж 
повний текст публікації.  
3. Анотація містить інформацію переважно в текстовому вигляді. А 
контент наукових публікацій може включати таблиці, математичні формули, 
графічні зображення. Наявність значної кількості таких об’єктів  ускладнює 
задачу порівняння публікацій між собою.  
4. Значна частина публікації містить викладки авторського матеріалу який 
є унікальним. Якщо знаходити близькість між повним текстом двох публікацій 
на одну тему, то величина відстані між цими публікаціями ймовірно буде 
великою.  
5. Анотація відображає основний зміст наукової публікації. 
Нехай задана анотація S, яка представляє собою фрагмент тексту, що 
складається зі слів. Слово представляє собою деяку послідовність символів, які 
належать до скінченного алфавіту A . Позначимо слова через nS
 , 
nS S
 , n N  – 
порядковий номер слова, β – довжина слова. Тоді довільне слово  задається у 
вигляді: 
 
 n 1 2S t , t , , t

 ,           (5) 
 
де 
jt A , jt C , j 1,  , C  – всі небуквенні символи. 
Задамо перелік стоп-слів і побудуємо послідовності слів анотації S в 
канонізованій формі, тобто  
 
 w1 21 2 wW S ,S , ,S  ,          (6) 
  
де βj, j 1,w  – довжини слів, а w – кількість слів. 
Далі на основі методу плинного вікна [5] побудуємо сукупність 
послідовностей  
 
F(W)={E1,E2,…,Ew-ω +1},          (7) 
  
які складаються з фіксованої кількості слів в канонізованій формі ω, ω<w. 
Причому кожна наступна послідовність будується з попередньої зі зсувом на 
одне слово, яке обирається з послідовності W.  
Перетворимо сукупність послідовністей F(W) таким чином, щоб кожна 
послідовність Ei  представлялась однозначно бітовим рядком, i 1,w 1  . Це 
можна зробити, використовуючи метод локально-чутливого хешування. В 
результаті отримаємо сукупність бітових рядків  
 








де I(Ei) – елемент індексу, що задає бітовий рядок, який однозначно 
представляє послідовність Ei, i 1,w 1  . 
Кожний елемент індексу I(Ei) матиме вигляд: 
 
I(Ei)={δi1, δi2,…, δic},           (9) 
 
де  ix 0,1  , i 1,w 1  , x 1,c , c – кількість бітів, що утворює бітову 
послідовність  I(Ei). 
Нехай S
*
={S1,S2,…,Sm}  – множина анотацій наукових публікацій p1, p2,…, 
pm. Для кожного елемента множини S
* 
для q 1,m  побудуємо сукупність 
елементів індексів за формулою (8). В результаті отримаємо: 
 
        q q q q1 2 w 1W I E ,I E , ,I E   ,               (10) 
 
де  qW  – сукупність елементів індексів для кожної анотації з множини S*. 
За методом локально-чутливого хешування, відповідно до методу, що 
описано в роботі [5], визначимо елементи індексу: 
 
   q q q qi i1 i2 icI E , , ,    ,                 (11) 
 
де  qix 0,1  , i 1,w 1  , x 1,c , q 1,m . 
Відстань між анотаціями в такому разі може бути розрахована на основі 
відстані Хеммінга між всіма елементами кожного індексу цих анотацій. Отже 











   
 
   

  ,              (12) 
 
де  H S ,S   – відстань Хеммінга між анотаціями Sσ та Sτ , ix
  та ix
  – біти 
елементів індексів відповідних сукупностей   W  та  W ,    , 
 1,2, ,m ,  1,2, ,m . 
Відстань між публікаціями будемо вважати рівною відстані між 
анотаціями цих статей, тобто  
 
 g(p ,p ) H S ,S    ,                 (13) 
 
де Sσ та Sτ – анотації публікацій, які порівнюються,    . 
Слід зазначити, що для виконання аксіом метрики необхідно, щоб 






анотацій Sσ та Sτ з нульовою відстанню Хеммінга, тобто якщо    , то  
 H S ,S 0   . Справді, не можуть існувати різні публікації з ідентичними 
анотаціями. Cпівпадіння анотацій для різних публікацій можна вважати 
плагіатом. 
Після того, як було визначено спосіб розрахунку відстаней між 
публікаціями, можна перейти до процедури кластеризації цих публікацій. 
Постановка задачі кластеризації публікацій. Нехай задано метричний 
простір (P,g). Необхідно розбити множину публікацій P на деяку кількість 
підмножин, які між собою не перетинаються. Такі підмножини множини P 
називаються кластерами. Позначимо множину кластерів через Y={y1,y2,…,yz}, 
де z – кількість кластерів, на які розбивається множина P. Для задання множини 
кластерів Y мають виконуватися такі умови: 







2. Кожна публікація належить єдиному кластеру, тобто 
i jy Øy  , 
i j  . 
3. В кожному кластері об’єднані достатньо близькі (в розумінні відста- 
ні g) публікації. 
Слід зазначити, що у випадку розрахунку відстаней між публікаціями за 
описаними вище способами існує можливість виникнення, так званих, 
ізольованих публікацій. Ізольованою будемо називати таку публікацію, 
відстань від якої до будь-якої іншої публікації з множини P є нескінченною.  
Згідно з означенням кластера жодна інша публікація не може належати 
кластеру, якому належить ізольована публікація. Це призводить до виникнення 
кластерів, що складаються тільки з однієї публікації. Наявність таких кластерів 
ускладнює подальшу обробку даних та не несе жодної інформації щодо 
напряму наукових досліджень ізольованих публікацій. Тому до проведення 
процедури кластеризації пропонується виключити з розгляду ізольовані 
публікації.  
Методи кластеризації публікацій. Розглянемо методи, які можна 
використати для проведення процедури кластеризації наукових публікацій з 
заданими способами визначення відстані між цими публікаціями.  
Можна виділити окремий клас методів кластеризації, які застосовуються у 
випадку представлення даних у вигляді графу. Основною особливістю 
кластеризації графів є дискретність метричного простору. Відстань можливо 
визначити тільки між вершинами графу та неможливо визначити відстань від 
довільної точки, що не належить графу. Через це багато класичних методів 
кластеризації, таких як с-means, PAM, Hierarchical methods, SOM [15] та ін. 
неможливо застосувати для кластеризації графів, які представляють собою 
зв’язки між науковими публікаціями та цитуваннями. Для кластеризації таких 
графів пропонується використовувати спеціальні методи кластеризації, серед 







графа. Модулярність – це числова оцінка якості розбиття графа на підграфи. 
Модулярність визначається як сума різниць часток дуг у відповідному підграфі 
та квадрату частки дуг, один із кінців яких належить відповідному підграфу. 








   ,                  (14) 
 
де αv – частка цитат, де публікація в якій здійснене дане цитування, або публіка-
ція, на яку здійснене дане цитування належить кластеру yv, тобто    
 
   
 
i i j i v j i j i i v j
v
p P (p ,p ) C,p y ,p P p P (p ,p ) C,p y ,p P
card C
        
  ,  
 
а βv – частка цитат, де публікація в якій здійснене дане цитування і публікація, 
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v
p P (p ,p ) C,p y ,p y
card C
   
  , 
 
card(C) – кількість дуг графа (P,C). 
Першим кроком методу Louvain є початкове розбиття графу таким чином, 
щоб кожна вершина графу утворювала окремий кластер. Такому розбиттю 
відповідає мінімальне значення модулярності. Далі здійснюється ітеративна 
процедура об’єднання кластерів. Кожному такому об’єднанню відповідає 
максимальне збільшення модулярності графу. Об’єднання кластерів 
здійснюється  до тих пір, поки можливе збільшення модулярності графу. Для 
знаходження розв’язку даної оптимізаційної задачі застосовується один із 
імітаційних методів, наприклад метод Монте-Карло.  
Особливістю методу Louvain є те, що він не використовує нейромережі, 
тому потребує навчальних вибірок. Проте метод показав свою ефективність для 
кластеризації графів великої розмірності [8].  
Однією з проблем, яка може виникнути в процесі реалізації процедури 
кластеризації графу, є стійкість розбиття графу на кластери. Ця проблема 
виникає тоді, коли існує декілька способів розбиття, яким відповідають близькі 
значення модулярності. Для вирішення цієї проблеми пропонується 
використовувати відомий метод знаходження стійких ансамблів вершин графу 
(P,С), який описаного в роботі [10].  Фіксування таких ансамблів надає змогу 
будувати стійкі кластери публікацій, тобто вирішує проблему стійкості 
кластеризації. 
Будемо вважати, що початковий граф (P,C) було кластеризовано, 






множини публікацій P на z кластерів. Для графу, який зображено на рис. 1, 
було  виділено z=3 кластери y1,y2,y3. Ці кластери позначені кольорами на рис. 2. 
 
 
Рис. 2. Результати кластеризації графу (P,C) на 3 кластери y1,y2,y3. 
 
Аналіз результатів кластеризації наукових публікацій. В результаті 
проведення процедури кластеризації наукових публікацій отримується 
множина кластерів Y. Потужність множини Y може бути достатньо великою, 
що ускладнює подальший аналіз. Одним зі способів вирішення цієї проблеми є 
укрупнення побудованих кластерів шляхом злиття близьких між собою 
кластерів з невеликою кількістю елементів. Для цього необхідно визначити 
центр ваги кожного з побудованих кластерів.  
Центром ваги кластеру  
k
k k k
k 1 2y p ,p , ,p , k 1,z , називається такий з 
об’єктів кластеру Ω
k











    
 
 ,               (15) 
 
де μk=card(yk) – кількість об’єктів, які належать до кластеру yk, k 1,z . 
На рис. 3 зображено результат об’єднання кластерів, які побудовані за 









Рис. 3. Результати виконання алгоритму об’єднання  побудованих кластерів для 
графу (P,C) 
 
Алгоритм для реалізації такого об’єднання кластерів складається з таких 
кроків: 
1. Встановлюємо лічильник b=0. 
2. Знаходимо центри ваги Ω
k
 кожного з кластерів  
k
k k k
k 1 2y p ,p , ,p . 
3. Розраховуємо відстані між центрами ваги кожного з кластерів. За основу 
можна взяти формулу (13), порівнявши анотації публікацій, які відповідають 
центрам ваги. 
4. Якщо існують такі кластери yk та yl, що відстань між центрами їх ваги не 
перевищує порогового значення δ, тобто виконується умова  k lg ,    , тоді: 
4.1. Збільшуємо лічильник на одиницю: b=b+1. 
4.2. Формуємо новий кластер 
z b k ly y y   . 
4.3. Кластери yk та yl, вилучаються із подальшого розгляду. 
4.4. Знаходимо центр ваги кластера Ωz+b. 
4.5. Використовуючи формулу (13) знаходимо відстані від центра ваги 
кластеру yz+b до центрів ваги інших кластерів y1, y2, …,yz+b-1. 






5. Якщо відстань між центрами ваги кластерів перевищує порогове 
значення для всіх кластерів, тобто не існує таких yk та yl, для яких виконується 
умова  k lg ,    , то виконання алгоритму завершується. 
Слід зазначити, що можуть існувати наукові публікації, які отримані в 
результаті проведення наукових досліджень, що фактично виконуються в 
спільному науковому напрямі, проте з точки зору запропонованих відстаней, ці 
публікації будуть далекі. Існує багато прикладів, коли кілька груп науковців 
отримували однакові результати незалежно один від одного. В цьому випадку 
публікації відповідних досліджень не будуть включати перехресних посилань і 
будуть далекими одні від одних, якщо розраховувати відстані з урахуванням 
цитувань. Тому для вирішення цієї проблеми пропонується розраховувати 
відстані за обома способами. Якщо при кластеризації публікацій відстань 
знаходиться на основі цитувань, то при об’єднанні кластерів відстань необхідно 
знаходити за близькістю змісту анотацій і навпаки.  
 
4. Задача ідентифікації напрямів досліджень науковців 
Встановлення відповідності між кластером, який складається з 
публікацій науковців, та напрямом наукових досліджень. 
Після проведення процедури кластеризації графу (P,C) та об’єднання 
близьких між собою кластерів, необхідно встановити відповідність між 
конкретним кластером та вербальною назвою напряму досліджень, який цей 
кластер представляє. Тобто, якщо Y={y1,y2,…,yz} – побудована множина кластерів 
після застосування одного з алгоритмів кластеризації графу (P,C), а 
 
1 2k k k
Y y ,y , ,y

  – кінцева множина кластерів, яка побудована в результаті 
виконання алгоритму об’єднання близьких кластерів,  jk 1,2, ,z,z 1, ,z    
– індекси елементів кінцевої множини кластерів, h 1,  , ν – кількість об’єднань 
кластерів при виконанні алгоритму об’єднання, ψ – кількість елементів кінцевої 
множини кластерів.  
Кожному кластеру 
1 2k k k
y ,y , ,y

покладемо у відповідність певний 
напрям наукових досліджень. Тобто розглянемо відображення :Y V  , де  
V – множина вербальних назв науково-дослідних напрямів. Наприклад, 
елементами множини V можуть бути напрями: «Математична фізика», «Теорія 
оптимізації», «Комп’ютерні науки» тощо. Для встановлення відповідності Φ 
можна використати експертний підхід. В такому разі експерти прийматимуть 
рішення про встановлення відповідності кожному кластеру відповідного 
напряму, базуючись на списку публікацій кластеру та деяких додаткових 
відомостей, зокрема ключових словах, найбільш вживаних поняттях тощо. 
Ідентифікація напрямів досліджень науковців. 
Нехай A={a1,a2,…,an} – деяка множина науковців, n – кількість науковців, а 
P={p1,p2,…,pm} – множина публікацій, які опубліковані даними науковцями,  
m – кількість публікацій. Позначимо через V={1, 2, …, ψ} множину напрямів 







зазначалося, ідентифікація напрямів досліджень науковців це процес 
встановлення відповідності між конкретним науковцем та науковими 
напрямами, в яких цей науковець працює та публікує в рамках даних напрямів 
наукові публікації. Тобто необхідно знайти відображення :AV. Для 
проведення ідентифікації напрямів досліджень науковців одним зі способів є 
використання інформації щодо публікаційної активності науковців, враховуючи 
побудовану множину кластерів наукових напрямів, до яких ці публікації 
належать. Зрозуміло, що наукові публікації в переважній більшості 
публікуються зі співавторами. Для графу (P,С), який зображено на рис. 2 та рис. 
3 після кластеризації, графічно ідентифікація напрямів досліджень авторів 




Рис. 4. Результати виконання ідентифікації напрямів досліджень науковців на 
прикладі графу (P,C) 
 
Множина напрямів наукових досліджень науковця ai визначається так:  
 
      
h hi k h k i
a y , Øh 1, y P a        ,             (16) 
 
де Θ(ai) – множина напрямів наукових досліджень науковця ai, i 1,n , 
:Y V  . 
Сукупність множин Θ(ai) для всіх науковців є розв’язком задачі 






споріднену задачу знаходження науковців, що здійснюють дослідження у 
заданому напрямі. 
 
5. Обговорення результатів дослідження з кластеризації наукових 
публікацій та ідентифікації напрямів досліджень науковців 
В ході дослідження було проаналізовано відомі методи кластеризації 
наукових публікацій та ідентифікації напрямів досліджень. Аналіз виявив, що 
багато з них, зокрема методи, які описані в роботах [1, 2], обмежені через 
значний вплив на результат кластеризації вибору ключових слів публікацій. Ці 
методи можуть бути застосовані локально для виділення піднапрямів з деякого 
напряму досліджень, проте їх складно застосувати для повномасштабної 
кластеризації всіх публікацій, інформація про які завантажується з 
наукометричних баз даних.  
З метою усунення вказаних недоліків та для ідентифікації напрямів 
досліджень науковців побудовано удосконалений метод кластеризації наукових 
публікацій за напрямами. Задача кластеризації публікацій науковців інколи 
базується на знаходженні відстані між повними текстами публікацій. Зокрема в 
роботі [4] описується застосування повнотекстового аналізу публікацій для 
виявлення колективів авторів, які здійснюють дослідження в галузі фізико-
математичних наук. 
На думку авторів, для знаходження відстані між публікаціями, достатньо 
порівнювати їх анотації. Порівняння анотацій для знаходження відстані між 
публікаціями пояснюється тим, що на відміну від аналізу анотацій, 
повнотекстовий аналіз публікацій вимагає значного обсягу обчислень та 
повного доступу до текстів наукових досліджень. Середній обсяг наукових 
публікацій перевищує 3000 тис. слів, в той же час як середній розмір анотації 
складає 150 слів. Складність знаходження відстані за допомогою методу 
локально-чутливого хешування пропорційна кількості слів. Відповідно 
знаходження відстані між анотаціями здійснюється, в середньому, в 30 разів 
швидше ніж між публікаціями. 
Для експериментального аналізу розробленого методу сформовано базу 
даних з інформацією про 215082 публікації 58834 українських авторів. В 
результаті застосування методу  кластеризації графу цитування було виділено  
близько 20 тисяч кластерів або наукових напрямів. При проведенні процедури 
об’єднання кластерів було виявлено, що зі зменшенням кількості кластерів 
зростає нестабільність кластеризації графу цитування. Причиною 
нестабільності є недостатня зв’язність графу. Для вирішення даної проблеми 
необхідне доповнення вхідних даних публікаціями закордонних авторів. 
Застосування методу об’єднання кластерів, що базується на знаходженні 
відстані між анотаціями, зменшує кількість кластерів або напрямів наукових 
досліджень до близько 500. Це значно спрощує подальший аналіз та 
оцінювання даних напрямів.  
Використання кожного способу окремо приводить до виникнення 
ізольованих кластерів публікацій, які можуть належати до одного і того ж 







досліджують одну тематику, але між їх публікаціями є мало цитувань, або вони 
взагалі відсутні. Аналогічно, враховуючи різні авторські стилі написання, 
існують анотації публікацій, що акцентуються на різних аспектах однієї і тієї ж 
проблеми, а тому вони є достатньо далекими за змістом. Використання обидвох 
способів оцінювання відстані між анотаціями надає змогу більш точно 
визначати публікації що належать до спільного напряму досліджень. 
Основними складнощами, які виникають при ідентифікації напрямів 
досліджень науковців, є: 
1. Повнота відомостей про цитування публікацій є необхідною умовою 
реалізації методу. Саме тому існує необхідність доступу до наукометричних баз 
даних, які містять ці відомості. Враховуючи тенденції впровадження 
національних наукометричних баз даних в Польщі, Росії та ін. державах 
виникає проблема включення до розгляду публікацій іноземних науковців. В 
разі відсутності таких публікацій граф цитування (P,C), є неповним і тому 
виникають незв’язані кластери публікацій, що негативно впливає на результати 
кластеризації наукових публікацій. 
2. Необхідність знаходження локально-чутливого хешу для анотації кожної 
з розглядуваних публікацій та знаходження матриці відстаней між ними. Кожна 
із цих дій має значну обчислювальну складність. Для зменшення навантаження 
на систему пропонується знаходити хеш анотації при додаванні публікації до 
системи, а надалі зберігати його як одну із характеристик цієї публікації.  
3. Визначення порогового значення відстані δ, при якому кластери слід 
об’єднувати. Проблема полягає в тому, що різні галузі характеризуються 
різною теоретичною середньою відстанню між науковими публікаціями.  
4. Побудова відповідності між кластерами публікацій та напрямами 
наукових досліджень потребує залучення експертів. В ході функціонування 
системи виникає база даних основних понять галузі, яка будується на основі 
ключових слів публікацій та термінів, які найчастіше зустрічаються в анотаціях 
цих публікацій.  
Враховуючи вказані складнощі, для кластеризації наукових публікацій 
більш доцільно використовувати відстані між публікаціями, визначені на основі 
цитування. Знаходження таких відстаней потребує меншого обсягу обчислень, 
ніж знаходження відстаней між публікаціями на основі близькості публікацій за 
змістом. Також слід врахувати, що граф зв’язку цитування (P,C) є досить 
розрідженим: з кожної вершини, як правило, виходить близько 10–20 дуг. А 
граф, побудований на основі відстані між анотаціями за змістом, є майже 
повним, тобто кількість ребер що виходить із кожної вершини, трохи менша 
ніж кількість вершин в графі. Кластеризація розрідженого графу є більш 
простою задачею, ніж кластеризація повного. 
При об’єднанні  кластерів, відстань визначається тільки між центрами ваги 
кластерів, яких значно менше ніж публікацій в цілому. Тому на цьому етапі 
більш доцільно застосовувати  метод розрахунку відстаней між анотаціями 
наукових публікацій. В такій послідовності дій кластеризація наукових 






Надалі планується розробити метод для розрахунку короткострокового 
прогнозу приросту зміни інтегральних оцінок наукового напряму. 
Передбачається, що метод, який буде розроблено, може бути використано для 
виявлення перспективних напрямів досліджень. 
 
8. Висновки 
1. Побудовано метод кластеризації наукових публікацій за науковими 
напрямами. Метод використовує представлення публікаційної активності та 
цитування авторів у вигляді орієнтованого графу. Також в методі 
запропоновано кілька способів розрахунку відстані між публікаціями: на основі 
ступеня близькості за змістом анотацій цих публікацій та з врахуванням 
зв’язків цитування між публікаціями. В результаті побудовано множину 
кластерів, кожен з яких містить певну кількість близьких між собою наукових 
публікацій. У зв’язку зі специфікою вхідних даних, в процесі кластеризації 
можуть виникати ізольовані публікації та достатньо близькі кластери, які 
містять невелике число публікацій. Тому запропоновано алгоритм об’єднання 
кластерів, які є близькими та виключення ізольованих публікацій з розгляду.   
2. Для ідентифікації напрямів досліджень науковців запропоновано 
спочатку встановити відповідність між кластерами та відповідними 
вербальними представленнями наукових напрямів, використовуючи експертні 
методи. Після цього стає можливим для кожного науковця сформувати 
множину напрямів наукових досліджень, враховуючи відображення множини 
публікацій науковців на множину наукових напрямів.  
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