Abstract We add to the list of Banach spaces X for which it is known that the space of bounded linear operators on X has a unique maximal ideal. In particular, the result holds if X is a subsymmetric direct sum of p or of the Schlumprecht space S. We also show that two recently identified ideals in L(Jp), where Jp is the pth James space, each contains a unique maximal ideal. , or more generally any Banach space that is complementably minimal. In this paper, we identify a number of Banach spaces X for which M X is the unique maximal ideal in L(X).
M X = {T ∈ L(X) : I X does not factor through T },
where I X is the identity operator on X. Here, for bounded linear operators U and V mapping between Banach spaces, we say that U factors through V if there are bounded linear operators A and B so that U = AV B. Dosev and Johnson [5] observed that if M X is closed under addition, then it is the unique maximal ideal in L(X). Aside from the intrinsic interest in identifying maximal ideals in L(X), this observation is useful in the program to study commutators on Banach spaces. See [3, 5] and the references therein. A substantial list of spaces X for which M X is closed under addition can be found in [7] . Some results since the list was compiled include [4, 15, 18] . In particular, the spaces c 0 , p , L p [0, 1], 1 p ∞, have this property. A more exotic example of a space possessing this property is the Schlumprecht space S [17] , or more generally any Banach space that is complementably minimal. In this paper, we identify a number of Banach spaces X for which M X is the unique maximal ideal in L(X).
Spaces with a boundedly complete FDD
A sequence of finite dimensional subspaces (E n ) of a Banach space E is a finite dimensional decomposition (FDD) of E if every x ∈ E can be written uniquely in the form c 2018 The Edinburgh Mathematical Society Proposition 1.1. Let (E n ) be a boundedly complete FDD of a Banach space E with associated projections (P n ). Assume that M E is closed under addition. Suppose that T n ∈ L(P n E) for all n and sup T n < ∞. Then (I n ) uniformly factor through either (T n ) or (I n − T n ), where I n is the identity operator on P n E.
Proof. As discussed above, there is a predual of E such that each P k is continuous with respect to the weak * -topology on E generated by the predual. The sequence (T n P n ) is uniformly bounded in L(E). Let U be a free ultrafilter on N. Define T : E → E by T x = lim n→U T n P n x, where the limit is taken with respect to the weak * -topology on E. It is clear that T is a bounded linear operator on E. Since M E is closed under addition, either T or I − T does not belong to M E , where I is the identity on E. Without loss of generality, assume that there are A, B ∈ L(E) such that I = AT B. For any x ∈ E and any k ∈ N, since P k is weak * -continuous, P k T Bx = weak * − lim n→U P k T n P n Bx. Since the sequence (P k T n P n Bx) n belongs to the finite dimensional space P k E, P k T Bx = lim n→U P k T n P n Bx in the norm topology. Thus
in the norm topology. Given any m ∈ N, using the fact that P m E is finite dimensional,
We have A n T n B n = I m and
Hence (I n ) factor through (T n ) uniformly.
If (F n ) is a sequence of Banach spaces and (g n ) is an unconditional basis of a Banach space G, let (⊕F n ) G be the space of all sequences (y n ) such that y n ∈ F n for all n and y n g n converges in G. (⊕F n ) G is a Banach space with the norm
Recall that a basic sequence (g n ) is subsymmetric if it is unconditional and equivalent to any of its subsequences.
Proposition 1.2.
Let (E n ) be an FDD of a Banach space E and let (P k ) be the associated projections. Suppose that (g n ) is a subsymmetric basis of a Banach space G and let X = (⊕P n E) G . Denote the identity operators on P n E and X by I n and I, respectively. If T ∈ L(X) and (I n ) uniformly factor through (T nn ), then I factors through T .
Proof. The result essentially follows from [14, Theorem 5] . We will give a brief sketch of the proof. Choose n 1 < n 2 < · · · and uniformly bounded operators A k :
For each j, the sequence ( T ij x ) i converges to 0 for each x ∈ P j E. Hence lim i T ij = 0. By taking a subsequence of (n k ) and making a small perturbation, we may assume that T ni,nj = 0 if i > j. Furthermore, we may assume that
.).
Hence I factors through T . 
where I n and I are the identity operators on P n E and X, respectively. By Proposition 1.2, I factors through
The next corollary is partially known. See [11] for the case (⊕ 2 (n)) c0 , [13] for (⊕ 2 (n)) 1 , [12] for (⊕ 1 (n)) c0 , and [8] for (⊕ ∞ (n)) q , 1 < q < ∞.
is closed under addition. It easily follows that M X is closed under addition. This result is from Kania and Laustsen [8] , who also gave a description of M X as the space of operators that do not fix ∞ (n)s uniformly. It is also known that for
Corollary 1.5. Suppose that 1 < p < ∞ and let H n be the span of the first n Haar functions in
In [6] , it is shown that M E is closed under addition. It is well known that the Haar basis is a boundedly complete basis for
Hence the corollary follows from Theorem 1.3.
Ideals in L(J p )
For 1 < p < ∞, let J p be the pth James space. With the so-called summing norm, J p is the space with a basis (e n ) so that a n e n = sup
where the sum is taken over all sequences of integers 0 = i 0 < i 1 < · · · < i m . It is easy to see that the basis (e n ) is boundedly complete and isometrically spreading: a n e n = a n e kn for any subsequence (k n ) of N. Denote by (e n ) the functionals in J p biorthogonal to (e n ), and by S the summing functional S a n e n = a n . It is well known that S ∈ J p , S = 1 and that J p is the closed linear span of (e n ) ∪ {S}. Thus (e n ) converges weak * to an element e ∈ J p and J p is the closed linear span of J p ∪ {e}. As a consequence, an operator T ∈ L(J p ) is weakly compact if and only if T e ∈ J p . Lemma 2.1. Let (x n ) be a sequence in J p that converges to e in the weak * -topology on J p . For any ε > 0, there exist n 1 < n 2 < · · · and a block basic sequence (y k ) of (e n ) such that
Proof. For any m ∈ N, lim n e m (x n ) = e(e m ) = 0. Thus the lemma follows from a standard blocking argument. See, e.g., the proof of [16, Proposition 1.a.11].
Lemma 2.2. Let j
n=j k +1 a n )e k defines a bounded linear operator on J p with q = 1.
Theorem 2.3. Let T ∈ L(J p ). Then T is weakly compact if and only if I does not factor through T , where I is the identity on J p .
Proof. Clearly, if I factors through T , then T is not weakly compact. Conversely, suppose that T is not weakly compact, then T e / ∈ J p . Write T e = u + ae, where u ∈ J p and a = 0. Denote the basis projections with respect to (e n ) by P n . Let ε > 0 be such that ε < min{|a|/8, (
Since (e n ) converges to e in the weak * topology, (z n ) weak * converges to (I − P j0 ) T e = (I − P j0 ) (u + ae). Observe that P j0 e = weak * -lim n P j0 e n = 0. Thus (z n − (I − P j0 )u) weak * converges to ae. By Lemma 2.1, there exist n 1 < n 2 < · · · and a block basic sequence (y k ) of (e n ) such that
and
On the other hand, let q be the operator defined in Lemma 2.2. Since y k ∈ span(e n )
In particular, the map α :
Hence, given a finitely supported scalar sequence (a k ),
θ is a bounded linear operator since (e n ) is isometrically spreading. By direct verification
Hence I factors through T .
The next theorem follows immediately from Theorems 1.3 and 2.3.
Theorem 2.4. Let (P n ) be the basis projection on J p with respect to the summing basis. Denote P n J p by J p (n). Suppose that G is a Banach space with a subsymmetric basis and let
X = (⊕J p (n)) G . Then M X is
closed under addition and hence is the unique maximal ideal in L(X).
Let X and Y be Banach spaces. Denote by
, and hence so is G Y (X). In the papers [2, 9, 10], the ideal structure of L(J p ) was studied. In particular, it was shown in [2, Theorem 1.2] and the discussion preceding it that the lattice of closed ideals in L(J p ) has at least six distinct elements, namely
Proposition 2.5. Let X be a Banach space and let Y be a complemented subspace of X. Suppose that G Y (X) is an ideal in L(X) and that
M Y = {T ∈ L(Y ) : the identity I ∈ L(Y ) does not factor through T } is closed under addition. Then I = {T ∈ G Y (X) : the identity I ∈ L(Y ) does not factor through T } is the unique maximal ideal in G Y (X).
Proof. Suppose that S, T ∈ I. If S + T / ∈ I, then I = B(S + T )A for some operators
Here, K(J p ) and W(J p ) are the spaces of compact and weakly compact operators on J p , respectively, and 
Corollary 2.6. W(J p ) has a unique maximal ideal, namely
G Gp (J p ) has a unique maximal ideal, namely
We do not know whether
Sums of block complementably minimal spaces
As mentioned in the introduction, M E is the unique maximal ideal in L(E) if E is complementably minimal: every infinite dimensional closed subspace of E contains a further subspace isomorphic to E and complemented in E. In this part, we show that the results work for certain subsymmetric direct sums of some types of block complementably minimal spaces. A normalized basis (e n ) of a Banach space E is said to be block complementably minimal (BCM) if if every block basic sequence (u n ) of (e n ) has a block basic sequence (v n ) such that (v n ) is equivalent to (e n ) and [(v n )] is complemented in E. If (u n ) is a basic sequence, we use the notation (v n ) ≺ (u n ) to indicate that (v n ) is a block basic sequence of (u n ).
Proposition 3.1. Let (e n ) be a normalized BCM basis of a Banach space E. There exists 1 K < ∞ such that for all
a n e n a n v n K a n e n for all finite supported sequence of scalars (a n ), (2) there is a projection P from E onto [(v n )] of norm at most K.
Proof. Let us say that a sequence (v n ) is K-good if it satisfies both conditions (a) and (b). Suppose that the proposition fails. For all
Let K < ∞ and (w n ) ≺ (e n ) be given. Since (e n ) is BCM, there exist M < ∞ and (z n ) ≺ (w n ) such that (z n ) is M -good. In particular, the map j : [(z n )] → [(e n )] determined by jz n = e n is an onto isomorphism such that j , j −1 M . Assuming that the proposition fails, there exists (
Consider the sequence (jv n ) ≺ (x n ). For any finitely supported sequence of scalars (a n ), we have a n jv n j a n v n M a n v n and a n v n j −1 a n jv n M a n jv n .
] be a projection of norm at most K. It is easy to check that the map
Thus, we conclude that (jv n ) ≺ (x n ) is KM 2 -good, contrary to the choice of (x n ). This completes the proof of the Claim.
Using the claim, we can choose normalized sequences (w 
On the other hand, since the basis constant of (w
a n e n .
The preceding inequalities show that the sequence ((w
Since (z n ) is M -good, there is a projection P from E onto [(z n )] with norm at most M . Denote the coordinate projections with respect to the basic sequence
] such that Rz n = 0 for all n > m and that R 2Cm. Take P to be the map P followed by the basis projection from 
Proposition 3.2.
Let (e n ) be a normalized BCM basis of a Banach space E. Suppose that (e n ) is subsymmetric and that there is a constant C < ∞ such that for any normalized block basic sequence (u n ) of (e n ), a n e n C a n u n (3.1)
for any finitely supported sequence of scalars (a n ). There exists a constant M < ∞ such that for any S, T ∈ L(E) with S + T = I, the identity on E, there exist A, B ∈ L(E) such that I = ASB or AT B and A , B M .
Proof. We may assume that (e n ) is 1-subsymmetric. Let K be the constant obtained in Proposition 3.1 and set M = max{2K
2 , 2KC}. There is a subsequence (n k ) of N so that both (Se n k ) and (T e n k ) converge coordinate-wise with respect to (e n ). Since
without loss of generality, we may assume that Se n 2k−1 − Se n 2k 1/2 for all k. Since (Se n 2k−1 − Se n 2k ) converges to 0 coordinate-wise, applying a small perturbation, we may further assume that (Se n 2k−1 − Se n 2k ) is a block basic sequence of (e n ) and that Se n 2k−1 − Se n 2k = λ for all k, where λ 1/2. Set u k = (1/λ)(Se n 2k−1 − Se n 2k ). Then (u k ) is a normalized block basic sequence of (e n ). There exists (v k ) ≺ (u k ) satisfying conditions (a) and (b) of Proposition 3.1. Also, by (3.1), the operator j :
determined by ju k = e n 2k−1 − e n 2k is bounded and has norm at most 2C. Let w k = jv k for all k. Then (w k ) ≺ (e k ). For any finitely supported sequence of scalars (a k ), Hence ASB = I, where A = (1/λ)ΦP and B = iU . Clearly,
This completes the proof of the proposition. 
Proof. The linear operator
cannot be injective. Hence, there exists a normalized vector x in span(e n )
Recall from the paragraph preceding Proposition 1.2 that a bounded linear operator T : (⊕E) F → (⊕E) F has a 'matrix representation' (T mn ), where T mn ∈ L(E) for all m, n. The next result is analogous to Proposition 1.2. However, we can no longer exploit the finite dimensionality of the factor space E in the present case. Hence, a completely different proof is required. Proof. Since (f n ) is subsymmetric, we may assume that T ii = I for all i. We may also assume that both (e n ) and (f n ) are 1-unconditional. Denote the basis projections with respect to (e n ) by (P n ). Let K be the constant obtained in Proposition 3.1. Set ε = (2K) −1 . We will choose vectors x mn ∈ E in order so that x mn is chosen before x m n if m + n < m + n , or if m + n = m + n and m < m . Set r 11 = 0 and let x 11 be a normalized vector in E. Choose s 11 ∈ N so that x 11 − P s11 x 11 < ε/2 1+1 . In general, given (p, q), let M pq be the set of ordered pairs (m, n) preceding (p, q) in the order described above. Suppose that x mn has been chosen for all (m, n) in M pq , along with non-negative integers r mn and s mn . Choose r pq ∈ N so that r pq > s mn and
Apply Lemma 3.3 to obtain a finitely supported normalized vector x pq such that
Finally, choose s pq > r pq such that
In particular, note that r pq < s pq < r p,q+1 , where the second inequality follows from the fact that (p, q) ∈ M p,q+1 . If (m, n) ∈ M pq , then inequality (3.3) applies. On the other hand, if (m, n) = (p, q) and (m, n) / ∈ M pq , then (p, q) ∈ M mn and, in particular, p m + n. Hence s pq < r mn and
Since 1 p p + q, by (3.4), P rpq x pq = P rpq T pp x pq = 0, while x pq = P spqxpq by (3.5) . Hence
Therefore, (x pq ) q ≺ (e n ). For each p ∈ N, let R p : E → E be the contractive projection q (P spq − P rpq ), where the sum is taken with respect to the strong operator topology.
Suppose that y = (y m ) ∈ X, where y m = n a mn x mn for a finitely supported sequence of scalars (a mn ) n . Note that |a mn | = a mn x mn y . Thus, for m = p, 
is the identify operator on X.
Theorem 3.5. Let (e n ) be a normalized subsymmetric BCM basis of a Banach space E. Suppose that there is a constant C < ∞ such that for any normalized block basic sequence (u n ) of (e n ), a n e n C a n u n for any finitely supported sequence of scalars (a n ). Assume that (f n ) is a subsymmetric basis of a Banach space
is closed under addition and hence is the unique maximal ideal in L(X).
Proof. Suppose that S + T / ∈ M X . There are A, B ∈ L(X) such that I X = A (S + T )B. Let (U ij ) and (V ij ) be the matrix representations of ASB and AT B, respectively. Then U ii + V ii = I, the identity on E, for all i. By Proposition 3.2, there is a finite constant M so that for each i, there are Clearly, if E = c 0 or p , 1 p < ∞, then the unit vector basis is normalized subsymmetric and BCM, and condition (3.1) of Proposition 3.2 is satisfied. The same holds if S is the Schlumprecht space; see [1] . In the case where 1 q < ∞ and 1 < p < ∞, Chen et al. [3] showed that M X is the unique maximal ideal in L(X) for X = (⊕ q ) p . Let X be a Banach space. The space X is said to be complementably homogeneous if for any subspace Y of X that is isomorphic to X, there is a subspace Z of Y such that Z is isomorphic to X and Z is complemented in X. An operator T ∈ L(X) is said to be X-strictly singular (X-s.s.) if T |Y is not an isomorphism for any subspace Y of X that is isomorphic to X. If X is complementably homogeneous, there is an alternative description of M X . 
Proof. The inclusion

{T ∈ L(X) : T is X-s.s.} ⊆ M X
is clear. Suppose that X is complementably homogeneous. If T ∈ L(X) is not X-s.s., there exists a subspace Y of X such that T |Y is an isomorphism. Choose a subspace Z of T Y such that Z is isomorphic to X and complemented in X via a bounded projection P . It is clear that Q = (T |Y ) −1 P T is a projection from X onto W = (T |Y ) −1 Z, which is isomorphic to X. If i : Z → X is an isomorphism, then iT Q is the identity map on X. Hence I X factors through T . This proves that M X ⊆ {T ∈ L(X) : T is X-s.s.}.
