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Abstract— MIMO systems using adaptive transmission down
the eigenchannels require the level crossing rate of the eigenvalues
to compute adaptation rates and possibly feedback rates. Exam-
ples of such systems include MIMO systems using singular value
decomposition (SVD) transmission. Similarly, the average fade
durations of the eigenvalues give the average length of time that
a particular constellation is used in adaptive modulation. Other
systems which require the minimum eigenvalue to be above a
certain threshold (for example, channel inversion) can also use
these level crossing rates in system analysis. Hence, in this paper
we derive approximate level crossing rates for the eigenvalues
in the baseline case of an uncorrelated Rayleigh fading channel.
Our results are remarkably accurate and compact and further
improvements are also discussed.
I. INTRODUCTION
In recent years, Multiple Input Multiple Output (MIMO)
systems have received considerable attention as they have
the potential to provide quantum leaps in capacity [1]. To
approach the high performance offered by MIMO systems,
various transmitter and receiver processing methods have
been proposed. The common goal is to use maximally the
wireless link while the time-varying channel is favorable. For
example, adaptive SVD techniques use larger constellations for
eigenchannels with higher power [2]. Such techniques switch
from one constellation to another as the channel eigenval-
ues cross certain thresholds. Hence, the level crossing rates
(LCRs) of the eigenvalues give the adaptation rate of such a
system. Similarly, the average fade durations (AFDs) of the
eigenvalues give the average length of time that a particular
constellation is used in adaptive modulation [3]. Another
MIMO technique that depends on the eigenvalue levels is
channel inversion. The minimum eigenvalue causes transmit
power problems for channel inversion when it drops below a
certain threshold [4]. Again, the LCRs of the eigenvalues give
information about the performance of this technique. Further
applications are discussed in [5] where the related issue of
the joint time-varying behaviour of the channel matrix entries
is considered. Hence, in this paper we derive a compact,
closed-form approximation to the LCR of MIMO eigenvalues
in the baseline case of an independent identically distributed
(i.i.d.) Rayleigh fading channel. We also give the AFDs of
the eigenvalues, the periods of time for which the eigenvalues
remain below a threshold. Our results are very accurate for
small to moderate systems, and further improvements are
possible for larger systems.
TABLE I
EIGENVALUE MEANS
System λ1 λ2 λ3 λ4
(2,2) 3.5 0.5
(2,4) 6.1875 1.8125
(3,3) 6.5208 2.1458 0.3333
(4,4) 9.7723 4.4086 1.5692 0.25
II. MIMO CHANNEL MODEL AND STATIC EIGENVALUE
STATISTICS
In this paper we assume a (nT , nR) MIMO system with
nT transmit and nR receive antennas. The channel matrix H
is an nR × nT complex channel gain matrix containing i.i.d.
complex Gaussian entries with unit magnitude variance. Let
m = min(nR, nT ), n = max(nR, nT ), and the m×m matrix
W be given by
W =
{
H H†, for nR ≤ nT
H† H, for nT < nR
(1)
where † represents the conjugate transpose. Denoting the
ordered eigenvalues of W by λ1 ≥ . . . ≥ λm, the MIMO
channel can be decomposed into m parallel links [1] with
powers given by λ1, . . . , λm. Matrix W is Wishart distributed,
and the joint density of its eigenvalues is [1]
f(λ1, . . . , λm) =
m∏
i=1
[(n− i)!(m− i)!]−1 exp
(
−
m∑
i=1
λi
)
×
m∏
i=1
λn−mi
∏
i<j
(λi − λj)2. (2)
Since (2) is simply a polynomial with exponential terms,
it can be integrated to yield the marginal densities of the
eigenvalues. Expressions become rather cumbersome for m ≥
4, so a symbolic manipulation package is of considerable
utility. Since the marginal densities themselves contain only
polynomial and exponential terms, the mean and variance of
the eigenvalues can be computed exactly. Values are given
in Tables I and II for (2,2), (2,4), (3,3) and (4,4) systems.
Similarly, the densities can be integrated to give the cumulative
distribution functions (cdfs) of the eigenvalues. As an example,
the (2,2) system has eigenvalue densities (f(λ)) and cdfs
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TABLE II
EIGENVALUE VARIANCES
System λ1 λ2 λ3 λ4
(2,2) 3.25 0.25
(2,4) 5.4023 1.0273
(3,3) 5.5135 1.1385 0.1111
(4,4) 7.6392 2.2442 0.5964 0.0625
(F (λ)) given by
f(λ1) = (2− 2λ1 + λ21) exp(−λ1)− 2 exp(−2λ1)
F (λ1) = 1 + exp(−2λ1)− 2 exp(−λ1)− λ21 exp(−λ1)
f(λ2) = 2 exp(−2λ2)
F (λ2) = 1− exp(−2λ2), (3)
where λ1, λ2 ≥ 0. The eigenvalue densities and cdfs for larger
systems can be similarly derived.
Hence, we can see that the static behavior of the eigenvalues
is known in great detail. Conversely, the behavior of the
eigenvalues as the H matrix evolves over time appears to be
virtually unknown, with the exception of the work by Bru [6]
on Brownian motion matrices. When the temporal behavior of
H is of interest we denote the matrix process by H(t) and
its eigenvalues by λi(t). In this paper, we propose to study
the eigenvalue LCRs and AFDs as the elements of the H(t)
matrix follow i.i.d. Jakes processes. Hence, each element is
i.i.d. and shares a common autocorrelation function (ACF)
given by J0(2πfDτ) where fD is the Doppler frequency.
Note that the choice of the Jakes process is not required
for the analysis, but for simplicity of exposition we keep
with this widely used model throughout. Such a model is not
handled in [6] which is limited to channel gains evolving as
Brownian motion processes. This Brownian motion evolution
is physically unreasonable as it implies a continuous increase
in the magnitude variance of the channel gains over time.
Nevertheless, we are able to leverage some of the results in
[6] to complete our analysis.
III. LEVEL CROSSING RATES
In principle, the exact LCRs for λ(t) = (λ1(t), . . . , λm(t))
can be computed from the joint density of λ(t) at times t
and t + τ where τ → 0. This joint density has been derived
in [7], but the resulting expression is complex and would
lead to multiple numerical integrals to evaluate the LCRs.
Hence, we take an alternative approach and approximate the
eigenvalue process by a gamma process. The accuracy of a
gamma approximation to the eigenvalue density was pointed
out in [8], and we take this a stage further by approximating
the entire eigenvalue process by a gamma process. In Fig. 1
we show the exact distribution functions of (λ1, . . . , λ4) for
a (4, 4) system with the fitted gamma distribution functions
(obtained by equating the first and second moments). Agree-
ment is excellent. Note that the smallest eigenvalue λm has
an exponential distribution for symmetric (m,m) systems [9],
which is a special case of the gamma distribution. Unfortu-
nately, the accuracy of the gamma approximation decreases
for larger systems, but a solution to this problem is discussed
later. Also, fitting by the first two moments may not be
optimal. Nevertheless, for all systems with n ≤ 4 agreement
is very good, so we adopt this simple method. Preliminary
results show that the correlated Rayleigh and Ricean channels
have eigenvalues which can also be approximated by gamma
processes. Hence, a similar analysis may also be possible for
a wider range of channel models, which is beyond the scope
of this paper.
To discuss the gamma approximations, we need the follow-
ing notation. Let a gamma distribution with shape parameter
r and scale parameter θ be denoted G(r, θ). Such a variable
has mean and variance given by r/θ and r/θ2 respectively
and pdf
f(x) = Γ(r)−1 θr xr−1 exp(−θ x), x ≥ 0 . (4)
Some work has appeared on gamma processes [10], but
LCRs do not appear to be available. However, for the special
case of a chi-squared (χ2) process, the LCR is known [11].
This motivates us to represent a gamma process as an infinite
(scale) mixture of χ2 processes. Note that a χ2 variable is
simply G(k, θ) for integer shape parameter k. To construct this
mixture, we extend the work of [12] on exponential variables
to the current case and find that any G(r, θ) variable can be
written as a scale mixture of G(k, µ) variables for integer
k > r. To the best of our knowledge, this is a new result. The
explicit form of the mixture is
θr xr−1 exp(−θx)
Γ(r)
=
∫ ∞
θ
(
θr Γ(k)µ−k (µ− θ)k−r−1
Γ(r) Γ(k − r)
)
× Γ(k)−1 µk xk−1 exp(−µx) dµ. (5)
The mixing density is the bracketed term in (5) and is the
density of the scale parameter µ in the region µ ≥ θ. Equation
(5) can be verified by performing the integration. Note that
when r is already an integer (as in the case of λm for (m,m)
systems) the gamma process is already χ2, and we can use χ2
results directly without mixing.
Let X(t) =
∑k
i=1 g
2
i (t) be a χ2 process driven by k inde-
pendent zero mean Gaussian processes g1(t), g2(t), . . . , gk(t)
with common ACF E{gi(t) gi(t + τ)} = σ2 R(τ). Then, the
LCR across a threshold T is given by [11]
LCRχ2(T ) = π−1/2 Γ(k)−1
√
−R′′(0) (µT )k−1/2 exp(−µT )
(6)
for T ≥ 0 and µ = (2σ2)−1 to agree with (5). Hence, if we
construct a gamma process from a χ2 process as in (5), the
LCR is also a mixture of χ2 LCRs as below:
LCRG(T ) =
∫ ∞
θ
(
θr Γ(k)µ−k (µ− θ)k−r−1
Γ(r) Γ(k − r)
)
×
√−R′′(0) (µT )k−1/2 exp(−µT )√
π Γ(r)
dµ . (7)
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After a little algebra, the integral in (7) becomes [13]
LCRG(T ) =
(θ T )k−1/2
√−R′′(0) exp(−θT )√
π Γ(r)
× Φ(k − r, k − r + 1/2, θ T ) (8)
where Φ(a, b, c) is the confluent hypergeometric function.
Equation (8) is our approximate LCR for each eigenvalue
process. To implement (8), we must specify the parame-
ters (k,R′′(0), θ, r, T ). Parameters (r, θ) are found using the
gamma approximation for each eigenvalue λi with θ =
E{λi}/var(λi) and r = θ E{λi}. The parameter T is simply
the level crossing threshold, and we choose k as the smallest
integer greater than or equal to r. The only parameter remain-
ing is R′′(0), which we now consider.
A. Eigenvalue Autocorrelation
It is awkward to evaluate R′′(0) since R(τ) is the ACF
of the Gaussians driving the χ2 process. Because we have
constructed an infinite mixture of χ2 processes to approximate
the eigenvalue process, these underlying Gaussians are ficti-
tious, having no physical meaning. However, whatever ACF
they have must lead to the correct ACF for the eigenvalues
themselves. Hence, we work backwards, evaluating the eigen-
value ACF and selecting R(τ) to result in this value. Note that
the ACF we consider is the normalized version (correlation
coefficient) to match the results in [11].
The eigenvalue ACF when the H(t) matrix is driven by
a Jakes process appears to be unknown. However, we only
require R(τ) at τ ≈ 0, so it suffices to compute the eigenvalue
ACF at lags close to zero. In [6] a stochastic differential
equation is derived for the eigenvalues w = (w1, w2, . . . , wm)
of HBHTB when the elements of HB : m×n follow i.i.d. real
standard Brownian motion processes and m,n are as defined in
Section II. This result also applies to the complex case when
E{|[HB ]ij |2} = 1, where [A]ij is the (i, j)-th element of
matrix A. Hence, we have the stochastic differential equation
[6]
dwi(t) = 2
√
wi(t) dBi(t)+ndt+
∑
k =i
wi(t) + wk(t)
wi(t)− wk(t) dt (9)
where the wi(t) are the time varying eigenvalues of HB(t)
and Bi(t) is the driving Brownian motion process, which is
independent of wj(t) and Bj(t) for i = j. Using the standard
Euler approximation [14] to (9), we have for small τ > 0
wi(t + τ) ≈ wi(t) + 2
√
wi(t) [Bi(t + τ)−Bi(t)] + n τ
+ τ
∑
k =i
wi(t)+wk(t)
wi(t)−wk(t) . (10)
Multiplying by wi(t) and taking expectations gives
Cwi(τ) ≈ Cwi(0)
+ τ E
{
nwi(t) + wi(t)
∑
k =i
wi(t)+wk(t)
wi(t)−wk(t)
}
(11)
where Cwi(τ) = E(wi(t)wi(t + τ)).
To use (10) and (11), we need to transform HB(t) and
HB(t + τ) so they have the same joint distribution as H(t)
TABLE III
K VALUES
System λ1 λ2 λ3 λ4
(2,2) -0.07692 -1
(2,4) -0.1453 -0.7643
(3,3) -0.1827 -0.8849 -2
(4,4) -0.2792 -0.9644 -1.6312 -3
and H(t + τ) under the desired Jakes model. Once this is
done, Equation (10) becomes a difference equation for the
eigenvalue λi(t) as required. Since the entries of HB(t) are
complex standard Brownian motion we have E{[HB(t)]ij} =
0, E{|[HB(t)]ij |2} = t and E{([HB(t)]ij [H∗B(t+ τ)]ij)} =
t. The H(t) matrix, on the other hand, has elements with zero
mean, magnitude variance equal to 1 and covariance equal to
J0(2πfDτ). Note that [t−1/2HB(t)]ij has the correct mean,
variance and covariance function equal to
√
t/(t + τ). If we
consider the particular time point t = τ [J0(2πfDτ)−2−1]−1,
then t−1/2 [HB(t)]ij has the correct covariance function and
exactly the same joint distribution at (t, t + τ ) as the desired
process [H(t)]ij . Hence, we rewrite (10) using this particular
time value and replace wi(t) by t λi(t), noting that wi(t) and
t λi(t) are statistically identical at t and t + τ
t (t + τ)Cλi(τ) ≈ t2 Cλi(0)
+ τ tE
{
nλi(t) + λi(t)
∑
k =i
λi(t)+λk(t)
λi(t)−λk(t)
}
. (12)
Next, we standardise Cλi(τ) to give the ACF and expand (12)
in powers of τ . After a little algebra and inserting the particular
value of t, we find
Rλi(τ) = 1 + 2π
2 f2D τ
2 (K − 1) + o(τ3) (13)
where
K var(λi(t)) =E
{
nλi(t) + λi(t)
∑
k =i
λi(t)+λk(t)
λi(t)−λk(t)
}
− Cλi(0). (14)
Note that K in (14) is defined in terms of the first and second
moments of λi(t) and the mean of the summation term. The
first two moments are given in Tables I and II. The expected
value of the summation in (14) appears more complex, but
exact calculations are possible. For reasons of space we
omit the details, but it can be seen that the expected value
involves multiplying the summation term by the joint density
(2). Hence, the denominator cancels out, and the subsequent
integration is only over polynomial and exponential terms.
Using a symbolic software package, we have calculated K
for (2,2), (2,4), (3,3) and (4,4) systems as shown in Table III.
We now use the eigenvalue ACF (13) for small lags to
derive R(τ). The gamma process approximation must have
the correct ACF (13). This can be achieved by all the χ2
processes in the infinite mixture having the same ACF. Hence,
we choose the ACF R(τ) for each underlying Gaussian
component gi(t) to produce a χ2 process with ACF (13).
Calculations show that the χ2 process has ACF R2(τ) when
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driven by a Gaussian process with ACF R(τ). Therefore, we
require R(τ) = Rλi(τ)1/2. For small τ this gives
R(τ) = 1 + π2 f2D τ
2 (K − 1) + o(τ3) (15)
and so the second derivative at zero is
R′′(0) = 2π2 f2D (K − 1). (16)
B. Final LCR and AFD Approximations
Substituting (16) into (8) gives the final LCR approximation
LCRG(T ) =
(θ T )k−1/2 π fD
√
2 (1−K) exp(−θ T )√
π Γ(r)
× Φ(k − r, k − r + 1/2, θ T ). (17)
The AFD follows from the result [15]
AFDλi(T ) = Fλi(T )/LCRλi(T ). (18)
As discussed in the introduction, the distribution Fλi(T ) can
be computed exactly, and so (18) is a closed form approxima-
tion.
IV. COMPUTER SIMULATIONS
To verify our analytical results, we performed Monte Carlo
simulations using the improved Jakes’ simulator of [16] to
generate the H(t) matrix. Simulations of the LCRs and AFDs
were performed for all systems with 2 ≤ m,n ≤ 4. A selection
of these cases is shown in Figs. 2 – 6. The approximate LCRs
and AFDs were calculated from (17) and (18). We see that
agreement is excellent.
Although the gamma approximations for the LCRs, AFDs
and CDFs accurately track the simulation results, close inspec-
tion shows that the gamma fit deteriorates as m increases or
as n−m increases. Based on preliminary simulation results,
one solution is to model the eigenvalues as a mixture of two
separate gamma components. Since LCRs are known for both
gamma components, the overall LCR is also readily available,
but is beyond the scope of this paper.
From Figs. 2 – 6 we draw the following conclusions. As
expected, the width of the LCR curves and the peak threshold
increase from λmin to λmax, since the mean and variances
also increase. Comparing (2,4) with (2,2), we see the effect
of the extra diversity which has a smoothing effect yielding
LCR curves that are narrower for the (2,4) case and peak
at higher thresholds. In all cases, the peak LCR drops from
λmin to λmax but only marginally. The smaller eigenvalues,
especially λmin, experience deep fades quite often, but their
AFDs are short. At the other extreme, λmax corresponds to
the eigenchannel carrying the largest constellations in adaptive
modulation. Here, for large thresholds the AFDs are long and
the LCRs are low. Hence, depending on fD, it may be possible
to select thresholds to give a reasonable adaptation rate for all
eigenchannels.
V. CONCLUSIONS
In this paper we have studied the time-variations of the
channel in MIMO systems. To help characterize the perfor-
mance of adaptive MIMO systems using, for example, SVD
transmission or channel inversion, we have analyzed the LCRs
and AFDs of the channel eigenvalues. Using a gamma process
approximation to the eigenvalues, we have derived simple but
elegant closed-form approximations for the LCRs and AFDs.
Finally, for large systems we have discussed an approach to
further improve the accuracy.
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Fig. 1. CDFs for the eigenvalues of a MIMO (4,4) system. Points
denote the Gamma CDF, while lines denote the exact eigenvalue CDF.
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Fig. 2. LCRs for the eigenvalues of a MIMO (4,4) system.
Points represent simulated results and lines represent the analytical
approximations.
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Fig. 3. AFDs for the eigenvalues of a MIMO (4,4) system.
Points represent simulated results and lines represent the analytical
approximations.
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Fig. 4. LCRs for the eigenvalues of a MIMO (2,4) system.
Points represent simulated results and lines represent the analytical
approximations.
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Fig. 5. LCRs for the eigenvalues of a MIMO (2,2) system.
Points represent simulated results and lines represent the analytical
approximations.
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Fig. 6. AFDs for the eigenvalues of a MIMO (2,2) system.
Points represent simulated results and lines represent the analytical
approximations.
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