Background: Influenza viruses are a major cause of morbidity and mortality worldwide. Vaccination remains a powerful tool for preventing or mitigating influenza outbreaks. Yet, vaccine supplies and daily administration capacities are limited, even in developed countries. Understanding how such constraints can alter the mitigating effects of vaccination is a crucial part of influenza preparedness plans. Mathematical models provide tools for government and medical officials to assess the impact of different vaccination strategies and plan accordingly. However, many existing models of vaccination employ several questionable assumptions, including a rate of vaccination proportional to the population at each point in time.
Background
Influenza viruses continue to be a major cause of hospitalizations and deaths worldwide due to annual seasonal epidemics [1] [2] [3] [4] [5] [6] and less-frequently occurring, but potentially more severe, pandemics [3, 4, [7] [8] [9] . Vaccination is one of the best tools health professionals have to prevent or mitigate influenza outbreaks [9, 10] . Each year, vaccines are developed based on predictions about which influenza strains are likely to be circulating [9, 11] , and distributed prior to and during the influenza season. When there is good correspondence between the vaccine strains and the circulating strains, vaccination programs are highly effective in decreasing influenza-related hospitalizations and deaths, particularly in high-risk groups such as the elderly and children [12] [13] [14] . Vaccination prior to the first outbreak of a pandemic is usually not possible, due both to the unexpected nature of these outbreaks and the novelty of the viral strain responsible [7] [8] [9] . However, many influenza pandemics are characterized by multiple waves separated by months or years, which can allow time for vaccination development and administration in an attempt to mitigate subsequent outbreaks [15] [16] [17] [18] [19] . Unfortunately, resources are limited and many countries already struggle with insufficient doses of vaccines, as well as shortages in medical supplies, facilities, and workers to administer vaccines [20] [21] [22] . Resource limitations are likely to be even greater, and more widespread, in the case of a pandemic [8, 20, [22] [23] [24] . Even in the case of adequate resources, administration capacity is still limited; medical staff and facilities can only give a maximum number of vaccines per day [25] [26] [27] [28] [29] [30] , and that number may be small relative to the size of the population under consideration.
Understanding how vaccination resources can affect the size and dynamics of influenza outbreaks is crucial to outbreak preparedness [9] . Yet, many modeling studies examining the effectiveness of vaccination in mitigating outbreaks are based on questionable assumptions about supply and administration of vaccines. First, the assumed vaccine stockpiles are often very large relative to the size, and sometimes the location, of the considered population [31] [32] [33] [34] . Second, previous studies modeling vaccination during a pandemic assume that vaccines are administered only to susceptible individuals [33, [35] [36] [37] [38] [39] [40] . This is problematic for several reasons. For one, medical professionals are rarely able to determine an individual's epidemiological status (i.e. susceptible, infected, recovered) prior to vaccination. Laboratory testing of individuals seeking vaccination is not required, nor recommended, for general use or clinical decisionmaking [41] . Also, individuals may not be aware of their own epidemiological status, either because they are asymptomatic or are unsure that an illness they recently experienced was due to the virus in question. Therefore, the only individuals who are likely not to seek or receive vaccination are those who are infected and symptomatic, and it is possible that many individuals with existing immunity get vaccinated. Considering only the susceptible population may underestimate the overall number of vaccines used, including those that are potentially wasted, during a vaccination campaign [42] . Finally, the administration of vaccines is usually modeled by specifying that a proportion of the population is vaccinated per day [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [43] [44] [45] [46] [47] [48] . Such proportions may represent a very small or large number in comparison to the number of vaccines that can reasonably be administered on a daily basis. Although fixed-rate vaccination models exist (e.g. [49] ), the formulations of which we are aware are not based on daily administration constraints. In practice, vaccination clinics are planned and run based on the number of people that can be vaccinated per day, given the availability and capacity of equipped facilities and medical professionals [25] [26] [27] [28] [29] [30] . The concern is that modeling based on the assumptions discussed above may lead to innaccurate conclusions about the effects of vaccination programs on the size or progression of influenza outbreaks.
We developed an epidemiological model to investigate the spread of influenza that incorporates realistic constraints on vaccine supply and administration capacity. Our model allows the simulation of specific limits on the total number of vaccines available, the number that can be administered per day to a single population, the relative supply to different epidemiological classes, and the effects of the timing and duration of vaccination campaigns. Wherever possible, the values of these parameters were based on real and simulated data (see Table 1 ) from sources such as the Centers for Disease Control and Prevention (CDC), the World Health Organization (WHO), the Macroepidemiology of Influenza Vaccination (MIV) Study Group, and a variety of international researchers studying vaccine supply and administration. The vaccination parameters in our model can also easily be adjusted by public health officials or communities looking to examine the mitigating effects of vaccination given their specific supply and administration constraints.
We refer to our model as the non-proportional model of vaccination, since the administration of vaccines is limited by a daily maximum number rather than a proportion of the population, and compare the results to those obtained when vaccination is implemented using a proportional scheme. The results show that though the proportional and non-proportional models predict similar epidemics for a few different vaccination scenarios, there are regimes under which important differences in the dynamics of the two models are observed. Specifically, given particular combinations of vaccination campaign duration and daily supply limit, the proportional model predicts epidemics with larger final sizes and earlier peak times than those predicted by the non-proportional model. In addition, the proportional model predicts epidemics that last days less than in the nonproportional model. We argue that the non-proportional model provides more accurate information about the vaccine stockpiles and human resources needed to deal with real influenza outbreaks. Furthermore, our model can be used by government and medical officials to create customized pandemic preparedness plans based on the resources available to their specific communities.
Methods

Assumptions of the model
We developed a SIR-like epidemiological model to study the spread of influenza [50] (for a review of these models see [51] ). The model describes the dynamics of susceptible (S), infected (I), recovered (R), vaccinated (V), and deceased due to infection (D) populations. In turn, the infected individuals are divided into two groups, infected confirmed (I C ) and infected unconfirmed (I U ). The confirmed group represents those individuals who test positive for influenza in a medical facility, while the unconfirmed group includes either asymptomatic individuals, or those whose symptoms are not severe enough to seek treatment and therefore never get tested.
Infections are assumed to be caused by an outbreak of a single influenza viral strain (e.g. pandemic H1N1 of 2009 [52] [53] [54] ). A small number of individuals become infected at a time t = t 0 , referred to herein as the initial outbreak (e.g. the first H1N1 cases in the town of La Gloria in Veracruz, Mexico). For simplicity, all individuals in S are assumed to have an equal susceptibility to infection; age-related susceptibility and prior immune history are not considered. Individuals become infected through homogeneous mixing, at a rate proportional to the number of contacts between infected and susceptibles. Since several studies have shown a relationship between the degree of symptoms and the extent of viral shedding [55] [56] [57] , we included a parameter, a, to simulate potentially reduced infectiousness of those in population I U . For most simulations a = 0.5, but using different values of a did not significantly change the results (data not shown). The majority of infected individuals recover at a rate c, which corresponds to a recovery period of 7 days based on data describing the progression of symptoms, viral shedding, and cytokine levels in influenza challenge studies [55, 58, 59] . Once recovered, individuals are assumed to have complete immunity against the virus that does not wane with time. Complete immunity, along with the fact that births are not included in the model, means that there is no continuing supply of susceptibles. Those who recover and were confirmed are represented by the population R C , while those who recover but were unconfirmed are represented by R U . A small number of people do not recover, however, and instead die as a result of infection, at a rate δ. The occurrence of deaths in the unconfirmed population is not meant to indicate that individuals may die without ever showing symptoms, but rather that some individuals may die before seeking medical attention and officially being classified as infected with influenza. This is particularly applicable to developing countries where many people may not have access to timely medical care. The rate of disease-related death, δ, is set low in our simulations to reflect a negligible death rate, but this parameter can be adjusted to simulate epidemics with higher mortality rates. For quantification purposes, a threshold of n individuals serves to find the start and end times of an epidemic. For the simulations presented herein, n = 10 4 (0.01% of the total population of 10 8 people). 
Assumptions about vaccination
In addition to acquiring immunity to the virus through infection, individuals can gain protection through vaccination. As previously explained, it is unrealistic to assume that only susceptibles will seek and receive vaccination during an epidemic. Therefore, in our model vaccines are distributed to the populations S, I U , and R C . Individuals from I U and R C are meant to represent those who become infected, but seek vaccination either because they are (were) unaware of their illness due to a lack of symptoms, or because the specific viral strain causing previously-experienced symptoms was not identified. As in recovered populations, vaccinated individuals are assumed to have total protection against the virus that does not wane. Vaccines that go to individuals in populations I U and R C are considered wasted, since immunity was already acquired through infection. We use the variable V U to keep track of vaccinated individuals from I U , and VSC to track those vaccinated from populations S and IC. Importantly, those vaccinated while belonging to the population I U continue to be infectious, and recover or die at the same rates as those who did not receive the vaccine. The vaccine stockpile,v, is limited. For most of the simulations shown here, it is assumed thatv corresponds to a maximal coverage of 30% of the total population, a level of supply supported by vaccine production and distribution data for industrialized nations such as the U.S. [21, 60, 61] . The administration of vaccines starts at some time t = t a and effectively ends in one of two ways: (1) the vaccination campaign ends after some prescribed duration at time t b , or (2) the stockpile is depleted at time t d .
Model
The dynamics of the model are defined by a system of non-autonomous ordinary differential equations of the forṁ
so the infected, recovered, and vaccinated populations are given by
The new infections per unit time are
where p is the probability of being infected and confirmed, c is the rate of recovery of infected individuals (1/recovery time), δ is the infection-related death rate, b represents the mean probability of infection per contact. The function δ(t) defines a small bell-shaped pulse of the form
that allows the insertion of (possibly more than one) infected individuals into an otherwise susceptible population at a time t 0 . The parameter x 0 can be thought of as the number of infected individuals in the initial outbreak. The parameter a allows control over the timeduration of this initial outbreak. The use of this function adds the convenience of varying the starting point of the epidemic without assuming there are infected individuals at time t = 0, thus providing an anchor time around which vaccination, or other events, can be measured independently of the initial conditions of the system. This property is particularly useful to estimate the starting time of outbreaks which precede large epidemics (e.g. outbreaks in Mexico that preceded the H1N1 pandemic of 2009 [62] ), or to simulate vaccination campaigns starting in anticipation of outbreaks (e.g. seasonal influenza or subsequent pandemic waves). Similar perturbation techniques are commonly used in computational physiology to simulate stimulation of excitable cells [63, 64] . To ensure that use of the pulse does not result in negativity, we inserted a condition in the simulations to set j(t) = 0 whenever
. This control prevents more individuals from being removed from population S due to the pulse than are present.
The functions v S (t), v U (t), and v R (t) represent, respectively, expressions for the vaccines given each day to individuals from the S, I U , and R C populations, and will be defined in detail in the following section. The total number of vaccines administered per day is then
Two extra (redundant) variables, W and F, are introduced in the simulations to quantify, respectively, the wasted vaccines (those given to I U and R C ) and the cumulative number of infected individuals (the sum of all new infections) as a function of time:
Proportional and non-proportional vaccination
The strategy adopted in most existing models of vaccination is to choose some constant, k, such that the number of people vaccinated per day is kx, where x is the vaccinable population [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] 43, [45] [46] [47] [48] . As discussed earlier, many of these models also assume that vaccines are only administered to susceptible individuals, thereby setting the number of vaccinated people per day equal to kS. We refer to this scheme as the proportional model of vaccination. However, such a proportion may represent a very small or large number of people compared to the number of overall vaccines available and the number that can reasonably be administered in one day. Instead, we propose modeling vaccination by placing a limit on the number of daily vaccines before they are distributed between the epidemiological populations. We refer to the scheme presented herein as the nonproportional model of vaccination because the administration of vaccines depends on a daily limit, rather than on a proportion of the population.
Non-proportional vaccination rates
At each time step during the simulations, it is checked that there were enough vaccines in stock (V(t) <v). If this condition is satisfied, the maximum number of vaccines per day,v D , is split according to the relative sizes of the different populations eligible for vaccination. To do so, we define the weights
where
is the total number of people eligible for vaccination at time t. M is thus a decreasing function of t satisfying M(t) ≤ N. The maximum number of vaccines per day that each population can receive is
Note that if either S, I U , or R C are zero, their corresponding weight would also be 0, and the maximum number of vaccines allocated for that population would be 0 as well.
Depending on the starting day of vaccination, t a , and on the maximum number of vaccines,v D , it is possible that some days there will be fewer individuals in a given epidemiological population thanv x (t), the maximum number of vaccines available for that population. In other words, the vaccinable population could become negative if for x {S, I U , R C },x(t) <v x (t). To ensure that x never becomes negative due to the removal of vaccinated individuals, we assess whether each of these populations has enough people to be vaccinated at each step of the simulation. First, we calculate the vaccination-independent change in x at time t:
We use f to estimatex, the size of x(t + h) where h is the maximum time step of the solver [65] , and calculate the number of administered vaccines, v x (t), based on this estimate. To ensure the non-negativity of x(t), the number of vaccinated people removed from x cannot be larger thanx. In other words, the condition v x (t) ≤x, must be satisfied so that x(t) ≥ 0 for all t. The number of vaccines administered per day to population x is then either:
Note that according to condition (ii), if the estimated size of the population is zero, then there will be no vaccines given to that population. More formally, the number of vaccines administered to population x is defined as:
Eq. (18) results in non-negative values of x(t) for all t for all x {S, I U , R C } if the time step is small enough. As a rule of thumb, the maximum time step should be 10 -3 or smaller. It follows from Eqs. (16) and (18) 
cannot always be assumed because at some point there may not be enough individuals eligible for vaccination. This implies that there will be vaccines available for at leastv/v D days.
Rationale of comparison between proportional and nonproportional vaccination
For simplicity, consider an interval of time in which a population of size x contains no infected individuals, and assume all individuals are eligible for vaccination. If vaccines are supplied at the limit of capacity, the daily number of vaccines is a constant, namely,v D . In this case, the time course of x is described by a decreasing linear function of the form x(t) = 
Simulations
All numerical solutions of the model were obtained using Python 2.6 in a Lenovo T400 laptop with an Intel (R) Core(TM)2 Duo CPU T9600 at 2.8 GHz running Linux Kubuntu version 11. Simulations were performed using the solver odeint contained in the Python module scipy.integrate [66] , which uses lsoda from the Fortran library odepack. The solver uses Adams method for nonstiff problems, and a method based on backward differentiation formulas for stiff problems. In addition, odeint allows time-step control to test numerical schemes and precision (simulations not shown). Figures were produced with the Python module matplotlib [67] .
Results
Mitigating effects of vaccination in the proportional and non-proportional models
Initially, to compare the proportional and non-proportional models of vaccination, we conducted simulations in which the vaccination campaign lasted 30 days. This duration can be thought of as defined by constraints in medical personnel and other factors affecting the administration of vaccines (eg. pharmaceutical company distribution schedules, operation of health care facilities, governmental budgets, etc.). Assuming a stockpile equivalent to 30% of the total population, the distribution rate in the proportional model is set to 1% of the vaccinable population per day (k = 0.01). Equivalently, the maximum daily administration in the non-proportional model is then 10 6 vaccines (v D = 10 6 ). Figure 2 shows the infected, vaccinated, and vaccinables as functions of time for vaccination campaigns starting at three different times relative to the initial outbreak (t 0 = 10): (1) 10 days after t 0 (t a = 20), so that the entire campaign occurs well before the epidemic starts (Figure 2a, b) , (2) 40 days after t 0 (t a = 50), so the campaign ends shortly before the start of the epidemic ( Figure 2c, d) ; and (3) 70 days after t 0 (t a = 80), in which case the campaign is ongoing as the epidemic begins (Figure 2e , f). These campaign start times correspond to real-world scenarios. Early vaccination, as in campaign (1), is possible if a vaccine is already available and outbreaks are anticipated, as might be the case with seasonal influenza or with additional epidemic waves caused by a previously identified viral strain. Vaccination following detection of an outbreak, but before epidemic levels are reached (2), is again possible if a vaccine is available and efficient disease surveillance systems are present. However, if the surveillance system is not able to identify small outbreaks, or a vaccine is not immediately available, vaccination may not be implemented until after the epidemic starts (3) .
The dynamics shown in Figure 2 reveal a number of similarities and differences between the proportional and non-proportional models of vaccination, which in turn depend on interactions between the start time and duration of the vaccination campaign, and the limitations on daily administration. During the early stages of vaccination, the rate of increase in the proportion of vaccinated individuals in the population is equivalent in the two models, as is the rate of decrease in the proportion of vaccinable people (Figure 2b, d, f) . As time proceeds, however, the rate of vaccination in the proportional model slows down, while the rate in the non-proportional model holds fairly steady. Due to the duration of the campaign and the daily rate of administration, the campaign ends before the stockpile is depleted, and the proportional model does not have time to 'catch up' to the non-proportional model. Therefore, by the end of the campaign, a larger proportion of the population has been vaccinated in the nonproportional model. This increased vaccination coverage causes the epidemic in the non-proportional model to develop more slowly, increasing its duration, but Cruz
ultimately resulting in a smaller and later peak in comparison to the proportional model (Figure 2a, c, e) . The differences between the two models, with respect to the time course and severity of the epidemics, are largest when vaccination begins around the time of the initial outbreak (t 0 ) and ends well before the epidemic hits ( Figure 2a) . As described previously, these differences are directly attributable to the increased number of vaccines administered in the non-proportional, relative to the proportional, model (Figure 2b ). If vaccination occurs early, then the majority of those vaccinated are from population S, and therefore an increased level of coverage in the non-proportional model has a measurable effect on the epidemic development and size. Instead, if vaccination begins 40 days after t 0 and the campaign ends shortly before the epidemic starts, the differences between the epidemics produced by the two models, especially with respect to the time course, are smaller (Figure 2c) . Again, the proportion of people vaccinated in the non-proportional model is larger than in the proportional (Figure 2d ). However, since vaccination begins some time after the initial introduction of infected individuals into the susceptible population, some of the additional vaccinated individuals in the non-proportional model are from populations I U and R C . In other words, the increased coverage in the nonproportional model has less of a mitigating effect when vaccination starts later because fewer of the vaccinated people are susceptibles. Finally, if vaccination begins 70 days after t 0 and is ongoing as the epidemic starts, the number of vaccinated individuals from populations I U and R C is now even greater, essentially diluting the effect of the increased coverage in the non-proportional model (Figure 2f ) further. Therefore, the models produce epidemics which are very similar in their time course, and differ primarily in their peak size ( Figure  2e) .
We also compared the proportional and non-proportional models when the same total number of vaccines was administered in each. This was accomplished by setting the campaign duration and daily administration limits such that all the vaccines in the stockpile were used. In this way, the same level of coverage is achieved, though the proportional model always takes longer to reach this level due to slowing of the administration rate over time. As long as vaccination occurs early, before the number of infections increases substantially, the additional time needed for the proportional model to administer the whole stockpile has a minimal effect on the final coverage in the susceptible population. Thus, the epidemics produced by the two models are nearly identical (Additional File 1). However, if vaccination does not begin until after the epidemic is underway, the increasing number of infections over time starts to affect the level of coverage achieved in S. The slower rate of administration in the proportional model results in an increased number of susceptibles at certain times during the epidemic, relative to the non-proportional model. This increased susceptibility results in a slightly faster epidemic development than is seen in the nonproportional model (Additional File 1e), and occurs despite the fact that the final number of vaccines administered is the same for both models.
Additional simulations revealed similar results for several combinations of campaign duration and daily administration limit (see subsequent section for more details). In general, if the campaign ends before the vaccine stockpile is depleted, more vaccines are always administered in the non-proportional model, and the epidemics produced by the two models are different with respect to timing and severity. Instead, if the same total number of vaccines is administered in each model, the epidemics do not differ unless vaccination begins very late.
Comparison of the models for variable daily administration and campaign duration
To further explore in both models the effects of changing the timing of the vaccination campaign, we systematically varied t a under three different scenarios of daily administration capacity and campaign duration. These three scenarios can be thought of as ranging from 'conservative' to 'aggressive' in terms of the number of vaccines administered within a given time period, and are as follows: (1) a 56 day campaign vaccinating 0.1% (proportional) or a maximum of 10 5 vaccines (non-proportional) per day; (2) a 28 day campaign vaccinating 1% or a maximum of 10 6 vaccines per day; (3) a 3 day campaign vaccinating 10% or a maximum of 10 7 vaccines per day. For each of these combinations of campaign duration and daily administration limit, the non-proportional model administers a larger total number of vaccines than the proportional model. The data obtained from these simulations were used to calculate the final size, peak size, time to peak, and epidemic duration as a function of the difference between t a and t 0 .
The conservative campaign (1) results in no detectable differences between the proportional and non-proportional models on any quantified measure (Figure 3a1-a4) . Under this low level of daily administration, the decay in the vaccinable population is very slow in both models and there is not time for the decay rates to diverge before the campaign ends. The level of vaccination coverage in both models is therefore the same and in turn, the number of susceptible people that get infected over time is very similar. In addition, because so few people are vaccinated overall, the mitigating effects of vaccination are minimal and each measure varies little as a function of the timing of the vaccination campaign (t a -t 0 ). Late vaccination start times caused the peak and final size to increase, and the peak time and epidemic duration to decrease, but only marginally.
Though the models behave similarly when examined under the conservative vaccination regime, the moderate regime (2), equivalent to the campaign used for the simulations in Figure 2 , reveals important differences between the models on all four measures (Figure 3b1-b4 ). For early vaccination starts, final and peak sizes are smaller, while peak times and epidemic durations are larger, in the non-proportional than the proportional model. As discussed previously, these differences result from the higher level of vaccine coverage achieved in the non-proportional, relative to the proportional, model. With later vaccination starts, due to the increasing number of vaccinated individuals from populations I U and R C , the differences between the models decrease until the models converge on most measures. Interestingly, with respect to epidemic duration, the two models not only converge, but reverse their respective relationship; epidemic durations are slightly smaller in the nonproportional model for very late vaccination start times (Figure 3b4 ). For the aggressive campaign (3), the proportional and non-proportional models also differ with respect to the time course and severity of epidemics (Figure 3c1-c4 ). The differences are the same as those seen under the moderate vaccination regime, namely smaller final and peak sizes, and larger peak times and epidemic durations, in the non-proportional model. The same relationship is also observed between the magnitude of these differences and the timing of the vaccination campaign relative to the initial outbreak. Later vaccination start times result in a convergence of the proportional and non-proportional models on all measures.
We also performed these same simulations for different combinations of campaign duration and daily administration limit. The vaccination scenarios are as follows: (1) a 300 day campaign vaccinating 0.1% (proportional) or a maximum of 10 5 vaccines (non-proportional) per day; (2) a 35 day campaign vaccinating 1% or a maximum of 10 6 vaccines per day; (3) a 5 day campaign vaccinating 10% or a maximum of 10 7 vaccines per day. Under these conditions, the vaccine stockpile is depleted before the end of the campaign, resulting in the same number of vaccines being administered in each model. The epidemics produced by the two models 
Effects of non-proportional vaccination for different levels of population coverage
Finally, we investigated the mitigating effects of vaccination in the non-proportional model when different target levels of total population coverage are met at different times relative to the initial outbreak. All simulations shown previously assume a maximum of 30% population coverage due to the size of the stockpile (v = 30 × 10 6 ). To simulate vaccination campaigns with higher levels of coverage, we increasedv to a size equivalent to 20, 40, 60, or 80% of the population. In addition, since the effective coverage in the susceptible population could be altered if a large number of vaccines go to infected unconfirmed individuals, we performed the same simulations for p = 0.2 or p = 0.65 (the value used in all previous simulations). In other words, unconfirmed cases represent either 80% or 35% of total infections, respectively. The probability of infection per contact is adjusted so that the basic reproductive number (R 0 ) is the same in both simulations. Figure 4 shows the proportion infected over time when 20% (a, e, i), 40% (b, f, j), 60% (c, g, k), or 80% (d, h, l) of the population is vaccinated with a maximum of 10 6 vaccines per day. The vaccination campaign starts 10 ( Figure 4 , left column), 40 (middle column), or 70 days (right column) after the initial oubreak at day t 0 = 10. Vaccination ends when the target level of coverage is achieved i.e. the higher the coverage, the longer the campaign.
The results show that even if 20% of the population is vaccinated, there is still a sizeable epidemic (Figure 4a , e, i). Furthermore, starting vaccination earlier does not dramatically decrease the number of infections, though it does delay the start of the epidemic. At 40% coverage, the number of infections is highly dependent on when the vaccination campaign begins (Figure 4b , f, j). When vaccination starts only 10 days after the pulse, it successfully prevents an epidemic from occurring ( Figure  4b) . A start time of 30 days later does not prevent a small number of late-occurring infections, but is still a highly effective mitigation strategy (Figure 4f) . A fullblown epidemic does occur if vaccination starts as late as 70 days after the initial outbreak, but the peak size is smaller than that observed with only 20% coverage (Figure 4j) . At 60% coverage the results of vaccination are similar, though even more effective (Figure 4c, g, k) . Starting vaccination 10 or 40 days after the pulse completely quells the outbreak (Figure 4c, g ), while beginning 70 days later does not prevent a small, but short, epidemic from occurring (Figure 4k ). Increasing coverage from 60% to 80% does not confer much additional benefit with respect to either arrival, size, or time course of the epidemic (Figure 4d, h, l) , but does result in a larger number of wasted vaccines (Additional File 3) . The results are similar for the two values of p for all simulations, regardless of the level of coverage or the vaccination start time. In other words, increasing the proportion of unconfirmed cases does not alter the mitigating effects of vaccination. Decreasing the value of p, and thereby increasing the number of vaccines going to population I U , increases the number of wasted vaccines only slightly (Additional File 3). Thus, for the parameter choices made here, the majority of wasted vaccines go to population R C , and changing the number going to I U does not significantly change the level of coverage in S.
Discussion
Epidemiological models can be vital tools for government and medical professionals who need to understand the spread of diseases and the effects of mitigating strategies, such as vaccination, to form public policies that will help reduce the burden of disease [9, 68] . These models are only useful, however, if they generate accurate predictions and the tools they provide can be applied to real situations. We argue that many epidemiological models examining the mitigating effects of vaccination incorporate a number of unrealistic assumptions. These include: (1) large vaccine stockpiles, (2) vaccination of only the susceptible class, and (3) the administration of vaccines based on a proportion of the population, without taking into account daily administration constraints. We constructed a model designed to incorporate more realistic assumptions about the supply and distribution of vaccines.
Vaccine stockpile size
We placed a conservative, but reasonable, limit on the total number of vaccines available at 30 ×10 6 ; enough to cover 30% of the population. A stockpile covering this percentage of the population is in agreement with seasonal influenza vaccine production and distribution for resource-rich countries, such as the U.S. [21, 60, 61] . From 2000 to 2009, the number of seasonal vaccines produced annually for use in the U.S. did not exceed 140.6 million (~46% of the total population of 307 million [69, 70] ), and in most years was far less at an average of 99.7 million (~32%) [60] . Even Canada, with the largest per capita annual influenza vaccine distribution of all countries surveyed, distributed only enough vaccines as of 2003 to cover~34% of their population [21] . For many other countries in the world, annual vaccine supplies are nowhere near enough to cover 30% of their population, primarily due to the lack of vaccine production capabilities and the resources needed to buy vaccines from producing countries [20] [21] [22] 24] . As of 2003, over 60% of the total influenza vaccines distributed annually went to countries comprising only 12% of the world population, leaving 88% of the world facing potential vaccine shortages [20, 21] .
In 2009, the emergence of a novel influenza A (H1N1) strain [52] [53] [54] tested the world's ability to rapidly develop and distribute large numbers of vaccines to combat an ongoing pandemic [71, 72] . Though vaccine development was quick and successful, production levels fell far short of initital estimates [72] , and even developed countries struggled to secure sufficient vaccines to cover their populations before subsequent waves hit [54, 73, 74] . By the time the fall wave peaked in the U.S. in mid October, only~10 million vaccines were available [74] ; Canada had distributed less than 6 million vaccines [75] when their second wave peaked just a few weeks later [73, 76] . It wasn't until mid December 2009 that the number of vaccines available in the U.S. reached levels high enough to cover 30% of the population [74] . Canada had enough vaccines by the first week of December to cover a larger percentage of their population (~67%) [75] , but were subsequently accused of wasting resources as most vaccines arrived too late to have an effect during the peak periods of influenza activity [73, 77] . For developing nations the situation was much worse [54, 62, 72] . For example, the Mexican government indicated in June of 2009 that they would have 30 million H1N1 vaccines (enough to cover~30% of the population) [62, 78, 79] . Yet, three waves of infection had already hit by the time the first 650 thousand vaccines arrived in late November [62] . By December 1, 2009 the global production of H1N1 vaccines had reached 534 million, enough to cover only~8% of the world population [72] . Many developing countries did not have any vaccines until January 2010 [72] . The production and distribution of seasonal and pandemic vaccines show that stockpiles assumed in many models are in excess of what is usually available. Some studies modeling vaccination in simulated U.S. populations have considered upper limits of 300-400 million vaccines (100%+ coverage) [31, 33] ; levels more than double the U.S. annual production [60] and close to the global production of seasonal influenza vaccines [61, 72, 80] . Other models looking at vaccination during a pandemic have assumed population coverage levels as high as 70-90% [32, 34, 35, 38, 39, 81] , levels not achieved by many wealthy nations during the most recent pandemic, and currently out of reach for most developing nations [20] [21] [22] 24] .
In 2004, the WHO published two separate reports on guidelines for vaccine use during a pandemic [9] and pandemic preparedness in countries with limited resources [82] . In both reports, they remarked on the usefulness of mathematical models for examining different pandemic scenarios and the effectiveness of strategies, such as vaccination, in mitigating outbreaks [9, 82] . However, they lamented that, "...no scenarios appropriate to developing countries are readily available" (see [9] , pg. 5), a sentiment echoed by others [22] . In 2005, a model of a developing country in Southeast Asia, Thailand, was used to examine vaccination strategies in the context of an avian influenza epidemic [32] . To realistically model factors such as age and household-size distributions, and population mixing, they relied on census data from the Thai government and social network studies of Thai communities. Yet, they assumed that vaccination coverage in the population of 500 thousand people was 50-70%, equivalent to a total of 250-350 thousand vaccines [32] . Between 2000 and 2003, a total of 64-253 thousand vaccines were distributed to the entire WHO-defined region of Southeast Asia with a population of over 1.5 million [20, 21] . Specifically in Thailand, between 1997 and 2003 the number of vaccines distributed per capita was~1 per 1000 people (0.1% coverage) [20, 21] . Thus, the crucial detail of setting a limit on the vaccine stockpile that was realistic for Thailand was neglected in the model. Though many of the parameters in our model listed in Table 1 including vaccine stockpile, were set to values observed mostly for developed countries, the model is easily adjusted to apply to developing countries. The size of the stockpile,v, can be set to correspond to very low levels of population coverage.
In these cases, we would expect to see that vaccination campaigns would have less of a mitigating effect, resulting in larger epidemics with earlier time to peak than the simulations shown here. However, it should be noted that the general results regarding the comparison between the proportional and non-proportional models still hold for a wide range of stockpile sizes.
The vaccine stockpile can also be increased to model the effects of increasing population coverage, as done for the simulations in Figure 4 . As expected, we find that increasing the percentage of the population protected by vaccination decreases the size and duration, and delays the arrival, of the epidemic. At only 40% coverage the epidemic can be completely prevented, if vaccination begins early enough. Even vaccination beginning around the start of the epidemic can help significantly to control the number of infections. However, if vaccination cannot begin sooner than this time, it is important to note that increasing coverage from 60% to 80% in our simulations does not further decrease the size or duration of the epidemic. Therefore, continuing campaigns during an epidemic until 80% of the population is vaccinated may result in a large number of vaccines being wasted in return for little benefit (Additional File 3).
Vaccination of multiple epidemiological populations
In our model, not only susceptible individuals, but also unconfirmed infected and confirmed recovered people, are eligible for vaccination. There is little documentation about the actual number of unconfirmed and recovered people who do get vaccinated. However, in the context of the 2009 H1N1 vaccination campaigns, the CDC recommended that those who had influenza-like symptoms (i.e. recovered) should still get vaccinated, if medically indicated, due to uncertainty about which specific viral strain caused the illness [83] . In addition, they stated that even in those cases when infection by 2009 H1N1 had been confirmed by laboratory testing, it was an individual's choice as to whether to receive vaccination. Thus, recovered people, even those who were previously symptomatic and confirmed, can seek and receive vaccination. In this respect, the eligible population in our model is reasonable.
Expanding vaccine administration to include the unconfirmed population, in particular, also allowed us to examine the role that a high rate of asymptomatic cases might play in the context of vaccination efforts [42] . This is particularly relevant for 2009 H1N1, which was reported by some as characterized by a large proportion of asymptomatic cases [84] . However, in our simulations, decreasing the probability of being confirmed, p, from 0.65 to 0.20 does not alter the mitigating effects of vaccination (Figure 4 ). The majority of wasted vaccines in our model go to the confirmed recovered population (Additional File 3) so that the number of vaccines going to the unconfirmed class does not significantly change the level of coverage in the susceptible population. Larger effects may be seen when the vaccine stockpile is severely limited, as could be the case for developing countries.
Limited number of vaccines administered per day
The key observation prompting the development of the model presented here was that most existing models of vaccination of which we are aware distribute vaccines based on a proportion of the eligible population [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [43] [44] [45] [46] [47] [48] . Considering that vaccination clinics operate with a finite number of medical professionals for a finite number of hours, however, it is clear that distribution happens in practice based on the number of vaccines that can be administered per day [25] [26] [27] [28] [29] [30] . Pandemic prepareness plans devised by county health departments often calculate the necessary length of vaccination campaigns using a formula based on daily administration capacity (e.g. see [28] ). Therefore, we model vaccination by placing a limit on the number of daily vaccines (non-proportional model).
Initially, to compare the proportional and non-proportional models of vaccination we assumed that the daily limit was 10 6 vaccines (a value corresponding to 1% of the population). A number of resources discuss the administration capabilites needed to distribute specific numbers of vaccines [25] [26] [27] [28] [29] [30] . For example, a model by Aaby et al. [25] 7 vaccines (10% of the population) is desired, the clinics and staff needed would increase to the thousands and hundreds of thousands, respectively. For these reasons, we set 10 7 (10%) as the upper limit of daily administration.
In some nations, where the medical resources are sufficient and the infrastructure is present, high daily rates of vaccine administration may be possible. Even so, mass vaccination campaigns often require extensive planning and agency cooperation to carry out [27] [28] [29] 74] , and are not intended to be sustained for long periods of time. In addition, long campaigns at high rates of daily administration would require very large vaccine stockpiles. Therefore, we limited high daily administration (10 7 or 10%) campaigns to a small number of days (≤5). For many developing nations with minimal resources, however, daily vaccine administration capacity is much more limited [22] . To model the mitigating effects of vaccination in these nations the daily administration limit,v D , is easily lowered in the model to reflect the medical facilities, workforce, and other resources available.
Comparison of models in context of total vaccines administered
We predicted, based on the solutions of the equations representing the proportional and non-proportional models, that the different decays in the vaccinable population (Figure 1) , would lead to distinct epidemic dynamics. This prediction was confirmed under several vaccination scenarios in which the campaign duration and daily administration limit were such that vaccination ended before the stockpile was depleted (Figure 2 and Figure 3 ). Under such conditions, the non-proportional model always administers a larger total number of vaccines, which results in smaller and later, but sometimes longer, epidemics than in the proportional model. This is true for both moderate and high levels of daily vaccine administration, and is more pronounced the sooner vaccination starts after the initial outbreak.
If instead vaccination continues until the stockpile is depleted, the same total number of vaccines are administered in each model, and the epidemics produced are very similar in time course and severity (Additional Files 1, 2). The only differences between the two models in these cases are seen under the moderate regime when vaccination starts after the epidemic hits. Then, the slower rate of vaccine administration in the proportional model means that there is a small increase in the susceptiblity of the population during the epidemic, which results in a slightly faster and more severe epidemic than in the non-proportional model. In contrast, at low daily rates of administration, the models do not differ much on any measure, regardless of whether the same total number of vaccines in administered. This occurs because so few people are vaccinated per day that the proportional and non-proportional decays in the vaccinable population do not have time to diverge. Thus, the models achieve the same level of vaccine coverage even if the stockpile is not depleted.
Difference in epidemic duration
One of the largest differences between the two models when different total numbers of vaccines are administered is the epidemic duration. This stems from the increased coverage of the population in the non-proportional model, which allows the epidemic to develop more slowly, but can also cause it to last tens of days longer than predicted by the proportional model. Interestingly, a similar effect was found in an agent-based model of influenza (for a review of these types of models see [85] ). Hartvigsen et al. [81] showed that for certain schemes of connectivity between the agents (individuals), increasing vaccination coverage from 0% through~30% increased the epidemic duration; an effect that occurred due to slowing of the epidemic development. Having the benefit of a smaller, delayed peak could therefore come at a cost, since it could result in a sustained burden on the healthcare system. Models that make more accurate predictions about the length of epidemics will allow health care professionals and medical facilities to prepare accordingly.
Conclusions
We developed a model to explore the mitigating effects of vaccination on influenza outbreaks. We argue that our model constitutes a theoretical improvement over existing models, with advantages that include datainformed parameter choices, vaccination of multiple epidemiological classes, a reasonable vaccine stockpile, limits on the number of vaccines administered per day, and ways to estimate wasted resources. In particular, the non-proportional vaccine administration implemented in our model may provide more accurate predictions of the mitigating effects of vaccination than proportional models, particularly when moderate or high levels of daily administration are considered. In addition, supply and daily administration capacity can be adjusted to study vaccination strategies in developing nations with limited resources. Government and medical officials can also use the tools provided here to create influenza preparedness plans for specific communities based on their available resources. 
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