In this paper we focus on the stability of the Trojan asteroids for the planar Restricted Three-Body Problem (RTBP), by extending the usual techniques for the neighbourhood of an elliptic point to derive results in a larger vicinity. Our approach is based on the numerical determination of the frequencies of the asteroid and the effective computation of the Kolmogorov normal form for the corresponding torus. This procedure has been applied to the first 34 Trojan asteroids of the IAU Asteroid Catalog, and it has worked successfully for 23 of them.
Introduction
The Restricted Three Body Problem (RTBP) models the motion of a particle under the gravitational attraction of two point masses (in our case, Jupiter and Sun) that revolve in circular orbits around their common centre of mass. It is usual to take a rotating reference frame with the origin at the centre of mass, and such that Sun and Jupiter are kept fixed on the x axis, the (x, y) plane is the plane of motion of the primaries, and the z axis is orthogonal to the (x, y) plane. These coordinates are usually called synodical. The (adimensional) units are chosen as follows: the unit of distance is the Sun-Jupiter distance, the unit of mass is the total Sun-Jupiter mass, and the unit of time is such that the period of Jupiter around the Sun equals 2π. With this selection of units, it turns out that the gravitational constant is also equal to 1. Defining momenta as p x =ẋ − y, p y =ẏ + x and p z =ż, the equations of motion for the particle can be written as an autonomous Hamiltonian system with three degrees of freedom (see [Sze67] ):
where µ = 9.538753600 × 10 −4 is the mass of Jupiter (in adimensional units), r 2 P S = (x−µ) 2 +y 2 +z 2 is the distance from the particle to the Sun, and r 2 P J = (x−µ+1) 2 +y 2 +z 2 is the distance from the particle to Jupiter. It is also well known that the RTBP has five equilibrium points (see Figure 1 ): the collinear points L 1 , L 2 and L 3 lay on the x axis and the triangular points L 4 and L 5 form an equilateral triangle (in the (x, y) plane) with Sun and Jupiter. The collinear points are of the type centre×centre×saddle and the triangular points are linearly stable for µ < µ R = 1 2
(1 − 23/27) ≈ 0.03852. The nonlinear stability of the triangular points is a much more difficult problem.
Under very general conditions, the well known KAM theorem [Kol54, Arn63, Mos62] (for a survey, see [AKN88] or [Sev03] ) can be applied to a small neighbourhood of the Lagrangian points [Leo62, DDB67, Mar71, Mar73, MS86] to ensure the existence of many quasi-periodic motions. Each quasi-periodic trajectory fills densely a compact manifold diffeomorphic to a torus. The union of these invariant tori is a set with positive Lebesgue measure, and empty interior. If the motion of the particle is restricted to the z = p z = 0 plane, then the system only has two degrees of freedom and each torus is a two-dimensional manifold that separates the 3-D energy surface, so it acts as a confiner for the motion -this is the key point in the stability proof for two degrees of freedom Hamiltonian systems-. In the spatial case, the energy manifold is 5-D and the invariant tori are 3-D so that they cannot act as a barrier for the motion. Hence, it may be possible to have trajectories that wander between these tori and escape from any vicinity of an elliptic point. The existence of such trajectories is believed to happen generically in non-integrable Hamiltonian systems. This phenomenon is known as Arnol'd diffusion since it was first conjectured by V.I. Arnol'd in [Arn64] .
A different approach to the stability of Hamiltonian systems was introduced by N.N. Nekhoroshev in [Nek77] . The main idea is to derive an upper bound on the diffusion speed on an open domain of the phase space, and to show that the (possible) instability is so slow, that it does not show up in practical applications. These techniques have been applied to derive bounds for the diffusion near the Lagrangian points (see, for instance, [GDF + 89, Sim89, CG91, GS97, SD00, GJ01]). A natural question is the persistence of these stability regions near the Lagrangian points of the Sun-Jupiter system in the real Solar system. In 1906, Max Wolf discovered an asteroid (named 588 Achilles) moving near the L 4 point. Since then, many other asteroids have been found near the triangular points of the Sun-Jupiter system; they are usually called "Trojans", and their names are chosen from Homer's Iliad.
There have been many attempts to rigorously prove the stability of the motion of some of these asteroids in the RTBP with rather limited success. The main difficulty is that these proofs are based on the construction of normal forms at the triangular points, and this is only valid on a small neighbourhood of the point. A different approach is developed in [dlLGJV03] : given an approximation to a quasi-periodic motion (i.e., a nearly invariant torus) it can be shown, under general conditions, the existence of a true invariant torus nearby. Here, the role of the perturbing parameter is played by the accuracy of the approximated torus: if the error in the invariance condition is small enough, there is a true invariant torus nearby. Moreover, the result does not require the use of actionangle coordinates and, therefore, the hypotheses can be checked, for instance, by means of numerical computations in Cartesian coordinates. The proofs are based on a new iterative scheme that is very suitable for numerics and computer-assisted proofs.
In the present work, we extend the classical techniques for the neighbourhood of an elliptic equilibrium point to derive results in a larger vicinity. As a model, we have used the planar RTBP (by planar we mean the restriction of the RTBP to the invariant manifold z = p z = 0). The initial conditions for the Trojan asteroids are obtained by spherical projection on z = 0 from their initial data in the spatial RTBP. Our approach is based on the following scheme: Some of the asteroids are rather far from the triangular points and it is not possible to obtain a good approximation for their motion by means of the normal form computed in step (b). In these cases, the algorithm constructing the Kolmogorov normal form is typically divergent, because of numerical instabilities in the determination of the translations, that are requested at step (e). This is a peculiar phenomenon of the RTBP, as we shall discuss later on. To deal with this problem, we will modify steps (d) and (e) to first construct an intermediate object (i.e. a "quasi-invariant" torus) for which a low order Kolmogorov's normalization can be completed, by avoiding the numerical instabilities. Then, if this intermediate object is carefully chosen so that it is close enough to the targeted torus, we can restart from there the complete construction of the Kolmogorov normal form related to the wanted torus (this procedure resembles a numerical "continuation" of the normal form from the equilibrium point to the final torus). We stress that this technique only works for tori that are not too far from the equilibrium point.
With the frequency analysis method ([GMS02, Las99]), we have computed the basic frequencies of the first 34 asteroids of the IAU Asteroid Catalog. Four of these asteroids have a chaotic motion, so we have discarded them. For the remaining 30 asteroids, we have applied the scheme above and succeeded in 23 cases. The 7 failures of the method seem to correspond to asteroids that are too far from the triangular points.
Then, the techniques developed in [LG00] have been adapted to compute the Kolmogorov normal form and to derive a computer assisted proof for the existence of a family of tori very close to a selected asteroid. We remark that the computer assisted proof has been done for a high order expansion of the RTBP, not for the RTBP itself. The main reason is that taking a high order expansion as the initial Hamiltonian makes the computer assisted proof much simpler. On the other hand, the differences between a high order expansion and the true RTBP are very small (they are quantified later on), much smaller than the differences between the planar RTBP and the real system. The paper is organized as follows: In Section 2, we describe the preliminary transformations that we make to the RTBP Hamiltonian and how the initial conditions of the Trojan asteroids are obtained from their actual positions and velocities. In Section 3, we use the frequency analysis to make a numerical study of the stability region around the triangular points. In Section 4, the method for constructing invariant tori by means of the Kolmogorov normalization is described. In Section 5, the results of applying this method to the Trojan problem are explained in detail. In Section 6, we discuss the computerassisted proof of the stability of some of these asteroids based on the KAM theorem. Finally, in Section 7 the conclusions are presented.
2 Description of the model
Preliminary transformations on the Hamiltonian
It is convenient (see [GS97] ) to start by performing a preliminary change to Heliocentric polar coordinates. We translate the origin from the center of masses to the Sun, and we introduce polar coordinates by means of the following change of variables:
Afterwards, we take local coordinates (X, Y, P X , P Y ) centered in the L 4 or L 5 triangular points by performing the following translation:
where the positive sign in the second equation corresponds to L 4 and the negative sign to L 5 . In this new variables, the Hamiltonian takes the form:
Note that from a solution (X(t), Y (t), P X (t), P Y (t)) close to L 4 we can derive another one, (X(t),Ỹ (t),P X (t),P Y (t)), close to L 5 (and vice versa) through the symmetry (X = X,Ỹ = −Y,P X = P X ,P Y = −P Y ). Therefore, it is enough to study a neighbourhood of the L 5 point so that we will use the Hamiltonian (3) with the minus sign and, if the considered asteroid is close to L 4 , we will apply this symmetry to work in a neighbourhood of L 5 .
Normalization of the quadratic part of the Hamiltonian
Skipping a constant term, the previous Hamiltonian can be expanded around L 5 as a real power series of the form,
where ∀l ≥ 2, f l (X, Y, P X , P Y ) ∈ P l (X, Y, P X , P Y ) and P l (·) is the space of homogeneous polynomials of degree l in the variables appearing as arguments. It is well known that, if µ < (1 − 23/27)/2 , there is a class of linear canonical transformations (X, Y, P X , P Y ) = L(x 1 , x 2 , y 1 , y 2 ) bringing the quadratic part of the Hamiltonian in normal form,
where
One of these canonical transformations can be calculated as described in Section 2.1 of [GS97] (where the linear transformation used in [GDF + 89] is adapted to the polar coordinates introduced in (2)). We remark that here we have used a canonical transformation L that is not the same as the one described in [GS97] and that the results in the present work do not depend on this choice. In the Sun-Jupiter system , we have µ = 9.538753571 × 10 −4 and the frequencies take the values:
We introduce action-angle variables by means of the canonical transformation (x, y) = A(I, ϕ) defined as:
where hereafter we write the expressions of the canonical transformations for a system having generically n degrees of freedom (of course, in the planar RTBP, n = 2). Then, the Hamiltonian can be written as
where the functions f (II) l are homogeneous polynomials of degree l in the square root of the actions and trigonometric polynomials of degree l in the angles. Moreover, for any fixed index m ∈ {1, . . . , n} and for all term appearing in the expansion of f . . . 
Initial conditions of the Trojan asteroids in the planar RTBP
The orbital elements of the Trojan asteroids are taken from the Bowell Catalog [Bow] at the Julian date 2452600.5 (October 22th, 2002). Afterwards, we send their coordinates to the three dimensional RTBP system and, finally, we project them spherically to the SunJupiter plane to obtain the initial conditions to be used in the computations. We believe that to simulate the Trojan asteroids in the planar RTBP, a spherical projection (which is equivalent to take zero inclinations) makes more sense than an orthogonal projection w.r.t. the z axis. In Figure 2 , we plot the synodical (x, y) coordinates corresponding to these initial conditions for the RTBP system. It is remarkable how these projected coordinates shadow the famous "banana" shape of the stability region found in several numerical investigations ( [MS81] ). In Figure 3 , the distribution of these initial conditions in the (I 1 , I 2 ) plane is shown. We can see that most of them lie in the domain max{I 1 , I 2 } ≤ 0.05, but it is worth to note that some of them reach very high action values (I 1 0.1). This fact makes very difficult to use perturbative methods around the equilibrium point, I 1 = I 2 = 0, to prove stability for such distant objects.
In Figure 4 , we plot a measure of the distance (given by I 2 = I 2 1 + I 2 2 ) of these initial conditions to the triangular points with respect to the two angles (ϕ 1 , ϕ 2 ), where the action-angle variables are defined by (6). This figure suggests that for some particular phases (e.g. ϕ 1 ∼ 1.3 or 1.7 and ϕ 2 ∼ 0.3 or −2.5), the stability regions are larger. The asteroids that reach higher values of the actions can go farther from the equilibrium points. In particular, they correspond to the bodies that can approach the extremes of the banana region mentioned before. In the next section we confirm these assertions with a numerical simulation of the "global" dynamics near the triangular region for some concrete phases.
Numerical study of the stability region
We fix the variables ϕ 1 and ϕ 2 (the concrete values will be specified later on) and we take a mesh of points in the positive quadrant of the (I 1 , I 2 ) plane:
We use these points, (I 1 , I 2 , ϕ 1 , ϕ 2 ), as initial conditions of a numerical integration in a interval of time [0, T ]. The integration is performed by the symplectic integrator SBAB 3 (described in [LR01] ) with a fixed time step of 0.005 and with T = 2 15 = 32768 (in adimensional units). Then, by means of a refined Fourier analysis of a sample of the trajectory (see [GMS02] , for the actual implemented algorithm, and [Las95, Las99] , for an introduction to the frequency analysis method), we evaluate the two basic frequencies of the orbits that we call ω , j = 1, 2, as an estimation of the diffusion rate (see [RL01] ) related to the orbit starting from the phase space point (I 1 , I 2 , ϕ 1 , ϕ 2 ). The value of δ j gives an estimation of the chaoticity of the particular orbit. That is, if the trajectory associated to an initial condition is quasi-periodic, δ j should be zero.
In Figure 5 , we show a contour plot of the function σ j = log δ j for j = 1 (we obtain similar pictures for the σ 2 case). The color code goes from blue, corresponding to motion close to quasi-periodic (δ j < 10 −10 ), to red, for strongly irregular and escaping motion (δ j > 10 −2 ). We plot two examples corresponding to the selection of two pairs of phases: (ϕ 1 , ϕ 2 ) = (0, 0) (left plot) and (ϕ 1 , ϕ 2 ) = (1.78, −2.82) (right plot). The stability region (blue part) shown in the left plot is the generic situation for most of the phases. But, for some particular initial phases the stability region is much larger. This is the case in the right plot, where we choose a phase very close to the one of the asteroid 2759-Idomeneus (which has a rather large I 2 ).
Let us compare the existing analytical results with the stability region given by our numerical investigations. Looking at Table 1 of both [GS97] and [SD00] (that contain, up to our knowledge, the best existing results of the Trojan stability in the RTBP model) the domain of the initial conditions corresponding to orbits that are effectively stable is approximately contained in the rectangle (I 1 , I 2 ) ∈ [0, 0.0005] × [0, 0.0008]. This fact clearly shows that the analytical results obtained up to now are quite far from giving a complete explanation of the stability of the motion of the Trojans. 
Constructive algorithm for invariant tori close to an elliptic point
An explicit procedure to construct invariant tori near an elliptic equilibrium point is described in [LG00] , where the considered system is the secular part of the Sun-JupiterSaturn system. The algorithm can also be applied to the neighbourhood of the Lagrangian points of the RTBP, but it only converges for initial data in a domain that has more or less the same size as the set of initial condition for which the method used in [GS97] and in [SD00] works. In the present section, we will explain how such a procedure can be modified in order to increase its domain of application. Therefore, in Section 4.1 we first adapt the algorithm described in [LG00] to the present context. In Section 4.2 we provide an example that illustrates why a direct application of that algorithm to the RTBP gives poor results. Finally, in Section 4.3 we show the modifications that will allow us to construct invariant tori in a much wider neighbourhood of the equilibrium point.
Kolmogorov's normalization near an elliptic equilibrium point
The goal is to introduce a suitable set of coordinates such that (7) is in the Kolmogorov's normal form,
where the surface p = 0 is invariant with respect to the flow and the motion over that torus has angular frequencies equal to ω ∈ R n . The algorithm consists of a sequence of canonical transformations that we describe in three separated steps.
(i) Birkhoff normalization up to a finite degree The aim of each single step of the Birkhoff normalization is to eliminate the dependence on the angles in the part of the Hamiltonian having a fixed degree in the (square root of the) actions. To be more precise, let us describe the Birkhoff normalization of the third degree. We first determine a generating function B (III) by solving the equation
where · ϕ indicates the average over the angles ϕ . From the generic form of the functions f
Using the formalism of the Lie series (for an introduction to these topics, see, e.g., [Grö60] and [Gio95] ), the transformed Hamiltonian is given by
where we have renamed the new variables of H (III) again (I, ϕ) (this abuse of notation will be repeated hereafter) and one can easily calculate the expression of f It is well known that this sequence of Hamiltonians and canonical transformations produced by the Birkhoff normalization does not converge on any open neighbourhood of the equilibrium point ( [PM03] ). Note that the Birkhoff normal form of degree 3 is enough to start the following construction of the Kolmogorov's normal form and that the radius of convergence of the Hamiltonian shrinks to zero when the degree of the Birkhoff normalization goes to ∞. On the other hand, by performing the Birkhoff normalization up to a degree higher than 3, we can improve the numerical stability of the calculation of the coefficients appearing in the expansions generated by the algorithm. Here, we have computed the Birkhoff normalization up to fifth degree which is good enough for our purposes.
To fix the ideas, let us conclude describing the construction of the Birkhoff normal form up to the fifth degree. The final Hamiltonian is given by
where (a) the functions f
are homogeneous polynomials of degree l in the square root of the actions I of type (8) ϕ . Let us recall that the canonical transformation B inducing the Birkhoff normalization up to the fifth degree is explicitly given by
because one immediately sees that H (V) (I, ϕ) = H (II) B(I, ϕ) using the exchange theorem for Lie series.
(ii) Initial translation of the actions The canonical transformation (I, ϕ) = T (p, q) performing a translation of the actions is of the following type:
Let us recall that we are constructing an invariant torus with a fixed frequency vector ω. Following [LG00] , the initial translation can be determined in such a way that, in the integrable approximation, the quasi-periodic motions on the invariant torus (p = 0, q ∈ T n ) have angular frequencies ω. Therefore, we determine the vector I * with positive components (recall the canonical transformation in (6)) as the nearest to the origin solution of the following equations:
We can write the expansion of H (VI) (p, q) = H (V) (T (p, q)) as follows:
where f (VI,s) l ∈ P l,2s and P l,2s is the set of functions that are homogeneous polynomials of degree l in the action variables and trigonometric polynomials of degree 2s in the angular ones. Note that this expansion is unique if we add the request that any monomial term appearing in the explicit expression of f (VI,s+1) l cannot belong to P l,2s , ∀ l ≥ 0 and s ≥ 0 . Moreover, using the Cauchy inequalities, one easily sees that the size (of any suitable norm) of f (VI,s) l can be estimated with an upper bound that is essentially proportional to the s-th power of the ratio of I * over the analytic radius of convergence of H (V) , and it is inversely proportional to the l-th power of the minimum component of vector I
* (see the discussion in [Loc01] ).
At this point, we want to mention that we have some freedom in the crucial choice of the initial translation vector I * , as it will be discussed in Section 4.3.
(iii)The standard Kolmogorov's normalization algorithm Let us describe the generic r-th step of the Kolmogorov's normalization algorithm. We begin with a Hamiltonian of the type
where f (r−1,s) l ∈ P l,2s and none of the monomials in the expansion of f (r−1,s+1) l belong to P l,2s , ∀ l ≥ 0 and s ≥ 0 . To fix the ideas, we can start with r = 2 defining H (1) = H (VI) . Since we point to a Hamiltonian of type (9), we must remove the main perturbing terms of degree 0 and 1 in the actions. We will proceed in two separate steps. We first remove part of the unwanted terms via a canonical transformation with generating function χ
Thus, we solve with respect to X (r) (q) and ξ (r) the equations
where the n × n matrix C (r) is defined by the equation
. A unique solution satisfying X (r) q = 0 exists if the frequencies ω are non-resonant up to order 2r, k · ω = 0 , ∀ 0 < |k| ≤ 2r with k ∈ Z n , and if det C (r) = 0 . We must now give the expressions of the functionsf (r,s) l appearing in the expansion of the new Hamiltonian:
. To this aim, we will redefine many times the same quantity without changing the symbol. In our opinion, such a repeated abuse of notation has two advantages: first, this makes easier to understand the final calculation off (r,s) l instead of using one single very complicated formula; second, the description of the algorithm is more similar to its translation in a programming code.
To take into account the Poisson bracket of the generating function with ω · p, we put
Then, we consider the contribution of the terms generated by the Lie series applied to each function f (r−1,s) l as follows:
Looking at formulae (21)-(23), one can easily check thatf (r,s) l ∈ P l,2s ∀ l ≥ 0 and s ≥ 0 . We perform now a "reordering of the terms": this means that for any fixedf (r,s) l we move tof (r,j) l all the monomials appearing in its expansion and belonging also to P l,2j with 0 ≤ j < s ; we repeat this operation on Hamiltonian (20) in such a way that at the end of the reordering none of the monomials in the expansion off (r,s+1) l belong to P l,2s , ∀ l ≥ 0 and s ≥ 0 .
In the second part of the r-th step of the Kolmogorov's normalization algorithm, by using another canonical transformation, we remove the part of the perturbation up to the order of magnitude r that actually depends on the angles and it is linear in the actions. Thus, we solve with respect to χ (r) 2 (p, q) the equation
where again the solution exists and it is unique if χ 
(r) . We initially define
In order to take into account the contribution of the terms generated by the Lie series applied to ω · p , we put
Then, the contribution of the Lie series applied to the rest of the HamiltonianĤ (r) implies that
Finally, we perform a new "reordering of the terms", so that at the end the functions f (r,s) l ∈ P l,2s appearing in the expansion (25) of the new Hamiltonian H (r) are such that none of the monomials in the expansion of f (r,s+1) l belong to P l,2s , ∀ l ≥ 0 and s ≥ 0 . Let us recall that the canonical transformation K (r) inducing the Kolmogorov's normalization up to the step r is explicitly given by
This conclude the r-th step of the algorithm that can be iterated at the next step. Let us end the description of the standard Kolmogorov's normalization with a final remark. As a main difference with respect to other papers on the KAM theory (i.e. [GL97a] , [GL97b] , [CGL00] and [LG00] ), here we have not explicitly written the expansions in a small parameter, instead we have clearly prescribed to add up terms corresponding to different orders of magnitude in the small parameter when the "reordering of the terms" is performed. The main advantage of this slight modification is to save most of the memory occupation when the calculations are performed on a computer. Roughly speaking, it is possible to handle the temporarily defined functions in such a way that, for any fixed degree l, one can keep in memory the expansion requested by one single function ∈ P l,2s instead of that requested by a function ∈ P l,2 , plus one ∈ P l,4 , . . ., plus one ∈ P l,2s . This is an important improvement, because the final accuracy of the results depends on the number of Kolmogorov's normalization steps that one can explicitly perform on the computer (see the discussions about both the study of the approximation of the orbits and the computer-assisted proofs of existence of KAM tori in [LG00] and [CGL00], respectively.).
Non uniqueness of invariant tori for fixed frequency vectors
As it has been mentioned before, a straightforward application of the Kolmogorov's normalization algorithm gives disappointing results. Indeed, when the initial translation vector I * is not very small, the sequence of the canonical transformations is non-convergent. In particular, the first generating functions that show up a sudden increase of the coefficients in the numerical implementation of the method, is the translation of the actions, i.e. {ξ (r) · q} r≥2 . Here we will discuss some of the reasons for such a behavior. I 2 ) of the shape of two different invariant tori having the same angular frequencies. The lower torus is given by the algorithm described at points (a)-(e) of 4.3, starting from the frequencies (ω 1 , ω 2 ) = (−0.0787481844821318, 0.996540006111648) corresponding to 624 Hektor (see Table 1 ). The upper torus is obtained by changing the previous algorithm at the point (b 1 ) only: in this second case, we used the nearest to the origin solution of (16) as the initial translation vector I * . In both cases, we projected 5 000 equally time-spaced points along the motion (p(t) = 0, q(t) = ωt) (where (p, q) are the action-angle coordinates at the end of the normalization procedure) through the canonical transformations B First of all, let us recall that the vectors ξ (r) are determined by the second equation in (19), where the matrix C (r) gives approximately (in the limit r → ∞) the local correspondence between frequencies and actions, in a set of coordinates such that the action values locate the invariant tori (see [MG95] ). Figure 6 shows two different tori with the same frequencies. Moreover, we have checked that the determinants of the two matrices C (∞) related to those two tori have opposite signs -one can prove that the determinant of the matrix C (∞) is an intrinsic function of the invariant torus and is invariant under canonical transformations for which the origin is fixed. Therefore, it does not exist a one-to-one mapping between frequencies and invariant tori.
As discussed in [Las99] , in the context of quasi-integrable systems, the frequency analysis can be used to describe the diffeomorphism Ψ :
where Ω is a suitable open set of frequencies) such that its restriction on a Cantor subsetΩ ⊂ Ω locate the invariant tori; i.e. the manifold Ψ(T n , ω) is invariant ∀ ω ∈Ω . The existence and regularity of Ψ were proved in [Pös82] .
In Figure 7 , we numerically study the correspondence between the actions (I 1 , I 2 ), before the Birkhoff normalization, and the frequencies of the motion (ω 1 , ω 2 ). More concretely, we investigate the Jacobian, J, of Φ ϕ (·) = Ψ −1 (ϕ, ·) , where the values of the angles ϕ = (ϕ 1 , ϕ 2 ) are fixed. This figure highlights the existence of a manifold where det J = 0 . Therefore, in this case, the correspondence between frequencies and invariant tori is not invertible. This is related to the numerical instability of the determination of the translations of the actions, {ξ (r) · q} r≥2 . Let us note that in the algorithm described in Section 4.1, the determinants of the matrix C (∞) and the Jacobian J are nearly equal. Indeed, the construction of the Kolmogorov's normal form that starts with coordinates (I 1 , I 2 , ϕ 1 , ϕ 2 ) is given by the composition of:
1. the Birkhoff normalization B, which is near to the identity in a neighborhood of the origin of the actions;
2. the initial translation of the actions T , that does not change the Jacobian of the frequencies-actions map; 3. the standard Kolmogorov's normalization algorithm, that uses matrices related to
Thus, the determinant of C (r) can get very small (possibly zero) when dealing with the normalization algorithm, even for invariant tori located not far from the equilibrium point. We believe that this fact explains the strong numerical instability observed in the determination of the sequence of vectors ξ (r) .
The modified algorithm constructing the Kolmogorov's normal form
As the prediction of the translation vectors ξ (r) given by (19) can be affected by large errors, we have split the standard Kolmogorov's normalization algorithm in two separate 
, depend on the initial translation vector I * of the canonical transformation (15). Therefore, we try to choose I * such that the frequency vector ω * is as close as possible to ω. Thus, we use as a first guess of the "optimal" value of I * the value of the actions of the initial conditions in the coordinates (I, ϕ) after the Birkhoff normalization, because those actions should be "nearly" constant and then (I = I * , ϕ ∈ T n ) should be a "good enough" initial approximation of the wanted invariant torus. Therefore, we try to improve our choice of I * , by approximating numerically the Jacobian matrix J I * of the function ω * (I * ) and then solving the linear equation J I * (I − I * ) = ω − ω * in the unknown I. This value I for the initial translation vector is often suitable enough to apply the previous ideas.
We now provide a detailed description of our algorithm. Let us consider as starting point a system of the type described by the Hamiltonian H (II) in (7). Then, let us carry out the following steps. as obtained at the end of such procedure. R is a fixed integer parameter that is selected sufficiently large to allow the convergence of the whole algorithm, but also taking into consideration the computational resources available. and {K (r) } R r=2 the obtained finite sequences of the Hamiltonians, the generating functions and the canonical transformations, respectively; so that
and
is explicitly given by a formula analogous to (29), by replacing the symbols K and χ with K and X, respectively. (e) Let us perform the standard Kolmogorov's normalization algorithm, as at point (iii) of Section 4.1 (with the translation vectors ξ (r) given by (19)), starting from H (1) = H (R ) . The knowledge of the normal form (and of the normalizing transformations) allows for an explicit integration of the motion. For instance, if we consider the coordinates (X, Y, P X , P Y ) introduced in Section 2.1 and the action-angle variables (p, q) of the normal form, we have that
with
, where the canonical transformations L and A are defined in Section 2.2, and B , T , K (R ) and K (r) are determined at points (a), (c), (d) and (e) of the algorithm described above, respectively.
We have checked the implementation by comparing some numerical integrations against the results from the normal form, by means of the scheme (30).
Description of the results
In Figure 8 , we have reported the results of such a comparison for 588 Achilles. More precisely, we have derived its initial conditions in the RTBP planar model from a spherical projection of the spatial coordinates. Then we have numerically calculated the corresponding frequencies of motion ω = (ω 1 , ω 2 ) by using the frequency analysis method. Afterwards, we have carried out the algorithm constructing the invariant torus corresponding to ω by performing both the Kolmogorov's normalization at points (d) and (e) up to the step r = R = 20 . A software package, specially designed for the algebraic manipulation, allowed us to produce the expansions of the functions defined by the algorithm. The particular choice in the degree of the Kolmogorov normal form (20-th order) is due to limitations on both software and hardware resources available to us, but it is already enough for our purposes. Thus, it has been possible to approximate the motion in a semi-analytic way by using the normal form and the scheme (30), where we have replaced C (∞) with C (20) . Finally, we have compared this semi-analytic integration of the equations of motion with a numerical one. The behavior of the relative difference ∆(X(t), Y (t), P(t))/ (X(t), Y (t), P(t)) (where, for short, P means P X , P Y ) is plotted in the left column of Figure 8 , on the time interval [−10 5 , 10 5 ], whose width corresponds to about 0.4 My. The agreement between the results of the two methods is excellent. Indeed, in terms of the synodical coordinates (x, y), the absolute difference between the values of each coordinate as calculated by the two different methods stays within 5.3 × 10 −7 (which is equivalent to an error of about 10 −7 A.U., comparable to the current uncertainty of the observations). In the top-right box of Figure 8 , we have projected the invariant torus on the synodical coordinates (x, y). We can appreciate that the invariant torus extends also quite far away from the equilibrium point (compare with Figure 1 ) and the area filled by its projection is not negligible at all with respect to the region described by the initial conditions of the asteroids (look at Figure 2) . Moreover, in the bottom-right box of Figure 8 , we reported the norm (given by formula (31)) of the generating functions. We can appreciate a sharp geometrical decreasing of the norms as a function of the normalization step for the generating functions defined by Kolmogorov's normalizations with and without the translations. 2 (defined at point (d) and (e) of Section 4.3, respectively) show a very regular geometrically decreasing behavior similar to the one in the bottom-right box of Figure 8 . Therefore, the algorithm is clearly convergent for all these 23 asteroids.
The results are visualized in Figure 9 , by referring to the same plane (I 1 , I 2 ), used in Section 3 to numerically study the stability region close to the equilibrium point. By comparing the picture on the left of Figure 9 with Figure 5 , we immediately remark that our algorithm seem to be convergent every time that the initial values of the actions are located in the "usual" stability region (with the possible exception of 1868 Thersites and 1872 Helenos, which look very close to a resonant zone). On the other hand, the algorithm does not work when the initial actions are too big.
The main results obtained are summarized in Table 1 . In the fourth and fifth column of this table, we have reported the decimal logarithm of the ratios Comparing the third column with the fourth and the fifth ones, one can appreciate that the bigger I is, the slower the convergence of the algorithm. Note that the distance in the direction I 1 has a larger weight compared to I 2 .
In the last column we report the maximum for t ∈ [−10 5 , 10 5 ] of the relative difference ∆(X(t), Y (t), P(t))/ (X(t), Y (t), P(t)) between the values of (X, Y, P) calculated by the numerical integration of the RTBP and those given by the semi-analytic one, based on the scheme (30). Let us remark that the relative difference is always nearly aligned in the direction of the second component (in terms of the polar coordinates, this corresponds to the angular variable). The agreement between the two methods is not always as good as in the case of 588 Achilles represented in Figure 8 . Indeed, (the second component of) the maximum of the relative difference ranges between 8 × 10 −7 and 2 × 10 −2 .
The behavior of Max t∈[−10 5 ,10 5 ] [ ∆(X(t), Y (t), P(t)) / (X(t), Y (t), P(t)) ] as a function of either I 1 or I 1 /I 2 is rather regular, as shown in Figure 10 . The data corresponding to the asteroids reported in Table 1 are mainly located close to the diagonal of the two pictures and, sometimes, they are quite well grouped together (especially in the right plot). The agreement between the two methods is obviously good when the translation vector is small, but, rather surprisingly, the cases with low perturbation (or, equivalently, with a fast convergence to zero of the generating functions) are not those corresponding to the best results: we can see it, for instance, by comparing the rows related to 1173 Anchises and 1647 Menelaus with 2241 Alcathous. In general, when I 2 I 1 (i.e. on the right part of the pictures in Figure 10 ), we have an excellent agreement between the two methods. Indeed, there is only one of such cases (i.e. 1871 Astyanax, which looks very far from the diagonal in Figure 10 ) where the maximum of the relative difference is larger than 2 × 10 −5 ; but the initial conditions of that asteroid are quite far from the equilibrium point and in that case we remarked that, by calculating slightly smaller expansions of the functions, the final results are clearly worse, therefore, we expect that the agreement can be improved by increasing the size of the expansions. Note that the size of the expansions is not only determined by the final number of the performed steps of the algorithm. Indeed, there are many parameters ruling the truncations of Hamiltonians and canonical transformations, that will be described in the next section.
The agreement between the semi-analytic integration and the numerical one progressively deteriorates when the value of either I 1 or I 1 /I 2 increases, up to the worst case of 2594 Acamas. Moreover, we have seen that using slightly smaller expansions of the functions to calculate the parametric equations of the final invariant tori, the difference between the two methods of integration remains approximately the same for all the asteroids except for the above discussed case of 1871 Astyanax (in most of the cases the agreement is even better with smaller expansions). These facts bring us to conclude that the main limitation on the precision of the semi-analytic integration should be due to the accumulation of the numerical errors in the calculation of the truncated series approximating the canonical transformations. The size of this error seems to be mainly ruled by and (25), respectively; where the sequences of Hamiltonians
Then, we select E as the minimum value such that the first inequality in (33) is satisfied for r = 1 (let us recall that we only have to check a finite number of inequalities, because the Hamiltonian H (1) is truncated in such a way that f Let us now discuss the results obtained. For three asteroids (namely, 1143 Odysseus, 1173 Anchises and 1647 Menelaus) we have found that the functions generated by the Table 2 , when the frequencies ω 1 and ω 2 are subject to the restrictions described both in the second and third column of Table 2 . For these three asteroids, we can apply Theorem 2 in [LG00] (proved in [Loc01] ), because the threshold value ε * calculated as in the statement of that theorem is always grater than ε 2048 (i.e. ε * 0.85 in all the three cases). Therefore, we can claim the following Theorem: Let us consider the three different conservative dynamical systems related to the Hamiltonians H (n # ) (defined at the beginning of the present section), where the catalog number n # can be equal to 1143, 1173 or 1647. They admit one family of invariant tori each. These three families of tori are such that the fixed ratio of the frequencies ω 1 /ω 2 and the range of ω 1 have the values reported in the second and in the third column of Table 2 , respectively.
Let us recall that the possibility of applying the KAM-type Theorem 2 in [LG00] strongly depends both on the number of steps for which we explicitly compute the functions generated by the algorithm (i.e. R ) and on the number of times we iterate the estimates (i.e. R ), with the help of a computer (see the related discussion in [CGL00] ). The choice of these parameters (i.e. R = 24 and R = 2048) had to take into account the limits imposed by the computing resources available to us, but it has been suitable enough for our purposes.
When we compare the results in Table 2 with Figure 9 , it is clear that the computerassisted proof has been successful for the closest asteroids to the equilibrium point.
What about the remaining asteroids? We think that a few technical modifications of the iterative estimates should be enough to prove the existence of invariant tori close to the orbits of some asteroids, that are near the equilibrium point (namely, 624 Hektor, 1208 Troilus, 2148 Epeios and 2456 Palamedes). The idea is the following: in the cases quoted above, the method fails because, from the iterative formulas (46) and (48) of [LG00] , it follows that ε r ≥ exp( r j=2 2/j 3 )ε 1 , even when the generating functions are very small. Such a problem can be overcome, by just skipping a few steps of the standard Kolmogorov's normalization (i.e. the one including the translations) and by restarting the algorithm from a r = r such that On the other hand, we remarked that even the sequence of upper bounds generated by the iteration of the estimates in Section 4.1.1 of [LG00] (which is previous to the calculation of the sequences {ε r } R r=1 and {ζ r } R r=1 , that introduces a further worsening effect) looks clearly divergent for the following asteroids: 2260 Neoptolemus, 1870 Glaukos, 884 Priamus, 659 Nestor, 1404 Ajax, 1869 Philoctetes. A rigorous proof of existence of tori near to the orbits of these objects, or those located even farther from the equilibrium point, looks beyond the limits of our scheme of computer-assisted proof. There are four other asteroids (namely, 588 Achilles, 911 Agamemnon, 1437 Diomedes, 1867 Deiphobus) for which our approach might be successful, but this should require some technical improvements other than those suggested here.
Let us recall that we have not rigorously proved the stability of the motion of any asteroid, because we did not try to ensure the confinement of the orbit by completing the "trapping strategy". Since the effects of the gravitational attraction exerted by Saturn (and by the other major planets) do strongly change in time the values of the vector I related to the various asteroids, we consider that our previous analysis is more interesting than having produced a complete result of stability related to some particular initial conditions. In fact, we think that our discussion shows clearly enough the capabilities and the limits of these techniques.
Conclusions
In this paper, we have studied the problem of the stability of the Trojan asteroids in the context of the planar RTBP. The basic techniques that we have used are:
1. The frequency analysis method: to compute the fundamental frequencies for a set of Trojans and to investigate the global dynamics in a neighbourhood of the Lagrangian points.
2. A variation of the Kolmogorov's normalization algorithm: to construct an invariant KAM torus for each pair of frequencies.
The frequency analysis method helped us to highlight some interesting features of the planar RTBP related to our problem. Indeed, the numerical study near the equilateral points in the action-angle variables (I, ϕ) defined in Section 2.2 reveals that the extension of the stability region with respect to the actions, I, can become much larger if the angles, ϕ, have some particular values. This fact is very unpleasant if one is interested in a perturbative approach, because the coordinates (I, ϕ) are the usual starting point for applying Birkhoff or KAM theory and the size of the perturbation is (roughly) proportional to the norm of the actions. Moreover, the frequency analysis has revealed a further difficulty for such theoretical approaches, i.e. the existence of a manifold (not far from the equilibrium point) where the correspondence between actions and frequencies is degenerate.
The variation in the Kolmogorov's normalization algorithm is needed due to the fact that we want to construct invariant tori at some distance from the equilibrium point. The translations of the actions involved in the algorithm are the main source of numerical instability and may prevent the procedure to be convergent. To solve this inconvenient, first we have constructed an intermediate object (a "quasi-invariant" torus) without using the translations of the actions and, then, this quasi-invariant torus is used as the starting point of a new Kolmogorov's normalization, targeting now the final torus. To implement this strategy in an efficient way, we use a procedure that selects an intermediate torus that is close to the final one. We think that the main source of improvement in the analytic part of this work is due to this new strategy. In fact, our algorithm succeeded in 23 over the 30 cases considered. This corresponds to improve the area of success by a factor close to 100 compared to previous methods (see Table 1 of both [GS97] and [SD00] ).
We have also seen that our reformulation of the Kolmogorov's normalization algorithm can be translated in a computer-assisted proof of existence of invariant tori. We successfully used this technique for the three closest asteroids to the equilibrium point.
Finally, let us remark that, even though we have dealt with an application to a classical problem of Celestial Mechanics, systems close to an elliptic equilibrium point actually occur in many problems of physics and chemistry. Since our new perturbative approach try to overcome some difficulties that are peculiar to neighborhoods of elliptic points and the strategy used here does not exploit in a particular way the features of our actual problem, we believe that our procedure can have interesting applications in many different fields.
