A workshop with the aim to compare classical and molecular techniques for phytoplankton enumeration took place at Kristineberg Marine Research Station, Sweden, in August 2005. Seventeen different techniques -nine classical microscopic-based and eight molecular methods -were compared. Alexandrium fundyense was the target organism in four experiments. Experiment 1 was designed to determine the range of cell densities over which the methods were applicable. Experiment 2 tested the species specificity of the methods by adding Alexandrium ostenfeldii, to samples containing A. fundyense. Experiments 3 and 4 tested the ability of the methods to detect the target organism within a natural phytoplankton community. Most of the methods could detect cells at the lowest concentration tested, 100 cells L À1 , but the variance was high for methods using small volumes, such as counting chambers and slides. In general, the precision and reproducibility of the investigated methods increased with increased target cell concentration. Particularly molecular methods were exceptions in that their relative standard deviation did not vary with target cell concentration. Only two of the microscopic methods and three of the molecular methods had a significant linear relationship between their cell count estimates and the A. fundyense concentration in experiment 2, where the objective was to discriminate that species from a morphologically similar and genetically closely related species. None of the investigated methods were affected by the addition of a natural plankton community background matrix in experiment 3. The results of this study are discussed in the context of previous intercomparisons and the difficulties in defining the absolute, true target cell concentration. #
Introduction
Harmful algal blooms (HABs) are a global concern (Hallegraeff, 1995) . Monitoring coastal waters for the presence of potentially harmful microalgae is therefore essential to assess the risk of bloom formation. Normally, this type of monitoring involves microscopic examination of plankton samples, and requires considerable taxonomic experience, because the identification is based on morphological characteristics and the species of interest frequently occur only as a minor component of the plankton community. Microscopicbased methods are therefore continuously fine tuned and modified (e.g., Fritz and Triemer, 1985; Klut et al., 1989; Elbrächter, 1994; Yamaguchi et al., 1995) . During the last two decades, the desire to develop methods for rapid and specific identification with high sensitivity has motivated phycologists to explore the capability of molecular based techniques for species identification and enumeration (e.g., Anderson, 1995; Lim et al., 1996; Anderson et al., 1999; Haley et al., 1999; Bowers et al., 2000; Bolch, 2001) . As a consequence, numerous methods have been employed in this field, each method with its own advantages and disadvantages.
In August 2005, an inter-comparison workshop on new and classical techniques for determination of the numerical abundance of harmful algal bloom (HAB) species was conducted at the Kristineberg Marine Research Station in Sweden. Scientists with experience in selected enumeration and identification techniques were invited to participate at the workshop. The overall objective was to compare cell count results using a variety of quantitative techniques that included both classical and molecular approaches. The target organism was Alexandrium fundyense Balech. Each participant was responsible for one or at most two specific enumeration methods, with the proviso that all methods to be compared should be fully developed and ready for operational use. Samples were provided to participants in a ''blind'' fashion, and only the experiment organisers were cognizant of the identity and composition of the samples distributed. Several experiments were conducted over the course of the workshop, each designed to evaluate a particular parameter or issue. The investigated parameters included the limit of detection, the specificity of the method, the accuracy and precision of the method, and the sensitivity to background species.
The specific objective of the first experiment was to determine the limits of detection of each method. The second experiment tested each method's ability to discriminate A. fundyense from the closely related species Alexandrium ostenfeldii (Paulsen) Balech et Tangen), known to co-occur in many locations. The third and the fourth experiment examined the accuracy of each counting method when the target organism is in the presence of different amounts of other phytoplankton and detritus (i.e., matrix effects).
Here, we present and compare the results of the intercomparison workshop.
Material and methods

The methods
Seventeen different methods for identification and enumeration of microalgae were tested (Table 1) . Each participant conducted one or at most two methods. The classical microscopic methods were represented by techniques based on sedimentation (methods 1-3), filtration (methods 4-6), and different types of counting chambers or slides (methods 7-9). The molecular methods were represented by techniques based on polymerase chain reaction (PCR, method 10), wholecell ribosomal RNA (rRNA) hybridisation (methods 11-14) , rRNA sandwich hybridisation (methods 15 and 17), and rRNA hybridisation (method 16).
Experimental set up
Cultures of A. fundyense (CA28, Woods Hole Oceanographic Institution, D.M. Anderson) and A. ostenfeldii (AOSH1, Alfred Wegner Institute, A. Cembella) were grown in f/2 (with no added silicate) medium (Guillard, 1975) at a salinity of 26 PSU, and K (with no silicate) medium (Keller et al., 1987) at a salinity of 30 PSU, respectively, at 10 8C.
Cell densities of the A. fundyense and A. ostenfeldii stock cultures were estimated after fixing an aliquot in Lugol's solution. The concentrations were calculated as the average of three to six counts (!200 cells counted) using 1 mL Sedgewick Rafter chambers (McAlice, 1971) . This was carried out 1-2 h prior to the distribution of the samples for each experiment, and then 5 mL of this dilution was dispensed into 95 mL seawater samples (prefiltered or natural) in plastic 100 mL bottles. Five times 100 mL replicates of four sets of different sample types (S1-S4) were distributed on day 1 (D1) and 4Â 100 mL replicates of four sets of different sample types (S1-S4) were distributed during days 2-4 (Table 2 ). All samples and the corresponding replicates were distributed at the same time every day (2000 h for experiments D2-D4) with the exception of the first day (1100 h). Participants were instructed to use their relevant standard procedure for their method. The output rates of the hybridisation with microarray fluorescence detection and the sandwich hybridisation with electrochemical detection (methods 16 and 17; Table 1 ) were limited, so only two samples with three replicates each were analysed by these two methods, per experiment.
To account for bias in the cell number in each sample, because of vegetative cell division, the interval between the time the target cell densities was estimated by the organisers and the distribution of the samples to the participants was kept as short as possible. Because vegetative cell division in dinoflagellates occurs predominantly during the morning hours (e.g., Yamaguchi, 1992; Machabée et al., 1994) , the preparation and the distribution of samples were done at night, when possible.
In experiments D1 and D2 (Table 2) , the Alexandrium cultures were diluted with filtered seawater (FSW, pore size 0.3 mm). In experiments D3 and D4, seawater (24 PSU, 18 8C) from the Gullmarfjord (D3; N58815.9, E11828.3) and the Koljöfjord (D4; N58813.2, E11833.4) was collected at a depth of 5 m using a water sampler bottle and spiked with Alexandrium cells. The seawater was prefiltered with a 0.5 mm sieve to remove larger zooplankton and mixed in a 60 L carboy. The seawater in experiment D3 was also spiked with vertical plankton haul samples (mesh size 20 mm) containing an undefined plankton community. The salinity and temperature of the seawater used in the experiments was measured with a refractometer (Philips Analytical) and a thermometer, respectively. Chlorophyll a (chl a) Scholin et al. (1996 Scholin et al. ( , 1997 Scholin et al. ( , 1999 16. Hybridisation with microarray fluorescent detection Metfies and Medlin (2004) 17. Sandwich hybridization with electrochemical detection Metfies et al. (2005) content was measured in seawater samples collected for the D3 and D4 experiments. One hundred mLs of seawater sample was filtered in triplicate onto 25 mm Whatman GF/F filters, and the chlorophyll extracted in 10 mL of 95% ethanol overnight at room temperature in a dark rotating box. A Turner fluorometer (Turner Designs Model 10 AU) was used to measure the fluorescence signal. Chl a concentrations were calculated using equations in Parsons et al. (1984) .
2.2.1. Experiments 2.2.1.1. Experiment 1 (D1). In experiment D1, the A. fundyense culture was diluted to an estimated final concentration of 100, 500, 1000 and 10,000 cells L
À1
(target cell number) in FSW (S1-S4; Table 2 ). Five replicates (replicate volume 100 mL) of each sample, S1-S4, were distributed randomly and analysed by 17 different identification and enumeration methods (Table 1) . For the subsequent experiments (D2-D4), four replicates of each sample (S1-S4) were distributed for analysis by each method. in all samples, S1-S4. In S1, these cells were added to unprocessed natural seawater (Table 2 ). In subsequent samples (S2-S4), the density of non-target species was increased by adding successively larger aliquots of the natural plankton community obtained from vertical plankton net hauls.
2.2.1.4. Experiment 4 (D4). In experiment D4, the A. fundyense culture was diluted to estimated final concentration of 500, 5000, 25,000, and 100,000 cells L À1 in natural seawater with a chl a content of 1.1 mg L À1 (S1-S4; Table 2 ).
Statistics
Statistical analysis (means, variances, standard deviations, standard errors, confidence intervals), was carried out using the software SPSS (SPSS Inc.). The same software was used for analysis of variance (ANOVA) and regression analysis. Level of significance was set to * p < 0.05. One-way ANOVA was used to test if chl a concentrations were significantly different between samples S1-S4 in experiment D3. The results generated by each method in experiment D3 from the different samples (S1-S4) were also tested by ANOVA. 
FSW: filtered sea water, SW: sea water. a Standard deviation N = 3.
The functional relationship between the target cell concentrations and the observed results from the different methods was investigated by linear regression. Estimating the linear regression using a weighted least square compensated for the increasing variation between replicates with increasing target concentration. This implies that more precise observations, with less variability, get greater weight in determining the regression coefficient.
We wanted to investigate which method was closest to the target cell concentrations, and if the observed result of the methods deviated in a positive or negative way. Therefore, bias was calculated to estimate the divergence of the observed results from the target concentrations. Bias is the difference between the observed result and the target concentration. Mean bias is the average of the biases from the replicates. The deviation of observed results from the target concentration was expressed by displaying the average bias as a percentage of the target cell concentration.
Results
Limits of detection
The specific aim of experiment D1 (Table 2 ) was to determine the lower limit of detection of the methods examined (Table 1 ). The majority of the methods tested were able to detect cells at a predetermined target cell number of 100 cells L À1 (Fig. 1 ). These methods included the sedimentation chamber and settlement bottle methods (methods 1-3), different filtering techniques (methods 4-6), and the whole-cell rRNA probe hybridisation assays with epifluorescent microscope detection (methods 11 and 12). Microscopic-based detection methods using small volumes ( 1 mL, methods 7-9) did not consistently detect cells at this concentration. The multiplication factor used to determine the final cell concentration in cells L À1 for the Sedgewick Rafter chamber and Palmer-Maloney slide methods ( Fig. 1 ) was very high and therefore either overestimated or underestimated the final cell concentrations, with large variances. The mean observed cell number was 1000 cells L À1 with the Sedgewick Rafter chamber, with a standard deviation of 1225. The mean observed cell number for the Palmer-Maloney slide method, which uses 1/10 as much volume, i.e., 0.1 mL, was 6000 cells L
À1
, with a standard deviation of 5477. The haemocytometer (method 9) did not detect any cells when the target cell concentration was 100 cells L
. In experiment D4, sample S4 (Table 2 ; Fig. 2 ), the estimated concentration of target cells was 100,000 cells L
. This was the lowest limit of detection determined by the haemocytometer method during the workshop. Cells were not detected by this method at any other time during the workshop, even when the predetermined target cell concentration was 25,000 cells L À1 (the second highest cell concentration tested) in experiment D4, sample S3. The mean observed cell number (N = 4) generated by the haemocytometer in the D4 experiment, S4 sample (target cell number 100,000 cells L
) was 125,000 cells L À1 , displaying a standard deviation of 250,000.
Methods 13 and 14 (whole-cell hybridisation assay with fluorescence microscopic detection C and wholecell hybridisation assay with TSA enhancement and ChemScan) and 16 and 17 (hybridisation with microarray fluoescent detection and sandwich hybridisation with electrochemical detection) detected cells at 
. The cell count recorded by these methods, however, deviated substantially from the target cell count, and the variance of the results from replicate samples was high (Fig. 1) . Method 10 (quantitative PCR) and 15 (sandwich hybridisation assay with colourimetric detection) did not record the presence of cells at 100 cells L À1 because of logistical difficulties during the first experiment of the workshop. In subsequent experiments the two methods were able to detect the target species at low cell densities, e.g., in experiment D1 and D4, when the predetermined target cell concentration was 500 cells L À1 , and in D3, when the target concentration was 700 cells L À1 (Fig. 3) .
Precision and reproducibility of the methods
Two individual participants utilized Utermöhl sedimentation chambers (methods 1 and 2), but the volumes used (Table 3) and fixation methods were different (Table 1, references) . Nevertheless, the precision and the reproducibility of the two Utermöhl techniques were similar. Results were consistently close to target cell numbers with high reproducibility (Figs. 2-6 ).
The settlement bottle (method 3) frequently underestimated the target cell number relative to the two other sedimentation techniques (Figs. 1 and 2, 6 and 7A). The reproducibility of the settlement bottle was also low compared to the other two sedimentation methods (methods 1 and 2) when target cell numbers were low (Figs. 3 and 4) . The cell counts generated from the three filter-based methods (methods 4-6; Table 1 ) frequently underestimated the target cell abundance (Figs. 1-3, 6 and 7A). The precision and reproducibility of the filtering and calcofluor staining method and the filtering on semitransparent filters method (methods 4 and 5) were similar (Figs. 1, 2, 4 and 6) . The results from the filtering and freeze filter transfer method (method 6), in general, displayed a higher variance among replicates with a lower precision compared to the other two filtering methods (Figs. 1, 2, 6 and 7A).
The sedimentation chamber methods (methods 1 and 2) recorded cell concentrations closer to predetermined target cell concentrations than the filter-based methods (methods 4-6). The estimated cell counts of the filtering methods were lower. This trend was independent of the individual analyst performing cell enumeration (Figs. 1, 2, 6 and 7A).
The three counting chambers/slides (Sedgewick Rafter, Palmer-Maloney and haemocytometer; methods 7-9) used small sample volumes (Table 3) . These methods, therefore, required a high density of target cells in order to yield high precision and adequate reproducibility. The counts reported by the Sedgewick Rafter chamber (method 7) were close to the target number only with cell concentrations !10,000 cells L À1 . A high variance was observed, however, even when the target cell concentration was 100,000 cells L À1 (Fig. 2 ). These three methods had a low precision when the target densities of A. fundyense cells were below 10,000 cells L À1 and reproducibility was low. At low target cell concentrations the relative standard deviation of methods 7 and 8 were close to or exceeded 100% (Fig. 4) .
The quantitative PCR (QPCR, method 10) had low precision, and repeatedly overestimated the target cell number (Figs. 2, 3, 6, 8 and 9B ). The precision and the reproducibility of the method were independent of the target cell concentration. The relative standard deviations were ca. 25% irrespective of target cell densities (Fig. 4) .
Three of the participants carried out whole-cell rRNA hybridisation assay using epifluorescent microscopic detection (methods 11-13). There were small variations in the respective operating procedures (Table 1, references). The reported cell counts of all three whole-cell hybridisation assays were lower than the target cell number (Fig. 7B) . In general, the wholecell hybridisation assay A (method 11) gave estimates that were closest to the target cell number, whereas, whole-cell hybridisation assay B and C (methods 12 and 13) reported lower cell abundances (Figs. 2, 6 , 7B and 9C). The reproducibility of the three whole-cell hybridisation assays with epifluorescent microscopic detection was, however, comparable and independent of target cell number (Fig. 4) .
The whole-cell rRNA hybridisation with TSA enhancement and ChemScan detection (method 14; Table 1 ) had comparable cell counts to the whole-cell Fig. 4 . Results from experiment D4, sample S1-S4. Target cell concentrations are displayed on the x-axis and relative standard deviation (S.D.)% on the y-axis for methods 1-17. Cells were only recorded in the highest target concentration by method 9, thus no trend is displayed. Data points were only available for two samples (S1 and S3) for methods 16 and 17. See text for further details.
hybridisation assays with epifluorescent microscopic detection (methods 11-13). The precision and reproducibility of method 14 was not as good as the other whole-cell hybridisation methods, however. In some of the experiments (e.g., D3), the precision of the ChemScan method improved and the reproducibility was similar to the other whole-cell methods (Fig. 3) . In other experiments (e.g., D2 and D4), the cell counts Results from experiment D4, sample S1-S4. Target cell concentrations are displayed on the x-axis, and results (N = 4, for any deviation in number of replicate counted, see Table 3 ) cells L À1 AE 2 Â standard error (S.E.) on the y-axis for methods 1-17. Please note different scales on y-axis.
Cells were only recorded in the highest target concentration by method 9. Data points were only available for two samples (S1 and S3) for methods 16 and 17. See text for further details.
reported by the ChemScan method were either overestimates or underestimates and large variances were observed (Figs. 4, 5 and 9C). The precision of the method was independent of the target cell concentration (Fig. 5 ). Sandwich hybridisation with colorimetric detection (method 15; Table 1 ) underestimated the target cell number in many of the experiments (Figs. 2, 6 , 7B and 9C). This method showed high reproducibility (Figs. 2-4 and 6), which was independent of target cell density (Fig. 5) . In some experiments (e.g., D3), however, large variances were observed (Fig. 3) .
The sample throughput of the hybridisation with microarray fluorescence detection and sandwich hybridisation with electrochemical detection (methods 16 and 17) was limited, and only two samples represented by three replicates could be analysed per experiment. Method 16 failed to analyse the three replicates per sample in experiment D2 and D3 (Table 3 ). In three of the samples analysed by method 17, one replicate each had no cell record (data not shown). The hybridisation with microarray fluorescence detection (method 16) overestimated the target cell number in all experiments (Figs. 1, 6 and 8) . The low precisions of these two methods (16 and 17) were independent of target cell numbers (Fig. 4) . Because of lack of data, it is difficult to test precision and reproducibility of these methods, and further comparisons with other methods are not possible.
Discrimination between closely related species
The overall objective of experiment D2 was to see how well the methods being tested discriminated the target species A. fundyense from a morphologically similar and genetically related species, A. ostenfeldii.
For most of the microscopic based methods (methods 1 and 2, 5-8), the regression analysis of the target A. fundyense cell concentrations and the results of the methods, were not significant. The results were similar despite varying target cell concentrations (Fig. 9A) . Methods 3 and 4 had a significant linear relation between the target cell concentration and the observed results. The mean cell number of these two methods (settlement bottle and filtering and calcofluor staining) increased proportionally as the target cell number increased (Fig. 9A) . The target cell concentrations of S1-S2 were too low to be detected by the Palmer-Maloney slide method (method 8). The target cell concentrations of all the samples (S1-S4) were too low to be detected using the haemocytometer (method 9), and regression analysis was not carried out for this method.
Counts from the QPCR (method 10) overestimated the target cell number by a factor of 3-5 in all samples analysed (Fig. 9B) , but the linear regression between the target cell concentration and the observed results of the QPCR was significant.
The regression between the target cell concentration and the cell counts of whole-cell hybridisation assay with epifluorescence microscopic detection A (method 11) was significant, whereas, the other two whole-cell hybridisation assays with epifluorescence microscopic detection (method 12 and 13) were not (Fig. 9C) .
Results generated from the whole-cell rRNA hybridisation with TSA enhancement and ChemScan detection were difficult to analyse because of too few data points. Data from three replicates of two target concentrations (S2 and S4) were provided from method 14. The mean values were much lower than target cell concentrations (Fig. 9C) . The regression between the results of methods 14 and the target concentration was not significant.
The cell count of the sandwich hybridisation with colorimetric detection (method 15) underestimated the target A. fundyense cell concentrations, but the regression between the target cell concentrations and results was significant (Fig. 9C) .
Results from the hybridisation with microarray fluorescent detection, and sandwich hybridisation with the electrochemical detection method (methods 16 and 17) were difficult to analyse because of too few data points. The cell counts of method 16 were overestimated relative to the target cell concentrations (Fig. 9B) . Method 17 provided two mean values based on three different replicates for two of the target concentrations (Fig. 9B) . The regressions between the results of methods 16 and 17 and the target concentration were not significant.
Background species
In experiment D3 the intention was to vary the background matrix with different densities of non-target Fig. 7 . Deviation of the observed results from the target concentrations in experiment D4. The deviation is expressed by displaying the average (N = 4, for any deviation in number of replicate counted, see Table 3 ) bias as a percentage of the target cell concentration. Bias is the difference between the result and the target concentration. Please note different scales on y-axis. Error bars have been left out for clarity. (A) Microscopic methods: mean biases (%) of methods 6-8 (S1) and 9 (S1-S4) exceed AE100%, and is not displayed. (B) Molecular methods: mean biases (%) of method 10 (S1-S4), method 14 (S1), methods 16 and 17 (S1-S4) exceed AE200%, and is not displayed. phytoplankton species and detritus. In sample S1, the chl a concentration of the natural seawater used was 1.54 mg L À1 (Table 2 ). Additional background matrix was introduced to samples S2-S4 by pipetting an aliquot of plankton slurry from a plankton net hauled through the water column. Chlorophyll a concentrations for the samples are presented in Table 2 . The chl a concentrations in samples S1 and S2 were not significantly different. The chl a concentrations in S3 and S4 were significantly different from all other samples (data not shown). Despite the significantly higher chl a concentration in samples S3 and S4 the outputs of all the methods (1-17) were not affected. The target cell concentrations were the same in all samples (S1-S4), i.e., 700 cells L À1 . Results of cell counts from methods 1-17 of the samples S1-S4 were not significantly different (data not shown).
Number of replicates counted
In all experiments, D1-D4, four different samples, S1-S4, were included. The samples varied in one specific parameter per experiment. The number of replicates was five in experiment D1, resulting in 20 replicates to analyse on day 1. The subsequent experiments had four replicates per sample, i.e., 16 samples per day. The number of replicates counted per method and experiment is displayed in Table 3 . The classical microscopic based methods (methods 1-9) required little time to set-up and were promptly ready to carry out analysis on the samples provided for experiment D1. The molecular based methods (methods 10-17) were slower to start, thus many replicates from the first experiment, D1, could not be analysed.
Target cell concentration
In Fig. 7 , the results of the different methods relative to the target count is displayed. In 4 out of 45 recorded mean bias values for day 4 S1-S4, the observed result is overestimated. Forty-one out of 45 mean bias values are negative, and thus represent underestimated observed results.
Discussion
Comparisons on the efficiency of different identification and enumeration methods for phytoplankton have previously been conducted (e.g., Reckermann and Colijn, 2000; Reckermann et al., 2001; Savin et al., 2004) . However, despite similarities in approaches or study objectives, the procedures followed differed and thus it is difficult to compare across studies. Accordingly, the results we present here are unique. In the literature, comparison of molecular and traditional methods for identification purposes are few, but available data suggests that differences are common (Savin et al., 2004; Anderson et al., 2005) . During this workshop no single method could be judged the best, as many methods had their strengths as well as weaknesses.
Identifying and enumerating algae using a microscope requires considerable taxonomic experience, because the identification is based on morphological characters. The performance of an individual scientist conducting identification and enumeration of microalgae by molecular methods also requires experience. Probably, it is faster and easier to become competent with molecular methods than becoming competent with morphological identification. However, none of the tested methods are independent of the operator. Only one person conducted the methods tested during the workshop, and no information is available on operator variability. Presumably we would have introduced greater variance of the observed results if operator variability also was tested.
An absolute true cell concentration could not be specified for any experiment, sample or replicate. The most probable concentration of any sample will be the count given by the majority of the methods investigated, provided that there are no cell division or pipetting errors introduced while preparing and distributing samples to the participants. Despite these prerequisites, Table 3 ). Error bars of method 12 (S2 and S4) exceed the diagram area. Results from method 14 is available from samples S2 and S4 only. A line does not connect these data points.
target cell concentrations had to be estimated to permit comparisons of the different methods. The target cell concentration was estimated as an average of several counts of a dense (in the range of a million cells per litre) stock culture, using one of the methods investigated, i.e., Sedgewick Rafter chamber (method 7). This was considerably more dense than any of the samples given to the participants. The increase in precision with increased density of the target organism was a general result for all investigated methods. From this, and from examples in the literature (Andersen and Throndsen, 2003) , it follows that the precisions of the target cell estimations were high. The majority of methods, underestimated the expected cell number, and therefore it is possible that the Sedgewick Rafter chamber overestimated the number of cells actually delivered to the participants. Methods 10 and 16 constantly overestimated the cell concentration, but this appeared to be the result of errors in the standard curves used to calculate the final cell concentrations in each sample analysed.
Errors may also be introduced if the culture of the target organism is not growing well. A culture that is not well maintained may present morphological characters that are not seen in natural samples. Moreover, significant variability in labelling intensity of rRNA probes because of algal growth stage has previously been demonstrated (Anderson et al., 1999; Peperzak et al., 2000) . Consequently any identification based on morphological characters (methods 1-9) or rRNA probes (methods 11-17) can be affected by the condition of the culture. Despite effort in keeping cultures healthy, some participants, mainly those executing microscopic-based techniques, complained about the condition of the cultured target organisms.
In each experiment four samples, each represented by four or five replicates, were analysed. Consequently time was also a constraint. Thus, important procedures of the methodology normally practised when there is no shortage of time, had to be modified in order to complete all the replicates. For instance, when using the settlement bottle technique (method 3) it is recommended to count five transects in order to get an accurate estimation of the cell densities (Raine et al., 1990) . The executer of this method counted only three strips along the base plate of the bottle when there was high concentration of target cells due to time constraints, which might have affected the results of the particular method.
The participants responsible for the molecular methods faced problems of more technical character. Many of the participants have reported that trials conducted prior to the workshop gave better precision, reproducibility and sensitivity. Many participants brought their own equipment, but some larger pieces of equipment were provided at site (e.g., centrifuges, hybridisation ovens, filtering manifolds). Generally, there were no problems with any of the equipments. One of the weaknesses of the molecular methods might be that they are very sensitive to small fluctuations in the operational procedure, and they perform best if they are conducted using a piece of equipment that is used for that particular purpose only. The hybridisation oven used for whole-cell hybridisation assay with fluores- cence microscopic detection A (method 11) was variable in temperature, and this might have influenced the reproducibility of that particular method. Slight procedural variation in protocols of molecular methods can also affect the output of similar techniques. Four participants conducted whole-cell rRNA hybridisation (methods 11-15), but the precision, the reproducibility, and the sensitivity to genetically close species were different. The better precision of whole-cell hybridisation assay with fluorescence microscopic detection A (method 11) as compared to whole-cell hybridisation assay with fluorescence microscopic detection B and C (methods 12 and 13), might be explained by the procedure of washing the filters in separate containers, which might have resulted in cell loss. Up to 30% cell loss has been noted where an analysis of the washing solution has been undertaken (A. Cembella, unpublished). Method 11 washed the cells on the filter manifold, but filtered a smaller volume than method 13, which may also have introduced an error. The precision and the reproducibility of whole-cell hybridisation assay with TSA enhancement and ChemScan (method 14) were not as good as the other whole-cell hybridisation methods. This was probably not due to the hybridisation as such, but caused by machine error. Some of the limitations and advantages of this method are related to the performance of the machine (Töbe et al., 2006) .
Organizers predetermined the 100 mL sample volume distributed to the participants. Some methods, however, were better optimised for 100 mL samples. Others were not, and precision and reproducibility were affected. Method using small volumes did not obtain satisfactory results at low target cell concentrations, i.e., Sedgewick Rafter, Palmer-Maloney, and haemocytometer chambers. The quantitative PCR (method 10) used the entire volume, and the sandwich hybridisation assays and the hybridisation with microarray fluorescent detection (methods 15-17) used and required the entire volume distributed, i.e., 100 mL. Detection of microalgal DNA by PCR is a very sensitive method (Godhe et al., 2002) , and the sample volume should in theory not affect the results, provided that cells are retained during cell lysis and DNA extraction. However, in some of the hybridisation assays (methods 16 and 17), it is essential to begin with the correct amount of algal cells in order to obtain optimal RNA yield and purity with RNeasy columns (Metfies et al., 2005) . For these assays, the volume provided might have been too small in the samples with very low target cell concentration, and the observed results may therefore have been affected.
The intention was that all methods should be fully developed and ready for operational use. Yet this was not the case. Some of the molecular methods were very new, and necessary tuning and adjustments were lacking, others, however, were well established, and gave acceptable results. Future workshops with the same perspective might be better in predicting reliability of some of the investigated methods.
Conclusion
Methods 1-8, 11-14 and 16 and 17 could detect cells at a concentration of 100 cells L
À1
, however the variance was high for methods 7 and 8, 13 and 14, and 16 and 17. The limit of detection was 100,000 cells L À1 for method 9. Methods 10 and 15 detected the target species at a cell target concentration of 500 cells L
. The failure of methods 10 and 15 to detect cells at 100 cells L À1 was due to logistic problems.
In general, the precision and reproducibility of the investigated methods increased with increased target cell concentration. Many of the molecular methods were exceptions in that the relative standard deviation was not affected by the target cell concentration.
Only two of the microscopic methods (methods 3 and 4) and three of the molecular methods (methods 10 and 11 and 15) had a significant linear relation between their results and the cell target in experiment D2 when the objective was to discriminate the target species from a morphologically similar and genetically closely related species.
None of the investigated methods were affected by the extra addition of background matrix in experiment D3.
During this workshop the best precision and reproducibility was achieved by sedimentation chamber technique (methods 1 and 2). However, this technique was not as reliable when there were co-occurring species, which confused the observer. Microscopic discrimination of the two Alexandrium species was facilitated by calcofluor staining (method 4), which highlights minor morphologic differences, but it was also possible to discriminate between the species without this type of staining (method 3). However, molecular methods might be an even better choice when co-occurring, non-target species like A. ostenfeldii are a problem. QPCR (method 10), whole-cell hybridisation assay with fluorescence microscopic detection A (method 11) and sandwich hybridisation assay with colourimetric detection (method 15) proved sensitive enough for discrimination between two closely related species.
