Inclusive momentum distributions of charged particles in restricted cones around jet axes were measured in dijet events with invariant dijet masses in the range 80 to 600 GeV/c 2 . Events were produced at the Fermilab Tevatron in pp collisions with a center of mass energy of 1.8 TeV and recorded by the Collider Detector at Fermilab. The results were compared to perturbative QCD calculations carried out in the framework of the modified leading log approximation ͑MLLA͒ and assuming local parton-hadron duality. It was shown that the data follow theoretical predictions quite well over the whole range of the jet energies included in this analysis. We extracted the MLLA cutoff scale Q e f f and found a value of 230Ϯ40 MeV. The theoretical prediction of E jet sin c scaling, where c is the cone opening angle, was experimentally observed for the first time. From the MLLA fits to the data, two more parameters were extracted: the ratio of parton multiplicities in gluon and quark jets, rϭN partons g-jet /N partons q-jet ϭ1.9Ϯ0.5, and the ratio of the number of charged hadrons to the number of predicted partons in a jet, K LPHD charged ϭN hadrons charged /N partons ϭ0.56Ϯ0.10.
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I. INTRODUCTION
We report a measurement of the inclusive momentum distributions of charged particles in dijet events with dijet invariant masses in the range 80 to 600 GeV/c 2 . These events were produced at the Fermilab Tevatron in pp collisions with ͱsϭ1.8 TeV and recorded by the Collider Detector at Fermilab ͑CDF͒. The results are compared with perturbative QCD calculations carried out in the framework of the modified leading log approximation ͑MLLA͒ ͓1-6͔ and the hypothesis of local parton-hadron duality ͑LPHD͒ ͓7͔. The MLLA evolution equations allow an analytical description of the development of a parton shower for gluon and quark jets. The LPHD hypothesis assumes that hadronization is local and occurs at the end of the parton shower development, so that properties of hadrons are closely related to those of partons. Altogether, the MLLAϩLPHD scheme views jet fragmentation as a predominantly perturbative QCD process. Modern Monte Carlo generators that use the leading log approximation ͑e.g. HERWIG ͓26͔͒ were found to be very good in describing experimental data. However, one has to keep in mind that all generators are heavily tuned to reproduce the data. More generally, no matter how successful a Monte Carlo calculation is in describing data, it does not solve the physics problem of what is happening with QCD at low momentum transfers. Progress in this area is likely to come from perturbative QCD methods. If such methods are successful, they will greatly expand our understanding of the underlying physics of the jet fragmentation phenomenon.
The Tevatron data, with their broad range of jet energies, present a unique opportunity to verify the validity and consistency of the MLLA approach on an energy scale much larger than that available at other machines. Overlap of the energy regions of the Fermilab Tevatron and e ϩ e Ϫ experiments allows a direct comparison of experimental results obtained in very different environments.
II. THEORETICAL CONSIDERATIONS

A. Modified leading log approximation
The MLLA is a resummed perturbative calculation that keeps track of terms of order ␣ s n log 2n (E jet ) and ␣ s n log 2nϪ1 (E jet ) at all orders n of perturbation theory (E jet is the jet energy͒. Color coherence effects between diagrams of the same order in ␣ s can be accounted for by introducing an angular ordering ͓8͔ which effectively constrains sequentially emitted partons to successively smaller angles with respect to the parent parton. Angular ordering plays a very important role in building the resummation scheme at all orders and obtaining the final solutions in analytical form. Improved, more accurate solutions of the MLLA evolution equations are often referred to as ''next-to-. . . -MLLA,'' although technically they are of the same order. The MLLA and various next-to-MLLA versions differ in how they account for the orders beyond the precision stated above. They all do it only partially leading to the differences in their predictions ͑to be addressed at the end of this section͒.
Any theoretical model attempting to describe jet fragmentation phenomena must be able to handle particles with very low k T scales. Here, k T is defined as the transverse momentum of a particle with respect to the jet axis. Figure 1 shows the k T distribution of charged particles in jets of mean energy E jet ϭ108 GeV and within a cone defined by the angle with respect to the jet axis c ϭ0.28 rad. One can see that most of the particles have k T 's well below 1 GeV/c, i.e. in the domain where perturbative QCD calculations are not obviously applicable. In the MLLA, ␣ s , the coupling constant controlling emission of gluons, evolves as
where b is a QCD constant that depends on the number of colors n c and the number of flavors n f of effectively massless quarks (bϭ9 for n c ϭ3 and n f ϭ3), and ⌳ QCD is the QCD regularization scale. In order to carry out all intermediate stages of calculations, a sufficiently high cutoff scale Q cuto f f is imposed so that all partons are emitted with k T ϾQ cuto f f , i.e. in a regime guaranteed to be perturbative. After the resummation is done, the final MLLA solutions for 
where b is as defined earlier, B is another QCD constant (Bϭ101/81 for n c ϭ3 and n f ϭ3), and I B is the modified Bessel function of order B. The other variables are
ϭ1Ϫ
Y , ␣ϭ␣ 0 ϩi, and tanh ␣ 0 ϭ2Ϫ1, where p is the parton momentum. This expression can be simplified to allow for easier manipulation ͓10͔:
where
Distribution of the momentum transverse to the jet axis for particles in cones of opening angle c ϭ0.28 rad around the jet axis, for mean energy E jet ϭ108 GeV. Data points correspond to the CDF measurement described in this paper while the line was obtained from the HERWIG Monte Carlo plus detector simulation, scaled by a factor 0.89 as discussed in Sec. XIII.
FIG.
2. The evolution of the MLLA predicted parton spectrum with energy for a gluon jet and for a cone of opening angle c ϭ0.28 rad. The four lines correspond to jet energies E jet ϭ50, 100, 200, and 300 GeV.
The shape of the MLLA inclusive parton momentum distributions can be approximated by a Gaussian ͓3͔ or a skewed Gaussian ͓11͔. It should be pointed out that the MLLA equations are strictly valid for soft partons only (x ϭp/E jet Ӷ1). Although dN/d→0 as →0 as it should, the exact descent to zero is not expected to be well described by MLLA. MLLA also assumes that partons are massless and the opening angle c is small.
The evolution of the momentum distribution peak position 0 with jet energy is given by ͓6͔
where cϭ0.29 for n f ϭ3.
Note that all the MLLA predictions depend on the combination E jet sin c /Q ef f , which implies the presence of scaling behavior.
Within MLLA, the momentum distribution of partons in a quark jet differs from that in a gluon jet only by a normalization factor rϭC A /C F ϭ9/4 (C A and C F are the color charges of gluons and quarks, respectively͒:
More accurate solutions of the set of coupled QCD evolution equations describing parton production in quark and gluon jets primarily affect parton multiplicities. The corresponding changes are equivalent to rescaling the normalization of Eqs. ͑2͒, ͑3͒ by a factor F nM LLA :
At the same time, the ratio of the number of partons in gluon and quark jets deviates from the lowest order value of 9/4. Like F nM LLA , r becomes a function of the jet energy.
F nM LLA (E jet ) and r(E jet ), when calculated analytically, are usually expressed in powers of ͱ␣ s (E jet ). Improved ''next-to-. . . -MLLA'' calculations published in ͓12-14͔ disagree ͑see Figs. 3 and 4͒ on the exact scale of these corrections. However, they all suggest that both F nM LLA and r are weak functions of energy. This allows the corrections to be treated as effectively constant for the range of dijet masses covered by this analysis. We assumed F nM LLA ϭ1.3 with a Ϯ0.2 theoretical uncertainty ͑the range is shown as a shaded rectangle in Fig. 3͒ . As for the parameter r, one may attempt to extract it from the data. This could serve two purposes. First, to verify the consistency of the MLLA calculations by checking if the values of r are in agreement with the expectations, and second, to try to distinguish between the three theoretical calculations ͓12-14͔ ͑see Fig. 4͒ . With this in mind, we chose to treat r in this analysis as a free, energyindependent parameter.
B. Local parton-hadron duality
Any parton level calculation for jet fragmentation will be difficult to interpret if hadronization effects dominate the perturbative stage. An example of a hadronization model that preserves the correspondence between the properties of hadrons and partons is the LPHD hypothesis. LPHD has been shown to be naturally connected with the ''pre-confinement'' properties of QCD cascades ͓15͔. Experimental studies are required to determine the lower limit at which the LPHD approach is applicable for hadronization. In the simplest interpretation of LPHD, each parton produced during the perturbative stage picks up a color partner from the vacuum sea at the end of parton branching and binds into a hadron, so that K LPHD ϭN hadrons /N partons Ӎ1. Then, for charged particles only, one expects from isospin invariance that the constant K LPHD charged ϭN hadrons charged /N partons should be approximately 2/3. Furthermore, assuming the fraction of the jet energy carried by particles in a jet to be charge independent, the fraction of charged particles with respect to all particles should be equal to the average fraction of the jet energy carried by charged particles. The latter has been measured in hadronic events at e ϩ e Ϫ experiments to be approximately 0.60 ͓16͔, while the results from hadron colliders are 0.47Ϯ0.02Ϯ0.05 ͓17͔ and 0.65Ϯ0.02Ϯ0.08 ͓18͔.
C. Quark and gluon jets
Dijet events at the Fermilab Tevatron consist of both quark and gluon jets. By denoting the fractions of gluon and quark jets as ⑀ g and ⑀ q , respectively, one can rewrite the formula for the parton momentum distribution shape as follows:
Combining this formula with Eq. ͑8͒ and taking into account the next-to-MLLA correction ͓Eq. ͑6͔͒, one arrives at an expression for the shape of the momentum distribution expressed in terms of the MLLA spectrum ͓Eqs. ͑2͒, ͑3͔͒:
with a normalization parameter K defined as
III. EARLIER EXPERIMENTAL RESULTS
Comparisons of momentum distributions observed in data to the MLLA predictions have been performed in several e ϩ e Ϫ and ep experiments and show good qualitative agreement. The distributions were fitted for the value of the Q e f f parameter and the normalization factor K LPHD charged . Q e f f was found to have a value around 250 MeV ͓19-21͔. On the other hand, the measurements of K LPHD charged were too high ͑around 1.3͒ ͓21͔ to be consistent with one-to-one partonhadron correspondence. However, it should be pointed out that the measurement of K LPHD charged is directly coupled to assumptions about F nM LLA and r. In earlier papers F nM LLA was taken to be 1, while r was assumed to be equal to 9/4. If one takes into account the next-to-MLLA value F nM LLA Ӎ1.3 and rӍ1.6, the reported K LPHD charged value needs to be rescaled, and its next-to-MLLA value becomes Ӎ0.7.
Several measurements of the ratio r of charged particle multiplicities in gluon and quark jets have been made. Early measurements showed little difference between charged particle multiplicities in gluon and quark jets ͑i.e., rϭ1) ͓22͔. Later, the reported numbers ͓23͔ varied from rӍ1.1 to r Ӎ1.5 with typically small uncertainties. The variations are likely to be due to different definitions of jets and regions of particle phase space used in the analyses, which makes the observables different and the comparison to the theory ambiguous.
IV. ANALYSIS STRATEGY
Motivated by the predictions of the MLLA, we performed an analysis to determine how the momentum distributions of charged particles in jets evolve with jet energy and the opening angle within which the particles are observed. We used a data sample consisting of two-jet events. Note that in hadron collisions, to compare data to theoretical predictions described by Eqs. ͑2͒, ͑3͒ one has to use the jet energy measured in the center-of-mass system of the two jets. When referring to E jet in this paper, we always assume it to be the jet energy in the center-of-mass frame of the two jet system. Assuming that jets are massless, E jet ϭM JJ /2, where M JJ is the dijet mass ͑the exact definition can be found in Sec. VIII͒. Therefore, the events were assigned to nine bins according to their dijet masses. Momentum distributions were measured for particles in restricted cones of three sizes around the jet axis. The cones were selected to be sufficiently small so that c Ӎsin c . The particular choices of c ϭ0.28, 0.36, and 0.47 rad were made to match the definition of the dijet mass bins. Consecutive cone sizes and the edges of the dijet mass bins were a factor of 1.3 apart from each other. This was motivated by the predicted E jet c /Q e f f scaling of the momentum distributions.
The measured distributions were fitted with the MLLA predicted spectrum, Eq. ͑10͒ with the parton spectrum as in Eq. ͑3͒, for the MLLA parameter Q e f f and normalization K. Values of Q e f f obtained from all combinations of dijet masses and cone sizes were compared to verify whether Q e f f is indeed universal. The evolution of K with energy, which comes mostly through the gluon fraction ⑀ g , Eq. ͑11͒, allowed extraction of the LPHD parton-to-hadron conversion parameter K LPHD charged and the ratio of the multiplicities in gluon and quark jets, r.
Finally, the momentum distributions were fitted for the peak position 0 , and the evolution of 0 with jet energy and cone size was plotted to verify the predicted E jet sin c /Q ef f scaling. Measured peak positions were also used to extract the parameter Q e f f using Eq. ͑II A͒. These extracted values of Q e f f were then compared to those obtained from the fit for the full shape of the distributions with the MLLA function, Eq. ͑10͒.
V. CDF DETECTOR
This analysis used data collected at the Collider Detector at Fermilab ͑CDF͒, a multipurpose detector designed for precision energy, momentum and position measurement of particles produced in proton-antiproton collisions with a centerof-mass energy of 1.8 TeV. The CDF detector is described in detail in ͓24͔ and references therein. Here, we will briefly describe the elements of the detector directly related to this analysis.
The CDF coordinate system is defined with respect to the proton beam direction, which defines the positive z direction, while the azimuthal angle is measured around the beam axis. The polar angle is measured with respect to the positive z direction. The pseudorapidity, , is often used and is defined as ϭϪln tan(/2). Transverse components of particle energy and momentum are conventionally defined as projections onto the plane transverse to the beam line, E T ϭE sin and p T ϭ͉p ជ ͉sin .
The sub-detectors we used were the silicon vertex detector ͑SVX͒, the vertex drift chamber ͑VTX͒, the central tracking chamber ͑CTC͒ and the central parts of the calorimeter system, namely the central electromagnetic ͑CEM͒, central hadronic ͑CHA͒ and wall hadronic ͑WHA͒ calorimeters.
The SVX is the component of the CDF detector that is the closest to the beam line. It provides precise determination of the vertex position in the transverse plane via rϪ tracking. The VTX surrounds the SVX and helps determine the z position of the primary vertex. SVX and VTX information was used to determine the position of the primary vertex and to distinguish particles produced in the primary interaction from background tracks and tracks from secondary interactions in the same bunch crossing.
The SVX and the VTX are mounted inside the cylindrical 3.2 m long central tracking chamber. The CTC is an opencell drift chamber of 2.65 m outer diameter designed for precision measurement of particle trajectories. The determination of particle momenta is based on trajectory curvature and knowledge of the solenoidal magnetic field (B ϭ1.4 T). The chamber contains 84 layers of sense wires grouped into nine superlayers. Five of the superlayers consist of 12 axial wires, while four stereo superlayers consist of six wires tilted by 3°with respect to the beam line. The CTC fully covers the region Ϫ1ϽϽ1 with a momentum resolution better than ␦p T /p T 2 р0.002 (GeV/c) Ϫ1 . In this analysis, we used particles in restricted cones around the jet axis, and particle momenta were measured entirely by the CTC.
The CEM is a lead-scintillator calorimeter, while the CHA and WHA consist of alternating iron and scintillator sheets. The CEM, CHA, and WHA have 2 azimuthal coverage, with pseudorapidity ͉͉Ͻ1.1 for the CEM and ͉͉Ͻ1.3 for the CHAϩWHA. The segmentation of all three detectors is determined by the size of the individual towers, each covering 15°in and 0.1 unit in . The CHA and CEM single particle energy resolutions are 0.5/ͱE T 0.03 and 0.135/ͱE T 0.02, respectively, where E T is the transverse energy in GeV. The WHA energy resolution is 0.75/ͱE T 0.04. For our data sample, the jet energy resolution of the combined CDF calorimeter system varied from 10% to 7% for jet energies from 40 to 300 GeV.
VI. JET DEFINITION
In this analysis, jet identification, direction and energy are completely based on the calorimeter information. CDF defines jets using a cone algorithm. Starting with the highest E T tower, the algorithm forms preclusters from an unbroken chain of contiguous seed towers ͑any tower with transverse energy E T above 1 GeV͒ provided the towers are within a window of 7ϫ7 towers centered at the originating tower. If a tower is outside this window, it is used to form a new precluster. The coordinates of the precluster are calculated as E T -weighted sums of the and of the seed towers assigned to this precluster. Next, all towers with E T above 0.1 GeV within Rϭͱ(⌬) 2 ϩ(⌬) 2 ϭ0.7 of the precluster are merged into a cluster. The centroid of this cluster is computed, a new cone of radius Rϭ0.7 is drawn around it, and towers inside the cone are assigned to the cluster. The procedure is then repeated until a stable set of clusters is found.
The energy of a jet is defined as the sum of the energies of the towers belonging to the corresponding cluster. Corrections are applied to compensate for the non-linearity and non-uniformity of the energy response of the calorimeter, the energy deposited inside the jet cone from sources other than the parent parton, and the parent parton energy that radiates out of the jet cone. Full details of this procedure can be found in ͓25͔.
VII. MONTE CARLO SIMULATIONS
To verify that the event selection and track quality cuts do not produce unexpected biases, we used the HERWIG 5. 6 Monte Carlo event generator ͓26͔ and the standard CDF Monte Carlo program package QFL that simulates the response of the detector. HERWIG uses leading log approximation calculations for parton branching and explicitly includes color coherence effects. For hadronization, HERWIG employs the cluster model, which combines partons into colorless clusters and decays them into lighter clusters and/or final hadrons according to the available phase space.
We used HERWIG in its default configuration in conjunction with the parton distribution function sets CTEQ4M ͓27͔ and CTEQ4HJ ͓28͔.
QFL is a package that simulates the passage of particles through the CDF detector subsystems, including ␥ conversions, multiple scattering, decays of long-lived particles in the material of the detector, and showers in the calorimeters. The output of the simulation with QFL matches the data formats. Standard event generators, such as HERWIG, can be used as input to QFL.
VIII. EVENT SELECTION
The results presented in this paper are based on data collected during the 1993-1995 running period with a total accumulated luminosity Ӎ95 pb Ϫ1 . Events were accumulated using single jet triggers with E T thresholds of 20, 50, 70 and 100 GeV, the first three triggers being pre-scaled by 1000, 40 and 8 respectively.
First, the raw jet energies measured by the calorimeters were corrected as described in Sec. VI. To select clean dijet events, we required the presence of two well-balanced ͑within the calorimeter resolution͒ high E T jets: ͉E ជ T jet1 ϩE ជ T jet2 ͉/(E T jet1 ϩE T jet2 )Ͻ0.15. One or two additional jets were allowed when they were very soft, (E T jet3 ϩE T jet4 )/(E T jet1 ϩE T jet2 )Ͻ 0.05; otherwise, possible biases could be introduced ͑for example, in events with high energy jets, a single track escaping a jet at a sufficiently large angle could be identified as a separate jet͒. Only events with both leading jets in the central region of the detector (͉ jet1,2 ͉ Ͻ0.9) were retained for the analysis to ensure efficient track reconstruction. The maximum number of primary vertices allowed was two because selecting only single vertex events would have unnecessarily reduced the statistics. Generally, in the events with two vertices, one can unambiguously choose the right one by comparing how much energy and how many tracks point from each vertex to the clusters in the calorimeter. Also, the second vertex is soft in an overwhelming fraction of cases, which makes the separation very clear. In this study, for events with two vertices, a spatial separation of at least 12 cm between them was required to ensure unambiguous assignment of tracks to the vertices.
After the selection cuts, the sample consisted of approximately 100 000 dijet events. The events were further subdivided into nine bins according to the dijet mass energy as measured by the calorimeters and defined as
The bins had a uniform log-scale width ⌬ ln M JJ ϭ0.3, which was always wider than the calorimeter resolution for the dijet mass determination, ␦M JJ /M JJ Ӎ7 -10 %. Table I shows how the dijet mass bins were defined along with the mean measured values of the dijet masses. It also shows the mean values of dijet masses after correcting for detector resolution effects ͑see Sec. X͒.
We varied the selection cuts to verify that our measurements do not show any noticeable dependence on the selection procedure. For example, the number of primary vertices allowed was restricted to one, and all the measurements were repeated. In the same way, the number of jets allowed was restricted to exactly two, and the jet E T balancing requirements were varied. In addition, the fiducial cuts on jet were varied by excluding the very central region (͉ ͉Ͻ0.1) and, separately, by excluding events with jets outside the region ͉ 1,2 ͉Ͻ0.7. The differences between the original values and those measured with varied selection cuts were used as estimates of the systematic uncertainties associated with the selection requirements.
To check that trigger effects do not bias the measurement, we verified the continuity of several observables in the dijet mass regions corresponding to the transition from one trigger to another. We analyzed the continuity of the inclusive mean multiplicity and the fraction of total jet energy carried by charged particles. These variables were chosen because the former one is sensitive to mismeasurements in the soft part of the particle spectra, while the latter is sensitive to high energy particles. No significant effects were found.
We also checked whether the analysis was sensitive to a particular choice of the cone radius R used by the jet finding algorithm. To do that, we selected events using different radii, 0.4 and 1.0 compared to the default value of 0.7, and keeping the rest of requirements unchanged. No significant variations in the results were observed.
IX. TRACK SELECTION, CORRECTIONS, AND SYSTEMATIC ERRORS
The analysis was carried out in the dijet center of mass frame. Momentum distributions were measured for tracks falling in restricted cones of sizes c ϭ0.28, 0.36, and 0.47 rad around the jet axis. Measured momentum distributions were normalized per jet. The following sections describe the track selection cuts and corrections that were applied to data. For illustration, we typically show the distribution corresponding to the middle dijet mass bin, with mean unsmeared M JJ ϭ216 GeV/c 2 . In cases where the energy dependence is 94  4148  82  78  94  120  1968  105  101  120  154  3378  140  133  154  200  12058  182  171  200  260  31406  229  216  260  340  23206  293  274  340  440  7153  378  351  440  570  1943  488  452  570  740  416  629  573 important, we show the data for the lowest and the highest dijet mass bins.
A. Track vertex cuts
We required full 3D track reconstruction and used several vertex cuts to ensure that tracks used in this analysis did originate from the primary vertex and were not due to secondary interactions, ␥ conversions, K 0 and ⌳ decays, or other backgrounds. The first vertex cut was on the track impact parameter, d, defined as the shortest distance in the rplane between the interaction point as measured by the SVX/ VTX detectors and the particle trajectory as obtained by the tracking algorithm fit. The second vertex cut used was on ⌬z, defined as the difference between the z position of the track at the point of its closest approach to the beam line and the position of the primary vertex, measured by the vertex detectors. Figure 5 shows the distribution of log(p T ) versus log(͉d͉), where p T is in GeV/c and d is in cm, for the data from the dijet mass bin with M JJ ϭ216 GeV/c 2 . The cluster of points corresponds to particles produced at the interaction point or passing very close to it. The bend at the bottom of the main domain toward larger impact parameters corresponds to multiple scattering of low momentum particles.
The straight line of correlated points to the right of the main region corresponds to ␥ conversions. It can be shown that for electrons and positrons produced in ␥ conversions at radius R from the beam line, p T and d have the following correlation:
where R is measured in meters and the magnetic field B is in tesla. In our case, the origin of the correlation was traced to cables in the area between the VTX and the CTC chambers. This was confirmed by detector simulation. The nominal cut on the impact parameter removed the tracks produced by ␥ conversions ͑solid line on the plot͒ and all background tracks to the right of the ␥-conversion line. Moving this cut further to the left would remove more of the background but would also eliminate signal tracks from the tails of the impact parameter resolution spectrum. To estimate the associated systematic error, we used another, harder cut eliminating everything outside the detector resolution errors ͑dashed line͒. For all measured values, the difference between using the default and the strict cut was conservatively assigned to be the systematic uncertainty associated with the impact-parameter requirements.
The parameter ⌬z was used to ensure that tracks from secondary interactions in the same bunch crossing were not assigned to the primary vertex. It was found that a cut ͉⌬z͉ Ͻ6 cm was highly effective in eliminating tracks not originating from the primary vertex. Figure 6 shows the distribution of ⌬z for tracks falling in the cone with c ϭ0.47 rad from the dijet mass bin with M JJ ϭ216 GeV/c 2 . The ͉⌬z͉ Ͻ6 cm criterion motivated the requirement ͉z 1 Ϫz 2 ͉ Ͼ12 cm on the spatial separation of primary vertices in twovertex events used in the event selection described earlier.
B. CTC efficiency correction
We also had to correct for the CTC track reconstruction efficiency. Particles in jets of high energies tend to be spatially densely packed, which complicates pattern recognition. Sometimes, two tracks can be identified as one or lost altogether. This may also alter the reconstructed track parameters. To investigate tracking reconstruction efficiencies, we used a procedure based on embedding tracks at the CTC hit level into real events and re-running the full CTC track reconstruction. For this purpose, we selected a smaller, but statistically representative subset of data ͑approximately 500 events for each dijet mass bin͒. For a given event in the subset, a track was selected from one of the jets, rotated 180°i n the center-of-mass system, and embedded into the other jet. The full CTC reconstruction was then re-applied. By comparing the parameters of the reconstructed tracks with their original values before the embedding, we could determine whether the embedded track had been properly reconstructed. This procedure was repeated for each track in each event of the subset, allowing us to derive an efficiency correction function.
We chose to embed tracks from real dijet events to ensure that no biases ͑due to specific properties of embedded tracks͒ would be introduced into the calculated correction functions. The algorithm used to estimate the efficiency required one to determine whether the embedded track is found irrespective of surrounding tracks. In some cases, such a determination could not be made reliably. For example, if the embedded track and a nearby track from the original event are very close, the tracking algorithm may mix the sense wire hits from both to reconstruct a single track. Sometimes, this newly reconstructed track may have parameters very different from those of the embedded and the original tracks, making it impossible to determine if the embedded track survived the reconstruction.
When looking for the embedded track after reconstruction, we allowed three options: ''lost,'' ''found'' and ''found with mismeasured parameters.'' Every track was assigned to one of the three categories using a 2 based on comparing the helix parameters of the embedded and reconstructed tracks. The momentum distribution of all found tracks ͑in-cluding those with mismeasured parameters͒ was then compared to the original momentum distribution before embedding in order to extract the correction functions.
As explained above, in a fraction of cases tracks could not be unambiguously assigned to any of the three categories. Assigning these questionable tracks to either ''lost'' or ''found with mismeasured parameters'' allowed ''default'' and ''optimistic'' parametrizations for the tracking inefficiency to be defined and provided an estimate of the systematic uncertainty.
The scale of the correction depended on the energy and the cone size because it is larger for higher energies and smaller cones. Figure 7 shows the obtained efficiency as a function of for the lowest and highest dijet mass bins. The upper curve ( f ϩ ) corresponds to the ''optimistic'' scenario, while the lower line ( f 0 ) corresponds to the default parametrization.
For charged tracks, the average default tracker efficiency with the vertex cuts of Sec. IX A and within the opening angle c ϭ0.47 rad around the jet axis was found to be 93% at the lowest dijet mass and 78% at the highest mass.
C. Uncorrelated background subtraction
Additional corrections to the data were needed for the underlying event, accelerator induced backgrounds, and secondary interactions in the same bunch crossing that occurred very close to the vertex of the primary event.
To estimate the number of these uncorrelated background tracks in the jet cone, we defined two complementary cones, as shown in Fig. 8 . These cones were positioned at the same polar angle with respect to the beam line as the original jets and rotated in so that they were at 90°͑i.e. as far as possible͒ with respect to the dijet axis. This can be done when the dijet axis is within 45°ϽϽ135°. Cones formed in such a fashion are assumed to collect statistically the same uncorrelated background as the cones around the jets. Figure 9 shows the momentum distribution of particles after background subtraction in the cone of size of the background subtracted using the complementary cone defined above. The size of the correction was 0.5-0.6 tracks per jet for the cone of size c ϭ0.47 rad, and about 0.2 tracks for the cone with c ϭ0.28 rad. Figure 10 shows the background spectra measured using the complementary cone technique as a function of log p, where p is the track momentum in GeV/c, in the center-ofmass frame for the cone of size c ϭ0.47 rad, for three choices of dijet mass bins. Note that this correction is independent of the jet energy, in agreement with the assumption that this contribution is mostly due to uncorrelated backgrounds.
To evaluate uncertainties associated with background subtraction using the complementary cone technique, we used the following procedure. Background spectra were independently collected for all nine dijet mass bins. Then, for each given dijet mass bin, all nine background spectra ͑one by one͒ were subtracted from the raw momentum distribution for this dijet mass bin. The range of variation ͑maximum deviation from the original value͒ of the final results was assigned as the systematic error.
D. Correction for photon conversions
For the ␥ conversions that remained after the vertex cuts were applied, a correction to the momentum distribution was derived based on Monte Carlo studies. The correction was small (ϳ3%) in the region where the distributions were fitted ͑see Fig. 11͒ . This allowed us to conservatively estimate the associated uncertainty by comparing the results with and without this correction applied.
E. Jet reconstruction effects
To evaluate errors resulting from jet direction mismeasurement, we utilized Monte Carlo simulations. We compared the momentum distributions for two cases. In one case, the restricted cones were based on the jet direction as determined by the detector response from the simulation. Momentum distributions were produced using tracks in such cones. In the second case, we extracted the true jet direction as given by the HERWIG Monte Carlo program at the parton level. In this case, the momentum distributions were built using restricted cones around the true direction. Dividing one distribution by another, we obtained the desired bin-by-bin correction function.
Within the fitted range, the scale of the correction was consistent with unity, having a spread of approximately 1% with no observed dependence on . Because of the small scale of this correction, this effect was included in the estimates of the systematic uncertainty due to the jet direction mismeasurement but not explicitly corrected for.
The jet energy correction, mentioned in Sec. VI, accounts for several effects: the energy response of the calorimeter, the energy deposited inside the jet cone from sources other than the parent parton, and the parent-parton energy that radiates out of the jet cone. These corrections are standard for CDF and are described in detail elsewhere ͓25͔.
To estimate the systematic errors, we used parametrizations that under-or overestimate the jet energy and reclassified events according to dijet mass. The difference between the measurements for the default and modified distributions was assigned as systematic uncertainty.
X. MLLA FITS TO THE MOMENTUM DISTRIBUTIONS
The momentum distributions dN/d, corrected for the various backgrounds and reconstruction inefficiencies described in the preceding section, were plotted in nine bins of dijet mass, as measured by the CDF calorimeter.
Since the energy resolution of the calorimeter is finite, in a specific dijet mass bin there is always a fraction of events that really originate in the nearby bins. This contamination causes a smearing of the dN/d distribution, which needs to be taken into account in comparisons with theoretical predictions ͓Eqs. ͑3͒ and ͑10͔͒. This was done as follows. For each experimental dijet mass bin we extracted the true dijet mass spectrum from the HERWIG simulation at the parton level, by selecting HERWIG events whose dijet mass, after detector simulation and reconstruction, falls within the given bin. The momentum distribution measured in a given bin was fitted with the theoretical prediction, Eqs. ͑3͒ and ͑10͒, averaged over the true dijet mass spectrum for that bin. The corresponding systematic uncertainty was estimated by comparing the above fit with a fit to Eq. ͑10͒ evaluated at the mean unsmeared dijet mass for the bin ͑i.e. no averaging͒. tions of charged particles corresponding to the nine available dijet mass bins and the restricted cone sizes c ϭ0.47, 0.36, and 0.28 rad. The bin size in was 0.1 and was chosen to be much wider than the resolution of the tracker within the fitted range. The lines correspond to the MLLA two-parameter fits according to Eq. ͑10͒. Table II contains the results of the fit, Q e f f and K.
When choosing the left edge of the fitting range, one needs to remember that the MLLA calculations are valid only for xӶ1 ͑see Sec. 4͒. The default left edge of the fitting region was chosen to be ϭ1.6 (xӍ0.2).
On the other side of the spectrum, the MLLA imposes a limitation on the allowed transverse momentum k T of the particles with respect to the jet (k T ϾQ e f f ). This results in a limit on the minimum allowed momentum of particles: p ϭk T /sin c ϾQ ef f /sin c . The MLLA spectrum rapidly falls to zero at values of exceeding max ϭlog(E jet c /Q ef f ). When fitting, the right edge was chosen to avoid this region.
The excluded regions contain tails of the momentum distributions with relatively small fractions of particles. By varying the left and right edges, we evaluated the systematic errors due to the choice of fitting range. These errors never dominated the overall systematic uncertainty.
Systematic uncertainties for the fitted parameters were estimated by varying the respective corrections and cuts and refitting the distributions for the parameters K and Q e f f . As an example, Table III shows the breakdown of the contributions of various systematic uncertainties for the fitted parameters for the cone of size c ϭ0.47 rad and the dijet mass bin M JJ ϭ216 GeV/c 2 . The overall qualitative agreement between data and MLLA is very good. However, there is a small but statistically significant difference in shape between the data and the predictions, the data showing a steeper rise and fall around the peak ͑Figs. 12-14 and also Fig. 15͒ than the MLLA prediction. The values of the 2 shown in Table II are based on statistical errors only and refer to the distributions with all the default corrections and cuts described in Sec. IX.
We investigated whether these differences in shape could be accounted for by the systematic errors. For example, the CTC tracking correction, the largest correction applied to the data, was analyzed by refitting the momentum distributions using the CTC efficiency correction parametrized as follows:
where p CTC ϭ0 corresponds to the default case ( f ϭ f 0 ), and the parametrization with p CTC ϭϩ1 (f ϭ f ϩ ) corresponds to the ''optimistic'' correction. We refitted the distributions treating p CTC as a free parameter bounded by Ϫ1 and 1. The distributions were also re-fitted using the bin-by-bin CTC correction ͑shown as points on Fig. 7͒ . No significant improvements in 2 were found. Figure 16 shows Q e f f obtained from the fits to the momentum distributions. One can see that Q e f f tends to become smaller for larger energies and, possibly, for smaller angles. The trends are statistically significant ͑the individual systematic uncertainties derived in different dijet mass bins are strongly correlated͒. The slight drift in the value of Q e f f may indicate the presence of higher order contributions and/or non-perturbative effects at the hadronization stage. However, the moderate scale of these variations suggests that the overall shape of the momentum distributions is, indeed, mostly governed by the perturbative stage of jet fragmentation.
XI. INTERPRETATION OF THE RESULTS
For the final reported value of Q e f f , we calculated the mean of the 27 measurements shown in Fig. 16 . The associated error is estimated by taking the difference between the maximum and minimum of the 27 values and dividing it by 2. After rounding off the result, we arrive at Q e f f ϭ230 Ϯ40 MeV. Note that this error covers the drift of the parameter Q e f f , which is not predicted by the theory. Therefore, the error should be interpreted as a range of values of Q e f f suitable for the dijet energies used in this analysis. Figure 16 also shows the results for the fitted parameter Q e f f from e ϩ e Ϫ ͓19-21͔ and ep ͓29͔ data, showing good agreement and, possibly, the same trends.
Regarding the normalization parameter K, two considerations have to be addressed. First, according to Eq. ͑11͒, K depends linearly on ⑀ g , and fitting the distribution for the slope and intercept can resolve both K LPHD charged and r. We also examine whether K remains cone size independent for a fixed dijet mass.
Although the value of Q e f f is completely defined by the shape of the distribution, Q e f f also affects the distribution amplitude: the smaller Q e f f , the higher the distribution. Therefore, the value of Q e f f is strongly correlated with the fitted value of K. If the shape of the distributions is not in perfect agreement with MLLA, the fit will try to tune Q e f f to improve the match. Since Q e f f is also tied to the amplitude TABLE II . Fitted values of K and Q e f f ͑MeV͒ from inclusive momentum distributions of charged particles in cones of sizes 0.28, 0.36, and 0.47 rad around the jet axis for all available dijet mass samples. Each distribution was fitted independently. The first error is statistical and the second one is systematic. Note that the systematic uncertainties are strongly correlated.
Dijet mass (GeV/cof the distribution, changing Q e f f will affect K. Table IV shows the values of K obtained from the fits of the momentum distributions with Q e f f fixed at 230 MeV for all 27 combinations.
To study K as a function of ⑀ g , one needs to evaluate ⑀ g for the data in each of the dijet mass bins. We did this by using the HERWIG 5.6 Monte Carlo program with CTEQ4M parton distribution functions. To evaluate the uncertainties, we used the CTEQ4HJ set. The predicted fraction of gluon jets monotonically decreases from ⑀ g Ӎ62-64 % of all jets at M JJ ϭ80 GeV/c 2 to Ӎ22-26% at 600 GeV/c 2 ͑variations result from using different parton distribution functions͒. Figure 17 shows K as a function of ⑀ g for the nine dijet mass data samples for the restricted cones of sizes c ϭ0.28, 0.36, and 0.47 rad. The results of the linear fits are shown on the plot. The error in r and the first error in K LPHD charged are statistical and experimental systematic errors added in quadrature. A large fraction of the systematic error comes from varying the assumptions on the degree of correlation between individual experimental systematic uncertainties in the determination of K. We also fitted the same data using K's obtained from fits of the momentum distributions with Q e f f fixed at 190 and 270 MeV. The corresponding variations were included in the systematic error. The uncertainty resulting from the use of different parton distribution function ͑PDF͒ sets was small. The second error in K LPHD reflects the theoretical uncertainty of Ϯ0.2 in F nM LLA ϭ1.3. For the final reported values, we use the same approach as for Q e f f . Taking the unweighted average of the results for the three cone sizes, and treating the differences between the individual measured values and the average as an additional systematic uncertainty, we arrive at rϭN partons g-jet /N partons q-jet ϭ1.9Ϯ0.5 and K LPHD charged ϭ0.56Ϯ0.05Ϯ0.09. Table IV shows that, for each dijet mass value, K is stable with respect to the opening angle, as predicted by MLLA. However, we observe a slight decrease towards the smaller cone sizes. Given the strong correlation between the systematic uncertainties for the three cones, this small variation of K is statistically significant.
XII. PEAK POSITION OF THE MOMENTUM DISTRIBUTION
The value of Q e f f can also be extracted from the momentum distribution peak position, 0 ϭlog 1/x 0 ͓see Eq. ͑4͔͒. This measurement is somewhat different from the direct fits to the MLLA-predicted function: this measured Q e f f depends only on the momentum distribution peak position, and does not depend on the distribution shape as a whole. Table  V lists peak positions and corresponding values of Q e f f for the nine dijet mass bins and the three restricted cone sizes. Peak positions were found with a simple Gaussian fit in the vicinity of the distribution maximum (⌬ӍϮ1). The quality of the fit to the distributions for the peak position was good. Figure 18 shows the correlation between the values of Q e f f extracted from the fits of shapes of the momentum distribution ͑Table II͒ and from the fit for the peak position ͑Table V͒. One can see that these two are in good agreement, a demonstration of self-consistency of the model.
To verify the predicted E jet sin c /Q ef f scaling, we plotted the peak positions as a function of M j j sin c ϭ2E jet sin c ͑Fig. 19͒. One can see that all points from three different opening angle data sets, being plotted versus E jet sin c , do cluster along the same line, which confirms the E jet sin c scaling. Assuming Q e f f is a constant, a fit to the CDF data in Table V gives Q e f f ϭ223Ϯ20 MeV. This result has a smaller uncertainty than the one reported in Section XI, since we assume here that Q e f f is independent of E jet . However, Fig. 16 suggests that this may not be true. We therefore prefer to quote the Q e f f value of Sec. XI as our final result.
Also plotted in the figure are the data points from ALEPH ͓30͔, DELPHI ͓31͔, L3 ͓20,32͔, Mark II ͓33͔, OPAL ͓21,34͔, TOPAZ ͓35͔ and ZEUS ͓29͔. One should keep in mind that results quoted from other experiments were obtained by counting all particles in the full solid angle for e ϩ e Ϫ experiments or the entire jet hemisphere for ep experiments, which technically corresponds to the opening angle c ϭ90°. Therefore, these data did not verify the E jet sin c scaling per se. However, the fact that all measurements from pp , ep and ee collisions nicely overlap and complement each other has a significance of its own. First, it implies jet universality in various environments, and second, the validity of the MLLA description of jet fragmentation over two orders of magnitude in the range of jet energies.
XIII. COMPARISONS TO HERWIG 5.6
In our previous studies ͓9͔, the HERWIG Monte Carlo program was found to overestimate the charged particle multiplicity in jets by approximately 11%. Here, we compared differential inclusive momentum distributions of charged particles to HERWIG 5.6 predictions and found the same trend. Figure 20 shows the measured dN/d momentum distributions ͑central plots from Figs. 12-14͒ compared to predictions of HERWIG 5.6 that have been smeared for the detector response and corrected in the same manner as the data ͑i.e. no correction for the contamination from neighboring dijet mass bins was performed͒. HERWIG was scaled by a factor of 0.89 and, after rescaling, follows the data quite well. Other dijet mass bin data follow the same pattern.
Note that systematic uncertainties and corrections applied to the data are dominated by different effects in the soft and hard part of the spectrum ͑e.g. the CTC efficiency effects are more important for high momentum particles while the behavior of the soft side of the spectrum is more affected by the choice of the vertex cuts applied to remove ␥ conversions͒. This results in low correlations of the systematic uncertainties for the data in different ranges of , making the 11% difference statistically significant. Figure 1 , which shows the dN/dk T distributions in data and in HERWIG, is yet another confirmation of the same 11% effect. Note that this distribution has low correlation with the dN/d spectrum, as the tracks in a particular bin of the dN/dk T distribution come from many bins in the dN/d spectrum.
XIV. SUMMARY
We have measured inclusive momentum distributions of charged particles in jets for dijet events with a wide range of dijet masses, 80-600 GeV/c 2 . The analysis was done for particles in restricted cones around the jet direction ( c ϭ0.28, 0.36, 0.47 rad͒. The data were compared to calculations carried out in the framework of the modified leading log approximation in conjunction with the hypothesis of local parton-hadron duality. The data were found to follow the theoretical prediction rather well in the region where the MLLA is applicable. Quantitatively, we observe a 5-10 % discrepancy ͑see Fig.  15͒ between the experimental and theoretical shapes of the momentum spectra ͑note that the shape depends only on Q e f f and is independent of the choice of fit values for K, F nM LLA , and r). A fit of the shape of the distributions yields Q e f f ϭ230Ϯ40 MeV with Q e f f decreasing for larger dijet masses. Measurement of the momentum distribution peak position agrees well with the MLLA. A fit of the evolution of the peak position with dijet mass gives Q e f f ϭ223 Ϯ20 MeV, in agreement with the fits to the overall individual momentum distribution shapes. The E jet sin c scaling is verified for the first time.
The fact that the content of quark and gluon jets in data varies with dijet mass allowed us to extract two MLLA parameters from the evolution of the charged particle momentum spectra: the ratio of multiplicities in gluon and quark jets, rϭN partons g-jet /N partons q-jet ϭ1.9Ϯ0.5, and the ratio of the number of charged hadrons to the number of partons generated in a jet, K LPHD charged ϭ0.56Ϯ0.10.
HERWIG 5.6 was found to overestimate the overall multiplicity of charged particles in jets by about 11%. This excess appears to be approximately independent of particle momenta within a jet.
