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ÖZET 
 
BULANIK İSTATİSTİKSEL KALİTE KONTROLÜ VE BİR ORMAN  
ENDÜSTRİSİ İŞLETMESİNDE UYGULAMA 
 
İbrahim Halil ÖZDAMAR 
 
Süleyman Demirel Üniversitesi, İşletme Bölümü, 
Doktora Tezi, 215 sayfa, Eylül 2006 
 
Danışman: Yrd.Doç.Dr. M.Zihni TUNCA 
 
Üretimde bir gereksinmeyi karşılamak amacıyla fiziksel bir varlık yaratmak veya 
hizmet sunmak söz konusu olabilir. Bu faaliyet sonunda ortaya çıkan mal ve hizmetin 
amaçlanan ihtiyaçları giderme kalitesi de eski çağlardan beri önemle üstünde durulan bir 
konu olmuştur. İstenilen mal ve hizmetin en iyi biçimde üretebilecek seviyeye 
getirilebilmesi için uzun yıllar verilen uğraşlar kuşkusuz kalite düzeyini yükseltme 
amacıyla ortaya konulmuştur. İstenilen mal veya hizmet üretilirken bir süreçten geçer. Bu 
üretim sürecinin değişkenliği sonuçta o mal ve hizmetin kalitesini belirler. Bir üretim 
sürecinin değişkenliği o üretim sürecinin ölçülebilen çeşitli özelliklerine bağlı olarak 
belirlenir. Bir kalite denetimi uygulanmasının amacı süreci üretim hattı üzerinde, yani 
henüz işlerken izlemektir. Çünkü, üretilen her bir birimin özelliklerinin ölçülmesi 
nerdeyse olanaksızdır. Bunun yerine küçük örneklemler çekilip ölçümler yaparak zaman 
içindeki değişimi çizimlere dökülür ve sürecin davranışına ilişkin çıkarsama elde edilir. 
İstatistik kavramların kalite yönetimindeki önemi değişkenlik ve gerçekleşme şansının 
anlaşılmasında yatar. Üretim sürecinin incelenmesinde, değişkenlik ve gerçekleşme 
şansının anlaşılmasında en önemli araç İstatistiksel kalite kontrol diyagramlarıdır. 
İstatistiksel kalite kontrolü hipotez sınaması öğelerini içerir. Çünkü denetim çizgilerine 
işlenen örneklem istatistikleri denetim eşikleri ile karşılaştırılır. Hipotez sınamalarının 
anlamlılık düzeylerine göre belirlenen bu eşikler standarttan uzaklaşma görüntüleri şansa 
bağlıyken sürecin araştırma için durdurulması işleminin çok seyrek olmasını sağlar.  
Bu Çalışmanın amacı,  günümüzde daha hızlı dağıtım, daha küçük sipariş miktarı 
ve daha kusursuz ürünlere olan talebin giderek artması, üretim sistemlerini daha esnek 
birleştirilmiş ve zeki olması yönüne itmiştir. Bu durumda kritik süreçlerin gözlemlenmesi 
önem kazanmıştır. Üretim süreç bilgileri hızlı bir şekilde analiz edilmeli ve bu işlem 
karar vermenin sağlığı açısından sürekli devam etmelidir. Üretim ve ölçüm 
teknolojilerindeki gelişmeler süreç ve ürün kalitesinde gerçek zamanlı ve bütünleştirilmiş 
ölçümleri mümkün kılmıştır.  
Otomatik üretim ve kontrollerin pek çok endüstride yaygın olarak kullanılmaya 
başlaması sonucunda istatistik kalite kontrol işlemlerinde artık sürecin daha küçük 
değişikliklere karşı daha duyarlı iyileştirmeler daha hızlı analizler ve daha bilgilendirici 
ve zeki değerlendirmeler yapması açısından otomatikleşmesi gerekmektedir. Geleneksel 
istatistiksel kalite kontrol yaklaşımları bu yeni gelişmeleri karşılamakta yetersiz 
kalmaktadır. 
Yapılan çalışmada bu hızlı gelişmelere ayak uydurabilmek için, maliyet açısından, 
kontrolün daha duyarlı ve hızlı yapılmasından, daha etkili ve hızlı bir kalite kontrolü 
açısından  yetersiz kalan klasik istatistiksel kalite kontrol grafikleri yerine, bulanık 
mantık modeli kullanılarak dilsel yapıyla elde edilen değerlerle  bulanık istatistiksel 
kalite kontrol grafikleri  elde edilmiştir. Bulanık girdili ve çıktılı model sonunda elde 
edilen bulanık mantık sonuçları ile gerçek ölçümler karşılaştırıldığında aralarında çok 
güçlü bir korelasyon olduğu görülmüştür. Sonucunda ise, kalite kontrolünde örnek alımı, 
örnek alma sıklığı, hatalı karar verme riski gibi büyük maliyet getiren konular büyük 
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oranda ortadan kaldırılmıştır ve daha duyarlı, hızlı ölçümler yapılabileceği, süreç 
hakkında daha sağlıklı bilgi elde edileceği ortaya konulmuştur. 
Anahtar Kelimeler:  Bulanık Mantık, İstatistiksel Kalite Kontrol, Toplam Kalite 
Yönetimi, Orman Endüstri Mühendisliği, Orman Ürünleri Sanayi 
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ABSRACT 
 
FUZZY STATISTICAL QUALITY CONTROL AND AN APPLICATION IN A 
FORESTRY INDUSTRY 
 
İbrahim Halil ÖZDAMAR 
 
Süleyman Demirel University, Department of Business Administration, 
Ph.D, 215 pages, September 2006 
 
 Supervising Professor: Asst. Prof. Dr. M.Zihni TUNCA 
 
Production can be defined as manufacturing a physical good or service to fulfill a 
requirement. Quality of the goods or services created in this process has received 
significant attention since earlier ages. The long lasting efforts to produce goods in the 
best conditions surely aimed to increase the quality level.  Manufacturing goods or 
services occur in a process. Variability of manufacturing process eventually determines 
the quality of goods or services. Variability of a manufacturing process can be identified 
according to several measurable specifications of that process. Aim of a quality 
assessment application is to follow the process in the production line while it is working. 
It is almost impossible to measure all produced items. Instead, small quantity of samples 
are selected in order to measure and reach conclusions about behaviors of the process by 
drawing charts which are showing the changes in time. Statistics is important in quality 
management as it increase the understanding of variability and establishment 
possibilities. During the investigation of manufacturing process, one of the most 
important tools to understand variability and establishment is statistical quality control 
diagrams. Statistical quality control consists of hypothesis investigation element. 
Because, drawn sampling statistics on control limits are compared with inspection 
threshold. While such variations are based on possibilities, haulting the system for 
investigation causes less frequent occurances.    
 
Ever increasing demand for faster delivery, smaller order quantities and demand for 
defect-free products lead manufacturing systems to be more flexible and intelligent. As a 
result, it is important to observe critical processes. Manufacturing process information 
must be analyzed quickly and this operation must continue for a healthy decision-making 
practice. Developments in production and measurement technologies allow real-time 
comprehensive measurements in process and product qualities possible.  
 
As a result of common use of automated manufacturing and measurement technologies in 
several industries automation of quality control practices become necessary to observe 
even very small changes in a process to be able to make faster analyses and more 
informative and smarter evaluations. Because, traditional quality control approaches 
cannot achieve those requirements.   
 
In this study, fuzzy statistical quality control charts have been developed using fuzzy 
based linguistics structures in order to reduce costs, speed up quality control process and 
to replace existing unsatisfactory quality control charts. The result, obtained from fuzzy 
input-output model is found to be highly correlated to the real observations. As a result, 
problems with sampling, sampling frequency, risk of decision-making errors that 
resulting higher costs have been significantly reduced, and more sensitive, and faster 
decision-making practices have been presented 
Keywords: Fuzzy logic, Statistical quality control, Total quality management, 
Forest Products Industry, Forest Industrial Engineering 
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GİRİŞ 
İnsanoğlunun ihtiyaçlarını gidermek için beşeri ve maddi faktörlerin mal ve 
hizmetlere dönüştürülmesine üretim denir. Üretim faaliyeti insanlığın tarihi kadar 
eski bir olgudur. Bu faaliyet sonunda ortaya çıkan mal ve hizmetin amaçlanan 
ihtiyaçları giderme kalitesi de eski çağlardan beri önemle üstünde durulan bir konu 
olmuştur. İstenilen mal ve hizmetin en iyi biçimde üretebilecek seviyeye 
getirilebilmesi için uzun yıllar verilen uğraşlar kuşkusuz kalite düzeyini yükseltme 
amacıyla ortaya konulmuştur. İstenilen mal veya hizmet üretilirken bir süreçten 
geçer. Bu üretim sürecinin değişkenliği sonuçta o mal ve hizmetin kalitesini belirler.  
Bir üretim sürecinin değişkenliği o üretim sürecinin ölçülebilen çeşitli özelliklerine 
bağlı olarak belirlenir. Tipik bir kalite denetimi süreci ortaya konulduğunda zorunlu 
olarak örneklem almayı gerektirir. Örneğin; bir üretim sürecinde vida üretiliyorsa 
vidanın uzunluğu konusunda karşılaşılan değişkenlik, şeker paketleniyorsa paket 
ağırlıklarının değişkenliği gibi veriler önem kazanır.  
Bir kalite denetimi uygulanmasının amacı, süreci üretim hattı üzerinde, yani 
henüz işlerken izlemektir. Çünkü, üretilen her bir birimin özelliklerinin ölçülmesi 
nerdeyse olanaksızdır. Bunun yerine küçük örneklemler çekilip ölçümler yaparak 
zaman içindeki değişimi çizimlere dökülür ve sürecin davranışına ilişkin çıkarsama 
elde edilir. 
İstatistik kavramların kalite yönetimindeki önemi değişkenlik ve gerçekleşme 
şansının anlaşılmasında yatar. Dolayısıyla üretim özelliklerinin zaman içinde 
değişimini incelerken yalnızca şansa bağlı değişkenliklerin oluşturacağı hatalara izin 
verilmemesi oldukça önemlidir.  
Üretim sürecinin incelenmesinde, değişkenlik ve gerçekleşme şansının 
anlaşılmasında en önemli araç İstatistiksel kalite kontrol diyagramlarıdır. İstatistiksel 
kalite kontrolü ön sav sınaması öğelerini içerir. Çünkü denetim çizgilerine işlenen 
örneklem istatistikleri denetim eşikleri ile karşılaştırılır. Ön sav sınamalarının 
anlamlılık düzeylerine göre belirlenen bu eşikler standarttan uzaklaşma görüntüleri 
şansa bağlıyken sürecin araştırma için durdurulması işleminin çok seyrek olmasını 
sağlar.  
Bu tüm bilgilerin ışığında istatistiksel kalite kontrolünü tam anlamıyla 
sağlayabilmek için öncelikle ele alınması gereken istatistik konuları şunlardır: 
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Frekans dağılımı, temel istatistik ölçüler, temel olasılık kavramları, hipotez testi, 
korelasyon ve regrasyon hesapları ve varyans analizi. Yukarıda değinilen sürecin 
değişkenliğinin kaynağı işte bu istatistiksel yöntemler kullanılarak elde edilen 
kontrol grafikleri yardımıyla belirlenir. Kontrol grafikleri verimliliğin 
geliştirilmesinde ispatlanmış bir tekniktir ve bu grafikler hatalı birimlerin üretiminde 
kaçınılmasında etkin olurlar ve gereksiz üretim süreci ayarlamalarından kaçınmamız 
için de süreçle ilgili bilgi sağlarlar. 
İstatistiksel kalite kontrol çalışmalarında, üretimde kullanılan girdilerden 
başlayarak üretim süreci boyunca devam eden ve çıktılarda kendini gösteren 
faklılıklar ve belirsizlikler ile karşılaşılan zorlukların giderilmesinde olasılık 
kavramlarının kullanılması zorunluluğunu ve gerekliliğini ortaya çıkarmıştır.  
Belirsizlik ve bilgi eksikliğini gidermek için olasılık teorisi yaygın bir şekilde 
kullanılmasına rağmen, olasılık teorisinde yer alan belirsizlik genellikle olayların 
gerçekleşip gerçekleşmemesi ile ilgilidir. Bilindiği üzere, bu durum olasılık 
teorisinde rassallık kavramı ile açıklanmaktadır. Rassallık ve bulanıklık belirsizliği 
farklı açılardan ele alır. Rassallık bir olayın meydana gelişindeki belirsizliği 
açıklarken, bulanıklık bir olayın belirsizliğini açıklar. Bu sebepler ve ayrıca Türkçe 
literatürde yeterince incelenmeyen bulanık istatistiksel kalite kontrolü çalışmamızın 
temelini oluşturmaktadır.  
Ayrıca diğer temel sebepler şunlardır, geleneksel matematiksel programlama 
tekniklerini bulanıklık içeren durumları incelemede yetersiz kalması bulanıklık 
konusunun güncelliği, konunun teori ve uygulama alanında ülkemizden yeterince 
ilgilenilmemiş olması, bunun yanında daha hızlı dağıtım, daha küçük sipariş miktarı 
ve daha kusursuz ürünlere olan talebin giderek artması üretim sistemlerinin daha 
esnek birleştirilmiş ve zeki olması zorunluluğunu ortaya çıkarmış olması. Bu 
durumlarda kritik süreçlerin gözlemlenmesi önem kazanmaktadır. Üretimdeki süreç 
bilgileri hızlı bir şekilde analiz edilmeli ve bu işlem karar vermenin sağlığı açısından 
süreklilik arz etmelidir. Üretim ve ölçüm teknolojilerindeki gelişmeler süreç ve ürün 
kalitesinde gerçek zamanlı ve bütünleştirilmiş ölçümleri mümkün kılmaktadır. 
Geleneksel istatistiksel kalite kontrol yaklaşımları bu yeni gelişmleri karşılamakta 
yetersiz kalmaktadır. Bu sebeple otomatik üretim ve kontrollerin pek çok endüstride 
yaygın olarak kullanılmaya başlaması sonucunda istatistiksel kalite kontrol 
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işlemlerinin dinamik bir süreç çerçevesinde, süreçteki daha küçük değişikliklere 
karşı daha duyarlı iyileştirmeler daha hızlı analizler ve daha bilgilendirici ve zeki bir 
değerlendirme yapma açısından kalite kontrol işlemlerinin otomatikleşmesi 
gerekmektedir. Bu sebeplerden dolayı, çalışmamızın temel amacı, kalite kontrol 
grafiklerinde bulanık mantığın geleneksel yöntemlere göre değişkenliklerin takibinde 
ve kontrol kurallarının duyarlılığının artırılmasında ve kontrol maliyetlerinin oldukça 
düşürülmesinde etkili olacağı, bulanık istatistiksel kalite kontrolün işletmelerin 
üretim süreçlerinde önemli araç olarak nasıl kullanılabileceğini ortaya koymaktır. 
Çalışmamız giriş ve sonuç bölümleri dışında altı ana bölümden oluşmaktadır. 
Birinci bölümde kalite ve kalite kontrolü ile ilgili temel kavramlar ele alınmıştır. 
İkinci bölümünde ise istatistiksel kalite kontrolünde istatistiğin önemi kalite 
kontrolünde temel istatistiksel kavramlar, olasılık kuramı ve kalite kontrolü, kalite 
kontrolünde güven sınırları, kalite kontrolünde hipotez testleri ve kabul örneklemesi. 
Üçüncü bölümde, istatistiksel kalite kontrol grafiklerinin yapısı, çeşitleri ve çizilmesi 
hakıkında bilgiler verilmiştir. 
Dördüncü bölümde bulanık mantık ve temel kavramları istatistiksel kalite 
kontrolünden bulanık istatistiksel kalite kontrolüne geçiş teorik olarak açıklanmaya 
çalışılmıştır.  
Beşinci bölümde, Isparta’da işlev gören Orma Yonga Levha Sanayinde 
çalışmanın  uygulaması yapılmıştır. Altıncı bölümde bulgular belirlenmiştir. 
Sonuç kısmında ise klasik istatistiksel kalite kontrolü ile elde edilen 
grafiklerin sonuçların bulanık istatistiksel kalite kontrolü grafikleri ile 
karşılaştırılması, literartürdeki çalışmalarla irdelenmesi ve bir işletmede 
uygulandığında sağladığı yararlar ortaya konulmuştur. 
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BİRİNCİ BÖLÜM 
 
1.KALİTE KONTROL KAVRAMI  
 
1.1. Kalite ve Kalite Kontrolü Kavramı 
         Günümüzde kalite kavramıyla oldukça sık karşılaşılmaktadır ve bu  
kavram çeşitli yayınlarda sanayide ve uygulamada farklı şekilde kullanılmaktadır 
(Tekin, 1993:348).  
Nitekim tüketici durumunda bulunan kişilerin bir mamulün kalitesini 
belirlemek amacı ile hem ucuz, hem kaliteli, yapısı basit, gereksinimleri tamamı ile 
karşılaması, tamirciye uzun süre gitmemesi, uzun ömürlü olması diğer markalara 
oranla, duyarlı olması (gramın binde birini ölçebilmesi), biraz pahalı fakat tamir- 
bakım masrafı çok az gibi değişik kavramlara ağırlık veren ifadeler kullanıldığı 
görülür. 
Sanayi açısından durum pek farklı değildir. Bir fabrikanın laboratuarında 
elindeki malzemeye mukavemet deneyi uygulayan bir teknisyen yaptığı  işin kalite 
kontrolü olduğunu  ifade eder. Montaj bandı sonunda sağlam arızalı ayrımını yapan 
muayene memuru düşük kaliteli mamulleri tespit ettiğini düşünür. Çok duyarlı 
tezgahta makine parçaları işleyen operatör boyut ölçülerinde en fazla 0.002 mm. hata 
meydana gelebileceğini ve dolayısıyla ile parça kalitesinin çok yüksek olduğunu 
ifade eder. Bir yönetici, firmasının mamullerini maliyete ve hatta tüketicinin talebine 
aldırmadan mümkün en yüksek kalite düzeyinde ürettiğini gururla belirtir. Bu 
ifadelerden hangisinin söz konusu mamulün kalitesini tam anlamı ile ifade ettiğini 
ortaya koymadan veya kapsamlı bir tanım oluşturmadan önce kalitenin kesinlikle ne 
olmadığını belirtmek yerinde olur. Kalite, pek çok kişinin bildiği veya tanımlamaya 
çalıştığı gibi mutlak anlamda en iyi demek değildir. Bunun birkaç örnekle açıklamak 
mümkündür. 
Birisi Mercedes diğeri Anadol markasını taşıyan iki otomobil arasında kalite 
bakımından farklılıkları belirleyebilmek için öncelikle bu araçlardan kullanıcıların 
beklentilerin ne olduğunu ayırdetmek gerekmektedir.  Gerçekte, örnek olarak 
değinilen araçların her ikisi de birer binek arabasıdır. Ancak kullanıcıların bu 
araçlardan beklentileri farklı olup her biri değişik tüketici gruplarının isteklerine 
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cevap verirler. Bir makinede hareket itme görevi yapan milin çapı 50 ± 0.05 mm. 
toleransla işlendiği varsayıldığında tasarım mühendisinin bu tolerans düzeyini 
50 ± 0.005 mm. olarak değiştirmesi durumunda milin kalite düzeyinin arttırılmış olup 
olmadığı sorusunu da cevaplamadan önce ilk tolerans düzeyine göre işlenen  milin 
kendisinden beklenen görevi yeterince yapıp yapmadığı araştırılmalıdır. Eğer 
50 ± 0.05 mm. tolerans milin görevini gereği gibi yapmasını sağlıyorsa toleransı 
sıkıştırmak maliyeti artırmaktan başka bir işe yaramaz. 
Son olarak, ayakkabı almak isteyen bir müşteriye satıcı, biri 5 yıl garantili 
ve fiyatı 45 YTL olan bir model ile dayanıklılığı için bir yıl garanti verebilen fakat 
fiyatı 1.200 YTL. ollan başka bir modeli önermesi durumunda bir müşterinin 
tercihini etkileyen faktör yada faktörlerin arasında satın alma gücü, dayanıklılık veya 
moda gibi faktörlerin önemi büyüktür. 
Bu örneklerin ışığında kalitenin, ancak mamulün fonksiyonuna diğer bir 
deyişle hizmet ettiği amaca göre bir anlam taşıyabileceği söylenebilir. Dolayısı ile 
kaliteyi çok genel olarak amaca uygunluk derecesi şeklinde tanımlamak mümkündür. 
Burada amaç ürünü kullanacak olan kişinin gereksinmesine ve ödeme olanaklarına 
göre belirlenir. O halde bir mamulün kalitesinden söz edilebilmesi için öncelikle iki 
temel faktörün yani fonksiyon veya kullanış amacının ve fiyatının göz önüne 
alınması gerekir (Kobu, 1987:11). 
Kalite düzeyini belirlemek kadar önemli diğer bir konu da kaliteyi ölçmektir 
ve bu iş göründüğü kadar kolay değildir. Zorluk sadece kantitatif boyutlardan değil, 
kalitatif boyutlardan da kaynaklanmaktadır. Genelde müşteriler mal ve hizmeti altı 
boyutta ele alırlar. 
 
• İşlevsel performans 
• Güvenirlik  
• Konfor  
• Servis alabilme kolaylık 
• Görüntü 
• Fark edilen kalitesi 
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Mal ve hizmetlerin kalitesi şirketler açısından stratejik olarak da önemlidir. 
Bir firmanın mal ya da hizmetinin kalitesi ona biçilen fiyat ile mevcut arz ve talebin 
belirlenmesi gibi faktörlerden oluşur. Özellikle kalite firmayı dört biçimde etkiler: 
 
• Firmanın şöhreti 
• Maliyet ve pazar payı 
• Malın güvenirliği 
• Uluslar arası etkisi 
Bu kadar önemli bir kavram olarak karşımıza çıkan kalite konusunun kökeni 
cisimlerin doğalarına dayanmaktadır. Doğadaki tüm cisimler doğa durumlarının 
etkisiyle oluştuklarından farklılıklar gösterirler ve farklı özellikler taşırlar. Bu doğal 
farklılıklar üretimde kullanılan girdilerden başlayarak üretim süresince devam eder 
ve özellikle çıktılarda kendilerini gösterirler. Öyle ise kalite bir anlamda kabul 
edilebilir bir maliyette, değişkenliğin kontrolünü sağlayarak elde edilen 
mükemmelliğin derecesidir. Belirli özelliklerin tatmin edici düzeyde olması 
standartlara uygunluğu gerektirdiğinden kalitenin sağlanması kontrol sorununu da 
beraberinde getirir. Dolayısıyla kaliteyi istenilen düzeyde tutabilmek için firmalar 
“Kalite Kontrol” kavramından faydalanırlar. Kalite kontrol sadece üretim ve değişim 
sürecinde değil, aynı zamanda üretim öncesi tasarım aşamasında da gerçekleştirilir. 
Üretim  yöneticisinin en önemli görevlerinden birisi de kaliteli mal ya da hizmeti 
doğru yere, doğru zamanda ve doğru fiyatla teslim etmektir. Üretim yöneticisi 
kullanıcının istekleri temelinde belirlenen standartlarla ve özelliklere uygun bir kalite 
kontrol kavramını üretim temelinde oluşturur. Genellikle kalite iyileştirmelerini 
maliyetin düşürülmesi ile ilişkilendirir ve bunu mal ve hizmet açısından tanımlar. 
Örneğin; mükemmel bir halı, birim karede en fazla düğüme sahip olandır. Ancak bir 
firmanın sadece bu tanımla çalışmayacağı da ortadadır. Beklenen kalite düzeyinde 
üretimi garantilemek için bir kısım girdilerin kalitesinin ya da üretim sürecinin test 
edilmesi gerekir. Denetim yapmak için üç temel konu incelenir: 
• Kaç örnek ne sıklıkta denetlenecektir 
• Ne zaman denetlenecektir 
• Nerede denetlenecektir 
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Kalite kontrol ekibi ya da görevli kişiler hangi sıklıkta, ne büyüklükte 
kalemin denetleneceği konusunu ekonomiklik açısından ele alırlar. Ne zaman ve 
nerede denetleneceği ise sürecin tipine ve her aşamada eklenen değere bağlı olarak 
belirlenir. Kalitenin sağlanması için gereken işlerin tamamı kalite kontrolü olarak 
tanımlanır. Kalite kontrolü çalışmaları üç grup altında toplanabilir. 
• Girdilerin kalitesini kontrol etmek 
• Üretim sürecini kontrol etmek 
• Çıktıları kontrol etmek 
Bu üç aşamalı çalışmalar sonunda tatminkar olmayan yada hatalı olan 
girdilerin çok az oranda üretim sürecinde olması ve çok az sayıda hatalı çıktı bulunan 
partilerin satışa sunulması garantilenir. Belirli kalite özellikleri olan ve onları 
yapısında taşıdığını gösteren, kontrol işleminden geçmiş girdi materyalleri, üretim 
sürecinde istenilen gereksinimleri ve pazar beklentilerini tatmin edecek çıktı düzeyini 
sağlayabilme güvencesi verir girdi materyallerinin kontrolü iki biçimde 
gerçekleştirilir. 
Satın alıcının fabrikasındaki denetim, tam ya da %100 denetim olup uzun 
zaman alan monoton ve pahalı bir denetim biçimidir. Kabul denetimi, örnekleme 
yoluyla küçük hacimlerin belirlenmesiyle gerçekleştirilir. Bu denetleme biçimi 
olabildiğince düşük maliyetleri garanti etmek için, özelliklerden sapmaların 
belirlenmesi amacıyla tasarımlanır.  Satıcının mülkünde denetim,  satıcının kendi 
denetiminde başka satın alanın denetçileri satıcının mülkünde denetimi gerçekleştirir. 
Üretimi yapılmış bir malın ölçülebilir kalitesinden söz edildiğinde, belirli 
bir miktarda doğa durumlarından kaynaklanan değişimlerin varlığını vurgulamak 
gerekir, bu değişimlere tesadüf nedenli değişiklikler adı verilir. Dolayısıyla üretimde 
söz edildiğinde üretimde yapılan her işlemin bir değişime bağlı olduğu ortadadır. 
Diğer bir ifadeyle hemen hemen her üretim süreci belirli derecede doğal 
değişikliklere bağlıdır. Sayısız küçük nedenler malın kalitesinden, doğa 
durumlarından kaynaklanan değişikliklere yol açabilir. Bu nedenler o kadar 
önemsizdir ki,  değişikliğin hiçbir büyük dilimi bu küçük nedenlerden 
kaynaklanamaz. Küçük nedenlerden meydana gelen  tesadüf nedenli değişiklikler 
normal  kabul edilir. Büyük sapmalar ise sürecin özelliğinin bir fonksiyonudur. 
Sürecin özelliğinden kaynaklanan nedenler büyük değişikliklere yol açarlar. Bu 
 8
nedenlere  “atanabilir nedenler” adı verilir ve makineler, makinistler, materyaller, 
ve/veya makine bileşimleri arasındaki farklılıktan doğar. Bu farklılıkların önlenmesi 
için makinelerin çalıştığı zaman süresince üretim süreci denetlenebilir. Çıktı kontrolü 
doğal ve şans nedenli değişiklikleri ayırt edebilmektedir. Şans nedenli değişikliklerin 
ayırt edilmesi temel istatistik bilgisine  dayalı kontrol şemaları aracılığı ile 
olanaklıdır. Çıktıdaki sapmalar şans değişikliklerinin nedeni olduğunda süreç kontrol 
altındadır, denilebilir (Gümüşoğlu, 2000 :2) 
 
1.2. Kalite Kontrolün Tarihsel Gelişimi 
Kaliteye ilişkin ilk madde M.Ö. 2150 tarihinde Hammurabi Yasaları’nda yer 
almaktadır. M.Ö. 1450 yılında eski Mısır’ da muayene elemanları taş blokların 
yüzeylerinin dikliğini bir tel ile kontrol ediyorlardı. Bu yöntem, Orta Amerika’ da 
Aztekler tarafından da kullanılmıştır.  
13. Yüzyıl boyunca çıraklık ve esnaf loncaları gelişmiştir. Ustalar aynı 
zamanda eğitici ve muayene elemanlarıydılar. Yönetim  standartlar (örneğin; ağırlık 
ve ölçü) oluşturmuş ve bir çok durumda  bir tek birey bütün ürünleri muayene 
edebilip tek bir kalite standardı belirlenebiliyordu. 
19. Yüzyılda modern endüstriyel sistem doğuşuyla ABD’ de Frederick Taylor 
iş planlamasını işçilerin ve nezaretçilerin elinden alıp, Endüstri Mühendisliği’ ne 
vererek bilimsel yönetimin öncülüğünü yapmıştır. Henry Ford, Ford motor şirketinin 
imalat ortamında hareketli montaj hattını kullanmaya başlamasıyla montaj hattı 
üretimi ile karmaşık işlemler bölünüp düşük maliyette yüksek düzeyde teknik 
ürünlerin imali gerçekleşmiştir. Bu sürecin bir bölümü olarak iyi ürünler kötü 
ürünlerden ayırma işlemi gündeme gelmiş; kalite imalatın altında kalmıştır. O 
dönemde, üretim yöneticilerinin önceliği ürün kalitesi değil, imal edilen ürün 
sayısındadır. Yöneticiler, üretim taleplerini karşılayamadıklarında işlerinden 
olacaklarını, düşük kalitede ise yalnızca kınanacaklarını bilmektedi. Üst yönetim, 
kalitenin böyle bir sitemin bir sonucu olarak zarar gördüğünün farkında olduğu için 
“muayene elemanı şefliği” unvanı yaratıldı. 1920 ve 1940 yılları arasında endüstriyel 
teknoloji hızlı bir şekilde değişmiştir. Bell System & Western Electric bölümler arası 
koordinasyon eksikliği ve ürünlerdeki kusurlar sonucu oluşan sorunları gidermek 
amacıyla kalite kontrolünü Muayene Mühendisliği Bölümü kurmak yolu ile 
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başlatmıştır. Bu konuda Bell çalışanlarından George Edwards Walter Shewhart 
öncülük ve liderlikte bulunmuştur. Kalite güvence terimini ilk olarak kullanan 
Edwards’ a göre kalite yönetimin sorumluğunda olmalıdır. Çünkü, iyi kalite iyi 
şeyler düşünerek ve şansa bağlı olarak elde edilemez. Kalite, kuruluşun bütün 
organizasyonel bölümlerinin (tasarım, mühendislik, teknik ve kalite planlama 
spesifikasyonu, üretim yerleşimi, standartlar ve personel vb.) planlı ve birbirine bağlı 
çalışmaları ile oluşur. Bu yaklaşımın anlamı, organizasyon şemasına kuruluştaki 
diğer müdürler düzeyinde bir kadro unvanının kalite kontrol programından sorumlu 
olarak eklenmesi demektir.  
1924 yılında bir matematikçi olan Walter Shewhart, seri üretim ortalamalarında 
kalitenin ekonomik olarak kontrolü için bir yöntem olan istatistiksel kalite kontrol 
kavramını gündeme getirmiştir. II. Dünya savaşı, kalite teknolojisinin gelişmesini 
hızlandırmıştır. İmal edilen ürünlerin kalitesinin iyileştirilmesi gereksinimi kalite 
kontrol konusundaki çalışmaların artmasına ve daha çok bilgi paylaşımına yol 
açmıştır. 1946 yılında  Amerika Kalite Kontrol Derneği (American Society for 
Quality Control) oluşturulup  George Edwards başkan olarak seçilmiştir. Kalite 
giderek maliyet ve satış fiyatları gibi can alıcı konularda büyük önem kazanmaya 
başlamıştır. Bir çok şirket satıcı belgelendirme programı başlatıp kalite güvence 
profesyonelleri sorun çözmek için analiz teknikleri geliştirmiştir. Kalite mühendisleri 
ürün tasarım aşamasına dahil olmuş şirketler ürünlerin çevresel performansını test 
etmeye başlamıştır. II. Dünya savaşı sona erdiğinde kalite kontrolüne olan ilgi 
yitirilmeye başlanmış, bir çok kuruluş kalite kontrolü savaş sırasında gerekli olan bir 
uğraşı olarak gördükleri için, savaş sonrası bu konuda yapılacak çalışmaları gereksiz 
olarak değerlendimiştir. 
1950 yılında (Bell System)’ de George Edwards ve Walter Shewhart ile birlikte 
çalışmış olan W. Edwards Deming, Japon Bilim Adamları ve Mühendisler Birliği  
(Japanese Union of Scientists and Engineers) tarafından önde gelen iş adamlarına 
konferanslar vermek üzere Japonya’ya davet edilmiştir. İş adamlarının amacı, savaş 
sonrası Japonya’yı yeniden imar etmek, dış pazarlara girmek ve düşük kaliteli 
ürünlerin kalitesini iyleştirmektir. Deming, Japonları kendi geliştirdiği yöntemleri 
uygulamaları durumunda Japon kalitesinin dünyada en iyi olacağına inandırmıştır. İş 
adamları Deming’in öğretilerini uygulayarak Japon kalitesi verimliliğini ve rekabet 
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gücünü sürekli olarak iyileştirip ve güçlendirmiştir. Deming, imparator Hirohito 
tarafından Japon ekonomisine yaptığı katkılar nedeniyle ikinci derece kutsal hazine 
madalyası (Second Order Medal of the Secred Treasure) ile ödüllendirilmiştir. 
Deming yöntemleri dünya çapında yayılmayı sürdürmektedir. Nashua Corporation, 
Ford Company ve General Motors gibi dev kuruluşlar onun prensiplerini uygulamkta 
ve “sürekli süreç iyileştirme “çalışmalarının yaralarını elde etmeye çalışmaktadır.  
1951 yılında Armand V. Feigebaum “Toplam Kalite Kontrol” (Total Quality 
Control) kitabını yayınlamış olup kalite kontrol kavramı bir işletmenin satışa kadar 
bütün sahalarına yayılmıştır. O zaman kadar kaliteye yönelik çalışmalar önlemeye 
değil düzeltici çalışmalara yönelik iken Kore Savaşı güvenirlik ve nihai ürün testi 
konularına yönelmeye neden olmuştur. İmalat ve mühendislik sahalarında da kalite 
güvencesi (Service Industry Quality Assurce) otellerde, bankalarda, kamu 
kuruluşlarında ve diğer hizmet yıllarının sonlarına doğru, kalite programları 
Amerika’ nın  en büyük kuruluşlarına yayılmaya başlamıştır. Dış rekabet, 1970’li 
yıllarda Amerikan şirketlerini tehdit etmeye başlamış, otomobil ve televizyon gibi 
ürünlerdeki Japon kalitesi Amerikan ürünlerini bastırmaya başlamıştır. Tüketiciler 
satın alma kararlarını verirken, ürünün uzun verimli yaşamı ile fiyat ve kaliteyi de 
göz önüne almaya başlamışlardır. Tüketicilerin kalite ile giderek artan bir şekilde 
ilgilenmeleri ve dış rekabet, Amerikan şirketlerinin kalite konusuna daha çok önem 
vermelerine yol açmış 1970 ve 1980’ li yılların sonlarına doğru kalite işletmelerin ve 
hizmet kuruluşlarının tüm fonksiyonlarına (finans, satış, personel, bakım, yönetim, 
imalat ve hizmet) girmeye başlamıştır. Yalnızca imalat hattına değil, tüm sistem 
üzerine odaklanılmış Yönetim, verimliliğin azaldığı, yüksek maliyetlerin, grevlerin 
ve işsizliğin olduğu bir ortamda yaşamını sürdürebilmek için kalite iyileştirme 
çalışmalarına öncelik vermiştir (Bozkurt. 1998: 18). 
 
1.2.1. Kalite ve Verimlilik Arasındaki İlişkiye Deming Yaklaşımı 
Uzun yıllar boyunca W. Edwars Deming üretim artışı ile karlarının artacağı 
felsefesine göre çalışan kuruluşların düşüncelerini değiştirmeye, onlara kalite ve 
verimliliğin önemini anlatmaya çalışmıştır. Bu düşünce, aşağıdaki örnekte 
incelenmiştir: 
 11
 Son bir yılda bir şirket,  saate % 20’si kusurlu olan 100 adet ürün üretmiştir. 
Yönetim kurulu, üst yönetimden verimliliği % 20 artırmasını istemiştir. Talimat iş 
görenlere “saatte 120 adet üretim yapılacak” şekilde aktarılmıştır. Daha fazla üretme 
sorumluluğu iş görenlere yüklenmiş ve bu durum iş görenler üzerinde stres, korku ve 
heyecan yaratmıştır. Üretimi artırma baskısı sonunda kusur oranı % 25’ e 
yükselirken üretim yalnızca 104 adede yükselmiştir. 
Verimlilik artışı hedeflenmeden, doğrudan üretim artışının zorlanması 
çoğunlukla istenilenin karşıtı bir etki üretmektedir. Aşağıdaki örnekte bu açık şekilde 
görülmektedir: 
Dinamik fabrikada saatte % 20’si kusurlu olmak üzere 100 adet ürün 
üretmektedir. Üst yönetim, sürekli olarak kaliteyi iyileştirmek verimlilik artışı 
sağlayabilecek konular üzerinde çalışmaktadır. Üst yönetime göre % 20 kusurlunun 
anlamı, toplam maliyetin % 20’ sinin iyi olmayan ürünlere ayrılmasıdır. Dinamik 
fabrikanın yöneticileri süreci iyileştirebilirse, kusurlu ürün üretiminde kullanılan 
kaynaklar, ek iyi ürünlerin imalinde kullanılabilecektir. Yöneticiler ek bir maliyete 
gerek olmaksızın süreci iyileştirerek kusurlu oranını % 10 düzeyinde indirebilirler. 
Böylece verimlilikte artış sağlanmış olacaktır. Sonuç olarak, verimlilikte artış 
sağlamanın ön koşulu, kalite ve/veya süreç iyileştirme çalışmaları yapılmasıdır  
(Bozkurt, 1998: 21) 
 
1.3.Kalite Kontrolün Özellikleri 
Son yıllardaki gelişmelerle örgütün tamamının sorumluluğunda olan kalite 
denetim işlemleri, neyin kabul edilmeyeceğinin tanımlanması, kalite kontrol 
yordamının değerlendirilmesi ve diğer önemli tüm sorumlulukları içeren 
yöntemlerden oluşur. Kalite kontrolü, üretim süreci ile ilgilidir, ancak onun içinde 
değildir. 
Kalitenin iki yönü vardır, yaratılması ve ölçülmesi, ölçme işlevi üretimin 
yapıldığı yerde gerçekleşenin belirlenmesi açısından çok önemlidir, ancak yalnızca 
kendi kendine ölçme ile kontrol yeterli değildir. Gerçekleşenlerin analizi yapılmalı, 
ne istendiği, neyin başarıldığı değerlendirilmelidir. Bunun için kalite kontrolün 
getirdiği bazı çalışmalar vardır. Bunlar şöyle sıralanabilir. 
1. Kalite kontrolü için ölçülebilir simgeler saptanmalı 
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2. Tam olarak kalite kontrolünü belirleyen yalın ve çabuk test yöntemleri 
tasarımlanmalı. 
3. Neyin iyi neyin kötü olduğu belirlenmeli, tolerans limitleri içinde kalanlar 
kabul edilmeli, bu limitler dışında kalanlar yetersiz kabul edilmelidir. 
Bütün yukarıda belirtilenler göz önüne alındığında, kalite kontrolünün 
özellikleri aşağıdaki gibi sıralanabilir, 
• Tüketiciyi tatmin edecek yapının özellikleri belirlenmelidir. 
• Belirli bir aşamada yapılan denetim bir sonraki aşamaya geçilmesi için yarı 
işlenmiş yada işlenmiş yapın için garanti verilmelidir. 
• Kalite kontrolü öğretici olmalı, yinelenen hatalar elimine edilmelidir. 
• Süreç kontrolü için temel olan istenilen düzey ile elde edilen düzey 
karşılaştırılmalıdır. 
• Uygun süreç için bulunabilir en iyi (optimal) kalite saptanmalıdır.  
• Ekonomik düzey için kayıplar azaltılmalıdır. 
• Süreç hatalı çıktı üretilmeyecek biçimde kolaylaştırılmalıdır.  
• Çalışmalarda operatör denetlemesi yapılmalı ve hataların kökeni izlenmelidir.  
• Gerekli kalite politikasının uygulanmasına izin verilmemelidir.  
• Varolan denetleme yöntemleri değerlendirilmeli ve daha iyi etkili politikalar 
tasarımlanmalıdır. (Gümüşoğlu, 2000: 10) 
 
1.3.1.Kalite Kontrolün Anlamı  
Kontrol herhangi bir faaliyetin önceden saptanan kurallar çerçevesi içinde 
belirli amaçları gerçekleştirecek biçimde yürütülmesini sağlama fonksiyonu olarak 
tanımlanabilir. Feigenbaum kontrolü bir yönetsel faaliyet için yetki ve sorumluluğun 
delege edilmesi prosesi olarak tanımlanır. Bu delegasyon yöneticinin gereksiz 
ayrıntılarla zaman kaybetmeden sonuçları incelemesi ve düzeltici kararları etkin 
biçimde almasını kolaylaştırır. İşletme yönetiminin her dalında kontrol fonksiyonu 
mevcuttur. Maliyet, finans, insan gücü, stok, satış ve üretim konularında olduğu gibi 
kalite konusunda da kontrolün önemli bir yeri vardır.  
İmalatta kalite kontrol kavramının yanlış ve eksik anlaşılması ve uygulanması 
sık rastlanılan bir olaydır. Örneğin; gelen malzemeye uygulanan örnekleme, 
laboratuar testi, sağlam – arızalı ayıklaması, montaj bandı sonunda yapılan hata testi 
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vb. faaliyetler genellikle kalite kontrolü olarak nitelendirilir. Daha sık rastlanılan bir 
yanılgı da muayene işleminin kalite kontrolü sanılmasıdır. Muayene kalite kontrolü 
fonksiyonunun çok önemli bir faaliyeti olmakla beraber sadece bir kısmını oluşturur. 
Bu açıklamalardan sonra kalite kontrol fonksiyonunun dört ana aşamada 
oluştuğu söylenebilir.  
1. Standartların kurulması: Tepe yönetimi politikaları, tüketici istekleri ve 
teknolojik olanaklar göz önüne alınarak mamul kalitesini ilgilendiren 
maliyet, güvenilirlik ve performans standartları saptanır. 
2. Uygunluk sağlanması: Üretilen mamulün kalite özelliklerinin önceden 
saptanan standartlara uygunluğunun sağlanması.  
3. Düzeltici kararlar alınması: standartlardan tolerans limitleri dışına taşan 
sapmalar meydana geldiğinde gerekli düzeltici kararların alınması. 
4. Geliştirme çalışmaları: kalite ile maliyet, güvenilirlik ve performans 
standartlarının geliştirilmesi, yeni yöntem ve teknolojiklerin araştırılması. 
Kalite kontrolünün ana aşamalarını alt aşamalara ve ayrıntılı faaliyetlere 
ayırmak mümkündür. Ancak sadece ana aşamalara kalite kontrolünün işletmenin 
hemen tüm departmanlarını, değişen derecelerde de olsa, ilgilendiren bir fonksiyon 
olduğu söylenebilir. Gerçekten kalite kontrolünün sadece muayene veya fabrikanın 
belirli bir departmanında sürdürülen faaliyetler olarak düşünmemek gerekir. Kalite 
kontrol, genel müdüründen tezgah operatörüne kadar tüm personelin derece derece 
sorumluluk taşıdığı, ham madde girişinden mamul dizaynına ve imalattan mamul 
ayarına kadar üretimin her aşamasında faaliyetler topluluğudur. (Kobu 1987:14).   
 
1.3.2.Kaliteyi Oluşturan Temel Unsurlar 
Bir mamulün her hangi bir kalite karakteristiğinin gerçekleştirilmesinde pek 
çok faktörün göz önüne alınması gerekir. Tüketici istekleri, rekabet, satış politikaları, 
mamulün kulanım amacı, fiyat, mamul dizaynı, malzeme, tezgah, muayene işlemleri 
gibi çok sayıda faktörün bir karakteristiğinin oluşmasında az veya çok etkisi vardır. 
Ancak bir mamulün kalite düzeyinin önce tasarlanması ve sonra üretimle 
gerçekleşmesine söz konusu olduğuna göre, tüm faktörleri iki temel unsur içinde 
toplamak mümkündür. Biri tasarım kalitesi diğeri uygunluk kalitesi adıyla bilinen 
unsurlardır.  
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(a) Tasarım Kalitesi  
Mamulün fiziksel yapısı ve özellikleri ile beraber tasarlanır. Boyut, ağırlık, 
hacim ve benzeri fiziksel nitelikler gibi dizayn kalitesi de ölçülerle belirlenir. Dizayn 
saptanmasında, biri kalitenin değerini, öbürü maliyetini oluşturan iki parasal faktör 
arasında en uygun noktanın bulunmasına çalışılır. Tüketici başlangıçta malın artan 
kalitesine değer verir, yani kalite karşılığında daha fazla para ödemeye hazırdır. 
Fakat kalite düzeyi ihtiyacının üstüne çıkmaya başladığında aynı isteği göstermez. 
Dolayısıyla onun nazarında kalitenin değeri giderek düşer. Örneğin; ayakkabının bir 
veya iki yıl dayanıklı olması karşılığında fiyat farkına katlanılır. Fakat dayanıklılık 
süresi uzadıkça artan fiyatı ödeyecek tüketici sayısı hızla azalır. Kalitenin maliyeti 
tersine bir gelişme gösterir. Kalite derecesi arttıkça maliyetler hızla artar. Belli 
sınırlardan sonra maliyet eğrisi birden dikleşir. Bu sınırlar teknolojik olanakların 
zorlandığı noktadır. İki eğri arasındaki yükseklik farkı üreticinin karını (yalnız kalite 
konusundaki) verir. Farkın maksimum olduğu B noktası, üretici açısından en uygun 
dizayn kalitesi derecesidir. 
(b) Uygunluk Kalitesi 
Dizayn kalitesi ile belirlenen spesifikasyonlara fiziksel üretim (imalat) 
esnasındaki uyma derecesidir. Belli bir düzeydeki uygunluk kalitesinin 
gerçekleştirilmesinde değişimleri görülen maliyetler arasında bir denge kurulmasına 
çalışılır. Kalite kontrolünün etkinliği arttıkça, yani kalite spesifikasyonlarına 
uygunluk derecesi yükseldikçe bozuk mal sayısı azalır dolayısıyla bozuk malların 
ortaya çıkardığı malzeme ve işçilik kayıpları ve tamir masrafları ile müşteri 
şikayetleri hızla azalır. Buna karşılık ölçme ve kontrol faaliyetlerinin yoğunluğu 
artığından değerleme maliyetleri giderek yükselir. Koruma maliyeti, bozuk malın 
üretimine meydan bırakmamak amacı ile önceden alınan tedbirler için yapılan 
masraflardan oluşur. İşçi eğitimi, tamir-bakım, dizayn kontrolü vb. koruma maliyeti 
niteliğindedir. Grafikten görüleceği üzere kontrolün etkinliği artıkça, değerleme ve 
koruma maliyetleri yavaş yavaş yükselmekte, buna karşılık bozuk mal maliyetinde 
hızlı bir düşme kaydedilmektedir. Uygunluk kalitesini artırmak için özellikle koruma 
tedbirlerine ağırlık vermenin isabetli bir politika olacağı açıkça 
görülmektedir(Kobu,1989:515). 
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1.4.Kalite Kontrolünün Amaçları 
Kalite kontrolün ana amacı, tüketici isteklerini mümkün en ekonomik 
düzeyde karşılayan mamülün üretimi şeklinde tanımlanabilir. Bu amaca ulaşmak için 
kalite kontrolün yanı sıra tüm işletme departmanlarının değişen derecelerde de olsa 
sorumluluk yüklenmesi gerekir. Ancak temel amacın gerçekleştirilmesi yolunda 
harcanan çabaların kordinasyonun ve etkinliğinin artırılması sorumluluğu kalite 
kontrolün departmana ait olmalıdır. 
Kalite kontrolün temel amacına bağlı bir takım alt amaçlardan söz edilebilir. 
İş bölümünde görev ve sorumluluk dağıtımını belirgin hale getirmek ve böylece 
temel amacın gerçekleşmesini kolaylaştırmak için ayrı ayrı hedef olarak seçilebilen 
alt amaçlar şöyle sıralanabilir: 
• Mamul kalite düzeyinin yükseltilmesi  
• Mamul tasarımının geliştirilmesi  
• Daha ucuz ve kolay işlenebilir malzeme araştırılması 
• İşletme maliyetlerinin azaltılması  
• Iskarta, işçilik ve malzeme kayıplarının azaltılması 
• Üretim hattı darboğazların giderilmesi 
• Personel moralinin yükseltilmesi 
• Müşteri şikayetlerinin azaltılması 
• Rakiplere karşı firma prestijinin artırılması 
• İşçi-işveren ilişkilerinde olumlu gelişme sağlanması 
Bu alt amaçlardan bazılarının üretim, satış, personel gibi diğer departmanlardan 
biri için temel amaç olabileceği açıkça görülmektedir. Fakat işletme 
organizasyonunda departmanların amaçları arasında olumlu yönde girişimler veya 
çelişkiler bulunması bir ölçüye kadar doğaldır. 
Günümüzdeki anlayışa uygun bir kalite kontrol sisteminin ilk kez kurulmaya 
başlandığı bir işletmede yukarıdaki alt amaçlardan bazılarına öncelik verilmesi 
zorunludur. Kuruluş ve adapte olma güçlükleri göz önüne alınarak başlangıçta sadece 
birkaç alt amacın gerçekleşmesine öncelik vermek yerinde bir politika olur. İlk 
yıllarda olumlu sonuçlar alındığı takdirde amaçların kapsamı kolaylıkla 
genişletilebilir. Aslında amaçlar arasında bağımlılık vardır. Dolayısıyla birinde 
sağlanacak başarının diğerlerini de olumlu yönde etkileme olasılığı yüksektir. 
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1.5.Kalite Kontrolünde  Spesifikasyonlar, Standartlar ve Toleranslar 
Kalite kontrolü, satın alma ve üretim gibi alanlarda kalitenin güvenilebilirliğin 
sağlanması, sürdürülmesi ve yürütülmesi çalışmalarını planlama, programlama ve 
geliştirme yolu ile üretimin tüketici açısından en ekonomik düzeyde ve en yüksek 
kalitede yapılmasına olanak sağlayan bir yönetim sistemi oluşturur. Tüm bunların 
gerçekleştirilmesi için üretim anında, kaliteyi etkileyecek bazı araçlardan 
yararlanmak doğru olacaktır. Söz konusu araçlardan en önemlileri, standartlar, 
özellikler(spesifikasyon) ve toleranslardır. 
Öncelikle standartlar ve özellikler konusunun ele alınması ve incelenmesi 
gerekir. Her ikisi de yapının tasarımlanması, üretimi ve üretim aşamalarında kalite 
kontrolünün yapılması açısından etkinliği olan iletişim araçlarıdır. Genellikle bu iki 
kavramın eş anlamlı olarak kullanıldığı ve birbirine karıştırıldığı gözlemlenmektir.  
Standart çıktı tasarımı, üretim, ölçme ve buna benzer, konularda önceden 
saptanmış olan kurallardır. Bu kurallar en iyi düzeye ulaşması amacıyla oluşturulur. 
İşlevsel gereksinimler ve güvenlik koşullarının karşılanması bilimsel ve teknik 
araştırma ve deneyimler sonucu gerçekleştirilir. Standartların gelecekteki 
gereksinmelere cevap verecek biçimde, değişimlere ayak uydurabilecek sürekli bir 
süreç olarak düşünülmesi doğru olur. 
Özellikler ise bir işin nasıl yapılacağını belirten, belirli özellikleri yanılgıya 
düşmeyecek biçimde açıklayan yönerge ve ölçütlerle tanımlanan bilgilerdir. 
Tanımdan da anlaşılacağı gibi özellikler standartlara göre daha dar kapsamlıdır ve 
standartların uygulanmasında yardımcı olan araçlardır. 
Toleranslar ise tasarımlanan ölçüler içinde çeşitli ölçüt ve yöntemlerle 
saptanan, izin verilen sapma nicelikleridir. Üretim verimliliğin artmasında, 
dolayısıyla üretim maliyetlerinin düşürülmesinde etkilidirler. Toleranslar, 
özelliklerin oluşturulmasına yararlar ve onların bir öğesidirler  
(Gümüşoğlu;2000:17). 
 
1.5.1.Standartlar 
Üretim işlemlerini karşılaştırmak, verimliliği arttırmak, üretim maliyetlerini 
düşürmek, materyal kayıplarını enküçüklemek, makina ve araç-gereç yatırım 
 17
maliyetlerini düşürmek, bakım-onarım ve yedek parça harcamalarını düşürmek, 
müşteri gereksinimlerini en iyi biçimde karşılamak için belirlenen standartlar, 
ekonomik ve sosyal yaşamın kaçınılmaz araçlarıdır. Bu nedenle ham materyallerden, 
yarı işlenmiş yapına, yardımcı malzemelere, makine ve araç gereç, üretim işlemlerine 
değin bir dizi konunun standartlaştırılması gerekmektedir. 
Endüstri işletmelerde çeşitli konularda oluşturulan standartlar tiplerine göre altı 
grupta toplanabilir. 
• Terminoloji standartları, belirli bir konuda kavramlar arasında uyum 
sağlamak ve iletişimi kolaylaştırmak için oluşturulan tanım, terim ve 
simgeler. 
• Temel standartlar, somut nesnelerin sürekli olarak standartlaştırılmasında 
kullanılan temel veri, kavram ve yöntemleri belirleyen kurallardan oluşur. 
• Boyut standartları, bir yapının tasarımı ile ilgili ölçü ve boyutları belirleyen 
standartlardır. 
• Çeşit standartları, bir yapının değişik ölçülerden veya tasarım farklarından 
doğan, çeşitlerin sayısını belirleyip kısıtlayan standartlardır. 
• Performans standartları, bir yapının tasarımı aşamasında saptanan, işlevsel 
özelliklerini tanımlayan standartlardır. 
• Denetim ve deney standartları, dayanıklılık güvenirlilik, dirençlik, 
performans ve benzeri özelliklerin doğruluk ve geçerliliğini saptamak amacı 
ile uygulanan denetim işlemleri veya deney yöntemlerini belirleyen 
kurallardır. 
Endüstri işletmelerinde standartlaştırma çalışmaları, işletme içinde oluşturulan 
bir birim tarafından gerçekleştirilir. Ayrıca bu birim özel gereksinimlere 
doğrultusunda kendi standartlarını belirleyebilir. Bu gereklilik, dışsatım olanakları, 
özel müşteri gereksinimleri, yapının cinsi, üretim yönetimi yada kullanılan teknoloji 
ile ilişkili olarak ortaya çıkabilir. 
Ayrıca Uluslar arası Standartlar Örgütü (ISO), Amerikan Standartlar Birliği 
(ASA), İngiltere Standartlar Enstitüsü (BSI), Alman Endüstriyel Normları (DIN), 
Türk Standartları Enstitüsü (TSE), Avrupa Standartlaştırma Komitesi (CEN) gibi 
standartlaştırma çalışmalarını yürütmekle görevli kuruluşlar bulunmaktadır. İşletme 
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dışı bu örğütlerin belirlediği standartlar, uluslar arası ticaretin büyük boyutlara 
ulaştığı günümüzde, işletmenin kendi içinde belirlediği standartları etkilemektedirler. 
Standartların denetimi, denetim teknolojisi ile üretim sürecinin teknolojisinden 
elde edilen sonuçların istenilenlere uygun olup olmadığının incelenmesi biçiminde 
sürdürülür. Üretim yöneticisi öncelikle özellikleri belirler, uygulamada bu yöntem 
özelliklerin çok geniş ayrıntılara dönüşebilmesi nedeniyle zor yürütülür. Örneğin; 
sertlik, renk, son görünüm ve benzeri ölçecek mikrometre, ayar ölçeği ve benzeri 
araçlar gerekli bölümler için sağlanmalıdır. Fiziksel çıktılar görülebilir ve ölçülebilir 
olmalıdır. Tüketicilerin rahat edeceği ümit edilen özellikler seti hazırlanmalıdır. 
Bazı üretim alanlarında, çıktı kalitesinin özelliği, kalite özelliğinin ölçülmesi 
zor olan çıktılara göre daha da zor ölçülebilir yada hiç ölçülemez. Salamın lezzeti, 
parfümün yada nemlendirici kremin etkisi vs. ölçülmesi güç özelliklerdir. Her 
durumda ölçülebilir kalite için standartlar türetilmesi hedeflenir. Ancak böyle bir 
hedefe ulaşmak, standartlar bulunabiliyor ve kalite ölçülebiliyorsa olanaklıdır. 
Örneğin; Yiyecek, ilaç ve kozmetik alanında çalışan yöneticiler, çok güçlü 
standartlar geliştirerek müşterisini tehlike ve risklerden korumak ister. Ancak sözü 
edilen standartların belirlenmesi hiç kolay bir konu değildir. Bununla beraber gerekli 
standartlar bir kere saptandığı zaman, yiyecek, ilaç ve kozmetik örnekleri seçilen 
standartlarla karşılaştırmak için test edilebilir. Standartlar sürekli değildir ve ek bir 
laboratuar kurulması ya da uygun bilgilerin edinilmesi ile değişebilir. Standart 
uzunluklar, standart genişlikler, standart renkler değişebilir ya da farklı olabilir 
(Gümüşoğlu;2000:19). 
 
1.5.1.1.Standart ve Spesifikasyon Arasındaki Fark 
Standart belli bir konuda tespit edilmiş bulunan kurallardır. Örneğin, demiryolu 
raylarının uzunluk ve kesit boyutlarının daima aynı olması kuralı bir standarttır. 
Benzer şekilde araç lastik tekerleklerinin, televizyon ekranlarının vida profillerinin 
boyutları da standarttır. Spesifikasyon bir işin nasıl yapılmasını belirten ayrıntılı bir 
talimat şeklinde tanımlanabilir. Spesifikasyon standartlaşmada kullanılan bir araçtır. 
Örneğin, ülkemizde vida boyutları standardize edilmiştir. Belirli tip vidanın ölçüleri 
onun spesifikasyonudur, yüksek fırınlara girecek demir cevherinin fiziksel ve 
kimyasal özellikleri DÇ-1917 No. lu spesifiskasyona uygun olmalıdır, profil kesitleri 
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DIN standartlarına göre saptanır, fabrikada kullanılacak temizlik malzemeleri TSE 
nün standartlara uygun olmalıdır, bir parçanın toleransları teknik resimde belirlenen 
spesifikasyonlara göre işlenir (Kobu; 1989: 521). 
 
1.5.2. Spesifikasyonlar  
Bir çıktının özellikleri, yapının üretilmesi için gerekli işlerin doğru eksiksiz 
yapılabilmesi ve kolaylıkla anlaşılabilmesi açısından önem taşır. Böylece yapıların 
belirli kalite özeliklerini taşımalarına ve standartlara uygun olarak yapılabilmelerine 
yardımcı olur. Endüstri işletmelerinde üretilen çıktıların özellikleri belirlenmişse, 
bölümler arası ilişkiler, bilgi akışı, iletişim biçimi ve süresi düzenli yürütülebilecek, 
böylece sistemin işleyişi kolaylaşacaktır. 
Üretim çalışmalarının çeşitli aşamalarında materyal, süreç, test yönetimi, kabul 
ölçütleri, yapıların kullanılış biçimleri, yapın v.b. konularda özelikler hazırlanarak 
kalite kontrol işlemlerinin istenilen doğrultuda yürütülüp yürütülmediği incelenir. 
Özellikleri amaç ve içeriklerine göre dört grupta toplamak olasıdır. 
• Materyal ve yapı özellikleri 
• Süreç özellikleri 
• Test özellikleri 
• Kullanım özellikleri 
Özelliklerin belirlenmesi birçok bölüm ve kişinin ortak çabaları ile olur. 
Hazırlanan bu araçların kapsamlı, açık ve anlaşılır olmasına özen gösterilir. 
Yukarıdaki gruplandırılan özelliklerin hepsinde o özelliği hazırlayan bölüm ya da 
kuruluşun adı, tarihi, özelliğin adı, kod numarası, termonolojisi bulunmalıdır. 
Materyal ve yapı özellikleri, oların diğer yapı ve materyallerden ayırt 
edilebilmeleri için saptanır. Yukarıdaki bilgilerden ayrı istenilen kalite özellikleri, 
ölçütleri, standartları ve toleransları, özelliklerin saptanmasında kullanılacak test ve 
incelemelerin adları, tanımları ve varsa numaraları, uygulanacak örnekleme yöntemi, 
red-kabul ölçütlerinin yanı sıra paketleme, etiketleme biçimi, seri numarası, taşıma, 
güvenlik v.b. bilgileri taşımalıdır. Süreç özellikleri, yapının en uygun koşullarda 
üretilebilmesi için çalışma koşullarıyla yapı özelliklerinin bir arada değerlendirilerek 
kalitenin saptanmasını sağlar. Süreç özelliklerinde diğerlerinden farklı olarak 
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bulunması gereken bilgiler, kullanılacak tezgahların, makine ve araç-gereçlerin 
özellikleri, ölçme ve denetleme yöntemleri ile ilgili ayrıntılı bilgilerdir. 
Test özellikleri, belirli yapı, yarı işlenmiş yapı ve materyalin istenilen nitelikte 
olup olmadığını kanıtlamak ve onların kabul edilip edilmeyeceğini saptamak için 
yapılacak test işlemlerini belirleyen talimatlardır. Testin amacı, kapsamı, ölçme 
ölçütleri, testte kullanılacak araç ve gereçler, örnek seçme ve test işlemleri, 
hesaplama yöntemleri, sonuçların yazılma biçimi, rapor formu v.b. ilişkin bilgileri de 
içerir. Kullanım özellikleri ise, yapıyı kullanacak olanlara, onun  kullanılacağı 
koşullar, çalıştırma biçimi, bakım işleri v.b. ilişkin bilgi ve talimatları kapsar 
(Gümüşoğlu; 2000: 20). 
1.5.3. Toleranslar 
Doğada ve insan yapısı sistemlerde biribirinin aynı iki varlık bulmak mümkün 
değildir. Gerçek yaşamda matematik kesinliğin her hangi bir örneği yoktur. Değişme, 
değişik olma veya farklılık kaçınılmayan evrensel bir yasadır (Kobu; 1987: 179). 
İlk kez 1902 yılında J. N. Newall adında bir İngiliz sanayicisince geliştirilen ve 
izin verilen sapma nicelikleri olarak tanımlanan toleranslar, üretim verimliliğinin 
artması ve üretim maliyetlerinin en küçüklenmesini amaçlar. Yukarıda açıklandığı 
üzere toleranslar doğadaki tüm varlıkların biribirinden farklı olması nedeniyle, 
üretimde de biribirinin aynı yapıların üretilmesinin olanaksızlığı sonucu ortaya 
çıkmıştır. Toleranslar; tasarım, üretim ve kalite kontrolü çalışmalarıyla yakından 
ilişkili olup, yapının tasarımlanması aşamasında belirlenirler.Toleranslar yardımı ile 
yapının boyutları, biçimi, konumu, montajı ve işlevi gibi fiziksel öğelerinin 
belirlenmesinin yanı sıra, bu öğeleri ölçme araçlarının duyarlılığı sonucu kalite 
özelliklerinin gerçekleştirilme derecesinin saptanması kolaylaşır. Toleranslar, üretim 
araçlarının neden olduğu değişmelerin saptanabilmesine ve daha uygun araçların 
seçilebilmesine yardımcı olurlar. Böylece öncelikle toleranslar yaratılır ve buna bağlı 
olarak, alt kontrol limitleri ve üst kontrol limitleri saptanır.Tolerans bir yapının kalite 
düzeyini belirleyen özelliklerdir. Dar tolerans limitleri yüksek maliyet, geniş tolerans 
limitleri düşük maliyetin ifadesidir. Bir üretim dalında hangi aralıkta toleranslar 
saptanacağı tasarım mühendislerince üretim ve kalite kontrolü yöneticilerine 
danışılarak belirlenir. Türkiye’ de TSE’ ce hazırlanan tolerans limitleri 
uygulanmaktadır (Gümüşoğlu; 2000: 21) 
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İKİNCİ BÖLÜM 
 
2.KALİTE KONTROLÜNDE İSTATİSTİĞİN ÖNEMİ  
2.1. Kalite Kontrolünde Temel İstatistik Kavramlar 
Kalite kontrolü çalışmaları üretim miktarlarının büyüklüğü, üretim 
yöntemlerinin karmaşıklığı ve ürünlerin yapısı nedeniyle oldukça büyük sorunları 
kapsamaktadır. Bu tür sorunların giderilmesinde büyük sayıları ve rastgele 
değişimleri inceleyen bilimsel bir temele gerek vardır. Matematiksel istatistik 
kavramı, belirsizlik ve risk koşullarında karar vermek amacı ile büyük sayıları ve 
tesadüfi değişmeleri inceleyen bir bilim dalı olduğundan, kalite kontrolü 
çalışmalarında kullanılabilir. 
İstatistiksel kalite kontrolünde istatistiğin iki kavramından faydalanılır. 
• Tanımsal istatistik, 
• Yorumsal istatistik, 
Tanımsal istatistikte, niceliksel ve niteliksel bilgilerin sistematik 
sınıflandırılması, histogram ve benzeri grafiklerin çizimi, frekans dağılımlarının 
incelenmesi, ortalama, mod, medyan, standart sapma, dağılma aralığı ve bunlarla 
ilgili ölçülerin hesaplanması söz konusudur. 
Yorumsal istatistikte, olaylarla ilgili olarak toplanan bilgilerin gerçeği tam 
yansıtmadığı ya da eksik yansıttığı varsayımından hareketle tahmin ve yorumlar 
yapılır. Yani belirsizlik karşısında olayların yapısını veya özelliklerini belirleme, 
değişmelerin nedenlerini araştırma, belirli bir duyarlılıkta tahminler yapma ve 
geleceğe yönelik kararlar alma yorumsal istatistiğin temelini oluşturur. Bunun için N 
hacimli bir ana kütleden rastgele seçilen n hacimli örnek seti yada örneklem seti için 
yapılan gözlem sonucunda değişkenler değerlendirilerek yargıya varılır. 
Gözlenebilir ortak karakteristiklere sahip birimlerin meydana getirdiği 
topluluğa kütle adı verilir. Bu kütleye ilişkin öngörüler yapabilmek için kütle 
parametrelerinin öngörülmesi gerekir. Bu ise iki biçimde yapılır, sayım ve 
örnekleme. Büyük sayıların söz konusu olduğu kalite kontrolünde örnekleme tercih 
edilir. Örnekleme iki biçimde yapılır, 
• Yerine koyarak örnekleme, 
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• Yerine koymadan örnekleme, 
Yerine koyarak örneklemede her birimin birden fazla örneğe girmesi 
olanaklıdır. Bu tip örneklemede çekilenler biri birinden bağımsızdır, yani bir birimin 
daha önceki örnek yada örnekleme girmiş olup olmaması sonraki örneğe girme 
şansını etkilemez. Yerine koymadan örneklemede kütledeki her birimin bir defadan 
fazla örneğe girmesine izin verilmez. Yerine koymadan örneklemede örnek hacmi, 
yani örneklem birimleri sayısı n, kütle hacmi N’ den büyük olmaz. Örneklemede 
ister yerine koyarak ister koymadan çekim yapılsın, kütledeki her birimin örneğe 
girme şansı eşit ve n/N’ dir (Gümüşoğlu,2000:23). 
 
2.2. Örnekleme 
Bilindiği gibi örnek, ana kütleyi (populasyonu veya toplumu) tanımak 
maksadıyla çekilen bireyler grubuna denmektedir (Ercan,1997:59). Ana kütle 
parametrelerinin örnek değerleri (örnek istatistikleri) yardımıyla tahmin edilmesine 
imkan sağlamak modern istatistiğin önemli bir görevidir (Başar ve Oktay, 1999:150). 
Uygulamada bir toplumun gerçek ortalaması ve standart sapması 
bilinmemektedir. Bu nedenle gerçek ortalama ve standart sapma değerlerinin 
(populasyona ait ortalama ve standart sapma) tahmin edilmeleri gerekmektedir. Bu 
değerlerin tahmin edilebilmeleri için bunlara ait olasılık dağılımlarının oluşturulması 
gerekmektedir. Söz konusu bu olasılık dağılımlarını tanımlayan değerlere de 
parametre adı verilmektedir. Örnek ortalaması ve standart sapması, örnekle ilgili 
tanımsal ölçümlemeler olup örnek istatistikleri olarak isimlendirilmektedirler. 
İstatistiksel tahmin yaparken ve populasyon parametreleri ile ilgili çıkarımda 
bulunurken, sıkça örnek istatistiklerinden faydalanılır. Örneğin : 19=X  örnek 
istatistiği olup populasyon parametresi olan μ ’ nün tahmininde kullanılır. Örnek 
istatistiklerine ilişkin tahmin yaparken ortaya çıkması olası sorunlardan biri, 
oluşturulacak örnek veri setinin populasyon üyelerini iyi temsil edemiyor olmasıdır. 
Başka bir ifade ile aynı populasyondan farklı örnekler oluşturulması durumunda 
populasyon parametreleri ile ilgili çok farklı sonuçlar elde ediliyorsa örnekleme 
işlemi sağlıklı bir şekilde yapılmamıştır demektir. Bu nedenle oluşturulacak örnekte 
yer alacak gözlemlerin populasyon üyelerini en iyi şekilde temsil ediyor olmaları 
gerekmektedir (Özsoy, 2005 ). 
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2.2.1.Kabul Örneklemesi 
İstatistik Kalite Kontrolünün başka bir uygulama alanı daha vardır ki bu kabul  
örneklemesidir. Kabul örneklemesi planları, bir yığın arasından örnek seçerek bu 
örnekten  elde edilen sonuçlara göre yığının kabul veya red edilmesi esasına 
dayanmaktadır. Böylece, bu planlar yardımıyla bir yandan satın alınan hammadde ve 
parçaların istenilen niteliklere sahip olup olmadıkları belirlenmekte, diğer yandan ise 
firmanın kendi ürettiği malların kalitesinin uygunluğu üretimin çeşitli aşamalarında 
araştırılabilmektedir. Örnekleme yolu ile yapılan kontrol birçok halde en uygun ve 
etkili metod olmaktadır. Ayrıca % 100 kontrol hem pahalı olması hem de birçok 
halde yeterince etkin olmamasından dolayı kullanılmamakta ve örneklemeye yaygın 
olarak başvurmaktadır. Kabul örneklemesi teorosi ayrıntılı olmakla birlikte 
uygulaması kolay olduğundan teori ile ilgili bilgiye ihtiyaç bulunmamaktadır (Danıel 
ve Terrel, 1983). 
Kabul örneklemesi metodları sürekli değişkenlerle yani ortalama, değişim 
aralığı ve varyans ile ilgili olmasıyla birlikte, özelliklere yani kusurlu oranları veya 
kusur sayıları ile ilgili olarak uygulanabilir (Köksal, 1995).    
 
2.2.2.Örnek Alma Teknikleri 
İstatistik kalite kontrolünde ölçmeler % 100 ölçüm dışında, büyük bir kütleden 
tesadüfen seçilen örnekler üzerinde yapılır. Seçimi tesadüfi yapmanın istatistik 
hesaplamalar açısından taşıdığı önem bilinmektedir. Bir kütleden bilimsel kurallara 
dayanmadan seçilen örnekler üzerinde ölçmeler işe yarayacak geçerli bilgiler 
vermez. Kütlenin özelliklerine ve yapılan araştırmadan beklenenlere göre tespit 
edilecek örnek hacminin oluşturulmasında başlıca 3 teknik mevcuttur. 
 
2.2.2.1.Rasyonel Örnek Alma 
İdeal örnek alma tekniğidir. Örnekler kütleden üniform şartlar altında çekilir. 
Örneğin, bir imalat işleminde örnekler aynı işçi tarafından kullanılan belirli bir 
tezgahtan, belirli bir zaman içinde işlenen parçalar arasından aynı yöntemle seçilirler. 
Böylece belirli bir örnek grubunda işlemi etkileyen faktörlerin tutarlılığı sağlanmaya 
çalışılmaktadır. Diğer örnek gruplarının her biri de, yine bir tarafa dikkatle 
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kaydedilen şartlar altında çekilebilirler. Kontrol diyagramında limitler dışına taşan 
eleman görüldüğünde onun ait olduğu örnek grubu ile diğerlerinin şartları 
karşılaştırılır. Prosesi etkileyen özel faktörlerin bu şartlar arasındaki farklar içinde 
bulunma olasılığı yüksektir.    
 
2.2.2.2.Tesadüfi Örnek Alma 
Proses aralarında karmaşık ilişkiler bulunan çok sayıda faktörün etkisi altında 
ise bunları örnekleme esnasında tanımlayıp sonradan analiz etmek olanaksızdır. 
Böyle durumlarda tamamen tesadüfi seçim yapılır. Örneğin, bir atölyede çeşitli 
tezgahlarda işlenen parçaların hepsi bir kutuya karışık olarak doldurulur, sonra 
bunlar arasından istenilen sayıda örnek alınır. Bu şekilde oluşturulan örnek 
grubundaki değişmelerde hem şans, hem özel faktörlerin etkisi vardır. 
 
2.2.2.3.Kademeli Örnek Alma 
Farklı kaynaklardan gelen parçalardan örnek alınması söz konusu olduğu 
zaman uygulanır Farklı tezgahlarda işlenen parçalar, farklı fırınlarda ergitilen pik 
demirleri vb. durumlarda her kaynaktan belirli miktarlarda seçilerek bir araya 
getirilen elemanlardan bir örnek grubu oluşturulur. Yani her kaynağın örnek 
grubunda aynı şekilde temsil edilmesi sağlanır. Örnek grubunda hem şans, hem özel 
faktörlerin etkisi ile meydana gelen değişmeleri bu açıdan ayırmak mümkün değildir. 
Diğer taraftan örnekler daima aynı ortamlardan aynı miktarda seçildiğinden tesadüfi 
örneklemeden farklı bir durum olduğuna dikkat edilmelidir. Bazı özel teknikler 
uygulandığı taktirde, kaynaklar arasındaki farkların nedenleri ortaya çıkaracak 
analizler yapılabilir.  
 
2.3. Kalite Kontrolünde Frekans Dağılımı 
Kalite kontrolünde tanımsal ve yorumsal istatistiğin geniş uygulama alanları 
vardır. Bir üretim hattından elde edilen örneklerin ağırlıkları ve ölçüm aralıkları 
belirlenir. Bu tür ölçü birimleri sürekli değişken olarak adlandırılır. Değişik 
aralıkların tanımlanmasına yarayan bazı  basit yöntemler vardır. Bu istatistiksel 
yöntemlerin en kullanışları frekans dağılımı ve dağılımın merkezi eğilim ölçüsünün 
bulunmasını sağlayan bazı yayılma ölçüleridir (Gümüşoğlu, 2000). Değişkenlerin 
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varyasyonunun durumu dağılım olarak adlandırılır ve her bir değişkenin kaç kez 
tekrarlandığını belirtir (Moore and McCabe, 1993:6). 
Bir olaydaki değişmeleri gösteren frekans dağılımına bakarak yorumda 
bulunmak veya olayı etkileyen faktörler hakkında tahminde bulunmak mümkündür 
(Levin,1987:20). Her sınıf frekansı populasyonun bir özelliği olduğundan, frekans 
dağılımı bir parametreler grubundan ibarettir (Akalın,1973:51). Frekans diyagramları 
değişimin niteliklerini daha kolay görme olasılığı sağlar ve yorumlar diyagramlar 
üzerinde yapılır. Ancak bazı hesaplamalar gerektiğinde frekans dağılım tablolarına 
başvurulur. Frekans diyagramlarının yorumlanmasından şu sonuçlara varılabilir, 
değişkenlik, yani ölçü sapmalarının dağılma aralığı belirlenebilir, üst veya alt limite 
yaklaşımların belirlenmesi ile kusurlu parça sayısı belirlenebilir, diyagramlarda aşırı 
derecede sağa sola kaymalarla sebep araştırılır. Böyle bir durumda, tezgah ve ölçme 
aletlerinin ayarları kontrol edilmelidir, değişkenlik fazla yaygın ise, üst ve alt limitler 
dışına taşma olasılığını doğurur ve bu sebepten ötürü dağılma aralığını daraltma veya 
tolerans limitlerini genişletme olanakları araştırılır, ortalama değerin bir miktar sağa 
kayması sonucu üst ve alt limitler aşılmış olur bu da kusurlu ürün sayısını artırır, 
ortalama değerin konumu değişmemekle beraber dağılımın yaygınlığı artarsa kusurlu 
parça sayısı artar, iki zirveli bimodal veya çift hörgüçlü histogram olarak adlandırılan 
dağılım tipi görülmesi farklı iki tezgah kullanıldığını, takım değiştirildiğini, malzeme 
hatasını ve benzeri hatalardan ortaya çıktığını gösterir, normal görünümlü dağılım 
soldan alt limit tarafından kesilmiş ise elde kusurlu parça yoktur ama işlemde bir hata 
kaynağı vardır ortalama biraz sağa kaydırılmalıdır, üst limitin dışında kalan küçük 
dağılım tezgah, tertibat veya takımlarda bir süre değişik ayarla işlem yapıldığını 
gösterir.  
 
2.3.1.Frekans Dağılım Ölçüleri 
Frekans dağılım tablosu veya grafiklerine bakılarak yapılan yorumlar bazı 
durumlarda yeterli olur. Fakat daha ince detayların önem taşıdığı veya 
karşılaştırmalarda ufak farkların sonuçlar üzerinde etkili olacağı durumlarda sayısal 
ölçülere ihtiyaç duyulmaktadır, bu sebepten dolayı sayısal değişkenleri tanımlamakta 
kullanılan bir çok ölçüt söz konusudur. 
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Dağılımların orta noktalarını gösteren ölçütler, “merkez ölçütleri” olarak bilinir 
ve genellikle dağılımdaki değerlerin en fazla yoğunlaştığı “bir merkezi referans 
değerini” ifade eder. Bu ölçütler yardımıyla dağılımdaki değerler (ortalama 
açısından) temsil eden tek bir değer elde edilir. Bu ölçütler arasında en çok 
kullanılanları; aritmetik ortalama, ortanca ve tepe değeridir. Bu ölçütlere göre daha 
az kullanılan diğer iki ortalama ölçütü, geometrik ortalama ve harmonik ortalamadır. 
Bunlar yanında ağırlıklı ortalamada kullanılmaktadır. İstatistiksel kalite kontrolünde 
grafik limitlerinin belirlenmesinde ağırlıklı ortalamadan faydalanılır (Alpar, 2000). 
 
2.3.1.1. Aritmetik Ortalamanın Anlamı 
Aritmetik Ortalama, çoğunlukla sürekli sayısal veriler için kullanılan bir 
ortalama ölçütüdür. Ancak bir büyüklük belirtmesi açısından kesikli sayısal verilerde 
de kullanılabilir. Bir seri, kendini sayısal olarak temsil edilebilen tek sayı ile ifade 
edebilmelidir. Bu sayıya ortalama denir. Bir kümeden alınan örneğe ait varyantların, 
frekans tablolarında görüldüğü üzere etrafında kümelendikleri noktaya merkezi 
eğilim noktası denir ve yeri ortalama ile belirlenir. Aritmetik ortalama, x  ile 
gösterilir sınıflandırılmamış ve sınıflandırılmış veriler için ayrı formüllerle 
hesaplanır.  
 
2.3.1.1.1. Aritmetik Ortalama 
Aritmetik ortalama, her bir gözleme ilişkin değerlerin toplamının denek 
sayısına bölünmesi ile bulunur. 
n
x
x
n
i
i∑
== 1         i=1,2,…….,n                                                                                   (2.1) 
n : Denek sayısı 
 
2.3.1.1.2. Sınıflandırılmamış Verilerde Aritmetik Ortalama 
Sınıflandırılmamış verilerde aritmetik ortalamanın hesaplanması için değişik 
formüllerden yararlanılabilir. 
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n
Sf
x
k
i
ii∑
=
×
= 1                                                                                                          (2.2) 
Burada, k: sınıf sayısı if : i. Sınıfın frekansı is : i. Sınıfın sınıf değeri 
Sınıflandırılmış ve sınıflandırılmamış veriler için elde edilen ortalamalar 
arasında çok az da olsa fark vardır. Bu fark sınıflandırma nedeniyle ortaya çıkar. 
Ancak, her zaman bu fark ortaya çıkmaz.  
 Genelleme yapılacak olursa, aritmetik ortalama olarak hesaplanan değer, 
örnekteki tüm değerlerin merkezinde yer alır ve değişkenler bu değerin iki tarafında 
eşit sayıda dağılır. Aritmetik ortalama terimlerin sayısı ile çarpılırsa serinin toplamı 
elde edilir. Değişkenlerin, aritmetik ortalamalardan farklarının (ayrılışlarının) 
cebirsel toplamı sıfırdır. 
 
2.3.1.1.3. Ortalamanın Özellikleri 
Ortalama, gözlemlerin hangi nokta etrafında toplanmış olduğunu gösterir, bu 
bakımdan merkezi eğilim ölçüsü olarak da bilinir. Ortalama, serinin maksimum ve 
minimum değerleri arasında yer alır. Seri normal dağılıma uygun dağılım 
gösteriyorsa, ortalama frekans eğrisinin tepe noktasında yer alır. Seri normal 
dağılıma uymuyorsa, ortalama tepe noktasından uzaklaşır. 
 
2.3.1.1.4. Ortalamanın Üstünlükleri 
Ortalama bütün serinin bireylerini temsil eden tek bir sayı olduğu için akılda 
tutulması kolaydır. Ortalama olayların normal halinin ifadesidir. Anormal durumları 
göstermez. Ortalamanın en üstün yönü olayların mukayesesine yaramasıdır. İki seri 
biribiriyle ortalamaları vasıtasıyla karşılaştırılır. 
 
2.3.1.1.5. Ortalamaların Kusurları 
Büyük miktarlarda gözleme dayanmayan veya yanlış örnekleme sonucu elde 
edilmiş ortalamalar fazla bir şey ifade etmez. Ortalamalar bazen veriler arasındaki 
karakteristik farkları ortadan kaldırabilirken, bazen de gerçekleri yansıtmayabilir. 
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2.3.1.1.6. Ortalamanın Kusurlarını Gidermenin Yolları 
Ortalama mutlaka çok bireyli serilere dayandırılmalıdır. Az sayıda gözleme 
dayalı ortalamalar gerçeği yansıtmayabilir. Bu kural bir anlamda, büyük örneklerle 
çalışılması gereğini gösterir. Örnekteki gözlem sayısı arttıkça istatistik parametreye 
yaklaşmakta, toplum daha iyi tanınmaktadır. Ortalama, bireyleri homojen olmayan 
bir seri üzerinden hesaplanmamalıdır. Yani örneklemin homojen materyal üzerinden 
yapılması anlamına gelir. Anormal bireyleri içeren serilerin ortalaması alınmamalı 
veya bu kusuru giderecek yöntemler uygulanmalıdır. Bir seriye anormal veriler, 
muhtemelen örneklemde tesadüfîliğe uyulmamasından veya ölçme hatalarından 
girebilir. 
 
2.3.1.1.7. Ortalamaların Sınıflandırılması 
Ortalamalar, analitik (parametrik) ve analitik olamayan (parametrik olmayan) 
ortalamalar olmak üzere ikiye ayrılır. Analitik ortalamaların hesabında, serinin bütün 
değerleri işleme girer. Serinin bütün değerleri işleme girmeyen ortalamalar analitik 
olamayan ortalamadır bunlar  ise medyan (ortanca) ve mod’ tur. 
 
2.3.1.2. Ağırlıklı Aritmetik Ortalama 
Örneklenen küme bir takım farklı gruplardan meydana geliyorsa, örnek de bu 
alt gurupları bünyesinde bulundurur. Bu gibi durumlarda örneğin ortalamasını 
hesaplamada ağırlıklı ortalama denir. 
∑
∑
=
== k
İ
i
k
i
ii
n
nx
x
1
1                                                                                               (2.3) 
Burada, k : grup sayısı, ix : i. Grubun aritmetik ortalaması ve in : i. Grubun denek 
sayısı 
 
2.3.1.3. Geometrik Ortalama 
Genel anlamda geometrik ortalama, n adet pozitif sayısının çarpımlarının n’ 
ninci dereceden köküdür. 
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2.3.1.3.1. Basit Serilerde Geometrik Ortalama 
Basit serilerde geometrik ortalama şu formülle hesaplanır, 
n
nxxxX ...21 ××=                                                                                        (2.4) 
 
2.3.1.3.2. Geometrik Ortalamanın Özellikleri 
Geometrik ortalamada varyantların ortalamaya oranlarının çarpımı 1’ e eşittir. 
Aritmetik ortalama daima geometrik ortalamadan büyüktür. Terimler arasındaki fark 
büyüdükçe, ikisi arasındaki fark da geometrik ortalama aleyhine büyür. Tersi halinde 
iki değer biribirine yaklaşır. Bu özelliği dolayısıyla geometrik ortalama özellikle 
değişim oranı bir önceki değere bağlı durumlarda kullanılır. varyantları arasında 
büyük farkların bulunduğu serilerde, serinin geometrik ortalamasının hesaplanması, 
durumu daha iyi aksettirmektir. Seride sıfır veya aksi değer olması halinde geometrik 
ortalama hesaplanmaz. 
 
2.1.3.4.Harmonik Ortalama 
Harmonik ortalama, değişkenlerin terslerinin aritmetik ortalamasıdır. 
∑
=
i
H
X
nX
1
                                                                                                 (2.5) 
 
2.3.1.4.1.Harmonik Ortalamanın Özellikleri 
Harmonik ortalama (geometrik ortalamanın aksine) bir önceki değere veya 
biribirine bağlı olmadan meydana gelen olaylarda kullanılan ortalamadır. Harmonik 
ortalama, gerek aritmetik gerekse geometrik ortalamadan küçük sonuç verir. Serideki 
varyantlardan biri 0 ise, sonuç bir sayısının sonsuza bölünmesi halini aldığı için 
harmonik ortalama 0 bulunur. Serinin varyantları arasındaki eksi değerli sayılar varsa 
harmonik ortalama hesaplanabilir, ancak sonuç bir anlam taşımaz. 
 
2.3.1.5.Medyan (ortanca) 
Medyan gözlemlerin tümü hesaba katılmadan, sadece sıralanması ve 
sınıflanması ile bulunur. Medyan, bir seriyi iki eşit kısma bölen değerdir. Bundan 
dolayı medyana ortancada denir. Bulunması örneklemin türüne göre değişir.    
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Büyüklük sırasına konmuş bir dizide medyan, serideki gözlem sayısı (n) tek 
veya çift oluşuna göre aşağıdaki şeklerde hesaplanır. 
n tek ise : 
2
1+n    nolu terim, yani ( )
2
1+nX  medyandır. 
n çift ise : 
( ) ( )
2
2
2
2
++ nn XX
    nolu terim medyandır. 
 
2.3.1.5.1. Medyanın Özellikleri 
Bulunması özellikle basit serilerde çok kolaydır. Bütün terimler hesaba 
katılmadan medyan bulunabilir. Gözlem setindeki uç (aşırı) değerlerden hiç 
etkilenmez. Terimlerin medyandan ayrılışların (sapmaların) mutlak değerleri 
toplamı, diğer herhangi bir değerden ayrılışları toplamından daha küçüktür. Sonu 
alınmamış, ucu açık dizilerde ortalama olarak medyan kullanılmaktadır. 
 
2.3.1.6.Mod (tepe değeri) 
Mod bir gözlem setinde en çok rastlanan, en çok tekrarlanan terim olarak 
tanımlanabilir. Şayet serinin histogramı çizilirse, en yüksek sütunun değeri serinin 
modudur. Bu sebepten dolayı mod’ a tepe değeri de denir. 
 
2.3.1.6.1. Modun Özellikleri 
Mod anormal hallerden etkilenmez, bu yönüyle temsil kabiliyeti yüksektir. 
Frekans dağılımı çan şeklinde olan dağılımlara çok uygundur. Mod, iki tepeli 
dağılımlara uygun değildir. Dağılımları J ve U şeklindeki serilerde modun ortalama 
ölçüsü olarak kullanılması ortalamanın tarifine göre mümkün değildir. Tarife göre 
ortalama iki uç değer arasında kalmalıdır. Halbuki bu gibi serilerde en fazla 
tekrarlanan terim uçlarda yer almaktadır. En yüksek frekans aynı sınıfta kaldığı 
müddetçe, diğer sınıflarda olabilecek değişiklikler modun değerini değiştirmez. 
 
2.3.2.Ortalama Seçiminde Göz Önüne Alınacak Esaslar 
Belirli bir ortalamaların belirli gözlemlere uygun oldukları dikkatte alınarak, 
önce ortalaması hesaplanacak gözlemler topluluğunun dağılımı incelenmelidir. 
Örneğin anormal değerler içeren gözlemler aritmetik ortalamaya, dalgalı ve iki tepeli 
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seriler moda, U şeklinde dağılım gösteren seriler medyana elverişli değildir. Seri 
ortalamasının ne amaçla hesaplanacağı göz önünde bulundurulmalıdır. Ortalama, 
mukayese için değil de seriyi temsil amacı taşıyorsa, mod veya medyan 
uygulanabilir. Mutlak miktarlardan çok oranlar üzerinde duruluyorsa, geometrik 
ortalama ele alınmalıdır. Hız ve birim zaman ortalamaları için işlem yapılıyorsa, 
harmonik ortalama uygun olur. Yukarıda sayılan özel uygunluk sebepleri yoksa 
hesabı kolay olan şekil tercih edilir. 
 
2.4.Varyans ve Standart Sapma 
Ortalama etrafındaki dağılımın en iyi ölçüsü varyanstır. Varyans ve standart 
sapma biyolojik olaylarda en çok kullanılan dağılım ölçüleridir. Varyans, aritmetik 
ortalamalardan farkların kareleri toplamının, terim sayısına bölünmesiyle bulunur. 
Ancak uygulamada farkların kareleri toplamı, terim sayısının 1 eksiğine 
bölünmektedir. Bu tanıma göre varyans, 
( )
11
22
2
−=−
−= ∑∑
n
x
n
XX
S ii                                                                            (2.6) 
formülüne göre hesaplanır. Bu formülün payı ortalamadan ayrılışların kareleri 
toplamıdır. ∑ 2ix  ile gösterilir ve istatistikte kısaca kareler toplamı (KT) olarak 
bilinir. Varyansın kare köküne ise standart sapma denir. Standart sapmanın ölçü 
birimi gözlemlerin ölçü birimi ile aynıdır. 
 
2.4.1.Varyansın ve Standart Sapmanın Kolay Hesabı 
Kareler toplamını (2.6) nolu formüle göre hesaplanmak zaman alıcıdır. Basit 
serilerde varyans aşağıdaki formül yardımıyla kolayca hesaplanabilir. 
( )
1
2
2
2
−
−
= ∑
∑
n
n
X
X
S
i
i
                                                                                 (2.7) 
 
2.4.1.1.Sınıflandırılmış Serilerde Varyans ve Standart Sapma 
Sınıflanmış serilerde varyans, gözlemlerle aritmetik ortalama arasındaki 
farkların karelerinin frekanslarla çarpılıp, toplamlarını frekansların 1 eksiğine 
bölmekle bulunur. 
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( )
1
2
2
−
−×= ∑
n
XXf
S ii                                                                                   (2.8)     
 
2.4.1.2. Gruplanmış Serilerde Varyans ve Standart 
Gruplanmış gözlemlerde varyans, sınıflanmış gözlemlere benzer şekilde 
hesaplanır. ancak burada değişkenlerin yerini sınıf değerleri olur. 
( )
1
2
2
−
−×= ∑
n
Xmf
S ii                                                                                   (2.9) 
Standart sapma iyi bir dağılım ölçüsüdür. S ne kadar büyük çıkarsa, 
değişkenlerin ortalama etrafında o kadar fazla dağılışı gösterdiğine karar verilir. 
Ancak s’ nın büyüklüğü, yalnız dağılımın fazlalığına bağlı değildir. Bu sebepten, 
dağılımın incelenmesinde standart sapma ile birlikte, aşağıdaki konuda açıklanacağı 
üzere varyasyon katsayısı üzerinde de durulmalıdır. 
 
2.5.Varyasyon Katsayısı (Nisbi Standart Ayrılış) 
Bir örneklemde standart sapmanın büyük olması, değişkenlerin ortalamadan 
ayrılışlarının büyük (ortalama etrafındaki dağılışlarının fazla) oluşu anlamına gelir. 
Ancak büyük sayılardan meydana gelen bir nümunede hesaplanan standart sapmaya 
nazaran (bunların her ikisinin dağılımın miktarı aynı olsa bile) büyük olur. İki 
örneğin karşılaştırılmasında önem taşıyan bu gibi hallerde, standart sapma gerçek 
durumu yansıtmaz. Bu kusuru ortadan kaldırmak için varyasyon katsayısı (değişim 
katsayısı) denilen % ile ifade edilen ve  2.10 nolu formüle göre hesaplanan oransal 
bir ölçü kullanılır. 
100×=
X
Sv                                                                                                  (2.10) 
Formülde görüldüğü üzere varyasyon katsayısı, standart sapmanın aritmetik 
ortalamaya yüzde oranıdır. Varyasyon katsayısı iki gözlem grubunu karşılaştırmaya 
imkan vermekle, yapılan işin başarısını kontrol imkanı sağlamaktadır. Büyük 
varyasyon katsayıları veren bir çalışmanın sonuçlarına güvenilmemelidir. 
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  2.6.Ortalamaların Dağılımı, Ortalama Standart Hatası 
Bir normal populasyondan her biri n kadar değişken içeren bir çok tesadüf 
örneği alınsa ve ortalamaları hesaplansa, bu ortalamalar da bir normal dağılış 
gösterirler. Bunların dağılışının ortalaması populasyonun ortalamasına, varyansı 
ise n
2σ ’ e eşittir. örnek ortalamalarının dağılımı, populasyonun dağılımından n defa 
daha küçüktür. N büyüdükçe örnek ortalamalarının dağılımı azalmadıkça ve sonsuz 
olduğu takdirde sıfıra inmektedir ( )∞σ  = 0. Çünkü bu takdirde n bütün populasyonu 
kapsamakta ve populasyondan sonsuz sayıda ancak bir numune alınabilmektedir. 
Bununda ortalaması populasyonun ortalamasıdır. 
Örnek ortalamalarına ait varyans, bu kümeden çekilmiş n varyantlı bir örnek 
üzerinden hesaplanan 2S  değeri (varyans) vasıtasiyle tahmin edilir. 
n
Ssx
2
2 =                                                                                                        (2.11) 
Bu formülün kare kökü alınırsa ortalamanın standart hata formülü elde edilir. 
n
ssx =                                                                                               (2.12) 
İstatistikte hesaplanan (tahmin edilen) bütün parametreler genellikle standart 
hatalarıyla birlikte verilir. Ortalama da bir parametre olduğuna göre, standart 
hatasıyla verilmelidir. Örnekteki değişkenlerin birbirinden az fark göstermesi (yani 
varyansın küçülmesi) ve değişken sayısının büyümesi standart hatayı küçültür. Bu 
durumda numunenin ortalaması, populasyonun ortalamasına yaklaşır. 0=xs  olması 
halinde numunenin ortalaması, populasyonun ortalamasına eşittir. Bu açıklamalar 
ışığında örneklemelerde örnek büyüklüğünün ne derece önemli olduğu 
anlaşılmaktadır. 
İstatistik biliminde, parametrelerin birer tahmini olan her istatistiğin birer 
standart hatası vardır. Standart hatalar aynı zamanda istatistiklerin ileride açıklanacak 
olan güven sınırlarını hesaplamakta kullanılır.  
 
2.7.Ortalamanın Örnekleme Hatası (%) 
Örnekleme hatası yüzdesi, ortalamanın ne büyüklükte bir hata ile tahmin 
edildiğini gösterir. Küçük olduğu ölçüde kümenin tahminindeki tutarlılık artar. 
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Büyük örnekleme hataları, örnek büyüklülüğünün (veri adedinin) yetersizliğinden 
ileri geleceğinden, bunu küçültmek için veri adedinin fazla tutulması gerekir  
(Kalıpsız, 1981:275). 
                                                                                                                                             
100×
X
sx                                                                                                         (2.13)  
 
2.8.Olasılık Kavramı Ve Kalite Kontrol 
Kalite kontrolünde üretimde kullanılan girdilerden başlayarak üretim süreci 
boyunca devam eden ve çıktılarda da kendini gösteren farklılıklar ve belirsizlikler, 
karşılaşılan zorlukların giderilmesinde olasılık kavramının kullanılması 
zorunluluğunu ve gerekliliğini ortaya çıkarmıştır. Karar verme organlarının yönetsel 
açıdan karar verme süreçlerinde belirsiz durumlarla karşı karşıya kalmalarının 
sebeplerinden birisi ve en önemlisi, gerçek hayatla ilgili bilgi ve verilerin mükemmel 
olmamasıdır. Karar verme mekanizmalarının karşılaşacakları belirsizlikler farklı 
biçimlerde olabilir. 
 
2.8.1.Temel Olasılık Kavramları 
Rastsal deneme ve rastsal denemelerden elde edilen olası sonuçlardan temel 
olasılık aksiyomları açıklanabilir. 
 
2.8.1.1.Rastsal Deneme 
Olasılık teorisi, rastsal deneme süreci ile başlamaktadır. Çünkü bu süreç 
sonuçları belirsiz olaylarla karşı karşıya kalındığında bu olaylardan elde edilmesi 
beklenen sonuçların hangi olasılılarla oluşabileceğini belirler. Bundan dolayı rastsal 
deneme, belirsizlikler karşısında elde edilmesi beklenen ve birden fazla sonucun 
ortaya çıkma olasılığını belirleyen bir süreçtir. 
 
2.8.1.2.Örnek Uzayı ve Olaylar 
Rastsal bir denemde ortaya çıkması olası olayların her birine basit olay denir. 
Bu olaylardan oluşan sete ise örnek uzayı veya örnek düzlemi adı verilir. Bir zarın 
yuvarlanması sonucu ortaya çıkan sonuçlar her biri basit olaydır. Rastsal deneme 
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sonucunda elde edilmesi olası basit olayların oluşturduğu set ise örnek uzayı veya 
örnek düzlemidir. Birden fazla aşamadan oluşan rastsal denemelerde örnek uzayında 
yer alacak basit olay veya ortaya çıkması olası basit olayların sayısı sayma kuralı ile 
belirlenir. Elde edilmesi olası basit olay sayıları n1 ve n2  ile gösterilirse, örnek 
uzayında yer alacak olası olayların sayısı (n1)(n2) olur. K aşamadan oluşan bir 
denemede her aşamada elde edilmesi olası basit olayların sayısı (n1)(n2)(n3)…(nk) 
şekilde ise, örnek uzayında yer alacak olası olayların sayısı bunların çarpımına eşit 
olacaktır. 
Ortak olaylar bir veya daha fazla basit olaydan oluşurlar. Rastsal bir denmede 
ortaya çıkması olası sonuçlar birden fazladır. Bu durumda örnek uzayı oluşan 
olayların her ikisini de kapsar. 
Ayrık olaylar, bir veya daha fazla basit olaydan oluşur. İki olayın birden 
gerçekleşme durumu imkânsızdır. Başka bir deyişle =∩ BA ∅ olup bu iki olay 
ayrık olaylar olarak ifade edilirler. 
Tamlayıcı olaylar, A örnek uzayında bir olay olarak tanımlanırsa, herhangi 
rastsal deneme sonucunda elde edilen basit olaylardan örnek uzayına (S) ait ancak A’ 
ya ait olmayan olasılıklardan oluşan set A’ nın tamamlayıcısı olarak tanımlanır ve A  
şeklinde gösterilir. 
 
2.9.Sayma Teknikleri 
Basit sayma teknikleri, örnek düzleminde ve alt düzlemlerde bulunması olası 
sonuçların sayısını hesaplamada kullanılır. 
 
2.9.1.Permütasyon 
Permutasyon, belirli bir sayılar setinden oluşturulabilecek farklı sayılar 
dizinidir. Permutasyonda sıra önemlidir. Permutasyonla ilgili durumu formule 
edilirse, n sayıda üyesi olan bir populasyondan yerine koymadan x sayıda gözlemi 
elde etmenin ( )!
!
xn
n
−  sayıda yolu vardır. 
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2.9.2.Kombinasyon 
Örnek düzleminde yer alması olası basit olayların sayılarını belirlemek üzere 
kombinasyon formülü kullanılır. 
( ) ( )!! ! nNn NNn −=                                                                                             (2.14) 
Formülünde, N: populasyonda yer alan basit olayların sayısı; n: örnekte yer 
alan basit olayların sayısı; ve ! faköryel işaretini belirtir. n! 
Açılımı, ( )( ) ( )( )( )123.....21! −−= nnnn  şeklindedir (Ersoy ve Ağlı, 1986:22). 
         
2.10.Olasılık Tanımları 
Olasılık, bir olayın beklendiği şekilde meydana gelmesi veya gelmemesi, bu iki 
durumun her birine ait kısmı frekansın toplam frekansa (mümkün haller sayısına) 
oranı olarak tarif edilir (Gürtan, 1979: 610). Klasik olasılık yaklaşımı, simetrik bir 
denemede olayların ortaya çıkma şanslarının eşit olduğu görüşüne dayanır. Her bir 
olayın olma şansı 
n
1 ’ dir. Simetrik bir denemede ortaya çıkması olası olayların ayrık 
ve N sayıda olması ve herhangi bir A olayının bu N olası olay içinde n sayıda 
bulunması durumunda A olayının ortaya çıkma olasılığı, ( )
N
nAP A=)  formülü ile 
hesaplanır. Başka bir ifade ile, simetrik bir denemde ortaya çıkması olası sonuçlarla 
ilgili önceden çıkarımda bulunma durumu olasılık teorisinin klasik tanımıdır. Bir zarı 
atmadan önce ortaya çıkması muhtemel sonuçlarla ilgili olasılık tahminlerinde 
bulunulabilir. Bu durumda olasılık teorisinin klasik tanımı olarak bilinmektedir. 
Relatif sıklık tanımı, ampirik olasılık tanımı olarak da bilinir. Her hangi bir 
denemde bir olayın kaç kere gerçekleştiğinin, toplam sayısına veya deneme sayısına 
veya gözlem sayısına oranı olarak tanımlanır. 
TN = Toplam deneme sayısını, 
DN = N sayıda denemede A olayının kaç kere elde edildiği, 
( )AP = Her hangi A olayının ortaya çıkma olasılığını gösterir. 
Bu durumda A olayının relatif sıklık yaklaşımı ile tanımı,
T
D
A N
NP =  şeklinde 
olacaktır. Herhangi bir rastsal deneme sayısı (N) ne kadar büyükse tahmin o derece 
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gerçeğe yakın olacak ve relatif sıklık olasılığı klasik olasılığa dönüşecektir. Bir demir 
paranın havaya atılması denemesi sonsuza yaklaştırıldığında relatif sıklık, klasik 
olasılık yaklaşımına yaklaşacaktır, yani yazı veya tura gelme olasılığı ½ olacaktır. 
Subjektif yaklaşım tanımı, belli bir kanıta sahip olunması halinde herhangi bir 
olayın ortaya çıkma durumuna göre oluşturulan olasılıktır. Bazı durumlarda belirli 
olaylara ait sonuçların deneysel olarak eşit bir şekilde elde edilmesi hemen hemen 
olanaksızdır. Buna benzer durumlarda istatistikçinin subjektif verilerden hareketle 
herhangi bir olayın ortaya çıkacağına ilişkin tahmin yapması gerekmektedir. Bu türlü 
kişisel bilgi ve deneyimlere bağlı olarak belirli bir olayın oluşma olasılığına ilişkin 
yapılan tahminler subjektif olasılık olarak adlandırılmaktadır. 
 
2.10.1.Olasılık Aksiyomları 
Örnek uzayının, S={ }nEEEE .....,, 321  olduğu kabul edilirse, E’ lerin 
gerçekleşme olasılıkları ile ilgili 2 zorunluluk bulunduğu kolayca anlaşılır.  
1. ( ) 10 ≤≤ iEP , örnek uzayında bulunan herhangi bir basit olayın (E) 
gerçekleşme olasılığı 0 ile 1 arasında bir değer olacaktır. 
2. ( ) 1
1
=∑
=
n
i
EiP , örnek uzayın oluşturan basit olayların her birinin ortaya çıkma 
olasılıklarının toplam 1’ e eşit olacaktır. 
 
2.11.Olasılık Hesaplama Kuralları 
2.11.1.Değilleme Kuralı 
A’ da bulunmayan set oluAp A  notasyonu ile gösterilir. A ’ nın olasılığı şu 
şekilde hesaplanır. ( ) ( )APAP −= 1  (McClave, J.T ve Dietrich, F.H., 1991:112). 
 
2.11.2.Klasik Yaklaşımı İle Olasılık Hesaplanması 
Örnek uzayı (S), n eşit ve basit sonuçtan meydana gelmiş ise, 
S={ }nEEEE .....,, 321  örnek uzayda yer alan basit olayların (Ei) her birinin 
gerçekleşme olasılığı, ( ) nEP i 1=  (i=1,2,……,n) formülü ile hesaplanır. 
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2.11.3.Relatif Sıklık Yaklaşımı İle Olasılık Hesaplanması 
Örnek uzayının (S), n sayıda eşit basit olaydan oluşmuş olması ve herhangi bir 
basit olayın (A) bu n sayıda eşit ve basit olay içinde nA sayıda bulunması halinde A 
olayının elde edilme olasılığı P(A)= nA/n formülü ile hesaplanır. 
 
2.11.4.Ekleme Kuralı 
a. Tamamen Bağımsız Olaylar 
Örnek uzayının (S), n sayıda eşit ve basit olaydan oluşması ve A ve B 
olaylarının tamamen bağımsız olaylar olması halinde A veya B’ nin birlikte 
gerçekleşme olasılıkları: 
( ) ( ) ( )BPAPBAP +=∪  dir. 
b. Bağımlı Olaylar 
A ve B olaylarının bağımlı olmaları durumunda ise birlikte gerçekleşme olasılıkları 
( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪                                                            (2.15) 
( ) ( )
( ) ( ) ⎭⎬
⎫
=∩
=∪
AveBPBAP
AveyaBPBAP
 
şeklinde hesaplanır. 
                    
2.11.5.Çarpım Kuralı 
a. Tamamen Bağımsız Olaylar 
A ve B’ nin tamamen bağımsız olaylar olmaları halinde A ve B olaylarının 
birlikte elde edilme olasılıkları 
( ) ( ) ( )BPAPBAP =∩  şeklinde hesaplanır. 
b. Bağımlı Olaylar 
A ve B olaylarının Bağımlı olmaları durumunda A ve B olaylarının 
gerçekleşme olasılıkları 
( ) ( ) ( )ABPAPBAP /=∩  olur. A ve B’ nin birlikte gerçekleşme olasılığı, A’ 
nın olasılığı çarpı A’ nın gerçekleşmiş olması koşulu ile B’ nin gerçekleşme 
olasılığının çarpımına eşittir. 
 
 39
2.12.Koşullu Olasılık 
Bazı durumlarda, herhangi bir rastsal deneme sonucunda ortaya çıkması olası 
bir olayın, bu olayla ilgili başka bir olayın ortaya çıkmış ya da çıkmamış olmasından 
etkilendiği göz önünde bulundurularak olasılılar hesaplanır. Bu türlü olasılıklar 
koşullu olasılık olarak adlandırılır. 
Koşullu olasılık, herhangi bir rastsal deneme sonucu A gibi bir olayın ortaya 
çıkma olasılığın A olayı ile ilişkili B gibi bir olayın gerçekleşmiş olduğu koşuluna 
dayalı olarak hesaplanır. Başka bir ifade ile A ve B gibi iki olay olması durumunda 
olay A’ nın koşullu olasılığı, olay B’ nin elde edilmiş olması ön koşuluna bağlıdır. 
Koşullu olasılık “/” işareti ile gösterilmektedir. ( )BAP /  ise A olayının koşullu 
olasılığını göstermektedir. Bu gösterimlerin yardımı ile A olayının koşullu olasılık 
formülü şu şekildedir. 
( ) ( )( )BP
BAPBAP ∩=/  , P ( ) 0〉B  A olayının gerçekleşmiş olması koşulu ile B 
olayının koşullu olasılığı şu şekildedir.  
( ) ( ) ,/
A
BAPBBP ∩=   ( )〉AP  olması koşulu ile olasılılar gösterilir. A ve B 
olaylarından herhangi birinin gerçekleşme şansı olaylardan birinin gerçekleşmiş 
olması ile doğrudan bağlantılıdır. 
 
2.13.Bayes Teoremi 
Olasılık hesaplamalarının, yeni bilgi elde edilmesi durumunda her defasında 
yeniden yapılması herhangi bir konuda yapılacak tahmin ve alınacak kararların daha 
etkin hale gelmesini sağlayacaktır. İstatistikçiler, olasılık hesaplamalarına özel bir 
olay veya ratsal bir deneme sonucunda oluşturulan başlangıç olasılıları ile başlar. 
Konu ile ilgili yeni bilgi ve veri elde edildiğinde ise başlangıç olasılıkları, bayes 
teoreminin yardımı ile yeniden oluşturulurlar. Sonradan hesaplanan bu olasıklara 
tersine doğru olasılıklar adı verilir. 
Bayes  teoremi, koşullu olasılık değerlerini hesaplamak için gerekli olan ortak 
olasıklar ( )[ ]BjAiP ∩  ve marjinal olasılıklar ( ) ( )( )[ ]BjPveAiP  doğrudan 
verilmediğinde koşullu olasılıkların hesaplanmasını sağlayan yötemlerden oluşur. 
 40
Ayrıca Bayes teoremine dayalı olarak geliştirilmiş karar teorisi bulunmaktadır. 
Yöneticiler, bayes teoreminin sunduğu olanaklar aracılığı ile yeni bilgileri karar 
verme sürecinde kullanarak daha etkin karar verebilir. İstenilen koşullu olasılık şu 
şekilde hesaplanabilir. 
( ) ( ) ( )( ) ( )BAPBAP ABPAPBAP ∩+∩= //  bu formül şu şekilde genişletilebilir,  
( ) ( ) ( )( ) ( ) ( ) ( )ABPAPABPAP ABPAPBAP // // += , 
( ) ( ) ( )( ) ( ) ( ) ( )ABPAPABPAP ABPAPBAP // // +=  formülde kullanılan A ve B uzayında yer 
alan tamamen bağımsız olaylardır. A  ise A olayının değilidir. Bayes teoremi için 
oluşturulmuş olan bu formül, örnek uzayında yer alan n sayıda tamamen bağımsız 
olay için aşağıdaki gibi genelleştirilebilir. 
( ) ( ) ( )( ) ( ) ( ) ( ) ( )nn
ii
i APABPABPAPABP
APABPBAP
/.....//
/
/
211 +++
=                    (2.16) 
 
2.14.Kesikli Rastsal Değişkenler Ve Olasılık Dağılımları 
Rastsal bir deneme yapıldığı ve ortaya çıkması olası sonuçların sayılabilen 
değerlerle yansıtılabildiği düşünüldüğünde, örneğin; bir makinenin belirli bir 
zamanda arıza yapma sayısı, zarın yuvarlanması veya herhangi bir ailenin gelir 
düzeyinin araştırılması gibi konularla ilgili elde edilmesi olası sonuçlar sayısal 
değerlerle ifade edilebilir. Fakat rastsal bir deneme sonucunda elde edilmesi olası 
sonuçları, yukarıda açıklandığı gibi sayısal değerler biçiminde ifade etmek mümkün 
olmayabilir. Özellikle, yapılan rastsal deneme sonucunda ortaya çıkması olası sonuç 
iki tane ise sonucu sayısal değer olarak yansıtmak kolaydır. Örneğin; bir üretim 
sürecinde kullanılan herhangi bir makinenin arızalı veya arızasız olması durumu 
incelendiğinde, ortaya çıkması beklenen sonuçlar 1= arızalı, 0= sağlam şeklinde 
sayısal değerlerle ifade edilebilir. 
Bu açıklamalar ışığında rastsal değişken, herhangi bir rastsal deneme sonunda 
ortaya çıkması olası sonuçların sayılabilen değerlerle ifade edilmesi olarak 
tanımlanır. Kesikli rastsal değişken ise örnek uzayında yer alan tüm sonuçların kesin 
olarak belli değerlerle ilişkilendiren değişkendir. X rastsal değişken olsun, X’ in 
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alması olası değerler ve bu değerlere karşılık gelen olasılık dağılımlarının 
kombinasyonları olasılık modelini oluşturur. Kesikli X tesadüfi değişkenin alması 
muhtemel değerleri ve olasılıklarını gösteren fonksiyona olasılık fonksiyonu denir 
(Korum, 1977:50). 
 
 
2.14.1. Olasılık Dağılım Fonksiyonu 
Olasılık dağılım fonksiyonu, f(x) rastsal değişken X’ in her bir değerine olasılık 
atar. Atanan olasılıların değeri bire eşittir. 
 ( ) ( )xfxXP ==  bu ifadede, X: Rastsal değişken, x: rastsal değişken X’ in 
alması olası değer, f(x) olasılık dağılım fonksiyonudur. Hangi şekilde gösterilirse 
gösterilsin kesikli rastsal değişkenine ait olasılık dağılımının aşağıdaki koşulları 
sağlaması gerekmektedir. 
1. Kesikli rastsal değişkenin alacağı değerlerin ortaya çıkma olasılıları 0 ile 1 
aralığında bulunurlar. ( ) 10 ≤≤ ixP  i= 1’ den n’ e kadar bütün değerler. 
2. Olasılıkların toplamı bire eşittir. ( ) 1
1
=∑
=
n
i
ixP  
2.14.2.Birikimli Dağılım Fonksiyonu 
Kesikli Rastsal değişken için birikimli dağılım fonksiyonu, F(x), kesikli rastsal 
değişken, X’ in x gibi belli bir değere eşit yada küçük olma olasılığı olarak 
tanımlanır. Matematiksel gösterim, ( ) ( ) ( )∑=≤= ixfxXPxF  bütün 'xxi ≤  ler 
için 
 
2.14.3. Beklenen Değer 
X kesikli rastsal değişkenine ait olasılıklı dağılım tablosundan faydalanarak 
populasyon için beklenen değer (aritmetik ortalama) hesaplanabilir. Daha önce 
verildiği üzere, populasyon için aritmetik ortalama, ( )
N
xi∑=μ  formülü ile 
hesaplanmaktadır. Fakat populasyon büyüdükçe bu formülün kullanımı ile aritmetik 
ortalamanın hesaplanması ve tahmini zor hale gelmektedir. Bundan dolayı 
yukarıdaki aritmetik ortalama formülünde yer alan 1/N yerine X kesikli değişkeni 
için oluşturulan olasılık dağılımı (P(xi)) konulmaktadır. Böylece büyük 
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populasyonun aritmetik ortalaması, X kesikli değişkenin aritmetik ortalaması veya 
beklenen değeri olarak isimlendirilir. 
( ) ( )[ ]∑== xxPxEμ  formülü ile hesaplanabilir. 
 
 
2.14.3.1.Beklenen Değerin Tanımı 
Herhangi bir kesikli rastsal değişken X’ in değerleri ile oluşma olasılığı 
( )[ ]ixP  veya beklenen değeri ( ) ( )[ ]∑== xxPxEμ  dir. X’in beklenen değeri, 
alması olası değerlerin ağırlıklı ortalamasıdır. Ağırlıklar ise bu değerlerin oluşma 
olasılıklarıdır. Bu nedenle X’ in beklenen değeri X’ in alacağı olası değerlerin 
ağırlıklı ortalaması olarak tanımlanmaktadır. 
 
2.14.3.1.1. Beklenen Değer Yasaları 
( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )YEXEXYE
YEXEYXE
YEXEYXE
XcEcXE
ccE
=
−=−
+=+
=
=
.4
.3
.2
.1
 
Burada X ve Y kesikli rastsal değişkenlerin tamamen bağımsız oldukları 
varsayılmaktadır.  
 
2.15.Varyans 
Kesikli rastsal değişkene ait beklenen değer tek başına rastsal değişkeni 
tanımlayamaz. Bu sebeple, bir istatistiksel dağılım ölçüsüne ihtiyaç duyulur. Buda 
varyanstır. 
( ) ( )
N
x
N
x
i
i 122 ∑∑ −⇒−= μμσ  şeklinde tanımlanmıştı. 
Kesikli rastsal değişken X’ e ait varyans da benzer şekilde tanımlanabilir. 
Yukarıdaki formülde yer alan 1/N terimi yerine, rastsal değişkenin alması olası 
değerleri hangi olasılıklarla alacağını gösteren P(xi)’ i yazılarak kesikli rastsal 
değişken için varyans formülü şu şekilde olur. ( )[ ] ( ) ( )∑ −=−= ii xPxXE 222 μμσ   
Bu tanımlanan varyans formülünü farklı bir şekilde de ifade edilmesi 
mümkündür. 
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( )[ ]22 μσ −= XE ⇒ ( )22 2 μμ +− XXE ( ) ( ) 22 2 μμ +−⇒ EEXE
( ) 22 2 μμ +−⇒ XE ( ) 22 μ−XE  formülde , ( ) ( )∑
=
=
n
i
ii xPxXE
1
22  dir. 
2.16.Standart Sapma 
( ) ( )∑ −= ii xPx 2μσ  ile gösterilir. 
 
2.16.1.Varyans Yasaları 
1. 0)(2 =cσ  herhangi bir sabit sayının varyansı sıfıra eşittir. 
2. ( ) 222 xccX σσ =   
Varyansı 2σ  ve ortalaması μ  olan X kesikli rastsal değişken  a ve b gibi iki 
sabit sayı ile birlikte  Z= a+bX biçiminde tanımlanmış ise Z’ nin ortalama varyansı 
ve varyansı şu şekildedir. 
Ortalama: ( ) μμ babxaE +=+=  
Varyans  : ( ) 2222 σσσ bbxa =+=  
3. ( ) 22 xcX σσ =+  
4. ( ) 222 yxYX σσσ +=+  
( ) 222 yxYX σσσ +=−  
  
2.17. Olasılık Dağılımı 
Binom olasılık dağılımı, kesikli olasılık dağılımı konuları içerisinde en 
önemlilerinden biridir. Bir çok denemde ortaya çıkması olası sonuç iki tanedir. 
Bunlar olumlu-olumsuz, defolu-defosuz, başarılı-başarısız gibi sonuçlardır. 
Bir tek denemenin bir A olayı ile sonuçlanma olasılığı p olsun. Bu deneme, 
koşullar değişmeden ve birbirinden bağımsız olarak n defa tekrarlandığı zaman bu A 
olayının gözlenme sayısı X rasgele değişkeni olarak tanımlandığına göre, f olasılık 
fonksiyonu, şu şekilde tanımlanır. 
⎢⎣
⎡ −=
−
0
)1(
)(
xnxx
n ppCxf             
nx ,.......,3,2,1,0=
 
Bu dağılıma binom dağılımı adı verilir (Sezgiman, 2001:99). Binom olasılık 
dağılımı konusu içinde p başarı olasılığı, 1-p ise başarısızlık olasılığı olarak ifade 
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edilmektedir. Buna ek olarak, X rastsal değişkeni için başarılı sonuç 1, başarısız 
sonuç ise 0 ile gösterilmektedir ve bu rastsal değişkene ait olasılık fonksiyonu şu 
şekilde oluştrulumaktadır. 
P(0) = (1-p) ve P(1) = p 
Bu kesikli olasılık dağılımı Bernoulli dağılımı olarak bilinmektedir. Bernoulli 
rastsal değişkeni X’ e ait ortalama ve varyans, daha önce açıklanmış olan beklenen 
değer ve varyansa tanımlarından hareketle şu şekilde elde edilir. 
pppxxPXE =+−=== ∑ ))(1()1)(0()()(μ  
[ ] )()()( 222 ii xPxXE μμσ −−= ∑  
)1()1()1()0( 22 pppppp −=−+−−=  
 
2.17.1.Binom Dağılımının Özellikleri 
Binom deneme n sayıda özdeş denemeden oluşmaktadır, her binom deneme 
için başarı ve başarısızlık şeklinde olası iki sonuç vardır, her binom denemede başarı 
olasılığı p’nin elde edilme şansı sabittir. Başarısızlık olasılığı 1-p’ dir, her binom 
deneme biribirinden bağımsızdır, binom rsatsal değişken X, n denemede elde edilen 
başarılı sonuçlar sayısıdır, binom dağılımı sayma ile belirlenen niceliklerin 
dağılımıdır, varyantların sınıflara dağılımı biribirlerine bağlıdır, binom dağılımın 
çözülebilmesi için n ve p bilinmelidir, binom dağılımında ortalama ve standart sapma 
biribirine bağlıdır (Ercan,1997). 
Binom rastsal değişkeni için geliştirilen aşağıdaki formülle n sayıda binom 
rsatsal deneme sonucundan x sayıda başarı elde etme olsılığı hesaplanır. 
n denemede x sayıda olabaşarı sonucu ( )!!
!
xnx
nCxn −=  kombinasyon formülü 
kullanarak hesaplanır. n denemede x sayıda başarı sonucunun xn C  farklı biçimde ve 
( ) xnx pp −−1  olasılıkla gerçekleşeceğini göstermektedir. Binom rastsal değişkeni için 
olasılık dağılımı formülü şu şekildedir. 
( ) ( ) ( ) xnx ppxnx
nxP −−−= 1!!
!   
Formülde, P(x):n, sayıda binom rastsal deneme sonucunda başarı sonucunun 
ortaya çıkma olsılığını, x:n denemede başarılı sonuç sayısını, p:her bir başarı 
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sonucunun elde edilme olasılığını, (1-p): her bir denemede başarısız sonucunun elde 
edilme olasılığını, n: örnek sayısını göstermektedir(Özsoy,2005:123). 
 
2.17.2.Binom Olasılık Dağılımı İçin Ortalama, Varyans ve Standart Sapma 
Binom olasılık dağılımında ortalama ( )μ , aşağıdaki şekilde hesaplanır, 
 
( ) ( ) xnxn
x
x
n
n
x
qpCxxfxXE −
==
∑∑ ===
00
..μ  
x = 0 olduğundan ilk terim sıfır olduğundan 
 
( )∑ ∑= = −−− −−
−=−=
n
x
n
x
xnxxnx qp
xnx
nnpqp
xnx
nx
1 1
1
)()!1(
)!1(
!!
!.μ  ,  t = x-1 dönüşümü 
yapılırsa, 
x =1 için t = 0 ve x = n için t-1 olur. 
 
[ ] ∑∑
−
=
+−
−
−
=
+− =+−
−=
1
0
)1(
1
1
0
)1(
!)1(!
)!1( n
t
tntt
n
n
t
tnt qpCnpqp
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ntntt
n qpqpC  ve p+q =1 olduğundan 
 
np=μ       dir. 
Binom olasılık dağılımında )(σ standart sapmanın hesaplanması şu şekilde 
olur, 222 )( μσ −= XE  eşitliğinden yararlanılarak, 
∑ ∑
= =
−==
n
x
n
x
xnxx
n qpCxxfxXE
0 0
222 )()(  açılımında ilk terim sıfır olduğundan, 
xnx
n
x
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xnx
nxXE −−
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!)(  
t = 1 dönüşümü ile x = 1 için t = 0 ve x = n için t = n-1 ile 
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Burada 
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−==
1
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=
=
1
0
1)(
n
t
tf  olduğundan, 
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eşitliğinde yerine konulursa, 
npqnpqnpnp =−+= 22 )()(σ ,     npq=σ  olur. 
Özetlenecek olursa xnxxn qpCxf
−=)(  ( x = 0,1,…….., n ) binom olasılık 
fonksiyonu için ortalama, varyans ve standart sapma şu şekilde gösterilir, 
Ortalama          :   np=μ  
Varyans            :   npq=2σ  
Standart sapma :   npq=σ          (Sezgiman, 2001:108). 
  
2.18.Poısson Olasılık Dağılımı 
Poısson dağılımı da, binom dağılımı gibi sayma yoluyla elde edilen 
örneklerden meydana gelir. Bu kendine özgü bir dağılım oluşturur. Poisson 
dağılımları, belli bir zaman, uzunluk, alan veya hacim biçiminde rasgele ve bağımsız 
olarak oluşan ender rastlanan olayların olasılığını hesaplamakta kullanılır. Bu 
sebeple bu dağılımda kesiklidir (Ercan,1997:56). Bu dağılımda üzerinde durulan 
onlayın meydana gelme ihtimali çok küçüktür. n’ in büyümesi p’ nin de küçülmesi 
halinde, binom formülü yerine poisson formülü kullanılır. Yani, np değeri 5’ ten 
küçük olduğunda binom dağılımı poisson dağılımına dönüşür(Başar ve Oktay, 
1999:114). 
Belirli bir poisson olayının ihtimali, 
!
)(
x
eXP λ
λ−
=  formülü ile hesaplanır. 
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2.18.1.Poisson Olasılık Dağılımının Özellikleri 
Poisson rastsal deneme, belirli bir olayın belirli bir zaman diliminde ve fiziksel 
mekanda kaz kez veya ne miktarda ortaya çıktığı veya gözlemlendiği ile ilgilidir, bir 
olayın belirli bir zaman diliminde ve fiziksel mekanda ortaya çıkma olasılıkları bütün 
birimler için eşittir, belirli bir zaman dilimindeki iki olayın veya daha fazla olayın 
ortaya çıkma olasılığı bu zaman dilimi içinde 1 olayın gerçekleşme olasılığından 
daha küçüktür, zaman dilimleri üst üste gelmesi durumunda olayların gerçekleşme 
sayıları biribirinden bağımsızdır. Poisson rastsal değişkene ait beklenen değer ( )λ  
lamda ile gösterilir. Beklenen değer büyüdükçe possion olasılık dağılımı normal 
olasılık dağılımına yaklaşır (Özsoy,2005:133). 
 
2.18.2.Poisson Olasılık Dağılımının Ortalama, Varyans ve Standar 
Sapması 
Poisson olasılık dağılımında ortalama ( )μ , aşağıdaki şekilde hesaplanır, 
te
x
xt
x x
x
txtx
X eex
ee
x
eexfetM .
00 0
.
!
)(
!
.)(.)( λλλ
λ λλ −+∞
=
−+∞
=
+∞
=
−
==== ∑∑ ∑ , olduğundan 
poisson dağılımı için moment doğuran fonksiyon )1()( −= teX etM λ  dir. 
Ortalama:  
 )1(.)( −=′ tetX eetM λλ  ve t = 0 için λ=′ )0(XM , λμ =  dır. 
Varyans ve standart sapma:  
[ ])()1( 1...)( −+=′′ − tt ettetX eeeeetM λλ λλ  
t = 0 için )1()0( λλ +=′′XM dır. 
22 )0()( μσ −′′== xMXVar  eşitliğinden faydalanarak, 
λλλλσ =−+== )1()( 2XVar , λσ =  
Özetlersek,  
!
);()(
x
exPxf
x λλλ
−
==    (x = 0, 1, 2, 3, …………,n ) poisson 
dağılımı için ortalama, varyans ve standart sapma şu şekilde förmüle edilir. 
Ortalama          :     λ   
Varyans            :     λ                       
Standar sapma  :     λ   
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2.19.Hipergeometrik Dağılım 
Binom dağılımı ve hipergeometrik dağılım aynı tür olaylara uygulanır. Fark 
örneklemin şeklinde ortaya çıkar. Binom dağılımında sınırsız anakütleden 
iadesizçekilişler veya sınırlı anakütleden iadeli çekilişler sözkonusudur. Bu yüzden 
binom dağılımındaki p değeri çekilişten çekilişe değişiklik göstermez, hep aynı kalır. 
Hipergeometrik denemede ise sınırlı anakütleden iadesiz çekilişler sözkonusudur. Bir 
başka ifadeyle binom olaylarında çelişkiler biribirinden bağımsız iken 
hipergeometrik olaylarda bir sonraki çekiliş bir öncekine bağımlıdır. İstatistitiksel 
kalite kontrol çalışmalarında sınırlı sayıda iadesiz çekilişler yapılarak üretim prosesi 
hakkında karar verilir. Bu yüzden istatistiksel kalite kontrol çalışmalarında en 
elverişli ihtimal dağılımı hipergeometrik dağılımdır. Hipergeometrik dağılım 
formülü yardımıyla bir X olayının ihtimali, 
⎟⎟⎠
⎞
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⎛
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⎜⎜⎝
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⎛
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Bu formülün açılımı ile aşağıdaki formül ortaya çıkar. 
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xnANxn
AN
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ANnxXP
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−−
−
−==  formülde,             
n : örnekteki birim sayısı, N: anakütledeki birim sayısı, x:örnekte üzerinde durulan 
birim sayısı, A: anakütlede üzerinde durulan birim sayısıdır. Hiçbir şekilde x değeri 
A’ dan büyük olamaz.    
 
 2.19.1.Hipergeometrik Olasılık Dağılımının Özellikleri 
N sayıda sonlu populasyondan seçilen n sayıda örnekten oluşur, N sayıda örnek 
yerine koymadan elde edilir, iki adet olası sonuç vardır; başarı ve başarısızlık, 
denemeler biribirine bağımlıdır bu nedenle “başarı” sonucu elde etme olasılığı 
denemeden denemeye değişir (Özsoy, 2005:140). 
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2.19.2.Hipergeometrik Dağılımın Karakteristikleri 
Dağılımın parametresi p’ dir. 
N
AP =  
Ortalama ( ) np=μ  
Varyans ( ) [ ]
1
)1(2 −
−−=
N
nNpnpσ  
Standart sapma ( )
1
)1( −
−−=
N
nNpnpσ  
P=0.5 olduğunda hipergeometrik dağılım simetriktir. 5.0〉p  olduğunda dağılım 
sola çarpık; 5.0〈p olduğunda ise sağa çarpıktır. Sınırlı anakütleden iadesiz 
örnekleme yapıldığı için varyans ve standart sapma formüllerinde süreklilik 
düzeltilmesi kullanılır (Başar ve Oktay,1999:117). 
 
2.20.İstatistik Kalite Kontrolünde Güven Aralıkları 
Örnek populasyon parametrelerine eşit olması oldukça zordur. Başka bir ifade 
ile örnek istatistiklerine dayalı olarak populasyon parametreleri ile ilgili çıkarımlarda 
belirli ölçülerde hata payı söz konusudur. Populasyon parametreleri ile ilgili olarak 
yapılan nokta tahminlerinde olası hata paylarına ilişkin bir açıklama 
bulunmamaktadır. Hata payının büyük olması yapılan tahminin güven düzeyinin 
düşük olduğunu gösterir. Bu nedenle populasyon parametrelerinin güvenilir bir 
şekilde tahmini güven düzeyine yada hata düzeyine bağlıdır denebilir. 
 
2.21.Tek Populasyona Ait Tahminler Aralık Tahminleri 
Aralık tahminleri populasyon varyansının )( 2σ bilinmesi ve bilinmemesi, 
durumuna göre aralık tahminleri iki şekildedir. 
 
2.21.1.Populasyon Varyansının )( 2σ Bilinmesi durumunda Populasyon 
Ortalaması için Aralık Tahmini 
Ortalaması μ  ve varyansı 2σ olan bir populasyona sahip olunsun. Populasyon 
ortalaması bilinmiyor ve tahmin edilmek isteniyor olsun. Populasyon ortalaması için 
aralık tahmini aşağıdaki üç varsayıma dayalı olarak yapılmaktadır. 
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• Örnek rastsal değişkeni X yaklaşık olarak normal dağılmıştır. Bu varsayımın 
anlamı şudur, 
n
XZ σ
μ−=  
• Populasyon varyansı ( )2σ  bilinmektedir 
• Örnekleme dağılımının standart sapması 
nx
σσ =  
• Populasyon normal dağılıma sahip olmaması durumunda, tahminler çok 
sayıda gözlemden oluşan örneklerle yapılmalıdır. 
 
Güven aralıkları 
X
ZX σ±  arasındadır. 
2
αZ±  değerleri standart normal dağılım 
eğrisinin bu değerlerin sağında ve solunda kalan eğrinin altındaki alanın 2
α ’ ye eşit 
olduğunu ifade etmektedir. Populasyon rastsal yöntemle elde edilen gözlemlerden 
oluşan örnek için X  hesaplandığında Z değeri 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −=
n
XZ σ
μ yatay eksenin ( )∞±  
aralığında herhangi bir yerinde bulunabilmektedir. Daha önce belirtildiği gibi z 
değerinin 
2
αZ±  aralığında bulunma olasılığı ( )α−1 ’ dır. Bu açıklamalardan sonra 
populasyon ortalaması için güven aralığı aşağıdaki şekilde oluşturulur. 
)(1
22
ααα ZZZP 〈〈−=−   
)(1
22
αα α
μα Z
n
XZP 〈−〈=−  bu ifadenin tamamı 
n
σ  ile çarpılır, daha sonra 
X çıkarılır ve (-) ile çarpılırsa populasyon ortalaması için güven aralığı elde edilir. 
)(1
22 n
ZX
n
ZXP σμσα αα +〈〈−=−  oluşturulan bu güven aralığında, α−1  
güven düzeyini, 
n
ZX σα
2
−  alt güven sınırını, 
n
ZX σα
2
+  üst güven sınırını 
belirtmektedir. Güven düzeyinden )1( α−  α (kritik değer), 2α  ve daha sonra 2αZ  
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de tablodan elde edilerek populasyon ortalaması içinnistenen güven aralığı 
oluşturulur.  
                                                                         
2.21.2.Populasyon Varyansının )( 2σ Bilinmemesi durumunda Populasyon 
Ortalaması için Aralık Tahmini 
Populasyon varyansı bilinmediğinde ve örnek gözlem sayısı çok fazla olmadığı 
durumlarda t-dağılımı kullanılır. Yukarıdaki açıklmalarda rastsal değişken 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛ −=
n
XZ σ
μ , standart normal dağılım olarak tanımlanmıştı. Ancak populasyon 
standart standart sapması bilinmediğinde populasyon ortalaması için güven aralığı, 
bu tanımlamadan yararlanılarak oluşturulamamaktadır. Bu durumda Z satandart 
normal dağılım formülünde yer alan populasyon standart sapmasının yerine örnek 
standart sapması yazılarak t-dağılımı elde edilir ve tahminler bu tanıma dayalı olarak 
yapılır. 
n
S
Xt μ−=  bu rastsal değişkeni standart normal dağılıma sahip değildir. Ancak 
n-1 serbestlik derecesinde t-dağılımına sahip olan rastsal değişken t’ nin serbestlik 
derecesi arttıkça dağılım standart normal dağılıma yaklaşmaktadır. Ayrıca 
belirtilmesi gereken bir nokta da t rastsal değişkenine ait değer α−1  olasılıkla yatay 
eksenin ( )∞±  aralığında herhangi bir yerinde bulunabilmektedir. Populasyon 
varyansının bilinmemesi durumunda populasyon ortalaması için güven aralığı, 
aşağıdaki dört varsayıma dayalı olarak oluşturulur. 
• Populasyon varyansı bilinmemektedir. 
• Populasyon normal dağılıma sahiptir. 
• Örnek sayısı 30〈n dur. 
• Populasyon normal dağılıma sahip değilse büyük ölçekli örnek 
kullanılmalıdır. 
t-dağılımı için güven aralığı şu şekilde oluşturulur, 
, )(1
2,1
1
2,1
ααα −−− 〈〈−=− nnn tttP  )(1
2,12,1 n
StX
n
StXP
nn αα μα −− +〈〈−=−
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Bu eşitlik, populasyon ortalamasının 
2,1
α−± nt  değerleri arasında olma 
olasılığının α−1 ’ ya eşit olduğunu göstermektedir. Oluşturulan güven aralığında 
α−1  güven düzeyini, alt güven sınırı ve üst güven sınırı olmak üzere aşağıdaki 
şekilde gösterilir. 
n
StX
n 2,1
α−−  alt güven sınırı 
n
StX
n 21
α−+  üst güven sınır , n
St
n 2,1
α−  da maksimum hata payını gösterir. 
Belirli bir serbestlik derecesinde (n-1) belirli bir olasılık ( )α için t değeri 
2,1
α−nt  
şeklinde gösterilmektedir. Bu dağılıma ilişkin değer t tablosundan elde edilmekte ve 
populasyon ortalaması için güven aralığı oluşturulmaktadır(Özsoy,2005:209). 
 
2.22.Oranlar İçin Güven Aralığı 
Populasyonun belli oranında elde edilen verilerden yararlanarak genelle ilgili 
olarak tahmin yapılabilir. Populasyonun oranı için güven aralığı, şu varsayımlara 
dayanılarak yapılır, populasyon binom olasılık dağılımına sahiptir. 5≥np  ve 
5)1( ≥− pn  olması durumunda populasyon düzeltme faktörü kullanılır. Örnek oranı 
p anakütle oranı P’nin tahminidir ve güven aralığı aşağıdaki şekilde formüle edilir. 
n
PPZpP
n
PPZpP )1()1((1
22
−+〈〈−−=− ααα  
Örnekleme sınırlı bir anakütleden iadesiz yapılıyorsa güven sınırları, alt ve üst 
güven sınırlarının her biri 
1−
−
N
nN  le çarpılır (Başar ve Oktay,1999:163). 
 
2.23.Normal Dağılıma Sahip Populasyonun Varyansı İçin Güven Aralığı 
Bazı durumlarda, populasyon varyansı veya standart sapması için tahmin 
yapılmak istenebilir. Örneğin; varyansını hesaplayarak populasyon varyansını veya 
standart sapması ile ilgi nokta tahmini yapılabileceği gibi belirli güven düzeylerinde 
populasyon varyansı veya standart sapması için güven aralığı oluşturulabilir. 
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Varyansı 2σ olan normal dağılıma sahip bir populasyondan elde edilen 
örneklerden oluşturulan rastsal değişken [ ] )1()1( 2222 −−= nSn σχχ serbestlik 
derecesi ile ki kare dağılımına sahiptir. [ ]22)1( σSn −  ki kare istatistiği olarak 
isimlendirilmekte ve 2χ  (ki-kare) harfi ile gösterilmektedir. k inci serbestlik 
derecesinden, ki kare dağılımına sahip bir rastsal değişken )1(2 −= nkkχ  şeklinde 
gösterilir. Belirli olasılık (örneğin α ) için ki kare dağılım tablosundan bu olasılığa 
karşılık gelen değer bulunur. Bu olasılık 2,αχ k  biçiminde gösterilir. 
2χ  değişkeni sadece + değerler aldığından 2χ ’ ye ait olasılık dağılımının şekli 
Z ve t dağılımlarından farklı olarak sağa doğru çarpıktır. Bu nedenle α  değerinin 
solunda kalan alan α−1  dır. bu açıklamaya dayanarak 2χ  değişkeni için güven 
aralığı şöyle olur, 
αχχχ αα −=〈〈− 1)( 2 2,
22
21, k
kk
P ,    
 2
2
2 )1(
σχ
Sn −=  değeri yukarıdaki ifade yerine yazılıp gerekli düzeltmeler 
yapıldığında populasyon varyansı ve standart sapması için güven aralığı aşağıdaki 
şekilde olur. 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −〈〈−=
〈−〈=
−−
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2
21,
2
2
2
21,
2
2
2,2
2
2
21,
)1()1(
))1((
αα
αα
χσχ
χσχ
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SnSnP
SnP
 
 
2.24.İstatistiksel Kalite Kontrolünde Hipotez Testleri 
Modern istatistikte en çok kullanılan terim “karar”dır. işletme sorunlarının 
giderilmesi için alınan kararlarda her zaman yanlış seçim riski vardır. İstatistiğin 
kullanılma nedeni de yanlış karar verme olasılığını enküçükleyecek bir kriter 
sağlayarak olanaklı riski değerlendirmektir. Hipotez testleri karar vericiye böyle bir 
kirter sunmaktadır. Hipotez bilinmeyen kütle parametreleri ile ilgili olarak bu 
kütleden seçilen bir örnek grubu aracılığıyla yapılan varsayım olarak tanımlanır. 
Örnekleme sonucu elde edilen değerler kullanılarak ana kütlenin kabulü ya da reddi 
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yapılır. Ancak hipotezlerin test edilmeleri için önce kurulmaları gerekmektedir ve 
doğru hipotezi kurmak çok önemli bir konudur. Hipotez parametrenin değeri veya 
değerleri ile ilgili olarak kurulur. Bu açıdan ele alındığında, genel olarak iki tip 
hipotez kurulması söz konusudur. 
• Ana kütlenin belirli bir frekans fonksiyonu olduğu varsayılır. 
• Ana kütleyi karakterize eden belirli bir değerin olduğu varsayılır 
İstatistik kalite kontrolünde kullanılan hipotezler bu tiptedir (Gümüşoğlu, 
2000:69) 
 
2.24.1.Hipotez Testlerinin Aşamaları 
2.24.2.Hipotezlerin Belirlenmesi 
İstatistiksel hipotezler, örneklemelerin çekildiği everen parametreleri ile ilgili 
önermelerdir. İstatistikte kullanılan iki tür hipotez vardır. 
• 0H hipotezi 
• 1H hipotezi 
0H hipotezine, sıfır hipotezi ya da farksızlık hipotezi de denir. Bir testte öne 
sürülen ve test edilmek istenen hipotezdir. 1H  hipotezi ise alternatif hipotez ya da 
seçenek hipotezi olarak adlandırılan ve 0H hipotezine karşı kurulan hipotezdir.  
İstatistikte kullanılan hipotezler tek ya da çift yönlü olabilir. Bir hipotezin tek 
ya da çift yönlü olduğunu 1H  hipotezi belirler. 0H ve 1H  hipotezlerinin kurulması ile 
ilgili bir örnek, yonga levha yogunluğun üretim hattına göre değişip değişmediğinin 
ögrenilmesi için yapılan bir çalışma aşağıda verilmiştir. 
0H : birinci üretim hattında üretilen yonga levhaların ve ikinci üretim hattında 
üretilen yonga levhaların ölçülen yoğunluk değerlerinin ortalamaları arasında fark 
yoktur. Şeklinde kurulacak farksızlık hipotezine karşılık geliştirilecek alternatif 
hipotezler aşağıdaki gibi olacaktır. 
1H :  
a.Birinci üretim hattı ve ikinci üretim hattında üretilen yonga levhaların 
yoğunluk ortalamaları arasında fark vardır. Şeklinde bir hipotez çift yönlüdür. 
Çünkü yoğunluklar arasında fark olması önemli olup, bir ortalamanın diğerinden 
küçük ya da büyük olması önemli değildir. 
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b.Birinci üretim hattındaki yonga levhaların yoğunluk ortalaması ikinci 
üretim hattındaki yonga levhaların yoğunluk ortalamasından büyüktür. 
Şeklindeki bir hipotez de tek yönlüdür. Çünkü birinci üretim hattındaki yonga 
levhaların yoğunluk ortalamasından büyük olduğu idda edilmektedir. 
c.Birinci üretim hattındaki yonga levhaların yoğunluk ortalması ikinci 
üretim hattındaki yonga levhaların ortalamasından küçüktür. şeklindeki bir 
hipotez de tek yönlüdür. Çünkü, birinci üretim hattı ortalamasının ikinciden küçük 
olduğu idda edilmektedir.  
Hipotezlerde, evreni tanımlamada kullanılan gösterimler (parametreler) 
kullanılır. Yukarıda sözel olarak vermiş olduğumuz örneklerle sırasıyla aşağıdaki 
hipotezler oluşturulur. 
 
a. 210 : μμ =H  
    211 : μμ ≠H  
b. 211 : μμ =H  
    210 : μμ 〉H  
c. 211 : μμ =H  
   210 : μμ 〈H  
 
2.24.3.Hipotezler İçin Uygun Test İstatistiğine Karar Verilmesi 
Değişik hipotez testleri için değişik test istatistiklerinden yararlanılır. Hipotez 
testleri parametrik ve parametrik olmayan hipotez testleri olmak üzere ikiye ayrılır. 
Parametrik hipotez testleri, H0 hipotezi, H1 hipotezi, Test istatistik değeri, Red 
bölgesi olmak üzere dört bölümden oluşur. İki grubun ortalamsının karşılaştırılması 
durumunda uygulanacak hipotez testi, üç grubun ortalamasının karşılaştırılması için 
uygulanacak hipotez testi gibi daha sonra aşağıdaki bölümde açıklanacağı üzere bir 
ço hipotez testi bulunmaktadır. Uygun testi, dolayısıyla test istatistiğini seçmek, 
hipotez testlerinin en önemli aşamasıdır. 
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2.24.4.İstatistiksel Test İçin Anlamlılık Düzeyinin Belirlenmesi 
Anlamlılık (yanılma veya hata) düzeyi çoğunlukla, istatistiksel test 
uygulanmadan önce araştırıcı tarafından belirlenir veα (alfa) olarak tanımlanır. H0 
hipotezi doğru iken onu yanlışlıkla reddetme olasılığını verir. Yanılma düzeyi olarak 
001.0,01.0,05.0 === ααα  gibi küçük değerler alınır. Çünkü, H0 hipotezi 
gerçekten doğru iken reddedilmek istenmez. Yanılma düzeyi ile ilgili diğer bir 
kavram, P değeridir, Pdeğeri de bir olasılık değeri olup, H0 hipotezi doğru iken 
gözlenen değerlere bağlı olarak hipotezin reddedilme olasılığını verir. 
 
2.24.5.İstatistiksel Karar 
Yapılacak test sonucunda hesapla bulunan test istatistiği değerleri bir teorik 
dağılışa uyar. Hesapla bulunan test istatistiği değerleri, her bir test yöntemi için farklı 
şekilde bulunan teorik tablo istatistiği değerine eşit yada tablo değerinden büyük ise 
H0 hipotezi reddedilir. Hesapla bulunan test istatistiği değeri, teorik tablo istatistiği 
değerinden küçük ise H0 hipotezi kabul edilir. Ancak, bazı testlerde bunun tersi 
geçerlidir. H0 hipotezi bilgisayar proğramlarında test istatistiği ile birlikte çıktı olarak 
verilen P değeri (olasılığı) yardımı ile de red ya da kabul edililebilir. P değeri daha 
önce seçilen yanılma düzeyinden küçük ise H0 hipotezi reddedilir. 
İstatistiksel karar için, H1 hipotezi ile teorik tablo istatistiklerinin yönleri aynı 
olmalıdır. H1 hipotezi tek yönlü kurulmuşsa, tek yönlü hazırlanmış bir teorik 
tablodan yararlanmak, H1 hipotezi çift yönlü ise, çift yönlü hazırlanmış bir teorik 
tablodan yararlanmak gerekmektedir. Bu nedenle, yapılacak test sonucunda elde 
edilen test istatistiğini karşılaştırmak için kullanılacak teorik tablonun tek yönlü mü 
yoksa çift yönlü mü hazırlanmış olduğuna dikkat etmek gerekir. Çünkü bazı tablolar 
tek yönlü bazı tablolar çift yönlü hazırlanmış olabilir. H1 hipotezi çift yönlü 
kurulmuşsa ve çift yönlü hazırlanmış bir tablo kullanılacaksa seçilen yanılma düzeyi 
2 ile çarpılarak buılunacak olan yanılma düzeyindeki teorik tablo değerine bakılır. H1 
hipotezi çift yönlü kurulmuşsa ve tek yönlü hazırlanmış bir tablo kullanılacaksa 
seçilen yanılma düzeyi 2’ ye bölünür ve bu yanılma düzeydeki teorik tablo değerine 
bakılır. Örneğin z dağılımında, α  yanılma düzeyine göre belirlenen teorik tablo 
istatistiği (z), standart normal dağılım eğrisi altında kalan alanı kabul ve red bölgesi 
olarak ikiye ayırır. 
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Çift yönlü testte, iki tane red bölgesi olup bu bölgeler dağılım eğrisinin alt ve 
üst uçlarında yer alır. bu bölgelere kritik alan da denir. Örneğin, z dağılımında 
α =0.05 için red bölgeleri şekil-2.1 gösterilmiştir. Aşağıdaki şekilde görüldüğü gibi, 
025.02/05.02 ==α ’ e karşılık gelen z değeri z tablosundan elde edilir, z tablosu 0 
ile z değerleri arasında kalan alanları verdiğinden tablo içinden 0,5-0,025=0,475’ e 
karşılık gelen z değeri 1.96 olarak okunur) 1.96 bulunur. Dolasıyla, hipotez testinde 
test istatistiği olarak z dağılımından yaralanıldığında ( test istatistiği olarak z 
istatistiği hesaplandığında)  hesapla bulunan z mutlak değerinin teorik z değerinin 
teorik z değeri olan 1.96’ dan büyük çıkması durumunda H0 hipotezi reddedilecektir. 
 
 
 
 
Şekil 2.1.  z Dağılımında  05.0=α  İçin Red Bölgeleri (çift yönlü) 
 
H1 hipotezinin tek ya da çift yönlü kurulması testin sonucunu etkiler. Çünkü, 
H1 hipotezinin tek ya da çift yönlü kurulmasına bağlı olarak bulunacak test 
istatisikleri değişik değerler alır. Bu durumda çift yönlü kurulmuş bir hipotezde 
kabul edilen bir H0 hipotezi, tek yönlü kurulmuş bir hipotezde reddedilebilir. 
Tek yönlü hipotezlerde red bölgesi bir tane olup bu bölge eğrinin ya alt ya da 
üst ucunda yer alır. Örneğin, 05.0=α  için tek yönlü red bölgeleri aşağıdaki 
grafiklerde verildiği gibi oluşacaktır şekil 2.2. Z tablosunda, 0.5-0.05=0.45’ e yakın 
olan iki tane olasılık, dolayısıyla da iki tane z değeri avrdır. Aşağıdaki grafiklerdeki 
1.645 değeri, 0.4495 ve 0.4505 olasılıklarına karşılık gelen z değerleri olan 1.64 ile 
1.65’in yarısıdır. 
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Masaüstünü Göster.scf
 
Şekil 2.2. 05.0=α  Tek Yölü Red Bölgeleri 
 
2.25.Hipotez Testleri Sırasında Ortaya Çıkabilecek Hatalar 
Bir hipotez testinde H0 hipotezini kabul ya da redderken iki tür hata yapılabilir. 
Bu hatalardan birincisi, yukarıda açıklandığı üzere H0 hipotezi gerçekten doğru iken 
bu hipotezin yanlışlıkla reddedilmesi α  türü hata olarak adlandırılmıştı. Ancak, 
başka bir yanılma da söz konusudur. Bu yanılma, yanlış kurulan H0 hipotezinin kabul 
edilmesidir ve β  türü hata olarak adalandırılır. Bu hatalar tablo-2.1’de özetlenmiştir. 
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Tablo 2.1.  I.Tip ve II.Tip Hatalar 
 
Bir hipotez reddedildiğinde, gerçek durumu tam olarak bilmediğimiz için bu iki 
tip hatadan hangisinin ortaya çıktığı da bilinmez. Ancak, istatistiksel yöntemler 
kullanılırken α türü hata olasılığı araştırıcı tarafından belirlenir ve daha önce de 
belirtildiği gibi 0.05, 0.01 gibi küçük tutulur. Diğer taraftan, β  türü hatalar 
konusunda genellikle bir denetim sağlanamaz α  ve β  türü hatalar arasında ilişki 
vardır ve α  küçülürken β  artar. Ancak, α sabit tutulurken denek sayısının artması 
β  türü hata olasılığını küçülür. 
 
2.26.Hipotez Testleri 
2.26.1.Populasyon Varyansının Bilinmesi Durumunda Normal dağılıma 
Sahip Populasyon Ortalaması ( μ ) İçin Tek Yönlü Hipotez Testi 
30≥n olması ve populasyon varyansının bilinmesi durumunda populasyon 
ortalamasına ilişkin iddia veya varsayımın testi için standart normal dağılım 
yaklaşımından faydalanılır. ασ
μ Z
n
XZ 〉−=  Z’ nin tablo, 
n
XZ σ
μ−=  ise Z’nin 
Gerçek Durum (evren) (Örneklem 
sonucu) 
Hipotez testi 
sonucundaki 
durum 
H0 Hipotezi gerçekten 
doğru 
H0 Hipotezi gerçekten  
Yanlış  
H0 Kabul Doğru Karar  
(Doğru H0 hipotezini kabul 
etme olasılığı: α−1 ) 
II.Tip Hata 
(Yanlış H0 hipotezini kabul 
etme olasılığı: β ) 
H0 Red I.tip Hata  
(Doğru H0 hipotezini kabul 
etme olasılığı:α )  
Doğru Karar 
(Yanlış H0 hipotezini reddetme 
olasılığı (güç):  
 60
hesaplanmış değerleridir. Populasyon varyansının bilinmesi ve 30≥n  durumunda 
normal dağılıma sahip populasyon ortalamasının )(μ  belirli bir 0μ  değerinden 
küçük yada büyük olduğuna ilişkin iddanın testi, aşamalar halinde aşağıdaki şekilde 
belirlenir. 
1. aşama,  Boş ve alternatif hipotezlerin belirlenmesi, 
01
00
:
:
μμ
μμ
〈
≥
H
H
   
01
00
:
:
μμ
μμ
〉
≤
H
H
 
2 aşama, Test istatistiğinin belirlenmesi, populasyon varyansı biliniyor ise aşağıdaki 
formülde σ  yerine S kullanılır. 
n
XZ σ
μ0−=  
3. aşama, α ’ nın belirlenmesi ve buna bağlı olarak red bölgesinin oluşturulması α  
değeri araştırmacı tarafından genellikle %1, %5 veya %10 olarak belirlenir. 
4. aşama, test istatistiğinin hesaplanması,  
n
XZ σ
μ0−=  formülü ile Z değeri 
hesaplanır. 
5. aşama, Çıkarımda bulunulması, H0 reddedilir veya reddedilmez,  
2
αZZ 〉  veya 
2
αZZ 〈−  ise H0’ ı reddet. 
 
2.26.2.Populasyon Varyansının Bilinmesi ve 30≥n  olması durumunda 
Normal Dağılıma Sahip Populasyon Ortalaması ( )μ  çift yönlü Test 
μ ’ nün belli bir 0μ  değerine eşit olduğu iddiası test edilmek isteniyorsa, bu 
durumda hipotez testi aşağıdaki şekilde oluşur. 
1. aşama, hipotezlerin oluşturulması, 00 : μμ =H  ve 01 : μμ ≠H  
2. aşama, test istatistiğinin belirlenmesi, 
n
XZ σ
μ0−=  
3. Red bölgesinin belirlenmesi,  
2
αZZ 〉  veya 
2
αZZ 〈−  ise H0’ı reddet.  
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4. Test istatistiğinin hesaplanması 
5. Karar verme ve yorum yapma 
 
2.26.3.Populasyon Varyansının Bilinmesi ve 30〈n Olması durumunda 
Normal Dağılıma Sahip Populasyon Ortalaması ( )μ  İçin Hipotez Testleri 
Birinci aşama, boş hipotezlerin oluşturulması 00 : μμ =H  veya 00 : μμ ≤H  
veya 00 : μμ ≥H  , 01 : μμ ≠H  veya  01 : μμ〉H  veya 01 : μμ〈H  
İkinci aşama, test istatistiğinin belirlenmesi: 30〈n  olduğu ve örnek standart 
sapması bilindiği için test istatistiği t olarak belirlenir. 
n
S
Xt 0μ−=  
Üçüncü aşama, α ’ nın belirlenmesi ve buna bağlı olarak red bölgesinin 
oluşturulması, α  değeri araştırmacı tarafından genellikle %1, %5 veya %10 oalarak 
belirlenmektedir. 
Dördüncü aşama, test istatsitiğinin hesaplanması 
n
S
Xt 0μ−=  formülü ile t 
istatistiği hesaplanır.  
Beşinci aşama, karar verme ve yorum yapma: red bölgeleri oluşturularak boş 
hipotez (H0) reddedilir veya reddedilmez. 
2,1
α−〉 ntt  veya 2,1 α−〈−= ntt  ise H0 reddedilir. 
 
2.26.4.Normal Populasyon Oranı İçin Hipotez Testi 
Normal populasyonun oranı için hipotez testi beş varsayıma dayalı olarak 
yapılmaktadır. Kategorik değişkenler içermektedir, başarılı başarısız olmak üzere iki 
olası sonuç söz konusudur, populasyon içindeki başarılı sonuçların oranı P başarısız 
sonuçların oranı ise (1-P) ile gösterilmektedir, örnek için başarılı sonuçların toplam 
içindeki payları P  ile gösterilmektedir, nP ve n(1-P) en az 5 ise P ’ nin PP =μ   
ortalama ve 
n
PP
P
)1( −=σ  standart sapma ile yaklaşık olarak normal dağılıma 
sahip olduğu varsayılır. 
Populasyon oranı P ile populasyon oranı ile ilgili test edilmek istenen değer ise 
P0 ile gösterildiğinde, populasyon oranı ile ilgili olarak aşağıdaki üç olası hipotezi 
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oluşturmak ve açıklaması aşamalar halinde belirtilen şekilde yapılarak hipotezleri 
test etmek mümkündür. 
Birinci aşama, hipotezlerin belirlenmesi, populasyon oranı ile ilgili bir hipotezi 
testi sırasında hipotezler aşağıdaki üç olası biçimde oluşturulur. 
1. 00 : PPH =  
01 : PPH ≠  
2. 00 : PPH ≥  
01 : PPH 〈  
3. 00 : PPH ≤  
01 : PPH 〉  
İkinci aşama, test istatistiğinin belirlenmesi, test istatistiği, populasyonun 
normal dağıldığı varsayıldığı için Z dir. 
n
PP
PPZ
)1( 00
0
−
−=  
Üçüncü aşama, α ’ nın ve red bölgesinin belirlenmesi, hesaplanan Z değeri 
tablo Z değerinden büyük ise boş hipotez reddedilir. Çift taraflı bir hipotez testinde 
2
αZZ 〉  veya 
2
αZZ 〈−  ise boş hipotez reddedilir. Tek taraflı bir hipotez testinde ise 
yukarıda oluşturulmuş olan olası üç hipotez testinden ikincisi için αZZ 〈−  üçüncüsü 
için αZZ 〉  olması durumunda boş hipotez reddedilir. 
Dördüncü aşama, test istatistiğinin hesaplanması, 
n
PP
PPZ
)1( 00
0
−
−=  formülü 
test istatistiği hesaplanır ve tablo değeri ile karşılaştırılarak bir sonraki aşamada karar 
verilir. 
Beşinci aşama çıkarımdır, Z hesaplanan Z〉 Tablo ise H0 reddedilir. 
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ÜÇÜNCÜ BÖLÜM 
 
3. İSTATİSTİKSEL KALİTE KONTROL GRAFİKLERİ 
Belirli bir amaçla ve belirgin özellikte üretilen ve üretilecek olan bir çeşit mal 
veya ürünün tümü, bir toplum kabul edilir. Bu toplumun birimlerinin tamamen aynı 
ve eşit özellikte olması arzu edilmektedir. Fakat tüm mallarda kullanılan ham 
maddenin homojen olması, üretim veya yapım sırasında araç ve makinaların 
aşınması, işçilerin yetenek ve davranış farkları, çalışma koşulunda ve hava 
hallerindeki küçük değişmeler gibi sonsuz küçük ve önemsiz fakat sonsuz sayıdaki 
rasgele nedenlerden ileri geldiği ve tümünün homojen bir toplum oluşturduğu 
varsayılır. Kullanılabilir mal birimlerinden oluşan bu toplumun belirli bir olasılık 
dağılımın parametreleri (matematik sabitleri) bulunacaktır. Üretici malını sabitlemek 
için, ürünün bu toplumun birimi sayılabilecek nitelikte hatta daha üstün olmasına 
çaba göstermelidir. Keza alıcıya güven vermek üzerede malların olduğunca eşit 
nicelik ve nitelikte bulunmasını sağlamalıdır. Bu amaçla her üretici malının niteliğini 
tanımak ve iyileştirmek üzere, sürekli denetlemek zorundadır (Kalıpsız, 1994:314-
315).  
Bu denetleme işlemi istatistiksel kalite kontrol grafikleri yardımıyla 
yapılmaktadır, denetleme işlemi üretim sırasında yapılabilmektedir. İstatistiksel 
kalite kontrol grafikleri, herhangi bir kalite karakteristiğinin bir grafiksel 
görüntüsüdür ve kontrol grafikleri ile üretim sürecinin kontrol altında olup olmadığı 
değerlendirilir. Birçok üretim süreci, istatistiksel anlamda kontrol altında işlemez. 
Kontrol grafikleri süreç değişkenlerinin analizi, bu değişkenlere bağlı olarak süreç 
yeterliliğinin belirlenmesi ve bu değişkenlerin müşteri gereksinimleri ile süreç 
performansı arasındaki fark üzerindeki etkisinin izlenmesi için kullanılan istatistiksel 
araçlardır. Bu grafiklerin en önemli yararı üretim sürecinin geliştirilmesidir. 
Bir üretim süreci ne kadar iyi bir şekilde tasarlanmış olursa olsun, doğal 
olarak bir değişkenliğe sahiptir. Örneğin; 18 litrelik teneke yağların ağırlıkları bir 
birinden farklı olacaktır. Bu sebepten dolayı kalite ve verimliliği artırmak için, bu 
değişkenliklerin nedeni belirlenmeli ve kontrol altına alınmalıdır, bu da kontrol 
grafikleri ile gerçekleştirilir (Wheeler, 1992). Süreç değişkenliği, süreçte her zaman 
olan ve sürecin bütün unsurlarını etkileyen küçük kaynaklardan ve onların 
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birleşmesinden oluşan genel nedenlerden ve işlem, malzeme ve işçiden kaynaklanan 
özel nedenlerden kaynaklanır (Gitlow, 1989). 
Üretim sürecinden bu nedenlerin kaldırılması durumunda değişkenlik önemli 
ölçüde azaltılarak süreç geliştirebilir. Kalite kontrolünde tam sayım yerine örnekleme 
yönteminden yararlanılır. Örnekleme yönteminde, örnek ortalamalarına ait varyans, 
ana kütleden çekilmiş n varyantlı bir örnek üzerinden hesaplanan, ana kütle standart 
sapmasının ( xσ ′ ) bir tahminidir, ve aralarında n
x
x
σσ ′=−  bağıntısı vardır (Ercan, 
1997: 2) 
Ölçü kalitesinin metrik sistemle ölçülmesi ve sürekli değeri olarak 
belirtilmesi halinde, kontrol diyagramlarının düzenlenmesinde aritmetik ortalama ile 
standart sapma veya varyasyon genişliği ölçülerinden ayarlanılır (Kalıpsız, 
1994:314). 
Ölçme, gözlem veya deney yolu ile elde edilen veriler değişken ve özellik 
olmak üzere iki guruba ayrılır. Değişken veriler belirli bir birim sistemi içinde 
ölçülebilen ve genelde sayılarla ifade edilen verilerdir. Özellik verileri ise, “uygun”, 
veya “uygun değil”, “kusurlu/kusursuz”, “defolu/defosuz” şeklinde ifade edilen 
verilerdir. İstatistiksel kalite kontrol grafikleri hem değişken, hem de özellik verilere 
uygulanan bir kontrol yöntemidir. Fakat uygulama bakımından aralarında bir takım 
farklar vardır. Bu bölümde öncelikle değişkenler, özellikler için kontrol kartları ve 
çoklu değişkenler için kontrol grafiklerinden bahsedilecektir.  
 
3.1.Değişkenler İçin Kontrol Grafikleri 
Kontrol kartları prosesin kontrolü için en uygun kontrol araçları olmakla 
beraber, amaçlarını şu şekilde açıklanabilir.  
• Proseste sapmaları ve prosesin kararlı olup olmadığını gösterir. 
• Kontrol edilen ürün özelliğinin, üst ve alt kontrol limitleri denilen iki çizgiye 
göre trendini gösterir. 
• Özelliğin değeri kontrol limitlerini aştığı durumda, bunun nedenini tayin 
edilmesini ve düzeltme önlemlerinin alınması gereğini gösterir. 
• Kusurlu parçaların açığa çıkarmasının yerine, bunların önlenmesine yardımcı 
olur. 
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• Proses kabiliyetinin tayin edilmesine yardımcı olur. 
• Kalitenin iyileştirilmesi için en iyi yöntemdir.  
 
Kontrol kartları ölçme, gözlem veya deney yolu ile elde edilen verilerin grafik 
olarak temsil edilmesidir. Bir kontrol kartı şekilde gösterildiği gibidir. Bir kontrol 
kartının şu özelliklere sahiptir: 
 
Şekil 3.1. İstatistiksel Kalite Kontrol Grafiğinin Yapısı 
Kaynak: (Montgomery, 1991:103) 
 
Yatay ve dikey eksen, yatay eksen ölçme sırasına göre numune numarasını 
veya zamanı, dikey eksen ürünün kontrol edilen özelliğini gösterir. 
Noktalar, ölçülen değerleri temsil ederler. Zamana göre kontrolün nasıl 
geliştiğini daha iyi görüntülemek için, bu noktalar çizgi parçaları ile bağlanır. 
Merkez çizgisi, Üst Kontrol Limiti (ÜKL) çizgisi ve Alt Kontrol Limiti 
(AKL) çizgisi. Merkez çizgisi kontrol edilen ürünün özelliğinin ortalamasını temsil 
eder. Üst ve alt kontrol limitleri kontrol edilen ürün özelliğinin durumlarını gösterir. 
Noktalar bu çizgiler arasında olduğu sürece, prosesin kontrol altında olduğu ve hiçbir 
önlem alınmasına gerek olmadığı anlamına gelir. Ancak bir veya daha çok nokta 
kontrol limitleri dışında olduğu, prosesin kontrol dışına çıktığı ve durumu düzeltmek 
için önlemlerin alınmasına gerek olduğu anlamına gelir. Bununla beraber tüm 
noktalar kontrol limitleri arasında bulunduğu durumda dahi eğer bunlar sistematik 
veya genelde rasgele olmayan bir şekilde yerleşmişse, yine proses kontrol dışıdır. 
Prosesin kontrol altında olması için, tüm noktalar limit çizgileri arasında bulunması 
ve rasgele bir yerleşme göstermesi gerekir.  
Pratikte X  (ortalama), R (aralık), s (standart sapma) gibi kontrol grafikleri 
kullanılmaktadır. X  grafiği prosesin ortalamasını, R ve s grafikleri prosesin 
 Üst Kontrol Limiti 
Merkez Çizgisi 
Alt Kontrol Limiti 
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dağılımını kontrol etmek için kullanılır. Dolayısıyla bu grafikler çift tanı  X̅-R 
grafikleri veya X ̅-s grafikleri şeklinde kullanılmalıdır. En çok kullanılanı ise X̅ ve R 
grafikleridir. 
3.1.1.X̅-R Grafikleri 
Genelde kontrol grafiklerinde bireylerin değeri yerine X̅ şeklinde gösterilen 
örneklerin ortalaması ele alınır. Bunun nedeni bir sonraki bölümde X̅-R grafiklerinin 
istatistik temelleri alt bölümünde açıklanacaktır. 
X̅-R grafiklerinin oluşturulması için aşağıdaki işlemlerin yapılması 
gerekmektedir. 
• Kontrol edilecek ürün özelliğinin seçilmesi 
• Numune boyutlarının ve numune alma sıklığının tayin edilmesi 
• Numune içinden bireylerin seçilmesi(rasyonel alt gurupların oluşturulması) 
• Verilerin toplanması 
• Merkezi (ortalama) ve kontrol limitlerinin hesaplanması 
• Kontrol grafiklerinin oluşturulması 
• Standart (değiştirilmiş) kontrol grafiklerinin oluşturulması 
Aşağıda bu kademeler sırasıyla açıklanacaktır. Ancak şu noktayı açıklamakta 
büyük yarar vardır, kontrol grafikleri iki kademede oluşturulur. Hazırlık ve standart 
(değiştirilmiş) kontrol grafikleri. Hazırlık grafikleri, ilk defa kontrol grafiği 
kullanacak olan işletmeler için gereklidir. Hazırlık kontrol grafikleri ile standart 
kontrol grafikleri arasındaki fark kontrol limitlerinin olmamasıdır. Zaten hazırlık 
aşamasında toplanan verilere dayanarak kontrol limitleri hesaplanır ve gelecek 
ürünleri kontrol etmek için standart kontrol grafikleri hazırlanır. Ancak standart 
grafikler belirli bir süre geçerlidir. Bu zaman içerisinde toplanan verilere göre yeni 
kontrol limitleri hesaplanır, bunlar gelecek kontrollerde kullanılır ve işlem bu 
şekilde, alınan önlemlerle birlikte kalite kontrolün iyileştirilmesi ile beraber, devam 
eder. Dolayısıyla yukarıda açıklanan kontrol grafikleri için önerilen kademeler 
hazırlık ve standart kartları için de geçerlidir. 
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3.1.1.1.Kontrol Edilecek Ürün Özelliğinin Seçilmesi 
Kontrol için seçilen ürün özelliği, ürünü temsil eden, ilk bakışta dikkati çeken 
ve çalışmasını etkileyen özellik olmalıdır. Ayrıca seçilen özellik uzunluk, ağırlık, 
sertlik, sıcaklık, güç, hız, kuvvet, basınç, yoğunluk, zaman gibi ölçülebilir ve sayı ile 
ifade edilebilmelidir. 
 
3.1.1.2.Numune Boyutlarının Ve Numune Alma Sıklığının Tayin edilmesi 
Kontrol grafiklerinin oluşturulmasında önemli bir kademe numune boyutlarının 
yani numunede yer alacak bireylerin sayısıdır. Numune boyutunu tayin ederken şu 
noktaların dikkate alınması gerekmektedir. 
Genel numune boyutları büyüdükçe, prosesteki küçük değişikliklerin 
yakalanması kolaylaşır. Diğer bir deyişle kontrol grafiği hassas olur. Bunun nedeni 
kontrol limitlerinin, merkezi çizgiye daha yakın olmasıdır. Ancak bu durumda 
numuneye ait kontrol maliyeti yükselir. Eğer proses değişiklikleri oldukça büyükse, 
küçük boyutlu numunelerin kullanılması daha doğru olur. İstatistik incelemelere göre 
boyutları dört olan numunelerin ortalamaları, alındıkları küme normal dağılım 
göstermezse dahi normal bir dağılım gösterirler. Bundan dolayı numune boyutu 
genellikle dört veya beş olarak alınır. Ürünün işe yaramaz duruma geldiği testlerde, 
kontrol maliyetini azaltmak için numune boyutunun iki veya üç alınması doğru 
olacaktır.   
Numune almada diğer bir konu numune alma sıklığıdır. Yani iki numune 
arasında geçen zamandır. Bu zaman ne kadar az olursa, yani numuneler daha sık 
alınırsa, prosesteki değişkenliklerin yakalanması artar. Ancak bu durumda kontrol 
maliyeti de artar. Günümüzde otomatik ölçme tekniği ile numune alma sıklığı 
gittikçe artmaktadır. Hatta her parçanın kontrol edilmesi yani %100 kontrol imkanı 
vardır. Nedeni de, otomatik kontrol yalnızca parçaları, tolerans içinde olup 
olmadığını kontrol etmektedir. Kontrol grafikleri ise prosesi kontrol etmektedir. 
Üretilen parça sayısına göre numunenin boyutu dört ve beş için alınacak numune 
sayısı tablo-3.1’de verilmiştir. 
 
 
 
 68
 
Örnek Boyutu Parti Büyüklüğü 
4 5 
91……150 3 2 
151……280 4 3 
281……400 5 4 
401……500 7 5 
501……1200 9 7 
1201…..3200 13 10 
3201…..10000 19 15 
10001….35000 25 20 
35001….150000 38 30 
Tablo 3.1. Örnek Alma Sıklığı  
Numune alma sıklığını tayin etmek için kullanılan başka bir yöntem prosesin 
ayarlama zamanıdır. Tezgah her saatte ayarlanırsa numune alma her 10 dakikada bir, 
her 2 saatte ayarlanırsa 20 dakikada bir, her 3 saatte ayarlanırsa 30 dakikada bir 
alınmalıdır. 
 
3.1.1.3.Numune İçinde Bireylerin Seçimi 
İstatistiksel kalite kontrol grafiklerinin oluşturulmasında temel fikir, rasyonel 
alt gruplar kavramıdır. Bu konu esas itibariyle numune içindeki kontrol edilen 
elemanların seçimi ile ilgilidir. Rasyonel alt grupların anlamı, alt gruplar 
(numuneler) öyle bir şekilde seçilmelidir ki bir alt grup yalnız sistematik değişikleri 
değil de, yalnızca rasgele değişimleri içersin. Bu şekilde kontrol limitleri yalnızca 
rasgele değişimler için bir sınır oluşturacaktır. Dolayısıyla rasgele değişimler kontrol 
limitleri içinde, sistematik değişimler ise kontrol limitleri dışında olma eğilimi 
gösterecektir. Bundan dolayı alt grup içindeki değişimler, kontrol limitlerini 
belirlemek için kullanılır. Yalnızca rasgele değişimler içeren alt gruplar arasındaki 
değişimler, prosesin belirli bir süre için kararlılığını gösterir. Alt grupların seçiminde 
şu yöntemler kullanılır. 
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• Aynı – zaman, denilen yöntemde numune bireylerin seçimi aynı anda veya 
çok dar bir zamanda yapılır. 
• Süre – zaman, olarak adlandırılan ikinci yöntem ise numune olarak alınacak 
elemanlar belirli bir süre içinde üretilen ürünler arasından seçilir.  
Bu iki yöntem arasında iki fark vardır. Aynı – zaman yönteminde numune 
içindeki değişimler en küçük, numuneler arasındaki değişimler en büyük olur. Süre – 
zaman yönteminde ise, numune içindeki değişimler en büyük, numuneler arasındaki 
değişmeler en küçük olacaktır. Örneğin; aynı üretim hattından, aynı – zaman yöntemi 
ile alınan numunelerin ortalaması 42 ile 50 ve R aralığı 2 ile 5 arasında olur ise, süre 
– zaman yöntemi ile alınan numunelerin ortalaması 44 ile 48 ve R aralığı 2 – 9 
arasında bulunur. Numunelerin ortalaması numuneler arası değişimi, R aralığı ise 
numune içindeki değişimi gösterir. 
Aynı – zaman yöntemi proses ortalamalarını çok daha hassas ölçmekle beraber, 
numune elemanları aynı anda veya çok dar bir zamanda alındığı için değerler biri 
birine çok yakın olacak, değişimler hemen hemen rasgele nedenlere dayanacak ve 
dolayısıyla rasyonel alt grup oluşturma ilkesini daha iyi yerine getirecektir. Ayrıca 
belirlenen nedenlere bağlı değişmeler için bir zaman referansı olacaktır. Bu nedenle 
bu yöntem pratikte daha çok kullanılmaktadır. Süre-zaman yönteminde ise numune 
seçimi belirli süre içerisinde işlenen paçalardan alındığı için, kalite hakkında daha 
hassas bir bakış sağlamaktadır. Bu nedenle bu yöntem, kontrol grafiklerin son 
numuneden geçen zaman içinde işlenen tüm parçalar için kabul kararı vermek için 
kullanılır. Ancak bu yöntem sistematik nedenlere bağlı değişimler içerdiği için 
rasyonel alt grup ilkesini daha az yerine getirmektedir. 
Numune oluşturulmasında bir başka ilke, numunelerin alındığı partinin 
homojen olmasıdır. 
3.1.1.4.Verilerin Toplanması 
Ürünün kontrol edilecek özelliği, numune boyutu, numune alma sıklığı, 
numunelerin oluşturma şekli tayin edildikten sonra son olarak veri toplama işlemine 
geçilmelidir. Veri toplama işlemi bu amaç için hazırlanmış formlara işlenerek yapılır. 
Bu formların kesin bir standartı yoktur her işletme kendi özelliğine göre hazırlar. 
Veri düzeni ile ilgili bilinmesi gereken şu üç noktaya dikkat etmek gerekmektedir. 
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• Numune sırası (numarası) ve numune içinde parça sırası (numarası). 
Yerleşme bakımından numune sıraları dikey ve parça sıraları yatay veya tersi 
yani numune sıraları yatay ve parça sıraları dikey olabilir. Tablo-3.2 birinci 
yöntem tercih edilmiştir. Hesap işlerini kolaylaştırmak için veriler yan yana, 
ve alt alta kaydedilir.  
• Numune boyut daha önce belirtildiği gibi numune boyutu 4,5 veya en çok 6 
alınır. Numune boyutu büyüklüğü maliyet açısından önem arz etmektedir. 
• Numune sayısı genelde en az 20 ile 25 olmalıdır. Verilerin güvenirliği 
bakımından 25 numune sayısı alınması önem içerir. 
Tablo 3.2. Veri Toplama Kartı 
X̿ R̅ N  
ÖLÇÜLEN YOĞUNLUK DEĞERLERİ    
Tarih Saat N.No X1 X2 X3 X4 X5 Açıklama X̅ R 
11/04/2005 08:50 1 X11 . . . X15    
 11:30 2 . . . . .    
 13.45 3 . . . . .    
 15:35 4 . . . . .    
 16:20 5 X51 . . . X55    
16/04/2005 08:35 6 . . . . .    
 09:00 7 . . . . .    
 00:00 8 . . . . .    
 13:30 9 . . . . .    
 14:50 10 X10 1 . . . X10 5    
20/04/2005 08:30 11 . . . . .    
 13:35 12 . . . . .    
 14:25 13 . . . . .    
 14:35 14 . . . . .    
 15:55 15 X15 1 . . . X15 5    
23/04/2005 08:25 16 . . . . .    
 09:25 17 . . . . .    
 11:00 18 . . . . .    
 14:35 19 . . . .     
 15:15 20 X20 1 . . . X20 5    
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3.1.1.5.X̅-R Grafikleri İçin Merkezi ve Kontrol Limitlerinin Hesaplanması 
Veriler toplandıktan sonra kontrol grafiklerini oluşturmak için merkezi değeri 
ve kontrol limitleri hesaplanır. Bu işlemleri yapmadan önce küme ve numune 
arasındaki farkı tekrar açıklamakta yarar bulunmaktadır. Küme tüm bireylerin bir 
araya gelerek meydana getirdiği topluluktur. Numune ise kümenin içinden belirli bir 
siteme göre seçilen küçük bir kısmıdır. Seri şeklinde sürekli üretim sisteminde, belirli 
donanımla üretilen tüm ürünler bir küme oluşturur. Parti şeklinde üretimde, tüm 
partiye ait ürünler bir küme kabul edilir. Numune, seri  ve şekilde üretim hattından, 
veya partinin üretildiği zaman içerisinde, kontrol veya başka amaçla alınan sınırlı 
sayıda ürünlerdir. İstatistik olarak kümenin ortalama değeri μ ve standart sapma 
değeri σ ile ifade edilir. Numuneye ait ortalama değeri X̅ ve standart sapması s ile 
ifade edilir. Ayrıca numune içindeki için R aralık ile de ifade edilir. Bunlara küme 
için parametre ve numune için istatistikler denir. Bu duruma göre kontrol grafikleri 
için toplanan verilerin merkez ve kontrol limitleri küme istatistiklerin bilinmesi ve 
bilinmemesi durumuna göre belirlenir. 
 
3.1.1.6.Küme İstatistiklerinin Bilinmesi Durumunda 
Bu durum ender rastlanan bir durumdur. Ancak uzun sure kontrol grafiği 
sistemi uygulanan firmalarda uygulaması mümkündür. Bu değerler kalite 
bakımından bir amaç olarak yönetim tarafından belirlenebilir. Genelde kontrol 
grafiğinin ortalama değeri μ ve kontrol limitleri, 
n
kÜKLx
σμ +=                                                                                            (3.1) 
n
kAKLx
σμ −=                                                                                            (3.2) 
bağıntıları ile hesaplanabilir. Burada k-ortalama değerine (merkez çizgisine) 
göre kontrol limitlerin bulunduğu yeri gösteren bir sayıdır. Pratikte en çok k=3 
kullanılır. Bu durma göre, 
n
ÜKLx
σμ 3+=                                                                                            (3.3) 
n
AKLx
σμ 3−=                                                                                            (3.4) 
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Bağıntıları ile tayin edilir. Bu formülde n numune boyutunu ifade eder. 
xn
σσ =  istatistik kurallarına göre numune ortalamaların veya prosesin standart 
sapmasını ifade eder. Başka bir deyişle numune ortalamaların standart sapması xσ ile 
kümenin standart sapması σ arsında böyle bir bağıntı bulunur. Kontrol limitlerinin 
yukarıdaki bağıntılara göre belirlenmesine 3 standart sapma ilkesi denir.  
 
3.1.1.7.Küme İstatistiklerinin Bilinmemesi Durumunda 
Ortalaması xμ , olan varyansı 2xσ  olan ana kütleden n gözlemli bir rassal 
örneklem seçelim ve örneklem gözlemlerinin nXXX .........., 21  ile gösterildiğini 
düşünülsün Örneklem çekilmeden önce sonuçlar belirsizlik taşıyacaktır. Bu 
belirsizlik, her örneklem gözleminin, ortalaması xμ , varyansı 2xσ olan rassal bir 
değişken olarak alınmasıyla nitelendiriebilir. Bu açıklamadan sonra ana amac ana 
kütle ortalaması xμ ’e ilişkin çıkarsamalar yapmak olduğunu varsayılır. Bu sebeple 
örneklem ortalamalarıyla başlanabilir. 
nXXX ,.......,, 21 , bir ana kütleden alınmış rassal bir örneklemin ortalamasına 
örneklem ortalaması denir. 
∑
=
=
n
i
iXn
X
1
1                                                                                                    (3.5) 
yapılması gereken X rassal değişkeninin örnekleme dağılımının ele alınması 
gerekmektedir.öncelikle dağılımın ortalaması bulunmalıdır. Hem kesikli, hem sürekli 
değişkenler için bir toplamın beklenen değeri, beklenen değerlerin toplamıdır. 
( ) ( ) ( )nn
i
i XEXEXEXE +∧++=⎟⎠
⎞⎜⎝
⎛∑
=
21
1
                                                       (3.6) 
her iX  rassal değişkeninin ortalaması xμ  olduğuna göre şu yazılabilir, 
x
n
ii
i nXE μ=⎟⎠
⎞⎜⎝
⎛∑
=
                                                                                             (3.7) 
bu tanımlamadan sonra, örneklem ortalaması, örneklem gözlemleri toplamının 
1/n ile çarpımı olduğundan, beklenen değer, 
( ) xxn
i
i
n
i
i n
nXE
n
X
n
EXE μμ =⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛= ∑∑
=1
11                                           (3.8) 
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Bu durumda, örneklem ortalamasının örnekleme ortalaması, anakütlenin 
ortalamasıdır. Eğer n gözlemli örneklemler peşpeşe, biribirinden bağımsız olarak 
çekilirse, çekilen örneklem sayısı çok büyüyünce, örneklem ortalamalarının 
ortalaması ana kütlenin gerçek ortalamasına çok yaklaşır. Bu sonuç rassal 
örneklemenin önemli bir sonucudur ve bu tür örnekleme, örneklemin ana kütleyi iyi 
temsil edememesine karşı bir koruyuculuk taşır. Belli bir örneklemden bulunan 
ortalama elbette ana kütle ortalamasından büyük ya da küçük olabilir. Fakat, 
ortalama olarak, ana kütle değerinden yüksek ya da küçük değeri beklemek için bir 
sebep aranmamalıdır. Böylece, örneklem ortalaması dağılımının ana kütle ortalaması 
olduğu saptanır. 
Bu sonuçlar ışığında diğer bir konu, örneklem ortalamasının ana kütle 
ortalamasının ne kadar yakınında olduğunu belirlemektir. Buda örnekleme 
dağılımının yayvanlığı veya varyansına bağlı belirlenir.  
Ana kütledeki gözlem sayısı, örnekleme göre çok büyükse, basit rassal 
örnekleme uygulanması sonucunda, örneklemin tekil gözlemleri birbirinden 
bağımsız olur. Toplamların varyansının, varyansların toplamıdır. 
( ) ( ) )(......21
1
n
n
i
i XVarXVarXVarXVar +++=⎟⎠
⎞⎜⎝
⎛∑
=
                                        (3.9) 
her bir iX ’ nin varyansı 
2
xσ  olduğuna göre, 
2
1
x
n
i
i nXVar σ=⎟⎠
⎞⎜⎝
⎛∑
=
                                                                                       (3.10) 
( )
nn
nXVar
n
X
n
VarXVar xx
n
n
i
n
i
i
2
2
2
1
2
1
11 σσ ==⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛= ∑∑
==
                              (3.11) 
X ’ nin örnekleme dağılımının varyansı, örneklem büyüklüğü n arttıkça 
küçülür. Yani örneklemde ne kadar çok gözlem varsa, örneklem ortalamasının 
örnekleme dağılımının da ana kütle ortalamasına o kadar yakınında toplandığıdır. 
Başka bir deyişle, örneklem büyüdükçe, ana kütleye ilişkin çıkarsamamız da 
kesinleşecektir. Bir ana kütleden ne kadar bilgi derlenirse, o anakütlenin (ortalama 
gibi) özelliklerini o kadar iyi öğrenilir. Örneklem ortalamasının varyansı 2xσ  ile 
gösterilir, buna karşılık gelen ve X ’ nin standart hatası diye adlandırılan standart 
sapma da şu şekilde bulunur. 
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===
nn
nXVar xx
2
2
2
)( σσ                                                                                 (3.12) 
Diğer yandan, denetim çizgileri oluşturulurken kullanılan, denetim çizgileri 
sabitlerinin türetilmesi de açıklanırsa, 
Standart sapması σ  olan normal bir dağılımdan n gözlemli bir örneklem 
çekilmiş olsun ve Örneklem standart sapmasını s ile gösterilsin. Örneklem standart 
sapmasının genelde anakütle standart sapmasının sapmasız bir tahmin edicisi 
olmadığı bilinmektedir. Normal dağılım için, örneklem standart sapmasının beklenen 
değerinin, 
σ4)( cSE =                                                                                                     (3.13) 
olduğu gösterilebilir. Burada 
( )2
2
4 −= nc   
( )
( ) !23
!2
2
⎥⎦
⎤⎢⎣
⎡ −
⎥⎦
⎤⎢⎣
⎡ −
n
n
 ; ( )
2
!2
1 π=                                                   (3.14) 
O zaman, örneklem normal dağılımdan çekilmişse, 
4c
s  ana kütle standart 
sapmasının sapmasız tahmin edicisidir. X çizgilerinin denetim eşiklerini belirlerken 
kullanılan 3A  denetim çizgisinin sabitinin değeri üç standart hatalı eşikler 
kullanıldığında şu değeri alır, 
nc
A
4
3
3=                                                                                                    (3.15) 
Son olarak, örnekleme normal bir dağılımdan yapıldığında örneklem standart 
sapmasının örnekleme dağılımı düşünülürse, bu dağılımın varyansı şu şekilde olur, 
( ) ( )[ ] ( )2422242222 1 ccSESEs −=−=−= σσσσ                                             (3.16) 
Böylece standart hata da şöyle olur, 
2
41 cs −= σσ                                                                                               (3.17) 
Bu durumda anakütlenin bilinmeyen standart sapması yerine sapmasız bir 
tahmin edici koyarsak şu tahmin elde edilir, 
4
ˆ
c
s
s =σ 241 c−                                                                                         (3.18) 
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O zaman örneklem standart sapmasının üç standart sapmasının üç standart 
hatalık eşikleri şu şekildedir, 
2
4
4
13ˆ3 c
c
sss s −±=± σ                                                                                (3.19) 
Sonuç olarak alt eşik şöyle bulunur, 
sBc
c
ss 3
2
4
4
13 =−−                                                                                      (3.20) 
Bu formülde B3’ ün değeri, 
2
4
4
3 131 ccB −⎟⎠
⎞⎜⎝
⎛−=                                                                                  (3.21) 
Olarak verilir. Benzer şekilde üst eşik de şöyle bulunur,  
sBc
c
ss 4
2
4
4
13 =−+                                                                                      (3.22) 
Bu formüldeki B4 değeri de, şu şekilde hesaplanır,  
2
4
4
4 131 ccB −⎟⎠
⎞⎜⎝
⎛+=                                                                                  (3.23) 
Denetim çizgisi eşikleri x’ nin uyduğu ki-kare dağılımına da dayandırılır. 
Ancak bu yaklaşım uygulamada daha seyrek kullanılmaktadır. 
 
3.1.1.8.Küme İstatistiklerinin Bilinmemesi Durumunda Değerlerin 
Bulunması 
Bu durumda işlemler şu şekilde yapılmaktadır. Her numunenin X ortalaması ve 
R aralığı hesaplanır ve merkez çizgisi X kontrol kartı için ortalamaların ortalaması 
adını taşıyan, 
X̿= ∑
=
m
mi
iXm
1 ,   x ̿=
m
xxx n+++ .......21                                              (3.24) 
ve R kontrol grafiği için, 
∑
=
=
m
mi
iRm
R 1 ,         
m
RRRR n+++= .......21                                                 (3.25) 
Bağıntılarıyla hesaplanır. Bu formüllerde, m – numune sayısı, iX - numunelerin 
ortalaması ve iR - numunelerin aralığıdır.  
Kontrol limitleri genelde X  kontrol kartı için, 
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UKLx = X ̿ xσ3+  = X ̿ n
σ3+                                                       (3.26) 
AKLx = X ̿ xσ3−  = X ̿ n
σ3−                                                         (3.27) 
ve R kontrol grafiği için, 
RR RUKL σ3+=                                                                                           (3.28) 
RR RAKL σ3−=                                                                                                        (3.29) 
bağıntıları ile hesaplanır. Bu bağıntılardaki xσ  numune ortalamalarının standart 
sapmasını, Rσ  numune aralıklarının standart sapması, ÜKLR, R kontrol grafiğinin üst 
kontrol limitini, AKLR, R kontrol grafiğinin alt kontrol limitidir. Yukarıda elde 
edilen bağıntılarda elde edilmesi gereken değerler xσ  ve Rσ değerleridir. xσ  değeri 
σ deXğerine bağlıdır. σ  yani kümenin standart sapma değeri bir çok durumda 
bilinmemektedir. Bu nedenle aralıkların R ortalamasına veya numunelerin standart 
sapmasına s ortalamasına bağlı olarak bir değerlendirici dσ  kullanılır. R değerine 
bağlı standart sapma değerlendiricisi, 
2d
R
d =σ                                                                                                                   
(3.30) 
bağıntısı ile hesaplanır. 
nd
R
n
d
x
2
== σσ                                                                                          (3.31) 
ile (3.26) ve (3.27) bağıntıları 
XÜKLx = + Rnd2
3                                                                                    (3.32) 
R
nd
XAKLx
2
3−=                                                                                     3.33) 
bu formüllerde 
nd
A
2
2
3=  ile gösterilirse, 
RAXÜKLx 2+=                                                                                          (3.34) 
RAXAKLx 2−=                                                                                          (3.35) 
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Şeklinde yazılır ve böylece alt kontrol limiti ve üst kontrol limiti elde edilir. Bu 
formüllerde kullanılan 2A  ve 2d  değerleri Ek-2’ de verilen n numune boyutuna bağlı 
istatistik katsayılarıdır. R bağlı değerlendiricinin hesaplanması n=3….8 için çok iyi 
sonuçlar verir. 10〉n  için R yöntemi etkisini kaybetmeye başlar ve böyle bir durumda 
anakütle standart sapmasının değerini, R ’yı bir tablo değeri olan 2d ’ye bölerek 
bulabiliriz. 
2d
R=σ  bağıntısına dayanarak aşağıdaki işlemler gerçekleştirilir. 
Örneklem değişim aralığı sürecin standart sapması ile ilişkili olduğundan, bir 
sürecin değişkenliği R değerlerinin kontrol grafiği üzerine çizilmesiyle kontrol 
edilebilir. Bu tür grafik R grafiği adını alır. R grafiğinin merkez çizgisi R dır. 
Kontrol limitlerini belirlenebilmesi için ise, kalite özelliğinin normal dağılıma sahip 
olduğunu varsayarak Rσ  şeklinde gösterilen R’lerin standart sapmasının tahmini bir 
değerine gerek duyulur. Tablo değeri olan 3d  ve 2d  değerlerinden yararlanarak, 
2
3ˆ d
RdR =σ   ifadesi ile (3.28) ve (3.29) bağıntılarından                                                
RR RUKL σˆ3+=                                                                                           (3.36) 
RR RAKL σˆ3−=                                                                                           (3.37) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=+=
2
3
2
3 313 d
dR
d
RdRÜKLR                                                                (3.38) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=−=
2
3
2
3 313 d
dR
d
RdRAKLR                                                                (3.39) 
yazılabilir. Eğer 
2
3
3 31 d
dD −=  ve 
2
3
4 31 d
dD +=  denirse, 
RDÜKLR 4=                                                                                                 (3.40) 
Merkez çizgisi = R                                                                                       (3.41) 
RDAKLR 3=                                                                                                 (3.42)  
olur. D3 ve D4 Ek-2’den elde edilir. Özetlenirse, μ  ve σ ’nın, x  ve R ile 
tahmin edildiğinde kontrol limitleri şu şekildedir; 
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x Grafiği için                                    R Grafiği için                                    
RAxÜKL 2+=                                  RDÜKL 4=  
Merkez çizgisi = x                              Merkez çizgisi = R  
RAxAKL 2−=                                   RDAKL 3=  
x ’ ların kontrol limitleri dışında olması, ilk limit dışı alt grubun ardından tüm 
parçalara etki eden genel bir değişimin kanıtıdır. Bu kontrol dışı ilk alt gruba sebep 
olan bir değişken araştırılmalıdır. Tipik sebepler arasında hammadde, personel, 
makine ekipmanı, ısı veya titreşimdeki bir değişiklik örnek verilebilir. 
Kontrol limiti dışındaki R’ ler, sürecin tekdüzeliğinin değiştiğinin kanıtıdır. 
Tipik sebepler, personeldeki değişim, hammaddeki artan değişkenlik verilebilir. R’ 
deki ani artış bir makine kazasının olabileceği konusunda bir uyarıdır. 
Rx −  ve sx −  grafiklerinde öncelikle R veya s grafiği çizilerek değişkenliğin 
kontrol altında olup olmadığı belirlenir. Eğer R veya s grafiği kontrol altında ise bu 
durumda x ’ nın kontrol altında olup olmadığı belirlenir (Gürsakal, 2002). 
R grafiği kontrol altında fakat x  grafiği incelendiğinde bazı değerler kontrol 
dışında olduğu görüldüğünde, bu kontrol dışındaki değerlerin belirli nedenlere bağlı 
olup olmadığını belirlemek gerekmektedir, nedeni belli olan değerler grafikten 
çıkarılır, grafikte yalnızca şansa bağlı değerler kalır. Kontrol dışı değerler grafikten 
çıkarıldıktan sonra kalan değerlerin yeniden merkez noktaları ve limitleri hesaplanır. 
Ancak bu durumları uygularken açıklanması gereken önemli noktalar şunlardır. 
• Grafikten nedeni belli noktalar çıkarılırken iki yol takip edilir. Birincisi bir 
grafikten bir değer çıkarılırken diğer grafikten de limitler içinde olsa dahi o 
değer çıkarılmalıdır. İkinci yol yalnızca limit dışı olan noktalar çıkarılır. 
• Nedenleri belli olan değerler çıkarıldıktan sonra, kalan noktaların merkez ve 
limit değerlerini hesaplamak için iki yöntem kullanılır. Birincisi tablodan 
noktalar silinir ve kalan noktalar için merkez ve limit değerleri hesaplanır. 
İkinci yöntem ise x  grafiğinden çıkarılan noktalar cx  ve çıkarılan nokta 
sayısı xm , R kartından çıkarılan noktalar cR , çıkarılan nokta sayısı rm ile 
ifade edilirse yeni merkez limitleri 
∑∑
==
−= X
X
m
mi
c
c
m
mi
id Xm
X
m
X 11           ∑∑
==
−= r
r
m
mi
c
c
m
mi
d Rm
R
m
R 11                          (3.43) 
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ve kontrol limitleri 
2d
Rd
d =σ  bağıntısından yararlanarak, 
dx AXÜKL σ+=                    dR DÜKL σ2=  
dx AXAKL σ−=                                                                                          (3.44) 
bağıntılarıyla hesaplanır.  
• Bazı durumlarda X kontrol grafiğinin merkezi, tolerans veya 
spefikasyonlarla belirtilen orta değer alınır. Buna bazen nominal değerde 
denir. Ancak bu deyim yanlış anlamalara yol açabilir. Nedeni de tolerans 
veya spesifikasyonlarla belirtilen orta değeri, nominal değerle aynı veya 
farklı olabilir. Eğer merkez çizgisi olarak nominal değer alınırsa, bu değer ile 
alt kontrol limiti arasındaki değerler tolerans dışı olur. Buna göre X kontrol 
grafiğinin merkezi, tolerans veya spesifikasyonlarla belirtilen orta değer 
alınırsa ve bu değer 0X  ile gösterilirse, kontrol limitleri aşağıdaki şekilde 
hesaplanır, 
dx AXÜKL σ+= 0                                                                                        (3.45) 
dx AXAKL σ−= 0                                                                                        (3.46) 
 
3.1.1.9. SX −  Kontrol Grafikleri 
Genel anlamda değişkenlikle ilgilenirken alt grupların değişim aralıkları yerine 
standart sapmalarını kullanmak daha iyi sonuç verir. Örneklem büyüklüğü 4-6 
arasında olduğunda değişim aralığı kullanılabilir. Örneklem büyüklüğü n 〉 10 
olduğunda ise, σ ’ yı tahmin etmek için değişim aralığının kullanılması etkinliğini 
yitirir. Bu durumda x ortalama ve s grafikleri kullanılır. 
Standart sapma (s) grafiğinin çizilmesinde, merkez çizgisi, AKL ve ÜKL’ ri 
aşağıdaki formüllerle belirlenir.  
m
ssss m+++= ....21 ,      ∑
=
=
m
mi
ism
s 1                                                            (3.47) 
,....21
m
xxxx m+++=      ∑
=
=
m
mi
ixm
x 1                                                           (3.48)  
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x , Grafiği için, 
RAxÜKLx 3+=                                                                                            (3.49) 
Merkez çizgisi = x                                                                                                 (3.50) 
RAxAKLx 3−=                                                                                            (3.51) 
s Grafiği için, 
sBÜKLs 4=                                                                                                   (3.52) 
sBAKLs 3=                                                                                                   (3.53) 
Bu formüllerde kullanılan, A3, B3, B4 katsayıları Ek-2’de verilmiştir. 
 
3.2.Değişkenler İçin Diğer Kontrol Grafikleri 
3.2.1.Hareketli Ortalama Grafikleri 
x  ve R grafikleri için alt grupları oluşturan örneklemlerde örneklem 
büyüklüğünün birden büyük olması gerekir. Buna karşılık, kimyasal süreçlerde 
olduğu gibi bazen birden fazla gözlem elde etmek zor olabilir veya üretim çok yavaş 
gerçekleştiği ve yeni bir ölçüm için çok zaman beklenmesi gerektiği durumlarda ve 
ölçmelerin çok pahalı olduğu veya üretilen birey sayısı çok az olduğu şartlarda yani, 
bu gibi örneklem büyüklüğünün n=1 olduğu durumlarda hareketli ortalama grafikleri 
kullanılır (Ford 1986).  
Üretim hattından, boyutu n=1 yani yalnızca bir ölçme içeren numune 
alındığında uygulanan tek ölçmeli kontrol grafiği de denilen hareketli ortalama 
grafiklerinin esası şu şekildedir. 
Zaman, zaman yapılan tek ölçmelerle nXXX ,....., 21  şeklinde bir veri dizisi 
oluşturulur. 
Oluşturulan bu dizinin aralığını hesaplamak için 3221 , XXXX −− , gibi 
farkların mutlak değeri alınır. Genel bir ifade ile dizinin aralığı 1−= ii XXMR  
bağıntısı ile hesplanır. Buna hareketli aralık denir. Kontrol grafiğinin merkez değeri 
ve kontrol limitleri aşağıdaki bağıntılarla hesaplanır. 
m
X
X i∑=                                                                                                   (3.54) 
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RX
d
RXÜKLx 659.23
2
+=+=                                                                   (3.55) 
RX
d
RXAKLx 659.23
2
−=−=                                                                   (3.56) 
Değişim Aralığı için, 
1−=
∑
m
MR
R                                                                                                   (3.57) 
RRDÜKLR 267.34 ==                                                                                 (3.58) 
03 == RDAKLR                                                                                           (3.59) 
 
3.2.2.Kısa Süreli Çalışmalar İçin Kontrol Grafikleri 
Bazı durumlarda üretim hattından X  ve R kontrol grafiklerini oluşturmak için, 
az sayıda parça üretildiği durumda, yeteri kadar numune alınamaz. Buna kısa süreli 
çalışma denir. Bu çeşit sistemleri kontrol etmek için tolerans limitlerine dayanan 
istatistik yöntemler kullanılır. Tolerans limitlerine dayanan kontrol yöntemleri 
prosesin nasıl değil, nasıl olması gerektiğini gösterir. Bunun sonucu olarak tolerans 
ile kontrol limitlerinin karıştırılması önlenmiş olur. 
Kısa süreli çalışmada istatistik yöntemler adını da taşıyan tolerans limitlerine 
göre kontrol, Z ve W kontrol grafikleri ve Z  ve W  grafikleri çizilerek yapılır. 
Z  ve W Kontrol Grafikleri 
Bu grafikler kısa süreli çalışmalar için X  ve R grafiklerinin benzeridir. 
Karışıklığa neden olmaması için X  yerine Z  ve R yerine W simgeleri kullanılır. Bu 
grafikler aşağıdaki şekilde meydana getirilir. 
Önce hedef X ve hedef R belirlenir. X ’ lerin kontrol limitleri; 
xx ÜKLXAKL 〈〈  eşitsizliği, RAXAKLx 2+=  ve RAXÜKLx 2−=  ifadeleri 
kullanılarak, 
RAXXRAX 22 −〈〈−  ve her iki taraftan X ’ lar çıkarılır ve R ’ e bölünürse, 
22 AR
XXA 〈+−〈−  eşitsizliğine dönüşür. Bu eşitsizliğe göre Z grafiğinin alt ve üst 
limitleri şu şekilde hesaplanır, 
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2AÜKLz +=                                                                                                  (3.60) 
2AAKLz −=                                                                                                  (3.61) 
Merkez çizgisi ise 0=− XX ’ da meydana geldiği için 0.0 dır. A2 değeri R ’ 
den bağımsız, ancak n numune boyutuna bağlıdır. 
R’ nin kontrol limitleride aşağıdaki şekilde hesaplanır, 
RR ÜKLRAKL 〈〈 ,  eşitsizliğinden, RDAKLR 3=  ve RDÜKLR 4=  eşitlikleri elde 
edilip, tekrar düzenlenirse,  
RDRRD 43 〈〈  eşitsizliği elde edilir, bu eşitsizliği R ’ ya bölünürse, 43 DR
RD 〈〈  
eşitsizliği elde edilir. 
Bu sonuçlara göre W grafiğinin üst ve alt kontrol limitleri, 
4DÜKLW =                                                                                                   (3.62) 
3DAKLW =                                                                                                   (3.63) 
Merkez çizgisi ise RR = ’ te meydana geldiği için 1.0 dır. D4 ve D3 değerleri 
R ’ den bağımsız, ancak n numune boyutuna bağlıdır. 
Bu şekilde oluşturulan Z kontrol grafiğine Z değerleri, 
Rhedef
XhedefXZ −=                                                                                          (3.64) 
W kontrol grafiğine W değerleri, 
Rhedef
RW =                                                                                                 (3.65) 
Bağıntılarıyla hesaplanarak bulunur.  
Hedef X ve hedef R değerleri, önceki kontrol grafiklerinden, daha önce 
toplanan verilere dayanarak, hedef mXX ∑= , hedef ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2
2
c
dsR  bağıntıları ile 
bulunur. Burada m-ölçmelerin sayısı, s-m sayısına göre numunelerin standart 
sapmaları, d2- numunenin n boyut sayısına bağlı R için merkez değerin katsayısı, c4- 
m ölçme sayısına bağlı s için merkez değerin katsayısı, benzeri parçalar üzerine 
önceki deneyimlerine dayanarak, tolerans veya spefikasyonlara dayanarak, bulunur. 
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3.3.Kontrol Grafiklerinin Analizi 
Kontrol grafiklerinin en önemli özelliği kontrol edilen prosesin kontrol altında 
olup olmadığını göstermeleridir. Bu durum kontrol grafiklerinde bulunan değerlerin 
rasgele (şansa) veya sistematik (belirli nedene) nedenlere bağlı olmalarından 
kaynaklanır. Bir kontrol grafiğinde yalnızca rasgele değerler bulunursa, proses 
kontrol altındadır diğer bir deyişle kararlıdır. Rasgele değerlerin dışında sistematik, 
olan değerler de bulunursa proses kontrol dışındadır diğer bir deyişle kararsızdır. 
 
3.3.1.Kontrol Altında Bulunan Prosesler 
Kontrol altında bulunan proseslerin kontrol grafiklerindeki değerleri, doğal 
kalıp denilen belirli bir dağılım gösterirler. Rasgele olma özelliği taşıyan bu kalıbın 
daha iyi anlaşılabilmesi için üst kontrol (ÜKLx) ve alt kontrol (AKLx) limitleri 
arasındaki alan, merkez çizgisinin üstünde ve altında A, B, C olarak simgelenen üçer 
bölgeye (toplam altı) ayrılır. Kontrol limitleri merkez çizgisinden 3± standart sapma 
( )xσ3±  ilkesine göre yerleştirilmiştir. C bölgeleri merkez çizgisinin her iki tarafında 
1’ er standart sapma ( )xσ1±  arasında bulunur. B bölgeleri merkez çizgisinin her iki 
tarafında 1 ile 2 standart sapma sınırı ( )xσ2±  arasında bulunur. A bölgesi merkez 
çizgisinin her iki tarafında 2 ile 3 standart sapma ( )xsıınır σ3±  arasında bulunur. Bu 
şartlara göre kontrol altında bulunan proseslerin doğal kalıbın özellikleri şu şekilde 
gösterilir: 
• Değerlerin yaklaşık %34’ ü C bölgesinde (toplam %68) 
• Değerlerin yaklaşık %13,5’ i B bölgesinde (toplam %27) 
• Değerlerin yaklaşık %2,5’ i A bölgesindedir (toplam %5) 
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Şekil 3.2. Kontrol Grafiğinin Bölgelerinin Belirlenmesi 
 
Kontrol limitlerinin tayininde 3 standart sapma ( )xσ3±  ilkesi kullanıldığında 
rasgele değerlerin (noktaların) % 0.27’ i (yaklaşık binde 3) limit dışında bulunur. 
Buna bağlı olarak iki çeşit hata yapılabilir. İstatistikte I. Tip hata denilen hatalardan 
birincisinde, bu değerler rasgele olmasına karşın, sistematik değerlermiş gibi ele 
alınabilir. II. Tip hatada ise, sistematik değerlere, rasgele değerler olarak bakılabilir. 
Bu hataların ana kaynağı yukarıda açıklandığı üzere kontrol limitlerinin xσ3±  
ilkesine göre tayin edildiği içindir. Bu hataları vermesine karşın ekonomik olarak çok 
iyi sonuçlar verdiği için kabul edilmiştir. 
 
3.3.2.Kontrol Dışı Prosesler 
Kontrol dışı prosesler, yalnızca bir veya birkaç değerin kontrol dışında 
bulunması durumunda değil, değerlerin rasgele niteliğini taşıyan doğal kalıp şeklinde 
yerleşmemesi durumunda da olabilir. Tüm noktalar kontrol limitleri içinde olmasına 
karşın noktaların yerleşmesi rasgele nitelikte olmayabilir. Bazen sıralı dizimlimler 
olabilir. Bu tip durumlarda bu noktalar hata niteliği taşımaktadır ve bir nedeni vardır. 
Bu rasgele olmayan tüm yerleşimler kontrol grafiklerinden çıkarılmalı, merkez ve 
kontrol limitleri kalan değerlere dayanarak hesaplanmalıdır. 
Bir prosesin kontrol dışı olması düşünüldüğü kadar kötü bir şey olmayıp 
proseste bir aksaklık olduğunu göstermektedir. Bu aksaklığın nedeninin bulunup 
ortadan kaldırılmasına yardımcı olur ve prosesle birlikte kalitenin de iyileşmesini 
sağlar. 
Merkez çizgisi 
A Bölgesi 
B bölgesi 
C bölgesi 
A bölgesi 
B bölgesi 
C bölgesi 
+3s 
+3s 
+2s 
+2s 
+1s 
+1s 
ÜKL 
AKL 
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Aşağıdaki şekillerde kontrol dışı durumlar grafikler üzerinde sebepleri 
açıklanarak gösterilmiştir (Akkurt, 2002). 
Üç sigma kontrol limitlerine göre şekil-3.2’de olduğu gibi üç bölgeye bölünür. 
Bu bölgelere göre kontrol dışı olma durumu şu şekilde belirlenir. 
1. A bölgesinin ötesinde bir nokta. 
2. A veya daha ötesindeki bölgelerde üç noktadan ikisinin bulunması. 
3. Beş noktadan dördünün B bölgesi veya ötesinde bulunması. 
4. C bölgesi veya ötesinde 8 nokta bulunması.  
 
 
Şekil 3.3. Kontrol Grafiğinin Yorumlanması 
 
Şekil-3.3  kontrol grafiğinin nasıl yorumlanacağını göstermektedir. Yıldızlı 
noktalar gözden geçirilirse şunlar söylenebilir: 
• 1 sayısı ile gösterilen nokta A bölgesinin ötesinde olduğu için süreç kontrol 
dışındadır. 
• 2 sayısı ile gösterilen üç noktada ikisi A bölgesinde olduğu için süreç kontrol 
dışındadır. 
• 3 sayısı ile gösterilen 5 noktadan dördü B bölgesinde olduğu için süreç 
kontrol dışındadır. 
*   1   
*   
* * 2 
 *     *  *     * 3 
* 
*     * 
* 
           
*          * 
*        * 
* 
Merkez çizgisi
Üst kontrol limiti 
 Alt kontrol limiti
4 
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• 4 sayısı ile gösterilen 8 nokta C bölgesinde olduğu için süreç kontrol 
dışındadır. 
Diğer bir test ise, bir merkez çizgiye göre yapılan diziler testidir ve bu testle 
verilen ardışık veriler merkez çizgiye göre değerlendirilir ve şu durumlarda bir 
kaymanın olduğu söylenebilir. 
• Onbir ardışık veri noktasının en azından onunun merkez çizgisinin aynı 
tarafında olması. 
• Ondört ardışık veri noktasının en azından on ikisinin merkez çizgisinin aynı 
tarafında olması. 
• Onyedi ardışık veri noktasının en azından on dördünün merkez çizginin aynı 
tarafında olması. 
• Yirmi ardışık veri noktasının en azından on altısının merkez çizgisinin ayrı 
tarafında olması. 
RveX  grafiklerindeki kontrol limitleri içinde olmasına karşın kontrol dışı olan 
durumlar aşağıdaki grafiklerde gösterilmiştir ve bunların olası sebepleri 
açıklanmıştır. 
• X  Grafiği için 
   
 Şekil 3.4. Sıçramalı Kayma 
 
Bu durumun olası nedenleri, makine ayarında değişme, farklı operatör, farklı 
malzeme yöntem ve süreç, bir makine parçasındaki küçük bir arıza, ölçme ekipmanı 
tekniği ve ayarı, aşırı kontrol, yeni mastar, bağlama elemanı değişikliği, değiştirilmiş 
parça, vb. (Şekil 3.4). 
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Şekil 3.5.  Herhangi Bir Yöne Olan Eğilim 
 
Bu grafikteki oluşumun olası nedenleri, alet aşınması yavaş bir şekilde ekipman 
aşınması, mevsim değişimleri (sıcaklık, nem), bağlama elemanlarındaki kir talaş 
birikmesi, soğutucu sıcaklığındaki değişiklik, operatörün yorgunluğu (Şekil 3.5). 
 
  
Şekil 3.6. Tekrarlayan Çevrimler 
Bu durumun olası nedenleri; farklı malzemeler, mevsimsel etkiler (sıcaklık, 
nem), voltaj dalgalanmaları, farklı süreçlerin belirlenmesi, kimyasal yada fiziksel 
süreçler, operatörlerin periyodik rotasyonu, hassas olmayan ölçme ekipmanı, 
hesaplama ve çizim hataları, ayar tutmayan tezgah (Şekil 3.6). 
 
Şekil 3.7. İki Evren 
 
Bu grafiğin oluşumunun olası nedenleri; Malzeme kalitesinde büyük 
değişiklikler, aynı şemayı kullanan iki yada daha çok tezgah, ürün ölçme 
yöntemlerindeki büyük farklılıklar (Şekil 3.7). 
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Şekil 3.8. Bir Nokta Dışarıda (Eğilim Yok) 
 
Bu kontrol grafiğinin oluşumunun olası nedenleri; Ani güç artışı, Tek bir 
parçanın sertliği, Aletin kırılması (Şekil 3.8). 
• R Grafiği İçin 
 
Şekil 3.9. Orta Çizgi Üzerinde Sıçramalı Kayma 
 
Olası nedenleri; dişli devrinde ani artış, malzeme değişimi, deneyimsiz 
operatör, hatalı hesaplama, aşırı hız ve besleme, yeni operatör, yöntemlerde 
değişiklik, süreç değişkenliğinde uzun erimli artış, yeni aletler, bağlama elemanı 
değişimi (Şekil 3.9). 
 
Şekil 3.10. Artış Eğilimi 
 
Bu grafikteki oluşumun sebepleri; operatörün yorgunluğu, malzeme 
homojenliğinde azalma eğilimi, bazı makine parçaları ve/ya bağlama elemanlarında 
değişiklik, bakım gereksinimi, alet aşınması (3.10). 
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Şekil 3.11. Azalma Eğilimi 
 
Bu durumun nedenleri; operatör becerisinde iyileşme, malzeme 
homojenliği/tekdüzeliğinde iyileşme, daha iyi bakım programı, bir önceki 
operasyonun çıktısında iyileşme (Şekil 3.11). 
 
Şekil 3.12. Tekrarlanan Çevrimler 
 
Nedenleri; operatör yorgunluğu, yağlama çevrimleri, operatör rotasyonu, 
vardiyalar arasında olan değişimler, aşınmış aletler (Şekil 3.12). 
 
Şekil 3.13. İki Evren 
 
Nedenleri; Aynı grafiği kullanan farklı tezgah ve operatörler, Farklı 
tedarikçilerden gelen malzemeler (Şekil 3.13). 
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Şekil 3.14. Bir Nokta Sınır Dışı (Eğilim Yok) 
Kaynak: (Griffith, 1989) 
 
Bu grafiğin oluşum nedenleri; Aşırı güç artışı, Tek bir parçanın sertliğindeki 
farklılık, aletin kırılması (Şekil 3.14). 
Yukarıdaki açıklamalardan sonra şu sonuçlar elde edilir; X grafiği değerlerin 
merkezleme durumunu, R veya s grafiği değerlerin dağılım durumunu gösterirler. Bu 
nedenle bu grafikler X ve R veya X ve s şeklinde çift olarak oluşturulmalıdır. X 
grafiği esasen donanım durumunu gösterir. R veya s grafiği operatör, malzeme vb. 
gibi faktörlerin durumunu yansıtır. X grafiğinde ve R veya s grafiğinde tüm değerler 
kontrol limitlerin içinde bulunduğu durumda, ürün merkezleşmiş ve düzgün sayılır 
ve proses kararlı olup kontrol altındadır. X kartındaki numune ortalamaları kontrol 
içinde, ancak R veya s grafiğinde numune aralıkları veya standart sapmaları kontrol 
dışında olduğu durumda ürün yine merkezleşmiş durumdadır fakat, dağılım çok 
geniştir. Proses kararsız olup kontrol dışıdır ve durumun araştırılması gerekir. Bu 
sebepten dolayı, X grafiğinin kontrol limitleri R değerine göre hesaplandığı için, ilk 
önce R grafiğinin çizilmesi gerekir çünkü bu grafik kontrol dışı çıkarsa, X  kartının 
oluşturulması pek anlam ifade etmez.  
X kartında numune ortalamaları kontrol limitleri dışında, ancak R veya s 
grafiğinde numune aralıkları veya standart sapmaları kontrol limitleri içinde olduğu 
durumda, üretimin dağılımı düzgün olmakla beraber sağa veya sola kaymış 
durumdadır. Proses kararsız olup kontrol dışıdır ve bu durumun araştırılması 
gereklidir. X grafiğinde numune ortalamaları ve R veya s grafiği numune aralıkları 
veya standart sapmaları kontrol limitleri dışında olduğu durumda, proses hem 
ortalamaya göre kaymış, hem de çok geniş dağılım göstermektedir. Bu durumda 
proses karasız olup kontrol dışıdır ve bu durumun araştırılması gereklidir. 
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3.4.Kontrol Grafiklerinin Esasları 
Bir ürünün proses denilen bir üretim hattında üretilmesi esnasında üretilen 
bireyler biribirinden azda olsa farklı olur ve merkezi bir değerin etrafında standart 
sapma ile değerlendirilen bir dağılım gösterir.  
Tasarım sırasında ürünün, fonksiyonunu en iyi şekilde meydana getirecek 
kritere göre, toleransları tayin edilir. Üretimde ürün, genelde proses denilen belirli bir 
tesisatta veya tezgahta üretilir. Bu tezgah veya tesisat ürünleri, bir merkezi ve 
standart sapması olan kendine özgü bir dağılım çerçevesinde üretmektedir. Üretim 
sırasında gerçekleşen kalite kontrol faaliyeti birey (ürün, parça) ve/veya prosese 
yöneliktir. Birey kontrolü ürünün ölçme, deney veya gözlemle elde edilen özelliğin 
değerine dayanmaktadır. Proses kontrolü ise üretim hattından alınan numunelerin 
ortalamalarına göre yapılır. Buna göre kontrol sırasında üç faktörün dikkate alınması 
gerekir. Tasarım sırasında tayin edilen toleranslar, diğer taraftan üretim sırasında 
gerçekleşen birey (ürün) kontrolü ve proses kontrolü. Toleranslar, üretim prosesini 
dıştan sınırlayan bir koşuldur. Proses dağılımı ise, üretimi proses içinden gelen bir 
sınırlamadır. Birey kontrolü toleranslarla ilişkilidir ve esasen toleransların 
belirlendiği dağılım ile proses dağılımının karşılaştırılmasıdır durumudur. Proses 
kontrolü toleranslarla ilişkili değildir. Budan dolayı bu tip kontrolde kontrol limitleri, 
bu kontrol tipine özgü bir şekilde tayin edilir. 
Bu açıklamaların sonucunda ilk önce birey değerleri ile ortalama değerleri 
arasındaki fark açıklanacaktır. Küme belirli özelliklere sahip bireylerin topluluğudur. 
Dolayısıyla bireyler kümeyi temsil eder ve kümeye ait özellikler ve koşullar bireye 
de aittir. Özellik bakımından kümenin iki önemli özelliği ortalama ( )μ  ve standart 
sapma ( )σ  değerleri vardır. Bu değerler sabittir ve kümeyi oluşturan tüm bireylere 
aittir. Koşul olarak tasarım sırasında tayin edilen toleranslar kümeye aittir ve 
dolayısıyla tüm küme bireyleri toleransların getirdiği sınırlamak uymak zorundalar. 
Bu nedenle birey kontrolü toleranslara göre yapılır ve bunlarla ilişkilidir. 
Proses kontrolü numune ortalamalarına göre yapılmaktadır. Numuneler 
kümeden alınan belirli sayıda bireylerden oluşur. Her numunenin birer ortalaması 
( )X  ve standart sapma (s) vardır. Ancak bunlar numuneden numuneye değişkenlik 
gösterir. 
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İstatistikte Merkez Limit Teoremi’ ne göre küme dağılımı normal dağılım 
olmazsa dahi, kümeden alınan numunelerin, numune boyutları dört veya daha büyük 
olduğu durumda, ortalamaların dağılımı normal bir dağılım gösterirler. Bu nedenle 
kontrol kartlarında bireylerin dağılımı değil de ortalamaların dağılımı alınmaktadır. 
Merkez limit teoremine göre bireylerin dağılımı ne olursa olsun, ortalamaların 
dağılımı normal dağılım olur. 
Bu sonuca göre kümeden alınabilecek tüm numunelerin ortalamaların 
ortalamaları ( )X  küme ortalaması ile eşit olacaktır ( )μ=X . Tüm numuneler 
alınmasa dahi yine de istatistiği beklenen eylem ilkesine göre numunelerin 
ortalamaların ortalaması yaklaşık küme ortalamasına eşit olacaktır. Standart 
sapmalara gelince numune ortalamaların standart sapması ( )xσ , küme yani bireylerin 
standart sapması ( )σ ’ dan daha küçüktür. Daha önce belirtildiği gibi kümenin 
standart sapması  ( )σ  ile numune ortalamaların standart sapması ( )xσ  arasında (..) 
bağıntısına göre 
nx
σσ =  ifadesi vardır. Burada “n” numune boyutudur. Bir çok 
durumda kümenin standart sapması ( )σ  bilinmemektedir ve bunun yerine bir 
değerlendirici ( )dσ  kullanılmaktadır. Numune aralıklarının R  ortalaması veya 
numunelerin standart sapmaların s ortalaması göre küme standart sapmasının 
değerlendiricisi, 
4c
s
d =σ   
2d
R
d =σ  
şeklinde yazılabilir. Burada d2, c4  Ek.15’ de n = 20’ ye kadar verilen 
katsayıdır. 20〉n  için ( )( )⎥⎦⎤⎢⎣⎡ −−= 34144 nnc  bağıntısı ile hesaplanır. Küme 
(bireylerin) dağılımın tabanı, numune ortalamaların dağılımına göre, yaklaşık iki 
misli daha geniştir. Bunun nedeni de numune ortalamaların standart sapması xσ , 
kümenin standart sapması σ ’ dan daha küçük ve dolayısıyla σσ 33 〈x  olmasıdır. 
Dağılımın yüksekliği frekansa bağlı olduğu için kümeninki daha büyüktür. Ancak 
frekans yerine izafi frekans kullanılırsa, her iki dağılım için eğrinin altındaki alan 1 
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(%100) olduğu için, bu koşulu yerine getirmesi için ortalama dağılımın tabanı daha 
küçük olduğundan, yüksekliği küme dağılımından daha büyük olacaktır. Bu 
bakımdan kontrol grafikleri numune ortalamalarını temsil ettiği için, kontrol 
grafiklerinin merkez çizgisinden σ3+  ve σ3−  mesafede değil de xσ3+  ve xσ3−  
mesafede bulunurlar. 
Kontrol grafikleri ile istatistikleri hipotez testleri arasında sıkı bir bağlantı 
bulunmaktadır. Kontrol grafikleri prosesin kontrol altında bulunduğuna dair bir 
hipotez testidir. İstatistikte belirli bir olayın kabulü veya reddi için hipotez testleri 
kullanılır. Kume hakkında bilgi edinmek çok zor ve bazı durumlarda imkansızdır. Bu 
nedenle bir çok durumda sayıları daha az olan kümeden numuneler alınır, bunlar 
özelliklerine (ortalama, standart sapma) dayanarak, küme özellikleri tahmin edilmeye 
çalışılır. Diğer bir deyişle numune bilgilerine göre, küme hakkında karar verilir; buna 
istatistiksel karar denir. İstatistiksel kararda ilk önce kümenin bir veya birçok 
parametreleri hakkında, ana hipotez ve alternatif denilen iki hipotez yapılır. Örneğin; 
bir pompa kümesinin debileri ortalaması 30 I/dak ( )30=μ  ve 30 I/dak değil 
( )30≠μ  hipotezleri. Bunlardan birincisi, 30=μ  I/dak ana hipotez ikincisi, 
30≠μ I/dak alternatif hipotezdir. Birincisi doğru olmadığı durumda ikincisi 
doğrudur sonucuna varılır. Genelde ana hipotez H0, alternatif hipotez H1; 
ortalamanın aldığı 30 değeri 0μ  ve alternatif hipotezde ortalamanın aldığı değer 
1μ ile gösterilir ve şu çıkarımlar yapılır, 
30:0 =μH         veya          00 : μμ =H  
30:1 ≠μH                           011 : μμμ ≠=H  
şeklinde yazılır. 0H  ana hipotezine sıfır hipotezi de denir. Ancak alternatif 
hipotez yani 30≠μ  yazıldığı durumda μ ; hem 30’ dan daha büyük ( 30〉μ ) hem de 
30’ dan daha küçük ( )30〈μ  olabilir anlamına gelir. Buna da iki uçlu alternatif 
hipotez denir. Bununla beraber μ  sadece 30’ dan daha büyük veya 30’ dan daha 
küçük olabilir, bu durumda hipotezler, 
30:0 =μH            30:0 =μH  
30:1 〉μH    veya   30:1 〈μH  
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Hipotezler kurulduktan sonra bunlar hakkında karar vermek için hipotezler test 
edilir. Hipotezlerin testi genelde ana hipoteze uygulanır ve testen alınan sonuç kabul 
veya red şeklinde olur. Ana hipotezin kabulü, alternatif hipotezin retti, ana hipotezin 
retti, alternatif hipotezin kabulü anlamına gelir kısacası aşağıdaki şema oluşturulur. 
Bu konular 2. Bölüm’de verilen alt başlıklarda ayrıntılı olarak açıklanmıştır. 
• 301 =H  kabul 301 ≠H  ret 
• 301 =H  ret 301 ≠H  kabul 
Ancak bu testler yapılırken, ikisi yanlış ve ikisi doğru esasen dört ihtimal 
ortaya çıkar. P ihtimali adını da taşıyan bu ihtimaller şu şekilde sıralanır; 
• 0H  doğru olduğu halde reddedilir, α=P  ihtimali, yanlış karar, I.tip hata. 
• 0H  doğru olduğu halde, kabul edilir, α−= 1P  ihtimali, doğru karar. 
• 0H  doğru olmadığı halde, kabul edilir, β=P  ihtimali, yanlış karar II.tip 
hata. 
• 0H  doğru olmadığı halde, reddedilir, β−=1P ihtimali, doğru karar. 
Görüldüğü üzere iki tip hata meydana gelme olasılığı mevcuttur. 
• Birincisi, 0H  doğru olduğu halde, reddedilir, buna I. Tip hata denilir ve 
α ihtimali olarak gösterilir. 
• İkincisi, 0H  doğru olmadığı halde, red edilir, buna II. Tip hata denilir ve β  
ihtimali ile gösterilir.  
Esasen hipotez testleri için, incelenen olaya ilgili bir dağılım eğrisi kabul 
ederek kritik değerlerle tayin edilen kabul ve ret alanları belirlenir. Bu alanlar burada 
güven sevyesi adını taşıyan α değerine bağlıdır. Hipotez testleri ile karar verme 
faktörü hesaplanır ve bu faktör kabul alanın içinde ise, 0H  hipotezi kabul, aksi 
durumda ret edilir. 
Hipotez testleri ise aşağıda gösterildiği şekildedir, 
• Kümenin σ  standart sapması bilindiği durumda normal dağılma dayanan z-
testi 
• Kümenin σ  standart sapması bilinmediği durumda, duruma göre t dağılımına 
dayanan t-testi ve F dağılımına dayanan F-testi uygulanr. 
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Kalite kontrol alanında sıfır hipotezi :0H  tüm X ’ ler xX σ3±  arasında 
bulunduğudur. Bu duruma göre, 
• 0H  hipotezi doğru olduğu tüm X ’ ler xX σ3±  arasında bulunduğu 
anlamına gelir proses kabul edilir. 
• 0H  hipotezi yanlış olduğu durumda X  bu aralığın dışında olduğu anlamına 
gelir ve proses ret edilir. Kalite kontrolde sıfır hipotezinin kabulü prosesin 
kontrol altında yani kararlı olduğu, sıfır hipotezinin reddi prosesin kontrol 
dışı yani kararsız olduğu anlamına gelir. 
Yukarıdaki bu durumlarda karar verilirken istatistikteki I. Tip ve II. Tip hatalar 
denilen hatalar yapılabilir. 
Prosesin doğru  ( =0H Doğru) olduğu durumda daha önce belirtildiği gibi, 
dağılım sınırları xσ3±  alındığı için ortalamaların 100-99.73= % 0.27’ si kontrol 
limitlerinin dışında bulunacaktır. Eğer xσ4±  alınırsa o zaman X ’ lerin yalnızca 
100-99.994 = % 0.06 kontrol dışı olacaktır. Aradaki fark çok küçük olduğu için 
xσ3±  limitleri yaygın bir şekilde kullanılmaktadır. 
 
3.5.Özellikler İçin Kontrol Grafikleri 
Değişkenlere ait yani ölçülebilen değerlerle ilgili kalite kontrol grafikleri 
üzerinde gerekli açıklamalar yapıldıktan sonra, bu alt başlıkta ise gözlem ve ölçme 
yoluyla elde edilen nitelik özelliklerinin kalite kontrolünde kullanılan grafiklerin 
oluşturulması açıklanacaktır. 
Değişken verilerde olduğu gibi, özellik verilerin de spesifikasyon veya 
toleranslarla karşılaştırılması sonucu olarak,  uygun olup olmadığı gösterilir.  Bu 
nedenle özellik verileri için genelde “uygun” “uygun değil” nitelikleri kullanılabilir. 
Fakat olayları daha iyi ifade ettiği için “kusurlu” “kusursuz” ifadelerini kullanmak 
daha doğru olacaktır. Üretim işlemi sonucunda kaliteyle ilgili özellikler kusurlu 
olarak ifade ediliyorsa, kalite süreksiz değişkenlik gösteren niteliklere sahip 
olmaktadır. Kusurluluk süreksiz değişkenlik gösteren bir özelliktir. Kalite 
özeliklerinin süreksiz değişkenlik gösterdiği durumlarda farklı kontrol grafikleri 
kullanılır, P ve C gibi (Tekin, 1993: 378). 
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 Kusurlu ve kusursuz ifadelerinin üzerinde durmak gerekirse kusur, bir ürün 
veya hizmetin kalite özelliğinin, belirli bir spesifikasyon isteğini karşılamaması 
anlamına gelir. Kusurlu ise, en az bir kusura sahip bir ürünü veya hizmeti ifade eder. 
Tolerans veya spesifikasyondaki isteklere uymayan bir buzdolabın rengi bir 
kusurdur. Buzdolabı ise kusurlu bir üründür.  
Genelde kusurlu bir ürün, bir veya bir çok kusurlar içerebilir. Ancak bu 
kusurlar aynı ağırlıkta değildir. Kusur bakımından özellik verileri üç sınıfa ayrılır. 
• Kritik kusur, ürün kullanılmaz 
• Önemli kusur, bazı tamirlerden sonra ürün kullanılabilir 
• Önemsiz kusur, ürün kullanılabilir. 
Özellikler için kontrol grafikleri iki gruba ayrılır, kusurlu ürünlere ve kusurlara 
ait kontrol grafikleridir. Kusurlu ürünlere ait en önemli kontrol grafiği p-grafiğidir, 
bu grafiklerde kusurlu ürünler oran veya yüzde olarak ifade edilir, istatistik olarak bu 
gruba ait kontrol grafikleri temeli binom dağılımına dayanır. Kusurlarla ilgili en 
önemli kontrol grafiği c-grafiğidir. Bu grafik ürünlerin kontrolünde kusur sayısını 
verir. Bununla ilgili diğer bir grafikte u-grafiğidir. Bu gruba giren grafiklere istatistik 
bakımdan poisson dağılımına dayanır. p-grafikleri ile ilgili en önemli husus numune 
veya grup boyutunun sabit veya değişken olmasıdır. 
 
3.5.1. p-Grafiğinin Teorik Esasları 
p-grafiği kalite kontrolünde, bir ürün hattından kusurlu ürün oranını göstermek 
için kullanılır. P-grafiği çok esnek bir kontrol yöntemidir. Bu grafik yanılızca bir 
kalite özelliğini bir grup kalite özelliklerini tüm ürünü kontrol etmekle beraber bir 
işleme merkezinin, bir atölyenin veya tüm farikanın kontrolü için kullanılabilir. 
Bu grafik binom dağılımına dayanır. Binom dağılımınında dahil olduğu ayrık 
ayrık dağılım fonksiyonları, kusurlu ve kusursuz olarak nitelenen yalnızca iki 
ihtimalin değerlendirilmesi için kullanılır. Kusurlu olasılığı p, kusursuz olasılığı, q 
=1-p olarak gösterilir. Buna göre bir üretim hattından alınan numune veya grup 
boyutu n olursa, numune veya gruptaki kusurlu ürün oranı, 
n
npp =                                                                                                          (3.66) 
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olur, normal olarak proseslerde kusurlu oranı 05.0〈p dır. Bu nedenle anlamlı bir 
grafik oluşturmak için kontrol edilen numune sayısı çok olmalıdır. 
X  ve R grafiğinde olduğu gibi p-grafiğinin oluşturulmasında aşağıdaki adımlar 
izlenir. 
• Kontrol edilecek kalite özelliğinin seçilmesi 
• Numune veya grup boyutunun ve sayısının tayin edilmesi 
• Verilerin toplanması 
• Merkez ve kontrol limit değerlerinin hesaplanaması 
• Kontrol grafiğinin çizilmesi 
• Değiştirilmiş kontrol grafiğinin çizilmesi 
• Kontrol grafiğinin analizi 
 
Bu adımlar daha önce detaylı olarak açıklanmıştır. Bu detaylara ek olarak şu  
açıklamalar yapılabilir: 
1. Kontrol edilecek kalite özelliğinin seçilmesi, önemli olan p-grafiğinin hangi 
amaçla kullanılacağıdır. Bu grafik tek bir özellik, özellikler grubu, bir ürüne 
uygulanacağı gibi bir prosesin, iş yerinin, atölyenin ve tüm fabrikanın kalite 
kabiliyetini belirlemek için kullanılır. Dolayısıyla kontrol için seçilen kalite 
özelliği veya özellikleri, kontrol amacını en iyi belirleyecek şekilde olmalıdır. 
2. Numune veya grup boyutunun ve sayısının tayin edilmesi, numune veya grup 
boyutu, kusurlu sayısının ortalaması (np), grafikte temsil edilebilen bir sayı 
olması dikkatte alınarak belirlenir. Genelde iyi sonuç almak için grup 
boyutunun en az  n = 50, numune veya boyut sayısına gelince en az 25 olarak 
önerilir. Ancak bu sayıya ulaşmak zor olacağından daha az sayı ile çalışmak 
yeterlidir. Önemli bir nokta grup boyutu sabit veya değişken olmasıdır. Bu 
durum kontrol limitlerinin hesabını etkilemektdir. Budan dolayı grup 
sayısının sabit alınması en doğru karardır. 
3. Veri toplama, veriler direkt üretim hattından veya daha önceki kontrollerden 
toplanır. 
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4. Merkez ve Kontrol Limit Değerlerinin Hesaplanması, iki şekilde 
yapılmaktadır. Birincisi grup boyutu sabit ise, grafiğin merkez değeri kusurlu 
oranlarının ortalamasıdır ( p ). 
∑
∑=
n
np
p                                                                                                      (3.67) 
bağıntısı ile hesaplanır. σ3  esasına dayanan kontrol limitleri, 
 
( )
n
pppÜKL −+= 1                                                                                    (3.68) 
( )
n
pppAKL −−= 1                                                                                    (3.69) 
bağıntıları ile belirlenir. 
İkincisi grup boyutları değişken ise, % 100 kontrol yapılan işletmelerde günlük 
üretim miktarının aynı olmaması, makinaların bozulması veya başka nedenlerden 
dolayı meydana gelmesinde kullanılır. Merkez değeri grup boyutu sabit olduğu 
durumdakiyle eşit şekilde bulunur. 
 
∑
∑=
n
np
p                                                                                                      (3.70) 
Fakat kontrol limitleri her grup için, 
 
( )
1
1
n
pppÜKL −+=                                                                                    (3.71)                        
( )
1
1
n
pppAKL −−=                                                                                   (3.72) 
 Bağıntıları ile ayrı ayrı hesaplanır. Bu formülerdeki n1 1. ci grubun numune 
boyutudur. Hesaplamalarda alt kontrol limiti negatif çıkabilir, bu teorik bir değerdir. 
Normalde negatif kusurlu oranı olamayacağından negatif değer 0 (sıfır) alınır. Esasen 
kusurlu oranının sıfır olması hiçbir kusurlu ürün olmadığını, yani kalite bakımından 
en iyi durumu gösterir. Yani alt kontrol limiti pozitif olduğu durumlarda, bu limitin 
altına düşen bir nokta, sıfıra yaklaştığı için iyi bir kalite durumu gösterir. Fakat aynı 
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zamanda bu durum prosesin kontrol dışı olduğunu da gösterdiği için yanıltıcı 
olabileceği düşüncesi ile durumun dikkatle incelenmesi gerekir. Bu yanılma 
değerlerin yanlış kaydedilmesinden kaynaklanabilir. Ancak doğruda olabilir. Bu gibi 
durumlarda amaç kalite iyileştirmesi olduğundan bunun nedenlerini bulmak ve 
yaygınlaştırmak amacıyla inceleme yapılmalıdır. 
 
3.5.2.Değiştirilmiş (standart) p-Grafiği 
Geçici kontrol grafiğinde kontrol dışı olan noktalar incelenir ve bu noktaların 
sebepleri araştırılır. Kontrol dışı bir nokta bulunur ve bunun sebebi belirlenirse bu 
nokta veya noktalar grafikten çıkarılır ve aynı zamanda bu sebepleri ortadan 
kaldırmak için önlemeler alınır. Kontrol grafikleri yalnızca rasgele değerlere bağlı 
olduğunda prosesin kontrol altında olup olmadığını gösterir. Bu nedenle sebepleri 
belli olan kontrol dışı noktalar, grafikten çıkarılır. Kalan değerlerle tekrar merkez ve 
kontrol limitleri hesaplanır ve bir süre geçerli olan standart Kontrol grafiği 
oluşturulur. Standart kontrol grafikleri belli bir süreden sonra tekrar değiştirilir ve bu 
şekilde oluşturulan grafiklerde belirli zaman diliminde kalitenin iyileştirilmesi 
görülür.                                         
 
3.5.2.1.p-Kartının Analizi 
Elde edilen her grafik analize tabi tutulur. Önemli olan yalnızca kontrol dışı 
noktalar olmayıp, X  ve R grafiğinde gösterildiği gibi, kontrol içindeki noktaların 
kalıp şeklinde yerleşmesi de önemlidir. Her analizden sonra gerek kontrol dışı, 
gerekse kontrol limitleri içindeki nokta kalıpları incelenir, nedenler tespit edilir ev 
önlemler alınarak sorun giderilir. Grafikte mümkün olduğu kadar şansa bağlı 
değerler bulunmadır. 
 
3.5.3.c-Kartı 
Özelik verileri ile ilgili elde edilen diğer kontrol grafikleri kusurlu oranı veya 
sayısı yerine, numune veya ürüne ait kusur sayısını kullanan kontrol grafikleridir. Bir 
üretim hattından numuneler alınarak her numunedeki kusur sayısı tespit edilir ve 
bunlara ait kontrol grafikleri çizilir. Bir ürüne  ait kusur sayısı tespit edilir ve 
bunların kontrol grafiği çizilir. Numuneler ait kusur sayısı c-kartı, ürüne ait kusur 
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sayısı u-kartı ile ilişkilendirilir. Kusur sayısına bağlı kontrol grafikleri Poisson 
dağılımına dayanmaktadır. Bu durumlar çerçevesinde kusur sayısı ile ilgili kontrol 
grafiklerinin iki şartı yerine getirmelidir. 
• Kusur sayısının ortalaması, mümkün olan tüm kusur sayısından çok daha az 
olmalıdır. 
• Kusurların meydana gelme şansı biribirinden bağımsız olmalıdır. Başka bir 
deyişle bir kusurun meydana gelmesi, bir sonraki kusurun meydana gelmesi, 
bir sonraki kusurun meydana gelme şansını etkilemelidir. 
Bütün kontrol grafiklerinde olduğu gibi burada da kontrol limitleri, merkez 
değerlerine göre σ3  esasına göre belirlenmektedir. Bu da normal dağılım esaslarına 
göre kusurların % 99.73’ ü kontrol limitlerinin arasında bulunmaktadır anlamına 
gelmektedir. c-kartı, c olarak simgelenen numunelere ait kusur sayısını temsil etmek 
için kullanılır. diğer grafiklerde olduğu gibi c-grafiğinin oluşturulmasındaki 
kademeler şunlardır, kalite özelliğinin seçilmesi, numune veya grup sayısının ve 
boyutunun seçilmesi, verilerin toplanması, merkez ve kontrol limitlerinin 
hesaplanması, grafiğin incelenmesi ve standart (değiştirilmiş) c-grafiğinin 
oluşturulması, grafiğin analizi gibidir. p-grafiğinde açıklandığı gibi kontrol edilen 
özellik, bir kusur, bir grup kusur, bir ürün, bir çok ürün, bir atölye veya tüm işletme 
olabilir. Ayrıca c kusur veya kusurlar sayısı ise, bir üniteye ait olmalıdır. c 
grafiklerinde kontrol edilen ünite olduğundan n = 1 dir ve kontrol limitlerinin 
hesaplanmasını etkilememektedir. Bu grafiklerin oluşturulmasında önemli problem, 
c  merkez değerinin tayin edilmesidir. Şayet c-grafiği daha önceden kullanılıyorsa, c  
değeri daha önceki değerlere dayanarak tespit edilir. Ancak c-kart uygulamasına yeni 
başlanmışsa bu değer toplanan verilerden, 
m
c
c ∑=                                                                                                      (3.73) 
bağıntısı ile hesaplanır. Formülde kullanılan m, numune veya grup sayısını c, 
numune veya gruba ait kusur sayısını ifade eder. Bu formüle bağlı olarak kontrol 
limitleri; 
ccÜKL 3+=                                                                                              (3.74) 
ccAKL 3−=                                                                                              (3.75) 
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bağıntıları ile hesaplanır. Önceki değerlere dayanarak belirlenen merkez değeri 
0c olarak simgelenir ve kontrol limitleri, yukarıdaki bağıntılarda c  yerine konularak 
hesaplanır. 
 
3.5.4.u-Kartı 
u-kartı numune veya gruba ait kusur sayısı yerine, üniteye ait kusur sayısını 
kullanmaktadır. Buna göre numune veya gruba ait c kusur sayısından hareket ederek, 
üniteye ait 
n
cu =  kusur sayısı hesaplanır ve merkez değeri ve kontrol limitleri, 
∑
∑=
n
c
u  veya 
m
u
u ∑=                                                                                (3.76) 
n
uuÜKL 3+=                                                                                             (3.77) 
n
uuAKL 3−=                                                                                             (3.78) 
bağıntılar tespit edilir. Burada n numunenin boyutu, m numune sayısıdır. 
 
Veri Türü  Hatanın 
Tanımı 
Örneklem 
Büyüklüğü 
Kullanılacak 
Grafik 
Sabit örneklem 
büyüklüğü 
Hata sayısına 
ilişkin c grafiği 
Hata sayısı 
Değişken 
örneklem 
büyüklüğü 
Birim başına 
hata sayısına 
ilişkin u grafiği 
Sabit örneklem 
büyüklüğü, 
genellikle 50≥n  
Hatalı birim 
sayısına ilişkin 
np grafiği 
 
 
Kesikli Veri 
Hatalı Birim 
sayısı 
Değişken 
örneklem 
büyüklüğü 
genellikle  50≥n  
Hatalı birimler 
oranına ilişkin p 
grafiği 
Örneklem 
büyüklüğü 1=n  
Hareketli 
ortalama grafiği 
Örneklem 
büyüklüğü 10〈n  
RX −  grafiği 
Sürekli veri 
Örneklem 
büyüklüğü 10≥n  sX −  grafiği 
Tablo 3.3. Ne Zaman Hangi Kontrol Grafiği 
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DÖRDÜNCÜ BÖLÜM 
 
4.BELİRSİZLİK VE BULANIK MANTIK KAVRAMLARI 
Önceden kesinmiş gibi görülen fakat olay sonucunda kesin olmadığı anlaşılan 
birçok olay karşımıza çıkmaktadır. Bu tip olayların sistematik bir şekilde önceden 
planlanarak sayısal kestirimlerin yapılması yalnızca bir takım kabul ve varsayımlar 
ortaya konduktan sonra mümkün olmaktadır. Bugüne kadar yapılan araştırmalarda ve 
mühendislik modellemelerinde bu varsayım ve kavramlara kesin bir boyut 
kazandırmak için birçok çalışma yapılmıştır. Oysa büyük göstergelerden küçük 
göstergelere doğru gidildikçe ele alınan olayların kesinlikten uzaklaşarak belirsizliğe 
doğru yol alması söz konusu olmaktadır.  
Olaylar bütünü genel anlamda daima karmaşık bir yapı içermektedir. Bu 
karmaşıklığın temel sebepleri belirsizlik, kesin düşünce ve kararlar vermemekten 
kaynaklanmaktadır.  Bilgisayarlar, bu tür belirsizlikleri işlevlendiremezler ve bunu 
yapabilmeleri için sayısal veriler gereklidir. Genel olarak, değişik biçimlerde ortaya 
çıkan karmaşıklık ve belirsizlik gibi tam ve kesin olmayan bilgi kaynaklarına bulanık 
(fuzzy) kaynaklar adı verilir (Zadeh, 1973). Gerçek dünya sorunları ne kadar 
yakından incelemeye alınırsa, çözümü daha da bulanık hala gelir (Zadeh, 1968). 
Olaylar bütününün çok karmaşık olması dolayısıyla bu olayların belirgin 
denklemlerle tanımlanarak kesinlikle kontrol altına alınması mümkün olmaz. Bunun 
doğal sonucu olarak araştırıcı kesin olmasa da yaklaşık fakat çözünebilirliği olan 
yöntemlere başvurmayı tercih etmektedir (Lorenz, 1963). 
Bir sistem hakkında ne kadar fazla öğrenerek bilgi sahibi olunursa o kadar daha 
iyi anlaşılabilir ve onun hakkındaki karmaşıklıklar da o derece azalır, fakat tamamen 
yok olmaz. İncelenen sistemlerin karmaşıklığı, az veya yeterli miktarda veri 
bulunmazsa bulanıklık, o kadar etkili olacaktır. Bu sistemlerin çözümlerinin 
araştırılmasında bulanık olan girdi ve çıktı bilgilerinden, bulanık mantık kurallarının 
kullanılması ile anlamlı ve yararlı çözüm çıkarımlarının yapılması yoluna gidilebilir. 
Bulanık ilkeler hakkında ilk bilgiler, Azerbeycan asıllı Lütfü Askerzade (Zadeh, 
1965) tarafından literatüre mal edilmesine karşılık, bu fikirler batı dünyasında şüphe 
ile karşılanmış ve oldukça yoğun tenkit almıştır. Ancak, 1970 yıllarından sonra doğu 
dünyasında ve özellikle de Japonya'da bulanık mantık ve sistem kavramlarına önem 
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verilmiştir. Bunların, teknolojik cihaz yapım ve işleyişinde kullanılması bugün tüm 
dünyada yaygın bir biçimde tanınmıştır. Bunun ana sebebi batı kültürünün temelinde 
ikili mantık, yani Aristo mantığının yatması ve olaylara evet-hayır, beyaz-siyah, 
kurak-sulak, artı eksi, 0-1 vb. gibi ikili esasta yaklaşılmasıdır (Rogers ve Hoshuai, 
1990). 
 İkili mantık, iki ayrık değer alabilen değişkenleri ve mantıksal anlam taşıyan 
işlemleri ele alır (Moris, 1997). Bu iki değer arasında başka seçeneklere kesin değil 
düşüncesi ile hiç yer verilmez. Bulanık kavramların ortaya atılması ile beraber 
literatürde bazı hoşnutsuzluklarda olmuştur. Bunlar arasında bazı araştırıcılar 
bulanıklık fikrini benimseyerek bu konuda çalışmayi teşvik etmişler, ama büyük bir 
çoğunlukta karşı görüşte olmuşlardır. Bunlar fuzzification yani bulanıklaştırmanın 
kesin olan bilimsel ilkelere uymadığını ve hatta bilime karşı geldiğini ileriye 
sürmüştür. Özellikle, ihtimaller teorisi ve istatistik gibi zaten belirsizliklerle uğraşan 
bilim dalları bulunduğundan, bu konularda çalışan araştırmacılar, bulanık sistemlere 
açık biçimde karşı çıkmışlardır. Bulanık yöntemlerin yapacağı her türlü 
hesaplamanın, ihtimal ve istatistik hesaplamalarla yapılabileceğini ileriye 
sürmüşlerdir. Hatta, bu yöntemlerin bulanık sistemlerden çok daha iyi sonuçlar 
verdiğini iddia etmişlerdir. İlk çıktığı zamanlarda, bulanık sistemlerin doğrudan 
uygulaması olmadığından, yapılan tartışmalar daha ziyade felsefik seviyede kalmış 
ve bunun sonucunda kuvvetli felsefik ve teorik temelleri olan ihtimaller teorisi ve 
istatistik yöntemleri ağır basmıştır. Ancak burada gözden kaçırılan basit bir nokta, 
sözel bilgilerin bulunması halinde istatistiğin fazlaca işe yaramadığıdır. Her ne kadar 
Bayesian teorisi gibi bir istatistik yöntem ile sözel bazı ifadeleri n hesaplamalarda 
kullanılması mümkün ise de, bu yöntemlerin işleyişlerindeki bazı temel kabuller 
(normal dağılı olmak, doğrusal olmak gibi) pratikte gerçekleşmemektedir. Bu 
sebeplerden, bulanık (fuzzy) sistemler dünyadaki hemen her araştırma merkezinde 
fazlaca rağbet görmemiştir. Özellikle de, batıda (Avrupa ve Amerika) bu kavramlar 
nerede ise tamamen ihmal edilerek hoş karşılanmamıştır. Bulanık kavram ve 
sistemlerin dünyanın değişik araştırma merkezlerinde dikkat kazanması 1975 yılında 
Mamdani ve Assilian tarafından yapılan gerçek bir kontrol uygulaması ile olmuştur. 
Bu araştırıcılar ilk defa bir buhar makinası kontrolünün bulanık sistem ile 
modellenmesini başarmıştır. Bu ön çalışmadan, bulanık sistemlerle çalışmanın ne 
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kadar kolay ama sonuçlarınında ne kadar etkili olduğu anlaşılmıştır. 
Daha sonraki yıllarda bulanık sistem uygulaması bir çimento fabrikasının 
işletilmesi ve kontrolu için yapılınca, artık bulanık kavramlar dünyanın birçok 
yerinde yavaş yavaş kullanılmaya başlanmıştır. Bu başlama, batıda çok yavaş 
olurken, doğuda ve özellikle de Japonya, Singapur, Kore ve Malezya'da fazlaca 
kendisini göstermiştir. Teknolojiye duyarlı olan Japon mühendisleri bulanık kontrol 
birimlerini kurmanın ne kadar kolay olduğunu görerek, bunları birçok cihazın 
yapımında kullanmaya başlamışlardır. Bunlar arasında bulanık (fuzzy) sistemin 
elektrikli süpürgeler, çamaşır makinaları, asansörler, metro ve şirket işletimi gibi 
konularda kullanılmasıda 1980 sonrasında patlama olmuştur. Son yıllarda, birçok 
mühendislik dallarında, veri tabanlarının sözelleştirilmesinde, tele sekreterlerin 
cevaplamasında, ve birçok konularda dünyada kullanılır hale gelmektedir. Hele 
değişik bilim ve mühendislik konularını yayınlayan uluslararası dergilere girildi-
ğinde, hemen her mühendislik konusunda ve teknolojik çalışmalarda artık fuzzy 
(bulanık) sistem kontrollerinin ve hesaplamalarının yaygınlaştığı görülmektedir 
(Rogers ve Hoshuai, 1990). 
Bulanıklık (mantık, sistem, küme) belirsizliğinin bir ifadesi olarak karşımıza 
çıkar. Geçmişte, belirsizliklerin işlenmesi ve anlamlı sonuçlara varılabilmesi için 
ihtimaller teorisi kullanılmıştır. Matematik ve mühendislikte bu teori belirsizlik 
durumlarında istatistik yöntemlerle beraber kullanılır. Bu nedenle de, bütün 
belirsizliklerin rastgele karakterde olduğu kavramı yaygınlaşmıştır. Ratsgeleliğin en 
önemli özelliği, sonuçların ortaya çıkmasından tamamen şans olayının rol oynaması 
ve gerekliliği öngörülerin ve tahminlerin kesin bir doğrulukla önceden 
yapılamamasıdır. Ancak, bilinen belirsizliklerin hepsi rastgele karakterde değildir. 
Günlük hayatta karşılaşılan belirsizliklerin çoğunun rastgele olmadığı kolayca 
anlaşılabilir. Rastgele karakterde olmayan olayların, örneğin sözel belirsizlikler 
halinde inceleme ve sonuç çıkarma işlemlerinde ihtimal teorisi ve istatistik gibi 
sayısal belirsizlikleri gerektiren metodolojiler kullanılamaz. 
İfadelerin anlamlı olmaları ve başkalarına iletilebilmesi için mutlaka her insanın 
en az bir tane dile (ana dil) ihtiyacı vardır. Dil ne kadar kesin olmaya kelime ve 
cümleleri ihtiva etse bile, insan iletişiminde ve bilgi akışında en etkin olan bir 
vasıtadır. Dildeki belirsizliklere rağmen insanoğlu onunla birbirini kolayca 
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anlayabilmektedir. Örneğin, 'hava sıcak' denildiğinde herkes hava kelimesinin günlük 
hayattaki kullanımını kesinlikle anlamakta ancak 'sıcak' kelimesinin ifade ettiği 
anlam izafi (göreceli) olarak birbirinden farklı olabilir. Kutuplarda bulunan bir 
kişinin sıcak için 15 °C'yi algılamasına mukabil ekvator civarındaki bir kişi için bu 
35 °C' yi bulabilir. Arada birçok kişinin görüşü olarak başka derecelerde bulunur. 
Böylece 'sıcak' kelimesinin altında insanlarında ima ettiği sayısal anlayışın bir 
sonucu olarak belirsiz bir durum ortaya çıkar. Bu rastgele değildir ancak belirsizdir 
ve bu şekilde kelimelerin ima ettikleri belirsizliklere bulanıklık (fuzzy) denir. 
Burada hemen dikkat etmemiz gerekli bir nokta sadece 'sıcak' kelimesinin ne 
kada fazla bir sayısal dereceler topluluğunu temsil ettiğidir. İşte bu gibi sayısal 
topluluklara küme adı verilir. Bu belirsiz topluluğu oluşturan kümeyede bulanık 
küme adı verilir. Bazı insanların sıcaklığı 15 0C , bazılarının ise 35 0C gibi oldukça 
farklı sayısal biçimde algılamasına karşılık, bu insanlar arasında bir ihtilaf bulunmaz. 
İşte bulanık mantığın güzelliklerinden bir tanesi budur. Ancak Aristo mantığı geçerli 
sayılacak olsa idi bu iki gurup insan arasında sürekli anlaşmazlıklar bulunacaktı. 
Çünkü Aristo mantığında sıcak veya soğuk vardır ikisi arasına müsade edilmez. 
Böylece bulanık mantığın sayılardan ziyade sözel kelimeleri esas aldığıda anlaşılmış 
olmaktadır. Bulanık mantığın en geçerli olduğu iki durumdan ilki, incelenen olayın 
çok karmaşık olması ve bununla ilgili yeterli bilginin bulunmaması durumunda 
kişilerin görüş ve değer yargılarına yer verilmesi, ikincisi ise insan muhakemesine, 
kavrayışlarına ve karar vermesine ihtiyaç gösteren hallerdir. Bulanık mantıktan, 
karşılaşılan her türlü sorunun karmaşıkta olsa çözülebileceği anlamı 
çıkarılmamalıdır. Ancak, en azından insan düşüncelerinin incelenen olayla ilgili 
olarak bazı sözel çıkarımlarda bulunması dolayısı ile en azından daha iyi 
anlaşılabileceği sonucuna varılabilir. 
İnsanın fizik olayları hakkındaki bilgi ve yorumlarının çoğu kişisel görüşleri 
şeklinde ortaya çıkar. Bu bakımdan insan düşüncesinde sayısal olmasa bile 
belirsizlik, faydalı bir bilgi kaynağıdır. İşte bu tür bilgi kaynaklarının, olayların 
incelenmesinde örgün bir biçimde kullanılmasına bulanık mantık ilkeleri yardımcı 
olacaktır. Mühendislik modellemelerinde, kesinliğin kazanılmasına uğraşılması 
durumunda maliyetlerin artması ve zamanın uzaması söz konusudur. Çünkü 
maliyetle kesinlik arasında doğru orantı bulunur. Ancak olayın bulanık mantık ile 
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incelenmesinde araştırıcı veya mühendisin her şeyden önce yapacağı çıkarımların 
belirli tolerans sınırları içinde kalmasına önceden karar vermesi gerekir. Yüksek 
kesinlik sadece yüksek maliyetleri değil, aynı zamanda sorunun çözülmesinin çok 
karmaşıklaşmasına da sebep olur. Bu durumu açıklayabilmek için değişik şehirler 
arasında gezerek kazancını temin etmeye çalışan bir gezgin satıcıyı örnek alınabilir. 
Bu satıcı değişik şehirler arasındaki gezisini en iyilemeye çalıştığı varsayılsın. Az 
sayıda şehir durumunda mümkün olan tüm seçeneklerin düşünülmesi ile en kısa 
mesafe sorunu kesin olarak çözülebilir. Halbuki, fazla sayıda şehir arasında gezme 
durumunda en kısa yolun tesbit edilmesi günümüzde mevcut olan bilgisayar 
zamanının yetmeyeceği sınırlara ulaşır. Mesela, 100 tane şehir arasında gezme 
imkanı olması durumunda 100 x 99 x 98 x …… x 2xl yani aşağı yukarı 10200 tane 
yol bulur. Dünya ömrünün 1017 saniye civarında olduğu düşünülürse bu sayıdaki 
gezme seçeneğinin dünya ömrü boyunca bile kesinlikle çözülemeyeceği sonucuna 
varılabilir.  
Bir sorunun çözümlenmesine başlamadan önce, mühendis toplayabildiği kadar sayı-
sal ve/ya sözel verileri göz önünde tutarak çözüm için en uygun yöntem hakkında 
karar vermelidir. Bu arada bulanık yöntemlerin sözel verileri işlemekte etkin olduğu 
da unutulmamalıdır (Kolota, 1991).  
Bulanık mantık denetleyici kullanarak elektirikli ev aletlerinden oto 
elektroniğine, gündelik kullandığımız iş makinelerinden üretim mühendisliğine, 
endüstriyel denetim teknolojilerinden otomasyona kadar aklımıza gelecek her yerde 
kendisine uygulama alanı bulabilir (Günal, 1997). Bulanık mantığın en fazla 
uygulama bulduğu alan, kontrol sistemleri olarak görülmektedir. Bunun nedeni de 
1970’li yılların başında Mamdani ve arkadaşlarının bulanık mantık tabanlı bir 
denetleyici tasarlayarak uygulamaya koymaları olmuştur (Zadeh, 1965; Zadeh 1978; 
Şen, 1999; Alay ve Cengiz, 2000; Hoyle, 1996; Mamdani ve Assilian, 1999). Kontrol 
işlemi için uygulama yapılırken her şeyden önce sistemin matematiksel modeline 
ihtiyaç duyulur. Ancak pratikte bu modelleme her zaman mümkün olmayabilir. Bazı 
durumlarda doğru model kurulsa bile bunun uygulamada kullanılması karmaşık 
problemlere yol açabilir. Bu gibi sorunlarla karşılaşıldığı zaman genellikle kontrol 
olayını gerçekleştiren uzman kişinin bilgi ve deneyimlerinden yararlanma yoluna 
gidilir. Uzman kişi özel değişkenler olarak tanımlanan; uygun, çok uygun değil, 
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yüksek, biraz yüksek, fazla, çok fazla gibi günlük yaşantımızda sıkça kullandığımız 
kelimeler doğrultusunda esnek bir kontrol mekanizması geliştirir. İşte bulanık küme 
teorisinin ve bulanık mantığın uygulaması olan bulanık mantık kontrol bu tür 
mantıksal ilişkiler üzerine kurulmuştur. Ayrıca bulanık küme teorisinin günümüzde 
içerdiği diğer uygulama alanları ve tarihsel gelişimi aşağıdaki gibi sıralanmıştır. 
Kontrol işlemi: (Mamdani, 1976: King and Mandani, 1977; Rutherford and Bloore, 
1976; Braae and Rutherford, 1979; Tong, 1977; Kickert, 1976; Sugeno, 1985; 
Pedrycz, 1989; Huang and Tomuzuka, 1990; Liaw and Wang, 1993; Yamakawa, 
1993). 
Karar verme: (Bellman and zadeh, 1970),(Yager, 1977; Tong ve Benissone, 1980; 
Watson et. Al.). Görüntü tanıma: (Pal and Majunder, 1986; Kandel,1982; Bezdek, 
1981). Yapay zeka: (Zadeh, 1978a, 1978b, 1984; Tong and Sahapiro, 1985; Whalen 
and Schott, 1985; Bandler and Khout, 1985; Leung and Lam, 1988). Sınıflama: 
(Xie,1984; Miyamato and Nakayama, 1986). 
 
4.1.Bulanık Mantık 
Bulanık mantık teorisi, Doğal dildeki belirsizliği modellemek için ortaya 
konulmuş, bağımsız ve tam bir teori olmaktan çok, bulanıklaştırma yönteminin 
(fuzzification) herhangi bir teorinin  ayrık (crips, discrete) formdan sürekli 
(continuous, fuzzy) forma dönüştürmek koşulu ile genelleştirilmesi için kullanılan 
bir metotdur. Diğer bir şekilde tanımlanırsa, ikili mantık sistemine karşı geliştirilen 
ve günlük hayatta kullandığımız değişkenlere üyelik dereceleri atayarak olayların 
hangi oranlarda gerçekleştiğini belirleyen çoklu mantık sistemidir (Zadeh, 1973). 
Mantık sistemlerinin genel amacı, mevcut önermeden yeni bir önerme ortaya 
koymak ve ortaya konulan bu yeni önermenin doğruluk değerini oluşturmaktır. 
Doğru ve yanlış şeklinde bir sonuç içeren ve kesinlik bildiren ifadeye önerme, 
önermenin bu doğruluk ve yanlışlık doğrultusunda aldığı sayısal ölçüye de doğruluk 
değeri denir. Bir hükmün doğru veya yanlış olarak kabul edilmesini sağlayan sözel 
ifade, söz konusu hükümle bire bir bağlantılı olan kümenin sınır koşulu olarak 
yorumlanabilir. Bir kümeye üye olup olmadığı araştırılan nesne, oluşturulan sınır 
koşulunu karşılıyorsa, bu nesnenin kümenin elemanı olduğu kabul edilir. Oluşturulan 
sınır koşulunun ilgili nesne için doyurulmadığı bir durumda ise, söz konusu nesnenin 
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kümenin elemanı olmadığı söylenir. Ayrıca, oluşturulan sınır koşulu ile örtüşen bir 
yapıda ifade edilen bir önermenin doğru olduğu Kabul edilirse, bu önermenin 
doğruluk değeri 1 sayısı ile eşlenir. Eğer bir önermenin yanlış olduğu veya 
oluşturulan sınır koşulunun doyurulmadığı kabul edilirse, bu durumda ilgili 
önermenin doğruluk değeri 0 sayısı ile eşlenir (Dönmez, 1987). 
Bulanık mantıkta, ikili mantığın (ya da sonlu değerli mantıkların) aksine, 
önermelerin doğruluk değeri sadece iki seçenekten  (ya da sonlu değerlerden) biri 
olmak zorunda değildir (Yen ve Langari, 1999). İkili mantıkta bir önermenin 
doğruluk değeri {0, 1} kümesinden oluşur yukarıda açıklandığı üzere, bulanık 
mantıkta ise doğruluk değeri [0,1] ⊆ R  sayılar kümesinden seçilir (Ross, 1995). 
Bulanık mantık iki anlamda kullanılmaktadır. Dar anlamda bulanık mantık, 
klasik iki değerli mantığın genelleştirilmiş halidir. Geniş anlamda ise bulanık 
kümeleri kullanan bütün teorileri ve teknolojileri ifade eder. Sembolik mantık 
kuralları ile sadece somut değil, soyut düşüncelere dayalı önermeler de yapılarak 
genel çıkarımların elde edilmesi mümkündür. Ancak bunu yaparken kavram ve 
terimlerdeki belirsizlik ve bulanıklıkların işin başında durulaştırılarak kesinlik 
kazandırılması gerekir. Bundan dolayı, sembolik mantık idealleştirilmiş kavram ve 
terimlerle önermelerden çıkarılacak ideal sonuçları içerir. Oysa gerçek dünyada 
bulanıklık ve belirsizlik kaçınılmazdır. Bulanık mantığın ardındaki temel fikir, bir 
önermenin doğruluğunun, önermelerle, kesin yanlış ve kesin doğru arasındaki sonsuz 
sayıda doğruluk değerlerini içeren bir kümedeki değerler, ya da sayısal olarak [0,1] 
gerçel sayı aralığıyla ilişkilendiren bir fonksiyon olarak kabulüdür. Bu Zadeh’ in 
bulanık kümeler üzerindeki ilk çalışmasının bir sonucudur. Bulanık mantık yaklaşık 
akıl yürütmenin mantığıdır. Sözel olarak değişik sıfat dereceleri ile ifade edilen (ya 
da sayısal olarak [0,1] gerçel sayı aralığında yer alan) doğruluk değerlerine sahip 
oluşu ki bu belirsizlik içeren doğruluk tablolarını da beraberinde getirir ve 
gerçerliliği kesin değil, fakat yaklaşık olan çıkarım kurallarına sahip oluşu ayırt edici 
özellikleridir. Bulanık mantığı, diğer mantık sistemlerinden ayıran önemli 
özelliklerden birisi, üçüncünün olmazlığı ilkesi ve çelişmezlik ilkesi olarak 
adlandırılan ve diğer mantık sistemleri için oldukça önemli olan, hatta temel kural 
denebilecek iki özelliğin, bulanık mantık için geçerli olmamasıdır. Bulanık mantıkta 
bir önerme hem doğru hem yanlış olamaz denilemez. Bu durum, doğruluğun çok 
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değerli oluşundan ve bu çerçevede ve bağlaçlarına yüklenen anlamdan 
kaynaklanmaktadır. Bulanıklık, bir önermeyle, değili arasındaki belirsizlikten 
kaynaklanır. 
Bulanık mantığın en geçerli olduğu iki durumdan ilki, incelenen olayın çok 
karmaşık olması ve bununla ilgili yeterli bilginin bulunmaması durumunda kişilerin 
görüş ve değer yargılarına yer verilmesi, ikincisi ise insan kavrayış ve yargısına 
gerek duyan hallerdir. İnsan düşüncesinde sayısal olmasa bile belirsizlik, yararlı bir 
bilgi kaynağıdır. İşte bu tür bilgi kaynaklarının, olayların incelenmesinde özgün bir 
biçimde kullanılmasına bulanık mantık ilkeleri yardımcı olacaktır. Olayın bulanık 
mantıkla incelenmesi için öncelikle, yapılacak çıkarımların belirli tolerans sınırları 
içinde kalmasına önceden karar vermek gerekir. Yüksek kesinlik sadece yüksek 
maliyetlere değil aynı zamanda sorunun çözülmesinin çok karmaşıklaşmasına da 
neden olur. Bir sorunun çözülmesine başlamadan önce toplanabilen sayısal ve sözel 
veriler göz önünde bulundurularak çözüm için en uygun yöntem hakkında karar 
verilmelidir. Bulanık mantık sözel verilerin işlenmesinde de etkindir. Bu cins bilgiler 
bilgisayara tanıtılarak bulanık işlemler yapılması temin edilebilir. Bu yoldaki en 
geçerli yöntembilim bulanık küme, mantık ve sistemlerdir. Bulanık mantık ile günlük 
konuşma dilinde geçen sözel belirsizlikleri modelleme ve hesap yapılırken işin içine 
katma imkanı bulunabilir. İnsanlar sözel verilerle konuşarak anlaşır. Bulanık 
sistemlerin asıl değerlendirileceği alan bu tür bilgilerin bulunması halinde 
çözümlemelere gitmek için nasıl düşünüleceğidir. Bulanık mantıkla herhangi bir 
problemin yaklaşık olarak modellenmesi ve matematiksel olarak karmaşık 
olmayacak çözümlerle denetim altına alınmasına çalışılmalıdır. 
Bulanık küme, mantık ve sistem ilkeleri uzman kişilerinde vereceği sözel 
bilgileri işleyerek toptan çözüme gitmeye yarar. Her sözel bilgi bir bulanık kümeye 
karşı gelir. Bulanık kümelere üyelik derecesi fonksiyonlarına, öznel tercihler yaparak 
karar verilebilir. Bulanık kümeler böylelikle kişiler arası diyaloga yardımcı olur 
(Baykal ve Beyan, 2004). 
Tüm bu yazılanlar ışığı altında bulanık mantığın genel özelliklerini şu şekilde 
yazabiliriz; Bulanık mantık kesin nedenler ortaya koymak yerine yaklaşık değerler 
tercih eder, bulanık mantık [0, 1] aralığında üyelik derecesi vererek her şeyi gösterir, 
bulanık mantık bilgiyi, sözel değişkenlerle eşleştirir, büyük, küçük çok büyük, çok az 
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gibi, bulanık çıkarım işlemleri sözel ifadeler arasında tanımlanan kurallar ile yapılır, 
her mantıksal sistem bulanık olarak ifade edilebilir, bulanık mantık matematiksel 
modeli çok zor oluşturulan sistemler için çok iyi şekilde uygulanabilir (Zadeh, 1997). 
 
4.1.1.Bulanık Deyim 
Bulanık deyimlerde, bulanık önerme [0,1] aralığında doğruluk değerine sahip 
olabilir. Bulanık deyim fonksiyonu [0,1] aralığına olan bir fonksiyon olup ƒ: 
[0,1]→[0,1] olarak gösterilir. Tanım kümesini n- boyutta genelleştirirsek, fonksiyon 
ƒ: [0, 1]n → [0,1] şeklinde ifade edilir. Bundan dolayı bulanık deyimleri n bulanık 
kümeden, [0,1] görüntü kümesine (aralık) n’ li dizi bağıntısı olarak yorumlayabiliriz. 
Bulanık mantıkta, değilleme (~ veya ¬), tümel evetleme (ve, ∧) ve tikel evetleme 
(veya, ∨) gibi klasik mantıkta kullanılan işlemciler kullanılır. 
Bulanık mantık deyimlerle ifade edilen mantık tipidir. Bulanık deyimlerin 
çeşitli özellikleri vardır. 
1.Doğruluk değerleri, 0 ve 1 arasında olan deyimlerdir. 
2.ƒ bir bulanık deyim ise, ~ƒ de bulanık bir deyimdir. 
3.ƒ ve g bulanık deyimler ise, ƒ∧g ve ƒ∨g de bulanık deyimlerdir (Baykal ve 
Beyan, 2004: 38).  
 
4.1.2.Bulanık Mantık İşlemcileri 
Bulanık mantık klasik Aristoteles mantığı, tümevarımsal mantıklar, küme-
değerli doğruluk değerlerine sahip çok değerli mantıklar gibi diğer mantık 
sistemlerinden belirgin bir şekilde ayrılır. Bulanık mantığın doğruluk tabloları ve 
çıkarım kuralları belirsizlik içerir. Doğruluk dereceleri doğru ve yanlışa yüklenen 
anlamalara olduğu kadar, bu anlamları güçlendirmek yada zayıflatmakta kullanılan 
niceleyicilere de bağlıdır. 
Bulanık mantığın uygulamada pek çok yararı bulunmaktadır. Bulanık mantık 
kolayca anlaşılabilir ve arka plandaki teorileri basittir. Esnek olup, kesin olmayan 
verileri, belirsizlik ve olasılık durumlarını, karmaşık ve doğrusal olmayan 
fonksiyonları uzman görüşüne dayanılarak modelleyebilir ve uzanma sistemlerin 
yeteneğini de artırır. Ayrıca bulanık mantık doğal olup konuşma diliyle modelleme 
imkanı sağlar. Yine de daha basit çözüm yolları olduğunda bulanık mantık yerine bu 
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yollara kullanılmalıdır. Ayrıca girdilerin çıktılar ürettiği bir süreç yoksa bulanık 
mantık kullanılamaz. Bulanık deyimlerde değilleme (~, ¬), tümel evetleme (ve, ∧), 
tikel evetleme (veya, ∨) ve içerme (koşul eklemi, ise,⇒) gibi çeşitli işlemciler 
kullanılmaktadır. Bununla beraber bu işlemcilerin anlamını açıklayan farklı 
tanımlamalar bulunmaktadır. Eğer Lukasiewicz’ in tanımını izlersek işlemciler, a,b ∈ 
[0, 1] olmak üzere şu şekilde tanımlanırlar;  
Değilleme :  ⎯a = 1- a 
Tümel evetleme : a∧b = min (a,b) 
Tikel evetleme : a∨b = max (a,b) 
Koşullu Önerme : a⇒b = min (1, 1+b-a) (Baykal ve Beyan  2004: 42).  
Bulanık mantık işlemcilerini genel anlamda toplu olarak tam anlamıyla 
açıklarsak, on başlık altında şu şekilde toplarız,  
Önerme; doğru veya yanlış kesin bir hüküm bildiren ifadeye önerme denir.  
Bileşik önerme; iki veya daha fazla önermenin ve, veya, ise, ancak ve ancak 
gibi bağlaçlarla birbirine bağlanmasıyla elde edilen önermelere bileşik önerme denir. 
Doğruluk değeri; bir önermenin doğru yada yanlış olması halinde aldığı sayısal 
değere önermenin doğruluk değeri denir. 
Doğruluk tablosu; doğruluk değerlerinin bir araya getirilerek gösterdiği tabloya 
doğruluk tablosu denir. 
Tümel evetleme (ve); ana bileşenlerin ancak tümünün doğru olması halinde 
doğruluk değeri 1 olan bileşik bir önerme, tümel olarak evetlenmiştir. Bu tür bir 
önermenin ana eklemedir ve bağlacı olup p∧q şeklinde gösterilir. Burada, 1 değeri 
önermenin doğru olduğunu, 0 değeri ise önermenin yanlış olduğunu gösterir. p = 1, p 
= 0 ve q = 1, q = 0 değerleri için önermelerin doğruluk değerleri ve bağlacıyla yani 
tümel evetleme ile aşağıdaki şekilde oluşur;  
p∧q 
1∧1 = 1 (doğru) 
1∧0 = 0 (yanlış) 
0∧1 = 0 (yanlış) 
0∧0 = 0 (yanlış) 
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Tikel evetleme (veya); ana bileşenlerinden en az birinin doğru olması halinde 
doğruluk değeri 1 olan, ana bileşenlerinden tümünün yanlış olması halinde doğruluk 
değeri 0 olan bileşik bir önerme, tikel olarak evetlenmiştir. Bu tür bir önermenin ana 
eklemi veya bağlacı olup, p∨q ile gösterilir. . p = 1, p = 0 ve q = 1, q = 0 değerleri 
için önermelerin doğruluk değerleri veya bağlacıyla yani tikel evetleme ile aşağıdaki 
şekilde oluşur;  
p∨q 
1∨1 = 1 (doğru) 
1∨0 = 1 (doğru) 
0∨1 = 1 (doğru) 
0∨0 = 0 (yanlış) 
Koşullu önerme; iki önermenin p⇒q şeklinde birbirine bağlanması ile 
oluşturulan bileşik önermeye koşullu önerme denir. p⇒q bileşik önermesi, p 
önermesinin doğru olduğu ve q önermesinin yanlış olduğu bir durumda yanlış, diğer 
durumlarda ise doğrudur. Ayrıca p⇒q önermesinin karşıtı q⇒p önermesi ile, p⇒q 
önermesinin tersi p⇒q önermesi ile, p⇒q önermesinin karşıt terside ⎯q⇒⎯p 
önermesi ile gösterilir. Burada, ⎯p ve ⎯q önermeleri sırasıyla p değil ve q değil 
şeklinde okunur. p = 1, p = 0 ve q = 1, q = 0 değerleri için önermelerin doğruluk 
değerleri ise bağlacıyla yani koşullu önerme ile aşağıdaki şekilde oluşur;  
p⇒q 
1⇒0 = 0 (yanlış) 
0⇒1 = 1 (doğru) 
0⇒0 = 1 (doğru) 
1⇒1 = 1 (doğru) 
Karşılıklı koşullu önerme; (p⇒q)∧(q⇒p) bileşik önermesine karşılıklı koşullu 
önerme denir. Bu önermenin bağlacı ancak ve ancak bağlacıdır. Bu önerme p⇔q 
şeklinde gösterilir. 
Uyuşma ve çelişme; bileşik önerme, kendi yapısını meydana getiren 
önermelerin farklı şekilleri için daima 1 doğruluk değerini alıyorsa, bu bileşik 
önermeye uyuşma veya doğrusal olarak geçerli önerme denir. Aynı şekilde, bileşik 
bir önerme kendisini meydana getiren önermelerin farklı oluşumları için daima 0 
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doğruluk değeri alıyorsa bu bileşik önermeye çelişme adı verilir. Örnek olarak p⇒q 
koşullu önermesi ⎯p∨q ve ⎯p∨(p∧q) gibi bu iki önermeyle aynı doğruluk değerine 
sahiptir. Aynı şekilde p⇔q önermeside, (p∧q) ∨⎯(p∧⎯q) önermesiyle aynı doğruluk 
değerindedir ve bu şekildeki doğruluk değerlerinin denkliklerine uyuşma denir. 
Gerektirme doğruluk değeri 1 olan önermeye denir. Şayet p⇒q önermesi 
gerektirme ise ve p önermesi doğru ise bu önermenin doğruluk durumunun 
ispatlanması gereken bir teorem olur. Önermenin p parçası hipotez, q parçası ise 
hükümdür. Geleneksel mantıkta, önermenin doğruluk değeri {0,1} doğruluk ̰ 
kümesiyle eşlenirken, bunun aksina bulanık mantıkta önermenin doğruluk değeri 
[0,1] doğruluk kümesiyle eşlenmiştir. Bulanık mantığın temelini bulanık önermeler 
oluşturur. Bulanık kümelerde doğru, yanlış veya kısmen doğru gibi bir hüküm 
bildiren herhangi bir ifade, bulanık bir önerme olarak tanımlanır. Bu durumda 
bulanık bir önermenin doğruluk değeri bir derecelendirme konusu haline gelir. 
Bulanık önermeler bulanık bağıntılar şeklinde belirtildiğinden dolayı, bu önermelerin 
üyelik fonksiyonları matematiksel olarak belirtilebilir. Başka bir ifadeyle, bulanık bir 
önerme kartezyen çarpımı uzayında tanımlı olan bulanık bağıntı olarak ele 
alınmalıdır (Wang, 1997: 63). 
 
4.1.3.Bileşik Önermeler 
Genel olarak çıkarım, eldeki bilgileri kullanarak yeni bilgi elde etme olarak 
tanımlanabilir. Çıkarımda bilginin sunum ve gösterim şekli önemlidir. Sunum 
yöntemleri içinde eğer o halde kural tipi en sık kullanılan sunum tipidir. Kural tipi 
sunum, içerme veya koşullu önerme olarak yorumlanır ve öncül (eğer) ve soncul (o 
halde) kısımları içerir. Bulanık yüklem bulanık küme olarak kabul edilebilir. “x 
A’dır” gibi bulanık önermeyi ele alalım. Burada A(x) bulanık kümesi ve μA(x)(x) 
üyelik fonksiyonudur. Bulanık bulanık bağıntıda bir çeşit bulanık kümedir ve bundan 
dolayı R(x) = A şeklinde bağıntı kullanarak bu önermeyi gösterebiliriz. A bulanık bir 
küme ve R(x) de elemanları A kümesinde bulunan bir bağıntıdır. Yüklemin üyelik 
fonksiyonu A da x in üyelik derecesini gösteren μA(x)(x) ile temsil edilebilir. Yüklem 
bulanık kural ve öncül temsil etmede kullanılan bir bağıntı ile gösterilir. 
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“Eğer x A ise, o halde y B dir” şeklinde bulanık kuralımız olsun. Bulanık kural 
öncül ve soncul bulanık yüklemler içerebilir, ve şu şekilde de yazılabilir. 
Eğer x A(x) ise, o halde y B(y) 
Bu kural kartezyen çarpımıyla R (x,y) bağıntısı aracılığı ile gösterilebilir. 
R(x,y): Eğer A(x), ise B(y) veya R(x,y):A(x)→B(y) 
Bulanık kümeleri içeren bir kural ve bir olgu varsa, genelleştirilmiş modus 
ponens ve genelleştirilmiş modus tollens olarak iki tip akıl yürütme kullanılır 
(Baykal ve Beyan, 2004:49-50). 
 
4.1.3.1.Modus Ponens Kuralı 
Bu kural “x, A ̰ dır” ve “eğer x, A ̰ ise; bu durumda y, B̰ dir” bulanık 
önermelerinden “y, B̰′ dir” önermesinin oluşabileceğini ifade eder. Buna göre modus 
ponens kuralını şu şekilde yazılabilir, 
Olgu    : x, A̰′ dır. 
Kural   : Eğer x, A̰ ise; buna göre y, B̰ dir. 
Sonuç   : y, B̰′ dir   
Modus ponens kuralı ile çıkarım yapabilmek için max-min ve max- çarpım 
bileşkelerini yaygın bir şekilde kullanılmaktadır (Dubois ve Prade, 1991). 
 
4.1.3.2.Modus Tolens Kuralı 
Modus tollens kuralı “y, B ̰′dir” ve “eğer x, A̰ ise; buna göre y, B ̰ dir” ve “x, A ̰̰′ 
dır” bulanık önermesine ulaşılabileceğini gösterir. Modus tollens kuralınu şu şekilde 
yazılabilir, 
Olgu     : y, B̰’ dir. 
Kural  : Eğer x, A̰ ise; buna göre y, B̰̰̰̰ dir. 
Sonuç  :  x, A̰′ dır. 
Modus tollens kuralı ile çıkarım elde edebilmek için, max-min ve max-çarpım 
bileşkeleri kullanılır (Langari ve Yan, 1999; 152).  
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İki değerli mantığın kullandığı ve, veya, değil bağlaçları bulanık mantıkta daha 
sonraki bölümlerde açıklanacağı üzere t, s ve c eşleşmeleri ile ifade edilmektedir. A ̰ 
ve B ̰ kümelerinin sırasıyla U ve V evrensel kümelerinde tanımlı olduklarını kabul 
edilirse bu durumda “x, A ̰’ dır (ve,veya, değil) y, B̰’ dir” biçiminde oluşturulmuş 
bulanık önermenin bulanık tümel evetleme, bulanık tikel evetleme ve bulanık 
değillme üyelik fonksiyonları şu şekilde oluşturulur; 
Bulanık bir önermede Tümel evetleme, “x, A ̰ ‘ dır ve y, B̰̰ ‘ dir” şeklinde bir 
önermedir ve kartezyen çarpımı uzayında tanımlanan bulanık bir bağıntıdır. Bulanık 
küme teorisinde tümel evetleme bağlacı t:[0,1]x[0,1]→[0,1] şeklinde bulanık bir 
kesişimdir ve bunun bulanık üyelik fonksiyonu şu şekilde gösterilir, 
μR ̰(x,y) = t[μA ̰(x), μB̰(y)] = A̰̰∩B̰ 
Aynı şekilde bulanık bir önermede tikel evetleme, “x, A̰ ‘ dır veya y, B̰̰ ‘ dir” 
şeklinde bir önerme olup, s:[0,1]x[0,1]→[0,1] şeklinde bulanık bir birleşimdir ve 
bunun bulanık üyelik fonksiyonu da şu şekilde gösterilir,  
μR ̰(x,y) = t[μA ̰(x), μB̰(y)] = A̰̰∪B̰ 
Bulanık önermede değilleme ise “x, A̰ değildir” biçimde bulanık önerme olup 
c:[0,1]x[0,1]→[0,1] gibi bir önerme oluşturur ve bulanık üyelik fonksiyonu, 
μ⎯A ̰(x,y) = c[μ⎯A (x)] = ⎯A̰  
şeklinde tanımlanır (Kacprzyk, 1997:47). 
 
4.1.4.Sözel Değişkenler 
Çözüme ulaşabilmek için basit bulanık küme hesaplamaları ve bulanık alt 
kümeler arasında geçerli ilişkiyi oluşturacak bulanık küme kural yapılarının iyice 
bilinmesi gereklidir. Doğal diller ne kadar karmaşık ve bulanık olsalar bile, insan 
iletişiminin temelini teşkil etmeleri bakımından oldukça önemlidir (Şen,2001).  Bu 
sebebten dolayı, bulanık söz ve ifadeleri, kümelerle işleyebilecek kural ve işlemlere 
ihtiyaç duyulmaktadır (Clark, 1992). 
Sayısal şekilde belirginleşme, bu kavram ve olguların zamanla gelişerek 
olgunlaşmasından sonra oluşur. Diğer bir anlamla, insan düşünce sisteminin ilk 
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devreleri oldukça bulanıktır. Zaman içinde netleşir durulaşır ve daha belirgin bir 
duruma gelir. Makinalara insan düşüncesini anlatabilmek için yaklaşık bile olsa 
makinelar tarafından algılamaya yarayacak yöntemlerin geliştirilimesi gerekir. Bu 
konuda ilk gelişme bulanık küme, mantık ve sistemler olmuştur. Bu durumun 
sebepleri arasında, insan iletişiminde kullanılan bilgilerin doğasında sık bir biçimde 
karşılaşılan belirsizlik, karmaşıklık, şüphe gibi durumların bulunması gelir. Bu 
sebeple bu düşünce öğelerinin kelimelerle ifadesinde bazı bulanık kelimelerin 
bulanık kümelerle modellenmesi veya bunların kendi aralarındaki ilişkilerle daha 
karmaşık ifadelerin ortaya çıkarak modellemesi yoluna gidilir. Bulanık küme 
kavramları, sözelden sayısala geçiş için bir köprü görevi görür. Günlük 
kullandığımız dil tıpkı maddenin yapısını oluşturan atom parçacıkları gibi anlam 
temsil eden en küçük kelimelere de edebiyatta kelime atomu denilebilir. Her şey bu 
küçük kelime guruplarının bulanık bir şekilde modellenmesi ile başlar. Bulanık 
kümeler ile kelimelerin ifade edilebilmesi için değişkenlere sözel terimler 
atanmalıdır (Zadeh, 1975a). 
Genel olarak değişkenler sayısal değerler alırlar. Eğer bir değişkene sözel terim 
atanırsa sözel değişken adını alır. x; değişken adı, T(x); değişkene değer olabilecek 
sözel terim kümesi, E; değişken karakteristiklerini tanımlayacak evrensel küme, G; 
T(x) de terim üreten dizimsel gramer ve M; E’ deki bulanık kümelere karşılık gelen 
T(x) terimlerinin yorum bilimsel kuralları olmak üzere sözel değişken şu şekilde 
tanımlanabilir,  
Sözel değişken = (x,T(x),E,G,M), bulanık sözel değişkenler kümesi bağlaçlar, 
bulanık yüklem ve bulanık sıfat olarak üç parçadan oluşurlar. Bulanık yüklem 
birincil terimdir. Bulanık sıfatlarda bunu niteleyen çok, olası, hemen hemen 
imkansız, aşırı olası olmayan gibi kelimelerdir. Sıfatlar öncülün anlamını 
değiştirmede kullanılırlar ve iki sınıfta toplanabilir. Bir kısım sıfatlar bulanık 
doğruluk niteleyici veya bulanık doğruluk değeri olarak tanımlanır. Bunlara örnek 
olarak kesinlikle doğru, çok doğru, daha çok veya daha az doğru, çoğunlukla yanlış 
kelimesi sayılabilir. Bulanık niceleyicisi ise çok, birkaç, hemen hemen, tüm, 
genellikle gibi kelimelerdir ve başka bir anlamda bu terimlere sözel bir değişkenin 
anlamını vurgulayan uyarlayıcılarda denilir. Sözel bir değişkenin anlamını 
vurgulayan uyarıcılar, bulanık kümelerin üyelik fonksiyonlarına dayanan küme 
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işlemleridir. Sözel bir değişkenin rasgele bir değeriyle birleştirilen bulanık küme, asıl 
terimlerin üyelik fonksiyonlarında da ortaya çıkarılabilir (Zadeh, 1987: 117). Sıkça 
kullanılan uyarlayıcılar şu tanımlara göre oluşturulur, yoğunlaşma, bulanık kümeye 
ait elemanların üyelik derecelerinin büyüklüğü küçültülür yani üyelik dereceleri 0’a 
doğru yaklaştırmak ana amaçtır. CON(A ̰) ile gösterilen yoğunlaşma etkisi 
matematiksel olarakta şu şekilde gösterilir, 
μCON(A ̰)(X)=[μA ̰(x)]2 
Diğer uyarlayıcı ise DIL(A̰) ile gösterilip açılma adını almıştır, kümedeki 
elemanların üyelik derecelerini 1’e yaklaştırır ve matematiksel olarak şöyle 
gösterilir, 
μDIL(A ̰)(X)=[μA̰(X)]1/2 
Güçlendirme adını alan uyarlayıcı, üyelik derecesi 0,50’ den küçük olan 
elemanların üyelik derecelerini 0’ a, üyelik derecesi 0,50’ den büyük olan 
elemanların üyelik derecelerini ise 1’ e yaklaştırır INT(A ̰) ile simgelenir. Sıkça 
kullanılan uyarıcılar şunlardır (Mizimoto,1991). 
Çok(A̰̰) = Con(A̰̰) = [μA(̰x)]2 
Oldukça(A̰̰) =  [μA(̰x)]3  
Yaklaşık Olarak(A̰̰) = Dıl[Dıl(A̰̰) ] = [μA(̰x)]1/4 
Hemen Hemen(A̰̰) = Dıl(A̰̰) = [μA(̰x)]1/2  
 
4.1.5.Bulanık Yüklem 
Klasik mantıkta yüklem önermesi “x bir erkektir” veya “y P dir” şeklindedir. x 
ve y değişkenler, “erkek” ve “P” ise kesin kümeler olmak üzere erkek(x), ve P(y) 
yazılarak da gösterilebilirler. 
Eğer yüklemi tanımlanmayan küme bulanık küme ise yüklem bulanık yüklem 
adını alır. “z pahalıdır” veya “w gençtir” önermelerinde pahalı ve genç terimleri 
bulanık terimlerdir. Bundan dolayı pahalı(z) ve genç(w) bulanık kümelerdir. Bir 
bulanık yüklem “x P dir” verildiği zaman, bunu iki şekilde yorumlanabilir. 
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1.P(x) bulanık kümedir. P kümesinde x in üyelik derecesi μP(x) üyelik 
fonksiyonu aracılığıyla tanımlanır. 
2.μP(x) P özelliğinin yerine getirilme derecesidir. Bundan dolayı, bulanık 
yüklemin doğruluk değeri üyelik fonksiyonu (μP(x)) ile tanımlanır. 
 
4.1.6.Bulanık Sıfat 
Birincil terime “çok” niteleyicisini eklediğimiz zaman yeni bir terim elde 
edilebilir. Şekilde “yaş” sözel değişkenini düşünüldğünde sözel terim “genç” ve “çok 
genç” evrensel E kümesinde tanımlanır; E = {e|e∈[0,100]} Yaş değişkeni T(Yaş) 
kümesindeki bir değeri alır. T(Yaş)={genç, çok genç, çok çok genç…} şeklinde, 
“genç” terimi μgenç (e) üyelik fonksiyonu aracılığı ile gösterilir. μgenç(e) yi kullanarak 
“çok genç” terimini göstermek istendiğinde μçok genç(e) = (μçok genç(e))2 şeklinde elde 
edilir(Baykal ve Beyan,2004; 46). 
 
Şekil 4.1. Yaş Değişkeninin Üyelik Fonksiyonlarının Bulanık Sıfak 
Gösterimi 
Kaynak: (Baykal ve Beyan, 2004) 
   
4.2.Klasik Kümeler Ve İşlemleri 
Çeşitli nesnelerden oluşmuş topluluğa küme adı verilir. Daha geniş bir 
açıklama ile incelenen bir olayın veya bir problemin sonucunda ulaşılabilmesi 
mümkün olabilirlikler topluluğu küme olarak adlandırılır. Kümeyi oluşturan 
elemanların her birine küme elemanları ve üzerinde çalışılan kümelerin her birini alt 
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küme kabul eden en geniş kümeye de evrensel küme denir. Elemanları sonlu sayıda 
olan kümeye sınırlı küme elaman sayısı sınırsız olan kümeye de sınırsız küme denir. 
Bir küme elamanının herhangi bir kümeye ait olup olmadığı ∈,∉ simgeleri ile 
gösterilir eğer kümeye ait ise ∈ değilse ∉ simgesi ile gösterilir, şöyle ki p, A 
kümesinin elemanı ise p∈A, şayet elamanı değil ise p∉A şeklinde gösterilir. Klasik 
kümeler için yapılan geometrik gösterimlere Venn şeması denir (Özgün, 1990). 
 
A = {1,2,3,4,5,6} = {x⎪x∈ Z ve 0<x < 7} 
 
 
Şekil 4.2. Veen Şeması 
Kaynak: (Baykal ve Beyan, 2004: 65) 
 
4.2.1.Nicellik 
n boyutlu Euclidean kümenin büyüklüğünü temsil etmek için, eleman sayısı 
kullanılır ve bu sayıya nicellik denir. Bir A kümesinin nicelliği ⎢A ⎪olarak yada s(A) 
olarak gösterilir. Genelde n boyutlu euclidean vektör uzayında tüm noktalar evrensel 
kümenin elemanıdır. 
 
4.2.2.Evrensel Küme 
Bir kümede bulunan öğeler sadece olayın olabilirliğini temsil eder. Bu 
olabilirliklerin hangisinin diğerlerinden daha fazla kuvvetle ortaya çıktığı düşüncesi 
bizi sayısallığa yani olasılığa götürür. İncelenecek olayın veya olaylar dizisinin 
olabilecek tüm sonuçlarının bulunduğu kümeye evrensel küme adı verilir. İncelenen 
her olay ya da problem için evrensel küme farklıdır. 
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Şekil 4.3. Evrensel Küme 
 Kaynak(Ross, 1995:21) 
 
4.2.3.Üyelik Fonksiyonu 
Bir x elemanının A kümesinin elemanı olup olmadığı üyelik fonksiyonu             
(karakteristik fonksiyon, diskriminasyon fonksiyonu) kullanılarak ifade edilebilir. 
Klasik bir A kümesinin elemanlarını, yalnızca 0 ve 1 değeri alan μA(x) üyelik 
fonksiyonu ile ifade edebiliriz. x’ in A kümesinin elemanı olup olmadığını belirleyen 
fonksiyon μA : E→ {0,1} şeklinde tanımlanabilir. Bunu evrensel kümeden, {0,1} 
kümesine bir fonksiyon olarakta tanımlayabiliriz. Bir klasik küme için bir nesne bir 
kümenin ya elemanıdır ya da değildir ve ortası ya da farklı bir durum yoktur. Ait 
olma ve olmama arasındaki geçiş keskin ve ani olarak kesilmiştir. 
 
4.2.4.Boş Küme   
Temel kümenin tam karşıtı olan ve hiçbir şey bulundurmayan kümeye boş 
küme denir. Bir E evrensel kümesindeki A kümesinin boş küme olması A = ∅ veya 
{} olarak ifade edilir. 
∀ x∈ E için, μA (x) = 0 
olarak tanımlanır. 
 
4.2.5.Eşit kümeler 
Bütün elemanları aynı olan iki kümeye eşit kümeler denir. Bir E temel 
kümesinde tanımlanan A ve B şeklindeki iki alt kümenin eşit olması, A = B Eşit 
olamaması, A ≠ B olarak gösterilir. 
∀ x∈ E için, μA (x) = μA (x) durumunda geçerlidir. 
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4.2.6.Alt Küme ve Kapsama 
A kümesinde bulunan elemanların tamamı B kümesinin de elemanı ise A B’ 
nin alt kümesidir. 
  A⊆B yalnız ve yalnızca x∈A⇒x∈B  
İlişkisi vardır. Eğer bu iki küme arasında, 
A⊆B ve B⊆A  
Bağıntısı varsa bunlar aynı kümelerdir ve aynı elemanlara sahiptir. Bu durumda 
ilişki A=B olarak gösterilir. Eğer A⊆B ve A≠B ise B en azından A da olmayan en az 
bir öğeye sahiptir. Bu durumda A ya B’ nin öz alt kümesi denir. Şu şekilde gösterilir 
(Baykal ve Beyan, 2004;76).  
A⊂B 
Ayrıca üyelik fonksiyonu açısından A⊆B ise xA≤xB dir (Gupta ve Qi 1991). 
 
4.2.6.1.Alt Kümenin özellikleri 
Boş küme her kümenin alt kümesidir, her küme kendisinin alt kümesidir, 
A,B,C kümeleri için A⊂B ∧ B⊂C⇒ A⊂C dir, A ve B kümeleri için A⊂B ∧ B⊂A ⇔ 
A=B dir. 
 
4.3.Küme İşlemleri 
Küme işlemleri bulanık kümelere alt yapı hazırlamak üzere üstünde durulması 
gereken önemli konulardan biridir.  
 Bulanık kümelerde de benzer şekilde işlemler uygulanmaktadır bu işlemler 
sırasıyla birleşim işlemi, kesişim işlemi, tümleme işlemi, fark işlemi, kümenin 
bölümlemesi, de Morgan kuralıdır. Geleneksel kümelerde bu kesişim, birleşim ve 
tümleme işlemlerinin temel özellikleri vardır (Klir ve Folger, 1998). 
  
4.3.1.Birleşim İşlemi 
Birleşim işlemi sonucunda alt kümelerin “veya” ifadesi ile bir araya getirilmesi 
söz konusudur. Oluşan bileşim kümesinde, tüm alt kümelerde bulunan elemanların 
yer aldığı anlaşılır. 
A∪B= {x⎪x∈A veya x∈B} 
 122
 
Şekil 4.4. A∪B Kümesinin Venn Şeması İle Gösterimi 
Kayanak (Baykal ve Beyan,2004:69) 
 
4.3.1.1.Birleşim İşleminin Özellikleri 
Tek kuvvet özelliği: Her A kümesi için A∪A=A dır. Değişme özelliği: Her A 
ve B kümeleri için A∪B=B∪A dır.Birleşme özelliği: Her A, B ve C kümeleri için 
A∪(B∪C)=(A∪B)∪C dır. A kümesi ile evrensel E kümesinin birleşimi evrensel 
kümedir. A∪E=E Etkisiz eleman özelliği: A kümesi ile boş kümenin birleşimi A 
kümesini verir. A kümesi ile tümleyenin birleşimi evrensel kümeyi verir A∪A ̄̄=E  
                                            
4.3.2.Kesişim İşlemi 
Kesişim işlemi sonucu kümelerde iki alt kümenin “ve” ifadesi ile bir araya 
getirilmesi söz konusudur. Burada “ve” ifadesiyle göz önünde tutulan iki veya daha 
fazla alt kümede bulunan ortak öğelerin oluşturdukları küme anlaşılır. 
A∩B={x⎪x∈A ve x∈B} 
 
 
Şekil 4.5. A∩B Kümesinin Venn Şeması İle Gösterimi 
Kayanak:(Baykal ve Beyan,2004:70) 
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4.3.2.1.Kesişim İşleminin Özellikleri 
Tek kuvvet özelliği, her A kümesi için A∩A=A dır. Değişme özelliği, her A ve 
B kümeleri için A∩B=B∩A dır. Birleşme özelliği, her A,B ve C kümeleri için 
A∩(B∩C)=(A∩B)∩C dır. A kümesi ile evrensel E kümesinin birleşimi A kümesini 
verir, A∩E=A. Yutan eleman özelliği, A kümesi ile boş kümesinin kesişimi boş 
kümeyi verir. Kesişim işleminin yutan elemanı ∅ dir. A∩∅=∅. A kümesi ile 
tümleyeninin kesişimi boş kümeyi verir, A∩A ̄=∅. İki veya daha fazla kümenin hiç 
ortak öğesinin bulunmaması halinde bunlara ayrık alt kümler adı verilir, A∩B=∅. 
A’ da bulunmanın olabilirliği B’ de bulunmasının olabilirliğinden tamamen 
bağımsız ise bu  kümelere bağımsız kümeler denir. İlgili öğenin bu kümelerden 
birinden çekilmesi diğer etkilemez. Bağımsızlık Venn şeması v üyelik fonksiyonları 
ile gösterilmez. 
 
4.3.3.Tümleme 
Bir evrensel kümenin alt kümesi olan A klasik kümesinin tümleyeni A’ nın 
öğelerinin dışında bulunan evrensel kümenin tüm öğelerini içeren küme olarak 
tanımlanır ve A ̄ olarak gösterilir. Bir tümleyici kümenin elde edilmesinde kullanılan 
sözel kelime değil ifadesidir. Bir klasik küme tümleyeni bağdaşmaz. 
Ā={x⎪x∈E ve x∉A} 
 
Şekil 4.6. Ā Kümesinin Venn Şeması İle Gösterimi 
Kayanak (Baykal ve Beyan,2004:71) 
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4.3.3.1.Tümleme İşleminin Özellikleri 
Tümleyen kümenin tümleyeni o kümenin kendisidir A=A̿ evrensel kümenin 
tümleyeni boş küme, boş kümenin tümleyeni de evrensel kümedir. Ā=∅. Bir klasik 
küme tümleyeni ile bağdaşmaz, A ̄∩A=∅. Sadece iki tümleyen klasik kümenin 
birleşmesi sonucunda evrensel küme elde edilir, Ā∪A=E.  
 
4.3.4.Fark İşlemi 
Fark işlemi sonucu A klasik kümesinden B klasik kümesinin çıkarılması ile 
elde edilen kümede, A’ ya ait olan ama B’ nin öğesi olmayan öğeler bulunur. İki 
küme arasındaki çıkarma işlemi A∖B şeklinde yazılır. Bu aynı zamanda bağıl 
tümleyen küme olarak da tanımlanır. A∖B={x⎪x∈A ve x∉B} 
 
Şekil 4.7. A∖B Kümesinin Venn Şeması İle Gösterilmesi Ve B∖A 
Kümesinin Venn Şeması İle Gösterimi 
Kayanak (Baykal ve Beyan,2004:71) 
 
4.3.4.1.Fark İşleminin Özellikleri 
A\B = B\A özelliği geçersizdir, klasik kümelerde evrensel kümeden bir alt 
kümesinin çıkarılması ile o alt kümenin tamamlayıcısının bulunması eşdeğerdir E\A 
= A ̄̄, bir kümeden evrensel kümesinin çıkarılması işlemi sonucu boş kümedir A\E = 
∅, kapsanan bir kümeden kapsayan bir kümenin çıkarılması işlemi sonucu boş 
kümedir A⊆B ise A\B = ∅, iki küme arasında fark işlemi kesişim işlemi cinsinden 
de yazılabilir. A\B=A∩B׳, bir kümenin kendisinden çıkarılması işlemi sonucu boş 
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kümedir A\B = ∅, bir kümeden boş küme çıkarılması sonucu yine o kümeyi verir. 
Tersi ise boş kümedir A\∅ = A, ∅\A = ∅. 
 
4.3.5.Dağılma Özelliği 
Kesişim ve birleşim işlemlerinin birbirleri ile ilgili olarak dağılma özelliği 
vardır. Aşağıdaki şekilde gösterilir. 
A∩(B∪C) = (A∩B)∪(A∩C)) 
A∪(B∩C) = (A∪B)∩(A∪C) 
 
4.3.6.De Morgan Kuralı 
De Morgan kuralı kümelerin tamamlayıcıları göz önünde bulundurulduğunda 
kesişim kümelerinin birleşim ve birleşim kümelerini de kesişim olarak yazılmasına 
izin verir. 
( )BA ∩  = BA ∪  
( )BA ∪  = BA ∩               
  Küme işlemleri ile mantık işlemleri arasındaki bağıntı tesadüfi değildir. 
Kümeler bir ifadenin doğruluk değerine karşılık gelirken ∩, ∪ ve \ işlemleri “ve”, 
“veya” ve “değil” kavramlarına karşılık gelir. ∅ “yanlış” ve E de “doğru” doğruluk 
değerlerine karşılık gelmektedir. Boolean mantık ile küme teorisi boolean cebir adı 
verilen yeni bir matematik dalı oluşturulur. Boolean cebrinin en önemli özelliği ikilik 
ilkesidir. Yani tüm klasik küme işlemleri için her birleşim ile kesişim, her kesişim ile 
birleşim, ∅ ile E ve E ile ∅ değiştirilerek ikili kurallar elde edilir. Örnek olarak 
üçüncünün olmazlığı ilkesi ile çelişmezlik ilkesi ikili ilkelerdir (Baykal ve Beyan,  
2004: 73). 
 
4.4.Bulanık Kümeler  
Geleneksel küme teorisinde kesin sınırlı küme kavramı kullanılır. Bu kavram 
bir nesnenin bir kümenin eleman olması ya da olmaması gibi iki seçenekli bir 
mantığa dayanmaktadır. Bulanık küme değişik üyelik derecesinde öğeleri olan bir 
topluluktur. Klasik küme teorisindeki siyah-beyaz ikili üyelik kavramını kısmi üyelik 
kavramına genelleştirir. Burada “0” değeri üye olmamayı, “1” değeri tam üye olmayı 
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belirtirken (0,1) arası değerler de kısmi üyelik kavramına karşılık gelir. Bir bulanık 
küme öğesi aynı değişken özelliğine sahip olmak üzere başka bir kümenin de öğesi 
olabilir. Bulanık küme için klasik kümelere göre belirsiz bulanık sınırı olan kümedir 
denebilir. 
Bulanık küme kavramı ile sözel terimler tanımlanabilir. Göz önünde tutulan bir 
bulanık kelime veya ifadenin temsil ettiği sayısal aralık o ifade hakkında bilgi sahibi 
kişiler tarafından belirlenebilir (Baykal ve Beyan,  2004: 75). 
 
 
Şekil 4.8. Klasik Ve Bulanık Kümenin Grafik Gösterimi  
Kaynak: ( Baykal ve Beyan, 2004:77) 
 
4.4.1.Bulanık Kümelerin gösterimi 
Bulanık kümeler de klasik klasik kümelere benzer şekilde iki yöntemle 
gösterilir. Bunlardan birincisi küme elemanlarının üyelik derecelerine göre 
sıralanması, diğeri de matematiksel olarak üyelik fonksiyonu tanımlamak 
şeklindedir.  
Bulanık kümelerde, üyelik dereceleri arasındaki geçiş yumuşak ve sürekli bir 
şekilde olmaktadır. Bulanık küme teorisi kimsi üyeliğe izin verip geleneksel küme 
teorisini genelleştirerek küme üyeliği için [0,1] aralığında bir değeri kabul eder 
(Jamshidi, 1997). Yani, Bulanık kümelerde klasik kümelerdeki karakteristik 
fonksiyon, μA: E→{0,1}, yerini  üyelik fonksiyonuna bırakır ve şu şekilde gösterilir 
(Bezdek, 1993). 
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μA ̰: E→[0,1]                                                                                                   (4-1) 
Genel olarak üyelik fonksiyonu grafiğinde x ekseni üyeleri gösterirken, y 
ekseni de üyelik derecelerini gösterir. Bulanık kümede bir küme elemanının üyelik 
derecesi, 0,1 arasındaki bir sayı ile belirtilir. Bu durumda 0 sayısı ilgili elemanın 
kümeye ait olamadığını, 1 sayısı ilgili elemanın kümeye tam ait olduğunu ve bu iki 
değer arasında herhangi bir sayı ise ilgili elemanın kümeye üyelik derecesini veya 
kısmi üyeliğini gösterir. Bulanık küme teorisine göre kümenin elemanı olmayan 
nesnelerden, kümenin tam elemanı olan nesnelere doğru esnek ve dereceli bir geçişe 
izin verilir bulanık küme, bir nesne ve bu nesnenin ilgili kümyey üyelik derecesini 
gösteren sıralı çiftlerle ifade edilir(Hans, 1993). A bulanık kümesi, μA:̰ E→[0,1] A’ 
nın üyelik fonksiyonu ve μA(̰x)∈E’ nin A daki üyelik derecesi olmak üzere, 
aşağıdaki şekilde gösterilir. 
A̰ = (μA(̰x), x)                                                                                                 (4-2) 
Bu durumda her bir (μA̰(x), x) çiftine bulanık teklik denir ve bir bulanık teklik ( 
Lefteri ve Robert, 1997).    
μA ̰ (x) / x                                                                                                        (4-3) 
şeklinde tanımlanır. 
Bu durumda evrensel kümenin süreksiz olması halinde ve sürekli olması 
halinde bulanık kümeleri aşağıdaki şekilde ifade edebiliriz (Zadeh, 1987; 112). 
A ̰ = {∑n
i i
A
x
~~
μ
}                                                                                                 (4-4) 
A̰ ={ ∫
i
iA
x
x )(
~
μ
}                                                                                             (4-5) 
Bölüm işareti, bölme işlemini değil alttaki sayıya yani küme öğesine üstteki 
üyelik derecesinin karşılık geldiğini göstermektedir. ∑ , ∫ işaretleri de küme 
öğelerinin topluluğunu ifade etmektedir diğer yandan, / işareti bulanık tekliği ifade 
etmek için bir ayıraç olarak, + işareti ise bulanık tekliklerin birleşimini gösteren bir 
işarettir. 
 128
 
 
Şekil 4.9. Üyelikten Üye Olmayana Doğru Olası Üyelik Fonksiyonlarının 
Grafiksel Gösterimi  
 Kaynak (Baykal ve Beyan, 2004:77) 
 
Üye olandan üye olamayana doğru dereceli bir geçişe izin veren veya evrensel 
kümedeki her eleman için μA̰(x)→[0,1] birebir eşleşmesini gerçekleştiren bir 
fonksiyon, bulanık bir kümenin üyelik fonksiyonu olarak kabul edilir ve üyelik 
fonksiyonları istenilen şekilde atanamaz (Lin ve Lee, 1996). Bulanık üyelik 
fonksiyonunun grafiksel gösterimi şekil-4.10 gösterilmiştir. 
  
Şekil 4.10. Bulanık Küme 
Verilen bir bulanık alt kümede bir değil, birden fazla öğenin üyelik derecesi 1’ 
e eşit alınabilir. Şekil-4.11 gösterilidiği gibi böyle üyelik derecesine sahip olan öğeler 
alt kümenin orta kısmında toplanmıştır. 
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Şekil 4.11. Üyelik Fonksiyonlarının Kısımları 
 
4.5.Bulanık Küme İşlemleri Ve Özellikleri 
Klasik kümelerde kesişim, birleşim ve tümleme işlemleri aşağıdaki şekilde 
gösterilir. 
Kesişim:          A∩B={x⏐x∈A ve x∈B, x∈U}                                                       4-6)    
Birleşim:         A∪B={x⏐x∈A veya x∈B, x∈U}                                                   (4-7) 
Tümleme:       A ̅={x⏐x∈U ve x∉A}                                                                      (4-8) 
Klasik kümelerde uygulanan kesişim, birleşim ve tümleme işlemleri, bulanık 
kümelerde de uygulanır. Bulanık kümelerde Kesişim, birleşim ve tümleme işlemleri 
üyelik fonksiyonlarına dayanarak tanımlanır. Kesişim kümesi genellikle cebirsel 
çarpım, sınırlı çarpım, Einstein çarpımı ve minimum işlemcileri ile tanımlanır. 
Birleşim kümesi ise cebirsel toplam, sınırlı toplam, Einstein toplamı ve maksimum 
işlemcileri tanımlanır. Bir kümeye ait tümleme işlemi ise değilleme işlemcisi ile 
tanımlanır. Bu işlemcileri aşağıdaki şekilde formüle edilir. 
Kesişim μA∩B(x) İşlemcisi; 
μA ̰∩B̰= μA̰(x)∧μB̰(x) 
Cebirsel çarpım: μA(x)×μB(x)                                                                        (4-9) 
Sınırlı Çarpım: max(0,μA(x)+μB(x)-1)                                                         (4-10) 
Einstein Çarpımı: ( ))()()()(2
)()(
xxxx
xx
BABA
BA
μμμμ
μμ
×−+−
×                               (4-11) 
Minimum: min(μA(x), μB(x))                                                                       (4-12) 
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Birleşim μA∪B(x) İşlemcisi; 
μA ̰∪μB̰= μA̰(x)∨μB̰(x) 
Cebirsel toplam:μA(x)+μB(x)−μA(x)×μB(x)                                                 (4-13) 
Sınırlı toplam: min(1, μA(x)+μB(x)                                                              (4-14) 
Einstein toplamı: ( )BA
BA
x
xx
μμ
μμ
×+
+
)(1
)()(                                                               (4-15) 
Tümleme μA ̅(x) İşlemcisi; 
Değilleme: 1−μA(x)                                                                                      (4-16) 
 
Bulanık kümelerde kesişim, birleşim ve tümleme işlemlerini uygulamak için 
sırasıyla minumum, maksimum ve değilleme işlemlerini kullanırız (Yen ve Langari, 
1995: 17-19). Bu işlemciler şunlardır. 
Kesişim: μ A̰∩B̰(x) = min(μ A ̰̰(x), μ B ̰(x))                                                         (4-17) 
Birleşim: μA ̰∪μB ̰(x) = max(μA ̰(x), μB̰(x))                                             (4-18) 
Tümleme: μA̅(x) = 1− μA ̰(x)                                                                                                                  (4-19) 
Bulanık kümelerde A ̰⊆B̰ ilişkisi, üyelik fonksiyonları arasında μA̰(x)≤μB ̰(x) 
durumu söz konusu olduğu zaman geçerlidir ve A̰ kümesi B̰ kümesinin alt kümesidir 
denir (Kosko, 1992). 
 
4.5.1.T- Norm ve T- Conorm İşlemcileri 
Bulanık kümelerde iki tip işlemci vardır. Bunlar t-norm ve t-conorm dur. 
Sıklıkla sırasıyla üçgen-norm ve üçgen conorm olarak da tanımlanırlar. Literatürde 
değişik parametrelerle pek çok t-norm ve t-conorm işlemcileri Yager, Schweizer ve 
Sklar, Dubois ve Prade, Hamacher, Frank, Sugeno, Dombi ve çeşitli araştırmacılar 
tarafından tanıtılmıştır. Bu işlemciler A ̰ ve B̰ gibi iki kümeyi oluşturan üyelik 
fonksiyonlarını A̰∩B̰ şekline dönüştüren bir işlem, T: [0,1]×[0,1]→ ve ∀ x,y, z, 
∈[0,1] olarak gösterilir (Klement ve Butnariu: 1992). Aşağıdaki dört şartı sağlayan T 
işlemine t- norm denir (Dubois ve Prade:1980). 
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1.Sınır koşulu; T(x,0) = 0, T(x,1) = x        
2.Değişme özelliği; T(x,y) = T(y,x)                  
3.Artan olmama özelliği; (x≤x׳, y≤y׳)→T(x,y)≤T(x׳, y׳) 
4.Birleşme özelliği; T(T(x,y),z) = T(x, (x,y)) 
ilk şart klasik kümelere doğru genelleşmeyi sağlar. İkinci şart t-norm işlemi 
sonucunun birleştirecek kümelerin sıralamasıyla değişmediğini, üçüncü şart A ve B 
üyelik fonksiyonu değerindeki azalmanın, işlem sonucu oluşturulacak kümede üyelik 
fonksiyonu değerinde artışa neden olamayacağını, dördüncü şart ise kümelere 
değişik grup ve sıralamalarla t-norm işlemi yapılabileceğini anlatır. 
Bu koşullar ile t-norm için kesişim, cebirsel çarpım, sınırlandırılmış çarpım ve 
zorlayıcı çarpım işlemcileri tanımlanabilir. Bunun dışında da literatürde tanımlanmış 
çeşitli işlemciler vardır(Baykal ve Beyan, 2004: 92 ). Bu işlemcilerin bir kısmıda 
şunlardır, Einstein çarpımı, yager sınıfı t-işlemcisi, (tw), hamacher sınıfı t-işlemcisi 
(tϒ), frank sınıfı t-işlemcisi (ts), dombi sınıfı t-işlemcisi (tλ) 
işlemcileridir(Ovchinnikov, Kacprzyk ve Orlovski, 1987). 
 
 
En Küçük Cebirsel Çarpı. Sınırlandırılmış Zayıf 
 
 
Şekil 4.12.  Farklı T-Norm İşlemlerinin Gösterimi 
Kaynak: (Baykal ve Beyan,2004:91) 
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T-norm klasik mantıktaki tümel evetleme (ve) işleminin, t-conorm da klasik 
mantıktaki tikel evetleme (veya) işleminin karşılığıdır. T-norm ve t-conorm işlemleri 
bulanık kümelerde modelleme amacı ile kullanılır. Konuşma diliyle ifade edilen ve 
daha çok algıya dayanan bilgileri bulanık kümeler şeklinde modellemek ve 
modellenen bilgileri mantıksal çıkarımlar kullanabilmek için sözel değişkenlere ve 
bulanık işlem kurallarına gerek vardır. T-norm ve t-conorm ile işlem yaptığımızda, 
çoğu olguda işleme sokulanlar üyelik fonksiyonlarıdır. T-norm için T, t-conorm için 
⊥ sembolleri kullanılır (Baykal ve Beyan, 2004: 91). 
Frank sınıfı t-İşlemcisinde s parametresi olan s sıfırdan büyük ve 1 den farklı 
olması koşullarını sağlayan gerçel bir sayıdır ve s parametresi 0’a yaklaşırken 
minumuma 1’e giderken cebirsel çarpıma sonsuza gider iken ise sınırlı çarpıma 
yaklaşır (Fodor ve Roubens, 1994). 
T-Conorm işlemcisi, A ̰ ve B̰ gibi iki kümeyi oluşturan üyelik fonksiyonlarını 
A̰̰̰∪B ̰ şekline dönüştüren bir işlem, ⊥: [0,1]×[0,1]→[0,1] ve ∀ x, y, z, x׳, y ׳, ∈[0,1] 
olarak gösterilir ve aşağıdaki şartları sağlarsa ⊥ işlemine t-conorm veya s-norm denir 
(Kaprycz, 1997: 32).  
1.Sınır koşulu; ⊥(x,0) = 0, ⊥(x,1) = x        
2.Değişme özelliği; ⊥(x,y) = ⊥(y,x)                  
3.Monotonisite özelliği; (x≤x׳, y≤y׳)→⊥(x,y)≤⊥(x׳, y׳) 
4.Birleşme özelliği; ⊥(⊥(x,y),z) = ⊥(x, (x,y)) 
Bu şekilde tanımlanan t-conorm işlemcileri birleşim, olasılıkçı toplam, 
sınırlandırılmış toplam, zorlayıcı toplam, ayrık toplam olarak yazılabilir. Bunun 
dışında da literatürde tanımlanmış çeşitli işlemciler vardır, Bu işlemcilerin bir 
kısmıda şunlardır, Einstein toplamı, yager sınıfı s-işlemcisi, (sw), hamacher sınıfı s-
işlemcisi (sϒ), frank sınıfı s-işlemcisi (ss), dombi sınıfı s-işlemcisi (sλ) işlemcileridir 
(Li ve Yen, 1995). 
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En Büyük 
Cebirsel 
Toplam 
Sınırlandırılmamış Güçlü 
 
 
Şekil 4.13. Farklı T-Conorm İşlemlerinin Gösterimi 
Kaynak: (Baykal ve Beyan,2004:92) 
 
 
Şekil 4.14. Kesişme Ve Birleşme Özelliği 
 
4.5.2.Bulanık Tümleme ve Aksiyomları 
A kümesinin tümleyeni olan A̅ kümesi değilleme özelliği taşır. Tümleme 
kümesi C:[0,1]→[0,1] şeklindeki bir C fonksiyonu ile tanımlanabilir. C tümleme 
fonksiyonu A bulanık kümesinden [0,1] aralığında bir üyelik fonksiyonu tanımlar ve 
değer C (μA(x)) olarak yazılır. Bulanık tümleme fonksiyonu olması için iki, aksiyom 
yerine getirilmelidir. 
C(0)=1, C(1)=0 (sınır koşulu), a,b [ ]1,0∈  olmak üzere, eğer ba〈  ise o halde 
)()( bCac ≥ (Klir and Folger,1998:38). Literatürde yaygın olarak kullanılan bulanık 
tümleyenler şunlardır. 
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• Standart tümleme işlemi, )(1()( xx AA μμ −=  
• Yager fonksiyonu ve tümleme işlemi, bu tümleyen wA  ile gösterilirse, 
w
AA Ww
1
)1( μμ −= ; ifadesi ile tanımlanır (Lin and Lee,1996:24). W 
parametresi, ),0( ∞∈w aralığında tanımlanır. 
• Sugeno fonksiyonu ve tümleme işlemi, 
)(1
)(1
)(
x
xx
A
A
A λμ
μμ λ +
−= ; ifadesi ile 
tanımlanır (Terano, Asai ve Sugeno, 1992:27). λ , parametresi ),1( ∞−∈λ  
arasında değerler alır. 
 
4.5.3.Bulanık Küme Özellikleri 
Üyelik fonksiyonlarına göre tanımlanan bulanık küme özellikleri geleneksel 
kümelerin bir uzantısıdır. Bu kavramlar sırasıyla aşağıdaki şekilde açıklanmıştır. 
 
4.5.3.1.Üs Alma 
Bulanık bir kümenin β  ile gösterilen bir üssü alınabilir. Bu özellik, bulanık 
kümelerde küme işlemlerinde devamlı kullanılmaktadır (Zimmermann,1991:28). Üs 
alma aşağıdaki şekilde gösterilir. 
( )βμμ β )()( xx AA =   
 
4.5.3.2.Eşitlik Kavramı 
İki bulanık kümenin eşitliğinden bahsedebilmek için bulanık kümelerin aynı 
evrensel kümlerde tanımlanması gereklidir. Aynı üyelik dercesini alan iki küme 
biribirine eşittir (Bandemer ve Gottwald, 1996). Bu durum aşağıdaki şekilde ifade 
edilir. 
)()( xx BA μμ =  
 
4.5.3.3.Yükseklik ve Normallik 
Bir bulanık kümenin üyelik fonksiyonunun en büyük üyelik derecesi, bu 
kümenin yüksekliğini gösterir. 
yük(A) [ ])(sup xAμ=  
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Yüksekliği bire eşit olan bulanık kümelere normal bulanık kümeler denir 
(Fedrizzi, 1987). 
Yük(a) [ ])(sup xAμ=  
Bulanık bir kümenin, üyelik derecesi sıfırdan büyük elemanlarının oluşturduğu 
kümeye destek kümesi denir, üyelik derecesi 1 olan elemanların oluşturduğu küme 
kernel kümesidir, bulanık kümeye kısmen üye olan elemanların oluşturduğu kümeye 
de sınır kümesi denir(Ross, 1995).  
 4.5.4.Bulanıklaştırma 
Pratikte genel olarak klasik küme şeklinde beliren değişim aralıklarının 
bulanıklaştırılması, bulanık  küme, mantık ve sistem işlemleri gereklidir. Bunun için 
bir aralıkta bulunabilecek öğelerin hepsinin 1 üyelik derecesine sahip olacak yerde, 0 
ile 1 arasında değişik değerlere sahip olması düşünülür. İş böyle olunca da, bazı 
öğelerin belirsizlik içerdikleri kabul edilir. Bu belirsizliğin ilk bölümde anlatıldığı 
gibi sayısal olmayan durumlardan kaynaklanması halinde bulanıklıktan söz edilir. 
Özellikle bazı cihazların hassasiyet diye tabir edilen durumlarda mesela ± 0.01’ lik 
hassasiyet, ölçülen büyüklüğün x ile gösterilmesi halinde x + 0.01 ve x -0.01 
arasında değişeceği anlaşılır. Bunun klasik ve bulanık kümelerde gösterilimi ise 
şekil-4.15’de verilmiştir. 
 
 
(a) bulanık      (b) klasik 
Şekil 4.15. Bulanık ve Klasik Kümeler  
 136
Hassaslık (Prezisyon), buradan bulanık presizyonun pratikte mantıki olarak daha 
sağlıklı bir tanım olduğu ortaya çıkar. Böylece prezisyon kelimesinden ve değerinden 
bulanık üyelik fonksiyonu üçgen şeklinde ortaya çıkar. 
4.5.5.Üyelik Derecesi Belirlenmesi 
İhtimaller hesabında olduğu gibi herhangi bir değişkene değişik ihtimal 
fonksiyonları uydurulabilir. Bulanık kümelere de çok fazla üyelik fonksiyonu 
uydurmak mümkündür. Bulanık kümelerin gerek üyelik derecelerinin gerekse 
bunların tümünü temsil edebilecek üyelik fonksiyonlarının belirlenmesinde ilk 
başlayanlar tarafından kişisel sezgi, mantık ve tecrübelerin kullanılmasına sıkça 
rastlanır. Zaten pratikte birçok sorunun üstesinden gelmek için bu yaklaşımlar çoğu 
zaman yeterlidir (Şen,1999). 
Üyelik fonksiyonlarının belirlenme yöntemlerinden sezgi en fazlaca teknik 
bilgi gerektiren yöntemdir. Burada her kişinin kendi anlayış, görüş ve olaya bakışları 
önemli rol oynar. Buna en basit örnek insanın hemen her gün karşı karşıya kalarak 
görüş belirttiği sıcaklık kelimesinin belirttiği belirsiz alt kümeleri düşünebiliriz. En 
azından soğuk, serin, ılık ve sıcak gibi dört tane alt küme belirlenebilir. Bu alt 
kümelerin her biri belirli bir geometrik şekil ile Şekil-4.16’ da görüldüğü gibi temsil 
edilebilir. 
 
                                 Şekil 4.16. Sıcaklık Bulanık Alt Kümeleri 
Elde edilen geometrik şekillerin doğal olarak o yörede yaşayan kişilere göre değişir. 
Örneğin, kutuplarda yaşayan insanların soğuk kavramı ile tropikal bölgelerde 
yaşayanlarınki birbirinden oldukça farklıdır. 
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 4.5.6.Durulaştırma 
Pratik uygulamalarda özellikle makine tasarımlarında ve mühendislik plan, 
proje tasarımlarında boyutlandırmalar için kesin sayısal değerlere gerek 
duyulmaktadır. İşte bu durumlarda bulanık olarak elde edilmiş veya verilmiş 
bilgilerden yararlanarak gerekli cevapların elde edilebilmesi için bulanık olan 
bilgilerin durulaştırılması gerekmektedir. İnsanlar için yapay zeka çalışmalarında 
bulanık değişken, küme, mantık ve sistemler öneme sahip olmasına karşın, bunların 
bulanık olabilecek çıkarımlarının kesin sayılar haline dönüştürülmesi gerekir. 
Bulanık olan bilgilerin kesin sonuçlar haline dönüştürülmesi için yapılan işlemlerin 
tümüne birden ‘durulaştırma’ işlemleri adı verilir, (Şen, 1999). 
 
4.5.7.Bulanık Kümelerin Lamda Kesimleri 
Verilen bir A bulanık kümesinin, λ , 0 ile 1 arasında olmak üzere üyelik 
derecesinin belirli bir değerinde kesilmesi düşünülürse bunun sonucunda A λ  gibi 
klasik ve öğelerinin üyelik dereleri sadece 0 veya 1 olan bir klasik küme ortaya çıkar. 
Burada λ  kesiminden elde edilen kümeler klasiktir. Verilen bir bulanık küme sonsuz 
şekilde λ  seviyesinde kesilebileceğine göre bir bulanık kümeden sonsuz tane klasik 
küme çıkarılabilir.  Yine A λ  kümesine ait olan bir x öğesi ∈x( A )λ  üyelik derecesi 
en az λ   kadar olan bir öğe olarak A bulanık kümesine de aittir, (Şekil-4.17 ). 
 
Şekil 4.17.  A Bulanık Kümesi 
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Lamda kesim kümeleri aşağıdaki özelikleri doyurur(Kandel, 1986). 
⎪⎭
⎪⎬
⎫
∩=∩
∪=∪
ααα
ααα
BABA
BABA
)(
)(
 
4.5.8.Durulaştırma İşlemleri 
Daha öncede belirtildiği gibi bir bulanık küme işlemi sonucundaki bulanık 
değerlerin tek sayı haline dönüştürülmesi gerekir. Bu, bulanıklaştırma işleminin aksi 
olan durulaştırma işlemi ile yapılır. Yapılan işlemler sonrasında bulanık sonuçları ya 
yamuk veya üçgen şeklinde olduğunu kabul edilir. Bunların ikisinin birleşimi ise 
yapılan son işlem sonrası bulanık çıkarım olur. Elde edilen dış bükey olmayan 
bulanık kümeden tek sayılı bir tasarım büyüklüğünün çıkartılması için durulaştırma 
işleminin yapılması gerekir. 
 
Şekil 4.18.  İki Bulanık Kümenin; (a) Birleşimi (b) Kesişimi 
İki tane bulanık kümenin birleşimi sonucunda elde edilen bulanık çıkarım 
gösterilir. Halbuki, değişik şekilleri olan çıkarımların iki veya daha fazla sayıdaki 
temel bulanık kümelerden çıkması mümkündür. 
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Şekil-4.19 Bulanık küme çıktısı 
 
Yedi tane durulaştırma işlemi mevcuttur bunların esasları aşağıda açıklanmıştır. 
Bunların hangisinin kullanılacağına sorunun türüne göre değişmektedir. 
 
1.En büyük üyelik ilkesi: Bunun diğer bir adı da yükseklik yöntemidir. 
Kullanılması, için tepeleri olan çıkarımlara gerek vardır. Şekil… gösterilen bir 
durulaştırma işleminin aritmetik notasyon şeklinde gösterimi )()( zczc μμ ≥   tüm 
Zz ∈ olur. Bu işlem sonucu elde edilen en büyük değere karşılık elde edilen veri 
bulanık mantık çıktısı olarak kabul edilir. 
  
 
Şekil 4.20. En Büyük Üyelik Derecesinin Durulaştırması 
 
2. Sentroit yöntemi: Bunun diğer bir adı ağırlık merkezi yöntemidir. 
Durulaştırma işlemlerinde belki de en yaygın olarak kullanılan işlemdir(Sugeno,1985 
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ve Lee, 1990). Şekil-4.21’de gösterilmiş olan bu durulaştırmanın matematik işlemi 
aşağıdaki denklem ile yapılır. 
 
∫
∫=
dzzü
zdzzü
ç
ç
)(
).(
Z*                                                                                             (4.20) 
 
Bu yöntem sonucu elde edilen toplam alanın ağırlık merkezine karşılık gelen y 
ekseni değeri bulanık mantık çıktısı olarak kabul edilir. 
 
      
 
Şekil 4.21. Sentroid Yöntemiyle Durulaştırma 
 
3. Ağırlıklı ortalama yöntemi: Bu yöntemin kullanılabilmesi için simetrik 
üyelik fonksiyonunun  bulunması gerekir. İşlemler matematik olarak 
 
∫
∫=
dzzü
zdzzü
ç
ç
)(
).(
z*                              (4.21) 
  
şeklinde yapılır. Burada ∑  işareti cebir anlamında toplamayı gösterir. Bu 
durulaştırma işlemi Şekil-4.22’ de gösterilmiştir. Böylece çıkışı oluşturan bulanık 
kümelerin üyelik fonksiyonlarının her biri sahip oldukları en büyük üyelik derecesi 
değeri ile çarpılarak ağırlıklı ortalamaları alınır. Elde edilen değerin y eksenine 
karşılık gelen değeri bulanık mantık çıktısıdır. 
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Şekil 4.22. Ağırlıklı Ortalama Yöntemi Durulaştırması 
 
Örnek olarak şekil-4.22’ deki iki bulanık kümenin ağırlıklı ortalaması 
(durulaştırılmış değer) 
 
9.06.0
)9.0()6.0(*
+
+= bZ α                                         (4.22) 
 
olarak bulunur. Bu durulaştırma işlemi sadece simetrik olan üyelik fonksiyonları için 
geçerli olduğundan a ye b değerleri temsil ettikleri şekillerin ortalamalarıdır. 
 
4. Ortalama en büyük üyelik:Bu yöntem aynı zamanda en büyüklerin ortası 
diye de bilinir. Bu bakımdan birinci durulaştırma ilkesine çok yakındır. Ancak en 
büyük üyeliğin konumu tekil olmayabilir. Bunun anlamı üyelik fonksiyonunda en 
büyük üyelik derecesine sahip olan  1)(ü A =z , bir nokta yerine plato kısmi 
bulunabilir. Şekil-4.23’ de bulanıklaştırma işlemi gösterilmiş olan bu yönteme göre 
durulaştırılmış değer; 
Z*=a+b/2,  buradaki a ve b değerleri şekilde gösterildiği gibidir(Sugeno,1985) 
 
Şekil 4.23.  Ortalama En Büyük Üyelik Durulaştırması 
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Bu metodlardan sonraki en populer üç metod aşağıdaki gösterilen 
metodlardır(Hellendoorn and Thomas, 1993). 
 
5. Toplamların merkezi: Kullanılan durulaştırma işlemleri arasında en hızlı 
olan bu yöntemdir. Bu yöntemde iki bulanık kümenin birleşimi yerine onların 
cebirsel toplamları kullanılır. Bunun bir mahzuru örtüşen kısımların iki defa toplama 
girmesidir. Durulaştırılmış değer 
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∑∫
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       (4.23) 
     
olarak hesap edilebilir. Bir bakıma bu hesaplama tarzı ağırlıklı ortalama 
durulaştırmasına benzer. Ancak toplamların merkezi yönteminde ağırlıklar ilgili 
üyelik fonksiyonlarının alanlarıdır. Ortalama ağırlıklar yönteminde ise bu her bir, 
üyelik derecesidir. Toplamların merkezi ile durulaştırma işlemleri Şekil-4.24’ de 
gösterilmiştir. 
 
 
Şekil 4.24. Toplamların Merkezi Durulaştırması 
6. En büyük alanın merkezi: Eğer çıkış bulanık kümesi  en azından iki tane 
dış bükey alt bulanık kümesi içeriyor ise, dış bükey bulanık kümelerin en büyük 
alana sahip olanın ağırlık merkezi durulaştırma işleminde kullanılır. Şekil 4.25’de 
gösterilen durulaştırma işleminin matematik hesaplaması 
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eşitliğine göre yapılır. Burada )(züebç  en büyük alanlı  dış bükey bulanık kümenin 
hakim olduğu alt bölgeyi gösterir. 
 
Şekil 4.25. En Büyük Alan Merkezi İle Durulaştırma 
Bu şart tüm çıkarım bulanık kemesinin dış bükey olmadığı zaman kullanılır. Fakat 
tüm çıkarımın dış bükey olması durumunda *z sentroid yöntemi ile elde edilenin 
aynısı olur. 
7. En büyük ilk veya son üyelik derecesi: Bu yöntemde tüm çıktıların birleşimi 
olarak ortaya çıkan bulanık kümede en büyük üyelik derecesine sahip olan en küçük 
(veya en büyük) bulanık küme değerini seçmek esasına dayanır. Hesaplamaların 
vereceği *z  için aşağıdaki denklemler geçerlidir. Önce bulanık küme çıkarımı, B, 
birleşiminde en büyük yükseklik, eby , tespit edilir. 
 
[ ])z(üEB)B(y Beb =                    (4.26) 
        
Bundan sonra birinci en büyük değer, *z , bulunur. Bu yöntemin bir diğer seçeneği 
ise ilk yerine son en büyük bulanık küme değerinin, *z  bulunmasıdır. Bu durumlar 
Şekil-4.26’ de gösterilmiştir. 
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Şekil 4.26. İlk Ve Son En Büyük Üyelik Dereceleri İle Durulaştırma 
Pratik ve endüstri uygulamalarında bir makinenin ihtiyacı olan akımın 
artırılması bulanık olarak düşünülebilir ancak ne miktarda arttırılacağı kesin sayılarla 
olur. Bu nedenle, durulaştırma doğal ve gerekli bir işlemdir. Burada sunulan 
durulaştırma yöntemlerinden hangisinin en iyi olduğu sorusu vardır. Burada karar 
verilebilmesi için kullanıcının ilgilendiği sorunla ilişkili olarak bazı durumlar 
önceden bilmesi gereklidir. Bu bilgilerin başında incelenen olayın sürekli olup 
olmadığı gelmektedir. Sürekli durumun söz konusu olması durumunda bulanık 
sistemde küçük bir değişiklik, çıktılarda büyük değişikliklere sebep olmaz. İkinci 
olarak göz önünde tutulması gerekli olan husus ise durulaştırmadan sonra varılan 
sonucun, ikilemli veya çok cevaplı olmamasıdır. Aranılması gerekli üçüncü kriter ise 
sonuçların makul ye mantıklı olmasıdır. Örneğin, makul ve mantıklı bir 
durulaştırmada varılan tek değer bulanık kümenin dayanağının ortalarına doğru ve 
üyelik derecesinin oldukça büyük olması beklenir. Aranılan bir diğer özellik ise 
yapılacak hesaplamaların basit olmasıdır. Son olarak ta, bulanık çıktı kümesinin 
ağırlıklarını hesaba katan ağırlıklı yöntemin öncelikle tercih edilmesidir. Böylece 
sentroid, ağırlıklı ortalama ve toplamların merkezi yöntemleri arasında farkın 
belirlenmesine yarar, (Şen, 1999). 
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BEŞİNCİ BÖLÜM 
 
5. KLASİK İSTATİSTİKSEL KALİTE KONTROL GRAFİKLERİ VE 
BULANIK İSTATİSTİKSEL KALİTE KONTROL GRAFİKLERİNİN BİR 
ORMAN ENDÜSTRİ İŞLETMESİNDE UYGULAMASI 
 İstatistiksel kalite kontrol grafiklerinin elde edilmesi için gerekli yöntemler ve 
bulanık mantık yaklaşımı ayrıntılı olarak incelenmiştir. Bu bölümde bu yöntemlerin 
Isparta yonga levha fabrikasında hem istatistiksel kalite kontrol grafikleri hem de 
bulanık istatistiksel kalite kontrol grafikleri için nasıl uygulanacağı incelenecektir. 
 
5.1.İşletmenin Tanıtımı Ve Yonga Levha Fabrikasının Üretim Süreci Ve 
Yonga Levhanın Tanıtımı 
Uygulama için seçilen işletme ağaç sanayi mamullerinde bölge ve yurt 
ihtiyaçlarını karşılamak ve fazlasını ihraç etmek amacıyla Isparta’ ya yaklaşık olarak 
4 km. mesafede Eğridir yolunda 50 dekarlık bir arazi üzerinde 100.000 m2  kapalı 
sahada kurulmuş ORMA A.Ş. 07.Ocak.1970 tarihinde 20 milyon TL. sermayeli 250 
ortaklı %60 yatırım indirimli, %70 gümrük muafiyetine haiz teşvik belgeli olarak 
kurulmuştur. İşletmenin gül ve filiz isimli iki üretim hattı bulunmaktadır. Gül üretim 
hattında tek katlı pres hattı kapasitesi 300 m3/gün dür. Pres 18300mm boyunda 18 
mm kalınlıkta 2050 mm eninde levha üretmekte, bir preslemede 5 adet 183x366 
plaka üretmektedir. Tek katlı preste ilk yatırım masrafları düşük fakat işletme 
maliyetleri yüksektir.    
5.1.1.Yonga Levhanın Tanımı ve Özellikleri 
Yonga levhaları endüstrisi, yakacak özellikteki odunları Şekil 5.1.’de 
görüldüğü gibi, aralama kesimlerinden elde olunan ince materyali ve kereste 
fabrikalarının çıta, kapak tahtası, kereste uçları gibi artıkların değerlendirilmesi ve 
bunları küçük yongalar haline getirip Şekil 6.2. ve Şekil 6.3.’de görüldüğü gibi, 
sentetik reçineler ile ısı ve basınç altında yapıştırarak ile teknolojik özellikleri üstün 
geniş levhalar üreten büyük bir gelişme gösteren sektördür (Berkel, 1953). 
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Şekil 5.1. Odun Hammaddesi 
 
 Şekil 5.2. Kaba Yongalar 
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Şekil 5.3. Testere Talaşı 
Yongalevha, genellikle odun hammaddesinden elde edilen yonga veya küçük 
parçacıkların sentetik bir reçine yada uygun bir yapıştırıcı yardımı ile ısı ve basınç 
altında geniş ve büyük yüzeyli levhalar haline getirilmesi ile oluşan ve gerek bina 
yapımında gerekse mobilyacılıkta kullanılan bir malzemedir. 
T.S. 180 (1978) ve T.S. 1617 (1974) standartlarına göre yongalevhalar, odun 
veya odunlaşmış diğer ligno-selülozik bitkisel hammaddelerden elde edilen 
kurutulmuş yongaların sentetik reçine tutkalları ile sıcaklık ve basınç altında 
yapıştırılması ve biçimlendirilmesi sonunda elde edilen levhalardır. 
B.S. 1811 (1969) İngiliz standartlarına göre ise, odun veya diğer ligno-selozik 
lifli materyalin (odun yongası, testere talaşı, keten lifleri) bir tutkal ile ve yatutkalsız 
olarak hidrolik bağlayıcıların meydana getirdiği bir yapışma ile şekillendirilmesi 
sonucu oluşan levhalardır. 
Yongalevhalar özgül ağırlıkları bakımından 3 grup altında toplanmıştır, Avrupa 
esaslarına göre 500 kg/m3 ten aşağı olan ağırlıklardaki levhalar hafif, 500-600 kg/m3 
arasında yer alan ağırlıktaki levhalar orta, 650 kg/m3 ün üzerindeki ağırlığa sahip 
levhalar ise yüksek özgül ağırlık gruplarına girmektedir. Ancak çoğunlukla üretilen 
yongalevhaların özgül ağırlıkları 600/700 kg/m3 arasında bulunmaktadır. 
Yongalevhalar gerek içerisindeki yapıştırıcı ve hidrolik maddelere bağlı olarak, 
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gerekse yonga geometrisi bakımından değişen yüksek, orta ve düşük derecede 
çalışma (su alıp verme) özelliklerine sahip bir ağaç malzemedir. Örneğin; orta 
derecede suya dayanıklı yongalevhalar üreformaldehit reçineleri kullanıldığında elde 
edilebilmekte, buna karşılık, yüksek derecede suya dayanıklı yongalevhalar üretimde 
ise fenolformaldehit ve melamin reçineleri ile hidrofobik maddeler kullanılmaktadır. 
Hayvansal ve bitkisel tutkallarla yapılan yongalevhalarda suya karşı herhangi bir 
dayanıklıklık söz konusu değildir. Üretilmiş yonga levhalarda sonuç rutubeti % 39 ±  
kadar olmaktadır. 
Yonga levhaların uzunlukları 1800 mm den başlamakta ve 3360 mm ye kadar 
çıkabilmektedir. Genişlikleri ise, 1200-1500-1750-1830 mm gibi ölçülerde 
olmaktadır. Kalınlıklar ise, 3, 6, 8, 10, 13, 16, 18, 19, 22, 28, 25, 32, 36, 40, 45, 50, 
60 mm olarak düzenlenmiştir (Bozkurt ve Göker, 1985) 
 
Şekil 5.4. Yonga Levhaların Çıkışı 
 
5.2.Araştırma Yöntemi 
Bu araştırmaya konu olan bulanık istatistiksel kalite kontrol grafiklerini 
çizimine geçmeden önce bu bölümde uygulama alanı olarak seçilen fabrikada elde 
edilen veriler ile öncelikle klasik istatistiksel kalite kontrol grafikleri çizilerek 
fabrikadaki süreç incelenecektir. Daha sonra bulanık istatistiksel kalite kontrol 
grafiklerini çizme aşamasına geçilecektir. Literatür ayrıntılı şekilde incelenerek, bu 
aşamada kurulan model sonucu öncelikle bulanıklaştırılıp daha sonra durulaştırılarak 
elde edilen bulanık sonuçlar ile gerçek ölçüm sonuçları karşılaştırılıp ilişkinin 
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kuvveti belirlenip, ortaya konan yöntemin potansiyeli incelenecek ve bulgular 
kısmında elde edilenler tartışılacaktır. 
Klasik kalite kontrol grafiklerinin çizilmesinde öncelikle, incelenecek ürünün 
hangi kalite özelliğinin ele alınacağına karar verilmelidir. Bilindiği üzere bu tür 
grafikler iki tür niteliğe göre çizilmektedir. Bunlar ölçülebilen değerler için ve 
ölçülemiyen özellikler için çizilen grafiklerdir. Bu duruma göre uygulama yapılan 
fabrikada elde edilen ürünün ölçülebilen özelliği için grafik çizilmesine karar 
verilmiştir çünkü ilgili ürün büyük boyutlu olup kullanım alanlarında kalite unsuru 
belirleyen özelliği sayısal değer olarak elde edilen özelliktir ve bu özellikler ürün 
kalitesini belirlemede büyük etkendir. Bu özellikler yoğunluk, dik çekme ve yüzey 
sağlamlığı gibi ölçülebilen özelliklerdir.  
Ölçülebilen değerler için grafik çizimine karar verildikten sonra, süreç 
hakkında  güvenilir bilgi verecek örneklemin nasıl yapılacağı konusuna karar 
vermektir. Bundan dolayı bu çalışmada rastgele örnekleme yapılmıştır. Kalite kontrol 
grafikleri çizilirken örnek boyutu ve sayısının doğru şekilde belirlenmesi 
gerekmektedir buda parti büyüklüğüne bağlı olarak ayarlanır. Fabrikadaki üretim 
hattında üzerinde çalışılan yonga levhanın boyutları 18mm (kalınlık) x1830mm(en) x 
3660mm(boy) şeklindedir. Bir levha 0.121 m3 tür. Bu değerde levhadan günde 4250 
levha üretilmektedir. Bu değere bakılarak numune boyutunu 5 ve numune sayısı 20 
olarak alınmıştır. Bu konular kesinlik kazandıktan sonra sıra üretim hattından örnek 
alma işlemine gelir. Bunun için iki yöntem vardır, aynı-zaman ve süre-zaman 
yöntemleridir. Aynı – zaman yöntemi proses ortalamalarını çok daha hassas 
ölçmekle beraber, numune elemanları aynı anda veya çok dar bir zamanda alındığı 
için değerler biri birine çok yakın olacak, değişimler hemen hemen rasgele nedenlere 
dayanacak ve dolayısıyla rasyonel alt grup oluşturma ilkesini daha iyi yerine 
getirecektir. Ayrıca belirlenen nedenlere bağlı değişmeler için bir zaman referansı 
olacaktır (Akkurt.2002:73). Bu özelliklerinden dolayı örnek almada aynı-zaman 
yöntemi kullanılmıştır. Tablo 3.2.’deki boyut ve numune sayısı tablosu referans 
alınarak boyut ve numune sayısı belirlenmiştir. 
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Tablo 5.1. Veri Toplama Tablosu 
                                                                                                                                             
Şekil 5.5.’ de gösterildiği gibi üretim hattından levhalar seçilmiş, levhanın her 
yerinden örnekler kesilmiştir, bu örnek parçalar eni ve boyu yönündede kesilmiştir. 
Bu alınan parçalardan dik çekme ve yüzey sağlamlığı değerlerini kalite kontrol 
laboratuarında ölçmek için 5x5 cm boyutunda 6 adet parça dik çekme için, 5x5 cm 
boyutunda 6 parça ise yüzey sağlamlığı için kesilmiştir. Şekil 5.6. görüldüğü gibi 
X̿ R̅ n  
ÖLÇÜLEN DİKÇEKME DEĞERLERİ 10.19 0.1132 5 
                                                        Parça No 
Tarih Saat N.No X1 X2 X3 X4 X5 Açık X̅ R 
12/04/2005 09:00 1 0,37 0,39 0,34 0,31 0,32  0.346 0.08 
 11:20 2 0,33 0,29 0,43 0,36 0,33  0.348 0.14 
 13.35 3 0,29 0,26 0,29 0,30 0,27  0.282 0.04 
 15:35 4 0,42 0,38 0,31 0,38 0,30  0.358 0.12 
 16:20 5 0,36 0,34 0,39 0,38 0,35  0.364 0.05 
15/04/2005 08:35 6 0,41 0,51 0,29 0,43 0,34  0.396 0.22 
 09:00 7 0,34 0,36 0,39 0,43 0,31  0.366 0.12 
 12:00 8 0,46 0,40 0,46 0,43 0,41  0.432 0.06 
 13:30 9 0,36 0,43 0,44 0,34 0,33  0.38 0.11 
 14:50 10 0,45 0,47 0,55 0,54 0,43  0.488 0.12 
19/04/2005 08:30 11 0,49 0,45 0,47 0,40 0,40  0.442 0.09 
 13:35 12 0,54 0,49 0,49 0,41 0,49  0.484 0.13 
 14:25 13 0,41 0,40 0,38 0,41 0,43  0.406 0.05 
 14:35 14 0,42 0,32 0,45 0,40 0,40  0.398 0.13 
 15:55 15 0,44 0,41 0,43 0,41 0,43  0.424 0.03 
22/04/2005 08:25 16 0,50 0,47 0,39 0,47 0,46  0.458 0.11 
 09:25 17 0,40 0,41 0,38 0,51 0,40  0.42 0.13 
 11:00 18 0,50 0,38 0,47 0,45 0,47  0.454 0.12 
 14:35 19 0,48 0,43 0,46 0,46 0,37  0.44 0.11 
 15:15 20 0,50 0,54 0,52 0,39 0,40  0.47 0.15 
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Yoğunluk ölçümü içinde 10x 10 cm boyutunda 6 adet parça alınmıştır. Ayrıca kalite 
kontrol tam anlamıyla gerçekleşmesi için ayrıca şahit bir numunede alınmıştır. 
İleride müşterilerden ürünün kalitesi ile ilgili bir şikayet geldiğinde bunun tekrar 
araştırılması gerekçesiyle bu şahit numune muhafaza edilmekedir. 
 
Şekil 5.5.  Yongalevha Örneğinin Seçilmesi Ve İncelenecek Parça Alımı 
 
Şekil 5.6.  Üretim Hattından Alınan Parçanın Enine Boyuna Kesilmesi ve 6 
Parça Dik Çekme 6 Parça Yüzey Sağlamlığı ve 6 Parça 
Yoğunluk Ölçümü İçin Kesilmesi 
Elde edilen örnekler laboratuara getirilip gerekli ölçümler yapılmaya 
başlanmıştır fabrika yöneticileri izin vermediği için kullanılan ölçüm aletlerinin 
marka ve özellikleri hakkında bilgi alınmayıp sadece resim çekilmesine izin 
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verilmiştir. laboratuarda önce dik çekme için 5 parçanın ölçümü yapılmak üzere 
aparatlar hazırlanmıştır Şekil 5.7.’de görüldüğü gibi 
  
Şekil 5.7.   Dik Çekme Değerlerinin Ölçülmesi İçin Yapılan Ön Hazırlık 
Kesilen beş parça özel bir tutkalla ölçüm aletlerine yapıştırılmıştır ve Şekil 5.8. 
ve Şekil 5.9. daki duruma getirilmiştir. 
 
Şekil 5.8.   Dik Çekmenin Aparatının Hazırlanması 
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Şekil 5.9.   Dik Çekmede Kullanılan Aparatlar ve Ölçüme Hazır Durum  
Bu durumdan sonra ölçüm için makinaya takılır ve değerler makinaya bağlı 
bilgisayarda ölçülür (Şekil 5.10. ve Şekil 5.11.) ve her parça için bu ölçme ayrı ayrı 
yapılarak kaydedilir. 
 
               
Şekil 5.10. Dikçekme Ölçüm Anı      Şekil 5.11. Ölçüm Sonrası Durum 
Dik çekme işlemi bittikten sonra yongalevha için diğer bir kalite özelliği olan 
yüzey sağlamlığı ölçümleri için işlem yapılır Şekil 5.12., Şekil 5.13., Şekil 5.14. 
Şekil 5.15.’ de görüldüğü üzere. Aynı şekilde değerler her parça için ayrı ayrı ölçülür 
ve veriler tablo 5.1.’deki gibi kaydedilir. 
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Şekil 5.12.  Yüzey Sağlamlığı Aparatının Hazırlanması  
 
    
Şekil 5.13. Ölçüm Makinasına Girmeden Önceki Hazırlık 
 
Şekil 5.14.  Yüzey Gerilim Ölçümünün Yapılması 
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Şekil 5.15. Yüzey Sağlamlığı Ölçüm Sonrası Durum 
 
Verilerin toplanma aşaması son bulduktan sonra hangi kalite kontrol grafiğinin 
çizileceği belirlenir. Değişkenler için iki tip kontrol grafiği vardır. RX −  
ve SX − grafikleri bunlarlar iligili geniş bilgi bölüm 3’te verilmiştir. Bu çalışmada 
kalite kontrol grafiklerinin çiziminde  RX −  kontrol grafikleri kullanılmıştır, çünkü 
A2 ve d2  n numune boyutuna bağlı istatistik katsayılardır. R  bağlı değerlendiricinin 
hesaplanması n=3…8 için çok iyi sonuçlar verir. 10〉n  için R  yöntemi etkisini 
kaybeder. Bu çalışmada örnek boyutu 5 olduğu için RX −  grafiği çizilecektir. 
Öncelikle R grafiği sonra çift grafik )( RX −  çizilecektir. Merkez, üst kontrol limiti 
ve alt kontrol limitini belirlenip, klasik istatistik kalite kontrol grafikleri oluşturularak 
ve daha sonra bulanık istatistiksel kalite kontrol grafiklerini oluşturup karşılaştırma 
yapabilmek için bulanık kalite kontrol grafiği çizilmiştir. Grafik çizimlerinde 
kullanılan statisca 0.6 proğramıda veri girişinden başalayarak grafiklerin çiziminin 
oluşturulmasına kadar yapılan işlemler şekil 5.16. ve şekil 5.20. arasında 
gösterilmiştir. 
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İlk olarak 3 aylık yoğunluk değerleri ölçülüp istatistiksel kalite kontrol 
grafikleri oluşturulmuş daha sonra 4 aylık dikçekme ve yüzey sağlamlığı grafikleri 
oluşturulmuştur.  
Ölçülen yoğunluk değerleri aşağıda görüldüğü şekilde tablo 5.2., tablo 5.3. ve 
tablo 5.4. verilmiştir ve grafiklerde Şekil 5.21., Şekil 5.22. ve Şekil 5.23 
gösterilmiştir. Tablolardaki 1., 2., 3., 4., 5., sütunlardaki değerler ölçülen değişken 
değerleri, 7. sütun ise 1’ den 20’ kadar olan her satırın ortalamasını gösterir, 8. sütun 
ise her satırın değişim aralığını göstermektedir. X : ortalamaların ortalaması, R : 
Değişim aralıkları ortalaması, n: örnek boyutunu göstermektedir. 
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X  R  N 
1.Ay 
Ölçülen 
Yogunluk 
Gerçek 
Değerleri 
 
633,3711 
 
32,622 
 5 
11/04/2005 
08:50 
609,87 608,29 639,6 601,209 602,449 612,2836 38,391
11:30 625,74 595,53 592,72 605,03 597,69 603,342 33,02 
13:45 596,24 597,36 644,63 675,77 635,02 629,804 79,53 
15:35 624 619,12 622,71 624,52 633,44 624,758 14,32 
16:20 626,86 642,24 623,97 614,869 642,87 630,162 28,001
16/04/2005 
08:50 
628,35 622,99 609,64 640,109 625,69 625,356 30,469
11:30 636,42 646,06 630,31 645,33 646,31 640,886 16 
13:45 660,57 624,72 666,06 660,31 626,33 647,598 41,34 
15:35 618,64 618,51 660,11 660,66 643,259 640,236 42,15 
16:20 650,2 632,58 650,84 640,058 644,77 643,689 18,26 
20/04/2005 
08:30 
621,97 632,98 618,79 618,18 629,03 624,19 14,8 
13:35 619,98 618,9 623,63 644,96 626,79 626,852 26,06 
14:25 663,62 671,44 657,289 668,28 656,88 663,502 14,56 
14:35 675,16 633,31 644,97 667,59 628 649,806 47,16 
15:55 612,809 615,079 640,388 638,16 621,46 625,579 27,579
23/04/2005 
08:25 
635,55 631,38 648,481 668,17 649,25 646,566 36,79 
09:25 643,96 631,91 662,3 655,749 632,87 645,358 30,39 
11:00 637,99 635,75 648,471 630,7 630,64 636,710 17,831
14:35 637,55 647,301 621,35 651,71 628,31 637,244 30,36 
15:15 601,06 614,349 604,1 656,709 591,28 613,499 65,429
 
Tablo 5.2.  Birinci Ay Ölçülen Gerçek Yoğunluk Değerleri 
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Şekil 5.16. Statisca Proğramına Veri Girişi 
Statisca 0.6 proğramında veriler yukarıdaki şekil 5.16. görüldüğü gibi girilir ve 
aşağıdaki adımlar izlenerek istatistiksel kalite kontrol grafikleri çizilir. 
 
 
Şekil 5.17. Kontrol Kartı Çizimi Butonunun Seçimi  
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Şekil 5.18. Çizilecek Grafik Türünün Seçimi 
 
Şekil 5.19. Değişkenlerin Belirlenmesi 
 
Şekil 5.20. Değişkenlerin Seçimi 
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Şekil 5.21.  1.Ay RX −  Yoğunluk Kontrol Grafiği 
Şekil 5.21.’de X  ve R   yoğunluk kontrol grafiği görülmektedir. Üst kontrol 
limiti ve Alt kontrol limitleride formül (3.26-3.27) kullanılarak bulunur. 
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X  R  N 
2. AY 
Ölçülen 
Yoğunluk 
Gerçek 
Değerleri 
633,26 53,05 5 
11/05/2005 
08:50 615,99 644,49 632,76 607,18 658,51 631,79 51,33
11:30 
591,95 647,55 645,52 646,17 669,13 640,06 77,18
13:45 
669,63 657,43 685,12 663,7 690,73 673,32 33,30
15:35 
680,93 673,93 694,15 633,34 624,53 661,38 69,62
16:20 
582,12 589,28 610,76 622,87 645,51 610,11 63,39
16/05/2005 
08:50 661,24 667,42 641,57 642,13 636,52 649,78 30,90
11:30 
593,82 626,4 606,74 599,44 627,53 610,79 33,71
13:45 
597,75 644,35 678,14 643,75 671,48 647,09 80,39
15:35 
676,4 677,63 617,33 637,08 590,45 639,78 87,18
16:20 
591,53 629,36 585,96 595,9 582,59 597,07 46,77
20/05/2005 
08:30 588,41 579,9 598,44 604,4 648,96 604,02 69,06
13:35 
696,04 635,1 659,79 612,29 651,4 650,92 83,75
14:25 
627,37 646,37 610,61 603,91 660,07 629,67 56,16
14:35 
673,45 643,5 635,95 643,5 633,9 646,06 39,55
15:55 
673,03 666,85 671,91 644,38 643,94 660,02 29,09
23/05/2005 
08:25 654,65 645,24 625,6 635,67 628,09 637,85 29,05
09:25 
640,07 645,81 628,01 608,99 647,19 634,01 38,20
11:00 
617,37 659,78 636,31 613,57 593,49 624,10 66,29
14:35 
581,77 626,95 601,32 604,06 599,18 602,66 45,18
15:15 
608,01 628,17 615,95 623,73 597,3 614,63 30,87
 
Tablo 5.3.  İkinci Ay  Ölçülen Gerçek Yoğunluk Değerleri 
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Şekil 5.22. İkinci Ay RX −   İstatistiksel Kalite Konrol Grafiği 
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X  R  N 
3. Ay 
Ölçülen 
Yoğunluk 
Gerçek 
Değerleri 
638,2303 39,419 5 
11/06/2005 
08:50 609,87 608,29 639,6 601,21 602,45 612,284 38,39
11:30 
625,74 595,53 592,72 605,03 597,69 603,342 33,02
13:45 
596,24 597,36 644,63 675,77 635,02 629,804 79,53
15:35 
624 619,12 622,71 624,52 633,44 624,758 14,32
16:20 
626,86 642,24 623,97 614,87 642,87 630,162 28 
16/06/2005 
08:50 628,35 622,99 609,64 640,11 625,69 625,356 30,47
11:30 
636,42 646,06 630,31 645,33 646,31 640,886 16 
13:45 
660,57 624,72 666,06 660,31 626,33 647,598 41,34
15:35 
618,64 618,51 640,06 644,77 621,97 628,79 26,26
16:20 
632,98 618,79 618,18 701,11 666,85 647,582 82,93
20/06/2005 
08:30 673,97 697,83 710,8 689,77 629,03 680,28 81,77
13:35 
619,98 618,9 623,63 644,96 626,79 626,852 26,06
14:25 
673,24 645,2 635,59 704,23 673,24 666,3 68,64
14:35 
663,62 671,44 657,29 668,28 656,88 663,502 14,56
15:55 
675,16 633,31 644,97 667,59 628 649,806 47,16
23/06/2005 
08:25 612,81 615,08 640,39 638,16 621,46 625,58 27,58
09:25 
635,55 631,38 648,48 668,17 649,25 646,566 36,79
11:00 
643,96 631,91 662,3 655,75 652,14 649,212 30,39
14:35 
660,71 638,4 631,93 620,77 614,65 633,292 46,06
15:15 
626,97 643,62 632,68 635,49 624,51 632,654 19,11
 
Tablo 5.4. Üçüncü Ay Ölçülen Gerçek Yoğunluk Değerleri 
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Şekil 5.23.  Üçüncü Ay RX −    İstatistiksel kalite Kontrol Grafiği 
Yoğunluk değerleri yazılıp garfikleri çizildikten sonra dik çekme ve yüzey 
sağlamlığı için benzer işlemler gerçekleştirilmiştir. Dikçekme değerleri Tablo 5.5. ve 
Tablo 5.7.’de ve bu değerlere ait grafikler ise Şekil 5.24. ve Şekil 5.26’da 
görülmektedir. Yüzey sağlamlığı değerleri ise Tablo 5.6. ve Tablo 5.8.’de grafikler 
ise Şekil 5.25. ve Şekil 5.27.’de görülmektedir. 
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X  R  N 
4. Ay 
Ölçülen 
Dikçekme 
Gerçek 
Değerleri 
0,4053 0,137 5 
11/07/2005 
08:50 0,45 0,39 0,34 0,47 0,35 0,4 0,13 
11:30 
0,49 0,47 0,42 0,43 0,38 0,438 0,11 
13:45 
0,49 0,48 0,47 0,38 0,39 0,442 0,11 
15:35 
0,46 0,36 0,39 0,47 0,36 0,408 0,11 
16:20 
0,48 0,44 0,49 0,3 0,3 0,402 0,19 
16/07/2005 
08:50 0,36 0,53 0,67 0,48 0,48 0,504 0,31 
11:30 
0,39 0,38 0,4 0,45 0,43 0,41 0,07 
13:45 
0,46 0,45 0,35 0,48 0,44 0,436 0,13 
15:35 
0,43 0,31 0,41 0,3 0,39 0,368 0,13 
16:20 
0,3 0,33 0,4 0,32 0,38 0,346 0,1 
20/07/2005 
08:30 0,36 0,43 0,41 0,37 0,45 0,404 0,09 
13:35 
0,37 0,33 0,27 0,34 0,22 0,306 0,15 
14:25 
0,44 0,4 0,41 0,39 0,39 0,406 0,05 
14:35 
0,44 0,39 0,4 0,39 0,35 0,394 0,09 
15:55 
0,33 0,44 0,51 0,54 0,29 0,422 0,25 
23/07/2005 
08:25 0,43 0,36 0,36 0,4 0,52 0,414 0,16 
09:25 
0,47 0,34 0,43 0,43 0,36 0,406 0,13 
11:00 
0,27 0,39 0,45 0,41 0,45 0,394 0,18 
14:35 
0,43 0,48 0,43 0,35 0,37 0,412 0,13 
15:15 
0,43 0,36 0,36 0,35 0,47 0,394 0,12 
 
Tablo 5.5.  Dördüncü Ay Ölçülen DikÇekme Gerçek Değerleri 
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Şekil 5.24. Dördüncü Ay Dikçekme RX −   Kontrol Grafiği 
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X  R  N 
5. Ay  
ÖlçülenYüzey 
Sağlamlığı 
Gerçek 
Değerleri 1,412 0,4055 5 
11/08/2005 
08:50 1,41 1,35 1,16 1,51 1,21 1,328 0,35 
11:30 
1,62 1,61 1,42 1,51 1,35 1,502 0,27 
13:45 
1,73 1,63 1,6 1,25 1,39 1,52 0,48 
15:35 
1,52 1,13 1,37 1,58 1,34 1,388 0,45 
16:20 
1,61 1,45 1,58 1,18 1,18 1,4 0,43 
16/08/2005 
08:50 1,36 1,77 1,84 1,62 1,61 1,64 0,48 
11:30 
1,46 1,45 1,44 1,55 1,54 1,488 0,11 
13:45 
1,56 1,56 1,25 1,59 1,46 1,484 0,34 
15:35 
1,46 1,19 1,29 1,17 1,36 1,294 0,29 
16:20 
1,15 1,19 1,38 1,18 1,36 1,252 0,23 
20/08/2005 
08:30 1,32 1,55 1,39 1,18 1,55 1,398 0,37 
13:35 
1,36 1,19 1,05 1,25 0,77 1,124 0,59 
14:25 
1,53 1,45 1,45 1,38 1,37 1,436 0,16 
14:35 
1,48 1,36 1,4 1,38 1,18 1,36 0,3 
15:55 
1,15 1,55 1,75 2,04 0,96 1,49 1,08 
23/08/2005 
08:25 1,47 1,29 1,25 1,47 1,75 1,446 0,5 
09:25 
1,63 1,25 1,47 1,47 1,34 1,432 0,38 
11:00 
0,87 1,34 1,56 1,44 1,58 1,358 0,71 
14:35 
1,59 1,61 1,57 1,25 1,35 1,474 0,36 
15:15 
1,47 1,35 1,35 1,38 1,58 1,426 0,23 
 
Tablo 5.6. Beşinci Ay Ölçülen Gerçek Yüzey Sağlamlığı Değerleri 
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Şekil 5.25.  Beşinci Ay Yüzey Sağlamlığı RX −   Kontrol Grafiği 
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X  R  N 
6. Ay 
Ölçülen 
Dikcekme 
Gerçek 
Değerleri 
0,5521 0,189 5 
11/09/2005 
08:50 0,53 0,6 0,49 0,65 0,48 0,55 0,17 
11:30 
0,61 0,68 0,47 0,45 0,48 0,538 0,23 
13:45 
0,58 0,62 0,82 0,74 0,69 0,69 0,24 
15:35 
0,54 0,47 0,47 0,66 0,69 0,566 0,22 
16:20 
0,46 0,4 0,59 0,47 0,44 0,472 0,19 
16/09/2005 
08:50 0,47 0,51 0,35 0,31 0,38 0,404 0,2 
11:30 
0,35 0,57 0,42 0,44 0,6 0,476 0,25 
13:45 
0,57 0,99 0,57 0,5 0,59 0,644 0,49 
15:35 
0,48 0,49 0,51 0,44 0,41 0,466 0,1 
16:20 
0,53 0,47 0,58 0,42 0,46 0,492 0,16 
20/09/2005 
08:30 0,56 0,56 0,57 0,54 0,72 0,59 0,18 
13:35 
0,59 0,49 0,43 0,61 0,51 0,526 0,18 
14:25 
0,54 0,54 0,64 0,59 0,59 0,58 0,1 
14:35 
0,7 0,61 0,57 0,62 0,75 0,65 0,18 
15:55 
0,57 0,56 0,59 0,59 0,59 0,58 0,03 
23/09/2005 
08:25 0,49 0,44 0,44 0,77 0,81 0,59 0,37 
09:25 
0,66 0,49 0,6 0,6 0,57 0,584 0,17 
11:00 
0,49 0,44 0,49 0,44 0,42 0,456 0,07 
14:35 
0,62 0,53 0,54 0,54 0,55 0,556 0,09 
15:15 
0,7 0,72 0,56 0,59 0,59 0,632 0,16 
 
Tablo 5.7. Altıncı Ay Ölçülen Dikçekme Gerçek Değerleri 
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Şekil 5.26.   Altıncı Ay  Dikçekme X-R  Kontrol Grafiği 
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X  R  N 
7. Ay 
Ölçülen 
Gerçek 
Yüzey 
Sağlamlığı 
Değerleri 
1,4841 0,3445 5 
11/10/2005 
08:50 1,41 1,55 1,36 1,63 1,34 1,458 0,29 
11:30 
1,55 1,68 1,34 1,3 1,36 1,446 0,38 
13:45 
1,52 1,58 2,18 1,79 1,69 1,752 0,66 
15:35 
1,42 1,34 1,34 1,67 1,69 1,492 0,35 
16:20 
1,32 1,19 1,55 1,34 1,28 1,336 0,36 
16/10/2005 
08:50 1,34 1,39 1 1,1 1,23 1,212 0,39 
11:30 
1,14 1,49 1,25 1,26 1,49 1,326 0,35 
13:45 
1,48 2,22 1,48 1,34 1,55 1,614 0,88 
15:35 
1,37 1,36 1,36 1,34 1,41 1,368 0,07 
16:20 
1,55 1,39 1,55 1,25 1,3 1,408 0,3 
20/10/2005 
08:30 1,48 1,48 1,49 1,45 1,74 1,528 0,29 
13:35 
1,55 1,36 1,25 1,58 1,39 1,426 0,33 
14:25 
1,46 1,46 1,63 1,55 1,55 1,53 0,17 
14:35 
1,74 1,57 1,48 1,66 1,82 1,654 0,34 
15:55 
1,62 1,48 1,55 1,55 1,55 1,55 0,14 
23/10/2005 
08:25 1,39 1,34 1,34 1,88 1,89 1,568 0,55 
09:25 
1,65 1,37 1,64 1,64 1,48 1,556 0,28 
11:00 
1,38 1,34 1,39 1,34 1,24 1,338 0,15 
14:35 
1,67 1,42 1,46 1,42 1,49 1,492 0,25 
15:15 
1,72 1,84 1,48 1,55 1,55 1,628 0,36 
 
Tablo 5.8.  Yedinci Ay Ölçülen Yüzey Sağlamlığı Gerçek Sağlamlığı  
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Şekil 5.27. Yedinci Ay Yüzey Sağlamlığı X-R Kontrol Grafiği 
 
5.3.Bulanık İstatistiksel Kalite Kontrol Grafikleri İle İlgili Önceki 
Çalışmalar 
Otomatik üretim ve kontrollerin pek çok endüstride yaygın olarak kullanılmaya 
başlanması sonucunda istatistiksel kalite kontrol işlemlerinin de artık 
otomatikleştirilmesi bir ihtiyaç olmuştur. Örneğin, kağıt ve ahşap ürünler, 
kimyasallar ve soğuk çelik üretimi gibi sürekli üretim gerektiren durumlarda 
bilgisayar temelli algoritmalar tarafından çeşitli kalite kontrol işlemlerinin otomatik 
olarak gerçekleştirilmesi gerekmektedir. Bulanık mantık kullanılarak yapı itibariyle 
istatistiksel bir yapıya sahip olmayan belirsizlik durumlarıyla başa çıkabilmek için 
teknikler geliştirlebilir. Bulanık süreç kontrolü ile ilgili temel kavramlar literatürde 
farklı çalışmalar halinde bulunmaktadır. 
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 Morris (1997), literatürde endüstriyel üretim süreçlerinde kalite kontrol 
sistemlerinin bir parçası olarak yeterince istatistiksel süreç kontrolünde bulanık 
mantık yardımıyla istatistiksel kalite kontrol çalışmaları bulunmadığını ifade 
etmektedir. 
 Montgomery(2000), kalite kontrol şemalarında bulanık mantığın geleneksel 
yöntemlere göre değişkenliklerin takibinde ve kontrol kurallarının duyarlılığının 
arttırılmasında daha etkili olabileceğini ifade etmiştir. 
Wang ve Raz (1990) ile Raz ve Wang (1990), kontrol şemalarının 
oluşturulmasında 2 farklı yaklaşım geliştirmişlerdir, bu yaklaşımlar sırasıyla 
probabilistik ve üyelik yaklaşımlarıdır, probabilistik yaklaşımda üyelik 
fonksiyonlarının mod, medyan ve ortalamaların dilsel veriler kullanılarak bulanık 
değerleri elde edilmektedir. İlgili değerler daha sonra geleneksel istatistiksel 
yöntemlerle kontrol şemalarının elde edilmesinde kullanılmıştır. Üyelik 
yaklaşımında ise süreç düzeyi tüm dilsel gözlem setlerinin ortalamasını kullanarak 
tahmin edilir ve ortalamanın temsil değeri sürecin ortalama değeri olarak kabul 
edilir, daha sonra da kontrol sınırları orta çizginin tahmini süreç düzeyinin bulanıklık 
miktarıyla çarpılması sonucunda elde edilir. 
Kanagawa vd.(1993), süreç çıktılarını ifade etmek için dilsel ifadeleri etiketli 
bulanık set olarak kabul etmiş ve dilsel değişkenlerin gerçekleşme olasılığını 
hesaplamışlardır. 
Grzegorzewski (1997), bulanık sayılar tarafından temsil edilen bulanık 
gözlemlerin grafiklerinden oluşan kontrol şemaları oluşturmuştur. 
Cheng(2005), bir grup uzman tarafından tanımlanan sübjektif kalite 
derecelerinden elde edilen bulanık çıktıları kullanarak bulanık kontrol şemaları 
oluşturulmuştur. Ürün boyutları ölçüldükten sonra bir yapay sinir ağı tarafından 
gerçekleştirilen bulanık regresyon yardımıyla uzmanlar tarafından sunulan değerler 
bulanık kalite derecelerine dönüştürülmüş, daha sonra da elde edilen bulanık kalite 
dereceleri bulanık kontrol şemaları üzerine yerleştirilmiştir. Geliştirilen bu kontrol 
şemaları sadece sürecin merkeze olan eğilimini göstermekle kalmayıp onun 
bulanıklık derecesini de göstermeye yaramıştır. 
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Yukarıda değinilen bulanık kontrol şemalarının oluşturulmasına yönelik 
yaklaşımlar büyük bir örnek kitlesinin ortalamasının elde edilmesi ve bu elde edilen 
değerle, orta çizginin oluşturulmasına yöneliktir. 
Kupongsak (2006), bulanık setler ve sinir ağı teknikleri kullanarak istenilen 
kalite düzeylerinde ürünler elde edebilmek için gıda süreç kontrol seti noktalarını 
belirleyen bir çalışma gerçekleştirmiştir. 
Pacella vd. (2004), sinir ağları yöntemini kullanarak eğitim amaçlı kullanılmak 
üzere yeterli bilgiye sahip olunmadığı durumlarda kalite kontrolün etkinliğini daha 
da artıran bir model geliştirmiştir. 
Rowland ve Wang (2000), bulanık mantık yoluyla kontrol dışı durum 
kurallarını kontrol etmişler ve verilerin yorumlanmasındaki tutarlılığı ve gerçekliliği 
iyileştirmeyi hedeflemişler. 
 Shendy vd.(2000), geleneksel kontrol şemaları bazı durumlarda tip I hata 
(yanlış alarm) oluşturarak olmadığı halde bir süreç hatası olduğu izlenimi doğururlar. 
Bunun sonucunda da fabrikada gereksiz yere üretimin aksamsına sebep olunur. Tip II 
hatasının oluşturulmasıyla ise gerçek hatalar ya gözden kaçar ya da ürün kalitesinde 
bir düşüş yaşandıktan sonra gecikmeyle farkına varılır. İstatistiksel süreç kontrol 
kurallarının bulanık mantıkla düzenlenmesi ve böylelikle yanlış sayısını azaltıp 
gerçek kusurları bulma gücünü ve süresini iy,leştirmeyi amaçlayan bir çalışma 
gerçekleştirmiştir. 
Wang ve Rowland(2000), kontrol grafiklerindeki )2,1( δδ ±± ’ nin çeşitli alanlar 
karşısındaki üyelik fonksiyon sıralarının yeniden kullanımı için bir yaklaşım 
tanımlamışlardır. 
Chang ve Aw(1996), neural-fuzzy yöntemini kullanarak, bulanık mantık 
sisteminin verilerini sınıflara ayırarak başarılı bir şekilde X  kontrol grafiklerini 
kullandılar. 
Höppner ve Wolf(1995), bulanık shewhart tablosu için ortalama durumları ve 
değişkenlikleri göz önüne alarak yeni bir teknik geliştirip bir yaklaşımda 
bulunmuşlardır.  
Höppner(1994), shewhart ve Ewma tabloları, simüle edilmiş veriler 
kullanılarak test edilmiştir. 
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Du ve Wolfe(1997), bulanık mantığın listeleme, envanter kontrolü ve kalite 
kontrolü gibi diğer alanlarındaki endüstriyel uygulamalarını incelemişlerdir. 
Literatürdeki çalışmalarda genellikle bulanık kontrol şemalarının 
oluşturulmasında eldeki örnek yığınının ortalamasından elde edilen temsil edici 
değerin hesaplanmasıyla orta çizginin oluşturulmasına, üyelik yaklaşımı ile mod 
medyan ve ortalamaların dilsel olarak değerleri elde edilip bulanık hespalanmıştır, 
üyelik yaklaşımı ile dilsel olarak belirlenen gözlem setlerinin  ortalamaları alınmış bu 
ortalamalar sürecin ortalaması kabul edilmiş, alt ve üst sınır bulunmuştur, istatistik 
yapıya sahip olamayan belirsizilik durumlarını çözümlemeye bilmek için teknikler 
geliştirilmiştir, uzman görüşleri ile bulanık kalite kriterleri belirlenmiştir. 
İstatistiksel kalite kontrolünde ana amaç ortalamaların ortalamasını bulmaktır, 
buna bağlı olarak alt ve üst sınırlar kolaylıkla bulunmaktadır ve bu sınırlar 
belirlendikten sonra ortalamalar grafikte dağıtılır ve istatistiksel süreç kontrol edilir 
ve hakkında yoruma geçilir. 
Bu çalışmada literatüre farklı olarak tüm değerler bulanıklaştırılarak, bulanık 
ortalamaların ortalaması hesaplanarak, bulanık alt ve üst sınır elde edilmiş ve  
bulanık ortlamalar grafikte dağıtılarak  bulanık istatistiksel kalite kontrol grafikleri 
çizilmiştir. Kurulan modelle büyük işlem kargaşasından ve formülasyondan 
kurturulmuştur işlemlerin gerçekleştirilmesi kolaylaşmıştır.  
 
5.4.Bulanık İstatistiksel Kalite Kontrol Grafiklerinin Çizilmesi Ve Modelin 
Uygulanması 
Klasik istatistiksel kalite kontrol grafikleri çizildikten sonra bulanık istatistiksel 
kalite kontrol grafikleri çizimine geçilmiştir. Bu çizimlere geçilmeden önce 
ölçümleri yapılan değişkenler belirlenmiştir, bunlar yoğunluk, dikçekme ve yüzey 
sağlamlığıdır. Bulanık istatistiksel kalite kontrol grafiklerinin çizimi için, öcelikle 
model için gerekli girdi ve çıktının belirlenmesi gerekmektedir. Yonga levhanın 
yogunluğunu, dikçekmesini ve yüzey sağlamlığını etkileyen en önemli girdi 
faktörleri önem derecesine göre sırasıyla şöyledir, odun miktarı(talaş miktarı), tutkal 
miktarı, yonga kalınlığı, yonga boyu, pres sıcaklığı, pres basıncıdır fakat yonga boyu, 
yonga kalınlığı sabittir hic bir şartta değişmemektedir çünkü sabit boyutta bir elekten 
geçmektedir bu elekten geçenlerin tüm yongaların boyutları aynıdır geçmeyenler ise 
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tekrar aynı boyuta gelmesi için değirmenlere gönderilmektedir. Diğer sabit değerler 
ise pres sıcaklığı ve basıncıdır bu değerlerde kontrol altındadır. Bu sebeple bu 
değerler modele etki etmemektedir. Bu yüzden en çok etkili ve en önemli girdiler 
olan odun miktarı ve tutkal miktarı levhanın  yoğunluğunu, dikçekme ve yüzey 
sağlamlığını   çok önemli bir ölçüde etkilemektedir. 
5.4.1.Bulanık Mantık Modeli 
Bu çalışmada mühendislik uygulamalarında çoğunlukla kullanılan Mandani 
bulanık mantık modeli esas alınmıştır. 
Bulanık istatistiksel kalite kontrol grafiklerini elde ederken kullanılan mandani 
bulanık mantık modeli şematik olarak Şekil 5.28.’de  aşağıda verilmiştir. 
Bulanık mantık  modelini gerçekleştiren algoritma başlıca dört ana kategoride 
işlem yapar. 
1. Bulanık kümlerin oluşturulması 
2. Bulanık kural tabanının oluşturulması 
3. Bulanık kümelerin birleştirilmesinden elde edilen kümeden kuralları göre 
yeni bir bulanık kümenin oluşturulması 
4.  Bulanık çıktı değerlerinin durulaştırma işlemine tabi tutularak karar verme 
mekanizmasının çalıştırılması 
Modelimizde üretim sonrası elde edilen ürünün kalite özeliklerini etkileyen 
girdi ve çıktıları belirlendikten sonra aşağıda geniş şekilde açıklanan adımlar 
izlenerek kurulup çalıştırılmıştır. İlk olarak giriş bulanık kümeleri oluşturulmuştur, 
giriş bulanık kümeleri için üçgen üyelik fonksiyonu seçilmiş olup her biri üçer üyelik 
fonsiyonundan oluşmak üzere tutkal miktarı ve odun miktarları minimun ve 
maksimimum değerleri belirlenip bulanık giriş kümeleri belirlenmiştir şekil 5.30. ve 
şekil 5.31.’de görüldüğü gibi, 
Daha sonra kalite özelliğini belirleyen çıktı değerleri yoğunluk, dikçekme ve 
yüzey sağlamlığı için üyelik aralıkları belirlenerek çıkış üyelik fonsiyonları 
(Mf1……….Mf9) şeklinde şekil 5.32.’ de görüldüğü gibi dokuz tane olmak üzere 
belirlenmiştir. Sonra bulanık çıkış kümelerini oluşturmak üzere kurallar yazılmıştır, 
matlap 07 programı çalıştırılarak durulaştırılmış çıktı değerleri elde edilip bu 
değerlerle ölçülen gerçek değerler arasındaki ilişkiye bakılarak bulanık değerleri ile 
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kalite kontrol grafikleri çizilmiştir, tüm bu içerik aşağıda modeli şekil 5.28.’de 
gösterilidiği gibi elde edilmesiyle daha ayrıntılı olarak açıklanmıştır.  
 
Şekil 5.28. Oluşturulan Bulanık Mantık Modeli 
 
Giriş Bulanık Kümeleri: 
ADIM 1: Bulanık Ölçümler, 
 İncelenecek olayın maruz kaldığı girdi değişkenlerini ve bunlar hakkında tüm 
bilgiyi içerir. Buna veri tabanı veya kısaca giriş adı da verilir. Buradaki bilgiler 
sayısal ve/veya sözel olabilir. Bu çalışmada girdiler odun miktarı (talaş miktarı) ve 
Tutkal miktarıdır ve bunlar yukarıda modelde Şekil 5.28.’de gösterildiği gibi üçgen 
üyelik fonksiyonları ile gösterimiştir  İnput 1 (Odun Miktarı),(mf1, mf2, mf3) ve 
Input2 (Tutkal Miktarı) (mf1, mf2, mf3), üç üyelik fonksiyonu belirlenmiştir. Bu durum 
matlap 07 proğramı girdisi olarak şekil 5.30. ve şekil 5.31.’ de gösterilmektedir. 
Bulanık mantık modelinin aşamaları şunlardır: 
Her bulanık kümenin üyelik fonksiyonu ölçülen verilerden oluşturulmuştur. Bu 
yüzden tüm üyelik fonksiyonlarından gelebilecek mümkün değerler tespit edilmiştir, 
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0.121 m3 levha üretmek için gerekli odun miktarı, minumum 71.54 kğ ile maksimum 
81.77 kğ. Aralığında olmalıdır Şekil 5.29.’ da görülmektedir. 
 
Şekil 5.29. Odun Miktarı Giriş Üyelik Fonksiyonları 
 
 
Şekil 5.30. Tutkal Miktarı Giriş Üyelik Fonksiyonları 
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0.121 m3 levha üretmek için gerekli tutkal miktarı, minumum 6.685 kğ ile 
maksimum 7.235 kğ. Aralığında olmalıdır ve Mf1, Mf2, Mf3 şeklinde üç tane üçgen 
üyelik fonksiyonu kullanılmıştır Şekil 5.30.’ da görülmektedir. 
 
Şekil 5.31. Yoğunluk Çıkış Üyelik Fonksiyonları 
 
Yoğunluk değerleri ise Şekil 5.31.’de gösterildiği gibi 9 üyelik fonksiyonu ile 
belirlenmiştir, levha yoğunluk değerleri 591.3 kğ/m3 ile 675.8 kğ/m3 aralığında 
alınmıştır. 
 
Bulanık Kural Tabanı Birimi 
ADIM 2: Bulanık Kural Tabanının Uygulanması 
Veri tabanındaki girişleri çıkış değişkenlerine bağlayan mantıksal EĞER-İSE 
türünde yazılabilen kuralların tümünü içerir. Bu kuralların yazılmasında sadece girdi 
verileri ile çıktılar arasında olabilecek tüm aralıklar (bulanık küme) bağlantıları 
düşünülür. Böylece, her bir kural girdi uzayının bir parçasını çıktı uzayına mantıksal 
olarak bağlar ve bu bağlamların tümü kural tabanını oluşturur.  
Bulanık kurallar “Ve”, “Veya”, “Eğer”, “İse”, “Evet”, “Hayır” gibi sözel 
ifadeler kullanılarak bulanıklaştırılmış değerlere uygulanır. 
Bulanık kurallardan örnek verilecek olursa:  
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Kural   1:  Eğer “MF1”  “odun miktarı” “AZ” ise ve “MF1” “tutkal miktarı” 
“AZ” ise yoğunluk MF1 “AZDIR” 
Kural 2: Eğer “MF3” “YÜKSEK” ise ve “MF3” “YÜKSEK” ise yoğunluk MF9 
“YÜKSEKTİR” 
Bulanık Çıkarım Motoru Birimi 
Bulanık kural tabanında giriş ve çıkış bulanık kümeleri arasında kurulmuş olan 
parça ilişkilerinin hepsinin bir arada toplanarak sistemin bir çıkışlı davranmasını 
temin eden işlemler topluluğunu içeren mekanizmadır. Bu motor, her bir kuralın 
çıkarımlarını bir araya toplayarak tüm sistemin girdiler altında nasıl bir çıktı 
vereceğinin belirlenmesine yarar. 
ADIM 3: Bulanık Kuralların Birleştirilmesi 
Her kurala ait çıkış değeri özel bir kümede toplanmıştır. Bunlar karşılaştırma 
kümesi adı altında son karar kümesinde kullanılmak üzere bulundurulur.  
Çıktı Birimi 
ADIM 4: Sonuç Çıkarma için Durulaştırma 
Bilgi ve bulanık kural tabanlarının bulanık çıkarım motoru vasıtasıyla 
etkileşimi sonunda elde edilen çıktı değerlerinin topluluğunu belirtir. 
Bir sonuç çıkışı elde etmek için bulanık kümlerde nihayi hesaplanan 
değerlerinde durulaştırma işlemine tabi tutulur. Bu işlem için birçok metot olup; 
ağırlık merkezi alma ve en yükseklerin ortalamasını alma gibi metotlar en çok tercih 
edilen yöntemlerdir. Bu çalışmada ağırlık merkezi alma yöntemi tercih edilmiştir. 
Model, sonuç çıkarma durulaştırma işlemi sonucunda elde edilen fuzzy 
değerleri aşağıdaki şekil 5.32. ve şekil 5.33.’ de gösterilen giriş üyelik fonksiyonları 
ile odun miktarı ve tutkal miktarı şeklinde görülmektedir. Genel olarak formüle 
edilerek Şekil 5.33. deki çıkarıma gidilmiştir. Bu durum aşağıda geniş bir şekilde 
açıklanmıştır. 
Üçgen üyelik fonksiyonundan (Mf1, Mf2, Mf3) oluşan odun miktarı aşağıda 
şekil 5.32’ de görülmektedir. Aynı şekilde tutkal miktarıda Mf1, Mf2, Mf3 şeklinde 
üçgen üyelik fonksiyonlarından oluşarak Şekil 5.33.’de görülmektedir, model 
çalışınca elde edilen sonuç aşağıdaki şekilde formüle edilerek çalışıp bulanık 
yoğunluk değerleri elde edilmiştir.  
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Şekil 5.32.  Girdi Odun Miktarı Bulanık Üyelik Fonksiyonları 
 
Girdi 1 olan odun miktarının f değerini alındığı düşünülürse, şekil 5.32.’ de 
görüldüğü üzere f değeri yanlız Mf3 de yani 3 numaralı kuralda çalışmaktadır, ilk 
olarak f değerinin almış olduğu üyelik fonksiyonu bulunur. Her girdinin almış 
olduğu [ ]1,0  aralığındaki üyelik fonksiyonu değeri bulunmalıdır. Çünkü minumum 
işlemci için bu gereklidir. f değerinin üyelilik fonksiyonu aşağıdaki şekilde elde 
edilir, 
gQa ≤≤  değerler bu aralıkta olmak şartı ile, Q= Odun miktarları 
Δ
gdMf 3  üçgeninde benzerlik kuralından, 
dg
dfx
−
−=
1
1 ,   1x  (üyelik derecesi) değeri elde edilir ve bu değeri 1z  ile 
gösterilir. 
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Şekil 5.33. Girdi Tutkal Miktarı Üyelik Fonksiyonları 
 
Aynı işlem girdi 2 tutkal miktarı için de uygulanır, şekil 5.33.’de görüldüğü 
üzere tutkal miktarı “u” olduğu farzedilirse, “u” Mf1’ de kuralında çalışmaktadır. Bu 
değere karşılık gelen üyelik fonksiyonu değeri aşağıdaki şekilde hesaplanır, 
gWa ≤≤  değerler bu aralıkta ise, W= Tutkal Miktarları 
Δ
baMf 1  üçgeninde bezerlik özlelliğinden x2 (üyelik dercesi) değeri bulunur ve 
buda z2 ile gösterilirse 
ac
ucx
−
−=
1
2 , 22 zx =  elde edilir. 
Bu hesaplamalardan sonra kural 3 ve 1 çalışmasının sonucunda 9 üyelik 
fonksiyonundan oluşan bulanık çıktı kümelerinden hangisini çalıştırdığına yazılan 
bulanık kural tabanına bakılarak bulanık çıktı elde edilir. 813 =+  olduğu yani,  Eğer 
odun miktarı “MF3” “yüksek” ise veTutkal miktarı “MF1” “AZ” ise yoğunluk MF8 
“Çok Yüksektir” şeklinde belirlenir. 
Durulaşmış çıktı değeri ise çıktıdaki Mf8 karşıklık gelen üçgen üyelik 
fonksiyonu alınır ve yukarıda bulunan z üyelik fonksiyonları değerleri arasında 
12 zz 〉  olduğu düşünülürse küçük olan seçilir yani minumum işlemci çalışır. 
Aşağıdaki şekil 5.34.’de çıktı üyelik fonksiyonun tepe noktası en küçük z değeri ele 
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alınır ve altında kalan alan hesaplanır. Bu hesaplama ağırlık  merkezi metoduna göre 
yapılır modelimizde bu metod çalışılmıştır. 
 
 
Şekil 5.34. Çıkış Yoğunluk Değerleri Üyelik Fonksiyonları 
 
Bu çıkış yoğunluk üyelik fonksiyonu, yoğunluk değerini gösteren üçgen üyelik 
fonksiyonudur. a:yogunluk değerinin minumum miktarı d:yoğunluk değerinin 
maksimum değeri olmak üzere üyelik fonksiyonun ayak aralığını gösteriri ve bu 
değerler ölçümüş olduğundan bellidir. b, c ve u değerleri ise bulunması gereken 
değerlerdir z1 üyelik derecesinde alacakları miktarlar bulunmalıdır çünkü alanların 
bulunması bu değerlerin bilinmesine bağlıdır diğer yandan a noktasına olan uzaklığın 
tesbitinde de kullanılacaktır. Burada öncelikle z1 değeri alınır minumum işlemci 
çalıştığı için ve bunun altında kalan alan hesaplanır. Bunun yapılabilmesi için, biraz 
önce açıklandığı üzere öncelikle b ve c değerleri bulunmalıdır, üçgen benzerliğinden, 
Δ
azb üçgeninden hareketle, 
rz
au
ab ==−
−
1
1 ,   b = r 
Δ
czd üçgeninde, 
,
1
1 kz
bd
cd ==−
−   c = k 
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Alanlar değerinin bulunması ise,1 
( )
( )
( ) 21
3
21
2
21
1
....
2
....
2
....
2
brzcdA
brzbcA
brzarA
=×−=
=×−=
=×−=
 
Daha sonra “a” noktasına olan uzaklıklar tespit edilir, 
( )
( ) ( )
( ) ( ) braccdy
brabbcy
braby
....
3
1
....
2
....
3
2
3
2
1
=−+×−=
=−+−=
=×−=
 
Sonuç olarak durulaştırılmış değer ise,aşağıda gösterildiği gibi her alanın 
kendine ait taban değerinin uzaklığıyla çarpımı ve toplam alana bölünmesi ile elde 
edilir, 
Durulaştırılmış yoğunluk değeri
321
332211 ...
AAA
yAyAyA
++
++=   
Bu işlemler sonunda elde edilen sonuç durulaştırılmış yoğunluk değeridir. Bu 
işlemler 300 tane yoğunluk değeri için, 200 tane değer yüzey sağlamlığı için, 200 
tane değer dikçekme için, olmak üzere toplam 700 değer için elde ve bu değerler 
(Ek-2, Ek-4, Ek-6, Ek-8, Ek-10, Ek-12, Ek-14)’de verilmiştir. Daha sonra gerçek 
değerlerle karşılaştırılıp ilişkinin kuvvetine bakılmış daha sonra bulanık kalite 
kontrol grafikleri çizilmiştir. 
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ALTINCI BÖLÜM 
6.BULGULAR 
 
Bu çalışma teorik ve uygulama olmak üzere iki bölümden oluşmaktadır. Teorik 
bölümünde ilk olarak kalite ve istatistiksel kalite kontrolü ile ilgili temel kavramlar 
ele alınmıştır. Daha sonra, üretim sürecinin incelenmesinde, değişkenlik ve 
gerçekleşme şansının anlaşılmasında en önemli araç olan, istatistiksel kalite kontrol 
grafiklerinin elde edilmesinde temeli oluşturan, temel istatistik ölçüler, frekans 
dağılımı, olasılık kuramı kalite kontrolünde güven sınırları, kalite kontrolünde 
hipotez testleri, kabul örneklemesi, gibi istatistiksel kavramlar açıklanmıştır. Bu 
açıklamalardan sonra, çalışmamızın çıkış noktasını oluşturan istatistiksel kalite 
kontrolü grafiklerinin çizilmesindeki temel kavramlar istatistik yöntemlere dayanarak 
açıklanmış değişkenler için ve özellikler için grafik türleri belirtilmiş, çalışmamızın 
içeriğini oluşturan değişkenler için çizilen kontrol grafikleri açıklanmış ve bunların 
yapısı anlatıldıktan sonra bu grafiklerin istatistiksel yorumları yapılmıştır. 
Bulanık istatistiksel kalite kontrol grafiklerin çizilmesine geçilmeden önce 
bulanık mantığa temel oluşturacak klasik küme işlemlerinden bahsedilmiştir. 
 Bulanık mantık ve temel kavramları istatistiksel kalite kontrolünden bulanık 
istatistiksel kalite kontrolüne geçiş teorik olarak açıklanmaya çalışılmıştır. 
Uygulama bölümünde ise öncelikle çalışma yapılacak fabrika ve ürünümüz 
belirlenmiştir. Çalışmaya konu olan ürün mobilya sektöründe büyük oranda 
kullanılan yonga levhadır. Daha sonra bu üretim süreci için klasik istatistiksel kalite 
kontrol grafiklerini oluşturmak için öncelikle ürünün ölçülebilen değişkenleri olan 
yoğunluk, yüzey sağlamlığı ve dik çekme, değişkenleri belirlenmiştir. Grafik türü 
olarak ölçülebilen değerler elde ettiğimiz için değişkenlere ait kalite kontrolü grafiği 
çizilmesi kararına varılmıştır ve RX −  grafikleri ele alınmıştır. Ölçülebilen değerler 
için grafik çizimine karar verildikten sonra, süreç hakkında güvenilir bilgi verecek 
örneklemin nasıl yapılacağı konusuna karar vermek önemli bir noktayı oluşturmaktır. 
Bu konuda çalışmada rastgele örnekleme yapılmıştır. Kalite kontrol grafikleri 
çizilirken örnek boyutu ve sayısının doğru şekilde belirlenmesi gerekmektedir buda 
parti büyüklüğüne bağlı olarak ayarlanır. Fabrikadaki üretim hattında üzerinde 
çalışılan yonga levhanın boyutları 18mm(kalınlık)x1830mm(en)x3660mm(boy) 
şeklindedir. Bir levha 0.121 m3 tür. Bu değerde levhadan günde 4250 levha 
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üretilmektedir. Bu değere bakılarak numune boyutunu 5 ve numune sayısı 20 olarak 
alınmıştır. Numune boyutu ve sayısı belirlendikten sonra örnek alma işlemi aynı-
zaman yöntemine göre yapılmıştır, Aynı – zaman yöntemi proses ortalamalarını çok 
daha hassas ölçmekle beraber, numune elemanları aynı anda veya çok dar bir 
zamanda alındığı için değerler biri birine çok yakın olacak, değişimler hemen, hemen 
rasgele nedenlere dayanacak ve dolayısıyla rasyonel alt grup oluşturma ilkesini daha 
iyi yerine getirecektir. Ayrıca belirlenen nedenlere bağlı değişmeler için bir zaman 
referansı olacaktır. Bu özelliklerinden dolayı örnek almada aynı-zaman yöntemi 
kullanılmıştır. 
Örnek alma işlemi bittikten sonra, levhanın her yerinden enine ve boyuna 
yönde örnekler kesilmiştir ve labaratuvarda yoğunluk, dikçekme, yüzey sağlamlığı 
ölçümlerine geçilmiştir. Bu şekilde İlk üç ay yoğunluk ölçümleri yapılmış, bunu 
takiben 4.,5.,6., 7., aylarda ise dik çekme ve yüzey sağlamlığı değerleri ölçülerek 
elde edilmiştir  
Verilerin toplanma aşaması son bulduktan sonra hangi kalite kontrol grafiğinin 
oluşturulacağı belirlenir. Değişkenler için iki tip kontrol grafiği vardır. RX −  ve 
SX − grafikleri bunlarla ait geniş bilgiler ilgili bölümlerde verilmiştir. Bu çalışmada 
kalite kontrol grafiklerinin oluşturulmasında  RX −  grafikleri kullanılmıştır  
İlk olarak 3 aylık yoğunluk değerleri ölçülüp istatistiksel kalite kontrol 
grafikleri oluşturulmuştur. Daha sonra 4 aylık dik çekme ve yüzey sağlamlığı 
grafikleri oluşturulmuştur.  
 Bulanık modellemede, örnek bir veri yığını ile tanımlanan, bilinmeyen bir 
sistemin davranışını tahmin ederek, hassas nicel analizler kullanmadan insan 
bilgisinin nitel tarafını modelleyebilme düşüncesi vardır.  
Modelde üretim sonrası elde edilen ürünün kalite özeliklerini etkileyen girdi ve 
çıktıları belirlendikten sonra takip eden şu adımlar izlenerek kurulup çalıştırılmıştır,  
bulanık kümlerin oluşturulması, bulanık kural tabanının oluşturulması, bulanık 
kümelerin birleştirilmesinden elde edilen kümeden kuralları göre yeni bir bulanık 
kümenin oluşturulması, bulanık çıktı değerlerinin durulaştırma işlemine tabi 
tutularak karar verme mekanizmasının çalıştırılması   
Bu modelin çalışması sonucunda fuzzy (bulanık) yoğunluk değerleri ile dik 
çekme ve yüzey sağlamlığı değerleri elde edilmiştir. 
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Daha sonra fabrikada ölçülen gerçek yoğunluk, dikçekme ve yüzey sağlamlığı 
değerleri ile kurulan bulanık modelinden elde edilen bulanık yoğunluk, dikçekme ve 
yüzey sağlamlığı değerleri arasında yapılan korelasyonlarda çok yüksek 2R değerleri 
elde edilmiştir. Bu değerler ekler kısmında Ek-1 ile Ek-14 arasında verilmiştir. 
Bunun yanında, bağıl hata (%) hesaplanıp ortalama olarak % 1-2 arasında 
bulunmuştur bu hata oranı pratikte kabul edilen %5 sevyesinden daha düşüktür. Bu 
sebeple elde edilen değer pratikte rahatlıkla kabul edilebilecek bir hata sevyesidir.  
Bu sonuçta modelin etkinliğinin çok iyi olduğunu göstermektedir. 
Son aşamada ise,  elde edilen bulanık yoğunluk, dik çekme ve yüzey sağlamlığı 
değerleri ile bulanık istatistiksel kalite kontrol grafikleri çizilmiştir. Daha sonra 
klasik istatistiksel kalite kontrol grafikleri ile bulanık istatistiksel kalite kontrol 
grafikleri karşılaştırılmıştır. Bu grafik çizimleri aşağıda (Şekil 6.1 ve Şekil 6.7 
arasında) görülmektedir. Gerçek değerlerle elde edilen RX −  grafikleri ile 
bulanık RX −  grafikleri yan yana konularak incelenmiştir. 
 
6.1.Bulanık İstatistiksel Kalite Kontrol Grafiklerinin Çizilmesi 
               
Şekil 6.1.Birinci Ay Yoğunluk Grafiği             Birinci Ay Bulanık Yoğunluk Grafiği 
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Şekil 6.2.İkinci Ay Yoğunluk Grafiği     İkinciAy Bulanık Yoğunluk Grafiği 
                 
Şekil 6.3.Üçüncü Ay  Yoğunluk  Grafiği      Üçüncü Ay Bulanık yoğunluk grafiği 
                   
Şekil 6.4.Dördüncü Ay Dikçekme Grafiği    Dördüncü Ay Bulanık Dikçekme  
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Şekil 6.5. Beşinci Ay  yüzeysağlamlığı Grafiği    BeşinciAy bulanık yüzeysağ.                              
grafiği 
                      
Şekil 6.6.Altıncı Ay Dikçekme Grafiği         Altıncı Ay Bulanık Dikçekme Grafiği 
 
 
 
                     
Şekil 6.7.Yedinci Ay Yüzeysağ. Grafiği      Yedinci Ay Bulanık Yüzeysağ Grafiği 
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Klasik istatistik kalite kontrol grafikleri ve bulanık istatistik kalite kontrol 
grafikleri yan yana incelendiğinde sonuçlar aşağıda görüldüğü şekilde ortaya 
çıkmıştır. 
 Gerçek değerle ölçülen yoğunluk grafikleri ile bulanık değerler elde edilen 
kontrol grafikleri karşılaştırıldığında X grafiklerindeki ortalamalar arasında 
büyük kaymalar görülmemektedir, paralel bir değişim söz konusudur, 
ortalama değerinde ani değişmeler görülseydi X  diyagramına yansırdı, 
bulanık grafiğimizde bu durum görülmemektedir. Zaten korelasyon 
katsayısının yüksek oluşu bunu doğrulamaktadır. 
 Bulanık X  diyagramında limitler arası gerçek değerlerle çizilen grafiklere 
oranla daha dardır, buda X değerlerindeki değişmelere karşı X  daha duyarlı 
olduğunu gösterir, bu durumda özel faktörler mevcut olsa dahi bulanık 
kontrol grafiğinde prosesin kontrol altında gözükme olasılığı klasik grafiklere 
göre daha yüksektir.   
 Modelden elde edilen bulanık değerleriyle elde edilen R grafikleri 
incelendiğinde, proseste bir değişkenlik görülmemektedir, değişkenlikte 
artışlar olsaydı R grafiğinde görülürdü bulanık değerler iyi sonuç vermiştir. 
Değişkenlik artışı ÜKL ve AKL dışındaki noktalarla kendini gösterir, 
değişkenlik azalışı ise Orta nokta civarında seyreden noktalarla ortaya çıkar. 
Bulanık istatistiksel kalite kontrol grafiğine bakıldığında R grafiği 
değişkenlik azalışını göstermektedir ve buda proses hakkında hatalı karar 
vermeyi engeleyip prosesin sürdürülmesini sağlamaya büyük oranda yardım 
eder. 
 Bulanık R grafiğinde limitler klasik grafiğe göre çok daha dardır buda hassas 
bir ölçümü sağlar ve proses hakkında daha güvenli bilgi verir. Görüldüğü 
üzere gerçek değerlerle çizilen kontrol grafikleri ile bulanık modelle elde 
edilen değerlerle çizilen grafikler hemen hemen biribirine benzerdir, gerçek 
ve bulanık değerler arasındaki korelasyona bakınca bu dediğimizi 
doğrulamaktadır ve modelimizin çok iyi sonuç verdiğini göstermektedir. 
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YEDİNCİ BÖLÜM 
 
7. SONUÇ 
 
Verilerde eksiklik, biraz rastgelelik, belirsizlik gibi tam bilginin olmadığı 
durumlarda bulanık mantık ilkeleri ile modelleme yapmak analitik, ihtimal, istatistik 
veya stokastik modellemeye göre daha kolay ve sağlıklıdır, çünkü bulanık 
modellemede sadece sayısal değil sözel ifadelerinde işin içine katılarak 
yapılmasındandır. Bu çalışmada yoğunluk, dik çekme ve yüzey sağlamlığı sözel 
olarak ifade edilebilen başka faktörlerin etkisi altındadır. Bu faktörlerin aşağı yukarı 
değişim aralıklarının bilinmesiyle atanacak bulanık alt küme fonksiyonları ile 
modelleme mantık kuralları ile yapılmaktadır. Bu çalışmada kurallar yazılarak 
yapılan modelleme sonucunda elde edilen yoğunluk, dik çekme ve yüzey sağlamlığı 
değerleri gerçek ölçümlerden en fazla %1-2’ lik bir bağıl hata ile sapma 
göstermektedir. Girdi ve çıktılar arasında bulanık modeli ile elde edilen değerlerin 
ölçülen değerlere ne kadar yakın bulunduğu korelasyon katsayısına bakılarak 
anlaşılmaktadır. Bu şekilde modelin tarafsız ve doğru öngörüler yapılabileceğini 
göstermektedir. 
 
Modelin uygulanması sonunda elde edilen durulaştırılmış sonuç değerleri, 300 
tane yoğunluk değeri, 200 tane yüzey sağlamlığı, 200 tane dikçekme için, olmak 
üzere toplam 700 değer elde edilmiştir. Daha sonra gerçek değerlerle karşılaştırılıp 
ilişkinin kuvvetine bakılmış daha sonra bulanık kalite kontrol grafikleri çizilmiştir. 
Gerçek değerler ile bulanık değerler arasındaki ilişkinin kuvveti için 2R  değerleri 
incelenmiştir. Kuvvetli bir ilişki görülmüştür. 
Görüldüğü üzere gerçek değerlerle elde edilen kontrol grafikleri ile bulanık 
modelle elde edilen değerlerle elde edilen grafikler hemen hemen biribirine 
benzerdir, gerçek ve bulanık değerler arasındaki korelasyonların güçlü olması ve 
hesaplanan ortalama bağıl hatanın %1-2 arasında olması modelin çok iyi sonuç 
verdiğini göstermektedir. 
Klasik grafikleri çizerken, normal olarak hem değişkenliği yakalamak hem de 
hassas bir grafik elde edebilmek için büyük örnekler alınması gerekmektedir. 
Numune boyutları büyüdükçe prosesteki küçük değişiklikler daha kolay 
yakalanmaktadır ve kontrol grafiği daha hassas olmaktadır. Bunun nedeni kontrol 
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limitlerinin merkezi çizgiye daha yakın olmasıdır. Ancak bu durum numuneye ait 
kontrol maliyetini artırmaktadır. Bu da işletmeler için büyük maliyetler 
oluşturmaktadır, çözülmesi gereken sorun kontrol hassasiyetinin yükselmesi maliyet 
artışının haklı çıkaracak nitelikte olup olmadığıdır. Tüm bu problemler bulanık kalite 
kontrol grafiklerini oluşturan model kullanılarak giderilmiştir, çünkü çok fazla 
numune almaya gerek yoktur ve elde edilen grafikte limitler merkezi noktaya 
yaklaşarak daha hassas grafik elde edilmektedir. Model gereği bulanık sıfatlarla 
(sözel değişkenler kullanarak), girdi ve çıktıların minumum ve maksimum aralık 
değerlerini bilinmesiyle,  bu problem çözülmeye çalışılmıştır. 
Maliyeti artıran diğer bir husus da numunenin alma sıklığıdır. Sorun sık sık 
alınan küçük boyutlu numuneler mi, yoksa daha uzun zamanda alınan büyük boyutlu 
numuneler mi bu hususta sanayide uygulanan özellikle yüksek hacimli üretim 
prosesinde sık sık alınan küçük boyutlu numuneler tercih edilir çünkü değişkenliği 
yakalamak için, bu problem sunulan bulanık model ile çözülmeye çalışılmıştır, 
çünkü çok fazla numune almaya gerek kalmamaktadır. 
Sunulan model kullanılarak istenilen kalite düzeyinde ürün elde edilir ve 
kontrol üretimin başlangıcında yapılır, örneğin çalışmadaki odun miktarını ve tutkal 
miktarını bulanık mantık modeliyle kontrol altına alarak istenilen yoğunlukta yonga 
levha elde edilebilir. 
Geleneksel kalite kontrol grafiklerinin maliyetli metoduna göre dilsel yapıyla 
elde edilen değerlerle kontrol şemaları elde edilir. Bu model ile anında kontrol, tam 
zamanında ve hızlı bir şekilde yapılır, süreç hızlı bir şekilde analiz edilir, gerçek 
zamanlı ölçüm imkanı tanımaktadır. 
İstatistik kalite kontrolünde ne kadar çok ölçüm yapılırsa o kadar çok hassas 
kontrol yapılır fakat bu durumda aşırı maliyet ve zaman kaybı getirmektedir. Bulanık 
mantık modelinde maliyet gerektirmeden daha çok veri elde edilir ve daha hassas 
grafik elde edilir. 
İstatistiksel kalite kontrol grafikleri iki tip hatayı engellemek ister, bunlardan 
biri, özel faktörler mevcut değilken aramaya kalkışmak ve gereksiz önlemler almak, 
diğeri ise, özel faktörler mevcut olduğu halde farkına varamamak ve önlem almakta 
gecikmektir. Bu iki hatadan herhangi biri tamamen ortadan kaldırılabilir. Fakat bu 
yapılırken diğer hatayı birden tamamen elimine etmek mümkün değildir. Kontrol 
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grafiklerinin amacı; hataların doğuracağı kayıplarla, hataları bulmak için harcanacak 
çabaların maliyetleri arasında uygun dengeyi kurarak prosesin sürdürülmesini 
sağlamaktır ve bu riski ekonomik olmak koşulu ile mümkün olduğunca küçültmektir. 
Bu model ile elde edilen sonuçlar hassas olduğu için bu hata oldukça küçülür. 
Tüm bu anlatılanlar ışığında işletmeler bu ve buna benzer modelleri üretim 
hatlarına monte ettiklerinde büyük oranda maliyet kaybını önlemiş olacaklardır ve 
daha kaliteli ürün elde etme imkanı elde edeceklerdir. 
Bu tip bir kontrol sitemi bir üretim sisteminde bilgisayar yardımıyla girdilerin 
kontrolünde kullanılarak çok hassas bir denetim yapma olanağı sağlayabileceği için 
ileriki aşamalarda bu konu bir proje olarak hazırlanabilir. 
Literatürede genellikle ortalama değerler önceden hesaplanmış ve bu değerler 
dilsel olarak bulanıklaştırılmıştır 
 Bu çalışmada literatürden farklı olarak tüm değerler bulanıklaştırılarak, 
bulanık ortalamalar elde edilmiş ve bunların ortalaması hesaplanmıştır ve elde edilen 
bulanık ortalamaların ortalaması kullanılarak, bulanık alt ve üst sınırlar oluşturularak, 
bulanık istatistiksel kalite kontrol grafikleri çizilmiştir. Kurulan modelle büyük işlem 
kargaşasından ve formülasyondan kurturulmuştur işlemlerin gerçekleştirilmesi 
kolaylaşmıştır.  
Bu tip bir kontrol sitemi bir üretim sisteminde bilgisayar yardımıyla girdilerin 
kontrolünde kullanılarak çok hassas bir denetim yapma olanağı sağlayabileceği için 
ileriki aşamalarda bu konu bir proje olarak hazırlanabilir. Bu model, yalnız orman 
endüstri işletmelerinde değil, benzer şekilde üretim yapan tüm işletmelerde 
kolaylıkla kullanılabilir. İşletmelerin kalite kontrol maliyetlerini büyük ölçüde 
düşürecektir, tam zamanında ve daha hassas istatistiksel kalite kontrolü yapma 
imkanıda sağlayacaktır. 
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Ek. 1: Birinci Ay Yoğunluk Değerleri 
 
 
 
 
 
X  R  N 
1.Ay 
Ölçülen 
Yogunluk 
Gerçek 
Değerleri 
 
633,3711 
 
32,622 
 5 
11/04/2005 
08:50 
609,87 608,29 639,6 601,209 602,449 612,2836 38,391
11:30 625,74 595,53 592,72 605,03 597,69 603,342 33,02 
13:45 596,24 597,36 644,63 675,77 635,02 629,804 79,53 
15:35 624 619,12 622,71 624,52 633,44 624,758 14,32 
16:20 626,86 642,24 623,97 614,869 642,87 630,162 28,001
16/04/2005 
08:50 
628,35 622,99 609,64 640,109 625,69 625,356 30,469
11:30 636,42 646,06 630,31 645,33 646,31 640,886 16 
13:45 660,57 624,72 666,06 660,31 626,33 647,598 41,34 
15:35 618,64 618,51 660,11 660,66 643,259 640,236 42,15 
16:20 650,2 632,58 650,84 640,058 644,77 643,689 18,26 
20/04/2005 
08:30 
621,97 632,98 618,79 618,18 629,03 624,19 14,8 
13:35 619,98 618,9 623,63 644,96 626,79 626,852 26,06 
14:25 663,62 671,44 657,289 668,28 656,88 663,502 14,56 
14:35 675,16 633,31 644,97 667,59 628 649,806 47,16 
15:55 612,809 615,079 640,388 638,16 621,46 625,579 27,579
23/04/2005 
08:25 
635,55 631,38 648,481 668,17 649,25 646,566 36,79 
09:25 643,96 631,91 662,3 655,749 632,87 645,358 30,39 
11:00 637,99 635,75 648,471 630,7 630,64 636,710 17,831
14:35 637,55 647,301 621,35 651,71 628,31 637,244 30,36 
15:15 601,06 614,349 604,1 656,709 591,28 613,499 65,429
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Ek.2: Birinci Ay Bulanık Yoğunluk Değerleri 
 
X  R  n 1. AY Bulanık 
Yoğunluk 
Değerleri 632,1405 28,1145 5 
11/04/2005 
08:50 611,367 
612,4 594,538 611,116 601,833 612,3354 22,864
11:30 637,617 605,984 638,115 654,633 633,534 611,5008 43,079
13:45 601,833 618,378 621,042 636,289 633,534 626,8198 52,8 
15:35 631,619 644,289 635,009 615,345 624,67 628,1724 17,911
16:20 637,617 644,289 635,009 615,345 624,67 631,386 28,944
16/04/2005 
08:50 
633,534 629,911 620,465 622,967 622,966 625,9686 13,069
11:30 633,534 643,054 622,967 632,622 633,774 633,1902 20,087
13:45 655,332 632,926 662,769 644,502 637,617 646,6292 29,843
15:35 621,811 621,702 645,757 654,501 639,595 636,6732 32,799
16:20 646,693 624,615 647,143 622,967 641,6 636,6036 24,176
20/04/2005 
08:30 628,35 
633,534 621,939 621,429 637,617 628,5738 16,188
13:35 628,478 618,978 621,765 646,49 637,617 630,6656 27,512
14:25 653,166 661,096 651,926 665,871 651,647 656,7412 14,224 
14:35 672,51 637,617 638,621 661,096 629,437 647,8562 43,073
15:55 613,801 620,334 637,617 637,617 630,458 627,9654 23,816 
23/04/2005 
08:25 624,615 
622,967 632,537 661,096 645,968 637,4366 
38,129
 
09:25 645,716 622,967 661,343 654,424 633,534 643,5968 38,376 
11:00 629,437 622,967 635,827 622,967 622,967 626,833 12,86  
14:35 637,617 641,717 627,489 642,818 629,437 635,8156 15,329 
15:15 604,306 619,6 608,83 651,517 605,984 618,0474 47,211 
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Ek.3 : İkinci Ay Ölçülen Yoğunluk Gerçek Değerleri 
 
X  R  n 
2. AY 
Ölçülen 
Yoğunluk 
Gerçek 
Değerleri 
633,26 53,05 5 
11/05/2005 
08:50 615,99 644,49 632,76 607,18 658,51 631,79 51,33
11:30 
591,95 647,55 645,52 646,17 669,13 640,06 77,18
13:45 
669,63 657,43 685,12 663,7 690,73 673,32 33,30
15:35 
680,93 673,93 694,15 633,34 624,53 661,38 69,62
16:20 
582,12 589,28 610,76 622,87 645,51 610,11 63,39
16/05/2005 
08:50 661,24 667,42 641,57 642,13 636,52 649,78 30,90
11:30 
593,82 626,4 606,74 599,44 627,53 610,79 33,71
13:45 
597,75 644,35 678,14 643,75 671,48 647,09 80,39
15:35 
676,4 677,63 617,33 637,08 590,45 639,78 87,18
16:20 
591,53 629,36 585,96 595,9 582,59 597,07 46,77
20/05/2005 
08:30 588,41 579,9 598,44 604,4 648,96 604,02 69,06
13:35 
696,04 635,1 659,79 612,29 651,4 650,92 83,75
14:25 
627,37 646,37 610,61 603,91 660,07 629,67 56,16
14:35 
673,45 643,5 635,95 643,5 633,9 646,06 39,55
15:55 
673,03 666,85 671,91 644,38 643,94 660,02 29,09
23/05/2005 
08:25 654,65 645,24 625,6 635,67 628,09 637,85 29,05
09:25 
640,07 645,81 628,01 608,99 647,19 634,01 38,20
11:00 
617,37 659,78 636,31 613,57 593,49 624,10 66,29
14:35 
581,77 626,95 601,32 604,06 599,18 602,66 45,18
15:15 
608,01 628,17 615,95 623,73 597,3 614,63 30,87
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Ek.4 : İkinci Ay Bulanık Yoğunluk Değerleri 
 
X  R  n 2. AY Bulanık 
Yoğunluk 
 Değerleri 632,263 39,97915 5 
11/05/2005 
08:50 
615,609 643,619 
 
625,718 
 
614,528 
 
636,614 
 
627,2176 
 
29,091
 
11:30 
601,243 652,499 623,466 632,343 661,793 634,2688 60,55 
13:45 
662,278 653,296 681,501 642,034 681,501 664,122 39,467
15:35 
675,443 652,154 667 643,619 634,741 654,5914 40,702
16:20 
600,103 608,934 623,687 620,634 623,466 615,3648 23,584
16/05/2005 
08:50 654,069 660,132 643,619 623,466 623,466 640,9504 36,666
11:30 
598,595 643,619 608,674 605,85 625,718 616,4912 45,024
13:45 
604,313 638 671,545 623,466 663,926 640,25 67,232
15:35 
661,02 662,546 617,653 643,619 600,103 636,9882 62,443
16:20 
600,103 625,718 600,103 595,553 600,103 604,316 30,165
20/05/2005 
08:30 594,401 594,401 606,77 612 643,619 610,2382 49,218
13:35 
682,452 625,718 638,024 633,921 646,456 645,3142 56,734
14:25 
632,343 632,343 617,848 619,108 655,483 631,425 37,635
14:35 
671,33 643,619 638 632,343 632,343 643,527 38,987
15:55 
651,175 659,588 664,215 643,619 643,619 652,4432 20,596
23/05/2005 
08:25 637,373 623,466 622,843 632,343 643,619 631,9288 20,776
09:25 
652,499 623,466 652,499 630,705 638 639,4338 29,033
11:00 
621,735 638,013 625,718 613,889 590,285 617,928 47,728
14:35 
600,103 638,001 608,557 611,77 607,602 613,2066 37,898
15:15 
615,341 638 623,275 637,711 611,946 625,2546 26,054
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Ek.5 : Üçüncü Ay Ölçülen Yoğunluk Gerçek Değerleri 
 
X  R  n 
3. Ay 
Ölçülen 
Yoğunluk 
Gerçek 
Değerleri 
638,2303 39,419 5 
11/06/2005 
08:50 609,87 608,29 639,6 601,21 602,45 612,284 38,39
11:30 
625,74 595,53 592,72 605,03 597,69 603,342 33,02
13:45 
596,24 597,36 644,63 675,77 635,02 629,804 79,53
15:35 
624 619,12 622,71 624,52 633,44 624,758 14,32
16:20 
626,86 642,24 623,97 614,87 642,87 630,162 28 
16/06/2005 
08:50 628,35 622,99 609,64 640,11 625,69 625,356 30,47
11:30 
636,42 646,06 630,31 645,33 646,31 640,886 16 
13:45 
660,57 624,72 666,06 660,31 626,33 647,598 41,34
15:35 
618,64 618,51 640,06 644,77 621,97 628,79 26,26
16:20 
632,98 618,79 618,18 701,11 666,85 647,582 82,93
20/06/2005 
08:30 673,97 697,83 710,8 689,77 629,03 680,28 81,77
13:35 
619,98 618,9 623,63 644,96 626,79 626,852 26,06
14:25 
673,24 645,2 635,59 704,23 673,24 666,3 68,64
14:35 
663,62 671,44 657,29 668,28 656,88 663,502 14,56
15:55 
675,16 633,31 644,97 667,59 628 649,806 47,16
23/06/2005 
08:25 612,81 615,08 640,39 638,16 621,46 625,58 27,58
09:25 
635,55 631,38 648,48 668,17 649,25 646,566 36,79
11:00 
643,96 631,91 662,3 655,75 652,14 649,212 30,39
14:35 
660,71 638,4 631,93 620,77 614,65 633,292 46,06
15:15 
626,97 643,62 632,68 635,49 624,51 632,654 19,11
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Ek.6 : Üçüncü Ay Bulanık Yoğunluk Değerleri 
 
X  R  n 3. Ay Bulanık 
Yoğunluk 
Değerleri 641,2721 33,87475 5 
11/06/2005 
08:50 610,256 621,97 638,831 607,467 597,496 615,204 41,335
11:30 
638,369 622,233 597,268 608,137 607,467 614,6948 41,101
13:45 
607,467 613,236 651,766 653,67 643,651 633,958 46,203
15:35 
631,341 621,193 624,13 637,523 641,546 631,1466 20,353
16:20 
639,156 666,534 637,161 617,031 637 639,3764 49,503
16/06/2005 
08:50 635,683 630,374 624,215 637 626,356 630,7256 12,785
11:30 
645,668 657,492 629,631 639,286 639,286 642,2726 27,861
13:45 
651,766 632,033 656,179 637 638,78 643,1516 24,146
15:35 
626,08 625,981 639,286 657,492 635,849 636,9376 31,511
16:20 
644,874 623,867 633,402 681,266 662,256 649,133 57,399
20/06/2005 
08:30 666,524 693,732 690,263 673,983 640,848 673,07 52,884
13:35 
634,554 623,941 624,849 666,533 639,106 637,7966 42,592
14:25 
661,525 646,021 644,445 696,995 668,733 663,5438 52,55 
14:35 
666,565 667,191 651,766 655,555 646,021 657,4196 21,17 
15:55 
653,039 641,379 657,492 663,171 640,006 651,0174 23,165
23/06/2005 
08:25 619,312 617,263 637 643,287 635,514 630,4752 26,024
09:25 
659,125 630,404 666,533 670,251 651,766 655,6158 39,847
11:00 
646,021 630,782 639,286 637 637 638,0178 15,239
14:35 
657,492 648,952 639,662 627,696 623,148 639,39 34,344
15:15 
634,283 651,766 640,573 648,338 637,516 642,4952 17,483
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Ek.7 : Dördüncü Ay Ölçülen Dik Çekme Gerçek Değerleri 
 
X  R  N 
4. Ay 
Ölçülen 
Dik Çekme 
Gerçek 
Değerleri 
0,4053 0,137 5 
11/07/2005 
08:50 0,45 0,39 0,34 0,47 0,35 0,4 0,13 
11:30 
0,49 0,47 0,42 0,43 0,38 0,438 0,11 
13:45 
0,49 0,48 0,47 0,38 0,39 0,442 0,11 
15:35 
0,46 0,36 0,39 0,47 0,36 0,408 0,11 
16:20 
0,48 0,44 0,49 0,3 0,3 0,402 0,19 
16/07/2005 
08:50 0,36 0,53 0,67 0,48 0,48 0,504 0,31 
11:30 
0,39 0,38 0,4 0,45 0,43 0,41 0,07 
13:45 
0,46 0,45 0,35 0,48 0,44 0,436 0,13 
15:35 
0,43 0,31 0,41 0,3 0,39 0,368 0,13 
16:20 
0,3 0,33 0,4 0,32 0,38 0,346 0,1 
20/07/2005 
08:30 0,36 0,43 0,41 0,37 0,45 0,404 0,09 
13:35 
0,37 0,33 0,27 0,34 0,22 0,306 0,15 
14:25 
0,44 0,4 0,41 0,39 0,39 0,406 0,05 
14:35 
0,44 0,39 0,4 0,39 0,35 0,394 0,09 
15:55 
0,33 0,44 0,51 0,54 0,29 0,422 0,25 
23/07/2005 
08:25 0,43 0,36 0,36 0,4 0,52 0,414 0,16 
09:25 
0,47 0,34 0,43 0,43 0,36 0,406 0,13 
11:00 
0,27 0,39 0,45 0,41 0,45 0,394 0,18 
14:35 
0,43 0,48 0,43 0,35 0,37 0,412 0,13 
15:15 
0,43 0,36 0,36 0,35 0,47 0,394 0,12 
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Ek. 8: Dördüncü Ay Bulanık Dik Çekme Değerleri 
 
X  R  N 4. Ay Bulanık 
Dik Çekme 
Değerleri 0,48217 0,1307 5 
11/07/2005 
08:50 0,51 0,476 0,398 0,546 0,389 0,4638 0,157
11:30 
0,565 0,554 0,504 0,511 0,474 0,5216 0,091
13:45 
0,599 0,562 0,551 0,457 0,489 0,5316 0,142
15:35 
0,518 0,444 0,476 0,548 0,445 0,4862 0,104
16:20 
0,552 0,501 0,584 0,389 0,389 0,483 0,195
16/07/2005 
08:50 0,445 0,614 0,617 0,558 0,558 0,5584 0,172
11:30 
0,498 0,488 0,48 0,529 0,512 0,5014 0,049
13:45 
0,543 0,537 0,437 0,558 0,5 0,515 0,121
15:35 
0,509 0,385 0,487 0,381 0,467 0,4458 0,128
16:20 
0,384 0,398 0,467 0,389 0,467 0,421 0,083
20/07/2005 
08:30 0,445 0,501 0,47 0,423 0,526 0,473 0,103
13:35 
0,467 0,398 0,355 0,41 0,298 0,3856 0,169
14:25 
0,501 0,486 0,487 0,467 0,469 0,482 0,034
14:35 
0,501 0,467 0,479 0,466 0,423 0,4672 0,078
15:55 
0,389 0,503 0,601 0,617 0,378 0,4976 0,239
23/07/2005 
08:25 0,496 0,43 0,425 0,472 0,603 0,4852 0,178
09:25 
0,56 0,41 0,501 0,501 0,445 0,4834 0,15 
11:00 
0,343 0,463 0,517 0,486 0,536 0,469 0,193
14:35 
0,523 0,552 0,523 0,423 0,445 0,4932 0,129
15:15 
0,496 0,445 0,445 0,467 0,544 0,4794 0,099
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Ek. 9: Beşinci Ay Ölçülen Yüzey Sağlamlığı Gerçek Değerleri 
 
X  R  N 
5. Ay  
Ölçülen 
Yüzey 
Sağlamlığı 
Gerçek 
Değerleri 1,412 0,4055 5 
11/08/2005 
08:50 1,41 1,35 1,16 1,51 1,21 1,328 0,35 
11:30 
1,62 1,61 1,42 1,51 1,35 1,502 0,27 
13:45 
1,73 1,63 1,6 1,25 1,39 1,52 0,48 
15:35 
1,52 1,13 1,37 1,58 1,34 1,388 0,45 
16:20 
1,61 1,45 1,58 1,18 1,18 1,4 0,43 
16/08/2005 
08:50 1,36 1,77 1,84 1,62 1,61 1,64 0,48 
11:30 
1,46 1,45 1,44 1,55 1,54 1,488 0,11 
13:45 
1,56 1,56 1,25 1,59 1,46 1,484 0,34 
15:35 
1,46 1,19 1,29 1,17 1,36 1,294 0,29 
16:20 
1,15 1,19 1,38 1,18 1,36 1,252 0,23 
20/08/2005 
08:30 1,32 1,55 1,39 1,18 1,55 1,398 0,37 
13:35 
1,36 1,19 1,05 1,25 0,77 1,124 0,59 
14:25 
1,53 1,45 1,45 1,38 1,37 1,436 0,16 
14:35 
1,48 1,36 1,4 1,38 1,18 1,36 0,3 
15:55 
1,15 1,55 1,75 2,04 0,96 1,49 1,08 
23/08/2005 
08:25 1,47 1,29 1,25 1,47 1,75 1,446 0,5 
09:25 
1,63 1,25 1,47 1,47 1,34 1,432 0,38 
11:00 
0,87 1,34 1,56 1,44 1,58 1,358 0,71 
14:35 
1,59 1,61 1,57 1,25 1,35 1,474 0,36 
15:15 
1,47 1,35 1,35 1,38 1,58 1,426 0,23 
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Ek.10: Beşinci Ay Bulanık Yüzey Sağlamlığı Değerleri 
 
X  R  N 
5. Ay 
Bulanık 
Yüzey 
Sağlamlığı 
Değerleri 
1,50903 0,3692 5 
11/08/2005 
08:50 1,558 1,453 1,271 1,69 1,246 1,4436 0,444
11:30 
1,742 1,713 1,571 1,591 1,487 1,6208 0,255
13:45 
1,841 1,734 1,705 1,439 1,528 1,6494 0,402
15:35 
1,61 1,402 1,493 1,696 1,405 1,5212 0,294
16:20 
1,706 1,564 1,796 1,246 1,246 1,5116 0,55 
16/08/2005 
08:50 1,405 1,881 1,892 1,723 1,723 1,7248 0,487
11:30 
1,553 1,525 1,504 1,643 1,594 1,5638 0,139
13:45 
1,681 1,664 1,383 1,723 1,561 1,6024 0,34 
15:35 
1,586 1,237 1,522 1,223 1,467 1,407 0,363
16:20 
1,232 1,271 1,467 1,246 1,467 1,3366 0,235
20/08/2005 
08:30 1,405 1,562 1,476 1,343 1,635 1,4842 0,292
13:35 
1,467 1,271 1,152 1,306 0,991 1,2374 0,476
14:25 
1,562 1,52 1,525 1,467 1,472 1,5092 0,095
14:35 
1,564 1,467 1,501 1,464 1,343 1,4678 0,221
15:55 
1,246 1,567 1,845 1,892 1,215 1,553 0,677
23/08/2005 
08:25 1,549 1,363 1,349 1,482 1,851 1,5188 0,502
09:25 
1,729 1,305 1,564 1,564 1,405 1,5134 0,424
11:00 
1,117 1,455 1,607 1,521 1,662 1,4724 0,545
14:35 
1,624 1,707 1,625 1,343 1,406 1,541 0,364
15:15 
1,549 1,406 1,405 1,467 1,684 1,5022 0,279
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Ek. 11: Altıncı Ay Ölçülen Dik Çekme Gerçek Değerleri 
 
X  R  n 
6. Ay 
Ölçülen 
Dik Çekme 
Gerçek 
Değerleri 
0,5521 0,189 5 
11/09/2005 
08:50 0,53 0,6 0,49 0,65 0,48 0,55 0,17 
11:30 
0,61 0,68 0,47 0,45 0,48 0,538 0,23 
13:45 
0,58 0,62 0,82 0,74 0,69 0,69 0,24 
15:35 
0,54 0,47 0,47 0,66 0,69 0,566 0,22 
16:20 
0,46 0,4 0,59 0,47 0,44 0,472 0,19 
16/09/2005 
08:50 0,47 0,51 0,35 0,31 0,38 0,404 0,2 
11:30 
0,35 0,57 0,42 0,44 0,6 0,476 0,25 
13:45 
0,57 0,99 0,57 0,5 0,59 0,644 0,49 
15:35 
0,48 0,49 0,51 0,44 0,41 0,466 0,1 
16:20 
0,53 0,47 0,58 0,42 0,46 0,492 0,16 
20/09/2005 
08:30 0,56 0,56 0,57 0,54 0,72 0,59 0,18 
13:35 
0,59 0,49 0,43 0,61 0,51 0,526 0,18 
14:25 
0,54 0,54 0,64 0,59 0,59 0,58 0,1 
14:35 
0,7 0,61 0,57 0,62 0,75 0,65 0,18 
15:55 
0,57 0,56 0,59 0,59 0,59 0,58 0,03 
23/09/2005 
08:25 0,49 0,44 0,44 0,77 0,81 0,59 0,37 
09:25 
0,66 0,49 0,6 0,6 0,57 0,584 0,17 
11:00 
0,49 0,44 0,49 0,44 0,42 0,456 0,07 
14:35 
0,62 0,53 0,54 0,54 0,55 0,556 0,09 
15:15 
0,7 0,72 0,56 0,59 0,59 0,632 0,16 
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Ek. 12: Altıncı Ay Bulanık Dik Çekme Değerleri 
 
X  R  N 6. Ay Bulanık 
Dik Çekme 
Değerleri 0,64152 0,1827 5 
11/09/2005 
08:50 0,6 0,683 0,578 0,72 0,565 0,6292 0,155
11:30 
0,683 0,762 0,565 0,547 0,576 0,6266 0,215
13:45 
0,667 0,696 0,905 0,82 0,764 0,7704 0,238
15:35 
0,617 0,565 0,565 0,746 0,765 0,6516 0,2 
16:20 
0,559 0,48 0,683 0,562 0,534 0,5636 0,203
16/09/2005 
08:50 0,568 0,589 0,428 0,337 0,471 0,4786 0,252
11:30 
0,439 0,659 0,504 0,519 0,65 0,5542 0,22 
13:45 
0,651 0,902 0,65 0,565 0,683 0,6902 0,337
15:35 
0,584 0,58 0,578 0,566 0,6 0,5816 0,034
16:20 
0,683 0,578 0,683 0,501 0,544 0,5978 0,182
20/09/2005 
08:30 0,65 0,65 0,656 0,617 0,808 0,6762 0,191
13:35 
0,683 0,578 0,507 0,706 0,585 0,6118 0,199
14:25 
0,617 0,617 0,73 0,683 0,683 0,666 0,113
14:35 
0,791 0,692 0,65 0,74 0,851 0,7448 0,201
15:55 
0,669 0,652 0,683 0,683 0,683 0,674 0,031
23/09/2005 
08:25 0,578 0,565 0,565 0,872 0,911 0,6982 0,346
09:25 
0,735 0,581 0,735 0,735 0,65 0,6872 0,154
11:00 
0,575 0,565 0,578 0,565 0,492 0,555 0,086
14:35 
0,746 0,608 0,642 0,617 0,647 0,652 0,138
15:15 
0,782 0,809 0,65 0,683 0,683 0,7214 0,159
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Ek. 13: Yedinci Ay Ölçülen Gerçek Yüzey Sağlamlığı Değerleri 
 
X  R  N 
7. Ay 
Ölçülen 
Gerçek 
Yüzey 
Sağlamlığı 
Değerleri 
1,4841 0,3445 5 
11/10/2005 
08:50 1,41 1,55 1,36 1,63 1,34 1,458 0,29 
11:30 
1,55 1,68 1,34 1,3 1,36 1,446 0,38 
13:45 
1,52 1,58 2,18 1,79 1,69 1,752 0,66 
15:35 
1,42 1,34 1,34 1,67 1,69 1,492 0,35 
16:20 
1,32 1,19 1,55 1,34 1,28 1,336 0,36 
16/10/2005 
08:50 1,34 1,39 1 1,1 1,23 1,212 0,39 
11:30 
1,14 1,49 1,25 1,26 1,49 1,326 0,35 
13:45 
1,48 2,22 1,48 1,34 1,55 1,614 0,88 
15:35 
1,37 1,36 1,36 1,34 1,41 1,368 0,07 
16:20 
1,55 1,39 1,55 1,25 1,3 1,408 0,3 
20/10/2005 
08:30 1,48 1,48 1,49 1,45 1,74 1,528 0,29 
13:35 
1,55 1,36 1,25 1,58 1,39 1,426 0,33 
14:25 
1,46 1,46 1,63 1,55 1,55 1,53 0,17 
14:35 
1,74 1,57 1,48 1,66 1,82 1,654 0,34 
15:55 
1,62 1,48 1,55 1,55 1,55 1,55 0,14 
23/10/2005 
08:25 1,39 1,34 1,34 1,88 1,89 1,568 0,55 
09:25 
1,65 1,37 1,64 1,64 1,48 1,556 0,28 
11:00 
1,38 1,34 1,39 1,34 1,24 1,338 0,15 
14:35 
1,67 1,42 1,46 1,42 1,49 1,492 0,25 
15:15 
1,72 1,84 1,48 1,55 1,55 1,628 0,36 
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Ek. 14: Yedinci Ay Bulanık Yüzey Sağlamlığı Değerleri 
 
X  R  N 
7. Ay 
Bulanık 
Yüzey 
Sağlamlığı 
Değerleri 
1,58503 0,32225 5 
11/10/2005 
08:50 1,512 1,658 1,473 1,723 1,45 1,5632 0,273
11:30 
1,658 1,797 1,45 1,419 1,469 1,5586 0,378
13:45 
1,63 1,681 2,05 1,9 1,801 1,8124 0,42 
15:35 
1,542 1,45 1,45 1,77 1,803 1,603 0,353
16:20 
1,439 1,3 1,658 1,446 1,395 1,4476 0,358
16/10/2005 
08:50 1,455 1,493 1,209 1,048 1,284 1,2978 0,445
11:30 
1,227 1,615 1,342 1,368 1,601 1,4306 0,388
13:45 
1,601 2,044 1,6 1,45 1,658 1,6706 0,594
15:35 
1,484 1,477 1,473 1,453 1,513 1,48 0,06 
16:20 
1,658 1,473 1,658 1,338 1,413 1,508 0,32 
20/10/2005 
08:30 1,6 1,6 1,61 1,542 1,879 1,6462 0,337
13:35 
1,658 1,473 1,348 1,699 1,485 1,5326 0,351
14:25 
1,542 1,542 1,742 1,658 1,658 1,6284 0,2 
14:35 
1,848 1,673 1,6 1,758 1,955 1,7668 0,355
15:55 
1,634 1,603 1,658 1,658 1,658 1,6422 0,055
23/10/2005 
08:25 1,473 1,45 1,45 1,991 2,06 1,6848 0,61 
09:25 
1,75 1,479 1,75 1,75 1,6 1,6658 0,271
11:00 
1,467 1,45 1,473 1,45 1,321 1,4322 0,152
14:35 
1,77 1,526 1,586 1,542 1,595 1,6038 0,244
15:15 
1,833 1,881 1,6 1,658 1,658 1,726 0,281
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ÖZGEÇMİŞ 
 
 
Kişisel Bilgiler:  
Adı Soyadı : İbrahim Halil ÖZDAMAR 
Doğum Yeri : Şanlıurfa 
Doğum Yılı : 10.03.1967 
Medeni Hali : Evli 
 
Eğitim Durumu: 
Lise : 1984-1987   Antalya Lisesi 
Lisans : 1987-1991   Karadeniz Teknik Üniversitesi, Orman 
Fakültesi, Orman Endüstri Mühendisliği Bölümü 
Yüksek Lisans : 1995-1997 Süleyman Demirel Üniversitesi, Fen 
Bilimleri Enstitüsü, Orman Mühendisliği Anabilim 
Dalı 
Yabancı Diller Ve Düzeyi: 
1. İngilizce : 2001 Mart Dönemi (ÜDS): Fen Bilimleri 60,79 
İş Deneyimi: 
1991-1993 : Orman Mühendisi, Antalya Orman Bölge 
Müdürlüğü- ANTALYA 
1993-1995 : Orman Mühendisi, Kumluca Orman İşletme 
Müdürlüğü, KUMLUCA-ANTALYA  
1995-1997 : Orman Mühendisi, Isparta Orman Bölge Müdürlüğü 
ISPARTA 
1997- 1998 : Öğretim Görevlisi, Süleyman Demirel Üniversitesi, 
Sütçüler Meslek Yüksel Okulu- ISPARTA 
1998- : Öğretim Görevlisi, Süleyman Demirel Üniversitesi, 
Orman Fakültesi, Orman Endüstrisi Mühendisliği 
Bölümü- ISPARTA 
  
