Abstract-We consider coded data transmission over a binary-input output-symmetric memoryless channel using a binary linear code. In order to understand the performance of maximum-likelihood (ML) decoding, one studies the codewords, in particular the minimal codewords, and their Hamming weights. In the context of linear programming (LP) decoding, one's attention needs to be shifted to the pseudo-codewords, in particular, to the minimal pseudo-codewords and their pseudo-weights. In this paper, we investigate some families of codes that have good properties under LP decoding, namely certain families of low-density parity-check (LDPC) codes that are derived from projective and Euclidean planes: we study the structure of their minimal pseudo-codewords and give lower bounds on their pseudo-weight. Besides this main focus, we also present some results that hold for pseudo-codewords and minimal pseudo-codewords of any Tanner graph, and we highlight how the importance of minimal pseudo-codewords under LP decoding varies depending on which binary-input output-symmetric memoryless channel is used.
Pseudo-Codeword Analysis of Tanner Graphs
From Projective and Euclidean Planes I. INTRODUCTION L INEAR programming (LP) decoding has recently emerged as an interesting approach to decoding binary linear codes [1] , [2] . The present paper is one of the first papers that attempts to present a characterization of the set of pseudo-codewords and, in particular, of the set of minimal pseudo-codewords, the objects which determine the performance of an LP decoder.
Let us be more specific. For an binary linear code used for data communication over a memoryless binary-input output-symmetric channel [3, Definition 1] , the maximum-likelihood (ML) decoding problem can be formulated as a linear optimization problem over the convex hull of in (1) where is the log-likelihood ratio (LLR) associated to the th observed channel output symbol. Assuming, without loss of generality, that the all-zeros codeword was sent, we will see that understanding ML decoding is tantamount to studying the neighboring vertices of the all-zeros vertex in the polytope , or, equivalently, to analyzing the edges of the conic hull of [4] , or to analyzing the so-called minimal codewords. 1 However, for most codes of interest, the description complexity of grows exponentially in the block length. Therefore, finding the minimum in (1) with a linear programming solver is highly impractical for reasonably long codes. A standard approach in optimization theory and practice is to replace a minimization problem by a relaxed minimization problem. Here, we replace the minimization over by a minimization over some easily describable polytope which is a relaxation of (2) If is strictly larger than , then the decision rule in (2) obviously represents a suboptimal decoder. A relaxation that works particularly well for low-density parity-check (LDPC) codes was presented by Feldman et al. [1] , [2] and will be discussed later on; the resulting decoder is generally referred to as the LP decoder. In LP decoding, the neighboring vertices of the all-zeros vector in the polytope , or, equivalently, the edges of the conic hull of , play the crucial role. The points in will be called pseudo-codewords and the neighboring vertices of the all-zeros vertex of will be called minimal pseudocodewords, to naturally generalize the notion of minimal codewords. 2 Similar to the way the Hamming-weight function measures the badness of a codeword, the pseudo-weight function will measure the badness of a pseudo-codeword.
The main focus of the present paper is the derivation of certain results on the structure of minimal pseudo-codewords and on their pseudo-weight. On the one hand, such results can-as mentioned above-be used to bound the performance of the LP decoder. On the other hand, the connection made by Koetter and Vontobel [5] - [7] between message-passing iterative (MPI) decoding and LP decoding suggests that results for LP decoding have immediate implications for MPI decoding.
Apart from presenting some general results on the set of minimal pseudo-codewords of an arbitrary binary linear code, we will mainly focus on certain families of codes based on projective and Euclidean planes. One of the reasons for this choice is that, in the past, several groups of authors have experimentally observed that such codes can perform very well under MPI decoding, see, e.g., [8] , [9] , and therefore these families of codes are a worthwhile object of study for making some first steps toward a rigorous understanding of the observed behavior. Another reason is that these families of codes have concise descriptions and large automorphism groups which may potentially be used to simplify their analysis.
The rest of this paper is structured as follows. In Section II, we introduce the two main families of codes: the first family contains codes that are derived from finite projective geometries and the second contains codes that are derived from finite Euclidean geometries. In Section III, we discuss some of the details of LP decoding. In particular, we will develop on the type of relaxation of that we are using. In Sections IV and V, we explain in detail the importance of minimal codewords and minimal pseudo-codewords in the understanding of the performance of ML and LP decoding, respectively. We introduce a variety of enumerators/spectra that capture important features of the set of minimal codewords and the set of minimal pseudo-codewords, respectively. An important notion that is introduced in this section is that of the pseudo-weight spectrum gap. Roughly speaking, this gap tells where the lowest weight term that is not caused by a codeword appears in the pseudoweight spectrum. If no pseudo-codewords with pseudo-weight smaller than or equal to the minimum Hamming weight of the code exist, then this gap is positive, otherwise, it is nonpositive. For most families of codes, and in particular, for essentially all randomly generated LDPC codes, this gap is negative. However, codes in the code family under investigation have a positive additive white Gaussian noise channel (AWGNC) pseudoweight spectrum gap. One of the consequences of a positive gap is that asymptotically (i.e., when the signal-to-noise ratio (SNR) goes to infinity) the LP decoder performance achieves the ML decoder performance. In Section VI, we exemplify these concepts by presenting the pseudo-weight spectra and the decoding performance of certain selected codes. Section VII analyzes the possible pseudo-weights of pseudo-codewords: first, it presents a lower bound on the pseudo-weight of any pseudocodeword in an arbitrary binary linear code; second, it presents lower bounds on the pseudo-weight of pseudo-codewords of projective-geometry-based codes. In Section VIII, we study the structure of minimal pseudo-codewords in projective-geometrybased codes and how minimum pseudo-codewords with large pseudo-weight relate to minimum pseudo-codewords with small pseudo-weight. In Section IX, we talk about an interesting feature of the binary-symmetric channel (BSC) and of the binary erasure channel (BEC) and discuss its implications for minimal pseudo-codewords: because the set of possible log-likelihood vectors is rather limited for these two channels, it can happen that there are minimal pseudo-codewords that will never be the solution of the LP decoder. We express this fact by saying that a minimal pseudo-codeword is not effective and we study which minimal pseudo-codewords are effective and which ones are not. Finally, Section X offers some conclusions. In the Appendix, we gathered the lengthy proofs of this paper in order to allow a better flow of the presented material.
A. Notation
The symbols , , and will denote the set of real numbers, the set of nonnegative real numbers, and the set of positive real numbers, respectively. Moreover, the support of a vector will be defined as , the Hamming weight of a vector will be as usual , and will denote the standard inner product of two vectors of equal length. Finally, we define to be equal to . (This convention is used when computing inner products of pseudo-codewords and LLR vectors.)
II. THE FAMILIES OF CODES UNDER INVESTIGATION
The codes under investigation come from the families of codes that were called type-I PG-LDPC and type-I EG-LDPC codes in [9] . Type-I PG-LDPC codes are defined as follows. Let for some positive integer and consider a (finite) projective plane (see, e.g., [10] , [11] ) with points and lines: each point lies on lines and each line contains points. A standard way of associating a parity-check matrix of a binary linear code to a finite geometry is to let the set of points correspond to the columns of , to let the set of lines correspond to the rows of , and finally to define the entries of according to the incidence structure of the finite geometry. In this way, we can associate to the projective plane the code with parity-check matrix , whose parameters are length dimension minimum Hamming distance uniform column weight of uniform row weight of size of
In the usual way [12] , we associate a Tanner graph to the parity-check matrix : this graph consists of variable nodes of degree and of check nodes of degree . Type-I EG-LDPC codes are defined as follows. Let for some positive integer and consider a (finite) Euclidean plane (see, e.g., [10] , [11] ) with points and lines: each point lies on lines and each line contains points. We essentially use the same procedure as outlined above in order to associate a parity-check matrix to this finite geometry. But before doing this, we modify the Euclidean plane slightly: we select a point of and remove it together with the lines through it. Doing so, we obtain an -based code , with parity-check matrix , whose parameters are length dimension minimum Hamming distance uniform column weight of uniform row weight of size of Again, we can associate a Tanner graph , [12] , to the parity-check matrix : this graph consists of variable nodes of degree and of check nodes of degree . Both families of codes have the nice property that, with an appropriate ordering of the columns and rows, the parity-check matrices are circulant matrices, meaning that and are cyclic codes. This fact can, e.g., be used for efficient encoding. Such symmetries can also substantially simplify the analysis. Note that the automorphisms groups of and contain many more automorphisms besides the cyclic-shift automorphism implied by the cyclicity of the codes.
Because the relaxed polytope proposed by Feldman et al. is a function of the Tanner graph, it follows-when analyzing LP decoding-that the automorphism group of the Tanner graph representing a code is actually more relevant than the automorphism group of the code. 3 For the above codes, this means that the relevant automorphisms are the automorphisms of the projective plane and of the modified (modified as explained above) Euclidean plane, respectively. Both automorphism groups are one-transitive, i.e., for any two points there exists an automorphism that maps the first point onto the second point. Moreover, later in the paper we will also use the two-transitivity of the automorphism group of the projective plane, i.e., for every two pairs of points there exists an automorphism mapping the first pair onto the second pair.
III. ML AND LP DECODING
In this section, we briefly review ML and LP decoding [1] , [2] . Consider a binary linear code of length and dimension that is used for data communication over a memoryless binary-input channel with channel law . The transmitted codeword will be called and the received vector will be called . Based on the received vector, we can define the LLR vector to be the vector containing the LLRs , . Using the canonical embedding of the set into and of the set into , ML decoding can then be cast as (3) Letting be the convex hull of in , the above ML decoding rule can also be formulated as (4) Unfortunately, for most codes of interest, the description complexity of grows exponentially in the block length and 3 It is clear that the automorphism group of the Tanner graph of a code is always a subgroup of the automorphism group of the code. therefore finding the minimum in (4) with a linear programming solver is highly impractical for reasonably long codes. 4 A standard approach in optimization theory and practice is to replace a minimization problem by a relaxed minimization problem, in our case we replace the minimization over by a minimization over some easily describable polytope which is a relaxation of (5) If is strictly larger than , then the decision rule in (5) obviously represents a suboptimal decoder. A relaxation that works particularly well for LDPC codes is given by the following approach [1] , [2] . Let be described by an paritycheck matrix with rows . Then the polytope , in this context also called the fundamental polytope [5] , [6] , is defined as with Note that is a convex set within that contains , but whose description complexity is typically much smaller than the one of . Points in the set will be called pseudocodewords. Because the set is usually strictly larger than , it can obviously happen that the decoding rule in (5) delivers a vertex of that is not a codeword. Such vertices that correspond to pseudo-codewords that are not codewords are the reason for the suboptimality of LP decoding (cf. [1] , [2] , [5] , [6] ). Note that is a function of the parity-check matrix that describes the code . Different parity-check matrices for the same code might therefore lead to different fundamental polytopes. It is worthwhile to remark though that all these fundamental polytopes have the property that , i.e., all points of with integral coordinates are also codewords [1] , [2] .
IV. MINIMAL CODEWORDS
In this section, we will introduce minimal codewords and explain their importance with respect to ML decoding. Although ML decoding is often impractical, knowing bounds on the block-error rate of the ML decoder can help in assessing the performance of suboptimal but practical decoding algorithms.
Definition 1:
Let be a binary linear code. A nonzero codeword is called minimal if and only if its support does not (strictly) contain the support of any other nonzero codeword as a proper subset. 5 The set of all minimal codewords of is commonly denoted by .
We will henceforth assume that we transmit a binary linear code over a binary-input output-symmetric channel. For this setup, when studying the ML decoder in (3) or (4), we can without loss of generality assume that the all-zero codeword was sent, because all decision regions are congruent. The importance of minimal codewords lies in the following considerations.
Theorem 2 (cf., e.g., [13] ): Let be a binary linear code of length and for let for all be the region in the LLR space where the ML decoder decides in favor of the codeword . 6 Then the decision region of a codeword shares a facet 7 with the decision region of the zero codeword if and only if is a minimal codeword.
Therefore, knowing the minimal codewords of the code is sufficient in order to assess its ML decoding performance.
We remark that in the context of linear codes, Hwang [15] was the first to consider the set of minimal codewords of a code (there called the "projecting set of a code"). He studied them in connection with two modifications of the correlation decoding algorithm. 8 Minimal codewords and their properties arise also in connection with secret sharing. As it was first pointed out in [17] and further pursued in [18] , [19] , minimal vectors in a linear code completely specify the access structure of the linear secret sharing scheme defined by the code. We finally note that minimal vectors were also studied in combinatorics under the concept of cycles of linear matroids.
V. THE FUNDAMENTAL CONE, MINIMAL PSEUDO-CODEWORDS, AND SPECTRA
In this section, we will shift our attention to LP decoding and the objects of interest: pseudo-codewords and, in particular, minimal pseudo-codewords. For analyzing LP decoding of a binary linear code that is used for data transmission over a binary-input output-symmetric channel, it is sufficient to consider the part of the fundamental polytope around the vertex , cf.
[5], [6] , i.e., the fundamental cone. (See also [1] , [2] that discuss this so-called " -symmetry" property.) [2] , [6] ): Let be an arbitrary binary linear code and let be its parity-check matrix. We let be the set of row indices of and we let be the set of column indices of , respectively. For each , we let , and for each , we let . Let the fundamental cone of be the conic hull of the fundamental polytope . Then, is the set of vectors that satisfy
We note that if is in , then also is in for any . Moreover, for any in there exists an 7 A facet is an n 0 1-dimensional face of a polytope, see, e.g., [14] . 8 In the light of the ML decoder as formulated in (4), these algorithms can be seen as variations of the simplex method (cf., e.g., [16] ) that minimizes hx x x; i over the polytope conv(C).
(in fact, a whole interval of 's) such that is in . Let for all be the region where the LP decoder decides in favor of the codeword . 9 It can easily been seen that for all Therefore, when studying LP decoding it is enough to know ; all vectors will henceforth be called pseudocodewords. Moreover, two pseudo-codewords where one is a positive multiple of the other will be considered to be equivalent.
A class of pseudo-codewords that will be used a few times later on is the class of so-called unscaled pseudo-codewords [20] , [6] . These pseudo-codewords have integer entries and are derived from codewords in finite covers of the Tanner graph . An important property of an unscaled pseudo-codeword is that
. 10 Another important class of pseudo-codewords is the class of so-called minimal pseudo-codewords.
Definition 4 ([5]
, [6] ): Let be an arbitrary binary linear code described by the parity-check matrix whose fundamental cone is . A vector is called a minimal pseudo-codeword if the set is an edge of . The set of all minimal pseudo-codewords will be called . 11 For a given binary linear code with parity-check matrix , the importance of the set lies in the following fact. From basic cone properties (cf., e.g., [4] ), it can easily be seen that for all . Therefore, the set completely characterizes the behavior of the LP decoder. It can be shown [6] that for any minimal pseudo-codeword there is an such that is an unscaled pseudo-codeword, which, among other things, implies that all components of are integers. Note that the above notion of minimal pseudo-codewords generalizes the notion of minimal codewords in the following sense: whereas minimal pseudo-codewords correspond one-to-one to the edges of (or ) around , the minimal codewords correspond one-to-one to the edges of around . (Minimal codewords are usually also minimal pseudo-codewords, but not always, as was remarked in [6] .)
Because of the one-to-one relationship between parity-check matrices and Tanner graphs, the fundamental cone can also be seen as a function of the Tanner graph representing a code. Therefore, in order to emphasize the dependence of minimal pseudo-codewords on the representation of the code, we will sometimes talk about the minimal pseudo-codewords of a Tanner graph.
The fundamental cone is independent of the specific memoryless binary-input channel through which we are transmitting, however, the influence of a pseudo-codeword on the LP 9 We assume that during LP decoding ties between decoding regions are resolved randomly. 10 See [20] , [6] for an exact definition of unscaled pseudo-codewords and their properties. 11 Note that this definition implies that 0 =
M (K(H H H)).
decoding performance depends very much on what channel is used. This influence will be measured by a channel-dependent pseudo-weight of pseudo-codewords; these pseudo-weights can be seen as generalizations of the Hamming weight that has traditionally been used to assess the performance of a code under ML decoding.
Definition 5:
Let . The binary-input AWGNC pseudo-weight [21] , [22] , [6] of is defined to be if and otherwise, where and are the -and -norms of , respectively. Let be a vector with the same components as but in nonincreasing order. Introducing the BSC pseudo-weight [22] , [6] is defined to be if and otherwise. Finally, the BEC pseudo-weight [22] , [6] is defined to be Note that for we have
Let us briefly comment on the significance of the above pseudoweights. When transmitting over an AWGNC, it can be shown that the squared Euclidean distance from the point in signal space, which corresponds to the codeword , to the plane is . When transmitting over a BSC, the LP decoder decides in favor of and against if the number of bit-flips on the BSC is smaller than ; on the other hand, there is at least one pattern with at least bit-flips such that the LP decoder decides in favor of and against , assuming that ties are resolved randomly. Finally, when transmitting over a BEC, the LP decoder decides in favor of and against if the number of erasures on the BEC is smaller than ; on the other hand, there is a pattern with erasures such that the LP decoder decides in favor of and against (assuming that ties are resolved randomly). For a more detailed discussion, see [6] , [22] .
Definition 6:
Let be an arbitrary binary linear code. We recall the definition of the codeword weight enumerator to be the polynomial (cf. e.g., [23] )
We define the minimal codeword weight enumerator to be the polynomial Similarly, the minimal pseudo-codeword AWGNC pseudoweight enumerator is defined to be the polynomial (with potentially noninteger exponents)
The summation in the last enumerator is over all equivalence classes of minimal pseudo-codewords. 12 (The minimal pseudo-codeword BSC pseudo-weight enumerator and the minimal pseudo-codeword BEC pseudo-weight enumerator are defined analogously.) In the case of the BEC, we additionally introduce a slightly modified minimal pseudo-codeword BEC pseudo-weight enumerator : the definition is as before except that for this enumerator two pseudo-codewords and are said to be in the same equivalence class if . 13 (See the comments about stopping sets in Section VI-F why this definition also makes sense.)
Instead of "weight enumerator" and "pseudo-weight enumerator" we will frequently use the words "weight spectrum" or "pseudo-weight spectrum," respectively, or simply "spectrum." Ideally, for a code defined by a parity-check matrix , we would like to know all the terms of the spectra that were defined in Definition 6. Often, we have to settle with less, in particular one often focuses on some quantities that characterize important aspects of a spectrum.
One such quantity is the minimum pseudo-weight: we let , , and be the minimum AWGNC, BSC, and BEC pseudo-weights of a parity-check matrix , i.e., the minimum of the respective pseudo-weights, over all nonzero points in . Applying Theorem 1 in [24] (or, alternatively, some simple tree-based techniques) we obtain , and because this lower bound matches the minimum Hamming weight, we actually know that . Similarly, one can derive that and that Another important quantity that characterizes pseudo-weight spectra is the pseudo-weight spectrum gap.
Definition 7:
Let be an arbitrary binary linear code described by the parity-check matrix and let be the set of all minimal pseudo-codewords that are not multiples of minimal codewords. We call the real-valued quantity the AWGNC pseudo-weight spectrum gap of . (The BSC pseudo-weight spectrum gap and the BEC pseudo-weight spectrum gap are defined analogously.) 12 Two pseudo-codewords ! ! !;! ! ! 2 K(H H H) are in the same equivalence class if there exists an 2 such that ! ! ! = 1 ! ! ! . 13 Clearly, two pseudo-codewords ! ! ! and ! ! ! that satisfy ! ! ! = 1 ! ! ! for some 2 also satisfy supp(! ! !) = supp(! ! ! ). However, the reverse is not necessarily true.
Using [5, Corollary 8] (see also [6, Sec. 7] ), one can show that for a randomly constructed -regular code with the AWGNC pseudo-weight spectrum gap becomes strictly negative with probability one as the block length goes to infinity. However, for the -and -based codes there is the following result.
Theorem 8: Let
for some positive integer . The AWGNC pseudo-weight spectrum gaps and are positive.
Proof: One can prove this by using results that were presented in [25] : indeed, for the -based codes, our theorem is a consequence of [25 In fact, we will see in Section VI that for the codes investigated in Section VI, the pseudo-weight spectrum gap is significantly positive. We note that by applying simple performance bounding techniques it can be shown that the larger the gap is, the closer is the LP decoding performance (and potentially also the MPI decoding performance [5] , [6] ) to the ML decoding performance as the SNR goes to infinity. 14 
VI. EXAMPLES OF SPECTRA
In order to get a feeling for the objects that were defined in the previous sections, we think that it is valuable to explicitly list them for short codes. Therefore, this section is devoted to presenting minimal pseudo-codewords, weight enumerators, and the pseudo-weight spectrum gap for some short -and -based codes.
A. Type-I PG-LDPC Code for
The -based code has parameters and can be represented by the following circulant parity-check matrix of size :
It is not difficult to find out that the set of minimal codewords contains a total of seven codewords: the codeword of Hamming weight and all its cyclic shifts. Because the code has codewords in total, it turns out that all nonzero codewords are minimal codewords. 15 14 Of course, the pseudo-weight spectrum gap is only a first approximation to how quickly the LP decoding performance attains the ML decoding performance as the SNR goes to infinity. A better approximation is given by initial parts (or the whole) minimal pseudo-codeword pseudo-weight enumerator. 15 On the side we note that so-called intersecting codes [26] have the property that all nonzero codewords are minimal codewords.
The set of minimal pseudo-codewords has 14 elements (we list one representative per equivalence class): all the cyclic shifts of and all the cyclic shifts of . In this case, we observe that is a subset of . The weight enumerators are given by Hence, the pseudo-weight spectrum gaps are
The codes introduced in Section II were based on square parity-check matrices. However, the code can also be described by a parity-check matrix of size such as (9) which is the matrix formed by the first four lines of . Because contains a subset of the rows of it is clear that . Moreover, note that a minimal pseudo-codeword of does not need to be minimal pseudo-codeword of . Indeed, the set of minimal pseudo-codewords that are not codewords turns out to be the union of the following sets (in which we show one representative per equivalence class):
where cyclic shifts of the same pseudo-codeword are grouped in the same set. It is interesting to see that in the case of the paritycheck matrix a cyclic shift of a minimal pseudo-codeword is not necessarily a (minimal) pseudo-codeword, as it was in the case of the parity-check matrix . It follows that and that the pseudo-weight spectrum gaps are Comparing the enumerator with the enumerator it is apparent that the performance of LP decoding using the second representation will be worse than the performance of LP decoding using the first representation. Based on MPI decoder simulations, MacKay and Davey [27, Sec. 4] observed a similar performance hierarchy between different representations of the same code. Note that the code under investigation in [27] was the -based code. Similar statements can be made for the BSC and the BEC.
Before concluding this subsection, let us comment on the vector , which is a minimal pseudo-codeword for but not a codeword for , even though it has only and components. From our remarks after Lemma 3, it follows that cannot be an unscaled pseudo-codeword because is not a codeword. However, its equivalent is an unscaled pseudo-codeword, and it stems from a triple cover.
Noncodeword pseudo-codewords that contain only zeros and ones will be discussed again in Theorem 13.
B. Type-I PG-LDPC Code for
The parity-check matrix of the -based code has size , uniform column and row weight , and yields a code with parameters . The codeword weight enumerator and the minimal codeword weight enumerator are respectively. Looking at these enumerators we see that all codewords with Hamming weight and are minimal codewords. Analyzing the set of all weight-codewords one sees that they all have the same pattern, i.e., they can all be obtained from a single weight-codeword by applying suitable -automorphisms. The same is true for all other sets of codewords with the same weight. This makes the classification of all the codewords of , and in particular of the minimal codewords of , relatively easy. Instead of giving the formula for ,
, and , we simply show their histogram, cf. Fig. 1 . Without going into any details, it is apparent from Fig. 1 that the influence of minimal pseudo-codewords can vary depending on the channel that is used. (For related observations about varying influences of minimal pseudo-codewords, see also the discussion in [28] .) The pseudo-weight gaps turn out to be We refer to the end of Section V for a discussion on the significance of positive pseudo-weight gaps.
C. Type-I PG-LDPC Code for
The parity-check matrix of the -based code has size , uniform column and row weight , and yields a code with parameters . Judging from some random search experiments in the fundamental cone , the AWGNC pseudo-weight spectrum gap seems to be at least .
D. Type-I EG-LDPC Code for
The parity-check matrix of the -based code has size , uniform column and row weight , and yields a code with parameters . The codeword weight enumerator and the minimal codeword weight enumerator are respectively. Looking at these enumerators we see that all codewords with Hamming weight and are minimal codewords. Analyzing the set of all weight-codewords one sees that they all have the same pattern, i.e., they can all be obtained from a single weight-codeword by applying suitable -automorphisms. The same is true for all other sets of codewords with the same weight.
The histograms in Fig. 2 correspond to various parity-check matrices that describe . Fig. 2 (top) shows the histogram for ; Fig. 2 the parity-check matrices under investigation those with more dependent rows lead to more favorable histograms. In Fig. 3 , we show various decoding simulation results for data transmission over a binary-input AWGNC and lower and upper bounds:
-based sum-product algorithm (SPA) decoding (cf. [29] ), -based LP decoding, -based ML decoding, an upper bound on LP decoding based on a union of events upper bound, an upper bound on ML decoding based on a union of events upper bound, and a lower bound on ML decoding based on an inequality by de Caen as presented by Séguin [30] . It can be seen that thanks to the knowledge of minimal codewords and minimal pseudo-codewords we are able to obtain bounds that are very tight from a certain SNR value on. This is witnessed by the fast decreasing line labeled "LP UUB minus ML SLB" which shows the difference between the union upper bound on the LP decoder word-error rate and the Séguin lower bound on the ML decoder word-error rate.
E. How the Results Were Obtained
Let us briefly mention how the results for the minimal pseudocodewords were obtained in Section VI-A, -B, and -D. We used the program "lrs" [31] to search edges in cones. For the code in Section VI-B, we additionally used the two-transitivity of the points of a projective plane in order to formulate a simpler edge-enumeration subproblem which can be solved efficiently and from which all the minimal pseudo-codewords can be derived. This goes as follows: it is clear that a minimal pseudo-codeword cannot only fulfill inequalities of type (7) with equality (because only does this), i.e., at least one inequality of type (6) must be fulfilled with equality. Because the automorphism group of is two-transitive (which means that for any two pair of points there exists an automorphism that maps the first pair onto the second pair) and because of the structure of the inequalities in (6), we can pick any of the inequalities of type (6) to be fulfilled with equality. Solving the edge enumeration problem for this -dimensional cone is simpler and using the automorphism group we can derive from this the minimal pseudo-codewords of the cone of interest.
F. Connection to Stopping Sets
Before finishing this section that showed some pseudo-weight enumerators, let us comment on stopping set weight enumerators for PG-based codes that were investigated by Kashyap and Vardy [32] . 16 These stopping set weight enumerators are tightly related to BEC pseudo-weight enumerators because of the following reasons [5] , [6] , [2] : the support of any pseudocodeword is a stopping set whose size equals the BEC pseudoweight of the pseudo-codeword. Moreover, for every stopping set, there is at least one pseudo-codeword whose support equals that stopping set. (Note that the summation in the stopping set weight enumerator definition in [32] went over all stopping sets, whereas our enumerators only count stopping sets related to minimal pseudo-codewords.)
VII. BOUNDS ON THE AWGNC PSEUDO-WEIGHT
In this section, we will give some bounds on the AWGNC pseudo-weight of vectors with real nonnegative components. First, we discuss some general bounds on the pseudo-weight of arbitrary vectors in . As we will see, these bounds depend only on the type of the vector, a concept defined next. Obviously, the obtained results can be applied to pseudo-codewords of any Tanner graph, not just to pseudo-codewords of -and -based Tanner graphs. After this, however, we will focus on -based Tanner graphs and present results for their pseudo-codewords. We will mainly present results for pseudo-codewords that have a certain structure, namely, for pseudo-codewords whose components take on only the values zero, one, two, or three (after suitable rescaling of the pseudo-codeword). Based on the examples in Section VI, we formed the belief that minimal pseudo-codewords with small pseudo-weight have this structure and are therefore the most problematic ones for LP decoding of -based codes.
Definition 9:
Let and let be the number of components of the vector that are equal to , where . Then, we call the type of .
Note that we do not assume that is a nonnegative integer, only that it is a nonnegative real number. It follows from this definition that only finitely many 's are nonzero and that for any . Moreover, because , , and , we have and 16 Note that Kashyap and Vardy used the following nomenclature: 1) a minimal stopping set is a stopping set whose size equals the stopping distance (which equals the minimum BEC pseudo-weight), 2) an irreducible stopping set S is a stopping set such that there is no nonempty stopping set that is a proper subset of S. In other words, our use of the word "minimal" corresponds more to their use of word "irreducible" and not to their use of the word "minimal."
If for some then its type is such that for all . [35] proved that Note that for and , the bound in Corollary 12 equals this bound and that for integers larger than , the bound in Corollary 12 is larger than this bound. (Note that for a minimal pseudo-codeword the ratio is or at least .) 17 
A. Arbitrary Vectors in

B. Pseudo-Codewords With Zeros and Ones From -Based Tanner Graphs
After having considered general vectors in , the following subsections will mainly focus on pseudo-codewords of -based Tanner graphs. We start our analysis with pseudo-codewords of smallest possible entries, i.e., pseudo-codewords with zeros and ones. The following theorem gives a lower bound on their weight. for . An example of a non-codeword pseudo-codeword with only zeros and ones as discussed in Theorem 13 was presented at the end of Section VI-A. Note, however, that this example was for in (9) and not for in (8) . Observations for small -based codes suggest the following conjecture.
Conjecture 14:
Let and let be a minimal pseudo-codeword of type with nonnegative, positive, and otherwise. The vector is then a minimal codeword.
It is well known, cf., e.g., [18] , that a minimal codeword of an binary linear code satisfies . In the following theorem, we generalize this upper bound on the Hamming weight of minimal codewords to an upper bound on the pseudo-weight of minimal pseudo-codewords whose components are either zero or one. Note that this bound holds for any parity-check matrix.
Lemma 15:
Let be an binary linear code represented by a parity-check matrix . (Note that we do not assume that 17 (To keep the notation simple, we show here only the proof for a code where all the check nodes have degree 3; the generalization to other codes is straightforward.) The claim follows from the following observations. First, r 1 by definition. Second, if r > 1 then there must be at least one inequality of type (6) Applying elementary row operations to the matrix , we obtain the matrix . Because all nonzero entries of are equal to one and because is assumed to be a minimal pseudo-codeword, it turns out that all rows of must contain exactly two nonzero elements, one equal to and one equal to . These facts can be used as follows. First, we will show that . Second, we will show that . Finally, combining these results we will obtain the desired statement that So, let us show that , i.e., that . Indeed, using the special row structure of , it can be verified that the only vector in the (right-hand side) kernel of is the all-ones vector over of length . Second, let us show that . Indeed, we observe that every row in corresponds to a row in . This implies that .
A crucial element in the above proof was the fact that all rows of contain exactly two nonzero entries, one equal to and one equal to . For minimal pseudo-codewords where not all nonzero entries are equal, this is not the case anymore and therefore we cannot use the above proof to generalize the lemma statement to other types of minimal pseudo-codewords.
C. Pseudo-Codewords With Zeros, Ones, and Twos From -Based Tanner Graphs
In this subsection, we consider pseudo-codewords that have not only zeros and ones, but also twos, as components. We have the following result. 18 See Remark 18 for a comment on these conditions. where at step we used Corollary 11 and at step we used the inequality and the assumption that , i.e., . Using the assumption that from the theorem statement we get . The right-hand side of this expression is maximized by : inserting this value yields the lower bound in the theorem statement. (Note that and so fulfills the assumption about that was made in the derivation.)
Remark 18: Let be the code defined by . If a pseudocodeword is an unscaled pseudo-codeword [20] , [6] then it is equal (modulo ) to a codeword of . Therefore, the number of odd components of an unscaled pseudo-codeword must either be zero or at least equal to the minimum Hamming weight of the code. So, if we actually know that in Theorem 17 is an unscaled pseudo-codeword then the requirement in the theorem statement is equivalent to the requirement . Note also that Theorem 17 can be generalized to the setup where has type with nonnegative, positive for some integer , nonnegative for , for , and . Then .
Example 19:
Let us exhibit some low-weight minimal pseudo-codewords that contain only zeros, ones, and twos. Consider first the case . The projective plane for is shown in Fig. 4(a) : it has seven points and seven lines and we consider the points to be variables and the lines to be checks. Fig. 4(a) and (b) shows two codewords of weight ; note that their supports overlap in positions. Adding these two codewords together yields the pseudo-codeword shown in Fig. 4(c) . Switching the zero into a two results in the pseudo-codeword in Fig. 4(d) ; it can be checked that this pseudo-codeword is actually a minimal pseudo-codeword. It has AWGNC pseudo-weight , whereas the lower bounds in Theorems 16 and 17 are and , respectively.
Similarly, in the case of it is possible to start with two codewords of weight whose supports overlap in positions. After adding them and switching two zeros (that are specifically chosen and lie on the same line) into two twos, one gets a minimal pseudo-codeword of AWGNC pseudo-weight , whereas the lower bounds in Theorems 16 and 17 are and , respectively. In the case it is possible to start with two codewords of weight whose supports overlap in positions. After adding them and switching three zeros (that are specifically chosen and form a triangle) into two twos, one gets a minimal pseudo-codeword of AWGNC pseudo-weight , whereas the lower bound in Theorems 16 and 17 are and , respectively. We conjecture that, with suitable generalizations, the above construction can be extended to larger .
D. Pseudo-Codewords With Zeros, Ones, Twos, and Threes From -Based Tanner Graphs
Finally, we consider pseudo-codewords that not only have zeros, ones, and two, but also threes. which is wrong. However, we assumed that ! ! ! is an unscaled pseudo-codeword, which, among other things, implies that the modulo-2 sum of the ! 's that are involved in a check is zero. Therefore, it cannot happen that the nonzero ! 's that are involved in a check have the values 3; 3; and 1.
VIII. THE STRUCTURE OF MINIMAL PSEUDO-CODEWORDS
In this section, we discuss the geometry of minimal pseudocodewords. Minimum-weight codewords correspond to pointline configurations in the projective plane that have been studied by several authors. Let us introduce some notation and results from finite geometries, cf., e.g., [11] . A -arc in is a set of points no three of which are collinear. A -arc is complete if it is not contained in a -arc. The maximum number of points that a -arc can have is denoted by , and a -arc with this number of points is called an oval (in the case where is even this is sometimes also called a hyper-oval). One can show that for even and for odd. One can make the following two interesting observations for the case even. First, if two ovals have more than half their points in common, then these two ovals coincide. Second, if a -arc is contained in an oval then the number of such ovals is one if and two if It turns out that in the case even, the codewords with minimal weight are -arcs and therefore ovals. However, whereas the classification of ovals for odd is simple (they all correspond to conics), the ovals for even are not classified that easily. For even , one says that an oval is regular if it comprises the points of a conic and its nucleus; one can show that for , irregular ovals exist if and only if . It turns out that the classification for irregular ovals is highly nontrivial. 20 So, given that even the classification of the codewords of minimal weight is difficult, it is probably hopeless to obtain a complete classification of the minimal codewords and minimal pseudo-codewords of codes defined by , however, it is an interesting goal to try to understand as much as possible about the structure of these codewords and pseudo-codewords.
In some recent papers, the structure of codewords of projective-plane-based codes has been discussed by Kashyap and Vardy [32] (that paper deals also with stopping sets in Tanner graphs derived from projective planes), by Justesen et al. [36] , [37] , and by Laendner and Milenkovic [38] (that paper also deals with trapping sets in Tanner graphs derived from projective planes). Moreover, the minimal-weight codewords of Euclidean-plane-based codes were discussed by Høholdt et al. [39] ; also, here these configurations are tightly related to ovals. However, because not all ovals are regular, the classification is not that simple also for these codes. 21 From now on, we will only consider projective planes and will always be even, i.e., a power of two. Before we state our conjecture about the structure of minimal pseudo-codewords, let us first look at an example.
Example 21: Let . We can find a minimal pseudocodeword whose type is , , , and otherwise. This pseudo-codeword can be obtained using a procedure similar to the one used in Example 19. First, one must add two minimal codewords and of weight 20 According to [11, Theorem 8.35] , there are precisely two projectively distinct ovals in PG(2; 16), the so-called regular oval D(T ) and the so-called oval O = D(F ). Moreover, according to [11, Theorem 8.36] , there are precisely six projectively distinct ovals in PG(2; 32). 21 Note that the remark "It is also known that an oval in EG(2; q) consists of a conic and a nucleus" (which would imply that they are regular) in [39, Sec.2] is wrong in general [40] . whose supports overlap in two positions. This yields a pseudocodeword of type with , , , and otherwise. Second, in order to obtain a minimal pseudocodeword, one must switch three zeros (that were appropriately chosen) into three twos.
Let us analyze this procedure. Since a minimal pseudo-codeword corresponds to an edge of the fundamental cone, it is clear that the inequalities in (6) and (7) that are fulfilled with equality must form a system of linear equations of rank . We start with two minimal codewords and that each yield a system of linear equations of rank . These two codewords have been chosen such that their sum yields a system of linear equations of rank . To find the three zeros that we have to switch, we proceed as follows. It turns out that in the projective plane there are two lines, say and , such that all the entries of that correspond to the points on these two lines are zero. Let be the intersection point of these two lines, cf. Fig. 5 . There exists a point on and a point on such that setting the entries of corresponding to , , and equal to the same value yields a vector in the fundamental cone, as long as is not too large. In fact, for , the vector is outside the fundamental cone, and for , it yields a vector that is a pseudo-codeword, and that yields a system of equations of rank , i.e., it is a minimal pseudo-codeword.
Conjecture 22:
For the Tanner graph defined by every minimal pseudo-codeword is a sum of a few minimal pseudo-codewords with a change of a few low-value components such that they become the large components in the equations associated to the lines that pass through them.
If this conjecture is true, finding minimal pseudo-codewords reduces to taking sums of two minimal pseudo-codewords that give rank (if possible; lower otherwise) and changing few components that are "not significant" into a "significant" ones. We call a component significant if it is the sum of the other components that belong to a line passing through the point, for most of such lines.
The following proposed open problem is based on our observations (for small ) that among the minimal pseudo-codewords of -based codes the ones with only zeros, ones, and twos yield non-codeword minimal pseudo-codewords of smallest weight. A positive answer to this conjecture would result in a much better understanding of the minimal pseudo-codewords in general and of the AWGNC pseudo-weight spectrum gap, in particular.
Open Problem 23:
Let and consider the pseudo-codewords that have minimal AWGNC pseudo-weight among all minimal pseudo-codewords that are not multiples of minimal codewords. Then find the smallest such that these pseudo-codewords have type with for and otherwise.
IX. EFFECTIVE MINIMAL PSEUDO-CODEWORDS
The preceding two sections focused on the properties of vectors in the fundamental polytope of some Tanner graphs. In this section, we broaden our view and discuss the relevance of minimal pseudo-codewords in the context of LP decoding.
LP decoding always gives back a vertex of the fundamental polytope of the code under consideration. 22 Clearly, what vertex is chosen is a function of the LLR vector . 23 If the channel is such that can be any vector in , then for every vertex of the fundamental polytope there is at least one for which that vertex is the unique solution in the LP decoder. However, if the channel is such that the set of possible -vectors is not a superset of , then there might be some vertices of the fundamental polytope that will never be chosen by the LP decoder or will at best tie with another vertex. In the case of the BSC, the -vector lies in the set , where and, therefore, the above-mentioned scenario can happen for the BSC. A similar observation holds for the BEC where the -vector must lie in the set . In order to analyze this behavior, we assume that the zero codeword is sent. We known that if the LP decoder does not decide for the zero codeword then there is at least one minimal pseudo-codeword whose cost function is at least as good as the cost function of the zero codeword. This observation is the motivation for the following definition that introduces the effectiveness of a minimal pseudo-codeword.
Definition 24: Fix a memoryless binary-input output-symmetric channel and let be the set of all possible LLR vectors upon sending the all-zero codeword. 24 Moreover, let us fix a parity-check matrix and let be the set of minimal pseudo-codewords. A minimal pseudocodeword is called effective of the first kind for that particular channel if there exists a such that and for all . A minimal pseudo-codeword is called effective of the second kind for that particular channel if there exists a such that and for all 22 In the case of ties, we randomly pick one of the vertices in the minimizing set of the LP decoder. 23 In the case of ties, this function takes on randomly one of the vertices of the minimizing set of the LP decoder. 24 For the AWGNC we have L = , for the BSC we have L = f6Lg for L log (1 0 ")= 2
(we assume that the crossover probability " fulfills 0 < " < 1=2), and for the BEC we have L = f0;+1g
(we assume that the erasure probability fulfills 0 < < 1). Please note that there was a slight mistake in [41, Definition 10] . (Obviously, a minimal pseudo-codeword that is effective of the first kind is also effective of the second kind.)
Let be the set of -vectors in where LP decoding decides in favor of the codeword . From the above definition it follows that a minimal pseudo-codeword "shapes" the set if and only if it is an effective minimal pseudo-codeword. More precisely, in the case where a minimal pseudo-codeword is effective of the first kind then there exists at least one where wins against all other minimal pseudo-codewords (and the zero codeword). Moreover, in the case where is effective of the second kind we are guaranteed that there is at least one where is involved in a tie; if and how often wins against all other minimal pseudo-codewords (and the zero codeword) depends on how ties are resolved. 25 The following subsections deal separately with the AWGNC, the BSC, and the BEC. Given that the sets , , and are rather different, it is not surprising that the effectiveness of the minimal pseudo-codewords will vary quite a bit from channel to channel.
A. AWGNC
We start with the AWGNC where the classification of the effectiveness of minimal pseudo-codewords is very simple, independently of the chosen code.
Theorem 25:
For the binary-input AWGNC and any paritycheck matrix all minimal pseudo-codewords of are effective of the first kind.
Proof: This follows from basic cone properties (cf., e.g., [4] ).
B. BSC
We now turn to the BSC. As the following observations for -based codes show, for this channel not all minimal pseudo-codewords need to be effective of the first or of the second kind.
Theorem 26:
Consider data transmission over a BSC using the code defined by . Then LP decoding can correct any pattern of bit-flips and no pattern of more than bit flips. Proof: Because , the BSC pseudoweight of any pseudo-codeword in is at least . Therefore, LP decoding can correct at least bit-flips. Let us now show that LP decoding can correct at most bitflips. Remember that a necessary condition for LP decoding to decode a received log-likelihood vector to the zero codeword is that for all . 26 Assume that we are transmitting the zero codeword and that bit-flips happened. Hence, components of are equal to and components of are equal to . It can easily be checked that the following 25 The fact that a minimal pseudo-codeword is effective of the second kind does of course not exclude the possibility that there are also 2 L where ! ! ! wins (unconditionally) against all other minimal pseudo-codewords (and the zero codeword). 26 Note that this is usually not a sufficient condition for correct decoding, e.g., in the case where ties are resolved randomly. is in : let if and otherwise. For this , the condition translates into i.e.,
Because must be an integer, this inequality turns into the inequality .
Observe that the way we constructed the pseudo-codeword in the proof of Theorem 26 can be seen as a generalization of the so-called canonical completion [5] , [6] , however, instead of assigning values according to the graph distance with respect to a single node, we assign values according to the graph distance with respect to the set of nodes where is negative. (Note that the Tanner graph of has a special property: all variable nodes are at graph distance from each other.) Such a generalization of the canonical completion was also used by Haley and Grant [28] for the analysis of their codes.
Corollary 27: Consider the code defined by . For the BSC, a necessary condition for a minimal pseudo-codeword of to be effective of the second kind is that . Proof: See the Appendix, part B.
For it turns out that has minimal pseudocodewords with BSC pseudo-weight equal to . (These minimal pseudo-codewords have type with , , , and otherwise.) Corollary 27 clearly shows that these cannot be effective of the second kind for the BSC, since, for , any effective minimal pseudo-codeword of the second kind must fulfill . Judging from Fig. 1 , it also seems-as far as AWGNC and BSC pseudo-weight are comparable-that soft information is quite helpful for the LP decoder when decoding the code defined by . We finish this subsection on the BSC by noting that the statement in Theorem 26 can be generalized to other classes of codes. Indeed, such a generalization was pursued in [42] and lead to the formulation of upper bounds on the BSC crossover probability threshold for certain families of LDPC codes.
C. BEC
We now discuss effective minimal pseudo-codewords for the BEC; except for the last paragraph, this subsection will make statements about general codes. We start off by noting that because for all minimal pseudo-codewords and all , no minimal pseudo-codeword can be effective of the first kind.
Theorem 28: Consider data transmission over a BEC using a code defined by some parity-check matrix . Let be a minimal pseudo-codeword such that there is an unscaled pseudocodeword associated to with at least one odd component. Then there exists a nonzero codeword such that whenever for some then also . Proof: Let be an unscaled pseudo-codeword that is a positive multiple of . By assumption, we have that at least one component of is an odd integer. It follows [20] , [6] that is a nonzero codeword. Let be such that . Because is a positive multiple of we must have and because we must have .
Corollary 29:
Consider data transmission over a BEC using a code defined by some parity-check matrix . Under blockwise ML decoding we define a block error to be the event that there is a tie among at least two codewords. Similarly, under LP decoding, we define a block error to be the event that there is a tie among at least two pseudo-codewords. If for all minimal pseudo-codewords there exists an associated pseudo-codeword with at least one odd component then the block-error rate of block-wise ML decoding coincides with the block-error rate of LP decoding.
By listing all the minimal pseudo-codewords, it can be shown numerically that the condition in Corollary 29 is fulfilled for when and . It follows that for these two codes block-wise ML and LP decoding yield the same block-error rate (under the above definition of block-error rate). This corroborates the observations made in [43, Fig. 1] for .
X. CONCLUSION
We have investigated the minimal pseudo-codewords of some codes whose Tanner graphs are derived from projective and Euclidean planes and we have introduced the notion of pseudoweight spectrum gap for a parity-check matrix, a concept which is certainly worthwhile to be further explored. Although our numerical results are for codes of modest length, to the best of our knowledge, this is the first study that tries to analytically quantify the behavior of -and -based binary linear codes under LP decoding. Extending these results to somewhat longer codes has the potential to explain many experimental observations made in the past. Moreover, we have obtained a clearer picture on the structure of the minimal pseudo-codewords of the Tanner graphs under investigation, nevertheless, more work is required to get a sufficiently tight characterization of them. Throughout the text, we have also listed some conjectures and statements of open problems; we hope that they stimulate some research toward a better understanding of minimal pseudo-codewords, be it for codes from the code families that we have considered or any other codes. Let us remark that Chertkov and Stepanov [44] have recently proposed a heuristic algorithm for enumerating minimal pseudo-codewords. In their paper, they show some interesting (approximate) spectra of other families of codes than the ones presented here.
In order to classify which minimal pseudo-codewords can be the solution of LP decoding and which ones cannot, we have introduced the notion of the effectiveness of a minimal pseudocodeword. In the case of the AWGNC, all minimal pseudo-codewords are effective (of the first kind and the second kind); however, we have seen that in the case of non-AWGNC channels there are minimal pseudo-codewords that are not effective, i.e., not effective of the first kind or not even effective of the second kind. Interestingly, for deriving that result, we were able to use the canonical completion, a tool that so far has been very useful for characterizing families of -regular LDPC codes, with , bounded when the block length goes to infinity, i.e., code families where the Tanner graph diameter grows with the block length. (This is in contrast to the -based Tanner graphs which have girth and diameter , independently of ).
APPENDIX
This appendix contains two of the longer proofs of this paper.
A. Proof of Theorem 13
Let (in ) and let is odd be the set of all rows of where the corresponding entry in is an odd integer. If were a codeword then all entries of would be nonnegative even integers. However, because is assumed to be a non-codeword, . Note moreover that because is a stopping set, we must have for all . The proof proceeds as follows. In a first step, we will show that for any non-codeword we must have . In a second step, we will show that this lower bound on implies the lower bound mentioned in the theorem.
So, let us show that for any non-codeword . The way we will reach this conclusion is based on the following observation: because the rows of are linearly dependent (over ), there must be some dependency on the even-/odd-ness of the components of . In order to find some suitable linearly dependent rows of , we will use some special properties of the projective plane . The proof is by contradiction, i.e., if has , we will show that there exists a such that the value of must be an even integer. To that end, it turns out to be useful to reverse the usual interpretation of the columns and rows of : the columns will correspond to lines and the rows will correspond to points of . With this, there is a one-to-one relationship between the points of and the entries of . Before we proceed, consider Fig. 6 that shows two lines in and the points on them (here for ). Letting be a vector where the entries corresponding to black dots equal and the other entries equal , one can easily verify that , i.e., is a codeword of the code with parity-check matrix . Now, choose any , consider Fig. 7 , and let correspond to the th row of . Because (and hence the weaker ), it is possible to choose a line through such that all points on it (except for ) have an even . On this line it is then possible to choose (again because ) a such that there is a line through it such that all points on it have an even . Let be a vector where the nonzero entries corresponding to the points on and (except for ) equal and the other entries equal . Because of the considerations in the preceding paragraph, it is clear that , i.e., all entries in are even integers. This implies that must be an even integer. This is a contradiction; namely, because of the way we have chosen , , , and , the inner product must be an odd integer. Let us now prove that the lower bound on implies the lower bound on mentioned in the theorem. Because of the special properties of we have , where is the identity matrix of size and where is the all-ones matrix of size . Then
On the other hand
We would like to find a lower bound on . If , then we use , for all in (which is implied by (6)), otherwise, we use for all in (which also follows from (6), together with the observation that )
Combining the above results we obtain , or, equivalently, It follows that . 27 Inserting the lower bound , we obtain Because and because is an integer, the final result follows.
We conclude with two remarks.
• More sophisticated considerations might lead to better lower bounds on ; however, note that is the best lower bound that can be given on the size of without additional information about the set. Namely, if happens to be equal to for some then and no row in corresponding to an entry in can be expressed as a linear combination of 27 t + 1 0 (q + 2) + 12jJ j is not possible because we know that t q + 2.
rows corresponding to entries in . In that case, our technique of exhibiting linear dependent rows of in order to obtain constraints on the even-/odd-ness of the components of does not work anymore and we cannot improve the lower bound on the size of the set .
• The bounding techniques used in the second part of the proof were inspired by the bounding techniques that were used in [24] , which in turn were generalizations of [45] .
B. Proof of Corollary 27
Let be a minimal pseudo-codeword with The proof is by contradiction, i.e., we will assume that is effective of the second kind and then we will show that for any with there exists a minimal pseudocodeword such that . Assume that we are transmitting the zero codeword and that bit-flips happened at positions . 
