Biplane angiographic imaging is a primary method for visual and quantitative assessment of the vasculature. In order to reliably reconstruct the three-dimensional ͑3D͒ position, orientation, and shape of the vessel structure, a key problem is to determine the rotation matrix R and the translation vector t which relate the two coordinate systems. This so-called Imaging Geometry Determination problem is well studied in the medical imaging and computer vision communities and a number of interesting approaches have been reported. Each such technique determines a solution which yields 3D vasculature reconstructions with errors comparable to other techniques. From the literature, we see that different techniques with different optimization strategies yield reconstructions with equivalent errors. We have investigated this behavior, and it appears that the error in the input data leads to this equivalence effectively yielding what we call the solution space of feasible geometries, i.e., geometries which could be solutions given the error or uncertainty in the input image data. In this paper, we lay the theoretical framework for this concept of a solution space of feasible geometries using simple schematic constructions, deriving the underlying mathematical relationships, presenting implementation details, and discussing implications and applications of the proposed idea. Because the solution space of feasible geometries encompasses equivalent solutions given the input error, the solution space approach can be used to evaluate the precision of calculated geometries or 3D data based on known or estimated uncertainties in the input image data. We also use the solution space approach to calculate an imaging geometry, i.e., a solution.
I. INTRODUCTION
Diagnosis and treatment of cardiovascular disease relies heavily on interventional procedures. These procedures typically allow only limited views of the vasculature requiring the clinicians to estimate the three-dimensional ͑3D͒ structure from available two-dimensional ͑2D͒ projection images. Such estimations are made without accurate information about the magnification or the 3D orientation of the vessel structure and hence can yield unreliable quantitative vascular measurements such as cross-sectional area, estimation of intruding plaque, etc. For this reason, recent efforts have focused on automated determination of the three-dimensional configuration of the vessel network during these interventional procedures. It is expected that this will improve visualization and help the planning and delivery of treatment based on accurate quantitative measurement of vessel sizes, blood flow, and cross-sectional area. Recently, commercial imaging systems ͑e.g., Toshiba, Siemens, Philips, and GE͒ have started providing such visualization capabilities and use biplane imaging for this purpose.
In biplane imaging, two projection images of the vasculature of interest are acquired. The approximate relative translation and rotation between the two imaging planes is ob-tained from the gantry angles of the imaging system. The approximate 3D information of the vasculature can thus be recovered from these two images. However, if the information regarding the relative geometry ͑translation and rotation͒ between the imaging planes is inaccurate due to the presence of noise or errors in the imaging system, the reconstructed 3D shape ͑model͒ can be inaccurate. A key problem thus is to determine the relative rotation and translation, R and t, between the two imaging planes, in the presence of noise and system error such that accurate 3D vasculature can be reconstructed and be used reliably in clinical decision making. Due to the importance of determining the imaging geometry accurately, the problem has received substantial attention from both academia and industry, and a number of interesting techniques have been developed. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Early on, researchers suggested the use of a calibration object, from which the relative rotation and translation between the two imaging systems could be calculated.
1,2 Unfortunately, those techniques required accurate positioning of a usually cumbersome calibration object, often difficult or not feasible in clinical situations. To circumvent this problem, several researchers proposed using bifurcation points in vessels which are visible in both views to determine the imaging geometry. [4] [5] [6] [7] [8] [9] [10] More recently, some investigators adopted an approach 9 which required identification of corresponding vessel segments in both views; an objective function was then optimized based on the epipolar constraints. Chen and Metz 7 proposed formulating the problem as a constrained nonlinear optimization problem. A similar problem in a slightly different form has also been studied in relation to applications such as scene modeling in computer vision [11] [12] [13] [14] ͓called Epipolar Geometry Determination Problem ͑EGD͔͒. In this problem, the relative positions of the two imaging planes can be arbitrary. As a result, these EGD techniques may fail to exploit the gantry information available from the imaging system, and consequently could yield inaccurate 3D positions of the vascular points. Several interesting techniques have been proposed, 15 each adopting a novel strategy to obtain an estimate of the imaging geometry-either by optimizing the agreement of the reconstructed 3D with the 2D set of points 5, 8, 10 or adopting a nonlinear optimization strategy 7 or by generalizing the epipolar constraints by applying it to a set of curves, such as a network of vessels. 9 In a recent article, 16 Xu et al., proposed transforming the geometry determination problem into a geometric-search problem in the six-dimensional ͑6D͒ R − t space. In their technique, they identify R − t combinations that could be consistent with selected levels of uncertainty in the image data repeatedly decreasing the uncertainty until a single R − t solution is determined.
When evaluating or comparing the various biplane techniques, it is natural to ask whether an algorithm A performs better than an algorithm B. Based on performance evaluations and results reported by authors in extant literature, it is difficult to classify A as being better ͑or worse͒ than B. In general, the answer varies with varying input data sets. We have noticed that two unrelated algorithms A and B may both yield a reasonably good reconstruction for a problem instance. However, there could be slight differences between the calculated coordinates of each reconstructed 3D point, p i A and p i B . In other words, despite the point sets, p A and p B , having comparable 3D rms errors with respect to the "truth," they may not completely agree with each other in a given instance and which does better may depend on the data set used. One possible explanation could be that the two algorithms optimize R and t employing different optimization functions. For this reason, the errors in the input data most probably propagate differently in different algorithms, which leads to "different" good solutions. Hence, an objective general judgment of A being better or worse compared to B perhaps cannot be made since the optimized imaging geometries IG A and IG B are both "equally good" in terms of the absolute error. In fact, the performance of almost all wellknown biplane algorithms is comparable, in spite of each technique finding a "different" optimized imaging geometry: different optimizations may optimize differently in different situations. This phenomena strongly suggests that more than one solution is possible given the error in the system; each technique finds one such good solution which may lie within a set of good ͑and equivalent͒ solutions.
In this paper, we make use of the geometric concepts of Xu et al. 16 and Singh et al., 17 which were focused on finding a ͑one͒ solution to the Imaging Geometry Determination problem ͑IGD, for short͒. We show in this paper how the transformation into a geometric search problem is especially powerful in that it lends itself to an understanding of what relates the solutions of all biplane techniques. Our analysis gives rise to a concept of a "solution space of feasible geometries" motivated by the above discussion. We extend these concepts to show that a solution space of possible solutions exists for any given problem instance of a biplane problem. We illustrate how membership in the same feasible solution volume of feasible geometries not only explains the phenomena of "equally good" different solutions but also provides a methodology which relates input indication errors to preci-FIG. 1. Schematic diagram of a biplane imaging system. Objects in 3D ͑vessel tree͒ are projected onto the two imaging planes, left ͑unprimed͒ and right ͑primed͒, creating two images. sion in the calculated geometries and 3D data irrespective of the optimization technique employed.
II. METHODS
In biplane imaging, two projection images of the 3D objects of interest are acquired. The focal spots can be taken as the origins of their respective coordinate systems. A schematic diagram of a biplane system is shown in Fig. 1 .
After the two projection images of the vessel tree are obtained, the 3D vasculature can be reconstructed if the imaging geometry is known or determined. The imaging geometry can be defined using either the fixed world coordinate system 18 or in terms of the relative orientation ͑transforma-tion͒ between the two coordinate systems. We use the latter definition in our algorithm. The transformation relating the two 3D coordinate systems xyz and xЈyЈzЈ can be expressed as
͑1͒
The inverse transformation that relates p i to p i Ј may also be determined by solving for p i in Eq. ͑1͒
͑2͒
where t describes the 3D translation from the origin of the xyz system, O left , to the origin of the xЈyЈzЈ system, O right , and R 2 denotes the relative 3D rotation between the two coordinate systems ͑R 1 = R 2 T ͒ determined from the triplet of Euler angles ͗ , , ͘ ͑see Fig. 2͒ by a sequence of 2D rotations. The combined effect of the three rotations is given by this rotation matrix:
− sin sin + cos cos cos sin cos − cos sin − cos sin cos − sin cos cos sin sin − sin cos + cos cos sin sin sin cos cos − cos sin sin .
͑3͒
A rough estimate of the three rotational variables ͑, , and ͒ and the three translational variables ͑t x , t y , and t z ͒ can be obtained using the gantry data of the imaging system ͑Note: Commercial imaging systems adopt a right anterior oblique-left anterior oblique ͑RAO-LAO͒ and cranial-caudal ͑CRA-CAU͒ notation; the rotation matrix, R, analogous to Eq. ͑3͒ is derived from the RAO-LAO and CRA-CAU values obtained from the imaging system. Typically, an Euler angle decomposition can be applied to R to obtain the Euler angles. Other representations such as quaternions 19 can also be derived similarly.͒.
Observe that in the absence of error, each 3D point p i must lie "on" the line ͑called the projection line 5 ͒ that connects the focal spot ͑O left or O right ͒ to its corresponding 2D image point in their respective image planes. Using this knowledge, the 3D object-point configuration can be calculated. However, when the information from the imaging system has error, the calculated R and t can deviate from their true values. Accurate reconstruction of the 3D object-point configuration then requires the optimization of the rotational variables , , and and the translational variables t x , t y , and t z . Before going into the details of our approach, we first define the IGD problem formally. Given a problem instance I, comprising of two sets of 2D points Left= ͕ᐉ p 1 , l p 2 , ... ,ᐉ p n ͖ and Right= ͕r p 1 , r p 2 , ... ,r p n ͖ on the left and right image planes, where each ᐉ p i and r p i are the corresponding left and right projections of a 3D vascular point p i , also given the coordinate system of Left, we must determine the origin O Right and the relative rotation R and translation t relating the coordinate system of Right to the coordinate system of Left. ͑Note: R and t together define the transformation relating the two coordinate systems and are referred to as the imaging geometry, IG.͒
A. Feasible solutions: The "fall-in-number" criterion
In this section, we review briefly and illustrate the concepts 16, 17 which are important for an appreciation of the solution space of feasible geometries. To be on the safe side, the guessed value may be sufficiently overestimated to ensure that the condition ␦ ജ⌬ is satisfied.
Projection sector of the cone
Let us assume that a certain ͑possibly incorrect͒ imaging geometry IG A relating the left and the right coordinate systems is known. If a cone C i is constructed with the focal spot ͑origin͒ of the right coordinate system O right as its apex and the 2D point r p i acquired as the center of its base ͑circle͒ and ␦ as its radius ͑see Fig. 3͒ As an illustrative example of the points above, we show in Fig. 4 position of the projection sector on the left image plane in different directions. Certain assignment of values to these variables may result in ᐉ p j acquired no longer lying in Sector C j , as a result contributing 0 to the fall-in number. We illustrate this concept in Fig. 5 . The leftmost picture illustrates a reasonably accurate geometry where the 2D point lies within its corresponding projection sector. As the value of one of the variables is changed ͑left to right͒, the position of the projection sector moves up. Eventually, the rightmost picture shows that the 2D point no longer falls within its projection sector.
Feasibility for all points
The construction discussed above helps define the notion of feasibility for a single corresponding point pair. Extending this idea to n corresponding points is relatively straightforward. We can construct n cones C i : i ͓1,2, ... ,n͔, one for each 2D point on the right imaging plane, Right = ͕r p 1 acquired , r p 2 acquired , ... ,r p n acquired ͖. We say that an imaging geometry IG A is "feasible" with respect to ͑w . r . t͒ a certain ␦ if and only if F in ͑Left, Right, IG A , ␦͒ = n, where n is the number of input corresponding pairs, and the F in ͑·͒ denotes the fall-in number as discussed before. This will happen if IG A relates the left and the right coordinate systems in such a manner that all 2D points on the left imaging plane fall-in within their corresponding projection sectors. Also, a particular ␦ is considered feasible if there exists at least one geometry IG which is feasible w . r . t ␦. Indeed, Xu 16 sought the minimum feasible ␦ to calculate the optimal geometry. We, however, believe that the feasible solution volume for a given ␦ ͑which will be related to the uncertainties in the given image data͒ actually reflects a precision estimate for the calculated geometries. In the next section, we investigate aspects of the solution volume.
B. Solution volume

Infeasibility yields a range in each of the six dimensions
For simplicity, let us assume a sufficiently large value of ␦ ͓see Eq. ͑4͔͒ and a fairly accurate initial estimate of the geometry, say IG initial . From the discussion above, it is clear that the fall-in number, F in ͑Left, Right, IG initial , ␦͒, for this setup will most probably evaluate to n. This is because each 2D point on the left imaging plane falls within its corresponding projection sector because of the chosen values for ␦ and IG initial . Now, let us pick any of the six variables defining the geometry IG initial , say , and move it away from the correct value in either the positive or negative direction. The variation in the value of will affect the position of the n projection sectors on the left imaging plane. Consequently, the segments, s p i upper and s p i lower , for all n cones will move up or down ͑or left or right͒ based on the value of . At some point, one ͑or more͒ projection sectors will no longer contain their corresponding 2D points on the left imaging plane. The fall-in number will then evaluate to a value equal to or less than n − 1. If the assignment of values to are assumed to be continuous in the positive and negative directions, the "first" assignments which result in a fall-in number of n − 1 define the lower and upper limits for the range of for the chosen ␦ ͑see Fig. 6͒ . All geometries which have a fall-in number of n are feasible w . r . t a ␦, geometries having a fall-in number less than n are infeasible. This notion of feasibility helps determine a "feasible range" in each of the six variables of the geometry, namely, , , , t x , t y , and t z .
Existence of a solution volume
A unique imaging geometry can be considered as an individual point in a six-dimensional ͑6D͒ parametric space of the six variables of the geometry. From this point ͑IG͒, varying any parameter in the positive or negative direction ͑as discussed in the previous section͒ is analogous to taking a "walk" in the direction of a 6D vector. If the fall-in number becomes n −1 ͑indicating infeasibility͒ along the vector, it indicates that either the upper or lower threshold ͑"bounds"͒ of that variable have been reached. Any more steps in that range will yield only infeasible geometries w . r . t the chosen ␦. Notice that this phenomena will hold for each of the six dimensions, we may choose to move in the direction of any random 6D vector. The "range" phenomena for each variable discussed in the previous section is essentially a conceptual simplification of a 6D range. Since the steps taken ͑incre- ments or decrements͒ can be arbitrarily small, the set of all feasible geometries ͑that yield a fall-in number of n͒ together comprise a solution space of feasible geometries. The boundaries ͑walls͒ of this feasible solution volume are encountered when the fall-in number becomes n − 1. Within the feasible solution volume for a chosen ␦, all geometries are equivalent and have a fall-in number of n. Thus, for a given level of error in the image data, there exists a set ͑feasible solution volume͒ of geometries which yield equivalent solutions.
Dependence on ␦
The diameter ͑or the volume͒ of the solution space largely depends on the chosen ␦. It is natural to expect this because geometries which are feasible for a large value of ␦ may no longer be feasible for smaller values. For instance, in the real space of the imaging plane setup, the projection sector of a cone ͑see Fig. 4͒ may move away from its corresponding 2D point earlier when ␦ is small. As a result, the range for each variable or its diameter in the geometric sense of the solution space shrinks with ␦. In general, the concept can be applied to study a number of different objectives depending on the application. For one such application, e.g., the configuration of 3D points, the reader is referred to the article 20 by Dmochowski et al.
C. Determination of solution space
Until now, we have given a rather intuitive ͑and somewhat abstract͒ explanation of the existence of a feasible solution volume. A natural question is whether the feasible solution volume for a particular problem instance can be computationally determined. Observe that the fall-in-number criterion and the other geometric concepts introduced above provide us the means to determine the bounds of the solution space. For instance, a Marching Cubes or region-growing algorithm can be adopted using the gantry values as a first guess ͑a starting point in the 6D parametric space͒. Then, the neighbors of the starting point can be visited iteratively, the binary evaluation of whether or not a hyper-voxel belongs to the feasible solution volume can be determined simply by calculating its fall-in number. Another strategy would be to further investigate the combinatorial structure of the solution space in a manner similar to Xu's technique. 16 Because of the insight this approach provides, we present the critical equations and the concepts in an attempt to motivate its use as well as exploit the visualization capabilities from our implementation to provide some intuition as to how it works. We will later discuss a possible strategy if one is interested only in an approximate measure of the solution space.
Intersection of individual surfaces yields feasible solution space
Based on the discussions in the previous sections, it is clear that each corresponding point pair has a solution space of feasible geometries for a given ␦; the geometries which lie within this solution space yield a fall-in number of 1 for that corresponding point pair. A feasible solution space for all corresponding point pairs considered together as a set consists of those geometries which yield a fall-in number of 1 for each corresponding point pair-it is essentially the overlap ͑intersection region͒ of the feasible solution spaces of all corresponding point pairs. In a simple geometric sense, the intersections of the n feasible solution spaces will yield the vertices ͑extremum points͒ of the feasible solution space in question. In order to determine the feasible solution volume for the problem instance, i.e., the geometric feasible solution spaces ͑denoted by R i : i ͓1,2, ... ,n͔͒ for each corresponding point pair, two key problems need to be addressed: ͑1͒ How to define the bounding surfaces of each R i ? and ͑2͒ How to efficiently determine the intersections of these surfaces?
To define the bounding surfaces, we observe that the region, R i ͑"i ͓1,2, ... ,n͔͒, is the loci of the geometries IG in E 6 Fig. 4͒ , can be easily calculated from these four points. As we will see later, this is the first step in trying to address the problem in Eq. ͑1͒ above.
The second problem above implicitly requires the representation of the bounding surfaces of R i in some analytical form. The difficulty is that even if such a representation is determined, it is apparent that efficiently finding the intersections of these high-dimensional surfaces is not an easy task computationally, more so because the bounding surfaces of each R i are likely to be nonalgebraic and have six coupled variables ͑ , , , t x , t y , t z ͒. The intersections could be computed by solving high-degree nonlinear equations, but that approach would be rather time consuming and impractical for our purposes. For this reason, we first need to address the issue regarding representation of the bounding surfaces in a comprehensible form. Then, we need to determine the intersections of these surfaces. To do this, we studied the error sensitivity of the variables, we noticed that final error is more sensitive to the errors in the rotational variables than the errors in the translational variables. More precisely, let f be 
where D is the source to image-plane ͑SID͒ distance. ͑De-tailed proofs can be found in Xu et al., 16 a derivation of f is given in the Appendix͒. This means that when the geometry IG "walks" one unit distance away from the truth in the direction of the variables with larger partial derivatives ͑e.g., ͒, it will result in a larger error in the final reconstructed 3D. Based on these observations and with some further investigations, we found that when we hold , , and t x as fixed, the bounding surfaces in the embedded 3D subvolume in the parameter space of , t y , and t z have very nice properties. Therefore, we choose three of the variables as "selected" ͑ , t y , t z ͒, and a grid is used in the subspace of the unselected variables ͑ , , t x ͒.
The 6D bounding surfaces have the following "nice" forms at each grid point ͑assuming t x is fixed͒:
where u ᐉ , ᐉ and u r , r denote the ͑x , y͒ coordinates of ᐉ p i acquired and r p i acquired , respectively, and D is the source-toimage plane distance ͑SID͒ ͑refer to Appendix for the derivations͒. Each r k in Eq. ͑7͒ is of the following form:
͑8͒
Here, R ij refers to the ijth element of the matrix RЈ, and RЈ is R 2 ͓see Eq. ͑3͔͒ at the selected grid point ͓i.e., using the values assigned to and in Eq. ͑3͔͒.
Remark. The determination of the six-dimensional bounding surfaces of the feasible solution space volume could still be done without recourse gridding the unselected 3D subspace, i.e., one could substitute Eq. ͑8͒ into Eq. ͑7͒, generate the equations and solve the problem using nonlinear optimization techniques. But the mathematics for determining the three-dimensional bounding surfaces generated using the gridding approach are tractable, and the surfaces can be visualized, so we chose to determine the 3D bounding surfaces for specific values of the other parameters. It turns out that this approach in no manner limits the applicability of the technique, as the bounding surfaces can be determined for arbitrarily small gridding steps. More importantly, the method used for finding the intersections ensures that we can easily determine if the chosen gridding size is too large ͑more than one intersection point is contained in the gridded volume͒. Hence, we know that the gridding step size must be reduced ͑see Sec. V for a detailed explanation͒.
Consider Eqs. ͑3͒, ͑7͒, and ͑8͒, assuming , , and t x are the unselected variables ͑considered constants͒, using those values in R 2 reveals certain properties of the bounding surface in the direction of the two translational variables as observed from a grid point. With one selected rotational variable , Eq. ͑7͒ can be written as
where each c i ͑͒ = ᐉ i cos͑͒ + m i sin͑͒ + n i ; the values of ᐉ i , m i and n i can be calculated from R 2 by considering the constant values assigned to the unselected variables and . Equation ͑9͒ is a linear equation of t x and t y when is fixed. It also shows that the intersection of the bounding surface ͑as seen from a grid point͒ with a plane parallel to the t z -t y plane is a straight line. Due to the "͑u r ± ␦͒" and "͑ r ± ␦͒" in Eq.
͑8͒, we have four surfaces in the parametric space of -t z -t y corresponding to each of the n input corresponding pairs of 2D points ͑this also directly relates to the fact that we replaced a round cone with a convex facet cone with k = 4 facets; also see Sec. II C 1͒. In all, we have 4n lines for one set of constant values to the unselected variables and ͑for a particular ␦͒. It turns out that this analysis helps visually explain our discussion in Sec. II B 3 about the relationship between the "volume" of the solution space and the value of ␦. It seems worthwhile to briefly investigate this interdependence before proceeding further. In Fig. 7 , we illustrate how the size of the feasible solution subspace of -t z -t y ͑defined by 4n lines for a fixed -slice at = 90°͒ shrinks when ␦ is reduced ͑assuming all other IG variables are fixed͒. In Fig. 7͑a͒ , the size of the feasible solution subspace ͑the open region enclosed by the lines͒ is relatively large for ␦ = 0.1 cm. When the value of ␦ is reduced ͓in Figs. 7͑b͒-7͑d͔͒ keeping all other variables fixed, the feasible solution subspace shrinks towards the true value ͓in the center of the image, denoted by two dark ͑blue͒ lines͔.
D. Planesweep
Recall that the intersection of regions R i denotes the solution space of feasible geometries in 6D space. In a selected -t z -t y subspace, the same is represented by the intersection of the 3D surfaces. Based on the gantry information, a range can be defined for each variable, , t y , and t z . The range can then be used to construct a bounding box, H, in the parametric space of -t z -t y . It is sufficient to focus only on the intersections of the 4n surfaces which lie within H ͓see Fig. 8͑a͔͒ from a set of grid points. In this section, we will briefly build upon the intuition discussed in Sec. II C 1 before describing our technique for determining the intersections of the 3D surfaces inside H in an efficient manner.
Carefully observe the implication of Eq. ͑9͒-when the value of is kept constant, any 3D bounding surface ͑dis-cussed in the previous section͒ reduces to a straight line on the horizontal t z -t y plane ͑as shown in Fig. 7͒ . The set of all 3D surfaces will together create an arrangement of lines on a fixed slice of t z -t y plane. Clearly, an intersection of any two 3D surfaces will correspond to an intersection of their corresponding lines within the arrangement at some value. The analysis of Eq. ͑9͒ and the discussion above suggests that instead of computing the intersections of 3D surfaces directly, we can focus only on the intersection points of the arrangement of lines at each slice ͓see Fig. 8͑a͔͒ . This fact can be exploited by doing a "plane-sweep" 21 along the increasing direction of using a t z -t y plane and computing the intersections of the arrangement of lines at every step. Notice that each such intersection point represents a point ͑IG͒ in E 6 -the coordinate values of this point inside H yield values for , t z , and t y for the specific values of the unselected variables , , and t x already chosen on the grid for this optimization step. The intersection points correspond to the extremum points of the solution space which can be checked by evaluation using the F in ͑ ͒ criterion. This evaluation is important because an intersection in the parameter space of -t z -t y only indicates "extremity" in the 3D subspace; we are interested in the extremum points of the 6D feasible solution volume. If the point evaluates to a F in ͑ ͒= n, then that means that this is a feasible geometry for that ␦ and may represent one of the extremum points of the 6D solution space. In this way, we visit all grid points in the predefined ranges of and and at each grid point, a plane-sweep is performed in the box H constructed in the -t z -t y subspace visible from that grid point. In this manner, the vertices of the solution space of feasible geometries are determined for a given ␦. Figure 9 shows visually the behavior of the lines when the three unselected variables are set to be the correct values ͑ =0, =0, t x = −60 and ␦ = 0.5 cm͒. In other words, we choose the correct grid point and evaluate the -t z -t y subspace. Each picture is a snapshot of the arrangement of the lines for different values of , as the t z -t y plane sweeps up. The intersection of the horizontal and vertical lines ͑t z and t y , respectively͒ in the center of the image is the true value. For each value of , the set of lines yield intersection points which correspond to different fall-in numbers. The region inside the parallelogram centered on the t z -t y axes corresponds to the feasible geometries for that ␦. This is done by evaluating the intersection points of the arrangement of lines.
E. Topological Peeling
The only question which remains to be answered is how do we determine the intersection points of the arrangement of lines at each t z -t y plane ͑ slice͒ efficiently. There can be at most 4n lines in an arrangement, O͑n 2 ͒ intersection points may exist in the worst case. This process needs to be repeated for each grid point and at each step of while sweeping the box with a t z -t y plane in the increasing direction of . In practice, the actual number of intersection points between the lines is far less than O͑n 2 ͒. Thus, an efficient technique is needed to avoid the O͑n 2 ͒ overhead. To determine intersection points quickly, we use a theoretically optimal computational geometry technique called "Topological Peeling." 22 For a 2D arrangement of lines, A H , we are interested only in those intersection points which lie within the convex region H ͑the intersection points outside this range cannot possibly yield feasible geometries͒. Topological Peeling propagates a searching wave of a special shape ͑double-wriggle curve͒ while visiting the cells of A H inside a convex region, consequently yielding the intersection points desired ͑details are beyond the scope of this paper, for a comprehensive theoretical discussion, refer to the Refs. 22 and 23; additional pictures are illustrated in Singh et al. 17 and a video/multimedia presentation is also available 24 ͒.
F. Time complexity
The Topological Peeling subroutine is executed once for each fixed value of ͑for the corresponding t z -t y plane͒ in the box, H. The algorithm takes O͑K + n log͑n + H ͒͒ where K is the number of intersection points in A H and H is the number of vertices needed to specify H ͑in this case, a rectangle͒. Since the number of vertices in the t z -t y plane is fixed ͑=4͒, the running time of the algorithm in our case reduces to a theoretically optimal bound O͑K + n log͑n͒͒. The number of intersection points in the t z -t y plane inside H is rarely over O͑n͒. If the number of grid points is g , , the number of slices is g and the number of ␦ iterations ͑the number of ␦ iterations is the maximum depth of the binary tree of ␦ values͒ is g ␦ , the running time of our algorithm is g , ϫ g ϫ g ␦ ϫ O͑KЈ + n log͑n͒͒ ͑Note: In our implementation, g , , g and g ␦ are small constants͒. 
G. Monte Carlo method
We now discuss a different yet equivalent way of determining the feasible solution volume. Observe that in practice one may not be interested in calculating the exact extremum points ͑vertices͒ of the bounding surfaces. For instance, one may seek to choose a 3D point configuration that results in a compact feasible solution volume of geometries. While the exact 3D point configuration depends on the patient anatomy, factors such as ͑1͒ patient positioning, ͑2͒ choosing views, or ͑3͒ choosing positions and number of corresponding point pairs are controlled by the investigator. In such situations, an estimated measure of the solution space suffices. We found that a Monte Carlo determination of the solution space of feasible geometries offers this attractive alternative.
To investigate this option, a suitable value of ␦ was chosen for a given point configuration, and the geometry variables were initialized. We then estimated the solution volume by throwing a large number of "darts" ͑ജ100 000͒ at the solution volume. The evaluation of which dart falls inside ͑or outside͒ the solution volume can be done by calculating its fall-in number. The process usually takes about 3 -4 seconds and yields an approximate feasible solution volume. Based on requirements, this volume can then be analyzed and various measures can be calculated. Also, this technique allows one to see the interplay of any two ͑or three geometry variables͒ of one's choice. In Fig. 10 , we illustrate using an example how the size of the feasible solution subspace ͑in blue͒ changes for varying values of ␦ ͑also see the corresponding figure for an arrangement of lines in Fig. 7͒ .
III. EVALUATIONS
Our algorithm was implemented using Cϩϩ with libraries CGAL, 25 LEDA, 26 and GMP 27 on a machine running GNU/Linux. Our primary focus was to empirically investigate certain properties of the feasible solution volume of geometries. Our secondary objective was to evaluate the accuracy of a 3D reconstruction when a feasible IG lying inside the solution space is used to reconstruct the point configuration. We cover both these objectives in order.
A. Further analysis of the solution space of feasible geometries
We will first present some quantitative evaluations to build upon the discussions in Secs. II B 3 and II D about the dependence of the solution space on ␦. To do this, a configuration resembling the shape of a ball ͑with radius 2.24 cm͒ was chosen, and the solution space of the configuration was determined for ␦ values in the range ͓0.12 cm, 0.02 cm͔. The behavior of the feasible solution volume with respect to various ␦ values was analyzed.
We will also briefly discuss how the proposed concept relates to the well studied D-optimality criterion in statistics. In a recent article, Dmochowski et al., 20 reported on the effect of the shape of the 3D cloud of points on the final errors in reconstruction. It was demonstrated that 3D reconstruction errors decrease as the "volume" of the imaged 3D point cloud increases and that shapes with larger spread yield more accurate reconstructions. Clearly, the concept of solution volume of feasible geometries discussed here should agree with such an observation. We recapitulate our observations 20 here. Eight different configurations were generated for our evaluations. Configuration numbers denote shapes as follows: ͑1͒ flattened cigar, ͑2͒ cigar, ͑3͒ pancake, ͑4͒ ball, ͑5͒ pancake with one point 5 cm away, ͑6͒ pancake with one point 10 cm away, ͑7͒ pancake with one point 15 cm away, ͑8͒ pancake with one point 30 cm away. We discuss the behavior of the solution space for such configurations.
B. Reconstruction using a single IG inside the feasible solution space
We performed evaluations of the technique in terms of reconstruction accuracy. In order to do this, a solution space of IGs was created for each problem instance for a sufficiently large value of ␦. Based on the notion of equivalent geometries inside the feasible solution volume, a single IG lying in the interior of the feasible solution volume was chosen to be used for reconstruction. For simplicity, we chose the average of all feasible geometries. This was done by constructing the convex hull of feasible geometries in the 6D FIG. 10 . Illustration of how the size of the feasible solution volume ͑blue region near the center of the image͒ changes as the size of ␦ is reduced using a Monte Carlo approach ͓͑a͒ ␦ = 0.1 cm, ͑b͒ ␦ = 0.075 cm, ͑c͒ ␦ = 0.05 cm, ͑d͒ ␦ = 0.025 cm͔ for fixed values of , , , t x , t y and t z ; t y is the vertical axis, and t z is the horizontal axis. The values of the variables were n = 10, = 0°, = 0°, = 90°, t x =−60, t y = 0, and t z = 60. The "zoomed-in" view of the illustrated 2D plane corresponds to t z = 60± 2 cm, and t y =0±2 cm.
parameter space. The centroid of this convex hull was calculated which effectively gives average values for the angles and translations. We used this "average" geometry for the reconstruction process. Each simulation included 100 realizations. Our simulations were performed assuming the following configuration:
1. The source to image distance D ͓see Eq. ͑7͔͒ was 100 cm 2. The pixel size was set to 0.025 cm. 3. A rotation matrix R corresponding to a 90°rotation about the y axis ͑ = /2͒ and a translation vector ͑−60 cm, 0 cm, 60 cm͒ were selected. 4. Three-dimensional points corresponding to the vasculature were randomly generated such that the centroid was approximately in the center ͑equidistant from the imaging plane and the x-ray source͒ of the unprimed ͑left͒ coordinate system. The radius of the configuration was set to 2.5 cm ͑see Fig. 18 in the Appendix for an illustration͒. 5. These 3D points were then projected onto the left and the right image planes yielding the set of corresponding pairs, Left and Right. 6. A uniformly distributed error with a specified maximum was then added to the coordinates of each 2D point in the two image planes ͑we call this type of error, image error͒. 7. We chose ten corresponding point pairs for optimizing the geometry, ͑n =10͒, which is a reasonable number of bifurcation points in an image.
Based on the chosen solution ͑IG͒ for the particular instance, the 3D points ͑for each corresponding pair͒ were reconstructed. This was done as follows. For each corresponding pair, the 2D points on the left and the right imaging planes were connected to the origins of their respective coordinate systems. Note that these two 3D lines may not intersect because of some residual error even after optimization. The points of closest approach on these two lines were determined, the midpoint of the 3D line segment joining the closest points was taken as the reconstructed 3D point. The process was repeated for each corresponding pair.
Once the 3D points, p calculated i were reconstructed, errors were calculated in the x, y, and z values ͑between the reconstructed 3D point and the true 3D point͒. The mean of the errors in x values is given by:
The mean errors in the y and z values, err y and err z , resp., are calculated similarly using Eq. ͑10͒. To calculate the 3D errors in the reconstructed ͑calculated͒ points, we determined the root mean square ͑rms͒ errors between the true and the reconstructed points as follows:
where dist͑.͒ is the L 2 distance between the two 3D points, p calculated i and p true i . The calculated 3D points are then reprojected into the imaging plane. This gives a new set of reprojected 2D points which are then compared with the input set of 2D points. This process yields the basis for the calculation of the rms error between the original input 2D and the reprojected 2D sets. The 2D rms error gives the "reprojected errors" and can be calculated as follows:
The error, Err ROT in the calculated R calculated was determined as follows:
The mean of x , y , z and rotational errors was calculated by taking the mean over 100 realizations. Further quantification of the 3D errors ͑between the reconstructed 3D and the true configuration of 3D points͒ was determined using the Procrustes algorithm. 28, 29 The Procrustes algorithm determines the rotation, R p , the scaling, S p , and the translation, t p , that registers two d-dimensional configuration of points ͑maps one configuration, P, into another, PЈ͒ in a least squares sense. Formally, it is given as follows:
The difference in the magnification of the two configurations is compensated by the scale factor, S p . The Procrustes translation vector, t p , is simply the vector relating the centers of mass of the two configurations, P and PЈ. The Procrustes rotation matrix, R p , gives the rotation which maps the calculated 3D points into the true 3D points after scaling and translation have been applied to the first configuration. The angle of rotation ͑angle between the two configurations͒ is determined using the identity matrix for R true in Eq. ͑13͒. It is given by:
ͮ .
͑15͒
The algorithm also yields a new set of aligned registered 3D points, and the 3D rms errors between the true and registered 3D points are calculated using Eq. ͑11͒. These errors are related to change of shape in the calculated configuration relative to the original configuration.
IV. RESULTS
A. Further analysis of the solution space of feasible geometries
The behavior of the feasible solution volume with respect to various ␦ values is shown in Fig. 11 . In Figs. 11͑a͒-11͑c͒ we plot ͑a͒ the feasible solution subspace volume, ͑b͒ the Dmochowski et al. 20 reported that for a fixed 2D input image error level, the errors in reconstruction using the Enhanced Metz-Fencil technique 5 decrease as the volume of the imaged 3D configuration of points increases. We noticed that as the effective volume of the configuration shape increases, the L1 value, the feasible solution volume of geometries, and the diameter of the feasible solution volume "shrinks" ͓in Figs. 12͑a͒-12͑c͔͒. Here, L1 denotes the length of the longest half axis of the error distribution and higher configuration numbers indicate a larger effective volume of that shape.
B. Reconstruction using a single IG inside the feasible solution space
The plot of errors in x , y , z and rms errors when a single IG lying in the interior of the solution space ͑centroid of the feasible volume͒ was used in reconstruction of the 3D points are shown in Fig. 13 . In Fig. 13͑a͒ , we plot the rotational error in the computed R in degrees as a function of introduced image error ͑in cm͒ using Eq. ͑13͒. The error bars in the vertical direction indicate the standard deviation ͑in degrees͒. We see that the rotational error scales with the introduced image error, with image errors of 0.1 cm resulting in rotational error of around 0.7°. It should be pointed out here that the major component of the rotational error comes from the overestimation/underestimation of the variable . This is not surprising because we know that is less error sensitive compared to ͓‫ץ‬f / ‫ץ‬ = O͑1͒ Ͼ Ͼ‫ץ‬f / ‫ץ‬ = O͑1/D͔͒ ͑see Sec. II C 1͒. In Fig. 13͑b͒ , we present the comparison of the 3D positional errors in x coordinate values of the reconstructed point with the true 3D point using Equation ͑10͒. In Fig.  13͑c͒ , we plot the positional errors in the y values. We observe that even for high input image error the errors in the x and y coordinate values of the reconstructed point are small ͑Ͻ0.05 cm͒. In Fig. 13͑d͒ , we plot the positional errors in the z values using an equation similar to Eq. ͑10͒. Note that the errors in z values are about one order of magnitude greater than those in y and x. This is related to the fact that 2D data constrain the x and y values but not the z values. Thus, errors in the image data propagate more strongly into the z values.
In Fig. 14͑a͒ , we present the 3D rms errors of the reconstructed points as a function of the input image error using Eq. ͑11͒. We notice that the plot of the 3D rms errors resembles the plot of z-value errors in Fig. 13͑d͒ indicating that the errors in the z values are dominant in the 3D errors. These 3D points were reprojected on the image screens to yield a set of 2D points. We calculated the errors between this 2D set ͑reconstructed͒ and the original input set of 2D points using Eq. ͑12͒. We plot these 2D rms errors in Fig.  14͑b͒ and notice that there is gradual linear increase in these 2D errors when the input image error is increased. We also notice that the 2D error in the reprojected points is smaller than the introduced image error by about a factor of 2.
In Fig. 15 , we analyze the effect of increasing values of ␦ on the errors in the x and y values of the reconstructed points when the average geometry of the corresponding feasible solution volume is used for reconstruction. Similar to our other observations, we found that the errors in the x and y values of the reconstructed points increase monotonically with an increase in the chosen value of ␦.
In Fig. 16͑a͒ , we plot the error measurements corresponding to the Procrustes alignment procedure. We see that the rotational error increases monotonically with introduced image error and remains below 1°, even for errors as high as 0.1 cm. Comparison of Fig. 13͑a͒ and Fig. 16͑a͒ shows a strong correlation between the Procrustes rotational error, R P and error in R. In Fig. 16͑b͒ , we show the 3D rms errors between the true 3D points and the aligned calculated 3D points. Notice that the rms errors are comparable to the introduced image errors indicating that the errors are probably due to the introduced image errors. Finally, in Fig. 16͑c͒ , we plot the scale factor obtained from the Procrustes algorithm as a function of input image error. The scale factor remains within 0.5% of the true value, even for high introduced im- age errors. These results indicate that the size and shape of the calculated configurations are comparable to the true configurations, and the calculated configurations are rotated relative to the true configurations by about 1°. The primary difference between the calculated and true configurations is a center of mass shift, t p , primarily along the z axis. This was also observed independently by Jain et al. 30 They note "¼a loose estimate of the C-arm parameters might suffice in applications where the relative pose of objects is to be measured." We add that while a loose estimation of the less error sensitive variables ͓see Eq. ͑6͔͒ might be acceptable for some applications, it is imperative to correct for errors in the highly error sensitive variables to obtain a reliable and accurate 3D reconstruction.
V. DISCUSSION
A. Approximation of a cone with a constant number of faces
As we discussed in the preliminary sections of the article, we approximate a cone with a facet cone with a constant number of faces. The algorithm, however, is completely independent of the specific value of k chosen. From an implementation standpoint, for k = 4 we need to keep track of at most four surfaces for each corresponding point pair; notice that in Fig. 7 we have four lines corresponding to each corresponding pair as a consequence. A higher value of k will result in a dense arrangement at each t z -t y slice ͑see relatively small. Thus, the projection of the cone on the image is on the order of a few pixels in diameter. For these dimensions, a square and a pixilated cone are very similar. One could also compare the results of a square inscribed in the projected cone ͑circle͒ and those of a projected base of a cone ͑circle͒ inscribed in a square.
B. Gridding
The gridding approach we adopted in our algorithm does not reduce accuracy of the solution. This is because the algorithm visits all grid points and therefore explores the complete search space in a continuous sense. The reason is as follows. Consider the arrangement of surfaces in 6D dividing the space into unique "cells" and a set of points IGs populating the space. Two IGs are combinatorially equivalent if they belong to the same cell induced by the arrangement of surfaces ͑see Edelsbrunner book, 31 Chap. 2͒. In terms of this 6D space, a topological change is denoted if one starts a space traversal from one cell and walks over into another that is not combinatorially equivalent to the first. In terms of our construction, this equivalence is expressed as the evaluation of the fall in number criterion. It can be proved that the fall-in numbers of two adjacent cells varies by no more than 1. Using this knowledge coupled with the fact that the initial values of the number of grid points chosen ͑resolution͒ reflect the error sensitivity, it can be ensured that the algorithm does not miss any topological events ͑such as an intersection of bounding surfaces͒ in its tour of grid points. As a result, there is no deterioration in quality because of gridding. Further, we found that an arbitrarily high number of grid points ͑extremely high grid resolution͒ has a negligible improvement in the final accuracy.
C. A word on the feasible solution space and its determination methodologies
A feasible solution space of geometries exists for each input instance of an IGD problem. Its existence is independent of the specific values of the angles or the components of the translation vector that define the estimated imaging geometry. The intuition stems from the construction detailed in Sec. II A and makes no assumptions on the values of the geometry variables. This notion, therefore, is general and well defined for all possible orientation setups. Let us now look at the task of determining the feasible solution space of geometries. We have illustrated two different algorithms for this purpose. Of course, these are not the only possible techniques; other algorithms could be designed based on other observations or ideas. Observe, however, that the attribute of the feasible solution space for a given input configuration ͑or instance͒ is invariant; it does not depend on the search methodology employed. Each technique, based on plane sweep/ topological peeling or a Monte Carlo simulation or some other strategy, will determine the same feasible solution space for that configuration ͑or instance͒. The techniques may be different in manner but will be equal in scope yielding equivalent results ͑see Figs. 7 and 10͒.
VI. CONCLUSION
In this paper, we have introduced the concept of a solution space of feasible geometries for biplane imaging geometry problems. This was motivated by the observation that several researchers have reported several different techniques whose results are equivalent ͑or comparable͒ to each other. In our investigations, we have found that more than one solution may exist when input image data are uncertain for any input instance of a biplane geometry problem. We have illustrated this concept using intuitive schematic constructions and mathematically rigorous observations which indicate that the "optimal" solutions calculated by the various techniques are in fact single points ͑imaging geometries͒ in a higherdimensional solution space of feasible geometries for the particular instance. The solution space concept also explains in part a well established observation that changes in shape of the imaged configuration of 3D points favorably impact the reconstruction errors, i.e., the shape of the configuration of the cloud of points affects the solution space of feasible geometries; with an increase in the volume of the 3D points the corresponding feasible solution space shrinks. The concept provides several potential advantages when employed as a tool for prospective and retrospective analysis of imaging geometry optimization. The precision of the imaging geometries calculated as solutions of a given technique can be estimated using the solution space approach. Moreover, each of these various geometries will result in different 3D data, thus the precision in the 3D data can be estimated. This can be used to determine the precision of the input data needed for a desired precision in the calculated geometries or 3D data. We have found that various configurations of points lead to different feasible solution volumes in solution space, and these have been shown to be correlated with variability in the final solutions. This observation can be used to prospectively choose additional points and/or different imaging geometries and inspect the impact of these choices on the calculated 3D data and imaging geometries. This will lead to improvements in the selection of corresponding points in clinical situations. Additionally, a retrospective understanding of the reliability of the calculated 3D data and imaging geometries based on biplane views will be useful to investigators.
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