The geometric complex of a Morse-Bott-Smale pair and an extension of a
  theorem by Bismut-Zhang by Burghelea, Dan & Haller, Stefan
ar
X
iv
:m
at
h/
04
09
16
6v
1 
 [m
ath
.G
T]
  9
 Se
p 2
00
4
THE GEOMETRIC COMPLEX OF A
MORSE–BOTT–SMALE PAIR AND AN EXTENSION
OF A THEOREM BY BISMUT–ZHANG
DAN BURGHELEA AND STEFAN HALLER
Abstract. We define the geometric complex associated to a Morse–
Bott–Smale vector field, cf. [AB95], and its associated spectral se-
quence. We prove an extension of the Bismut–Zhang theorem to
Morse–Bott–Smale functions, see Theorem 2 below. The proof is
based on the Bismut–Zhang theorem for Morse–Smale functions,
see [BZ92].
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1. Introduction
LetM be a closed connected manifold, g a Riemannian metric onM ,
E a flat vector bundle over M and µ a fiber metric on E. This permits
to define the formal adjoint of the deRham differential on Ω∗(M ;E) and
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2 DAN BURGHELEA AND STEFAN HALLER
the Laplacian ∆q acting on Ωq(M ;E). In this situation the Ray–Singer
torsion [RS71] is defined as:
log TMan (E, g, µ) :=
1
2
∑
q
(−)q+1q log det ′∆q
where det ′∆q denotes the zeta regularized determinant of ∆q with zero
modes discarded. The main motivation of this paper is the calcula-
tion of the Ray–Singer torsion. This will be done with the help of
the geometric complex associated to a Morse–Bott–Smale vector field
described below, which is an object of independent interest by itself.
Suppose X is a Morse–Bott–Smale vector field on M , i.e. X =
− gradg˜(f) where (f, g˜) is a Morse–Bott–Smale pair, cf. Definition 3
in section 2.4. Let Σ denote the critical manifold of X and N− → Σ
the negative normal bundle. For every connected component S ⊆ Σ
we have a Morse index ind(S) ∈ N0 := N ∪ {0} which coincides with
the rank of N− over S. Every connected component S ⊆ Σ inher-
its a Riemannian metric gS from g. Let ON− denote the orientation
bundle of N−. The flat vector bundle ES := (E|Σ ⊗ ON−)|S over S
inherits a fiber metric µS from the fiber metric µ|S on E|S and the
canonic parallel fiber metric on ON−.
1 So we have Ray–Singer torsions
log T San(ES, gS, µS) for every connected component S ⊆ Σ.
The Morse–Bott–Smale vector field X gives rise to a geometric com-
plex C∗(X ;E) whose underlying graded vector space is
C∗(X ;E) :=
⊕
S⊆Σ
Ω∗−ind(S)(S;ES)
where the sum is over all connected components S ⊆ Σ. Fiber inte-
gration over the unstable manifolds provides a homomorphism of com-
plexes Int : Ω∗(M ;E) → C∗(X ;E), see section 2 below. The Morse
index provides a decreasing finite filtration
C∗p(X ;E) :=
⊕
ind(S)≥p
Ω∗−ind(S)(S;ES)
on the geometric complex. This gives rise to a spectral sequence
(EkC
∗(X ;E), δk), see for instance [BT82].
Theorem 1.
1The frame bundle of N− induces a principal Z2–covering of Σ. We think of the
orientation bundle ON− as the flat line bundle associated to this principal covering
with respect to the standard non-trivial Z2–action on R. It thus inherits a canonic
parallel fiber metric from the standard Euclidean inner product on R.
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(i) The integration map induces an isomorphism in cohomology
Int : H∗(M ;E) = HC∗(X ;E).
(ii) The spectral sequence (EkC
∗(X ;E), δk) converges to HC
∗(X ;E).
Moreover E1C
∗(X ;E) =
⊕
S⊆ΣH
∗−ind(S)(S;ES). Particularly
EkC
∗(X ;E) is finite dimensional for all k ≥ 1 and we have
EkC
∗(X ;E) = E∞C
∗(X ;E) for sufficiently large k.
The above theorem was first stated in [AB95] but known to experts.
Unfortunately, despite its usefulness and simplicity there is no complete
(satisfactory) treatment of the geometric complex in the existing liter-
ature. Since we need the geometric complex for our main result we will
complete the discussion of [AB95] and provide a complete treatment of
the geometric complex and its basic properties.
Remark 1. If X is a Morse–Smale vector field the geometric complex
is finite dimensional, (E1C
∗(X ;E), δ1) = (C
∗(X ;E), δ) is the familiar
Morse complex, and δk = 0 for k ≥ 2. In general (E1C
∗(X ;E), δ1) has
a very simple form, see section 3.4.
Remark 2. If π : M → N is a smooth bundle with M and N closed
manifolds, and XN is a Morse–Smale vector field on N then one can
construct a Morse–Bott–Smale vector field onXM onM with dxπ(XM(x)) =
XN(π(x)) for all x ∈ M . The spectral sequence associated with the
geometric complex of XM identifies with the Leray–Serre spectral se-
quence of the bundle π provided by the cell structure on N induced by
XN , cf. Propositions 14 and 15 in section 6.1.
The Riemannian metric g and the fiber metric µ induce inductively
scalar products on every Ek–term of the spectral sequence. Indeed,
the restriction of g and µ to Σ provide a scalar product on the deR-
ham complex Ω∗(Σ;EΣ). Its restriction to harmonic forms provides
the scalar product on E1C
∗(X ;E), cf. Theorem 1(ii). Now suppose in-
ductively that Ek−1C
∗(X ;E) is equipped with a scalar product. Then
EkC
∗(X ;E) = H(Ek−1C
∗(X ;E), δk−1) inherits a scalar product as a
subquotient of the finite dimensional Euclidean vector space. Equiva-
lently, one can describe this scalar product via finite dimensional Hodge
theory on the complex (Ek−1C
∗(X ;E), δk).
The scalar products on EkC
∗(X ;E) permit to define the adjoint
of the differential δk on EkC
∗(X ;E) and a Laplacian ∆qk acting on
the finite dimensional EkC
q(X ;E), k ≥ 1. Define the combinatorial
torsion by:
log TMcomb(E,X, g, µ) :=
∑
k≥1
1
2
∑
q
(−)q+1q log det ′∆qk
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The deRham cohomology inherits a scalar product via Hodge de-
composition which provides a scalar product on the one dimensional
real vector space detH∗(M ;E) referred to as the Hodge scalar prod-
uct.2 The canonical identification detHC∗(X ;E) = detE∞C
∗(X ;E)
and the scalar product on E∞C
∗(X ;E) = EkC
∗(X ;E) for k large,
define a scalar product on detHC∗(X ;E) referred to as the geometric
scalar product. The isomorphism in cohomology induced by integration
provides an isomorphism det Int : detH∗(M ;E) → detHC∗(X ;E).
Define3
log TMmet(E,X, g, µ) := log vol(det Int).
The fiber metric µ on E provides a closed one form θ ∈ Ω1(M ;R)
which measures to what extend the induced length one section on
detE ⊗OE is not parallel, see section 4.2. Define
R(θ,X, g) :=
∫
M\Σ
θ ∧X∗Ψg
where Ψg ∈ Ω
dimM−1(TM \M ;OM) denotes the global angular form,
cf. [BT82], also called Mathai–Quillen form in [BZ92]. The integral on
the right hand side need not be convergent but can be regularized, see
section 4.1.
The main theorem of this paper is the following extension of a result
by Bismut–Zhang [BZ92], Cheeger [C77], [C79] and Mu¨ller [M78].
Theorem 2. Let (M, g) be a closed Riemannian manifold, E a flat
vector bundle with fiber metric µ over M , and let X be a Morse–Bott–
Smale vector field on M , see Definition 3 below. Then
log TMan (E, g, µ) =
∑
S⊆Σ
(−)ind(S) log T San(ES, gS, µS)
+ log TMcomb(E,X, g, µ) + log T
M
met(E,X, g, µ) +R(θ,−X, g)
where the sum is over all connected components S ⊆ Σ.
One can regard Σ as a graded manifold where the degree of the com-
ponent S is ind(S) and write log TΣan :=
∑
S⊆Σ(−)
ind(S) log T San. Then
one can view the theorem above as a localization theorem stating that
log TMan = log T
Σ
an + log Tcomb + log Tmet +R(θ,−X, g)
2Here we use the notation detV = Λdim(V
even)V even ⊗ Λdim(V
odd)(V odd)∗ for a
finite dimensional Z2–graded vector space. See appendix B for more details on
determinant lines.
3Recall that for an isomorphism α : V → W between Euclidean vector spaces
one defines volα :=
√
det(α∗α).
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with the term R(θ,−X, g) computable in terms of differential geome-
try; the term log Tcomb computable in terms of finite dimensional linear
algebra; and, in case H∗(M ;E) = 0, vanishing term log Tmet.
Theorem 2 can be extended to the case E is a flat bundle of Hilbertian
A–modules of finite type where A is a finite von Neuman algebra using
the extension of the Bismut–Zhang theorem to this case as formulated
in [BFK01]. The proof and the results are exactly the same.
Theorem 2 can be extended to G–manifolds where G is a finite group
and the torsions replaced by the G–equivariant torsions which are class
functions on G with positive real values. This will use the correspond-
ing extension of the Bismut–Zhang theorem cf. [BZ94]. The particular
case G = Z2 when applied to the double of a manifold with boundary
resp. to a bordism will imply an extension of Theorem 2 to compact
manifolds with boundary resp. to bordisms and, as application, will
provide a very simple derivation of all known glueing formulae for an-
alytic torsion cf. [BFK99]. This is contained in [BH04].
Theorem 2 permits to recover and generalize results of Lu¨ck–Schick–
Thielmann cf. [LST98] about the torsion of smooth bundles, cf. sec-
tion 6. In a forthcoming paper we will use the above results and reduce
the calculation of G–equivariant torsion for G a compact Lie group to
finite dimensional linear algebra.
There is a more conceptual way to formulate Theorem 2 and un-
derstand the extend to which the result is a localization theorem for
torsion. To explain this consider M a closed manifold, E a flat vec-
tor bundle over M , x0 ∈ M a base point, X a Morse–Bott–Smale
vector field which gives rise to the geometric complex C∗(X ;E), and
e ∈ Eulx0(M) an Euler structure based at x0, see section 4.1. The
analytic torsion τE,ean can be regarded as an element defined up to mul-
tiplication by ±1 in the one dimensional vector space4
Detx0(M ;E) := detH
∗(M ;E)⊗ (detEx0)
−χ(M)
where H∗(M ;E) denotes the deRham cohomology with coefficients in
E and detH∗(M ;E) its determinant line in the graded sense, see ap-
pendix B. The geometric torsion τE,e,Xgeom is an element well defined up
to multiplication by ±1 in the one dimensional vector space
Detx0(X ;E) := detHC
∗(X ;E)⊗ (detEx0)
−χ(M)
4Here we use the following convention. For a line L, i.e. a one dimensional vector
space, we write Lk := L ⊗ · · · ⊗ L, L−k = L∗ ⊗ · · · ⊗ L∗ and we write V 0 := R.
Note that there is a canonic isomorphism Lk1+k2 = Lk1 ⊗ Lk2 for all k1 and k2.
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where HC∗(X ;E) denotes the cohomology of the geometric complex,
see section 3 for definition. The integration induces an isomorphism
det Int : Detx0(M ;E)→ Detx0(X ;E)
and Theorem 2 is equivalent to the statement that det Int(τE,ean ) =
τE,e,Xgeom , cf. Theorem 5 below.
The geometric torsion τE,e,Xgeom is obtained from the analytic torsions
τES ,eSan for a collection of Euler structures eS ∈ EulxS(S), one for ev-
ery connected component S ⊆ Σ. Precisely, the geometric complex
C∗(X ;E) provides an isomorphism:
I1 : detHC
∗(X ;E)→
⊗
S⊆Σ
(
detH∗(S;ES)
)(−)ind(S)
The Euler structure e and the Euler structures eS provide a one chain
c ∈ C1(M ;R) which one writes as c = c0+
∑
S⊆Σ(−)
ind(S)χ(S)cS where
cS is a path from x0 to xS and c0 ∈ C1(M ;R) which then satisfies
∂c0 = 0. Parallel transport along the cS and proper scaling determined
by c0 provides an isomorphism well defined up to sign:
I2 : (detEx0)
−χ(M) →
⊗
S⊆Σ
(
(detES)
−χ(S)
xS
)(−)ind(S)
The geometric torsion is then defined by:
τE,e,Xgeom := (I1 ⊗ I2)
−1
(⊗
S⊆Σ
(
τES ,eSan
)(−)ind(S))
This explains the localization aspect of the result.
The paper contains a number of intermediate results of indepen-
dent interest such as: the canonic compactification of the unstable sets
and the space of trajectories of a Morse–Bott–Smale vector field, see
Propositions 2 and 3 and Theorems 3 and 4; the invariant R and the
discussion of Euler structures.
2. Analysis of the ODE
2.1. Morse–Bott functions. Let M be a closed manifold, i.e. M
is compact and without boundary. Let f : M → R be a smooth
function and let Σ := {x ∈ M | dfx = 0} denote the critical set of f .
Suppose x is a critical point of f and Y, Z ∈ TxM . Then H(Y, Z) :=
Y · df(Z) = Z · df(Y ) for df is closed and vanishes at x. So we obtain
a fiber wise symmetric bilinear form H on the vector bundle TM |Σ
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referred to as the Hessian of f .5 If Σ ⊆ M happens to be a closed
submanifold the Hessian will provide a smooth fiber wise bilinear form
on the smooth vector bundle TM |Σ. Moreover we obviously have TΣ ⊆
kerH . Therefore the Hessian induces a fiber wise bilinear form on the
normal bundle N := TM |Σ/TΣ of Σ which we will denote by H too.
Definition 1 (Morse–Bott functions). A function f : M → R is called
Morse–Bott if its critical set Σ is a closed submanifold of M and the
Hessian considered as fiber wise bilinear form on the normal bundle
N of Σ is non-degenerate. In this case Σ will also be referred to as
the critical manifold or the rest manifold. The index, i.e. the number
of negative eigen values, of the Hessian provides a locally constant
ind : Σ → N0 called the Morse index of f . Finally, define the critical
manifold of index q by Σq :=
⊔
ind(S)=q S where the disjoint union is
over all connected components S ⊆ Σ of index q.
The following well known result totally clarifies the local behavior of
f near its critical submanifold.
Proposition 1 (Morse lemma). Let f be a Morse–Bott function on
M , let pN : N → Σ denote the normal bundle of its critical manifold Σ
and let H denote the Hessian. Define a smooth function 1
2
H2 : N → R
on the total space of N by 1
2
H2(Y ) := 1
2
H(Y, Y ). Then there exists
a tubular neighborhood ϕ : N → M such that ϕ∗df = d(1
2
H2) holds
in a neighborhood of the zero section Σ ⊆ N . Particularly ϕ∗f =
1
2
H2 + p∗N(f |Σ) with f |Σ locally constant. A tubular neighborhood like
this is called a Morse chart for f .
2.2. Compatible Riemannian metrics. Suppose f is a Morse–Bott
function on a close manifold M . It is easy to see that there are H–
orthogonal subbundles N+ ⊕ N− = N such that g± := ±H|N± > 0.
Certainly H = g+ ⊖ g− with respect to this splitting. The bundle N
+
is called the positive normal bundle and the bundle N− is called the
negative normal bundle of f . Note however, that these bundles are well
defined only up to isomorphisms of vector bundles. For the rank of N−
we have rank(N−) = ind : Σ→ N0.
Suppose we have a Riemannian metric gΣ on Σ and linear connections
∇± on N± such that ∇±g± = 0. Define a fiber metric gN := g+ ⊕ g−
and a linear connection ∇N := ∇+ ⊕ ∇− on N . Then ∇NgN = 0 =
5This bilinear form can be extended (in a non-canonical way) to a smooth bilinear
form on TM as follows. Pick any linear torsion free connection ∇ on TM and set
H(Y, Z) := (∇df)(Y, Z). This will be symmetric for df is a closed one form and ∇
was supposed to be torsion free. It will coincide with our previous definition over
Σ since df vanishes along Σ.
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∇NH . Define a Riemannian metric g˜ on the total space of N using
gN , gΣ and ∇
N in the most obvious way. Clearly the restriction of
g˜ to Σ coincides with gΣ. On the normal bundle of Σ ⊆ N , which
canonically identifies to N → Σ, the Riemannian metric g˜ induces a
fiber metric and a linear connection which coincide with gN and ∇
N .
The splitting of N into positive and negative H–eigen spaces using gN
coincides with N+⊕N− = N . The second fundamental form of Σ ⊆ N
vanishes. The endomorphism −(idN+ ⊖ idN−) of N can be considered
as a vertical vector field on the total space of N which coincides with
X := − gradg˜(
1
2
H2). The unstable set of Σ, i.e. the points in N whose
X trajectory departs at Σ, coincides with N− ⊆ N hence is a smooth
submanifold of N . Similarly the stable set of Σ coincides with the
smooth submanifold N+ ⊆ N .
Definition 2 (Compatible Riemannian metrics). Let f be a Morse–
Bott function on M . A Riemannian metric g on M is called compatible
with f if there exists a Morse chart ϕ : N → M such that in addition
to ϕ∗df = d(1
2
H2) we have ϕ∗g = g˜ on a neighborhood of Σ ⊆ N . Here
g˜ is a Riemannian metric on the total space of N constructed from
an H–orthogonal splitting N+ ⊕ N− = N for which ±H|N± > 0, a
Riemannian metric on Σ and linear connections on N± for which the
restrictions of H are parallel as explained in the previous paragraph.
Note that a Riemannian metric g onM induces a Riemannian metric
gΣ on Σ, a fiber metric gN on the normal bundle N = (TΣ)
⊥, an
orthogonal splitting N+⊕N− = N and a smooth map (the exponential
map) exp : N → M from the total space N of the normal bundle of
Σ to M . If g is compatible then the parallel transport along a path
in Σ leaves N and N± invariant and therefore define the connection
∇N , and ∇±. The Riemannian metric gΣ, the fiber metric gN and the
connection ∇N induce a Riemannian metric on N . If g is compatible
then exp is an isometry when restricted to a small neighborhood of
the zero section of the normal bundle. This can also be taken as an
equivalent definition of compatible metric with respect to f .
Note that given an arbitrary metric g and an arbitrary neighborhood
U of Σ one can produce a Riemannian metric g′ which is compatible
for f and agrees with g on Σ and on M \ U .
2.3. Stable and unstable manifold. Let f be a Morse–Bott function
on a closed manifold M and let g be a compatible Riemannian metric
on M , see Definition 2. Define a vector field X := − gradg(f). For a
connected component S ⊆ Σ define its stable resp. unstable set by
W±S :=
{
x ∈M
∣∣ lim
t→±∞
φt(x) ∈ S
}
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where φt denotes the flow of the vector field X at time t. W
±
S is a
smooth boundary-less submanifold of M and we let iS± : W
±
S → M
denote the inclusions. Moreover we get smooth fiber bundles pS± :
W±S → S diffeomorphic to N
±
S → S. Define W
± :=
⊔
S⊆ΣW
±
S where
the disjoint union is over all connected components S of Σ. The iS±
give rise to a smooth immersion i± : W
± → M and the pS± give rise to
a smooth fiber bundle p± : W
± → Σ diffeomorphic to N± → Σ.
Let VW± → W
± denote the vertical (vector) bundle of p± : W
± → Σ.
For its rank we find rank(VW−) = p
∗
− ind : W
− → N0. Here we write
p∗− ind for the composition ind ◦p− : W
− → Σ→ N0. The Lie transport
along the normalized X
|X|
provides an isomorphism of vector bundles
VW± = p
∗
±N
± and thus a canonic isomorphism of orientation bundles:
OVW± = p
∗
±ON± (1)
Moreover, if E is a flat vector bundle over M then parallel transport
along X provides a canonic isomorphism of flat vector bundles:
i∗±E = p
∗
±E|Σ (2)
2.4. The space of trajectories. Let f be a Morse–Bott function on
a closed manifold M and let g be a compatible Riemannian metric on
M , cf. Definition 2. For x ∈ Σ let ix− :W
−
x →M denote the restriction
of i− :W
− →M to the fiber W−x of p− :W
− → Σ over x.
Definition 3 (Morse–Bott–Smale vector fields). A pair (f, g) consist-
ing of a Morse–Bott function f and a compatible Riemannian metric
g on a closed manifold M is called Morse–Bott–Smale pair if the map-
pings i+ : W
+ → M and ix− : W
−
x → M are transversal for all x ∈ Σ.
6
A vector field X is called Morse–Bott–Smale if there exists a Morse–
Bott–Smale pair (g, f) such that X = − gradg(f).
6Given a Morse–Bott function f one can ask if there exists a Riemannian metric
g so that the pair (f, g) is a Morse–Bott–Smale pair. Such a function can be called
‘good’ Morse–Bott function. All Morse functions are good Morse–Bott functions
but, as expected, not all Morse–Bott functions are good. To decide when a Morse–
Bott function is good is an interesting problem. Here are a few examples:
1) If f : N → R is a Morse function and pi : M → N is a smooth bundle with
compact fibers then f ◦ pi is a good Morse–Bott function.
2) If M is a compact smooth G–manifold with G a compact Lie group, any
normal G–Morse function f : M → R (i.e. for any critical point the negative
isotropy representation is trivial) is a good Morse–Bott function cf. [BH04]. It is
known that normal G–Morse functions are C0–dense in the space of all smooth
G–invariant functions in C0–topology.
3) If f is a Morse–Bott function so is −f but it is possible that f is good and
−f is not.
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Suppose X is a Morse–Bott–Smale vector field on M . Let S 6= S ′ be
two different connected components of Σ. ThenM(S, S ′) := W−S ∩W
+
S′
is a smooth submanifold of M . Define M :=
⊔
S 6=S′⊆ΣM(S, S
′) where
the disjoint union is over all pairs of different connected components S
and S ′ of Σ. Let i : M → M denote the obvious smooth immersion,
p+ :M→ Σ the obvious smooth mapping and let p− :M→ Σ denote
the obvious smooth fiber bundle.
Let VM →M denote the vertical bundle of p− :M→ Σ. We have
a short exact sequence of vector bundles:
0→ VM → VW−|M → TM |M/TW
+|M → 0
As in section 2.3, Lie transport along X
|X|
provides canonic isomorphisms
VW−|M = p
∗
−N
− and TM |M/TW
+|M = p
∗
+N
−. So we obtain a short
exact sequence of vector bundles:
0→ VM → p
∗
−N
− → p∗+N
− → 0
Particularly rank(VM) = p
∗
− ind−p
∗
+ ind : M → N0. Moreover, this
short exact sequence provides us with a canonic isomorphism of orien-
tation bundles:7
(−)rank(VM)·rank(p
∗
+N
−) : OVM ⊗p
∗
+ON− = p
∗
−ON− (3)
If E is a flat vector bundle over M we get canonic isomorphisms
p∗−E|Σ = i
∗E = p∗+E|Σ using parallel transport along X .
The flow φt restricts to a smooth action of R on M. This action
is free and we have a smooth orbit space T := M/R. The mapping
p+ : M→ Σ factors to a smooth map π+ : T → Σ. The fiber bundle
p− : M → Σ factors to a smooth fiber bundle π− : T → Σ. Let
q : M → T denote the projection and let [X ] ⊆ VM denote the line
bundle overM generated by the vector field X . We have a short exact
sequence of vector bundles:
0→ [X ]→ VM → q
∗VT → 0
So the rank of the vertical bundle VT is rank(VT ) = π
∗
− ind−π
∗
+ ind−1 :
T → N0. Since the line bundle [X ] is oriented via X we obtain an iso-
morphism of orientation bundles OVM = q
∗OVT , that is we use the
X last convention here. Using the isomorphism (3) we get an iso-
morphism q∗(OVT ⊗π
∗
+ON−) = q
∗π∗−ON− which descends to a canonic
7Throughout the paper we use the following convention. If 0→ E → F → G→ 0
is a short exact sequence of vector bundles we use an orientation of Gx followed by
an orientation of Ex to yield the compatible orientation of Fx, x in the common
base space. We refer to this as the Gx first convention. The notation in (3) should
indicate that we deviate from this convention and use the VM first convention here.
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isomorphism of orientation bundles:
OVT ⊗π
∗
+ON− = π
∗
−ON− (4)
If E is a flat vector bundle over M then the isomorphism p∗−E|Σ =
p∗+E|Σ descends to a canonic isomorphism of flat vector bundles:
π∗−E|Σ = π
∗
+E|Σ (5)
For two connected components S and S ′ of Σ set T (S, S ′) := π−1− (S)∩
π−1+ (S
′) ⊆ T . Clearly this is the disjoint union over several connected
components of T . The rank of its vertical bundle VT (S,S′) is constant
and rank(VT (S,S′)) = ind(S) − ind(S
′) − 1. Note that this implies
T (S, S ′) = ∅ unless ind(S) > ind(S ′), a consequence of the strong
transversality condition. Also note, that we have T (S, S) = ∅ by our
very definitions.
2.5. Compactification of T . Let X be a Morse–Bott–Smale vector
field on M . For k ≥ 0 define the manifold of unparameterized k–times
broken trajectories by:
Tˆk := T ×Σ T ×Σ · · · ×Σ T︸ ︷︷ ︸
k + 1 copies
Here T ×Σ T := {(x, y) ∈ T × T | π+(x) = π−(y)}, and similarly for
more factors. Define a smooth map (πˆ+)k : Tˆk → Σ by composing the
projection to the last factor with π+ : T → Σ. Define a smooth fiber
bundle (πˆ−)k : Tˆk → Σ by composing the projection to the first factor
with π− : T → Σ. Note that by definition Tˆ0 = T , (πˆ+)0 = π+ and
(πˆ−)0 = π−.
Let VTˆk denote the vertical bundle of (πˆ−)k : Tˆk → Σ. Define an
isomorphism of orientation bundles
(−)p
∗
1 rank(VT ) : OV
Tˆ1
⊗(πˆ+)
∗
1ON− = (πˆ−)
∗
1ON− (6)
as follows. Consider the commutative diagram
Tˆ1 = T ×Σ T
p2 //
p1

T
π+ //
π−

Σ
T
π+ //
π−

Σ
Σ
where p1 projects onto the first component and p2 projects onto the
second component of Tˆ1 = T ×Σ T . Notice that (πˆ+)1 = π+ ◦ p2 and
(πˆ−)1 = π− ◦ p1. Clearly we have p
∗
2VT = Vp1 and thus p
∗
2OVT = OVp1 .
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Moreover the short exact sequence 0 → Vp1 → VTˆ1 → p
∗
1VT → 0
provides OVp1 ⊗p
∗
1OVT = OVTˆ1
. Finally recall the isomorphism (4).
Now define the isomorphism (6) as (−)p
∗
1 rank(VT ) times the following
composition of isomorphisms:
OV
Tˆ1
⊗(πˆ+)
∗
1ON− = OVp1 ⊗p
∗
1OVT ⊗p
∗
2π
∗
+ON−
= p∗2OVT ⊗p
∗
1OVT ⊗p
∗
2π
∗
+ON−
= p∗1OVT ⊗p
∗
2(OVT ⊗π
∗
+ON−)
= p∗1OVT ⊗p
∗
2π
∗
−ON−
= p∗1(OVT ⊗π
∗
+ON−)
= p∗1π
∗
−ON−
= (πˆ−)
∗
1ON−
Suppose E is a flat vector bundle overM . In a similar manner, using
(5), we obtain a canonic isomorphism of flat vector bundles
(πˆ−)
∗
1E|Σ = (πˆ+)
∗
1E|Σ (7)
as the following composition of isomorphisms:
(πˆ−)
∗
1E|Σ = p
∗
1π
∗
−E|Σ = p
∗
1π
∗
+E|Σ = p
∗
2π
∗
−E|Σ = p
∗
2π
∗
+E|Σ = (πˆ+)
∗
1E|Σ
Set Tˆ :=
⊔
k≥0 Tˆk. Define πˆ± : Tˆ → Σ by (πˆ±)k on Tˆk. For connected
components S, S ′ ⊆ Σ introduce a topology on Tˆ (S, S ′) := πˆ−1− (S) ∩
πˆ−1+ (S
′) by parameterizing the possibly broken trajectories with the
help of f and taking the topology induced from C0([a, b],M), where
a = f(S ′), b = f(S). Topologize Tˆ =
⊔
S,S′⊆Σ Tˆ (S, S
′) as the disjoint
union.
Proposition 2. The space Tˆ is compact.
Proof. Clearly it suffices to show that Tˆ (S, S ′) is compact, for Σ has
only finitely many connected components. The compactness of Tˆ (S, S ′)
follows from the theorem of Arzela–Ascoli. Indeed, the subset Tˆ (S, S ′) ⊆
C0([a, b],M) is equicontinuous. For t ∈ [a, b] which is non-critical this
follows from the fact that these are flow lines of a locally non-vanishing
vector field. For critical t one has to use the very explicit form of the
singularities of X , cf. [BH01].
To see that Tˆ (S, S ′) ⊆ C0([a, b],M) is closed suppose σk ∈ Tˆ (S, S
′)
converges uniformly to σ ∈ C0([a, b],M). Then σ too is parametrized
by f , can only pass through finitely many critical points, departs at S,
ends at S ′ and away from the critical points σ too is a flow line of X
|X|
.
Hence σ ∈ Tˆ (S, S ′). 
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Recall that a smooth manifold with corners P of dimension n is a
paracompact Hausdorff space modeled on {(x1, . . . , xn)|xi ≥ 0} ⊆ R
n.
The subset of points which in one (and hence every) chart have exactly
k coordinates zero is called the k–corner of P and denoted by ∂kP . It
inherits the structure of a smooth manifold of dimension n − k. The
subset ∂P := ∂1P ∪ · · · ∪ ∂nP is closed and inherits the structure of a
topological manifold. The pair (P, ∂P ) is a topological manifold with
boundary.
Theorem 3. Let X be a Morse–Bott–Smale vector field on M . There
is a canonic way to equip the space Tˆ with the structure of a (compact)
smooth manifold with corners such that the following hold:
(i) The inclusion Tˆk ⊆ Tˆ is a diffeomorphism onto the k–corner.
(ii) The mapping πˆ+ : Tˆ → Σ is smooth.
(iii) The mapping πˆ− : Tˆ → Σ is a smooth fiber bundle whose fibers
are (compact) smooth manifolds with corners.
(iv) rank(VTˆ ) = πˆ
∗
− ind−πˆ
∗
+ ind−1 : Tˆ → N0, where VTˆ denotes
the vertical bundle of πˆ− : Tˆ → Σ.
(v) If X = − gradg(f) and Tˆ (S, S
′) 6= ∅ then f(S) > f(S ′).
(vi) The isomorphism (4) extends (uniquely) to a smooth isomor-
phism of orientation bundles OV
Tˆ
⊗πˆ∗+ON− = πˆ
∗
−ON−. Via
OV
Tˆ
|Tˆ1 = OVTˆ1
its restriction to Tˆ1 identifies with (6).
(vii) If E is a flat vector bundle over M then the isomorphism (5)
extends (uniquely) to a smooth isomorphism of flat vector bun-
dles πˆ∗−E|Σ = πˆ
∗
+E|Σ. Its restriction to Tˆ1 identifies with (7).
The proof of Theorem 3 is contained in Appendix A.
2.6. Compactification of W−. For k ≥ 0 define a smooth manifold
(Wˆ−)k := T ×Σ T ×Σ · · · ×Σ T︸ ︷︷ ︸
k factors
×ΣW
−
Here T ×ΣW
− = {(x, y) ∈ T ×W− | π+(x) = p−(y)} and similarly for
more factors. Define a smooth mapping iˆk : (Wˆ
−)k →M by composing
the projection to the last factor with i− : W
− → M . Define a smooth
fiber bundle (pˆ−)k : (Wˆ
−)k → Σ by composing the projection to the
first factor with the mapping π− : T → Σ in the case k ≥ 1 and
composing with p− : W
− → Σ if k = 0. Note that by definition we
have (Wˆ−)0 = W
−, iˆ0 = i− and (pˆ−)0 = p−.
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Let V(Wˆ−)k denote the vertical bundle of (pˆ−)k : (Wˆ
−)k → Σ. Define
an isomorphism of orientation bundles
(−)p
∗
1 rank(VT ) : OV(Wˆ−)1
= (pˆ−)
∗
1ON− (8)
as follows. Consider the commutative diagram
(Wˆ−)1 = T ×Σ W
−
p2 //
p1

W−
i− //
p−

M
T
π+ //
π−

Σ
Σ
(9)
where p1 and p2 denote the projection to the first and second factor,
respectively. Notice that iˆ1 = i− ◦ p2 and (pˆ−)1 = π− ◦ p1. Clearly we
have p∗2VW− = Vp1 and thus p
∗
2OVW− = OVp1 . Moreover the short exact
sequence
0→ Vp1 → V(Wˆ−)1 → p
∗
1VT → 0
provides OVp1 ⊗p
∗
1OVT = OV(Wˆ−)1
. Finally recall (1) and (4). Now
define the isomorphism (8) as (−)p
∗
1 rank(VT ) times the following compo-
sition of isomorphisms:
OV(Wˆ−)1
= OVp1 ⊗p
∗
1OVT
= p∗2OVW− ⊗p
∗
1OVT
= p∗2p
∗
−ON− ⊗p
∗
1OVT
= p∗1(π
∗
+ON− ⊗OVT )
= p∗1π
∗
−ON−
= (pˆ−)
∗
1ON−
Suppose E is a flat vector bundle overM . In a similar manner, using
(2) and (5), define an isomorphism of flat vector bundles
iˆ∗1E = (pˆ−)
∗
1E|Σ (10)
as the following composition of isomorphisms:
iˆ∗1E = p
∗
2i
∗
−E = p
∗
2p
∗
−E|Σ = p
∗
1π
∗
+E|Σ = p
∗
1π
∗
−E|Σ = (pˆ−)
∗
1E|Σ
Set Wˆ− :=
⊔
k≥0(Wˆ
−)k. Define iˆ : Wˆ
− → M using iˆk on (Wˆ
−)k.
Define pˆ− : Wˆ
− → Σ using (pˆ−)k on (Wˆ
−)k. Let S ⊆ Σ be a connected
component. We are going to topologize Wˆ−S := pˆ
−1
− (S). Set b :=
f(S) and a := min{f(x) | x ∈ M}. Every element x ∈ Wˆ−S can
THE GEOMETRIC COMPLEX OF A MORSE–BOTT–SMALE PAIR . . . 15
be considered as an unparametrized path σ from S to iˆ(x) which we
parametrize with the help of f , i.e. σ ∈ C0([a, b],M)
f(σ(t)) =
{
a+ b− t for a ≤ t ≤ a+ b− f (ˆi(x)) and
f (ˆi(x)) for a+ b− f (ˆi(x)) ≤ t ≤ b.
We equip Wˆ−S with the topology induced from C
0([a, b],M) and topol-
ogize Wˆ− =
⊔
S⊆Σ Wˆ
−
S as the disjoint union.
Proposition 3. The space Wˆ− is compact.
The proof of Proposition 3 is exactly the same as the proof of Propo-
sition 2.
Theorem 4. Let X be a Morse–Bott–Smale vector field onM . There is
a canonic way to equip the space Wˆ− with the structure of a (compact)
smooth manifold with corners such that the following hold:
(i) The inclusion (Wˆ−)k ⊆ Wˆ
− is a diffeomorphism onto the k–
corner of Wˆ−.
(ii) The mapping iˆ : Wˆ− → M is smooth.
(iii) The mapping pˆ− : Wˆ
− → Σ is a smooth fiber bundle whose
fibers are (compact) smooth manifolds with corners.
(iv) rank(VWˆ−) = pˆ
∗
− ind : Wˆ
− → N0, where VWˆ− denotes the ver-
tical bundle of pˆ− : Wˆ
− → Σ.
(v) If X = − gradg(f) then fˆ(Wˆ
−
S ) ≤ f(S) for all connected com-
ponents S ⊆ Σ, where fˆ := f ◦ iˆ : Wˆ− → R.
(vi) The isomorphism (1) extends (uniquely) to a smooth isomor-
phism of orientation bundles OV
Wˆ−
= pˆ∗−ON−. Via OVWˆ− |(Wˆ−)1 =
OV(Wˆ−)1
its restriction to (Wˆ−)1 identifies with (8).
(vii) If E is a flat vector bundle over M then the isomorphism (2)
extends (uniquely) to a smooth isomorphism of flat vector bun-
dles iˆ∗E = pˆ∗−E|Σ. Its restriction to (Wˆ
−)1 identifies with
(10).
The proof of Theorem 4 is contained in Appendix A.
3. The geometric complex
3.1. Fiber integration. We will heavily use fiber integration. So let
us fix a sign convention, which will be the same as in [BT82]. Suppose
π : F → B is a smooth fiber bundle. Here F , B and the fibers Fx =
π−1(x) may have corners and for simplicity we assume the fibers to be
compact. However none of these manifolds is assumed to be connected
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or of constant dimension.8 Let VF → F denote the vertical bundle
of π. Finally suppose we have a flat vector bundle E → B. Given a
differential form α ∈ Ω(F ; π∗E ⊗ OVF ) we are going to define a form
π∗α ∈ Ω(B;E) as follows. Suppose x ∈ B and X1, . . . , Xk ∈ TxB.
Then the degree k component of π∗α ∈ Ω(B;E) is defined by:
(π∗α)(X1, . . . , Xk) :=
∫
Fx
iX˜k · · · iX˜1α
Here X˜i are vector fields on the total space of F defined along the fiber
Fx which project to Xi. The pull back of iX˜k · · · iX˜1α to the fiber Fx is
a form Ω(Fx; π
∗Ex ⊗OFx) which can be integrated over Fx to yield an
element of Ex. The outcome does not depend on the choice of X˜i. For
the fiber bundle π : F → B the fiber integration
π∗ : Ω(F ; π
∗E ⊗OVF )→ Ω(B;E)
has the following properties which follow easily from our definition.
Suppose f : B′ → B is a smooth mapping. Then we have a pull back
bundle f ∗π : f ∗F → B′ and a smooth mapping π∗f : f ∗F → F which
restricts to a diffeomorphism (f ∗F )x → Ff(x) for every x ∈ B
′.
f ∗F
π∗f //
f∗π

F
π

B′
f // B
Hence its tangent mapping induces an isomorphism of vector bundles
Vf∗F = (π
∗f)∗VF over the total space of f
∗F . Particularly we get a
canonic isomorphism of orientation bundles Of∗VF = (π
∗f)∗OVF and
thus a canonic isomorphism of flat vector bundles (π∗f)∗(π∗E⊗OVF ) =
(f ∗π)∗f ∗E ⊗OVf∗F . Using this identification we have
(f ∗π)∗ ◦ (π
∗f)∗ = f ∗ ◦ π∗ : Ω(F ; π
∗E ⊗OVF )→ Ω(B
′; f ∗E)
the naturality of fiber integration.
Suppose π˜ : F˜ → F and π : F → B are two fiber bundles. Then
π ◦ π˜ : F˜ → B is a fiber bundle too and we have a canonic short
exact sequence of vector bundles 0 → Vπ˜ → Vπ◦π˜ → π˜
∗Vπ → 0 over
F˜ . This provides us with a canonic isomorphism of orientation bundles
OVπ◦π˜ = OVπ˜ ⊗π˜
∗OVπ and thus with a canonic isomorphism (π◦π˜)
∗E⊗
OVπ◦π˜ = π˜
∗(π∗E ⊗OVπ)⊗OVπ˜ . Via this identification we have
π∗ ◦ π˜∗ = (π ◦ π˜)∗ : Ω(F˜ ; (π ◦ π˜)
∗E ⊗OVπ◦π˜)→ Ω(B;E)
8Thus even if we fiber integrate a form of homogeneous degree the outcome need
not be of homogeneous degree.
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the (covariant) functoriality of fiber integration.
Suppose π : F → B is a fiber bundle and suppose E ′ and E are two
flat vector bundles over B. For α ∈ Ω(F ; π∗E⊗OVF ) and β ∈ Ω(B;E
′)
we have
π∗(π
∗β ∧ α) = β ∧ π∗α ∈ Ω(B;E
′ ⊗ E)
a push–pull formula. Here we only use the natural isomorphism π∗E ′⊗
π∗E = π∗(E ′ ⊗ E).
Suppose F → B is a fiber bundle and suppose B has no bound-
ary. Then the 1–corner π|∂1F : ∂1F → B is a smooth fiber bundle
with possibly non-compact fibers. Using the outward pointing normal
first convention we get a canonic isomorphism of orientation bundles
OVF |∂1F = OV∂1F and thus a canonic isomorphism of flat vector bun-
dles (π∗E ⊗OVF )|∂1F = (π|∂1F )
∗E ⊗OV∂1F . Note that this is the same
isomorphisms as the one we get from the short exact sequence
0→ V∂1F → VF |∂1F → VF |∂1F/V∂1F → 0
with the right hand side quotient oriented by the outward pointing
normal. Via this identification we find
π∗ ◦ d = d ◦ π∗ + A ◦ (π|∂1F )∗ : Ω(F ; π
∗E ⊗OVF )→ Ω(B;E)
where A := (−)k : Ωk(B;E)→ Ωk(B;E) is a grading homomorphism.
3.2. Integration and the differential. Let X be a Morse–Bott–
Smale vector field on a closed manifold M , cf. Definition 3. Let E
be a flat vector bundle over M . Define a vector space
C(X ;E) := Ω(Σ;E|Σ ⊗ON−)
and an integration
Int := (pˆ−)∗iˆ
∗ = (p−)∗i
∗
− : Ω(M ;E)→ C(X ;E).
Note that for α ∈ Ω(M ;E) we have iˆ∗α ∈ Ω(Wˆ−; iˆ∗E) which via
the isomorphisms in Theorem 4(vi) and (vii) can be interpreted as
an element of Ω(Wˆ−; pˆ∗−E|Σ ⊗ pˆ
∗
−ON− ⊗OVWˆ− ) and thus (pˆ−)∗iˆ
∗α is
indeed an element of Ω(Σ;E|Σ ⊗ ON−) = C(X ;E). Similarly, using
the isomorphisms in Theorem 3(vi) and (vii), we define
u := (πˆ−)∗πˆ
∗
+ = (π−)∗π
∗
+ : C(X ;E)→ C(X ;E)
and
δ := d+ uA : C(X ;E)→ C(X ;E)
where A := (−)k : Ωk(Σ;E|Σ⊗ON−)→ Ω
k(Σ;E|Σ⊗ON−) is a grading
homomorphism, cf. section 3.1.
Proposition 4. Int ◦d = δ ◦ Int.
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Proof. From section 3.1 we obtain (pˆ−)∗d = d(pˆ−)∗ + A((pˆ−)|∂1Wˆ−)∗
and thus:
Int ◦d = d ◦ Int+A((pˆ−)|∂1Wˆ−)∗iˆ
∗
Using the description of the 1–boundary of Wˆ− from Theorem 4 and
the obvious relation (π−)∗(−)
rank(VT )π∗+ = AuA we get:
((pˆ−)|∂1Wˆ−)∗iˆ
∗ = (π− ◦ p1)∗(−)
p∗1 rank(VT )(i− ◦ p2)
∗
= (π−)∗(−)
rank(VT )(p1)∗p
∗
2i
∗
−
= (π−)∗(−)
rank(VT )π∗+(p−)∗i
∗
−
= AuA Int
Therefore Int d = d Int+A2uA Int = (d+ uA) Int = δ Int. 
Since the integration Int : Ω(M ;E) → C(X ;E) is onto we must
have δ2 = 0 as a consequence of d2 = 0. However, we will give a direct
argument below.
Proposition 5. δ2 = 0.
Proof. Exactly as in the proof of Proposition 4 we derive ud = du+uAu
using the description of the 1–boundary of Tˆ from Theorem 3. Then
δ2 = duA+uAd+uAuA = (du−ud+uAu)A = 0, where we also made
use of the obvious dA = −Ad. 
Definition 4 (Geometric complex). The complex (C(X ;E), δ) is called
the geometric complex with values in the flat vector bundle E. It
is a generalization of the deRham complex and the classical Morse
complex at the same time. The homomorphism of chain complexes
Int : Ω(M ;E)→ C(X ;E) is called the integration homomorphism.
3.3. Grading and filtration. The geometric complex C(X ;E) can be
graded and filtered in a compatible way. For a connected component
S ⊆ Σ let us write ES := EΣ|S = (E|Σ ⊗ON−)|S. Define
Cqp(X ;E) :=
⊕
ind(S)≥p
Ωq−ind(S)(S;ES)
where the direct sum is over all connected components S ⊆ Σ of index
larger or equal to p. Let us also introduce the notation Cq(X ;E) :=
Cq0(X ;E), and note that
⊕
q C
q(X ;E) = C(X ;E). Finally let us define
Cp(X ;E) =
⊕
q C
q
p(X ;E). Clearly C
q
p(X ;E) = C
q(X ;E) ∩ Cp(X ;E).
Of course the grading and the filtration stem from a bigrading on
C(X ;E). However, since the bigrading will not be compatible with
the differential we will not consider it in the sequel.
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Proposition 6. The differential of the geometric complex preserves
the grading and the filtrations as indicated below:
δ : Cqp(X ;E)→ C
q+1
p (X ;E)
Proof. This is obviously true for the deRham differential. So it suffices
to consider u = (π−)∗(π+)
∗. Let α′ be a form of degree |α′| supported
on a connected component S ′ ⊆ Σ. Let S ⊆ Σ be another connected
component and let α denote the restriction of (π−)∗(π+)
∗α′ to S. That
is we integrate (π+)
∗α′ only over T (S, S ′). We may assume T (S, S ′) 6=
∅. Since rank(VT (S,S′)) = ind(S) − ind(S
′) − 1, see Theorem 3(iv),
the degree of α will be |α′| − ind(S) + ind(S ′) + 1. This shows δ :
Cq → Cq+1. Since it is the rank of a vector bundle we must have
ind(S)− ind(S ′)− 1 ≥ 0 and thus δ : Cp → Cp. 
A Morse–Bott–Smale vector field on M also provides a filtration of
Ω∗(M) as follows. For a connected component S ⊆ Σ let Wˆ−S de-
note its compactified unstable manifold and let iˆS : Wˆ
−
S → M de-
note the restriction of the smooth map iˆ : Wˆ− → M , cf. Theorem 4.
Let Ωqp(M ;E) denote the space of forms α ∈ Ω
q(M ;E) which van-
ish on some open neighborhood of M(p) :=
⋃
ind(S)<p iˆS(Wˆ
−
S ). Clearly
Ω∗p+1(M ;E) ⊆ Ω
∗
p(M ;E) and this filtration is preserved by the deRham
differential. Note that (Ω∗p(M ;E), d) computes the relative cohomology
H∗(M,M(p);E).
Proposition 7. The integration preserves the grading and the filtration
as indicated below.
Int : Ωqp(M ;E)→ C
q
p(X ;E)
Proof. Let α′ be a form onM of homogeneous degree |α′| and let S ⊆ Σ
be a connected component. Let α denote the restriction of (p−)∗i
∗α′
to S. That is we only integrate over W−S . Since rank(VW−S
) = ind(S),
see Theorem 4(iv) we must have |α| = |α′| − ind(S). This implies
Int : Ωq → Cq. The rest is obvious. 
3.4. Cohomology of the geometric complex. Let us consider the
filtered graded complex Cqp(X ;E), see Proposition 6. It gives rise to a
spectral sequence (EkC
q
p(X ;E), δk). Since C
∗
0(X ;E) = C
∗(X ;E) and
C∗dimM+1(X ;E) = 0 the spectral sequence will converge to HC
∗(X ;E).
Moreover, for the E1–term we obviously have E1C
q
p(X ;E) = H
q−p(Σp;EΣp).
Here Σp =
⊔
ind(S)=p S denotes the critical manifold of index p and
EΣp = EΣ|Σp = (E|Σ⊗ON−)|Σp. This proves the second part of Theo-
rem 1.
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Via this identification the differential on the E1–term has a particu-
larly simple form. All components but
δ1 : H
q−p(Σp;EΣp)→ H
q−p(Σp+1;EΣp+1) (11)
vanish, and (11) is given by δ1 = (−)
q−p(πˆ−)∗ ◦ (πˆ+)
∗. Here
(πˆ+)
∗ : H∗(Σp;EΣp)→ H
∗
(
Tˆ (Σp+1,Σp); (πˆ+)
∗E
)
is given by pull back along πˆ+ : Tˆ (Σp+1,Σp)→ Σp, and
(πˆ−)∗ : H
∗
(
Tˆ (Σp+1,Σp); (πˆ+)
∗E
)
→ H∗(Σp+1;EΣp+1)
is the map induced by fiber integration along πˆ− : Tˆ (Σp+1,Σp)→ Σp+1.
For this note that since the index difference is one, the fibers of the
bundle πˆ− : Tˆ (Σp+1,Σp) → Σp+1 are zero dimensional, hence there is
no boundary, and fiber integration does indeed induce a mapping in
cohomology.
Remark 3. The differentials δk for k ≥ 1 should be considered as gen-
eralization of the classical counting of instantons. These are differen-
tials of finite dimensional complexes and can be considered the com-
binatorics of the dynamic. If X is a Morse–Smale vector field then
(E1C
∗, δ1) is the familiar Morse complex and δk = 0 for all k ≥ 2.
Recall the filtration Ωqp(M ;E) introduced in section 3.3. Clearly we
have Ω∗0(M ;E) = Ω
∗(M ;E) and Ω∗dimM+1(M ;E) = 0. So the asso-
ciated spectral sequence (EkΩ
∗(M ;E), δk) will converge to H
∗(M ;E).
Let W−Σp denote the unstable manifold of the critical manifold of index
p. Using the description of the boundary of Wˆ−Σp in Theorem 4 and the
fact that i : W−Σp →M is an embedding we obtain a homomorphism
Ω∗p(M ;E)/Ω
∗
p+1(M ;E)
i∗
−→ Ω∗c(W
−
Σp
; i∗E) (12)
where the latter denotes forms with compact support. This is a quasi
isomorphism, i.e. induces an isomorphism in cohomology, since Ω∗p(M ;E)
computes H∗(M,M(p);E). It follows from the Thom isomorphism the-
orem that Int : E1Ω
q
p(M ;E) → E1C
q
p(X ;E), cf. Proposition 7, is an
isomorphism. The first part of Theorem 1 now follows from a standard
spectral sequence argument.
Remark 4. Note that this argument actually shows that
Int : (EkΩ
∗
p(M ;E), δk)→ (EkC
∗
p(X ;E), δk)
is an isomorphism for all k ≥ 1. That is, the spectral sequences induced
by Ω∗p(M ;E) and C
∗
p(X ;E) are isomorphic.
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Corollary 1. For the Euler characteristics we have:
χ(M) =
∑
q
(−)qχ(Σq) (13)
Proof. The Euler characteristics χ(M) equals the Euler characteris-
tics of H∗(M) which equals the Euler characteristics of the geometric
complex χ(HC∗) by Theorem 1(i). Since the spectral sequence EkC
∗
converges to HC∗ we get χ(HC∗) = χ(E1C
∗) which implies (13) in
view of Theorem 1(ii). 
Remark 5. Suppose X is a vector field whose zero set Σ is a closed
submanifold but not necessarily non-degenerate. For every connected
component S ⊆ Σ one can define an index IND(S) = INDX(S) gener-
alizing the Hopf index, see [D95], and one has χ(M) =
∑
S⊆Σ IND(S).
If the vector field −X is Morse–Bott then the indices are related by
INDX(S) = (−)
ind−X(S)χ(S). This also implies Corollary 1 without
using the Smale condition. Finally notice that if the zero set of X is
degenerate IND(S) may be non-zero even if χ(S) = 0.
The generalized Hopf index can easily be defined as follows. Let U
be a connected open neighborhood of S. Then the vector field provides
a mapping X : (U, U \S)→ (TU, TU \U). The Hopf index then is the
unique integer which makes the following diagram commutative:
Hn(TU, TU \ U ; π∗TU OU)
X∗ //
Thom
Hn(U, U \ S;OU)
Thom
H0(U) = R
IND(S)
// R = Hdim(S)(S;OS)
Corollary 2 (Morse inequalities). For every q0 ∈ Z we have∑
q≥q0
(−)q−q0bq(M) ≤
∑
q≥q0
(−)q−q0
∑
p
bq−p(Σp)
where bq(M) := dimHq(M ;E) and bq(Σp) = dimH
q(Σp;EΣp).
Proof. Recall that for a finite dimensional complex C∗ and any q0 ∈ Z
we have: ∑
q≥q0
(−)q−q0 dimHCq ≤
∑
q≥q0
(−)q−q0 dimCq
Applying this to the complex (EkC
∗(X ;E), δk) we obtain∑
q≥q0
(−)q−q0 dimEk+1C
q ≤
∑
q≥q0
(−)q−q0 dimEkC
q
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which in turn implies:∑
q≥q0
(−)q−q0 dimE∞C
q ≤
∑
q≥q0
(−)q−q0 dimE1C
q
The statement now follows from Theorem 1. 
4. Torsion
4.1. Euler structures. The importance of Euler structures for torsion
comes from the fact that they permit to remove the metric ambiguity of
analytic and geometric torsion, see below. In the case χ(M) = 0 Euler
structures where introduced by Turaev [T90] for exactly this purpose.
A detailed discussion of the general case can be found in [BH]. In this
paper we will only consider Euler structures over R. Hence the space
of Euler structures will be an affine version of H1(M ;R), i.e. H1(M ;R)
acts free and transitively on the set of Euler structures.
In [BH] the set of Euler structures Eulx0(M) based at x0 ∈ M was
defined as the set of equivalence classes [X, c], where X is a vector field
with non-degenerate zeros and c ∈ C1(M ;R) is a singular one chain
with ∂c =
∑
x∈X IND(x)x − χ(M)x0. Here X denotes the (finite) set
of zeros of X and IND(x) = INDX(x) its Hopf index at x. Notice
that IND(x) = ±1 for we assume X to be non-degenerate. Every such
chain c is called Euler chain or Turaev spider for X based at x0. Since∑
x∈X IND(x) = χ(M) every such vector field admits Euler chains. By
definition [X1, c1] = [X2, c2] iff c2− c1 = c(X1, X2) modulo boundaries.
Here c(X1, X2) is the singular one chain obtained from the zero set of
a non-degenerate homotopy from X1 to X2. Note that
∂c(X1, X2) =
∑
x∈X2
INDX2(x)x−
∑
x∈X1
INDX1(x)x
and that changing the homotopy changes c(X1, X2) by a boundary
only. The action of [σ] ∈ H1(M ;R) on [X, c] ∈ Eulx0(M) is defined by
[X, c] + [σ] := [X, c + σ]. This action clearly is free and transitive. If
x1 is another base point and τ a path from x0 to x1 then
[X, c] 7→ [X, c]− χ(M)τ := [X, c− χ(M)τ ] (14)
defines anH1(M ;R)–equivariant (affine) bijection Eulx0(M)→ Eulx1(M).
Clearly this does only depend on the homology class of the path from
x0 to x1. If χ(M) = 0 it does not depend on the base point at all and
the set of Euler structures is defined without reference to a base point,
cf. [T90].
We will also use another way to represent Euler structures which is
better suited to remove ambiguities from the analytic torsion. For a
THE GEOMETRIC COMPLEX OF A MORSE–BOTT–SMALE PAIR . . . 23
base point x0 ∈ M define Eul
∗
x0
(M) as the set of equivalence classes
[g, α], where g is a Riemannian metric on M and α ∈ ΩdimM−1(M \
{x0};OM) with dα = Eg, where Eg ∈ Ω
dimM(M ;OM) denotes the Eu-
ler form of g. By definition [g1, α1] = [g2, α2] iff α2−α1 = cs(g1, g2) mod-
ulo d
(
ΩdimM−1(M ;OM)
)
, where cs(g1, g2) denotes the Chern–Simon
invariant. There is a free and transitive action of HdimM−1(M ;OM) on
Eul
∗
x0 defined by [g, α] + [β] := [g, α− β]. Recall that Poincare´ duality
provides an isomorphism H1(M ;R) = H
dimM−1(M ;OM), where [σ] ∈
H1(M ;R) corresponds to [β] ∈ H
dimM−1(M ;OM) iff
∫
σ
ω =
∫
M
ω ∧ β
for all closed one forms ω ∈ Ω1(M ;R). There is a canonic affine isomor-
phism Eulx0(M) = Eul
∗
x0
(M) which can be regarded as affine version
of Poincare´ duality. To define it we need two preliminary propositions.
For details see [BH].
For a closed one form ω ∈ Ω1(M ;R), a Riemannian metric g, a form
α ∈ ΩdimM−1(M \ {x0};OM) with dα = Eg on M \ {x0} and a smooth
function f : M → R such that ω′ := ω−df vanishes in a neighborhood
of x0 define:
S(ω, g, α; f) :=
∫
M\{x0}
ω′ ∧ α−
∫
M
fEg + χ(M)f(x0)
Proposition 8. The quantity S(ω, g, α; f) does not depend on the
choice of f and will be denoted by S(ω, g, α). It should be considered
a regularization of the possibly divergent integral
∫
M\{x0}
ω ∧ α. It has
the following properties:
(i) S(ω, g, α) is linear in ω.
(ii) S(dh, g, α) = −
∫
M
hEg + χ(M)h(x0) for all smooth functions
h : M → R.
(iii) S(ω, g, α + β) − S(ω, g, α) =
∫
M
ω ∧ β for all closed β ∈
ΩdimM−1(M ;OM).
(iv) If [α1, g1] = [α2, g2] ∈ Eul
∗
x0
(M) then S(ω, g2, α2)−S(ω, g1, α1) =∫
M
ω ∧ cs(g1, g2) for all closed one forms ω.
Proof. The independence of f follows from a straight forward calcu-
lation using dα = Eg,
∫
M
Eg = χ(M) and Stokes’ theorem. All of
the properties are obvious, except (iv). For this one use d cs(g1, g2) =
Eg2 − Eg1 and Stokes’ theorem. For details see [BH, Lemma 2]. 
For a closed one form ω ∈ Ω1(M ;R), a vector field X with non-
degenerate zero set X , a Riemannian metric g and a smooth function
f : M → R such that ω′ := ω − df vanishes in a neighborhood of X
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define:
R(ω,X, g; f) :=
∫
M\X
ω′ ∧X∗Ψg −
∫
M
fEg +
∑
x∈X
IND(x)f(x)
Here Ψg denotes the global angular form, cf. [BT82], also called Mathai–
Quillen form in [BZ92]. Recall that Ψg is define as follows: Let n =
dim(M) and let πTM : TM →M be the tangent bundle equipped with
the Levi–Civita connection. Let volg ∈ Ω
n(TM ; π∗TM OM), the global
volume form which vanishes when contracted with horizontal vectors
on TM and which assigns to an n-tuple of vertical vectors ‘their volume
times their orientation’. Moreover let ξ denote the Euler vector field on
TM which assigns to a point v ∈ TM the vertical vector −v ∈ Tv(TM).
Then
Ψg :=
Γ(n/2)
(2π)n/2|ξ|n
iξ volg ∈ Ω
n−1(TM \M ; π∗TM OM).
Proposition 9. The quantity R(ω,X, g; f) does not depend on the
choice of f and will be denoted by R(ω,X, g).9 It should be considered
a regularization of the possibly divergent integral
∫
M\X
ω ∧ X∗Ψg. It
has the following properties:
(i) R(ω,X, g) is linear in ω.
(ii) R(dh,X, g) = −
∫
M
hEg +
∑
x∈X IND(x)h(x) for all smooth
functions h :M → R.
(iii) R(ω,X, g2)−R(ω,X, g1) =
∫
M
ω∧cs(g1, g2) for two Riemann-
ian metrics g1 and g2.
(iv) R(ω,X2, g)−R(ω,X1, g) =
∫
c(X1,X2)
ω for two vector fields X1
and X2 with non-degenerate zeros.
Proof. The independence of f follows from straight forward calculation
using dΨg = Eg, Stokes’ theorem and limǫ→0
∫
∂Bǫ(x)
X∗Ψg = − IND(x)
with Bǫ(x) denoting the ǫ–ball around x. The first two properties are
obvious. For (iii) use Ψg2 − Ψg1 = cs(g1, g2), Eg2 − Eg1 = d cs(g1, g2)
and Stokes’ theorem. Concerning (iv) it is easy to see that it suffices to
consider the case where there is a homotopy X from X1 to X2 such that
ω is exact on a neighborhood of the zero set of X. Let p : I ×M → M
denote the projection. The homotopy X provides a section of p∗TM
which we may assume to be transversal to the zero section. Choose f
such that p∗ω′ = p∗ω − p∗df vanishes on the zero set of X. Then∑
x∈X2
INDX2(x)f(x)−
∑
x∈X1
INDX1(x)f(x) =
∫
c(X1,X2)
df =
∫
c(X1,X2)
ω
9The quantity R(ω,X, g) was considered by Bismut–Zhang [BZ92] for X =
− gradg(h) and h a Morse function.
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and ∫
M
ω′ ∧X∗2Ψg −
∫
M
ω′ ∧X∗1Ψg =
∫
I×M
d
(
p∗ω′ ∧ X∗p˜∗Ψg
)
= −
∫
I×M
p∗(ω′ ∧ Eg) = 0.
Here p˜ : p∗TM → TM denotes the canonic vector bundle homomor-
phism over p : I × M → M . More details can be found in [BH,
Section 3]. 
One can now define the affine isomorphism Eulx0(M) = Eul
∗
x0
(M)
by saying that [X, c] corresponds to [g, α] iff
R(ω,X, g)− S(ω, α, g)−
∫
c
ω = 0
for all closed one forms ω ∈ Ω1(M ;R). In view of the last two Proposi-
tions this is indeed a well defined isomorphism affine over the Poincare´
duality H1(M ;R) = H
dimM−1(M ;OM). We will from now on drop
the notation Eul∗x0(M) and feel free to represent an Euler structure
e ∈ Eulx0(M) as an equivalence class [X, c] or as an equivalence class
[g, α].
For the Morse–Bott case we introduce yet another way to repre-
sent Euler structures. This can be considered a localization of the
Euler structure at the critical manifold of a Morse–Bott vector field.
Fix a Morse–Bott vector field X with critical manifold Σ and define
Eul
X
x0(M) as the set of equivalence classes [X, c, {eS}], where for ev-
ery connected component S ⊆ Σ, eS ∈ EulxS(S) with xS ∈ S and
c ∈ C1(M ;R) is a one chain with ∂c =
∑
S⊆Σ IND(S)xS − χ(M)x0.
Since we have
∑
S⊆Σ IND(S) = χ(M) such c indeed exist. Given two
such data (X, c1, {e1S}) and (X, c
2, {e2S}) with e
i
S ∈ EulxiS(S) we choose
paths τS in S from x
1
S to x
2
S . Then e
1
S − χ(S)τS ∈ Eulx2S(S) and hence
(e1S − χ(S)τS) − e
2
S ∈ H1(S;R). We define [X, c
1, {e1S}] = [X, c
2, {e2S}]
if for one (and hence every) choice of paths τS as above we have∑
S⊆Σ
(−)ind−X(S)
(
(e1S − χ(S)τS)− e
2
S
)
= c2 − c1 −
∑
S⊆Σ
IND(S)τS
in H1(M ;R). This is indeed independent of the paths {τS} for we have
IND(S) = (−)ind−X(S)χ(S) for every S ⊆ Σ. For [σ] ∈ H1(M ;R) the
action is defined by [X, c, {eS}] + [σ] := [X, c + σ, {eS}]. Note that for
[σS] ∈ H1(S;R) we have
[X, c, {eS + [σS ]}] = [X, c+
∑
S⊆Σ
(−)ind−X(S)σS, {eS}] (15)
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Note how this specializes to the previous definition if X has non-
degenerate zeros only, for in this case there is a unique base point
and a unique Euler structure on every S = {pt}. Also note how this
localization degenerates for the Morse–Bott–Smale vector field X ≡ 0.
Suppose [X, c, {eS}] as above and suppose the Euler structures eS ∈
EulxS(S) are represented as eS = [YS, cS]. With the help of a tubular
neighborhood of Σ, a connection and a fiber metric on the normal bun-
dle of Σ and a bump function we can construct a globally defined vector
field Y which restricts to YS and is supported in a small neighborhood
of Σ. Consider the homotopy t 7→ X + tY . Using the Morse–Bott
assumption for X we see that for sufficiently small ǫ > 0 the zeros X+
of X+ := X + ǫY will all be non-degenerate and coincide with the set
of zeros of YS. For the index of such a zero x we have ind
M
−X+(x) =
indS−YS(x)+ind
M
−X(S). Therefor c
+ := c+
∑
S⊆Σ(−)
ind−X(S)cS will be an
Euler chain for X+, and hence [X+, c+] ∈ Eulx0(M). This Euler struc-
ture does not depend on the choices we made and the construction
provides a natural affine isomorphism EulXx0(M) = Eulx0(M). Obvi-
ously we have
Lemma 1. Suppose X is a Morse–Bott vector field, e ∈ Eulx0(M) and
eS ∈ EulxS(S) for every connected component S ⊆ Σ. Then there exists
an Euler chain c ∈ C1(M ;R) such that e = [X, c, {eS}]. Moreover,
every other such Euler chain differs from c by a boundary.
For a Morse–Bott vector field X , a closed one form ω ∈ Ω1(M ;R),
a Riemannian metric g and a Morse vector field Y on Σ define
R(ω,X, g; Y ) := R(ω,X+, g)−
∑
S⊆Σ
(−)ind−X(S)R(ω, Y |S, g|S)
where X+ = X + ǫY is a small perturbation of X as above.
Proposition 10. The quantity R(ω,X, g; Y ) does not depend on Y nor
on the other choices entering the definition of the perturbation X+ and
will be denoted by R(ω,X, g). It should be considered a regularization
of the possibly divergent integral
∫
M\Σ
ω ∧ X∗Ψg. It has the following
properties:
(i) R(ω,X, g) is linear in ω.
(ii) R(dh,X, g) = −
∫
M
hEg +
∑
S⊆Σ(−)
ind−X(S)
∫
S
hEg|S for all
smooth functions h : M → R.
(iii) R(ω,X, g2)−R(ω,X, g1) =
∫
M
ω∧cs(g1, g2)−
∑
S⊆Σ(−)
ind−X(S)
∫
S
ω∧
cs(g1|S, g2|S) for two Riemannian metrics g1 and g2.
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(iv) If there exists a function f such that ω′ = ω − df vanishes in
a neighborhood of Σ then:
R(ω,X, g) =
∫
M\Σ
ω′ ∧X∗Ψg −
∫
M
fEg +
∑
S⊆Σ
(−)ind−X(S)
∫
S
fEg|S
Proof. All this is an immediate consequences of Proposition 9. For the
independence of Y note that a homotopy from Y1 to Y2 as vector fields
on Σ provides a homotopy from X+1 to X
+
2 via a similar construction.
The zero set of this homotopy will coincide with the zero set of the
homotopy from Y1 to Y2 we started with. However, the orientations
they inherit differ by (−)ind−X(S). Now apply Proposition 9(iv) twice.

Proposition 11. Suppose e′ = [g, α] and e = [X, c, {eS}] are two Euler
structures based at x0 and suppose eS = [g|S, αS]. Then e = e
′ iff
0 = R(ω,X, g)− S(ω, α, g)−
∫
c
ω +
∑
S⊆Σ
(−)ind−X(S)S(ω, αS, g|S)
for all closed one forms ω ∈ Ω1(M ;R).
Proof. This is immediate from our definitions. 
4.2. Analytic torsion. Let M be a closed manifold, E a flat vector
bundle over M and let e ∈ Eulx0(M) be a an Euler structure based at
x0 ∈ M . Consider the deRham complex Ω
∗(M ;E), the determinant
line of its cohomology detH∗(M ;E) and the one dimensional vector
space:
Detx0(M ;E) := detH
∗(M ;E)⊗ (detEx0)
−χ(M) (16)
The analytic torsion will be a non-zero element in Detx0(M ;E) de-
fined up to multiplication by ±1, equivalently a scalar product on
Detx0(M ;E), associated with the Euler structure e.
To define the analytic torsion choose a Riemannian metric g onM , a
fiber metric µ on E and α ∈ ΩdimM−1(M \ {x0};OM) so that dα = Eg
on M \ {x0} and so that e = [g, α] ∈ Eulx0(M), cf. section 4.1.
The deRham complex Ω(M ;E) inherits a scalar product which per-
mits to define the formal adjoint d♯ : Ω(M ;E) → Ω(M ;E) of the
deRham differential d and the Laplacian ∆ := d ◦ d♯ + d♯ ◦ d. Clearly
∆q : Ωq(M ;E)→ Ωq(M ;E) is a symmetric positive semi-definite ellip-
tic second order differential operator. Therefor we have the Ray–Singer
torsion, see [RS71]:
log TE,g,µan :=
1
2
∑
q
(−)q+1q log det ′∆q ∈ R
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The fiber metric µ on E determines a fiber metric on its determinant
bundle detE and a canonic length one section e of detE⊗OE . There is
a unique one form θ = θEµ ∈ Ω
1(M ;R) such that ∇detE⊗OEY e = θ(Y )e.
10
Since the connection on detE ⊗ OE is flat θ is a closed one form. It
measures to what extend the fiber metric µ on detE is not parallel.
Indeed, one can easily check θ(Y ) = −1
2
trµ∇
E
Y µ, which could serve as
alternative definition, cf. [BH], [BZ92]. The cohomology class ΘE :=
[θ] ∈ H1(M ;R) does not depend on µ and is a complete obstruction to
the existence of a fiber metric on E such that the induced fiber metric
on detE is parallel.11 For later use let us state
Lemma 2.
(i) Suppose c is a closed path starting and ending at x0. Then
parallel transport along c provides an automorphism of detEx0
which is given by multiplication with ±e−〈ΘE ,[c]〉 where [c] ∈
H1(M ;R) denotes the homology class represented by c.
(ii) Let c be a path from x0 to x1, suppose µ is a fiber metric on E
and let || · ||µdetExi
denote the induced scalar product on detExi.
Parallel transport along c will map ||·||µdetEx0
to e
∫
c
θµE ·||·||µdetEx1
.
Define a scalar product on H∗(M ;E) by restricting the scalar prod-
uct on Ω∗(M ;E) to harmonic forms. Let || · ||E,g,µHodge denote the induced
scalar product on detH∗(M ;E). Let || · ||µx0 denote the scalar product
on (detEx0)
χ(M) induced from µ|Ex0 . Define a linear isomorphism
τE,g,α,µan : (detEx0)
χ(M) = detH∗(M ;E)
so that it maps || · ||µx0 to T
E,g,µ
an e
−S(θ,g,α)|| · ||E,g,µHodge. This is well defined
up to sign and will be considered as element in Detx0(M ;E), cf. (16).
Proposition 12. τE,g,α,µan ∈ Detx0(M ;E) is independent of µ and does
not depend on the representative of the Euler structure e = [g, α].
Hence we will denote it by τE,ean .
Proof. Let g1 and g2 be two Riemannian metrics on M , let µ1 and
µ2 be two fiber metrics on E and suppose [g1, α1] = e = [g2, α2], see
section 4.1. Let h denote the unique smooth function so that ||·||µ2detE =
10The orientation bundle OE just comes in to ensure the existence of a canonic
globally defined length one section e. The bundle detE has locally defined length
one sections with a sign ambiguity. One could as well use these to first locally define
θ. Then one has to observe that the sign ambiguity does not affect θ and that the
locally defined one forms actually define a global one form. To circumvent these
inconveniences we made use of OE .
11Note that the theta in [BZ92] is −2 times the θ here.
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eh|| · ||µ1detE where || · ||
µi
detE denotes the fiber metric on detE induced by
µi. Then we clearly have log
(
|| · ||µ2x0/|| · ||
µ1
x0
)
= χ(M)h(x0). Moreover,
−dh = θ2−θ1 where θi := θ
µi
E . With our notation the anomaly formula
for the Ray–Singer torsion, see [BZ92, Theorem 0.1] reads:
log
TE,g2,µ2an || · ||
E,g2,µ2
Hodge
TE,g1,µ1an || · ||
E,g1,µ1
Hodge
=
∫
M
hEg1 +
∫
M
θ2 ∧ cs(g1, g2)
Using Proposition 8 this implies
log
e−S(θ2,g2,α2)TE,g2,µ2an || · ||
E,g2,µ2
Hodge
e−S(θ1,g1,α1)TE,g1,µ1an || · ||
E,g1,µ1
Hodge
= χ(M)h(x0)
and the proposition follows. 
Definition 5 (Analytic torsion). The element τE,ean ∈ Detx0(M ;E) is
well defined up to a sign and will be called the analytic torsion.12
Remark 6. For every σ ∈ H1(M ;R) and every e ∈ Eulx0(M) we have
τE,e+σan = τ
E,e
an ·e
−〈ΘE ,σ〉. A path τ from x0 to x1 provides an isomorphism
Eulx0(M) = Eulx1(M) denoted by e 7→ e − χ(M)τ , see (14) in sec-
tion 4.1. Moreover parallel transport along τ provides an identification
Detx0(M ;E) = Detx1(M ;E). Via the latter we have τ
E,e
an = τ
E,e−χ(M)τ
an .
This follows from Proposition 8 and Lemma 2(ii).
4.3. Geometric torsion. Let X be Morse–Bott–Smale vector field
on a closed manifold M , let E be a flat vector bundle over M and
let e ∈ Eulx0(M) be an Euler structure based at x0 ∈ M . Consider
the geometric complex C∗(M ;E), cf. section 3.2, let detHC∗(X ;E)
denote the determinant line of its cohomology and consider the one
dimensional vector space:
Detx0(X ;E) = detHC
∗(X ;E)⊗ (detEx0)
−χ(M)
The geometric torsion will be a non-zero element in Detx0(X ;E) de-
fined up to multiplication by ±1, equivalently a scalar product on
Detx0(X ;E), associated to the Euler structure e.
In order to define the geometric torsion choose an Euler structure
eS ∈ EulxS(S) for every connected component S ⊆ Σ and choose c such
that e = [−X, c, {eS}], see Lemma 1. This gives rise to an isomorphism,
well defined up to multiplication by ±1,
(detEx0)
χ(M) c=
⊗
S⊆Σ
((
det(ES)xS
)χ(S))(−)ind(S)
(17)
12The sign ambiguity of the analytic torsion can be removed using a homology
orientation of M , i.e. an orientation of detH∗(M ;R), see [T02].
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as follows. We choose a path cS from x0 to xS and use parallel transport
along cS to get an isomorphism detEx0 = detExS . Taking tensor
products (and duals) and using Corollary 1 we obtain an isomorphism
(detEx0)
χ(M) {cS}−→
⊗
S⊆Σ
(
(detExS)
χ(S)
)(−)ind(S)
(18)
Choose an orientation of (ON−)xS to get an identification (ON−)xS = R
and hence an identification (ES)xS = ExS . Set
c0 := c−
∑
S⊆Σ
(−)ind(S)χ(S)cS ∈ C1(M ;R)
and note that ∂c0 = 0. Now define (17) as e
−〈ΘE ,[c0]〉 times the isomor-
phism (18). It follows immediately from Lemma 2(i) that the resulting
isomorphism (17) does not depend on the choice of paths {cS} and
actually only depends on e and {eS} — up to sign.
As explained in section 3.3 the geometric complex is a filtered graded
complex Cqp(X ;E). In view of Theorem 1(ii) the associated spectral
sequence converges to HC∗(X ;E). This provides us with a natural
identification
detHC∗ = detGHC∗ = detE∞C
∗ = · · · = detE2C
∗ = detE1C
∗
where C∗ = C∗(X ;E) and GHC∗ denotes the associated graded of
HC∗ which inherits a filtration as usual from the filtration on C∗. For
more details on determinant lines see appendix B. Together with the
description of the E1–term in Theorem 1(ii) this yields an isomorphism:
detHC∗(X ;E) =
⊗
S⊆Σ
(
detH∗(S;ES)
)(−)ind(S)
(19)
The tensor product of the analytic torsions provides an isomorphism⊗
S⊆Σ
(
(detExS)
χ(S)
)(−)ind(S)
=
⊗
S⊆Σ
(
detH∗(S;ES)
)(−)ind(S)
(20)
Let τ
E,X,c,{eS}
geom ∈ Detx0(X ;E) denote the element corresponding to the
composition of (17), (20) and (19). Using Remark 6 and (15) we im-
mediately obtain
Proposition 13. The element τE,X,c,{eS} ∈ Detx0(X ;E) does not de-
pend on the choice of eS, c and hence will be denoted by τ
E,e,X
geom .
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Definition 6 (Geometric torsion). The element τE,e,Xgeom ∈ Detx0(X ;E)
is well defined up to a sign and called the geometric torsion.13
Remark 7. For every σ ∈ H1(M ;R) and every e ∈ Eulx0(M) we
have τE,e+σ,Xgeom = τ
E,e,X
geom · e
−〈ΘE ,σ〉. A path τ from x0 to x1 provides
an isomorphism Eulx0(M) = Eulx1(M) denoted by e 7→ e − χ(M)τ ,
see (14) in section 4.1. Moreover parallel transport along τ provides
an identification Detx0(X ;E) = Detx1(X ;E). Via the latter we have
τE,e,Xgeom = τ
E,e−χ(M)τ,X
geom . Note that this is analogous to the properties of
the analytic torsion, cf. Remark 6.
Remark 8. Note how the geometric torsion specializes to the analytic
torsion for the Morse–Bott–Smale vector field X ≡ 0.
Also note how the geometric torsion specializes to the combinatorial
torsion for a Morse–Smale vector field X . More precisely, if e = [−X, c]
then the geometric torsion coincides with the composition:
(detEx0)
χ(M) c= detC∗(X ;E) = detHC∗(X ;E)
This follows from Proposition 20 in appendix B, which is a very week
statement in this special case.
Recall from Theorem 1 that the integration induces an isomorphism
H∗(M ;E) = HC∗(X ;E). So we get an induced isomorphism:
Detx0(M ;E) = Detx0(X ;E) (21)
The following is the main result of this paper.
Theorem 5. Let X be a Morse–Bott–Smale vector field on a closed
manifold M , let E a flat vector bundle over M and suppose e is an
Euler structure based at x0 ∈M . Then the isomorphism (21) maps the
analytic torsion τE,ean to the geometric torsion τ
E,e,X
geom , up to sign.
If X is a Morse–Smale pair then this is due to Bismut–Zhang, see
[BZ92], which itself is an extension of a result of Cheeger [C77], [C79]
and Mu¨ller [M78]. In this formulation it can be found in [BH, Theorem
5]. The proof of Theorem 5 is contained in section 5 below and will
make use of the classical Bismut–Zhang theorem, that is we will assume
Theorem 5 proved for Morse–Smale vector fields.
13The sign ambiguity of the geometric torsion can be removed using a homology
orientation, that is an orientation of detH∗(M ;R), see [T02].
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4.4. Derivation of Theorem 2 from Theorem 5. We continue
to use the notation from section 4.3. So we have an Euler struc-
ture e ∈ Eulx0(M) and Euler structures eS ∈ EulxS(S) for every
connected component S ⊆ Σ and we have a one chain c such that
e = [−X, c, {eS}].
Choose a fiber metric µ on E and let µS denote the induced fiber
metric on ES. Choose a Riemannian metric g on M and let gS denote
the restriction to S ⊆ Σ. Choose α so that e = [g, α] and for every con-
nected component S ⊆ Σ choose αS with eS = [gS, αS], cf. section 4.1.
From Proposition 11 we have:
R(θ,−X, g)− S(θ, α, g)−
∫
c
θ +
∑
S⊆Σ
(−)ind(S)S(θ, αS , gS) = 0 (22)
In view of Theorem 5 we have a commutative diagram:
⊗(
(det(ES)xS)
χ(S)
)±
⊗
τ
ES,eS
an

(detEx0)
χ(M)coo
τE,ean
!!
τE,e,Xgeom
⊗(
detH∗(S;ES)
)±
detHC∗(X ;E)
(19)
oo detH∗(M ;E)
Intoo
The tensor products are over all connected components S ⊆ Σ and the
powers ± are abbreviations for (−)ind(S).
Note that Int maps || · ||E,g,µHodge to (T
M
met(E,X, g, µ))
−1|| · ||E,X,g,µgeom by
the very definition of the metric torsion. Applying Proposition 21 in
appendix B once for every Ek–term we see that (19) maps || · ||
E,X,g,µ
geom
to:
(TMcomb(E,X, g, µ))
−1 ·
⊗
S⊆Σ
(
|| · ||ES ,gS,µSHodge
)(−)ind(S)
It follows from Lemma 2(ii) that c maps || · ||µx0 to:
e
∫
c
θ ·
⊗(
|| · ||µSxS
)(−)ind(S)
Therefore the commutativity of the diagram implies:
TMan (E, g, µ)e
−S(θ,α,g)(TMmet(E,X, g, µ))
−1(TMcomb(E,X, g, µ))
−1
= e
∫
c
θ ·
∏
S⊆Σ
(
TMan (ES, gS, µS)e
−S(θ,αS ,gS)
)(−)ind(S)
Together with (22) Theorem 2 follows at once.
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Remark 9. The proof actually shows that Theorem 5 is equivalent to
Theorem 2. In view of the Bismut–Zhang theorem, see [BZ92, The-
orem 0.2] we may assume Theorem 5 proved for Morse–Smale vector
fields, see also [BH, Theorem 5].
5. Proof of main Theorem 5
5.1. Homotopies. A Morse–Bott homotopy X = {Xs}s∈R from a
Morse–Bott–Smale vector field X− to another Morse–Bott–Smale vec-
tor field X+ is a smooth family of vector fields for which there exists
ǫ > 0 so that Xs = X
− when s ≤ −1+ ǫ and Xs = X
+ when s ≥ 1− ǫ.
To such a homotopy one associate a Morse–Bott vector field Y on the
smooth manifold N := M × [−1, 1] defined by
Y (x, s) := Xs(x) + 1/2(s
2 − 1)
∂
∂s
.
The homotopy is called Morse–Bott–Smale homotopy if Y is a Morse–
Bott–Smale vector field. Be aware that it is in general not possible
to find a Morse–Bott–Smale homotopy X connecting two given Morse–
Bott–Smale vector fields X− and X+.
It is obvious from the definition of Y that the discussion in sections 2
and 3 as well as the compacity of Tˆ and Wˆ− continue to hold. We will
decorate Σ, T , u and Int by X± or Y to indicate the relevant vector
field.
We will use several canonic identifications. First, ΣY identifies with
the disjoint union of ΣX− and ΣX+ . Note that N
−
Y |ΣX− = N
−
X− hence
indY |ΣX− = indX− : ΣX− → N0 and ON−Y
|ΣX− = ON−
X−
. Moreover
N−X+ ⊆ N
−
Y |ΣX+ with a canonically oriented one dimensional quotient.
Therefore indY |ΣX+ = 1 + indX+ : ΣX+ → N0 and ON−Y |ΣX− = ON
−
X+
.
For the last one we use the inward pointing normal last convention.
Let p : N → M denote the canonical projection and suppose E is a
flat vector bundle over M . From our identifications we obtain
C∗(Y ; p∗E) = C∗(X−;E)⊕ C∗−1(X+;E)
as graded vector spaces and δY =
(
δX− 0
vX δX+
)
. Define a grading homo-
morphism B = (−)k : Ck(X+;E)→ Ck(X+;E) and let
ϕX := B ◦ vX : C
∗(X−;E)→ C∗(X+;E).
The equation δ2Y = 0 implies vX ◦ δX− + δX+ ◦ vX = 0 and hence
ϕX ◦ δX− = δX+ ◦ ϕX. (23)
34 DAN BURGHELEA AND STEFAN HALLER
Moreover the integration IntY : Ω(N ; p
∗E)→ C(Y ; p∗E) decomposes
as IntY =
(
IntX− ◦ inc
∗
−
hX
)
where inc± : M → M ×{±1} ⊆ N denotes the
canonical inclusion. Slightly generalizing Proposition 4 to the boundary
case we have:
IntY ◦d = δY ◦ IntY −B ◦ IntX+ ◦ inc
∗
+ (24)
The extra term stems from the additional 1–boundary component of
Y ’s unstable manifold which coincides with the main stratum of the
unstable manifold of X+. The sign B stems partially from Stokes’
theorem for fiber integration, see section 3.1, and partially from our
identification ON−Y
|Σ
X+
= ON−
X+
using the inward pointing normal last
convention. Define:
HX := B ◦ hX ◦ p
∗ : Ω∗(M ;E)→ C∗−1(X+;E)
Equation (24) implies:
hX ◦ d = vX ◦ IntX− ◦ inc
∗
−+δX+ ◦ hX − B ◦ IntX+ ◦ inc
∗
+
and thus:
HX ◦ d+ δX+ ◦HX = ϕX ◦ IntX− − IntX+ (25)
So we get an induced mapping in cohomology ϕX : HC
∗(X−;E) →
HC∗(X+;E) which satisfies ϕX ◦ IntX− = IntX+ and in view of The-
orem 1(i) is an isomorphism which does not depend on the particular
homotopy from X− to X+. Notice also, that for a constant homotopy
X we have ϕX = id on chain level.
Also note that ϕX : C
∗
p(X
−;E) → C∗p (X
+;E) preserves the filtra-
tion and hence it induces homomorphism intertwining the spectral se-
quences: ϕX : EkC
∗(X−;E)→ EkC
∗(X+;E).
5.2. A small perturbation. Let X be a Morse–Bott–Smale vector
field on a closed manifold M with critical manifold Σ := ΣX . Let Y
be a Morse–Smale vector field on Σ. As in section 4.1 use a tubular
neighborhood of Σ to extend Y to a globally defined vector field which
is supported in a small neighborhood of Σ. Define a homotopy X from
X to X+ := X + Y by Xt := X + tY . By choosing the extension of Y
to M carefully we may assume that the following hold true:
(i) X+ is Morse–Smale and ΣX+ ⊆ Σ.
(ii) We have N−X+ = N
−
X ⊕N
−
Y |Σ
, indMX+ = ind
M
X |ΣX+ + ind
Σ
Y |Σ
and
ON−
X+
= ON−X ⊗ON
−
Y |Σ
.
(iii) X+ is tangential to Σ. For x and x′ in a connected component
S ⊆ Σ we have TˆX+(x, x
′) = TˆY |S(x, x
′).
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(iv) Suppose S 6= S ′ ⊆ Σ are two different connected components
of Σ, x ∈ ΣX+ ∩ S, x
′ ∈ ΣX+ ∩ S
′ and suppose TˆX(S, S
′) = ∅.
Then TˆX+(x, x
′) = ∅.
(v) The homotopy X is Morse–Bott–Smale.
(vi) The homotopy X is tangential to Σ, i.e. every Xt is tangential
to Σ. For every connected component S ⊆ Σ and x ∈ S we
have TˆX(x, S) = Wˆ
−
Y |S
(x).
(vii) Suppose S 6= S ′ ⊆ Σ are two different connected components
of Σ, x ∈ ΣX+ ∩ S and TˆX(S, S
′) = ∅. Then TˆX(x, S
′) = ∅.
With the help of (i) we can define an interesting filtration on the
geometric complex C(X+;E) by:
C(X+;E)p =
⊕
p′≥p
Ω(ΣX+ ∩ Σp′;E ⊗ON−
X+
)
Because of (iv) the differential on C(X+;E) preserves this filtration.
We thus get a spectral sequence EkC(X
+;E) converging toHC(X+;E).
In view of (ii) and (iii) we can compute the E1–term as:
E1C
q(X+;E)p = HC
q−p(Y |Σp;EΣp)
Here EΣp = E|Σp ⊗ ON−X
|Σp. As explained in section 5.1 the Morse–
Bott–Smale homotopy, cf. (v), provides a homomorphism of graded
complexes which in view of (vii) preserves the filtrations:
ϕX : C
q
p(X ;E)→ C
q(X+;E)p (26)
From (vi) we see that the induced mapping on E1–terms, cf. Theo-
rem 1(ii), is the isomorphism induced by integration:
E1C
q
p(X ;E)
ϕX // E1C
q(X+;E)p
Hq−p(Σp;EΣp)
Int // HCq−p(Y |Σp;EΣp)
5.3. Proof of Theorem 5. The main ingredient for the proof will
be the Bismut–Zhang theorem for Morse–Smale vector fields. We will
apply it once for every connected component S ⊆ Σ and once for M .
Another major input will be a theorem of Maumary [M69]. This piece
of homological algebra describes the behavior of torsion with respect to
spectral sequences and generalizes the well known behavior of torsion
with respect to short exact sequences. The geometric ingredient is the
very special Morse–Bott–Smale homotopy constructed in section 5.2.
We continue to use the notation from section 5.2. Let e ∈ Eulx0(M)
be the given Euler structure and choose Euler structures eS ∈ EulxS(S).
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detH∗(M ;E)
Int
X+

IntX
yy
(detEx0)
χ(M)
τE,eanoo
c+
τ
E,e,X+
geomttiiii
i
i
i
i
i
i
i
i
i
i
i
i
detHC∗(X;E)
ϕX // detHC∗(X+;E) detC∗(X+;E)
detE∞C
∗(X;E)
ϕX // detE∞C
∗(X+;E)
detE1C
∗(X;E)
ϕX // detE1C
∗(X+;E) detGC∗(X+;E)
⊗(
detH∗(S;ES)
)± IntYS //⊗(detHC∗(YS ;ES))± ⊗(detC∗(YS ;ES))±
⊗(
(det(ES)xS)
χ(S)
)±⊗(
τ
ES,eS
an
)±
]]
⊗
(cS)
±
AA⊗(
τ
ES,eS
geom
)±OO
(detEx0)
χ(M)
c
OO
Figure 1. A commutative diagram for the proof of The-
orem 5. The tensor products are over all connected com-
ponents S ⊆ Σ, and the powers ± are abbreviations for
(−)ind(S).
Choose a one chain c such that e = [−X, c, {eS}] and choose one chains
cS such that eS = [−YS, cS], cf. Lemma 1. Set
c+ := c+
∑
S⊆Σ
(−)ind(S)χ(S)cS. (27)
This is an Euler chain for X+ and in view of section 4.1 we know
e = [−X+, c+].
Consider the diagram in figure 1. The vertical identifications in
the left column stem from the spectral sequence of the filtered com-
plex Cqp(X ;E). The corresponding vertical identifications in the mid-
dle column stem from the spectral sequence of the filtered complex
Cq(X+;E)p. The isomorphisms labeled c, c
+ and cS are the ones con-
structed using parallel transport along these one chains, see section 4.3.
We claim that this diagram commutes — up to sign.
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Indeed, the upper right part commutes because of the Bismut–Zhang
theorem applied to the Morse–Smale vector field X+, but see also Re-
mark 8. The same argument applied to the Morse–Smale vector field
YS on S (and taking tensor products) shows that the lower half circle
commutes. The upper left part commutes in view of section 5.1. The
squares involving the mapping ϕX commute because these mappings are
induced from a filtration preserving map ϕX : C
q
p(X ;E)→ C
q(X+;E)p
and because of the description of ϕX on the E1–term in section 5.2. The
big square in the right central part of the diagram commutes in view
of a theorem due to Maumary, see Proposition 20 in appendix B. The
remaining lower right square obviously commutes.
Note that τE,e,Xgeom ∈ Detx0(X ;E) can be seen in the diagram as the
composition of ⊗τES ,eSan ◦ c with the left vertical isomorphisms. In order
to prove Theorem 5 we have to show that this isomorphism coincides
with the composition IntX ◦τ
E,e
an at the very top. In view of the com-
mutativity of the diagram it remains to show that the isomorphism
obtained by starting at the very bottom and going to the upper right
corner along the right edge coincides with the identity on (detEx0)
χ(M).
But this follows immediately from (27) and the proof is complete.
6. Torsion of smooth bundles
6.1. Bundles. Suppose π : M → N is a smooth bundle with M and
N closed manifolds, and suppose (f ′, g′) is a Morse–Smale pair on N .
Denote by Y := − gradg′(f
′) the corresponding Morse–Smale vector
field, and let Σ′ denote its critical manifold which is a discrete set.
Define a Morse–Bott function f on M by f = f ′ ◦π. Let us write Σ for
the critical manifold of f . Clearly Σ = π−1(Σ′), and indΣ = π
∗ indΣ′ :
Σ→ N0. Let us also introduce the notation Mz := π
−1(z) for the fiber
over z ∈ N .
Proposition 14.
(i) There exists a Riemannian metric g on M so that (f, g) is a
Morse–Bott–Smale pair and so that X := − gradg(f) satisfies
dxπ(X(x)) = Y (π(x)) for all x ∈M .
(ii) One can choose g so that dxπ restricted to (Tx(Mπ(x)))
⊥ is an
isometry onto Tπ(x)N , and so that the fibers Mz for z ∈ Σ
′ are
isometric.
Proof. One chooses a connection in the bundle π (i.e. for any x ∈
M a subspace Hx ⊂ TxM depending smoothly on x, so that dxπ :
Hx → Tπ(x)N is an isomorphism), and a smooth family of Riemannian
metrics gz, z ∈ N , on the fibers Mz. Clearly TxM decomposes as
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TxM = Hx ⊕ Vx with Vx = Tx(Mπ(x)). Declare Hx and Vx orthogonal
and define gx so that dxπ is an isometry when restricted Hx and equal
to (gz)x on Vx.
To insure that the metric g is compatible with f one chooses a suf-
ficiently small contractible neighborhood U ⊂ N of Σ′ and an iden-
tification of the bundle π : π−1(U) → U with the trivial bundle
pr1 : U × F → U . We chose our connection so that its restriction
to π−1(U) corresponds to the trivial connection in the bundle pr1, and
the family of metrics gz, for z ∈ U , corresponds to a constant family
of Riemannian metrics on F . Clearly if g′ is compatible with f ′ then,
with the above choices, g is compatible with f and satisfies the desired
properties. 
Suppose E is a flat vector bundle over M . For z ∈ N let Ez :=
E|Mz . Denote by H
r the flat bundle over N whose fiber above z is
Hr(Mz;Ez). Note that H
r is equipped with an obvious flat connection;
any path from z1 to z2 induces an isomorphism from H
r(Mz1 ;Ez1) to
Hr(Mz2 ;Ez2) which depends only on the homotopy class of the path,
and therefore defines a flat connection. Note that gz and µz induce,
via Hodge theory, a scalar product on Hr(Mz;Ez) and therefore a fiber
metric µr on the bundle Hr.
Proposition 15. Suppose X and Y are as in Proposition 14. Then:
(i) The spectral sequence of the geometric complex C∗(X ;E) is
isomorphic to the Leray–Serre spectral sequence of the bundle
π : M → N associated with the cell structure given by Y .
(ii)
(
E1C
∗(X ;E), δ1
)
identifies to
⊕
r S
r
(
C∗(Y ;Hr), δ
)
.14
Proof. Observe that the filtration on Ω∗(M ;E) induced by X , see sec-
tion 3.3, induces the Leray–Serre spectral sequence of the bundle. But
the spectral sequence of Ω∗(M ;E) is isomorphic to the spectral se-
quence associated to C∗(X ;E), see Remark 4 in section 3.4. This
proves (i).
Using π∗(N−z ) = N
−
Mz
for z ∈ Σ′, we get π∗(ON−z ) = ON−Mz
and hence
H∗(Mz;Ez⊗ON−Mz
) = H∗(Mz;Ez)⊗ON−z . Now (ii) follows easily from
the description of the differential δ1 on E1C
∗(X ;E) in section 3.4. 
Suppose that X resp. Y are as in Proposition 14. The isomorphisms
between the deRham cohomology and the cohomology of the geometric
complex provided by ‘integration theory’ induces the isomorphism
det IntXE : detH
∗(M ;E)→ detH∗(X ;E)
14Here Sr(C∗, δ∗) denotes the r–suspension of the cochain complex (C∗, δ∗), i.e.
the degree q component of of Sr(C∗, δ∗) is exactly (Cq−r , δq−r).
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and for any r ≥ 0 the isomorphisms
det IntYHr : detH
∗(N ;Hr)→ detH∗(Y ;Hr).
The last isomorphisms induce the isomorphism
det IntYE :
⊗
r
(
detH∗(N ;Hr)
)ǫ(r)
→
⊗
r
(
detH∗(Y ;Hr)
)ǫ(r)
defined by
⊗
r(det Int
Y
Hr)
ǫ(r). Here V ǫ(r) resp. αǫ(r) denote V resp. α if
r even and the dual V ∗ resp. (α∗)−1 if r is odd.
The identification in Proposition 15(ii) induces an isomorphism
E2C
∗(X ;E)→
⊕
r
H∗−r(Y ;Hr)
and then an isomorphism:
det(π,X, Y ) : detH∗(X ;E)→
⊗
r
(
detH∗(Y ;Hr)
)ǫ(r)
Proposition 16. The bundle π induces a canonical isomorphism det(π) :
detH∗(M ;E) →
⊗
r
(
detH∗(B;Hr)
)ǫ(r)
so that for X and Y as in
Proposition 14 the following diagram is commutative:
detH∗(M ;E)
det(π)
//
det IntEX

⊗
r
(
detH∗(N ;Hr)
)ǫ(r)
det IntYE

detH∗(X ;E)
det(π,X,Y )
//⊗
r
(
detH∗(Y ;Hr)
)ǫ(r)
Proof. Choose a pair (X, Y ) as in Proposition 14 and define
det(π) := (det IntEY )
−1 ◦ det(π,X, Y ) ◦ IntEX .
We claim that this does not depend on the choice of (X, Y ). Since given
two such pairs (X−, Y−) and (X+, Y+) one can, by Proposition 14, con-
struct a Morse–Bott–Smale homotopy which satisfies dxπ(X(x, t)) =
Y(π(x), t) the arguments in section 5.1 imply the independence of the
choice of (X, Y ). 
Suppose now that g resp. g′ are Riemannian metrics on M resp. N .
Recall that g and µ induce a scalar product on detH∗(M ;E). Similarly
g′ and µr induce scalar products on detH∗(N ;Hr). Denote by
log volan(π) := log vol det(π)
and
log volcomb(π) := log vol det(π,X, Y ).
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Proposition 16 implies
log volan(π)− log volcomb(π) = log T
M
met(E,X, g, µ)
−
∑
r
(−)r log TNmet(H
r, Y, g′, µr) (28)
6.2. Torsion for bundles. As in section 6.1, let π : M → N be
a smooth bundle with M and N closed smooth manifolds, E a flat
vector bundle over M equipped with a fiber metric µ, and let g resp.
g′ be a Riemannian metric on M resp. N . In the previous section we
have introduced flat bundles Hr with fiber metrics µr. Denote by θ
resp. θr the closed one forms associated to the fiber metric µ resp. µr.
Let X and Y be vector fields as in Proposition 14.
Consider the spectral sequence associated with the geometric com-
plex C(X ;E). For any k ≥ 1 denote
ρE,X,g,µk :=
1
2
∑
q
(−)q+1q log det ′∆qk
where ∆qk denote the Laplacians in the cochain complexes of Euclidean
vector spaces (EkC
∗(X ;E), δk) and det
′ denotes the product of non-
zero eigen values. Note that for k ≥ 1 EkC
∗(X ;E) is a finite dimen-
sional vector space, and for k large log det ′∆qk = 0. Then the calcula-
tion of ρk for k ≥ 1 is, in principle, a matter of finite dimensional linear
algebra.
Theorem 2 applied to X combined with Proposition 15 gives
log TMan (E, g, µ) =
∑
z∈Σ′
(−)ind(z) log TMzan (Ez, gz, µz)
+
∑
r
(−)r log TNcomb(H
r, Y, µr) +
∑
k≥2
ρE,X,g,µk
+ log TMmet(E,X, g, µ) +R(θ,−X, g) (29)
Since Σ′ is zero dimensional, the definition of TNcomb(·, Y, ·) does not
involve any Riemannian metric on N . For the metric g′ on N the
Bismut–Zhang theorem gives
log TNcomb(H
r, Y, µr) = log TNan(H
r, g′, µr)
− log TNmet(H
r, Y, g′, µr)−R(θr,−Y, g′). (30)
Combining (28), (29) and (30) one obtains the following statement
Theorem 6. Let π : M → N be a smooth fiber bundle with M and
N closed manifolds. Suppose g resp. g′ is a Riemannian metric on M
THE GEOMETRIC COMPLEX OF A MORSE–BOTT–SMALE PAIR . . . 41
resp. N , X and Y are vector fields as in Proposition 14, and suppose
E is a flat vector bundle over M equipped with a fiber metric µ. Then:
log TMan (E, g, µ) =
∑
r
(−)r log TNan(H
r, g′, µr)
+R(θ,−X, g)−
∑
r
(−)rR(θr,−Y, g′) + log volan(π)
− log volcomb(π) +
∑
k≥2
ρE,X,g,µk
+
∑
z∈Σ′
(−)ind(z) log TMzan (Ez, gz, µz)
Combining with the metric anomaly for torsion,15 cf. [BZ92], Theo-
rem 6 implies the main result of [LST98, Theorems 0.2 and 0.4]. As in
[LST98], two cases are of particular interest.
Bundles with base a sphere. Suppose that N is homotopy equivalent
to Sn. Then for k ≥ 1 all dp,rk : E
p,r
k → E
p+k,r−k+1
k are zero but
d0,rn : E
0,r
n → E
n,r−n+1
n . Here we use the notation E
p,r
k := EkC
p+r
p (X ;E)
and dp,rk for the restriction δk : E
p,r
k → E
p+k,r−k+1
k in order to stay with
the traditional notation. Then one obtains the following long exact
sequence
· · · → E0,r−1n
d0,r−1n−−−−→ En,r−nn
ir−n
−−−→ Hr(X;E)
pr
−→ E0,rn
d0,rn−−→ En,r−n+1n → · · ·
(31)
When Hr(X ;E) is identified to Hr(M ;E) via the integration isomor-
phism we refer to the sequence
· · · → E0,r−1n
d0,r−1n−−−−→ En,r−nn
ir−n
−−−→ Hr(M ;E)
pr
−→ E0,rn
d0,rn−−→ En,r−n+1n → · · ·
(32)
as the Wang exact sequence.
The Wang exact sequence can be regarded as an acyclic cochain com-
plex of finite dimensional Euclidean spaces where each term is equipped
with the scalar product described above. In particular H(M ;E) is
equipped with the scalar product induced from µ and g. Denote by
TW the torsion of the complex (32). Recall that for an acyclic cochain
complex of Euclidean vector spaces (C∗, d∗) the logarithm of the tor-
sion is defined by 1/2
∑
q(−)
q+1q log det∆q =
∑
q(−)
q log vol(dq) where
∆q is the Laplacian acting on Cq. Recall that given a linear map
15which describes how the analytic torsion Tan changes when one changes the
Riemannian metric g
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α : V → W between two finite dimensional Euclidean spaces one de-
notes by log vol(α) the quantity, cf. appendix B.2,
log vol(α) := log vol
(
α : (kerα)⊥ → α(V )
)
.
Proposition 17. One has:
log TW = log T
M
met(E,X, g, µ) + ρ
E,X,g,µ
n
Proof. When H∗(X ;E) is equipped with a scalar product compatible
to the scalar product on E∗∞ the torsion of the exact sequence (31) is
ρE,X,µ,gn =
∑
r
(−)r log vol(d0,rn )
simply because log vol(in−r) = 0 = log vol(pr).
To see this observe that in the commutative diagram of Euclidean
vector spaces below the left side arrow is surjective, the right side arrow
injective and the lower horizontal row is short exact. Observe that
by construction the scalar product on E∞ is induced from the scalar
product on En and the scalar product on H(X ;E) is chosen so that it
induces the scalar products on E∞ in the lower horizontal row sequence.
En,r−nn
ir−n //

Hr(X ;E)
pr // En,r−nn
En,r−n∞
in,r−n∞ // Hr(X ;E)
p0,r∞ // E0,r∞ .
OO
Give all these we conclude that
log vol(ir−n) = log vol(in,r−n∞ )
log vol(pr) = log vol(p0,r∞ )
log vol(in,r−n∞ ) =0 = log vol(p
0,r
∞ )
which imply the statement.
Since in the Wang exact sequence Hr(X ;E) is replaced by Hr(M ;E)
with the scalar product induced by Hodge theory the torsion TW of the
Wang sequence is corrected by TMmet(E,X, g, µ). 
Consequently, for n ≥ 2, one obtains from (29):
log TMan (E, µ, g) =
∑
z∈Σ′
(−)ind(z) log TMzan (Ez, gz, µz)
+
∑
r
(−)r log T S
n
comb(H
r, Y, µr) + log TW +R(θ,−X, g).
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For n = 1 one obtains from Theorem 2:
log TMan (E, µ, g) =
∑
z∈Σ′
(−)ind(z) log TMzan (Ez, gz, µz)
+ log TW +R(θ,−X, g).
Sphere bundles. Suppose that the fiber Mz is homotopy equivalent
to Sn. Then for k ≥ 1 all dp,rk : E
p,r
k → E
p+k,r−k+1
k are zero but
dp,nn+1 : E
p,n
n+1 → E
p+n+1,0
n+1 . From this we derive the following long exact
sequence
· · · → Ep−n−1,nn+1
dp−n−1,nn+1
−−−−−−→ Ep,0n+1
ip
−→ Hp(X;E)
pp
−→ Ep−n,nn+1
dp−n,nn+1
−−−−→ Ep+1,0n+1 → · · ·
When Hq(X ;E) is identified to Hq(M ;E) via ‘integration theory’ the
sequence
· · · → Ep−n−1,nn+1
dp−n−1,nn+1
−−−−−−→ Ep,0n+1
ip
−→ Hp(M ;E)
pp
−→ Ep−n,nn+1
dp−n,nn+1
−−−−→ Ep+1,0n+1 → · · ·
(33)
will be referred to as the Gysin long exact sequence.
The Gysin long exact sequence can be regarded as an acyclic cochain
complex of finite dimensional Euclidean spaces where each term is re-
garded with the scalar product described above. Denote by TG the
torsion of the complex (33).
Proposition 18. One has:
log TG = log T
M
met(E,X, g, µ) + ρ
E,X,g,µ
n+1
The proof is identical to the proof of Proposition 17. Consequently
we obtain from (29):
log TMan (E, µ, g) =
∑
z∈Σ′
(−)ind(z) log TMzan (Ez, gz, µz)
+ log TNcomb(H
0, Y, µ0) + (−)n log TNcomb(H
n, Y, µn)
+ log TG +R(θ,−X, g)
Note that if E = π∗E ′ is the pull back of a flat bundle E ′ over N
then, as flat bundles over N , we have H0 = Hn = E ′. Also note that
for n ≥ 2 every flat bundle is E over M is the pull back of a flat bundle
E ′ over N .
Appendix A. Proofs of Theorems 3 and 4
The following is a sometimes a simple way to recognize a smooth
manifold with corners.
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Lemma 3. If P is a smooth manifold with corners, O and S smooth
manifolds, p : P → O and s : S → O smooth maps so that p and s are
transversal then p−1(s(S)) is a smooth submanifold with corners of P.
Here p is called transversal to s if its restriction to each k–boundary
∂kP is transversal to s.
A.1. Some notations. Let · · · < ci < ci+1 < · · · denote the set of all
critical values of f . Choose ǫ > 0 sufficiently small, so that c+i < c
−
i+1,
for all i ∈ Z, where c±i := ci ± ǫ. Define:
Mi := f
−1(ci)
M±i := f
−1(c±i )
M(i) := f−1(ci−1, ci+1)
Σi := Σ ∩Mi
W±Σi := p
−1
± (Σi) =
⊔
S⊆Σi
W±S
S±i := W
±
Σi
∩M±i
Si := S
+
i ×Σi S
−
i
W±(i) := W±Σi ∩M(i)
SW (i) := S+i ×Σi W
−(i)
These definitions are to some extent illustrated in Figure 2. We have:
(i) Si ⊆M
+
i ×M
−
i .
(ii) SW (i) ⊆ S+i ×W
−(i) ⊆ M+i ×M(i).
(iii) M±i ⊆M are smooth submanifolds of codimension 1.
(iv) M(i) is an open submanifold of M .
(v) Mi is not a manifold, however M˙i := Mi \ Σi and M˙
±
i :=
M±i \ S
±
i are smooth codimension 1 submanifolds of M .
Let Φt be the flow associated to the vector field
X
|X|2
on M \ Σ and
consider the diffeomorphisms, see Figure 3,
ψi : M
−
i →M
+
i−1, ψi(x) := Φci−ǫ−(ci−1−ǫ)(x)
and
ϕ±i : M˙
±
i → M˙i, ϕ
±
i (x) := Φ±ǫ(x),
as well as the submersion
ϕ(i) : M(i) \
(
W+(i) ∪W−(i)
)
→ M˙i, ϕ(i)(x) := Φh(x)−ci(x).
The maps ϕ±i and ϕ(i) extend to continuous maps
ϕ±i : M
±
i → Mi and ϕ(i) : M(i)→Mi.
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Figure 2. Notations.
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ϕ
+
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−
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MiMi
M+
i
Mi+1 Mi+1
M−
i
Figure 3. Retractions.
This can be seen from explicit formulae for ϕ±i and ϕ(i) in the neigh-
borhood of S±i resp.
(
W+(i) ∪W−(i)
)
, cf. [BFK]. Define
Pi :=
{
(x, y) ∈M+i ×M
−
i
∣∣ ϕ+i (x) = ϕ−i (y)},
and denote by p±i : Pi →M
±
i the canonical projections. One can verify
the following
Lemma 4. Pi ⊆ M
+
i ×M
−
i is a smooth submanifold with boundary
∂Pi diffeomorphic to Si ⊂M
+
i ×M
−
i . Precisely we have:
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(P1) p±i : Pi \ ∂Pi → M˙
±
i are diffeomorphisms.
(P2) The restriction of p+i × p
−
i to ∂Pi is a diffeomorphism onto Si,
each p±i restricted to ∂Pi identifies with the projection onto S
±
i .
Geometrically Pi represents the space of all trajectories, possibly broken,
from M+i to M
−
i .
Next we define
Q(i) :=
{
(x, y) ∈M+i ×M(i)
∣∣ ϕ+i (x) = ϕ(i)(y)}.
Equivalently, Q(i) consists of pairs of points (x, y), x ∈M+i , y ∈M(i),
which lie on the same possibly broken trajectory. Moreover let li :
Q(i) → M+i and ri : Q(i) → M(i) denote the canonical projections.
One can verify the following
Lemma 5. Q(i) ⊆ M+i ×M(i) is a smooth submanifold with boundary
∂Q(i) diffeomorphic to SW (i) ⊂M+i ×M(i). Precisely we have:
(Q1) li : Q(i) \ ∂Q(i) → M˙
+
i is a smooth bundle with fiber an open
segment. ri : Q(i)\∂Q(i)→ M(i)\W
−(i) is a diffeomorphism.
(Q2) The restriction of li × ri to ∂Q(i) is a diffeomorphism onto
SW (i), i.e. li resp. ri restricted to ∂Q(i) identifies with the
projection onto S+i resp. W
−(i).
Since Pi and Q(i) are smooth manifolds with boundaries
Pr,r−k := Pr × Pr−1 × · · · × Pr−k (34)
and
Pr(r − k) := Pr × · · · × Pr−k+1 ×Q(r − k) (35)
are smooth manifolds with corners.
A.2. Proof of Theorem 3. We will equip
Tˆ (Σr+1,Σr−k−1) := πˆ
−1
− (Σr+1) ∩ πˆ
−1
+ (Σr−k−1) =
⊔
S⊆Σr+1
S′⊆Σr−k−1
Tˆ (S, S ′)
with the structure of a smooth manifold with corners. If k ≤ −2 the
statement is empty. If k = −1 there is nothing to check. So we suppose
k ≥ 0. We are going to apply Lemma 3.
Consider the smooth manifold with corners P = Pr,r−k from (34)
above, the smooth manifold O :=
∏r−k
i=r (M
+
i ×M
−
i ) and the smooth
manifold S := S−r+1 ×M
−
r × · · · ×M
−
r−k+1 × S
+
r−k−1. In order to define
the maps p and s we consider
ωi :M
−
i →M
−
i ×M
+
i+1, ωi(x) := (x, ψi(x))
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and
p˜i : Pi →M
+
i ×M
−
i , p˜i(y) :=
(
p+i (y), p
−
i (y)
)
.
We also denote by α : S−r+1 → M
+
r resp. β : S
+
r−k−1 → M
−
r−k the
restriction of ψr+1 resp. ψ
−1
r−k to S
−
r+1 resp. S
+
r−k−1. Finally we set,
s := α× ωr × · · · × ωr−k+1 × β : S → O
and
p := p˜r × · · · × p˜r−k : P → O.
The verification of the transversally of p and s follows easily from
(P1), (P2) and the Morse–Smale condition and is done exactly as in
[BH01]. It is easy to see that p−1(s(S)) identifies to Tˆ (Σr+1,Σr−k−1)
as topological spaces and we leave this verification to the reader. The
rest is straight forward.
A.3. Proof of Theorem 4. We are going equip the compact topolog-
ical space X := Wˆ−Σr+1 with the structure of a smooth manifold with
corners. Let us write iˆ := iˆ−Σr+1 : X →M . For any integer k denote by
X(r − k) := iˆ−1(M(r − k)). First we will put the structure of smooth
manifold with corners on X(r−k) so that the restriction of iˆ is smooth.
Second we check that X(r−k) and X(r−k′) induce on the intersection
X(r − k) ∩ X(r − k′) the same smooth structure. These facts imply
that X has a canonical structure of smooth manifold with corners and
that iˆ is a smooth map.
To accomplish first step we proceed in exactly the same way as in
the proof of Theorem 3. Consider the smooth manifold with corners
P := Pr(r − k) from (35), the smooth manifold O :=
∏r−k+1
i=r (M
+
i ×
M−i )×M
+
r−k and the smooth manifold S := S
−
r+1×M
−
r ×· · ·×M
−
r−k+1.
Define
p := p˜r × · · · × p˜r−k+1 × lr−k : P → O
and
s := α× ωr × · · · × ωr−k+1 : S → O.
Again we will apply Lemma 3. The verification of the transversality
follows from (P1), (P2), (Q1), (Q2) and the Morse–Smale condition,
exactly as explained in [BH01]. It is easy to see that p−1(s(S)) identifies
to X(r − k). The rest is straight forward.
Appendix B. Some homological algebra
B.1. Finite dimensional complexes. All vector spaces in this sec-
tion are supposed to be finite dimensional and over a field K of char-
acteristics zero. For such a vector space V we define its determinant
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by det V := Λdim(V )V . If we have a short exact sequence of vector
spaces 0 → U → V → W → 0 we obtain a canonic isomorphism
det V = detU ⊗ detW . This is constructed using a section W → V
to get an isomorphism V = U ⊕ W . This induces an isomorphism
det V = detU ⊗ detW which does not depend on the section.
If V = V even ⊕ V odd is a Z2–graded vector space we define its
determinant by det V := det V even ⊗ det(V odd)∗. Here (V odd)∗ de-
notes the dual of V odd. Note that we have a natural identification
det((V odd)∗) = (det V odd)∗. Again, a short exact sequence 0 → U →
V →W → 0 of Z2–graded vector spaces gives rise to a natural isomor-
phism det V = detU ⊗ detW by combining the isomorphisms for the
even and the odd part.
Suppose C = Ceven ⊕ Codd is a Z2–graded complex with a degree
differential of odd degree d : Ceven → Codd and d : Codd → Ceven. Then
we get three Z2–graded vector spaces; Z := ker d, B := img d and
HC := Z/B. Moreover we get two short exact sequences of Z2–graded
vector spaces 0 → B → Z → HC → 0 and 0 → Z → C
d
→ Bop → 0.
Here Bop denotes the Z2–graded vector space B equipped with the
opposite grading, (Bop)even := Bodd and (Bop)odd := Beven. Note that
we have a natural isomorphism detBop = (detB)∗. The two short
exact sequences provide natural isomorphisms
detZ = detB ⊗ detHC and detC = detZ ⊗ detBop.
Together with detB ⊗ detBop = K they give rise to a natural isomor-
phism
detC = detHC. (36)
Suppose we have a short exact sequence of Z2–graded complexes
0→ C0 → C1 → C2 → 0. Its long exact sequence in cohomology
HevenC0 // H
evenC1 // H
evenC2

HoddC2
OO
HoddC1oo H
oddC0oo
can be used to make the Z2–graded vector space HC0⊕(HC1)
op⊕HC2
a Z2–graded complex with vanishing cohomology. From (36) we thus
obtain a natural isomorphism:
detHC0 ⊗ detHC2 = detHC1 (37)
The following is a reformulation of a well known fact, which for
instance can be found in [M66, Theorem 3.2].
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Proposition 19. Suppose 0 → C0 → C1 → C2 → 0 is a short ex-
act sequence of Z2–graded complexes. Then the following diagram of
canonic isomorphisms commutes up to sign:
detC0 ⊗ detC2 detC1
detHC0 ⊗ detHC2 detHC1
Suppose C is a Z2–graded complex equipped with a filtration
· · · ⊇ Cp ⊇ Cp+1 ⊇ · · ·
which is preserved by the differential. We assume Cp = 0 for p suf-
ficiently large and Cp = C for p sufficiently small. Moreover we as-
sume that the filtration is compatible with the grading, that is Cp =
Cevenp ⊕ C
odd
p where C
even
p := Cp ∩ C
even and Coddp := Cp ∩ C
odd. In
this situation we have a spectral sequence (EkC, δk) converging to
HC. Every EkC is a Z2–graded complex with differential δk. For
the E1–term we have E1C = HGC as Z2–graded vector spaces. Here
GC :=
⊕
pCp/Cp+1 denotes the associated graded of C considered
as Z2–graded complex, and HGC its cohomology, a Z2–graded vec-
tor space. We will not consider the Z–grading GC and HGC inherit
from the filtration. Applying (36) we obtain a canonic isomorphism
detC = detGC = detHGC = detE1C. The cohomology HC in-
herits the structure of a Z2–graded vector space with filtration from
C. Let GHC denote the associated graded considered as Z2–graded
vector space. Again, we will not consider the Z–grading GHC inher-
its. Since the spectral sequence converges we have a canonic isomor-
phism GHC = E∞C which provides us with a canonic isomorphism
detC = detHC = detGHC = detE∞C. Since HEkC = Ek+1C we
also have a canonic isomorphism detEk = detEk+1C for every k ≥ 1.
Also note that Ek = E∞ for k sufficiently large.
The following can be found in [F92, Theorem 1.3], but see also [M69,
The´ore`m 4.4] for a more general result.
Proposition 20. Let C be a filtered Z2–graded complex. Then the
following diagram of canonic isomorphism commutes up to sign:
detHGC detGC detC detHC detGHC
detE1C detE2C detE3C · · · detE∞C
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B.2. Finite dimensional complexes with scalar product. All vec-
tor spaces (complexes) in this section are suppose to be finite dimen-
sional and over R. We will work with Z2–graded complexes and all
determinant lines are understood in the graded sense. If a Z2–graded
complex C = Ceven⊕Codd comes with a scalar product g we will assume
g = geven⊕ godd, i.e. the even and the odd part are orthogonal. In such
a situation B = img d, Z = ker d and HC = Z/B are Z2–graded vector
spaces with scalar products. We let || · ||detC , || · ||detB, || · ||detZ and
||·||detHC denote the induced norms on detC, detB, detZ and detHC,
respectively. Moreover let d♯ denote the adjoint of the differential d and
∆ = d♯d+ dd♯ the Laplacian.
For a linear isomorphism between finite dimensional Euclidean spaces
α : V → W we set volα :=
√
det(α♯α). For an arbitrary linear map-
ping α : V → W between Euclidean spaces we let α : (kerα)⊥ → imgα
denote its restriction and thus have a volume vol(α). Moreover, if
β : U → U is a linear mapping between finite dimensional vector
spaces we write det ′β for the product of non-zero eigen values. Clearly
vol(α) =
√
det ′(α♯α). For a Z2–graded complex C with scalar product
define:
TC :=
vol
(
d : Ceven → 01zCodd
)
vol
(
d : Codd → Ceven
) = √det ′(d♯d : Ceven → Ceven)√
det ′(d♯d : Codd → Codd)
Remark 10. Suppose we have a Z–graded complex C =
⊕
q C
q with
scalar product. It gives rise to a Z2–graded complex with scalar product
in the usual way. Let ∆q denote the Laplacian acting on Cq. A two
line computation using
det ′(∆q) = det ′(d♯d : Cq → Cq) det ′(dd♯ : Cq → Cq)
and
det ′(dd♯ : Cq → Cq) = det ′(d♯d : Cq−1 → Cq−1)
shows
log TC =
1
2
∑
q
(−)q+1q log det ′∆q
However, for this to make sense it is essential to have a Z–grading at
hand.
Proposition 21. Let C be a Z2–graded complex with scalar product.
Then the canonic isomorphism detC = detHC maps || · ||C to TC || ·
||HC.
Proof. The short exact sequence 0 → B → Z → HC → 0 of Z2–
graded vector spaces induces an isomorphism detZ = detB ⊗ detHC
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which clearly maps || · ||detZ to || · ||detB ⊗ || · ||detHC . The short exact
sequence 0 → Z → C → Bop → 0 of Z2–graded vector spaces induces
an isomorphism detC = detZ ⊗ detBop which maps || · ||detC to TC || ·
||detZ⊗|| · ||detBop . Putting this together we find || · ||detC = TC || · ||detHC
via detC = detHC. 
Proposition 22. Suppose 0 → C0 → C1 → C2 → 0 is a short exact
sequence of Z2–graded complexes with compatible scalar products, i.e.
C0 → C1 is an isometry onto its image and C2 carries the quotient
scalar product. Then the canonic isomorphism
detHC1 = detHC0 ⊗ detHC2
maps TC1 || · ||HC1 to TC0 || · ||HC0 ⊗ TC2 || · ||HC2.
Proof. The compatibility condition for the scalar products guarantees
that the isomorphism detC0 ⊗ detC2 = detC1 maps || · ||detC0 ⊗ || ·
||detC2 to || · ||detC1 . Now the statement follows from Proposition 19 and
Proposition 21. 
Let C be a filtered Z2–graded complex as considered in section B.1
and suppose C is equipped with a scalar product. Then HC, GC and
HGC inherit scalar products in an obvious way.
Proposition 23. Suppose C is a filtered Z2–graded complex with scalar
product. Then the canonic isomorphism
detHC = detGHC = detE∞C = · · · = detE1C = detHGC
maps TC || · ||HC to TGC || · ||HGC.
Proof. This follows immediately from Proposition 20, Proposition 21
applied to C and GC as well as the fact that the natural isomorphism
detC = detGC maps || · ||detC to || · ||detGC . 
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