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Recently, a new class of quantum codes based on hypermaps were proposed. These codes are obtained from
embeddings of hypergraphs as opposed to surface codes which are obtained from the embeddings of graphs.
It is natural to compare these two classes of codes and their relation to each other. In this context two related
questions are addressed in this paper: Can the parameters of hypermap-homology codes be superior to those of
surface codes and what is precisely the relation between these two classes of quantum codes? We show that a
canonical hypermap code is identical to a surface code while a noncanonical hypermap code can be transformed
to a surface code by CNOT gates alone. Our approach is constructive; we construct the related surface code and
the transformation involving CNOT gates.
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I. INTRODUCTION
Surface codes, proposed by Kitaev [11], are an extremely
appealing class of codes for fault tolerant quantum computa-
tion [8, 15]. They have been generalized in various directions
[1, 2, 4–6, 18, 19]. Recently, a new generalization of sur-
face codes was proposed in [13]. In this approach quantum
codes are constructed based on the homology of hypergraphs
rather than the homology of graphs, which is the case in sur-
face codes. Hypergraphs are a generalization of graphs; the
edges of a hypergraph can be incident on two or more ver-
tices. Just as the embedding of graphs on surfaces gives rise to
codes which are topological in nature [11], embeddings of hy-
pergraphs also give rise to topological quantum codes. These
codes have been termed hypermap-homology codes in [13];
we also refer to them as hypermap codes.
Arguably, the most popular surface code is Kitaev’s toric
code defined on a square lattice of size n × n with periodic
boundary conditions [11]. This code is a [[2n2, 2, n]] quan-
tum code. On the other hand, Ref. [13] proposed a hypermap
homology code defined on the n × n square lattice. This is a
[[3n2/2, 2, n]] code and it is more efficient than Kitaev’s toric
code with respect to the number of physical qubits required to
protect the same number of logical qubits while maintaining
the same level of error correcting capability. This seemed to
suggest that better quantum codes maybe obtained by using
hypergraphs. But there are other surface codes with better pa-
rameters than the [[2n2, 2, n]] toric code. There exist surface
codes whose parameters are [[n2 + 1, 2, n]], see [3, 12].
This begs the question if hypermap codes improve upon the
parameters of best surface codes? A related question is the
exact relation between hypermap codes and surface codes. It
was also not apparent which codes could be realized using
hypermaps but not by embedding graphs on surfaces.
In this paper we address these questions. The construction
of hypermap codes requires us to make a choice as to whether
we will represent certain boundary maps using the standard
basis or not. We call those codes with standard basis as canon-
ical hypermap codes and those with a nonstandard basis as
∗ pradeep@ee.iitm.ac.in
noncanonical hypermap codes. We show that for every canon-
ical hypermap code there is a surface code which is identical
to the hypermap code. This implies that the [[3n2/2, 2, ]] hy-
permap code, although it improves upon the [[2n2, 2, n]] toric
code, it is identical to another surface code. We also show
that every noncanonical hypermap code can be transformed to
a surface code; we only need CNOT gates for this transfor-
mation. In some cases, a noncanonical hypermap code can be
identical to a surface code. A hypermap code that cannot be
realized by a surface code must be a noncanonical code.
Our results imply that hypermap codes that improve upon
surface codes or which cannot be realized as surface codes
must be noncanonical hypermap codes. Through our results,
many questions related to hypermap codes can be posed as
questions about surface codes and we can study hypermap
codes using surface codes. For instance, decoding of these
codes can be studied in terms of related surface codes.
This paper is structured as follows. In Section II after
briefly reviewing surface codes, we give a self-contained in-
troduction to hypermap codes. Then in Section III we present
our main results which clarify the relation between canonical
and noncanonical hypermap codes on one hand and the rela-
tion between hypermap codes and surface codes on the other.
We then conclude with a brief discussion on the significance
and consequences of our results.
II. BACKGROUND
A. Surface codes
We assume that the reader is familiar with the basics of
quantum codes and stabilizer formalism [7, 9]. Let G be a
graph with vertex set V(G) and edge set E(G); when there is
no confusion we drop the dependence on G. Consider an em-
bedding of the graph on a surface Σ i.e. a drawing of the graph
on the surface so that no two edges cross each other. Denote
the faces of the embedding as F(G). We restrict our attention
only to those embeddings in which the faces are homeomor-
phic to open discs. Such an embedding is also called a 2-cell
embedding or a map. A (stabilizer) quantum code is obtained
from the embedding as follows. On each edge we place a
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2qubit. We associate to each vertex an operator called vertex
operator, denoted by Av and to each face an operator, denoted
Bf . The face operators are also sometimes referred to as pla-
quette operators. These operators are defined as follows:
Av =
∏
u∈δ(v)
Xu, where δ(v) = {u | (u, v) ∈ E(G)} (1)
Bf =
∏
e∈∂(f)
Ze, (2)
where ∂(f) = {e | e is in the boundary of f}; while X and
Z are the Pauli matrices. The surface code is defined as the
joint +1-eigenspace stabilized by the operators Av and Bf . In
other words, it is the quantum code with the stabilizer
S = 〈Av, Bf | v ∈ V(G), f ∈ F(G)〉. (3)
The stabilizer matrix of the surface code can be represented
by
[
IV 0
0 IF
]
, where IV is the vertex-edge incidence matrix of
G and IF is the face-edge incidence matrix of G. The surface
code is an [[|E|, 2g]] quantum code, where g is the genus of
the surface on which G is embedded.
B. Hypermap homological codes
We now review the hypermap-homological codes proposed
in [13]. The reader can find more details on these codes
therein. Let Γ be a hypergraph with vertex set V(Γ) and
hyperedge set E(Γ). A hyperedge is any nonempty subset
of the vertex set. If E(Γ) has only subsets of size two then
Γ reduces to a standard graph. (We use Greek alphabet for
hypergraphs only.) Hypergraphs are often studied by means
of a bipartite graph representation. This bipartite graph is
formed as follows: Form a bipartite graph GΓ with vertex set
V(GΓ) = V(Γ) ∪ E(Γ). Place an edge between v ∈ V(Γ) and
e ∈ E(Γ) if and only if e is incident on v. We refer to the
edges of the bipartite graph as darts or half-edges and denote
the collection of darts by E(GΓ). The darts will also be de-
noted as W(Γ). For any dart i, we denote the unique vertex in
V(Γ) on which i is incident by v3i and the unique hyperedge
on which i is incident by e3i.
Consider the embedding of GΓ on a surface Σ. Denote the
faces of GΓ by F(GΓ). An embedding of GΓ is called a hyper-
map. The labeling of the darts in the hypermap is performed
as follows: we place a label to the left of the dart as we move
along the dart from a hyperedge to an adjacent vertex in GΓ.
Alternatively, we place the label counterclockwise of the dart
with respect to hyperedge on which it is incident. To distin-
guish between vertices and hyperedges of Γ, elements in E(Γ)
are shown as squares whereas elements in V(Γ) are shown as
circles, see Fig. 1. If the hypergraph is connected then the bi-
partite graph is also connected and it is possible to associate
a pair of permutations σ, τ ∈ Sn acting on the darts of the
hypermap such that the group 〈σ, τ〉 is transitive on the set of
darts. Here Sn is the symmetric group of permutations on n
elements.
Let us consider a simple example. Consider a hypergraph
with 2 vertices and 2 hyperedges, where V = {v1, v2} and
E = {(v1, v2, v1, v2), (v1, v2, v1, v2)} = {e1, e2}. The asso-
ciated bipartite graph, see Fig. 1, has 4 vertices and 8 darts.
Vertices can be repeated in a hyperedge. An embedding of
this hypergraph, i.e. the embedding of its bipartite graph rep-
resentation, on a torus has 4 faces, 4 vertices, 8 darts.
f1 f2
f3 f4
v1
v2
e1
e2
1
2
3
4
5
6
7
8
FIG. 1. A hypergraph embedded on a torus; opposite ends are to be
identified. The circles are the vertices of the hypergraph. The square
vertices are the hyperedges of the hypergraph. The labels are to the
left as one moves from squares to the circles.
In Fig. 1 the permutations σ and τ are defined as follows:
σ = ( 1 8 3 6 )( 2 5 4 7 )
τ = ( 1 2 3 4 )( 5 6 7 8 )
στ−1 = ( 1 7 )( 2 8 )( 3 5 )( 4 6 ),
where στ−1(i) = σ(τ−1(i)).
The number of orbits of σ is the number of vertices of orig-
inal hypergraph while the number of orbits of τ is the number
of hyperedges of the hypergraph. The number of orbits of
στ−1 is the number of faces in the embedding of the hyper-
graph. A dart belongs to a face if and only if the label is in
the interior of the face. We use the following shorthand for
simplicity:
F = F(GΓ) = {f1, f2, . . . , f|F|}, (4)
W = E(GΓ) = {w1, w2, . . . , w|W|} = W(Γ), (5)
E = E(Γ) = {e1, e2, . . . , e|E|} (6)
V = V(Γ) = {v1, v2, . . . , v|V|}. (7)
Denote the binary vector spaces formed by taking F(GΓ),
E(GΓ), E(Γ) and V(Γ) as bases by F , W , E , and V respec-
tively. Topological codes are usually defined with respect to
a series of boundary maps. We now proceed to define sim-
ilar maps for the hypermaps with respect to the spaces just
introduced. Define a “boundary” map for each face, dart, and
hyperedge as follows:
d2(f) =
∑
i∈f
wi (8)
d1(wi) = v3i + v3τ−1(i), (9)
ι(e) =
∑
i∈δ(e)
wi (10)
3Recall that v3i is the unique vertex on which the dart i is in-
cident and δ(e) is set of darts incident on e. We can interpret
the map d1 as giving the vertices of the hypergraph on which
the half-edges i and τ−1(i) are incident. We also define a pro-
jection map p : W → W/ι(E) which enforces the following
relations for each edge e:∑
i∈δ(e)
wi = 0, (11)
where δ(e) is the set of darts incident on e. So
W/ι(E) =
〈
wi
∣∣∣∣wi ∈W; ∑
j∈δ(e)
wj = 0; e ∈ E(Γ)
〉
(12)
p(w) = w + ι(E) (13)
The hypermap-homology code is defined based on the follow-
ing functions which lead to the chain complex in Eq. (16):
∂2 = p ◦ d2 (14)
∂1(w + ι(E)) = d1(w) (15)
F ∂2−−−−→ W/ι(E) ∂1−−−−→ V. (16)
In Fig. 2 we summarize the various functions defined on the
hypermap.
E
F W V
W/ι(E)
ι
d2 d1
p
∂2 ∂1
FIG. 2. Maps relating to the embedding of the hypergraph.
In order to define the quantum code we need to identify
a basis for W/ι(E). As there are different choices of bases,
the maps ∂i could have different representations for Hx and
Hz . One canonical choice is as follows. Choose a set of darts
S = {s1, s2, . . . , sm}, such that (i) |S| = |E|, and (ii) no
two darts si and sj in S are incident on the same hyperedge.
These darts are called special darts. A basis for W/ι(E) is
said to be special if it is W \ S and nonspecial otherwise. A
quantum code of length n = |W| − |E| is formed from the
hypermap as follows. The map ∂2 can be represented by a
(|W| − |E|) × |F| matrix [∂2] = Htz . The map ∂1 can be
represented by a |V| × (|W| − |E|) matrix [∂1] = Hx. The
quantum code has the stabilizer matrix
S =
[
Hx 0
0 Hz
]
=
[
[∂1] 0
0 [∂2]
t
]
. (17)
For S to define a stabilizer code we require HxHtz = 0; this
is ensured by the condition ∂1 ◦ ∂2 = 0, see [13, Proposi-
tion 4.12] and the subsequent discussion for proof. A hyper-
map code is said to be canonical if the basis is special and
noncanonical otherwise.
We now illustrate the computations of the various maps and
how they are used to construct a quantum code with refer-
ence to Fig. 1. First identify a set of special darts one for
each hyperedge. Let us choose the set of special darts to be
S = {w3, w7}. This set is not unique. In the present example
they are darts below each hyperedge. The relations from the
hyperedges are
w1 + w2 + w3 + w4 = 0, (18)
w5 + w6 + w7 + w8 = 0. (19)
They can be used to eliminate the special darts in the compu-
tation of the images of ∂i.
∂2(f1) = p(d2(f2)) = p(w2 + w8) = w2 + w8 (20)
∂2(f2) = p(w1 + w7) = w1 + w5 + w6 + w8 (21)
∂2(f3) = p(w3 + w5) = w1 + w2 + w4 + w5 (22)
∂2(f4) = p(w4 + w6) = w4 + w6 (23)
In Eq. (21) we can replace the special dart w7 by linear
combinations of nonspecial darts using Eq. (19) i.e. w5 +
w6 + w7 + w8 = 0. Similarly for other faces. Note that
∂2(f4) = ∂2(f1) + ∂2(f2) + ∂3(f3), so there are only |F| − 1
independent relations.
We haveW/ι(E) = 〈w1, w2, . . . , w8|w1 +w2 +w3 +w4 =
0, w5 +w6 +w7 +w8 = 0〉. So we can choose B = W \ S =
{w1, w2, w4, w5, w6, w8} as a basis forW/ι(E). This basis is
a special basis. The matrix representation of ∂2 with respect
to B is Htz .
We then compute ∂1(w) for all w ∈ B. For instance,
∂1(w1) = v31 + v3τ−1(1) = v1 + v2. Linearly, extending
the action of ∂1 we can perform similar computations for any
w ∈ W/ι(E). We obtain Hx =
[
1 1 1 1 1 1
1 1 1 1 1 1
]
. Thus the
hypermap-homology code defined by Fig. 1 has the following
stabilizer matrix. (We can remove the dependent rows of Hx
and Hz .)
[
Hx 0
0 Hz
]
=

1 1 1 1 1 1
1 1 1 1 1 1
0
0
0 1 0 0 0 1
1 0 0 1 1 1
1 1 1 1 0 0
0 0 1 0 1 0

.(24)
If we choose an nonspecial basis sayB′ = {w1, w′2 = w1+
w2, w4, w5, w6, w8}. Then the matrices Hx and Hz will be
different and the associated quantum codes as well. In this
case we compute
∂2(f1) = w2 + w8 = w1 + w
′
2 + w8 (25)
∂2(f2) = w1 + w5 + w6 + w8 (26)
∂2(f3) = w1 + w2 + w4 + w5 = w
′
2 + w4 + w5 (27)
∂2(f4) = w4 + w6 (28)
Similarly, we can compute ∂1(w′2) = ∂1(w1 + w2) = v31 +
v3τ−1(1) + v32 + v3τ−1(2) = 0. Thus the matrices Hx andHz
4are given as
Hx =
[
1 0 1 1 1 1
1 0 1 1 1 1
]
;Hz =

1 1 1 0 0 0
1 0 0 1 1 1
0 1 1 1 0 0
0 0 1 0 1 0
 .(29)
Irrespective of the basis chosen forW/ι(E), the total num-
ber of encoded qubits is a function of the genus of the surface.
In this sense we encode into the topological degrees of free-
dom afforded by the surface. The distance on the other hand is
not basis invariant. For instance, the hypermap code obtained
from Fig. 1 with special basis has distance two while the code
with nonspecial basis has distance one. The distance of hy-
permap codes was analyzed when the basis was special [13].
The distances of hypermap codes with nonspecial bases are a
little more difficult to compute and it is not necessary they all
have the same distance. For a special basis, the distance can
be related to the cycles of the hypermap and its dual, and thus
given a topological interpretation, see for example [13, Corol-
lary 4.23]. In case of a nonspecial basis such a topological
interpretation of the distance has not yet been given.
The following result was proved in [13] although it is not
stated as such therein.
Theorem 1 (Hypermap-homology codes[13]). Let Γ be a hy-
pergraph with |E| hyperedges and GΓ its bipartite graph rep-
resentation with |W| darts. The hypermap obtained by em-
bedding GΓ on a surface of genus g leads to a [[|W|− |E|, 2g]]
quantum code.
In Theorem 1, neither the choice of special darts nor the ba-
sis forW/ι(E) is explicit, but these choices must be made be-
fore constructing the quantum code. As was clear from the ex-
ample, different choices of bases could lead to different codes
with potentially different distances.
III. HYPERMAP CODES AND SURFACE CODES
In this section, we address some of the questions raised in
[13]. We prove some new results about hypermap codes and
then relate them to surface codes. We show that the hyper-
map codes with special and nonspecial bases are related by
transformations involving just CNOT gates. Along the way
we establish a correspondence between the qubits of the code
and the hypermap [14]; this was only implicit in [13]. Finally
we relate the hypermap codes to the surface codes showing an
equivalence between canonical hypermap codes and surface
codes.
A. Relation between hypermap codes of different bases
Consider the bipartite representation of the hypergraph or
its embedding. Let S be the collection of special darts. These
special darts are |E| in number and no two of them are incident
on the same hyperedge. Choose a special basis for W/ι(E).
A special basis forW/ι(E) is of the form
{wi1 , wi2 , . . . , win} = W \ S (30)
where n = |W|−|E|; n is also the length of the code. Then we
can place n qubits, one on each of the nonspecial darts labeled
ij ∈ {i1, i2, . . . , in}. The special darts carry no qubits. (Note
that there are more darts than there are qubits. So the labels of
the qubits need not be the same as labels of the darts on which
the qubits are placed. It is possible to relabel the hypermap so
that both qubit and dart labels coincide.) Now define the sta-
bilizer generators using the matrices Hx and Hz . The matrix
Htz is simply the face-dart incidence matrix of the hypermap
modulo ι(E) i.e. relations of the form given in Eq. (11). In
other words, it is constrained to have no special darts. We can
view matrix Hx as the vertex incidence matrix of nonspecial
darts of the hypermap but the incidence vector is found after
extending the half-edge i to a full edge by combining i and
τ−1(i).
We would like to give a similar correspondence for the non-
canonical codes and make precise the connection between
canonical and noncanonical hypermap codes. But first we
need the following lemma.
Lemma 2. Let T be an invertible n× n binary matrix. Then
T and T−1 can be decomposed as
T = Ri1j1R
i2
j2
· · ·Rimjm , (31)
T−1 = Rimjm · · ·Ri2j2Ri1j1 , (32)
where Rij = I + eie
t
j andm ≤ n2.
Proof. Multiplying T byRij from right adds the ith column to
the jth column of T . Denote by (T )i,j , the entry in ith row
and jthe column of T . Suppose that (T )i,i = 1, then we can
eliminate the nonzero entries (T )i,j in the ith row, for 1 ≤ j 6=
i ≤ n by adding the ith column to the jth column. If (T )i,i 6=
1, then we can find some column j such that (T )i,j = 1. Such
a column must exist because T is full rank. We can first add
this column to ith column before eliminating the remaining
nonzero entries (T )i,j . If an entry (T )i,j is already zero we do
not need to multiply by Rij . Assume now that we have made
all entries in the ith row zero except the entry (T )i,i. Since T
is full rank, the (i+ 1)st row is not identical to the ith row. So
we can assume that there is a nonzero entry (T )i+1,j in some
column j 6= i. Let us eliminate all the non-diagonal entries in
(i + 1)st row, i.e. we eliminate all the nonzero entries except
(T )i+1,i+1. In this process the ith row will not be affected
because all its non-diagonal entries are zero. Starting from the
first row we can reduce T to the identity matrix by multiplying
by matrices of the form Rij . The product of these matrices
must equal T−1. So we have
T−1 =
m∏
k=1
Rikjk
T =
1∏
k=m
(Rikjk)
−1 =
1∏
k=m
Rikjk ,
5where the last equality follows from the fact thatRij is its own
inverse when i 6= j; RijRij = I + eietj + eietj + eietjeietj = I .
Relabeling the ik and jk, we obtain Eqs. (31) and (32).
Each row i requires no more than n− 1 entries to be made
nonzero; accounting for one additional multiplication when
(T )i,i = 0, we need at most n multiplications per row. Thus
m ≤ n2.
Theorem 3. Suppose that an [[n, k]] canonical hypermap
code has basis B = W \ S and a noncanonical code has
basis B′ = TB. The canonical code can be transformed to
the noncanonical code by the application of m ≤ n2 CNOT
gates where the lth CNOT gate is applied from qubit il to jl.
The number and location of CNOT gates is determined by the
decomposition T = Ri1j1R
i2
j2
· · ·Rimjm , where Rij = I + eietj .
Proof. The special basis B for the canonical hypermap code
can be given as in Eq. (30). Then we can write the nonspecial
basis B′ for the noncanonical hypermap code as
B′ = {Twi1 , Twi2 , . . . , Twin} = T (W \ S), (33)
where T is an invertible (binary) matrix that transforms the
special basis to the nonspecial basis. Now the columns of
Hx and Hz are indexed by the basis vectors ofW/ι(E). The
relations between the representations of ∂i for different bases
are as follows:
[∂2]B′ = T
−1[∂2]B and [∂1]B′ = [∂1]BT. (34)
This ensures that Hx and Hz are orthogonal because
[∂1]BTT
−1[∂2]B = 0.
By Lemma 2, we see that
[∂1]B′ = [∂1]BT = [∂1]BR
i1
j1
Ri2j2 · · ·Rimjm (35)
[∂2]B′ = [∂2]B(T
−1)t = [∂2]B(Rimjm · · ·Ri2j2Ri1j1)t
= [∂2]B(R
i1
j1
)t(Ri2j2)
t · · · (Rimjm)t
= [∂2]BR
j1
i1
Rj2i2 · · ·Rjmim . (36)
Let us parse Eqs. (35) and (36) equations closely. The first
says that we add the column il to the column jl for [∂1]B
while we add the column jl to the column il for [∂2]B . This
is precisely the action of a CNOT gate acting on qubits il and
jl with il as control qubit, see for instance [10, Lemma 2].
This proves that the transformation from the canonical hyper-
map code to a noncanonical hypermap code can be achieved
by the application of a sequence of CNOT gates given by the
decomposition of T .
We make a few observations regarding the relation between
canonical and noncanonical codes. First the transformation
assumes that the codes have been defined with respect to the
same set of special darts. Different set of special darts could
lead to different codes. With regard to the parameters of the
canonical code we can relate the dimension and distance to
topological properties of the surface on which the hypergraph
is embedded. For a noncanonical code while the dimension is
related to the genus of the surface, the distance does not ap-
pear to have such a straightforward relation in general. More
importantly, the distance of the canonical code and the non-
canonical code need not be the same. The transformation in
Theorem 3 may not preserve distance. It is also possible that
the stabilizer generators of the noncanonical code are not lo-
cal, because there is no restriction on the nonspecial basis.
It is obvious that a noncanonical code can be converted to a
canonical code by application of CNOT gates in the reverse
order.
If T is simply a permutation matrix, then the code remains
canonical. Since T is composed of transformations of the
formRi1i2 , it is instructive to study the effect of one such trans-
formation on the canonical code. Assume that we are applying
Ri1i2 , in other words we are applying a CNOT between qubits
i1 and i2, with i1 as the control qubit. (We assume without
loss of generality that the nonspecial darts have the labels 1
to n so that we have the same labels for qubits and nonspe-
cial darts.) Suppose the qubits i1 and i2 are such that they
are on adjacent darts in the hypermap as shown in Fig. 3, then
the effect of CNOT on the hypermap is shown in Fig. 4. The
boundary of the face to which i1 and i2 belong is modified so
that it no longer contains i1. The resulting code is still canon-
ical with respect to the modified hypermap.
f
em
v1
e1
v2 e2
v3
e3
i1
l1
i2
l2
i3
lm
FIG. 3. A typical face in the embedding of the hypergraph. It has an
even number of darts and exactly |f |/2 darts have their labels inside
the face. The darts lα and iα are related as iα = τ(lα).
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FIG. 4. The code with the basis Ri1i2B can be obtained by applying
a CNOT gate on qubits i1 and i2 with i2 as the target qubit.. For
the special case when these qubits are adjacent, the effect can be
understood graphically. The resulting code is still canonical with
respect to a slightly modified hypermap. A CNOT gate between non-
adjacent qubits leads to a nontrivial modification of the hypermap in
general.
6If the qubits are not adjacent, then Ri1i2B does not seem to ef-
fect such a simple modification to the hypermap. Understand-
ing this transformation and relating it to the hypermap would
be a very useful contribution in this context. A combination
of the transformations of Rij could lead to a simple modifi-
cation though. For instance swapping qubits i1 and i2 would
lead to a relabeling of the hypermap and we would still end
up with a canonical code. It would be interesting to find out
which transformations T can be described in terms of simple
operations on the hypermap.
B. Relation between hypermap codes and surface codes
Our central result is that a canonical hypermap-homology
code can be reduced to a surface code. The graph associated
to this surface code can be derived from the hypergraph. Our
approach is constructive and Algorithm 1 gives this transfor-
mation. We only consider hypergraphs whose bipartite repre-
sentations are connected. If we are dealing with noncanonical
hypermap code, then it can be associated to a canonical hy-
permap code. From Theorem 3 these two codes are related by
a transformation involving CNOT gates alone.
Theorem 4. Every canonical hypermap-homological code is
equivalent to a surface code. Given a hypergraph Γ (embed-
ded on a surface), Algorithm 1 outputs a standard graph GΓ
(embedded on the same surface) such that the surface code
associated to GΓ has the same stabilizer as the hypermap-
homology code associated to Γ.
Algorithm 1 Surface code from a canonical hypermap code
Input: A hypergraph Γ, and a set of special darts S ⊂ W(Γ), such
that |S| = |E(Γ)| and every dart in S is incident on a distinct
hyperedge.
Output: A graph GΓ such that the surface code of GΓ is same as the
canonical hypermap-homology code.
1: Form G, the bipartite representation of the hypergraph. Note that
E(GΓ) = W(Γ).
2: For each hyperedge e of the hypergraph choose one special dart
se ∈ S such that se ∈ δ(e).
3: Embed G on a suitable surface; let the genus of the surface be g.
4: In each face f of the embedding, draw new edges connecting
vertex nodes of the hypermap. In other words, for each dart i ∈
f join v3i to v3τ−1(i). Denote this graph by G
′
Γ.
5: Each face of GΓ now contains |f |/2 triangles; each triangle con-
sists of two darts and one newly added edge. Exactly one label
is present in each triangle. Label the new edge by that label.
6: Modify G′Γ by deleting all the darts and the vertices associated
to each hyperedge. Denote this graph by G′′Γ
7: For each hyperedge e there is a special dart se. Delete the edge
in G′′Γ which has this label. Denote the resulting graph as GΓ.
8: The surface code defined by embedding of GΓ gives the same
quantum code as the hypermap. The stabilizer of the surface
code is defined using Eqs. (1)–(3).
Proof. We show that Algorithm 1 leads to the same stabi-
lizer code as the hypermap-homology code. More precisely,
we show that that the matrices Hx and Hz arising in the
hypermap-homology construction are exactly the vertex-edge
and face-edge incidence matrices of the graph GΓ.
Consider first the stabilizer of the hypermap-homolgy code.
Each face leads to a Z-only stabilizer generator. Note that
Hz is a (|W| − |E|) × |F| matrix. Although there are only
|F| − 1 independent generators though, see [13], we include
the generator from each face in Hz . Let f be a face of the
hypermap. The labeling of the darts in the hypermap is such
that only half the darts that constitute the boundary of f have
their labels inside f . This is illustrated in Fig. 3.
We can choose the set of nonspecial darts as a basis for
W/ι(E). If wi is not special then we can write p(wi) = wi
otherwise we can write p(wi) =
∑
j 6=i∈δ(e3i) wj . The latter
follows from the relation
∑
j∈δ(e) wj = 0 for every hyperedge
e. Then we obtain
∂2(f) = p(d2(f)) = p
∑
i∈f
wi
 (37)
=
∑
i∈f
i6∈S
p(wi) +
∑
i∈f
i∈S
p(wi) =
∑
i∈f
i 6∈S
wi +
∑
i∈f
i∈S
∑
j∈δ(e3i)
j 6=i
wj
The row associated to ∂2(f) in Hz is simply the characteristic
vector of ∂2(f).
Now let us consider the Z-type stabilizer generators of GΓ.
Let us begin with the graph G′Γ. With respect the hypermap it
has additional edges. The addition of edges between v3i and
v3τ−1(i) transforms the face f in Fig. 3 as shown in Fig. 5.
This creates |f |/2 new (triangular) faces within f , each of
which is bounded by two darts of the hypermap and one new
edge. Furthermore, exactly one of the labels is contained in
each of these new faces and every label is contained in some
triangle. Therefore, we can label each new edge by a unique
label; furthermore note that these new edges are are exactly
|W| in number. The face f is modified so that it only contains
the new edges and the vertices of the hypergraph in its bound-
ary. We label this derived face also by f ′. The derived face
f ′ has only the newly added edges in its boundary. In fact we
have ∂(f ′) =
∑
i∈f ′ wi, where the boundary is with respect
to G′Γ. The boundary of f
′ in G′Γ is same as the boundary of f
in the hypermap.
f ′
em
v1
e1
v2 e2
v3
e3
i1
l1
i2
l2
i3
lm
FIG. 5. (Color online) Illustrating the addition of edges between v3i
and v3τ−1(i). The additional edges are shown in color. We call
them edges to distinguish them from the darts (half-edges) of the
hypermap. Observe that ∂(f ′) = ∂(f).
7Let us consider the transformation of the hyperedges due
to the addition of the new edges. Because of the edges added
between the vertices v3i and v3τ−1(i), exactly one label is
adjacent to any new edge. So we can label the newly added
edges by the label in the triangle, this is illustrated in Fig. 6.
i1
i2
ij
ik
il
im
i1
i2
ij
ik
il
im
FIG. 6. A hyperedge in the embedding of the hypergraph Γ. The ad-
dition of edges leads to a creation of triangular faces each containing
exactly one label.
The deletion of hyperedges and the darts incident on them
leaves each face f ′ unchanged. So f ′ is also a face of G′′Γ.
So we can denote without ambiguity the face derived from f ′
as f ′′. Furthermore, deletion of the hyperedges and the darts
transforms each hyperedge to a face in G′′Γ, see Fig. 7. Thus
exactly |E| new faces are added to G′′Γ with respect to the hy-
permap; and they can be indexed by the hyperedges.
f ′
e
i1
i2
ij
ik
il
im
f ′′
i1
i2 ik
il
im
FIG. 7. The deletion of the darts and the hyperedge creates a new
face with exactly one special edge. On the deletion of the special
edge, say ij , it gets merged with exactly one face f . The boundary
of f now includes the rest of the edges of e i.e. excepting the special
edge ij .
Consider any such face e. Only one of the edges in the bound-
ary of e has the same label as some special dart. We call such
edges special edges. Now when such a special edge in the
boundary of e is deleted, then e is merged with exactly one
face of f ′′ of G′′Γ, since an edge is shared only by two faces,
see Fig. 7. While f ′′ can be merged with many faces ei de-
rived from the hyperedges, it is not merged with any other face
derived from the faces of the hypermap, because such derived
faces do not share any edges. Thus GΓ has exactly as many
faces as the hypermap and the face derived from the merging
of f ′′ and e (and possibly other faces which share a special
edge with f ′′) can be labeled uniquely as f . Let us look at the
boundary f in GΓ. The boundary of f ′′ in G′′Γ is the same as
the boundary of f in GΓ and is equal to
∑
i∈f wi. When all
the special edges are deleted, f ′′ may be merged with other
faces e ∈ F(G′′Γ) which share a special edge with f ′′. The
resulting face f has a boundary that is given by union of their
boundaries, (the sum is take modulo 2). The boundary of f ′′
is
∑
i∈f wi. Each special edge ij that is removed causes the
boundary to include the remaining edges bounding e3ij . The
boundary of e is
∑
i∈δ(e) wi. Thus the boundary of f in GΓ is∑
i∈f
i 6∈S
wi +
∑
i∈f
i∈S
∑
j∈δ(e3i)
j 6=i
wj , which is precisely ∂2(f), the
boundary of f in the hypermap, as computed in Eq. (37). Thus
the stabilizer generator associated with a face in GΓ is same
as the generator associated to its parent face in the hypermap.
This shows that Hz is the same as the face-edge incidence
matrix of GΓ.
It remains now to show that the matrix Hx is the same as
the vertex-edge incidence matrix of GΓ. The matrix Hx is
determined by the map ∂1 and acts on the space W/ι(E).
As mentioned earlier, we can take the nonspecial darts as a
basis for W/ι(E). Then the columns of Hx are given by
the characteristic vector of ∂1(wi), where i 6∈ S. We have
∂1(wi) = v3i + v3τ−1(i). But the vertices v3i and v3τ−1(i)
are connected by an edge in GΓ. This edge is also labeled i
in GΓ. Hence, we can obtain the ith column of Hx by consid-
ering the incidence vector of every edge in GΓ. The columns
put together then give the vertex-edge incidence matrix of GΓ.
Thus the surface code generated by embedding of GΓ has the
same stabilizer as the hypermap-homology code on Γ. This
proves that every hypermap-homology code can be realized
by an equivalent surface code.
Although Theorem 4 does not mention, the choice of spe-
cial darts is made explicit in Algorithm 1. We give a simple
example that illustrates the application of Theorem 4. Con-
sider the hypermap given in Fig. 1. Draw additional edges in
each face connecting two adjacent circles as one goes around
the face. The hypermap in Fig. 1 is modified as show in Fig. 8.
f ′1 f ′2
f ′3 f ′4
1
2
3
4
5
6
7
8
FIG. 8. (Color online) The graph G′Γ for the hypermap in Fig. 1.
It is obtained by the addition of new edges to the hypermap. Any
two adjacent darts and a newly added edge form a triangle which
contains exactly one label; therefore the newly added edge can be
uniquely identified by a label.
8Next we modify the graph in Fig. 8 as follows. We remove
all the original darts and edges of the hypergraph. In addi-
tion we also remove the special darts. These transformations
are shown in Figs. 9(a) and 9(b) respectively. The hypermap-
f
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3 f
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4 f
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(b)
FIG. 9. (Color online) (a) The graph G′′Γ obtained by the removal
of the darts and hyperedge-vertices in G′Γ; the hyperedges are trans-
formed to faces in G′′Γ. (b) The graph GΓ obtained by removing the
special edges i.e. {3,7 }; each hyperedge-face ei is merged with ex-
actly one face. GΓ has the same stabilizer as the hypermap-homology
code of Fig. 1.
homology code obtained from Fig. 1 is identical to the surface
code obtained from Fig. 9(b). Consider IV and IF, the vertex-
edge and face-edge incidence matrices of GΓ in Fig. 9(b):
IV =
[
1 1 1 1 1 1
1 1 1 1 1 1
]
IF =

0 1 0 0 0 1
1 0 0 1 1 1
1 1 1 1 0 0
0 0 1 0 1 0
 (38)
The stabilizer matrix of the surface code is
[
IV 0
0 IF
]
. We
can see that this is the same as the stabilizer matrix of the
hypermap-homology code given in Eq. (24).
The substance of Theorem 4 is that the procedure illus-
trated works in general and reduces a canonical hypermap-
homology code to a surface code. The converse of Theo-
rem 4, i.e. every surface code is also a (canonical) hypermap-
homology code, is straightforward.
Corollary 5. Every canonical hypermap-homology code is
equivalent to a surface code and vice versa.
Proof. We only sketch the proof. Every graph G can also be
viewed as a hypergraph, denote it also by Γ. The bipartite
graph representation of this hypergraph is obtained by taking
the original graph and splitting every edge in G into two edges
and adding a new vertex for each edge. Then we can proceed
with the construction proposed in [13] to obtain a hypermap-
homology code. At this point we have two codes: a hypermap
code and a surface both derived from the same graph G. But
it is by no means obvious that they are identical. We show
that they are the same code. Note that every hyperedge in the
hypermap has only two darts incident on it. One of these can
be chosen as a special dart. Now if we apply Algorithm 1, and
trace through the various transformations, we find that every
hyperedge is transformed to a face with two edges in G′′Γ. This
graph is identical to the graph obtained from G where every
edge is replaced by two edges. Hence, GΓ obtained after the
deletion of all the special edges from G′′Γ would be same as
the original graph G. Thus every surface code is equivalent
to a hypermap-homology code. This together with Theorem 4
implies the corollary.
Combining Corollary 5 and Theorem 3 we obtain the fol-
lowing result:
Corollary 6. Any [[n, k]] hypermap code is either identical to
a surface code or it can be transformed to a surface code with
the application ofm ≤ n2 CNOT gates.
The CNOT gates are required only if the hypermap code
is noncanonical. The sequence in which the CNOT gates are
applied in the transformation in Corollary 6 is reverse of the
sequence in Theorem 3. In other words it is the sequence
of CNOT gates required to transform the noncanonical hy-
permap code into a canonical code. While a noncanonical
code may be transformed to a surface code, it is not necessary
that it has the same parameters as the resulting surface code.
In particular, the distance can change. Therefore some non-
canonical codes may be realized only from the embedding of
hypergraphs and not by the embedding of graphs.
IV. CONCLUSION AND DISCUSSION
Our results imply that canonical hypermap-homology
codes cannot improve upon the parameters of surface codes.
Noncanonical hypermap codes may have better parameters
than surface codes. An interesting problem in this context
is to construct noncanonical hypermap codes that have better
parameters than surface codes. In such a construction, we also
want to be able to preserve the locality of the stabilizer gen-
erators. Understanding the distance and decoding of the non-
canonical codes merits further study. Hypermap codes pro-
vide a different perspective on topological codes which might
yield new insights into their properties and potentially lead to
better quantum codes and alternate decoding algorithms for
topological codes.
Hypermap-homology codes introduce in a very concrete
fashion the use of standard hypermap homology into the study
of quantum codes. The use of hypermap homology in the con-
struction of quantum codes is an important development and
its applications are yet to be fully explored in the context of
quantum codes. Other results such those in [12, 18] suggest
that hypergraphs offer a fertile ground for construction of new
quantum codes. The use of hypergraphs has been fruitful in
subsystem codes as well and it would be interesting to study
homology of hypermaps in that context also [17]. Homology
of hypergraphs is considered with a different perspective in
[16, 17]. It seems that the notion of homology used therein
does not entirely coincide with that used in [13]. It would be
an interesting problem to relate the two.
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