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共役勾配系の反復解法を用いた
定常型 Navier-Stokes方程式の数値実験
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1.はじめに
建築潔境工学では，室内や建物周辺の外部空間も含め，
温熱環境の正しい性状把握と快適性のためのより高度な
制御が求められており，建物の計画と設計に資する目的
で，いくつもの計画例を対象に，空間の流れ溺を明らか
にする必要があるが，個々のケースに十分な期間や労力 ・
費用をかけていられないという時間上の，そして経済上
の制約がある。
こうした制約の中で，流れ溺を予測する一般的な方法
のひとつに流体の数値解析がある。流れ場が移流項を含
まない純粋鉱散の線形定常問題に対しては，支配方程式
の離散化により，問題を対称係数行列の連立一次方程式
に帰着でき，前処理として不完全cholesky分解を施し
た共役勾配 (ConjugateGradient，以下CGと略)法
を適用すれば，十分実用的な時間で，解が~.sられること
がわかっている 1)。
しかしながら，建物内外の流れ場にみられる移流拡散
問題に対しては，たとえ必要とされる解が定常状態のも
のであっても，解法の大半が TimeMarchingで計算
を行っており， 先の時間上の制約から， 3十~日寺閣の培大
がこの種の解法の難点のひとつとなっている。
松尾引は室内気流などを解く際，計算時聞を短縮する
目的でCG法を用いた定常型Navier-Stokes(以下，
NSと略)方程式の反復解法を提案し，乱流(んε)モ
デルへの適用')時も含めて，大幅な所要3十?，1時間の短縮
の可能性を示唆した。この手法では，運動方程式と連続
の式という性質の異なるふたつの方程式を速成させて解
くため，支配方程式を巡立一次方程式に帰省させた際の
係数行ダIJの条件性が悪化し，収束までに要する反復回数
が地大する。そこで収束促進のためにスケリーング係数
が羽入され，係数行列のバランシングが図られている。
貝塚 ・岡本4)$)は，このスケーリング係数と収束所要
時間の関係などについての詳細な数値実験例を報告して
るが，スケーリング係数の恩論的な性質は十分明らかに
されているとはいい難い。
また手法中に用いられるCG法は，係数行列の非対称
性のため，反復過程で正規型に変換しながら解くものが
採用されている日引が，周知のように非対称な係数行列
に対するCG法の系統には，共役残差 (ConjugateRe-
sidual.以下CRと略)法円 ・双対共役勾配 (Bi・Con-
j ugate Gradient，以下BCGと略〉法1)e) ・自乗Jt役
勾配 (ConjugateGradient Squared，以下CGSと
略)法')があり，これらは後に述べるように，係数行列
の前処理の利用を前提と した解法で，CG法に代えてこ
れらを松尾の定常解法に適用した報告はまだなされてい
ない。
そこで本報は府流場を対象に，総尾が導入したスケー
リング係数と係数行列の固有値との関係を探って.最適
スケーリング係数が固有値の密集化を怠味することを明
らかにするとともに，CRi法.BCG法 ・CGS法の適
用について，前処理の省効性やCG法との比較 ・倹討を
fTつ。
2.対象とする問題の記述と解法の概説
2. 1 定常NS方程式の定式化
非圧縮・粘性 ・等温場における 2次元層流を対象とし，
必尾引の手順に従って，基礎方粍式のうち運動方程式の
非線形(移流)項の一部を反復で求めた既知変数で置き
換え，さらに収束促進のためのスケーリング係数を導入
、 ，
?
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すると，次に示す逐次型の運動方程式と連続の式を得る0
2fL+12ι+ C _!_乙 -'V2u=0 [IJ 。x dY dx 
iιL+12L+cfL-vsu=O[2] 
θx δYθY 
Iθμδv 1 
C 1-一一+一一一1=0 [3 J l dx dy J 
ここに u，v，p 速度および庄カ
u"，vlt 固た回目の反復後の速度
C:収束促進のスケーリング係数
対象場をstaggered格子で分割し，上式に中心差分を
施すと， 対象場の格子上に定義された速度 μ仰向および
圧力 p，Ci， jは格子上の定義点の位置を表わす。図 l
参照)を未知変数とする連立一次方程式が得られる。
ぷコ
格子間隔
h 
Pij 。
ULJ 
。Pij+1
Pi+1j 。
図1.staggered格子と速度 Uij，vij，圧力Pijの定義点
AX'+I=b [4J 
ここに A，b 既知変数の係数行列，定数項ベクトル
Xh+1 未知変数の解ベクトル
係数行亨IJAおよび定数項ベクトルbは式 [IJ- [3J 
でh回目の反復から得られた速度成分以，v'で，解ベク
トルX.lt+lはCG法により式[4 Jを解いて得られる反復h
+ 1 回目の速度，圧力で構成される。係数行~IJA は，
式 [lJ[2Jに対応する部分が7項帯状，式[3 Jのそ
れは4項帯状に分布する疎行列であり，変数ベクトル
x.lr+Jの取り方によって，要索の配列も異なる。本報では
松尾2) 貝塚 ・岡本り日 と同様
X'+I = [cs(U) cs( V) cs(P) J [ 5J 
ここに cs(・) ・ブロック行列(・)の列展開
U， V，P : u"v" p，を要素に持つ行列
( 2 ) 
U V P 
eq. [1 J .・ミ.¥J-・a語・. ・2、e.b・.-晶~、・ .  --H.-、
"':' ・R.. -. 
・'.  .'，_ ':;! • "・"，，_ :" eq. [2 J :i・1，・.  2••• . - 
. ・m6，-ーn・.  2-.2 
九.・" .. 
"': '.・'.
-z 
.九... ・.-九 ". 2 .司 .2.
-z z. '.・.
~=:: '.・'.・.・... 
eq. [3 ] 
. 
図2.係数行列Aの非ゼロ要素の配置
とした。 その際の係数行列の要素の配置の様子を図2に
示す。
2. 2 収束判定
式 [4Jを解く CG法自身の反復を小反復，得られた
解を用いて式 [4Jを再構成し，たを更新する反復を大
反復とする。収束の判定は成替6)による栂対誤差
1 b_AX'+I 1い<ε1b 1凶 [6 J 
ここに 1・1舗=max( 1・1I・|… |・I) 
ε:精度(=10-')
あるいは松尾2) 員塚・岡本りによる絶対誤差
E(d.x)< E， I.(d.x)<ε， V(d.X)<E [7J 
ここに E(・)， V(・):期待値，分散の作用素
ムx=I X'+I -X川 ，ε。精度(=10-つ
があるが，本報では式 [6Jを用いる。
なお，本報に用いたインプリメントは，松尾，) 貝塚・
岡本叫引のものと異なり，疎行列Aは列/行インデッ
クス方式叫でベクトル状に記憶されている。 この方式
を用いた理由は三つあって，ひとつは後に述べる前処理
の応用に対する汎用性，ふたつ目は各種CG法系統の適
用性，三つ目が大きな格子分割に対する記憶容量の節約
性である。
3.収束促進対策の検討
3. 1 スケーリ ング係数と係数行列の固有値分布
スケリーング係数 Cと収束促進の効果については，
良塚・岡本4)叫が所要計算時間の詳細な比較を行ってい
る。本報でも格子9x 9， Reynolds数10の場合につい
て収束に要した反復回数を求めてみると図3となって，
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図3.スケーリング係数に対する収束反復回数
JHま・|制本・》日 の結果とほぼ一致する。解法に用いられ
ている共役勾配法の反復回数は， 一般に係数行列の固有
Ifli Aと深い関係があり，①a集固有偵を持つ行列，②単
位行列に近い行列の場合に速い収束を示すことが報告さ
れているけ。 そこで l回目の大反復時における式[4 J 
の係数行列の固有値分布をC=1.0-0.11こ対して求める
と図4-(a)となり，スケリーング係数Cが最適他0.2
-0.4に近づくにつれ固釘値がえ ー0.4-0.5付近に密集
していく僚子がわかる。このことからスケリーング係数
Cの効用は， 係数行列のl?il角-値の密集化であることが
示唆される。
3. 2 係数行列の前処理
CG法を適用する際，係数行亨IJAを
A=LU+R [8J 
ここに L，U 下三角，上三角行子1I
R:残余行列
と不完全LU分解できれば，式[4Jに代えて前処砲を
施した
[9 ] (LU) IAx川 =(LU)ーIb
ここに 1 逆行列作用系
を解くことになり ，R-;;;Oのとき(LU) I Aが単位行列
に近くなってわずかな反彼回数で収束することが知られ
ている 。ただし不完全LU分解は，LとUの取り万が
任怠なのでー窓に定まらず.かりにl¥leijerinkl 流に
A=LDU+R [10) 
ここに L，U:行列Aの下三角，上三角行手IJ
D:対角行列で要素は次エえを満たすもの
e. d， uν= p_ザ=uν [1J 
R:残余行子IJ
と分解すると，このときの係数行列(LU) I Aの固有備
は関4-( b)となり.約2/3の間有値がノルム lの大
きさに密集することがわかる。したがって，この前処理
3 j 
。
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(a) スケーリング係数 C=1-0.1の場合
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(b) Meijerink川流の不完全LU分解を施した湯合
図4.係数行列の問符値分布
を行えば，収束に必要な反復回数は確実に減少すること
が期待される。ただし，:¥1eijerink流の不完全LU分解
は係数行列の同行備のうち約 1/3が密集しないため町
大幅な反復回数の減少には結びつきにくい。そこで本報
では，Meijerink流の簡潔さを失わず.しかも反復回数
を大きく減じることのできるアルゴリズム実現のため，
新たな不完全LU分解を与えることにする。
いま解ベクトルを式 [5)とすると， 行71Aは対角要
素の約 1/3が穏となるので，それがかりに ι=1であ
るとして完全LU分解を施す。 この分解はMeijerink
imより計算量は問えるものの.係数行列の固有値はすべ
てノルム lの近辺に分布し，単位行列化が図れたことに
なる。この場合の反復回数は国3(図中の ILUCG参
照)に示されているが，前処理を施さないものに比べ，
かなり効果のあることがわかる。
4. 各種反復法の適用
4. 1 前処理なしのCG法系統の適用
先にも述べたように，非対称係数行列を持つ.iill立一次
(3) 
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Cを1.0-0.2と変化させた場合では， CG法がもっとも
反復回数が少ない。また小反復では， BCG法・ CGS
法はCG法と間程度であるが.大反復の収束がやや遅い。
CR法は大反復の初期において，小反復の収束に要する
回数が他法に比べー桁大きい。
スケリーング係数の効果はすべての方法に対し有効で，
小反復の回数の低減化に役立っている。
4. 2 前処理を施したCGi去系統の適用
前~・に縫案した対角のゼロ要素を 1 に置き換える不完
全LU分解，およびMeijerink流の不完全LU分解を
施した喝合を図5一(f)に示す。反復回数の少ない順に
CGS法・BCG法・CR法 ・CG法となり，前処理な
しのときと逆になることが判る。また反復回数も大幅に
減少し， CG法を除けば大反復・小反復ともー桁台とな
る。 Meijerink流の不完全LU分解も同織の傾向を示
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方程式の反復解法にはCR法1)・BCG法η 肘・CGS
法的があり，本来CG法は対称な係数行列のための反復
解法である。したがって， CG法で非対称行列を級うに
は，成書叫にもあるようにCG法の反復過程でATを作用
させ
ATA命令'=ATb
ここに T:転置作用素
のよう に，正規方程式へ変換して解かねばならない。 し
かるに上式の係数行列ATAは，行列A単独の条件性よ
りもさらに悪化するので，数値計算上問題が多い。他方.
CR法・ BCG法 ・CGS法は，反復過程に必要となる
補助ベクトルは増えるものの，転置行列の操作が一部不
要になるなどの利点をもっ(附録参照)。そこでこれら
とCG法との比較を行ってみたのが図5一(a)-(e)で
ある。 図をみると，前処理を施さずスケリーング係数
[12] 
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反
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の
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束
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数
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図5.各種反復法の収束に要する反復回数
(4) 
(c) 
永村.定常}也NS方程式 -115-
し，図5-(d)(e)と比べるとわかるように，最適ス
ケリーング係数を用いた湯合よりも少ない反復回数で収
束する。しかし，提案した不完全LU分解ほど顕著な反
復回数の減少はみられない。
5.まとめ
松尾の定常型NS方程式の数値解法に関し，収束促進
対策の検討と各種反復法の適用を試みたところ，本数値
実験の範囲では，つぎのことが明らかになった。
① 総尾が導入したスケリーング係数は係数行列の固有
f直を密集化する効果がある。
② 係数行列の不完どをしU分解は収束反復回数を大きく
低減させる。
③ 前処理なしではCG法がよく， CR法は小反復で，
BCG法・ CGS法l立大反復で収束が遅い。
④ 不完全LU分解を行った場合はCGS法， BCG法，
ついでCR法が極めて泌く収束することなどが判った。
⑤ 対角項のゼロ安紫を 1に置き換える本報の不完全L
U分解は，Meijerink流の不完全LU分解よりも速
く収束する。
また課題としては.;1IJ/行インデックス記憶方式にな
じんだ，しかも計算の容易に行える不完全LU分解のア
ルゴリズムの開発が残された。本報で行った計算例は限
られているが，今後，格チ分書IJを増やした場合や吹出口 ・
吸込口を移動させた場合などの検討を51続き行って行く
予定である。
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【附録】
本報に用いたCR法， BCG法， CGS法のアルゴリ
ズムを以下に示す。
(1) CR法
① 解ベクトルの初期値設定 x'= 0， k= 0 
②残差ベクトルの計算 r'=b-Ax' 
③ 修正方向ベクトル，および補助ベクトルの計算
p'=r'， q'=Ap' 
④伊，0')
α=一一」三一ー を計算。
(q・，q・)
⑤解ベクトルの更新工肘'=x'+αpk
⑥ 収束判定 1 r肘， 1 < E 1r' 1 
ここに y尉 ，=r'ー αq‘， ε 相対誤差
が成立すれば収束。
⑦ (Ar" '，0') β------ヨ を計算L
(q'，q') 
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⑧ 修正ベクトルの更新 p'"=，-'+' +β〆
q'+' =A，-'+' +βq' 
⑨ hニk+1として④へ戻る。
(2) BCG法
① 解ベクトル，およびその補助ベクトルの初期値設定。
x=x・'=0.k=O 
② 残差ベクトル，およびその補助ベクトルの計算。
r'=b-Ax'， r・'=b'-ATx・，b・=b
③ 修正方向ベクトル，およびその補助ベクトルの設定
0 ・，-p-=r-， p -=r 
④ (，-'.r・企)
α= を計算。
(p"，Ap') 
⑤ 解ベクトルの更新 x'+' =x'+αp' 
⑥ 残差ベクトル，およびその補助ベクトルの更新
，-'+' =，-'ー αAp'， r・ドJ=r._ αATp" 
⑦ 収束判定 1，.' 1 < e 1，-'1が成立すれば収束。
③ (r"+I.，-'+') 
β= を計算
(r・.，-')
⑨ 修正方向ベクトル，およびその補助ベクトルの修正
p'" =，-'+' +βp'， p・ドl=r."+t+βp・‘
⑪ k=k+ 1として④へ戻る。
(3) CGS法
① 解ベクトルの初期I1主役定 x'= 0， k= 0 
② 残差ベクトルの計算 r'=b-Ax' 
③ 補助ベクトルの設定 p'=r'，e'=r' 
④ (ro，〆)
α= を計算。
(〆，AP) 
⑤ 補助ベクトルの更新 h.什 =e'ー αAp'
⑥残差ベクトルの更新
，-'令'=〆一αA (e'+hド')
⑦ 収束判定 1r肘川1<ε1，-'1が成立すれば収束。
⑧ 解ベクトルの更新 xk刊 =xk+α(ek+hk+l) 
⑨ (r'.r肘，) 
β= を計算
(r' ，-') 
⑪補助ベクトルの更新 e'+' =，-'+'一βh肘 1
⑪ 修正方向ベクトルの更新
p'+' =e魚川 十 β (h'+' +βp') 
⑫ k=k+ 1として④へ戻る。
Summary 
In this paper， itis shown that optimization of scaling factor， introduced by Matsuo， transforms the scattering 
distribution of eiglen-values into the detlected one in a large and sparse system of steady Navier-Stokes equations 
with non-symmetric coefficient matrix， and that preconditioned co吋ugategradient (CG) like methods (e.g. conjugate 
residual method， bi-cor明gategradient method， and conjugate gradient squared method) are superior 10 non-precon4i・
tioned CG and CG-like methods. 
(6) 
