In this work, we derive a spatially resolved map of the line-of-sight velocity of the interstellar medium and use it, along with a second map of line-of-sight velocity from Paper I of this series, to determine the nature of gaseous spiral structure in the Milky Way. This map is derived from measurements of the 1.527 µm diffuse interstellar band (DIB) in stellar spectra from the APOGEE survey and covers the nearest 4-5 kpc of the Northern Galactic plane. We cross-check this new DIB-based line-of-sight velocity map with the map derived in Paper I and find that they agree. We then compare these maps with line-of-sight velocity maps derived from simulations of quasi-stationary density wave spiral structure and dynamic, or material, spiral structure in a Milky Way-like galaxy. While none of the maps derived from these simulations is an exact match to the measured velocity field of the Milky Way, the measurements are more consistent with simulations of dynamic spiral structure. In the dynamic spiral structure simulation that best matches the measurements, the Perseus spiral arm is being disrupted.
INTRODUCTION
There are two main models for how a differentially rotating galaxy can have long-lived spiral structure. The first is the stationary density wave model (SDW; Lin & Shu 1964; Shu 2016) . In the SDW model, spiral arms are global oscillatory modes of a stellar or gaseous disk. The group velocity of a wave does not have equal the velocity of the oscillating matter, so the arms can propagate without winding up. The second model for long-lived spiral structure is known as the dynamic, the transient and recurrent, or the material spiral structure model (Sellwood & Carlberg 1984) . Here, we will use the term "dynamic" to describe these models. In the dynamic spiral structure model, the pattern is corotating with the matter. Individual spiral arms form through a process such as swing amplification, wind up, and dissipate over one to a few Galactic rotation periods (Sellwood & Carlberg 1984; D'Onghia et al. 2013) . If the arm formation process is efficient, these dissipating arms are rapidly replaced, meaning that although individual spiral arms are short-lived, spiral structure in general is long-lived. It is not known whether the type of spiral structure in most spiral galaxies is SDW or dynamic. Evidence has been found for both models, sometimes in the same galaxies; see Shu (2016) for examples of evidence in support of the SDW model and Dobbs & Baba (2014) in support of the dynamic model. In this paper, we focus on the spiral structure of the Milky Way.
Since the 1950s, the consensus has been that the Milky Way has spiral arms in has spiral arms in gas, star formation, and young stars (Morgan et al. 1952; van de Hulst et al. 1954) The gaseous spiral arms are detected as contiguous features in − v diagrams and have been seen in H i-traced neutral gas (van de Hulst et al. 1954 ) and CO-traced molecular gas (Cohen et al. 1980) . Arms traced by young stars (e.g. Morgan et al. 1952; Xu et al. 2018 ) and star formation regions (e.g., Reid et al. 2014) are detected as contiguous overdensities in space. Emission from the gaseous arms can be detected out to large distances, including the far side of the Galaxy (Dame & Thaddeus 2011) , but their positions in space can only be inferred using indirect methods such as the kinematic distance method. The situation is reversed for the star forming arms -their positions in space are known directly, allowing measurements of arm properties such as pitch angles to be made, but the necessary observations are not available at large distances from the Sun. The measurable distribution of stars and star formation in , b, and d and of gas in , b, and v d can fit into the context of either model of spiral structure and cannot decisively distinguish between them. In this work, we investigate what can be determined about the Milky Way's spiral structure from the velocity field of its interstellar medium (ISM).
These two theories of spiral structure make different predictions for large-scale streaming motions, i.e. spatially coherent deviations from simple rotation. Spiral structure induces, and is produced by, streaming motions. These streaming motions should be particularly clear in the velocity field of interstellar matter, which is collisional and hence dynamically cold. In the SDW model, interstellar matter flows through a spiral arm or, equivalently, the overdensity of ISM that is an arm moves through the disk of the galaxy (Roberts 1969 ). An SDW arm is simultaneously accumulating matter from one side and losing it from the other in a flow that spans the entire length of the arm. In the dynamic model, gas converges on a spiral arm that is growing and is sheared or blown away (e.g., by stellar and supernova feedback) from a spiral arm that is winding up and dispersing (Baba et al. 2016 ). This convergence is thought to happen due to a combination of orbit crowding and the gravitational influence of the stellar component of the spiral arm. The SDW model predicts a global flow through each arm; the dynamic model predicts local flows converging or diverging from each arm. This distinction is why the velocity field of the ISM is a powerful discriminator.
To have a quantity that can be directly compared to a gas velocity field measurement, we have collected ten simulations of spiral structure in Milky Way-like galaxies. Five of these are SDW simulations and five are dynamic simulations. These simulations were tuned by their authors to match certain observations of the Milky Way but are not considered to be perfect matches. Our primary observable, the line-of-sight velocity of interestellar matter as a function of position in the Galaxy (which we call v d (x, y)), was not directly used to tune any of the simulations and so can be considered a prediction.
We construct empirical maps of the Milky Way's v d (x, y) field and compare them with predictions for v d (x, y) from the simulations. The maps are made using a collection of techniques we call "Kinetic Tomography" (KT). In Tchernyshyov & Peek (2017, henceforth TP17) , we developed a method for combining measurements of H i and CO emission in ( , b, v d ) space with the three-dimensional ( , b, d) reddening map of Green et al. (2015) to produce a map of v d ( , b, d ). We will call this method "gas and dust KT" (G&D KT) and the resulting map the G&D KT map. In TP17, we validated the G&D KT map in regions containing very dense gas. To discriminate between theories of spiral structure, we also need to be sure that the v d map is correct in more diffuse regions.
The main observational contribution of this work is a second map of the Milky Way ISM velocity field, which we will compare to the G&D KT map and simulations of spiral structure. This map is based on ISM absorption lines in spectra of stars with known distances. An ISM absorption line provides the sightline-integrated distribution of its carrier species with respect to v d . By taking differences between the optical depth profiles of the ISM along approximately the same sightline but with different terminal distances (i.e., different stellar distances), we can get a measurement of the average v d of the ISM between the endpoints of those sightlines. With enough background stars, a more sophisticated version of this procedure can be used to make a continuous map of v d . The absorption line we use is the 1.527 µm diffuse interstellar band (DIB) (Geballe et al. 2011; Zasowski et al. 2015, henceforth Z+15) in stellar spectra from the APOGEE survey (Section 2.1; Majewski et al. 2017) . APOGEE covers much of the Northern Galactic plane and, because it is a near infrared survey, can obtain high resolution, high signal-to-noise ratio spectra of distant, highly reddened stars. In the first half of this paper, we analyze DIB absorption in APOGEE spectra to produce a map of the local (i.e., non-integrated) line-of-sight velocity using a procedure we will call DIB KT.
The rest of the paper is organized as follows: In Section 2, we describe the datasets we use. In Section 3, we explain our map-making procedure, and in Section 4, we list and describe the simulations to which we compare our v d maps. In Section 5, we check the DIB KT map against the G&D KT map. In Section 6, we compare the DIB KT and G&D KT maps with v d maps from simulations and argue that the Milky Way has dynamic, rather than SDW, spiral structure. Finally, in Section 7, we conclude. Throughout this work, we assume a Sun-Galactic center separation of 8.5 kpc, a Galactic rotation rate of 220 km s −1 , and a motion of the Sun relative to the local standard of rest (LSR) of 12 km/s towards the Galactic center, 9 km/s in the direction of Galactic rotation at the Sun, and 7 km/s towards the North Galactic pole.
DATA
The new map of v d (x, y) is based on an analysis of absorption by the 1.527 µm DIB in APOGEE spectral residuals. We describe the APOGEE data and our procedure for selecting and reducing a subsample of the full APOGEE dataset in Section 2.1, the characteristics of the 1.527 µm DIB that make it useful for this sort of analysis in Section 2.2, and our procedure for obtaining distances to stars in our sample in Section 2.3. In Sections 2.4 and 2.5, we describe two prior measurements of the ISM velocity field. The first of these is the G&D KT v d ( , b, d) map derived from H i and CO emission and dust reddening derived in TP17 (Section 2.4). The second is collection of measurements of the velocities and parallax distances of high mass star formation regions (HMSFRs; Section 2.5).
APOGEE Spectra
We measure the 1.527 µm DIB profiles in spectra from the Apache Point Observatory Galactic Evolution Experiment (APOGEE; Majewski et al. 2017) , part of the Sloan Digital Sky Survey III (SDSS-III; Eisenstein et al. 2011 ) and SDSS-IV (Blanton et al. 2017) . This dataset comprises high-resolution H-band spectra and derived radial velocities (RVs), stellar parameters, and chemical abundances for ∼263,000 stars in the Milky Way (MW) and Local Group, released as part of SDSS Data Release 14 (Abolfathi et al. 2018 ). See Zasowski et al. (2013) ; Zasowski et al. (2017) for details of the APOGEE targeting selection, Nidever et al. (2015) for a description of the custom data reduction and RV pipeline, García Pérez et al. (2016) for details about APOGEE Stellar Parameters and Chemical Abundances Pipeline (ASPCAP), and Holtzman et al. (2015 Holtzman et al. ( , 2018 in press) for details about the data calibration and released data products. The DIB analysis in Z+15 used the synthetic spectra fits of ASPCAP to remove the stellar absorption lines from APOGEE spectra and isolate the interstellar absorption features ( §2.2). In this analysis, we instead adopt stellar spectral models generated by the Cannon (Ness et al. 2015; Casey et al. 2016 ), which we found to produce cleaner spectral residuals at lower SNR for a wide range of stellar types.
To train our data-driven model, we selected stars with high-quality spectra and reliable stellar parameters, requiring SNR ≥ 100, valid calibrated T eff and log g values, and that the METALS BAD, ALPHAFE BAD, and STARBAD flags not be set. We also required that the stars have Galactic latitudes |b| ≥ 60
• , that the spectra have been observed with the Sloan Foundation 2.5-meter telescope rather than the NMSU 1-meter telescope to ensure consistency with the rest of the sample, and that the stars not have a significant DIB detection in the DIB feature catalog of Z+15. The |b| limits and quality criteria ensure that our spectral training set does not contain DIB signatures or significant noise that would be carried into the test set's spectral models. Even though the interstellar and stellar absorption lines are theoretically independent and come from physically distinct sources, some correlation at the pixel level is expected due to the selection-induced correlation between, e.g., DIB strength and stellar temperature; stars need to be more luminous, and hence cooler, to be seen at large distances and behind large amounts of interstellar material. Thus, eliminating as much DIB contamination as possible from the training set is critical to creating the cleanest residual profiles for this analysis.
The criteria above yielded a training set of 8900 stellar spectra. We trained a four-label Cannon model (T eff , log g, [M/H], and [α/M]) on these spectra using the "Annie's Lasso" version of the Cannon 1 . We then applied this model to all midplane DR14 spectra (with |b| ≤ 1 • ) and generated best-fit spectra for each sightline, in addition to the computed stellar labels. The ratio of each observed spectrum with its Cannon-derived counterpart is the residual spectrum in which we identify DIB absorption. Of the full |b| < 1
• sample, we keep the 17546 stars for which this instance of the Cannon finds non-null values for all four stellar parameters.
2.2. The 1.527 µm Diffuse Interstellar Band The 1.527 µm DIB was discovered by Geballe et al. (2011) in heavily-reddened sightlines towards the Galactic Center. It is the strongest DIB in APOGEE's 1.5 − 1.7 µm wavelength range. Z+15 measured this feature along ∼60,000 APOGEE sightlines throughout the Northern sky, deriving its empirical rest wavelength (λ 0,vac = 1.5274 µm) and the relationship between its equivalent width (W DIB ) and dust reddening. Cox et al. (2014) studied this feature towards a small sample of early-type stars with a range of foreground extinction, and Elyajouri et al. (2016) extracted and characterized profiles of this DIB from spectra of ∼6700 early-type stars in the APOGEE dataset.
Three characteristics of the 1.527 µm DIB make it particularly useful for an analysis of the ISM velocity field throughout the Galactic plane. Because its rest wavelength is in the near infrared, where the impact of dust extinction is much weaker than at optical wavelengths (A(H)/A(V ) ≈ 0.17; e.g., Schlafly & Finkbeiner 2011) , the DIB can be measured towards stars behind dense molecular gas and/or very long columns of diffuse ISM. This property enables us to detect the DIB and map the ISM velocity field out to large distances from the Sun. The equivalent width of the DIB is a nearlinear tracer of A(V ) at interstellar extinctions typical of even the dusty inner Galactic disk and bulge (Z+15). Elyajouri et al. (2017) find that this linear relationship cannot be applied in clouds with volume density n H 10 5 cm −3 such as the Barnard 68 Bok globule. Fortunately, clouds this dense comprise only a small fraction of the volume of the interstellar medium, which permits us take advantage of the more typical linear behavior for the large-scale mapping performed here. Finally, the intrinsic profile of the 1.527 µm DIB is symmetric and consistent. If the band were asymmetric, this asymmetry would need to be modeled and the degree of asymmetry would be degenerate with the actual value of the velocity field. This degeneracy is not present when the DIB is symmetric.
To demonstrate that the 1.527µm DIB contains meaningful and non-trivial information about the ISM velocity field, we show the equivalent width and first moment of the DIB feature towards all of the stars in our sample in Figure 1 . For comparison, we also show the integrated velocity field one would expect from a flat 220 km/s rotation curve and a uniform-density ISM. There are clear differences between the measured and expected sightline-integrated velocities.
Stellar distances
Our analysis requires an estimate of the distance to each star in the sample. We use a combination of spectrophotometric distances from the APOGEE DR14 red clump catalog (Bovy et al. 2014 ) and the DR14 distance Value Added Catalogs (Santiago et al. 2016; Wang et al. 2016, and Holtzman et al, in prep) and parallaxes from Gaia DR2 (Gaia Collaboration et al. 2016 . We collected parallaxes for all APOGEE sources in our sample using the Gaia DR2-2MASS precomputed crossmatch table (Salgado et al. 2017; Marrese et al. 2018) .
We combined spectrophotometric distances with parallaxes using a simplified version of the approach described in McMillan et al. (2018) . The spectrophotometric distance d sp and its (assumed Gaussian) uncertainty σ sp can be thought of as providing a prior for the "true" distance d and the parallax , and its uncertainty σ can be thought of as providing a likelihood for given d. The posterior probability distribution for d is then given by the expression
where δ = 0.029 mas is the parallax zero point offset given in Luri et al. (2018) (2018) include stellar parameters, which are covariant with the spectrophotometric distance, in this expression. As we do not have the necessary probability density functions for any of the distance catalogs we use, we assume d sp and σ sp provide a sufficient description of the distance probability density function.
There can be multiplicative shifts between the calibrations of distance estimates from different sources. To infer the value of these shifts between the Gaia DR2 distances and the Bovy et al. (2014, RC) , Santiago et al. (2016, BPG) , Wang et al. (2016, NAOC) , and Holtzman et al (in prep, NMSU) spectrophotometric distances, we modify Equation 1 to include a shift term a ≡ d/d and an excess variance term σ ext :
The shift and excess variance terms are assumed to be the same for all spectrophotometric distances determined using a given method. The per-star variables are given a subscript i to indicate that they vary from star to star. To avoid complications from unmodeled systematics, we only use stars with parallax signal-to-noise ratios /σ > 25 and with nominal parallax and spectrophotometric distances that are less than 2 kpc. We evaluate Equation 2 for each star in this subset from a given method over a grid with d i ranging from 0 to 10 kpc in steps of 0.1 kpc, a ranging from 0.8 to 1.2 in steps of 0.002, and σ ext ranging from 0 to 0.5 kpc in steps of 0.01 kpc. We then integrate over each d i and over σ ext to get a probability density function for a.
The expected value and standard deviation of a for each method is shown in Figure 2 .3. The RC shift has a greater uncertainty than the shifts for the other methods because few stars in the RC catalog are within 2 kpc of the Sun. Because they are mutually consistent, we use the NMSU and RC distances. We combine the NMSU and RC catalogs with the DR2 parallaxes using the following procedure:
• If a star has an RC distance and a parallax, shift the RC distance using a RC and combine the result with the parallax using Equation 1 Conversion factors between Gaia DR2 distances (with parallax zero point correction) and four spectrophotometric distance estimation methods from the APOGEE DR14 Value Added Catalogs. The procedure for estimating this conversion factor is described in Section 2.3 .
• If a star has an RC distance but no parallax, shift the RC distance using a RC . (53 stars)
• If a star has an NMSU distance and a parallax but no RC distance, shift the NMSU distance using a N M SU and combine the result with the parallax using Equation 1. (13226 stars)
• If a star has an NMSU distance but no parallax or RC distance, shift the NMSU distance using a N M SU . (990 stars)
The shifts used are the expected values shown as points in Figure 2 .3.
In TP17, we presented a method for mapping the ISM velocity field using measurements of dust reddening and CO and H i emission. This method was based on matching the amount of dust in voxels of a 3D dust map (Green et al. 2015) with velocity components in a 3D gas emission cube under certain restrictions on the shape of the resulting velocity field. We will be using the ISM velocity map produced in that work (the gas and dust, or G&D, KT map) to check the DIB-derived velocity map. The two maps were produced using entirely different datasets and methods and should therefore have different systematics, meaning that features of the velocity field that are the same in both maps are most likely real.
The G&D KT map is 3D and in spherical coordinates while the DIB KT is 2D and in Cartesian coordinates. We project and regrid the G&D KT map onto the DIB KT coordinate frame using ISM density-weighted averaging.
The Reid et al. high mass star formation regions
R+14 published complete 6D phase space information -on-sky positions, parallax distances, lineof-sight velocities, and proper motions -for 103 high mass star forming regions (HMSFRs). In TP17, we used these HMSFRs to test the accuracy of the G&D KT map. In this work, we will use them to delineate the locus of dense gas and enhanced star formation in the Perseus and Local spiral arms.
3. KINETIC TOMOGRAPHY WITH THE 1.5 µm DIB We generate a map of v d (x, y) by modeling differences between the DIB spectra (the residual spectra of Section 2.1) of pairs of stars with small angular and line-of-sight distance separations. These DIB difference spectra are an approximation to the derivative of the DIB carrier optical depth distribution τ DIB ( , b, d, v d ) with respect to distance,
. The key assumption of our method is that
has a fixed profile, though not necessarily a fixed amplitude, over small regions of space. We assume this profile is a Gaussian function in v d . Our method consists of two parts: assigning pairs of sightlines to pixels in the Galactic (x, y) plane (Section 3.1) and inferring each pixel's dτ DIB dd profile (Sections 3.2 through 3.6).
Pixel assignment
Assigning pairs of sightlines to pixels also consists of two parts. First, we find pairs of stars whose angular separation δ is less than some threshold δ max . The smaller a pair's δ, the more likely it is that that pair's DIB difference spectrum consists mostly of DIB absorption from ISM between the stars rather than from differences in the spatial distribution of the foreground ISM. The smaller the adopted δ max is, the purer the DIB difference spectra will be; the greater δ max is, the more accepted pairs there will be.
We then divide the Galactic plane into square pixels in x − y and assign the pairs with δ ≤ δ max to at most one pixel. A pair of stars is assigned to a given pixel if the probability p(> 0.5 × path ∈ pixel) ≡ p pair, pix is greater than a threshold p min . To compute this probability for a given pair of stars, we generate realizations of the path between the stars according to the stars' distances and distance uncertainties. For each realization, we compute the fraction of the path that falls within each pixel. We then combine the realizations by computing p pair, pix , the fraction of the realizations in which more than half of the path falls within each pixel. If there is a pixel for which p pair, pix > p min , the stellar pair is assigned to that pixel. If there is no such pixel, the pair is not used.
This pixel assignment procedure depends on three parameters: the maximum angular separation δ max , the pixel sidelength ∆x ≡ ∆y, and the minimum probability p min . For our final v d (x, y) map, we set δ max = 0.3
• , ∆x = 10 /21 kpc, and p min = 0.5. These parameter choices represent a tradeoff between the purity of the DIB difference spectra and pixel assignments and the number of DIB difference spectra available for analysis. As we will show in Section 5, varying these parameters over a reasonable range does not significantly change the resulting v d (x, y) map.
Likelihood function
Once the stellar pairs have been assigned, we use Bayesian inference to determine v d for each pixel. This inference involves four separate models:
• A pixel-level model (Section 3.3), which is used to determine v d for each map pixel.
• A model that uses (non-difference) DIB spectra towards nearby stars to determine the distribution of DIB widths (Section 3.4). The width of the DIB is not constant but some widths are more common than others. Including this information as a prior improves the precision and accuracy of the pixel-level solution.
• A model that uses all pairs of sightlines that have been assigned to any pixel to determine the distribution of DIB difference spectrum uncertainties (Section 3.5). As with the DIB width, the noise level of the spectra is not constant but also not uniformly distributed.
• A model for determining whether a DIB difference spectrum is an outlier (Section 3.6). Some spectra contain extraneous features, such as imperfectly modeled stellar lines, which degrade the quality of the v d modeling. Removing these spectra increases the precision and accuracy of the pixel-level solution.
In principle, these models could be combined into a large single model. To simplify computation, we have kept them separate. All four models are based on the same likelihood function. Given a pair of DIB spectra f 1 (v) and f 2 (v), we assume the corresponding DIB difference spectrum y ≡ f 1 (v) − f 2 (v) can be described as the sum of a Gaussian function a × f (v; v d , σ 2 v ) with amplitude a, center v d , and standard deviation σ v ; a constant offset b; and independent Gaussian noise with standard deviation σ y . We include the constant term b because the DIB-free region of the DIB spectrum can be slightly offset from zero due to imperfect modeling of the stellar spectrum. The likelihood function for y given these assumptions is
where
v ) + b and standard deviation σ y evaluated at the velocity of the ith pixel v i .
Pixel-level model
In the pixel-level model for v d , we assume that all DIB difference spectra that have been assigned to the same pixel have the same v d and σ v but that each DIB difference spectrum has its own ampliutde a, offset b, and noise level σ y . Our priors on a and b are Gaussian distributions with mean 0 and standard deviations σ a = 0.5 and σ b = 0.01. This prior on a is essentially uninformative because the maximum amplitude of a DIB difference spectrum in our sample is approximately 0.25. The prior on b is based on a by-eye estimate of the typical continuum offset. For most y, changing σ b from 0.01 to 1 does not appreciably change the posterior probability distribution for v d . Our prior on the uncertainty of y is parametrized in terms of the precision τ y ≡ 1/σ 2 y rather than the standard deviation σ y . The prior on τ y is a truncated gamma distribution with range 1 to 20000, shape parameter α = 1.47, and rate parameter β = 0.95. We use a truncated, rather than full, gamma distribution because we marginalize over τ y using numerical integration on a fixed (and finite) grid. The shape and rate parameters of the prior on τ y are set in Section 3.5.
The likelihood of the M DIB difference spectra y 1 , y 2 , . . . , y M that have been assigned to a single pixel, given the pixel-level parameters, is
The integrals over the amplitudes a j and offsets b j have an analytic solution, which we give in Appendix A. The integral over σ y,j is done numerically.
The
is the line-of-sight velocity corresponding to rotation according to our fiducial rotation curve at the center of each pixel. The prior for σ v is a truncated log-normal distribution with range 10 to 50 km s −1 , mean parameter m = 3.44 and standard deviation parameter s = 0.17. These parameters are set in Section 3.4. The posterior probability for v d in the pixel-level model is then
The integral over σ v is done numerically.
Setting the σ v prior
We set the parameters of the prior on σ v by modeling the distribution of widths of DIB absorption towards stars within 1 kpc of the Sun. The pathlength between the Sun and each of these stars is comparable to the typical pathlength between the stars in pairs assigned to a pixel. The width and amplitude of the total DIB absorption towards these stars should therefore be comparable to the absorption in a DIB difference spectrum y. We set the σ v prior parameters using these (nondifference) DIB spectra, rather than DIB difference spectra, for two reasons. First, the non-difference spectra will usually have a higher signal-to-noise ratio than the difference spectra. Second, we know that the DIB absorption towards a nearby star comes from the path between the Sun and that star, while the absorption in a DIB difference spectrum may, despite our assumptions, be partially corrupted by a mismatch between the foreground DIB absorption towards the corresponding pair of stars.
The model for these nearby stars uses the same likelihood function as the pixel-level model (Section 3.3) but has some different priors and a different model structure. The prior on the Gaussian amplitude a has the same standard deviation as in the pixel-level model but is now a half-normal distribution rather than a normal distribution because the sign of the DIB absorption should be positive. The prior on the offset b is still a normal distribution but has a smaller standard deviation, σ b = 0.01/ √ 2, because the standard deviation on the baseline of a single DIB spectrum should be a factor of √ 2 smaller than the standard deviation on the baseline of the difference of two DIB spectra. The prior on σ y is a gamma distribution over 1/σ 2 y with parameters α and β , which are allowed to vary. We do not use the same σ y prior as for the pixel-level model because the noise properties of single DIB spectra towards nearby stars will be different from the noise properties of DIB difference spectra of stars from a wider range of distances. The prior on v d is defined as before, v d,rot ± 40 km s −1 , but v d,rot is evaluated at the location of the star rather than at the center of a pixel. The prior on σ v is a log-normal distribution with mean parameter m and standard deviation parameter s, which are allowed to vary. Unlike in the pixel-level model, each sightline has its own v d and σ v which are marginalized over separately for each star rather than in a tied way for a collection of stars.
The posterior probability distribution for m and s in this model is
where the y j are now just DIB spectra rather than DIB difference spectra. Priors on m, s, α, and β are uniform distributions between −∞ and ln 70, 0 and 10, 0 and +∞, and 0 and +∞. The integrals over v d and σ v are done numerically on a fixed grid. We draw samples from the distribution over m and s and integrate over α and β using the emcee implementation of the affine-invariant ensemble sampler for Markov chain Monte Carlo (Foreman-Mackey et al. 2013) . The means and standard deviations of the distributions of m and s are 3.44 ± 0.02 and 0.17 ± 0.02.
We have repeated this procedure using all stars within successively smaller volumes around the Sun: d < 0.9, 0.8, 0.7, 0.6, and 0.5 kpc. For all cases except 0.5 kpc, the mean values of m and s are the same as that of d < 1 kpc to within the standard error on the mean of each parameter. For the 0.5 kpc case, there are not enough observations to provide much of a constraint on m or s. The standard deviations of the m and s distributions are over 50 and over 5, respectively. We use the mean values of the 1 kpc m and s distributions for the prior on σ v in the pixel-level model (Section 3.3).
Setting the σ y prior
We apply a similar procedure to all of the DIB difference spectra to set the parameters of the prior on σ y . We assume that anything that is not captured by our usual model for a DIB difference spectrum, a single Gaussian superimposed on a constant baseline, is noise. As in the procedure for determining the prior on σ v , we assume each DIB difference spectrum has its own v d and σ v . Our prior on each v d is once again v d,rot ± 40 km s −1 , where we evaluate v d,rot at the center of the 0.5 × 0.5 kpc pixel to which the stellar pair in question has been assigned. The priors on a, b, and σ v are the same as in the pixel-level model (Section 3.3).
With these priors and model structure, the posterior probability distribution for α and β is
The priors on α and β are uniform distributions between 0 and +∞. The marginalization over v d and σ v is done numerically on a fixed grid. We draw samples from the posterior probability distribution for α and β once again using the affine-invariant ensemble sampler implemented in emcee. The means and standard deviations of these distributions are 1.47 ± 0.04 and 0.95 ± 0.03. We use these mean values as the parameters of the σ y prior in the pixel-level model (Section 3.3).
Deciding if a difference spectrum is an outlier
Many of the DIB spectra contain spurious absorption and emission features. These features are the result of imperfect modeling of stellar, telluric, and sky emission lines but are mistaken to be (possibly quite strong) DIB absorption by our simple model. Including DIB difference spectra with these sorts of features in pixel-level inference without expanding the model to include them will degrade the quality of the v d (x, y) map. While we do not have a model for these features, we do have a way of identifying these contaminated DIB difference spectra.
Stellar, telluric, and sky lines tend to be narrower than DIB absorption and, unlike DIB absorption, can be centered at unphysical velocities in the DIB velocity frame. The Gaussian parameters that best describe these contaminants are disfavored (in the case of σ v ) or outright excluded (in the case of v d ) by our informative priors. A contaminated spectrum should therefore be better described by a Gaussian + baseline model with a flat prior on σ v and a broad, flat prior on v d than by a model with our informative priors. We show these informative priors on v d , σ v , and σ y and flat priors over the same range on v d and σ v in Figure 3 .
To determine whether a given DIB difference spectrum is better described by an model with informative priors or flat priors on the Gaussian parameters, we marginalize over all parameters with the two sets of priors to get two marginal likelihoods, p(y) inf and p(y) flat , for each model. The probability that the model with informative priors is a better description of the DIB difference spectrum is then
where we have implicitly assumed that the informative prior and flat prior models are equally likely a priori. We show the distribution of p(informative) among all DIB difference spectra that were assigned to any pixel in Figure 4 along with some example DIB difference spectra from four different p(informative) ranges. We assume all DIB difference spectra with p(informative) > 0.5 are uncontaminated. These are the spectra we use to derive the v d (x, y) map (Section 5) using the pixel-level model described in Section 3.3.
COMPARISON SIMULATIONS
To help interpret the G&D KT and DIB KT v d (x, y) maps, we compare them with v d (x, y) maps derived from simulations of gas flow in disk galaxies with spiral structure. These simulations fall into two broad classes -those with a fixed background potential, corresponding to the SDW model, and those with a dynamically evolving background potential, corresponding to the dynamic model.
Both classes of simulation follow the flow of ISM in a gravitational potential that is set mostly by dark matter and stars. In the first class, the evolution of the stellar distribution is described analytically. For example, the stellar distribution can be described as a linear spiral density wave or as a stable bar-induced spiral. In the second class, the stellar distribution evolves in the same gravitational potential as the gas. We consider five SDW simulations (Section 4.1) and five dynamic spiral structure simulations (Section 4.2).
From each simulation, we compute a flat rotation-subtracted v d (x, y) map. These v d (x, y) maps are initially computed at the native resolution of each simulation and then degraded to the resolution of the KT maps using surface density-weighted averaging. We obtain the rotation rate by taking the mean of the (galactocentric) azimuthal velocity of the simulated ISM in an annulus centered on the (simulated) galactic center. The annulus extends 0.5 kpc inward and outward from the galactocentric radius of the observer. We use a flat rotation curve with a rotation rate appropriate for the location of the observer to match what we have done for the KT-derived v d (x, y) maps. Computing a radially varying rotation curve from the simulated velocity field would be trivial but would erase features from the simulated v d (x, y) maps that could potentially be present in the KT-derived v d (x, y) maps.
Stationary density wave simulations
All five of the SDW simulations include spiral arm-like perturbations, but they differ in the number of arms, the properties of the arms, the presence of a bar, and the properties of the bar. Four of the simulations come from Pettitt et al. (2014) and one comes from Li et al. (2016) . For each set of simulations, we describe below the shape of the perturbing potential, the included physics, and the solution method used for evolving the equations of hydrodynamics. 4.1.1. Pettitt et al. (2014) Pettitt et al. (2014) made a suite of simulations in an attempt to reproduce the Galactic CO − v diagram. Here, we examine the four simulations shown in their Figure 25 . These simulations are available at http://hdl.handle.net/10871/15057; we received useful advice on orienting them from the authors (Pettitt 2017, private communication communication) . The axisymmetric part of the potential consists of bulge, halo, and disc terms with amplitudes tuned to reproduce the Sofue (2012) rotation curve. There are four different perturbing potentials, combining two-and four-armed logarithmic spiral perturbations with bars of two different strengths. While the general purpose of the work was to reproduce spiral features in the − v diagram, it was found that no one simulation was perfect; these four simulations reproduce some, but not all, of the known − v diagram features. The simulations should be thought of as Milky Way-like rather than as best fits to the Milky Way data. We will refer to these simulations as P-SDW1 through P-SDW4.
The simulations are computed in 3D and include compressible, inviscid gas hydrodynamics with an adiabatic equation of state, simplified H 2 and CO chemistry, and ISM heating and cooling. They do not include star formation feedback or gas self-gravity. The equations of motion are solved using smoothed particle hydrodynamics. ISM state variables such as temperature and chemical composition are tracked and evolved independently for each particle.
Li et al. 2016
Li et al. (2016) were aiming to reproduce features from l-v diagrams, in particular inner-Galaxy features such as Bania's Clump 2 and the details of the molecular ring (Scutum-Centaurus arm). We received a snapshot of the simulation shown in Figure 2 of Li et al. (2016) directly from the first author (Li 2017, private communication) . Their potential is built from a bulge model from Portail et al. (2015) , a nuclear bulge component, four logarithmic spiral arms based on the star formationtraced arms defined in R+14, and a long bar component. This simulation was tailored to match the R+14 spiral arms and so can be expected to be a more accurate estimate of the density and velocity field of the Milky Way than any of the Pettitt et al. (2014) simulations. We will refer to this simulation as L-SDW.
This simulation is computed in 2D and includes compressible, inviscid gas hydrodynamics with an isothermal equation of state. It does not include star formation, gas self-gravity, chemistry, or heating and/or cooling. The equations of motion are solved using a finite volume method on a fixed Cartesian grid.
Dynamic spiral structure simulations
In addition to the five stationary density wave simulations with fixed potentials, we also consider five dynamic spiral structure simulations with live, evolving potentials. In these simulations, the stellar spiral and bar perturbations form spontaneously from an initially cylindrically symmetric configuration. These spiral perturbations are not stable. Over the course of a simulation, a given arm will form, persist for some time, and then dissipate. The presence of spiral structure, however, is stable: individual arms may form and dissipate, and the number of arms may change, but at any given time, there will be morphologically obvious spiral structure. Characteristics of this spiral structure such as the average number of arms, their amplitude above the baseline, and their typical lifetime are set by the disc-to-halo mass ratio (Sellwood & Carlberg 1984) . We describe the initial conditions and included physics in more detail below. In all cases, the simulations are 3D, the live stellar component is simulated using N-body techniques, and the gas component is simulated using smoothed particle hydrodynamics. 4.2.1. Kawata et al. 2014 The Kawata et al. (2014) simulation is meant to have Milky Way-like stellar, gaseous, and dark matter masses. We received a snapshot of this simulation directly from the first author (Kawata 2017, private communication communication) . This particular snapshot was chosen because it has a spiral arm and bar that roughly line up with the Perseus arm and Galactic bar. It is not meant to reproduce specific features of the Milky Way in detail. We will refer to this simulation as K-D.
The dark matter halo is assumed to be static and there is no bulge component. The simulation includes metal enrichment, ISM heating and cooling, self-gravity, density threshold-based star formation, stellar (wind) feedback, and supernova feedback. This is the only simulation we consider that includes star formation and feedback. Supernova-driven features appear in the simulation's equivalent of the Perseus arm, though we do not compare features between the simulations and observations at that level of detail.
Pettitt et al. 2015
The Pettitt et al. (2015) simulations were made in order to accurately reproduce the Milky Way CO − v diagram, particularly away from the nuclear region. Runs with seven different initial and static mass distributions were performed. Among all snapshots of these seven simulations, the four best matches to the observed CO − v diagram were chosen. These best matches are shown in Figure 10 of Pettitt et al. (2015) . We received the snapshot files directly from the first author (Pettitt, private communication) . We will refer to these simulations as P-D1 through P-D4.
As stated in Pettitt et al. (2015) , the best matches come from simulations with a static dark matter halo and a live stellar bulge and disc. The simulations include the same basic H2 and CO chemistry and ISM cooling and heating as the Pettitt et al. (2014) simulations. They do not include gas self-gravity or star formation.
RESULTS
The primary result of this work, a planar map of v d (x, y) derived from DIB absorption, is shown in the bottom right panel of Figure 5 . The DIB KT map and planar version of the G&D KT map are available at 10.7910/DVN/UPJM6D. We compare the DIB KT map with the v d (x, y) maps derived from simulations of spiral structure in Section 6. In the current section, we demonstrate that the DIB KT v d (x, y) map does not strongly depend on the parameters of the map-making method (Section 5.1) and compare the DIB KT and G&D KT v d (x, y) maps (Section 5.2).
Parameter choices
Once star pairs have been assigned to pixels, DIB KT is essentially self-calibrating. We describe this self-calibration in detail in Sections 3.4, 3.5, and 3.6. The procedure for assigning star pairs to pixels depends on three parameters for which we do not have a self-calibration scheme. These are the pixel sidelength ∆x, the maximum angular separation between stars in a pair δ max , and the minimum value p min of p pair, pix required for a pair to be assigned to a pixel.
One way to test our choice for ∆x is to compare the uncertainties on the DIB-derived v d (x, y) map to the sub-pixel variance of the simulated v d (x, y) maps at different pixel sizes. The subpixel variance is the variance of the distribution of velocities in a pixel. As pixel size increases, the p min =0.7 Figure 6 . The effect of varying one map-making parameter at a time on the DIB KT velocity map. In each row, the map made using the adopted parameters is indicated with a box. Top: Map pixel size in kpc. Middle: Maximum angular separation between stars in a sightline pair. Bottom: Minimum p pair, pix required for a sightline pair to be assigned to a pixel. See Section 3.1 for an in-depth description of these parameters and their role in DIB KT.
uncertainties decrease and the sub-pixel variances increase. Assigning a single velocity to a pixel is an approximation whose accuracy can be described by the sub-pixel variance. When the v d uncertainty is smaller than the sub-pixel variance, the v d estimate error is dominated by the limitations of the approximation. Figure 7 compares the median uncertainty of the DIB-derived v d (x, y) map to the median amount of sub-pixel variation in two of the simulations we consider, the Li et al. (2016) spiral density wave (L-SDW) and the fourth Pettitt et al. (2015) spiral density wave (P-SDW4) simulations. Because the L-SDW simulation has the strongest velocity contrasts among the simulations we consider, it also has the greatest amount of sub-pixel variation. The P-SDW4 simulation has the weakest velocity contrasts and therefore has the smallest amount of sub-pixel variation. If we want to be able to confirm or rule out the P-SDW4 simulation, we should pick a pixel size such that the typical uncertainty is not significantly greater than the typical amount of sub-pixel variation. Conversely, it is not useful to pick a pixel size for which the typical uncertainty is significantly smaller than the typical amount of sub-pixel variation.
A second way to motivate a choice for ∆x is to compute the area of the v d (x, y) map as a function of pixel size. Decreasing the size of the pixels reduces the number of usable star pairs, since it requires pairs of stars to have more precise distances and smaller separations in order to be assigned to a pixel. This in turn tends to reduce the area over which there are pixels with a sufficient number of pairs of stars to measure v d . We show how the area depends on the pixel size in Figure 7 .
A ∆x of 10 ⁄22, 10 ⁄21, or 10 ⁄20 kpc would be reasonable according to both of these metrics. We use a ∆x of 10 ⁄21 kpc. In Figure 6 , we show v d (x, y) maps derived assuming five different pixel sizes. While the area of the maps decreases as the pixel size gets smaller, there is no substantive change in the features of the velocity field. In the same Figure, we also show how the v d (x, y) map changes as a result of varying δ max and p min . As with ∆x, there is no substantive change except for a decrease in the area covered by the map.
Comparing DIB KT and G&D KT
We can check the DIB KT map by comparing it to the G&D KT map. Both KT techniques measure the same quantity, v d (x, y), but use completely different dataset and techniques. One simple way to compare the two maps is to directly compare the velocities they assign to pixels where they overlap. This comparison is shown in Figure 8 . While there are points where the maps do not agree by an amount that is greater than what we would estimate is the uncertainty on either measurement, the two maps agree on average -the slope of the maximum-likelihood linear relation between values from the two maps is consistent with unity.
In addition to being pointwise consistent on average, the maps contain the same qualitative velocity features. We highlight four major features in the KT maps in Figure 5 : a receding (red) region in the 1st quadrant, an appproaching (blue) region in the near part of the 2nd quadrant, a receding or zero velocity region in the far part of the 2nd quadrant, and a receding or zero velocity region in the 3rd quadrant. The locations and shapes of these features are almost identical in the two maps. The main differences between shapes of velocity features are in the 1st quadrant, where we expect the G&D KT map to be less accurate than in the outer galaxy. The Green et al. (2015) dust map, which is the source of distance information in G&D KT, is accurate to greater distances in the lower-average-density outer Galaxy than in the higher-average-density inner Galaxy. The gas emission cubes, which are the source of velocity information in G&D KT, are more confused in the Figure 8 . The rotation-subtracted velocities assigned to each pixel by G&D KT (x-axis) and DIB KT (y-axis). The black line is the best-fit linear relation, the gray filled area is the 95% confidence interval for the linear relation, and the orange line is a one-to-one relation. inner Galaxy than the outer Galaxy since gas at a given velocity can be located at two very different distances. These possible issues are explored in more detail in Section 4.2 of TP17. We conclude that the two KT maps are mutually consistent.
DISCUSSION
As can be seen in Figure 5 , none of the simulations provide an exact match to our inferred velocity field. The two simulations which come closest to reproducing the KT velocity field are P-D1 and P-SDW3. We will argue below that the differences between P-D1 and KT are reasonable and not unexpected in the dynamical spiral structure model while the differences between P-SDW3 and KT are insurmountable in the SDW model. Furthermore, we will argue that these differences have to be present in any stationary density wave ISM velocity field. KT is strongly inconsistent with the SDW model but can be consistent with a dynamic spiral structure model in which the Perseus arm near the Sun is in the process of dissipating.
The simplest way to quantitatively compare two maps is to compare their values point by point. We do this point by point comparison by computing the Spearman correlation coefficient between each of the KT-derived v d (x, y) maps and each of the simulated v d (x, y) maps. These coefficients are shown in Figure 9 . An identical pair of maps would have a correlation coefficient of 1. A map and its opposite, i.e. the result of multiplying each v d value by -1, would have a correlation coefficient of -1. The two simulated maps that most closely resemble the DIB and G&D KT maps according to this metric are P-D1, a dynamic spiral structure simulation from Pettitt et al. (2015) , and P-SDW3, a spiral density wave simulation from Pettitt et al. (2014) .
Point by point comparisons such as this correlation coefficient ignore spatial structure and can be confused by small spatial shifts. To better understand the similarity and dissimilarity of maps, we look at features of the map that could be driving these coefficients. Major features in the KT maps include: an approaching region in the near part of second quadrant, a receding region in the first quadrant, and minimal streaming in the third quadrant. P-D1 and P-SDW3 contain all of these features. P-D2 and P-D4 have negative correlation coefficients because they have an approaching region in the near part of the second quadrant and an approaching region in the 3rd quadrant. Simulations such as L-SDW and K-D agree in some parts (near part of the second and first quadrants, respectively) but disagree in others and so get correlation coefficients near 0. This qualitative comparison is thus consistent with the Spearman correlation analysis.
The P-D1 and P-SDW3 simulations cannot both be correct or close to correct, since they are based on different assumptions about the nature of spiral structure. To get a better sense of which is correct, we examine broader, less realization-specific predictions for the velocity fields of dynamic spiral structure and SDW spiral structure. These sorts of predictions are more likely to actually apply to the KT velocity field and can be more constraining than any realization-specific detail. We also examine the location of dense gas relative to velocity field features. The dense gas, i.e. the actual gaseous spiral arms, are a natural reference point when trying to compare observations with simulations. According to these more general predictions and additional information from dense gas, the KT v d maps favor the dynamic spiral structure simulation over the SDW simulation. SDW models predict that a gaseous spiral arm is fed by diffuse gas flowing into the arm from one side. Inside the corotation radius of the spiral pattern, this gas flow should be mostly outward into the trailing edge of the spiral arm. Outside the corotation radius, the gas flow should be mostly inward into the leading edge of the spiral arm. The dense gas should be located downstream from this strong radial flow and should have a relatively small peculiar velocity in the Galactocentric radial direction.
These diffuse, mostly radial flows should be consistent over the extent of the spiral arm and should be particularly obvious in regions of the outer Galaxy where v d ≈ v R due to the viewing angle. These flows can clearly be seen in all of the SDW simulations and are clearest in the L-SDW simulation, where at d cos ≈ −4 kpc, there is a 1.5 kpc by 8 kpc region of consistently negative v d . The presence of such a region is a basic and fundamental prediction of the SDW model -without this flow, there would be no gaseous arm.
There is no such region of consistent inflow or outflow in the outer Galaxy portion of either KT map. The lack of this region of consistent flow cannot be the result of assuming an incorrect Solar motion relative to the local standard of rest. Adjusting the Solar motion changes the velocity field in a way that varies only with position on the sky, while the changes that would need to be made to the KT maps in order to introduce a consistent radial flow require a correction that varies with distance.
The velocity field around the Perseus arm HMSFRs in the 2nd quadrant is hard to reconcile with the SDW prediction that dense gas should be downstream from a rapid radial flow. If the Perseus arm is inside corotation, there should be gas flowing outward towards the HMSFRs from the near side of the arm. If it is instead outside corotation, there should be gas flowing inward towards the HMSFRs from the far side of the arm. Instead, these HMSFRs are entrained in a strong inward flow. There is no region that could be"feeding" the Perseus arm in the 2nd quadrant.
These two observations -a lack of consistent radial flow across the 2nd and 3rd quadrants and the velocity field in the vicinity of the HMSFRs -are based on large portions of both KT maps and directly contradict qualitative predictions of the SDW model. The simulations we compare the KT map with are somewhat idealized. In particular, most of the simulations do not include feedback and do not produce certain expected instabilities (e.g. Dobbs & Bonnell 2006) . However, the effect of any missing physical processes would need to be strong enough to destroy large-scale properties of gaseous SDW spiral arms. The SDW model with this missing physics included would need to be qualitatively different from the relatively simple SDW model.
The dynamic spiral structure model does not have as many broad predictions as the SDW model. For example, there is no expectation of coherent flow over long spatial scales. This is one reason for the greater diversity of v d fields in the dynamic spiral structure simulations relative to those in the SDW simulations. The two main qualitative predictions of the dynamic spiral structure model are that dense gas in growing spiral arms should be located at the center of converging flows and that spiral arms should, at some point, dissipate (Baba et al. 2016) . When a spiral arm is in the dissipation phase, the gas in that arm should be located in diverging parts of the velocity field.
Based on the divergence of the velocity field at the location of dense gas, which we show in Figure  10 , the Perseus-like arm in the P-D1 simulation is in the dissipation phase. In the P-D2 and P-D3 simulations, the Perseus-like arms are located at sites of convergence while in the P-D4 simulation, there is no analog to the Perseus arm. The fact that the Perseus-like arms are at a site of convergence in P-D2 and P-D3 can be seen directly from the v d maps, in which the Perseus-like arms are located at places where gas is converging along the line of sight. Since the KT maps are mostly consistent with the P-D1 simulation but are not consistent with the P-D2, P-D3, or P-D4 simulations, we can conclude that the Milky Way has dynamic spiral structure and that the nearby section of the Perseus arm is in the process of dissipating.
It is true that the P-D1 simulation is not a perfect match for KT. For example, in the P-D1 simulation, the region beyond the dense gas of the Perseus arm is flowing outward while in the KT map, this region has v d ≈ 0 km/s. This and other small differences are not required by the dynamic spiral structure model and are instead realization-specific. The outward flow outside the Perseus arm in the P-D1 simulation is gas converging on the Outer arm, which in the simulation is closer to the Sun than appears to be the case in the actual Milky Way. The spacing between arms is not a fundamental prediction of the dynamic spiral structure model, as can be seen from the range of separations between arms in P-D1 through P-D4. The velocity field we find using KT requires degrees of freedom in the velocity field that are not available in the SDW model but are available in the dynamic model. Small, non-qualitative differences such as those between the P-D1 simulation and the KT maps are preferable to the broad and qualitative differences between the SDW model and the KT maps.
Our findings that the gaseous spiral arms in the outer galaxy are likely dynamic, and that the Perseus are is in a dissipating phase, are consistent with several recent analyses of stellar velocities based on Gaia DR1 and DR2. Quillen et al. (2018) analyzed overdensities and boundaries between overdensities in the stellar velocity distribution seen in Gaia DR2 to determine the pattern speeds of nearby spiral arms. Based on this analysis, the spiral arms near the Sun are all corotating or nearly corotating with the disk, which is inconsistent with the SDW model but predicted by the dynamic model. Hunt et al. (2018) show that ridges in the same stellar velocity distribution resemble predictions from the dynamic model. An analysis of Cepheid velocities based on Gaia DR1 data by Baba et al. (2018) found that the Perseus arm is likely to be a dynamic arm in the dissipation phase.
One potential counterargument to a dynamical model for the Milky Way's gaseous spiral structure is the "tidiness" of the HMSFR locations. As R+14 have shown, one can assign most of the known HMSFRs to spiral arms whose pitch angles and lengths seem more consistent with the SDW model than the dynamical model. In Figure 11 , we compare the location of dense gas in each of the simulations with the locations of the HMSFRs. Based on this naive, by-eye comparison, we would argue that the distribution of HMSFRs is not so different from many of the arrangements of dense gas in dynamic simulations. This interpretation can, for example, provide a simple explanation for the "gap" in the Perseus arm at roughly = 180
• -the HMSFRs in the second quadrant and the HMSFRs in the thrid quadrant actually belong to two different spiral arms. There is not a perfect mapping between dense gas and HMSFRs and distance uncertainties tend to elongate structures along the line of sight. Despite these caveats, we believe this comparison is sufficient to establish that the distribution of known HMSFRs does not rule out the possibility that the outer Milky Way has flocculent spiral arms with high pitch angles, and thus is consistent with dynamic spiral structure.
CONCLUSION
In this work, we have been able to distinguish between different theories of spiral structure for the Milky Way using maps of the Milky Way ISM velocity field. In particular
• In a process called Kinetic Tomography, we have constructed a map of Milky Way's ISM velocity field using observations of a diffuse interstellar band ISM absorption line toward distant disk stars that is consistent with previous maps.
• Spiral density wave theory and dynamic spiral theory make significantly different predictions about this velocity field, especially in the neighborhood of spiral arms.
• We find that one simulation of each spiral theory has rough quantitative agreement with the maps of the Milky Way velocity field.
• We find that only dynamic spiral theory can account for the Milky Way's complex velocity field, and the divergence of the velocity field detected at the Perseus Arm.
This work has shown that measuring the velocity field of the dynamically cold interstellar medium can provide a unique and powerful tool for distinguishing between theories of how our Milky Way is structured. There are a number of upcoming programs that will continue to enhance our view of the velocity field of the ISM. APOGEE-II (Zasowski et al. 2017) will explore the southern hemisphere in DIBs, and the DECaPS program (Schlafly et al. 2018) , designed to fill in the fourth quadrant of the Green et al. (2015) 3D dust map, will allow us to construct all-sky G&D maps. These maps will allow us to study the complete Scutum-Centaurus arm in the inner galaxy, home of much of Milky Way's star formation. SDSS-V, expected to begin observations in 2020, will observe many millions of giants across the Milky Way disk at APOGEE resolution, and has a subprogram devoted to measuring DIBs and dust toward stars within 4 kpc of the Sun. This will give us both better reach to study velocity fields across the entire Milky Way, and a much more detailed picture locally. Figure 10 . The divergence, ∇ · v, of the ISM velocity field of in dense regions in the spiral structure simulations. The divergence is indicated by the color scale. The regions shown are in the top surface density decile in their simulations. The simulations are, going first from left to right and then from top to bottom: P-D1 through P-D4, P-SDW1 through P-SDW 4, K-D, and L-SDW. Note that this figure, unlike the similarly structured Figures 5, 6 , and 11, only shows the second quadrant of the Galactic plane. 
Here, I is the identity matrix, A is the design matrix for the problem, Λ is a 2-by-2 diagonal matrix with diagonal entries σ 2 a and σ 2 b , and N is the length of y. The first column of A consists of the elements of f and the second column consists of ones.
An explicit form for the determinant term can be obtained by invoking the generalized matrix determinant lemma. We give the expression in terms of the inverse variances τ y , τ a , and τ b for notational convenience: 
where all sums are from i = 1 to N . The explicit form of the argument of the exponential is unwieldy and incovenient to use. In terms of the regularized least-squares solutionx to this linear problem and the corresponding least-squares prediction Ax ≡ŷ, the argument is: 
The intermediate steps use the Woodbury identity and the definition of the regularized least-squares estimator. When the integral over b is still taken from −∞ to +∞ but the integral over a is taken from 0 to +∞, as is done in the model we use to derive a prior on the DIB profile's width (Section 3.4), the result is the product of the expression given in Equation A1 and a number between 0 and 1. To arrive at this result, we marginalize over a and b separately instead of simultaneously. This can be done in our case because the prior on a and b assumes they are independent. Marginalizing over b gives p y|f , a, σ 
which is equal to Equation A1.
If we instead integrate over a from 0 to +∞, the only term that changes in Equation 12 of Luger et al. (2017) is the integral itself. Using their variables h and Σ,
The quantity Σ, which Luger et al. (2017) 
The quantity h, which is defined in their Equation 10, evaluates to
Multiplying Equation A1 by
gives the marginal likelihood of y when the DIB profile amplitude is constrained to be positive.
