Abstract-We consider the control of a dynamic system modeled as a Markov chain. The transition probability matrix of the Markov chain depends on the control u and also on an unknown parameter a ' . The unknown parameter belongs to a given finite set A . The long run average cost depends on the control policy and the unknown parameter. Thus, a direct approach to the optimization of the performance is not feasible. A common procedure calls for an on-line estimation of the unknown parameter and the minimization of the cost functional using the estimate in lieu of the true parameter. It is well known that this "certainty equivalence" (CE) solution may fail to achieve optimal performance, even asymptotically.
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I. INTRODUCTION
N this paper, we develop a new approach to the adaptive control of Markovian systems. We consider, in particular, a dynamic system modeled as a controlled Markov chain. The performance of the system is modeled in terms of a long run average cost. Uncertainties about the system induce the existence of M possible models of the system, parameterized by a. We assume that the model which matches the real system (ao) belongs to the given set.
A common procedure calls for an on-line estimation of the unknown parameter and the minimization of the cost functional using the estimate in lieu of the true but unknown parameter. It is well known that this approach may fail to achieve optimal performance, even asymptotically. This motivates the presentation of a new composite cost functional which simultaneously takes care of the estimation and control aspects of the problem. The global minimum of this cost functional coincides with the minimum of the original cost functional. Thus, its joint minimization with respect to control and parameter estimates would yield the optimal control policy. It turns out that although this minimization is not feasible, the given functional suggests an algorithm that achieves the desired goal. We show that the adaptive control law converges to the optimal one in a Cesaro sense, and that optimal performance is achieved almost surely.
In the last part of the paper, we switch our attention from asymptotic performance to transient behavior of the proposed adaptive algorithm. We impose a strong identifiability condition, and show that the probability that the control to be applied at time t differs from an optimal one is upper bounded by a term that decreases geometrically fast in f. Finally, we discuss the asymptotic behavior of the algorithm when ao @ A .
STATEMENT OF THE PROBLEM
We consider a finite state, discrete-time controlled Markov chain that depends on an unknown parameter cyo. We denote its probability transition matrix as follows:
where p ( i , j , u , cyo) = Pr (next state = j Jpresent state = i and control u is applied} u E U, U compact
The following assumptions are used throughout the paper, unless explicitly noted.
A I : (Finite Model and Matching Assumption) : We are given a finite set of A4 possible models of the system, parameterized by a. The true system belongs to the given set, Le.? ao E A 2 { a , , cy?, . . . , a,,,) where A is given, and ai can denote a vector.
A2: (Strong Ergodicity Assumption): For each u E U , each of the models in the set A has a single ergodic class consisting of all the states, i.e., for each (u, a) E U x A , there exists a unique strictly positive invariant probability measure n(u, a) given by 
Z 2 the set of admissible stationary policies and the invariant measure a(u, a') has already been defined by (2.2), (2.3). The following well-known fact [l], [2] will be heavily used in Section V.
Fact: Any nonanticipative control sequence cannot do better than the optimal stationary policy, i.e., If for a given a, there is more than one minimizing policy, an arbitrary lexicographic order will determine the one to be selected. So, from now on, (2.11) will designate a singleton. J ( p ( -) , a') depends on ao, so Thus, closed-loop identification is guaranteed. In general, min and the CE controller may fail to achieve the lowest possible cost.
III. DISCUSSION
Further research efforts have resulted in schemes that guarantee optimal performance without enforcing Mandl's identifiability condition.
Doshi and Shreve [6] make a random choice over a set of parameters that nearly maximize the log-likelihood function, as follows.
Choose E > 0, and define ro (€1 = A Let a(€) denote the policy { oo, ul, * } for which ut is the uniform probability measure on r,(E), t = 0 , 1, 2, * *. Their main result establishes the existence of a positive scalar y such that for 0 < E < y the set r,(E) converges to the singleton { a , ] (as.). Kumar and Becker [3] introduced a novel identification scheme. It is in essence a maximum likelihood estimator with an asymptotically vanishing bias towards those parameters associated with lower costs. The CE control law based on this estimator is endowed with the following properties.
It converges, in a Cesaro sense, to an optimal feedback control law for a".
It attains optimal performance almost surely. It is also shown in [3] that every Cesaro-limit point of the parameter estimates is "closed-loop equivalent" to the unknown parameter.
This scheme has been extended by Kumar [SI to a more general class of discrete-time systems, either with long run average or discount type criterion. Except for the fact that no optimal cost performance can be expected for the discount case, the previous results hold for this larger class.
The case when the unknown parameter belongs to a compact set has been considered by Kumar and Lin [9] and Borkar and Varaiya [ 101.
We conclude this brief review of the literature that is closely related to our work with the obvious remark that the CE controller may fail to achieve optimal performance. It is known that as far as the assumption that a" E A holds, the maximum likelihood estimate will converge [ 5 ] . The trouble is that it can stick to a wrong parameter a* that is closed-loop indistinguishable from a", resulting in a cost that may be larger than the optimal one. We introduce in the next section a new functional that simultaneously takes care of the estimation and control aspects of the problem.
IV. A COMPOSITE OFTIMIZATION-ORIEKTED APPROACH
In this section, we define and analyze a functional which simultaneously takes care of the estimation and control aspects of our problem. This functional contains the unknown parameter a". Thus, its direct minimization is not feasible. However, it paves the way to the development of a new algorithm that will be presented in Section V.
Definition 2. I: For any given stationary control policy p( e ) E Z and any a E A we define the functional
where log denotes the natural logarithm and ai(p(.), a) is the invariant probability measure given by (2.2), (2.3).
The following propositions highlight the properties of V ( p ( .),
.
equality holds iff
Proof: Recall that log x -' L 1 -x, with equality iffx = 1. for all p * ( -) E E , a* E A .
Suppose
J ( P * ( ' ) , a " ) > J ( p * ( -, aO), a").
Then, using Proposition 4.1 we obtain
which contradicts the assumption.
V. A NEW ADAPTIVE CONTROL ALGORITHM
The functional V(p( -), a ) introduced in (4.1) depends on the unknown parameter (YO. In this section, we derive an algorithm inspired by V ( p ( -) , a). In order to make the development more transparent, we consider first another utopic functional (in the sense that it still depends on the unknown cyo). Let u t = (ur, ut-. . . , u,) and consider where w stands for the sample path dependence. Moreover, if for any u E U there exist i , j E X such that p ( i , j ; p , a ) # p ( i , j ; u, a,), then E can be taken to be zero. Proof:
?(x5, X S + I , U S )
S = O
The two functionals just defined are linked in the following way.
Proposition 5.2: Let u* be any given sequence. Consider the functionals V , ( U ' -~, a, w ) and C(ur-l, a, w ) evaluated for the same realization of the stochastic process { x s } , s = 0, 1, --e , t.
Then, t_he a E A that minimizes V,(u"-', a, w ) is the minimizing a for Vl(,u-l, a, w ) and, vice versa.
Proof: The conclusion follows immediately from the fact that for a given control sequence V I ( . ) and V , ( . ) differ by an expression which is independent of a. where This is a legitimate cost structure, so we can apply the result quoted in (2.9) Therefore, memory requirements do not grow with time.
on V, (a) , and analyze its convergence.
We will now formulate a new adaptive control strategy based For t = 1, 2, * * * follow Steps i, ii, and iii.
Step i: Find the set p E P a E A ; min J ( p ( -) , a) B J ( p * ( . , a;), a;) (A lexicographic ordering in A is used to resolve any possible tie.)
Step iii: Apply 1.4:: = p *(x,, a,*) and observe the transition x, Update Vl(ur-', a, w ) + Vl+l(u', a , w). Increment tand go back to Step i.
Convergence Analysis: Several definitions and lemmas prepare the way to the main results established by Theorem 5.1. is rare along all sample paths outside a set of zero probability, it is rare a.s. Frequent a.s. and almost always a.s. are similarly defined.
Lemma 5.1: Let { u,} be any causal sequence of admissible control inputs. Then, for any E > 0, there exists a set of zero measure N ( w ) and a time to(w, e ) such that for w N ( w ) and t >
The second claim follows from the fact that log x -l = 1 -x iff x = 1 , plus the strong ergodicity assumption and the condition that c(i, j , p ) > 0. where the minimum is to be taken over all a E A , i, j , E X , u E U*, subject to the condition p ( i , j ; u, 6) # p(i, j ; u, a) . Note that the minimum exists since the minimization is over finite sets.
Furthermore, 6/y > 0 since by assumption c(i, j , u ) > 0 and the term in brackets is nonnegative.
Consider now 
Then
Note that equality holds iffp(xr,j; U t , a) = p ( x , , j ; u,, a ' ) V j E X .
Let us suppose thatp(x,, x,, 1; us, a) f 0 for s = 0, 1,2, * * . 
Y,(&)>tA(t).
(5.14)
By design, f A ( t ) + 03 * (5.14) contradicts Claim 2. Therefore, ao E A ,* for t large enough, almost surely. 0 Theorem 5. I: Let { u , ) be a control sequence generated by the proposed adaptive algorithm. Then; optimal one, i.e., i) the adaptive control law converges in a Cesaro sense to an , 1; u , a') , . -e , p ( i , N; u, a')] for some i E X , all u E It follows from the strong ergodicity Assumption A2 and Lemma 5.2 that any a E A I will be excluded from the set A,* for t sufficiently large, a.s. :[p(i, 1; u, a) , 1; u, a'), * , p ( i , N, u, a') ], for some i E X, any u E ( p * ( i , a):a E A -A I , i E X)}.
Since any a E A I will eventually be excluded from the set A : , the algorithm chooses ur from the set { ,u*(i, a), a E A -A i E X ) for f sufficiently large. Again, the strong ergodicity assumption plus Lemma 5.2 determine that any a E A 2 will not belone to A *. for t large enough. a.s.
A,*. U* }.
Case 3: Note that A2 2 A I and define A3=A-A2={a E A : [ p ( i , 1; u , a), . . -, p ( i , 1; u , a)] 1; u, a"), -. a , p ( i , ly u , a") 
= [ p ( i ,
For t large enough, the adaptive control law will be chosen (as.) from the set U f = { u : u = p * ( i , a), i E X , a E A -A * } . This allows us to restrict our attention to the following subset of A3:
A,= {a E A : [ p ( i , 1; u, a), * e * , p ( i , 1; U, a)]   = [ p ( i , 1; u, a"), . . . , p ( i , l y u , a") Since we assumed strict inequality in (5.17), the algorithm will choose a" rather than a3 whenever both are in A,*. This fact, together with Lemma 5.3, inequality (5.1 S ) , and Lemma 5.2 guarantees the eventual exclusion of a3 from the set A F, a.s.
Subcase 3.2:
We will analyze now the most delicate situation the algorithm has to cope with.
Consider a4 E A such that p ( i , j ; p*(i, a"), a 4 ) = p ( i , j ; p*(i, a"), a") Vi, j E X. and again, we will assume the inequality is strict, which is the situation that really matters. Note that then, the algorithm selects a4 rather than a" whenever both are eligible. This has a "pushing out" effect for a+ However, whenever u, = p*(x,, a") is applied, (u,-l, a", w ) and or4 gets closer to the selected set. We will show that the first effect dominates the second. Claim: Suppose a4 satisfies (5.19) and the proposed algorithm is applied. Then { ur=p*(xr, a,)} is rare a s .
(5.21)
Proof of the Claim: In order to simplify the notation suppose that A = { a o , cy4) . The extension to a general set of parameters is straightforward. We can also assume without loss of generality that p ( i , j ; p y i , a 4 ) , a 4 ) # p ( i , j ; p*(i, aYq), a") vi, j E x. (5.22) (To remove this condition invoke the strong ergodicity assumption and the fact that the adaptive decision at time t depends on the set A p and the relative preference order, but not on x, .) Define 
=BO-€ ( I + & ) + -((@-€)-l) (5.33)
E can be chosen arbitrarily small, and u arbitrarily large, so there exists some u, E N2(e) such that
(5.34)
Thus, assumption (5.25) is proved to be false by contradiction. Summing up, we have shown that all parameters which misrepresent the system when the optimal policy is applied will be excluded from the selected set A,* a.s., and we have also shown that those parameters which are close loop indistinguishable from ao under policy p * ( -, cyo) do not affect the convergence of the adaptive control law to the optimal one in a Cesaro sense. Therefore, (5.15) follows.
Our second claim follows from (5.15) and Lemmas 2 and 3 in Kumar and Becker [3] . 0
The purpose of this section is to provide bounds on the convergence rate of the proposed adaptive algorithm. Since in this section we are mainly interested in the convergence rate aspect of the proposed algorithm, we will adopt the following identifiability assumption. Background on Drift Analysis: In the analysis to follow, we will frequently refer to a result due to Hajek [ 1 11, that we depict below as Lemma 6.1.
Let { Y k } be a sequence of real valued random variables on a probability space ( Q , F, P ) adapted to an increasing sequence { FklkaO of sub-u-algebras of F. The drift of Yk at time k is
Consider the following conditions. 
CI:
0
We can present now our main result of this section. the second claim follows.
We could have obtained tighter bounds by allowing pJy) to depend on a ' . We feel that the given a priori computable bounds have more practical appeal.
Since h(t) + 0 as t -+ CQ, and pu(q) < 1, it is clear that e'l'"4y(q)+~h(')1 + 0 as t --* 00. Note, however, that the adaptive algorithm imposes the additional restriction th(t) + 03. There is then a tradeoff between the bounds on the convergence rate and MILITO AND CRUZ: ADAPTIVE CONTROL OF MARKOV CHAINS 76 1 the guarantee of optimal performance. If condition A6 is known to hold, then we can set A([) = 0.
VII. THE IMPERFECT MODELING CASE
A crucial assumption has been maintained throughout the paper: the true parameter a o belongs to the given set of models A . This perfect matching condition is too restrictive in practice, since the modeling effort often requires the designer to make some simplifying assumptions. This poses a crucial question: are the nice convergence properties of the proposed algorithm preserved when a o does not belong to A , but there exists a model Go that closely matches the system behavior?
Not many results on imperfect modeling are available in the literature. Borkar and Varaiya [5] studied the problem when the CE based on maximum likelihood identification is used. They establish conditions (which depend explicitly on oro) under which the estimate cannot converge. Similar results can be obtained for our algorithm. Our goal, however, is to obtain bounds that can tell the designer what required modeling accuracy will guarantee convergence.
To keep the development simple we will consider the proposed algorithm with A(1) = 0. The following well-known criterion for exponential stability will be used in the sequel. where the summations extend over all j E X such that either p ( i , j ; u, E o ) # 0, p ( i , j ; u, a ) # 0, and 0 log 0 P 0. 
VIII. CONCLUSIONS
We have introduced a new adaptive control algorithm based on a composite cost functional. This adaptive control algorithm attains optimal performance even in cases when the classical "certainty equivalence" controller may fail. If stronger identifiability conditions are met, geometric bounds can be obtained for the convergence of the adaptive control to the optimal one. Finally. we have investigated some robust property of the adaptive algorithm.
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