In the Intelligent Transportation Systems (ITS), highly accurate traffic flow prediction is considered as key technology to evaluate traffic state of the urban road network. However, due to disturbing from environment, the original traffic flow data may be influenced by noise and finally cause the decline of prediction accuracy. This study design a hybrid prediction model combining Ensemble Empirical Mode Decomposition (EEMD) denoising schemes and classifying learning algorithm based on Fuzzy C-means Neural Network (FCMNN) to improve prediction accuracy. In the model training process, several key parameters in EEMD and FCMNN are determined according to prediction errors based on traffic volume detected from highway network in the Minneapolis city. In the model validation, three widely used indicators for error evaluation are applied to estimate the prediction accuracy of four candidate models under single and multi step, including Artificial Neural Network (ANN), EEMD+ANN, FCMNN and EEMD+FCMNN. The results shown in the case study indicate that the prediction models combined with denoising methods are superior to the models without adopting denoising algorithm. Furthermore, the model using classifying learning method FCMNN can produce higher prediction accuracy than traditional ANN model. In addition, the long-term prediction performance of FCMNN is also much better than that of ANN because that sub-NN system is trained according to each classifying patterns to obtain better optimization effect. Results summarized in this study could be helpful for administration to design managing and controlling strategies according to high prediction accuracy.
I. INTRODUCTION
Reliable and stable data source is an important step to obtain reasonable and accurate results in data-mining, system-modeling and future pattern prediction in transportation system. Currently, different technologies are applied in traffic flow data collection, including inductor loops, Bluetooth, Automatic Vehicle Identification (AVI) video, The associate editor coordinating the review of this manuscript and approving it for publication was Mu-Yen Chen . remote microwave, mobile phone data, and Global Positioning System (GPS) navigations. However, as we know, because the transportation system is influenced by many external factors, including weather effects, data transmission and communication problems, the original traffic data will frequently be interfered during the detection process, which will definitely result in the deterioration of traffic flow analyzing and predicting performance.
Aiming to the existing quality problems in traffic flow data source, current research works mainly focus on how to improve the data quality from following two aspects: (1) Identify errors, anomalies and missing data through analyzing the correlation characteristics of traffic flow parameters, and accordingly construct imputation method to estimate a complete traffic flow dataset. A simple imputation method was proposed based on historical or factor approach [1] , [2] . As the assumption of this kind of methods is the similarity of traffic flow distribution among days, it is difficult to obtain high imputing performance. Interpolation [3] , [4] and Regression [5] , [6] based imputation algorithms are also effective and widely used methods to enhance traffic flow data quality because of their simple model structure and low computing consumption. In addition, by taking traffic flow data as time series, a large amount of studies focus on applying time series models to impute the missing data, such as Autoregressive Integrated Moving Average (ARIMA) or seasonal ARIMA [7] , [8] . These models are calibrated using historical data source and then applied to calculate the missing values. Currently, some advanced model fusing strong learning and optimizing ability from Probabilistic Principle Component Analysis (PPCA) [9] , Fuzzy C-means [10] , [11] , and Deep Learning structure [12] are proposed to impute missing traffic flow data. (2) Analyze features of noise in raw traffic data and apply denoising algorithms to remove intense fluctuation and highlight its variation patterns. In this part, methods mainly focus on how to apply the Wavelet Decomposition (WD) [13] , Butterworth Filter (BF) [14] and Moving Smoothing (MS) algorithm [15] to eliminate noise before implementing various prediction models, such as, Kalman filter [16] , a combined method with ARIMA and Support Vector Machine (SVM) [17] , neuro network with wavelet [18] , [19] , and fuzzy-neural network [20] . Overall, all these previous works demonstrated that the denoising method used in traffic flow data is an effective approach to enhance prediction performance.
However, these traditional denoising algorithms have limitations in the application. For the MS, it is important to determine an optimal smoothing window size, as the MS with a small window size will not be able to remove all outliers and a large one may cause the loss of true information. For the WD, shift-sensitive discrete wavelet transform might lead to unexpected variation to original data, and the true details of original data might be discarded for the BF [13] , [14] , [21] . Empirical Mode Decomposition (EMD), a widely used denoising algorithm, was introduced in [22] . The idea of EMD is to construct the Intrinsic Mode Function (IMF) for disintegrating raw dataset into high-frequency (HF) and low-frequency (LF) parts or segments. The HF contains the details and noises in raw data source, and the LF displays the contour of the raw data. As the decomposed data in the EMD express features of intermittence [23] , it cannot handle the issue of mode mixture. An improved model, defined as Ensemble Empirical Mode Decomposition (EEMD), was further proposed in [24] to solve above problem. The advantage of the EEMD compared to original EMD method is that the smoothed data are reconstructed based on the combination of HF and LF IMFs by disposing of unreasonable IMFs with noises.
Currently, a number of models are introduced to improve prediction performance of traffic flow in some specific applications based on different modeling and calculating procedure, e.g. statistical methods [25] , [26] , neural networks [27] , [28] , fuzzy-neural networks [29] , [30] , support vector regression [31] , [32] , Kalman filter theory [33] , [34] and hybrid methods combing several models [35] - [38] . However, most studies did not implement data quality control before designing traffic flow prediction framework. Furthermore, it is well known that different variation patterns are implied in day-day traffic flow data. According to these distribution patterns, refined calibration for model parameters will be helpful to improve the prediction performance. The Fuzzy C-means (FCM) [39] - [43] is a traditional method for classification, which can effectively decompose different traffic flow patterns or characteristics from raw traffic flow data. The strategy that combines the fuzzy logic classification with the traditional Artificial Neural Network (ANN) to construct a classification learning mechanism will be able to enhance the stability and accuracy of the pattern recognition and prediction tasks.
In summary, in view of the issues aforementioned, a twolayer framework is proposed to predict traffic volume data, and the contributions of this study include four parts: (1) in the first layer, a EEMD based denoising strategy is designed to enhance the quality of raw traffic flow data; (2) in the second layer, a hybrid model combining FCM and ANN is constructed to finish traffic flow prediction; (3) optimize related parameters, analyze the influence of the parameters on the prediction results, and finally provide suggestion for the model parameter selection; (4) construct evaluation indicators, and compare with the traditional prediction models to verify the feasibility of the proposed hybrid method.
The paper is organized as follows. In the Section II, twolayer prediction framework is introduced. The Section III expresses data collection process. The Section IV shows the comparing results and discussion. The Section V introduce the conclusion and future research plans.
II. METHODOLOGY A. EEMD FOR DECOMPOSING TRAFFIC VOLUMN DATA IN THE FIRST LAYER 1) BASIC EMD METHOD
Due to its advantage compared with some similar methods such as wavelet and Fourier Transform [22] , EMD has been applied in different areas such as signal diagnosis [44] , image computing [45] and traffic flow forecasting [46] . The key idea of the EMD is to extract different variation modes by analyzing characteristic frequencies of raw dataset. Accordingly, it then disintegrates the initial dataset into a combination of IMFs in its shifting process. Before using a simple example to show the detailed shifting process, several basic variables are defined and explained as follows. The X(v) is defined as the 
Furthermore, the H(v) denotes the difference between X(v) and M(v), shown as: Fig. 1 shows the example base on traffic volume data to express the shifting process of the EMD. Fig. 1a shows the initial traffic volume data X (v) collected at the scale of 2min, and the upper volume envelop U (v) plotted with red dashdot line is shown in Fig. 1(b) , which is the start of shifting process and the maximum volume points are fitted by cubic spline interpolation method. Similarly, Fig. 1 (c) expresses the lower volume envelop L(v) with blue dash-dot line, in which the minimum volume points are fitted with cubic spline interpolation method. Finally, the mean volume envelop M (v) is marked with thin black dash line shown in Fig. 1d . Fig. 1 (e) shows the variation of the H (v). Generally, if following two condition can be met [22] , [49] , (i) the difference between the number of extrema and the zero-crossing equals zero or one; and (ii) the mean value of upper and lower envelopes is zero at any data point, the H (v) is determined as the first IMF from the initial traffic volume I (v). If these two requirement cannot be achieved, the upper and lower volume envelopes of H(e) are firstly fitted, shown in Fig. 1f , and then be used to calculate the new mean volume envelop M k (v) in the kth (k =1,2. . . n) round. Finally, the H k (v) will be updated as follows:
If the distribution of H k (v) satisfies conditions (i) and (ii) above mentioned, the procedure will cancel, and the H k (v) will be set as the first volume IMF c 1 (v) [22] . Then, the volume residual part r 1 (v) is defined as the difference of initial volume X (v) and c 1 (v), shown as:
Then the above calculation will repeat to extract subsequent volume IMFs, and the shifting process will also continue when the distribution of volume residual is monotonic or it has only one extreme value. Finally, the initial traffic volume X (v) is composed of two parts: combination of traffic volume IMFs m i=1 c i (v) and total traffic volume residual part R(v), m is the number of IMFs, shown as:
2) EEMD METHOD
The prerequisites of EMD method may impact its function in the data analysis [22] . In actual application, traffic flow data often suffer sudden fluctuation from some outliers. In this situation, the envelopes fitted from extreme points based on initial traffic volume data cannot cover the variation patterns of the data. This issue is shown in the Fig. 1d presented with ellipses, which is defined as overshoot and it will result in the decline of denoising performance in the EMD [47] . To overcome weakness, an improved method, a noise-aided EMD, is introduced to reduce contaminated information in IMFs [24] . Based on the initialization of the EMD, the white noise w j (v) with amplitude A n is firstly added to the initial traffic volume X (v), shown as follows:
where, j represents the loop count of calculation, by adding the noise, noise-aided traffic volume data X j (v) can be calculated when j is less than the total ensemble times E n (0 < j < E n ). Then, similar to the calculation procedure in the EMD introduced before, the EEMD disintegrates noiseaided traffic volume data X j (v) into a combination of volume-IMF set in the shifting process. The detailed calculation flowchart of EEMD is demonstrated in Fig. 2 .
From the observation of left part in Fig. 2 , at every jth round in the shifting process, the X j (v) is decomposed into several noise-aided traffic volume IMFs c j,k (v) and the residual part r j,k (v), which is defined as follows:
After finishing above calculation process, another round of traffic volume disintegration shown in the right part of Fig. 2 begin to add white noise w j (v) to the initial traffic volume if j is smaller than E n . When the total E n round of decomposing process is completely finished, the final combination of traffic volume IMFs is estimated as the mean of E n IMFs sets, shown as follows:
In summary, for the EEMD method, there are two key parameters,A n and E n , need to be identified with proper values to ensure decomposition effectiveness and computation efficient (this part will be introduced in the Section 4.1), and they have following correlation shown as:
Traffic flow generally express various distribution states during a certain time scale, such as free flow, transitional flow, congestion flow and so on. Compared with traditional prediction models, this study firstly categorizes original traffic flow data into different clusters to extract different distribution patterns. Then, for each cluster or pattern, a corresponding sub-Artificial Neural Network (ANN) is established to complete prediction task in order to improve prediction accuracy and stability. The framework of calculation procedure for the Fuzzy C-means Neural Network (FCMNN) is shown in Fig. 3 , which contains four parts:
(1) Data Source. The original traffic flow data is divided into two categories: training and testing dataset. The training part is applied to optimize and determine parameters in the model, and the testing samples are used to testify its prediction performance. In order to consider weekly similarity implied in traffic flow, the original data are re-constructed as following: defining traffic flow data X contains n elements, X ={x 1 , x 2 , . . . , x n } shown in Equation (10), and each element can be denoted as x i ={x i1 , x i2 , . . . , x il }, 1< i ≤ n, and l denotes the specific day in a week.
where, n denotes the number of time intervals, and x ij indicates the traffic volume collected at the ith time interval on the jth day in one week. (2) Fuzzy C-means clustering algorithm (FCM). In this part, different traffic flow distribution patterns are extracted from denoised volume dataset. Detailed information will be provided in the Section 2.2.1.
(3) Artificial Neural Network. In order to improve prediction performance, the corresponding parameters are optimized for each pattern or cluster in the sub-NN. Calculation procedure will be introduced in the Section 2.2.2.
1) FCM BASED CLUSTERING METHOD
Fuzzy C-means is a widely used method in pattern recognition, clustering issues, time series prediction. Through adjusting the certainty of each sample belong to one cluster based on fuzzy membership function, it categories all samples into different clusters. The X is defined as traffic volume dataset with l attributes, x i ={x i1 , x i2 , . . . , x il } 1< i ≤ n, and the n represents the total number of samples, and i denotes the ith sample. The procedure of FCM includes four steps:
Step 1: set the initial values of cluster number, K , the weighting factor, m, membership function, U , and then calculate the initial cluster center, C = {c 1 , c 2 , ..., c K }, 1≤ k ≤ K , in the Equation (11) .
Step 2: define the distance between the cluster center c k and data samples, x i , as d.
where, l =7, represent the weekly attributes of traffic volume dataset, in this study, we set p as 2 to use the Euclidean distance.
Step 3: the objective function is defined to minimize weighted distance as follows.
Step 4: if the value of J is smaller than a pre-set threshold ε, then we update the value of U using Equation (14), then calculate the value of Cin Equation (11), and turn to Step 2.
where the U indicates the degree that data sample x i belongs to the kth cluster c k . The m represents the degree of fuzziness. So, m >1 and K j=1 U (x i , c j ) =1 for all data samples, x i.
Step 5: repeat the calculation process until the value of the objective function is smaller than ε, then determine the values of U and C, and a classification approach can be applied to assign the jth observation to the ith cluster as follows:
If U i (x j ) > U k (x j ) k =1,2,3, ...,K , k = I , then x j is assigned to the ith cluster.
2) LEARNING ALGORITHM BASED ON MULTILAYER PERCEPTRON NEURAL NETWORK
A three-layer feed-forward neural network is constructed to train the model using back propagation algorithm, it includes input, hidden and output layers. The clustering learning includes four steps:
Step 1: the parameter pairs is set as (m,K ), the value of K increases from 5 to 20 by 1 and the value of m increases from 1.1 to 2.0 by 0.1, total 160 parameter pairs, and set the number of neuron in hidden layer and learning rate.
Step 2: based on the clustering results using FCM, the output of the kth (k =1,2,3, ...,K ) sub network is defined as:
where M represents the number of variables, N is the number of neuron in hidden layer, g and h indicate the transfer functions in the input and hidden layer. The vector θ and ϕ represent the weight of neurons in input and hidden layer.
Step 3: use training errors to update values of (m, K ), iterate Step 1 to Step 5 in FCM, and update clustering results. Then, iterate Step 1 to Step 2 in this part until all parameters (m, K ) are used in the training process.
Step 4: identify the optimal values of K and m according to the minimal training errors, then update U , C, clustering results.
Step 5: use FCMNN to predict future traffic volume distribution. 
III. DATA COLLECTION AND DENOISING A. DATA SOURCE
Traffic flow data used in this study were collected from Minnesota Department of Transportation (Mn/DOT) in freeway network of Minnesota State [48] . The duration of data collection lasts one year from January 1st to December 31st in 2015. The volume data were detected under different timeinterval (e.g. 2min, 10min, or 30min). As shown in Fig. 4 , three stations are selected in the case study. Station A and C are located in the south west corridor, and Station B is located in the center area of city. Table 1 shows details of three stations including the freeway number, loop detector number, direction, and number of lanes. The traffic flow data used in this study is the sum of volume all lanes for specific directions.
B. TRAFFIC FLOW DATA DENOISING
In Fig. 5 , we display the partial distribution of denoised traffic flow data based on EEMD method under 2min, 10min and 60min for three stations. The black lines represent the denoised volume and the red lines denote the original volume data. It can be clearly found that the fluctuation of data is relieved especially for the larger sampling intervals.
IV. PREDICTION RESULTS AND ANALYSIS A. DETERMINATION OF EEMD PARAMETERS
Two key parameters, the magnitude of added white noise A n and the ensemble number E n , should be determined in VOLUME 8, 2020 FIGURE 5. Comparison between actual volume data and denoised data collected at different time intervals for three detection stations based on EEMD method. the application of EEMD method. We adopt an approach by analyzing IMFs' spectrograms to finish the task of parameters setting. Here, we only take the traffic volume data collected at 2min scale as example. For one day, the total number of samples is 720, the sampling frequency of traffic volume in this study can be set as 720. The spectrogram constructed in this study (see Fig. 6 ) has three axes which are x, y and z axes. Specifically, the x axis (i.e., horizontal axis) demonstrates timestamp based on the unit of day. The y axis (i.e., vertical axis) is the frequency with maximal value at 360, which equals to half of the sampling frequency according to Nyquist sampling criterion [49] . The z axis (i.e., the third dimension axis) reveals frequency amplitude distribution in a color-bar form. The frequency region near to the blue color showed lower frequency amplitude, and the red-color region represents the higher amplitude.
In the previous studies [22] , [50] , the default value of A n is set as 0.2 and the maximum of E n generally not larger than 1000. Furthermore, previous studies also recommended that the value of ε n from Equation (9) to approximately be 0.01. According to these experiences or rules, we define four groups of parameters combination as: (a) A n is 0.2 and E n is 500; (b) A n is 0.3 and E n is 1000; (c) A n is 0.4 and E n is 1500; (d)A n is 0.5 and E n is 2000. Fig. 7 shows the spectrograms of IMFs based on traffic flow volume data with different parameters (Here, we only take the extracting results of IMFs using the traffic volume data collected at 2min interval in Station A). As first four IMFs obviously express different distribution features, only the spectrograms of these four IMFs based on different parameters are shown in Fig. 6 . From the observation of Fig. 6 , we can see that the overall spectrogram features are quite consistent for the four groups using different parameters in the EEMD: the frequency amplitudes of IMF1are relative low, and IMF2, 3 and 4 includes extracted signals with different amplitudes. A careful examination shows the spectrogram of IMF3 in the third group expresses obviously different features with the other three groups, that is, the frequency amplitudes of signals for IMF3 in the third group are high, which are demonstrated as red color, while the other three groups contain the signals with different frequency amplitudes, especially the signals with high frequency and low amplitude signal, which are expressed as blue color. Generally, the noise data source implied in the signal express poor regularity and intense fluctuation, that is, the frequency of noise signal is relative high, but the amplitude of frequency is generally small, so it often represents the distribution with high frequency and low amplitude. Therefore, it can be seen that the IMF3 in the third group of can effectively filter out the noise data and retain the valuable information of the original data, while some noises are still exist in the IMF3 of the other three groups. In addition, for the calculation consumption, as the E n increases, the execution time of algorithm will grow rapidly. In summary, taking accuracy and calculation cost into consideration, A n is set to 0.4 while E n is fixed as 1500 in this study.
After determining proper parameters, the next task is to choose which IMFs to construct traffic volume data. The energy level is adopted to evaluate the contribution of IMFs to volume data, and it is shown as follows:
where E i denotes the mean value of energy, the num means the total number of data points, c i (k) represents the kth data point of the ith IMF. Generally, in the field of signal processing, energy of noise signal only takes up a small part of the total energy of raw signal, while the majority of total energy comes from meaningful signals. Therefore, in the form of log function, the energy of noise signal will be negative, and the signals with positive energy are chosen to construct denoised signals.
Similarly, taking the traffic volume data collected at 2min interval from Station A as example shown in Fig. 7 , it can be seen that the mean logarithmic energies of IMFs of 1, 2, 7, 8, 9 are positive, and this indicates that the meaningful information from raw traffic volume data are reserve in these IMFs. The mean logarithmic energies of the left IMFs indicate negative values, which suggest that those signals could be considered as noises and could be removed from the raw traffic volume data. Thus, the denoised traffic volume data can be integrated by IMFs with positive energy and residual part. Using the same calculation process, values of parameter A n and E n are identified for the traffic volume data in different stations and shown in Table 2 .
B. PARAMETERS SELECTION IN FCMNN
In the FCMNN algorithm, two key clustering parameters, m and K , need to be determined for their optimal values could influence clustering results and final prediction performance. VOLUME 8, 2020 In this section, we use prediction accuracy indicator, the Root Mean Squared Error (RMSE), to determine optimal vales of parameter pairs. For N data samples, RMSE can be calculated as: where y i indicate the actual traffic flow volume data, and y i represents the predicted vales using FCMNN model. In the ANN, the number of neurons in hidden layer is set as 50 and learning rate is set as 0.001, and the gradient descent with momentum (GDM) and bias learning function are applied as learning mechanism. Aim to the effect of parameters to prediction performance, we set the value of m ranging from 1 to 2 increased by 0.1, and valued of K from 5 to 20 increased by 1, finally, total 160 parameters pairs and corresponding RMSEs are used to select optimal values of parameters. Fig. 8 shows RMSE of FCMNN under different values of m and K (here, we only show partial results for three data collection stations under one prediction step). According to the RMSEs distribution, we found that low or high values of cluster number K could result in the increase of prediction errors. Generally, for the low value (K < 8), the FCM method cannot effectively categorize traffic flow into reasonable variation patterns, and this will subsequently influence prediction performance of sub-ANN responding to each cluster. For the high value (K >16), large number of clusters would reduce the inner relationship in raw traffic flow data and cause the increase of prediction errors. Furthermore, more clusters would cause the growth of calculation consumption and training burden of sub-ANN. For the m, we can understand from Equation (4) to (11) , too small value (m < 1.3) will result in slow convergence of objective function. For too large value (m >1.8), the value of objective function will decrease quickly when value of U is lower than 1, this would result in unreasonable classifying results and increase of prediction errors. Thus, taking the RMSE for one-step prediction as example shown in Fig. 8 , we determine the optimal values of (m, K ) according to the lowest RMSE in the training process. Tab.3 provides the values of optimal parameters pairs for the traffic flow data detected at different time scales in three stations with different prediction steps ahead.
C. PREDICTION RESULTS AND COMPARISON
In the prediction comparison, the single-step and multi-step prediction performance for different models are evaluated based on three widely used indicators, that is, the mean absolute error (MAE), the mean absolute percentage error (MAPE) and the root mean square error (RMSE), and the RMSE can be referred to Equation (17), the MAE and MAPE are defined as follows:
Similarly, y i denotes the observed volume at time step i, and y i denotes the predicted values. In the validation, we further testify the long term prediction performance of models under one-step and multi-step ahead prediction (e.g., 3-step, 6-step and 10-step). In order to take a fair comparison, 70% of total data are randomly set as training dataset for model calibration, and 30% of all samples are selected as testing dataset for model validation and comparison. It should be noted that, for the original ANN or FCMNN model and hybrid models combining FCMNN and EEMD denoising algorithms, they use the same testing datasets.
Four models are selected in the comparison: traditional ANN model, ANN model considering EEMD denoising method, ANN model considering FCM classifying method, and hybrid model combing FCM and EEMD methods. A comprehensive comparison is conducted on the basis of three evaluation indicators for three stations. Table 4 , Table 5 and Table 6 show the RMSE, MAE and MAPE of four candidate prediction models using traffic volume data collected at different time scale in data collection station A. Specifically, in Fig. 9 , we only show the comparison between observed traffic volume data and predicted volumes using FCMNN and EEMD+FCMNN models under different prediction steps in Station A.
From results shown in the tables, we can firstly understand that the prediction accuracy would decrease as the prediction steps increase from one to ten. Taking the RMSE of ANN in Station A in Table 4 as example, the errors of the tenstep prediction are increased by about 22%, 107%, 136%, respectively, compared with that of one-step prediction for the volume data under 2min, 10min and 60min time intervals.
Generally, one-step prediction means short-term forecasting, and multi-step prediction indicate long-term estimation. So, as prediction step increases, the randomness and uncertainties in the traffic flow data will become stronger, and these factors will definitely affect the prediction performance, especially the accuracy under prediction steps longer than ten.
Furthermore, we can observe from the prediction results that the prediction performance of the model using EEMD are superior to the models did not consider denoising algorithm. By using the denoising algorithm in the raw data, the fluctuation is relived and variation of volume becomes more stable. The models combined with denoising strategy can obtain better training performance and higher prediction accuracy in validation. Furthermore, the EEMD method can extract the raw data into multiple IMFs, and each IMF represents different characteristics in the traffic volume data. In the EEMD, the noise-related IMFs generally express different features with noise-free IMFs. For example, the distribution of noise-related IMFs expresses more obvious fluctuations, and the difference between two neighbor data points are much higher than that of noise-free IMFs. Moreover, the maximum and minimum of data points in the noise-IMFs are also much higher than those in noise-free IMFs. Thus, according to the different features extracted from raw data, the EEMD can effectively identify the noises from original dataset.
Additionally, the prediction results further demonstrate the effectiveness and feasibility of the proposed classifying learning method. Compared to ANN, FCMNN can improve prediction performance by using the clustering learning strategy. In the FCM method, the raw traffic volume data is categorized into different patterns to express traffic states, and the sub-NNs are then trained and optimized for each pattern or cluster. This strategy improves the optimization performance and prediction results shown in the case study.
V. CONCLUSION
This study introduced a hybrid traffic flow prediction model by combining EEMD denoising algorithm and FCMNN to finish single and multi step (including 3-step, 6-step and 10-step) prediction using traffic volume data detected from three stations of highway network in Minnesota State. In the comparison, we choose four candidates including ANN, EEMD+ANN, FCMNN and EEMD+FCMNN using RMSE, MAE and MAPE as indicators to evaluate short term and long term prediction performance. Furthermore, parameters in EEMD and FCMNN are optimized in model training process, and all optimal values of parameters are obtained for traffic flow data detected at different time scales. Several interesting conclusions can be summarized from the prediction results. Firstly, the prediction accuracy of all models would decline with increase of prediction steps. Secondly, the prediction performance of model combined with EEMD is superior to the model without denoising algorithm. Finally, the model using classifying learning method, for example, FCMNN, would produce higher prediction accuracy than traditional ANN model. In addition, the long-term prediction performance of FCMNN is also much better than that of ANN because that sub-NN system is trained according to each classifying patterns to obtain better optimization effect.
