Traveling Waves in a Suspension Bridge by Moran, Rebecca
University of Connecticut
OpenCommons@UConn
Doctoral Dissertations University of Connecticut Graduate School
5-4-2018
Traveling Waves in a Suspension Bridge
Rebecca Moran
University of Connecticut - Storrs, rebecca.b.moran@uconn.edu
Follow this and additional works at: https://opencommons.uconn.edu/dissertations
Recommended Citation
Moran, Rebecca, "Traveling Waves in a Suspension Bridge" (2018). Doctoral Dissertations. 1832.
https://opencommons.uconn.edu/dissertations/1832
Traveling Waves in a Suspension Bridge
Rebecca Moran, Ph.D.
University of Connecticut, 2018
ABSTRACT
Historical evidence shows that a traveling wave can traverse the length of a sus-
pension bridge. Using a modified model of a beam, traveling wave solutions can
be investigated. The model is a partial differential equation governing its deflection
in space and time. Finding its traveling wave solutions converts it into an ordinary
differential equation. The cables of the suspension bridge lead to a nonlinearity. Solu-
tions of this model have been explored before, but the work is continued by adding an
impulse traveling the length of the bridge. Additionally, the stability of the traveling
wave solutions is studied.
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Chapter 1
Introduction
1.1 History
In order to model a suspension bridge, we should first discuss its structure. The
deck of a suspension bridge is suspended from vertical cables which are connected to
horizontal cables. These horizontal cables hang between two towers and are secured
at the ends. The length of a suspension bridge is usually measured as the length of
the main span which is the distance between the two towers [6].
There are many well-known suspension bridges. The George Washington Bridge,
which connects New York City to New Jersey and which is the world’s busiest bridge,
opened in 1932 [14]. The Tacoma Narrows Bridge in Washington state was a suspen-
sion bridge which opened in 1940. Its famous collapse that same year was caught on
film by an engineering professor who was hoping to record the “ripple.” The bridge
has been rebuilt [16], [17]. The Akashi-Kaikyo Bridge in Japan is the longest sus-
pension bridge in the world. It opened in 1998 and has main span of length 6532 ft
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(1991 m) [7]. Another well-known suspension bridge is the Golden Gate Bridge in
California. It opened in 1937 and has a 4200 ft main span [5]. A storm’s effect on
this iconic bridge motivates our study of traveling waves.
On February 9, 1938 an engineer on the Golden Gate Bridge named Russell Cone
observed strong winds blowing against the bridge. He wrote about this on January
7, 1941, and we now relay his recollections [1]. Cone stated, “The force of the wind
was so strong that it was impossible to stand erect on the sidewalk or on the roadway
of the Bridge.” He drove to the San Francisco tower and was able to open the door
on the side of the car away from the wind. The force of the wind was strong, so
Cone crouched and stood behind the tower to cross the road. He “observed that the
suspended structure of the Bridge was undulating vertically in a wavelike motion of
considerable amplitude.” Further, “The wave motion appeared to be a running wave
similar to that made by cracking a whip. The truss would be quiet for a second and
then in the distance one could see a running wave of several nodes approaching.”
An electrician, F.L. Pinkham, got out of his truck “and attempted to climb over
the curb...but the force of the wind blew him back over the curb and down onto
the roadway.” He was able to join Cone behind the tower by crawling over to him.
Cone asked Pinkham to watch the bridge’s motion “telling him I wanted a witness
to substantiate what I had seen since the oscillations and deflections of the Bridge
were so pronounced that they would seem unbelievable.” They watched the bridge
together for a while before Cone left to get his camera from his office. He hoped to
get some proof of the bridge’s behavior, but it had stopped oscillating by the time he
got back.
Cone’s historical record provides evidence that traveling waves can be found in sus-
pension bridges, and this motivates their study. By building a mathematical model,
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we can search for solutions exhibiting this behavior. Additionally, we can note that
when traveling waves were seen by Cone, the winds were very strong.
1.2 Introduction
First, in Chapter 2, we set up a partial differential equation (PDE) model of a sus-
pension bridge using a beam equation with the modification of a nonlinear term
representing the contribution of the cables. Looking for traveling wave solutions, we
convert it into an ordinary differential equation (ODE). For our specific nonlinearity,
this is equivalent to two distinct linear equations whose solutions must match at some
point. We have a fourth order differential equation, so we want the solutions to be
C4(−∞,∞). Thus, we additionally require their first three derivatives also match
at this point. This fact, combined with the differential equation, implies that the
fourth derivative is also continuous there. The matching conditions yield a system
of five equations and five unknowns (with one parameter) which we can solve using
Newton’s method for finding the zeros of a system of equations. Solutions to this
model have been studied before and much of this set-up is based on [13].
In Chapter 3, we explore the solutions at a particular value of the parameter.
Then, using a continuation method, we can investigate solutions at other values of
the parameter.
Next, in Chapter 4, we alter the model and add an impulse traveling the length
of the beam. We represent this impulse in the PDE with a delta function in the
fourth derivative. This causes a jump discontinuity of 1 in the third derivative. We
study solutions to this new model and note how they compare to the solutions to
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the initial, continuous model. The impulse in the suspension bridge model is a new
addition inspired by [10].
In Chapter 5, we adapt the results of [15] to study the stability of the families of
solutions found in Chapter 3.
4
Chapter 2
A suspension bridge model
2.1 Set up of the model
We use a beam equation as the basis of our model of a suspension bridge. Though a
bridge has only a finite span, we will assume its length is infinite because this idealized
model gives an easier analysis for the observed moving waves. This model was used
in [13].
The equation for the motion of a vibrating beam is given by
autt + buxxxx + f(x, t) = 0 (2.1.1)
where x designates the location of a beam element, t is time, u(x, t) represents the
vertical deflection, and f(x, t) includes the beam weight and any other external force
per unit length of the beam [4]. We will let a and b both be 1 by rescaling x and t.
A crucial difference between a beam and a suspension bridge is the vertical cables
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from which the deck is suspended. These cables act like a one-sided spring on the
body of the bridge, and we need to take into account this additional force.
Hooke’s law states that the force to maintain a stretched spring is proportional
to its distance from its natural state. That is, the force is given by ku where u is the
displacement from the spring’s unloaded state and k is the spring constant. Observe
that a spring has a restoring force regardless of whether it is stretched or compressed.
A suspension bridge cable differs from a spring because the former has a restoring
force in only one direction rather than two. Pushing down on the deck causes the
tightening cables to exert a restoring force. However, the slackened cables contribute
no force to returning the bridge to its natural position if the bridge is lifted up; the
weight of the bridge is what restores it.
Let u = 0 represent the unloaded state of the bridge, u > 0 when the cables
have tension, and u < 0 when it is lifted up with slackened cables. We only want to
consider a spring force when the cables have tension. Hence, the cables contribute a
force ku+ where
u+ =
 u if u ≥ 00 if u ≤ 0
and k > 0 is the cables’ spring constant.
Allowing for a bridge weight W (x) per unit length and a small amount of external
forcing, εf(x, t), the model becomes
utt + uxxxx + ku
+ = W (x) + εf(x, t) (2.1.2)
with x ∈ (−∞,∞).
Suppose f = 0 and W is a positive constant. Another rescaling of x and t leads
6
to a simplified version of the above equation:
utt + uxxxx + ku
+ = 1. (2.1.3)
To explain the observed moving wave motion along a bridge, we seek traveling
waves by searching for solutions of the form u(x, t) = y(x − ct) where y : R → R is
the wave shape and c is wave speed. Moreover, y(ξ) has to tend to an equilibrium
state as |ξ| → ∞. For simplicity, we will require the shape y to be an even C4 function
on (−∞,∞).
2.2 The traveling wave equation
We use equation (2.1.3) as our suspension bridge model. Note that its only equilibrium
is at u ≡ 1
k
.
We now derive the governing traveling wave equation on the wave shape y. Using
the change of variables
u(x, t) =
1
k
y(k
1
4x− k 12 ct), (2.2.1)
we convert equation (2.1.3) into an ODE and scale out the constant k at the same
time.
Let T = k
1
4x− k 12 ct. A direct computation gives
ut = − c
k
1
2
y′(T ),
utt = c
2y′′(T ).
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Secondly,
ux =
1
k
3
4
y′(T ),
uxx =
1
k
1
2
y′′(T ),
uxxx =
1
k
1
4
y′′′(T ),
uxxxx = y
(4)(T ).
Finally,
ku = y(T )
so that
ku+ = y+(T ).
Thus the traveling wave equation is
y(4) + c2y′′ + y+ = 1 (2.2.2)
at any T ∈ (−∞,∞).
Recall that solutions of the form y˜(x − ct) have wave speed c. Define y˜(η) =
y
(
k
1
4η
)
. Thus, y(T ) = y(k
1
4x−k 12 ct) = y˜(x−k 14 ct) has the wave speed k 14 c. As only
c2 appears in 2.2.2, we can let c > 0 without loss of generality.
The only equilibrium solution occurs at y(T ) ≡ 1. Meanwhile, y = 0 is the
transition from the cables being slack to the cables having tension. The analysis
of the governing equation will be simpler if equilibrium is at 0 rather than 1. We
therefore let y(T ) = z(T ) + 1. This is simply a vertical shift of the graph and does
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not alter the wave speed.
Hence, z satisfies
z(4) + c2z′′ + (z + 1)+ = 1 (2.2.3)
on (−∞,∞). As
(z + 1)+ =
 z + 1 if z ≥ −10 if z ≤ −1.
equation (2.2.3) is equivalent to a pair of equations on the interval (−∞,∞)
z(4) + c2z′′ + z = 0 if z ≥ −1 (2.2.4)
z(4) + c2z′′ = 1 if z ≤ −1. (2.2.5)
Observe that the equilibrium is now at z ≡ 0; in addition, z = −1 is the transition
from the cables being tense to slack. That is, when z(T ) < −1, the cables are slack,
and when z(T ) > −1 the cables are tense. To keep track of the two equations, call
a solution to equation (2.2.4) za (short for “z above −1”) and a solution to equation
(2.2.5) zb (short for “z below −1”).
Our goal is to find general solutions to equations (2.2.4) and (2.2.5). Then we will
be able to construct a solution of the nonlinear equation 2.2.3 on the whole real line
by ensuring za matches smoothly with zb at z = −1.
Equation (2.2.4) is a linear homogeneous ODE with constant coefficients. Its
solutions lie in a dimension 4 vector space with a basis of the form eαT cos(βT ),
eαT sin(βT ) for some α and β.
However, it cannot have a nontrivial solution on (−∞,∞) that vanishes at ±∞.
Thus, both equation (2.2.4) and equation (2.2.5) must be invoked in order to get the
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kinds of waves we seek. In other words, the cables must become slack in order to
sustain traveling waves in a suspension bridge. This would only happen in severe
storms, like the ones witnessed by Russell Cone.
We now look for traveling waves z with z < −1 on [0, r) for some r > 0, z(r) = −1,
and z > −1 on (r,∞). Moreover, z′(0) = z′′′(0) = 0. Thus z can be regarded as an
even function on (−∞,∞). Thus z = za on [0, r] and z = zb on [r,∞).
In addition to za(r) = zb(r) = −1, we also require that their first three derivatives
match at r. That is, we want
za(r) = −1,
zb(r) = −1,
z′a(r) = z
′
b(r),
z′′a(r) = z
′′
b (r),
z′′′a (r) = z
′′′
b (r).
(2.2.6)
Note that requiring the system of equations (2.2.6) be true implies the fourth
derivatives of za and zb are also equal at r. This is because equations (2.2.4) and
(2.2.5) at r are
z(4)a (r) + c
2z′′a(r) + za(r) = 0,
z
(4)
b (r) + c
2z′′b (r) = 1.
Since za(r) = −1 and z′′b (r) = z′′a(r), we see that z(4)a (r) = z(4)b (r).
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Our solution z is thus given by
z(T ) =
 zb(T ) if 0 ≤ T ≤ rza(T ) if T > r. (2.2.7)
with z′b(0) = z
′′′
b (0) = 0 and z(−T ) = z(T ) if T > 0. Such a solution is depicted in
Figure 2.2.1.
zb(T )
za(T )
(r,−1)(−r,−1)
Figure 2.2.1: We reflect za and zb about T = 0 so that we have a solution for the whole
real line
Recall that we want our solution z to be C4(−∞,∞) because equations (2.2.4)
and (2.2.5) are fourth order ODEs. To do this, we need zb to be C
4[0, r] and za(T ) to
be C4[r,∞]. As explained earlier, the matching of the first three derivatives of za and
zb at T = r implies the fourth derivatives are equal there. Thus, this construction
yields a C4(−∞,∞) solution.
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Additionally, we want za to vanish at ∞ (so that z will vanish at ±∞ when we
reflect z to define the solution for the whole real line). Thus, our solution z will be
an even C4 traveling wave decaying to 0 at ±∞.
2.3 Solving the ODE pair
We solve the two differential equations (2.2.4) and (2.2.5) separately before introduc-
ing the matching conditions. A version of these calculations were done in [13], but
some of the details have been changed.
2.3.1 Finding za
To solve equation (2.2.4), z(4) + c2z′′ + z = 0, we use the characteristic equation
λ4 + c2λ2 + 1 = 0. (2.3.1)
Let κ = λ2. The characteristic equation becomes
κ2 + c2κ+ 1 = 0. (2.3.2)
By the quadratic formula, we get κ = − c2
2
±
√
c4−4
2
. For simplicity, denote the root
− c2
2
+
√
c4−4
2
with κp and denote the root − c22 −
√
c4−4
2
with κm. The subscripts are
short for “plus” and “minus” respectively. We will use κ to refer to both roots. Note
that κp = κm if c =
√
2. Otherwise, the two values of κ are distinct and complex
conjugates of each other.
Suppose c ≥ √2, then κm = − c22 −
√
c4−4
2
< κp = − c22 +
√
c4−4
2
< 0.
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Now recall that κ = λ2. Since both κ are real and negative, λ must be purely
imaginary. We let λ = ±τki, k = 1, 2 for some real τ1, τ2. Note that τ1 = τ2 only
when c =
√
2.
Thus, za ∈ span{cos τ1T, sin τ1T, cos τ2T, sin τ2T} if c >
√
2 and za ∈ span{cos τ1T,
sin τ1T, T cos τ1T, T sin τ1T} if c =
√
2. In either case za will never decay to the equi-
librium solution z = 0 as T →∞. Thus, we cannot have the type of solution we are
looking for if c2 ≥ 2. Therefore, we restrict our attention to 0 < c < √2.
From now on we let 0 < c <
√
2. Then
κ = −c
2
2
± i
√
4− c4
2
.
So, Re(κ) = − c2
2
. Since −2 < −c2 < 0, it is clear that −1 < Re(κ) < 0.
Also,
|κ| =
(
−c
2
2
)2
+
(
±
√
4− c4
2
)2
= 1.
Since λ2 = κ, it is immediate that |λ| = 1. Thus, the four roots λ to the characteristic
equation (2.3.1) all lie on the unit circle. We now have κp = − c22 + i
√
4−c4
2
and
κm = − c22 − i
√
4−c4
2
= κp. Since Re(κ) < 0 and
√
4−c4
2
> 0, κp lies in the second
quadrant while κm lies in the third quadrant. Note that κ cannot be purely imaginary
since c 6= 0 and it cannot be purely real since c 6= √2. That is, we have the situation
depicted in Figure 2.3.1. The cyan arcs of the circle represent where the two values
of κ can live. An example pair of the conjugates κp and κm is also included.
We now write κp = e
iθ so κm = e
−iθ with pi
2
< θ < pi. Because the two values of κ
13
κp
κm
Figure 2.3.1: The admissible values of κp and κm are represented in cyan
are distinct and each κ has two distinct roots λ in C, there are four distinct roots λ
to equation (2.3.1).
First consider κp = e
iθ. One root is λ1 = e
i θ
2 . Note that pi
4
< θ
2
< pi
2
, so this root
lies in the first quadrant. The second root is ei(
θ
2
+pi). Because 5pi
4
< θ
2
+ pi < 3pi
2
, this
root is in the third quadrant. Hence, we denote λ3 = e
i( θ2+pi).
Now consider κm = e
−iθ. One root is λ = e−i
θ
2 . We have −pi
2
< − θ
2
< −pi
4
, so this
root lives in the fourth quadrant. Hence, denote λ4 = e
−i θ
2 . Finally, the other root
of κm is e
i(− θ2+pi). This root is in the second quadrant because pi
2
< − θ
2
+ pi < 3pi
4
.
Thus, we denote λ2 = e
i(− θ2+pi). Figure 2.3.2 illustrates where the λi live. Note that
λ4 = λ1 and λ3 = λ2.
For a complex conjugate pair λ = σ±iτ we get a solution of the form µeσT cos(τT )+
νeσT sin(τT ) for some constants µ and ν. In order for za(T ) to decay to 0 as T →∞,
we need σ < 0, hence we want λ in the second or third quadrant. This is the pair λ2
and λ3. As a by-product, the decay to 0 is of exponential type. We want to find the
value of σ and τ for either of these, so we can just consider λ2.
14
λ1λ2
λ3 λ4
Figure 2.3.2: λk lies in the cyan region on the unit circle in the k
th quadrant for each
k = 1, 2, 3, 4
The algorithm we use in our MatLab code to find σ and τ is as follows. We first
compute θ1 = sin
−1
(√
4−c4
2
)
with 0 < θ1 <
pi
2
. Then, θ = pi−θ1 and λ2 = ei(pi− θ2 ) = eiρ
where ρ = pi+θ1
2
. Thus, σ = cos(ρ) and τ = sin(ρ). The other λj can now be easily
found when necessary.
In conclusion, our solution for equation (2.2.4) is
za(T ) = e
σT (µ cos(τT ) + ν sin(τT )) for T > 0,
where we find σ = σ(c) and τ = τ(c) as the coordinates of λ2. This solution has the
exponential decay at ∞ that we desire.
2.3.2 Finding zb
Now we solve equation (2.2.5). This is a nonhomogeneous differential equation; we
find the solution, zh, to the homogeneous equation and a particular solution, zp, to
the nonhomogeneous equation.
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We first solve the homogeneous ODE
z
(4)
h + c
2z′′h = 0.
The characteristic equation is
λ4 + c2λ2 = 0. (2.3.3)
Its roots are λ = 0 (a double root), λ = ic, and λ = −ic. Consequently, the solution
to the homogeneous equation is
zh = B +DT + E cos(cT ) + F sin(cT ). (2.3.4)
Now we just need to find a particular solution that satisfies the differential equation
z(4) + c2z′′ = 1.
Notice that this would be true if c2z′′(T ) = 1 and z(4)(T ) = 0. So, we can simply
integrate z′′(T ) = 1
c2
to obtain
z(T ) =
1
2c2
T 2 +GT +H.
However, we already have a linear term and a constant term, so
1
2c2
T 2 (2.3.5)
is sufficient.
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Combining equations (2.3.4) and (2.3.5), the general solution is
zb =
1
2c2
T 2 +BT +D + E cos(cT ) + F sin(cT ). (2.3.6)
However, we have the additional requirement that zb must be even. The odd
derivatives (as far as the function has continuous derivatives) of an even function
must equal 0 at T = 0. We have no such requirements for the even derivatives. So,
our initial conditions are
zb(0) = α0,
z′b(0) = 0,
z′′b (0) = α2,
z′′′b (0) = 0
(2.3.7)
for some constants α0 and α2. These allow us to construct an even zb. Using equation
(2.3.6), we find
zb(T ) =
1
2c2
T 2 +BT +D + E cos(cT ) + F sin(cT ),
z′b(T ) =
1
c2
T +B − cE sin(cT ) + cF cos(cT ),
z′′b (T ) =
1
c2
− c2E cos(cT )− c2F sin(cT ),
z′′′b (T ) = c
3E sin(cT )− c3F cos(cT )
(2.3.8)
so we have
D + E = α0,
B + cF = 0,
1
c2
− c2E = α2,
−c3F = 0.
(2.3.9)
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Solving this system yields B = 0, D = α0 − 1c4 + α2c2 , E = 1c4 − α2c2 , and F = 0. Note
that knowing the values of D and E is equivalent to knowing the values of α0 and α2.
We will denote D = β and E = γ to obtain
zb(T ) =
1
2c2
T 2 + β + γ cos(cT ).
One could have found this by simply choosing the even functions in equation (2.3.6).
However, later we will alter our model and seek a different kind of wave. When we
do this we will have to use the initial conditions to construct zb.
2.4 Necessary equations
We have solved equations (2.2.4) and (2.2.5) and gotten
za(T ) = e
σT (µ cos(τT ) + ν sin(τT )) if za ≥ −1, (2.4.1)
zb(T ) =
1
2c2
T 2 + β + γ cos(cT ) if zb ≤ −1. (2.4.2)
There are 4 constants, β, γ, µ, and ν, from solving each differential equation.
Additionally, r, the matching location at which za meets zb, is unknown. For each
prescribed c ∈ (0,√2), σ and τ are fixed. We want the two functions za and zb in
equations (2.4.1) and (2.4.2) to both equal −1 at r and their first three derivatives
to be equal there as well. That is, we want equations (2.2.6), replicated here, to be
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true:
za(r) = −1,
zb(r) = −1,
z′a(r) = z
′
b(r),
z′′a(r) = z
′′
b (r),
z′′′a (r) = z
′′′
b (r).
So, given c, we have a system of five algebraic equations and five unknowns (β, γ, µ,
ν, and r).
We will use Newton’s method to look for their solutions. Suppose ~f : Rm → Rm.
The solution ~f(~x) = ~0 will be found by the iterative scheme
~xn+1 = ~xn − J−1n · ~f(~xn), n = 0, 1, 2, ... (2.4.3)
with a given initial guess ~x0 [2]. Here Jn = f
′(xn) represents the Jacobian of the
system. If we write the independent variables as subscripts and the iteration count
as a superscript, the formula is as follows:

xn+11
xn+12
...
xn+1m

=

xn1
xn2
...
xnm

−

∂f1
∂x1
∂f1
∂x2
. . . ∂f1
∂xm
∂f2
∂x1
∂f2
∂x2
. . . ∂f2
∂xm
...
...
. . .
...
∂fm
∂x1
∂fm
∂x2
. . . ∂fm
∂xm

−1
·

f1(x
n
1 , x
n
2 , ..., x
n
m)
f2(x
n
1 , x
n
2 , ..., x
n
m)
...
fm(x
n
1 , x
n
2 , ..., x
n
m)

.
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Thus, to solve equations (2.2.6), we let
za(r) + 1 = 0,
zb(r) + 1 = 0,
z′a(r)− z′b(r) = 0,
z′′a(r)− z′′b (r) = 0,
z′′′a (r)− z′′′b (r) = 0
(2.4.4)
with fi = fi(β, γ, µ, ν, r) for i = 1, 2, ..., 5.
Next, a direct computation yields
za(T ) =e
σT (µ cos(τT ) + ν sin(τT )),
z′a(T ) =e
σT ((σν − τµ) sin(τT ) + (σµ+ τν) cos(τT )),
z′′a(T ) =e
σT ((−2στµ+ (σ2 − τ 2)ν) sin(τT ) + ((σ2 − τ 2)µ+ 2στν) cos(τT )),
z′′′a (T ) =e
σT (((τ 3 − 3σ2τ)µ+ (σ3 − 3στ 2)ν) sin(τT ) + ((σ3 − 3στ 2)µ
+ (3σ2τ − τ 3)ν) cos(τT )).
Additionally, the fourth derivative is given by
z(4)a (T ) = e
σT (((4στ 3 − 4σ3τ)µ+ (σ4 − 6σ2τ 2 + τ 4)ν) sin(τT )
+ ((τ 4 − 6σ2τ 2 + σ4)µ+ (4σ3τ − 4στ 3)ν) cos(τT )).
(2.4.5)
For zb we have
zb(T ) =
1
2c2
T 2 + β + γ cos(cT ),
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z′b(T ) =
1
c2
T − γc sin(cT ),
z′′b (T ) =
1
c2
− γc2 cos(cT ),
z′′′b (T ) = γc
3 sin(cT )
with a fourth derivative of
z
(4)
b = γc
4 cos(cT ). (2.4.6)
We can solve (2.2.6) without using (2.4.5) and (2.4.6). Recall in section 2.2 we
demonstrated z
(4)
b (r) = z
(4)
a (r). This last relation can be used to double check our
solution. This helps us to find errors in our computation or in our programs.
The unknowns are given by
~x =

β
γ
µ
ν
r

and the function ~f(β, γ, µ, ν, r), according to (2.4.4)
~f =

eσr(µ cos(τr) + ν sin(τr)) + 1
1
2c2
r2 + β + γ cos(cr) + 1
eσr((σν − τµ) sin(τr) + (σµ+ τν) cos(τr))− 1
c2
r − γc sin(cr)
eσr((−2στµ+(σ2−τ2)ν) sin(τr)+((σ2−τ2)µ+2στν) cos(τr))
− 1
c2
−γc2 cos(cr)
eσr(((τ3−3σ2τ)µ+(σ3−3στ2)ν) sin(τr)+((σ3−3στ2)µ+(3σ2τ−τ3)ν) cos(τr))
−γc3 sin(cr)

. (2.4.7)
In order to run Newton’s method, we need the Jacobian matrix J = ~f ′(~x). The
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entries of the Jacobian were computed by hand. Each column of this matrix is
constructed by taking the partial derivative of ~f with respect to one of the unknowns.
They are listed as follows:
∂ ~f
∂β
=

0
1
0
0
0

, (2.4.8)
∂ ~f
∂γ
=

0
cos(cr)
c sin(cr)
c2 cos(cr)
−c3 sin(cr)

, (2.4.9)
∂ ~f
∂µ
=

eσr cos(τr)
0
eσr(−τ sin(τr) + σ cos(τr))
eσr(−2στ sin(τr) + (σ2 − τ 2) cos(τr))
eσr((τ 3 − 3σ2τ) sin(τr) + (σ3 − 3στ 2) cos(τr))

, (2.4.10)
∂ ~f
∂ν
=

eσr sin(τr)
0
eσr(σ sin(τr) + σ cos(τr))
eσr((σ2 − τ 2) sin(τr) + 2στ cos(τr))
eσr((σ3 − 3στ 2) sin(τr) + (3σ2τ − τ 3) cos(τr))

, (2.4.11)
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and
∂ ~f
∂r
=

eσr((σν − τµ) sin(τr) + (σµ+ τν) cos(τr))
1
c2
r − γc sin(cr)
eσr((−2στµ+(σ2−τ2)ν) sin(τr)+((σ2−τ2)µ+2στν) cos(τr))
− 1
c2
+γc2 cos(cr)
eσr(((τ3−3σ2τ)µ+(σ3−3στ2)ν) sin(τr)+(σ3−3στ2)µ+(3σ2τ−τ3)ν) cos(τr))
−γc3 sin(cr)
eσr(((4στ3−4σ3τ)µ+(σ4−6σ2τ2+τ4)ν) sin(τr)+((τ4−6σ2τ2+σ4)µ+(4σ3τ−4στ3)ν) cos(τr))
−γc4 cos(cr)

.
(2.4.12)
We construct the matrix by concatenating the above columns in sequential order.
That is, the Jacobian matrix is given by
J(~x) =
[
∂ ~f
∂β
∂ ~f
∂γ
∂ ~f
∂µ
∂ ~f
∂ν
∂ ~f
∂r
]
. (2.4.13)
While J is computed by hand, we let MatLab calculate J(~xn)
−1 · ~f(~xn) using the
backslash operator. This solves the equations without calculating J−1 and is more
robust [11].
Note that [13] solves this problem a little differently. The authors find a solution
to equation (2.2.4)
za(T ) = µe
σT cos(τT + ν)
which decays to ∞ as T → −∞ rather than ∞. They find a solution to equation
(2.2.5)
zb =
T 2
2c2
+ αT + β + γ cos(cT + δ).
They match these two equations at T = 0 and make the solutions even in T − r.
The authors derive matching conditions similar to ours then use algebra to write the
necessary equations in a different way.
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2.5 MatLab algorithm for finding solutions
Now that we have all of the pieces for running Newton’s method, we start to look for
solutions using MatLab.
The code we use for Newton’s method implements the following algorithm. For
any prescribed c <
√
2, we make an initial guess for a particular value x0 and enter a
loop to perform the iterations. First, we check to ensure the Jacobian matrix is well-
conditioned. If it is, then we compute the next iterate ~xn+1 = ~xn− (J(~xn))−1 · ~f(~xn).
If ~f(~xn+1) is small enough (in our algorithm, we require the absolute value of each
component be less than 10−12) and the value of r is positive, we stop and xn+1 is our
numerical solution. If ~f(~xn+1) is outside our tolerance, we compute the next iterate.
If ~f(~xn+1) is (i) still too large after 20 iterations, (ii) the Jacobian was ill-conditioned,
or (iii) r < 0, then we do not have a solution for that guess.
This algorithm solves the equation ~f(~x) = ~0 for ~f in equation (2.4.7). However,
a solution to the system may not solve equations (2.2.4) and (2.2.5). Recall that za
is only true for z values above −1 but the solution found by Newton’s method does
not take this requirement into consideration. Thus, our algorithm may return values
such that za dips below −1. We need to exclude these solutions.
Additionally, we perform a check on our solutions by verifying that z
(4)
a (r) = z
(4)
b (r)
to some tolerance.
Notice that the above algorithm searches for solutions if we are given an initial
guess, but we first need to make that guess. For a fixed c, we can write a script that
loops over thousands of initial guesses in search of solutions. We discuss the results
of our findings in the next chapter.
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Chapter 3
Results for the first model
3.1 Solutions for c = 1
Our traveling waves are given by za and zb in (2.4.1) and (2.4.2). They need to match
at the location T = r where za = zb = −1. While σ and τ are known once c is given,
the other constants β, γ, µ, ν, and r need to be found with a Newton solver. This
uses a loop that implements a Newton’s method algorithm for thousands of initial
guesses.
We define the amplitude of a wave z(T ) to be the difference between the maximum
and minimum values of z. Initially, we have the loop only return solutions with
amplitude less than 100. This choice of upper limit is somewhat arbitrary, but it
is meant to exclude solutions which are definitely unrealistic. It does not mean
that all of the solutions with smaller amplitude are physically possible, but it is a
compromise between getting realistic solutions and having enough solutions that we
have interesting results.
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The loop uses initial guesses such that each unknown is an integer value satisfying
−7 ≤ β ≤ 7, −7 ≤ γ ≤ 7, −7 ≤ µ ≤ 7, −7 ≤ ν ≤ 7, 3 ≤ r ≤ 15. We first run this for
c = 1 and it yields three solutions.
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Figure 3.1.1: Solution at c = 1 with amplitude 14.7368
One solution has amplitude approximately 14.7368. The values of the constants,
rounded to four decimal places, are β = −9.0659, γ = −4.0164, µ = −6.4946,
ν = −15.8590, and r = 2.8900. The plot is shown in Figure 3.1.1, and we call this
solution 3.1.1.
The second solution has amplitude approximately 33.3020, correspondingly β =
−27.0192, γ = 7.2138, µ = 123.5359, ν = 112.3885, and r = 6.1441. The plot is
shown in Figure 3.1.2, so we call this solution 3.1.2.
The third solution has amplitude 70.3362, β = −54.8364, γ = −10.3766, µ =
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Figure 3.1.2: Solution at c = 1 with amplitude 33.3020
−1149.9592, ν = −371.4278, and r = 9.3283. The plot is shown in Figure 3.1.3, so
we call this solution 3.1.3.
3.2 Continuation method and other results
Now we use a continuation method to find solutions for other c values. We take the
values of β, γ, µ, ν, and r for one of the solutions at c = 1 and use that as the initial
guess for Newton’s method for a nearby c value, such as c = 1.01. If this converges to
a solution, we can use it as the initial guess for Newton’s method for another nearby
c value, such as c = 1.02.
We do this for each of the three solutions we found for c = 1. We look for solutions
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Figure 3.1.3: Solution at c = 1 with amplitude 70.3362
to the left and to the right of c = 1 and plot their amplitudes. We check whether or
not za goes below −1. If it does, we do not plot the amplitude for that solution and
we stop the continuation method.
We put all three solutions on the same set of axes. Using a step size 0.001 for
0.6 ≤ c ≤ 1.4 and capping the solutions at amplitude 100 yields Figure 3.2.1.
Notice that the curves containing solution 3.1.2 and solution 3.1.3 end at a certain
value of c with 1 < c < 1.4. This is because za goes below −1 at some value of
|T | > r. Solution 3.1.2 failed between c = 1.257 and c = 1.258 while solution 3.1.3
failed between c = 1.094 and c = 1.095. Solution 3.1.1 lasted all the way to c = 1.4,
but if we continue the continuation method, we find it fails between c = 1.4134 and
c = 1.4135, which is very close to c =
√
2.
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Figure 3.2.1: Continuation method starting at c = 1 with maximum amplitude 100
We continue to get solutions using Newton’s method, however, so if we relaxed
the requirement that za stayed above −1 then we would have gotten Figure 3.2.2.
The extra solutions shown in this figure do not satisfy the model, though they do
solve ~f = ~0 for ~f defined by equation (2.4.7).
The solutions continue to exist for smaller values of c, and their amplitudes appear
to be a decreasing function of c ∈ (0,√2). In fact, it is shown in [9] that all solutions
to equation (2.2.3) go to ∞ in the L∞ norm as c → 0. Additionally, it is shown in
[3] that a traveling wave solution exists for all c ∈ (0,√2). However, these solutions
may cross the line z = −1 more than just at |T | = r and we did not search for this
type of wave.
If we allow the amplitudes of the solutions to grow past 100 to 200, we get Figure
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Figure 3.2.2: Solutions via Newton’s method if we do not check za going below −1
3.2.3. If we let the amplitudes be as large as 500, we get Figure 3.2.4.
We can plot the solutions represented by a point on these curves. The solutions we
get by following solution 3.1.1 to c ∈ {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3,
1.4} are represented in Figures 3.2.7 - 3.2.12 and 3.2.14 - 3.2.19. Notice that Figure
3.2.15 is a repeat of Figure 3.1.1. It was replicated here to aid in the comparison to
the solution at other c values. Notice that all of the solutions have the same general
shape. Their amplitudes are a decreasing function of c. We can also see how the
location of the matching place r changes.
We next follow solution 3.1.2 and plot it for c ∈ {0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0,
1.1, 1.2} in Figures 3.2.21 - 3.2.25 and 3.2.27 - 3.2.30. Between c = 1.2 and c = 1.3
such profiles are not traveling wave solutions because za goes below −1. So, we could
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Figure 3.2.3: Continuation method starting at c = 1 with maximum amplitude 200
not plot solutions for c = 1.3 and c = 1.4. Notice again that the general shape is the
same for all of the solutions even though the amplitudes and matching places change.
Now we follow solution 3.1.3 to c ∈ {0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. These plots are
shown in Figures 3.2.32 - 3.2.35 and 3.2.37 - 3.2.39. As mentioned earlier, someplace
between c = 1 and c = 1.1, za will go below −1 and we stop getting solutions.
Many of these solutions had amplitude greater than 100. In fact, many of them
had amplitude greater than 500. Note that allowing for higher amplitude solutions
may have led to more solutions at c = 1. If there were additional solutions, they may
have amplitude below 100 at higher c values because it seems the amplitudes decrease
as c increases.
So, we can run our loop again (with the same initial values) but instead of only
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Figure 3.2.4: Continuation method starting at c = 1 with maximum amplitude 500
returning solutions with amplitude below 100, we let the amplitude be larger. Looking
for solutions at c = 1 with amplitude below 200 yields one additional solution in our
algorithm, but za goes below −1 so it is not an actual solution. Letting the amplitudes
increase to 500 yields even more solutions from Newton’s method, but still only yields
the same three solutions with the property that za does not go below −1.
Recall that our choice of capping the amplitude at 100 was somewhat arbitrary.
However, it actually ended up having some significance. At c = 1 the three solutions
we found below 100 were, in fact, solutions while the solutions we found with ampli-
tude greater than 100 (specifically, the solutions with amplitude above 100 and below
500) were not actual solutions because za went below −1.
Because the amplitudes of the solutions decrease as c approaches
√
2, we could
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Figure 3.2.5: Solution at c = 0.9 with amplitude 165.6316 (the fourth solution)
also check if there are any additional solutions with amplitude below 100 at a higher
c values by looking at this c value directly. To test this, we ran our loop (with the
same initial guesses for β, γ, µ, ν, and r) at c = 1.4. Our Newton’s method algorithm
returned eight solutions, but only one of them did not go below −1 for some |T | > r.
This was the solution we already found in Figure 3.2.1 and plotted in Figure 3.2.19.
Another observation from Figure 3.2.1 is that higher amplitude solutions disappear
at a lower c value. This raises the question of whether or not there are more solutions
for c < 1 with the provision that such solutions die off before getting to c = 1.
To test this, we run Newton’s method at c = 0.9 with maximum amplitude 500.
We find four solutions such that za does not go below −1. We were already aware of
three of the solutions from Figure 3.2.3 and plotted them in Figures 3.2.14, 3.2.27,
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Figure 3.2.6: Continuation method starting at c = 0.9 with maximum amplitude 200
and 3.2.38.
The one new solution is shown in Figure 3.2.5, so we will call it solution 3.2.5. It
has β = 144.3554, γ = 20.8852, µ = 24468.5829, ν = 29265.8286, and r = 14.0939.
Its amplitude is approximately 165.6316.
If we run a continuation method on the four solutions at c = 0.9 with a step size
0.001 and maximum amplitude 200, we get Figure 3.2.6. Solution solution 3.2.5 fails
between c = 0.931 and c = 0.932.
Running our Newton’s method algorithm at c = 0.8 with maximum amplitude
500 yielded the four solutions we expected and no new solutions.
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Figure 3.2.7: c = 0.3,
amplitude = 1935.7522
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Figure 3.2.8: c = 0.4,
amplitude = 611.4087
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Figure 3.2.9: c = 0.5,
amplitude = 249.6738
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Figure 3.2.10: c = 0.6,
amplitude = 119.8313
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Figure 3.2.11: c = 0.7,
amplitude = 64.2225
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Figure 3.2.12: c = 0.8,
amplitude = 37.2616
Figure 3.2.13: Solution 3.1.1 followed to different c values using a continuation method
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Figure 3.2.14: c = 0.9,
amplitude = 22.9267
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Figure 3.2.15: c = 1,
amplitude = 14.7368
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Figure 3.2.16: c = 1.1,
amplitude = 9.7734
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Figure 3.2.17: c = 1.2,
amplitude = 6.6022
-20 -15 -10 -5 0 5 10 15 20
T
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
z(T
)
Figure 3.2.18: c = 1.3,
amplitude = 4.4497
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Figure 3.2.19: c = 1.4,
amplitude = 2.7000
Figure 3.2.20: Solution 3.1.1 followed to different c values using a continuation method
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Figure 3.2.21: c = 0.4,
amplitude = 1336.5925
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Figure 3.2.22: c = 0.5,
amplitude = 546.7325
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Figure 3.2.23: c = 0.6,
amplitude = 263.1023
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Figure 3.2.24: c = 0.7,
amplitude = 141.5639
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Figure 3.2.25: c = 0.8,
amplitude = 82.6003
Figure 3.2.26: Solution 3.1.2 followed to different c values using a continuation method
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Figure 3.2.27: c = 0.9,
amplitude = 51.2303
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Figure 3.2.28: c = 1,
amplitude = 33.3020
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Figure 3.2.29: c = 1.1,
amplitude = 22.4453
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Figure 3.2.30: c = 1.2,
amplitude = 15.5362
Figure 3.2.31: Solution 3.1.2 followed to different c values using a continuation method
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Figure 3.2.32: c = 0.4,
amplitude = 2787.1413
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Figure 3.2.33: c = 0.5,
amplitude = 1140.8075
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Figure 3.2.34: c = 0.6,
amplitude = 549.5424
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Figure 3.2.35: c = 0.7,
amplitude = 296.1317
Figure 3.2.36: Solution 3.1.3 followed to different c values using a continuation method
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Figure 3.2.37: c = 0.8,
amplitude = 173.1650
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Figure 3.2.38: c = 0.9,
amplitude = 107.7321
-20 -15 -10 -5 0 5 10 15 20
T
-70
-60
-50
-40
-30
-20
-10
0
10
z(T
)
Figure 3.2.39: c = 1,
amplitude = 70.3362
Figure 3.2.40: Solution 3.1.3 followed to different c values using a continuation method
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Chapter 4
Impulse forcing
4.1 Set up of the model with an impulse
We now alter our model by introducing an impulse load traveling along the length of
the bridge. This idea was inspired by [10]. In that paper, the authors modeled the
lift-off of a railroad track, represented by a beam of infinite length. They used two
delta functions to model “two concentrated forces moving with constant speed” on
the track. They studied where the track lifted and by how much.
We will only consider one steadily moving impulse in our model of a suspension
bridge. To make this more precise, we will put this in the language of distributions.
For all test functions φ ∈ D(R2) and for all distributions T , define
δ˜(φ) =
∫ ∞
−∞
φ(0, t) dt (4.1.1)
41
and
(EaT )(φ) = T (φ(· − a, t)). (4.1.2)
For a constant a, Ea is a translation of a distribution. Our goal is to show for some
constant A1
utt + uxxxx + ku
+ − 1 = A1Eaδ˜. (4.1.3)
Note that the derivatives are distributional derivatives.
We will consider the left and right sides of equation (4.1.3) acting on an arbitrary
test function φ. That is, for all φ ∈ D(R2), we have
(utt + uxxxx + ku
+ − 1)(φ) =
∫ ∞
−∞
∫ ∞
−∞
[(φtt + φxxxx)u+ ku
+φ− φ] dx dt. (4.1.4)
Now let u(x, t) = 1
k
y(T ) for T = k
1
4x− k 12 ct. We consider y such that
1. c2y′′ + y(4) + y+ − 1 = 0 for T ∈ (0,∞),
2. y is even,
3. y′′′(0+) =
1
2
and y′′′(0−) = −1
2
.

(4.1.5)
The third requirement gives a jump discontinuity of 1 in the third derivative at T = 0.
Note that if T = 0 then x = k
1
4 ct.
Splitting the x-integral from equation (4.1.4) at this discontinuity yields
∫ ∞
−∞
∫ k 14 ct
−∞
[(φtt + φxxxx)u+ ku
+φ− φ] dx+
∫ ∞
k
1
4 ct
[(φtt + φxxxx)u+ ku
+φ− φ] dx
 dt.
(4.1.6)
Changing variables into y and T and with repeated use of integration by parts, ex-
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pression (4.1.6) can be written as
∫ ∞
−∞
(∫ k 14 ct
−∞
[c2y′′(T ) + y(4)(T ) + ky+(T )− 1]φ(x, t) dx∫ ∞
k
1
4 ct
[c2y′′(T ) + y(4)(T ) + ky+(T )− 1]φ(x, t) dx
)
dt
+
∫ ∞
−∞
(
uxxx((k
1
4 ct)+, t)− uxxx((k 14 ct)−, t)
)
φ(k
1
4 ct, t) dt.
(4.1.7)
Because c2y′′ + y(4) + y+ − 1 = 0 everywhere except at x = k 14 ct, we know the first
term in expression (4.1.7) is 0. Thus expression (4.1.7) reduces to
1
k
· k 34
∫ ∞
−∞
(
y′′′(0+)− y′′′(0−))φ(k 14 ct, t) dt = 1
k
1
4
∫ ∞
−∞
φ(k
1
2 ct, t) dt. (4.1.8)
Now we choose A1 =
1
k
1
4
and a = −k 14 ct. Then the right side of equation (4.1.3)
acting on φ yields
(A1Eaδ˜)(φ) = (A1δ˜)(φ(· − a, t))
=
∫ ∞
−∞
A1φ(−a, t) dt
=
∫ ∞
−∞
1
k
1
4
φ(k
1
4 ct, t) dt.
Thus, equation (4.1.3) is true. That is, we have shown
utt + uxxxx + ku
+ − 1 = A1Eaδ˜.
A shorthand to designate the equation for the even function y satisfying (4.1.5) is
y(4) + c2y′′ + y+ − 1 = δ (4.1.9)
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where δ is the usual delta distribution.
To solve equation (4.1.9), we let y = z + 1 and consider
z(4) + c2z′′ + z = 0 if z ≥ −1, (4.1.10)
z(4) + c2z′′ = 1 if z ≤ −1 (4.1.11)
with the intial conditions
zb(0) = α0,
z′b(0) = 0,
z′′b (0) = α2,
z′′′b (0) =
1
2
.
(4.1.12)
Recall the last initial condition lets us incorporate the delta function. It comes from
the jump discontinuity constraint z′′′(0+) − z′′′(0−) = 1. Because we construct an
even z as described below, z′′′(0−) = −z′′′(0+). This immediately gives z′′′(0+) = 1
2
.
We look for an even solution z by the following procedures. We will solve zb on
[0, r] and za on [r,∞) and match za and zb at T = r such that zb(r) = −1 = za(r).
Then we will reflect this across the line T = 0 to have an even solution on (−∞,∞).
Thus z(T ) = z(−T ) and the construction of solution is given by
z(T ) =

za(−T ) if T < −r,
zb(−T ) if − r ≤ T < 0,
zb(T ) if 0 ≤ T ≤ r,
za(T ) if T > r.
(4.1.13)
The solution z is depicted in Figures 4.1.1 and 4.1.2. This is a traveling wave solution
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provided za never dips below z = −1 on (r,∞).
zb(T )
z = −1
za(T )
(r,−1)
Figure 4.1.1: We match zb to za at r where za = zb = −1
The general solution to equation (4.1.11) is still the same as in equation (2.3.6),
zb(T ) =
1
2c2
T 2 +BT +D + E cos(cT ) + F sin(cT );
the values of the constants B, D, E, and F will be different.
As in section 2.3.2, we substitute T = 0 into equations (2.3.8). This time we use
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zb(T )
za(T )
(r,−1)(−r,−1)
Figure 4.1.2: We reflect za and zb across T = 0 so that we have an even solution for the
whole real line
the initial conditions (4.1.12) to find
D + E = α0,
B + cF = 0,
1
c2
− c2E = α2,
−c3F = 1
2
.
(4.1.14)
Solving this system yields B = 1
2c2
, D = α0 +
α2
c2
− 1
c4
, E = 1
c4
− α2
c2
, and F = − 1
2c3
.
Notice that B and F are now nonzero so zb is no longer C
1(−r, r). We again let
D = β and E = γ, resulting in
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zb(T ) =
1
2c2
T 2 +
1
2c2
T + β + γ cos(cT )− 1
2c3
sin(cT ).
On the other hand, we still have
za = e
σT (µ cos(τT ) + ν sin(τT ))
because the impulse occurs at T = 0 where z < −1. The general solution za is
unaffected. Hence our solution is given by
za(T ) = e
σT (µ cos(τT ) + ν sin(τT )) if z ≥ −1, (4.1.15)
zb(T ) =
1
2c2
T 2 +
1
2c2
T + β + γ cos(cT )− 1
2c3
sin(cT ) if z ≤ −1. (4.1.16)
We still need to match za and zb at some value r > 0 by requiring
za(r) + 1 = 0,
zb(r) + 1 = 0,
z′a(r)− z′b(r) = 0,
z′′a(r)− z′′b (r) = 0,
z′′′a (r)− z′′′b (r) = 0.
(4.1.17)
These are the same conditions as equation (2.4.4). That is, we have a system of five
equations in five unknowns (β, γ, µ, ν, and r), so we will use Newton’s method as we
explained in section 2.4.
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Figure 4.1.3: Solution at c = 1 with amplitude 18.2546
Our function ~f which we want to equal ~0 is given by
~f =

eσr(µ cos(τr) + ν sin(τr)) + 1
1
2c2
r2 + β + γ cos(cr)− 1
2c3
sin(cr) + 1
eσr((−τµ+σν) sin(τr)+(σµ+τν) cos(τr))
− 1
c2
r− 1
2c2
−γc sin(cr)+ 1
2c2
cos(cr)
eσr((−2στµ+(σ2−τ2)ν) sin(τr)+((σ2−τ2)µ+2στν) cos(τr))
− 1
c2
−γc2 cos(cr)− 1
2c
sin(cr)
eσr(((−3σ2τ+τ3)µ+(σ3−3στ2)ν) sin(τr)+((σ3−3στ2)µ+(3σ2τ−τ3)ν) cos(τr))
−γc3 sin(cr)− 1
2
cos(cr)

. (4.1.18)
We construct the Jacobian so that we can run Newton’s method by taking the
necessary partial derivatives. Recall that za is the same in both cases. The difference
in the two zb functions is that there are the additional terms
1
2c2
T and − 1
2c3
sin(cT )
in the current case. Thus the partial derivatives with respect to β, γ, µ, and ν are
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Figure 4.1.4: Solution at c = 1 with amplitude 35.9217
unchanged and are given by equations (2.4.8), (2.4.9), (2.4.10), and (2.4.11) respec-
tively.
The partial derivatives with respect to r are
∂ ~f
∂r
=

eσr((−τµ+ σν) sin(τr) + (σµ+ τν) cos(τr))
1
c2
r + 1
2c2
− γc sin(cr)− 1
2c2
cos(cr)
eσr((−2στµ+(σ2−τ2)ν) sin(τr)+((σ2−τ2)µ+2στν) cos(τr))
− 1
c2
+γc2 cos(cr)− 1
2c
sin(cr)
eσr(((−3σ2τ+τ3)µ+(σ3−3στ2)ν) sin(τr)+(σ3−3στ2)µ+(3σ2τ−τ3)ν) cos(τr))
−γc3 sin(cr)− 1
2
cos(cr)
eσr(((−4σ3τ+4στ3)µ+(σ4−6σ2τ2+τ4)ν) sin(τr)+((σ4−6σ2τ2+τ4)µ+(4σ3τ−4στ3)ν) cos(τr))
−γc4 cos(cr)+ 1
2
c sin(cr)

.
(4.1.19)
Because of the discontinuity in the third derivative at 0, our solutions will no
longer be C4(−∞,∞). They will be in C4(−∞, 0) ∩ C4(0,∞) ∩ C2(−∞,∞). At
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Figure 4.1.5: Solution at c = 1 with amplitude 76.8862
T = 0, our solutions will only be twice continuously differentiable.
4.2 Solutions at c = 1 for impulse model
We first look for values β, γ, µ, ν, and r for equations (4.1.15) and (4.1.16) at c = 1
that satisfy the matching conditions in equation (4.1.17). We use the same algorithm
outlined in section 2.5 and section 3.1. We again need to verify that za stays above
−1 for T > r.
As in the case in section 3.1, where the third derivative was continuous, we have
three solutions with amplitude below 100 when c = 1.
The first such solution, shown in Figure 4.1.3, has amplitude 18.2546. Newton’s
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Figure 4.1.6: Continuation method starting at c = 1 with maximum amplitude 100
method yields β = −11.6462, γ = −4.6144, µ = −6.4916, ν = −20.6975, and
r = 3.0324 and we call this solution 4.1.3.
The second solution with amplitude below 100 at c = 1 is shown in Figure 4.1.4.
This solution has amplitude 35.9217 with β = −30.1544, γ = 7.6360, µ = 134.4078,
ν = 108.7990, and r = 6.0867. We call this solution 4.1.4.
The third and final solution at c = 1 with amplitude below 100 is in Figure 4.1.5.
With the values β = −60.5502, γ = −10.9133, µ = −1228.3097, ν = −450.6390, and
r = 9.3789, solution 4.1.5 has amplitude 76.8862.
Notice that each of these three solutions has a slightly larger amplitude than the
ones in the continuous case at c = 1. This is not completely surprising because this
model represents an impulse traveling the length of the bridge. The force of the
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Figure 4.1.7: Solutions via Newton’s method if we do not check for going below −1
impulse should have some effect on the amplitude of the wave.
However, the general shapes of solutions 4.1.3, 4.1.4, and 4.1.5 is similar to the
shapes of solutions 3.1.1, 3.1.2, and 3.1.3, respectively. Despite the differences in the
amplitudes and values of β, γ, µ, ν, and r, the impulse does not seem to have had a
large effect on the appearance of the solutions when c = 1.
4.3 Continuation method and other results for im-
pulse model
We next study these solutions at other c values like we did in section 3.1. We use the
three solutions found at c = 1 in section 4.2 as initial guesses in Newton’s method for
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Figure 4.1.8: Continuation method starting at c = 1 with maximum amplitude 200
solutions at nearby c values. That is, we run a continuation method in c starting at
c = 1. In this case, we let c decrease from 1 to 0.6 and increase from 1 to 1.4 with
step size 0.001. Doing so, and capping the amplitudes of the solutions at 100, yields
Figure 4.1.6.
The analogous figure in the continuous model was Figure 3.2.1. Comparing these
two figures leads to interesting observations.
First, notice that at each c value, the amplitude of each solution here appears to
be greater than the amplitude of the analogous solution in the continuous case. As
stated in section 4.2, it is not surprising that the impulse affected the amplitude of
the solutions.
Second, the c values at which the solutions found via Newton’s method cease to
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Figure 4.1.9: Continuation method starting at c = 1 with maximum amplitude 500
satisfy the model occur at lower c values than they did in the continuous case. As
with figure 3.2.1, this was because za went below −1 for some T > r. Specifically,
solution 4.1.5 fails between c = 1.064 and c = 1.065 while solution 3.1.3, the analogous
solution in the continuous case, failed between c = 1.094 and c = 1.095. Solution 4.1.4
ends between c = 1.229 and c = 1.230 while the analogous solution in the continuous
case, solution 3.1.2, ended between c = 1.257 and c = 1.258 . In the continuous case,
solution 3.1.1 was a solution all the way to c = 1.4, as we saw in Figure 3.2.1. It
failed very close to c =
√
2, between c = 1.4134 and c = 1.4135. Now, solution 4.1.3
ceases to be a solution before c = 1.4, as seen in Figure 4.1.6. Specifically, it ends
between c = 1.375 and c = 1.376.
If we did not remove these results and had let za go below −1, we would have
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Figure 4.1.10: Solution at c = 0.9 with amplitude 173.3966 (the fourth solution)
Figure 4.1.7.
The choice of 100 as the maximum amplitude was arbitrary. Letting the amplitude
be as large as 200 yields Figure 4.1.8. Letting the maximum amplitude be 500 yields
Figure 4.1.9.
Running our algorithm at c = 0.9 yields the three solutions represented in Figures
4.1.8 and 4.1.9. However, it also yields the solution shown in Figure 4.1.10. This so-
lution has amplitude 173.3966 and has β = −153.0904, γ = 21.5133, µ = 25658.0306,
ν = 28915.5042, and r = 14.0609.
Running a continuation method in c starting at c = 0.9 with the four solutions
we have found yields Figure 4.1.11.
Solution 4.1.10 fails between c = 0.907 and c = 0.908. The similar solution in
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Figure 4.1.11: Continuation method starting at c = 0.9 with maximum amplitude 200
the continuous case, solution 3.2.5, ended between c = 0.931 and c = 0.932, so the
observation of the solutions failing at lower c values in the impulse case than in the
continuous case remains true.
Finally, we show the plots of different solutions at various c values. Notice the
changes in the scales of the axes.
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Figure 4.3.1: c = 0.3,
amplitude = 2064.6506
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Figure 4.3.2: c = 0.4,
amplitude = 665.7520
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Figure 4.3.3: c = 0.5,
amplitude = 277.4930
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Figure 4.3.4: c = 0.6,
amplitude = 135.9373
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Figure 4.3.5: c = 0.7,
amplitude = 74.3769
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Figure 4.3.6: c = 0.8,
amplitude = 44.0783
Figure 4.3.7: Solution 4.1.3 followed to different c values using a continuation method
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Figure 4.3.8: c = 0.9,
amplitude = 27.7296
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Figure 4.3.9: c = 1,
amplitude = 18.2546
-20 -15 -10 -5 0 5 10 15 20
T
-10
-8
-6
-4
-2
0
2
z(T
)
Figure 4.3.10: c = 1.1,
amplitude = 12.4347
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Figure 4.3.11: c = 1.2,
amplitude = 8.6738
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Figure 4.3.12: c = 1.3,
amplitude = 6.1099
Figure 4.3.13: Solution 4.1.3 followed to different c values using a continuation method
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Figure 4.3.14: c = 0.4,
amplitude = 1377.7239
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Figure 4.3.15: c = 0.5,
amplitude = 567.8010
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Figure 4.3.16: c = 0.6,
amplitude = 275.2965
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Figure 4.3.17: c = 0.7,
amplitude = 149.2410
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Figure 4.3.18: c = 0.8,
amplitude = 87.7391
Figure 4.3.19: Solution 4.1.4 followed to different c values using a continuation method
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Figure 4.3.20: c = 0.9,
amplitude = 54.8336
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Figure 4.3.21: c = 1,
amplitude = 35.9217
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Figure 4.3.22: c = 1.1,
amplitude = 24.4046
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Figure 4.3.23: c = 1.2,
amplitude = 17.0339
Figure 4.3.24: Solution 4.1.4 followed to different c values using a continuation method
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Figure 4.3.25: c = 0.4,
amplitude = 2889.3782
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Figure 4.3.26: c = 0.5,
amplitude = 1193.1495
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Figure 4.3.27: c = 0.6,
amplitude = 579.8332
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Figure 4.3.28: c = 0.7,
amplitude = 315.2089
Figure 4.3.29: Solution 4.1.5 followed to different c values using a continuation method
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Figure 4.3.30: c = 0.8,
amplitude = 185.9478
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Figure 4.3.31: c = 0.9,
amplitude = 116.7128
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Figure 4.3.32: c = 1,
amplitude = 76.8862
Figure 4.3.33: Solution 4.1.5 followed to different c values using a continuation method
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Chapter 5
Stability of the wave solutions
We now examine the stability of the waves found in Chapter 3.
In our study, we follow the paper [15]. The authors investigate stability of traveling
wave solutions to PDEs of the form
utt + Lu+N(u) = 0 (5.0.1)
where L is a linear operator in x and N is a nonlinear operator. They consider this
problem in general, but they also look at specific examples. One equation they study
is a beam model which differs from ours in the nonlinearity:
utt + δ
2u+ u− |u|p−1u = 0. (5.0.2)
In particular, they look at the one-dimensional case and they assume that p ≥ 3 is
odd.
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The governing equation for our model is (2.1.3),
utt + uxxxx + ku
+ = 1. (5.0.3)
We can scale out the parameter k by letting x be k
1
4x and t be k
1
2 t. Then, letting
z = u− 1 yields
zxxxx + ztt + (z + 1)
+ = 1. (5.0.4)
We can convert equation (5.0.4) into moving coordinates by using variables x˜ = x−ct
and t˜ = t. For simplicity, we write x˜ as x and t˜ as t. Completing this change of
variables yields
zxxxx + c
2zxx − 2czxt + ztt + (z + 1)+ = 1. (5.0.5)
Note that [15] uses x+ ct rather than x− ct.
The steady state solution of (5.0.5) represents traveling wave solutions. They
satisfy
ϕxxxx + c
2ϕxx + (ϕ+ 1)
+ = 1. (5.0.6)
which is the same as (2.2.3) in Chapter 2. Physically this means the traveling wave
solutions to equation (5.0.5) appear stationary to an observer with a speed c.
We will study what happens when we perturb a traveling wave solution to equation
(5.0.5) by a small amount. That is, z(x, t) = ϕ(x) + w(x, t) where ϕ is a traveling
wave solution and w is a small perturbation. While the symmetric traveling wave
was computed over the half interval [0,∞) and reflected to construct an even wave,
we use the full interval (−∞,∞) to determine the wave’s stability. This is because
we want to consider the odd function perturbation as well.
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Substituting z = ϕ+ w into equation (5.0.5) and linearizing about ϕ yields
ϕxxxx+wxxxx+c
2ϕxx+c
2wxx−2cwxt+wtt+(ϕ+1)++
 w if ϕ > −10 if ϕ < −1 = 1. (5.0.7)
Taking into account equation (5.0.6), we can write this as
wxxxx + c
2wxx − 2cwxt + wtt +
 w if ϕ > −10 if ϕ < −1 = 0. (5.0.8)
This is the same as
wxxxx + c
2wxx − 2cwxt + wtt + χ{x:ϕ(x)>−1} · w = 0, (5.0.9)
where χ is the characteristic function. As ϕ = −1 at only a countable number of
points, we do not need to worry about such locations in (5.0.8).
Another way of getting (5.0.9) is to observe that
(ξ+)′ =
 1 if ξ > 00 if ξ < 0 = χ{ξ>0}. (5.0.10)
A linearization of the term (z + 1)+ in (5.0.5) about z = ϕ immediately gives
χ{x:ϕ(x)+1>0} · w = χ{x:ϕ>−1} · w
which agrees with (5.0.9).
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Following [15], we define an operator H by
H = ∂
4
∂x4
+ c2
∂2
∂x2
+ χ{x:ϕ>−1}. (5.0.11)
Note that H depends on c as well as a specific traveling wave ϕ. Using the L2 inner
product 〈f, g〉 = ∫∞−∞ fgdx with norm ‖f‖ = √〈f, f〉, H is known to be a self-adjoint
(unbounded) operator on L2(−∞,∞). In fact, for smooth f and g with fast decay
at infinity, it is easy to check 〈Hf, g〉 = 〈f,Hg〉 through repeated uses of integration
by parts.
Using H, equation (5.0.8) can be written as
wtt − 2cwxt +Hw = 0. (5.0.12)
In order to study its linearized stability, we look for when equation (5.0.12) has
solutions of the form eλtv(x). Therefore, we substitute w(x, t) = v(x)eλt into equation
(5.0.12) and divide through by eλt to obtain
v(4)(x) + c2v′′(x)− 2cλv′(x) + λ2v(x) + χ{x:ϕ>−1} · v(x) = 0. (5.0.13)
Using [15], we have the following criteria for linearized stability.
Definition 5.0.1. A traveling wave ϕ is linearly unstable if there exists a λ with
positive real part and a function ψ 6= 0 such that
λ2ψ − 2cλψx +Hψ = 0.
Otherwise, ϕ is linearly stable.
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Note that Definition 5.0.1 reconciles with (5.0.13).
Remark 5.0.2. Because the paper used x + ct rather than x − ct, their version of
the equation in definition (5.0.1) is
λ2ψ + 2cλψx +Hψ.
In [15], the authors categorize the stability of solutions to
utt + 2ωutx +Hu = 0 (5.0.14)
where H is a self-adjoint operator on L2. We now have a problem, equation (5.0.12),
in that form and can apply the appropriate theorems accordingly.
Let σ(H) be the spectrum of the operator H. We claim that σ(H)∩ (−∞, 0) 6= ∅:
〈Hϕ, ϕ〉 =
∫ ∞
−∞
(
ϕxxxx + c
2ϕxx + χ{x:ϕ>−1} · ϕ
)
ϕ dx
=
∫
{x:ϕ(x)>−1}
(ϕxxxx + c
2ϕ′′ + ϕ)ϕ dx+
∫
{x:ϕ(x)<−1}
(ϕxxxx + c
2ϕ′′)ϕ dx
=
∫
{x:ϕ(x)>−1}
0 · ϕ dx+
∫
{x:ϕ(x)<−1}
1 · ϕ dx
=
∫
{x:ϕ(x)<−1}
ϕ dx
< 0, because ϕ(x) < −1 on this set.
So inf
w
〈Hw,w〉 ≤ 〈Hϕ, ϕ〉 < 0 and we justify the above claim. In fact, from numerics,
there is a negative eigenvalue for H.
We next claim that H has a zero eigenvalue. This follows from the fact that any
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translation of a traveling ϕ remains a traveling wave. Indeed, differentiating
ϕ(4) + c2ϕ′′ + (ϕ+ 1)+ = 1 (5.0.15)
with respect to x yields
ϕ(5) + c2ϕ′′′ + χ{x:ϕ>−1} · ϕ′ = 0
which is the same as
Hϕ′ = 0.
Thus, ϕ′ is an eigenvector of H with eigenvalue 0. Numerical investigation allows us
to conclude dim(N (H)) = 1. If ψ0 is a unit eigenfunction of H with eigenvalue 0,
then ψ0 is parallel to ϕ
′ and, up to a sign,
ψ0 =
ϕ′
‖ϕ′‖ . (5.0.16)
5.1 Stability criteria
Theorem 1 in [15] characterizes the stability of solutions to equation (5.0.14). Their
results are summarized below.
Theorem 5.1.1. For a self-adjoint H in equation (5.0.14) satisfying the following
assumptions
(i) H has exactly one negative eigenvalue, a zero eigenvalue, and the rest of the
spectrum lies on (0,∞) with a spectral gap from 0.
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(ii) The dimension of the eigenspace for both the negative and the zero eigenvalues
is 1.
(iii) H has order greater than 1.
(iv) H has real coefficients.
Let ψ0 be the unit eigenfunction of H for λ = 0. Then we have stability if and only
if both of the following are true:
〈H−1[ψ′0], ψ′0〉 < 0, (5.1.1)
|ω| ≥ 1
2
√−〈H−1[ψ′0], ψ′0〉 . (5.1.2)
In [15], the authors find an equivalent characterization the stability of the beam
model in equation (5.0.2). We can similarly show that the following theorem is true
for our particular nonlinearity:
Theorem 5.1.2. With the assumptions from Theorem 5.1.1, the traveling wave ϕ is
linearly stable if and only if both of the following are true:
∂
∂c
‖ϕ′‖ < 0 (5.1.3)
|c| ≥ ‖ϕ
′‖
−2 ∂
∂c
‖ϕ′‖ . (5.1.4)
To see this is true, we show that the inequalities (5.1.1) and (5.1.2) in Theorem
5.1.1 are equivalent to the inequalities (5.1.3) and (5.1.4). We first need to do some
computations.
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Differentiating equation (5.0.15) with respect to c, commuting the order of differ-
entiating with respect to x and c, and rearranging terms yields
c2
(
∂ϕ
∂c
)′′
+
(
∂ϕ
∂c
)′′′′
+ χ{x:ϕ>−1} · ∂ϕ
∂c
= −2cϕ′′. (5.1.5)
Thus,
H
(
∂ϕ
∂c
)
= −2cϕ′′ (5.1.6)
which implies
H
(
∂ϕ
∂c
)
= −2c‖ϕ′‖ · ψ′0. (5.1.7)
The right hand side of the above equation is orthogonal to ψ0. Indeed, this follows
from
〈ψ0, ψ′0〉 =
∫ ∞
−∞
ψ0ψ
′
0dx
=
∫ ∞
−∞
(
1
2
ψ0
2
)′
dx
=
1
2
ψ0
2|∞−∞
= 0.
For the self-adjoint operator H, this ensures equation (5.1.7) has a solution ∂ϕ
∂c
. This
solution is unique only when we restrict to (span{ψ0})⊥. Denote it by −2c‖ϕ′‖H−1ψ0.
All other solutions are of the form
∂ϕ
∂c
= −2c‖ϕ′‖H−1ψ′0 +Mψ0
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for any constant M . It is clear that
〈
∂ϕ
∂c
, ψ0
〉
= 〈−2c‖ϕ′‖H−1ψ0 +Mψ0, ψ′0〉
= −2c‖ϕ′‖〈H−1ψ0, ψ0〉
which is independent of M . Hence, we take M = 0 and let
∂ϕ
∂c
= −2c‖ϕ′‖ · H−1(ψ′0). (5.1.8)
We now compute
〈
− 2c‖ϕ′‖ · H−1ψ′0, ψ′0
〉
=
〈
∂ϕ
∂c
, ψ′0
〉
=
∫ ∞
−∞
∂ϕ
∂c
ψ′0 dx
=
∂ϕ
∂c
ψ0|∞−∞ −
∫ ∞
−∞
ψ0
(
∂ϕ
∂c
)′
dx
= −
∫ ∞
−∞
ψ0
∂ϕ′
∂c
dx
= −
∫ ∞
−∞
ϕ′
‖ϕ′‖
∂ϕ′
∂c
dx
= − 1‖ϕ′‖
∫ ∞
−∞
∂
∂c
(
1
2
(ϕ′)2
)
dx
= − 1‖ϕ′‖
∂
∂c
∫ ∞
−∞
(
1
2
(ϕ′)2
)
dx
= − 1‖ϕ′‖
∂
∂c
(
1
2
‖ϕ′‖2
)
= − ∂
∂c
‖ϕ′‖.
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That is,
∂
∂c
‖ϕ′‖ = 2c‖ϕ′‖〈H−1ψ′0, ψ′0〉. (5.1.9)
It is now clear that condition (5.1.1) in Theorem 5.1.1 is equivalent to condition
(5.1.3) in Theorem 5.1.2 because c > 0 and ‖ϕ′‖ > 0.
Finally, we can see that condition (5.1.2) in Theorem 5.1.1 is equivalent to condi-
tion (5.1.4) in Theorem 5.1.2. Note that |ω| = |c| = c. So,
|ω| ≥ 1
2
√−〈H−1ψ′0, ψ′0〉 ⇐⇒ |c| ≥ 12√− ∂∂c‖ϕ′‖
2c‖ϕ′‖
⇐⇒ |c|2 ≥ 1
−2 ∂∂c‖ϕ′‖
c‖ϕ′‖
⇐⇒ |c| ≥ ‖ϕ
′‖
−2 ∂
∂c
‖ϕ′‖ .
Thus, for H satisfying the assumptions of Theorem 5.1.1, a traveling wave ϕ with
parameter c > 0 is stable if both
∂
∂c
‖ϕ′‖ < 0 (5.1.10)
and
c+
‖ϕ′‖
2 ∂
∂c
‖ϕ′‖ ≥ 0; (5.1.11)
ϕ is unstable otherwise.
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5.2 Implementation
In order to determine whether our traveling waves in Chapter 3 are linearly stable, we
check the conditions of Theorem 5.1.2. Most of the necessary assumptions on H from
Theorem 5.1.1 are satisfied since H has real coefficients and has order greater than
1, but we do need to check its eigenvalues, namely that there is one simple negative
eigenvalue, a simple zero eigenvalue, and the rest of its spectrum is positive.
In order to discretize the operator H, we look at the interval [−L,L] rather than
(−∞,∞). We consider a sufficiently large L such that our traveling wave is close to 0
near x = ±L while taking into consideration the computation time of the programs.
To enhance convergence, we will implement asymptotic boundary conditions, which
we explore in Section 5.2.1.
Take a uniform grid on [−L,L] with a mesh size h. Let x1 = −L and xn = L so
that (n− 1)h = 2L. We use the following central difference formulas:
f ′(xj) =
f(xj+1)− f(xj−1)
2h
,
f ′′(xj) =
f(xj+1)− 2f(xj) + f(xj−1)
h2
,
f ′′′(xj) =
f(xj+2)− 2f(xj+1) + 2f(xj−1)− f(xj−2)
2h3
,
f (4)(xj) =
f(xj+2)− 4f(xj+1) + 6f(xj)− 4f(xj−1) + f(xj−2)
h4
.
They are all O(h2) accurate [12].
We implement
Hu = u(4) + c2u′′ +
 u if ϕ > −10 if ϕ < −1 (5.2.1)
at each node. In so doing, we need to invoke x−1, x0, xn+1, and xn+2. We will solve
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for these using the boundary conditions described in section 5.2.1.
Let the matrix corresponding to the discretized H be denoted by HD. Then
HD =

b1,1 b1,2 b1,3 0 0 0 0 · · · 0
b2,1 b2,2 b2,3 0 0 0 0 · · · 0
d1 d2 d3 d2 d1 0 0 · · · 0
0 d1 d2 d3 d2 d1 0 · · · 0
...
. . . . . . . . . . . . . . . . . . . . .
...
0 · · · 0 d1 d2 d3 d2 d1 0
0 · · · 0 0 d1 d2 d3 d2 d1
0 · · · 0 0 0 0 bn−1,n−2 bn−1,n−1 bn−1,n
0 · · · 0 0 0 0 bn,n−2 bn,n−1 bn,n

(5.2.2)
where the entries are given by
d1 =
1
h4
,
d2 = − 4
h4
+
c2
h2
,
d3 =
6
h4
− 2c
2
h2
+ χxi:|xi|>r,
and the bi,j entires are found using the asymptotic boundary conditions.
We perform an independent validation of its form. First, we observe the governing
equation (5.0.6) for the traveling wave ϕ can be written as
Hϕ =
 1 if ϕ < −10 if ϕ > −1 .
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In Chapter 2 we found exact solutions of ϕ. In particular, there are exactly 2
transition points x = r and x = −r for some r > 0 at which ϕ < −1 changes to
ϕ > −1. Thus, the above equation is the same as
Hϕ =
 1 if − r < x < r,0 if |x| > r.
The matrix HD already embeds the locations of r. Hence, we would like to recover ϕ
by solving
HD~ϕ = χ{x:|x|<r} ·~1
where ~1 is a vector where all of its elements are 1 and ~ϕ is a discretized form of ϕ.
Since H has a zero eigenvalue, we expect HD to be (nearly) singular. Making use
of the fact that ϕ is even with respect to x, we discretize the solution on [0, L] only
and impose u′(0) = 0 and u′′′(0) = 0. The resulting matrix HhalfD will be invertible
and we compute (HhalfD )−1 · χ{x:0<x<r} · ~1. The result, shown in Figure 5.2.1, is then
compared with our exact ϕ (from Figure 3.1.1). The agreement between the two
solutions is excellent with a maximum difference of .000833.
5.2.1 Asymptotic boundary conditions
We replace the infinite interval (−∞,∞) with [−L,L], and need to choose proper
boundary conditions at x = ±L. We can do this by implementing asymptotic bound-
ary conditions, the significance of which is described in [8].
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Figure 5.2.1: (HhalfD )−1 · χ{x:0<x<r} ·~1 (green) plotted on the same axes as solution 3.1.1
(blue) for c = 1 and n = 2501.
Let us first consider x = L. On the interval [L,∞), ϕ > −1, so
Hu = u(4) + c2u′′ + u. (5.2.3)
Recall that u = eαx is a solution if α solves
α4 + c2α2 + 1 = 0.
As seen in Section 2.3.1, |α| = 1 and we can write the four roots as
α1 = e
iθ = a+ ib,
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α2 = −e−iθ = −a+ ib,
α3 = −eiθ = −a− ib,
α4 = e
−iθ = a− ib
for pi
4
< θ < pi
2
. Solutions u are in
span{eax cos(bx), eax sin(bx), e−ax cos(bx), e−ax sin(bx)}.
When a > 0, the solutions blow up as x→∞.
We can write
u(4) + c2u′′ + u = 0
as a system by defining u0 = u, u1 = u
′, u2 = u′′, and u3 = u′′′. Then we have

u0
u1
u2
u3

′
=

0 1 0 0
0 0 1 0
0 0 0 1
−1 0 −c2 0


u0
u1
u2
u3

(5.2.4)
which we can write concisely as
~u ′ = A~u. (5.2.5)
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The matrix A has four eigenvalues λi. We have
λ1 = a+ ib,
λ2 = a− ib,
λ3 = −a+ ib,
λ4 = −a− ib
(5.2.6)
where a2 + b2 = 1 with a > 0 and b > 0. The choice of our λi is a reindexing of those
in Chapter 2 and is a shuffle of the αi. Each eigenvalue λi has a corresponding left
eigenvector ~`i such that
~`
i
H
A = λi~`i
H
and a right eigenvector such that
A~ri = λi~ri.
Left multiplying equation (5.2.5) by ~`i
H
and defining
zi = ~`i
H
~u
yields
dzi
dx
= λi~`i
H
~u
= λizi.
If i = 1 or i = 2, then the solutions blow up, so we must have zi = 0. This gives our
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asymptotic boundary conditions
~`
1
H · ~u = 0, (5.2.7)
~`
2
H · ~u = 0 (5.2.8)
at x = L.
Since λ2 = λ1, we can see that ~`2 = ~`1. Write ~`1 = ~p + i~q for ~p, ~q real. Then
equations (5.2.7) and (5.2.8) are equivalent to
~p · ~u = 0, (5.2.9)
~q · ~u = 0 (5.2.10)
at x = L.
We have therefore eliminated the blow up mode from the solution using such
asymptotic boundary conditions.
Because we want to construct HD for [−L,L] rather than [0, L], we similarly find
the asymptotic boundary conditions at −L. Here, the solutions blow up for λ3 and
λ4, so we require
~`
3
H · ~u = 0, (5.2.11)
~`
4
H · ~u = 0. (5.2.12)
Write ~`3 = ~p′ + i~q′ for ~p′, ~q′ real. Then the asymptotic boundary conditions are
~p′ · ~u = 0, (5.2.13)
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~q′ · ~u = 0 (5.2.14)
at x = −L. We found the values of ~`1 and ~`3, hence ~p, ~q, ~p′, and ~q′, numerically.
We implement the asymptotic boundary conditions and find the bi,j entries in HD
as follows. For x = L, let
~p =

p1
p2
p3
p4

and ~q =

q1
q2
q3
q4

.
We use the central difference formulas to write
p1u(L) + p2u
′(L) + p3u′′(L) + p4u′′′(L) = 0, (5.2.15)
q1u(L) + q2u
′(L) + q3u′′(L) + q4u′′′(L) = 0 (5.2.16)
in terms of the nodal values un−2, un−1, un, un+1, and un+2. Let
a1 = − p4
2h3
,
a2 = − p2
2h
+
p3
h2
+
p4
2h3
,
a3 = p1 − 2p3
h2
,
a4 =
p2
2h
+
p3
h2
− p4
h3
,
a5 =
p4
2h3
,
c1 = − q4
2h3
,
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c2 = − q2
2h
+
q3
h2
+
q4
2h3
,
c3 = q1 − 2q3
h2
,
c4 =
q2
2h
+
q3
h2
− q4
h3
,
c5 =
q4
2h3
.
Then equation (5.2.15) and equation (5.2.16) are equivalent to
a1un−2 + a2un−1 + a3un + a4un+1 + a5un+2 = 0,
c1un−2 + c2un−1 + c3un + c4un+1 + c5un+2 = 0.
Now we solve un+1 and un+2 from this pair of equations in terms of the other nodal
values and obtain
yn+1 =
(a1c5 − a5c1)un−2 + (a2c5 − a5c2)un−1 + (a3c5 − a5c3)un
a5c4 − a4c5 , (5.2.17)
yn+2 =
(a4c1 − a1c4)un−2 + (a4c2 − a2c4)un−1 + (a4c3 − a3c4)un
a5c4 − a4c5 . (5.2.18)
Recall that a discretization of H = u(4) + c2u′′ + u at xn involves un+1 and un+2. We
employ (5.2.17) and (5.2.18) to write this discretization in terms of un−2, un−1, and
un only. These procedures determine bn−1,j and bn,j for j = n− 2, n− 1, n. They are
given by
bn−1,n−2 = d2 +
d1(a1c5 − a5c1)
a5c4 − a4c5 ,
bn−1,n−1 = d3 +
d1(a2c5 − a5c2)
a5c4 − a4c5 ,
bn−1,n = d2 +
d1(a3c5 − a5c3)
a5c4 − a4c5 ,
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bn,n−2 = d1 +
d2(a1c5 − a5c1) + d1(a4c1 − a1c4)
a5c4 − a4c5 ,
bn,n−1 = d2 +
d2(a2c5 − a5c2) + d1(a4c2 − a2c4)
a5c4 − a4c5 ,
bn,n = d3 +
d2(a3c5 − a5c3) + d1(a4c3 − a3c4)
a5c4 − a4c5 .
We replicate the same implementation at x = −L to find b1,j and b2,j for j = 1, 2, 3.
5.3 Results
As shown in Chapter 3, we have families of traveling waves depending on c. In fact,
for each c, one may find multiple traveling waves.
For each of a set of c-values and one of the corresponding traveling waves ϕ, we can
compute the eigenvalues of HD. We first check to ensure they satisfy the conditions of
Theorem 5.1.1. This is done in MatLab by computing the eigenvalues, sorting them,
and viewing the first three.
In our investigation, we find that for a fixed c only the wave with smallest am-
plitude has an operator HD that gives rise to exactly one negative eigenvalue, so we
will apply Theorem 5.1.2 to that family of ϕ.
With the (numerically) known locations x = ±r where ϕ + 1 changes sign, the
formula for ϕ′ is evaluated from the equations in Chapter 2. ‖ϕ′‖ is then computed
using the composite trapezoid rule; finally, ∂
∂c
‖ϕ′‖ is computed using the central
difference method.
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This allows us to calculate
∂
∂c
‖ϕ′‖ (5.3.1)
and
c+
‖ϕ′‖
2 ∂
∂c
‖ϕ′‖ . (5.3.2)
From Theorem 5.1.2, we have stability if expression (5.3.1) is negative and expression
(5.3.2) is positive.
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Figure 5.3.1: The value of expression (5.3.1) at each c value
We now show some of these results. At each c, ϕ′ of the smallest amplitude wave
was calculated at 2501 nodes over the interval [−25, 25]. This was done for c values
from c = 0.7 to c = 1.4 with a step size in c of 0.01.
We can see that expression (5.3.1) appears to be negative at most c values. At
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Figure 5.3.2: The value of expression (5.3.2) at each c value
c = 1.4 it becomes positive. Expression (5.3.2), meanwhile, is positive at all the tested
c-values. However, the outputs behave irregularly for large c values, so we conclude
that we have inaccurate results near c = 1.4.
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