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Abstract
The Ooguri-Vafa hyperka¨hler metric is expected to be part of the local model of the L2-hyperka¨hler
metric of the Hitchin moduli spaces, near the generic part of the discriminant locus (see [Nei13]). In
this paper, we show that the Ooguri-Vafa space can be interpreted as a certain set of rank 2, framed
wild harmonic bundles over CP 1, with one irregular singularity. Along the way, we also find that the
electric and magnetic twistor coordinates from [GMN10], which describe the hyperka¨hler geometry
of the Ooguri-Vafa space, have an interpretation in terms of Stokes data associated to our framed
wild harmonic bundles.
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1 Introduction
This paper originated as an effort to understand, in a concrete way, the L2-hyperka¨hler metric of the
Hitchin moduli spaces over a Riemann surface. Progress in this regard has already been done in two
directions:
• One one hand, recent work has shown that away from the discriminant locus of the Hitchin base, the
L2-metric approaches asymptotically a semiflat hyperka¨hler metric in an exponentially decreasing
way (see for example [MSWW17], [DN18], and [Fre18]). This was shown for the regular case, but
this picture is also expected to hold for the tame and wild case.
• On the other hand, near the generic part of the discriminant locus, it is conjectured that the Ooguri-
Vafa hyperka¨hler metric should be part of the local model for its approximate description (see
section 6 and 7 of [Nei13] for this conjecture; and [GMN10], [OV96], [GW00], for more information
on the Ooguri-Vafa metric). For example, if we focus on SU(2) harmonic bundles, by “generic
part” of the discriminant locus we mean the set of quadratic differentials with one double zero,
while the rest of the zeroes are simple.
We remark that this proposed picture of the L2-hyperka¨hler metric is very similar to the one given
by Gross-Wilson for the hyperka¨hler metric of K3 surfaces (see [GW00]). In the picture of Gross-Wilson,
we have a generic elliptic fibration of a K3 surface f : X → CP 1 with 24 singular nodal fibers; the
hyperka¨hler metric of X is then approximated by taking a semiflat metric away from the singular fibers,
and gluing in the Ooguri-Vafa metric in a neighborhood of each singular fiber.
Motivated by these facts, we tried to first answer the following question: is there a way to interpret
the Ooguri-Vafa hyperka¨hler space as a moduli space of harmonic bundles? In this paper, we find such
an interpretation in terms of (framed) wild harmonic bundles. In fact, we will be able to say more: in
[GMN10], the hyperka¨hler structure of the Ooguri-Vafa space is described via “twistor holomorphic Dar-
boux coordinates” (referred to as the “electric” and “magnetic” twistor coordinates). In the process of
doing our identification, we will find an interpretation of these twistor coordinates in terms of the Stokes
data of associated framed flat bundles. This last fact was already anticipated in section 9.4.3 of [GMN13].
Since our identification will use a certain set of (framed) wild harmonic bundles, we remark that this
set does not match any of the usual moduli spaces of wild harmonic bundles. In the usual story of moduli
spaces of tame or wild harmonic bundles over a non-compact complex curve, one fixes the singular part
of the Higgs field and the parabolic structure at the punctures. Under certain stability conditions, one
obtains moduli spaces of these objects, with the natural L2-hyperka¨hler metric (see [BB04]). In our
construction, there is a parameter m ∈ C specifying the simple pole term of the singularity of the Higgs
field, and a real parameter m(3) ∈ R/Z specifying the parabolic structure. Since we are allowed to vary
these parameters, and our objects are “framed”, our moduli space must a priori be different from the
usual moduli spaces of wild harmonic bundles.
On the other hand, we obtain usual wild harmonic bundles if we forget about the framing, and then
we could try to naively consider the L2-norms of variations of these objects. Since we are allowed to
vary the parameters m and m(3), the naive L2-norms corresponding to these variations fail to exist due
to a logarithmic divergence. However, this does not preclude a relation between the Ooguri-Vafa metric
and this (non-existent) L2-metric. For example, it could be that the Ooguri-Vafa metric is related to
a “renormalized” version of this L2-metric (i.e. the L2-metric minus singular terms causing the diver-
gence). We will not delve into this question in the present paper, but we mention it just to further
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emphasize the difference between our set of wild harmonic bundles and the usual moduli spaces.
We hope that our interpretation of the Ooguri-Vafa space in terms of wild harmonic bundles serves
as a first step to establish the conjecture mentioned at the beginning. For now, we leave the question
of the specific relation between the Ooguri-Vafa metric and the L2-hyperka¨hler metric of the Hitchin
moduli spaces for future work. Independently of this problem, we also hope that our construction and
methods can be generalized to produce hyperka¨hler structures for similar sets of wild harmonic bundles.
1.1 Summary and strategy of the paper
We start in section 2 by defining the Ooguri-Vafa hyperka¨hler space, and describe its hyperka¨hler struc-
ture. This space is built using the so called “Gibbons-Hawking ansatz” (see [GMN10]). This ansatz takes
a positive harmonic function on an open set U ⊂ R3 and, provided some integrality condition is satis-
fied, produces a principal U(1)-bundle X → U with connection, whose total space carries a hyperka¨hler
metric. In our particular case, this principal U(1)-bundle will have an extra Z-shift symmetry. Upon
dividing by this symmetry, we obtain a principal U(1)-bundle of the form pi : X˜ → B× S1 −{0}2 ×{1},
where B is an open subset of C containing the origin. By adding a point to X˜, its hyperka¨hler structure
extends over {0}2 × {1}, and we call such a space the Ooguri-Vafa hyperka¨hler space Mov. Strictly
speaking, the definition of Mov also depends on a choice of “cut-off parameter” Λ ∈ C∗, but we omit
this point until section 2.
From the above discussion, we can also think of Mov as coming with a map p : Mov → B ⊂ C,
making it a (singular) torus fibration. More precicely, for points z ∈ B ∩ C∗ we have that p−1(z) is a
torus, while p−1(0) is a torus with a node (see figure 1).
Figure 1: Mov as a singular torus fibration over B ⊂ C. The central fiber at 0 ∈ B degenerates to a
torus with a node.
Since Mov is hyperka¨hler, it comes with a twistor family of holomorphic symplectic forms1 Ωov(ξ)
for ξ ∈ CP 1. In [GMN10], this family is described away from the central fiber p−1(0) via the “electric”
and “magnetic” twistor coordinates X ove (ξ) and X ovm (ξ), satisfying
Ωov(ξ) =
dX ove (ξ)
X ove (ξ)
∧ dX
ov
m (ξ)
X ovm (ξ)
for ξ ∈ C∗ (1.1)
While X ove (ξ) is holomorphic in ξ ∈ C∗, X ovm (ξ) is only holomorphic in ξ away from certain rays that
depend on z ∈ B. More precisely, if we fix z ∈ B and let
l±(z) := {ξ ∈ C∗ | ± z
ξ
< 0} (1.2)
we then have that X ovm (ξ) is holomorphic in ξ away from l±(z), and furthermore it has the following
jumps:
1In more global terms, let Z =Mov ×CP 1 be the associated twistor space, pi : Z → CP 1 the canonical projection into
the second factor, and TF = Ker(dpi : TZ → TCP 1) the tangent bundle along the fibers. Then the family of holomorphic
symplectic forms Ωov gives a holomorphic section of the vector bundle ∧2T ∗F ⊗ pi∗O(2)→ Z (see [HKLR87]).
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X ovm (ξ)+ = X ovm (ξ)−(1−X ove (ξ))−1 along ξ ∈ l+(z)
X ovm (ξ)+ = X ovm (ξ)−(1−X ove (ξ)−1) along ξ ∈ l−(z)
(1.3)
where the ± denotes the fact that we approach l±(z) clockwise or anticlockwise respectively.
Notice that even though X ovm (ξ) has the jumping behavior, the form of the jumps implies that Ωov(ξ)
given by equation 1.1 is continuous in ξ ∈ C∗.
The jumps of X ovm (ξ), together with the asymptotics with respect to the twistor parameter as ξ → 0
and as ξ → ∞, will form our guiding principle for building similar coordinates in the context of wild
harmonic bundles. Roughly speaking, the plan is to set up a “Riemann-Hilbert type” problem, and use
the uniqueness of solutions of such problems to claim that the magnetic twistor coordinate built for wild
harmonic bundles matches X ovm (ξ) (under an appropriate correspondence of certain parameters).
Once we finish with the necessary details of the Ooguri-Vafa space, we start section 3 by recalling the
notions of unramified filtered Higgs bundles, unramified filtered flat bundles, unramified wild harmonic
bundles, and the main results relating them. Much of the notations and ideas of this part are heavily
influenced by the works of C. Simpson and T. Mochizuki, mainly [Sim90] and [Moc08], [Moc15], [Moc19].
After recalling the basic definitions, we will define our set of “framed” wild harmonic bundles. Roughly
speaking, our set consists of tuples (E, ∂E , θ, h, g), where:
• (E|CP 1−{∞}, ∂E , θ, h)→ CP 1 − {∞} is a wild harmonic bundle, where ∂E denotes a holomorphic
structure of E|CP 1−{∞}, θ is the Higgs field, and h is the harmonic metric. Furthermore, we have
Tr(θ) = 0 and Det(θ) = −(z2 + 2m)dz2 for some m ∈ C. Here z is a fixed holomorphic coordinate
of CP 1 − {∞}, but m is not fixed.
• (E, h)→ CP 1 is an SU(2) bundle. In particular, (E, h) is a unitary extension of the SU(2)-bundle
(E|CP 1−{∞}, h).
• g is a framing of E∞, having an extension to an SU(2) local framing where θ and ∂E acquire some
specific local representation (described in definition 3.10).
The strategy will then be the following:
• To each framed wild harmonic bundle and ξ ∈ C∗, we will associate a “framed filtered flat bundle”
that we will denote by (Ph∗ Eξ,∇ξ, τ ξ∗ ) → (CP 1,∞). We will give a more precise definition of this
object later in section 3. For now, it should be thought as a collection (Pha Eξ,∇ξ, τ ξa )→ (CP 1,∞)
indexed by a ∈ R, where:
– Pha Eξ → CP 1 is a holomorphic bundle
– ∇ξ is a meromorphic (and hence flat) connection with a pole at ∞, given by
∇ξ = D(∂E , h) + ξ−1θ + ξθ†h (1.4)
where D(∂E , h) denotes the unitary connection uniquely determined by ∂E and h.
– τ ξa is a frame of Pha Eξ|∞, having an extension to a local holomorphic frame where ∇ξ acquires
a specific local representation (see equation 3.34).
– Ph∗ Eξ → (CP 1,∞) should be a “filtered bundle” in the sense of definition 3.1
• To each such “framed filtered flat bundle”, we will associate its Stokes data. Roughly speaking,
the Stokes data will consist of transition functions between certain sectorial flat frames of ∇ξ near
the singularity (also known as the Stokes matrices), and the “formal monodromy” of ∇ξ around
the singularity (i.e. the monodromy of the formal diagonalization near∞). We remark that Stokes
data in this sense is usually associated to “compatibly framed meromorphic flat bundles” as in
[Boa01b]. We will show that in our case, the Stokes data can be actually associated to the framed
filtered flat bundles that we consider. Good references for the subject of Stokes data can be found
in [Boa01a], [Boa01b] and [Wit07].
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• We will then construct the analog Xe(ξ) of X ove (ξ) for wild harmonic bundles, by taking the formal
monodromy of the associated framed filtered flat bundle. Furthermore, we will construct the analog
Xm(ξ) of X ovm (ξ) in terms of the non-trivial elements of certain Stokes matrices. We will define
Xm(ξ) in such a way that we get the same jumping behaviour as X ovm (ξ).
As we can see from the description so far, there is a heavy emphasis on the the fact that all of our
objects are framed. One of the reasons for taking framed objects, is so that the non-trivial Stokes matrix
entries are actual coordinates on the isomorphism classes of our objects. Without the framing, we would
need to take the Stokes data up to conjugation by diagonal matrices to get something well defined on
isomorphism classes.
We should also remark that the idea of using these types of framed wild harmonic bundles, and using
Stokes data to build the twistor coordinates, is heavily inspired by the observations made in section 9.4.3
of [GMN13].
The rest of section 3 is concerned with the following two problems:
• First, we must show that the twistor coordinates Xe(ξ) and Xm(ξ) that we built out of Stokes data,
depend holomorphically on the twistor parameter ξ. This turns out to be more tricky than what
initially might seem, requiring first to do a “deformation of irregular values”, before being able
to glue the family of framed filtered flat bundles into a meromorphic family in ξ ∈ C∗. Roughly
speaking, the procedure of deformation of irregular values varies the compatibly framed flat bundle,
while keeping the Stokes data the same. This part uses a lot of ideas of [Moc08], mainly chapters
3, 4, 9 and 11. Other useful references are [Boa01b] and [Moc11].
• Second, we compute the asymptotics of Xe(ξ) and Xm(ξ) as ξ → 0 and as ξ →∞. While this com-
putation does not require fancy machinery, it will require some results about asymptotic formulas
of solutions to the parallel transport equation corresponding to ∇ξ. For this part, we mainly use
techniques that can be found in [IV10], [Lev48] and [Was87].
The holomorphic dependence, together with the asymptotics and jumping behavior, will be needed
for the matching with the Ooguri-Vafa twistor coordinates via the “Riemann-Hilbert type” problem. In
fact, this problem will involve only Xm(ξ) and X ovm (ξ), since the Xe(ξ) will be very easy to match with
X ove (ξ).
Finally, in section 4 we explain the correspondence between the isomorphism classes of our set of
framed wild harmonic bundles, and the Ooguri-Vafa space. We will give here a brief description of how
this correspondence goes.
We will denote the set of isomorphism classes of our set of framed wild harmonic bundles by Xfr.
For these classes, there is the parameter m ∈ C specifying the simple pole term of the Higgs field, and
a parameter m(3) ∈ (−1/2, 1/2] ⊂ R specifying the parabolic structure of the associated filtered Higgs
bundles. If Xfr(m,m(3)) ⊂ Xfr denotes the set of isomorphism classes with associated parameters m and
m(3), then in proposition 4.1 and lemma 4.3 we show that Xfr(m,m(3)) is a U(1) torsor as long as m
and m(3) are not both 0. When m = m(3) = 0, we show that Xfr(m,m(3)) reduces to a point. The U(1)
torsor structure basically comes from the framing of our objects.
Focusing on the case m 6= 0, the asymptotics of Xm(ξ) will then give us a natural way to locally
trivialize the torsors. These local trivializations will have, after an appropriate correspondence of pa-
rameters, the same transition functions as the U(1) principal bundle appearing in the construction
of the Ooguri-Vafa space. By “appropriate correspondence of parameters” we mean the following: if
(z = x1 + ix2, e2piix
3
) denotes the canonical coordinates on B × S1, then we have that z corresponds to
−2im and x3 corresponds to m(3). The reason for this correspondence of parameters will arise naturally
from the specific formulas of the twistor coordinates.
Furthermore, we will see that in the case m = 0, we have the same picture as the singular fiber of
Mov: X fr(0,m(3)) is a U(1) torsor for m(3) 6= 0, and degenerates into a point for m(3) = 0. Hence, we
are able to identifyMov with the subset of the elements of Xfr having associated parameter m satisfying
the condition −2im ∈ B.
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We will get even more: we will show that under our correspondence, the twistor coordinates Xe(ξ)
and Xm(ξ) for Xfr actually match with the Ooguri-Vafa twistor coordinates. Thus, we find a new inter-
pretation of these coordinates in terms of Stokes data.
In more precise terms, the main result that we will prove in this paper is the following:
Theorem 1.1. Let Mov(Λ) be the Ooguri-Vafa space with cut-off Λ ∈ C∗, and let B be the base of the
singular torus fibration2 Mov(Λ)→ B. Furthermore, let
Xfr(Λ) := {[E, ∂E , θ, h, g] ∈ Xfr | If Det(θ) = −(z2 + 2m)dz2 then − 2im ∈ B }. (1.5)
and let Xfr∗ (Λ) ⊂ Xfr(Λ) be the subset of elements with m 6= 0. Then Xfr(4i) can be identified with
Mov(4i). Under this identification Xfr(4i) gets an induced hyperka¨hler structure, whose twistor family
of holomorphic symplectic forms Ω(ξ) restricted to Xfr∗ (4i) is described by
Ω(ξ) =
dXe(ξ)
Xe(ξ) ∧
dXm(ξ)
Xm(ξ) for ξ ∈ C
∗ (1.6)
Acknowledgements. I thank my advisor, Andrew Neitzke, for very helpful discussions, support,
and for reading the preliminary versions of this paper.
2 The Ooguri-Vafa space
In this section we define the Ooguri-Vafa space and give a description of its twistor coordinates. Most
of what we say in this section can be found in [GMN10] or [GW00], so we will be concise in explaining
the facts that we need about the Ooguri-Vafa space.
2.1 The Gibbons-Hawking ansatz
The Ooguri-Vafa space is constructed using the Gibbons-Hawking ansatz. We briefly explain what the
ansatz is.
We start with an open set U ⊂ R3, and a positive harmonic function V : U → R. We let
F = 2pii ? dV ∈ Ω2(U, iR), where ? denotes the Hodge star in R3. We further assume that the cohomol-
ogy class [ i2piF ] lies in the image of H
2(U,Z) → H2(U,R). Hence we can find a principal U(1)-bundle
pi : X → U with connection Θ ∈ Ω1(X, iR), such that pi∗F = dΘ.
We now define for j = 1, 2, 3, the following real symplectic forms on X:
ωj = (
i
2pi
Θ) ∧ pi∗dxj + pi∗(V ? dxj) (2.1)
where xj denotes the canonical coordinates of R3. The non-degeneracy is easy to check, and the fact
that they are closed follows from the fact that i2pidΘ =
i
2pipi
∗F = −pi∗(?dV ).
Now set Ω1 = ω2 + iω3. After an easy computation, we get that Ω1 = V α
1∧dz1, where z1 = x2 + ix3
and α1 = V −1( i2piΘ) + idx
1 (here we are suppressing pi∗ from the notation). The following proposition
lets us find a complex structure I1 on X, such that (X, I1,Ω1) is a holomorphic symplectic manifold.
Proposition 2.1. (Taken from [Nei]) Suppose that we have a manifold X with a form Ω ∈ Ω2(X,C)
such that dΩ = 0, and TCX := TX ⊗C = ker Ω⊕ ker Ω. Then there is a unique complex structure I for
which Ω is a holomorphic symplectic form.
Proof. Define IC ∈ End(TCX) as the operator that acts by multiplication by −i on ker Ω, and by multi-
plication by i on ker Ω. We then have that ICv = ICv, so it is induced from a real operator I ∈ End(TX)
that gives an almost complex structure.
To show that this complex structure is integrable, we have to show (for example) that the distribution
of (0, 1) vectors is integrable. Hence, take v, w sections of ker Ω, and let s be a section of TCX. We then
have
2Strictly speaking, the size of B depends on |Λ|, but we omit this in the notation
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dΩ(v, w, s) = v(Ω(w, s)) + w(Ω(s, v)) + s(Ω(v, w))− Ω([v, w], s)− Ω([w, s], v)− Ω([s, v], w) (2.2)
All of the terms on the right vanish except Ω([v, w], s), so using the fact that Ω is closed, we get that
0 = Ω([v, w], s) (2.3)
Since this is true for all s, we get that [v, w] ∈ ker Ω, so the complex structure I is integrable. It is
then easy to check that (X, I,Ω) is a holomorphic symplectic manifold, and that this is the only possible
complex structure that makes Ω into a holomorphic symplectic form.
We now apply proposition 2.1 to the complex 2-form Ω1 from above.
From the explicit formula that we have for Ω1, we have that if ∂ˆi denotes the lift of the correspond-
ing coordinate tangent vector ∂i of U ⊂ R3 by the connection, and ∂χ denotes the generator of the
U(1) action (so in particular Θ(∂χ) = i and Θ(∂ˆi) = 0), then ker Ω1 is generated by ∂ˆ2 + i∂ˆ3 and
2piV ∂χ − i∂ˆ1, while ker Ω1 is generated by ∂ˆ2 − i∂ˆ3 and 2piV ∂χ + i∂ˆ1. These four vector fields give the
spliting TCX = ker Ω1 ⊕ ker Ω1. Hence, by proposition 2.1 we get a complex structure I1 for which
(X, I1,Ω1) is a holomorphic symplectic manifold. Similarly, we define Ω2 = ω3 + iω1 and Ω3 = ω1 + iω2
and we get complex structures I2 and I3.
These complex structures satisfy the quaternion relations required for a hyperka¨hler structure, and
we get a hyperka¨hler metric on X by g(−,−) = ωj(−, Ij−). More explicitly, we can write:
g = V −1(
i
2pi
Θ)⊗ ( i
2pi
Θ) + V pi∗(dx1 ⊗ dx1 + dx2 ⊗ dx2 + dx3 ⊗ dx3) (2.4)
Hence, from the data of a positive harmonic function V : U ⊂ R3 → R such that [?dV ] satisfies
the integrality condition from above, the Gibbons-Hawking ansatz produces a hyperka¨hler manifold
(X, g, I1, I2, I3), where pi : X → U is a principal U(1)-bundle admitting a connection Θ with curvature
dΘ = pi∗(2pii ? dV ).
2.2 Construction of the Ooguri-Vafa space
We now construct the Ooguri-Vafa space by using the Gibbons-Hawking ansatz. This is a hyperka¨hler
space that we denote byMov(Λ), depending on a parameter Λ ∈ C∗. Furthermore, for some open subset
B ⊂ C containing the origin, we will get a torus fibration Mov(Λ)→ B with a singular fiber at 0 ∈ B.
We start by taking the harmonic function on R3 − {0}2 × Z defined by3
V (x1, x2, x3) :=
1
4pi
∞∑
n=−∞
( 1√
(x1)2 + (x2)2 + (x3 + n)2
− cn
)
(2.5)
where cn ∈ R≥0 are regularization constants, making the sum converge.
After doing Poisson resummation, we get the following expression for V :
V (x1, x2, x3) := − 1
2pi
Log
( |z|
|Λ|
)
+
1
2pi
∑
n6=0,n∈Z
e2piinx
3
K0(2pi|nz|) (2.6)
where z = x1 + ix2, |Λ| ∈ R>0 is a constant related to the choice of the cn, and K0 is the 0-th modified
Bessel function of the second kind. We will denote the logarithm term of V by V sf (the “semiflat” part),
and the term with the series by V inst (the “instanton” part).
Now we would like to apply the Gibbons-Hawking ansatz to V . We have that V is positive in an
open subset of the form U := B ×R− {0}2 ×Z, where B ⊂ R2 is a neighborhood of the origin. Further-
more, it is also easy to check that the integrality condition for [?dV ] is satisfied. Hence, the Gibbons
3V can be though as the electro-magnetic potential of a Z-worth of point unit charges, evenly distributed along the
x3-axis (see [OV96])
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Hawking ansatz produces a principal U(1)-bundle pi : X → U with connection Θ, such that X carries a
hyperka¨hler metric of the form given by equation (2.4). We remark that, because of the topology of U ,
all possible pairs (pi : X → U,Θ) with dΘ = pi∗(2pii ? dV ) are gauge equivalent (see for example theorem
2.5.1 of [Kos70]), so they give isometric hyperka¨hler spaces.
The pair (pi : X → U,Θ) actually admits an extra piece of structure, coming from the fact that V
(and hence F = 2pii ? dV ) is invariant under shifts x3 → x3 +n with n ∈ Z. This extra piece of structure
is a lift of the Z-action to the total space X, preserving Θ. There is a U(1)-worth of ways of lifting the
Z-action, and this choice is recorded in the phase of Λ ∈ C∗. By taking the quotient by the lift of the
Z-action, we obtain a U(1) principal bundle pi : X˜ → U˜ := B × S1 − {0}2 × {1} with connection Θ˜.
Furthermore, the hyperka¨hler structure of X clearly descends to X˜.
Finally, one can show that by adding a point X˜, the map pi : X˜ → U˜ smoothly extends to a map
pi :Mov(Λ) → B × S1 (see proposition 3.2 of [GW00]), where Mov(Λ) denotes X˜ with the extra point.
The hyperka¨hler structure of X˜ also smoothly extends to Mov(Λ), which is what we call the Ooguri-
Vafa space (see section 4.1 of [GMN10]). Furthermore, by composing pi with the projection into the
first factor, we can think ofMov(Λ) as a (singular) torus fibration p :Mov(Λ)→ B, with p−1(z) a torus
for z ∈ B ∩ C∗, and p−1(0) a torus with a node (see figure 1 from the introduction).
Now let B∗ = B − {0}. We will now give an explicit description of the principal U(1)-bundle with
connectionMov(Λ)|B∗×S1 → B∗×S1, in terms of coordinates and transition functions. This will be used
later in section 4.
We start by writing an explicit solution to the equation dA = ?dV . In the coordinates (z = x1 +
ix2, x3) for B∗ × R, we can write (see section 4.1 of [GMN10]):
A = Asf +Ainst :=
i
4pi
(Log(
z
Λ
)− Log( z
Λ
))dx3 − 1
4pi
(
∑
n6=0
sgn(n)e2piinx
3 |z|K1(2pi|nz|))
(dz
z
− dz
z
)
(2.7)
for some fixed Λ ∈ C∗. Here K1 denotes the first modified Bessel function of the second kind.
Let us explain in which sense this specifies the principal U(1)-bundle and connection given by the
Gibbons-Hawking ansatz. If the Log(z) from the formula for A uses the principal branch and we denote
its domain by D, then on the trivial principal U(1)-bundle over (D × R) ∩ (B∗ × R) we define the
connection:
Θ := idθm + 2piiA (2.8)
where θm is the angle parametrizing the U(1) fiber (we will call it the “magnetic angle”, hence the m
subscript).
As we go around z = 0 in a counterclockwise manner, we have that A → A − dx3, so we must
compensate this by θm → θm + 2pix3 + C for some constant C. This constant is fixed in [GMN10] to
be C = −pi. This transformation rule of the magnetic angle determines the way to concretely define a
principal U(1)-bundle pi : X → B∗ × R via transition functions, with the desired connection. By the
Gibbons-Hawking ansatz, the total space X carries a hyperka¨hler metric given by equation 2.4.
Notice that the connection and the transition functions are invariant under the usual action of
Z on Rx3 by translations. By dividing by this Z-action, we obtain the principal U(1)-bundle pi :
Mov(Λ)|B∗×S1 → B∗ × S1 with connection Θ˜ from the previous discussion.
2.3 Twistor coordinates
Because the hyperka¨hler metric of Mov(Λ) comes from the Gibbons-Hawking ansatz, we have an ex-
plicit formula for the symplectic forms ωi and the twistor family of holomorphic symplectic forms Ω
ov(ξ)
parametrized by ξ ∈ CP 1. We use the conventions of [GMN10], so in particular we have the follow-
ing formulas for the CP 1-worth of complex structures and holomorphic symplectic forms associated to
Mov(Λ):
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I(ξ) =
i(−ξ + ξ)
1 + |ξ|2 I1 −
ξ + ξ
1 + |ξ|2 I2 +
1− |ξ|2
1 + |ξ|2 I3 for ξ ∈ C ⊂ CP
1 (2.9)
and
Ωov(ξ) = − i
2
ξ−1(ω1 + iω2) + ω3 − i
2
ξ(ω1 − iω2) for ξ ∈ C∗ (2.10)
To obtain the holomorphic symplectic forms corresponding to ξ = 0 and ξ =∞ from the above formula,
we consider ξΩov(ξ)|ξ=0 for ξ = 0, and ξ−1Ωov(ξ)|ξ=∞ for ξ =∞.
Since the symplectic forms ωi come from the Gibbons-Hawking ansatz, we have that:
ωi = dx
i ∧ (dθm
2pi
+A) + V ? dxi (2.11)
so we can rewrite Ωov(ξ) in the following form (away from z = 0 ∈ B):
Ωov(ξ) =
1
4pi2
ξm ∧ ξe (2.12)
where
ξe = 2piidx
3 +
pi
ξ
dz + piξdz (2.13)
and
ξm = piiV
(1
ξ
dz − ξdz
)
+ idθm + 2piiA (2.14)
From the fact that (Mov(Λ), I(ξ),Ωov(ξ)) is a holomorphic symplectic manifold, we then conclude
that ξe(ξ) and ξm(ξ) must be of type (1, 0) in holomorphic structure I(ξ).
Now we define the twistor coordinates from [GMN10]. Denoting θe := 2pix
3 (the “electric angle”),
we have that ξe = dX ove /X ove , where
X ove (ξ) := exp
(pi
ξ
z + iθe + piξz
)
(2.15)
we will call X ove the electric twistor coordinate.
Since ξe(ξ) is a (1, 0) form is complex structure I(ξ), we conclude that X ove (ξ) defines a holomorphic
function on Mov(Λ) in complex structure I(ξ).
Now we define the magnetic twistor coordinate X ovm . This coordinate satisfies:
Ωov(ξ) = − 1
4pi2
dX ove (ξ)
X ove (ξ)
∧ dX
ov
m (ξ)
X ovm (ξ)
(2.16)
so X ovm (ξ) also gives a holomorphic function on Mov(Λ) in holomorphic structure I(ξ).
To define this coordinate, we first write X ovm = X sfmX instm , where X sfm satisfies
− 1
4pi2
dX ove
X ove
∧ dX
sf
m
X sfm
= − 1
4pi2
ξe ∧ (piiV sf
(1
ξ
dz − ξdz
)
+ idθm + 2piiA
sf) (2.17)
and it is given explicitly by
X sfm(ξ) = exp
(1
ξ
(zLog(z/Λ)− z)
2i
+ iθm − ξ (zLog(z/Λ)− z)
2i
)
(2.18)
To write down X instm we first denote by l±(z) the rays
l±(z) = {ξ ∈ C∗ | ± z/ξ < 0} (2.19)
and then write
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X instm (ξ) = exp
( i
4pi
∫
l+(z)
dξ′
ξ′
ξ + ξ′
ξ′ − ξLog(1−X
ov
e (ξ
′)) − i
4pi
∫
l−(z)
dξ′
ξ′
ξ + ξ′
ξ′ − ξLog(1−(X
ov
e (ξ
′))−1)
)
(2.20)
where in the integration, we think of l±(z) as being parametrized in such a way that they go from 0 to∞.
The instanton correction part satisfies the following (which is verified in [GMN10]):
− 1
4pi2
dX ove
X ove
∧ dX
inst
m
X instm
= − 1
4pi2
ξe ∧ (piiV inst
(1
ξ
dz − ξdz
)
+ 2piiAinst) (2.21)
Hence, we see that the twistor coordinates X ove (ξ) and X ovm (ξ) satisfy
Ωov(ξ) = − 1
4pi2
dX ove (ξ)
X ove (ξ)
∧ dX
ov
m (ξ)
X ovm (ξ)
(2.22)
so that Log(X ove (ξ)) and Log(X ovm (ξ)) give “twistor holomorphic Darboux coordinates”.
2.4 Some properties of the magnetic twistor coordinate
Here we state some of the properties satisfied by the magnetic twistor coordinate X ovm (ξ). These will
serve as guiding principles to construct an analog in the wild harmonic bundle setting. As before, the
main reference and proof of the statements can be found in [GMN10].
Proposition 2.2. (Jumps of the twistor coordinate) For z 6= 0 in the base B of the Ooguri-Vafa space,
we use the following notation:
l±(z) = {ξ ∈ C∗ | ± z
ξ
< 0} (2.23)
We then have that X ovm (ξ) is holomorphic in ξ away from l±(z), and furthermore it has the following
jumps along the rays:
X ovm (ξ)+ = X ovm (ξ)−(1−X ove (ξ))−1 along ξ ∈ l+(z)
X ovm (ξ)+ = X ovm (ξ)−(1−X ove (ξ)−1) along ξ ∈ l−(z)
(2.24)
where the ± denotes the fact that we approach l±(z) clockwise or anticlockwise respectively.
Proposition 2.3. (Asymptotics of the twistor coordinate) The magnetic twistor coordinate X ovm (ξ) has
the following asymptotics:
X ovm (ξ) ∼
{
exp(− i2ξ (zLog(z/Λ)− z) + iθm + 12pii
∑
s6=0
1
se
isθeK0(2pi|sz|) as ξ → 0
exp( iξ2 (zLog(z/Λ)− z) + iθm − 12pii
∑
s6=0
1
se
isθeK0(2pi|sz|) as ξ →∞
(2.25)
Proposition 2.4. (Reality condition) The magnetic twistor coordinate X ovm (ξ) satisfies the following
reality condition:
X ovm (ξ) = X ovm (−1/ξ)
−1
(2.26)
3 Framed wild harmonic bundles
We now go to the subject of wild harmonic bundles. This chapter is roughly divided into two big parts:
• In the first part, consisting of sections 3.1 - 3.3, we start by recalling the notions of filtered Higgs
bundles, filtered flat bundles, and wild harmonic bundles. We then define what we mean by “framed
wild harmonic bundles”, and specify which type of framed wild harmonic bundles we will consider
for our moduli space.
• In the second part, consisting of sections 3.4 - 3.7, we start by explaining the things that we need
about Stokes data, and then define the analogs of the electric and magnetic twistor coordinates for
our set of framed wild harmonic bundles. The rest of the section is devoted to showing holomorphic
dependence of the twistor coordinates with respect to the twistor parameter, and computing the
asymptotics of the coordinates with respect to the twistor parameter. These properties will be
crucial for the identification with the Ooguri-Vafa space in chapter 4.
10
3.1 Filtered bundles on curves
We start by recalling the notion of filtered bundle, parabolic bundle, and parabolic degree. Most of what
we say in this section is contained in [Moc08], [Moc15] or [Moc19].
Let X be a Riemann surface and D ⊂ X a discrete set of points. We will denote by RD the set of
maps D → R, and its elements by a.
Definition 3.1. (section 3.1.1 of [Moc15]) A filtered bundle E∗ := (E, {Ea | a ∈ RD}) over (X,D)
consists of the following data:
• E → (X,D) is a locally free OX(∗D)-module over X with finite rank. In other words, E is a
meromorphic bundle over X with poles along D.
• Each Ea is a locally free OX-submodule of E (i.e. a holomorphic subbundle of E over X).
This data must satisfy the following conditions:
• Ea ⊗OX OX(∗D) = E for a ∈ RD. In particular, Ea|X−D = E|X−D.
• If p ∈ D, the stalk Ea|p depends only on ap := a(p) ∈ R. Hence, we will sometimes write
Eap |p := Ea|p.
• For p ∈ D, we have Ea|p ⊂ Eb|p if ap ≤ bp. Furthermore, for any a ∈ RD, there is  > 0 such that
Eap |p = Eap+|p.
• For n ∈ Z and p ∈ D, we have that Eap+n|p = Eap |p ⊗OX,p OX,p(np).
Let c ∈ RD, and consider the filtration F of Ec indexed by {d ∈ RD | d(p) ∈ (cp − 1, cp] }, and
defined by Fd(Ec) := ∪a≤dEa (where a ≤ d if and only if a(p) ≤ d(p) for all p ∈ D). Then the filtration
is parabolic in the sense that for each p ∈ D, the set {d ∈ (cp− 1, cp] | GrFd (Ec|p) 6= 0} is finite, where
GrFd (Ec|p) := Fd(Ec|p)/F<d(Ec|p). The data of this filtration is called the c-truncation of the filtered
bundle E∗ → (X,D).
Definition 3.2. Given c ∈ RD, a c-parabolic bundle cE over (X,D) consists of the following data:
• cE → X is a holomorphic bundle.
• For each p ∈ D we have an increasing filtration Fd(cE|p) of the fiber cE|p indexed by d ∈ (cp−1, cp].
This data must satisfy the following conditions:
• For p ∈ D, Fa(cE|p) = ∩a<dFd(cE|p).
• For p ∈ D, cE|p = ∪dFd(cE|p).
The set of d ∈ (cp − 1, cp] such that GrFd (cE|p) := Fd(cE|p)/F<d(cE|p) 6= 0 is called the parabolic
weights at p of the c-parabolic bundle.
It is easy to see that given a filtered bundle E∗ → (X,D) and c ∈ RD, its c-truncation gives rise
to a c-parabolic bundle cE → (X,D). Conversely, given a c-parabolic bundle, one can obtain a filtered
bundle by taking E := cE ⊗OX OX(∗D), and the filtration induced from the parabolic filtration. Since
one can reconstruct a filtered bundle from any of its c-truncations, the data of a filtered bundle over
(X,D) is equivalent to the data of a c-parabolic bundle over (X,D).
With this terminology, if c = 0, where 0(p) = 0 for all p ∈ D, we have that a 0-parabolic bundle is
what is usually called a parabolic bundle.
Definition 3.3. Let X be a compact Riemann surface and D ⊂ X a finite set. Given a c-parabolic
bundle cE → (X,D), we define its parabolic degree in the following way:
pdeg(cE) := deg(cE)−
∑
p∈D
∑
d∈(cp−1,cp]
d · dimC
( Fd(cE|p)
F<d(cE|p)
)
(3.1)
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where deg(−) is the usual degree of a vector bundle.
If E∗ → (X,D) is a filtered bundle, we define its parabolic degree by
pdeg(E∗) := pdeg(cE) (3.2)
where cE is the c-truncation of E∗. It is easy to check that this is well defined (i.e. it does not depend
on c).
3.2 Wild harmonic bundles and their associated filtered objects
Let X be a compact Riemann surface, and D a finite subset of X.
Definition 3.4. A harmonic bundle over X −D is a tuple (E, ∂E , θ, h) such that:
• (E, ∂E)→ X −D is a holomorphic bundle with hermitian metric h.
• θ ∈ Ω(1,0)X−D(End(E)) and ∂E(θ) = 0. This endomorphism valued 1-form is known as the Higgs field.
• The connection ∇ = D(∂E , h) + θ+ θ†h is flat, where D(∂E , h) denotes the Chern connection, and
θ†h is the adjoint of θ with respect to h. Equivalently, the Hitchin equation is satisfied:
F (D(∂E , h)) + [θ, θ
†h ] = 0 (3.3)
where F (D(∂E , h)) denotes the curvature of the Chern connection.
Furthermore, we say that the harmonic bundle (E, ∂E , θ, h)→ X −D is unramified and wild over
(X,D), if for every p ∈ D there is a holomorphic coordinate neighborhood (Up, z) with z(p) = 0, and a
finite set of (non-zero) irregular values Irr(θ)p ⊂ z−1C[z−1] such that
(E, ∂E , θ)|Up−{p} =
⊕
a∈Irr(θ)p
(Ea, ∂Ea , θa) (3.4)
where θa − da · IEa has at most a simple pole at p.
Definition 3.5. An unramified filtered Higgs bundle over (X,D) is a pair (P∗E , θ) where:
• P∗E := (E , {PaE | a ∈ RD}) is a filtered bundle over (X,D).
• θ ∈ Ω(1,0)X (End(E)) and ∂Eθ = 0.
The pair (P∗E , θ) must satisfy the following condition:
• For every p ∈ D and every a ∈ RD, there is a holomorphic coordinate neighborhood (Up, z) with
z(p) = 0 and a finite set of irregular values Irr(θ)p ⊂ z−1C[z−1] such that
(PaE , θ)|Up =
⊕
a∈Irr(θ)p
(PaEa, θa) (3.5)
where θa − da · IPaEa has at most a simple pole at p as a meromorphic endomorphism of PaEa.
By taking the c-truncation of the filtered bundle, we also have the corresponding notion of unramified
c-parabolic Higgs bundle.
The notion of unramified filtered flat bundle is similar to the notion of unramified filtered Higgs
bundle, but it differs in the condition that we put on the splitting near the points p ∈ D:
Definition 3.6. An unramified filtered flat bundle over (X,D) is a pair (P∗E ,∇) where:
• P∗E := (E , {PaE | a ∈ RD}) is a filtered bundle over (X,D).
• ∇ is a flat connection on E.
The pair (P∗E ,∇) satisfies the following condition:
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• For every p ∈ D and every a ∈ RD, there is a holomorphic coordinate neighborhood (Up, z) with
z(p) = 0 and a finite set of irregular values Irr(∇)p ⊂ z−1C[z−1] such that
(PaE ,∇)|Up ⊗O(Up) C[[z]] =
⊕
a∈Irr(∇)p
(P̂aEa, ∇̂a) (3.6)
where P̂aEa are free C[[z]]-modules with formal meromorphic connection ∇̂a : P̂aEa → P̂aEa⊗O(Up)
Ω1Up(∗p), and ∇̂a−da · IP̂aEa has at most a simple pole at p4. In other words, the flat meromorphic
bundle (PaE ,∇) can be “block diagonalized” by a formal gauge transformation near p.
By taking the c-truncation of the filtered bundle, we also have the corresponding notion of unramified
c-parabolic flat bundle.
Note: since all the objects we will consider are unramified, we will drop the adjective
from now on.
We now explain how to obtain a filtered Higgs bundle and a filtered flat bundle from a wild harmonic
bundle. The main idea is that the filtered structure comes from the growth of certain sections with
respect to the harmonic metric.
Let (E, ∂E , θ, h) be a wild harmonic bundle over X − D. Given ξ ∈ C, we have the holomorphic
bundle Eξ := (E, ∂E + ξθ†h) → X − D. We define the filtered bundle Ph∗ Eξ → (X,D) in the fol-
lowing way: if U ⊂ X is an open subset with U ∩ D = ∅, then we put PhaEξ(U) = Eξ(U); and if
U ∩D 6= ∅ and s : U−D → Eξ is a holomorphic section, we say that s is a section of PhaEξ(U) if for every
p ∈ D∩U we have |s|h = O(|z|−ap−) for every  > 0, where z is a holomorphic coordinate vanishing at p.
The fact that this construction actually defines a filtered bundle follows from:
Theorem 3.1. (theorem 7.4.3 and 7.4.5 of [Moc08]): Ph∗ Eξ is a filtered bundle over (X,D). Furthermore,
(Ph∗ E0, θ)→ (X,D) is a filtered Higgs bundle, and if ξ ∈ C∗ and we denote ∇ξ = D(∂E , h)+ξ−1θ+ξθ†h ,
then (Ph∗ Eξ,∇ξ)→ (X,D) is a filtered flat bundle with Irrp(∇ξ) = { 1+|ξ|
2
ξ a | a ∈ Irrp(θ)}
Definition 3.7. Let E∗ → (X,D) be a filtered bundle with underlying meromorphic bundle E, and let
E := E|X−D. We say that a hermitian metric h on E is adapted to E∗ if E∗ = Ph∗E.
Furthermore, given c ∈ RD and p ∈ D, we will say that a local frame (η1, ..., ηrank(Ec)) of Ec around
p is compatible with the parabolic filtration at p, if there is a sequence of numbers a(ηi) ∈ (cp − 1, cp]
such that { ηi|p | a(ηi) ≤ d } gives a frame of Fd(Ec|p) for every d ∈ (cp − 1, cp].
Notice that if h is a hermitian metric adapted with the filtered bundle E∗, (η1, ..., ηrank(Ec)) is a local
frame of Ec compatible with the parabolic filtration at p, and z is a holomorphic coordinate vanishing at
p; then we have that |ηi|h = O(|z|−a(ηi)−) for all  > 0.
The following proposition relates the irregular decomposition (3.5) of the filtered Higgs bundle asso-
ciated to a wild harmonic bundle, with the filtered structure:
Proposition 3.1. (Section 8.1.2 of [Moc08]) Let (E, ∂E , θ, h) be a wild harmonic bundle over X−D, and
let (Ph∗ E0, θ)→ (X,D) be the associated filtered Higgs bundle. Then the irregular decomposition (3.5) at
p ∈ D is compatible with the filtration. In other words, for each c ∈ RD, we can find a frame of Phc E0 in
a neighborhood of p, compatible with the parabolic filtration at p and with the irregular decomposition of
(3.5).
We now want to state the main results that give the required conditions to go from a filtered Higgs
bundle or filtered meromorphic flat bundle to a wild harmonic bundle. To do this, we need to introduce
the appropriate stability notions.
4If in a holomorphic trivialization near p we have that ∇ = d + Ak dzzk + lower order terms, for some k > 1 and with
Ak ∈ End(Crank(PaE)); then a sufficient condition for (3.6) to hold is to have Ak diagonalizable with distinct eigenvalues
(see for example lemma 1 of [Boa01a])
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Definition 3.8. Let (cE, θ) → (X,D) be a c-parabolic Higgs bundle. Any subbundle F ⊂ cE gets an
induced c-parabolic structure cF , given by Fd(cF |p) := F |p ∩ Fd(cE|p). We say that (cE, θ) is stable
(resp. semistable), if for every proper non-trivial subbundle F with θ(F ) ⊂ F ⊗Ω1X(∗D) we have that:
pdeg(cF )
rank(cF )
<
pdeg(cE)
rank(cE)
(
resp.
pdeg(cF )
rank(cF )
≤ pdeg(cE)
rank(cE)
)
(3.7)
Furthermore, we say that (cE, θ) is polystable if it is semistable, and (cE, θ) = ⊕i(cEi, θi) with each
(cEi, θi) stable and satisfying
pdeg(cEi)
rank(cEi)
=
pdeg(cE)
rank(cE)
(3.8)
Similarly, we have the definitions of stable, semistable, and polystable for a c-parabolic flat bundle
(cE,∇).
We say that a filtered Higgs bundle or filtered flat bundle is stable/semistable/polystable if any of
its c-truncations is stable/semistable/polystable. This is well defined (i.e. it does not depend on c).
Now we can state the following known results due to Biquard and Boalch (see [BB04]):
Theorem 3.2. Let (E∗,∇)→ (X,D) be a filtered flat bundle, and let (E,∇)→ X −D be its restriction
to X − D. Then there is a harmonic metric h for (E,∇) adapted to the filtration (i.e. Ph∗E = E∗) if
and only if (E∗,∇) → (X,D) is polystable with pdeg(E∗) = 0. The harmonic metric is unique up to
multiplication by positive constants.
Remark: A harmonic metric for a flat bundle (E,∇) is a hermitian metric for E such that if
∇ = D+Φ, where D is a unitary connection and Φ is self adjoint with respect to h, then (E,D(0,1),Φ(1,0))
is a Higgs bundle.
We also have the Higgs bundle version of the previous theorem:
Theorem 3.3. Let (E∗, θ)→ (X,D) be a filtered Higgs bundle and let (E, θ)→ X −D be its restriction
to X −D. Then there is a harmonic metric h for (E, θ) adapted to the filtration if and only if (E∗, θ)→
(X,D) is polystable with pdeg(E∗) = 0. The harmonic metric is unique up to multiplication by positive
constants.
3.3 Definition of our set of framed wild harmonic bundles
Now we focus on the case of interest to us. For the rest of the paper we take X = CP 1, we fix a
holomorphic coordinate z on C ⊂ CP 1, and we take D = {∞}.
Definition 3.9. We denote by H the set of rank 2, wild harmonic bundles (E, ∂E , θ, h)→ CP 1 − {∞},
such that Tr(θ) = 0 and Det(θ) = −(z2 + 2m)dz2 for some m ∈ C.
To illustrate some examples, just for future reference, we will show the following lemma:
Lemma 3.1. For every m ∈ C∗, there is a wild harmonic bundle (E, ∂E , θ, h)→ CP 1 − {∞} such that
Det(θ) = −(z2 + 2m)dz2 and Tr(θ) = 0 (i.e. an element of H). Furthermore, if m(3) ∈ (−1/2, 1/2],
we can find one whose associated 12 -parabolic Higgs bundle has parabolic weights ±m(3) if m(3) 6= 12 , and
with parabolic weights equal to 12 if m
(3) = 12 .
Proof. Let m ∈ C∗, and consider the trivial bundle V := (CP 1−{∞})×C2 → CP 1−{∞} with canonical
global frame (e1, e2) and holomorphic structure ∂V := ∂. Let θ be given in this frame by
θ =
[
0 1
z2 + 2m 0
]
dz (3.9)
The plan is to extend V to a 12 -parabolic Higgs bundle on (CP
1,∞) in such a way that we can apply
theorem 3.3.
Since the eigenvalues of θ near∞ are different and unramified, we can find a punctured neighborhood
U∗∞ := U∞−{∞} such that there is a holomorphic eigenframe (η1, η2) of θ. We can furthermore assume
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that we pick the holomorphic eigenframe (η1, η2) such that e1 ∧ e2 = η1 ∧ η2.
Let E → CP 1 be the holomorphic vector bundle defined by extending V using the frame (η1, η2)
near ∞. Explicitly, this means that holomorphic sections of E in a neighborhood U∞ of ∞ are of the
form f1η1 + f
2η2, where f
i are holomorphic functions on U∞. Because of the construction, e1 ∧ e2 on
CP 1 − {∞} and η1 ∧ η2 on U∞ glue together to give a global frame of Det(E), so deg(E) = 0.
Now we explain how to put several possible parabolic structures on E. On a punctured neighborhood
U∗∞ of∞, we know that E|U∗∞ = L1⊕L2, where Li are the eigenlines of θ near∞. These bundles extend
to line bundles over U∞ and we denote them by Li as before. First let us consider the filtration of E∞
given by attaching the parabolic weight m(3) ∈ (−1/2, 1/2) to L1|∞ and the parabolic weight −m(3) to
L2|∞. With these choices, E acquires a 12 -parabolic structure with:
pdeg(E) = deg(E)−m(3) +m(3) = 0 (3.10)
If we let w be the holomorphic coordinate related to z by w = 1z and let Irr(θ)∞ := {± 1w2 }, then we
clearly have a splitting:
(E, ∂E , θ)|U∞ =
⊕
a∈Irr(θ)∞
(Ea, ∂a, θa) (3.11)
with θa − da · IEa having at most a simple pole at z =∞ (and where the (Ea, ∂a) correspond to the Li,
in some order). We then conclude that (E, ∂E , θ)→ (CP 1,∞) is a 12 -parabolic Higgs bundle.
Furthermore, the parabolic Higgs bundle (E, ∂E , θ) is clearly stable, since there are no global eigen-
lines preserved by θ: if there were, this would imply that there is a global branch over C ⊂ CP 1 of√
z2 + 2m when m 6= 0. Hence, by theorem 3.3 we get a harmonic metric h.
Now lets consider another possible extension of V with a parabolic structure that allows for a har-
monic metric.
We now extend V by eigenframes (η1, η2) satisfying ze1 ∧ e2 = η1 ∧ η2. With this extension, we get
deg(E) = 1. We choose the trivial filtration of E∞ with weight m(3) = 12 . With these choices, we get:
pdeg(E) = deg(E)− 1
2
2 = 0 (3.12)
By the same argument from before, we get a harmonic metric for the 12 -parabolic Higgs bundle
(E, ∂E , θ).
It is also possible to explicitly build wild harmonic bundles in H in the case m = 0. This is explained
in appendix E.
We now define the main set of wild harmonic bundles that we will consider:
Definition 3.10. We will denote by Hfr the set of tuples (E, ∂E , θ, h, g), where:
• (E, h)→ CP 1 is an SU(2)-vector bundle, so in particular comes with a volume form ω trivializing
Det(E).
• (E, ∂E , θ, h) → CP 1 − {∞} is an element of H, and it is compatible with the SU(2) structure of
(E, h, ω) in the sense that D(∂E , h)(ω) = 0, where D(∂E , h) denotes the Chern connection.
• g is an SU(2)-frame of E∞, such that it extends to an SU(2)-frame in a neighborhood of ∞ where
θ and ∂E have the following form:
θ = −Hdw
w3
−mHdw
w
+ regular terms (3.13)
∂E = ∂ − m
(3)
2
H
dw
w
+ regular terms for some m(3) ∈ (−1
2
,
1
2
] (3.14)
15
where w = 1/z and H =
[
1 0
0 −1
]
.
We will call such a frame g at ∞ a compatible frame for the wild harmonic bundle.
Notice that the parameter m appearing in equation (3.13) is the same as the m parameter appearing in
the condition Det(θ) = −(z2 +2m)dz2. On the other hand, the parameter m(3) in equation (3.14) should
be though as parametrizing the parabolic structures constructed in the proof of lemma 3.1. Finally, we
remark that the bundles E in the elements of Hfr are actually bundles over CP 1, while the bundles E
in elements of H are only bundles over CP 1 − {∞}.
Definition 3.11. The set of isomorphism classes of Hfr will be denoted by Xfr.
Example 3.1. Let us give an explicit (although trivial) example of such a compatibly framed wild har-
monic bundle in the case where m = m(3) = 0: We take E → CP 1 to be the trivial bundle E = CP 1×C2.
If (e1, e2) denotes the canonical global frame of E, we give an SU(2) structure to E by considering the
hermitian metric h(ei, ej) = δij and the volume form ω = e1 ∧ e2.
Furthermore, in the canonical frame (e1, e2) consider the trivial holomorphic structure ∂E = ∂, the
Higgs field θ = zHdz, and the framing at infinity g = (e1, e2)|∞.
We then have that D(∂E , h) = d, so Hitchin equations are clearly satisfied, and ω is parallel with
respect to the Chern connection. On the other hand, the frame g extends to the global frame (e1, e2),
where ∂E = ∂, and θ = − 1w3Hdw. Hence, we get an element of Hfr.
Example 3.2. We now give examples of morphisms (in fact, isomorphisms): let (E, ∂E , θ, h, (f1, f2)) ∈
Hfr. Then it is easy to check that for c > 0 we have that (E, ∂E , θ, c ·h, (
√
c−1f1,
√
c−1f2)) ∈ Hfr. These
two elements are clearly isomorphic by the bundle map
√
c−1 · IE.
In the following we will explain how to get an element of Hfr from an element in H. To show this, we
will require the following two foundational results on wild harmonic bundles. The two result are stated
with respect to our particular case, the more general statements are in the given references:
Theorem 3.4. (Simpson’s main estimate on the wild case, theorem 7.2.1 of [Moc08]): Let (E, ∂E , θ, h) ∈
H, and consider the decomposition into eigenlines near ∞:
(E, ∂E , θ)|U∞−{∞} =
⊕
a∈Irr(θ)∞
(Ea, ∂a, θa) (3.15)
where Irr(θ)|∞ = {± 1w2 }.
Let va be a section of (Ea, ∂Ea) near ∞. Then for a 6= b, we have that
|h(va, vb)| ≤ C|va|h|vb|hexp(−|w|−2) (3.16)
where  > 0 and w = 1/z is a holomorphic coordinate vanishing at ∞. In particular, if va and vb are
sections of Phc E0 for some c ∈ R, then va and vb are asymptotically exponentially orthogonal near w = 0.
Theorem 3.5. (Proposition 8.1.1 of [Moc08]) Let (E, ∂E , θ, h) ∈ H and let (Phc E0, θ) be the associated
c-parabolic Higgs bundle. Furthermore, let v = (v1, v2) be a frame of Phc E0 in a neighborhood U∞ of ∞,
compatible with the c-parabolic structure. Let a(vi) denote the parabolic weight corresponding to vi, and
define the following hermitian metric on Phc E|U∞ :
h0(vi, vj) = δij |w|−2a(vi) (3.17)
Furthermore, let v˜i = vi|w|a(vi). Then h is mutually bounded with respect to h0 in the sense that there
are positive constants C1, C2 such that:
C1 < |H(v˜)| < C2 (3.18)
where H(v˜) is the matrix with entries h(v˜i, v˜j).
Now we can prove the following proposition:
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Proposition 3.2. Given (E, ∂E , θ, h) ∈ H, there is an extension of (E, h) to an SU(2)-vector bundle
over CP 1, and a compatible framing g of E∞ such that (E, ∂E , θ, h, g) ∈ Hfr. Furthermore, if g = (e1, e2),
eiθ ∈ U(1), and we let eiθ · g := (eiθe1, e−iθe2); then (E, ∂E , θ, h, eiθ · g) ∈ Hfr.
Proof. We start by picking a holomorphic eigenframe (v1, v2) for θ near∞, compatible with the parabolic
structure of (Ph1/2E, θ) (we can do this because of proposition 3.1). We order this frame in such a way
that
θ =
[
z + mz + ... 0
0 −z − mz + ...
]
dz = −Hdw
w3
−mHdw
w
+ diagonal holomorphic terms (3.19)
By Simpson’s main estimate (theorem 3.4), (v1, v2) are asymptotically exponentially orthogonal near
w = 0, so it is easy to check that if we orthonormalize the frame (v1, v2) → (e1, e2), then in the
orthonormal frame (e1, e2) we get:
θ = −Hdw
w3
−mHdw
w
+ regular terms (3.20)
On the other hand, we claim the following:
Lemma 3.2. In the frame (v1, v2) the Chern connection has the following form:
D(∂E , h) = D0 + regular terms (3.21)
where D0 is the Chern connection of the metric h0 from theorem 3.5:
D0(vi) = −a(vi)vi dw
w
(3.22)
Proof. (of lemma:) To see this, we follow a similar argument to proposition 10.3.3 of [Moc08], but mod-
ified for our special, simpler situation.
If we denote by H and H0 the matrices corresponding to h and h0 in the frame (v1, v2), we then have
H = H0 ·g for some matrix valued g. Hence, D and D0 are related by the equation D = D0 +g−1∂h0(g),
where ∂h0 satisfies D0 = ∂h0 + ∂E . The off-diagonal terms of g
−1∂h0(g) are exponentially decreasing
near w = 0 by lemma 10.1.3 of [Moc08], so we only need to show that the diagonal terms of g−1∂h0(g)
are regular at w = 0.
Because the frame (v1, v2) is asymptotically exponentially orthogonal, it is easy to conclude that
[θ, θ†h ] is regular at z = ∞. Hence, by the Hitchin equation we get that F (D(∂E , h)) is regular at ∞.
On the other hand, since D0 is flat, we have that F (D) = ∂(g
−1∂h0(g)). This lets us conclude that we
can write g−1∂h0(g) = ρ+χ, where ρ is regular near∞ and χ is holomorphic and defined in a punctured
neighborhood of ∞.
By the argument in proposition 10.3.3 of [Moc08], we get that g−1∂h0(g) is square integrable relative
to h0. Using this, and the fact that the off-diagonal entries of g
−1∂h0(g) are exponentially decreasing
near w = 0, it follows that the diagonal elements of g−1∂h0(g) are square integrable. Since ρ is regular
near ∞, we conclude that the diagonal elements of χ are also square integrable. Furthermore, since the
diagonal elements of χ are holomorphic functions on U∞−{∞}, we then conclude that they must extend
to holomorphic functions on U∞. This shows the regularity at w = 0 of the diagonal terms of g−1∂h0(g).
Now we go back to the proof of proposition 3.2. By using theorem 3.4 and the growth conditions of
the off-diagonal terms of D in the frame (v1, v2), we see that after orthonormalizing the frame (v1, v2)→
(e1, e2), the Chern connection acquires the following form:
D = d− 1
2
[
a(v1) 0
0 a(v2)
](dw
w
− dw
w
)
+ regular (3.23)
we prove this statement in appendix A.
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Since we are picking the weights in (−1/2, 1/2] and the parabolic degree must be 0 (and hence an in-
teger), we have the following possibilities for a(vi): we either have a(v1) = −a(v2), or a(v1) = a(v2) = 1/2.
If a(v1) = −a(v2), let m(3) := a(v1), so that we can rewrite the previous expression for D in the
frame (e1, e2) as
D = d−m(3)H
(dw
2w
− dw
2w
)
+ regular terms (3.24)
In the case where a(v1) = a(v2) = 1/2, we will first do the change of frame (v1, v2)→ (v1, wv2), and
then orthonormalize. In this case we get the expression
D = d− 1
2
H
(dw
2w
− dw
2w
)
+ regular terms (3.25)
We now use the framing (e1, e2) to do a unitary extension of the hermitian bundle (E, h)→ CP 1−{∞}
to a hermitian bundle (E, h)→ CP 1, where (e1, e2) gives a unitary trivialization on a neighborhood U∞
of ∞. We denote the extended frame over U∞ induced by (e1, e2) by the same notation. Notice that
with the way we have constructed things, g = (e1, e2)|∞ extends to a unitary frame where θ and ∂E have
the appropriate form.
To finish, we will need the following lemma
Lemma 3.3. D(∂E , h) induces a flat connection on Det(E)→ CP 1.
Proof. (of lemma:) Notice that by taking the trace of the Hitchin equation, we get that Tr(F (D)) = 0,
so that the induced connection Det(D) on Det(E)→ CP 1 − {∞} is flat.
On the other hand, by the form of the singularity of D in the frame (e1, e2), we get that the connection
form of the induced connection on Det(E)→ CP 1 − {∞} in the frame e1 ∧ e2 is actually smooth at ∞,
and hence defines a flat connection on Det(E)→ CP 1.
Now we deal with the SU(2) structure part of the definition of the objects in Hfr:
If D = d+A in the frame (e1, e2), then Det(D) = d+ Tr(A) in the frame e1 ∧ e2, with Tr(A) a well
defined and closed form (since Det(D) is flat) on a neighborhood of ∞. Furthermore, since the frame
(e1, e2) is unitary and D is the Chern connection, we get that A is valued in u(2), and hence Tr(A) is
valued in u(1) = iR. We now perform the unitary (and non-singular) diagonal gauge transformation
ei → e− 12
∫ p
∞ Tr(A)ei := e˜i, where the integral is performed along any path from z = ∞ to p in U∞. We
then get the local flat frame e˜1 ∧ e˜2 on U∞, and by performing parallel transport, we get a global flat
frame ω of Det(E), which we choose as our volume form.
Notice that in our SU(2)-frame (e˜1, e˜2), we have that θ and ∂E still have the required form. Hence,
g = (e1, e2)|∞ = (e˜1, e˜2)|∞ satisfies our condition for a compatible frame.
We then conclude that given (E, ∂E , θ, h) ∈ H, we can produce (E, ∂E , θ, h, g) ∈ Hfr. The remaining
last statement of the proposition follows trivially.
3.4 Twistor coordinates Part 1: Preliminaries and definition
We now begin with the construction of the twistor coordinates for Xfr.
Roughly speaking, to each element of Hfr we can associate a “compatibly framed” filtered flat bundle,
and to this object we can associate “generalized monodromy data” (more commonly known as “Stokes
data”). The twistor coordinates for Xfr will be built from Stokes data.
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3.4.1 Stokes data
In this section we recall the definition of Stokes data, following mainly the papers [Boa01b], [Boa01a],
and [Wit07].
In the following, we assume that X = CP 1 and D ⊂ CP 1 is a point, although the definitions and
ideas hold in more general settings (see for example the references from above). We also fix a holomorphic
bundle E → CP 1 of rank(E) = n, with a meromorphic connection ∇ with poles along D. Since X is a
curve and ∇ is meromorphic, it is automatically flat.
If we choose a local holomorphic coordinate w such that D is given by w = 0, and a local holomorphic
trivialization of the bundle E near D, then the connection ∇ has the form ∇ = d+A, where
A = Ak
dw
wk
+Ak−1
dw
wk−1
+ ... +A1
dw
w
+ holomorphic (1, 0) terms (3.26)
and Ai ∈ End(Cn) for i = 1, 2, ..., k. We will assume that k > 1 and that Ak is generic in the sense that
it is diagonalizable with distinct eigenvalues.
We will say that (E,∇) is generic if the leading coefficient Ak of the connection is generic in some
holomorphic coordinate vanishing at D and some holomorphic trivialization. It is easy to check that the
order of the pole and the fact that the leading coefficient is generic does not depend on the holomorphic
coordinate vanishing at D and the holomorphic trivialization.
From now on, we fix a holomorphic coordinate w near D, such that w(D) = 0.
Definition 3.12. A compatible framing at D for a generic (E,∇) → (X,D) is a frame g for ED,
such that in some (and hence any) extension of g to a local holomorphic trivialization, we have that the
leading coefficient Ak of the singularity of ∇ is diagonal.
Lemma 3.4. (lemma 1 from [Boa01a]) Let (E,∇, g)→ (X,D) be a compatibly framed connection, and
consider a local holomorphic trivialization τ extending g. In the local frame τ , let Ak be the leading
coefficient of ∇, as in (3.26). Then there is a unique formal gauge transformation Fˆ ∈ GL(n,C)[[w]]
and unique diagonal elements A0j ∈ End(Cn), such that Fˆ (0) = 1, and such that in the formal frame
τ · F̂ , the connection looks like
d+A0 := d+A0k
dw
wk
+A0k−1
dw
wk−1
+ ... +A01
dw
w
(3.27)
with A0k = Ak. The A
0
j only depend on the compatible framing g and not on the extension τ .
Definition 3.13. We will call the A0j appearing in the lemma above the formal type of (E,∇, g),
and we will call Λ := A01 the exponent of formal monodromy. If we write the formal type as
A0 = dQ(w) + Λdww , with Q(w) a diagonal matrix with entries in w
−1C[w−1], we will say that (Q,Λ)
specifies the formal type.
Definition 3.14. Fix a formal type (Q,Λ). Let qi(w) denote the i-th diagonal component of the leading
term Ak
(k−1)wk−1 of −Q(w), and let qij(w) := qi(w)− qj(w). Now let eiθ ∈ S1 and rθ the ray going from
w = 0 to eiθ. We will say that rθ is an anti-Stokes ray if qij(w) < 0 on rθ for some ordered pair (i, j).
Furthermore, we will say rθ is a Stokes ray if Re(qij(w)) = 0 on rθ for some i and j.
For simplicity, and because it will be the case of interest to us, we will further restrict to the case
where rank(E) = 2. Notice that in this case, if Q has a pole of order k − 1, then there are 2k − 2
anti-Stokes rays (k− 1 associated to the ordered pair (1, 2) and the other k− 1 associated to (2, 1)) and
2k − 2 Stokes rays. In figure 2 we illustrate a specific case for k = 3, which will be of interest for us in
our application to wild harmonic bundles.
Now choose one of the anti-Stokes rays as the first anti-Stokes ray, and let rθi be the anti-Stokes rays
for i = 1, 2, ..., 2k − 2, numbered in a counterclockwise manner. With this choice, we let Secti be the
sector from rθi to rθi+1 . Furthermore, let Ŝecti be the extended sector from the ray through θi − pi2k−2
to the ray through θi+1 +
pi
2k−2 . Notice that while the sectors Secti are determined by anti-Stokes rays,
the extended sectors Ŝecti are determined by Stokes rays.
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Figure 2: We illustrate the case where we put q1 = −q2 = − 12w2 . The bold rays denote the anti-Stokes
rays, while the dotted rays denote the Stokes rays.
Theorem 3.6. (theorem 3.1 from [Boa01b]) Let (E,∇, g)→ (X,D) be a compatibly framed connection
with formal type given by A0 = dQ+Λdww . Furthermore, let τ be an extension of g to a local holomorphic
framing near D, and F̂ the formal gauge transforma0tion from lemma 3.4. Then for each i = 1, 2, ..., 2k−
2 and for a sufficiently small disk B centered at w = 0, there is a unique invertible matrix Σi(F̂ ) of
holomorphic functions defined on B ∩ Ŝecti, such that in the sectorial frame τ · Σi(F̂ ) we have that
∇ = d+ dQ+ Λdw
w
(3.28)
Each Σi(F̂ ) is asymptotic
5 to F̂ as w → 0 along B ∩ Ŝecti.
Now let (E,∇, g) → (X,D) be a compatibly framed connection. If w is a holomorphic coordinate
vanishing at D, then g extends to a holomorphic frame τ near D where ∇ has the form
∇ = d+A = d+ dQ+ Λdw
w
+ regular holomorphic terms (3.29)
and Q and Λ specify the formal type of (E,∇, g). Strictly speaking, we only know that g has an ex-
tension where the leading coefficient of dQ is diagonal; however, under our assumption that the leading
coefficient is generic, it is easy to see that we can extend the frame g to one where the whole singular
part of ∇ is diagonal. This diagonalized singular part must coincide with the formal type dQ+ Λdww (see
the proof of lemma 1 of [Boa01a]).
Let F̂ be the formal gauge transformation such that in the frame τ · F̂ the connection has the form
∇ = d+ dQ+ Λdw
w
(3.30)
With Σi(F̂ ) we can define sectorial frames of flat sections of ∇ in the following way: fix a branch of
the logarithm with branch cut along one of the anti-Stokes rays determined by the leading term of −Q.
We will call that anti-Stokes ray rθ1 , and we will number the rest in a counterclockwise manner. With
these choices, we get a frame of flat sections for ∇ = d+ A on Ŝecti by writing Φi = τ · Σi(F̂ )w−Λe−Q.
We will use the following convention for the w−Λ: it uses the choice of the branch of the logarithm if
i 6= 1, 2k − 2; it uses the analytically continued branch from Sect1 to Sect2k−2 for Φ1; and it uses the
analytically continued branch from Sect2k−2 to Sect1 for Φ2k−2.
5If F̂ =
∑∞
j=0 Fjw
j with Fj ∈ End(C2), then the statement that Σi(F̂ ) is asymptotic to F̂ as w → 0 means that for
each n ∈ N, we have |Σi(F̂ )(w)−
∑n
j=0 Fjw
j | = O(|w|n+1).
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Definition 3.15. For i 6= 2k − 2, we will denote the transition function between the flat frame Φi to
the flat frame Φi+1 on Ŝecti ∩ Ŝecti+1 by Si; and for i = 2k − 2 we will denote the transition function
between the flat frame Φ2k−2 to the flat frame Φ1 · M0 on Ŝect2k−2 ∩ Ŝect1 by S2k−2, where M0 =
e−2piiΛ is the formal monodromy in the counterclockwise manner. Hence, for i 6= 2k − 2 we have Si =
eQwΛΣi(F̂ )
−1Σi+1(F̂ )w−Λe−Q, and for i = 2k−2 we have S2k−2 = eQwΛΣ2k−2(F̂ )−1Σ1(F̂ )w−Λe−QM0.
We will call the matrices Si the Stokes matrices.
Remark: In the last expression for S2k−2 we are abusing notation: the wΛ on the left is analytically
continued from Sect2k−2 to Sect1, while the one appearing on the right is analytically continued from
Sect1 to Sect2k−2.
Proposition 3.3. The Stokes matrices Si are constant and unipotent.
Proof. The fact that they are constant is a consequence of the fact that they are transition functions
between flat sections.
To check that they must be unipotent, we can write for i 6= 2k− 2 that w−Λe−QSieQwΛ = Σ−1i Σi+1.
Since Σi and Σi+1 have the same asymptotics as w → 0 in the corresponding sector, we must have that
Σ−1i Σi+1 → 1 ∈ GL(2,C), so
(Si)jke
qj−qkwΛk−Λj → δjk (3.31)
(recall that in our notation, the qi are the diagonal entries of −Q).
In particular, for j = k, we get that (Si)jj = 1, and that (Si)jk = 0 if we are on a sector where
Re(qj − qk) > 0. For S2k−2 the argument is similar; if we denote by w˜Λ the analytic continuation of wΛ
from Sect2k−2 to Sect1, we then have w˜−Λe−QS2k−2eQwΛM−10 = Σ
−1
2k−2Σ1, so that:
(S2k−2)jke2piiΛkeqj−qkwΛk w˜−Λj = (S2k−2)jkeqj−qkwΛk−Λje2piiΛke−2piiΛj → δjk (3.32)
so the conclusion follows.
Proposition 3.4. The Stokes matrices satisfy the relation S1S2...S2k−2M−10 = 1.
Proof. The parallel transport of the frame Φ1 around a loop that goes around w = 0 in a clockwise
manner is given by S1S2...S2k−2M−10 . Since we are working in CP 1 −D, and the connection is flat, we
must have that the monodromy around that loop is trivial. Hence, we get S1S2...S2k−2M−10 = 1
3.4.2 Associated compatibly framed flat bundles
In this section we will associate to an element of Hfr a “compatibly framed, filtered flat bundle”. By
this, we mean a tuple (E∗,∇, τ∗) where (E∗,∇)→ (CP 1,∞) is a filtered flat bundle, and for each a ∈ R,
τa is a compatible frame for the bundle with meromorphic flat connection (Ea,∇).
Let (E, ∂E , θ, h, g) ∈ Hfr, let a ∈ R, and let w be a holomorphic coordinate related to z by w = 1/z.
By following the argument given in section 7 and 8 of [BB04], for ξ ∈ C∗ we can find a holomorphic
frame τ ξa of Eξ in a neighborhood of z =∞ of the following form:
τ ξa (w) = (e1, e2) · gξ(w)|w|(m
(3)+2ξm)HwN(a)exp
( ξH
2w2
− ξH
2w2
)
(3.33)
where:
• (e1, e2) is an extension of the frame given by g, to an SU(2) framing in neighborhood of ∞,
satisfying the properties of definition 3.10.
• gξ(w) is a gauge transformation defined in a neighborhood of w = 1/z = 0 that gauges away the
regular (0, 1) part of ∂E + ξθ
†h , and such that gξ(0) = 1.
• N(a) :=
[
n1(a) 0
0 n2(a)
]
with ni(a) ∈ Z. This term will ensure that the parabolic weight associated
to τ ξi,a lies in (a − 1, a]. More specifically, ni(a) is the unique integer such that (−1)i+1[m(3) +
2Re(ξm)] + ni(a) ∈ (a− 1, a] for i = 1, 2.
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We now use the holomorphic frame τ ξa to perform a holomorphic extension of the bundle Eξ →
CP 1 − {∞}, to a holomorphic bundle over CP 1. This holomorphic bundle acquires an a-parabolic
structure at ∞, given by the growth conditions of the holomorphic framing τ ξa . It is easy to check that
this bundle is precisely what we call Pha Eξ → CP 1. Furthermore, we have the following:
Proposition 3.5. In the frame τ ξa the connection ∇ξ acquires the following form:
∇ξ = d− (ξ−1 + ξ)Hdw
w3
+ Λ(ξ)
dw
w
+ holomorphic (1, 0) terms (3.34)
where
Λ(ξ) =
[−ξ−1m+m(3) + ξm+ n1(a) 0
0 ξ−1m−m(3) − ξm+ n2(a)
]
(3.35)
In particular, we see that (Pha Eξ,∇ξ)→ (CP 1,∞) is an a-parabolic flat bundle, and τ ξa |∞ is a compatible
frame in the sense of the previous section.
Proof. Basically the same argument as section 7 and 8 of [BB04]. The idea is that the estimates of the
entries of gξ from [BB04], and the fact that the terms of the connection form A of ∇ξ in the frame τa,ξ
must satisfy ∂A = 0, force the singular part of ∇ξ to be the one written above.
From the compatibly framed a-parabolic flat bundle (Pha Eξ,∇ξ, τ ξa ), we get the filtered version
(Ph∗ Eξ,∇ξ, τ ξ∗ ) in the usual way.
Notice that while the exponent of formal monodromy Λ(ξ) of ∇ξ depends on a ∈ R, the formal
monodromy does not:
exp(2piiΛ) =
[
exp(2pii(−ξ−1m+m(3) + ξm)) 0
0 exp(2pii(ξ−1m−m(3) − ξm))
]
(3.36)
The expression of the diagonal entries greatly resembles the formula of the electric twistor coordinate
of the Ooguri-Vafa space (see equation (2.15)). In the next sections, we will see which one of the two
diagonal entries is the “right one” to pick.
3.4.3 Stokes data of the associated compatibly framed flat bundles
We will now study the Stokes data of the twistor family of compatibly framed filtered flat bundles
(Ph∗ Eξ,∇ξ, τ ξ∗ ) → (CP 1,∞) for ξ ∈ C∗. Strictly speaking, so far it only makes sense to associate
Stokes data to (Pha Eξ,∇ξ, τ ξa ) → (CP 1,∞) for some fixed a ∈ R. In the last section we saw that
while the exponent of formal monodromy depends on a, it does in such a way that the formal mon-
odromy does not depend on a. Hence, it makes sense to talk about the formal monodromy associated
to (Ph∗ Eξ,∇ξ, τ ξ∗ )→ (CP 1,∞).
The following proposition says that the same holds for the Stokes matrices:
Proposition 3.6. The Stokes matrices associated to (Pha Eξ,∇ξ, τ ξa )→ (CP 1,∞) do not depend on the
choice of a ∈ R.
Before proving the proposition, we first prove the following lemmas:
Lemma 3.5. Let (E, ∂E , θ, h, (e1, e2)|∞) ∈ Hfr and let (Pha Eξ,∇ξ, τ ξa )→ (CP 1,∞) be constructed from
(E, ∂E , θ, h, (e1, e2)) as before. Consider the holomorphic coordinate w related to z by w = 1/z, and fix
a branch of the logarithm in the w-plane. Using this fixed branch of the logarithm, let Φi(w, ξ) denote
the frame of flat sections of ∇ξ defined on the extended sector Ŝecti, as in section 3.4.1. Furthermore
consider the matrix function eQ(w,ξ), where Q is a 2× 2 diagonal matrix with entries:
Q1(w, ξ) := −ξ−1
( 1
2w2
−mLog(w)
)
− im(3)Arg(w)− ξ
( 1
2w2
−mLog(w)
)
Q2(w, ξ) := ξ
−1
( 1
2w2
−mLog(w)
)
+ im(3)Arg(w) + ξ
( 1
2w2
−mLog(w))
) (3.37)
If Φi(w, ξ) = (e1, e2) ·Ai(w, ξ), then the matrix Ai(w, ξ) satisfies
22
Ai(w, ξ) · e−Q(w,ξ) → 1 as w → 0, w ∈ Ŝecti (3.38)
where Q(w, ξ) uses the same branch of the Log and Arg as Φi.
Proof. The formal type of the connection ∇ξ is given is this case by
− (ξ−1 + ξ)Hdw
w3
+ Λ
dw
w
(3.39)
where
Λ =
[−ξ−1m+m(3) + ξm+ n1(a) 0
0 ξ−1m−m(3) − ξm+ n2(a)
]
(3.40)
By following the recipe from section 3.4.1, we find that
Φi(w, ξ) = τ
ξ
a · Σi(F̂ (ξ))w−Λ(ξ)exp
(
− (ξ−1 + ξ) H
2w2
)
(3.41)
On the other hand, we have that:
τ ξa (w) = (e1, e2) · gξ(w)|w|(m
(3)+2ξm)HwN(a)exp
( ξH
2w2
− ξH
2w2
)
(3.42)
so that
Ai(w, ξ) = gξ(w)|w|(m(3)+2ξm)HwN(a)exp
( ξH
2w2
− ξH
2w2
)
Σi(F̂ )w
−Λ(ξ)exp
(
− (ξ−1 + ξ) H
2w2
)
:= gξ(w)Bi(w, ξ)
(3.43)
Since gξ(w)→ 1 as w → 0, it is enough to prove that Bi(w, ξ)e−Q(w,ξ) → 1 as w → 0, w ∈ Ŝecti.
A simple computation shows that the diagonal entries of Bi are the following
Bi(w, ξ)jj = Σi(F̂ )jje
Qj(w,ξ) (3.44)
while the off-diagonal terms have the form:
Bi(w, ξ)jk = Σi(F̂ )jk(w
n(a,j)−n(a,k)|w|(2(−m(3)−2ξm)Hkk)exp
((
− ξ
w2
+
ξ
w2
)
Hkk
)
eQk(w,ξ) (3.45)
On the other hand, by the proof of lemma 1 from [Boa01a], we have the following estimates:
Σi(w, ξ)jj − 1 = O(|w|) and Σi(w, ξ)jk = O(|w|) for j 6= k. We also have the following: |n(a, j) −
n(a, k) + (2(−m(3) − 2Re(ξm))Hkk)| < 1, since that quantity is the difference of the two parabolic
weights in the range (a− 1, a]. Hence we get that
Bi(w, ξ)jje
−Qj(w,ξ) → 1
Bi(w, ξ)jke
−Qk(w,ξ) → 0
(3.46)
so we get what we wanted.
Lemma 3.6. The asymptotics of the lemma 3.5 uniquely characterize the frame of flat sections Φi(w, ξ).
Proof. Suppose that we have two frames of flat sections Φi(w, ξ) = (e1, e2) · A(w, ξ) and Φ˜i(w, ξ) =
(e1, e2) · A˜(w, ξ) defined on Ŝecti, and satisfying the asymptotics of the previous lemma.
We then have that A(w, ξ) = A˜(w, ξ)S for some constant matrix S, since S is the transition function
between flat sections. From the asymptotic conditions we then have that:
A(w, ξ)e−Q(w,ξ) = A˜e−Q(w,ξ)eQ(w,ξ)Se−Q(w,ξ) → 1 as w → 0, w ∈ Ŝecti
A˜e−Q(w,ξ) → 1 as w → 0, w ∈ Ŝecti
(3.47)
so we conclude that
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eQ(w,ξ)Se−Q(w,ξ) =
[
s11 e
Q1−Q2s12
eQ2−Q1s21 s22
]
→ 1 as w → 0, w ∈ Ŝecti (3.48)
On the sector Ŝecti, there are two subsectors separated by a Stokes ray. This in particular implies
that if in one of the subsectors Re(Qi −Qj) > 0, then on the other subsector we have Re(Qi −Qj) < 0.
Hence, the limit above forces s21 = s12 = 0 and s11 = s22 = 1.
It then follows that Φi = Φ˜i.
Proof. (of proposition 3.6:) By the previous two lemmas, we see that the frames of flat sections Φi satisfy
the same asymptotics of the first lemma independently of the choice of a ∈ R; and these asymptotics
uniquely characterize them. Hence, the frames Φi do not depend on a ∈ R, so we conclude that the
Stokes matrices also do not depend on a ∈ R.
3.4.4 Definition of the twistor coordinates
In the following, we will assume the fact that the Stokes data associated to (Ph∗ Eξ,∇ξ, τ ξ∗ )→ (CP 1,∞)
depends holomorphically on the twistor parameter ξ ∈ C∗. This will be proved later in the next section.
We will also assume throughout the section that the complex parameter m specifying the simple pole
term of the Higgs field lies in C∗.
We will study how the Stokes matrices and formal monodromy associated to (Ph∗ Eξ,∇ξ, τ ξ∗ ) →
(CP 1,∞) varies when we vary the twistor parameter ξ ∈ C∗ (recall that by proposition 3.6, the Stokes
data can be thought as associated to the compatibly framed filtered bundle). The behavior of the Stokes
matrices with respect to the twistor parameter will motivate the definition of the twistor coordinates for
framed wild harmonic bundles.
Let us recall the setting of section 3.4.1 in the specific case we are working with. We now have a
compatibly framed rank 2 flat vector bundle (Pha Eξ,∇ξ, τ ξa ) → (CP 1,∞). The compatible frame τa,ξ
extends to a local holomorphic frame near z =∞, where ∇ξ has the following form (with respect to the
holomorphic coordinate w = 1/z):
∇ξ = d− (ξ−1 + ξ)Hdw
w3
+ Λ(ξ)
dw
w
+ holomorphic (1, 0) terms (3.49)
where
Λ(ξ) =
[−ξ−1m+m(3) + ξm+ n1(a) 0
0 ξ−1m−m(3) − ξm+ n2(a)
]
(3.50)
The formal type of the connection is given in our case by
− (ξ−1 + ξ)Hdw
w3
+ Λ(ξ)
dw
w
(3.51)
so that in the notation of section 3.4.1 we have that −Q(w, ξ) = −(ξ−1 +ξ) H2w2 = diag(q1, q2) determines
the Stokes and anti-Stokes rays. In this case we have 2 anti-Stokes rays where q12 = −(ξ−1 + ξ) 1w2 < 0
and 2 anti-Stokes rays where q21 = (ξ
−1 + ξ) 1w2 < 0. Similarly, we have 4 Stokes rays corresponding to
Re(q12) = 0 (see figure 2 from section 3.4.1).
For the definition of Stokes data, we need to fix a branch of the Log and a labeling of the sectors
determined by anti-Stokes rays. The choices of branch and labeling will depend on the value of m ∈ C∗
in the following way:
• Let Arg(w) denote the argument function with values in [0, 2pi). Given m ∈ C∗, we denote by
Argm(w) the argument function with values in [−Arg(m)/2, −Arg(m)/2 + 2pi). Furthermore, we
denote by Logm(w) the branch of the logarithm that uses Argm(w).
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• For ξ = m, the ray from 0 to e− 12 iArg(m) is one of the anti-Stokes lines. We will denote this anti-
Stokes line by rθ1(ξ = m) and denote the others by rθi(ξ = m) for i = 2, 3, 4 in a counterclockwise
manner. As before, we let Secti(ξ = m) be the sector going from rθi to rθi+1 and denote by
Ŝecti(ξ = m) the extended sectors (see figure 3).
Figure 3: How the labeling of the sectors varies with m while keeping m = ξ. The wavy red line denotes
the place of the branch cut of Argm.
• When ξ varies from ξ = m, the anti-Stokes rays move continuously. Given a fixed m ∈ C∗, we will
denote by Secti(ξ) the sector obtained by varying ξ starting from ξ = m and with ξ ∈ C∗ − {ξ ∈
C∗ | − ξ−1im > 0 }. We will denote the corresponding extended sectors by Ŝecti(ξ) (see figure
4).
Figure 4: How the labeling of the sectors change with m = 1 fixed, while we vary ξ from ξ = 1 in a
counterclockwise manner. The wavy red line denotes the place of the branch cut of Argm.
Now we set our conventions for the sectorial frames of flat sections Φi(ξ) of ∇ξ used to define the
Stokes matrices:
• To define the sectorial flat frames Φi(ξ), we must first fix a branch of the logarithm. For a
fixed m ∈ C∗ and ξ = m, we will use Logm and the convention explained in the paragraph before
definition 3.15 (i.e. it uses Logm(w) if i 6= 1, 4; it uses the analytically continued branch of Logm(w)
from Sect1(ξ) to Sect4(ξ) if i = 1; and it uses the analytically continued branch of Logm(w) from
Sect4 to Sect1 for i = 4). The branch that we use to define Φi(ξ) for ξ 6= m varies continuously
with the sector Ŝecti(ξ). For example, for m = 1, Φ1(ξ) uses the branch with argument taking
values in [−Arg(ξ)/2− pi/4, −Arg(ξ)/2 + 7pi/4) (see figure 4).
• With the above choice of branch, Φi(ξ) denotes the flat frame on Ŝecti(ξ) specified by the asymp-
totics from lemma 3.5 (which uniquely characterizes the Φi(ξ), by lemma 3.6).
• We define the Stokes matrices Si(ξ) using the Φi(ξ) as in definition 3.15.
The reason for the choices made above will become apparent in subsequent sections, where we start
comparing and matching the twistor coordinates for harmonic bundles with the twistor coordinates of
the Ooguri-Vafa space.
Recall that by proposition 3.4, we have the following relation for the Stokes data:
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Figure 5: Given m ∈ C∗, the figure above shows the configuration of the half-planes H±m and the rays
l±(−2im).
S1(ξ)S2(ξ)S3(ξ)S4(ξ)M
−1
0 (ξ) = 1 (3.52)
where M0(ξ) = e
−2piiΛ(ξ).
We denote by a, b, c and d, the nontrivial off-diagonal elements of the 2 × 2 unipotent matrices
S1, S2, S3 and S4 respectively, and M0 = diag(µ, µ
−1). With our conventions S1 turns to be lower
triangular (and hence so is S3, while S2 and S4 are upper triangular), and we get the following relations
among the Stokes matrices elements from the matrix relation of equation (3.52):
1 + bc = µ
µd+ b = 0
a+ µ−1c = 0
ab+ 1 = µ−1
(3.53)
For now, we will consider a(ξ), b(ξ), c(ξ), d(ξ) as analytic functions on the half plane Hm, where
Hm := {ξ ∈ C∗ | Re(ξ−1m) > 0} (recall the assumption made at the beginning of the section).
If we denote by si the flat section of the frame Φi that is exponentially decreasing on Ŝecti−1 ∩ Ŝecti
(with i taken mod 4), we have that si = Φi · (1, 0)t for i = 1, 3 and si = Φi · (0, 1)t for i = 2, 4. They
satisfy the following relations among themselves, obtained by using the Stokes matrices and how they
relate the flat frames Φi for i = 1, 2, 3, 4:
s3 = s1 + as2 on Ŝect1 ∩ Ŝect2
s4 = s2 + bs3 on Ŝect2 ∩ Ŝect3
µs1 = s3 + cs4 on Ŝect3 ∩ Ŝect4
µ−1s2 = s4 + dµs1 on Ŝect4 ∩ Ŝect1
(3.54)
Now consider the rays in the ξ plane determined by
l±(−2im) = {ξ ∈ C∗ \ ± −2im
ξ
< 0} (3.55)
Note that these rays, together with 0, form the boundary of the half planes Hm and H−m (the rea-
son we write −2im instead of just −im will also become clear in the future). If we start at Hm and
move counterclockwise, we cross l+(−2im) into H−m, and then we cross l−(−2im) into Hm (see figure 5).
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We can analytically continue the Stokes matrices elements from Hm to H−m through l+(−2im), while
still maintaining the same relations (3.53) as before6. The Stokes matrix elements are then holomorphic
functions on C∗ − l−(−2im).
Now suppose that we further analytically continue from H−m to Hm by going through l−(−2im).
Notice that in the process of doing this, the labeling of our sectors experience monodromy: Ŝect1 gets
interchanged with Ŝect3, and Ŝect2 gets interchanged with Ŝect4. We will denote the Stokes matrix
elements on C∗− l+(−2im) obtained this way by â, b̂, ĉ, d̂. On H−m they coincide with the previous ones.
However, if we denote by Φ̂i the corresponding fundamental solutions on the corresponding sector, we
have the following relations for ξ ∈ Hm:
Φ̂1 = Φ3 ·M−10
Φ̂2 = Φ4 ·M−10
Φ̂3 = Φ1
Φ̂4 = Φ2
(3.56)
Now we finally define the electric and magnetic twistor coordinates. We will verify that the mag-
netic coordinate has the appropriate jumps on l±(−2im), matching with the corresponding jumps of the
Ooguri-Vafa coordinates (see proposition 2.2). For the definition of the magnetic coordinate, we will
need to assume for now that the Stokes matrix element given by b(ξ) does not vanish for ξ ∈ H−m (this
will be shown in section 3.7).
Definition 3.16. Let (E, ∂E , θ, h, g) ∈ Hfr with parameters m and m(3) describing the corresponding
singularities. For ξ ∈ C∗, the electric twistor coordinate is then defined by
Xe((E, ∂E , θ, h, g), ξ) := µ−1(ξ) = exp(−2pii(ξ−1m−m(3) −mξ)) (3.57)
Definition 3.17. Let (E, ∂E , θ, h, g) ∈ Hfr with parameters m 6= 0 and m(3) describing the corresponding
singularities. The magnetic twistor coordinate is defined by
Xm((E, ∂E , θ, h, g), ξ) :=

a(ξ) for ξ ∈ Hm
−1/b(ξ) for ξ ∈ H−m
(3.58)
where a(ξ) and b(ξ) are the corresponding Stokes matrix elements of the associated compatibly framed
filtered flat bundle (Ph∗ Eξ,∇ξ, τ ξ∗ )→ (CP 1,∞) (holomorphic on C∗ − l−(−2im)).
Remark: Notice that the subscript m of Xm refers to “magnetic”, and not to the complex parameter
m. We hope this notation does not cause confusion.
Lemma 3.7. Xe((E, ∂E , θ, h, g), ξ) and Xm((E, ∂E , θ, h, g), ξ) descend to functions on Xfr.
Proof. If we have an isomorphism ϕ : (E1, ∂E1 , θ1, h1, g1)→ (E2, ∂E2 , θ2, h2, g2), it is easy to check that it
induces an isomorphism between the associated compatibly framed filtered flat bundles (Phi∗ Eξi ,∇ξi , τ ξ∗,i)→
(CP 1,∞) for i = 1, 2. It then follows that both compatibly framed filtered flat bundles have the same
Stokes matrices and formal monodromy. Hence, the twistor coordinates descend to Xfr.
We will often just write Xe(ξ) and Xm(ξ), with the understanding that they depend on elements of Xfr.
We now prove the following analog of proposition 2.2:
Theorem 3.7. For a fixed (E, ∂E , θ, h, g) ∈ Hfr with m 6= 0, the magnetic twistor coordinate Xm(ξ) has
the following jumps when we vary the twistor parameter ξ:
6From the arguments in the next section, where we show the holomorphic dependence of the flat frames Φi(ξ) in ξ; it
will be clear that given any ξ0 ∈ C∗, there is a small sector centered at the ray from 0 to ξ0 where Φi(ξ) is holomorphic
for ξ in the sector. The opening of this sector will be uniform in ξ0 ∈ C∗, so we can perform the analytic continuations of
Stokes data mentioned above
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Xm(ξ)+ = Xm(ξ)−(1−Xe(ξ))−1 along ξ ∈ l+(−2im)
Xm(ξ)+ = Xm(ξ)−(1−Xe(ξ)−1) along ξ ∈ l−(−2im)
(3.59)
where the + or − on the coordinate denotes the clockwise or counterclockwise limit to the ray, respectively.
Proof. Because of the relations (3.53) and the analytic continuation that we chose, we automatically
have the relation
a(1− µ−1)−1 = −1
b
along ξ ∈ l+(−2im) (3.60)
Hence, we have the following relation:
Xm(ξ)+ = Xm(ξ)−(1− µ−1)−1 = Xm(ξ)−(1−Xe(ξ))−1 along ξ ∈ l+(−2im) (3.61)
To check the other jump, notice that by the relations (3.56), we have that on Hm: s1 = ŝ3, s2 = ŝ4,
s3 = µŝ1, and s4 = µ
−1ŝ2; so that along l−(−2im):
a+ =
(s3 ∧ s1
s2 ∧ s1
)+
=
(µŝ1 ∧ ŝ3
ŝ4 ∧ ŝ3
)+
=
(µŝ1 ∧ ŝ3
ŝ4 ∧ ŝ3
)−
=
(
µ
s1 ∧ s3
s4 ∧ s3
)−
= c− (3.62)
On the other hand, from (3.53), we see that
c = −1
b
(1− µ) (3.63)
so that
a+ = c− = − 1
b−
(1− µ) along ξ ∈ l−(−2im) (3.64)
Hence, we get the following jump:
Xm(ξ)+ = Xm(ξ)−(1− µ) = Xm(ξ)−(1−Xe(ξ)−1) along ξ ∈ l−(−2im) (3.65)
This shows what we wanted.
We then conclude that the magnetic coordinate has the same jumps as the magnetic coordinate of
the Ooguri-Vafa space.
3.5 Twistor coordinates Part 2: Holomorphic dependence in the twistor
parameter
In this section we prove the holomorphic dependence of the Stokes data with respect to the twistor
parameter ξ ∈ C∗. In particular, this will show that the magnetic twistor coordinate depends holomor-
phically in the twistor parameter ξ for ξ ∈ C∗ − l±(−2im).
This section is heavily influenced by ideas and results from [Moc08], mainly chapters 3, 4, 9 and 11.
3.5.1 Deformation of irregular values
One of the main challenges in trying to show that Stokes data depends holomorphically on the twistor
parameter, is the fact that we are looking at Stokes data associated to meromorphic flat bundles
(Pha Eξ,∇ξ, τ ξa ), with formal type given by
− 1 + |ξ|
2
ξ
Hdw
w3
+ Λ(ξ)
dw
w
(3.66)
The cubic pole term has non-holomorphic dependence in ξ, so it is not clear that Stokes data is going
to depend holomorphically on ξ.
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One first step to solve this is the following construction of “deformation of irregular values” found
for example in [Moc08] section 4.57.
This procedure of deformation of irregular values will take the data of (Pha Eξ,∇ξ, τ ξa ), and produce a
new compatibly framed flat bundle (QaEξ,∇ξ, νξa) such that:
• The new framing at ∞ extends to a holomorphic framing where ∇ξ has the form:
∇ξ = d− Hdw
ξw3
+ Λ(ξ)
dw
w
+ holomorphic (1, 0) terms (3.67)
• The Stokes data associated to (QaEξ,∇ξ, νξa) is the same as the Stokes data of (Pha Eξ,∇ξ, τ ξa )
We will explain how the construction goes in our setting:
To start, let U∞ denote a neighborhood of ∞ in CP 1, and consider the covering of U∞ by the
extended Stokes sectors Si := Ŝecti (with i = 1, 2, 3, 4). On each such sector, we have the holomorphic
frames τ ξa · Σi(F̂ (ξ)), where the connection ∇ξ has the form:
∇ξ = d− 1 + |ξ|
2
ξ
Hdw
w3
+ Λ(ξ)
dw
w
(3.68)
Here we recall that F̂ (ξ) is the formal gauge transformation that takes the connection to the form
(3.68) and F̂ (w = 0) = 1.
Now let νi := τ
ξ
a · Σi(F̂ ) · exp( −ξ2w2H). In this new sectorial frame the connection has the form
∇ξ = d− Hdw
ξw3
+ Λ(ξ)
dw
w
(3.69)
With these sectorial frames we cannot a priori define an extension of the holomorphic flat bundle
(Eξ,∇ξ)→ CP 1−{∞} to a meromorphic flat bundle over CP 1. However, if pi : C˜P 1(∞)→ CP 1 denotes
the real blowup of CP 1 at ∞ we have the following:
Proposition 3.7. Using the sectorial frames νi we can extend the holomorphic flat bundle (Eξ,∇ξ) →
CP 1 − {∞} to a meromorphic flat bundle (E˜ξ, ∇˜ξ)→ (C˜P 1(∞), pi−1(∞)).
Proof. Away from ∞ the holomorphic sections of the bundle and the connection are the same as before.
On the other hand, on the sectorial neighborhoods Si in the blowup, we have the following transition
functions between the frames νSi and νSi+1 :[
1 cwΛ1−Λ2exp(− Hξw2 )
0 1
]
(3.70)
or [
1 0
cwΛ2−Λ1exp( Hξw2 ) 1
]
(3.71)
depending on whether exp(− Hξw2 ) or exp( Hξw2 ) is exponentially decreasing on Si∩Si+1. Here “c” denotes
the non-trivial Stokes matrix element of the Stokes matrix associated to Si ∩ Si+1.
There transition functions are holomorphic functions on Si ∩Si+1 (in the sense of being holomorphic
in the real blowup, see section 3.1.3 of [Moc08]) and hence defines a holomorphic bundle over C˜P 1(∞).
The connection ∇ξ clearly extends to a meromorphic connection on C˜P 1(∞) with poles along pi−1(∞).
7The procedure of deformation of irregular values explained in [Moc08] is actually more general than what we will
explain here. In our particular case, the leading term of equation (3.66) fails to be holomorphic in ξ by the real factor
1 + |ξ|2, so our deformation will now change the Stokes sectors.
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Now we will explain how to actually get a meromorphic flat bundle over CP 1. Let χi be a partition
of unity subordinate to the extended Stokes sectors Si. We will furthermore pick them such that for any
differential operator D, we have that Dχi = O(|w|N ) for some natural number N (depending on the
differential operator). We define a C∞ frame on U∞ − {∞} by putting
ν :=
∑
i
νiχi (3.72)
The fact that this actually turns out to be a frame follows from the form of the transition functions
between the νi, and the fact that the χi are non-negative.
We have the following lemmas concerning the smooth frame ν:
Lemma 3.8. (Lemma 3.1.15 of [Moc08]) Let Ci be the matrix such that ν = νi · (1 + Ci). Then if
Z = Si ∩ pi−1(∞), we have that Ci goes to 0 faster than any polynomial, as we get near to Z.
Lemma 3.9. (Lemma 3.1.16 of [Moc08]) If A is such that ∂Eξν = ν ·A, then for each sector S as before
and Z = S ∩ pi−1(∞), we have that A goes to 0 faster than any polynomial as we get near to Z.
In particular, the last lemma implies the following corollary
Corollary 3.1. A descends to give a smooth matrix of functions over a neighborhood of ∞ that vanishes
faster than any polynomial as z →∞.
We are now ready to define the deformed compatibly framed flat meromorphic bundle (QaEξ,∇ξ, νξa):
Proposition 3.8. Let QaEξ → CP 1 denote the C∞ bundle defined by extending the bundle Eξ →
CP 1 − {∞} to a bundle over CP 1 by using the ν frame. Then:
• The holomorphic structure of Eξ → CP 1 − {∞} extends to a holomorphic structure on QaEξ.
• The connection ∇ξ becomes a meromorphic connection on QaEξ, with poles at ∞.
• The frame ν used to define the extension gives a compatible framing at ∞. The compatible framing
extends to a local holomorphic framing where the connection has the form
∇ξ = d− Hdw
ξw3
+ Λ(ξ)
dw
w
+ holomorphic (1, 0) terms (3.73)
We denote the compatibly framed meromorphic flat bundle that we obtained by (QaEξ,∇ξ, νξa)
Proof. The fact that the holomorphic structure of Eξ extends to a holomorphic structure on QaEξ follows
from corollary 3.1.
On the other hand, it is easy to check that because of our conditions on the χi, we have that in the
frame ν
∇ξ = d− Hdw
ξw3
+ Λ(ξ)
dw
w
+ regular terms (3.74)
Since ν is holomorphic only up to terms that decrease faster than any polynomial (corollary 3.1), it is
easy to check that we can find a gauge transformation g such that g(w = 0) = 1, ν · g is holomorphic,
and in the holomorphic frame ν · g we get the expression (3.73).
Hence, we obtain the required compatibly framed meromorphic bundle (QaEξ,∇ξ, νξa). Notice that
the compatible frame is specified by either ν, ν · g, or the νi.
Furthermore, we have the following:
Proposition 3.9. The Stokes data associated to (QaEξ,∇ξ, νξa) is the same as the Stokes data of
(Pha Eξ,∇ξ, τ ξa ).
In the statement of the proposition, it is assumed that we are using the holomorphic coordinate
w = 1/z vanishing at z =∞, and the same branch of the Log to the define the Stokes data.
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Proof. It is easy to check that the Stokes sectors defined by −ξ−1 H2w2 agree with the ones defined by
−(ξ−1 + ξ) H2w2 .
To construct the associated Stokes data of (QaEξ,∇ξ, νξa), we would first extend νξa to a local holo-
morphic framing ν˜ around w = 0, where the connection has the form in (3.73). Then we would consider
the frames of flat sections Φ˜i on the extended Stokes sectors Si, where
Φ˜i = ν˜ · Σi(Ĝ)w−Λ(ξ)exp
(
− ξ−1 H
2w2
)
(3.75)
and where Ĝ and Σi(Ĝ) satisfy the required properties given in section 3.4.1.
On the other hand, we have the frames of flat sections Φi on Si defined by
Φi = τ
ξ
a · Σi(F̂ )w−Λ(ξ)exp
(
− ξ
−1 + ξ
2w2
H
)
= νi · w−Λ(ξ)exp
(
− ξ−1 H
2w2
)
(3.76)
We claim that Φi = Φ˜i. In order to see this, let C be the (constant) matrix relating both frames
of flat sections (i.e. Φi = Φ˜i · C) and notice that both νi and ν˜ tend to the compatible framing νξa as
w → 0. Using this and that fact that Σi(Ĝ)→ 1 as w → 0, we conclude that we must have
w−Λ(ξ)exp
(
− ξ−1 H
2w2
)
Cexp
(
ξ−1
H
2w2
)
wΛ(ξ) → 1 as w → 0 w ∈ Si (3.77)
The same argument at the end of lemma 3.6 then let us conclude that C = 1, so that Φi = Φ˜i.
Since the frames of flat sections Φi define the Stokes matrices of (Pha Eξ,∇ξ, τ ξa ), and the frames Φ˜i
define the Stokes matrices of (QaEξ,∇ξ, νξa), we conclude what we want.
3.5.2 Gluing together the deformed flat meromorphic bundles
Now we would like to address the issue of how the deformed meromorphic flat bundles (QaEξ,∇ξ) glue
together as a family parametrized by ξ ∈ C∗.
Given the holomorphic bundle Eξ = (E, ∂E + ξθ†h) over CP 1 − {∞} and given the canonical pro-
jection p : CP 1 × C∗ → CP 1, we can form the holomorphic bundle E = (p∗E, ∂E + ξθ†h + ∂ξ) over
(CP 1 − {∞})× C∗.
Let ξ0 ∈ C∗, and U(ξ0) a small neighborhood of ξ0. We would like to perform an extension of
(E ,∇)→ (CP 1−{∞})×U(ξ0) to a filtered flat meromorphic bundle over CP 1×U(ξ0), with poles along
{∞} × U(ξ0). Here ∇ : E → E ⊗ Ω1(CP 1−{∞})×U(ξ0)/U(ξ0) is considered as a relative connection (it does
not differentiate in the ξ direction), and ∇ξ = ∇|Eξ .
Theorem 3.8. For U(ξ0) small enough, the holomorphic bundle with relative flat connection (E ,∇)→
(CP 1−{∞})×U(ξ0) extends to a filtered bundle with a (relative) flat meromorphic connection (Q(ξ0)∗ E ,∇)→
(CP 1 × U(ξ0), {∞} × U(ξ0)). Furthermore, we have that (Q(ξ0)a E ,∇)|CP 1×{ξ} = (QaEξ,∇ξ).
Proof. This follows from proposition 9.2.1, corollary 9.2.5, and Theorem 11.1.2 of [Moc08].
Furthermore, we have
Theorem 3.9. Let ν be a holomorphic section of Q(ξ0)a E|{∞}×U(ξ0) such that ν(ξ) is a compatible framing
for (QaEξ,∇ξ). Then the sectorial frames of flat sections Φi used to build the the Stokes data associated
to (QaEξ,∇ξ, ν(ξ)) vary holomorphically in ξ. Hence the Stokes data itself also varies holomorphically
in ξ.
Proof. Given ν(ξ), we can extend it to a holomorphic local trivialization of Q(ξ0)a such that in that local
frame we have
∇ξ = d− H
ξ
dw
w3
+ Λ(ξ)
dw
w
+A(w, ξ)dw (3.78)
where A(w, ξ) is holomorphic in both variables. The result now follows from lemma 7 and corollary 8 of
[Boa01a].
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This does not prove the holomorphic dependence of the magnetic coordinate in ξ, since we do not
know that the compatible frames νξa from section 3.5.1 glue together holomorphically in ξ.
3.5.3 Proof of the holomorphic dependence
Pick ξ0 ∈ C∗ and let (Q(ξ0)a E ,∇) be as before. We also fix some i = 1, 2, 3, 4 and pick U(ξ0) small enough
so that:
• There is a sector Si centered at z =∞ such that Si ⊂ Ŝecti(ξ) for ξ ∈ U(ξ0)
• Si contains the Stokes ray and two anti-Stokes rays in the interior of Ŝecti(ξ).
Furthermore, let ν(ξ) be a holomorphic frame of Q(ξ0)a E|{∞}×U(ξ0) such that ν(ξ) is a compatible
frame for (QaEξ,∇ξ) for each ξ ∈ U(ξ0) (the fact that such a frame exists follows from the third and
fourth stament of theorem 11.1.2 of [Moc08]). Then (after a possible reordering of the elements of the
frame) ν(ξ) extends to a holomorphic local frame of Q(ξ0)a E , where:
∇ξ = d− H
ξ
dw
w3
+ Λ(ξ)
dw
w
+A(w, ξ)dw (3.79)
as in theorem 3.9.
We can then construct for ξ ∈ U(ξ0) the frame of flat sections Φ˜i(ξ) on Si used to build the Stokes
data of (QaEξ,∇ξ, ν(ξ)). On the other hand, we have the frame of flat sections Φi(ξ) of (QaEξ,∇ξ, νξa)
used to build the magnetic twistor coordinate. We clearly have that Φ˜i(ξ) = Φi(ξ) ·Ci(ξ) for some matrix
Ci(ξ) that depends only on ξ ∈ U(ξ0).
Lemma 3.10. The matrix Ci(ξ) is diagonal.
Proof. For each ξ ∈ U(ξ0), the frames νξa and ν(ξ) are compatible frames for the same meromorphic flat
bundle (QaEξ,∇ξ), with associated irregular type
− H
ξ
dw
w3
+ Λ(ξ)
dw
w
(3.80)
Hence, we must have that ν(ξ)|∞ = νξa|∞ ·D(ξ) for some diagonal matrix D(ξ) depending only on ξ.
By applying an argument like the one found in lemma 3.6, we have that
w−Λ(ξ)exp(−ξ−1 H
2w2
)Ci(ξ)exp(ξ
−1 H
2w2
)wΛ(ξ) → D(ξ) as w → 0 w ∈ S (3.81)
By the choice of sector S containing a Stokes ray for each ξ ∈ U(ξ0), we have that the off-diagonal entries
of Ci(ξ) must be 0, and the diagonal entries must match the diagonal entries of D(ξ). Hence we conclude
what we want.
Next we will need the following lemma:
Lemma 3.11. The asymptotics in lemma 3.5 of the frames of flat sections Φi(ξ) used to build the
magnetic twistor coordinates hold uniformly in ξ ∈ U(ξ0) for U(ξ0) small enough and bounded.
Proof. The proof of this is in appendix B.
Theorem 3.10. The magnetic twistor coordinate Xm(ξ) depends holomorphically on ξ.
Proof. It is enough to prove that the frames of flat sections Φi(ξ) depend holomorphically on ξ.
We know by lemma 3.10 that Φ˜i(ξ) = Φi(ξ) · Ci(ξ) for Ci(ξ) diagonal. Furthermore, we have that
∂ξΦ˜i(ξ) = 0, so if we show that ∂ξCi(ξ) = 0, then we would be able to conclude what we want.
In the following, we will use the same notation of lemma 3.5. By lemma 3.11 we then have that
Ai(w, ξ) · e−Q(ξ,w) → 1 uniformly in ξ ∈ U(ξ0) as w → 0, w ∈ S (3.82)
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where Φi = (e1, e2) ·Ai(w, ξ).
Since Φ˜i(ξ) is holomorphic in ξ and the frame (e1, e2) is also holomorphic in ξ (since it does not
depend on ξ), we conclude that the matrix Ai(w, ξ) · Ci(ξ) is holomorphic in ξ. Furthermore, eQ(ξ) is
diagonal and also holomorphic in ξ, so we have that Ai(w, ξ) ·Ci(ξ) · e−Q(ξ,w) = Ai(w, ξ) · e−Q(ξ,w) ·Ci(ξ)
and ∂ξ(Ai(w, ξ) · Ci(ξ) · e−Q(ξ,w)) = 0.
By shrinking U(ξ0) if necessary, we can assume that Ci(ξ) is a bounded funcion of ξ. Hence we get
that
Ai(w, ξ) · e−Q(ξ) · Ci(ξ)→ Ci(ξ) (3.83)
uniformly in ξ ∈ U(ξ0) as w → 0 along Si. Since Ai(w, ξ) ·e−Q(ξ) ·Ci(ξ) is holomorphic in ξ, we conclude
that Ci(ξ) must be a holomorphic function in ξ, so Φi(ξ) must depend holomorphically on ξ.
3.6 Twistor coordinates Part 3: Asymptotics in the twistor parameter
In this section we compute the asymptotics of Xm(ξ) as ξ → 0 and ξ →∞. More precisely, we will verify
the asymptotics have a formula similar to equation (2.25). Along the way, we also show that the reality
condition for Xm(ξ) holds (see equation (2.26)).
The plan for computing the asymptotics will be the following:
• First, we express the sectorial flat sections used in the definition of Stokes data, in a convenient
way for studying the asymptotics as ξ → 0. This is done in lemma 3.12.
• Then, we apply lemma 3.12 to the actual computation of the asymptotics of Xm(ξ) as ξ → 0 in
theorem 3.11.
• Finally, we prove the reality condition for Xm(ξ), and use it to compute the asymptotics as ξ →∞.
This is theorem 3.12 and corollary 3.2, respectively.
Notation: For the rest of this section, we will use the following notation: Arg(w), Argm(w) and
Logm(w) are defined as in 3.4.4; ArgP (w) and LogP (w) are the principal branches (i.e. with ArgP (w) ∈
(−pi, pi]). When we switch coordinates to z = 1/w, we denote by Logp(z) and Argp(z) the branches with
[−pi, pi). We then have the relations Logp(z) = −LogP (w) and Argp(z) = −ArgP (w).
3.6.1 Preliminaries for the asymptotic computation
Here we develop some of the preliminary notation and computations that we will need for the main
asymptotic computation of the twistor magnetic coordinate.
We first start with some results that will help us understand the asymptotic behaviour of the expo-
nentially decreasing flat sections of ∇ξ along certain special curves.
Definition 3.18. We fix the quadratic differential φ := (z2 + 2m)dz2 over CP 1, with m ∈ C∗. Given a
phase eiθ ∈ S1, a WKB curve8 with phase eiθ is a parametrized curve γ in CP 1 such that
φ(γ˙) = e2iθ (3.84)
For the rest of the section we fix:
• m ∈ C∗.
• An element (E, ∂E , θ, h, (e1, e2)) ∈ Hfr with Det(θ) = −(z2 + 2m)dz2.
• A WKB curve γ with phase eiArg(m).
8This terminology comes from [GMN13]; a more common terminology is that of horizontal trajectory for e−2iθφ.
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• A frame (η1, η2) of eigenvectors of θ along the curve γ, with growth near w = 1/z = 0 of the
form |ηi|h = O(|w|ai) for some ai ∈ R. For example, we could take the frame compatible with the
parabolic structure, or a normalized frame.
With this data fixed, we consider the flatness equation of the pullback connection γ∗∇ξ:
d
dt
dt+ ξ−1γ∗θ + γ∗A+ ξγ∗θ†h = 0 (3.85)
where A denotes the connection form of D(∂E , h) in the frame (η1, η2).
Proposition 3.10. Let a, a0 ∈ R and let M(t) := exp(−
∫ t
a
γ∗Adiag) denote the diagonal gauge trans-
formation that gauges away the diagonal part of γ∗A. Furthermore, let
λi(t, ξ) = −ξ−1γ∗θii − ξγ∗θ†hii (3.86)
and assume that either Re(λ1(t, ξ)) > Re(λ2(t, ξ)) or Re(λ1(t, ξ)) < Re(λ2(t, ξ)) holds for all t ∈ R and
for small enough ξ ∈ Hm. Then there is a neighborhood U0 of ξ = 0 such that for ξ ∈ U0 ∩Hm, we can
write an exponentially decreasing flat section of γ∗∇ξ for t ∈ (a0,∞) with the following form:
• In the case Re(λ1(t, ξ)) > Re(λ2(t, ξ)) we have
s(t, ξ) = exp
(∫ t
a
λ2(τ, ξ)dτ
)(
E1(t, ξ)η1 + (M22(t) + E2(t, ξ))η2
)
(3.87)
• And in the case Re(λ1(t, ξ)) < Re(λ2(t, ξ))
s(t, ξ) = exp
(∫ t
a
λ1(τ, ξ)dτ
)(
(M11(t) + E1(t, ξ))η1 + E2(t, ξ)η2
)
(3.88)
where in both cases Ei(t, ξ) satisfies:
• For fixed t ∈ (a0,∞) we have that Ei(t, ξ)→ 0 as ξ → 0.
• Ei(t, ξ)→ 0 as t→∞ uniformly in ξ ∈ Hm ∩ U0.
Proof. In appendix C. The proof of this uses classical techniques in the theory of ordinary differential
equations depending of parameters.
Let us now state the setting for our asymptotic computation:
• Let λ :=
√
z2 + 2m dz be the square root of φ with branch cut given by the line segment between
z = ±√−2m, and with power series expansion centered at z = ∞ given by (z + m/z + ...)dz =
(−1/w3 −m/w + ...)dw.
• We let γ(t) be a WKB curve with phase eiArg(m), such that λ(γ˙) = eiArg(m). With this choice,
γ(t) crosses the branch cut of λ. Notice that we can take (and will take) γ(t) of the form γ(t) =
g(t)eiArg(m)/2, where g(t) is a certain real valued function satisfying g(t) → ±∞ (or ∓∞) as
t→ ±∞ (see figure 6).
Figure 6: The crosses denote +±√−2m, the wavy red line denotes the branch cut of λ, and the horizontal
black line the WKB path.
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• For ξ ∈ Hm and for sufficiently big t, γ(t) lies either on Ŝect1(ξ)∩ Ŝect4(ξ) or in Ŝect2(ξ)∩ Ŝect3(ξ).
We orient γ such that it lies in Ŝect1(ξ) ∩ Ŝect4(ξ) for sufficiently big t.
• Let λ˜ be a branch of a square root of φ defined in a neighborhood of γ, such that λ˜(γ˙) = λ(γ˙) for
big enough t. With our choices, we then have that Re( 1ξ λ˜(γ˙)) > 0 for ξ ∈ Hm.
• We pick a frame (η1, η2) of SL(2,C) eigenvectors of θ along γ, such that (η1, η2) → (e1, e2) as
t→∞, and (η1, η2)→ (e2,−e1) as t→ −∞. In the frame (η1, η2) we have
θ =
[
λ˜ 0
0 −λ˜
]
(3.89)
• We pick t0 < t1, such that t0 is a time before the crossing with the branch cut of λ, and t1 is a
time after the crossing with the branch cut of λ.
We now state the lemma that will allow us to compute the asymptotics of the magnetic twistor
coordinate:
Lemma 3.12. In the previous setting, let si(z, ξ) be the flat sections from 3.4.4. They satisfy the fol-
lowing:
For small enough ξ ∈ Hm:
s1(γ(t), ξ) = exp
(∫ γ(t)
γ(t1)
(
− 1
ξ
λ˜+O(ξ)
))(
(M
(1)
11 (γ(t)) + E
(1)
1 (γ(t), ξ))η1 + E
(1)
2 (γ(t), ξ)η2
)
β1(γ(t1), ξ)
s3(γ(t), ξ) = exp
(∫ γ(t)
γ(t0)
(1
ξ
λ˜+O(ξ)
))(
(M
(3)
22 (γ(t)) + E
(3)
2 (γ(t), ξ))η2 + E
(3)
1 (γ(t), ξ)η1
)
β3(γ(t0), ξ)
(3.90)
For small enough ξ ∈ H−m:
s2(γ(t), ξ) = exp
(∫ γ(t)
γ(t1)
(1
ξ
λ˜+O(ξ)
))(
(M
(2)
22 (γ(t)) + E
(2)
2 (γ(t), ξ))η2 + E
(2)
1 (γ(t), ξ)η1
)
β2(γ(t1), ξ)
s4(γ(t), ξ) = exp
(∫ γ(t)
γ(t0)
(
− 1
ξ
λ˜+O(ξ)
))(
(M
(4)
11 (γ(t)) + E
(4)
1 (γ(t), ξ))η1 + E
(4)
2 (γ(t), ξ)η2
)
β4(γ(t0), ξ)
(3.91)
where βi(γ(tj), ξ) are normalization constants that ensure that the flat sections have the correct asymp-
totics as t → ∞ (resp. t → −∞) for i = 1, 2 (resp. i = 3, 4), and where M (i)j (t) and E(i)j (t, ξ) have the
same role and properties as in proposition 3.10.
Proof. We will give a proof for s1(γ(t), ξ), since the others follow similarly.
By proposition 3.10 and the setting of our computation, we can write an exponentially decreasing
flat section for γ∗∇ξ by
s(t, ξ) = exp
(∫ γ(t)
γ(t1)
(
− 1
ξ
λ˜+O(ξ)
))(
(M11(t) + E1(t, ξ))η1 + E2(t, ξ)η2
)
(3.92)
where we are denoting O(ξ) = −ξθ†h11 . Note that because of theorem 3.4, we have that θ†h11 = θ11
t
+ φ,
where φ is exponentially decreasing as z →∞.
By our definition of γ(t), when t → ∞ we have that γ(t) lies in Ŝect1(ξ) ∩ Ŝect4(ξ). Since expo-
nentially decreasing flat sections along such sectors are uniquely determined up to scaling, we have that
s1(γ(t), ξ) = c(ξ, γ(t1))s(t, ξ) for some number c(ξ, γ(t1)).
Now let F (w) be the antiderivative of −λ = (1/w3+m/w+O(w))dw of the form − 12w2 +mLogm(w)+
O(w). Furthermore, let F˜ (w) be the antiderivative of the O(ξ) term of the form − 1
2w2
+ mLogm(w) +
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Figure 7: The pictures show that Argm(
√
−m−1) = ArgP (
√
−m−1) for m ∈ {1, i,−1,−i}, but similar
pictures hold for any m. The red dot in the pictures denotes
√
−m−1, where √w uses the principal
branch. The wavy red line denotes the branch cut of Argm.
O(|w|).
On the other hand, it is not hard to check that
Argm(γ(t))→ Argm(
√
−m−1)− pi/2 as t→∞ (3.93)
where
√
−m−1 uses the principal branch in the w-coordinate. Furthermore, because of our conventions,
the following holds (see figure 7):
Argm(
√
−m−1) = ArgP (
√
−m−1) (3.94)
Now define the following:
β1,ξ−1(t1) := exp
(1
ξ
F (1/γ(t1))
)
β1,ξ0(t1) := exp
(
− im(3)(ArgP (
√
−m−1)− pi
2
) +
∫ ∞
t1
γ∗A11
)
β1,ξ(t1) := exp
(
ξF˜ (1/γ(t1))
)
β1(t1, ξ) := β1,ξ−1(t1)β1,ξ0(t1)β1,ξ(t1)
(3.95)
It is then easy to check that β1(t1, ξ)s(t, ξ) has the same asymptotics as t → ∞ as s1(γ(t), ξ) (see
lemma 3.5). So s1(γ(t), ξ) = β1(t1, ξ)s(t, ξ).
For completeness, and because we will need it in the asymptotic computation for the magnetic twistor
coordinate, we write the other normalization constants βi(tj , ξ). These are:
β2(t1, ξ) := exp
(
− 1
ξ
F (1/γ(t1)) + im
(3)(ArgP (
√
−m−1)− pi
2
) +
∫ ∞
t1
γ∗A22 − ξF˜ (1/γ(t1))
)
β3(t0, ξ) := exp
(1
ξ
F (1/γ(t0))− im(3)(ArgP (
√
−m−1) + pi
2
) + ipi +
∫ −∞
t0
γ∗A22 + ξF˜ (1/γ(t0))
)
β4(t0, ξ) := exp
(
− 1
ξ
F (1/γ(t0)) + im
(3)(ArgP (
√
−m−1) + pi
2
) +
∫ −∞
t0
γ∗A11 − ξF˜ (1/γ(t0))
) (3.96)
where the extra ipi in β3 comes because of the fact that η2 → −e1 instead of e1 as t→ −∞.
We should justify why the integrals of the form∫ ±∞
tj
γ∗Aii (3.97)
are finite. Let w = reiθ, and write Aii = Aii,rdr+Aii,θdθ. By our choice of γ(t) we have that dθ(γ˙) = 0.
On the other hand, Aii,r is regular at w = 0 and dr(γ˙) ∼ t−3/2 as t→ ±∞. Hence, the integrals of the
above form converge.
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3.6.2 Computing the asymptotics when ξ → 0
We are finally ready to start computing the asymptotics of the magnetic twistor coordinate.
Theorem 3.11. Consider the magnetic twistor coordinate Xm(ξ) associated to [(E, ∂E , θ, h, (e1, e2))] ∈
Xfr. Then with the setting and notations of the previous section we have
Xm(ξ) ∼ξ→0 A(ξ) (3.98)
where
A(ξ) := exp
(
− 1
ξ
mLogp
(
− m
2e
)
+ im(3)Argp(−m) + ipi +
∫ ∞
−∞
γ∗A11
)
(3.99)
Proof. First assume that ξ ∈ Hm. We pick ξ to be small enough so that the intervals where the
expressions for s1 and s3 of lemma 3.12 hold, overlap for some t ∈ (t0, t1). By using lemma 3.12, we have
that
s3(γ(t), ξ) ∧ s1(γ(t), ξ)
= exp
(∫ γ(t1)
γ(t0)
(1
ξ
λ˜+O(ξ)
))
β1(γ(t1), ξ)β3(γ(t0), ξ)
(
(M
(1)
11 + E
(1)
1 )(M
(3)
22 + E
(3)
2 )− E(3)1 E(1)2
)
η2 ∧ η1
(3.100)
It is then easy to see that the following asymptotic computation holds
Xm(ξ) = a(ξ) = s3(γ(t), ξ) ∧ s1(γ(t), ξ)
s2(γ(t), ξ) ∧ s1(γ(t), ξ)
∼ξ→0,ξ∈Hm
exp
(
1
ξ
∫ γ(t1)
γ(t0)
λ˜
)
β1,ξ−1(t1)β1,ξ0(t1)β3,ξ−1(t0)β3,ξ0(t0)M
(1)
11 (γ(t))M
(3)
22 (γ(t))η2 ∧ η1
s2(γ(t), ξ) ∧ s1(γ(t), ξ)
(3.101)
To continue the computation, we use the following lemma:
Lemma 3.13. The following holds
exp
(1
ξ
∫ γ(t1)
γ(t0)
λ˜
)
β1,ξ−1(t1)β3,ξ−1(t0) = exp
(
− 1
ξ
mLogp
(
− m
2e
))
(3.102)
Proof. By deforming the path γ to a path from γ(t0) to γ(t1) passing through z =
√−2m (where √−2m
uses Argp(z)) we get that
exp
(1
ξ
∫ γ(t1)
γ(t0)
λ˜
)
= exp
(1
ξ
∫ γ(t1)
√−2m
λ− 1
ξ
∫ √−2m
γ(t0)
λ
)
(3.103)
To compute this quantity, we use the following antiderivative Λ(z) of λ =
√
z2 + 2mdz:
Λ(z) :=
z
2
√
z2 + 2m+mLogp(z +
√
z2 + 2m)− m
2
−mLogp(2) =
z2
2
+mLogp(z) +O(1/z) (3.104)
Notice that with our conventions, LogP (1/γ(ti)) = Logm(1/γ(ti)), so that is easy to check that F (1/γ(tj)) =
−Λ(γ(tj)). Hence, βi,ξ−1(tj) = exp(−ξ−1Λ(γ(tj))).
Applying this to (3.103), we get:
exp
(1
ξ
∫ γ(t1)
γ(t0)
λ˜
)
β1,ξ−1(t1)β3,ξ−1(t0) = exp
(
− 2
ξ
Λ(
√−2m)
)
= exp
(
− 1
ξ
(2mLogp(
√−2m)−m− 2mLogp(2))
)
= exp
(
− 1
ξ
mLogp
(
− m
2e
)) (3.105)
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Using lemma 3.13, we get the following asymptotics as ξ → 0, ξ ∈ Hm:
a(ξ) =
s3(γ(t), ξ) ∧ s1(γ(t), ξ)
s2(γ(t), ξ) ∧ s1(γ(t), ξ)
∼=ξ→0,ξ∈Hm
exp
(
− 1ξmLogp
(
− m2e
)
− 2im(3)ArgP (
√
−m−1) + ipi
)
exp
( ∫∞
t
γ∗A11
)
exp
( ∫ −∞
t
γ∗A22
)
η2 ∧ η1
s2(γ(t), ξ)) ∧ s1(γ(t), ξ)
=
exp
(
− 1ξmLogp
(
− m2e
)
+ im(3)Argp(−m) + ipi
)
exp
( ∫∞
t
γ∗A11
)
exp
( ∫ −∞
t
γ∗A22
)
η2 ∧ η1
s2(γ(t), ξ)) ∧ s1(γ(t), ξ)
(3.106)
The last expression might seem to depend on t, but it actually does not. To show this, notice that
since (η1, η2) is an SL(2,C) frame and D = d+A preserves the volume form, we have that Tr(γ∗A) = 0.
This implies that exp(
∫∞
t
γ∗A11)exp(
∫ −∞
t
γ∗A22) = exp(
∫∞
−∞ γ
∗A11). On the other hand we have that
s2∧ s1 is a flat section of Det(γ∗∇ξ), which in the SL(2,C) frame given by η1∧η2 along the WKB curve
has the form
Det(γ∗∇ξ) = d
dt
dt+ ξ−1Tr(γ∗θ) + Tr(γ∗A) + ξTr(γ∗θ†h) =
d
dt
dt (3.107)
This tells us that we can write
s2(γ(t), ξ) ∧ s1(γ(t), ξ) = cη1 ∧ η2 (3.108)
for some constant c. In fact, because of the asymptotics of the flat sections, we see that c = −1. Hence,
putting the results together we get the following asymptotics:
s3(γ(t), ξ) ∧ s1(γ(t), ξ)
s2(γ(t), ξ) ∧ s1(γ(t), ξ)
∼=ξ→0,ξ∈Hm= exp
(
− 1
ξ
mLogp
(
− m
2e
)
+ im(3)Argp(−m) + ipi +
∫ ∞
−∞
γ∗A11
)
(3.109)
So far we have computed the asymptotics as ξ → 0 with ξ ∈ Hm. Let us compute the asymptotics
when ξ → 0 with ξ ∈ H−m, and see that they match with the previous asymptotics.
Now we need to compute the asymptotics of
− 1
b(ξ)
= −s3(γ(t), ξ) ∧ s2(γ(t), ξ)
s4(γ(t), ξ) ∧ s2(γ(t), ξ) where ξ ∈ H−m. (3.110)
Following a similar computation from before using the relevant expressions for the si and βi for
i = 2, 4, we get the following:
Xm(ξ) ∼=ξ→0,ξ∈H−m
−1
exp
(
1
ξmLogp
(
− m2e
)
− im(3)Argp(−m)−
∫∞
−∞ γ
∗A11
) = A(ξ) (3.111)
Hence, the asymptotics agree on Hm and H−m, and we proved what we want.
3.6.3 The reality condition and the asymptotics as ξ →∞
In this section we prove the reality condition for the magnetic twistor coordinate (see (2.26)). Once
we have the reality condition, the asymptotics when ξ → ∞ automatically follow from the asymptotics
when ξ → 0.
The reality condition states that the following equality must hold:
Xm(ξ) = Xm(−1/ξ)−1 for ξ ∈ C∗/l±(−2im) (3.112)
Let (E, ∂E , θ, h, g) ∈ Hfr be a compatibly framed wild harmonic bundle. We will denote by (e1, e2)
an extension of g to a SU(2) frame in a neighborhood U∞ of z = ∞, where the singularity of the as-
sociated flat connection ∇ξ = ξ−1θ + D(∂E , h) + ξθ† has the appropriate form. We write in this frame
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∇ξ = d+A(ξ).
We can consider the conjugate bundle E → CP 1, with the induced connection ∇ξ. In the induced
frame {ei} the connection has the form ∇ξ = d + A(ξ). Furthermore, we can consider the dual bundle
E
∗ → CP 1 with the induced connection ∇ξ∗. In the dual frame {e∗i }, the connection ∇ξ
∗
takes the form
d−A(ξ)t = d+A(−1/ξ).
Consider now the associated compatibly framed meromorphic flat bundle (PEξa,∇ξ, τ ξa ) and a funda-
mental solution (y1, y2) = Φi(ξ) of ∇ξ on Ŝecti, with the corresponding asymptotics determined by the
compatible frame. If we denote by eQ(ξ) = diag(eQ1(ξ), eQ2(ξ)), where:
eQ1(ξ) = exp
(
− ξ−1
( 1
2w2
−mLog(w)
)
− im(3)Arg(w)− ξ
( 1
2w2
−mLog(w)
))
eQ2(ξ) = exp
(
ξ−1
( 1
2w2
−mLog(w)
)
+ im(3)Arg(w) + ξ
( 1
2w2
−mLog(w)
)) (3.113)
then we know that by theorem 3.5 that (y1, y2) · e−Q(ξ) → (e1, e2) as w → 0 along Ŝecti. Here, the
Qi(ξ) are defined using the same branch of the logarithm and argument as the one used to define the
flat frames Φi(ξ) in section 3.4.4. We then have the following lemma:
Lemma 3.14. If (e1, e2) · B = Φi = (y1, y2), then (e∗1, e∗2) · (B−1)† := Φ
∗
i = (y
∗
1, y
∗
2) is a flat frame for
(PEξa
∗
,∇ξ∗). Furthermore, (y∗1, y∗2) · e−Q(−1/ξ) → (e∗1, e∗2) as w → 0 along Ŝecti(ξ).
Proof. Since Φi is a flat frame, and in the frame (e1, e2) we have that ∇ξ = d+A(ξ), then B must satisfy
B−1dB +B−1AB = 0 (3.114)
If (3.115) holds, then
−B†A†(B−1)† +B†d(B−1)† = 0 (3.115)
And since in the frame (e∗1, e
∗
2) we have that ∇ξ
∗
= d−A†, we conclude that (e∗1, e∗2) · (B−1)† must be a
flat frame for ∇ξ∗.
To check the asymptotics, just notice that (y1, y2) · e−Q(ξ) → (e1, e2) implies that Be−Q(ξ) → 1. On
the other hand, we have that:
(y∗1, y
∗
2) · e−Q(−1/ξ) = (e∗1, e∗2) · (B−1)†e−Q(−1/ξ)
= (e∗1, e
∗
2) · (B−1)†eQ(ξ)
= (e∗1, e
∗
2) · (eQ(ξ)B−1)†
= (e∗1, e
∗
2) · ((Be−Q(ξ))−1)†
(3.116)
so we conclude that (y∗1, y
∗
2) · e−Q(−1/ξ) → (e∗1, e∗2) as w → 0 along Ŝecti(ξ).
We will need two more easy lemmas in order to show the reality condition of the magnetic coordinate:
Lemma 3.15. If on Ŝecti ∩ Ŝecti+1 we have Φi+1 = Φi · Si, then we have that Φ∗i+1 = Φ
∗
i · (S−1i )†.
Proof. If we write (e1, e2) · Bi = Φi and (e1, e2) · Bi+1 = Φi+1, then we have that BiSi = Bi+1. Hence,
we get that (B−1i )
†(S−1i )
† = (B−1i+1)
†, and then by the previous lemma
Φ
∗
i+1 = (e
∗
1, e
∗
2) · (B−1i+1)† = (e∗1, e∗2) · (B−1i )†(S−1i )† = Φ
∗
i · (S−1i )† (3.117)
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Lemma 3.16. The local bundle map defined by ei → ei∗, gives an isomorphism (PEξa
∗
,∇ξ∗)|U∞ ∼=
(PE−
1
ξ
a ,∇−
1
ξ )|U∞ , where U∞ is a small neighborhood of z = ∞ where the frame (e1, e2) is defined. In
particular, we have the following correspondence between flat frames: for i = 1, 2 and ξ ∈ Hm, the flat
frame Φ
∗
i (ξ) goes to the flat frame Φi+1(−1/ξ) of ∇−1/ξ on Ŝecti+1(−1/ξ); and for i = 2, 3 and ξ ∈ H−m,
to the flat frame Φi−1(−1/ξ) of ∇−1/ξ on Ŝecti−1(−1/ξ).
Proof. For the first statement, just notice that in the frame (e∗1, e
∗
2), the induced connection looks like
∇ξ∗ = d+A(−1/ξ).
On the other hand, the flat frame Φi(−1/ξ) on Ŝecti(−1/ξ) is uniquely characterized by the asymp-
totic condition Φi(−1/ξ)e−Q(−1/ξ) → (e1, e2) when w → 0 along Ŝecti(−1/ξ). If i = 1, 2 and ξ ∈ Hm,
we have that Ŝecti(ξ) = Ŝecti+1(−1/ξ) and that the flat frame Φ∗i of ∇ξ
∗
goes to a flat frame of ∇− 1ξ
satisfying the corresponding asymptotic condition on Ŝecti+1(−1/ξ). We then conclude that for i = 1, 2
and ξ ∈ Hm we have Φ∗i (ξ) = Φi+1(−1/ξ). The other case similarly follows.
Theorem 3.12. The magnetic twistor coordinate satisfies the following reality condition:
Xm(ξ) = Xm(−1/ξ)−1 for ξ ∈ C∗/l±(−2im) (3.118)
Proof. Assume first that ξ ∈ Hm. We then want to relate b(−1/ξ) and a(ξ).
By the previous two lemmas, we have that
Φ2(−1/ξ) · S2(−1/ξ) = Φ3(−1/ξ) = Φ∗2(ξ) = Φ
∗
1(ξ) · (S1(ξ)−1)† = Φ2(−1/ξ) · (S−11 (ξ))† (3.119)
.
From this we conclude that S2(−1/ξ) = (S−11 (ξ))† so that the Stokes matrix elements are related by
b(−1/ξ) = −a(ξ). Hence, we have that for ξ ∈ Hm
Xm(ξ) = a(ξ) = −b(−1/ξ) = Xm(−1/ξ)−1 (3.120)
Similarly, if ξ ∈ H−m, we need to compare b(ξ) and a(−1/ξ).
By the above two lemmas we have that
Φ1(−1/ξ) · S1(−1/ξ) = Φ2(−1/ξ) = Φ∗3(ξ) = Φ
∗
2(ξ) · (S2(ξ)−1)† = Φ1(−1/ξ) · (S−12 (ξ))† (3.121)
so that S1(−1/ξ) = S−12 (ξ))† and hence the relation among the Stokes matrix elements is a(−1/ξ) =
−b(ξ). We then conclude that for ξ ∈ H−m
Xm(ξ) = − 1
b(ξ)
=
1
a(−1/ξ)
= Xm(−1/ξ)−1 (3.122)
This proves the reality condition.
Corollary 3.2. Using the same notation from section 3.6.2, we have that
Xm(ξ) ∼ξ→∞ A(−1/ξ)−1 (3.123)
Proof. By the reality condition, we have that the asymptotics of Xm(ξ) as ξ →∞ match the asymptotics
of Xm(−1/ξ)−1 as ξ →∞. But by proposition 3.11, we have that
Xm(−1/ξ)−1 ∼ξ→∞ A(−1/ξ)−1 (3.124)
so the result follows.
3.7 Non-vanishing of Stokes data
In this section we show that given (E, ∂E , θ, h, g) ∈ Hfr with Det(θ) = −(z2 + 2m)dz2 and m 6= 0, the
magnetic twistor coordinate Xm((E, ∂E , θ, h, g), ξ) is actually well defined for ξ ∈ C∗ − l±(−2im) (i.e.
that b(ξ) 6= 0 for ξ ∈ H−m).
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3.7.1 The case of trivial Stokes data
We begin with the following lemma dealing with the case of trivial Stokes data:
Lemma 3.17. Consider (E, ∂E , θ, h, g) ∈ Hfr and its associated compatibly framed filtered flat bundle
(Ph∗ Eξ,∇ξ, τ ξ∗ ) for ξ ∈ C∗. Suppose that the Stokes data associated to (Ph∗ Eξ,∇ξ, τ ξ∗ ) is trivial (i.e.
Si = 1 for i = 1, 2, 3, 4 and M0 = 1). Then the parameter m specifying the singularity of the Higgs field
of (E, ∂E , θ, h, g) must be 0.
Proof. We divide the proof into two cases:
• Suppose first that the parabolic weights of (Ph1/2Eξ,∇ξ, τ ξ1/2) lie in (−1/2, 1/2) ⊂ R: Consider
the framed wild harmonic bundle (E0, ∂E0 , θ0, h0, g0) ∈ Hfr given in example 3.1. Let us give a
description of the associated filtered bundle (Ph∗ Eξ0 ,∇ξ0, τ ξ∗,0).
To give a description of this filtered bundle, it is enough to specify the parabolic flat bundle
(Ph1/2Eξ0 ,∇ξ0, τ ξ1/2,0). Since m(3) = m = 0, the parabolic filtration is trivial in this case, with the
holomorphic frames describing the extension of Eξ to PEξ0 given by τ ξ0 = g0 · exp(( ξ2w2 − ξ2w2 )H).
Furthermore, g0 · exp(( z
2ξ
2 − z
2ξ
2 )H) gives a global holomorphic trivialization of Ph1/2Eξ0 , so that
Ph1/2Eξ0 ∼= O ⊕O. In this global trivialization, the connection has the following form:
∇ξ0 = d− (ξ−1 + ξ)H
dw
w3
(3.125)
This connection has a frame of flat sections defined over C ⊂ CP 1, given by g0·exp((− z
2ξ−1
2 − z
2ξ
2 )H)
satisfying the appropriate asymptotics with respect to τ ξ0 (and g0). From this fact, we see that the
formal monodromy and the associated Stokes matrices are trivial.
Now going back to (Ph1/2Eξ,∇ξ, τ ξ1/2), the fact that it comes from a harmonic bundle implies that
pdeg(Ph1/2Eξ) = 0, while the assumption on the parabolic weights imply that deg(Ph1/2Eξ) = 0.
Since it also has trivial Stokes data, the Riemann-Hilbert correspondence for framed flat bundles
presented in [BB04] implies that (Ph1/2Eξ,∇ξ, τ ξ1/2) is isomorphic to (Ph1/2Eξ0 ,∇ξ0, τ ξ1/2,0) (as com-
patibly framed flat bundles). In particular, (Ph1/2Eξ,∇ξ) is isomorphic with (Ph1/2Eξ0 ,∇ξ0, ), so that
(E, ∂E , θ, h) is isomorphic to (E0, ∂E0 , θ0, h0). Hence,
− (z2 + 2m)dz2 = Det(θ) = Det(θ0) = −z2dz2 (3.126)
which implies that m = 0.
• The parabolic weights of (Ph1/2Eξ,∇ξ, τ ξ1/2) are both equal to 1/2: in this case, the condition on
the parabolic weights and the fact that pdeg(Ph1/2Eξ) = 0 implies that deg(Ph1/2Eξ) = 1. Hence,
the exponent of formal monodromy Λ(ξ) of (Ph1/2Eξ,∇ξ, τ ξ1/2) must satisfy Tr(Λ(ξ)) = −1 (see
[Boa01b]), which together with the fact that the formal monodromy is trivial implies that
Λ(ξ) =
[
n 0
0 −n− 1
]
(3.127)
for some n ∈ Z.
Now consider the degree 1 bundle O(−n) ⊕ O(n + 1) → CP 1. In the z coordinate of C ⊂ CP 1,
and the usual trivialization over that neighborhood, we consider the connection
∇ = d+ (ξ−1 + ξ)Hzdz (3.128)
In the neighborhood CP 1−{0} with coordinate w = 1/z and its usual trivialization, we have that
∇ = d− (ξ−1 + ξ)Hdw
w3
+
[
n 0
0 −n− 1
]
dw
w
(3.129)
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So ∇ is a meromorphic connection with the appropriate irregular part. The trivialization over
CP 1 − {0} clearly gives a compatible framing τ over z = ∞, so we get a compatibly framed
meromorphic flat bundle (O(−n)⊕O(n+ 1),∇, τ).
It is easy to check that the Stokes matrices and formal monodromy associated to (O(−n) ⊕
O(n + 1),∇, τ) are trivial. Hence, since (O(−n) ⊕ O(n + 1),∇, τ) and (Ph1/2Eξ,∇ξ, τ ξ1/2) have
the same formal type and same Stokes data, we get that (Ph1/2Eξ,∇ξ, τ ξ1/2) is isomorphic to
(O(−n) ⊕ O(n + 1),∇, τ) as framed flat bundles (the proof of this fact follows part of the ar-
gument of the proof of lemma D.2, for example).
On the other hand, (Ph1/2Eξ,∇ξ, τ ξ1/2) has the trivial filtration as a parabolic bundle with parabolic
weights both equal to 1/2, so (O(−n) ⊕ O(n + 1),∇, τ) also gets this parabolic structure. Now
notice that ∇ preserves the line bundles O(−n) and O(n + 1), and with the induced parabolic
structures on the line bundles we have that
pdeg(O(−n)) = −n− 1
2
pdeg(O(n+ 1)) = n+ 1− 1
2
= n+
1
2
(3.130)
This shows that no matter what n ∈ Z is, we have that (Ph1/2Eξ,∇ξ) is unstable. But (Ph1/2Eξ,∇ξ)
comes from a harmonic bundle, so it must also be polystable by theorem 3.2. This contradiction
shows that (Ph1/2Eξ,∇ξ, τ ξ1/2) cannot have parabolic weights equal to 1/2 if it has trivial monodromy
data. We conclude that the only case that occurs is the previous case.
Hence, we conclude that if (E, ∂E , θ, h, g) has trivial Stokes data, we must necessarily have m = 0.
3.7.2 Proof of the non-vanishing of Stokes data when m 6= 0
Recall that our Stokes data is made out of the 2 × 2 unipotent Stokes matrices Si(ξ) for i = 1, 2, 3, 4
and formal monodromy M0 = e
−2piiΛ(ξ) that must satisfy the relation S1S2S3S4M−10 = 1. We will
label the off-diagonal non-trivial complex numbers of S1, S2, S3 and S4 by a, b, c and d respectively, as
in section 3.4.4. Hence, Xm(ξ) is defined using a(ξ) and −1/b(ξ) using the conventions from section 3.4.4.
Because of the reality condition satisfied by the Stokes data, we have that for ξ ∈ H−m the equality
−a(−1/ξ) = b(ξ) holds. Hence, if we want to show that Xm(ξ) is well defined, it is enough to show that
a(ξ) does not vanish for ξ ∈ Hm. To show this, we will need the following lemma, whose proof is easy:
Lemma 3.18. Let U± be the set of upper (lower, respectively) unipotent 2×2 matrices, and T ⊂ SL(2,C)
the subset of diagonal matrices. Then the set
M = {(S1, S2, S3, S4,M0) ∈ (U− × U+)2 × T | S1S2S3S4M−10 = 1} (3.131)
is a complex 2 dimensional manifold. Furthermore, if we denote by S the subset of M defined by
S = {(S1, S2, S3, S4,M0) ∈M | S1 6= S2 and either S1 = 1 or S2 = 1} (3.132)
then S is a complex 1 dimensional submanifold with 2 components. The components are determined by
whether S1 = 1 (i.e. a = 0) or S2 = 1 (i.e. b = 0).
Proposition 3.11. Let (E, ∂E , θ, h, g) ∈ Hfr with associated parameters m(3) and m 6= 0. Then for
ξ ∈ Hm we have that a([(E, ∂E , θ, h, g)], ξ) 6= 0.
Proof. Let us first see what condition we get if a(ξ) = 0 for ξ ∈ Hm. If a(ξ) = 0, then by the relation
1 + a(ξ)b(ξ) = µ−1(ξ) from (3.53) we conclude that µ−1 = 1. In particular, by equation (3.57) we must
have
ξ−1m−m(3) −mξ = k (3.133)
for some k ∈ Z.
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Solving for ξ, we get two solutions ξ±k for each k ∈ Z given by
ξ±k =
(−(k +m(3))±√(k +m(3))2 + 4|m|2
2|m|2
)
m (3.134)
The values ξ±k are the only possible values of the twistor parameter for which we could have a(ξ) = 0
(for our fixed (E, ∂E , θ, h, g) ∈ Hfr).
In particular, the solutions contained in Hm are given by
ξ+k =
(−(k +m(3)) +√(m(3) + k)2 + 4|m|2
2|m|2
)
m (3.135)
and from the formula we see that ξ+k → 0 as k → ∞, and that ξ+k → ∞ as k → −∞. Furthermore, all
ξ+k are contained in the ray determined by 0 and m.
Because of the asymptotic behavior of a(ξ) as ξ → 0 from section 3.6.2, we see that a(ξ+k ) cannot
be 0 for all k, otherwise the asymptotics would not hold. Hence, a(ξ+k ) 6= 0 for some k sufficiently big.
Similarly, we get from the asymptotics as ξ →∞ that a(ξ+k ) 6= 0 for some k sufficiently negative.
We will now show that the fact that a(ξ+k ) 6= 0 for at least one k ∈ Z implies that a(ξ+n ) 6= 0 for all
n ∈ Z.
To show this, we will need the following lemma:
Lemma 3.19. Let (E, ∂E , θ, h, g) ∈ Hfr with associated parameters m(3) and m 6= 0, and consider the
curve ξ(m˜(3)) : R→ Hm given by
ξ(m˜(3)) =
(
−(k + m˜(3)) +
√
(m˜(3) + k)2 + 4|m|2
2|m|2
)
m (3.136)
Furthermore, let (Ph∗ Eξ,∇ξ, τ ξ∗ ) denote the associated compatibly framed flat bundle of (E, ∂E , θ, h, g) for
ξ ∈ C∗, and S, M be as in lemma 3.18. Then we can find a continuous map τ : R→ S ⊂M such that
τ(m(3) + n) is the Stokes data associated (Ph∗ Eξ(m
(3)+n),∇ξ(m(3)+n), τ ξ(m(3)+n)∗ ) for all n ∈ Z.
Proof. (of lemma:) Let (Ph∗ E0, θ) be the associated filtered Higgs bundle to (E, ∂E , θ, h), and let (E, θ) =
(Ph∗ E0, θ)|CP 1−{∞}. Near z = ∞, we choose a splitting of (E, θ) in eigenlines, such that θ has the form
of equation (3.13). We then have that m(3) specifies the filtered/parabolic structure of (Ph∗ E0, θ) (see
for example the construction of lemma 3.1). By varying m(3) in R, we thus vary the parabolic structure
and hence the filtered Higgs bundle of parabolic degree 0 we obtain from (E, θ) by following lemma 3.1.
We will denote by (Ph∗ E0(m˜(3)), θ) the filtered Higgs bundles of parabolic degree 0 that we obtain from
(E, θ) with parabolic structure specified by m˜(3) ∈ R.
Notice that the filtered/parabolic structure only depends on m˜(3) mod 1, so if h(m˜3) denotes a curve
of harmonic metrics adapted to (Ph∗ E0(m˜(3)), θ), we get by the uniqueness of harmonic metrics that for
all n ∈ Z, we have h(m˜(3) + n) = c(n)h(m˜(3)) for some constant c(n) > 0.
We denote by (E, ∂E , θ, h(m˜
(3))) the corresponding curve of wild harmonic bundles, and by
σ(m˜(3)) = [(E(m˜(3)), ∂
E(m˜(3))
, θ, h(m˜(3)), g(m˜(3)))] (3.137)
the corresponding curve of equivalence classes of framed wild harmonic bundles obtained by applying
the construction of proposition 3.2. Notice that g(m˜(3)) satisfies that g(m˜(3) + n) = g(m˜(3)) ·
√
c(n)−1
and that (E(m˜(3)), ∂
E(m˜(3))
) = (E(m˜(3) + n), ∂
E(m˜(3)+n)
) for all n ∈ Z. Hence, by example 3.2 we have
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that σ(m˜(3)) = σ(m˜(3) + n) for all n ∈ Z.
Now consider the continuous map τ(m˜3) : R→M, where τ(m˜(3)) is the Stokes data of the associated
compatibly framed flat bundle [(Ph(m˜(3))∗ Eξ(m˜(3)),∇ξ(m˜(3)), τ ξ(m˜(3))∗ )] of σ(m˜(3)).
By lemma 3.17, we have that τ does not go through (1, 1, 1, 1, 1) ∈ M. Hence, by the choice of
ξ(m˜(3)) we have that τ lands in S ⊂M. Furthermore, since σ(m˜(3) + n) = σ(m˜(3)) for all n ∈ Z, we see
that the same holds for τ . We conclude that τ satisfies the required properties.
Going back to the proof of the proposition, let τ be a curve like in the previous lemma, associated
to our chosen (E, ∂E , θ, h, g) ∈ Hfr. This curve must then be contained in one of the two components
of S, and it goes through all the points where a(ξ) could be 0 (i.e. through the points τ(m(3) + n)
with n ∈ Z). Since the components of S are determined by whether a 6= 0 or b 6= 0, and we know
that a([(E, ∂E , θ, h, g)], ξ
+
n ) = a([(E, ∂E , θ, h, g)], ξ(m
(3) + n)) 6= 0 for at least one n, we conclude that
a([(E, ∂E , θ, h, g)], ξ
+
n ) 6= 0 for all n ∈ Z. Since these are all the points in Hm where a([(E, ∂E , θ, h, g)], ξ)
could be 0, we then have that a([(E, ∂E , θ, h, g)], ξ) 6= 0 for all ξ ∈ Hm.
By the remark at the begining of the section we then conclude:
Corollary 3.3. Given [(E, ∂E , θ, h, g)] ∈ Xfr with parameter m 6= 0, the magnetic twistor coordinate
Xm([(E, ∂E , θ, h, g)], ξ) is well defined for ξ ∈ C∗ − l±(−2im) and it takes values in C∗.
4 Xfr and the Ooguri-Vafa space
In this section we identify a subset of Xfr with the Ooguri-Vafa space. In particular, we show that under
the identification and a proper choice of cut-off, the twistor coordinates we built for Xfr match the twistor
coordinates of the Ooguri-Vafa space.
We will use an “ov” superscript to distinguish between the Ooguri-Vafa twistor coordinates and the
twistor coordinates for harmonic bundles. For example, the electric twistor coordinate of the Ooguri-Vafa
space will be denoted by X ove (ξ).
4.1 Matching parameters with the Ooguri-Vafa space
We start by comparing the electric twistor coordinates:
X ove (ξ) = exp[piξ−1z + iθe + piξz]
Xe(ξ) = exp[−2pii(ξ−1m−m(3) −mξ)]
= exp[piξ−1(−2im) + i(2pim(3)) + piξ(−2im)]
(4.1)
so that we get the correspondence:
z ⇐⇒ −2im
θe ⇐⇒ 2pim(3)
(4.2)
To find the analog of the magnetic angle, we will use the asymptotics of Xm(ξ) from proposition 3.11:
Xm(ξ) ∼ξ→0 exp
(
− 1
ξ
mLogp
(
− m
2e
)
+ im(3)Argp(−m) + ipi +
∫ ∞
−∞
γ∗A11
)
(4.3)
which we can rewrite as:
Xm(ξ) ∼ξ→0 exp
(
− i
2ξ
(
(−2im)Logp
(
− 2im
4i
)
− (−2im)
)
+ im(3)Argp(−m) + ipi+
∫ ∞
−∞
γ∗A11
)
(4.4)
Comparing the last expression with the asymptotics of X ovm (ξ):
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X ovm (ξ) ∼ξ→0 exp
(
− i
2ξ
(zLogp(z/Λ)− z) + iθm +
1
2pii
∑
s6=0,s∈Z
1
s
eisθeK0(2pi|sz|)
)
(4.5)
we see that under the correspondence z ⇐⇒ −2im, the ξ−1 term matches if we pick Λ = 4i. On the
other hand, when comparing the ξ0 term, we see that by matching the imaginary part we get:
θm ⇐⇒ m(3)Argp(−m) + pi + Im
(∫ ∞
−∞
γ∗A11
)
(mod 2pi) (4.6)
4.1.1 The magnetic angle on Xfr
The matching of parameters from above will let us define an analog of the Ooguri-Vafa magnetic angle
on Xfr. Before defining it, we will need the following lemmas:
Lemma 4.1. Suppose that (Ei, ∂Ei , θi, hi, gi) ∈ Hfr for i = 1, 2 have parameters mi and m(3)i describing
the singularity of θi and ∂Ei at z = ∞ (as in (3.13) and (3.14)). If there is an isomorphism between
these two elements, then m1 = m2 and m
(3)
1 = m
(3)
2 . In particular, it makes sense to associate m and
m(3) to elements of Xfr.
Proof. If the two elements of Hfr are isomorphic, then
− (z2 + 2m1)dz2 = Det(θ1) = Det(θ2) = −(z2 + 2m2)dz2 (4.7)
so that m1 = m2. On the other hand, if we donote the compatible frames (and their extensions to local
frames around z =∞) by g1 = (e1, e2), g2 = (f1, f2), and the isomorphism by T , we then have:
m
(3)
2 f1 = ∂E2(−2w∂w)(f1)|w=0 = T (∂E1(−2w∂w)(e1)|w=0) = T (m(3)1 e1) = m(3)1 f1 (4.8)
so that m
(3)
1 = m
(3)
2 .
Definition 4.1. Let m ∈ C and m(3) ∈ (−1/2, 1/2]. We will denote by Xfr(m,m(3)) ⊂ Xfr the set of
equivalence classes whose singularity with respect to the compatible framing is described by m and m(3).
For the following proposition, we will need the next lemma:
Lemma 4.2. Let m ∈ C and m(3) ∈ (−1/2, 1/2] ⊂ R. Then up to equivalence, there is a unique
polystable filtered Higgs bundle (E∗, θ) with Tr(θ) = 0, Det(θ) = −(z2 + 2m)dz2, and parabolic weights
determined by m(3) as follows:
• if m(3) ∈ (−1/2, 1/2), then for the eigenline decomposition near ∞ of the induced 1/2-parabolic
Higgs bundle (E1/2, θ), we have that ±m(3) is the weight associated to the line corresponding to the
eigenvalue ±(z +m/z + ...)dz.
• if m(3) = 1/2 then the parabolic structure of the induced 1/2-parabolic structure (E1/2, θ) is the
trivial filtration with weight 1/2.
Proof. In appendix D.
Proposition 4.1. We have a U(1)-action on Xfr given by
eiθ · [(E, ∂E , θ, h, g)] = [(E, ∂E , θ, h, e iθ2 · g)] (4.9)
where if g = (e1, e2), then e
iθ
2 · (e1, e2) = (e iθ2 e1, e− iθ2 e2).
Furthermore, for m 6= 0 we have that Xfr(m,m(3)) is a U(1)-torsor under this action.
Proof. First notice that (E, ∂E , θ, h, g) ∈ Hfr is isomorphic to (E, ∂E , θ, h, eipi · g) by the morphism −IE
(where IE : E → E denotes the identity map), so that the map U(1)×Hfr → Xfr given by
eiθ · (E, ∂E , θ, h, g) = [(E, ∂E , θ, h, e iθ2 · g)] (4.10)
is well defined.
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On the other hand if T is an isomorphism between (E1, ∂E1 , θ1, h1, g1) and (E2, ∂E2 , θ2, h2, g2), then
clearly T also gives an isomorphism between (E1, ∂E1 , θ1, h1, e
iθ
2 ·g1) and (E2, ∂E2 , θ2, h2, e
iθ
2 ·g2). Hence
we get an U(1)-action U(1)× Xfr → Xfr, defined by equation (4.9).
Now let Xfr(m,m(3)) ⊂ Xfr be as in definition 4.1. Clearly the U(1)-action on Xfr restricts to an
action on Xfr(m,m(3)). Let us now check that this action is freely transitive:
• The action is free: Let eiθ 6= 1. From the way Stokes data transforms under changes of compatible
framing, it is easy to check that
eiθXm(ξ)([(E, ∂E , θ, h, g)]) = Xm(ξ)(eiθ · [(E, ∂E , θ, h, g)]) (4.11)
i.e. Xm(ξ) is equivariant with respect to the U(1)-action on Xfr and the natural U(1)-action on C.
On the other hand, since Xm(ξ) is valued in C∗, equation 4.11 and the fact that eiθ 6= 1 implies
that Xm(ξ)([(E, ∂E , θ, h, g)]) 6= Xm(ξ)(eiθ · [(E, ∂E , θ, h, g)]). Since Stokes data is an isomorphism
invariant, we must have [(E, ∂E , θ, h, g)] 6= eiθ · [(E, ∂E , θ, h, g)].
• The action is transitive: Let [(Ei, ∂Ei , θi, hi, gi)] ∈ Xfr(m,m(3)) for i = 1, 2. By lemma 4.2, we have
that the underlying filtered Higgs bundles (Phi∗ Ei, θi) are isomorphic. But then we must have that
(E1, ∂E1 , θ1, h1) is isomorphic to (E2, ∂E2 , θ2, h2). Following the construction of proposition 3.2,
we then find an isomorphism between (E1, ∂1, θ1, h1, g1) and (E2, ∂2, θ2, h2, g˜2) for some compatible
frame g˜2. Now g2 and g˜2 must be SU(2) eigenframes of θ2(w
3∂w)|w=0 with the corresponding fixed
order of the eigenvalues given by the form of the singularity, so we must have g2 = e
iθ · g˜2 for some
eiθ ∈ U(1). Hence,
e2iθ · [(E1, ∂1, θ1, h1, g1)] = e2iθ · [(E2, ∂2, θ2, h2, g˜2)] = [(E2, ∂2, θ2, h2, g2)] (4.12)
Recall that for m 6= 0 we have the correspondence
θm ⇐⇒ m(3)Argp(−m) + pi + Im
(∫ ∞
−∞
γ∗A11
)
(mod 2pi) (4.13)
Because of the equivariance of Xm(ξ) under the U(1)-actions on Xfr and C∗, we see that acting on
[(E, ∂E , θ, h, g)] ∈ Xfr(m,m(3)) by eiθ shifts the quantity to the right of equation (4.13) by θ. This
motivates the following definitions:
Definition 4.2. Let m 6= 0. The marked point of the U(1)-torsor Xfr(m,m(3)) is the unique element
[(E, ∂E , θ, h, g0)] ∈ Xfr(m,m(3)) such that
exp
(
im(3)Argp(−m) + ipi + iIm
(∫ ∞
−∞
γ∗A11
))
= 1 (4.14)
Definition 4.3. For m 6= 0, the magnetic angle θm of [(E, ∂E , θ, h, g)] ∈ Xfr(m,m(3)) is defined to be
the unique real number mod 2pi such that:
[(E, ∂E , θ, h, g)] = e
iθm · [(E, ∂E , θ, h, g0)] (4.15)
where [(E, ∂E , θ, h, g0)] is the marked point of X
fr(m,m(3)).
Notice that our definition of marked point uses a branch of the Arg function (with Arg(z) ∈ [−pi, pi)),
so the magnetic angle is not a priori a global continuous function of m. In the following, we will compute
how the magnetic angle jumps when we go around a loop in the m parameter. We will see that it will
match the jump of the magnetic angle of the Ooguri-Vafa space.
Definition 4.4. We will say that a map γ : [0, 1] → Hfr is a continuous path, if the elements γ(t) :=
(Et, ∂Et , θt, ht, gt) satisfy:
• The vector bundles Et → CP 1 fit into a continuous vector bundle E → [0, 1]×CP 1, with E|{t}×CP 1 =
Et, and with trivializations having transition functions depending smoothly on the points of CP 1
and continuously on t ∈ [0, 1].
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• In the above trivializations, the structures ∂Et , θt and ht vary continuously in t.
• The elements of the frames gt give a continuous section of E|[0,1]×{∞}.
Furthermore, we will say that a map γ : [0, 1] → Xfr is a continuous path if there is a lift to a
continuous path γ˜ : [0, 1]→ Hfr.
Remark: a way to construct such paths is, for example, by employing proposition 4.9 of [Moc19]
and the constructions of lemma 3.1 and proposition 3.2.
Proposition 4.2. Let l := {m ∈ C | m ∈ R>0}, and let γ : [0, 1] → Xfr be a loop in Xfr such that
the associated curve m(γ(t)) of m parameters of γ(t) gives a counterclockwise loop around m = 0 with
m(γ(0)) ∈ l. Then
lim
t→1
θm(γ(t)) = θm(γ(0)) + 2pim
(3) − pi (4.16)
Proof. We will use our usual notations for Stokes data as in section 3.4.4.
The magnetic angle is defined in terms of the ξ0 term of the asymptotics of the Stokes data a(γ(t), ξ)
as ξ → 0 along ξ ∈ Hm(γ(t)), or by the ξ0 term of the asymptotics of the Stokes data −1/b(γ(t), ξ) as
ξ → 0 along ξ ∈ H−m(γ(t)). We will look at the monodromy of a(γ(t), ξ), but a similar argument holds
if we use −1/b(γ(t), ξ).
As in section 3.4.4, we denote by Φi the frame of flat sections of ∇ξ defined on the extended sector
Ŝecti(ξ). As we move around the loop γ(t), the labelings of the sectors move in a clockwise manner
(recall the conventions of the m dependence of the labelings of section 3.4.4). After going around
the loop, we get that the labelings moved in such a way that the following sectors are interchanged:
Ŝect1(ξ) ⇐⇒ Ŝect3(ξ) and Ŝect2(ξ) ⇐⇒ Ŝect4(ξ). If we denote by Φ˜i the frame of flat sections
obtained after going around the loop, it is easy to see that we get the following relations:
Φ˜1 = Φ3 ·M−10
Φ˜2 = Φ4 ·M−10
Φ˜3 = Φ1
Φ˜4 = Φ2
(4.17)
Now recall the relations that we have among the entries of the Stokes matrices (3.53) and among the
flat sections (3.54). Using these relations and (4.17), we find that:
a˜ =
s˜3 ∧ s˜1
s˜2 ∧ s˜1 = µ
−1 s1 ∧ s3
s4 ∧ s3 = µ
−2c = −µ−1a (4.18)
Since −µ−1(γ(0), ξ) = exp(piξ−1(−2im) + i(2pim(3) − pi) + piξ(−2im)), from the asymptotics of
−µ−1(γ(0), ξ)a(γ(0), ξ) as ξ → 0 along Hm we conclude what we want.
Hence, we see that the magnetic angle has the same monodromy as the usual Ooguri-Vafa magnetic
angle.
4.2 Matching the twistor coordinates
By taking z = −2im and θe = 2pim(3) we clearly have that for [(E, ∂E , θ, h, g)] ∈ Xfr(m,m(3)), the
following holds:
Xe(ξ)([(E, ∂E , θ, h, g)]) = X ove (ξ)(z, θe) (4.19)
(recall equation 4.1).
So the remaining question is whether the magnetic twistor coordinate Xm(ξ) on Xfr matches X ovm (ξ),
under the appropriate matching of parameters.
47
Theorem 4.1. Fix [(E, ∂E , θ, h, g)] ∈ Xfr(m,m(3)) and let X ovm (ξ) be the magnetic twistor coordinate
of the Ooguri-Vafa space with cut-off Λ = 4i. Then by taking z = −2im, θe = 2pim(3) and θm =
θm([(E, ∂E , θ, h, g)]) we have that Xm(ξ)([(E, ∂E , θ, h, g)]) = X ovm (ξ)(z, θe, θm) for all ξ ∈ C∗− l±(−2im).
Proof. We will abbreviate the notation and just write Xm(ξ) and X ovm (ξ).
We consider the quotient Xm(ξ)/X ovm (ξ) as a function of ξ ∈ C∗− l±(−2im). Because both functions
have the same jumping behavior along l±(−2im), we have that Xm(ξ)/X ovm (ξ) extends to a continuous
function on C∗ that is holomorphic in ξ ∈ C∗ − l±(−2im).
Furthermore, because of our matching of parameters and the asymptotics of both functions, we have
that
lim
ξ→0
Xm(ξ)
X ovm (ξ)
= r (4.20)
where r is a real number given by the quotient of the real part of the ξ0 term of the asymptotics of both
functions as ξ → 0. More specifically,
r = exp
(
Re
(∫ ∞
−∞
γ∗A11
)
− 1
2pii
∑
s6=0,s∈Z
1
s
eisθeK0(2pi|sz|)
)
(4.21)
Using the reality condition of both coordinates, we also get that
lim
ξ→∞
Xm(ξ)
X ovm (ξ)
= lim
ξ→∞
X−1m (−1/ξ)
X ov−1m (−1/ξ)
= r−1 (4.22)
Hence, we can extend Xm(ξ)/X ovm (ξ) to a continuous function on CP 1 which is holomorphic on
C∗ − l±(−2im). An application of Morera’s theorem then shows that Xm(ξ)/X ovm (ξ) is a holomorphic
function on CP 1, and hence constant.
In particular, we conclude that
Xm(ξ)
X ovm (ξ)
= r = r−1 (4.23)
so that r = ±1 and Xm(ξ) = ±X ovm (ξ).
To fix the sign, notice that r is an exponential of a real number (recall equation (4.21)), so that we
conclude that r = 1 and then Xm(ξ) = X ovm (ξ) for all ξ ∈ C∗ − l±(−2im).
4.3 The Hyperka¨hler structure on Xfr
Definition 4.5. We will denote by Xfr∗ (4i) the subset of [(E, ∂E , θ, h, g)] ∈ Xfr such that if Det(θ) =
−(z2 + 2m)dz2, then m 6= 0 and z = −2im lies in the base B of Mov(4i). Furthermore, we denote
by Mov∗ (4i) ⊂ Mov(4i) the points of the Ooguri-Vafa space with z 6= 0, and by B∗ the punctured basis
B − {0}.
The results of sections 4.1 and 4.2 then show:
Theorem 4.2. We can identify Xfr∗ (4i) with Mov∗ (4i). Under this identification, Xfr∗ (4i) acquires the
structure of a hyperka¨hler manifold. For ξ ∈ C∗, the twistor family Ω(ξ) of holomorphic symplectic
forms on Xfr∗ (4i) is given by
Ω(ξ) =
dXe(ξ)
Xe(ξ) ∧
dXm(ξ)
Xm(ξ) (4.24)
Proof. Let U1 := {z ∈ B∗ | Arg(z) 6= −pi/2 } and U2 := {z ∈ B∗ | Arg(z) 6= pi/2 }. We then can write
U1 ∩ U2 = V1 ∪ V2, where V1 = {z ∈ B∗ | Arg(z) ∈ (pi/2, 3pi/2) (mod 2pi)} and V2 = {z ∈ B∗ | Arg(z) ∈
(−pi/2, pi/2) (mod 2pi)}. Furthermore, let pi : Xfr∗ (4i) → B∗ × S1 be defined by pi([(E, ∂E , θ, h, g)]) =
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(−2im, e2piim(3)), where m and m(3) are the associated parameters of [(E, ∂E , θ, h, g)] specifying the sin-
gularity.
We then have that (−2im, e2piim(3) , eiθm) gives coordinates for pi−1(U1 × S1) ⊂ Xfr∗ (4i). Similarly,
proposition 4.2 implies that we can find another magnetic angle coordinate θ˜m over U2 × S1 such that
(−2im, e2piim(3) , eiθ˜m) gives coordinates for pi−1(U2 × S1), and such that the transition function φ :
(U1 ∩ U2)× S1 → U(1) from θm to θ˜m is given by:
φ(−2im, e2piim(3)) =
{
1 if − 2im ∈ V1
e2piim
(3)−ipi if − 2im ∈ V2
(4.25)
This allow us to put the structure of an U(1)-principal bundle on pi : Xfr∗ (4i) → B∗ × S1, isomorphic to
Mov∗ (4i)→ B∗ × S1.
The identification above induces a hyperka¨hler structure on Xfr∗ (4i), and by theorem 4.1 and equation
2.22, the twistor family of holomorphic symplectic forms is given by the formula of equation 4.24 (to get
the holomorphic symplectic forms corresponding to ξ = 0 and ξ =∞ we put ξΩ(ξ)|ξ=0 and ξ−1Ω(ξ)|ξ=∞,
respectively).
However, this is not the end of the story, since the hyperka¨hler structure ofMov∗ (4i) actually extends
to the points where z = 0. From section 2.2 we know that it extends to the points where z = 0 and
θe 6= 0. The set where z = θe = 0 degenerates into a point, and the hyperka¨hler structure also extends
to this point (see for example section 4.1 of [GMN10]).
The picture of the fiber z = 0 of Mov(Λ) → B is that of a torus with a node, with the point re-
sponsible of the node corresponding to z = θove = 0, with the circle corresponding to the magnetic angle
degenerating into a point.
In the following, we show that under our identification of parameters, we get the same picture for
the elements of Xfr with m = 0 (and hence, z = 0).
4.3.1 The central fiber of Xfr
Recall that that given m ∈ C and m(3) ∈ (−1/2, 1/2], we denote by Xfr(m,m(3)) the subset of equivalence
classes of Xfr with corresponding parameters m and m(3) describing the singularities.
Strictly speaking, we have only shown that Xfr(m,m(3)) is not empty when m 6= 0 (see lemma 3.1 and
proposition 3.2). In appendix E we show that Xfr(0,m(3)) is also not empty for every m(3) ∈ (−1/2, 1/2].
We now prove the following lemma, which is analogous to proposition 4.1:
Lemma 4.3. For m(3) 6= 0 we have that Xfr(0,m(3)) is a U(1)-torsor under the U(1)-action defined on
proposition 4.1.
Proof. Let [(E, ∂E , θ, h, g)] ∈ Xfr(0,m(3)) for m(3) 6= 0.
Let us now show that the U(1)-action is freely transitive:
• The action is free: by the taking the associated Stokes data, we see that the formal monodromy
of the flat connection ∇ξ turns out to be e2piim(3) 6= 1 (notice that it does not depend on ξ ∈ C∗).
Using the notation from 3.4.1, we then see that the relation 1 + a(ξ)b(ξ) = µ−1(ξ) = e2piim
(3)
implies that a(ξ) 6= 0 and b(ξ) 6= 0 for all ξ ∈ C∗. On the other hand let eiθ 6= 1, it is then easy to
check that
a(ξ, eiθ · [(E, ∂E , θ, h, g)]) = eiθa(ξ, [(E, ∂E , θ, h, g)]) (4.26)
and since a(ξ) 6= 0, we must have that
a(ξ, eiθ · [(E, ∂E , θ, h, g)]) 6= a(ξ, [(E, ∂E , θ, h, g)]) (4.27)
49
Since Stokes data is an isomorphism invariant, we conclude that
[(E, ∂E , θ, h, g)] 6= eiθ · [(E, ∂E , θ, h, g)] (4.28)
so the action is free.
• The action is transitive: the same proof as proposition 4.1.
On the other hand, we have:
Lemma 4.4. Xfr(0, 0) is just a point.
Proof. Let [(E0, ∂E0 , θ0, h0, g0)] ∈ Xfr(0, 0) be the framed wild harmonic bundle from example 3.1, and
let [(E, ∂E , θ, h, g)] ∈ Xfr(0, 0) be any other framed wild harmonic bundle.
By the same proof of the trasitivity of the U(1)-action of proposition 4.1, we have that
[(E, ∂E , θ, h, g)] = e
iθ · [(E0, ∂E0 , θ0, h0, g0)] (4.29)
for some eiθ ∈ U(1).
But from the description of [(E0, ∂E0 , θ0, h0, g0)] in example 3.1 it is easy to see that [(E0, ∂E0 , θ0, h0, g0)] =
eiθ · [(E0, ∂E0 , θ0, h0, g0)] for every eiθ ∈ U(1), the isomorphism being the map T : E0 → E0 described in
the global canonical frame (e1, e2) by
T =
[
ei
θ
2 0
0 e−i
θ
2
]
(4.30)
Hence, [(E0, ∂E0 , θ0, h0, g0)] = [(E, ∂E , θ, h, g)] and X
fr(0, 0) is just a point.
From these results we see that the set of elements of Xfr(0,m(3)) have the same picture as the central
fiber of Mov(Λ): it looks like a torus with a node, with the angle θe = 2piim(3) parametrizing the “big”
circle, and the U(1)-torsors Xfr(0,m(3)) degenerating at m(3) = 0. Furthermore, under our correspon-
dence of parameters with the Ooguri-Vafa space, we see that the node in Mov(4i) (with z = θe = 0)
goes to the point Xfr(0, 0) (with m = m(3) = 0).
Definition 4.6. We will denote by Xfr(4i) the subset of [(E, ∂E , θ, h, g)] ∈ Xfr such that if z = −2im,
then z lies in the base B of Mov(4i).
We then deduce the following extension of theorem 4.2
Theorem 4.3. Under our correspondence of parameters, we can identify Xfr(4i) with Mov(4i).
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A Estimates for the connection form
We use the setting and notation of the beginning of the proof of proposition 3.2.
We prove the following:
Lemma A.1. After orthonormalizing the frame (v1, v2) → (e1, e2), the Chern connection is expressed
in this orthonormal frame as:
D = d− 1
2
[
a(v1) 0
0 a(v2)
](dw
w
− dw
w
)
+ regular terms at w = 0 (A.1)
Proof. The gauge transformation g that satisfies (v1, v2) · g = (e1, e2) is given by
g =
[
1
|v1|h −
h(v1,v2)
|v1|2h|v2−h(v1,v2)|v1|−2h v1|h
0 1|v2−h(v1,v2)|v1|−2h v1|h
]
(A.2)
Furthermore, we know that |vi|2h = |w|−2a(vi)fi(w), where fi(w) is a positive real function that is bounded
near w = 0 (this is a consequence of theorem 3.5).
If A denotes the connection matrix of D in the frame (e1, e2), then we have that
A = g−1dg + g−1
([−a(v1) 0
0 −a(v2)
]
dw
w
+ regular
)
g (A.3)
By using the fact that the off-diagonal terms of g and the off-diagonal terms of the regular terms of the
connection matrix of D in the frame (v1, v2) go to 0 exponentially as w → 0, it is easy to check that
g−1
([−a(v1) 0
0 −a(v2)
]
dw
w
+ regular
)
g =
[−a(v1) 0
0 −a(v2)
]
dw
w
+ regular (A.4)
On the other hand, the fact that in the frame (v1, v2) we have that
D = D0 + regular = d+H
−1∂H (A.5)
where H is the matrix of the hermitian metric in the frame (v1, v2), implies that the functions f
−1
i ∂zfi
are regular at w = 0. Since the fi are real, we get that f
−1
i ∂zfi is also regular, so that f
−1
i dfi = −fidf−1i
is regular at w = 0. From this fact we conclude that:
g−1dg =
1
2
[
a(v1) 0
0 a(v2)
](dw
w
+
dw
w
)
+ regular (A.6)
Hence, in the frame (e1, e2) we get that:
D = d+A = d− 1
2
[
a(v1) 0
0 a(v2)
](dw
w
− dw
w
)
+ regular (A.7)
B Proof of lemma 3.11
The goal of this appendix is to show that the asymptotics of lemma 3.5 hold uniformly in ξ ∈ U(ξ0),
where ξ0 ∈ C∗ and U(ξ0) is some small bounded neighborhood of ξ0.
Because of the expression of the flat frames Φi(ξ) in terms of extensions of the compatible frames
g = (e1, e2) of the harmonic bundles, it is easy to check that it is enough to show that:
• Σi(F̂ (ξ)) → 1 uniformly in ξ ∈ U(ξ0) as w → 0 with w ∈ Si ⊂ Ŝecti(ξ). Here Si is the sector
defined at the beginning of section 3.5.3.
• gξ(w)→ 1 uniformly in ξ ∈ U(ξ0) as w → 0.
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We will only prove the second statement, since the first one follows from the proof of theorem 6 of
[Boa01a]. For the proof of the second statement we will follow similar arguments and notations as those
found in [BB04], where they construct gξ(w) for ξ = 1.
Let us begin with some notation: we will denote by D ⊂ CP 1 the unit disc centered at w = 1/z = 0;
we also denote by E the vector bundle corresponding to an element (E, ∂E , θ, h, g) ∈ Hfr, trivialized over
D by an extension of the compatible framing at w = 0 to a local SU(2) framing. For δ > 0 we then
define the weighted Sobolev spaces, as in [BB04]:
Lpδ =
{
f ∈ Γ(D,End(E))
∣∣∣ f
rδ+2/p
∈ Lp(D,End(E))
}
Lp,kδ =
{
f ∈ Γ(D,End(E))
∣∣∣ D(∂E , h)jfi
ri(k−j)
∈ Lpδ for i = 0, 3 0 ≤ j ≤ k
} (B.1)
where r is the radial coordinate on the disk, and where f0 and f3 denote the diagonal and off-diagonal
components of f ∈ End(E). The reason for the strange indexing notation for the diagonal and off-
diagonal part is so that our notation agrees with [BB04]. The highest order pole of the singularity
(cubic order in our case) acts non-trivially via the adjoint action on the off-diagonal part of a section
f ∈ Γ(D,End(E)) (hence the “3” subscript), while the whole singular part acts trivially on the diagonal
part of f (hence the “0” subscript).
Similarly, we have the Banach spaces Ckδ defined by:
Ckδ =
{
f ∈ Γ(D,End(E))
∣∣∣ f
rδ
∈ Ck(D,End(E))
}
(B.2)
The gauge transformation gξ is built as a solution to the following problem: with respect to an
extension of the compatible framing, we have the expression
(∇ξ)0,1 = ∂ − ξH dw
w3
− (ξm+ m
(3)
2
)H
dw
w
+ a0,1reg + ξθ
†h
reg (B.3)
where a0,1reg and θ
†h
reg denote the regular parts of D(∂E , h)
(0,1) and θ†h respectively. The gauge transfor-
mation gξ then satisfies:
gξ · (∇ξ)0,1 = ∂ − ξH dw
w3
− (ξm+ m
(3)
2
)H
dw
w
gξ(w = 0) = 1
gξ,0 − 1 ∈ C0δ gξ,3 ∈ C02+δ for some δ > 0
(B.4)
In order to show the existence of such a gξ we will extend some of the results in chapter 7 of [BB04] in
order to get statements for families in ξ:
Lemma B.1. Take δ ∈ R− Z and p > 2. On the unit disk, the problem
∂f
∂w
= g (B.5)
has a solution f = T (g) such that |f |C0−1+δ ≤ c|g|Lp−2+δ .
Furthermore, if λ(ξ) is a continuous function of ξ ∈ U(ξ0), then the same is true if δ−Re(λ(ξ)) ∈ R−Z
for the problem
∂f
∂w
− λ(ξ)
2w
f = g (B.6)
By picking U(ξ0) small enough, we have |Tξ(g)|C0−1+δ ≤ c|g|Lp−2+δ for all ξ ∈ U(ξ0), for a uniform
constant c.
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Proof. We will only show the last two statements of the lemma, since the first is the same as lemma 7.2
of [BB04].
By the same argument given in lemma 7.2 of [BB04], we can assume for our problem that δ −
Re(λ(ξ)) ∈ (0, 1) for ξ ∈ U(ξ0). By shrinking U(ξ0) further if necessary, we can assume that δ−Re(λ(ξ)) ∈
(δ0, δ1) for 0 < δ0 < δ1 < 1 and ξ ∈ U(ξ0).
If T denotes the solution operator for the first in-homogeneous Cauchy-Riemann problem (B.5), then
Tξ(g) := r
λ(ξ)T (r−λ(ξ)g) is the solution operator for (B.6).
Now notice that by applying Ho¨lder’s inequality, we get
|Tξ(g)(w)| =
∣∣∣rλ(ξ) ∫
D
|u|−λ(ξ)g(u)
w − u |d
2u|
∣∣∣ ≤ rRe(λ(ξ))|g|Lp−2+δ(∫
D
|d2u|
|u|2−(δ−Re(λ(ξ))) pp−1 |w − u| pp−1
) p−1
p
(B.7)
We will denote δ(ξ) = δ − Re(λ(ξ)). By our conditions on δ(ξ) and p, we have∫
C
|d2u|
|u|2−δ(ξ) pp−1 |w − u| pp−1
<∞ (B.8)
so if D1/|w| denotes the disk centered at the origin of radius 1/|w|, we can write
∫
D
|d2u|
|u|2−δ(ξ) pp−1 |w − u| pp−1
=
1
|w|(1−δ(ξ)) pp−1
∫
D1/|w|
|d2u|
|u|2−δ(ξ) pp−1 |1− u| pp−1
≤ 1
|w|(1−δ(ξ)) pp−1
∫
C
|d2u|
|u|2−δ(ξ) pp−1 |1− u| pp−1
=
1
|w|(1−δ(ξ)) pp−1
c(ξ)
(B.9)
where c(ξ) : U(ξ0)→ R is defined by:
c(ξ) :=
∫
C
|d2u|
|u|2−δ(ξ) pp−1 |1− u| pp−1
(B.10)
Now it is easy to check that c(ξ) depends continuously on ξ. To show this, consider the function h(u)
defined in the following way:
h(u) =
1
|u|2−δ0 pp−1 |1− u| pp−1
if |u| < 1
h(u) =
1
|u|2−δ1 pp−1 |1− u| pp−1
if |u| > 1
(B.11)
then we get that h ∈ L1(C) and furthermore
1
|u|2−δ(ξ) pp−1 |1− u| pp−1
≤ h(u) for every ξ ∈ U(ξ0) and for almost every u ∈ C (B.12)
From this fact, it follows from general theorems about integrals depending on parameters, that c(ξ)
must be a continuous function of ξ ∈ U(ξ0). In particular, by further restricting U(ξ0) if necessary, we
can find a constant C such that c(ξ) ≤ C for ξ ∈ U(ξ0).
Hence, by going back (B.7), we conclude that
|Tξ(g)(w)| ≤ |g|Lp−2+δ
|w|Re(λ(ξ))C p−1p
|w|1−δ(ξ) = |g|L
p
−2+δ
C
p−1
p
|w|1−δ (B.13)
so we finally get that
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|Tξ(g)|C0−1+δ ≤ |g|Lp−2+δC
p−1
p for all ξ ∈ U(ξ0) (B.14)
Lemma B.2. Let Uδ := {u ∈ Γ(D,End(E)) | u3 ∈ C02+δ, u0 ∈ C0δ }, and Aδ := {a ∈ Γ(D,End(E)) | a3 ∈
Lpδ+1, a0 ∈ Lpδ−1}. Furthermore, let ∂0 = ∂ − (ξm + m
(3)
2 )H
dw
w . Then for some δ
′ < δ there is a con-
tinuous map Tξ : Aδ′ → Uδ′ such that ∂0(Tξ(c)) = c. If we pick U(ξ0) sufficiently small, the family of
solution maps Tξ has a uniform bound in ξ.
Proof. This follows from the beginning of the proof of lemma 7.1 in [BB04] and our previous lemma
B.1.
Theorem B.1. For a sufficiently small disk Dλ centered at w = 0 and U(ξ0) bounded and sufficiently
small, we have a solution gξ(w) of the problem described in (B.4) that is defined on Dλ × U(ξ0) and
depends continuously on ξ. Furthermore, gξ(w)→ 1 uniformly in ξ as w → 0.
Proof. We will follow mostly the same argument as in the proof of lemma 7.1 of [BB04]. We put it here
just to emphasize the behavior in families parametrized by ξ, which is not done in the aforementioned
paper.
For λ > 0, let hλ be the homothety hλ(w) = λw, and let ϕ(w, ξ) = exp((
ξ
2w2 − ξ2w2 )H). Furthermore,
we denote c(w, ξ) = −a0,1reg(w)− ξθ†hreg(w).
If we write gξ(w) = 1 + u(w, ξ), the problem (B.4) that we are trying to solve can be rephrased as
the problem of finding u(w, ξ) such that
∂0(u(w, ξ)) = [ξH
dw
w3
, u(w, ξ)] + c(w, ξ)(1 + u(w, ξ))
u(0, ξ) = 0
u0 ∈ C0δ′ , u3 ∈ C02+δ′ for δ′ > 0 as before.
(B.15)
The last two equations can be satisfied if u ∈ Uδ′ . On the other hand, as in the proof of lemma 7.1
of [BB04], to solve the first equation is enough to find a fixed point of the map T˜ξ : Uδ′ → Uδ′ given by:
T˜ξ(u) = h
∗
λ(ϕ) · Tξ((h∗λ(ϕ))−1 · [h∗λ(c(ξ))(1 + u)]) (B.16)
where “ · ” denotes the action by conjugation.
Indeed, we have that if v is a fixed point, then
∂0(v) = ∂0(T˜ξ(v)) =
[
ξH
dw
λ2w3
, v
]
+ h∗λ(c)(1 + v) (B.17)
Now since ∂0 is invariant under rescaling, if we put w˜ = λw, then u(w˜, ξ) = v(w˜/λ, ξ) satisfies:
∂0(u(w˜, ξ)) =
[
ξH
dw˜
w˜
3 , u(w˜, ξ)
]
+ c(w˜, ξ)(1 + u(w˜, ξ)) (B.18)
and hence 1 + u is the solution we seek.
Now to find the fixed point, we need to show that T˜ξ is a contraction. We have:
|T˜ξ(u)− T˜ξ(v)|Uδ ≤ C|u− v|Uδ |h∗λ(c(ξ))|Aδ ≤ C|u− v|Uδ(|h∗λ(areg)0,1|Aδ +D|h∗λ(θ†hreg)|Aδ) (B.19)
where C does not depend on ξ; and since U(ξ0) is bounded, we have the last bound with D independent
of ξ ∈ U(ξ0).
Furthermore by the proof of lemma 7.1 of [BB04], we have that |h∗λ(a0,1reg)|Aδ = λδ|a0,1reg|Aδ and
|h∗λ(θ†hreg)|Aδ = λδ|θ†hreg|Aδ , so that
|T˜ξ(u)− T˜ξ(v)|Uδ ≤ λδC|u− v|Uδ(|a0,1reg|Aδ +D|θ†hreg|Aδ) (B.20)
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hence, for λ small enough T˜ξ becomes a contraction, so we can find a fixed point.
Since T˜ξ(u) is a continuous function of w and ξ, and the rightmost term in the last inequality does
not depend on ξ, we actually get that the fixed point must be a continuous function of both variables
defined on Dλ × U(ξ0).
Finally, by shrinking U(ξ0) and Dλ if necessary, we have that our solution gξ(w) = 1 + u(w, ξ) to
problem (B.4) is uniformly continuous on Dλ × U(ξ0). Hence, given  > 0, we can find δ1, δ2 > 0 such
that |gξ(w) − gξ′(w′)| <  as long as |w − w′| < δ1 and |ξ − ξ′| < δ2. In particular, if |w| < δ1, we have
that
|gξ(w)− 1| = |gξ(w)− gξ(0)| <  for all ξ ∈ U(ξ0) (B.21)
so gξ(w)→ 1 as w → 0 uniformly in ξ ∈ U(ξ0).
C Proof of proposition 3.10
Here we prove the first case of proposition 3.10, where Re(λ1(t, ξ)) > Re(λ2(t, ξ)), since the other case
is similar. We will use the following notation:
λi(t, ξ) = −ξ−1γ∗θii − ξγ∗θ†hii
λij(t, ξ) = λi(t, ξ)− λj(t, ξ)
R = −γ∗A− ξγ∗θ†hod
(C.1)
where θ†hod denotes the off-diagonal part of θ
†h . If γ∗Ad denotes the diagonal part of γ∗A, then after
doing a diagonal gauge transformation of the form (η1, η2) → (η1, η2) · exp(−
∫ t
a
γ∗Ad), we can gauge
away the diagonal part of γ∗A, so we will assume from the beginning that we are in this gauge. We then
have that R only has off-diagonal elements, while λi(t, ξ) is still the same as before.
The first thing we want to show is that there is a continuous solution to the following integral equation:
yi(t, ξ) = δi2exp
(∫ t
a
λ2(τ, ξ)dτ
)
−
∫ ∞
t
exp
(∫ t
τ
λi(s, ξ)ds
)
Rij(τ, ξ)yj(τ, ξ)dτ for i, j = 1, 2 i 6= j
(C.2)
on any interval (a0,∞), as long as ξ is restricted to lie in a small enough neighborhood of 0. It is easy
to check that a solution of C.2, gives a solution to the original flatness equation in our chosen gauge.
More explicitly, if we denote M(t) = exp(− ∫ t
a
γ∗Ad), then in the frame (η˜1, η˜2) = (η1, η2) ·M we have a
solution of the form s(t, ξ) = y1(t, ξ)η˜1 + y2(t, ξ)η˜2.
If we perform the change:
yi(t, ξ) = zi(t, ξ)exp
(∫ t
a
λ2(τ, ξ)dτ
)
(C.3)
we obtain the following integral equation for the zi(t, ξ):
zi(t, ξ) = δi2 −
∫ ∞
t
exp
(∫ t
τ
λi2(s, ξ)ds
)
Rij(τ, ξ)zj(τ, ξ)dτ for i, j = 1, 2 i 6= j (C.4)
If we use the integral relation twice and change the order of integration we get the following integral
equations for the zi(t, ξ):
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z1(t, ξ) = −
∫ ∞
t
exp
(∫ τ
t
λ21
)
R12(τ)dτ +
∫ ∞
t
(∫ s
t
exp
(∫ τ
t
λ21
)
R12(τ)dτ
)
R21(s)z1(s)ds
:= δ(t, ξ) +
∫ ∞
t
1(t, s, ξ)z1(s, ξ)ds
z2(t, ξ) = 1 +
∫ ∞
t
(∫ s
t
R21(τ)exp
(∫ s
τ
λ21
)
dτ
)
R12(s)z2(s)ds
:= 1 +
∫ ∞
t
2(t, s, ξ)z2(s, ξ)ds
(C.5)
where we have defined
δ(t, ξ) := −
∫ ∞
t
exp
(∫ τ
t
λ21
)
R12(τ)dτ
1(t, s, ξ) :=
(∫ s
t
exp
(∫ τ
t
λ21
)
R12(τ)dτ
)
R21(s)
2(t, s, ξ) :=
(∫ s
t
exp
(∫ s
τ
λ21
)
R21(τ)dτ
)
R12(s)
(C.6)
Before showing that there is a solution zi(t, ξ) for the integral equations obtained above, we will say
a few things about the functions δ(t, ξ) and i(t, s, ξ). We will use the following notation: λ21(t, ξ) =
ξ−1λ21,ξ−1 + ξλ21,ξ, where λ21,ξ−1 = γ∗(−θ22 + θ11) and λ21,ξ = γ∗(−θ†h22 + θ†h11).
Notice that by our choice of gauge and WKB path, the term λ21,ξ−1 is constant. Hence, after
integration by parts, we find the following expression for δ(t, ξ):
δ(t, ξ) =
ξ
λ21,ξ−1
R12(t, ξ) +
ξ
λ21,ξ−1
∫ ∞
t
exp
(∫ τ
t
ξ−1λ21,ξ−1ds
) d
dτ
(
exp
(∫ τ
t
ξλ21,ξ(s)ds
)
R12(τ, ξ)
)
dτ
(C.7)
where we used the fact that the elements of R go to 0 (exponentially fast) as t → ∞. Hence, using
this exponential decrease of the terms of R, we conclude that |δ(t, ξ)| ≤ |ξ|f(t, ξ), where f(t, ξ) → 0 as
t→∞ uniformly in ξ for small enough ξ (restricted to the corresponding half-plane Hm). Furthermore,
for fixed t, we have δ(t, ξ)→ 0 as ξ → 0 with ξ ∈ Hm.
Similarly, we have the following expressions for i after integration by parts:
1(t, s, ξ) = ξexp
(∫ τ
t
λ21
)R12(τ, ξ)
λ21,ξ−1
∣∣∣∣∣
τ=s
τ=t
R21(s, ξ)
− ξR21(s, ξ)
λ21,ξ−1
∫ s
t
exp
(∫ τ
t
ξ−1λ21,ξ−1ds
) d
dτ
(
exp
(∫ τ
t
ξλ21,ξ(s)ds
)
R12(τ, ξ)
)
dτ
2(t, s, ξ) = −ξexp
(∫ s
τ
λ21
)R21(τ, ξ)
λ21,ξ−1
∣∣∣∣∣
τ=s
τ=t
R12(s, ξ)
+ ξ
R12(s, ξ)
λ21,ξ−1
∫ s
t
exp
(∫ s
τ
ξ−1λ21,ξ−1ds
) d
dτ
(
exp
(∫ s
τ
ξλ21,ξ(s)ds
)
R21(τ, ξ)
)
dτ
(C.8)
In the expressions above we always assume t ≤ s, since this is the range of interest for the problem. We
can conclude that |i(t, s, ξ)| ≤ |ξ|gi(t, ξ), where gi(t, ξ)→ 0 as t→∞ uniformly in ξ for small enough ξ.
For this statement we use again the fact that the components of R go to 0 exponentially fast as t→∞.
Furthermore, for fixed t, we have i(t, ξ)→ 0 as ξ → 0 with ξ ∈ Hm.
Now we are ready to prove that the integral equation (C.5) has a continuous solution on the interval
[a0,∞).
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Because of the expressions given above for i, by restricting the ξ ∈ Hm to lie in a small neighborhood
U0 of ξ = 0, we can ensure that for some c ∈ (0, 1):∫ ∞
t
|i(t, s, ξ)|ds < c < 1 for all t ∈ [a0,∞) and ξ ∈ U0 (C.9)
Now let z
(0)
2 (t, ξ) := 1, z
(0)
1 (t, ξ) := δ(t, ξ) = −
∫∞
t
exp(
∫ τ
t
λ21)R12(τ, ξ)dτ . We define z
(m)
i recursively
by plugging z
(m−1)
i into the right side of the integral equation (C.5); at each step we get a continuous
and bounded function for (t, ξ) ∈ [a0,∞)× U0.
For some M > 0, we clearly have |z(0)i |C0 < M , where | |C0 denotes the uniform norm on C0([t0,∞)×
U0). Furthermore, assume inductively that we have shown that |z(m)i −z(m−1)i |C0 < cmM . We then have
that:
|z(m+1)i − z(m)i |C0 <
∣∣∣ ∫ ∞
t
|i(t, s, ξ)|ds
∣∣∣
C0
|z(m)i − z(m−1)i |C0 < cm+1M (C.10)
From this we see that z
(m)
i converges uniformly in (t, ξ) ∈ [a0,∞)×U0 to a function zi ∈ C0([a0,∞)×
U0) ∩ L∞([a0,∞) × U0). The zi clearly satisfy the integral equation (C.5). We claim that it is also a
solution of the integral equation (C.4).
We are trying to find a solution of an integral equation of the form:
z = e+ T (z) (C.11)
where ei = δi2 and T is the linear integral operator part of the integral equation (C.4). We have found a
solution to the integral equation z = e+ T (e) + T 2(z). This last solution must be unique, since if z and
z′ are solutions, then |z − z′|C0 = |T 2(z − z′)|C0 < δ|z − z′|C0 , which implies that z = z′. Now notice
that:
e+ T (e) + T 2(e+ T (z)) = e+ T (e+ T (e) + T 2(z)) = e+ T (z) (C.12)
so e+ T (z) is also a solution of (C.5). By the uniqueness, we conclude that z = e+ T (z), so that z also
solves (C.4).
With the same notation from above, notice that (C.5), (C.7) and (C.8) allow us to conclude that
for fixed t ∈ [a0,∞) we have T (z) → 0 as ξ → 0; and furthermore, we have that T (z) → 0 as t → ∞
uniformly in ξ ∈ U0.
Finally, recalling the statement and notations of proposition 3.10; setting E1(t, ξ) := M11(t)z1(t, ξ)
and E2(t, ξ) := M22(t)(z2(t, ξ) − 1); and using that M(t) is bounded in t ∈ [a0,∞) (see the remark
related to equation (3.97)), we conclude the result of proposition 3.10.
D Proof of lemma 4.2
In this appendix we prove the following lemma:
Lemma D.1. Let m ∈ C and m(3) ∈ (−1/2, 1/2] ⊂ R. Then up to equivalence, there is a unique
polystable filtered Higgs bundle (E∗, θ)→ (CP 1,∞) with Tr(θ) = 0, Det(θ) = −(z2 +2m)dz2, pdeg(E∗) =
0, and parabolic weights determined by m(3) as follows:
• if m(3) ∈ (−1/2, 1/2), then for the eigenline decomposition near ∞ of the induced 1/2-parabolic
Higgs bundle (E1/2, θ), we have that ±m(3) is the weight associated to the line corresponding to the
eigenvalue ±(z +m/z + ...).
• if m(3) = 1/2 then the parabolic structure of the induced 1/2-parabolic structure (E1/2, θ) is the
trivial filtration with weight 1/2.
57
Before we give the proof we will need some notation and another lemma.
Recall that a compatibly framed connection (E,∇, τ)→ (CP 1,∞) determines uniquely a formal type
(Q,Λ) (recall definition 3.13 and lemma 3.4). If we denote by U± ⊂ GL(2,C) the upper (resp. lower)
unipotent matrices, and we fix a formal type (Q,Λ), we will denote
S(Q,Λ) := {(S1, S2, S3, S4) ∈ (U− × U+)2 | Stokes matrices of (E,∇, τ) with formal type (Q,Λ)}
(D.1)
Now if (E,∇, τ) → (CP 1,∞) has formal type (Q,Λ), notice that if T ⊂ GL(2,C) denotes the set
of diagonal matrices, then the set of possible compatible frames τ ′ for (E,∇, τ ′) → (CP 1,∞) with for-
mal type (Q,Λ) is a T -torsor, where t ∈ T acts on the framing in the obvious way. Furthermore, if
(E,∇, τ) → (CP 1,∞) has formal type (Q,Λ) and we act on τ by t ∈ T , then the corresponding Stokes
matrices in S(Q,Λ) get conjugated by t. Hence, we get a T -action on S(Q,Λ), and we will denote the
orbits by S(Q,Λ)/T .
We then have the following lemma:
Lemma D.2. For any m ∈ C and m(3) ∈ (−1/2, 1/2], consider [(Ei, ∂Ei , θi, hi, gi)] ∈ Xfr(m,m(3)) for
i = 1, 2. Furthermore, let (Phc Eξi ,∇ξi , τ ξc,i) → (CP 1,∞) be the associated compatibly framed c-parabolic
bundles for some fixed ξ ∈ C∗ and some fixed c ∈ R. If we denote Q(ξ) := 1+|ξ|2ξ H2w2 and let Λ(ξ, c) be
as in equation (3.35), then:
• The (Phc Eξi ,∇ξi , τ ξc,i)→ (CP 1,∞) for i = 1, 2 have Stokes data in S(Q(ξ),Λ(ξ, a)).
• The (Phc Eξi ,∇ξi , τ ξc,i) → (CP 1,∞) for i = 1, 2 are isomorphic as compatibly framed c-parabolic flat
bundles if and only they have the same Stokes matrices.
• The (Phc Eξi ,∇ξi ) → (CP 1,∞) for i = 1, 2 are isomorphic as c-parabolic flat bundles if and only if,
after taking some compatible framings specifying the formal type (Q(ξ),Λ(ξ, a)), their Stokes data
lies in the same T -orbit of S(Q(ξ),Λ(ξ, c)).
Proof. The fact that the Stokes matrices of (Phc Eξi ,∇ξi , τ ξc,i) lie in S(Q(ξ),Λ(ξ, c)) follows from equation
(3.34).
Now suppose that (Phc Eξi ,∇ξi , τ ξc,i) have the same Stokes matrices, which we denote by Sj for j =
1, 2, 3, 4, following the conventions of section 3.4.4. Let Φj,i denote the corresponding sectorial frames
of flat sections for (Phc Eξi ,∇ξi , τ ξc,i) → (CP 1,∞) defined on Ŝectj(ξ), and define Tj : Phc Eξ1 |Ŝectj(ξ) →
Phc Eξ2 |Ŝectj(ξ) by Tj(Φj,1) = Φj,2. The fact that the Stokes matrices and the formal monodromy are the
same implies that the Tj glue into a covariantly constant morphism T over a punctured neighborhood
U∗∞ of ∞, and by parallel transport, we get a covariantly constant morphism T : Phc Eξ1 |CP 1−{∞} →
Phc Eξ2 |CP 1−{∞}. Furthermore, by the expressions Φj,i = τ ξa,i · Σj(F̂i)w−Λ(ξ)e−Q(ξ) (where we abuse
notation and denote by τ ξa,i any local extension of the framing at ∞ given by τ ξa,i) we see that for any
j = 1, 2, 3, 4
T (τ ξc,1) = τ
ξ
c,2 · Σj(F̂2)Σj(F̂1)−1 on Ŝectj(ξ) (D.2)
so the Σj(F̂2)Σj(F̂1)
−1 glue together in U∗∞. Since Σj(F̂i)→ 1 as w → 0 for all j = 1, 2, 3, 4 and i = 1, 2,
we see that T extends over the puncture to a morphism satisfying T (τ ξc,1|∞) = τ ξc,2|∞. Finally, since the
parabolic structures of (Phc Eξi ,∇ξi , τ ξc,i) are compatible with their irregular decompositions (see equation
(3.6)), it is easy to check that T preserves the parabolic structures. Hence, T gives an isomorphism be-
tween (Phc Eξi ,∇ξi , τ ξc,i) for i = 1, 2 as compatibly framed c-parabolic flat bundles. The other implication
is trivial.
Going now to the last statement, assume that after picking compatible frames, (Phc Eξi ,∇ξi , τ ξc,i) have
Stokes matrices in the same T -orbit of S(Q(ξ),Λ(ξ, c)). Then by the previous result, for some t ∈ T ,
we have that (Phc Eξ1 ,∇ξ1, τ ξc,1) is isomorphic to (Phc Eξ2 ,∇ξ2, τ ξc,2 · t). Hence, by the previous argument, we
get that they are isomorphic as c-parabolic flat bundles (after forgetting about the framing). The other
implication also follows trivially.
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Now we use the previous lemma to prove lemma D.1:
Proof. (of lemma D.1) We divide the proof in three cases:
• m 6= 0: We start by picking ξ ∈ Hm. Notice that in the case m 6= 0, we have that (E∗, θ) must be
stable (by the same argument given in lemma 3.1), so by the wild non-abelian Hodge correspon-
dence from [BB04], we get a bijective correspondence between equivalence classes of the filtered
Higgs Bundles (E∗, θ) we wish to count, and equivalence classes of the associated filtered flat bun-
dles (Ph∗ Eξ,∇ξ) for some fixed ξ ∈ C∗.
By taking the associated c-parabolic flat bundles and applying lemma D.2, we can then obtain an
injection of the set we wish to count into the orbits S(Q(ξ),Λ(ξ, c))/T .
Now let a(ξ) and b(ξ) be the non-trivial off-diagonal elements of the unipotent matrices S1, S2,
respectively. For m 6= 0 and ξ ∈ Hm, we know that after taking the compatible framings τ ξc ,
a(ξ) 6= 0 for any of our (Phc Eξ,∇ξ) (see proposition 3.11). Since all the points of S(Q(ξ),Λ(ξ, c))
with a(ξ) 6= 0 lie in the same T -orbit (recall the Stokes relations in (3.53)), we conclude that there
is only one (Phc Eξ,∇ξ) up to equivalence, and hence only one of the original (E∗, θ) we started with,
up to equivalence.
• m = 0, m(3) 6= 0: Let first check that we cannot have a strictly polystable filtered Higgs bundle
in this case. If (E∗, θ) is strictly polystable, then (E∗, θ) = (E∗,1, θ1)⊕ (E∗,2, θ2), with pdeg(E∗,1) =
pdeg(E∗,2) = 0, and it is easy to check that this cannot occur unless m(3) = 0. Hence, if m(3) 6= 0,
all our corresponding (E∗, θ) are stable, and by [BB04], they are in bijective correspondence with
equivalence classes of the associated flat filtered bundles (Ph∗ Eξ,∇ξ) (for some fixed ξ ∈ C∗).
Notice that in this case, the formal monodromy of all of our elements turns out to be given by
M0 = exp(−2piim(3)H) 6= 1, so by the Stokes relations (3.53) we conclude that S(Q(ξ),Λ(ξ, c))/T
is just a point, so we are done by lemma D.2.
• m = m(3) = 0: in this case we haveM0 = 1, so by the relations (3.53) we have that S(Q(ξ),Λ(ξ, c))/T
consists of 3 points, depending on whether a 6= 0 and b = 0, b 6= 0 and a = 0, or a = b = 0.
The case a = b = 0 corresponds to trivial Stokes data, and it is easy to check that the filtered
Higgs bundle induced from example 3.1 gives rise to this case. Furthermore, it is also easy to check
that this is the only possible strictly polystable filtered Higgs bundle with m = m(3) = 0. Hence,
the problem reduces to showing that there are no stable filtered Higgs bundles with m = m(3) = 0,
giving rise to either the case with a 6= 0 and b = 0, or the case a = 0 and b 6= 0.
Again by the Stokes relations (3.53), the case a = 0 and b 6= 0 (resp. a 6= 0 and b = 0) gives rise to
purely upper-triangular (resp. lower triangular) Stokes matrices, and hence to non-stable “Stokes
representations” (see [Boa11]). By the remarks in page 50 of [Boa11], we conclude that these
upper-triangular (resp. lower-triangular) cases cannot correspond to stable filtered Higgs bundles
with m = m(3) = 0. Hence, there is only one polystable filtered Higgs bundle with m = m(3) = 0.
E Constructing polystable parabolic Higgs bundles in the case
m = 0
Here we explain how to construct polystable 0-parabolic Higgs bundles whose Higgs field θ satisfies
Tr(θ) = 0 and Det(θ) = −z2dz2.
The case where the parabolic structure consists of the trivial filtration with parabolic weights equal
to 0 is already explained in example 3.1. In this case, the parabolic Higgs bundle that we find is polystable.
The next proposition deals with the rest of the possible parabolic structures:
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Proposition E.1. Let m(3) ∈ (−1, 0). There is a stable 0-parabolic Higgs bundle (Em(3) , θ)→ (CP 1,∞)
with pdeg(Em
(3)
) = 0, parabolic weights specified by m(3) and −1−m(3), Tr(θ) = 0, and Det(θ) = −z2dz2.
Proof. We start by considering E = O ⊕O(−1)→ CP 1. We denote by e1 and e2 the usual frames over
C ⊂ CP 1 of O and O(−1) respectively. We have that e1 gives a global trivilization of O, while the usual
frame of O(−1) over CP 1 − {0} will be denoted by f2. Hence, if z denotes the coordinate of C ⊂ CP 1,
then z−1e2 = f2.
In the frame (e1, e2) over C ⊂ CP 1 we define:
θ =
[
z 0
2 −z
]
dz (E.1)
Over C, we can write eigenvectors corresponding to the eigenvalues z and −z respectively by vz = ze1+e2
and v−z = e2. On the other hand, over CP 1 − {z = 0} we can write v˜z = e1 + f2 and v˜−z = f2. These
are eigenvectors of θ for z ∈ C∗ ⊂ CP 1, with eigenvalues z and −z respectively.
We put a parabolic structure at ∞ by putting the weight m(3) ∈ (−1, 0) to the line generated by
e1 +f2|∞ and the weight −1−m(3) ∈ (−1, 0) to the line generated by f2|∞. Denote E with this parabolic
structure by Em
(3)
.
Notice that with this parabolic structure, we have that
pdeg(Em
(3)
) = deg(E)−m(3) − (−1−m(3)) = 0 (E.2)
We claim that (Em
(3)
, θ)→ (CP 1,∞) is a stable 0-parabolic Higgs bundle.
To check this, notice that on C∗ ⊂ CP 1 we have the following relations:
z−1vz = v˜z
z−1v−z = v˜−z
(E.3)
Hence, vz and v˜z define a holomorphic line Lz ∼= O(−1) while v−z and v˜−z define L−z ∼= O(−1) (L−z
is the same O(−1) summand from the splitting in the definition of E). These line bundles are of course
preserved by θ, and they are the only line bundles that can be preserved by θ.
We denote by Lm
(3)
±z the line bundles L±z with the induced parabolic structure from E
m(3) . We then
have that
pdeg(Lm
(3)
z ) = deg(Lz)−m(3) = −1−m(3) < 0
pdeg(Lm
(3)
−z ) = deg(L−z)− (−1−m(3)) = m(3) < 0
(E.4)
so we conclude that (Em
(3)
, θ) is a stable 0-parabolic Higgs bundle with parabolic degree 0.
Finally, recalling that the role of m(3) in determining the filtered structure of the Higgs bundles is
periodic mod 1, we conclude:
Corollary E.1. For every m(3) ∈ (−1/2, 1/2], the set Xfr(0,m(3)) is not empty.
Proof. The case with m(3) = 0 is true by example 3.1. For the rest of the cases, consider the filtered
Higgs bundles associated to the 0-parabolic Higgs bundles constructed in proposition E.1. By applying
theorem 3.3 we obtain an adapted harmonic metric for them. Then after applying the construction
of proposition 3.2 we obtain elements of Hfr that define equivalence classes on Xfr(0,m(3)) for m(3) ∈
(−1/2, 1/2]− {0}.
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