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Abstract
The Earth’s oceans holds a wealth of information currently hidden from us. Effective measure-
ment of its properties could provide a better understanding of our changing climate and insights
into the creatures that inhabit its waters. Autonomous underwater vehicles (AUVs) hold the
promise of penetrating the ocean environment and uncovering its mysteries; and progress in un-
derwater robotics research over the past three decades has resulted in vehicles that can navigate
reliably and operate consistently, providing oceanographers with an additional tool for studying
the ocean.
Unfortunately, the high cost of these vehicles has stifled the democratization of this tech-
nology. We believe that this is a consequence of two factors. Firstly, reliable navigation on
conventional AUVs has been achieved through the use of a sophisticated sensor system, namely
the Doppler velocity log (DVL)-aided inertial navigation system (INS), which drives up vehicle
cost, power use and size. Secondly, deployment of these vehicles is expensive and unwieldy due
to their complexity, size and cost, resulting in the need for specialized personnel for vehicle
operation and maintenance.
The recent development of simpler, low-cost, miniature underwater robots provides a solu-
tion that mitigates both these factors; however, removing the expensive DVL-aided INS means
that they perform poorly in terms of navigation accuracy. We address this by introducing a
novel acoustic system that enables AUV self-localization without requiring a DVL-aided INS or
on-board active acoustic transmitters. We term this approach Passive Inverted Ultra-Short Base-
line (piUSBL) positioning. The system uses a single acoustic beacon and a time-synchronized,
vehicle-mounted, passive receiver array to localize the vehicle relative to this beacon. Our
approach has two unique advantages: first, a single beacon lowers cost and enables easy de-
ployment; second, a passive receiver allows the vehicle to be low-power, low-cost and small, and
enables multi-vehicle scalability.
Providing this new generation of small and inexpensive vehicles with accurate navigation can
potentially lower the cost of entry into underwater robotics research and further its widespread
use for ocean science. We hope that these contributions in low-cost underwater navigation will
enable the ubiquitous and coordinated use of robots to explore and understand the underwater
domain.
Thesis Supervisor: Henrik Schmidt
Title: Professor of Mechanical and Ocean Engineering, Massachusetts Institute of Technology
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Chapter 1
Introduction
S
eventy percent of the Earth is covered by the ocean, and less than five percent of the
ocean has been explored – as a result, approximately sixty-six percent of our planet
remains unknown and hidden to humanity. The primary reason for this opacity is
the nature of the underwater environment: it is inherently hostile to human life and
technology – enormous pressures, corrosiveness, darkness, and opaqueness to standard radio
communications all contribute to an environment which is extremely difficult for humanity to
explore. In his 1989 paper, ‘Fast Cheap and Out of Control’ [1], Rodney Brooks argued for
the use of large numbers of cheap and simple robots for the exploration of the solar system,
rather than complex and expensive systems. In many ways the exploration of our oceans is
analogous to space exploration; and robots are ideally suited to be the pioneers of discovery
in the underwater domain – the ocean environment is vast, and it is difficult, dangerous and
dull for human explorers.
Since the development of the first generation of underwater remotely operated vehicles
(ROVs) and autonomous underwater vehicles (AUVs) in the 1960s and 1970s, advances in
inertial navigation and acoustic sensing technologies have enabled these underwater robots
to perform reliably, particularly in terms of navigational accuracy. As a result, they have
now become an integral instrument for a variety of applications in oceanographic science and
defense. Unfortunately, the sophisticated inertial and acoustic sensors (namely the high-grade
inertial measurement unit (IMU) and the Doppler velocity log (DVL)) that have enabled this
navigational reliability are expensive, power-hungry and large, and have driven up vehicle
price and size. The high value and large size of these vehicles make them unwieldy to deploy,
often requiring the use of a support ship at considerable expense. The cost and complexity
of deployments also makes operators extremely risk averse.
The vastness of our oceans is a strong argument in favor of using multiple AUVs to
explore the underwater environment; but due to the price and difficulty of deployment of
conventional AUVs, this goal is out of reach to all but a few wealthy companies and nations.
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In much the same way that Brooks argued for the use of many small, inexpensive robots for
the exploration of space, the same argument holds true for ocean exploration. However, while
much has been written on how the coordinated use of multiple underwater vehicles would
enable more operationally robust and efficient ocean sampling and surveying, this long-held
dream has yet to be really achieved. Low-cost underwater vehicles are now arriving, but they
are hampered by the lack of a similarly low-cost navigation suite – this is the missing key that
will allow multi-AUV ocean deployments to be democratized.
This is what we mean when we talk about working towards ubiquity in underwater
robotics: ubiquity in terms of democratizing underwater vehicle technology, making it more
widely available and accessible to a larger number of people. And ubiquity in terms of de-
ploying many such underwater vehicles at once – not just one, two or ten vehicles – but
tens of vehicles. Brooks vision of planetary and space exploration using swarms of robots
has yet to pass – the prevailing paradigm of ever more costly and complicated one-of-a-kind
rovers, from Sojourner1, to Spirit and Opportunity2, to Curiosity3, and the next rover for
Mars 20204, is maintained by the momentum of its success, leading to greater expense, more
complex science-specific payloads, and a greater psychological investment in their success or
failure. The logistical costs and limitations, as well as advantages, of space exploration has
meant that the time is not yet right for robot swarms to explore our solar system, although
this may soon change with the confluence of lowering launch costs, and continued advances
in swarm and robotic navigation and autonomy research. Meanwhile, in the underwater do-
main, a different set of constraints and incentives has meant that the time is now right to
make this transition from single high-cost vehicle deployments to deployments of multiple
low-cost vehicles, with many of Brooks’ original ideas about behavior-based autonomy and
control [2] having been proven out on AUVs over the past two decades. Underwater and space
robotics share many similarities – both deal with harsh environments, in which communica-
tion is severely limited by some combination of bandwidth and latency, where platforms must
be hardened or mechanically reinforced, where a team of operators must work to plan, deploy,
and execute missions, and where the cost of operations is high. The difference between the
two comes in the greater communications restrictions underwater, but the much lower com-
parative cost of operations – this has both forced and given the opportunity to underwater
robotics researchers to develop robust underwater navigation and autonomy algorithms over
faster iteration cycles. The additional incentive of underwater applications that can only be
accomplished using multi-AUV deployments, means that the underwater environment is a
prime domain for significant developments in multi-robot exploration – motivations and costs
are aligned for multi-AUV deployments to make an enormous impact.
1https://www.nasa.gov/mission pages/mars-pathfinder/
2https://mars.nasa.gov/mer/
3https://mars.nasa.gov/msl/
4https://mars.jpl.nasa.gov/mars2020/
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Figure 1.1: Our fleet of three low-cost, miniature commercial Bluefin SandShark autonomous
underwater vehicles (AUVs) ready for deployment dockside at the Massachusetts Institute of
Technology (MIT) Sailing Pavilion. They are named Platypus, Quokka and Wombat.
This work describes two things: a technological approach for low-cost, low-power acoustic
navigation for underwater robots that is scalable to many vehicles, and which does not require
the sophisticated and expensive sensors traditionally used for underwater navigation; and
an operational approach for a single operator to command and control multiple underwater
vehicles using this navigation system. The hope is that this new paradigm will help push
the field toward the democratization of underwater vehicle technology, and enable multi-AUV
deployments to become commonplace. To demonstrate the reliability and robustness of our
approach, this work details multiple deployments of three low-cost, miniature AUVs (pictured
in Fig. 1.1) using our navigation and operating paradigm, providing one of the few instances
performed of sustained and repeated multi-AUV deployments.
1.1 Underwater Robotics
The decades since the emergence of the first ROVs and AUVs has seen rapid progress in
the technological capabilities of these underwater robots, especially in the 20 years between
1990 and 2010 – a large number of different types of underwater vehicle have been developed,
inspired by and tailored for various applications in the underwater domain. The surrounding
technologies that support these vehicles have matured to the point of reliability, in areas such
as navigation, communication, sensing and the manufacture of high pressure housings, which
themselves have been enabled by the rise in cheaper and faster computing, micro-electro-
mechanical systems (MEMS) manufacturing processes, and advances in signal processing,
sensor fusion, and autonomy algorithms [4]. We briefly discuss the history of underwater
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robotics, starting from the development of the first ROVs in the 1960s, through the develop-
ment of AUVs and their maturation in the 2000s, and now to the emergence of low-cost and
miniature underwater platforms in both the commercial and consumer sector.
1.1.1 Remotely Operated Vehicles (ROVs)
The development of the first ROVs began in the 1960s, where they were developed in parallel
with some of the first manned submersibles such as Alvin5 for the purposes of fine manipu-
lation and inspection tasks near the seafloor [6]. These vehicles are teleoperated via a tether
connection between them and a ‘mother’ surface ship, through which the operator sends di-
rect control commands, receives sensor information and telemetry, and from which the vehicle
receives power [11].
The genesis of the first ROV was from the development under contract for the U.S. Navy
of a system designed for the recovery of torpedoes lost on the seafloor – developed in 1961,
the Cable-controlled Underwater Research Vehicle (CURV) was essentially a large, heavy, and
highly-maneuverable underwater camera system that could be equipped with a claw for object
retrieval. The CURV famously retrieved a lost atomic bomb off the coast of Spain in 1966,
and its successor, CURV III, saved the pilots of the manned submersible PISCES III during
a rescue operation off the coast of Ireland in 1973 [7]. The CURV family of vehicles are still
in use today, with the latest incarnation, CURV-21, equipped with an array of modern vision
and acoustic sensors, and manipulators.
The success of early government-funded ROVs in the U.S. and Europe led to a surge in
the number of ROVs built in the decade starting from 1975, spurred on by technological
advancements such as the growth of the electronics industry, which allowed the necessary
on-board systems and sensors to be miniaturized. By the end of the 90s, ROV technology
had reached a point of maturity, having been developed to that point through investment
from industry, and in particular offshore oil and gas, which required this technology to install,
operate, maintain and monitor subsea infrastructure at depths well beyond that which divers
can reach [7].
These ROVs, used by the military, oil and gas industry, and oceanographic organizations
for fine manipulation or sampling tasks at large depths, are often classified as Work Class
ROVs. This class of ROV, such as Jason6 belonging to the Woods Hole Oceanographic Insti-
tution (WHOI) [8], are box-shaped, utilize multiple thrusters for movement in any direction,
are often equipped with one or two robotic arms, weigh in the multi-1000 kg range, and can
dive to depths greater than 4 km [9].
5https://www.whoi.edu/what-we-do/explore/underwater-vehicles/hov-alvin/history-of-alvin/
6https://www.whoi.edu/what-we-do/explore/underwater-vehicles/ndsf-jason/
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The maturation of ROV technology during the 1980s and 1990s also saw the emergence of
smaller vehicles used primarily for observation and close inspection of underwater structures.
These so called Observation Class ROVs, such as the VideoRay7, are typically equipped with
a camera and a sonar for use for close survey and inspection; like their larger brothers, they
are box shaped and equipped with multiple thrusters, but are considerably smaller, weighing
in the range of tens of kilograms, and can typically dive only to depths of hundreds of meters.
ROVs distinguish themselves by their ability to finely control their movements thanks to
their multiple thrusters, and to manipulate the environment around them through the use of
underwater manipulators. Teleoperation via the surface tether means that they essentially
lack all but basic autonomy, and are tethered to a surface platform for power and control,
limiting their range. As such, they are designed specifically for applications that require
dexterous intervention, close inspection, or precision sampling [10].
1.1.2 Autonomous Underwater Vehicles (AUVs)
Unlike ROVs, AUVs typically have no tether to the surface and are not teleoperated, having
to navigate and perform pre-programmed or adaptive missions fully autonomously. The first
AUVs were built in the 1960s and 1970s, including the Self-Propelled Underwater Research
Vehicle (SPURV) from the University of Washington [5] and its successor, SPURV II, and
were used to study oceanographic processes, underwater physical properties, and submarine
wakes [3]. Other AUVs developed in the 1970 include the Autonomous Underwater Search
System (AUSS), motivated by the loss of the Navy submarines USS Thresher and USS Scor-
pion, as well as L’Epaulard from the French institute IFREMER, which was used to perform
photographic and bathymetric surveys.
The same technological advancements that spurred the growth of ROVs in the 1980s
enabled the renewed academic interest in AUVs in the late 1980s and early 1990s, including
smaller and lower power computers and denser memory which enabled complex guidance
and control algorithms to be implemented for autonomous operation, as well as advances in
software systems for simpler system development [4]. Both the Massachusetts Institute of
Technology (MIT) and WHOI developed AUVs in the 90s, with the MIT Sea Grant8 AUV
Lab’s Odyssey9 vehicles providing inspiration to transition this knowledge into industry with
the incorporation of Bluefin Robotics10 in 1997; WHOI developed the Autonomous Benthic
Explorer (ABE)11 during this same time-frame (unfortunately lost at sea near Chile in 2010),
7https://www.videoray.com/
8https://seagrant.mit.edu/
9https://auvlab.mit.edu/vehicles/
10https://gdmissionsystems.com/en/underwater-vehicles/bluefin-robotics/
11https://www.whoi.edu/oceanus/feature/abe-mdash-the-autonomous-benthic-explorer/
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and one of the most successful commercial AUVs, the Remote Environmental Monitoring
UnitS (REMUS)12, was developed by the WHOI Oceanographic Systems Lab in the 90s [3].
The decade starting in the year 2000 saw the maturation and commercialization of AUV
technology, with the continued improvement of its technological components, including sensor
miniaturization via MEMS processes, improvements in battery technology enabling longer
endurance, and algorithmic improvements in navigation and autonomy increasing reliability.
AUVs come in a variety of sizes, but generally all have a familiar torpedo-shaped body for
reducing drag and power-use and improving vehicle run-time. The largest vehicles, such as
the Bluefin-21, the REMUS 6000 and the HUGIN are between 50 cm to 90 cm in diameter,
weigh hundreds of kilograms, and can dive to depths of multiple kilometers. Mid-sized AUVs
such as the REMUS 600 and the Gavia have a diameter of 20 cm to 30 cm, and can dive to
a depth of up to 1 km. Man-portable AUVs are smaller, with a diameter of around 20 cm,
a weight of 30 kg to 100 kg, can dive to a depth of up to 200 m, and include the Bluefin-9
and REMUS 100. These vehicles are typically ballasted to have a slight positive buoyancy,
allowing them to surface automatically in cases of system failure – this means that they must
maintain forward thrust in order to remain submerged. Vehicle lengths vary between 1.5 m
to 6 m, and vehicle speeds can range between 0.5 m s−1 up to 3 m s−1. Torpedo-shaped AUVs
were originally focused for use in performing survey and mapping missions of the seafloor,
typically using sonar or camera sensors, where their high speed allows them to survey large
swaths efficiently; however, these vehicles are increasingly being used to collect water column
geochemical and oceanographic measurements [12].
A second class of AUV is known as the underwater glider, a concept originally developed
in the 1990s and motivated by the need to collect mid-column oceanographic measurements,
which the original propeller-driven AUVs were not designed for. Originally devised by Webb
and Stommel at Woods Hole, the concept of the glider was to make use of changes in buoy-
ancy for forward propulsion via ‘wings’ which impart a force during vehicle ascent or descent.
Changes in pitch and roll are achieved through the fore and aft and roll movement of an in-
ternal battery pack. Because these vehicles use very little energy to fill and empty a buoyancy
reservoir (and only at the end of an ascent or descent), its means of propulsion is extremely
efficient, using on average less than 1 W of power, and enabling several 1000 km long tran-
sects. Gliders such as the Slocum, WHOI Spray, and Seaglider can have an endurance of tens
to hundreds of days, with a forward speed of 0.2 m s−1 to 0.5 m s−1. Their low-power use and
consequent endurance make them ideal for sampling interior ocean properties, but limit the
sensors that can be included in their payload [13].
The past decade has also seen the development of hybrid ROV/AUVs that balance the
advantages and drawbacks of both types of underwater robot; these vehicles include the WHOI
12https://www.whoi.edu/what-we-do/explore/underwater-vehicles/auvs/remus/
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Nereus13, which was unfortunately lost in 2014 [14], and the Seaeye Sabertooth [15], vehicles
that would allow the operator to switch between a fast-moving survey mode, and a slow,
fine-control inspection and manipulation mode.
1.1.3 A New Generation: Low-Cost and Miniature AUVs and ROVs
The past few years has seen the rise of a new generation of low-cost and miniature underwater
vehicle, driven by further improvements in the miniaturization of computation and sensing,
as well as advances in additive manufacturing – in particular, 3D printing has enabled rapid
development and testing of these miniature AUVs, such as the Riptide micro-AUV, the eco-
SUB [190], and the Bluefin SandShark [189]. These AUVs have a diameter between 10 cm
and 15 cm and a length of 1–2 m, with a weight of 10 kg to 20 kg. They can generally dive to
around 200 m, and have a fairly low endurance on the order of 10 hours. Consumer ROVs,
such as the Blue Robotics BlueROV2, have also emerged, providing a platform inexpensive
enough for the average hobbyist to acquire. These miniature and low-cost underwater robots
hold the potential to democratize underwater robotics, but their low-cost and small size pre-
vent the use of traditional navigational and acoustic sensors, limiting their utility as a result
of their low navigational performance [190] [152] [153].
1.1.4 Current and Potential Applications
Far from being used only for their original applications of manipulation and seabed surveying,
ROVs and AUVs nowadays perform a wide variety of different applications. These include
sampling dynamic ocean processes as a Lagrangian point sampler, tracking ocean plumes,
mine countermeasures and harbor patrol, surveying the underside of ice-sheets, and detecting,
localizing and tracking acoustic sources in the ocean, among other things [16]. Here we
describe a few applications performed by these underwater robots, and illustrate how their
utility is directly reliant on their ability to accurately self-localize underwater, and to the
uncertainty of their position estimate – measurements gathered by an underwater robot are
only useful to human operators if they know where the data was collected from.
Surveying and Mapping
AUVs were originally designed to map and survey the seafloor, and this remains one of their
primary use-cases. Typically these vehicles are equipped with a sidescan sonar, which allows
them to acoustically image large swaths of the seabed either side of the vehicle – sidescan sonar
surveying has been used for mine detection [17] [18], analysis and characterization of seafloor
texture [19], for mapping and classifying benthic marine habitats [20], to image hydrothermal
13https://web.whoi.edu/hades/nereus/
N. R. Rypkema 31 of 277
Chapter 1. Introduction
plumes [21], and for search and salvage operations [22] [23]. Surveys often complement sidescan
sonar data with data from other sonars, such as multibeam or pencil sonars, which allow the
vehicle to generate bathymetric height-maps of the seafloor – multibeam sonars like these allow
operators to generate highly detailed maps, allowing them to analyze seafloor morphology,
detect coral mounds, and classify bottom types using acoustic backscatter [24]; AUVs mounted
with these sonars have also enabled novel applications, such as the acoustic imaging of the
underside of ice sheets and ridges [25] [26] [27], providing scientists with a direct measure
of changes to sea ice thickness over time; an additional sonar sensor known as a subbottom
profiler can also enable AUVs to image structures below the seafloor using low frequency
acoustics – the combination of these three sonar types allow oceanographers to map and
classify in great detail the structure and form of benthic habitats [28].
Sonars have also been used in conjunction with camera-based imagery for detailed mapping
in marine archaeology, using both AUVs and ROVs. Vision systems underwater require strong
artificial illumination, and rapid attenuation by water of frequencies in the visible wavelength
mean that imagery must be captured with the vehicle close to the object – as a result,
thousands of images of the object are often captured and mosaicking techniques are employed
oﬄine to ‘stitch’ together the scene of the seafloor or wreckage. Vision and sonar imagery
have been used together to map ancient shipwrecks by AUVs [29] and ROVs [30], as well as
to survey archaeological sites [31], reef and coral habitats [32], and hydrothermal fields [34].
More recently, structured light and laser-based approaches have been used on board ROVs
to perform very high resolution mapping of underwater objects and the seafloor [33] [35], in
which a line laser shone on the seafloor is observed by a single camera to capture shape and
structure.
Mapping and surveying remains one of the most important applications of underwater
robotics, and provides great utility to the operator in providing an understanding of the
makeup and formation of the seafloor and seabottom objects. In order to create these maps,
sensor data gathered by the robot is combined with its navigation and positional data oﬄine
to geo-reference sonar or visual imagery – as a consequence, the quality of the map, and
the accuracy of data positioned within it, are directly dependent on the estimate of vehicle
position [36]. These are just a few applications of AUVs and ROVs for mapping, with ever
more novel use cases being found in the fields of marine geology, fisheries, and oceanography.
The deployment of multiple low-cost AUVs has the potential to revolutionize many survey-
ing and mapping applications, simply through the ability to parallelize the mapping process
– whether through vision or acoustic imaging, the use of multiple vehicles has the potential
to speed up surveying, or to make maps more robust via the survey of a single area multi-
ple times. If multi-AUV deployments are made easier, it opens up the potential to survey
the same habitat more often, providing scientists with a better understanding of habitat and
environmental changes.
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Sampling and Tracking
The earliest AUVs were test-beds used to acoustically and physically sample oceanographic
processes, and nowadays all AUVs and ROVs carry a conductivity-temperature-depth (CTD)
sensor to measure seawater salinity. Some of the earliest concepts for the use of multiple
AUVs and gliders has been for the measurement and sampling of ocean processes to better
understand their spatiotemporal dynamics, as described by Curtin and Bellingham in [37].
To some degree this vision of mobile underwater sensor networks has been realized over large
spatial scales and low resolution using underwater gliders, primarily through the work of
Leonard [38] [39]. AUVs and ROVs have also been equipped with chemical sensor payloads
to sample and map chemical plumes such as methane [40], Rhodamine dye [41], and plumes
from hydrothermal vents [42], as well as from chlorophyll blooms [43].
There is a wide body of literature focused on using AUVs to dynamically track ocean
processes and plumes in the ocean, an application well-suited to these vehicles due to their
ability to autonomously direct themselves. AUVs have been used to track oil spills [44],
thermoclines or temperature gradients [45] [46], ocean fronts [47] [48], and oceanographic
plumes [49].
AUVs have also been used to detect and track acoustic sources. These include tracking
non-cooperative sources using a nose-mounted linear hydrophone array [50] [51], as well as
towed arrays [52]; bistatic and multistatic methods, in which a source is used to insonify an
area and a receiver on a single or multiple vehicles is used to detect and track reflective seabed
objects has also been demonstrated [53] [54] [55]; AUVs with towed arrays have also been used
to monitor and track natural acoustic events, such as ice cracking [56].
As with mapping and surveying applications, the use cases of sampling and tracking with
underwater robots has a strong need for accurate navigation, although this dependence is
somewhat weakened. Since sampling strategies are moving towards greater autonomy, with
vehicles dynamically altering their behavior to track and sample oceanographic processes, or
to detect and track acoustic events, the global position of these samples or events may have
less importance than their structure. In addition, various ocean processes happen on vastly
different temporal and spatial scales – depending on the type of process that is sampled, the
positional accuracy desired can range from sub-meter to multi-kilometer [57].
Multi-AUV missions have the greatest potential to make significant contributions in ap-
plications that involve sampling and tracking. One of the biggest challenges of sampling from
ocean processes is that of spatio-temporal aliasing – if samples are taken too far apart in
some combination of space and time, then the features of the process can not be resolved, and
may be attributed to either a spatial or temporal change [57]. The use of multiple vehicles
can break this trade-off between fine spatial or temporal sampling, by simply sampling the
process at multiple positions over the same timescale, effectively resolving this ambiguity. In
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terms of tracking, multi-AUV deployments also hold great potential to upend existing strate-
gies for acoustic event tracking, through the use of multiple vehicles as single elements in a
virtual acoustic array [59] [60] – such an array could be commanded to dynamically alter its
geometry, optimizing the placement of its ‘elements’ in order to track an acoustic event [58].
Inspection
ROVs have long been used to perform inspection and observation tasks, an application that
they are especially suited for due to their fine motion control. These applications use such
robots to inspect man-made underwater objects [10], including complex structures such as
subsea facilities [61] and ship hulls [62]. However, these inspection tasks are becoming increas-
ingly more automated, with specialty vehicles such as the Bluefin Hovering AUV (HAUV)
being used to autonomously scan and map ship hulls [63], generating motion plans dynam-
ically to inspect complex sections of the hull including the propeller [64]. These essentially
‘autonomous’ ROVs have also been used to inspect structures like hydroelectric dams [65].
Traditional torpedo-shaped AUVs have also been used for inspection tasks, in particular
the inspection of seabed pipelines and underwater cables [66] [67], tasks which are particularly
suited to them due to the length of this infrastructure, and the desire to autonomously detect
and track pipeline or cable features.
Recent work has also focused on acoustic inspection and classification of underwater tar-
gets using bistatic sampling techniques – acoustic energy reflected off a seabed object is
collected by an AUV, and is used to classify the object [68].
Inspection tasks such as these often use relative control algorithms to maintain a rela-
tive position between the vehicle and the object being inspected – as such, there is less need
for accurate global positioning. In addition, the presence of structures often mean that ad-
vanced processing techniques such as simultaneous localization and mapping (SLAM) and
photogrammetry are used for navigation. Multi-AUV deployments do have the potential to
impact these applications, but to a lesser extent than mapping or sampling – for example,
multiple vehicles can be used to ease the need to perform pipeline tracking perfectly, by fly-
ing vehicles in formation side-by-side. In addition, acoustic inspection of seabed objects via
multistatic scattering is a possible application of multiple AUVs.
1.2 Localization, Navigation, and Tracking
We have seen how AUVs and ROVs have revolutionized surveying, mapping, sampling and
inspection tasks in the ocean. This has been achieved through sophisticated and expensive
navigational sensors that allow these underwater robots to navigate and perform reliably
underwater. The drastically lower cost of the new generation of miniature underwater vehicle
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holds the potential to enable multi-vehicle deployments, but their size, cost, and power budget
unfortunately make these traditional navigational sensors ill-suited for these new platforms.
One of the primary contributions of this work is in providing a low-cost localization and
navigation suite that is well suited for this new generation of vehicles. In this section we
review current solutions for underwater vehicle navigation, and discuss some related concepts
from other fields which are relevant to the approach described in this work.
1.2.1 Underwater Navigation
Accurate localization for a robotic vehicle is often essential for the purposes of path planning
or geo-referencing of scientific measurements. For underwater robots, accurate and reliable
navigation in unstructured underwater environments is a major challenge: global positioning
system (GPS) and radio frequency signals do not work underwater, and communication is
unreliable and limited in bandwidth. Commercial AUVs typically rely on a DVL-aided inertial
navigation system (INS) [69] [70] to navigate between periodic GPS surface fixes to limit
unbounded error growth.
The Standard Navigation Technique
The vast majority of underwater vehicles navigate through the use of a DVL-aided INS to
estimate their longitudinal (x) and latitudinal (y) position; estimation of depth is decoupled
through estimation via a pressure sensor. Pressure sensors allow vehicles to easily and accu-
rately estimate their depth via a polynomial fit of pressure to depth developed by Fofonoff
using the hydrostatic equation and Knudsen-Ekman equation of state [183]. Depth estimates
using a pressure sensor typically have an uncertainty of 0.01% of their full scale, which trans-
lates to less than 7 cm [71]. Vehicles are also typically equipped with a GPS receiver, allowing
them to localize themselves when on the surface – absorption of the electromagnetic spectrum
by water prevents the use of GPS when submerged.
The workhorse navigational sensor for any conventional AUV or ROV is the Doppler
velocity log (DVL). The principle of the DVL is fairly simple: a set or array of transducers
are used to transmit an acoustic pulse, which is reflected off the seafloor and returns to
the sensor – since the vehicle is moving, these reflections are recorded by the transducers
with a frequency (or Doppler) shift that is proportional to the speed at which the vehicle
is moving; when compensated for with the orientation of the vehicle, the sensor is able to
determine the vehicle’s velocity in all three axes of the global frame. Older DVLs typically
use four transducers mounted at an angle to the seafloor in a Janus configuration, allowing
it to solve for the Doppler shift via the solution of four simultaneous equations [72]; these
DVLs are large, at approximately 20×20×20 cm and weighing about 15 kg. However, newer
DVLs are now available which used a phased array for digital beam steering, and which are
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significantly smaller and lighter (around 20× 10× 10 cm and 4 kg) allowing them to be used
on miniature underwater robots [73]. The DVL allows the vehicle to obtain accurate readings
of its speed-over-ground, with an uncertainty on the order of centimeters per second or less.
All underwater vehicles are equipped with an inertial measurement unit (IMU) or attitude
and heading reference system (AHRS). These sensors typically consist of a 3-axis accelerom-
eter, a 3-axis gyroscope, and a 3-axis magnetometer. An IMU and an AHRS differ in that
the AHRS will use the raw linear accelerations from the accelerometers, rotational velocities
from the gyroscopes, and heading from the magnetometers, and combine these measurements
to produce a vehicle attitude (orientation) solution – this is performed by estimating the
gravity vector using accelerations, and using this vector with integrated gyroscope velocities
to obtain an estimate of roll, pitch and yaw in the world frame. The cost of an AHRS can
vary drastically depending on the quality of the solution, and is mostly related to the noise
and drift inherent in the gyroscopes. AHRS that use MEMS gyroscopes cost less than $1000,
but drift at a rate of tens of degrees per hour; ring laser and fiber-optic gyroscopes cost tens
of thousands of dollars, but drift at a rate of less than a degree per hour. The magnetometer
within the AHRS assist in limiting this drift (which translates to a non-bounded drift in head-
ing) by providing a reference against the Earth’s magnetic field, but is subject to errors due
to environmental magnetic anomalies, as well as electrical currents within the vehicle itself.
The DVL and the AHRS are combined into a single inertial navigation system (INS),
known as a DVL-aided INS. The standard navigation technique for a conventional AUV is
to localize itself using GPS on the surface, and when submerged, propagate its position using
inertial navigation or dead-reckoning. Essentially, the speed-over-ground from the DVL and
the attitude from the AHRS are used to estimate the current vehicle position by integration,
usually through the use of an extended Kalman filter (EKF) [75]. However, since this tech-
nique has no absolute measure of vehicle position when underwater, the error from inertial
navigation grows unbounded [74], and must be ‘reset’ periodically by surfacing to receive an-
other GPS fix. A typical AUV using a high-grade MEMS IMU will typically have an inertial
navigation drift of 1%-5% of distance traveled [149], while those with a fiber-optic gyro can
achieve error rates of 0.1%-1% of distance traveled [76].
To bound the error growth of inertial navigation, underwater vehicles often make use of
external localization techniques that provide them with some global measure of vehicle posi-
tion. These approaches generally fall into two categories: acoustic or geophysical positioning
[77] [78] [79].
Geophysical Localization Techniques
Geophysical techniques include terrain relative [80], visually-augmented [81], and sonar-aided
navigation [82]. These approaches generally sense features in the environment, either through
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measurements of altitude, or through visual or acoustic imaging, and use those features to
place themselves within a known map. Alternatively, image based approaches can estimate
the vehicle’s change in position by the relative offset between consecutive images. Although
terrain relative and visually-augmented navigation can be performed with inexpensive, low-
power sensors (altimeter and camera respectively), both have drawbacks; the former requires
prior maps of the seafloor, which often lacks features and is vulnerable to environmental
change, and the latter can only be performed in clear water, or using high-power lighting.
Sonar-aided navigation requires costly sidescan [84] or imaging [83] sonars.
Acoustic Localization Techniques
In contrast, environmental conditions have comparatively less effect on acoustic positioning
approaches, and localization is possible with the use of cheap hydrophones. Classical acoustic
systems use multiple distributed transponders in fixed positions which respond to vehicle
ranging requests, allowing AUV self-localization via trilateration and two-way travel-time
ranging [75]. One limitation of these so-called long baseline (LBL) or short baseline (SBL)
systems is the time and expense associated with setting up the network of beacons. Early work
by Newman and Leonard [85], Vaganay [86] and Curcio [87] sought to improve ease-of-use of
LBL systems, by removing the need to manually geolocate the transponders either through
simultaneous localization and mapping (SLAM) techniques, or by using surface vehicles with
high GPS navigation accuracy as mobile transponders in a moving LBL approach. However,
even with these improvements, these approaches always retain the disadvantage of requiring
multiple transponders, which adds to cost and carries a penalty in terms of setup time or
communications.
Ultra-short baseline (USBL) and inverted USBL (iUSBL) systems also exist, which are
able to provide a full navigation fix using a single transponder. This transponder contains an
acoustic receiver array that is used to interrogate the vehicle; the relative range and bearing
from the transponder to the vehicle is then determined from the response using two-way
travel-time and phase differencing, and vehicle position is estimated via triangulation. Recent
work by Hodgkinson [89] and Morgado [90] have verified the feasibility of the iUSBL approach,
enabling an AUV to self-localize through the fusion of triangulated acoustic measurements
and odometry.
Unfortunately, the use of two-way travel-time in these approaches means that each AUV
must carry an active acoustic system to transmit ranging requests, increasing price and com-
munications cost. In addition, this severely restricts scalability, since the acoustic channel
must be time or frequency shared across multiple AUVs and transponders. These limitations
have recently been overcome with the advent of chip-scale atomic clocks (CSACs), which
enable one-way travel-time (OWTT) ranging by synchronization of the clocks on both the
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vehicle and transponder/s. These CSACs can enable OWTT LBL systems, as demonstrated
in recent work by Melo and Matos [88], and have also enabled single-beacon OWTT naviga-
tion approaches such as those first outlined by Eustice [91], and improved upon by Webster
[92]; these methods accrue OWTT range measurements over time and fuse them with dead-
reckoning to bound positional error growth. Recently, work performed by Claus and Kepper
have demonstrated closed-loop results of this single-beacon, one-way ranging approach using
an EKF and a particle filter [93]. Unfortunately, these approaches require the vehicle to re-
ceive multiple range measurements from a variety of relative bearings in order to attain a
suitably unambiguous positional fix.
The work detailed in this thesis overcomes many of the limitations of classical acoustic
positioning systems, including price, communications cost, ease of use, and scalability, through
an approach first suggested by Jakuba [95]. The approach suggested combines the advantages
of OWTT passive reception, and the use of an inverted USBL receiver to semi-passively
localize the vehicle relative to an acoustic source, providing an analysis of simulation results
to demonstrate its feasibility.
1.2.2 Related Above-Water Localization Techniques
Although the vast majority of above-water robotic vehicles primarily make use of GPS for
localization, there is a handful of work in above-water robotic navigation that is conceptually
closely related to the work detailed in this manuscript. We describe this literature here, with
acoustic and radio-based techniques that determine the range and bearing of the robot from
a source being of particular interest, since these approaches use similar operational principles.
Radio Localization
Although not a robotic navigation system, early work in aerial and marine navigation led
to the development of the Tactical Air Navigation System (TACAN). This system was de-
veloped in the 1950s, stemming from initial radio transponder navigation systems developed
during World War II. TACAN emphasized the need for both bearing and range measurements
from the aircraft to a single ground-based radio transponder, working over ranges of around
400 km, and allowing up to 100 aircraft to obtain relative bearing and range measurements
simultaneously with high accuracy. Range is obtained via a two-way travel time interrogate-
respond scheme, while bearing was determined by either physically or digitally rotating the
beampattern transmitted by the transponder, allowing the aircraft’s receiver to detect the
amplitude-modulated signal. With the transponder pointing in a known fixed direction, and
the rate of rotation known, the aircraft would thus be able to determine its relative bearing
[96]. Thus, transponder-based range and bearing localization systems have long been in use,
and were common before the advent of GPS.
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More recent work by Cliff [97] has seen the use of a directional radio antenna mounted
on a multirotor Unmanned Aerial Vehicle (UAV); consecutive relative bearing measurements
made by the antenna are fused with orientation information from the UAV in a grid-based
Bayesian filter to localize and track a radio-tagged bird online. These results built on previous
work by Posch [98] in which he used a similar Yagi directional antenna and a particle filter
to track a radio tag in simulation. A similar approach was demonstrated indoors by Isaacs
[99] to localize a radio-frequency (RF) beacon, and this line of work continues with the use
of additional directional antennas in work by Dressel [100] which again uses a discrete Bayes
filter for the localization of an RF tag.
Acoustic Localization
Some early work in which the topics of acoustic source localization and robotics were first
combined include that of Valin [125], in which a mobile robot was equipped with an array of
microphones to localize sounds of interest in a room via time difference of arrival (TDOA)
direction of arrival (DOA) estimation. This work was extended to perform DOA estimation
of multiple acoustic sources by a mobile robot using a cascaded beamforming and particle
filtering processing stack [101]. In general, a large variety of approaches have been used to
address this problem of sound localization in the context of human-robot interaction, using
various combinations of DOA estimation and Bayesian filtering approaches to detect and track
the source. DOA estimation has been performed by robots using TDOA approaches, most
often using generalized cross-correlation (GCC) methods, in which the signals from pairs of
elements are cross-correlated to obtain a set of TDOAs which form a system of equations
that can be solved simultaneously [126] [128] – this approach has been demonstrated in nu-
merous experiments [125] [102] [103]. Beamforming methods have also been used, including
conventional beamforming [101] [104] and the steered-response power (SRP) method [104]
[106] [105]. A number of Bayesian filtering techniques have been incorporated with these
DOA methods to track sound, including Kalman filtering [102], particle filtering [101] [107],
and SLAM approaches [108] [109] [110]. In general, robot audition and acoustic localization
is an active field of study, and good reviews of the field can be found at [111] and [112]. The
majority of approaches use a TDOA scheme due to its computational efficiency, and because
the unknown structure of the source signal means that performing multiple cross-correlations
via the GCC improves detection of the vocal audio that the system desires to track.
In the context of above-water robot localization using acoustics, the state of the field is
immature, but a few studies have been performed. Early work by Wang [113] used a speaker
mounted on a ground robot and an array of 24 microphones distributed around a room to
localize the robot using the SRP method under a near-field assumption. More recently, an
inversion of this approach was demonstrated by Ogiso [114], in which four speakers were
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placed around a room, and self-localization of a robot equipped with a microphone array was
performed via an EKF with DOA measurements. Lin [115] was one of the first to demonstrate
the possibility of cooperative relative acoustic localization with a team of three ground robots
– in this work, each robot was equipped with a pair of microphones and a speaker; relative
range between robots was determined via an interrogate-response scheme, while bearing was
calculated using TDOA with the GCC method, with measurements fused via a particle filter.
A more recent set of work by Basiri has extended this approach to aerial vehicles; this includes
a tetrahedral microphone array mounted on a fixed-wing micro air vehicle, which used TDOA
DOA estimation with particle filtering to perform bearing-only localization of an emergency
whistle [117]; this work was extended to multiple fixed-wing vehicles, each equipped with a
piezoelectric speaker, to localize the group via bearing-only estimates with a particle filter
[118] and an EKF [119]; the same system on board pocket sized and standard quadrotors
equipped with microphone arrays in outdoor and indoor settings was demonstrated in [116],
using both passive and active sources. This set of approaches all used TDOA estimation for
bearing-only acoustic localization, but also demonstrated the concept of navigating vehicles
relative to each other via acoustic sources.
The concept of relative navigation illustrated by the TACAN system and by audio-based
navigation approaches of Lin and Basiri is particularly useful to our work, and demonstrates
that the idea of localizing a vehicle against a static beacon or a moving beacon is feasible and
has utility. The work of Basiri in particular provides inspiration in the idea of acoustically
navigating a robotic vehicle relative to a mobile acoustic source, demonstrated in his leader-
follower aerial vehicle experiments in [116]; although the use of TDOA approaches is less
attractive to us than beamforming-based approaches due to reduced robustness, and the
addition of range measurements would drastically improve accuracy, the use of particle filtering
for Bayesian estimation in acoustic localization context provided some inspiration for our work.
1.2.3 Acoustic and Radar Tracking
The approaches used for acoustic localization in the previously discussed literature make
use of array processing and source localization and tracking techniques developed over many
decades, stemming from work in the fields of acoustic and radar tracking.
Direction of arrival (DOA) estimation using phased arrays has a long history and is a very
mature field of research; as such, we do not provide the reader with individual references, and
instead point the reader to excellent reviews of current techniques [120] [174] and provide a
very brief overview of the major approaches. The earliest approaches for DOA estimation were
based on beamforming techniques [121], the conventional approach of which is to use the posi-
tions of the elements in the array and the theorized direction of the incoming signal to delay in
time (or shift in phase) the signals as received by all elements – if the direction is correct, then
40 of 277 N. R. Rypkema
Chapter 1. Introduction
this spatial filter aligns all signals constructively [158]. This conventional beamformer (CBF)
has fairly poor performance in distinguishing sources spaced closely together, and so due to the
desire to improve this angular resolution, techniques to reduce the beamwidth were developed,
which are described as so-called adaptive or super-resolution (subspace-based) beamforming
methods. In the presence of multiple sources, Capon’s method, or the Minimum Variance
Distortionless-Response (MVDR) beamforming method, seeks to minimize the average out-
put power while passing a signal arriving from the theorized direction [122]. The Multiple
Signal Classification (MUSIC) method was also developed to improve angular resolution to
detect multiple sources, and works by exploiting the structure of the autocorrelation matrix
– essentially, the autocorrelation matrix is eigen-decomposed into sub-matrices which contain
only the source signals, and beamforming is applied by weighting these components [123].
Another high-resolution DOA approach is known as Estimation of Signal Parameters via Ro-
tational Invariance Technique (ESPRIT), which also uses the structure of the autocorrelation
matrix – in this approach, the array is assumed to contain at least two identical subarrays,
which are separated by some distance; these two subarrays experience a delay in the signals
received on their elements, due to the distance between them, which ESPIRIT uses to solve
directly for the DOA via root-finding of the two (or more) simultaneous equations related
by the displacement of the subarrays [124]. Alternative approaches for DOA estimation are
based on time difference of arrival (TDOA), in which the difference in time at which the signal
is received by multiple elements is estimated, typically using the generalized cross correlation
(GCC) family of methods [157]; the output of this cross-correlation for every pair of elements
in the array is used to estimate the TDOA of element pairs, and the DOA is usually solved
via the optimization of a nonlinear set of simultaneous equations [126]. This method was ex-
tended into a hybrid TDOA/beamforming method known as steered response power (SRP),
in which the estimates of the TDOA for element pairs are aligned via a spatial filter over a
set of candidate source positions, either assuming a theorized near-field position or theorized
far-field direction [127] [128] [129]. Rather than improving angular resolution algorithmically,
improvements were also gained by simply increasing the number of elements in the array
and developing techniques to process those elements more efficiently. One of the techniques
developed is known as subarray processing, and effectively performs digital beamforming on
sets of elements within subarrays, then uses these sets as ‘elements’ of the larger array for
beamforming [130]. The design of how such subarrays are selected is a small but active area
of research [131] [132].
It is important to note that the trend of DOA research toward larger arrays and algorithms
for improved angular resolution has been driven by the desire to detect and localize multiple
radio-frequency or acoustic sources; this has led to more computationally and architecturally
complex systems which require a large amount of computing power. This direction of research
is somewhat orthogonal to ours, since in our work we assume the presence of only a single
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source, and we emphasize the need for efficiency in computation and memory.
The source tracking problem can be considered as a dualism for positioning, and has been
studied extensively in the context of acoustics and radar. These approaches generally make
use of Bayesian filtering methods, with books available detailing radar tracking using Kalman
filtering [133], particle filtering [134] [135], as well as covering both approaches [136]. With
the need to track multiple targets, more recent approaches include particle filters for multi-
target tracking [137], Kalman filtering with Gaussian mixtures [138], Guassian sum filtering
[139], and variations of the probability hypothesis density (PHD) filter [140] [141]. Numerous
studies have also been performed on the accuracy of target tracking applications, including the
work of Moura [142], which derives analytical bounds on accuracy using a linear array under
certain assumptions on source movement, as well the sensitivity of the solution to parameters
such as signal-to-noise ratio (SNR) and range. In general, our work does not provide any
theoretical guarantees such as these.
Similar to the trend of developing DOA estimation algorithms with improved angular
resolution in order to better track multiple targets, work in tracking and filtering methods
has tended to focus toward the multi-target application. Again, these approaches are of less
interest to us, since we have the luxury of tracking a single target.
1.3 Demonstrated Multi-AUV Deployments
Since one of the primary goals of this work was to enable multi-AUV deployments, we briefly
discuss some of the relevant and latest literature in the field of multi-AUV systems, limiting
ourselves specifically to work that contains experimental results. Earliest experimental work
in multi-AUV deployments include the work of Fiorelli [38], which concentrated on the de-
ployment of three gliders in formation as well as a propeller-driven AUV to perform gradient
climbing and sample temperature gradients. In these experiments performed in Monterey Bay
in August of 2003, the gliders surfaced every two hours, at which point they communicated to
a centralized computer in order to update their mission based on a virtual potential formation
control scheme; thus centralized command and control was performed iteratively by calculat-
ing desired waypoints at this central computer, and broadcasting them to the fleet when the
vehicles surfaced. Additional results from these experiments were reported by Leonard [39],
which she used to derive further control laws for coordinated optimal sampling for a follow-up
experiment planned at the time for August 2006.
This system was expanded upon in the work of Paley [143] into a full centralized command
and control architecture called the Glider Coordinated Control System (GCCS), in which
ocean models were simulated to predict glider motion when underwater, and updated with
glider GPS position when they surfaced, with communications between the vehicles and the
land-based GCCS occurring over the Iridium satellite network. Predicted positions of the
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gliders were used to update control laws in the GCCS to perform desired missions and complete
scientific objectives, with these coordinated trajectories transmitted and uploaded to the
gliders upon surfacing. The system was validated with experimental deployments in Buzzards
Bay in March 2006, demonstrating successful coordination when tidal flow was weak, but
performance degraded substantially during periods of strong tidal flow.
This line of work ultimately led to the largest and longest deployment of multiple under-
water vehicles to date, in which Leonard and others deployed a fleet of 10 gliders, 6 of which
operated continuously for 24 days, with the desire to sample intermittent upwelling events in
Monterey Bay in August of 2006 [144]. Again, the GCCS was used to predict glider trajecto-
ries using ocean models, and updated plans were transmitted to each glider upon surfacing,
demonstrating sustained and automated coordinated control of these gliders.
Other examples of multi-AUV deployments include work by Das [145], in which a propeller-
driven AUV and a glider were simultaneously deployed to observe the evolution of phytoplank-
ton blooms in Monterey Bay in 2010. These deployments were performed as independent
stages in the overall experiment, where assets were deployed each day and retrieved, their
collected data analyzed in a central command room where the following mission was planned
and the assets redeployed. Another example of experimental work in which multiple AUVs
and gliders were essentially programmed to operate independently via a central command was
recently demonstrated by Branch in May of 2017 [146]. In these experiments, each vehicle
operated independently using an adaptive behavior to detect temperature fronts; upon sur-
facing, data uploaded to the central command was used to update an estimate of the front
location, which was then used to transmit commands to the vehicles to transect this new
front estimate. Work by Claus [93] performed in the fall of 2016 also demonstrated a similar
operating paradigm in which two AUVs were operated together as independent platforms, but
whose positions were augmented via range measurements to a single acoustic beacon. The
issue with approaches such as these, where vehicles are periodically coordinated via a central
command and control structure upon surfacing, is that their utility is limited to vehicles that
operate over large spatial and temporal length scales, such as gliders, where precise sampling
is of less importance, or they require the use of vehicles with high-grade navigational sensors.
Alternatively, field experiments have also been demonstrated in which multiple AUVs op-
erate in a coordinated fashion, without the need to surface and transmit data to a centralized
command. This includes early work by Soares [148], in which two leader AUVs transmitted
their heading information via their acoustic modems to a single follower AUV; these bidirec-
tional acoustic messages enabled the follower vehicle to determine its range to both leaders
and maintain its position between them, as experimentally demonstrated in a saltwater bay in
Lisbon in June of 2012. Early work by Petillo [149] also experimentally demonstrated the use
of two AUVs for the adaptive detection and characterization of internal waves in the Tyrrhe-
nian Sea in August of 2010; during these experiments, a follower AUV adaptively trailed a
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leading AUV, with both vehicles dynamically modifying their depths to maintain position
within a thermocline in order to characterize the internal wave structure. Acoustic modems
were used to communicate relevant information between the two vehicles as well as a topside
ship-based command center. Other experiments include those performed by Walls [150], in
which two AUVs demonstrated a cooperative localization scheme where OWTT range factors
between the vehicles were communicated to each other acoustically, and used within a factor
graph framework for localization. More recently, in 2013 and 2014, Lin [147] performed a
two-AUV deployment, where each vehicle was equipped with a stereo hydrophone system to
estimate the relative distance and bearing to an acoustic transmitter tag for the tracking of
marine life; the AUVs each exchanged their estimate of the tag location via acoustic modems,
allowing each to fuse the other’s estimate of tag position into their own solution; this system
was used to autonomously track and follow the tag as it moved. The issue with these in-
situ coordinated approaches is that they require active bidirectional communications between
vehicles, which limits their scalability for large groups of vehicles.
1.4 Motivation
The previous section has illustrated how autonomous underwater vehicles (AUVs) and re-
motely operated vehicles (ROVs) have become an invaluable asset for defense, industry, and
oceanography, having expanded dramatically out of their original application areas of seafloor
mapping, and inspection and intervention. Applications range from acoustic and visual sur-
veying, to mine countermeasures and inspection, to chemical and biological sampling, and
adaptive plume and target tracking. We have seen how this rise in their use has been driven
by improvements in their reliability, in a large part thanks to the development of sophisticated
navigational sensors, namely the Doppler velocity log (DVL) and the high-grade attitude and
heading reference system (AHRS), which allow them to perform inertial navigation to a high
degree of accuracy. This improvement is a double-edged sword, however – the high cost,
power use, and size of these sensors mean that conventional vehicles are large and expensive.
This cost has stifled the democratization of this technology, and hindered its widespread use.
The size and complexity of these vehicles has also meant that their deployment is unwieldy
and expensive, often requiring specialized personnel for their operation, and often with the
need of a support vessel, driving up operational expenses. As a result, vehicle operators tend
to be very risk averse.
The risk averse nature of operations, as well as the fundamental limitations of the under-
water environment, has meant that multi-AUV operations are rare. The acoustic channel is
highly limited in bandwidth and channel capacity, restricting communications between vehi-
cles, as well as limiting scalability due to the need to time or frequency share the channel –
as a result, multi-vehicle cooperative navigation schemes are limited in scale. Alternatively,
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multi-AUV operations that limit inter-vehicle communications need significant operator in-
put for planning and execution of individual vehicle missions, requiring several personnel at
considerable expense.
The recent emergence of simpler, low-cost and miniature underwater vehicles in the com-
mercial and consumer sector has the potential to upend the current operating paradigm of
large and expensive vehicles deployed with the assistance of support infrastructure. With
each vehicle in the tens of thousands rather than hundreds of thousands or millions of dollars,
riskier autonomous behaviors and adaptive networks or formations of vehicles are a potential
reality. However, these vehicles lack the strap-down sensors used on more conventional ve-
hicles to improve navigation, including the DVL and high-end AHRS. The limited payload
space and on-board power of these small vehicles mean that adding these devices would be
impractical or impossible due to their size, the increase in per-vehicle cost, or the impact on
vehicle runtime.
The primary motivation of this work is to enable the democratization of underwater vehicle
technology by providing a low-cost navigation suite that is well suited to this new generation
of inexpensive and miniature underwater vehicle. A secondary motivation is to enable multi-
AUV deployments using the same navigation suite. In order to achieve this, the system
must be scalable, low-power and low-cost, and ideally easy to deploy. By providing such a
navigation suite, we hope to work towards the more ubiquitous use of underwater robots, both
by making these vehicles more widely available and accessible, as well as enabling multi-vehicle
deployments that are more user-friendly.
1.5 Contributions
The major contribution of this thesis is the design and development of a low-cost, low-power,
self-contained acoustic navigation system ideally suited for the new generation of inexpensive
and miniature underwater robot. The system is distinguished by the use of a single acous-
tic navigation beacon, which periodically broadcasts a signal, and a passive receiver array
mounted on the vehicle, which is time-synchronized to the beacon and processes the broad-
cast signal to determine range and angle to the navigation beacon. The navigation system
has three defining characteristics: (i) the passive nature of the receiver and the use of a single
active beacon means that the system is scalable to an arbitrarily large number of vehicles,
all of which can use the system to navigate concurrently; (ii) the passive receiver and sin-
gle beacon allow the system to be low-cost and low-power, preserving vehicle run-time and
maintaining the vehicle’s base price; and (iii) use of a single beacon makes the system easy
to deploy and intuitive to use. The passive nature of the ultra-short baseline (USBL) array
mounted on each vehicle has led us to describe this method of acoustic navigation as Passive
Inverted Ultra-Short Baseline (piUSBL) navigation.
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Figure 1.2: One of our commercial Bluefin SandShark autonomous underwater vehicles
(AUVs), Quokka, outfitted with our low-cost navigation system.
The piUSBL navigation system has been implemented on a fleet of three small and low-cost
Bluefin SandShark AUVs, as pictured in Fig. 1.2, each of which is 12.4 cm in diameter, about
105 cm long, and weighs around 12 kg. Closed-loop, online navigation with this system is
performed fully on-board each vehicle, using an embedded, single-board computer. Repeated
deployments of all three AUVs has demonstrated the system’s ability and robustness in en-
abling simultaneous multi-AUV navigation, validated with over 36 hours of vehicle runtime
over multiple experiments.
This thesis also presents secondary contributions in array processing and multi-AUV oper-
ations. An efficient method for direction of arrival (DOA) estimation has been developed via
beamforming on pairs of array elements, which significantly reduces computation time and
memory use for small arrays. A novel operational paradigm, which we term relative naviga-
tion, has also been developed, in which vehicle behaviors are designed within a beacon-centric
frame of reference, and switching between these behaviors is made possible by the transmis-
sion of different signals from the beacon. Experiments using this operating paradigm have
validated its utility as a means of intuitively and easily commanding and controlling a fleet
of AUVs.
1.6 Thesis Organization
The remainder of this manuscript is divided into the following six chapters:
• Chapter 2 – Passive Inverted Ultra-Short Baseline Positioning: The Proto-
typical System: This chapter introduces the system design of Passive Inverted Ultra-
Short Baseline (piUSBL) navigation, outlines the major technical concepts that underly
its operation, and details the prototype implementation of the system on a low-cost,
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miniature AUV. Initial results of the navigation approach are presented from experi-
mental deployments of the prototype system, and reflections and lessons learned from
these experiences are detailed, informing subsequent improvements to the system.
• Chapter 3 – Improving Processing Speed: The Sequential Monte-Carlo Beam-
former : This chapter introduces an improvement to the Bayesian processing approach
used to fuse acoustic and odometry information in the piUSBL navigation system. By
tightly coupling the conventional beamformer (CBF) and the particle filter, real-time,
closed-loop navigation is made possible. Experimental results of closed-loop navigation
are provided using our prototype system, as well as with an implementation of the sys-
tem on a Bluefin-21 AUV, demonstrating its utility for expensive and large conventional
AUVs. The concept of relative navigation is introduced with a demonstration of the
system enabling the Bluefin-21 to home-in on a moving beacon.
• Chapter 4 – Improving Measurement Precision: Element Pair Decompo-
sition Beamforming : This chapter introduces a novel direction of arrival (DOA)
estimation method called element pair decomposition (EPD) beamforming. By con-
structing the direction measurement via beamforming on pairs of elements in the array
along coning angles, we are able to substantially reduce computation time and memory
use, which consequently enables us to drastically improve the resolution of the acous-
tic direction measurement. The development of EPD beamforming is detailed, and its
properties in terms of accuracy, speed and memory usage against the CBF are analyzed.
• Chapter 5 – Testing the Pipeline: System Verification and Evaluation: This
chapter provides a comprehensive evaluation of the entire piUSBL system stack with
an implementation of the system on a autonomous surface vehicle (ASV). Comparison
of the positioning solution from piUSBL against differential GPS (DGPS) allows us to
analyze and verify its accuracy, providing us with a quantitative measure of its ability
to localize underwater vehicles. The implementation of the piUSBL navigation suite on
our fleet of three commercial Bluefin SandShark AUVs is also provided, along with a
description of the calibration procedures required.
• Chapter 6 – Experiments with Multiple Autonomous Underwater Vehicles:
Relative Navigation using piUSBL: This chapter details the novel operational
paradigm of relative navigation, including the method of commanding various vehicle
behaviors via the transmission of different acoustic signals, and the method of fleet-wide
control via the movement of the beacon. Extensive experimental results are provided of
multi-AUV deployments, demonstrating the navigational ability of the piUSBL system.
Proof-of-concept multi-AUV missions are also described.
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• Chapter 7 – A Vision of Ubiquity: Closing Remarks and the Future: This
chapter concludes this manuscript, providing the reader with a summary of the contri-
butions of this thesis, as well as the direction of ongoing and future work.
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Passive Inverted Ultra-Short
Baseline Positioning:
The Prototypical System
2.1 Introduction
P
assive Inverted Ultra-Short Baseline (piUSBL) positioning uses well-established
technological elements and data processing techniques. In December of 2015,
Bluefin Robotics in partnership with the Defense Advanced Research Projects
Agency (DARPA) provided the Massachusetts Institute of Technology (MIT)
Laboratory for Autonomous Marine Sensing Systems (LAMSS) with a prototype low-cost,
miniature autonomous underwater vehicle (AUV) as part of the DARPA ADAPTable sensor
system (ADAPT) program; (a modified design of this AUV would eventually go on to become
the commercially available Bluefin SandShark micro–AUV). With the availability of this
platform and necessary technological components, we designed a payload for this vehicle and
built it in close cooperation with Bluefin; this prototypical system provided the first practical
demonstration of piUSBL positioning, establishing the feasibility and utility of this approach
for navigating this newly emerging class of low-cost, low-power, miniature underwater vehicle.
In this chapter we detail the prototypical hardware and software elements that are fundamen-
tal toward enabling piUSBL positioning, provide results from experiments conducted using
this prototype, and walk through the insights gained from these results – insights that in-
spired the necessary subsequent system modifications that allowed us to demonstrate robust
and accurate navigation using piUSBL on a fleet of three commercial SandShark AUVs almost
three years later.
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Figure 2.1: General system diagram of piUSBL positioning – the acoustic beacon periodically
broadcasts a stored acoustic signal; the acoustic receiver has an accurate clock that enables
the synchronous recording of this signal, which is then processed to obtain range and angle
measurements that are ingested by a Bayesian filter and/or smoother.
2.2 System Design
The piUSBL system has two fundamental elements: the acoustic beacon, which periodically
broadcasts an acoustic signal, and the acoustic piUSBL receiver, which synchronously mea-
sures and records this acoustic signal. The piUSBL receiver has three characteristics that
distinguish piUSBL positioning from other approaches to acoustic positioning: first, the re-
ceiver must be time synchronized to the acoustic beacon; second, the receiver must contain
an ultra-short baseline (USBL) array of passive acoustic sensors; and third, the receiver must
be vehicle-mounted. The first two characteristics allow the vehicle to passively measure the
one-way travel-time (OWTT) between the beacon and the AUV, and the third characteristic
is the inversion of the prevailing USBL paradigm in which a USBL transceiver is mounted on
the topside platform rather than subsea platform1 – the name Passive Inverted Ultra-Short
Baseline positioning is thus a reference to the passive and inverted nature of the acoustic
receiver. As a result of its design and as previously mentioned, the piUSBL system has two
substantial advantages over existing acoustic positioning systems: (i) the use of a single bea-
con reduces system cost and significantly improves ease of deployment; and (ii) the completely
passive nature of the receiver reduces power use and cost, and enables the navigation of an
arbitrarily large number of underwater vehicles using just one beacon.
1The terms ‘topside’ and ‘subsea’ are standard in underwater and marine operations; ‘topside’ refers to
platforms above the water, such as a deployment ship, mooring or dock; ‘subsea’ refers to underwater assets,
such as a towfish or underwater vehicle.
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The components of our piUSBL system are outlined in Fig. 2.1, generalized for use on
an arbitrary robotic platform. In brief, the system flow is as follows: the acoustic beacon
broadcasts a user-defined acoustic signal into the water when triggered by the rising edge of
the pulse-per-second (PPS) signal from a global positioning system (GPS) receiver; simulta-
neously, the piUSBL receiver is triggered to record acoustic measurements sensed by an array
of hydrophones using a digital acquisition device (DAQ) – triggering of this DAQ is performed
using a PPS signal that has been synchronized to the beacon prior to vehicle deployment,
using either a highly-accurate clock, or, if a surface tether is available, another GPS receiver;
digitized acoustic data is then processed to obtain range and angle measurements via matched
filtering and beamforming; finally, acoustic range and angle is fused with vehicle odometry and
inertial measurements using a recursive Bayesian filter or smoother to generate an estimate of
vehicle state, which is made available to the main vehicle computer for feedback control. Note
that the system is platform agnostic, and components may be substituted without altering
the spirit of the piUSBL approach – as we mentioned, its defining characteristic is the use of
OWTT range and angle from the platform to the beacon.
2.3 Hardware
Throughout this thesis, we make use of a number of different platforms, including miniature
and large AUVs, and an autonomous surface vehicle (ASV), each of which are outfitted with
a piUSBL receiver. The piUSBL system has slightly different specifications for each of these
vehicles, but each specific implementation shares many commonalities; system configurations
specific to each platform are introduced within the chapters in which they are used, but for
the sake of convenience common system elements are outlined here.
2.3.1 Acoustic Beacon
The acoustic beacon used by piUSBL comprises of five components, shown on the left of
Fig. 2.1. The first is a GPS receiver (our beacons use either a Garmin GPS 18x LVC puck2,
or an Adafruit Ultimate GPS Breakout Version 33), which outputs a GPS PPS signal. This
PPS signal is monitored by a digital pin on an Arduino Uno micro-controller4, allowing it to
detect the rising edge of the signal and command the playback of a user-defined WAV signal
stored in an SD card on an attached Adafruit Wave Shield3. The output jack of the Wave
Shield is connected to a Lubell 3400 60 W amplifier5, which amplifies the acoustic signal and
broadcasts it into the water via a Lubell LL916C underwater speaker5 (alternatively, the less
2https://www.garmin.com/en-US/
3https://www.adafruit.com/
4https://www.arduino.cc/
5http://www.lubell.com/
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powerful Lubell UW30PA 30 W amplifier and UW30 speaker can be used). The result is a
custom-designed and built underwater acoustic beacon that periodically broadcasts a user-
defined acoustic signal at a rate of 1 Hz with a jitter of less than 1 ms (qualitatively measured
using an oscilloscope). Very consistent timing on the firing of the beacon is necessary in
order to obtain precise range measurements – a 1 ms delay translates to an error in range of
approximately 1.5 m; although this jitter can be improved through custom designed circuitry,
the Arduino Uno and Wave Shield provide an accessible and low-cost electronics design for
the beacon. The Arduino code for our beacon is publicly available6.
2.3.2 Passive Inverted Ultra-Short Baseline Receiver
Although the operating principle of the piUSBL receiver is identical on each platform, the
hardware that the passive acoustic receiver consists of differs slightly by vehicle. As illustrated
in the center of Fig. 2.1, the piUSBL receiver passively detects the broadcast acoustic signal
and enables the vehicle to instantaneously determine the range and angle to the beacon in the
vehicle body-fixed frame (BFF). The receiver includes a USBL array, consisting of multiple
High Tech Inc. HTI-96-Min hydrophones7 with current-mode pre-amplifiers. This array is
rigidly attached to the vehicle, and the acoustic energy it measures is converted into a voltage
signal and filtered using a passive resistor-capacitor bandpass circuit (10 ≤ fc ≤ 160× 103 Hz),
before being converted into a digital signal using a Measurement Computing USB-1608FS-
Plus DAQ8. In order to synchronously start the digital conversion in sync with the broadcasts
of the beacon, the DAQ is triggered to record using the rising edge of a PPS signal on-board
the vehicle that has been synchronized to the beacon PPS signal prior to launch. This
synchronization is achieved in one of two ways: if the platform has access to the surface (in
the case of an ASV or if there is a tether), then the DAQ is simply triggered using the PPS
signal from a GPS receiver, as in the case for the beacon; if the platform is an untethered AUV,
then a highly accurate and precise chip-scale atomic clock (CSAC) is employed to generate
a synchronized PPS signal – we use the Microsemi Sa.45s CSAC9 integrated on the Jackson
Labs CSAC GPSDO module10. These CSACs will typically drift by less than 100 µs per
24 h in holdover, assuring accurate synchronization, with a jitter of approximately 80 ps. The
DAQ is programmed to record a user-defined number of samples of acoustic data (allowing the
user to dictate maximum sensing range) at a user-specified sampling rate from each element
of the array after each triggering event, with this raw acoustic data made available to an on-
board Raspberry Pi 3 computer11. When combined with vehicle attitude (orientation) from
6https://github.com/nicrip/Lubell/
7http://www.hightechincusa.com/
8https://www.mccdaq.com/
9https://www.microsemi.com/
10https://jackson-labs.com/
11https://www.raspberrypi.org/
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Figure 2.2: Prototype Bluefin SandShark AUV outfitted with our piUSBL payload – the rear
third of the AUV is the standard SandShark platform (the tail), which consists of a single
magnetically-coupled propeller and motor, two stepper motors for elevator and rudder fin
control, a pressure sensor for depth, a GPS and WiFi receiver, and a low-grade 9-axis MEMS
IMU with magnetometer.
compass and inertial sensors on the platform, acoustic range and angle measurements in the
body-fixed frame (BFF) can be used to estimate the relative (x, y) position of the beacon in
the vehicle-carried (vehicle-centered) East-North-Up (ENU) local-level frame; if the position
of the beacon is known in the global frame, the vehicle can then be localized in the global
frame of reference. Consequently, it should be noted that the accuracy of piUSBL localization
has some dependence on the accuracy of the vehicle’s inertial sensors and compass.
2.3.3 Prototype Bluefin SandShark Configuration
The prototypical piUSBL system was implemented on a prototype low-cost, miniature AUV
called the SandShark from Bluefin Robotics12, provided to MIT LAMSS as part of the DARPA
ADAPT program. This vehicle is illustrated in Fig. 2.2, with the AUV sectioned into two
distinct parts: the standardized tail section as the rear third of the vehicle, provided by
Bluefin; and the front two-thirds of the vehicle which is the custom payload outfitted with
our piUSBL receiver.
Platform
The rear third of the AUV is the prototype SandShark platform, which is equipped with a
number of sensors and actuators as labeled in Fig. 2.2. It consists of: (i) a single magnetically-
coupled propeller and motor, providing forward thrust to the vehicle and a measure of pro-
peller rotations-per-minute (RPM); (ii) two stepper motors, each controlling a pair of elevator
12https://gdmissionsystems.com/underwater-vehicles/bluefin-robotics/
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(blue in Fig. 2.2) and rudder (orange in Fig. 2.2) control surfaces, allowing the vehicle to be
controlled in pitch and yaw; (iii) a GPS and WiFi receiver in the mast, providing a global po-
sition solution and communications when the vehicle is on the surface; (iv) a low-grade 9-axis
micro-electro-mechanical systems (MEMS) inertial measurement unit (IMU) with magne-
tometer, which provides an estimate of vehicle attitude and heading; (v) a pressure sensor to
estimate vehicle depth; and (vi) a Linux main vehicle computer.
AUVs typically measure speed-over-ground using a Doppler velocity log (DVL), which
measures the Doppler shift from the sea-floor return of a transmitted acoustic signal; un-
fortunately, DVLs are expensive and power-hungry, leading Bluefin to omit using one for
speed measurements on the SandShark AUV. Instead, a linear mapping of propeller RPM
to speed, followed by pitch (β) compensation, is used to provide a direct estimate of AUV
speed-over-ground:
vsog = RPM · 9.125× 10−4 · cos(β) (2.1)
This linear transform was obtained by Bluefin from experimental measurements of the RPM-
to-speed mapping from deployments using initial SandShark prototypes; as expected, this
estimate of speed is highly inaccurate, especially when compared to DVL speed measurements,
and contributes significantly to the inaccuracy of the internal dead-reckoning solution shown
in the results section of this chapter.
Attitude and heading on conventional AUVs are typically measured using high-grade IMUs
and gyroscopes, which are integrated into a single attitude and heading reference system
(AHRS). Due to the high cost of a conventional AHRS, the prototype SandShark instead
makes use of a low-grade 9-axis MEMS IMU and magnetometer, whose measurements are
fused using the direction cosine matrix (DCM) algorithm [161] to provide a low-cost AHRS
for the vehicle. The low level of accuracy of this magnetometer-based AHRS also contributes
to the inaccuracy of the dead-reckoning solution, and is additionally affected by magnetic
anomalies.
Attitude and speed data from the MEMS AHRS and propeller are used by the tail for feed-
back control on depth, pitch and heading set-points. The platform uses simple proportional-
integral-derivative (PID) controllers to drive the AUV to these desired set-points, with gains
tuned by Bluefin over a number of vehicle deployments (note that there is no PID controller
for speed, since it is a direct mapping of propeller RPM). AUV speed, heading and depth
set-points are commanded from the payload Raspberry Pi 3 computer using the MOOS-IvP
[156] autonomy framework, which allows us to plan and execute autonomous vehicle missions
and behaviors. Vehicle speed and attitude information is also made available to the payload
computer. This separation of control and command between the main vehicle computer and
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Figure 2.3: CAD diagram of prototype Bluefin SandShark payload with piUSBL receiver –
the components of the receiver are labeled in red, while additional components that are not
directly used for piUSBL positioning are labeled in black; a close-up photo of the 3.85 cm
tetrahedral hydrophone array is shown on the right.
the payload computer is known as the frontseat-backseat paradigm, and enables the user to ab-
stract away low-level vehicle control (handled by the frontseat, or main vehicle computer) from
high-level behavior and mission commands (handled by the backseat, or payload computer).
In the prototype SandShark AUV all sensor drivers and vehicle programs were implemented
using the Robot Operating System (ROS) middleware [162]. Note that although the lack
of a DVL and a high-grade AHRS significantly reduces the accuracy of dead-reckoning, it
importantly allows for the vehicle to be inexpensive and small, with a 12.4 cm diameter and
a total length of about 115 cm.
Payload
The payload for the prototype SandShark AUV makes up the front two-thirds of the vehicle
and includes our prototypical piUSBL receiver, consisting of the five main hardware compo-
nents outlined in subsection 2.3.2, and labeled in red in Fig. 2.3. Its USBL array consists of
four hydrophones mounted on the nose of the vehicle (right of Fig. 2.3) in a tetrahedral con-
figuration, with the distance between the centers of each pair of hydrophones being 3.85 cm.
Acoustic energy captured by this array is converted into a voltage signal and bandpass filtered
using analog circuitry, then digitized using a DAQ. The payload computer clock is synchro-
nized to GPS PPS using an on-board CSAC, which is also used to trigger the DAQ. This
digital acoustic data is then made available to the payload computer via a universal serial
bus (USB) connection, where it can be processed. The DAQ is configured to record 8000
samples from each hydrophone every second, at a sampling rate of 37.5 kS/s – assuming a
sound speed in freshwater of 1481 m s−1, this gives our system an effective range of about
316 m:
rmax =
c
Fs
· n = 1481 m/s
37500 S/s
· 8000 S ≈ 316 m (2.2)
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Note that although the prototypical implementation of the piUSBL system is limited in its
current configuration to a range of 316 m, it can be extended to a range of up to 1 km by
configuring the DAQ to record a larger number of samples, and the system can be modified
further to extend the range to multiple kilometers.
The payload includes additional components that are not part of the piUSBL system –
a battery and power management circuit that provides power to the payload; and a WHOI
Micromodem 213 underwater acoustic modem configured to operate with a BTech14 BT-
28UF 28 kHz transducer. This acoustic modem and transducer are used as part of a separate
research project in underwater communications with low-cost AUVs; however, it can also be
used in conjunction with Micromodem-based LBL beacons to provide an independent set of
vehicle position estimates for validation of our piUSBL system. It is important to note that
the Micromodem is not used for piUSBL positioning.
Receiver USBL Array and Source Signal
The design of the USBL array for the prototypical system took into consideration a number of
factors. Firstly, the number of elements required for an array to obtain an unambiguous esti-
mate of direction in 3D (azimuth and inclination): this requires a minimum of four elements,
since any three elements will define a 3D plane which introduces an ambiguity similar to the
left-right ambiguity experienced by a line array (i.e. given an acoustic source positioned in one
of the half-spaces defined by the 3D plane, it is impossible to use the time delays experienced
by each element of the array to disambiguate it from its ‘mirrored’, ’virtual’ source in the other
half-space). Secondly, selecting a suitable array geometry given a minimum of four elements:
since we do not wish to bias its performance in specific directions, we decided upon a regular
tetrahedron, a shape that is spherically symmetrical – this means that the beampattern of
the array has a main lobe width that is nearly consistent regardless of the direction in which
it is steered. An illustration of the theoretical 3D beampatterns of a regular tetrahedral array
with an acoustic plane-wave incident from various directions is shown in Fig. 2.4. We can see
from this illustration that the main lobe has a consistent shape and beamwidth regardless of
the direction of the incoming acoustic energy (note that these beampatterns are generated
with an acoustic source signal set to a frequency such that the inter-element spacing of the
array is half the wavelength of the source signal).
This consistency in main lobe beamwidth is quantified in Fig. 2.5, which illustrate the
horizontal and vertical 3dB (half-power) beamwidths of the main lobe as the azimuth and
inclination of the incoming acoustic plane wave is varied (the wavelength of the incoming plane
wave is set to double the array inter-element spacing). It is apparent that the horizontal and
13https://acomms.whoi.edu/micro-modem/
14http://btechacoustics.com/
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Figure 2.4: 3D beampatterns of a four element regular tetrahedral array – beampatterns are
shown for an incoming plane wave whose wavelength is double the array inter-element spacing
(i.e. half-wavelength array spacing); regardless of the direction (azimuth and inclination, φ
and θ) of the incoming plane wave, the beampattern has a near-consistent main lobe width;
it is apparent that the 3dB (half-power) beamwidth remains fairly consistent in both the
horizontal and vertical directions, a property resulting from its spherical symmetry.
vertical beamwidths remain fairly consistent between 81◦ and 84◦ regardless of the direction
of the incoming acoustic energy. Thus, this regular tetrahedral array design is not biased
toward energy coming from any particular direction.
Once the geometry of the array was decided upon, the next decision to make was the size
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Figure 2.5: Horizontal and vertical 3dB beamwidths of a four element regular tetrahedral
array – as the incoming acoustic plane wave is varied in azimuth and inclination (incoming
direction), the shape of the main lobe changes slightly; the left plot shows the 3dB (half-power)
beamwidth in the horizontal plane, while the right plot shows the 3dB (half-power) beamwidth
in the vertical plane; the beamwidths remain fairly consistent (between 81◦ and 84◦) regardless
of the direction of the incoming acoustic energy. Note that the source wavelength is set to
double the array inter-element spacing.
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Figure 2.6: Horizontal 3dB beamwidths and sidelobe magnitudes of a four element regular
tetrahedral array – as the wavelength (λ) of the incoming acoustic plane wave is reduced
(frequency is increased), the 3dB (half-power) beamwidth of the main lobe is reduced, thereby
improving the angular resolution of the array; however, doing so increases the magnitude of
the sidelobe, thereby introducing acoustic noise from unwanted directions; thus, the choice
of inter-element spacing (or source operating frequency) is a trade-off between these two
characteristics. Note that the inclination of the source is set to a constant 90◦ in these plots.
of the array. Since the array was to be mounted at the nose of the vehicle in order to facilitate
an easy mounting scheme and to reduce the effect of the array on vehicle hydrodynamics, the
diameter of the array had to be less than the 10 cm diameter of the payload end-plate; in
addition, since we wanted to minimize any effect on vehicle hydrodynamics, we wanted to be
able to enclose the array using the pre-existing SandShark hollow nosecone, as illustrated in
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Fig. 2.3. These constraints resulted in the selection of a tetrahedral edge length of 3.85 cm.
The size of an array and the frequency of the acoustic signal incident upon it have a close
coupling, and determine the array’s overall response. To understand these effects on the array
response, we can combine these two parameters and talk about the response characteristics
by discussing it in terms of the array inter-element spacing in wavelengths (λ). Thus, if we
increase the inter-element spacing, this is effectively identical to either: (i) increasing the
physical size of the array, or (ii) increasing the frequency (decreasing the wavelength) of the
acoustic signal. Varying the inter-element spacing has two major effects on the response of the
array: (i) it changes the beamwidth of the main lobe, and (ii) it changes the magnitude of the
sidelobes15, with these two effects occurring simultaneously. In Fig. 2.6 we illustrate how the
mainlobe 3dB beamwidth (in the horizontal plane) varies with changes to the inter-element
spacing, as well as how the sidelobe magnitude varies. It can be seen that there is a trade-
off between the two – as inter-element spacing increases (or frequency increases), the main
lobe beamwidth is reduced, thereby improving the angular resolution of the array response;
however, at the same time the sidelobe magnitude increases, thereby introducing acoustic
noise from directions other than the main lobe, with the potential of reducing accuracy in the
array response.
Since we already selected the size of the tetrahedral array, in order to balance this trade-
off we had to carefully select the operating frequency of the acoustic signal broadcast by
our beacon. Possible frequencies were limited by the rated frequency response of Lubell
underwater speaker, which is 0.5–21 kHz, as well as the range of frequencies that the Wave
Shield can play, which include audio files up to a sampling rate of 22 kHz. Examining Fig. 2.6,
it is apparent that at inter-element spacings greater than 0.5λ, the magnitude of the sidelobe
comes within 2dB of the main lobe, an effect which we wish to avoid; in addition, the maximum
operating frequency of our beacon is about 20 kHz, which, for our 3.85 cm array, corresponds
to a maximum inter-element spacing of:
0.0385 m := x · λ and λ := c
f
(2.3)
0.0385 m · 1
x
=
c
f
(2.4)
x =
f
c
· 0.0385 m (2.5)
x =
20000 Hz
1481 m/s
· 0.0385 m = 0.52λ (2.6)
15The main lobe is the lobe in the beampattern containing the highest power, while sidelobes are other local
maxima – in Fig. 2.4, the main lobe in the first plot can be clearly seen pointing directly along the positive
x–axis, while a sidelobe can be seen pointing directly opposite along the negative x–axis. When a sidelobe is
the same magnitude as the main lobe, it is called a grating lobe.
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Figure 2.7: Ideal and measured 20 ms, 16–18 kHz LFM up-chirp – the ideal up-chirp is shown
on the top-left over time (750 samples or 20 ms), and as a spectrogram in the bottom-left;
the corresponding up-chirp as measured by the first element of the USBL array is shown in
the top-center over time, and as a spectrogram in the lower-center; the spectrogram of the
full sample of measured acoustic data (8000 samples or 213 ms) is shown on the right.
We therefore selected an inter-element spacing of 0.4λ–0.5λ, settling upon an operating fre-
quency of 17 kHz, or about a 0.44λ inter-element spacing.
The final design choice that had to be made in terms of the array and the source signal was
the actual design of the broadcast acoustic signal. An obvious choice was a linear frequency
modulation (LFM) chirp, which, from radar research, has long been well known to have
advantageous pulse compression properties, with improved performance in terms of signal-to-
noise ratio (SNR) and range resolution [163]. For simplicity, we selected a LFM up-chirp with
a bandwidth (∆f) of 2 kHz centered around 17 kHz and a duration (T ) of 20 ms, resulting
in a 20 ms, 16–18 kHz LFM up-chirp. The pulse compression ratio (PCR) is calculated as:
PCR = T ·∆f (2.7)
= 20× 10−3 s · 2000 Hz = 40 (2.8)
This PCR can be understood as an amplification or gain of the SNR; thus an increase in either
the duration or bandwidth of the broadcast signal has the potential to improve the SNR of our
system – however, these selected values lie well within the known capabilities of our acoustic
beacon and so were selected for our experiments. The theoretical range resolution (Sr) of our
up-chirp can be calculated according to:
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Sr =
c
2 ·∆f (2.9)
=
1481 m/s
2 · 2000 Hz = 0.37 m (2.10)
Recall in subsection 2.3.1 that our acoustic beacon has a jitter on its transmission bounded
by 1 ms, which corresponds to an error in range of approximately 1.5 m; as such, this selected
LFM signal design is more than adequate for our purposes, and does not represent a limitation
on the accuracy of our system. The designed ideal LFM up-chirp that is transmitted by the
beacon in our prototypical system is shown on the left in Fig. 2.7, and the in-water up-chirp
signal measured by the first element of the SandShark USBL array during a deployment is
shown in the center and the right of Fig. 2.7.
2.3.4 The Importance of Accurate Timing
Accurate timing is a linchpin component that enables piUSBL positioning. An accurate time
source on-board the vehicle enables OWTT passive ranging between the acoustic beacon and
the piUSBL receiver. This is crucial because it enables an arbitrary number of vehicles,
each equipped with a piUSBL receiver, to self-compute an instantaneous localization fix of
itself relative to the acoustic beacon, at every timestep. This makes piUSBL positioning
inherently scalable, easily deployable, and introduces the possibility of a novel operational
paradigm: instantaneous position fixes enable a relative navigation paradigm, in which AUV
control, planning and navigation are executed in a beacon-relative frame of reference (i.e. a
reference frame whose origin is defined by the acoustic beacon); using relative navigation, the
beacon itself can be moved in order to alter the motion of the vehicles, effectively providing
a centralized means of fleet-wide control. This is in contrast to global navigation, where
vehicles must plan and navigate within a static, fixed frame of reference. Further work along
this direction of relative navigation can be found in chapter 6 of this thesis.
Although accurate on-board timing is critical for piUSBL positioning, it carries with it
a secondary (but no less important) advantage. With a vision of a future where underwater
robots are ubiquitous (in terms of both greater access and numbers), new and previously
unattainable operational concepts that make use of a large number of vehicles could become
a reality. For example, multi-AUV deployments could be undertaken to sample mid-water
oceanographic phenomena that are highly dynamic in both space and time; each AUV in a
fleet would be able to sample the phenomena from a specific point in space over a duration of
time – by combining the temporally varying measurements from all AUVs, we would be able
to infer the spatiotemporal dynamics of the oceanographic phenomena, allowing us to model
how it varies spatially over time. However, in order to do this, the data streams measured
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Figure 2.8: Left : Photograph of the original prototype miniature atomic clock from NIST
(courtesy of NIST). Right : a commercial Jackson Labs chip-scale atomic clock module with
Symmetricom (Microsemi) Sa.45s CSAC.
by multiple independent vehicles must be synchronized or time-aligned to a shared starting
point – without doing so, the ability to infer how the phenomena as a whole changes with
time becomes significantly more challenging. Strategies can be used, such as constraining
the spatiotemporal dynamics to an assumed prior model, or estimating clock drift between
two endpoints (clock offsets measured against GPS during surfacing events [165]), but these
strategies are fraught with trade-offs, since these processes are non-stationary. On the other
hand, time synchronization of all AUVs in a fleet explicitly enables independent measure-
ments to be combined, since all vehicles share a common time reference. This highlights the
coupled and critical importance of accurate timing for multi-AUV operations: accurate timing
enables piUSBL positioning, which in turn drastically improves the feasibility of multi-AUV
deployments (through cost-effectiveness and scalability); and once multi-AUV deployments
are feasible, accurate timing plays an equally important role in enabling novel multi-AUV
operations by allowing fleet-wide independent measurements to be merged into a common
time reference.
Accurate timing in GPS-denied environments has only recently been made possible with
the emergence of an enabling technology in the form of the chip-scale atomic clock (CSAC).
The development of CSAC technology grew out of the desire to improve satellite ranging
measurements for GPS and global navigation satellite system (GNSS) [164]. Position fixes
produced by these systems are directly informed from the trilateration (or multilateration)
of range from satellite signals, which is derived by accurately measuring their propagation
time. Since GPS and GNSS use OWTT ranging, their performance is directly tied to clock
performance of the transmitter and receiver, both of which must be synchronized. GNSS
receivers typically use a temperature compensated crystal oscillator (TCXO), which exhibit
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noisy short-term stability and poor long-term stability performance, and which are regularly
time-disciplined against the satellites atomic clocks to prevent drift. As such, when these
TCXOs lose satellite signal, they drift at a rate of 1 s/day; these make them especially inad-
equate for underwater time synchronization and ranging, since a drift rate of this magnitude
corresponds to a drift in range of about 1500 m/day, or about 1 m/minute. The initial tech-
nological development of the CSAC grew out of the DARPA CSAC program [166], from an
initial feasibility demonstration of a rudimentary miniature-scale atomic clock physics package
developed at the National Institute of Standards and Technology (NIST) in 2002 (Fig. 2.8,
left). The operating principle of the CSAC is based on that of classical atomic clocks, but
it achieves enormous reductions in size and power consumption through the use of modern
MEMS technologies. Atomic clock oscillators make use of the electronic transition frequency
in the microwave region of the electromagnetic spectrum of atoms, and they typically use
rubidium, hydrogen or cesium. The first commercially available CSAC, known as the Sa.45s,
was released in 2011 by Microsemi (formerly Symmetricom), and is based on cesium (Fig. 2.8,
right). A feedback loop locks onto the electronic transition frequency, allowing it to become
a stable clock reference. Excellent overviews on the operating principles of MEMS clocks and
CSACs are provided by Knappe in [167], as well as in [164], and by Kitching in [168].
These CSACs have many useful characteristics which make them especially well-suited
to underwater or other GPS-denied applications: they have very low power consumption16
(on the order of 200 mW), they are small and lightweight (around 16 cm3 and 35 g), they
have excellent accuracy (typically on the order of 10−10 s), and, most importantly, they
have excellent holdover stability with a drift that is typically less then 100 µs/day – this
translates to a drift in range of less than 15 cm/day (four orders of magnitude improvement
over a typical TCXO). An additional characteristic of CSACs that is especially pertinent
to our application is its holdover capability after a cold start (power-on after having been
unpowered for multiple days): disciplining of the clock for less than 10 minutes allows it to
achieve a drift rate of less than 100 µs/day [170] (no TCXO or quartz-resonator-based clock
is able to achieve anywhere near this level of cold start holdover stability). Unfortunately the
Sa.45s CSAC currently suffers from a fairly high cost (in the range of $5000) due to production
and quality-assurance issues, but their performance over many years of deployments in ocean
applications has been well studied and documented, demonstrating that no other solution
exists in this niche of low-power and high accuracy timing sources [165]. Additionally, issues
of reliability and high cost are expected to be addressed as CSAC technology is incorporated
into many critical timing applications, especially within the military. Between 2010 and 2014,
commercial CSAC production benefited from the transition into the U.S. Army Manufacturing
Technology program, which had the aim of increasing production lots to 40000 units per year
16As compared to traditional atomic clocks; crystal oscillators have an even lower power draw, which may
be a requirement for long-duration systems that must be deployed for months or even years.
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at a manufacturing cost of $200 per unit [169] [170]. For our application, issues of reliability
and power consumption are acceptable, since vehicles are intended to be deployed for hours
rather than for months or years at a time.
Accurate timing is critical toward enabling accurate, low-cost and low-power underwater
navigation for the next generation of inexpensive and miniature AUV and ROV, as well as for
the fusion of data measurements from multiple sensing streams in multi-AUV applications.
The emergence of commercially available CSACs is an enabling technology that has made
this possible, and their continued development ensures that positioning approaches such as
piUSBL are likely to become a widespread solution for low-cost underwater navigation.
2.4 Acoustic Processing
With the piUSBL system elements defined and the hardware design choices finalized, we now
walk through the prototypical software stack that converts raw digitized acoustic data into a
filtered position solution. The first step in this stack is to generate acoustic range and angle
measurements from the raw acoustic data – how this is performed is detailed in this section.
2.4.1 Matched Filtering for Range Estimation
Estimating the OWTT range between the beacon and receiver is essentially a signal detection
problem – we wish to determine whether or not the acoustic signal broadcast by the beacon
is present in the receiver measurements, and if so, its offset within the measurement [171].
The optimal linear filter to perform this detection is known as the matched filter – this filter
maximizes the SNR for signal detection in the presence of additive white Gaussian noise. A
full derivation of the matched filter demonstrating this optimality is given in Appendix A.
Generating the Range Measurement
To generate a range measurement between the AUV and the acoustic beacon, we perform
matched filtering of the acoustic data captured by each element of the USBL array. The
acoustic data recorded by each element xi[n] is firstly pre-whitened and magnitude-normalized
using the phase transform (PHAT) [157], since all relevant information exists within the phase
of these signals:
Xˆi[ω] =
Xi[ω]
|Xi[ω]| (2.11)
The PHAT has been empirically shown to improve robustness to noise and reverberation in
real-world environments [157]. The matched filter output for each element is then:
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Figure 2.9: Output of the matched filter applied to experimental data – the matched filter
output of the USBL array using acoustic data measured by each of the four elements is shown
at the top, with their maximum sample numbers labeled in red; the matched filter output from
all elements is combined to produce the range measurement shown below, with the highlighted
red portion containing the maximum range shown zoomed in on the bottom right.
yi[n] =
∞∑
k=−∞
xˆi[k]s[k − n] = xˆi[n] ∗ s[−n] ⇔ Yi[ω] = Xˆi[ω]S∗[ω] (2.12)
The matched filter output for each element in the USBL array is illustrated at the top of
Fig. 2.9, using 8000 samples of measured acoustic data from a deployment of the prototype
AUV. Notice that the maximum (labeled in red) is consistent across elements and fairly
close in time – this indicates that the broadcast signal is present in the measurements of
all elements, and was ‘cleanly’ received by the array (since each array element received the
signal at the same time). Because the USBL array is nose-mounted, certain configurations of
the AUV and the beacon will cause some or all of the elements of the array to be occluded
from the broadcast signal by the body of the vehicle (e.g. when the beacon is directly behind
the AUV). Excluding measured acoustic data that occur during these configurations is not
straightforward, but we can use the standard deviation of these arg-maxima as an initial
validity check:
σmax sample =
√√√√ 1
N − 1
N∑
i=1
(
argmax
n
(yi[n])− 1
N
N∑
i=1
argmax
n
(yi[n])
)2
(2.13)
where N = 4 for the prototype system, since its USBL array has four elements. We set a
threshold such that measured acoustic data is deemed valid if σmax sample < 5, and discard
the acoustic data otherwise; this threshold was set empirically from experimental testing.
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Figure 2.10: sequential range measurement distributions over 3 s at tˆ, tˆ+ 1 and tˆ+ 2 – notice
that range measurements exhibit multiple modes; in this case the true ranges over time are
23.38 m, 23.50 m and 23.66 m; however, at times tˆ+ 1 and tˆ+ 2 the dominant modes occur
at false ranges of 28.91 m and 28.99 m due to real-world effects such as multipath fading.
The matched filter output from all elements now need to be combined to obtain a single
range measurement that balances the maxima of all the outputs. If the measured acoustic
data is deemed valid, we use the empirical formula to combine the matched filter outputs:
yˆ[n] =
N∑
i=1,j=i+1
|yi[n]| |yj [n]| i 6= j (2.14)
Finally, to obtain a ‘pseudo probability distribution’ for range, we normalize this combined
output so that it has unit energy, and we transform this pseudo-distribution into the range
domain by converting sample numbers n into ranges r:
yˆ[r] =
yˆ[r]√∑∞
∞ |yˆ[r]|2
where r =
c
Fs
· n = 1481 m/s
37500 S/s
· n (2.15)
This results in a range measurement distribution that we use to estimate the distance between
the AUV and the acoustic beacon. An example range distribution is shown at the bottom of
Fig. 2.9, as well as in the sequential plots of Fig. 2.10.
2.4.2 Conventional Beamforming for Angle Estimation
Estimating the angle between the receiver and the beacon is essentially a direction of ar-
rival (DOA) estimation problem – we wish to obtain an angular measurement distribution
that reflects (i.e. has a maximum) in the most likely direction of the incoming acoustic signal.
A number of approaches exist to perform DOA estimation, including classical beamforming
methods, adaptive beamforming methods, subspace-based methods, and time difference of ar-
rival (TDOA) methods [172] [173] [174]. Classical and adaptive beamforming approaches (i.e.
Bartlett and Capon beamformers) fall under the category of nonparametric DOA methods,
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in that they make no assumption about the structure of the received data – these approaches
are generally highly robust, but provide low resolution in that they struggle to distinguish
between multiple acoustic sources close in angular space. Subspace-based methods (such as
MUSIC) fall under the category of parametric methods, in that they assume that the structure
of the measurement covariance matrix can be decomposed into signal and noise covariance
matrices through spectral (eigen) decomposition – separation of the noise contribution to the
measurement then enables a high angular resolution output, but these methods can suffer
from degraded robustness. In contrast to these approaches that operate in the frequency do-
main (i.e. spectral-based), TDOA methods solve a non-linear system of equations using the
time-difference between receivers to estimate the direction to the source – these approaches
are computationally efficient, but they require fast sampling rates to obtain high angular
resolution and they are highly sensitive to timing errors.
In our application, we have the advantage of assuming that only a single source is trans-
mitting a tracking signal within the frequency band of interest – as a consequence we do not
require a high angular resolution DOA estimate, since we are not concerned with being able to
distinguish between closely-spaced sources. Due to limited computational resources on-board
the AUV, computational efficiency and robustness is of paramount importance, motivating
the use of conventional beamforming for DOA estimation [158].
The Conventional Beamformer
A conventional beamformer (CBF) (also known as a delay-and-sum or Bartlett beamformer)
is conceptually very simple – given some array of receivers that are arbitrarily arranged in
some spatial geometry, and given a plane wave signal incident onto this array from some
azimuth and inclination, a geometric relationship exists that maps these angles to the time
at which the signal reaches each receiver. Under a far field assumption, we can assume that
the acoustic wavefront that is incident onto the array is planar, which allows us to formulate
the relevant spatial filtering equations that define the CBF [158].
Let us begin by defining the relevant spherical and Cartesian coordinate systems – we can
convert between the two using the following equations:
x = r · sin(θ) · cos(φ) r =
√
x2 + y2 + z2
y = r · sin(θ) · sin(φ) θ = arccos(z
r
) (2.16)
z = r · cos(θ) φ = arctan(y
x
)
where we call r the range, θ the inclination (where θ = 0 points along the positive z-axis)
and φ the azimuth (where φ = 0 points along the positive x-axis, and positive rotation is
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Figure 2.11: Conceptual illustration of the conventional beamformer (CBF) – the signals
measured by each receiver are time-delayed or phase-shifted according to the geometry of the
array, the angle of the incoming plane-wave, and the frequency of operation; Top: when the
look-angle is not pointing in the opposite direction of the incoming plane wave, nonalignment
of the filtered signals result in destructive interference and a low CBF power output. Bottom:
when the look-angle is pointing exactly in the opposite direction of the incoming plane wave,
the filtered signals are aligned, resulting in a scaled reconstruction of the incoming signal and
a maximum CBF power output.
around the z-axis following the right-hand rule). Now consider an arbitrary array of isotropic
receivers (possessing an omni-directional response) that are subject to an incoming plane
wave signal, as shown in Fig. 2.11. These N receivers spatially sample the signal field at their
positions pi : i = 1, 2, ..., N , yielding a collection of measurements:
x(t;p) =

x1(t;p1)
...
xN (t;pN )
 (2.17)
The measurement recorded by each receiver is processed using a linear time-invariant (LTI)
filter with impulse response hi(t), and the outputs are summed to obtain the array output
z(t):
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z(t) =
N∑
i=1
[xi(t;pi) ∗ hi(t)] =
N∑
n=1
∫ ∞
−∞
xi(t;pi)hi(t− τ)dτ (2.18)
=
∫ ∞
−∞
hT (t− τ)x(t;p)dτ (2.19)
where
h(τ) =

h1(τ)
h2(τ)
...
hN (τ)
 (2.20)
Using the Fourier transform of Eq. A.7 along with the convolution–multiplication relation of
Eqs. A.9 and A.10, we can write this in the frequency domain as:
Z(ω) =
∫ ∞
−∞
z(t)e−jωtdt = HT (ω)X(ω) (2.21)
Consider again Fig. 2.11 – the plane wave is propagating in the direction a with radian
frequency ω. The signal arriving at each receiver, whose positions are defined with respect to
some virtual array origin, can be written in terms of the signal received by this array origin:
x(t;p) =

x(t− τ1)
x(t− τ2)
...
x(t− τN )
 (2.22)
where
τi =
aTpi
c
(2.23)
where c is speed of sound, and a is a unit vector in the direction of propagation:
a =
 − sin(θ) · cos(φ)− sin(θ) · sin(φ)
− cos(θ)
 (2.24)
The time difference for receiver i with respect to the array origin is thus given by:
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τi = −1
c
[sin(θ) · cos(φ) · pxi + sin(θ) · sin(φ) · pyi + cos(θ) · pzi ] (2.25)
= −1
c
[ux · pxi + uy · pyi + uz · pzi ] (2.26)
= −u
Tpi
c
(2.27)
where u := −a. The ith component of x(t;p) is given by x(t− τi), and so the ith component
of its Fourier transform X(ω) can be written as:
Xi(ω) =
∫ ∞
−∞
x(t− τi)e−jωtdt (2.28)
=
∫ ∞
−∞
x(t)e−jωτie−jωtdt (2.29)
= X(ω)e−jωτi (2.30)
where
ωτi =
ω
c
aTpi = −
ω
c
uTpi (2.31)
For plane waves propagating in a locally homogeneous medium, we define the wavenumber k
as:
k =
ω
c
a =
2pi
λ
a = −2pi
λ
u (2.32)
Using Eq. 2.23 and Eq. 2.32 we see that:
ωτi = k
Tpi (2.33)
If we define the vector:
v(k) =

e−jk
Tp1
e−jk
Tp2
...
e−jk
TpN
 ⇔ v(ω) =

e−jωτ1
e−jωτ2
...
e−jωτN
 (2.34)
We can finally rewrite X(ω) as:
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X(ω) = X(ω)v(k) = X(ω)v(ω) (2.35)
The vector v(k) or v(ω) is referred to as the array manifold vector, and contains all the rele-
vant characteristics of the array (i.e. the positions of the receivers, and how the array responds
to a planar wave of a certain frequency incident from a given inclination and azimuth).
Compare the measurements of the array given by Eq. 2.30, Xi(ω) = X(ω)e
−jωτi , collated
into the full array measurement given by Eq. 2.35, X(ω) = X(ω)v(k), to the LTI filter
output applied to the full array measurement that is given by Eq. 2.21, Z(ω) = HT (ω)X(ω).
From these equations, it is readily apparent that the natural response of the array due to
its geometry is a collection of LTI filters with transfer functions Hi(ω) = e
−jωτi . Thus, the
array geometry results in shifting in time of the signal received by element i by τi, a value
corresponding to the time difference in signal reception between element i and the array origin.
If we align the signals from all elements by their respective delays τi and then sum and
normalize them, we get the illustration shown at the bottom of Fig. 2.11 (shown without the
normalization); this acts as a collection of LTI filters that add τi delays to the signals recorded
by the elements, essentially ‘undoing’ the time differences that each receiver experiences due
to the incident angle of the incoming planar waveform. After normalization, the output z(t)
is equivalent to the original transmitted waveform. To achieve this, it is obvious that the LTI
filter for each element must have impulse response:
hi(τ) =
1
N
δ(τ + τi) (2.36)
And as a result, the sum of the filter outputs is a reconstruction of the incident planar
waveform:
z(t) = x(t) (2.37)
This collection of LTI filters (which we call a spatial filter) is referred to as the conventional
beamformer (CBF) or as the delay-and-sum beamformer. We can rewrite the spatial filter in
compact form as:
HT (ω) =
1
N
vH(k) (2.38)
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The Hermitian operator converts −j to j, and v(k) is defined in terms of a single look-angle
(θ, φ) and the frequency or wavelength λ of the incident signal (as well as the array geometry).
As a final note, an arbitrary spatial filter applied to an array can therefore be written in terms
of the desired filter and the natural response of the array due to its geometry:
Y(ω;k) := HT (ω)v(k) (2.39)
Y(ω;k) can be interpreted as the array transfer function, and allows us to observe the output
response of an array by abstracting away its geometrical properties.
The CBF is defined by Eq. 2.38 with computations typically done in the frequency domain
for reasons of efficiency. For a continuous wave narrowband (single frequency) signal, the time
delays experienced by array elements correspond to phase shifts in the Fourier domain:
x(t− τi)↔ e−jωτiX(ω) (2.40)
Therefore, in the Fourier domain, conventional beamforming is simply performed by applying
opposing phase shifts rather than time delays, using Eq. 2.38 as illustrated in Fig. 2.11.
Finally, for practical purposes, for a digitized, discrete wideband signal that contains multiple
frequencies (as is the case for our LFM signal), a single time delay corresponds to increasing
phase shifts with frequency, resulting in a vector of frequencies ω:
x[n− τi]↔ e−jωτiX[ω] (2.41)
In this case, the array manifold vector actually becomes a matrix, and we rewrite Eq. 2.38 of
the CBF as:
HT [ω] =
1
N
V H [ω] (2.42)
where V (ω) contains the M frequency columns from an M–point DFT:
V [ω] =

e−jωτ1
e−jωτ2
...
e−jωτN
 =

e−jω1τ1 e−jω2τ1 . . . e−jωM τ1
e−jω1τ2 e−jω2τ2 . . . e−jωM τ2
...
. . .
...
e−jω1τN e−jω2τN . . . e−jωM τN
 (2.43)
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Generating the Angle Measurement
To generate a robust angle measurement between the AUV and the acoustic beacon, we first
pre-filter the acoustic data captured by each element of the array using the matched filter
detailed in section 2.4.1; the allows us to avoid computationally intensive beamforming if the
measurement is not valid, and it also improves SNR which in turn improves CBF accuracy
– since both the matched filter and CBF are LTI filters, this sequential structure is sound.
However, in order to exploit our knowledge of the structure of the broadcast signal, we use the
chirp Z-transform (CZT) [159] instead of the discrete Fourier transform (DFT) to transform
the signal into the frequency domain for beamforming. Using the CZT essentially allows
us to dictate the frequency interval of interest while ignoring irrelevant frequencies; since our
broadcast signal has energy in the range of 16–18 kHz, the CZT allows us to efficiently extract
these frequency components with high resolution, improving processing speed and accuracy
of beamforming.
Note that Eq. 2.42 for beamforming is only for a single look-angle defined by the azimuth
φ and inclination θ. However, since we do not know the angle of the incoming acoustic wave,
we must perform an exhaustive search over a set of candidate look-angles in order to find the
likeliest direction of the incoming acoustic signal and thus the likeliest direction to the beacon.
First, we must rewrite the output of the beamformer for a given look-angle (Eq. 2.21) as an
element-wise multiplication and sum, since the CBF spatial filter H(ω) and the CZT of the
array measurement X(ω) are both matrices rather than vectors:
Z[ω; θ, φ] =
1
N
N∑
i=1
H i[ω; θ, φ]Xi[ω] (2.44)
where
H i[ω; θ, φ] = V
∗
i [ω] = e
jωτi (2.45)
=
[
ejω1τi ejω2τi . . . ejωM τi
]
(2.46)
The output power of the beamformer averaged over all M frequency components is then:
|Zˆ[θ, φ]|2 = 1
M
M∑
i=1
|Z[ωi; θ, φ]|2 (2.47)
Now given a set of candidate look-angles to perform a search over, we can calculate the
beamformed output power for each look-angle. The maximum over these set of candidates
provides the maximum likelihood estimate (MLE) for the angle between the array and the
beacon, in the reference frame of the array:
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Figure 2.12: sequential angle measurement distributions over 3 s at tˆ, tˆ + 1 and tˆ + 2 –
notice that as with range measurements, angle measurements are multimodal as a result of
beamforming; in this case beamforming is performed over a regular grid of 180 azimuths
(2◦ resolution) and 90 inclinations (2◦ resolution); in this sequence, the maximum of each
distribution indicates that the MLE angle to the beacon (in the reference frame of the array)
is at approximately θ = 94◦ and φ = 321◦.
(θMLE , φMLE) = argmax
θ,φ
|Zˆ[θ, φ]|2 (2.48)
To obtain a pseudo-distribution for angle, we simply calculate the beamformed output power
for a regular grid of azimuth and inclination look-angles using Eq. 2.47. This results in a
‘heatmap’ that we call our angle measurement distribution, which we use to estimate the
angle between the AUV and the acoustic beacon. Example angle distributions are illustrated
in the sequential plots of Fig. 2.12 – note that because we are not interested in absolute power
levels, for simplicity we unit-normalize |Zˆ[θ, φ]|2. The angle distributions of Fig. 2.12 were
generated using in-water acoustic data from the piUSBL system on the prototype SandShark
AUV – in this case the geometry of the 3.85 cm nose-mounted array is given by:
Pprototype =

pT1
pT2
pT3
pT4
 =

0.03143 0 0
0 0 0.02223
0 −0.01925 −0.01111
0 0.01925 −0.01111
 (2.49)
The process of matched filtering outlined in section 2.4.1, and of beamforming outlined in
section 2.4.2, provide us with range and angle measurement distributions and encompass the
acoustic processing step of our prototypical system. Since the acoustic beacon and the receiver
array broadcasts and records at a rate of 1 Hz, these measurements can be used to generate
an instantaneous estimate of the relative position between the beacon and the AUV once
every second. The acoustic processing performed by the prototypical system is summarized
in algorithm 1.
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Algorithm 1 Acoustic processing: matched filtering followed by conventional beamforming
1: procedure Generate Range MF(c, fs, s, xi : i = 1, ..., N)
. Generates the range measurement using matched filtering
. Inputs: c: speed-of-sound, fs: sampling frequency, s: broadcast template, xi: measured
signals
. Outputs: yˆ: range measurement distribution, yi: matched filter output for each signal,
σmax sample: standard deviation for validity check
2: S = DFT (s) . Frequency domain template
3: Xi = DFT (xi) . Frequency domain measurement on element i
4: Xˆi =
Xi
|Xi| . PHAT transform, Eq. 2.11
5: Yi = XˆS
∗ . Matched filter convolution, Eq. 2.12
6: yi = IDFT (Yi) . Output of matched filter for element i
7: yˆ =
∑N
i,j=1 |yi||yj | : i 6= j . Combined matched filter outputs, Eq. 2.14
8: yˆ = yˆ√∑ |yˆ|2 . Range measurement, Eq. 2.15
9: σmax sample = STD DEV (yi : i = 1, ..., N) . Validity check, Eq. 2.13
10: return yˆ, yi, σmax sample
11: end procedure
1: procedure Generate Angle CBF(φ,θ, flower, fupper, fs,H, yi : i = 1, ..., N)
. Generates the angle measurement using the Conventional Beamformer
. Inputs: φ: azimuth of look-angles, θ: inclination of look-angles, flower: lower frequency
cutoff, fupper: upper frequency cutoff, fs: sampling frequency, H: CBF spatial filter, yi:
matched filter outputs
. Outputs: |Zˆ2|: angle measurement distribution ‘heatmap’
2: Yi = CZT (yi, fflower, fupper, fs,M) . Chirp Z-Transform of matched filter signals
with M frequencies in desired frequency range
3: |Zˆ2| = zeros(len(θ), len(φ)) . Storage for angle measurement
4: for θk in θ do . Loop through all look-angles and calculate CBF power output
5: for φl in φ do
6: Z = 1N
∑
iH[k, l, :, i] Yi . Applying phase shifts for this look-angle, Eq. 2.44
7: |Zˆ2|[k, l] = 1M
∑ |Z|2 . Sum over all frequency components, Eq. 2.47
8: end for
9: end for
10: return |Zˆ2|
11: end procedure
1: procedure Process Acoustics(P , Nazim, Nincl, flower, fupper, c, fs, s, xi : i = 1, ..., N)
. Continuously processes acoustic data measured by the array
. Inputs: P : element positions, Nazim: no. of azimuths, Nincl: no. of inclinations, flower:
lower frequency cutoff, fupper: upper frequency cutoff, c: speed-of-sound, fs: sampling
frequency, s: broadcast template, xi: measured signals
. Calculates: range: range measurement distribution, angle: angle measurement dis-
tribution
2: φ = 0 : 2piNazim : 2pi − 2piNazim . Equally-spaced azimuths to beamform
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3: θ = 0 : piNincls : pi − piNincl . Equally-spaced inclinations to beamform
4: f = flower : fupper . M equally spaced frequencies (e.g. 16–18 kHz) for CZT
. Loop through all azimuth/inclination combinations and pre-compute and store phase
shifts for angle measurement distribution ‘heatmap’
5: H = zeros(Nincl, Nazim,M,N) . CBF spatial filter: phase-shift storage
6: for θk in θ do
7: for φl in φ do
8: a =
 − sin(θk) · cos(φl)− sin(θk) · sin(φl)
− cos(θk)
 . Eq. 2.24
9: τ = P ·ac . Time delays for this look-angle, Eq. 2.27
10: H[k, l, :, :] = e−2jpiτf . Phase shifts for this look-angle, Eqs. 2.42 & 2.43
11: end for
12: end for
13: loop
14: yˆ, yi, σmax sample = Generate Range MF (c, fs, s, xi : i = 1, ..., N)
15: if σmax sample < 5 then . Validity check
16: |Zˆ2| = Generate Angle CBF (φ,θ, flower, fupper, fs,H, yi i = 1, ..., N)
17: range = yˆ . Valid range measurement distribution
18: angle = |Zˆ2| . Valid angle measurement distribution
19: else
20: range = None
21: angle = None
22: end if
23: end loop
24: end procedure
2.5 Bayesian Filtering
In the previous section we described how range and angle measurement distributions are
generated from the raw acoustic data captured by the piUSBL array. From these distributions
we may be tempted to simply extract their MLE values and project them via triangulation
to instantaneously estimate the relative position of the beacon in the reference frame of the
array. However, this approach discards the majority of the information present within our
measurements, which can lead to drastically incorrect estimates of vehicle position. Consider
the sequence of range measurements in Fig. 2.10 – selecting the MLE from these measurements
would lead us to estimate the vehicle’s range at a false maxima of around 29 m rather than the
true maxima at 23 m. Instead, since we know that the position of the acoustic beacon and the
position of the AUV varies smoothly with time, we fuse our range and angle measurements
with vehicle odometry and inertial measurements in order to generate a temporally filtered,
continuous estimate of the position of the beacon relative to the vehicle. This fusion is
performed using Bayesian filtering [175].
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2.5.1 Bayesian Filtering in General
State Representation
In general, the state of a vehicle operating in 3D space at some time t can be represented by a
vector of random variables containing its position and attitude in a global frame of reference:
x(t) =

x(t)
y(t)
z(t)
γ(t)
β(t)
α(t)

where

x(t) : global x–position
y(t) : global y–position
z(t) : global z–position
γ(t) : roll, rotation around body–fixed x–axis
β(t) : pitch, rotation around body–fixed y–axis
α(t) : yaw, rotation around body–fixed z–axis

(2.50)
This is known as the state vector, where attitude is given in Euler angles.
Motion Model and State Prediction
The vehicle’s state vector evolves smoothly over time based on control inputs u(t). Given a
sufficiently accurate motion model of the vehicle, this enables us to predict the future state of
the vehicle given the current state and the control inputs. Practically speaking, this motion
model can be expressed in a discrete time space with a discretized time-step ∆t using an
arbitrarily complex function of current state and control input:
x(t+ ∆t) = f(x(t),u(t+ ∆t)) (2.51)
In general, this function is nonlinear and can be made as complex as desired to capture the
evolution of vehicle state over time – it can incorporate factors such as the physical properties
of the vehicle (size, shape, mass, inertia), its interaction with the environment (lift, drag,
thrust), as well as environmental forces acting upon it (currents, buoyancy). As expected,
deriving a complex equation of motion that accounts for a large number of parameters is
exceedingly difficult, but can provide better predictive power [176], [177], [178], [74] [179]
[180]. Regardless of its complexity, no model can perfectly capture the dynamics of the
vehicle operating in a real-world environment, and so an additional noise term is added to
account for these uncertainties:
x(t+ ∆t) = f(x(t),u(t+ ∆t),σx(t)) (2.52)
This equation of motion can instead be formulated in the language of probabilities. If we
consider the state x(t) and the control inputs u(t) to be modeled as random variables, we
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can rewrite the motion model in a probabilistic representation as the state transition probability
[175]:
p(xt+∆t|xt,ut+∆t) (2.53)
Simply put, the distribution of the predicted state xt+∆t is dependent on the distributions
of the current state xt and the control input ut+∆t – it is stochastically generated from
these distributions, and any state is conditionally independent of all other states if given the
previous state. In effect, the evolution of vehicle state is modeled using a Markovian process
as a hidden Markov model (HMM), where the next state at any time t+ ∆t is determined by
the current state at t and the control ut+∆t. Sensors on board the vehicle provide information
that enable it to measure its state – equivalent to the observation in the HMM. We describe
this part of the model in the next section.
Measurement Model and State Update
If the vehicle had no way of observing its own state, the HMM would be a Markov chain in
which the uncertainty in the state would grow unbounded over time according to the motion
model and its associated uncertainties. Thus, the vehicle will typically be equipped with
various proprioceptive and exteroceptive sensors to measure its state and the environment
around it. The measurements provided by these sensors will vary depending on the state of
the vehicle (i.e. its position in the environment and its attitude), as well as the state of the
environment or map [175]:
z(t) = g(x(t),m(t)) (2.54)
where z(t) is the collection of measurements from all sensors and m(t) is the map17. As with
the case with the motion model, uncertainties in these measurements in the real-world are
modeled using an additional noise term:
z(t) = g(x(t),m(t),σz(t)) (2.55)
As previously mentioned, these measurements can be modeled as the observations in a HMM
– we can reformulate this measurement model in probabilistic terms as the measurement
probability [175]:
17Note that the term map is used in the general sense, and encompasses all possible measurements that
depend on environmental factors. For example, our acoustic measurements of range and angle to the beacon,
as well as the state of the beacon, can be included in this term.
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p(zt|xt,mt) (2.56)
where the measurement distribution is dependent on the distributions of the current state xt
and the map mt, and is conditionally independent of all other measurements and states given
the current state.
The General Bayes Filter
The Bayes filter is a principled framework for fusing predictions generated by the motion
model with the set of sensor measurements (or observations). The filter continuously tracks
the new state xt over time using only the posterior distribution of the previous state xt−∆t,
the control input ut and the observations zt; this framework ensures that the state maintains
consistency with both the motion model and the measurements as it evolves:
p(xt−∆t|zt−∆t) ut,zt=⇒ p(xt|zt) (2.57)
It does this using a recursive process involving a predict step and an update step, making use
of the Bayes rule:
p(A|B,C) = p(B|A,C)p(A|C)
p(B|C) (2.58)
The Bayes filter is summarized in algorithm 2 below [175].
Algorithm 2 The general Bayes filter
1: procedure Bayes Filter(p(x0),ut, zt)
. Continuously estimates the current state using the motion model and measurements
. Inputs: p(x0): initial state distribution, ut: control inputs, zt: measurements
. Calculates: p(xt|zt): current state distribution
2: loop
3: p(xt|zt−∆t) =
∫
p(xt|utxt−∆t)p(xt−∆t|zt−∆t)dxt−∆t . Predict step using ut
4: p(xt|zt) = η · p(zt|xt, zt−∆t)p(xt|zt−∆t) . Update step using zt
5: end loop
6: end procedure
The predict step in the Bayes filter uses the control input ut in order to transition the state
distribution from the previous time step p(xt−∆t|zt−∆t) to the new state distribution. The
distribution over the new state p(xt|zt−∆t) is calculated by integrating (summing) over the
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product of two distributions: the prior distribution of the state and the probability that the
control ut applied to the motion model causes a transition from xt−∆t to xt.
The update step in the Bayes filter incorporates sensor measurements of the vehicle zt to
update the distribution over the current state. The distribution over the current state after
the predict step, p(xt|zt−∆t), is multiplied by the probability that the sensor measurements
are observed by this current state distribution. Notice that it makes use of the Bayes rule
of Eq. 2.58; however, the denominator in Eq. 2.58 is not explicitly calculated – instead, we
ensure that p(xt|zt) is a probability distribution by normalizing its integral to 1 using the
normalization factor η.
The Bayes filter requires an initial state distribution p(x0) from which the state evolves
under a HMM assumption using these predict and update steps. However, this general form of
the Bayes filter is computationally intractable, since it requires an integration and product over
arbitrary probability distributions. In general, it can only be performed for very simple state
estimation problems where the state space is finitely discretized, so that the integral becomes
a sum, and the product can be performed as an element-wise multiplication. Otherwise,
assumptions can be made about the form of the state and measurement distributions – for
example, by assuming that they are unimodal Gaussians, closed-form integrals and products
become available, resulting in the well-known Kalman filter and its variants.
2.5.2 Bayesian Filtering for piUSBL
In our specific application of piUSBL positioning, we would like to fuse our acoustic range
and angle measurement distributions with a simple motion model of the AUV, in order to
generate a state estimate that is consistent with how the vehicle can move, as well as with
the instantaneous position implied by the acoustic measurements from the piUSBL array.
State Representation and Motion Model
Our state representation follows a rather unorthodox approach, which requires us to go
through the various frames of reference used by our system. In our case we wish to track
the position of the beacon relative to the AUV, so we formulate the state vector that is
partially tracked by our Bayesian filter as:
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x(t) =

xvcfbeacon(t)
yvcfbeacon(t)
xllfbeacon
yllfbeacon
zllfbeacon
xllfauv(t)
yllfauv(t)
zllfauv(t)
γauv(t)
βauv(t)
αauv(t)
vauv(t)

where

xvcfbeacon(t) : x–position of beacon relative to the AUV
yvcfbeacon(t) : y–position of beacon relative to the AUV
xllfbeacon : x–position of beacon in the local-level frame
yllfbeacon : y–position of beacon in the local-level frame
zllfbeacon : z–position of beacon in the local-level frame
xllfauv(t) : x–position of AUV in the local-level frame
yllfauv(t) : y–position of AUV in the local-level frame
zllfauv(t) : z–position of AUV in the local-level frame
γauv(t) : roll of AUV, rot
n around body–fixed x–axis
βauv(t) : pitch of AUV, rot
n around body–fixed y–axis
αauv(t) : yaw of AUV, rot
n around body–fixed z–axis
vauv(t) : speed-over-ground of AUV in forward direction

(2.59)
The first two elements of the state vector are tracked using our Bayesian filter, and are depen-
dent on other elements of the state vector, the motion model, and our acoustic measurements.
Other elements of the state vector are either constants provided to the vehicle before deploy-
ment (e.g. the position of the beacon in the local-level frame (LLF)), or time-varying values
supplied to the vehicle by proprioceptive sensors (e.g. vehicle attitude, depth and speed-over-
ground), or are calculated from other elements of the state vector (e.g. AUV position in the
LLF).
The various reference frames used by our prototypical piUSBL system are illustrated in
Fig. 2.13. There are three major frames of reference: the local-level frame (LLF), which is
locally tangential to the Earth’s surface, and whose axes are ordered according East-North-
Up (ENU) convention18; the ENU vehicle-carried frame (VCF) whose axes also follow the
ENU convention, but whose origin is at the center of gravity of the vehicle – as such, these
axes always aligned with the axes of the LLF, but it is ‘carried’ around by the vehicle; and
the body-fixed frame (BFF) which is rigidly ‘fixed’ to the AUV body so that it rotates with
it, and whose origin is the vehicle’s center of gravity. The CBF operates in the BFF, and so
for visual purposes we have placed these axes in Fig. 2.13 at the nose of the vehicle where
the USBL array is located; however, for the sake of simplicity, in our work we ignore any
lever-arm effects between the vehicle’s center of gravity and the position of the array, and we
assume that the origins of the BFF and the VCF are collocated. In the BFF of our system,
positive yaw is around the z–axis following the right-hand rule and causes the AUV to turn
left; positive pitch is around the y–axis following the left-hand rule and causes the AUV to
18In the East-North-Up (ENU) convention, the x–axis points East, the y–axis points North, and the z–axis
points up.
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Figure 2.13: Illustration of the reference frames used by the prototypical piUSBL system –
there are three main reference frames: the local-level frame (LLF), a frame of reference that
is locally tangential to the Earth’s surface, and whose axes follow the East-North-Up (ENU)
convention; the ENU vehicle-carried frame (VCF) whose axes are aligned with the LLF, but
whose origin is ‘carried’ by the vehicle at its center of gravity; and the body-fixed frame (BFF)
which is rigidly attached to the AUV so that it rotates with it, and is also centered at its
center of gravity. Note that for clarity, we have visually separated the origins of the VCF
and the BFF, but in our system we assume co-locality for simplicity. Note also that BFF
rotations are non-standard: roll γ and yaw α follow the right-hand rule, but pitch β follows
the left-hand rule.
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pitch up; and finally, positive roll is around the x–axis following the right-hand rule and causes
the AUV to roll right. When the x, y, and z axes of the BFF are parallel with the x, y, and z
axes of the VCF or the LLF, then pitch, roll and yaw of the vehicle are all equal to zero.
Let us now work through each of the elements of the state vector besides xvcfbeacon and y
vcf
beacon
which we wish to track via our filter. The next three elements, xllfbeacon, y
llf
beacon, and z
llf
beacon,
are set arbitrarily based on the beacon’s depth in the water and the origin of the LLF – for
convenience, we set xllfbeacon = 0, y
llf
beacon = 0 and z
llf
beacon = −1 (the beacon is always deployed
to a depth of 1 m). The next two elements, xllfauv and y
llf
auv can then be calculated using x
vcf
beacon,
yvcfbeacon, x
llf
beacon, and y
llf
beacon. The AUVs depth sensor directly provides an estimate of z
llf
auv via
a depth value zllfdepth. The next three elements which pertain to AUV attitude are directly
provided to the vehicle via its IMU and magnetometer, giving values for roll γ, pitch β and
yaw α that have been pre-filtered by the vehicle’s AHRS. Finally, speed-over-ground vauv is
directly provided using the AUVs propeller RPM via the transformation in Eq. 2.1.
Rather than having a motion model for the AUV, our prototypical piUSBL system uses a
very simple forward velocity motion model in order to perform state prediction to update the
first two elements of the state vector, which pertain to the relative position of the beacon:
xvcfbeacon(t+ ∆t) = x
vcf
beacon(t)− vauv(t) ·∆t · cos(αauv(t)) (2.60)
yvcfbeacon(t+ ∆t) = y
vcf
beacon(t)− vauv(t) ·∆t · sin(αauv(t)) (2.61)
This motion model is used within the prediction step of a Bayesian filtering approach known
as the particle filter, whose configuration for our specific application is described next.
The Particle Filter
Bayesian filtering can be performed in a computationally tractable way using a wide vari-
ety of methods, each of which have their own strengths and weaknesses. In general, these
methods fall under two families: parametric and non-parametric approaches [175]. Paramet-
ric approaches are dominated by the Kalman filter and its variants, including the extended
Kalman filter and the unscented Kalman filter. The principle assumption that these variants
make is that the state and measurement distributions can be accurately represented using
a unimodal Gaussian, and under this assumption, they derive closed-form equations for the
state prediction and state update steps of Bayesian filtering. As such, they are extremely
computationally efficient, but lack the ability to accurately model multimodal measurements
and states. The Gaussian sum filter is a parametric approach that attempts to overcome this
assumption by representing multimodal distributions using a weighted sum of Gaussians [181]
[182]. Non parametric approaches include the histogram filter and the discrete Bayes filter,
where the state space is discretized into finite elements (e.g. a static or dynamic grid), and
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each element stores the cumulative posterior as a single probability value; these discretized
filters are able to model multimodal distributions to an arbitrary precision (based on the
resolution of the discretization), but are computationally expensive with computational cost
increasing exponentially with the dimension of the state space. The family of non-parametric
filters also includes the particle filter19 and its many variants – the key idea with these ap-
proaches is to represent the posterior distribution using a set of randomly sampled values
drawn from the state distribution. These sampled values are referred to as ‘particles’, and
represent possible instances of the true state according to its distribution – as a result, the
more particles that are grouped within a region of the state space, the more likely that the
true state falls within this region. To accurately represent the underlying distribution, often
a large number of particles must be used – this represents a trade-off between accuracy of
the representation and computational cost [175]. Since the literature surrounding Bayesian
filtering is vast and spans many fields, we will not go into further detail about specific filters,
and defer the interested reader to the good overviews provided by [175] [182] and [181].
Our piUSBL system has a number of practical considerations that limit our choice of
which Bayesian filtering approach is most appropriate. First, note that our acoustic range
and angle measurement distributions are clearly multimodal, as seen in Figs. 2.10 and 2.12;
this multimodality is due to the undesirable effects of underwater acoustic propagation such
as multipath, reverberation, reflections and interference. Second, our motion model is non-
linear and whichever representation our filter uses for the underlying distribution must be
easily transformed between our various measurement spaces. Thirdly, the filter we use must
be fast enough to run on a Raspberry Pi 3, and would ideally be straightforward to implement.
These considerations led us to select the particle filter.
Particle Filter Initialization
The prototypical piUSBL system maintains a set of R particles, each of which contains a
realization of the state vector (Eq. 2.59) and an associated particle weight wi:
S(t) = {s1(t), s2(t), ..., si(t), ..., sR(t)} (2.62)
where
si(t) =
[
xi(t)
wi
]
i = 1, ..., R (2.63)
The particle filter is initialized by initializing this set of particles using some initial state
distribution. In our case, before vehicle deployment we know the position of the AUV in the
19The particle filter is also known as sequential Monte-Carlo filtering.
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LLF from GPS, and we also know the position of the beacon in the LLF (since we arbitrarily
set it), which remains static over the duration of the mission. Using this information we can
initialize the state vector of each particle according to:
xi(0) =

xvcfi,beacon(0)
yvcfi,beacon(0)
xllfi,beacon
yllfi,beacon
zllfi,beacon
xllfi,auv(0)
yllfi,auv(0)
zllfi,auv(0)
...

=

xllfi,beacon − xllfi,auv(0) = −xllfgps(0) +N (0, σ2gps)
yllfi,beacon − yllfi,auv(0) = −yllfgps(0) +N (0, σ2gps)
0
0
−1
xllfgps(0) +N (0, σ2gps)
yllfgps(0) +N (0, σ2gps)
−zllfdepth(0) +N (0, σ2gps)
...

(2.64)
Each particle thus initializes its state vector by drawing a sample from a Gaussian distribution
centered around the GPS position of the vehicle relative to the beacon, with standard deviation
σ2gps. We omit the elements of the state vector that pertain to vehicle attitude and speed,
since these values are irrelevant for the purposes of initialization. Importantly, note that
whenever the AUV receives a valid GPS fix20, the particles are re-initialized using the scheme
in Eq. 2.64. Note also that the depth value provided by the vehicle’s pressure sensor zllfdepth
increases with depth, which is opposed to our LLF, resulting in the negation. The particle
weights are assigned an equal value wi =
1
R at initialization.
Particle Filter Predict Step
After initialization and the AUV has dived and is no longer receiving GPS, each particle in the
set is propagated using our motion model defined by Eqs. 2.60 and 2.61 – this is the predict
step of the Bayesian filter. This is performed for each particle by first drawing a sample from
each variable of the control space (heading αahrs and forward speed-over-ground vsog) in order
to update the corresponding relevant elements of the state space (αi,auv and vi,auv) – these
same values are then used to propagate each particle:
20The AUV will only receive a valid GPS fix when it has surfaced, which generally only occurs if the vehicle
stops and floats to the surface – GPS signals are not available underwater.
N. R. Rypkema 85 of 277
Chapter 2. Passive Inverted Ultra-Short Baseline Positioning: The Prototypical System
xi(t) =

xvcfi,beacon(t)
yvcfi,beacon(t)
...
xllfi,auv(t)
yllfi,auv(t)
zllfi,auv(t)
γi,auv(t)
βi,auv(t)
αi,auv(t)
vi,auv(t)

=

xvcfi,beacon(t−∆t)− vi,auv(t−∆t) ·∆t · cos(αi,auv(t−∆t))
yvcfi,beacon(t−∆t)− vi,auv(t−∆t) ·∆t · sin(αi,auv(t−∆t))
...
xllfi,beacon − xvcfi,beacon(t)
yllfi,beacon − yvcfi,beacon(t)
−zllfdepth(t)
γahrs(t)
βahrs(t)
αahrs(t) +N (0, σ2α)
vsog(t) +N (0, σ2v) =
RPM(t) · 9.125× 10−4 · cos(βahrs(t)) +N (0, σ2v)

(2.65)
As previously mentioned, the first two elements of particle’s state vector are propagated using
our motion model – the position of the AUV itself in the LLF can then be estimated using this
relative beacon position and the LLF beacon position, as indicated by the reference frames
in Fig. 2.13. Depth zllfi,auv, roll γi,auv and pitch βi,auv are sensed directly by the AUVs depth
pressure sensor21 and AHRS, which are taken to be the ‘true’ values. The yaw αi,auv is modeled
as a Gaussian centered around the value provided by the AHRS (which is highly dependent
on the magnetometer) with some standard deviation σα. Finally, the vehicle forward speed-
over-ground is calculated using the pitch-compensated RPM-to-speed mapping of Eq. 2.1 –
like yaw, it is modeled as a Gaussian centered around this value with some standard deviation
σv. We omit elements of the state vector which do not evolve with time.
Particle Filter Update Step
The particle filter then continuously recurses between this predict step and an update step
– this update step serves to correct the prediction using our acoustic range and angle mea-
surement distributions generated via matched filtering and beamforming. This requires us
to transform the particles into the domains in which these measurements are performed. We
recognize an issue here: we have two independent measurements, range and angle, each within
their own domains – how best do we incorporate this information? We have a few possible
options:
• Combined domain: since range and angle are independent, we could produce a combined
3D range/angle domain, with axes of range, azimuth and inclination. This approach
21The depth sensor on a typical AUV is extremely accurate, with an error on the order of ±10 cm – depth
is calculated from pressure using the Fofonoff equation [183].
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is the most technically correct one, however, it results in a very large measurement
domain, only very small portions of which would contain areas of high probability. Such
a representation is inefficient, and especially problematic for a particle filter which suffers
from the particle deprivation problem22 – a large number of particles would be required
to avoid degeneracy.
• Sequential: we could first transform particles into the range domain, incorporate the
range measurement, then transform these partially-updated particles into the angle
domain, then incorporate the angle measurement (or vice-versa). Unfortunately, this
approach has the tendency to bias our state estimate. As we will explain later, the
particle weights are multiplied against the measurement distribution at their position
within the measurement domain. Consider a particle transformed into the range domain,
where it lands into an area of high probability causing its weight to become large – there
is no guarantee that this particle will fall within a similarly high probability area once
transformed into the angle domain. Again, we would need a large number of particles
to avoid biasing our estimate.
• Parallel (factored): we could duplicate the set of particles, transform one into the range
domain and the other into the angle domain, incorporate measurements, and finally
recombine them in some way. We use a variant of this approach, which, while not
strictly correct, is fast and provides good results in practice.
To incorporate range and angle measurements in parallel at every filter update step, we
first duplicate the set of particles, so that we have a range domain set
rng
S and an angle
domain set
agl
S, both of which are identical at the start of the update step:
rng
S(t) = S(t) = { rngsi(t), ..., rngsR(t)} : rngsi(t) =
[
rng
xi(t)
rng
wi
]
i = 1, ..., R (2.66)
agl
S(t) = S(t) = {aglsi(t), ..., aglsR(t)} : aglsi(t) =
[agl
xi(t)
agl
wi
]
i = 1, ..., R (2.67)
Both of these duplicated particle sets contain the set of state estimates and their associated
weights after performing the filter prediction step. The state estimate held by each particle
in the range set
rng
S can be transformed into the range domain via:
22Particles in the particle filter tend to ‘cluster’ around areas of high probability – if the posterior esti-
mate of the current state is a tightly clustered set of particles, and none of these particles exist within the
high-probability portion of a new measurement distribution, the filter will fail to capture new measurement
information and the state estimate will be incorrect. This is especially problematic if the measurement space
is high-dimensional and only small portions of this domain contain areas of high probability.
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rng
ri(t) =
√
(
rng
xvcfi,beacon(t))
2 + (
rng
yvcfi,beacon(t))
2 + (
rng
zllfi,beacon(t)−
rng
zllfi,auv(t))
2 (2.68)
=
√
(
rng
xvcfi,beacon(t))
2 + (
rng
yvcfi,beacon(t))
2 + (−1− rngzllfi,auv(t))2 (2.69)
where we use the rng pre-superscript to indicate that this particle is a member of the dupli-
cate set used to incorporate the range measurement. After this transformation, the particles
represent a distribution in the range domain that must be multiplied against our range mea-
surement distribution. For each particle, the range measurement is evaluated at the particle
position, and the particle’s weight is multiplied by the result of this evaluation:
rng
wi =
rng
wi · yˆ[ rngri(t)] (2.70)
where yˆ[r] is a valid range measurement from acoustic processing23 (algorithm 1). As with
the range set, we can transform the state estimates of the particles in the angle set
agl
S into
the BFF to incorporate the beamformed angle measurement. Referencing Fig. 2.13, we see
that the transformation from the BFF to the VCF for a given particle is performed by:
T vcfi,bff (t) = Rz(αi,auv(t))Ry(βi,auv(t))Rx(γi,auv(t)) (2.71)
where (using s(·) := sin(·) and c(·) := cos(·))
Rz(θ) =
c(θ) −s(θ) 0s(θ) c(θ) 0
0 0 1
 Ry(θ) =
c(θ) 0 −s(θ)0 1 0
s(θ) 0 c(θ)
 Ry(θ) =
1 0 00 c(θ) −s(θ)
0 s(θ) c(θ)
 (2.72)
The position of the beacon relative to the AUV as estimated by the particle in the BFF is
thus given by:

agl
xbffi,beacon(t)
agl
ybffi,beacon(t)
agl
zbffi,beacon(t)
 = (T vcfi,bff (t))T

agl
xvcfi,beacon(t)
agl
yvcfi,beacon(t)
agl
zllfi,beacon(t)−
agl
zllfi,auv(t)
 (2.73)
and the particle’s position in the angle domain is finally given by the transformation from
Cartesian to spherical coordinates:
23Of course, since the range measurement has a discretized domain, evaluating it at an arbitrary range will
return the measurement at the range closest to the input.
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agl
θi(t) = arccos
 aglzbffi,beacon(t)√
(
agl
xbffi,beacon(t))
2 + (
agl
ybffi,beacon(t))
2 + (
agl
zbffi,beacon(t))
2
 (2.74)
agl
φi(t) = arctan
 aglybffi,beacon(t)
agl
xbffi,beacon(t)
 (2.75)
where we use the agl pre-superscript to indicate that this particle is a member of the duplicate
set used to incorporate the angle measurement. As with the case for incorporating range, each
particle’s weight in this set is updated by multiplying it against the result of the evaluation
of the angle measurement at the particle’s position:
agl
wi =
agl
wi · |Zˆ[aglθi(t), aglφi(t)]|2 (2.76)
where |Zˆ[θ, φ]|2 is a valid angle measurement distribution from acoustic processing24 (algo-
rithm 1). After incorporating the range and angle measurement distributions, the weights of
their respective particle sets are renormalized such that
∑R
i=1
rng
wi = 1 and
∑R
i=1
agl
wi = 1,
since these particles as a whole represent a probability distribution. These duplicated particle
sets must now be recombined into a single set of particles in order to perform the predict step
at the next filter cycle:
let
rng
S(t)↑ = rngS(t) such that rngwi−1 ≤ rngwi ≤ rngwi+1 (2.77)
let
agl
S(t)↑ = aglS(t) such that aglwi−1 ≤ aglwi ≤ aglwi+1 (2.78)
The duplicated sets are first reordered in terms of ascending weights. The corresponding
reordered range and angle particles are then element-wise multiplied and transformed back
into the VCF to produce the new set of particles for the next motion model update:
24Given the discretized nature of the beamformed angle measurement, evaluating it at a desired azimuth φ
and inclination θ will return the beamformed power measurement at the angle closest to this input.
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x
vcf
i,beacon(t)
yvcfi,beacon(t)
−−
 = T vcfi,bff (t)

rng
ri(t)
↑ · sin(aglθi(t)↑) · cos(aglφi(t)↑)
rng
ri(t)
↑ · sin(aglθi(t)↑) · sin(aglφi(t)↑)
rng
ri(t)
↑ · cos(aglθi(t)↑)
 (2.79)
wi =
rng
w↑i ·
agl
w↑i∑R
i=1
rng
w↑i ·
agl
w↑i
(2.80)
where we use the ↑ symbol to indicate that the particles and weights have ascending order.
Notice that the particle z coordinate in the LLF remains unchanged – it is not updated using
the acoustic measurement, because calculating it using the AUV depth sensor is much more
accurate. This element-wise multiplication of ordered range and angle particles produces a new
set of particles in the VCF, with the particles more suitably weighted by the combined range
and angle measurement; while this approach is not strictly correct, it allows us to maintain
a constant R particles efficiently during duplication and recombination and performs well in
practice. These series of calculations incorporates our acoustic measurements, and represent
the complete particle filter update step.
Particle Filter Systematic Resampling
At every update step particle weights are reevaluated and multiplied against the measurement
distributions – the weight of a particle wi represents the likelihood of the particle’s state hy-
pothesis xi. As such, after a series of updates, the distribution of weights across all particles
can become very uneven, with a few particles of high weight (strong hypotheses) and a major-
ity with very low weight (weak hypotheses). This is a critical issue with particle filtering, as it
can drastically bias our state estimate and reduce filter performance. We prevent degradation
of filter performance by carrying out a resampling step after the update step and before the
next predict step – the goal of particle resampling is to represent a single highly weighted
particle by a number of equally weighted particles at the original particle position [184]. By
resampling, we maintain a set of particles that have a more even distribution of weights. In
our case, we make use of the systematic resampling scheme, for its computational simplicity
and because it has been empirically demonstrated to have good performance [184].
Particle Filter Likelihood Estimation
The set of particles that represent the probability distribution of the position of the beacon
relative to the vehicle in the VCF must be converted into a single estimate for the purposes of
vehicle control. One possible approach is to simply use the state estimate of the most highly
weighted particle, but this approach tends to result in trajectories that are qualitatively
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Figure 2.14: Visualization of the piUSBL particle filter in action – Top Left : the power
output from CBF is shown, along with the duplicated set of particles
agl
S that has been
transformed into the angle domain to incorporate the angle measurement. Bottom Left :
the range measurement distribution from matched filtering is shown in purple, along with a
histogram of the duplicated set of particles
rng
S used to incorporate the range measurement in
blue. Top Right : a visualization of the range-normalized position of the beacon relative to the
AUV in the VCF from particle state estimates. Bottom Right : a visualization of the relative
position of the beacon in the LLF from particle state estimates, as well as their weighted
mean over time shown in red.
‘rough’ or inconsistent. We instead use the weighted mean of the particles as the estimated
relative position of the beacon, and use the weighted covariance as a measure of uncertainty
in our filter estimate:
µvcfbeacon(t) =
[∑R
i=1wi · xvcfi,beacon(t)∑R
i=1wi · yvcfi,beacon(t)
]
(2.81)
Σvcfbeacon(t) =
1
R− 1
R∑
i=1
wi
([
xvcfi,beacon(t)
yvcfi,beacon(t)
]
− µvcfbeacon(t)
)([
xvcfi,beacon(t)
yvcfi,beacon(t)
]
− µvcfbeacon(t)
)T
(2.82)
This concludes our explanation of the structure of the particle filter specifically designed
for our prototypical piUSBL system. The filter is summarized in algorithm 3, which, for
simplicity, references many of the previous equations. The particle filter is also visually
represented in Fig. 2.14.
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Algorithm 3 The piUSBL particle filter
1: procedure Particle Filter(p(xllfgps), p(z
llf
depth), γahrs, βahrs, p(αahrs), p(vsog), xi : i =
1, ..., N)
. Continuously estimates the relative position of the beacon in the VCF using our AUV
motion model and acoustic range and angle measurements
. Inputs: p(xllfgps): GPS distribution, p(z
llf
depth): depth measurement distribution, γahrs:
roll measurement, βahrs: pitch measurement, p(αahrs): yaw measurement distribution,
p(vsog): forward speed-over-ground distribution, xi: measured acoustic signals
. Calculates: µvcfbeacon: relative beacon position estimate, Σ
vcf
beacon: state estimate covariance
2: for i = 1 : R do . Initialize particles
3: Initialize particle si state xi using Eq. 2.64 and weight wi =
1
R
4: end for
5: loop
6: for i = 1 : R do . Predict step
7: Propagate particle si state xi using Eq. 2.65
8: end for
9: range,angle = Process Acoustics(. . .) . Algorithm 1 (loop portion only)
10: if valid acoustic measurements returned from algorithm 1 then
11: Duplicate particle set S into range particle set
rng
S using Eq. 2.66
12: Duplicate particle set S into angle particle set
agl
S using Eq. 2.67
13: for i = 1 : R do . Update step
14: Incorporate acoustic range measurement distribution for this particle using
Eqs. 2.69 & 2.70
15: Incorporate acoustic angle measurement distribution for this particle using
Eqs. 2.73, 2.74, 2.75 & 2.76
16: end for
17: Reorder
rng
S using ascending weights with Eq. 2.77
18: Reorder
agl
S using ascending weights with Eq. 2.78
19: for i = 1 : R do . Recombine
rng
S and
agl
S to produce new particles for S
20: Project particle range
rng
r↑i and angle
agl
θ↑i ,
agl
φ↑i into new
[
xvcfi,beacon
yvcfi,beacon
]
using
Eq. 2.79
21: Update new particle weight wi using Eq. 2.80
22: end for
23: Perform systematic resampling of particles . Resample step
24: end if
25: µvcfbeacon =
[∑R
i=1wi · xvcfi,beacon∑R
i=1wi · yvcfi,beacon
]
. Estimate step
26: Σvcfbeacon =
1
R−1
∑R
i=1wi
([
xvcfi,beacon
yvcfi,beacon
]
− µvcfbeacon
)([
xvcfi,beacon
yvcfi,beacon
]
− µvcfbeacon
)T
27: end loop
28: end procedure
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Considerations on the Factored Nature of the piUSBL Particle Filter
The separation of the piUSBL particle filter into two parallel update steps, one for the incor-
poration of range measurements and the other for the incorporation of angle measurements
to the acoustic beacon, essentially represents a factorization of the state space; thus, the
piUSBL particle filter can be described as a factored particle filter. This approach is strictly
an approximation of the more conventional particle filter, which would operate using a single
set of particles within the full state space that combines both the range and angle domain.
The decision to make use of a factored particle filter was motivated by the need to achieve
real-time processing rates on-board the vehicle, by reducing the number of particles in the
filter. In fact, the structure of update step in the piUSBL particle filter in some sense allows us
to achieve the same dynamic range in particle weights that would have been present if we were
to use a larger number of particles within the conventional particle filter. Consider a particle
that sits at the global maximum within the combined range and angle domain; this particle
can be represented by two separate particles in the range domain and the angle domain, both
sitting at the respective maxima of those domains – because our approach rearranges the
parallel sets of particles into ascending order, when element-wise multiplying the two sets
of particle weights together during the update step, the resulting combined particle would
have the same weight as the theoretical particle in the combined domain of the conventional
particle filter. Thus, in a sense our factored particle filter uses a subset of particles that would
be present in the conventional particle filter – with the advantage that this subset represents
a significant reduction in the number of particles required to sample the full range of values
present in the combined measurement space.
Although it is an approximation of the conventional particle filter, our piUSBL particle
filter works very well in practice, as will be apparent from results shown later in this chapter as
well as subsequent chapters. However, because we do not provide results using the same system
with a conventional particle filter, it is difficult to determine whether the factored nature of
the filter represents a loss in accuracy in comparison to a conventional filter – conceptually,
it appears intuitive that sampling the range and angle measurement spaces separately and
combining the parallel particles in an ordered manner would maintain the dynamic range
of a conventional particle filter, further investigation is necessary to confirm this intuition
definitively. This can be performed in the future by simply reprocessing experimental data
using a conventional particle filter; for this work, we simply note that the current factored
implementation performs adequately for our purposes.
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Figure 2.15: Illustration of factor graph used for smoothing in the prototypical piUSBL system
– xi are AUV states (poses) in the LLF connected by motion model factors using control inputs
ui; m is the map, which in the case for piUSBL is simply the state of the beacon in the LLF,
which is connected by a prior factor to (0, 0); vehicle states are connected to the beacon
via acoustic measurement factors zi, which can either be range-only, or range-plus-bearing
measurements; the initial vehicle pose has a prior factor from GPS (xllfgps, y
llf
gps). Note that for
the smoothing problem we are solving for the state of the AUV in the 2D local-level frame
(i.e. no depth solving); in addition, not all vehicle states are connected to the map, since valid
acoustic measurements are not guaranteed at every timestep.
2.6 Smoothing (Factor Graph SLAM)
Particle filtering provides the vehicle with a current estimate of the relative position of the
beacon, as well as the uncertainty of this estimate; however, it does so by utilizing a recursive
Bayesian filtering structure, in which the vehicle trajectory is modeled as a HMM with the
Markov assumption, meaning that the current state is dependent only on the previous state,
and the current measurement is only dependent on the current state. In effect, it operates by
marginalizing out all previous measurements – the current state incorporates all information
from the measurement, and is then used to inform the next state. Because the state at each
time step marginalizes out the measurement, the resulting trajectory is often discontinuous.
Smoothing on the other hand utilizes all previous measurements to optimize over the entire
history of states, so that the resulting state trajectory over all time x0:t optimally ‘explains’
its history of control inputs u0:t and observed measurements z0:t. As a result, the optimized
full vehicle trajectory is smooth. Smoothing is also often referred to as full simultaneous
localization and mapping (SLAM), since the measurements come from a common map m –
thus, optimizing over the trajectory, which includes map measurements that are necessarily
connected over time (and as such are constrained), results in a trajectory that not only
provides the best explanation of the vehicle state over time given the measurements, but
simultaneously provides the best explanation of the measurements (and thus the map) given
the vehicle state over time. We wish to calculate the posterior distribution over the entire
vehicle trajectory x0:t, as well as the map m0:t [175]:
p(x0:t,m0:t|z0:t,u0:t) = p(x0:t,m|z0:t,u0:t) (2.83)
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where we remove the map’s dependence on time, since it is usually assumed to be static. To
visualize this optimization problem for our particular case, we formulate it as a factor graph
in the LLF, as shown in Fig. 2.15 [185].
Unlike the Bayesian filtering case, where we are estimating the relative position of the
beacon in the vehicle-carried frame, for smoothing we formulate the problem differently: we
estimate the absolute vehicle pose, xt = [xt, yt, αt]
T , in the 2-dimensional local-level frame
using a factor graph smoothing framework to represent the collection of poses over the entire
trajectory. Each node xt in the graph corresponds to the pose estimate at time t, and is
linked to preceding and subsequent pose nodes by factors calculated using our motion model
with input ut – this motion model differs slightly to the one used for particle filtering:
xt = xt−1 + vt−1 ·∆t · cos(αt−1) (2.84)
yt = yt−1 + vt−1 ·∆t · sin(αt−1) (2.85)
The initial pose x0 is constrained by a prior factor, which represents surface GPS measure-
ments in the LLF, and the acoustic beacon node (our map in this case) is also constrained by
a prior factor that places it at the arbitrary location of our choosing in the LLF, (0, 0). When
a valid acoustic measurement is outputted by acoustic processing, we use the result of the
particle filter to link the pose at which the measurement occurred to the beacon node, by cal-
culating the weighted mean range and bearing from the particles, as well as the corresponding
variances:
zt =
[
rt : 2D range between AUV and beacon
ζt : bearing angle from AUV to beacon
]
σt,z =
[
σt,r
σt,ζ
]
(2.86)
rt =
R∑
i=1
wi
√
(xvcfi,beacon(t))
2 + (yvcfi,beacon(t))
2 (2.87)
ζt =
R∑
i=1
(
wi · arctan
(
yvcfi,beacon(t)
xvcfi,beacon(t)
))
− αt (2.88)
σt,r =
1
R− 1
R∑
i=1
wi
(√
(xvcfi,beacon(t))
2 + (yvcfi,beacon(t))
2 − rt
)2
(2.89)
σt,ζ =
1
R− 1
R∑
i=1
wi
((
arctan
(
yvcfi,beacon(t)
xvcfi,beacon(t)
)
− αt
)
	 ζt
)2
(2.90)
where we define the 	 symbol as the circular subtraction. These values are used to inform the
factor between the relevant pose node and the beacon node. Formulating the optimization
like this over the AUV states in the 2D LLF is simpler and more intuitive than smoothing
over the relative beacon position, especially because in this case the beacon is static – this
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means that the relative beacon position and the absolute LLF AUV position are equivalent
except for negation.
We use the GTSAM25 library [186], and specifically the iSAM226 algorithm [187] to incre-
mentally perform maximum a-posteriori inference over our factor graph as it is constructed.
Motion and measurement noise are independent and assumed to be Gaussian, with the stan-
dard deviation of measurement noise estimated directly using the particles from our filter,
as in Eq. 2.86. In terms of GTSAM nomenclature, AUV pose nodes are added to the factor
graph as Pose2, and the beacon node is added as a Point2 ; the priors to the beacon and initial
pose are added each as a PriorFactor. Motion model factors are added as BetweenFactor, and
measurement factors are added as BearingRangeFactor. The noise values for the priors and
motion model are set as:
σx =
2 m 0 00 2 m 0
0 0 5◦
 σm = [0.1 m 0
0 0.1 m
]
σt,u =
0.5 m s
−1 0 0
0 0.1 m s−1 0
0 0 0.2◦s−1

(2.91)
where σx is the noise on the initial pose prior, σm is the noise on the beacon prior, and σt,u
is motion model noise in surge, sway and yaw. GTSAM and the ISAM2 algorithm are state-
of-the-art in factor graph SLAM. However, note that it only supports unimodal Gaussian
distributions – as a result, we are forced to approximate our state and measurement distribu-
tions as Gaussians using the output of our particle filter. This is not strictly correct, since we
are essentially removing vital independent assumptions between states and measurements via
the filter, but it serves our purposes of investigating the utility of smoothing in our application
in a straightforward and simple manner.
2.7 Experimental Results
To evaluate the system stack of our prototypical piUSBL system, we performed experiments
using the prototype SandShark AUV with piUSBL payload (subsection 2.3.3) on a portion
of the Charles River by the Massachusetts Institute of Technology (MIT) Sailing Pavilion
(Fig. 2.16) in the Fall of 2016. Our acoustic beacon (subsection 2.3.1) was submerged to
about 1 m depth and fastened to the pavilion dock, at a known GPS position. The AUV was
pre-programmed with a mission where it was instructed to travel back-and-forth along the
dock for 70 m at 2 m depth and a speed of 1.4 m s−1. The mission duration was set to 1200 s,
and the AUV was instructed to surface for a 120 s GPS fix whenever it was at the end of a
25https://bitbucket.org/gtborg/gtsam/
26https://github.com/nicrip/pygtsam/
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Figure 2.16: Photograph of the Massachusetts Institute of Technology (MIT) Sailing Pavilion
on the Charles River, with a commercial SandShark AUV in the water.
70 m run and the time since the last fix was greater than 300 s for runs 1 and 4, 480 s for
runs 2 and 5, and 660 s for run 3.
Acoustic processing (section 2.4), including both matched filtering for range and beam-
forming for angle were performed on-board the Raspberry Pi 3 in real-time at approximately
1.25 Hz. For the CBF (subsection 2.4.2), we selected the number of azimuths Nazim = 270
and the number of inclinations Nincl = 15 (for a total of 4050 look-angles), since a higher
azimuthal angular resolution was more critical. We placed an additional check of validity on
acoustic measurements due to vehicle self-occlusion: if the MLE value of azimuth from beam-
forming was 90◦ ≤ φ ≤ 270◦, then the angle acoustic measurement was discarded27. This
data was recorded by the payload along with pre-filtered navigation data from the vehicle,
which was received by the payload at a rate of about 10 Hz. The payload and AUV system
clocks were synchronized using an NTP server running on the payload.
Particle filtering (subsection 2.5.2) with 1500 particles and factor graph smoothing (section
2.6) were performed oﬄine. iSAM2 was used to build and solve the factor graph with vehicle
poses added at a rate of 5 Hz and using ranges and bearings output by the particle filter for
measurement factors between vehicle poses and the beacon pose using Eq. 2.86. A new graph
was initialized each time the AUV received a GPS fix, allowing us to monitor the difference
in estimated and true position during the underwater to surface transition.
The AUV was deployed for a total of five runs, with the vehicle surfacing for two GPS
fixes for runs 1, 2, 3 and 5, and for three GPS fixes for run 4. For the five runs we use a simple
metric to assess the inter-GPS-fix navigation performance of dead reckoning, particle filtering,
27This check basically deems an angle acoustic measurement to be valid if the acoustic energy incident onto
the array came from in front of the AUV – this is necessary, since the array is ‘blind’ to acoustic energy coming
from behind due to its position at the nose of the vehicle.
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Figure 2.17: Range and bearing between the AUV and the acoustic beacon as output by dead
reckoning and particle filtering using the prototypical piUSBL system for run 5 – bearing
and range estimates from the AUV to the beacon in the LLF are shown for dead reckoning
(black), particle filtering (purple), and raw acoustic measurement MLE values (red), with
dashed vertical lines indicating AUV surfacing times for GPS fixes.
and factor graph smoothing over all five runs: during the underwater to surface transition a
discontinuity in position occurs when the AUV gets a GPS fix, which is caused by localiza-
tion error during underwater navigation; smaller jumps would indicate better performance.
Unfortunately, this metric is subject to GPS positional error.
For the fifth and final run, two commercial long baseline (LBL) beacons from Hydroid28
were deployed, one at each end of the dock at known GPS positions and a depth of 1 m. These
LBL beacons respond to acoustic queries transmitted by the AUV via its WHOI micro-modem,
allowing the vehicle to calculate two-way travel-time to each LBL beacon. These times are
stored by the vehicle and post-processed using trilateration to calculate vehicle position as a
means of validating our prototypical piUSBL system. The micro-modem is not used for any
other purpose than to query the commercial LBL beacons. Unfortunately, the LBL beacons
are subject to the same undesirable acoustic effects that cause measurement outliers.
Plots of bearing and range from the AUV to the beacon for run 5 are shown in Fig. 2.17,
which plot these values as estimated from dead reckoning (black) and particle filtering (red),
along with MLE measurements from our range and angle measurement distributions as purple
circles. We see that the particle filter successfully fuses the observed acoustic measurements
with the dead reckoned motion model, pulling the estimate towards observations. Our validity
checks are apparent when looking at the measurements – no bearing measurements exist
between 90◦ and 270◦, which are invalid due to self-occlusion. Even though outliers exist in
the measurements, these are successfully filtered out by the particle filter.
28https://www.hydroid.com/
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Figure 2.18: AUV trajectories as estimated by dead-reckoning, particle filtering and factor graph smoothing in the LLF for run 5
– the piUSBL beacon is shown as a red dot, and the Hydroid LBL beacons as the black dots affixed to the dock; locations of GPS
surfacing events are shown as dashed red circles, and the jump in position for dead-reckoning during these events are highlighted
by dashed white ellipses; the trajectory from dead-reckoning is shown in black in both plots. Left : the trajectory from particle
filtering is shown in purple. Right : the trajectory from factor graph smoothing is shown in purple.
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GPS Jumps (m)
Run 1 Run 2 Run 3 Run 4 Run 5
AUV Surface Time (s) 550 1020 675 1250 840 1240 360 785 1210 920 1240
Dead Reckon 13.8 7.0 17.0 10.2 18.4 17.6 2.7 2.7 4.4 7.4 6.1
Particle Filter 3.5 13.4 1.6 8.8 1.0 4.7 5.8 2.2 5.6 0.4 1.5
Factor Graph 1.3 3.1 1.5 11.5 0.3 4.9 1.4 3.8 2.5 1.0 3.8
µ GPS Jumps (m) σ GPS Jumps (m)
Dead Reckon 9.8 6.0
Particle Filter 4.4 3.9
Factor Graph 3.2 3.1
Table 2.1: Localization performance of the prototypical SandShark piUSBL system as measured using GPS discontinuities – the
jump in GPS position when the AUV makes the underwater to surface transition is indicative of the performance of underwater
navigation, with smaller jumps indicating better performance; a comparison of dead reckoning, particle filtering and factor graph
smoothing indicates that filtering and smoothing improve underwater positioning.
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Figure 2.19: Trajectories resulting from dead reckoning, particle filtering and factor graph
smoothing vs. commercial LBL position estimates – Top: the x-position estimate as calculated
by dead-reckoning (black), particle filtering (purple) and factor graph smoothing (cyan), vs.
LBL x-position estimates from trilateration as red circles. Middle: Similarly for y-position
estimates. Bottom: Euclidean distance between the trajectories from dead-reckoning (black),
particle filtering (purple) and factor graph smoothing (cyan) against the corresponding LBL
estimates; the mean of this distance is shown for each approach as the horizontal dashed line.
The resulting trajectories of dead-reckoning, particle filtering and factor graph smoothing
are shown for run 5 in Fig. 2.18 and is illustrative of typical trajectories resulting from our
approach. During this run, the commercial LBL beacons were deployed. Dead reckoning is
shown in black, and particle filtering and factor graph smoothing are shown in purple. The two
GPS fixes for this run occur at (39 m,−42 m) (at approximately 814 s into the mission), and
(−28 m,−84 m) (at approximately 1145 s into the mission). The positional jumps that occur
during these GPS fixes are listed in table 2.1, along with the jumps that occur during the GPS
fixes in runs 1–4, as well as the average jump distance and corresponding standard deviation.
Qualitative examination of the trajectories indicate that the dead reckoned estimates are
the least self-consistent, with large discontinuities when the vehicle surfaces for a fix (as
highlighted by the dashed white ellipses). The particle filter trajectories are better in this
respect, but they suffer from non-continuity caused by incorporation of latest observations in
the filter’s recursive estimate. In contrast, the trajectories resulting from iSAM2 factor graph
smoothing are both self-consistent and maintain a smooth, continuous trajectory between
GPS fixes; this is a result of optimizing over the entire vehicle history, incorporating all
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acoustic measurements. These observations are supported by the discontinuity distances in
table 2.1 – the iSAM2 approach has both the smallest average discontinuity, and the lowest
standard deviation.
Besides the inherent positional uncertainty associated with GPS measurements, there
are other possible sources for the observed differences between GPS and our localization
approach. These include motion due to river currents, which cannot be accounted for, and,
more importantly, the jitter in the acoustic beacon broadcast; recall in subsection 2.3.1 that
the beacon has a 1 ms jitter, which, at a sound speed of 1481 m/s, corresponds to a 1.5 m
error, which is on the same order of magnitude as the differences observed.
Finally, Fig. 2.19 displays x-position and y-position plots for the trajectories resulting
from the three methods for run 5, with dead-reckoning in black, particle filtering in red, and
factor graph smoothing in cyan, along with an estimate of the vehicle position as calculated
by LBL trilateration in purple. Firstly, we note that the LBL estimates are highly susceptible
to undesirable acoustic effects caused by the challenging acoustic environment of the Charles
River, resulting in a number of outliers. Secondly, we notice that both particle filtering and
factor graph smoothing more consistently match the LBL estimates, thereby providing strong
validation for our piUSBL localization approach. This is supported by the bottom plot in
Fig. 2.19, which shows the error between the trajectories outputted by the three methods
and the LBL estimates over time - the average error is 5.04 m, 3.48 m, and 3.39 m for dead-
reckoning, particle filtering, and factor graph factor graph smoothing respectively. These
results are consistent with the GPS jump metrics.
2.8 Lessons Learned
The initial results obtained from experiments with the prototype SandShark AUV outfitted
with the piUSBL system in the Fall of 2016 proved to be very promising, and provided us
with a raft of insights into how piUSBL could be improved. The basic processing pipeline was
demonstrated to operate effectively, resulting in a positioning system that is small, low-cost,
easy to deploy, and scalable to many vehicles, making it an ideal solution for inexpensive and
miniature autonomous underwater vehicles. In addition, the efficacy of the piUSBL approach
in terms of positioning accuracy was established, with the system having shown that it could
improve localization accuracy substantially. Four main lessons were learned from these initial
experimental experiences:
• The mounting scheme of the USBL array on the prototype SandShark AUV is highly
non-ideal, and limits performance of piUSBL positioning due to one simple fact: the
vehicle is simply unable to receive acoustic energy from the half-space behind the vehicle,
because acoustic signals from that direction are occluded by the body of the vehicle. As
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a result, the filter loses track of the acoustic beacon whenever the AUV is traveling away
from it – in effect, during these periods no acoustic measurements are incorporated by
the filter or smoother, since they are deemed invalid, causing the state estimate to drift.
The reduction in the number of valid acoustic measurements is a significant limitation
for filter performance, and should be avoided as much as possible since performance
is now tied to the behavior of the vehicle (i.e. performance improves when the AUV
is pointing toward the beacon, and reduces when it is pointing away). The loss of
acoustic measurements in these regimes is clearly visible in Fig. 2.17. An improvement
in performance can be easily obtained by using a non self-occluding mounting scheme,
where the line-of-sight between the array and the beacon in all situations is maximized.
• In terms of acoustic processing, generating the range measurement distribution is fast
and carries little computational cost, since it is just a series of convolutions; on the
other hand, generating the angle measurement distribution using the CBF is extremely
computationally intensive, since the beamformer output power (Eq. 2.47) has to be
computed over a search grid of azimuth/inclination combinations. The resulting angle
measurement is accurate and robust to acoustic effects such as reverb and interference,
but generating it uses the majority of our processing budget – a performance of approx-
imately 1.25 Hz to beamform 4050 look-angles is at the edge of the acceptable range,
since the beacon broadcasts at a rate of 1 Hz; in addition, this produces a fairly low
resolution angle distribution, with steps of 1.33◦ in azimuth and 12.00◦ in inclination.
On top of this, there is no remaining computational budget to incorporate our particle
filter into the on-board online processing stack. In order to achieve online closed-loop
navigation using piUSBL, computational performance must be improved, and ideally
without the loss of robustness and accuracy that beamforming provides and without
requiring a more powerful (and more power-hungry) on-board computer.
• As mentioned in the previous point, the resolution achievable by the CBF running on the
on-board Raspberry Pi 3 is fairly low; this low resolution directly effects the accuracy of
the piUSBL system, since the ‘step-size’ of resolution directly equates to the positional
‘resolution’ via triangulation. This resolution is not only tied to the speed at which
the on-board computer can beamform at each look-angle, but also to the amount of
memory that the computer possesses. A necessary step to speed up beamforming is to
precompute and store the phase-shifts associated with each look-angle – if the number
of look-angles is too large, there is simply not enough memory to store their associated
phase shifts. Each look-angle requires 16 × NFFT bytes of storage, where NFFT is
the size of the DFT, each bin of which requires a 16 byte double to store a complex
number. Using NFFT = 8192, 4050 look-angles requires 4050 · 16 · 8192 = 530.84 MB,
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which is more than half the memory available on the Raspberry Pi 329. In order to
improve angle measurement accuracy (and thus piUSBL accuracy), it would be ideal to
find some method of improving the resolution of the angle measurement distribution,
without having to resort to using a computer with more memory.
• These initial results suggest that particle filtering, and filtering with the addition of
factor graph smoothing, both provide good positional performance with factor graph
smoothing improving performance slightly. Qualitatively, the trajectory generated by
factor graph smoothing is ‘better’, in that it is smoother and more continuous than
that of particle filtering alone; however, the increased system complexity and compu-
tational cost introduced with smoothing do not appear to be justified, especially since
the smoothing solution is not necessary for closed-loop control. Since the ultimate goal
of this work is to perform closed-loop multi-AUV deployments, factor graph smoothing
appears to have little additional benefit over particle filtering alone, since the state es-
timate of the filter is adequate for feedback control. Batch optimization and smoothing
can instead be applied in post-processing after mission completion, to generate more ac-
curate and aesthetically pleasing trajectories, if required. As a result of this insight, we
decided not to incorporate online factor graph smoothing in our final piUSBL system.
These four insights were instrumental in informing the subsequent development of our
piUSBL approach. In the next three chapters, we address these issues by formulating an
approach to enable online, closed-loop navigation; by developing a novel beamforming method
that requires less memory and drastically improves precision and resolution of the angle
measurement distribution; and by comprehensively evaluating and validating the accuracy of
our final piUSBL system.
29We set the DFT size to 8192 since we collect 8000 samples per array element, and 8192 is the first power
of two above 8000.
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Improving Processing Speed:
The Sequential Monte-Carlo
Beamformer
3.1 Introduction
T
he prototypical Passive Inverted Ultra-Short Baseline (piUSBL) system detailed
in the previous chapter has provided us with enough data to demonstrate that
the concept is sound, and that the processing pipeline can effectively provide
a low-cost localization suite. The lessons learned from experiments with the
prototypical piUSBL system have also provided us with an understanding of its limitations,
and guidance on which aspects of the system should be improved in order for the system
to provide robust and accurate positioning in real-time. In this chapter we focus on the
necessary processing improvements needed to obtain online, real-time performance for closed-
loop piUSBL positioning.
One of the insights we highlighted from the results of the preceding chapter is that a large
majority of our computational budget is devoted to generating the acoustic angle measurement
distribution via the use of the conventional beamformer (CBF), whose output is evaluated over
a grid of look-angles. The resulting angle measurement distribution, or ‘heatmap’, provides us
with a distribution that indicates the likelihood that the incoming acoustic signal comes from a
particular direction, and covers the entire sphere (or 360◦ in azimuth and 180◦ in inclination).
Generating this ‘heatmap’ is computationally intensive, and this computation scales with its
resolution – this ‘heatmap’ is then sampled by the piUSBL particle filter in order to update
particle weights in accordance to the likeliest direction to the beacon. Thus, we are caught
in an ugly trade-off between the resolution of the angle measurement distribution, and the
number of particles in our filter – increasing one necessitates a reduction in the other, since
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increasing either requires more computation and our computational budget is limited. On the
other hand, we would prefer not to reduce either resolution or the number of particles, since
a reduction in either will degrade the accuracy of the piUSBL positioning solution.
Thankfully, the piUSBL particle filter provides us with a key insight that enables us to el-
egantly avoid having to make this trade-off, and by doing so, allows us to perform closed-loop,
online navigation using piUSBL. We term the resulting coupled beamformer with particle filter
the sequential Monte-Carlo beamformer (SMCB). In this chapter we describe this integrated
Bayesian filter, and provide experimental results using the resulting closed-loop piUSBL navi-
gation system as fielded on the prototype SandShark autonomous underwater vehicle (AUV),
as well as on a conventional Bluefin-21 AUV.
3.2 Beamforming trade-off with Particle Filtering
For simplicity, let us consider a set of Nangles look-angles that somehow cover the entire sphere
in all directions, Sangles = {(φ1, θ1), (φ2, θ2), ..., (φNangles , θNangles)}. To generate our ‘heatmap’
of angles, or angle measurement distribution, that indicates the likelihood that a given look-
angle (φi, θi) is pointing in the direction of the acoustic beacon, we have to beamform at each
look-angle, as shown in algorithm 4 (where we have rewritten and generalized the relevant
procedure from algorithm 1 for an arbitrary beamformer).
Algorithm 4 Angle measurement distribution: iterating an arbitrary beamformer over a
set of look-angles
1: procedure Generate Angle(Sangles, flower, fupper, fs,H(φ, θ,Y ), yi : i = 1, ..., N)
. Generates the angle measurement distribution using an arbitrary beamformer H
. Inputs: Sangles = {(φ1, θ1), ..., (φNangles , θNangles)}: set of look-angles, flower: lower fre-
quency cutoff, fupper: upper frequency cutoff, fs: sampling frequency, H(φ, θ,Y ): arbi-
trary beamforming function defined for some array, yi: matched filter outputs for each
array element i
. Outputs: |Zˆ2|: angle measurement distribution ‘heatmap’
2: Yi = CZT (yi, fflower, fupper, fs,M) . Chirp Z-Transform of matched filter signals
with M frequencies in desired frequency range
3: Y =
[
Y1 Y2 . . . YN
]T
. Collection of CZT-transformed signals
4: |Zˆ2| = zeros(len(Sangles)) . Storage for angle measurement
5: for (φk, θk) in Sangles do . Loop through set of look-angles and get arbitrary
beamformer output power
6: |Zˆ2|[k] = H(φk, θk,Y ) . Apply the arbitrary frequency-domain beamformer on
the CZT-transformed signals at the given look-angle
7: end for
8: return |Zˆ2|
9: end procedure
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This procedure is used within our acoustic processing pipeline detailed in algorithm 1 in
order to generate the range and angle measurement distributions incorporated by the piUSBL
particle filter, as listed on line 9 of algorithm 3. Consequently, given Nangles look-angles and R
particles, the naive particle filter implementation must perform beamforming Nangles times,
and perform the predict, update and systematic resampling steps R times – if we naively
assume that the processing time fore each beamformer loop is n ms, and that of the three
particle filter steps is r ms, the total processing time for a single filtering loop incorporating
acoustic measurements is approximately:
Tcycle naive = Nangles × n+R× r ms (3.1)
If we would like to achieve a fixed processing time per cycle, then it is obvious that this
requires a trade-off between the number of look-angles, Nangles, and the number of particles,
R. Reducing the number of look-angles, however, reduces the raw accuracy and precision of
the angle measurement distribution; similarly, reducing the number of particles reduces the
tracking accuracy of the filter, and causes its solution to become less smooth. Both options
are poor.
3.3 Beamforming coupled with Particle Filtering
To overcome this computational bottleneck, we make use of a key insight. Notice that during
the update step of the particle filter, the weights within the duplicated angle particle set,
agl
S,
are updated by evaluating the angle measurement distribution at the azimuth and inclination
represented by the corresponding particle; this is performed by Eq. 2.76, which we restate
here:
agl
wi =
agl
wi · |Zˆ[aglθi(t), aglφi(t)]|2 (3.2)
Thus the key insight is as follows: rather than beamforming on a static grid of look-angles
represented by the set Sangles = {(φ1, θ1), (φ2, θ2), ..., (φNangles , θNangles)}, why not instead
beamform directly at the look-angles represented by the particles in the particle filter? Doing
so reduces the number of beamforming look-angles from Nangles to R (since there are R
particles in the filter), and the set of look-angles instead becomes:
Sangles = {(aglφ1, aglθ1), (aglφ2, aglθ2), ..., (aglφR, aglθR)} (3.3)
This approach represents a close coupling between beamforming and particle filtering, and is
a particular advantage afforded to us through the use of particle filtering. Because sampling
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Figure 3.1: Illustration of the beamformed angle measurement distribution from the naive
piUSBL pipeline and the sequential Monte-Carlo beamformer (SMCB) pipeline – the beam-
formed output on a set of look-angles is shown on the unit sphere in the vehicle body-fixed
frame (BFF). Left : in the original piUSBL pipeline, we beamform on a regular static grid
of look-angles that cover the entirety of the unit sphere, and sample from this distribution in
the particle filter. Right : in the SMCB, we closely couple beamforming and particle filtering
by evaluating the beamformer only at the look-angles represented by the particle filter; as
a result, the search space is limited by the vehicle motion model to the area of the surface
containing the angle distribution maximum. The left uses a total of 7200 look-angles, while
the right uses only 1500, representing a significant speed-up in computation.
based methods like the particle filter directly sample at an evaluation point of a distribution,
distributions that are themselves generated through iterative evaluation over a set of points
(like the output of the beamformer over a set of angles) can be evaluated within the particle
filter directly; other Bayesian filtering approaches like the Kalman filter are unable to take
advantage of this ‘trick’, since in the Kalman filter case, a Gaussian fit to the entire measure-
ment distribution must be obtained. Because of this coupling of beamforming and particle
filtering (also called sequential Monte-Carlo), we call our approach the sequential Monte-Carlo
beamformer (SMCB). This coupling provides a certain complementarity between beamform-
ing and particle filtering – the particles in the filter constrain the search space of beamforming
to the area most likely to contain the maximum value of the angle measurement distribution
(using the filter’s motion model), and the beamformer provides the update to the weight of
each particle. This concept is illustrated in Fig. 3.1. Given the same number of particles, this
coupling has absolutely no effect on the accuracy performance of the filter, but can drastically
reduce the processing time for a single filtering loop to:
Tcycle coupled = R× n+R× r = R× (n+ r) ms (3.4)
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since we now beamform at R instead of Nangles look-angles. The saving in processing time is
thus approximately:
Tcycle saved = Tcycle naive − Tcycle coupled = (Nangles −R)× n ms (3.5)
which can be significant, especially since it is usually the case that R  Nangles, and the
beamforming time n of a single look-angle can be fairly high.
However, there is one outstanding issue that we have yet to address: in the original acoustic
processing algorithm (algorithm 1), we precompute and store the phase-shifts associated with
each look-angle in the static grid as a necessary step to speed up beamforming – but the
set of look-angles represented by the particles is now dynamic, and changes at every time-
step. In order to maintain the speed-up provided by this precomputation, in the SMCB
we still precompute and store the phase-shifts associated with a static grid of look-angles;
however, we simply do not calculate the beamformed output for the entire grid – we restrict
the computation to the set of look-angles on this grid that are closest in value to the set of
look-angles represented by our particles.
3.4 The sequential Monte-Carlo beamformer
The sequential Monte-Carlo beamformer that we use in the final piUSBL system to pro-
vide closed-loop navigation is summarized in algorithm 5 below. Note that it makes many
references to the equations and algorithms detailed in chapter 2, sections 2.4 and 2.5, and
subsections 2.4.1, 2.4.2 and 2.5.2; note also that we do not restrict the beamforming process
to the conventional beamformer (CBF) – this is because we introduce a novel beamforming
algorithm that possesses a greater computational efficiency than the CBF in the following
chapter.
Algorithm 5 The piUSBL sequential Monte-Carlo beamformer (SMCB)
1: procedure SMCB(p(xllfgps), p(z
llf
depth), γahrs, βahrs, p(αahrs), p(vsog), xi : i = 1, ..., N,
Sangles, flower, fupper, fs, s,P , c,H(φ, θ,Y ))
. Continuously estimates the relative position of the beacon in the VCF using our AUV
motion model and acoustic range and angle measurements
. Inputs: p(xllfgps): GPS distribution, p(z
llf
depth): depth measurement distribution, γahrs:
roll measurement, βahrs: pitch measurement, p(αahrs): yaw measurement distribution,
p(vsog): forward speed-over-ground distribution, xi: measured acoustic signals, Sangles:
static set of look-angles for precomputation, flower: lower frequency cutoff, fupper: upper
frequency cutoff, fs: sampling frequency, s: broadcast template, P : element positions, c:
speed-of-sound, H(φ, θ,Y ): arbitrary beamforming function
. Calculates: µvcfbeacon: relative beacon position estimate, Σ
vcf
beacon: state estimate covariance
N. R. Rypkema 109 of 277
Chapter 3. Improving Processing Speed: The Sequential Monte-Carlo Beamformer
. Initialization
2: for i = 1 : R do . Initialize particles
3: Initialize particle si state xi using Eq. 2.64 and weight wi =
1
R
4: end for
5: f = flower : fupper . M equally spaced frequencies (e.g. 7–9 kHz) for CZT
. Loop through all static look-angles and pre-compute and store phase shifts to initialize
the arbitrary beamformer
6: H(. . .)← initialize storage . Initialize beamformer memory storage
7: for (φk, θk) in Sangles do
8: H(φk, θk, . . .)← set phase shifts with φk, θk,P , c,f . Precompute phase
shifts for this look-angle
9: end for
. SMCB Cycle of Predict, Update, Resample, and Estimate
10: loop
11: for i = 1 : R do . Predict step
12: Propagate particle si state xi using Eq. 2.65
13: end for
14: yˆ, yi, σmax sample = Generate Range MF (c, fs, s, xi : i = 1, ..., N) . Generate
the range measurement distribution (detail in algorithm 1)
15: if σmax sample < 5 then . Validity check
16: Duplicate particle set S into range particle set
rng
S using Eq. 2.66
17: Duplicate particle set S into angle particle set
agl
S using Eq. 2.67
18: Sparticle angles = {(aglφ1, aglθ1), . . . , (aglφR, aglθR)}
19: |Zˆ2| = Generate Angle(Sparticle angles, flower, fupper, fs,H(φ, θ,Y ), yi : i =
1, ..., N) . Evaluate the frequency-domain arbitrary beamformer at the angles
represented by the particles (algorithm 4)
20: for i = 1 : R do . Update step
21: Incorporate acoustic range measurement distribution, yˆ, for this particle
using Eqs. 2.69 & 2.70
22: Incorporate acoustic angle measurement distribution, |Zˆ2|, for this particle
using Eqs. 2.73, 2.74, 2.75 & 2.76
23: end for
24: Reorder
rng
S using ascending weights with Eq. 2.77
25: Reorder
agl
S using ascending weights with Eq. 2.78
26: for i = 1 : R do . Recombine
rng
S and
agl
S to produce new particles for S
27: Project particle range
rng
r↑i and angle
agl
θ↑i ,
agl
φ↑i into new
[
xvcfi,beacon
yvcfi,beacon
]
using
Eq. 2.79
28: Update new particle weight wi using Eq. 2.80
29: end for
30: Perform systematic resampling of particles . Resample step
31: end if
32: µvcfbeacon =
[∑R
i=1wi · xvcfi,beacon∑R
i=1wi · yvcfi,beacon
]
. Estimate step
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33: Σvcfbeacon =
1
R−1
∑R
i=1wi
([
xvcfi,beacon
yvcfi,beacon
]
− µvcfbeacon
)([
xvcfi,beacon
yvcfi,beacon
]
− µvcfbeacon
)T
34: end loop
35: end procedure
The key insight is performed on lines 18 and 19 in algorithm 5, in which the arbitrary beam-
former is evaluated at the angles closest to those represented by the particles in the filter.
Since the piUSBL system continuously estimates the position of the beacon relative to
the vehicle, it enables a novel operating paradigm not yet employed by underwater vehicles –
navigation relative to a moving beacon whose absolute position is not known to the vehicle.
This relative navigation paradigm is possible only because the AUV has access to both range
and angle estimates to the beacon, allowing it to obtain a relative position fix on every acoustic
measurement. This paradigm also has a distinct advantage that enables us to reduce a major
drawback associated with all range and angle positioning systems – by constraining vehicle
movement to an area local to the beacon, the range-dependent effect of uncertainty in position
due to the angle measurement can be bounded; this allows the operator to bound positional
error to a desired threshold of uncertainty, and facilitates AUV deployments over large spatial
length scales – the beacon itself can be moved over a long distance. The absolute positional
error of the AUV is then tied to the positional error of the beacon.
If the acoustic beacon is static and placed at a known global positioning system (GPS)
position, we use the relative GPS position of the vehicle to the beacon in order to initialize
the filter, as described by Eq. 2.64. However, in the case of relative navigation with a moving
beacon, we do not want to assume that the relative position of the piUSBL beacon is known to
the vehicle upon deployment; instead, we wish for the vehicle to detect and track the beacon,
regardless of the fact that the beacon position is unknown to the AUV. Consequently, for
relative navigation missions with a moving beacon, we initialize the sequential Monte-Carlo
beamformer as follows:
xi(0) =

xvcfi,beacon(0)
yvcfi,beacon(0)
xllfi,beacon(0)
yllfi,beacon(0)
zllfi,beacon(0)
xllfi,auv(0)
yllfi,auv(0)
zllfi,auv(0)
...

=

U(−rmax, rmax)
U(−rmax, rmax)
xllfi,auv(0) + x
vcf
i,beacon(0)
yllfi,auv(0) + y
vcf
i,beacon(0)
U(−rmax, 0)
xllfgps(0) +N (0, σ2gps)
yllfgps(0) +N (0, σ2gps)
−zllfdepth(0) +N (0, σ2gps)
...

(3.6)
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Essentially, the state elements of each particle in our filter that represent the relative position
of the acoustic beacon in the vehicle-carried frame (VCF) are initialized using a Uniform dis-
tribution whose extents represent the maximum range of the piUSBL system1; the position of
the AUV in the local-level frame (LLF) as represented by each particle is initialized around
the vehicle’s GPS position; and finally, note that since the beacon is no longer static, the po-
sition of the beacon in the LLF has a temporal dependency, and is initialized (and propagated
in the filter predict step) using the values of the other states.
3.5 Closed-Loop Experimental Results with the Prototype
SandShark AUV
To demonstrate the closed-loop navigation capability of the piUSBL system with the incorpo-
rated SMCB, we carried out a number of deployments using the prototype SandShark AUV
introduced in chapter 2, subsection 2.3.3. These deployments included both absolute naviga-
tion where the beacon was fixed in position, as well as relative navigation where the beacon
was moving. In these experiments, 1500 particles were used in the SMCB.
3.5.1 Absolute Navigation using a Fixed Beacon
To demonstrate absolute navigation using piUSBL and a single beacon, we carried out two
closed-loop deployments of the prototype SandShark AUV (detailed in chapter 2, subsection
2.3.3) on a the Charles River adjacent to the MIT Sailing Pavilion in May of 2017. As was the
case for the open-loop experiments performed in the previous chapter, the piUSBL beacon
was configured to broadcast a 20 ms, 16–18 kHz linear frequency modulation (LFM) up-chirp
(shown to the right of Fig. 3.2), and was affixed to the pavilion dock and submerged to a depth
of approximately 1 m at a known GPS positon. The prototype SandShark was programmed
to run a mission to follow a racetrack parallel to the dock of 90 m length and 10 m width, at
a depth of 2 m and a speed of 1 m s−1. The mission length was set to 1200 s, with the vehicle
instructed to surface for GPS approximately mid-way through the mission.
Since the main vehicle computer on the prototype SandShark AUV operates with a nav-
igation stack built on the open-source Robot Operating System (ROS), vehicle position as
estimated by the SMCB via piUSBL on the backseat (payload computer) is fed back at every
time-step to the frontseat (main vehicle computer); this vehicle state estimate is also used
by the backseat in order to command desired MOOS-IvP speed, heading and depth to the
frontseat, which closes the loop and controls the AUV in order to achieve the desired set-
points and to carry out the desired mission. This feedback loop ensures that the backseat
1Refer to Fig. 2.13 for a reminder of the reference frames used by our system.
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Figure 3.2: Sample in-water spectrograms measured during closed-loop navigation experi-
ments – Left : 7–9 kHz, 20 ms LFM up-chirp used for relative navigation experiment. Right :
16–18 kHz, 20 ms LFM up-chirp used for absolute navigation experiment.
and frontseat computers have a synchronized estimate of the vehicle state, which is necessary
in order to undertake missions in an absolute reference frame using MOOS-IvP behaviors.
Following the same experimental protocol of the final open-loop run in the previous chap-
ter, we also deployed the two commercial Hydroid long baseline (LBL) transponders fastened
to the pavilion at a depth of approximately 1 m, with the first transponder at position
(52.8, 23.8) m and the second at (−55.6,−25.6) m relative to the piUSBL beacon. As be-
fore, the WHOI Micromodem in the prototype SandShark payload was used to query the
LBL transponders at a rate of 0.2 Hz. This allows us to compare our solutions to the range
values outputted by this independent system, providing a means for quantifying navigation
accuracy. Note that the LBL system itself is subject to acoustic effects that result in range
outliers. In order to remove these outliers, a simple constant temporal filter is employed. This
filter operates by checking the difference between subsequent LBL ranges, and this difference
is above that which can be achieved by the vehicle moving at maximum speed in that time
period, then that LBL measurement is discarded. This ensures that physically impossible
LBL ranges are pruned from each dataset, which removes some obvious outliers.
The plots in Figs. 3.4 and 3.5 illustrate the trajectories for both runs, as estimated by the
piUSBL with our integrated sequential Monte-Carlo beamformer (SMCB) on the left, and
estimate by naive dead-reckoning on the right. The piUSBL estimates were used by the AUV
for closed-loop navigation to follow the desired racetrack. The dead-reckoning solution was
generated by not incorporating any corrective acoustic range and angle measurement distri-
butions. Qualitative examination of these plots indicate that the piUSBL approach allows
the vehicle to successfully self-localize, as evidenced by the minimal jumps in estimated posi-
tion whenever the AUV surfaces and GPS reception is restored. In contrast, dead-reckoning
experiences jumps in position during run 1 of almost 30 m and 28 m during the mid-mission
and end-mission surfacing events respectively, as indicated by the white dashed ellipses in
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Figure 3.3: Plots of ranges between two commercial LBL transponders and the AUV and the
same ranges estimated by piUSBL and dead-reckoning – Micromodem LBL ranges of the two
transponders are plotted as black circles; the ranges estimated using the piUSBL trajectories
are plotted in orange; the ranges estimated using the dead-reckoning trajectories are plotted in
gray; it is apparent that the piUSBL trajectories are consistent with the range measurements
of the independent LBL system, which is not the case for dead-reckoning. GPS surfacing
events are indicated by red dashed lines. Top: Run 1. Bottom: Run 2.
Fig. 3.4; similarly, dead-reckoning for run 2 has jumps of about 33 m and 36 m for the two
surfacing events indicated in Fig. 3.5. A back-and-forth racetrack mission like this is expected
to minimize dead-reckoning error (since the vehicle is continuously transiting between two set
points) and demonstrates how quickly this error accumulates (at a rate of almost 3 m min−1)
in the absence of a Doppler velocity log (DVL)-aided inertial navigation system (INS) and in
the presence of water currents. Notice the consistency in the vertical ‘jump’ in dead-reckoning
position whenever the vehicle surfaces – this suggests that the vehicle is commanding a slight
upwards velocity vector, which may indicate that it is counteracting downward river currents
below the water surface; alternatively, it may indicate an error bias in vehicle heading.
Ranges from these trajectories to the two commercial LBL transponders are plotted in
Fig. 3.3. These plots support our previous observations, illustrating close agreement between
the ranges output by the independent LBL acoustic system and the trajectory resulting from
our piUSBL approach. Again, dead-reckoning quickly diverges from the transponder ranges.
Although the LBL system is queried by the vehicle at a rate of 0.2 Hz, only about 32% of
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Figure 3.4: Closed-loop, absolute navigation AUV trajectories using a fixed beacon as estimated by the sequential Monte-Carlo
beamformer (SMCB) and dead-reckoning for run 1 – the piUSBL beacon is shown as a red dot, and the Hydroid LBL beacons as
the black dots affixed to the dock; locations of GPS surfacing events are shown as dashed red circles, and the jump in position for
dead-reckoning during these events are highlighted by dashed white ellipses; trajectories are colored with an orange dark-to-light
gradient which indicates the mission time in seconds. Left : the closed-loop trajectory from the SMCB. Right : the trajectory that
would have been estimated by dead-reckoning.
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Figure 3.5: Closed-loop, absolute navigation AUV trajectories using a fixed beacon as estimated by the sequential Monte-Carlo
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Figure 3.6: Boxplots of absolute difference in range as estimated using the piUSBL and dead-
reckoning trajectories against the commercial LBL system – solid centerlines indicate the
median value, box edges indicate the 25th and 75th percentiles, and crosses indicate outliers.
those queries were met with a valid response2, indicating the acoustically challenging nature of
the river. As a result, an even smaller percentage (∼ 10%) of LBL ranges occur concurrently
for both beacons – without concurrent ranges, LBL-based localization is not possible. This
is the reason why we have opted to compare piUSBL to LBL range measurements directly,
rather than comparing piUSBL and LBL position estimates (there are simply too few range
intersections). This is in contrast to the analysis provided in the the fifth run of the open-
loop results in the previous chapter. Outliers in the LBL ranges are apparent (e.g. in run 1
650–760 s when the vehicle is stationary while receiving GPS), but this data still provides us
with a means of validating the navigational ability of our system.
Taking the absolute difference between the ranges outputted by the trajectory estimates
and the raw ranges from the LBL system allows us to plot error statistics with respect to
LBL, as shown in Fig. 3.6. These plots show the absolute difference in range between the
LBL measurements and those computed using the piUSBL and dead-reckoning trajectories.
For run 1, piUSBL has a median error of 1.74 m, with 75% of measurements falling below
3.62 m; and for run 2, piUSBL has a median error of 2.22 m, with 75% of measurements
falling below 3.90 m. The mean absolute error (MAE) for piUSBL is 3.14 m and 2.91 m for
runs 1 and 2 respectively, while for dead-reckoning it is 11.14 m for run 1 and 9.42 m for run 2.
These results suggest that the piUSBL system significantly improves the navigational ability
of the prototype SandShark AUV – they demonstrate that, for absolute navigation using a
beacon fixed at a known position, piUSBL navigation as enabled by the sequential Monte-
Carlo beamformer provides a low-cost and effective navigation suite for miniature AUVs like
the SandShark vehicle.
2In this commercial Micromodem-based LBL system, a response is valid only if it is detected with power
above a certain threshold.
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3.5.2 Relative Navigation using a Moving Beacon
To validate the feasibility of the relative navigation operating paradigm, we performed a proof-
of-concept experiment using the prototype SandShark AUV in Ashumet pond in Falmouth,
MA in August 2017. In this run, the piUSBL beacon was manually towed by an inflatable
kayak, and was set to broadcast a 20 ms, 7–9 kHz LFM up-chirp, as illustrated to the left
of Fig. 3.2, at a depth of about 1.5 m. Custom MOOS-IvP behaviors instructed the vehicle
to dive to 1.5 m and search for the beacon, home-in on it, and continuously loiter in a 12 m
diameter circle around it, as the beacon was periodically and dynamically repositioned. In
this case no LBL system was deployed, and so only the internal odometry of the AUV was
available to estimate absolute AUV position. To verify that the vehicle was indeed homing in
on the beacon, a forward-pointing GoPro3 camera was mounted to the payload, allowing us
to visually confirm the beacon during vehicle flybys.
The dead-reckoning trajectory of the vehicle is plotted in Fig. 3.7, along with the GPS
trajectory of the kayak and beacon. The kayak/beacon moved through three different station-
keeping latitude/longitude coordinates – the first at about (41.6346◦,−70.5388◦), the second
at approximately (41.6343◦,−70.5387◦), and the third at about (41.6341◦,−70.5388◦). Al-
though dead-reckoning is inaccurate, the trajectory of the vehicle clearly indicates that it was
successfully able to detect, track, home-in on, and loiter around the beacon, while the beacon
was repositioned – this is evidenced by the three visibly distinct circular loitering patterns.
The inaccuracy of the absolute dead-reckoning estimate is apparent when looking at the jump
in position from a GPS update during an unexpected surfacing event at (41.6345◦,−70.5387◦),
as well as when the vehicle surfaced at the end of the mission.
Successful relative navigation is also supported by imagery captured from the vehicle-
mounted GoPro as shown in figure 3.8. These images provide visual confirmation of successful
beacon homing and tracking, with image timestamps that correspond well with the times
in the dead-reckoning trajectory during which the vehicle came into close proximity of the
beacon, as marked by the corresponding dashed red circles in Fig. 3.7. Although not definitive,
these preliminary results demonstrated that the concept of relative navigation using piUSBL
was sound.
3https://gopro.com/
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Figure 3.7: Closed-loop, relative navigation AUV trajectory using a moving beacon as estimated by dead-reckoning – the trajectory
of the vehicle is colored by an orange dark-to-light gradient that indicates mission time; the position of the kayak and beacon
measured by GPS is colored by the blue dark-to-light gradient that indicates mission time; dashed red circles indicate mission times
corresponding to beacon flybys during which the beacon was visible in the AUV–mounted GoPro camera, as shown in Fig. 3.8.
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Figure 3.8: AUV–mounted GoPro camera imagery of the piUSBL beacon from the relative navigation run during vehicle flybys.
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3.6 Hardware (Bluefin-21 Autonomous Underwater Vehicle
Configuration)
As a brief aside, and to demonstrate that the piUSBL concept has utility outside of solely
providing a low-cost navigation suite for inexpensive and miniature underwater vehicles, we
implemented the piUSBL system stack with the SMCB on a conventional, large-size Bluefin-21
AUV equipped with a DVL-aided INS. Such a vehicle, which is able to generate an accurate
estimate of speed using its DVL and an accurate heading estimate using its high-grade inertial
measurement unit (IMU), is able to navigate using dead-reckoning for fairly long periods of
time without accruing a large increase in positional error – thus, it may seem as though
piUSBL can provide little benefit. However, there is one significant advantage that piUSBL
can provide: the capability of relative navigation against a moving beacon. The use case for
the system on the Bluefin-21 AUV is to use this relative navigation capability to enable a
return-to-beacon behavior for eventual under-ice operations4.
3.6.1 Acoustic Beacon
Unlike our previous experiments with the prototype SandShark AUV, for this experiment we
make use of a WHOI Micromodem 2 as the acoustic beacon. The beacon consists of a WHOI
Micromodem 2 deckbox, which broadcasts acoustic signals into the water using a 10 kHz
transducer towfish. The MicroModem 2 is configured to broadcast a 7–9 kHz, 20 ms LFM
up-chirp at a rate of 1 Hz, and is triggered by the pulse-per-second (PPS) signal from a GPS
receiver on board the ship.
3.6.2 Platform
The platform used for this experiment was a Bluefin-21 AUV5, called Macrura, pictured
in Fig. 3.9. Macrura is equipped with a navigation suite that includes a Doppler velocity
log (DVL) for speed-over-ground estimation, and a high-grade Crossbow attitude and heading
reference system (AHRS) with Leica DMC-SX magnetic compass for heading and attitude es-
timation, which are combined into a standard DVL-aided INS – with this navigation suite, the
vehicle is able to travel underwater using dead-reckoning with a navigational drift of 1%–5%
of distance traveled [149]. The platform is also equipped with a conductivity-temperature sen-
sor, a pressure sensor to estimate vehicle depth, and a WHOI acoustic MicroModem 2 with
a 28 kHz transducer for underwater communication with the ship. GPS and radio receivers
are mounted in its mast for positioning and radio communication when the vehicle is on the
4Since ice floes drift, acoustic commands must be periodically sent to an under-ice AUV to provide the latest
position of the return point; relative navigation allows the vehicle to home-in on the return point dynamically.
5https://gdmissionsystems.com/en/products/underwater-vehicles/bluefin-21-autonomous-underwater-
vehicle/
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8.0 cm
Figure 3.9: Commercial Bluefin-21 AUV (Macrura) outfitted with our piUSBL system – this
conventional AUV is outfitted with a Doppler velocity log (DVL) and high-grade attitude and
heading reference system (AHRS), allowing it to achieve dead-reckoning navigation error rates
of 1%–5% of distance traveled. Left : computer model of the nose of the vehicle, equipped
with the piUSBL tetrahedral hydrophone array. Right : photo of Macrura on the deck of the
deployment ship.
surface. The AUV is propelled using a single propeller, which is actuated to provide vectored
thrust. The vehicle is 53.3 cm (21 in) in diameter, and approximately 3 m long.
3.6.3 Payload
The electronics of the Macrura piUSBL payload is essentially identical to that of the payload
on the prototype SandShark AUV detailed in chapter 2, subsection 2.3.3. As in the prototype
SandShark, a four element, nose-mounted tetrahedral array (shown to the left of Fig. 3.9)
captures acoustic energy, which is passed through a bandpass circuit and digitized using
a DAQ; the DAQ is triggered to record the data in synchrony with the broadcast of the
Micromodem beacon on the ship, using the PPS signal from an on-board chip-scale atomic
clock (CSAC); data is recorded onto a Raspberry Pi 3 computer. The only difference with
the prototype SandShark payload is that the tetrahedral array is larger, due to the larger size
of the vehicle – the edges of the regular tetrahedron hydrophone array are 8 cm long.
3.6.4 Receiver USBL Array and Source Signal
Since the array is a regular tetrahedron, the analysis of the tetrahedral array for the prototype
SandShark AUV from chapter 2, subsection 2.3.3 holds for this configuration. The only
difference is that the frequency of the source signal should be lowered, due to the increase
in the size of the array – with an inter-element spacing of 0.4λ–0.5λ, this corresponds to an
operating frequency for our 8 cm array of about:
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0.08 · 1
0.45λ
=
c
f
(3.7)
f =
c
0.08 m
· 0.45λ (3.8)
f =
1500 m/s
0.08 m
· 0.45λ = 8437.5Hz (3.9)
where we use the speed-of-sound of 1500 m s−1, since we perform this experiment in saltwater.
As mentioned before, we use a 7–9 kHz up-chirp.
3.7 Closed-Loop Experimental Results with the Bluefin-21
AUV
To test the closed-loop relative navigation capability of our piUSBL system on Macrura, we
deployed the vehicle for an experiment in Massachusetts Bay in the area of Broad Sound in
May 2017. This deployment was part of engineering tests of the vehicle in preparation for its
planned deployment to the Arctic for Ice Exercise (ICEX) 2018, and so the relative navigation
test was only a small part of the overall deployment. The vehicle was deployed and recovered
from a 54 foot catamaran ship, to which the Micromodem beacon towfish was affixed at a
depth of approximately 10 m. During these tests the vehicle was instructed to perform a
number of MOOS-IvP behaviors, including loiters, yo-yo depth oscillations between 5–10 m,
and racetracks; at some point during the deployment the 7–9 kHz signal was set to broadcast,
at which point Macrura would autonomously detect the signal and switch over into a dynamic
homing behavior, where it would dynamically loiter around the drifting beacon at a standoff
distance of 150 m. In this homing mode, the vehicle was configured to maintain a depth
of 5 m and a speed of 1.7 m s−1, and to continuously circle around the ship at its standoff
distance even as the ship drifted due to wind on the surface. The position estimate of the
beacon relative to the AUV generated by piUSBL was used by the behavior running on the
backseat to request desired heading, speed, and depth commands to the platform, but was
not fed back to the frontseat main vehicle computer. As with the closed-loop experiments
with the prototype SandShark, 1500 particles were used in the SMCB.
The series of plots in Figs. 3.10 and 3.11 illustrate how the sequential Monte-Carlo beam-
former (SMCB) within the piUSBL system was able to detect and refine its estimate of the
relative position of the beacon over time, once the beacon was set to broadcast and more
acoustic measurements were captured. The particles in the filter were more or less uniformly
distributed within the operating area at the beginning of the sequence before the beacon was
set to broadcast; once the beacon began broadcasting, we can see how the particles started
to ‘cluster’ at the correct ranges and angles to the beacon relative to the AUV. Note that in
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Figure 3.10: 1st 4 of 8 sequence of plots illustrating the sequential Monte-Carlo beamformer
(SMCB) converging during the relative navigation experiment with Macrura – the times at
the top of the plots indicate elapsed time since the ship beacon started broadcasting; filter
particles are plotted in orange, with those in the range particle set shown as a histogram in
the top left, those in the angle particle set shown in the top right, and those in the LLF
shown in the main axis; the estimated trajectory from piUSBL is shown in black, and from
the DVL-aided INS in gray; Gaussian fit 1σ and 2σ ellipses for the LLF particles are shown.
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Figure 3.11: 2nd 4 of 8 sequence of plots illustrating the sequential Monte-Carlo beamformer
(SMCB) having converged during the relative navigation experiment with Macrura – filter
particles are plotted in orange, with those in the range particle set shown as a histogram in
the top left, those in the angle particle set shown in the top right, and those in the LLF shown
in the main axis; the filter has converged and closely follows the trajectory of the DVL-aided
INS solution, enabling the vehicle to autonomously track, home-in on and loiter around the
ship.
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Figure 3.12: Closed-loop, relative navigation trajectory of the Bluefin-21 AUV Macrura with a
moving ship-based beacon – ship position is in red, drifting in place around (−300,−250) m;
the trajectory estimated by the piUSBL sequential Monte-Carlo beamformer (SMCB) and
offset by ship position is shown in orange, while the trajectory as estimated by the AUV’s
DVL-aided INS is shown in gray; particles from the SMCB at times shown in Figs. 3.10 and
3.11 are also shown, along with 1σ and 2σ ellipses of multivariate Gaussian fits.
these figures, we have plotted the states of the filter that represent the position of the vehicle
in the local-level frame (LLF), and offset them by the position of the ship in post-processing,
in order to compare the track generated by piUSBL (as black dots) with the trajectory from
the vehicle’s DVL-aided INS solution (in gray). The particles representing the range distri-
bution to the beacon in the range domain are shown in the top left of these figures as a
histogram plot, while the particles representing angle distribution to the beacon are shown on
the unit sphere in the body-fixed frame (BFF) at the top right of these figures. It is apparent
from the particles in Fig. 3.10, that between 120 s and 480 s, the filter had converged and
‘locked on’ to the relative position of the beacon, as shown by the tight cluster of particles
in the range, BFF and LLF domains. Between 480 s and 600 s, we see that the covariances
estimated by the multivariate Gaussian fit to the particles had reduced to the point where
the vehicle had sufficient confidence about the position of the beacon – as the covariance fell
below a certain threshold, the homing behavior to the beacon was ‘triggered’, which caused
the AUV to turn towards the ship as seen at t = 600 s in Fig. 3.10. As the sequence continues
up to 1080 s in Fig. 3.11, we see that Macrura was successfully able to detect and home-in
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Figure 3.13: Plots of x and y position of Macrura as estimated by piUSBL, and 2–norm
error against DVL-aided INS – the estimate from piUSBL is shown in orange, with estimated
particle standard deviations as dashed black lines, and the reference estimate from the AUV’s
DVL-aided INS is shown in gray. Top: x-position estimate. Middle: y-position estimate.
Bottom: 2–norm error of piUSBL trajectory against reference DVL-aided INS trajectory.
on the drifting beacon, and had completed a half-loiter around the ship (shown in red) – the
trajectory generated by the piUSBL system in black closely follows the DVL-aided INS trajec-
tory in gray, signifying a fairly accurate and robust beacon tracking solution by our piUSBL
system. The trajectory over the entire sequence of beacon detection, tracking and homing
is shown in Fig. 3.12, which illustrates Macrura having successfully completed a full relative
loiter around the ship at the desired standoff distance of 150 m; the close agreement between
the piUSBL trajectory and that of the vehicle’s DVL-aided INS is again apparent. These
qualitative results provide compelling evidence for the utility and accuracy of the relative
navigation paradigm using piUSBL.
The vehicle trajectory of Macrura from the moment that the beacon was set to broadcast
is plotted in the x and y dimensions in Fig. 3.13;. The top two plots in this figure show the
trajectory as estimated by our piUSBL system in orange, along with the estimated standard
deviation of a Gaussian fit to the particles in x and y as dashed black lines; the trajectory
estimated by the vehicle’s DVL-aided INS is used as a reference and is shown in gray. This
figure clearly shows how the particles in the SMCB started out very dispersed (as evidenced
by the large standard deviations), and began converging very quickly around the 450 s mark,
when the standard deviations in x and y collapsed. Note the reason why there was little
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Figure 3.14: Histogram of sequential Monte-Carlo beamformer (SMCB) iterate times with
1500 particles when processing acoustic measurements during the Macrura relative navigation
experiment.
change in the spread of the particles up to 450 s: looking back at Fig. 3.10, we see that during
this first period of the test, the AUV was traveling away from the ship, meaning that the
nose-mounted USBL array was self-occluded by the AUV body and did not have a clear view
of beacon; it was not until around the 450 s mark, once the vehicle had turned to follow a
programmed mission path to the South-East, that the array got a clear view of the beacon
and the piUSBL system began to obtain valid acoustic measurements, allowing the filter to
quickly converge. During the remainder of the test the standard deviations remained very
small, and the x and y estimates of piUSBL closely track the reference trajectory.
The bottom plot of Fig. 3.13 shows the 2-norm distance between the trajectory estimated
by piUSBL versus the reference trajectory from the DVL-aided INS on a logarithmic scale,
with the corresponding standard deviation as estimated from the particles as the dashed
black line. We see from this plot that by the 500 s mark, the piUSBL trajectory has come to
within 10 m of the reference trajectory, and remains around this level for the remainder of the
experiment, with the error fluctuating between 0–30 m. Note that at around 480 s, the AUV
is almost 600 m away from the beacon, as seen in Fig. 3.10; as illustrated by the particles in
Fig. 3.13, the uncertainty in angle, rather than range, is the largest contribution to this error.
An additional advantage of the sequential Monte-Carlo beamformer (SMCB) is that both
the accuracy of its estimate and its iterate (or cycle) time are tied to a single parameter – the
number of particles in the filter, R, as is clear from Eq. 3.3. Thus, this single parameter can
be easily tuned for the compute power of the platform on which piUSBL is running. Since the
acoustic beacon broadcasts at a rate of 1 Hz, we ideally wish to keep the iterate time of the
filter below 1 s in order to incorporate as many acoustic measurements as possible. Running
the piUSBL system on a Raspberry Pi 3 onboard Macrura, with 1500 particles in the SMCB,
iterate times are indeed grouped around this desired limit of 1 s, as shown by the histogram of
Fig. 3.14. In fact, 1500 particles may be too many for the Raspberry Pi 3, since it is apparent
that around 50% of the iterate times take longer than 1 s, which cause the system to discard
a large number of acoustic measurements captured by the array.
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3.8 Summary of the sequential Monte-Carlo beamformer
In this chapter we have introduced the sequential Monte-Carlo beamformer (SMCB), a close-
coupling of particle filtering and beamforming, and a critical modification to our piUSBL
system that enables online, closed-loop navigation. The key insight of the SMCB is that we
can directly use the particles in the filter as the look-angles to beamform at in the beamformer,
allowing us to avoid the increased processing time of a two-stage beamforming plus particle
filtering pipeline. Using this approach the particles in the filter inform beamforming and
concentrate its computation in the most likely direction of the acoustic beacon, and in turn,
the beamformer directly updates the weights of the particles without them having to sample
from a fully evaluated underlying angle distribution. The drastic decrease in processing time
enables real-time, online, closed-loop piUSBL navigation without sacrificing accuracy. In
addition, this close-coupling allows us to increase or decrease filter accuracy and computation
time simultaneously by increasing or decreasing the number of particles in the SMCB.
In this chapter we have also introduced the concept of relative navigation, a novel oper-
ating paradigm for AUVs, in which the vehicle navigates relative to a moving beacon. This
relative navigation paradigm is enabled by piUSBL, since the vehicle continuously updates an
estimate of the position of the beacon relative to itself using acoustic range and angle mea-
surement distributions. With this approach, the AUV can maintain a bounded uncertainty
on the estimate of its relative position by operating within a specified radius of the beacon
– movement of the beacon itself can then enable deployments over large spatial length scales
without a corresponding increase in positional uncertainty.
Using the improvement in processing speed afforded to us by the SMCB, we performed
closed-loop experiments with the prototype SandShark AUV, with results from absolute nav-
igation experiments provided in subsection 3.5.1, and with results from a preliminary relative
navigation experiment in subsection 3.5.2. These results demonstrate the significant improve-
ment in navigational accuracy provided to such low-cost and miniature AUVs by our piUSBL
system, vastly outperforming dead-reckoning.
The piUSBL system was also installed on a conventional Bluefin-21 AUV called Macrura,
as detailed in section 3.6. Although this vehicle’s DVL-aided INS provides sufficient navi-
gational accuracy, piUSBL gives it the capability to operate under the relative navigation
paradigm, enabling it to autonomously track and home-in on the acoustic beacon. A relative
navigation experiment undertaken with Macrura (as detailed in section 3.7) demonstrated
the AUV successfully tracking and homing in on the acoustic beacon, with results showing a
close agreement between the trajectory estimated by the piUSBL system and that estimated
by the AUV’s DVL-aided INS.
In the next chapter we tackle another point of improvement identified from initial exper-
iments with the prototype SandShark in chapter 2 – improving the resolution of the angle
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measurement distribution output by beamforming. Note that in this chapter we emphasized
the fact that the beamformer in the SMCB was arbitrary – this is because the following chap-
ter will introduce a novel beamforming method that allows us to generate angle measurement
distributions at a much higher resolution and at a much faster speed than the conventional
beamformer (CBF), given the same amount of computer memory.
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Chapter 4
Improving Measurement Precision:
Element Pair Decomposition
Beamforming
4.1 Introduction
T
he close coupling of particle filtering and beamforming in the sequential Monte-
Carlo beamformer (SMCB) framework detailed in the previous chapter allows our
piUSBL system to achieve real-time processing rates for closed-loop navigation.
The SMCB formulation, however, still does not address issues with the angular
precision of the conventional beamformer (CBF) – its precision is limited by the fact that we
precompute the phase shifts for all look-angles, meaning that memory usage scales linearly
with the number of look-angles; this limits their number to the available memory of the
platform. In addition, as the resolution of the beamformed output increases with the number
of look-angles, the computation time increases in proportion – this is especially problematic
for 3D beamforming, since the two dimensions of azimuth and inclination means that the
number of look-angles increases quadratically with resolution.
In this chapter we introduce element pair decomposition (EPD) beamforming, a novel
beamformer whose memory usage and computation time are tied to the number of pairs of
elements in the array. For certain use-cases (such as ours), this scaling factor is especially
useful, since it allows us to increase the beamforming resolution dramatically without an
associated dramatic increase in memory use or computation time. On the other hand, EPD
beamforming carries with it some accompanying drawbacks, particularly in terms of angular
resolution1 due to its unique beampattern estimate; these properties make it unsuitable for
1Angular resolution refers to the array’s ability to distinguish between two sources close in space, and is
related to the half-power beamwidth of the main lobe of its beampattern.
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many other applications. Here we detail EPD beamforming, explain the key insight that
led to its development, and compare its performance against conventional beamforming. We
describe the drawbacks and advantages of both methods, providing the reader with some
insight into how EPD beamforming may be advantageous for their application.
4.2 Issues with Conventional Beamforming
For simplicity, let us consider generating a static grid of look-angles that covers the entire
sphere by dividing the 360◦ azimuth domain using Nazim divisions, and dividing the 180◦
inclination domain using Nincl divisions – as a result, we have a set of Nincl × Nazim look-
angles that we can represent as a matrix:
Sangles =


(φ1, θ1) (φ2, θ1) . . . (φNazim , θ1)
(φ1, θ2) (φ2, θ2) . . . (φNazim , θ2)
...
...
. . .
...
(φ1, θNincl) (φ2, θNincl) . . . (φNazim , θNincl)

 (4.1)
where 0 ≤ φi < 360◦ and 0 ≤ θi < 180◦. Now, since the domain of inclinations is half the
length of the domain of azimuths, let us make the further simplifying assumption (for the
purposes of our analysis later in this chapter) that Nazim = 2×Nincl, so that the grid ‘cells’
are square. If we label Nincl = C, then the number of look-angles is:
Nangles = 2C
2 (4.2)
Recall from the previous chapter, in section 3.2, that in order to generate our ‘heatmap’ of
angles (represented by Eq. 4.1), or the full angle measurement distribution, we have to iterate
over the entire set of look-angles and, when using conventional beamforming, we have to
evaluate the CBF spatial filter at every one of these look-angles. Regardless of whether or
not we precompute the phase shifts for this set of look-angles, the complexity is quadratic
in the division parameter C (O(C2)). If we precompute and store the phase shifts for every
look-angle in our grid (as we did for our prototypical piUSBL system in chapter 2 and for
our closed-loop SMCB improvement in chapter 3) then the cycle time for each iteration is
drastically reduced, but now we introduce a memory requirement that is also on the order of
C2. This quadratic complexity in both memory and computation time is the source of all our
issues with the conventional beamformer (CBF) – we optimized the cycle time and reduced
the cost of evaluating the CBF spatial filter for each look-angle by precomputing and storing
the phase shifts for our grid of look-angles; but in doing so, we have incurred a cost in terms of
memory. Note that this trade-off is specific to our application, since both the computational
132 of 277 N. R. Rypkema
Chapter 4. Improving Measurement Precision: Element Pair Decomposition Beamforming
and memory budgets of the Raspberry Pi 3 are extremely limited – given, for example, a
graphical processing unit (GPU), or a high-end computer with lots of random access memory
(RAM), then the CBF can be GPU-parallelized for extremely fast heatmap computation, or
the computation can be kept CPU-serialized and a very high-resolution heatmap can also be
quickly generated by storing the very large number of associated phase-shifts. In our system
we have neither the luxury of computational parallelization, or a lot of memory.
Our previous innovation of the sequential Monte-Carlo beamformer (SMCB) allowed us to
reduce the computation time by explicitly reducing the number of look-angles, Nangles, from a
static grid of 2C2 angles, to R particle angles – however, we still precomputed the phase shifts
for our grid of 2C2 look-angles, limiting the maximum precision of our angle measurement
distribution. In this chapter we are primarily interested in improving this resolution by
reducing memory usage – as such, for the remainder of the chapter we assume that we compute
the entire heatmap, or full angle measurement distribution, over 2C2 look-angles.
4.3 Constructing the Element Pair Decomposition Beamformer
EPD beamforming was initially inspired by the generalized cross-correlation phase-transform
(GCC-PHAT) method used for time difference of arrival (TDOA) source localization [157]
[126] [128] [129]. These GCC-PHAT-based methods often use a two-stage approach: (i) first
the TDOAs between all pairs of elements in the array are estimated, usually by performing
a cross-correlation between the signals on each element in the pair and selecting the arg-
maximum; (ii) second, these TDOAs are input into a nonlinear system of equations and
optimized over position (x, y) using least-squares in order to obtain an estimate of the source
[126] [128]. This approach was extended by incorporating the GCC-PHAT into the steered
response power PHAT (SRP-PHAT) method, in which near-field beamforming is incorporated
so as to obtain a more robust estimate of source position [127] [128] [129]. In the SRP-PHAT,
instead of extracting the arg-maximum from the cross-correlation and performing a nonlinear
least-squares optimization, a grid search is performed over near-field positions. Consider a
near-field beamforming approach: each near-field position on a grid contributes a unique
time-delay between each element in the array and its origin, which can be calculated by
subtracting the time-of-flight from that position and the array origin from the time-of-flight to
each element2; by ‘undoing’ these time-delays for each element and summing over all elements,
we are essentially performing conventional beamforming, only in the near-field rather than in
the far-field. SRP-PHAT differs from such a near-field CBF in the following manner: instead
of referencing and undoing the time-delays against the array origin and summing over all
elements, the SRP-PHAT considers all pairs of elements, referencing their signals against
2This can be considered as referencing the array elements against a ‘virtual’ element at the origin.
N. R. Rypkema 133 of 277
Chapter 4. Improving Measurement Precision: Element Pair Decomposition Beamforming
each other. For each pair, it cross-correlates their signals together; the resulting signal is then
phase-shifted (time-delayed) by the TDOA that is expected by a given position in the near-
field search grid; finally, all phase-shifted, cross-correlated signals from all pairs are summed
together to generate the likelihood that the signal originated from that position on the grid.
Although EPD beamforming is fundamentally different to the SRP-PHAT method, in
that it works in the far-field (just as conventional beamforming), it doesn’t cross-correlate
element signals against one another, and it references signals against pair origins (a term we
explain later), it is greatly inspired by the reduction of the array into pairs of elements; it
turns out, as we will see later, that such a pair decomposition is greatly beneficial in speeding
up computation and reducing memory usage in certain 3D beamforming situations. In some
sense it can also be considered as the natural endpoint of subarray processing [130], in which
small arrays are considered as the elements of a larger ‘superarray’, a topic which we briefly
touched upon in chapter 1; however, it also differs from these subarray approaches, in that
we consider all unique pair combinations as the ‘subarrays’ - thus, in our approach a single
element within the array is part of multiple ‘subarrays’, unlike standard approaches where
the elements within each subarray are not shared between subarrays.
4.3.1 Key Insight
When performing conventional beamforming with a 1-dimensional linear array, the convention
is to place the N elements of the array along the z-axis; recall from the explanation of
beamforming in chapter 2, subsection 2.4.2, that the array manifold vector contains all relevant
array characteristics and is defined by:
v(ω) =

e−jωτ1
e−jωτ2
...
e−jωτN
 where ωτi = ωa
Tpi
c
(4.3)
where pi is the position of element i, and a is given by:
a =
 − sin(θ) · cos(φ)− sin(θ) · sin(φ)
− cos(θ)
 (4.4)
However, in the case of a 1D linear array, we clearly see that since the positions of the N
elements are zero in x and y, then the time delay in Eq. 4.3 reduces to:
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Figure 4.1: Illustration of the key insight of element pair decomposition (EPD) beamforming
– multiple 3D look-angles for a pair of elements (or any 1D line array) can always be collapsed
from their 2D azimuth-inclination, (φ, θ), into a single 1D coning angle, ζ; this means that
the set of 2D azimuths-inclinations that lie on a ‘cone’ whose axis is parallel to the axis of
the line array can be described by a single coning angle, as illustrated with the cone in the
right figure, which collapses all look-angles on the cone to a single 45◦ coning angle. The two
plots on the left provide examples of two unique 3D look-angles that are described by a single
equivalent coning angle.
τi =
− cos(θ)zi
c
(4.5)
Thus, for linear arrays, any 3-dimensional look-angle described by an azimuth and inclination,
φ and θ, is completely described solely using its inclination angle. This insight is the key to
EPD beamforming, and is illustrated in Fig. 4.1. Consider an array composed of only two
elements as shown in this figure – in the leftmost plot we imagine an incoming plane wave
that is incident onto this pair of elements from two different directions; in both these cases
the signal arrives at both elements simultaneously – thus, it is impossible for the pair to
disambiguate between which of the two angles the signal arrived from. Similarly, in the
center plot there are two arrival angles for a plane wave that result in the same time-delay of
the signal arriving at the two elements – again, the pair of elements cannot determine which of
the two the signal came from. In general, for any pair of elements in an array, there exists sets
of angles for which a signal arriving at the pair will produce the same time-delay – these sets
of angles lie along the surface of ‘cones’ whose axes are parallel to the line connecting the pair,
as illustrated in the rightmost plot of Fig. 4.1. We refer to the angle between the axis of the
cone and its lateral surface as the coning angle – all the 3D azimuth-inclination look-angles
that point along the lateral surface of this cone can be described by this single coning angle,
and this result allows us to collapse the search space of 3D beamforming drastically.
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Figure 4.2: Illustration of how 3D look-angles can be represented by coning angles in the space
of the array’s decomposition into element pairs – the 3-element right-angle array shown on the
left is decomposed into its three unique element pairs, shown on the right; the 3D look-angles
can be collapsed to 4 coning angles for the vertical element pair, into 6 coning angles for the
horizontal element pair, and remains as 16 coning angles in the diagonal element pair.
Having described the key insight that led to the development of EPD beamforming, we
now show how this insight is applied to an arbitrary 3D array. Let us consider a simple
3-element right-angle planar array illustrated on the leftmost plot of Fig. 4.2; In this plot
we show the array in black, and a set of 16 3D look-angles that we wish to beamform at in
red3. Now, instead of beamforming at each of these look-angles, let us instead decompose the
array into all unique pairs of elements, as shown in the next three plots of Fig. 4.2. Now
we see something interesting: for the first element pair (which stands vertically), we see that
the set of 16 look-angles can instead be represented by 4 coning angles – a reduction of 4 in
the number of angles to beamform at! For the next element pair (which lies horizontally),
we see that the set of look-angles reduces to 6 coning angles, a slight reduction; and for the
final element pair (diagonal), we see that the set of look-angles cannot be collapsed, with 16
coning angles remaining. If we beamform at these coning angles for each pair of elements, we
must beamform at a total of 4 + 6 + 16 = 26 angles, rather than the original 16 look-angles;
thus, in this example it is less efficient in terms of both computation and memory to do so
as compared to the 3D CBF, but it provides us with an intuitive understanding of the EPD
beamforming process.
4.3.2 3D Beamforming using Element Pair Coning Angles
Now let us consider approaching this insight from the opposite direction – instead of deter-
mining the coning angles for each element pair using the original 3D look-angles, let us instead
construct the 3D look-angles from the three sets of coning angles, as illustrated in Fig. 4.3.
In this figure, we see each of the array’s element pairs on the left side; for the vertical element
pair, we divide the 180◦ coning angle space into 3 coning angles; for the horizontal element
3Actually, the look-angles are shown pointing in their opposite directions – this is shown for clarity.
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Figure 4.3: Illustration of how 3D look-angles can be constructed by coning angles in the space
of the array’s decomposition into element pairs – each element pair of the array contributes
a set of coning angles to the EPD beamforming output, as shown in the three plots on the
left; these sets of coning angles intersect all together along 9 3D look-angles, as shown in red
on the right. The number of coning angles scales with the number of element pairs in the
array times the number of coning angles, while the number of 3D look-angles scales at a much
faster quadratic rate.
pair, we do the same; and for the diagonal element pair, we divide the space into 5 coning
angles. In the rightmost plot of this figure, we plot all three sets of coning angles together,
along with the entire array – it is apparent that all three sets of cones from each element pair
intersect all together at exactly 9 look-angles, shown in red in the rightmost plot. Thus, in
this example, we have used 3+3+5 = 11 coning angles to represent a set of only 9 look-angles
– this example is again less efficient! However, note that if we continue to increase the number
of look-angles in the constructed ‘grid’, the number of coning angles scales at a much slower
rate than the resulting number of look-angle intersections. For C coning angles in the vertical
and horizontal element pairs of this array, the number of intersections scales as C2, while the
number of coning angles across all three element pairs scales as:
Ctotal = C + C + (2C − 1) = 4C − 1 (4.6)
where the first term is the number of coning angles for the vertical element pair, the second
term is the number for the horizontal element pair, and the third is the number for the
diagonal element pair. Thus, for this particular case, with this array and beamforming on
a square grid of 3D look-angles, the total number of coning angles grows linearly, while the
total number of constructed look-angles grows quadratically! Clearly, for a large number of
3D look-angles, EPD beamforming has a significant advantage in terms of computation and
memory usage.
The illustration in Fig. 4.3 surfaces a couple of caveats with the EPD beamforming ap-
proach. Firstly, notice that for each element pair, its origin is exactly half-way between the
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two elements – we term these origins pair origins. Since pair origins are not aligned with
the array origin (shown in the right plot of Fig. 4.3), the output of the EPD beamformer
is only an estimate of the CBF output – this is due to the fact that we do not compensate
for the time-delay between the array origin and pair origins, as we will explain later. Pair
origins are necessary to exploit the efficiency of using coning angles, and restricts the use
of EPD beamforming to the far-field case where time-delays between elements are invariant
to an origin shift. Secondly, we notice that the construction of 3D look-angles is dependent
on the geometry of the array – depending on how coning angles are constructed, in general,
intersections will only occur between two element pairs. For example, if the diagonal element
pair in Fig. 4.3 had only a single coning angle at 90◦, only 3 of the 3D look-angles will have
an intersection using all three element pairs – the remaining 6 look-angles will be constructed
using the intersections from just the vertical and horizontal element pairs. The accuracy of
the look-angle construction is thus a complicated function of the number of element pairs in
the array, the geometry of the array, and the number of coning angles in each element pair –
its analysis is beyond the scope of this thesis.
The concept of element pair decomposition (EPD) beamforming is thus quite simple –
instead of performing 3D beamforming over a set of look-angles that covers the sphere, we
instead perform this element pair decomposition of the array, and for each element pair, we
beamform over a set of coning angles. In general, it is infeasible to select these coning angles
for a given array geometry so that the coning angles from all possible element pairs intersect
over a grid, as we illustrated in Fig. 4.3 – instead, we use a single set of C coning angles for
all element pairs:
Sconing = {ζ1, ζ2, . . . , ζC} (4.7)
where 0 ≤ ζi < 180◦. Generally, the 180◦ domain of coning angles is divided uniformly to
generate this set. After beamforming over these coning angles for each element pair, we sum
their outputs to produce the full EPD beamforming output over an entire sphere of 3D look-
angles. To do so, we take the set of 3D look-angles over the sphere (for example, the original
look-angle set given in Eq. 4.1), and for each look-angle in this set, we find the nearest coning
angle from each element pair and sum their outputs – thus we use a simple nearest neighbor
summation technique.
We illustrate the concept of EPD beamforming in Fig. 4.4 (for clarity, this conceptual
illustration is restricted to 2D). The top of this figure shows the regular CBF – conventional
beamforming is performed over a set of 18 look-angles (shown in green), and for the look-angle
which points in the closest direction of the incoming plane wave, the measured signals on the
elements are phase-shifted into constructive alignment, producing the largest response for the
beamformer. The bottom of this figure shows EPD beamforming – in this case, the array
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Figure 4.4: Conceptual illustration of element pair decomposition beamforming – the signals
measured by each receiver are time-delayed or phase-shifted according to the geometry of
the array, the angle of the incoming plane-wave, and the frequency of operation; Top: in
conventional beamforming, the output power is calculated over a set of look-angles (shown
in green), phase-shifting the received signals according to each look-angle, then summing the
phase-shifted signals of all elements and summing all frequency components; the output power
is maximum for the look-angle pointing in the direction of the incoming plane-wave. Bottom:
in EPD beamforming, the array is decomposed into element pairs, with a set of coning angles
used for each element pair; each element pair is placed within its own coordinate system
(z12, z13, z23), whose origin is halfway between the pairs of elements, so that the pair can
be treated as a linear array; to determine the EPD beamforming output for a desired look-
angle (in semi-transparent green), the nearest coning angle is found for each element pair, the
received signals on the pair are phase-shifted according to the coning angle, and these phase-
shifted signals summed over the pair and the frequency components; finally, these values are
summed over all element pairs to determine the estimated output for that look-angle.
is first decomposed into three element pairs, each of which resides within its own coordinate
system (labeled as z12, z13 and z23); this allows us to treat each element pair as a linear array,
whose origin is halfway between the pair (the pair origin). For each element pair, conventional
beamforming is performed over a set of coning angles (shown in red, blue and brown centered
at the pair origins), and the EPD beamforming output for each look-angle is calculated by
summing the beamformed outputs of each element pair at the coning angles that are nearest
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Figure 4.5: Illustration of how the element pair decomposition (EPD) beamforming output
is constructed from element pair beamformed outputs – after beamforming over the set of
coning angles for each element pair in the array as shown in the three left figures, their
beamformed outputs are summed to obtain the full EPD beamforming output as shown in the
rightmost figure; the ambiguity associated with each element pair is removed via constructive
and destructive summation, allowing the array to detect the direction of the incoming plane
wave, indicated by the red arrow. Note that the output is normalized by its maximum.
to the look-angle – this figure illustrates this procedure for the look-angle that is pointing in
the direction of the incoming plane-wave.
This resulting output from EPD beamforming is conceptually illustrated for our 3-element
array in Fig. 4.5. In this figure, the coning angles in the set increment by 0.5◦, and so we
beamform each element pair at a half-degree resolution; the incoming plane wave is incident
from the direction indicated by the red arrow. For illustrative purposes, we visualize the
beamformed output for each element pair over the entire sphere by projecting the output for
each coning angle onto the sphere – by doing so, we can clearly see the rotational ambiguity
associated with these coning angles as ‘banding’ that is rotationally symmetric around the
axis of each pair. The EPD beamforming output is shown as the rightmost figure, obtained by
summing the outputs of the array’s pairs – this has enabled us to disambiguate the direction of
the incoming plane wave through the constructive and destructive summation of the outputs
of individual element pairs.
Consider again the computational and memory cost of conventional beamforming, which
we talked about at the start of this chapter – the cost is proportional to the number of look-
angles, and we showed that for a static grid of look-angles covering the sphere, the number
of look-angles is 2C2 where C was the number of inclinations. For EPD beamforming, if we
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use the same number C as the number of coning angles, then we demonstrated in this section
that the computational and memory cost grows as the product of the number of element pairs
in the array and the number of coning angles:
Nangles = PC (4.8)
where P is the number of element pairs. The computational gain and reduction in memory
is significant for small arrays where the total number of pair combinations is small. In fact,
the memory requirement is even smaller than PC: note that if two element pairs within an
array have elements that are separated by the same distance, and we use the same set of
coning angles for both pairs, then the phase shifts associated with these two element pairs
are identical since they are identical linear arrays within their own coordinate systems – as a
result, we only have to store one set of phase shifts for both element pairs. Thus, we see that
the memory requirement has an upper bound of PC. In our case, with a regular tetrahedral
array, the memory savings are enormous – the computational cost is PC, while the memory
cost is only C, since all pairs of elements within the array have the same separation distance!
4.3.3 Issues with EPD Beamforming
So far we have demonstrated that EPD beamforming can be significantly more efficient for
arrays that have a small number of element pair combinations. This indicates to us the first
issue with EPD beamforming – as the number of elements in the array grows, the number of
unique pair combinations grows as:
P =
(
N
2
)
=
N !
2!(N − 2)! =
N(N − 1)
2
(4.9)
where N is the number of elements in the array. This factorial growth means that EPD
beamforming is generally only useful when the number of elements in the array is small, or
at least when compared to the desired resolution of the output, i.e. PC  C2.
Array Origin Phase Offsets
The illustration of Fig. 4.4 demonstrates another issue with EPD beamforming – there is an
offset between each pair origin and the array origin which induces an additional time delay
that is not compensated for when beamforming individual element pairs. As a result, there is
an additional ‘offset’ in the summed signals of each element pair, seen after the first summation
in this diagram. Unfortunately, this is a fundamental limitation of EPD beamforming, and
it forces us to sum over all frequency components before summing over all element pairs – as
such, the resulting output is only an estimate of the full CBF output.
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Another consequence of failing to compensate for these origin offsets is that the resulting
EPD beamforming output has a much higher ‘floor’ in its beampattern. Since the floor of
the beampattern from conventional beamforming is always greater than zero, summing over
the CBF output from all element pairs raises the floor through summation. This result is
apparent in Fig. 4.5, where the floor of the beampatterns of each individual element pair is
much lower than the summed EPD beamforming output. This means that the half-power
beamwidth of the main lobe from EPD beamforming is wider than that of the CBF.
Reconstruction from Element Pair Coning Angles
Another issue with EPD beamforming is the reconstruction of the full array output from
the coning angles of individual element pairs. We use simple nearest neighbor summation:
after finding the coning angle from each element pair that is closest to the desired look-angle,
we simply sum their outputs. As a result, the reconstruction accuracy is dependent on a
number of intertwined factors: (i) the number of coning angles C in the set Sconing (the
finer the resolution, the better the reconstruction); (ii) the geometry of the array (how the
coning angles from each pair intersect affects the quality of the reconstruction); and (iii)
the set of look-angles themselves (they can be carefully selected to be as close as possible
to the intersections of coning angles, as was done in Fig. 4.3). Analysis of the theoretical
accuracy of this reconstruction is beyond the scope of this work, but later on in this chapter
we qualitatively illustrate how this reconstruction is affected by the number of coning angles
C, and provide some numerical results on the maximum angular error between the nearest
coning angle in each element pair and the corresponding look-angle.
Integration with the Sequential Monte-Carlo Beamformer
To integrate EPD beamforming and our sequential Monte-Carlo beamformer (SMCB) from
the previous chapter, we simply replace the CBF with EPD beamforming to generate the
beamformer output power for each particle in the filter. This highlights a fourth issue with
EPD beamforming – it does not provide any computational speedup over conventional beam-
forming within the SMCB, since both beamformers would be evaluated at the same number
of particle look-angles. However, the memory savings provided by EPD beamforming still
stand, and these savings enable additional functionality for our piUSBL system. By storing
fewer phase-shifts for a given resolution of look-angle grid, we can store the phase-shifts at a
finer frequency resolution, or over a wider bandwidth. As we will see in chapter 6, this wider
bandwidth is critical for allowing us to command different vehicle behaviors by broadcasting
and detecting signals in different frequency ranges. In addition, as mentioned before, these
memory savings enable beamforming at a much higher look-angle grid resolution, improving
angle measurement precision substantially.
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4.4 Element Pair Decomposition Beamforming
Now that we have described the basic principle behind EPD beamforming, let us formulate
the process more formally. Given some arbitrary array defined by its N element positions pi,
we first decompose the array into its N(N−1)2 element pairs. We do this by first finding all
unique combinations of pairs of elements:
Sunique = {(p1,p2), . . . , (pi,pj)} such that i 6= j (4.10)
Note that if the set contains (pi,pj) then it cannot contain (pj ,pi), since the pairs must
be unique combinations. For each element pair, we then calculate the distance between the
elements:
Dij = ||pi − pj || (4.11)
and we construct the element pairs as a set of linear arrays in their own coordinate systems,
such that each pair origin is halfway between their two elements:
Spairs =
{[−D12
2
D12
2
]T
, . . . ,
[−Dij
2
Dij
2
]T}
= {P 12, . . . ,P ij} (4.12)
where
P ij = [Pi Pj ]
T with Pi =
−Dij
2
, Pj =
Dij
2
(4.13)
We refer to the unique coordinate system in which an element pair linear array resides as the
coning angle space. In actuality, if two element pairs have the same distance we only keep one
copy of the linear array to save memory – however, this is a detail we omit for simplicity. In
the coning angle space, the time delay experienced by each element in the pair as referenced
against the pair origin is given by:
τi =
− cos(ζ)Pi
c
and τj =
− cos(ζ)Pj
c
(4.14)
which can be written more simply as:
τ ij =
− cos(ζ)
c
P ij (4.15)
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where ζ is the coning angle and c is the speed-of-sound. We can then generate the wideband
CBF spatial filter (with M frequency components) for the element pair as usual as:
H ij[ω; ζ] = e
jωτ ij =
[
H i[ω; ζ]
Hj[ω; ζ]
]
=
[
ejωτi
ejωτj
]
=
[
ejω1τi ejω2τi . . . ejωM τi
ejω1τj ejω2τj . . . ejωM τj
]
(4.16)
The beamformed output of the element pair for a given coning angle is thus given by:
Zij[ω; ζ] =
1
2
(H i[ω; ζ]Xi[ω] +Hj[ω; ζ]Xj[ω]) (4.17)
where  is the element-wise multiplication operator. This beamformed output is essentially
the sum of the phase-shifted signals that were received by the two elements in the element
pair; we then sum to obtain the frequency-averaged output:
|Zˆij [ζ]| = 1
M
M∑
k=1
|Zij[ωk; ζ]| (4.18)
Now, this provides us with the output at the coning angle for a given element pair; to sum
across all element pairs, we must first be able to convert from the space of azimuth/inclination
look-angles (φ, θ) to the coning angle (ζ) space of each element pair. This conversion is just
a simple calculation of the angle between two vectors – that of the vector joining the two
elements, and the vector represented by the look-angle:
let aij =
pi − pj
||pi − pj ||
and b(φ, θ) =
sin(θ) cos(φ)sin(θ) sin(φ)
cos(θ)
 (4.19)
then
ζ = arccos(aij • b(φ, θ)) (4.20)
Thus, Eq. 4.18 can be rewritten in terms of the look-angle:
|Zˆij [φ, θ]| = 1
M
M∑
k=1
|Zij[ωk; arccos(aij • b(φ, θ))]| (4.21)
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Finally, to get the full EPD beamforming output for a given look-angle, we must sum over all
element pairs:
|Zˆ[φ, θ]| = 1
M
N∑
i=1,j=i+1
M∑
k=1
|Zij[ωk; arccos(aij • b(φ, θ))]| where i 6= j (4.22)
where, again, the pairs selected using element i and j must be unique combinations; this
concludes the derivation of EPD beamforming.
In principle, given a static grid of look-angles, we can pre-calculate the required coning
angles for each element pair to intersect the look-angles precisely using Eq. 4.20. However, in
practice, for more flexibility we simply precompute the phase shifts for a static set of coning
angles for each element pair, and use Eq. 4.20 to find the nearest precomputed coning angle
in the set; this also allows us to reap the benefit of the greater memory savings provided by
identical pair separation distances. Thus, the output for a given look-angle is the summation
of the nearest neighbor coning angles for each element pair. If the grid of look-angles is static,
a look-up table can also be constructed to bypass the use of Eq. 4.20 during runtime, providing
an additional speedup. The EPD beamforming process is summarized in algorithm 6.
Algorithm 6 element pair decomposition (EPD) Beamforming
1: procedure EPD Beamforming(Sangles, Sconing, flower, fupper, c, fs, xi : i = 1, ..., N)
. Calculates the EPD beamforming output for a set of look-angles
. Inputs: Sangles = {(φ1, θ1), ..., (φNangles , θNangles)}: set of look-angles, Sconing = {ζ1,
..., ζNconing}: set of coning angles, flower: lower frequency cutoff, fupper: upper frequency
cutoff, c: speed-of-sound, fs: sampling frequency, xi: measured signal on element i
. Outputs: Zˆ: EPD angle measurement over look-angles
. Precomputation of coning angle phase shifts
2: f = flower : fupper . M equally spaced frequencies for CZT
3: H = zeros(Nconing,M, 2,
N(N−1)
2 ) . Element pair spatial filters: phase-shift storage
4: idx = 1 . Element pair combination index
5: for i = 1 : N do . Loop through all element pair combinations
6: for j = (i+ 1) : N do
7: for ζk in Sconing do
8: Pi =
−||pi−pj ||
2
9: Pj =
||pi−pj ||
2 . Eq. 4.11 – Eq. 4.13
10: τi =
− cos(ζ)Pi
c
11: τj =
− cos(ζ)Pj
c . Eq. 4.14
12: H[k, :, 1, idx] = e−2jpiτif
13: H[k, :, 2, idx] = e−2jpiτjf . Eq. 4.16
14: idx = idx+ 1 . Increment element pair combination index
15: end for
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16: end for
17: end for
. EPD beamforming computation over set of look-angles
18: Xi = CZT (xi, fflower, fupper, fs,M) . Chirp Z-Transform of measured signals with
M frequencies in desired frequency range
19: Zˆ = zeros(len(Sangles)) . Storage for angle measurement
20: for (φk, θk) in Sangles do . Loop through set of look-angles and get EPD
beamforming output
21: idx = 1 . Element pair combination index
22: for i = 1 : N do . Loop through all element pair combinations
23: for j = (i+ 1) : N do
24: aij =
pi−pj
||pi−pj ||
25: b(φ, θ) =
sin(θk) cos(φk)sin(θk) sin(φk)
cos(θk)
 . Eq. 4.19
26: ζ = arccos(aij • b(φ, θ))) . Eq. 4.20
27: l = find nearest(ζ, Sconing) . Find the index of the coning angle nearest
to ζ in the set Sconing
28: Zij =
1
M
∑ 1
2(H[l, :, 1 : idx]Xi +H[l, :, 2 : idx]Xj) . Eq. 4.17 &
Eq. 4.18
29: idx = idx+ 1 . Increment element pair combination index
30: end for
31: end for
32: Zˆ[k] = Zˆ[k] +Zij . Add the output of this element pair to the total EPD output
for this look-angle
33: end for
34: return Zˆ
35: end procedure
4.4.1 Anytime Stopping and Adaptive Pair Selection
Because the output of EPD beamforming is generated through the successive summation of
the beamformed output of element pairs, this naturally enables a direct trade-off between
beamforming accuracy and computation time – as the outputs from more element pairs are
added to the solution, the more robust the solution becomes; however, we are free to stop
adding more element pair outputs at any time during the computation. Thus, EPD beam-
forming allows for anytime stopping, at the cost of a degraded total output. To visualize how
the total output is generated, we plot in Fig. 4.6 the output of our EPD beamforming process
for a regular tetrahedral array, as element pair outputs are added one-at-a-time; the incoming
acoustic signal is incident onto the array from an azimuth and inclination of φ = 90◦ and
θ = 90◦, with an operating frequency set such that its wavelength is twice the length of the
separation distance of the array elements; the acoustic signal is simulated with a signal-to-
noise ratio (SNR) of 0 dB; with 4 elements in the tetrahedral array, there are a total of 6
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Figure 4.6: Illustration of anytime stopping with element pair decomposition (EPD) beam-
forming – since the total output is constructed by the sequential summation of the beamformed
outputs of element pairs, the calculation can be ‘stopped’ at anytime, resulting in a degraded
output. The 0 dB incoming signal is incident from the look-angle of θ, φ = 90◦, shown as the
red circle; the maximum output of EPD beamforming is shown as the black cross, with the
difference in inclination and azimuth from the true direction shown as ∆θ and ∆φ in the title
of each plot. As more element pairs outputs are added, the accuracy improves, but the ‘floor’
increases.
element pairs. For this set of outputs, the number of coning angles was set to 360, resulting in
an element pair angular resolution of 0.5◦, and the look-angle grid had the same step-size of
0.5◦ in azimuth and inclination, giving a total number of look-angles of 360× 720 = 259200.
It is apparent from Fig. 4.6, that as the outputs from more element pairs are added
together, the ambiguity associated with the coning angles quickly disappears – in fact, once
the first three pairs are added, the array has detected the direction to the source within 10◦. As
more pairs are summed, this accuracy continues to improve – with five element pairs, the error
in inclination is 6.77◦ and the error in azimuth is 3.88◦. Note that including the outputs from
all element pairs improves the robustness of the solution – if a single element is recording
bad data, the effect of its contribution to the total output will be lessened. Thus, EPD
beamforming enables the operator to directly trade-off solution accuracy and computation
time, allowing the algorithm to be dynamically tuned to the available computational resources
of the platform. This figure again highlights one of the drawbacks of EPD beamforming: the
‘floor’ of the total output is raised as more element pairs are added – so although accuracy is
not compromised, the array’s ability to distinguish between two sources close in space (or its
angular resolution) is impacted since the beamwidth of the main lobe is reduced.
This successive summation of the outputs of element pairs also enables EPD beamforming
to adaptively select which pairs of elements are to be included in the full output based on
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some criteria. This could prove useful in certain applications or array designs. As an example,
consider an array that conforms to the body of a vehicle – for an incident acoustic wave from a
certain direction, it is obvious that only a subset of elements within the conformal array would
be able to detect the signal; these elements should be included within the EPD beamforming
process, while elements within the acoustic shadow should not, since the addition of those
signals would only degrade the accuracy of the beamforming output. The selection of elements
could be done algorithmically, for example, by determining whether a signal is present within
the measurement, or by checking if the addition of successive pair outputs converges upon
some stable value.
4.4.2 Coning Angle Resolution
In order to generate the EPD beamforming output for a desired look-angle, the nearest coning
angle for each element pair is found and the beamformed output for each pair at those coning
angles are summed; as such, the accuracy of the total output is dependent on how finely
the coning angle set discretizes the coning angle space – the higher the resolution of the
set (the more coning angles), the higher the accuracy of the output. To visualize how the
resolution of the coning angle set affects the accuracy of the output reconstruction over the
set of look-angles, we vary the number of equal-sized coning angles in the set and plot the
resulting look-angle reconstruction in Fig. 4.7. We again use a regular tetrahedral array, with
the acoustic signal incident onto it from θ = φ = 90◦, with its operating frequency set to twice
the length of the element separation distance of the array; the SNR of the signal is set to
infinity (i.e. no noise). The number of coning angles was varied from 5 to 180, discretizing the
coning angle space from 36◦ to 1◦. The grid of look-angles that we reconstruct has a step size
of 0.5◦ in azimuth and inclination, for a total number of look-angles of 360× 720 = 259200.
Looking at Fig. 4.7, we see that the quality of the reconstructed output over the grid of
look-angles is highly dependent on the number of coning angles used for each element pair;
when the number of coning angles is very small, for example when we use only 5 or 11 coning
angles, the reconstruction is very discretized with ‘patches’ of equal value, as in the first two
plots in the top left of this figure. As a result, the accuracy of the output is greatly diminished.
The advantage of using fewer coning angles is a further reduction in memory use, since fewer
phase shifts must be stored. It is interesting to note that the observed ‘pattern’ of patches
is not only dependent on the coning angles in the set, but its major features are entirely the
result of the geometry of the array, which dictate how the coning angles of different element
pairs intersect. Looking at the sequence of images in this figure, we see that as the number
of coning angles increases, the accuracy improves as the reconstruction becomes ‘finer’ – with
just 45 coning angles per pair, the reconstruction has enabled the array to determine the
angle to the source to within about 2◦. With 180 coning angles (shown at the bottom right
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Figure 4.7: Illustration of how the coning angle resolution of element pair decomposition
(EPD) beamforming affects reconstruction – since we use nearest neighbor summation, in
which we find the nearest coning angle in each element pair to reconstruct the output at a
desired look-angle, the number of coning angles has a significant impact on the quality of the
output. The ∞ dB incoming signal is incident from the look-angle of θ, φ = 90◦, shown as
the red circle; the maximum output of EPD beamforming is shown as the black cross, with
the difference in inclination and azimuth from the true direction shown as ∆θ and ∆φ in the
title of each plot. For a small number of coning angles, the total output is low-quality and
‘discretized’, with a pattern generated by the intersections of coning angles from all element
pairs, a pattern that is unique depending on the geometry of the array. As the number of
coning angles increases, the reconstruction becomes ‘finer’.
of Fig. 4.7 with a step size of 1◦), the directional error is just 0.25◦ in inclination and 0.38◦
in azimuth.
4.5 Comparing EPD and Conventional Beamforming
Now that we have formulated the EPD beamforming approach, we are interested in how it
compares to the conventional beamformer (CBF) in terms of fundamental properties such
as its beampattern, accuracy, angular resolution, and processing speed. In this section we
provide a very limited comparative analysis between the two approaches, noting fundamental
differences. To compare the two approaches we use the base parameters listed in table 4.1.
EPD beamforming has unique advantages and disadvantages, and a deeper investigation of
its properties may provide a rich avenue for future work – however, an extensive analysis of
our approach is beyond the scope of this thesis.
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fs c Sangles Sconing
37500 Hz 1481 m s−1 θ = 0◦ : 1◦ : 179◦ ζ = 0◦ : 1◦ : 179◦
φ = 0◦ : 1◦ : 359◦ (180 coning angles)
(180× 360 look-angles)
Table 4.1: Base parameters for comparative analyis of EPD and conventional beamforming.
4.5.1 Beampattern
To begin, we first compare the beampatterns output by both methods; to do so, we compare
the outputs using the array geometries listed (in cm) in table 4.2. We include the 1D uniform
linear array in order to more easily visualize the beamformed output in 2D – for this array,
we beamform over a single inclination angle.
Element ULA Reg. Tetrahedron Reg. Octahedron Reg. Cube
1 (0, 0, 0) (0, 0, 6.54) (0, 0, 5.66) (4, 4, 4)
2 (8, 0, 0) (4.62, 0, 0) (4, 4, 0) (−4, 4, 4)
3 (16, 0, 0) (−2.31,−4, 0) (−4, 4, 0) (4,−4, 4)
4 (24, 0, 0) (−2.31, 4, 0) (4,−4, 0) (−4,−4, 4)
5 (32, 0, 0) – (−4,−4, 0) (4, 4,−4)
6 (40, 0, 0) – (0, 0,−5.66) (−4, 4,−4)
7 (48, 0, 0) – – (4,−4,−4)
8 (56, 0, 0) – – (−4,−4,−4)
Table 4.2: Array geometries element positions (x, y, z) (in cm) to compare beamformed out-
puts of EPD and conventional beamforming.
For each of these arrays, we simulate the incoming acoustic plane wave using a 8250–
10250 Hz, 20 ms LFM up-chirp, incident onto the array from a randomly selected azimuth
and inclination look-angle; each element of the array records 8000 samples, which represents
213.3 ms of data at our sampling rate, 20 ms of which contains the incident chirp; the center
(or operating) frequency of 9250 Hz is twice the wavelength of the separation distance of each
element in these arrays, which is 8 cm. A few representative examples of the beamformed
outputs (or array responses) from both approaches are shown on the next few pages, in
Figs. 4.8, 4.9, 4.10, and 4.11. These figures plot the output from conventional beamforming
in the top row, the output from EPD beamforming in the middle row, and the difference
between the two in the bottom row; in these plots, the true look-angle is plotted as the red
circle (or solid line), and the estimates from the CBF and from EPD beamforming are plotted
as blue and black crosses (or dashed lines) respectively. The array responses plotted in these
figures are normalized such that their maximum is 1, which is the usual convention for such
plots.
Looking at these figures, we see that the array response from conventional beamforming
and from EPD beamforming share many similar features, especially in terms of the position
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Figure 4.8: Comparison of sample array responses from conventional and EPD beamforming for a 8 element uniform line array – the
true direction of arrival (DOA) of the incoming acoustic signal is indicated by the solid red line, and the estimates from maximum
likelihood estimate (MLE) using conventional and EPD beamforming are indicated by the dashed blue and black lines respectively.
Top Row : array response from conventional beamforming. Middle Row : array response from EPD beamforming. Bottom Row :
subtracting the conventional beamforming response from the EPD beamforming response.
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Figure 4.9: Comparison of sample array responses from conventional and EPD beamforming for a 4 element regular tetrahedral
array – the true direction of arrival (DOA) of the incoming acoustic signal is indicated by the red circle, and the estimates from
MLE using conventional and EPD beamforming are indicated by the dashed blue (cyan in the bottom row) and black (white in
the bottom row) crosses respectively. Top Row : array response from conventional beamforming. Middle Row : array response from
EPD beamforming. Bottom Row : subtracting the conventional beamforming response from the EPD beamforming response.
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Figure 4.10: Comparison of sample array responses from conventional and EPD beamforming for a 6 element regular octahedron
array – the true direction of arrival (DOA) of the incoming acoustic signal is indicated by the red circle, and the estimates from
MLE using conventional and EPD beamforming are indicated by the dashed blue (cyan in the bottom row) and black (white in
the bottom row) crosses respectively. Top Row : array response from conventional beamforming. Middle Row : array response from
EPD beamforming. Bottom Row : subtracting the conventional beamforming response from the EPD beamforming response.
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Figure 4.11: Comparison of sample array responses from conventional and EPD beamforming for a 8 element regular cube array
– the true direction of arrival (DOA) of the incoming acoustic signal is indicated by the red circle, and the estimates from MLE
using conventional and EPD beamforming are indicated by the dashed blue (cyan in the bottom row) and black (white in the
bottom row) crosses respectively. Top Row : array response from conventional beamforming. Middle Row : array response from
EPD beamforming. Bottom Row : subtracting the conventional beamforming response from the EPD beamforming response.
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of maxima. Looking at the last rows, which illustrate the difference between the response
from EPD beamforming and the response from conventional beamforming, we see that the
minimum occurs close to the true direction of arrival (DOA), indicating that both approaches
share a similar level of accuracy. Note the increased ‘floor’ of EPD beamforming, caused
by the summation of the floors from CBF beamforming of element pairs – it is apparent by
looking from Fig. 4.9 to Fig. 4.10 and to Fig. 4.11, that as the number of elements in the
array increases (from 4 to 6 and to 8), that the floor of the response continues to increase;
this is especially apparent looking at the difference plots, which shows how the area with
a difference larger than 0.4 continues to increase with the addition of more elements to the
array. At the same time however, it appears that (as with conventional beamforming) the
width of the main lobe continues to decrease with an increasing number of elements. The
increase in the level of the floor of EPD beamforming suggests that the half-power beamwidth
is increased using this approach, which may indicate a reduction in the resolving power of
the array; however, this may not necessarily be true, since this ability is tied more closely to
the null-to-null beamwidth [158], which suggests that the total range (peak-to-trough) of the
response of the array is more important – this parameter is difficult to estimate however.
4.5.2 Accuracy
To estimate the accuracy of both approaches, the simulated measurement on each element is
corrupted with noise. White Gaussian noise is added to the signal received by each element,
such that the SNR is randomly set to anywhere between 0 dB and 25 dB for each simulation.
200 simulations were performed for each array, and the angular difference between the true
DOA of the simulated plane wave and the MLE value from the response of both conventional
and EPD beamforming was determined using:
 = arccos(vmle • vtrue) (4.23)
where
vtrue =
sin(θtrue) cos(φtrue)sin(θtrue) sin(φtrue)
cos(θtrue)
 and vmle =
sin(θmle) cos(φmle)sin(θmle) sin(φmle)
cos(θmle)
 (4.24)
where θtrue and φtrue are the true inclination and azimuth of the simulated incoming plane
wave, and θmle and φmle are the arg-maximum inclination and azimuth from the output
of either conventional or EPD beamforming. The accuracy statistics resulting from these
simulations are plotted as boxplots in Fig. 4.12.
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Figure 4.12: Comparison of accuracy of conventional and EPD beamforming for our four array
geometries – this accuracy is calculated as the angular difference between the true look-angle
and the MLE value look-angle from both approaches over 200 simulations; the median values
are plotted as the solid line in the center of each boxplot, while the mean values are plotted
as solid black circles; the box edges extend to the 25th and 75th percentiles, while the crosses
indicate outliers.
Looking at this figure, it is apparent that as the number of elements in the 3D array
increases (from the tetrahedron to the octahedron to the cube), the accuracy improves for
both approaches. This is intuitive, since with the addition of more measurements the array
becomes more robust to noise – the noise on each element tends to ‘average out’, since they are
uncorrelated. As expected, the uniform line array, despite having the same number of elements
as the cube, has the widest variation in accuracy, due to the degradation in the array response
as the source moves from broadside to end-fire. This plot demonstrates that although EPD
beamforming has a similar level of accuracy as the CBF for all array geometries, its accuracy
on average is slightly worse – this is likely a combination of a number of factors, including
the number of coning angles used to ‘reconstruct’ the output over the desired look-angles, as
well as the increase in the ‘floor’ of the response and the subsequent increase in beamwidth.
4.5.3 Half-Power Beamwidth
The half-power beamwidth of the main lobe represents the −3 dB level from the peak, or
about the 0.707 level in the array response of both approaches. We can estimate the half-
power beamwidth using the equations:
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Figure 4.13: Comparison of the half-power beamwidth of conventional and EPD beamforming
for our four array geometries – this beamwidth is calculated as the angular difference between
the MLE value look-angle and the nearest −3 dB look-angle from both approaches over 200
simulations; the median values are plotted as the solid line in the center of each boxplot, while
the mean values are plotted as solid black circles; the box edges extend to the 25th and 75th
percentiles, while the crosses indicate outliers.
BW3dB = min
v3dB∈S3dB
(arccos(v3dB • vtrue)) (4.25)
where
vtrue =
sin(θtrue) cos(φtrue)sin(θtrue) sin(φtrue)
cos(θtrue)
 and v3dB ∈ S3dB =
sin(θ3dB) cos(φ3dB)sin(θ3dB) sin(φ3dB)
cos(θ3dB)
 (4.26)
where S3dB is the set of all azimuth and inclinations that occur at the −3 dB (or 0.707) level.
The statistics for the estimated beamwidth over 200 simulations with added white Gaussian
noise are shown as boxplots in Fig. 4.13.
This figure clearly illustrates the increase in the half-power beamwidth resulting from the
array response using EPD beamforming – for all array geometries, there is a degradation in
this value when using our approach. This is due to the increase in the ‘floor’ of the response,
which is a direct result of the summation of element pair beamformed outputs, as described
previously. This increase in the beamwidth may suggest a loss of resolving power (or a
reduction in the ability for the array to resolve two closely-spaced sources) when using EPD
beamforming, although this may not necessarily be true. Resolving power is better related to
the null-to-null beamwidth, which suggests that the entire range of the array response should
be normalized in some way (since this value is a measure between the peak and the trough
of the response). Unfortunately, the null-to-null parameter is difficult to estimate for EPD
beamforming, since the output of individual element pairs must be frequency-averaged and
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made absolute before summing over element pairs, meaning that the location of troughs are
difficult to track. Further work to determine the effect of EPD beamforming on the resolving
power of the array is necessary in the future.
This figure also illustrates the improvement in beamwidth as more elements are added to
the 3D array – as expected, the beamwidth reduces with more elements, since the addition
of elements provides the array with more ‘evidence’ that the received signal arrives from a
certain direction. This improvement occurs for both conventional and EPD beamforming,
although the increase in beamwidth from EPD beamforming per array geometry is significant
(between 20◦ and 25◦). Since the geometry of the line array is such that it provides significant
resolving power in one direction (broadside), it has both the narrowest half-power beamwidth,
and the most variation in beamwidth, since beamwidth increases as the source moves from
broadside to end-fire.
4.5.4 Speed-Up Factor
To illustrate the speed-up factor that EPD beamforming achieves, we simply measure the
computation time of both approaches on a standard laptop computer4. Note that for the three
3D arrays (tetrahedron, octahedron and cube), we beamform over the full grid of 180 × 360
look-angles, with 180 coning angles used for EPD beamforming; for the uniform line array,
we only beamform over 360 azimuths, at a single inclination of 90◦ (again we use 180 coning
angles). For our 4-element tetrahedral array we have 6 element pairs, for our 6-element
octahedral array we have 15 element pairs, and for our 8-element line array and cube array
we have 28 element pairs. The statistics of the computation time of both approaches are
shown as boxplots in Fig. 4.14, with the lower plot showing a zoomed-in section of the upper
plot.
For the three 3D arrays, this figure illustrates the enormous speed up achieved by EPD
beamforming when evaluating the output over a full 2D grid of look-angles. Note that for
both approaches, there is a increase in the computation time as we increase the number
of elements in the array – this is expected, since the computation of both involves more
multiplication-adds as more elements are added to the array. However, note the more than
order of magnitude decrease in computation time of EPD beamforming over the CBF – this
significant speed up is due to one simple fact: the CBF must be evaluated over the full grid of
180×360 = 64800 look-angles, while EPD beamforming must be evaluated only 6×180 = 1080
times, 15 × 180 = 2700 times, or 28 × 180 = 5040 times, for the tetrahedral, octahedral and
cube arrays respectively; the output over the full grid of look-angles is then easily generated
using nearest-neighbor summation, which is very quick.
4The laptop used has 8GB of memory, and an Intel Core i7-3630QM CPU @ 2.40GHz × 8.
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Figure 4.14: Comparison of the computation times of conventional and EPD beamforming for
our four array geometries – this computation time is measured on a standard laptop computer
from both approaches over 200 simulations; the median values are plotted as the solid line in
the center of each boxplot, while the mean values are plotted as solid black circles; the box
edges extend to the 25th and 75th percentiles, while the crosses indicate outliers. The lower
plot shows the zoomed-in portion outlined by the dashed red box in the upper plot.
For the uniform line array, we notice something very different – conventional beamforming
is more than twice as fast as EPD beamforming. This is because there is absolutely no gain
to be had over the CBF when beamforming over a single dimension, since the CBF only has
to be evaluated 360 times, while EPD beamforming must be evaluated 28×180 = 5040 times.
This disadvantage of EPD beamforming is also representative of the lack of speedup when
evaluating the beamformer within the sequential Monte-Carlo beamformer (SMCB) – the
number of look-angles is fixed, since it is set to the number of particles in the filter. However,
EPD beamforming still enables a major reduction in memory use, which subsequently enables
a much finer resolution for the grid of look-angles – this is because the phase shifts over this
grid must be precomputed and stored in the conventional beamforming case, but not in the
EPD beamforming case.
4.5.5 Look-Angle Resolution, Accuracy, Speed and Memory Usage
To better understand the relationship between the resolution of the look-angle grid and the
accuracy of the subsequent DOA estimate from both beamforming solutions, we vary the grid
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resolution and note its impact on the accuracy of the estimate and the amount of time the
solution takes to compute, for both conventional and EPD beamforming. In addition, we
make a brief comment on the amount of memory used by both approaches as we vary the
grid resolution. In this analysis, we use the configurations listed in table 4.3 below – the
360◦ domain in azimuth is divided equally into Nφ angles, and the 180◦ domain in inclination
is divided equally into Nθ angles, resulting in a Nθ × Nφ grid of look-angles; the number of
coning angles in the 180◦ coning angle space is set equal to the number of azimuthal angles, so
that we improve the accuracy of EPD beamforming to a level more in line with the accuracy
of conventional beamforming. We are primarily interested in the improvement in speed and
memory use of EPD beamforming over conventional beamforming for a given level of accuracy.
config Sangles (Nθ ×Nφ) Sconing (Nφ)
1 23× 45 = 1035 look-angles 45 coning angles
2 45× 90 = 4050 look-angles 90 coning angles
3 68× 135 = 9180 look-angles 135 coning angles
4 90× 180 = 16200 look-angles 180 coning angles
5 113× 225 = 25425 look-angles 225 coning angles
6 135× 270 = 36450 look-angles 270 coning angles
7 158× 315 = 49770 look-angles 315 coning angles
8 180× 360 = 64800 look-angles 360 coning angles
Table 4.3: Look-angle configurations for comparative analysis of speed and memory usage.
We again use the same simulation of an incoming LFM chirp, with the measurements
corrupted by white Gaussian noise to achieve random SNRs between 0 dB and 25 dB. How-
ever, in this case, we select the incoming angle randomly from the set of look-angles for a
given configuration in table 4.3. For each configuration listed, we run 200 simulations for
both beamforming approaches, using the regular tetrahedral, octahedral and cube array ge-
ometries. Angular error for each simulation is calculated using Eq. 4.24, and we calculate the
root-mean-square of the errors collected over all 200 runs, using this value as the represen-
tative error for the beamforming method in that configuration. We also calculate the mean
computation time over all 200 runs, and use this value as the representative computation time
for the beamforming method in that configuration.
The plot of Fig. 4.15 illustrates the root-mean-square of the angular errors for conventional
beamforming as dashed lines and for EPD beamforming as solid lines. Again we see that as the
number of elements in the array increases, the accuracy improves and the error reduces. With
the number of coning angle equal to the number of azimuthal angles in the look-angle grid,
we see that the difference in accuracy of EPD beamforming and conventional beamforming is
negligible, with EPD beamforming being very slightly less accurate.
With EPD beamforming providing the same level of accuracy as conventional beamforming
for these look-angle grid configurations, we now take a look at the speedup provided by EPD
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Figure 4.15: Root-mean-square of errors in direction of arrival (DOA) of conventional and
EPD beamforming using look-angle grids of various resolution listed in table 4.3 – the root-
mean-square of errors from conventional beamforming are shown for the three 3D array ge-
ometries as dashed lines, and for EPD beamforming as solid lines.
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Figure 4.16: Computation time of conventional and EPD beamforming using look-angle grids
of various resolution listed in table 4.3 – the computation time from conventional beamforming
are shown for the three 3D array geometries as dashed lines, and for EPD beamforming as
solid lines.
beamforming. The run compute times for each of the configurations is plotted in Fig. 4.16,
with those of conventional beamforming shown as dashed lines, and EPD beamforming as
solid lines. It is apparent that EPD beamforming is significantly more computationally ef-
ficient. This figure demonstrates that as the resolution of the look-angle grid increases, the
computation time for the CBF increases quadratically, in line with the quadratic increase in
the number of look-angles in the grid; conversely, for EPD beamforming, the compuation time
increases linearly with the number of coning angles used. The speedup factor for computing
these various grids of look-angles is plotted in Fig. 4.17, shown for each array geometry –
the gain in speed increases with the increasing grid resolution, with EPD beamforming able
to speed up the computation time of a 180 × 360 grid of look-angles by more than 10 times
without a loss of accuracy.
Finally, let us note the amount of memory used by each beamforming approach for the
configurations listed in table 4.3. For conventional beamforming, we must store the phase
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Figure 4.17: Speedup of EPD over conventional beamforming using look-angle grids of various
resolution listed in table 4.3.
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Figure 4.18: Memory usage of EPD and conventional beamforming using look-angle grids of
various resolution listed in table 4.3.
shifts over all M frequencies for each look-angle in the grid and for all N elements in the array
– this requires Nθ × Nφ ×M × N complex doubles. On the other hand, EPD beamforming
only requires us to store the phase shifts over all M frequencies for all coning angles belonging
to all unique element pairs, since the phase shifts for element pairs with the same separation
distance between elements need only be stored once. For the regular tetrahedral array, there is
only 1 unique pair (since all element pairs have the same separation distance); for the regular
octahedral array, there are only 2 unique pairs (the element pairs making up the edges, and
the pairs made of elements at opposite vertices); and for the regular cube array, there are
only 3 unique pairs (the element pairs making up the edges, the pairs across diagonals of the
faces, and the pairs that are connected via the center of the cube). Thus the memory required
by EPD beamforming is significantly smaller, and is equal to storing Nφ ×M × Punique × 2
complex doubles, where Punique is the number of unique element pairs, and there is the factor
of 2 for each element in the pair. The plot of Fig. 4.18 illustrates the amount of memory
required by each beamforming approach for the look-angle grids of varying resolution listed
in table 4.3; note that we use M = 512 for this figure.
This figure illustrates something remarkable – the memory savings of EPD beamforming
162 of 277 N. R. Rypkema
Chapter 4. Improving Measurement Precision: Element Pair Decomposition Beamforming
are enormous, with the memory required being more than 2 orders of magnitude less than
conventional beamforming for a 180×360 grid of look-angles. This is the key advantage of EPD
beamforming that enables a significant improvement in the precision of our angle measurement
distribution. In our prototypical piUSBL system described in chapter 2, and even with our
improved sequential Monte-Carlo beamformer (SMCB) for filtering, we store the phase shifts
associated with a grid of look-angles when using the conventional beamformer (CBF) – this
is a necessity in order to beamform at real-time rates on a Raspberry Pi 3; however, due to
the limited memory on-board the computer, the resolution of this grid of look-angles is low,
limiting piUSBL accuracy due to the loss of angular precision. By using EPD beamforming,
we only need to store a much smaller number of phase shifts associated with the set of coning
angles for each unique element pair – this allows us to reconstruct the beamformed output at
any arbitrary look-angle 5 at a much finer resolution.
4.6 Summary
In this chapter we have described a novel beamforming method that we call element pair
decomposition (EPD) beamforming. This approach replaces the conventional beamformer
(CBF) in our piUSBL system, and drastically improves the precision of our acoustic angle
measurement distribution. The key insight of EPD beamforming is that any given look-
angle for an arbitrary 3D array can be described in the coning angle space of the element
pairs that make up the array using a single coning angle rather than using two angles (an
inclination and an azimuth angle). This insight allows us to collapse the search space of a grid
of look-angles from two dimensions to one – rather than beamforming at every look-angle on
a grid, we can instead beamform at every coning angle on a line for each element pair, and
reconstruct the original grid from these outputs. This enables significant improvements in
computational efficiency and memory usage, with the improvement in memory usage allowing
us to perform beamforming at a finer resolution. We described EPD beamforming in detail,
commented on its unique advantages, disadvantages and features, and provided statistics of its
accuracy, beamwidth, computational speedup and memory usage as compared to conventional
beamforming.
This novel beamforming method is the final technical improvement to our prototypical
piUSBL system. In the next chapter we describe the implementation of our final piUSBL
system modified with the improvements of the sequential Monte-Carlo beamformer (SMCB)
and element pair decomposition (EPD) beamforming on an autonomous surface vehicle (ASV)
and on a fleet of commercial SandShark AUVs, and provide a comprehensive analysis of the
accuracy of our piUSBL system for localization.
5The look-angle doesn’t necessarily have to be part of a grid of look-angles, but may also, for example, be
at the look-angle represented by a particle in the SMCB.
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Testing the Pipeline:
System Verification and
Evaluation
5.1 Introduction
R
esults in preceding chapters have demonstrated that our Passive Inverted Ultra-
Short Baseline (piUSBL) positioning system has enabled closed-loop navigation
for a low-cost, miniature autonomous underwater vehicle (AUV), and has also en-
abled a relative homing capability for a conventional, Doppler velocity log (DVL)-
equipped 21–inch diameter large AUV. The piUSBL system has functioned as predicted
during these operations; however, we have yet to quantify the accuracy of this approach
against ground-truth data. With the additional increased precision provided by element pair
decomposition (EPD) beamforming, we set out to evaluate and verify the accuracy of our
final piUSBL positioning system stack. In this chapter, we detail the implementation of the
piUSBL system on a WAM-V autonomous surface vehicle (ASV) equipped with differential
GPS (DGPS). Ground-truth position provided by DGPS enables the comprehensive analysis
of the accuracy of our piUSBL approach using two independent piUSBL beacons for addi-
tional validation. This data provides the reader with valuable insights into the true accuracy
and limitations of piUSBL positioning in real-world settings.
Additionally, this chapter details the implementation of our final piUSBL system on a fleet
of three commercial SandShark AUVs, and walks through the procedure required in order to
calibrate the system to mitigate local acoustic effects. Positioning results before and after
calibration are provided for the interested reader.
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5.2 Hardware (WAM-V Autonomous Surface Vehicle
Configuration)
As outlined in chapter 2 section 2.3, the design and hardware of the piUSBL system on all
platforms share many commonalities. In this section we detail the specific configuration for
the WAM-V ASV.
5.2.1 Acoustic Beacons
The piUSBL system typically makes use of a single acoustic beacon, as in chapters 2 and
3. To validate our measurements of accuracy, in this chapter we use two identical beacons,
allowing us to calculate two independent sets of piUSBL accuracy statistics, as well as the
accuracy of passive long baseline (LBL) using the intersection of one-way travel-time (OWTT)
range-only measurements to both beacons. An understanding of passive LBL accuracy will
come in useful in the next chapter, where passive LBL is used to validate our piUSBL system
running on three commercial AUVs.
5.2.2 Platform
To gather experimental data so as to determine the accuracy of our piUSBL system in real-
world settings, the system was implemented on the WAM-V ASV1 shown in Fig. 5.1, an
ASV co-developed at MIT SeaGrant, MIT LAMSS and Olin college for the AUVSI RobotX
competition [155]. The WAM-V is a 5 m long vehicle equipped with a dynamic suspension
system that supports a payload bed above twin inflatable pontoons. This platform is pro-
pelled using two differential drive Torqeedo2 Cruise motors powered by four Torqeedo2 26-104
batteries, and is equipped with a PC-104 computer and a Hemisphere3 Vector V102 differ-
ential GPS (DGPS) receiver for vehicle localization and navigation. The V102 DGPS has a
positioning accuracy of 1 m or less 95% of the time, and a heading accuracy of 0.75◦, provid-
ing a suitably accurate ground-truth comparison for our acoustic measurements. As with all
our autonomous platforms, ASV mission planning and execution is performed autonomously
using the MOOS-IvP framework [156].
5.2.3 Payload
The WAM-V ASV is equipped with a piUSBL receiver, allowing us to generate range and angle
measurement distributions between the ASV and either of the two acoustic beacons. Unlike
previous configurations, the piUSBL receiver on the WAM-V is configured as a pyramidal
1https://www.wam-v.com/
2https://www.torqeedo.com/
3https://www.hemispheregnss.com/
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Hemisphere V102 DGPS
8 cm
Pyramidal Hydrophone Array
Torqeedo Cruise
Motors
Torqeedo 26-104
Batteries
PC-104 and 
Power Management Box
Figure 5.1: WAM-V autonomous surface vehicle outfitted with the piUSBL payload – the
twin pontoon platform is equipped with differential drive Torqeedo Cruise motors powered
by four Torqeedo 26-104 batteries, and navigates solely using differential GPS; it is outfitted
with our piUSBL system with an 8cm pyramidal hydrophone array mounted on a submerged
boom rigidly affixed to the port-side pontoon.
array, using five hydrophones rather than four in a tetrahedral configuration. Four of the five
elements form the square base of the pyramid with the remaining element positioned above the
center of the base such that the elements that form each pyramid edge are 8 cm apart. This
pyramidal array was attached to the end of a 1.5 m aluminum boom using a 3D-printed mount
(shown in the bottom right inset of Fig. 5.1). The boom was rigidly attached to the bow of
the port-side pontoon. As in other receiver configurations, acoustic energy captured by the
array is converted into a voltage signal and filtered using a passive resistor-capacitor bandpass
circuit, and converted into a digital signal using a digital acquisition device (DAQ). However,
unlike previous configurations, continuous access to the global positioning system (GPS) on
the surface allows us to perform pulse-per-second (PPS) synchronization using a GPS receiver
rather than a chip-scale atomic clock (CSAC); the DAQ is triggered to record using the PPS
signal from a Garmin 18xLvC GPS puck. The DAQ in this case is configured to record 16000
samples of acoustic data from each element of the array at 37.5 kS/s every second, storing the
data as CSV files on the on-board PC-104 computer – assuming a sound speed in freshwater
of 1481 m s−1, this translates to a maximum range of about 632 m.
5.2.4 Receiver USBL Array and Source Signal
The greater computational efficiency afforded by the sequential Monte-Carlo beamformer
(SMCB) (chapter 3) and EPD beamforming (chapter 4) provided us with enough compu-
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Figure 5.2: 3D beampatterns of a five element regular pyramidal array – beampatterns are
shown for an incoming plane wave whose wavelength is double the array inter-element spacing
(i.e. half-wavelength array spacing); as with the case for the prototypical four element tetra-
hedral array, the beampattern horizontal response has a near-consistent main lobe width,
reflecting its circular symmetry in the azimuthal direction; however, the main lobe width
varies quite dramatically in the vertical direction.
tational bandwidth to add a fifth element to the ultra-short baseline (USBL) array. This
additional fifth element is advantageous, since it reduces the beamwidth of the main lobe in
the array response – this allow us to improve the angular resolution of the array by reducing
its 3dB (half-power) beamwidth. To retain as much as possible the spherical symmetry of the
prototypical array and the associated angular-independence of the main lobe, this new array
was designed as a regular pyramid with equal edge size as shown in Fig. 5.1. To demonstrate
these characteristics of improved angular resolution and maintained beamwidth consistency,
the theoretical 3D beampatterns for this pyramidal array are shown in Fig. 5.2; these plots il-
lustrate the array response for an acoustic plane-wave incident from various directions, whose
wavelength is double the edge size of the array. Similarly to the tetrahedral array, this new
design maintains a near-consistent beamwidth in the horizontal direction regardless of the
angle of the incoming acoustic energy; however, its response in the vertical direction varies
quite dramatically, a result of the fact that the array is not symmetrical in this direction.
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Figure 5.3: Horizontal and vertical 3dB beamwidths of a five element regular pyramidal
array – as the incoming acoustic plane wave is varied in azimuth and inclination (incoming
direction), the shape of the main lobe changes slightly; the left plot shows the 3dB (half-
power) beamwidth in the horizontal plane, while the right plot shows the 3dB (half-power)
beamwidth in the vertical plane; the beamwidth remains fairly consistent horizontally, with a
marked reduction in width as compared to the tetrahedral array (between 64◦ and 68◦ which
is 16◦ narrower); however, the vertical response shows a dramatic reduction in consistency,
with the beamwidth varying up to 14◦ wider down to 19◦ narrower than the tetrahedral array,
depending on inclination. Unfortunately, the vertical response is poorest in the inclination
regime that we operate at (60◦ − 90◦ inclination).
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Figure 5.4: Horizontal 3dB beamwidths and sidelobe magnitudes of a five element regular
pyramidal array – as the wavelength (λ) of the incoming acoustic plane wave is reduced
(frequency is increased), the 3dB (half-power) beamwidth of the main lobe is reduced, thereby
improving the angular resolution of the array; however, doing so increases the magnitude of
the sidelobe, thereby introducing acoustic noise from unwanted directions. Note that the
inclination of the source is set to a constant 90◦ in these plots.
This beamwidth consistency in the horizontal plane and inconsistency in the vertical plane
is highlighted in Fig. 5.3, which plots the horizontal and vertical half-power beamwidths as
heatmaps for various azimuth/inclination angles of the incoming acoustic wave. It is apparent
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that the vertical beamwidth is highly dependent on the inclination of the incident plane-wave,
while the horizontal beamwidth is consistent at around 66◦, a considerable improvement over
the tetrahedral array (82◦).
As was done for the prototypical tetrahedral array (subsection 2.3.3), we examine the
frequency-dependent trade-off between main lobe width and sidelobe magnitude by plotting
these as heatmaps for a variety of azimuths and wavelengths (with respect to inter-element
spacing) of the incident plane-wave. These heatmaps are shown in Fig. 5.4. For this pyramidal
geometry we have a slightly greater range of frequencies to select without risking grating lobes
as compared to the tetrahedral geometry – the sidelobe magnitude is more than 1dB lower
than the main lobe for inter-element spacings (edge sizes) of up to 0.6λ. Between 0.4λ and
0.6λ, the half-power beamwidth is between 64◦ and 52◦. For an 8 cm edge size, this translates
to an operating frequency of 7.4 − 11.1 kHz, which is well within the operating range of our
acoustic beacons. In practice, any frequency less than 12 kHz works well with this new array
geometry.
5.3 Acoustic Measurement Distributions
Raw digitized acoustic data collected by the piUSBL receiver and stored on the on-board
computer is processed oﬄine to generate range and angle measurement distributions that
allow us to quantify the achievable accuracy of piUSBL. As always, we follow the matched
filtering and beamforming steps detailed in algorithm 1 to process our acoustic data – however,
there are a couple of minor modifications:
• Array geometry: the pyramidal array element positions for the WAM-V are given by:
Pwamv =

pT1
pT2
pT3
pT4
pT5
 =

0.04 −0.04 0
0.04 0.04 0
−0.04 −0.04 0
−0.04 0.04 0
0 0 0.05657
 (5.1)
• Matched filtering: the steps followed for generating the range measurement are identical
to those in algorithm 1; however, the validity check is omitted and all acoustic mea-
surements are kept. This is because we are gathering accuracy statistics of the system
oﬄine, and so caution in removing acoustic outliers is not necessary.
• Beamforming: we replace the conventional beamformer (CBF) with our EPD beamform-
ing algorithm detailed in chapter 4, algorithm 6. As a consequence, for the purposes
of collecting statistics, we generate angle measurement distributions with a resolution
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Figure 5.5: Spectrogram and example acoustic measurement distributions collected for the
purposes of evaluating piUSBL accuracy – Left : in-water spectrogram of signals received
by the WAM-V ASV, with the 11–9 kHz and 10–12 kHz LFM chirps from the two acoustic
beacons clearly visible. Center : example range measurement distribution for distance between
the array and a beacon. Right : example angle measurement distribution for angle between
the array and a beacon. Acoustic measurements are complex and multimodal.
of 720 × 360, with azimuths and inclinations of Nazim = 720 and Nincl = 360; this
generates angle distribution heatmaps with 259200 look-angles, at a precision of 0.5◦ in
both azimuth and inclination.
Acoustic processing is performed on the two distinct linear frequency modulation (LFM)
signals broadcast by our two acoustic beacons. Example range and measurement distributions
resulting from this acoustic processing are illustrated in Fig. 5.5.
5.3.1 Estimating Speed of Sound
After processing the acoustic data logged during field experiments with the ASV, a series of n
range measurement distributions are generated via combined matched filtering (Eqs. 2.11–2.15
in chapter 2). These steps require a conversion from the original domain of sample numbers N
to the range domain r using some estimate of the speed of sound c, as stated in Eq. 2.15. Since
these ASV experiments provide us with DGPS ground-truth, we can directly estimate this
speed of sound through linear regression. The maximum likelihood estimate (MLE) values
from each of our range measurement distributions provides us with an estimate of sample
delay NMLEi , which is the range scaled by the constant factor
Fs
c ; given the true range r
dgps
i
between the vehicle and the beacon from DGPS position, an estimate of this scaling factor
can be determined via linear regression:
(ξ∗, χ∗) = min
ξ,χ
n∑
i=1
(rdgpsi − ξ − χNMLEi )2 (5.2)
where ξ is the linear offset and χ is the slope. Note that since the acoustic beacon and the
ASV are time-synchronized, and the delay between PPS triggering and the broadcast of the
beacon is negligible, the offset ξ is expected to be very small. Performing this optimization
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Figure 5.6: Plot of regression to determine speed of sound using MLE values from the collec-
tion of range distributions – the MLE sample offset values for beacon A are shown in blue,
and for beacon B in red; the linear best fit using iteratively re-weighted least squares over all
data is shown as the black line.
using iteratively re-weighted least squares over the logged dataset that we describe later in
section 5.4.1, speed of sound during this experiment is calculated as:
χ∗ ≈ Fs
c
= 25.604 c =
Fs
χ∗
= 3750025.604 ≈ 1464.64 m s−1 (5.3)
This sound speed is lower than that which we usually assume for experiments (1481 m s−1),
but agrees with the late time of year (November) at which this particular experiment was
performed – the cold weather and water reduces the speed of sound in freshwater. This speed
of sound regression is illustrated in Fig. 5.6, which shows the true range rdgpsi vs the sample
offset from MLE NMLEi for both acoustic beacons, as well as the regressed linear fit. The
MLE value for range measurement i is thus given by:
rMLEi =
1464.64 m/s
37500 S/s
·NMLEi (5.4)
5.3.2 Angle Biases and Calibration
The close proximity between the USBL array and the twin inflatable pontoons of the ASV
result in local acoustic interference which degrades the accuracy of our angle measurement
distributions. The local acoustic interactions with the pontoons manifest as measurement
biases, shifting the maxima of the angle distributions away from their true values. These
biases are systemic, and as a result, produce an ‘offset’ between the maximum azimuth in
the angle distribution and the true azimuth between the array and the beacon – this offset
varies depending on azimuth, as illustrated in blue on the top of Fig. 5.7. The consistency
of these azimuth-dependent biases across varying ranges and mission times demonstrate their
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Figure 5.7: Plot of MLE azimuthal values from the collection of angle distributions versus the
difference between these values and azimuths from DGPS ground-truth – biases in acoustic
azimuth measurements vary with measured azimuth between the piUSBL array and a beacon
due to local acoustic interactions with the ASV. Top: uncompensated difference in azimuth
between acoustic measurements and true (DGPS) azimuth (blue), as well as medians of 100
bins (red). Bottom: after compensation by subtracting the median ‘offset’ of the nearest bin.
Right : projections of biases onto a circle demonstrate that they are circularly consistent and
azimuth-dependent.
systemic nature, and as such, are most likely due to local acoustic effects with the vehicle
pontoons.
We use a simple strategy to compensate for these biases: the measured azimuthal biases
are divided into 100 equal bins, and the median value of each bin is calculated (shown as
red circles in Fig. 5.7); after beamforming, the azimuth corresponding to the largest value of
the angle measurement distribution is determined, and the median value for the bin closest
in azimuth is subtracted from the measurement. This results in a compensated acoustic
azimuth measurement that mitigates these local acoustic effects, as shown on the bottom
of Fig. 5.7. This illustrates that after compensating for these biases, the difference between
the true azimuth and the azimuth calculated from the maximum of the angle measurement
distribution becomes centered around zero, with the median value for the 100 bins becoming
almost ‘flat’.
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5.3.3 Acoustic Position and Outliers
Given acoustic range and angle measurement distributions, we can combine their maximum
likelihood estimates (rMLE , θMLE , φMLE) with ASV heading (ψdgps) to project an estimate
of the position (xvcfbeacon, y
vcf
beacon) of the beacon relative to the ASV:
[
xvcf,MLEbeacon
yvcf,MLEbeacon
]
= rMLE
[
sin(ψdgps) − cos(ψdgps)
cos(ψdgps) sin(ψdgps)
][
sin(θMLE) · cos(φMLE)
sin(θMLE) · sin(φMLE)
]
(5.5)
where we assume that any pitch (βasv) and roll (γasv) experienced by the ASV is negligible,
and thus project the position onto a 2D plane. Given the known position of the beacon in
the local-level frame (LLF) (xllfbeacon, y
llf
beacon), the MLE of vehicle position in the LLF is:
[
xllf,MLEasv
yllf,MLEasv
]
=
[
xllfbeacon
yllfbeacon
]
−
[
xvcf,MLEbeacon
yvcf,MLEbeacon
]
(5.6)
where we assume that the depth of the beacon and the depth of the USBL array are equal,
and so they lay on the same 2D plane.
The time sequence of positions generated by these MLE values contain outliers that are
not temporally consistent. To get a better understanding of the range, angle and positional
accuracy of our acoustic measurement distributions, we remove these outliers using a simple
temporal filter in which estimates are discarded if they exceed a specified threshold (where
vmax := 3 m/s):
keep (xllf,MLEasv , y
llf,MLE
asv ) and r
MLE , θMLE , φMLE iff :√
(xllf,MLEasv (t)− xllf,MLEasv (t−∆t))2 + (yllf,MLEasv (t)− yllf,MLEasv (t−∆t))2 ≤ ∆t · vmax (5.7)
These outliers occur when MLE selects a false maximum that appears in the acoustic mea-
surement distributions. Undesirable acoustic effects such as multipath contribute to these
false maxima exceeding the value of true maxima. This outlier removal step is justified by
the fact that Bayesian filtering will tend to remove these outliers by tracking the ‘true’ mode
over time - thus, MLE values without these outliers represent a truer picture of measurement
accuracy.
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5.4 Acoustic Measurement Accuracy
5.4.1 Experimental Dataset
A dataset to analyze the accuracy of acoustic measurements calculated from the piUSBL
system was gathered using the WAM-V ASV in a field experiment carried out on the Charles
River by the MIT Sailing Pavilion in Cambridge, MA in November 2017. In this experiment,
the two acoustic beacons were affixed to the Pavilion dock at a depth of approximately 1 m,
with the beacons spaced 80 m apart – in our local-level frame (LLF), beacon A was placed at
(40, 0) and beacon B at (−40, 0). Beacon A transmitted a 10− 12 kHz, 20 ms LFM up-chirp,
and beacon B transmitted a 11−9 kHz, 20 ms LFM down-chirp, both in sync at a rate of 1 Hz
(as seen in Fig. 5.5). The WAM-V ASV was first remotely driven approximately 210m away
from the beacons, then driven back toward the beacons in steps of 30m. During each step a
manual 360◦ rotation was performed, allowing us to gather angle measurement distributions
from all azimuths. The ASV was then instructed to autonomously perform a lawnmower
pattern at a speed of 0.7 m s−1, with 9 legs of 150 m length, with a spacing between legs of
20 m, and finally driven back toward the dock remotely. The experiment lasted approximately
2600 s, resulting in the vehicle track seen in black in Fig. 5.8.
5.4.2 Range and Azimuth Error
The processing steps following algorithm 1 in chapter 2, section 2.4, and the outlier removal
using Eq. 5.7, produce temporally-consistent MLE values for range and angle between the
ASV and beacon A as well as beacon B. These values can be compared to ground-truth range
rdgps and azimuth φdgps, calculated using DGPS position (xdgps, ydgps) and heading (ψdgps):
rdgps(t) =
√
(xdgps(t)− xllfbeacon)2 + (ydgps(t)− yllfbeacon)2 (5.8)
φdgps(t) = (arctan((ydgps(t)− yllfbeacon)/(xdgps(t)− xllfbeacon)) + ψdgps(t) +
pi
2
) mod 2pi (5.9)
θdgps ≈ pi
2
since zllfbeacon ≈ zllfasv
Comparison plots of range, azimuth and inclination between the MLE values calculated using
the piUSBL system and DGPS can be seen in Fig. 5.9, which demonstrate that they are in
good agreement. In addition, the estimate of inclination from MLE shows fair stability around
90◦, which indicates that the array and boom experience only minor variations in pitch due to
non-perfect rigid attachment of the boom to the ASV; however, these variations are a possible
source of measurement error in our system which we cannot mitigate without proper sensing
of the attitude of the boom and attached receiver.
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Figure 5.8: Plots of DGPS and MLE trajectories of the WAM-V ASV during an experiment carried out on the Charles River in
November 2017 – ground-truth position from the Hemisphere V102 DGPS is shown as a black track, and maximum likelihood
estimate (MLE) values of position (after outlier removal) from acoustic range and angle measurement distributions are shown as
blue circles. Left : MLE positions calculated using range and angle from beacon A. Center : MLE positions calculated using range
and angle from beacon B. Right : MLE positions calculated using range-only measurements from both beacons.
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Figure 5.9: MLE values from range and angle measurement distributions between the ASV and beacon B – MLE values are shown
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Figure 5.10: Range and azimuth differences in value between MLE from acoustic measurement distributions and from DGPS –
range and azimuth error histograms between MLE values from piUSBL acoustic measurement distributions against DGPS are
shown along with Gaussian fits with their means and standard deviations. Left : error histograms for beacon A. Center : error
histograms for beacon B. Right : empirical cumulative distribution functions (CDFs) for absolute range and azimuth errors using
combined data from both beacons.
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Figure 5.11: Position differences in value between MLE from acoustic measurement distributions and from DGPS – the distributions
of position error between MLE values from acoustic measurements distributions (for both piUSBL and passive LBL) against DGPS
are shown as blue circles, with 1σ and 2σ ellipses in black; the associated marginal error histograms in the x and y dimensions
are projected on the ‘walls’, with Gaussian fits in black. Left : position errors for piUSBL to beacon A. Center : position errors for
piUSBL to beacon B. Right : position errors for range intersections to both beacons from passive LBL.
Range Error (m) Azimuth Error (◦) Position Error (m)
µr σr µφ σφ µx,y σmajor σminor σx σy
piUSBL Beacon A 0.349 1.409 -0.005 4.011 (0.101, -0.435) 7.611 2.939 8.334 3.836
piUSBL Beacon B -0.269 1.500 -0.202 2.058 (-0.540, 0.306) 4.914 2.568 5.175 3.083
piUSBL All (A & B) 0.029 1.490 -0.107 3.157
pLBL A & B (range-only) (-1.603, -0.364) 3.647 1.338 3.891 1.436
Table 5.1: Error statistics from MLE using range and angle measurement distributions against DGPS for range, azimuth and
position – statistics are shown for both beacons individually and with data combined, as well as for positions from projection of
range and angle; combining piUSBL data from both beacons provides statistics only for range and azimuth, since averaging position
from the two datasets provides little additional insight; passive LBL from range-only intersections of both beacons provides statistics
only for position, since range statistics remain identical to the piUSBL cases.
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The difference between MLE values from range and angle distributions and DGPS ground-
truth values represent the measurement error in range and azimuth of our piUSBL system,
which we can illustrate using histogram plots with Gaussian fits as shown in Fig. 5.10. The
leftmost plots illustrate the range and azimuth errors between the array and beacon A, and the
center plots illustrate the equivalent errors for beacon B ; statistics from these errors are shown
in table 5.1. Using data from both beacons, these statistics indicate that the piUSBL system
can provide raw measurement accuracies of µ±σ = 0.03±1.49 m and µ±σ = −0.11±3.16◦ in
range and azimuth respectively. Note that the error in range of±1.49 m corresponds extremely
well with the jitter of approximately 1 ms experienced by the piUSBL beacons; as previously
mentioned in subsection 2.3.1, a delay in the broadcast of the beacon by 1 ms corresponds to
an error in range of about 1.5 m – range accuracy can thus be improved by a reduction of
this jitter. The rightmost plots of Fig. 5.10 illustrate the empirical cumulative distribution
functions (CDFs) of absolute error in range and azimuth using all acoustic data (from both
beacons); these plots indicate that 68% of raw range measurements have an absolute error of
less than 1.25 m, and 68% of raw azimuth measurements fall below an absolute error of 2.15◦.
5.4.3 Signal to Noise Ratio
Many factors contribute to the level of accuracy of our system, such as the composition of the
acoustic environment (including man-made structures, water column depth, riverbed material,
sound-speed profile, etc.), the number of elements in the USBL receiver, and the design of
the broadcast signal; to better understand the limitations of our piUSBL system within our
operational environment, it is beneficial to estimate the signal-to-noise ratio (SNR) from
experimental data. As explained in subsection 2.4.1, we demonstrated that the matched filter
is the optimal LTI filter for maximizing the SNR in the presence of additive white Gaussian
noise – thus, the output of the matched filter that we use for range estimation can be used to
directly estimate the SNR [160]:
y(t) = 4<
∫ ∞
0
X(f)S∗(f)
Sn(f)
e2piiftdf (5.10)
where Sn(f) is the power spectral density (PSD) of the noise at the output of the filter,
and which we estimate with Welch’s method using recorded acoustic data when the beacons
were not broadcasting as illustrated in Fig. 5.12. To estimate the SNR of our system, we
simply take the maximum output of the matched filter given by Eq. 5.10. This estimation
indicates that the SNR of our system is approximately 10–25 dB depending on various factors,
including range to the beacons, vehicle self-noise4, and other acoustic effects. The distribution
of estimated SNRs for both beacons are plotted as histograms in Fig. 5.13.
4Vehicle self-noise contributes to an increased noise floor, and includes motor noise (which varies throughout
the mission), vibration, fluid flow noise (which varies with speed), and electronic noise in the piUSBL system.
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Figure 5.12: Sample plots of PSD estimated using Welch’s method for broadcast beacon
signals and background noise as measured by the WAM-V piUSBL system – the power spectral
density (PSD) for sample acoustic measurements in which only beacon A and only beacon B
were broadcasting are shown in red and blue respectively, while the PSD for a measurement
containing only background noise is shown in black; in this case the measurements were
obtained when the ASV and beacons were in close proximity, giving SNRs of about 25 dB.
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Figure 5.13: Distribution of the estimated SNR for both beacons – the signal-to-noise ratio
(SNR) distribution estimated from experimental measurements for beacon A is shown as a
red histogram, and the distribution for beacon B as a blue histogram; it is apparent that the
majority of SNR values fall within 10–25 dB, meaning the signals broadcast by the beacons
are on the order of 10 to 300 times more powerful than the noise.
5.4.4 Range-Only Position from Passive LBL
Given that our experiments make use of two independent piUSBL beacons, we can use the
MLE values from the range distributions of both beacons to estimate the position of the ASV
using the intersections of range circles in a process called multilateration. This process is
commonly used in long baseline (LBL) positioning, but since the piUSBL receiver passively
receives the acoustic signals, we term this approach passive LBL. Since we only use two
beacons, their range circles produce two intersections – however, since the vehicle only operates
in the lower half-plane of the line that connects the two beacons, we can disambiguate the
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correct intersection. We estimate range-only passive LBL position by root-finding of the
following non-linear equation:
(xllf,MLEpLBL , y
llf,MLE
pLBL ) = minx,y
∑
i=A,B
(x− xllfbeacon,i)2 + (y − yllfbeacon,i)2 − (rMLEi )2 (5.11)
This equation is optimized using the Powell hybrid method [188], where we use the ASVs
DGPS position as the initial guess for the solver. Position estimates from passive LBL are
shown on the right of Fig. 5.8.
5.4.5 Position Error
We have shown the error statistics gathered for range and azimuth from piUSBL in Fig. 5.10,
and listed them on the left in table 5.1; In addition to these statistics, error statistics for
position can also be obtained. These error distributions are illustrated in Fig. 5.11, which
illustrate the 2D positional error in x and y for piUSBL to beacon A on the left, piUSBL
to beacon B in the center, and range-only passive LBL on the right; the marginal error
distributions are also shown as histograms projected onto the ‘walls’ of these plots. Gaussian
fits to these distributions provide us with the mean and standard deviation values for positional
error, which we list on the right in table 5.1; the standard deviations of the major and minor
axes of the 2D Gaussian fits are listed (σmajor and σminor), as well as those of the marginal
distributions (σx and σy).
The values from table 5.1 and the distributions illustrated in Fig. 5.11 indicate that raw
piUSBL measurements calculated by projecting MLE range and azimuth values can provide
an accurate estimate of position. For beacon A, the error in position at these ranges is
µ± σ = (0.10,−0.44)± (8.33, 3.84) m in x and y, and for beacon B, the corresponding error
in position is µ ± σ = (−0.54,−0.31) ± (5.18, 3.08) m. It is interesting to note that, as
expected, the distributions for piUSBL positional error have their major axis of ‘spread’ in
the direction perpendicular to the angle between the respective beacon and the majority of
position measurements – this is entirely due to the fact that there is a larger uncertainty in
the angle measurement than in the range measurement, and is made obvious by the rotation
of the two distributions. As such, for piUSBL the error in position is less informative than
the errors in range and angle measurements, since positional error will tend to increase with
range from the beacon due to the uncertainty in angle; at these ranges however (< 350 m),
the positional accuracy of piUSBL is on par to that of passive LBL.
The values indicated in table 5.1 demonstrate that passive LBL provides highly accurate
estimates of vehicle position, similar in accuracy to that of conventional GPS. The error
in position from passive LBL in x and y is about µ ± σ = (−1.60,−0.36) ± (3.89, 1.44) m.
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The larger spread in the x axis is expected, since the majority of the position measurements
occur ‘below’ the two acoustic beacons rather than ‘in-between’ them – as such, any error in
one range will cause the circular intersection to slide along the other range circle, causing a
larger deviation in the x direction than the y direction. As expected, passive LBL provides
both an accurate and highly precise estimate of position, since it does not make use of angle
measurements which have a higher variability than range - precision for passive LBL should
therefore not degrade as badly with range as that for piUSBL.
The statistics for passive LBL provide us with an additional comfort – the level of accuracy
demonstrated by passive LBL positioning ensures that it can be used with confidence as a
measure of ground-truth for piUSBL positioning. In later chapters of this thesis, in which
multiple autonomous underwater vehicles are deployed using piUSBL, ground-truth position
from passive LBL can be viewed with some assurance, on a level similar to that of GPS
ground-truth – and this can be done simply by the addition of extra piUSBL beacons for
passive LBL measurements within our existing acoustic system.
5.5 Bayesian Filtering with the Sequential Monte-Carlo
Beamformer
As is standard in our piUSBL processing pipeline, Bayesian filtering is used to improve local-
ization by incorporating our acoustic measurement distributions with inertial measurements.
As part of our evaluation of the capabilities of piUSBL positioning, we are interested not
only in the achievable improvement in localization afforded by Bayesian filtering, but also in
characterizing how well the filtered piUSBL system performs with increasing degradation in
the accuracy of inertial measurements. By doing so, we can determine how robust the system
is to bias errors in both vehicle heading and speed.
To perform Bayesian filtering, we make use of the sequential Monte-Carlo beamformer
(SMCB), described in chapter 3 – this approach essentially closely-couples the particle filter
introduced in chapter 2 subsection 2.5.2 and beamforming. To briefly recap, this filter tracks
the position of the beacon relative to the vehicle; the predict step propagates particles using
vehicle speed and heading; these particles are duplicated into two additional sets of particles:
one set of particles is transformed into the range-domain by calculating their magnitude, and
their weights updated using the range measurement distribution – the other set of particles
is transformed into the body-fixed frame (BFF) by first calculating their range-normalized
vectors and then transforming these vectors into spherical (θ, φ) coordinates, where the beam-
formed output power at these coordinates are used to update their weights; finally, these two
sets of particles are transformed back into the vehicle-carried frame (VCF) by element-wise
multiplication. Refer to subsection 2.5.2 for an in-depth explanation of the reference frames
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and operating principles of the particle filter, and to chapter 3 for an explanation of the
SMCB.
Since we wish to use this filter not only for piUSBL localization to a single beacon, but for
piUSBL and range-only passive LBL localization using both beacons, we make a few minor
changes to our state representation. The modified state vector is given by:
x(t) =

xllfasv(t)
yllfasv(t)
zllfasv
xvcfbeacon,A(t)
yvcfbeacon,A(t)
xvcfbeacon,B(t)
yvcfbeacon,B(t)
xllfbeacon,A
yllfbeacon,A
xllfbeacon,B
yllfbeacon,B
αasv(t)
vasv(t)
ψasv(t)

where

xllfasv(t) : x–posn of ASV in the local-level frame
yllfasv(t) : y–posn of ASV in the local-level frame
zllfasv : z–posn of ASV in the local-level frame
xvcfbeacon,A(t) : x–pos
n of beacon A relative to the ASV
yvcfbeacon,A(t) : y–pos
n of beacon A relative to the ASV
xvcfbeacon,B(t) : x–pos
n of beacon B relative to the ASV
yvcfbeacon,B(t) : y–pos
n of beacon B relative to the ASV
xllfbeacon,A : x–pos
n of beacon A in the local-level frame
yllfbeacon,A : y–pos
n of beacon A in the local-level frame
xllfbeacon,B : x–pos
n of beacon B in the local-level frame
yllfbeacon,B : y–pos
n of beacon B in the local-level frame
αasv(t) : course of ASV
vasv(t) : speed of ASV
ψasv(t) : yaw of ASV, rot
n around body–fixed z–axis

(5.12)
where the first two elements are tracked using the filter. Unlike the original state represen-
tation, this single state vector maintains estimates of the relative positions of both beacons,
and assumes that vehicle pitch and roll are zero. Most importantly, particles are propagated
in the local-level frame (LLF) common to both beacons, giving the following predict step:
x(t) =

xllfi,asv(t)
yllfi,asv(t)
...
xvcfi,beacon,A(t)
yvcfi,beacon,A(t)
xvcfi,beacon,B(t)
yvcfi,beacon,B(t)
...
αi,asv(t)
vi,asv(t)
ψi,asv(t)

=

xllfi,asv(t−∆t) + vi,asv(t−∆t) ·∆t · cos(αi,asv(t−∆t))
yllfi,asv(t−∆t) + vi,asv(t−∆t) ·∆t · sin(αi,asv(t−∆t))
...
xllfi,beacon,A − xllfi,asv(t)
yllfi,beacon,A − yllfi,asv(t)
xllfi,beacon,B − xllfi,asv(t)
yllfi,beacon,B − yllfi,asv(t)
...
arctan(∆ydgps(t)/∆xdgps(t)) + α(t) +N (0, σ2α)√
(∆xdgps(t))2 + (∆ydgps(t))2/∆t+ v(t) +N (0, σ2v)
ψdgps(t) + α(t) +N (0, σ2α)

(5.13)
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where
∆xdgps(t) = xdgps(t)− xdgps(t−∆t) (5.14)
∆ydgps(t) = ydgps(t)− ydgps(t−∆t) (5.15)
By propagating the particles in the LLF rather than in the VCF as is done in our standard
particle filter, we are able to incorporate acoustic range and angle measurement distributions
from both beacon A and beacon B. This is performed in a serial manner – the weight of
each particle is first updated using the acoustic measurements of one beacon, followed by
those of the other beacon. This approach also enables the filter to incorporate only the range
measurement distributions of both beacons by effectively ignoring the angle measurement
distributions, allowing us to obtain filtered range-only passive LBL.
Notice that our state vector includes true velocity vasv and course αasv extracted at every
timestep using DGPS position measurements:
αasv(t) = arctan(∆y
dgps(t)/∆xdgps(t)) + α(t) (5.16)
vasv(t) =
√
(∆xdgps(t))2 + (∆ydgps(t))2/∆t+ v(t) (5.17)
ψasv(t) = ψ
dgps(t) + α(t) (5.18)
where ψasv is the vehicle heading as measured by the Vector V102 DGPS receiver. Velocity
and course are extracted from DGPS position in order to simulate inertial measurements –
doing so allows us to ‘perfectly’ recreate the DGPS trajectory, if the bias terms α(t), v(t)
are set to zero. Particles are propagated during the predict step using simulated velocity and
course, while heading is used to transform the particles into the BFF to incorporate angle
measurements distributions; this is necessary because the vehicle ‘crabs’ due to the effects
of wind on the surface, meaning that vehicle course and heading deviate from each other.
The bias terms α(t), v(t) allow us to inject noise into the simulated inertial measurements,
enabling us to examine how robust the piUSBL system is to inertial sensor offset and noise.
These bias terms vary as Gaussian random walks to simulate inertial sensor noise:
α(t) = bα +N (0, σ2α)∆t : bα ∈ {0.0, 0.3, 1.0, 3.0, 6.0} (5.19)
v(t) = bv +N (0, σ2v)∆t : bv ∈ {0.0, 0.3, 1.0, 3.0, 6.0} × 10−1 (5.20)
where we set σv := 1 cm s
−1 and σα := 6◦ h−1, which are typical values for the speed
precision of a standard DVL and bias instability for a MEMS IMU.
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The filter update step follows the standard approach that we outlined in subsection 2.5.2.
The only difference is that the duplication of the particles into the range and angle particle
sets (
rng
S and
agl
S) is performed twice – once for each beacon, using the state elements cor-
responding to the relative position of each beacon to the vehicle, (xvcfi,beacon,A, y
vcf
i,beacon,A) and
(xvcfi,beacon,B, y
vcf
i,beacon,B). The serialized ordering of which beacon’s measurements are incorpo-
rated first has a negligible effect on the localization output, due to the stochastic nature of
particle filtering, and is increasingly negligible as the number of particles increases.
Finally, initialization of the filter is performed using DGPS position at the very first
timestep:
x(0) =

xllfasv(0)
yllfasv(0)
zllfasv
...
xllfbeacon,A
yllfbeacon,A
xllfbeacon,B
yllfbeacon,B
...

=

xdgps(0) +N (0, σ2dgps)
ydgps(0) +N (0, σ2dgps)
0 +N (0, σ2dgps)
...
40
0
−40
0
...

(5.21)
Illustrative examples of the filtered localization output from the incorporating of acoustic
measurement distributions and simulated inertial measurements are shown in Fig. 5.14.
5.6 Filtered Localization Accuracy
In order to investigate the impact of Bayesian filtering on the localization accuracy of piUSBL,
we ran several realizations of simulated ASV inertial measurements with increasing levels of
bias in speed and course/heading, while fusing different sets of acoustic measurements. Three
classes of acoustic measurements were used: in the first, only range and angle measurement
distributions to a single beacon (beacon B) were fused with inertial measurements – this
represents the accuracy and robustness of our standard, single-beacon piUSBL system stack;
in the second, range and angle measurement distributions from both beacons (beacon A and
beacon B) were incorporated – this represents the gain in accuracy and robustness from the
addition of a second beacon to our piUSBL system; and in the third, only range measurements
from both beacons were used – this represents the accuracy and robustness of a filtered
LBL system. The initial bias terms were set with increasing values such that (bv, bα) :=
{(0.00, 0.0), (0.03, 0.3), (0.1, 1.0), (0.3, 3.0), (0.6, 6.0)}; for each pair of bias terms, we ran 10
realizations for each class of acoustic measurements, using 2500 particles in the filter.
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Figure 5.14: Plots of filtered trajectories of the WAM-V ASV from fusion of simulated inertial measurements and various sets of
acoustic measurement distributions using a modified sequential Monte-Carlo beamformer (SMCB) – initial bias values for speed
and course/heading were set to bv := 0.03 and bα := 0.3 for these realizations; ground-truth DGPS is in black, simulated inertial
dead-reckoning in red, and filtered position in blue. Left : filtered piUSBL using range and angle measurement distributions to a
single beacon B. Center : filtered piUSBL using range and angle measurement distributions to both beacons. Right : filtered passive
LBL using only range measurement distributions to both beacons.
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Figure 5.15: Error statistics of 2-norm distance between DGPS and filtered localization with
increasing bias error in simulated inertial measurements – solid lines indicate median values
and dots indicate mean values; filtered piUSBL using range and angle measurements to bea-
con B and to both beacons are shown as blue and red boxplots respectively, while passive
LBL using range-only measurements to both beacons are shown as white boxplots; the initial
speed bias term, bv, is increased from 0.0 to 0.6, and the initial course/heading bias term, bα,
is increased from 0.0 to 6.0; statistics were gathered over 10 realizations of simulated inertial
measurements for each pair of initial bias term.
piUSBL B piUSBL Both pLBL range-only
(bv, bα) µ µ˜ P75 µ µ˜ P75 µ µ˜ P75
(0.00, 0.0) 5.42 4.68 6.99 4.07 3.31 5.07 3.97 3.39 4.86
(0.03, 0.3) 5.18 4.35 6.80 4.07 3.36 5.12 4.21 3.44 4.96
(0.1, 1.0) 6.02 5.30 8.02 4.71 3.72 6.00 6.16 4.27 7.43
(0.3, 3.0) 10.6 10.0 13.7 5.28 3.90 6.37 13.1 9.17 17.7
(0.6, 6.0) 20.0 20.3 26.4 7.64 5.05 9.28 34.5 28.6 51.1
Table 5.2: Error statistics corresponding to Fig. 5.15 of 2-norm distance in meters between
DGPS and filtered localization with increasing bias error in simulated inertial measurements
– µ indicates the mean distance error, µ˜ indicates the median distance error, and P75 indicates
the 75th percentile distance error.
5.6.1 Localization Error
The localization error in terms of the 2-norm distance in meters between ground-truth DGPS
and the solutions from Bayesian filtering are illustrated with boxplots in Fig. 5.15. The corre-
sponding mean, median, and 75th percentile errors are enumerated in table 5.2. As expected,
as the initial bias values in speed and course/heading are increased, inertial measurements
become increasingly inaccurate, and so both accuracy and precision of the filtered localiza-
tion solution degrades regardless of measurement class (single-beacon piUSBL with beacon B,
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dual beacon piUSBL with both beacons, or range-only passive LBL). Interestingly, although
passive LBL is highly accurate and superior in terms of precision at low levels of inertial
measurement bias, its accuracy and precision degrades the fastest with increasing bias error
in the simulated inertial measurements; we suspect that this is due to the serialized nature
of incorporating acoustic measurements - the particles in the filter may become overconfident
and cluster around the maximum range of one beacon without ‘correcting’ themselves suffi-
ciently using the range measurement of the second beacon. We see also that the accuracy
and precision of piUSBL using acoustic range and angle measurement distributions to both
beacons is highly robust to noise and bias in the inertial measurements; we suspect that this
is due to the fact that heading bias affects the angle measurement of both beacons equally -
thus the error due to bias in heading tends to ‘average’ out when using multiple beacons, a
distinct advantage of multi-beacon piUSBL as compared to single-beacon piUSBL. However,
single-beacon piUSBL can be seen to be quite robust, and is fairly accurate and precise if the
bias in inertial measurements is well calibrated.
5.6.2 Acoustic Heading Estimation
The use of multiple acoustic beacons within the piUSBL framework enables an interesting
additional feature – we can now estimate vehicle heading directly using acoustic range and
angle measurements. By examining Eq. 5.9, notice that it can be rearranged for heading ψ:
ψ(t) = (φ(t)− arctan((y(t)− yllfbeacon)/(x(t)− xllfbeacon))−
pi
2
) mod 2pi (5.22)
Thus, given an estimate of vehicle position (x, y), and an estimate of the acoustic azimuth
from an angle measurement distribution φ, we can directly calculate an estimate of vehicle
heading ψ. Note that given vehicle position from DGPS, the error statistics of vehicle heading
from Eq. 5.22 for beacon A and beacon B are identical (though mirrored) to those of azimuth
shown in Fig. 5.10, if we use MLE to estimate the acoustic azimuth.
To demonstrate the utility of heading estimation from acoustics, we extend our Bayesian
filter to incorporate parallel particle filters for tracking the acoustic azimuth of each beacon.
For each beacon, a set of particles is maintained that reside in the domain in which beamform-
ing occurs, and the particles are propagated at every timestep using the change in heading
from inertial measurements (these particles only vary in azimuth, since we assume that the
ASV does not experience any pitch or roll). The weights of these particles are updated using
the output of beamforming, and the spherical mean is used as the azimuth estimate. Eq. 5.22
is then used, along with the (x, y) estimate from range-only passive LBL, to estimate heading.
This hybrid system that combines passive LBL and piUSBL can thus be used to estimate both
vehicle position and heading, entirely using acoustic measurements.
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Figure 5.16: Plots of ASV heading estimation using multi-beacon piUSBL – Top: ASV head-
ing from DGPS in black, as estimated from beacon A acoustic measurements in blue, as
estimated from beacon B acoustic measurements in red, and from noisy simulated inertial
measurements in gray with an initial bias of bα := 20
◦. Bottom: Error in ASV heading from
acoustic measurements using beacons A and B in blue and red respectively, and from noisy
simulated inertial measurements in gray.
We simulate a realization of noisy odometry with this hybrid acoustic system, using initial
bias values in speed and course/heading of bv := 0 m s
−1 and bα := 20◦ respectively, resulting
in the heading estimates and errors shown in Fig. 5.16. These plots illustrate that estimating
heading from acoustics is especially useful when large biases are present in a system’s inertial
heading measurement, which can frequently occur on underwater vehicles that use low-cost
inertial measurement units (IMUs) with magnetometers that are especially vulnerable to
magnetic anomalies. In contrast to a magnetic compass and IMU, this hybrid acoustic system
provides a drift-free and fairly accurate estimate of heading, as long as it is able to determine
a good estimate of position. Such a system may be particularly useful for low-cost underwater
vehicles that operate in the vicinity of underwater infrastructure that possess magnetic field
effects, such as metallic ship hulls and pilings.
5.7 Summary of piUSBL Accuracy using the WAM-V ASV
By deploying our final piUSBL system on the WAM-V autonomous surface vehicle, we were
able to gather comprehensive statistics on the accuracy of piUSBL positioning, both in terms
of maximum likelihood estimates from acoustic range and angle measurement distributions, as
well as in terms of filtered localization through the fusion of these acoustic distributions with
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simulated inertial measurements. MLE values from our acoustic distributions demonstrate
accuracies in range and azimuth MLE values of about µ ± σ = 0.03 ± 1.49 m and µ ± σ =
−0.11± 3.16◦, with 68% of range measurements falling below an absolute error of 1.25 m and
68% of azimuth measurements falling below an absolute error of 2.15◦. At ranges less than
350 m, these range and angle values correspond to a precision in position characterized by a
standard deviation in x of 5.2–8.3 m, and a standard deviation in y of 3.1–3.8 m.
Bayesian filtering of acoustic and inertial measurements via the sequential Monte-Carlo
beamformer (SMCB) allows us to generate temporally-consistent vehicle trajectories in a
principled manner. If inertial measurements are highly accurate, we demonstrated that they
can also improve positioning accuracy of single-beacon piUSBL, with the filtered position of
the vehicle less than 7 m from ground-truth 75% of the time for low levels of inertial bias
error. It is difficult to provide a direct comparison of the accuracy of raw MLE position
to filtered position, since this comparison is dependent on a number of factors, including
noise and bias in inertial measurements, range to the beacon, as well as the weighted balance
between ‘trusting’ inertial measurements versus acoustic measurements; instead we note the
important results of this evaluation and characterization of the piUSBL system:
• The most important statistical information that has emerged from this evaluation is
the characterization of the MLE accuracy of acoustic range and angle measurement
distributions. These values inform positional accuracy from the use of only acoustic
range and angle, regardless of the range of operation. Temporal filtering of MLE outliers
of the acoustic distributions provide us with a good idea of the positional accuracy
achievable using a well-tuned Bayesian filter.
• Through Bayesian filtering, we can produce temporally-consistent trajectories for vari-
ous moderate levels of bias error in inertial measurements. piUSBL localization using
a single beacon is particularly sensitive to bias in heading, since heading is needed to
project range and angle to determine the relative position of the beacon in the local-level
frame; results demonstrate that its performance remains fairly good even with a bias in
heading of up to 3◦, but accurate calibration of vehicle heading is essential to produce
good positioning results using single-beacon piUSBL.
• As the range of operation increases, Bayesian filtering becomes an increasingly critical
component of the piUSBL system by constraining acoustic outliers caused by error in
the angle measurement distribution.
• The addition of a second piUSBL beacon provides a significant improvement in accuracy,
precision and robustness in vehicle localization. Results indicate that multi-beacon
piUSBL is able to provide accurate positioning even at high levels of bias error in
inertial measurements, and is more robust than LBL to these types of error.
190 of 277 N. R. Rypkema
Chapter 5. Testing the Pipeline: System Verification and Evaluation
• Multi-beacon piUSBL enables a novel hybrid system that combines passive LBL and
piUSBL, which allows us to estimate both vehicle position and heading entirely using
acoustics. Such an approach may be useful for magnetometer-equipped underwater
vehicles, whose heading estimate may become erroneous in the presence of magnetic
anomalies.
5.8 The Commercial Bluefin SandShark AUV
The implementation of our final piUSBL system on the WAM-V ASV has provided us with a
characterization of its achievable positioning accuracy. Now that all the necessary components
have been laid out in detail, including the hardware implementation on the prototype Sand-
Shark AUV in chapter 2, the filtering stack that enables closed-loop navigation in chapter 3,
the efficient beamforming approach that improves acoustic measurement precision in chapter
4, and the characterization of piUSBL accuracy using a five-element pyramidal array in this
chapter 5, we describe here the implementation of the system on a fleet of three commercial
Bluefin SandShark AUVs5 which we named Platypus, Quokka, and Wombat, and which we
used to perform novel multi-AUV experiments detailed in the following chapter.
5.8.1 Hardware Configuration
Like its prototype predecessor, the commercial Bluefin SandShark [189] is a low-cost, miniature
AUV, and is in many respects identical to the prototype – again, the rear 12 of the vehicle, the
tail, is the standardized SandShark platform provided by Bluefin; the front 12 of the vehicle
contains our final piUSBL system. We describe the platform here, pictured in Fig. 5.17,
paying particular attention to the key differences between this commercial vehicle and the
prototype SandShark.
Platform
A number of changes were made to the commercial incarnation of the SandShark AUV. Like
the prototype, the tail section is equipped with the same sensors, as labeled at the top of
Fig. 5.17: (i) it is propelled using a single magnetically-coupled thruster, which provides
a measure of vehicle speed via a mapping of rotations-per-minute (RPM); (ii) instead of
two stepper motors for rudder and elevator control, it makes use of three stepper motors to
individually actuate three control fins laid out in a triangle configuration – this design decision
was made to enable active roll control, in addition to pitch and heading control [189]; (iii) its
mast contains GPS and WiFi receivers for global positioning and communications when the
5https://gdmissionsystems.com/en/products/underwater-vehicles/bluefin-sandshark-autonomous-
underwater-vehicle/
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Figure 5.17: Commercial Bluefin SandShark AUV (Quokka) outfitted with our final piUSBL
payload – the rear 12 of the AUV is the standard commercial SandShark platform (the tail),
which consists of a single magnetically-coupled propeller and motor, three stepper motors
for fin control, a pressure sensor for depth, a GPS and WiFi receiver, and a 9-axis MEMS
IMU with magnetometer; the front 12 of the vehicle is our final piUSBL payload, with system
components labeled in the upper diagram.
vehicle is surfaced; (iv) it makes use of an improved 9–axis MEMS IMU with magnetometer
from Sparton6 as an attitude and heading reference system (AHRS) for attitude and heading
estimation; (v) it uses a pressure sensor to estimate depth; (vi) finally, a Linux main vehicle
computer is used to receive sensor data and send control commands. Note that the tail is
also equipped with an Imagenex Model 852 ultra-miniature echo sounder7 as standard to
estimate vehicle altitude above the seafloor, but in our fleet of three SandShark AUVs, only
one vehicle had an operational echo sounder. As with the prototype SandShark, a pitch-
compensated linear mapping between motor RPM and speed-over-ground is used to estimate
AUV velocity:
vsog = RPM · 1.25× 10−3 · cos(β) (5.23)
Again, this mapping was experimentally obtained by Bluefin, and is a significant source of
localization error for dead-reckoning, which increases on the the order of 3 m min−1. Unlike
the prototype vehicle, in which it was necessary to include a battery and power management
6https://www.spartonnavex.com/
7https://imagenex.com/
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circuitry in the payload, the commercial vehicle’s battery has enough capacity to reliably
power the payload via an underwater SubConn cable8.
As with the prototype vehicle, we make use of the frontseat–backseat paradigm, which
cedes all low-level vehicle control to the main vehicle computer in the tail section. The
platform makes use of proportional-integral-derivative (PID) controllers to reach desired set-
points in depth, heading, and roll. Control in the vertical plane is achieved using a nested
PID controller in depth and pitch, while separate PID controllers are used to achieved desired
heading and stable roll:
• A PID controller for pitch takes as input a desired pitch set-point, and the current pitch
and pitch rate from the AHRS, and outputs a pitch moment command to modify the
current pitch.
• The desired pitch set-point is output by a PID controller for depth, which takes as input
a desired depth set-point from the user, as well as the current depth and depth rate
from the pressure sensor, and outputs the desired pitch set-point for consumption by
the pitch controller.
• Control in the horizontal plane is achieved using a separate heading PID controller; this
controller takes as input a desired heading from the user, as well as the current heading
and heading rate from the AHRS, and outputs a heading moment.
• A separate PID controller is used by the vehicle to always attempt to maintain zero roll;
the current roll and roll rate from the AHRS are used to output a roll moment to try
and counteract any roll experienced by the AUV.
Pitch, heading and roll moments output by these PID controllers are mixed to command
the angles on the three control fins. Because the behavior of the vehicle is highly sensitive
to the payload and its mass characteristics, PID tuning was done by performing a number
of experimental deployments of the vehicle with the final piUSBL payload attached. The
resulting PID gains for reasonable vehicle control performance are listed in table 5.3.
Pitch Cont. Roll Cont. Heading Cont. Depth Cont.
P Gain 0.3 N m rad−1 0.3 N m rad−1 0.2 N m rad−1 0.1 rad m−1
I Gain 0.15 N m rad−1 s−1 0.15 N m rad−1 s−1 0.1 N m rad−1 s−1 0.01 rad m−1 s−1
D Gain 0.0 N m rad−1 s 0.0 N m rad−1 s 0.01 N m rad−1 s 0.0 rad m−1 s
I Max 0.15 N m 0.15 N m 0.15 N m 5◦
Table 5.3: The proportional-integral-derivative (PID) gains for the commercial SandShark
AUVs outfitted with our final piUSBL payload.
8https://www.macartney.com/what-we-offer/systems-and-products/connectors/subconn/
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One significant difference from the prototype vehicle is that the software on the commercial
SandShark AUV uses a proprietary Bluefin system, rather than ROS; a critical outcome of
this change is that we are no longer able to transmit positional information from the backseat
computer on the payload back to the frontseat main vehicle computer in the tail section. As
a result, closed-loop control on the commercial AUVs is performed entirely on their payloads,
with positional information from piUSBL being used as feedback to modify MOOS-IvP [156]
behaviors running on the backseat; these behaviors transmit desired depth, speed and heading
set-points to the main vehicle computer to perform closed-loop control, but the main vehicle
computer maintains its own estimate of vehicle position. In practice this has little effect on
vehicle behavior, since the frontseat position estimate is not used by the payload; the only
exception are mission aborts due to the violation of safety parameters – even if the vehicle is
within the confines of the safety region, erroneous frontseat estimates of vehicle position may
cause the AUV to consider itself outside the safety region. The vehicle diameter is 12.4 cm,
with an overall length slightly below that of the prototype vehicle at around 105 cm.
Payload
The piUSBL payload on the commercial SandSharks is in most respects identical to the
payload on the prototype AUV (chapter 2, subsection 2.3.3), and makes up the front 12 of
the vehicle. Unlike the prototype configuration, the USBL array consists of five rather than
four hydrophone elements, configured as a regular pyramid with edge length of 8 cm as was
the case for the WAM-V ASV and detailed in subsection 5.2.3 earlier in the chapter. This
pyramidal USBL array is also mounted above the nose of the vehicle (as shown in Fig. 5.17),
rather than at the front of the vehicle as was the case with the tetrahedral array on the
prototype AUV; this mounting configuration allows us to avoid the issues of acoustic self-
occlusion that were present on the prototype vehicle – the array is able to receive acoustic
energy from all azimuthal directions, as long as the source is above the vehicle. As illustrated
at the top of Fig. 5.17, the same circuitry is used to synchronously trigger and collect acoustic
energy measured by the USBL array, including the use of a CSAC. As was the case with the
prototype SandShark, 8000 data samples are collected by the DAQ from each element of the
array at a rate of 37.5 kS/s, giving the piUSBL system an effective range of about 316 m.
Unlike the prototype system, the payload receives power from the tail and does not contain
separate power circuitry; it also does not house a WHOI Micromodem.
Receiver USBL Array and Source Signal
Since the design of the USBL array on the commercial SandShark payload was informed by
the experiments performed with the WAM-V ASV, its geometry is an identical 8 cm regular
pyramid. As such, the analysis for this array geometry provided earlier in this chapter in
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subsection 5.2.4 still holds – source signals lower than 12 kHz work well with this array in
practice.
5.9 piUSBL Calibration for the Commercial Bluefin
SandShark AUV
Figure 5.18: Photo of the cra-
dle setup used for SandShark cal-
ibration.
During the experimental evaluation of the piUSBL system
using the WAM-V ASV, we demonstrated that local acous-
tic effects can have a significant impact on the accuracy
of the azimuth obtained from our acoustic angle measure-
ment distribution (subsection 5.3.2). In addition, results
from Bayesian filtering with increasing levels of simulated
bias in inertial measurements indicated that single-beacon
piUSBL is particularly sensitive to bias errors in heading
(subsection 5.6.1). As a result, it is important to calibrate
the piUSBL system on the commercial SandShark AUVs
to compensate for local acoustic effects and bias heading.
To perform this calibration, we make use of the cradle
setup pictured in Fig. 5.18. This setup consists of a cradle
which ‘clamps’ around the body of the SandShark AUV,
and is attached to the end of a 2.10 m length of 80/209
T-slot aluminum bar; at the top of this length of 80/20 we
mount the Vector V102 DGPS receiver, which is powered
by a Lithium Ion battery, and logs DGPS data to a Rasp-
berry Pi 3 computer housed in the small enclosure shown
at the bottom right of the picture. This cradle rigidly at-
taches the DGPS receiver to the AUV, and allows us to
manually lower the vehicle into the water to a maximum
depth of 1.85 m. Once lowered into the water, we can man-
ually rotate the vehicle in place at a known DGPS position
while keeping pitch and roll as level as possible. Heading
from DGPS provides a ground-truth reference (with an ac-
curacy of 0.75◦) against which we can directly compare the
AUVs MEMS AHRS heading; true azimuth to the beacon
can be calculated from DGPS position (as was done for
9https://www.8020.net/
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Figure 5.19: Visualization of experimental setup for SandShark (Platypus) calibration – the
vehicle is manually lowered into the water at two calibration positions, and rotated in place
to capture acoustic data from all azimuths; Uncalibrated positions from projection of MLE
values of acoustic measurements are shown in black, after azimuthal calibration to mitigate
local acoustic effects in blue, and after Bayesian filtering in red.
the WAM-V ASV), allowing us to compensate for local acoustic effects that bias the acoustic
angle measurement distribution.
Using this cradle setup we performed a calibration experiment for each of the three com-
mercial SandShark vehicles. First, a piUSBL beacon transmitting a 7 − 9 kHz, 20 ms LFM
up-chirp was deployed at the end of the MIT Sailing Pavilion dock at a depth of 1 m, as shown
in Fig. 5.19. For each AUV, the vehicle was manually lowered into the water at two separate
calibration positions, shown as white dots in Fig. 5.19, and slowly rotated in place by hand
in order to capture acoustic angle measurements from all possible azimuths. Logged acoustic
and navigation data from the vehicles were then used along with ground-truth DGPS logs to
estimate heading bias of each vehicle and to perform acoustic calibration.
5.9.1 Estimating Heading Bias
Our cradle setup allows us to directly characterize the heading accuracy of the internal MEMS
IMU used by each of the commercial SandShark AUVs. The distribution of differences in
heading computed by the SandSharks Platypus, Quokka, and Wombat, and of that captured
by the DGPS receiver, are shown as histograms in Fig. 5.20. It is apparent that the heading
provided by the MEMS IMU on-board each vehicle is fairly accurate, with Platypus, Quokka,
and Wombat having biases of µ ± σ = −1.92 ± 2.21◦, µ ± σ = −1.37 ± 3.98◦, and µ ± σ =
−1.47± 3.02◦ respectively.
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Figure 5.20: Heading difference between SandShark MEMS IMU and Vector V102 DGPS receiver – the DGPS heading is treated
as ground-truth and has a stated accuracy of 0.75◦. Left : MEMS IMU heading error for Platypus. Center : MEMS IMU heading
error for Quokka. Right : MEMS IMU heading error for Wombat.
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Figure 5.21: Plot of regression to determine speed of sound using MLE values from the collection of range distributions collected
during calibration of the three SandShark AUVs – the MLE sample offset values for Platypus are shown in blue, for Quokka in red,
and for Wombat in black; the linear best fit using iteratively re-weighted least squares over all data is shown as the black line.
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5.9.2 Estimating Speed of Sound
Since we performed the calibration experiments at two different positions along the dock, we
can make use of the same linear regression approach we used previously to estimate the speed
of sound in the Charles River during this period of time. Performing the optimization of
Eq. 5.2 using iteratively re-weighted least squares over the data gathered by all three vehicles,
we calculate speed of sound as:
χ∗ ≈ Fs
c
= 25.316 c =
Fs
χ∗
= 3750025.316 ≈ 1481.28 m s−1 (5.24)
This speed of sound estimate is used for acoustic position estimation in all subsequent
experiments, which took place within the three months following this calibration procedure
(July–September 2018). This speed of sound regression is shown in Fig. 5.21.
5.9.3 Angle Biases and Calibration
Since the USBL array is mounted above the dry payload bottle, local acoustic effects caused
by the interaction of the broadcast signal with the body of the vehicle result in a bias of
the beamformed angle measurement, shifting their maxima from the true values. These
effects are systemic, and are likely somewhat dependent on the operating frequency of the
beacon. The resulting offset between the maximum azimuth to the beacon as measured by
the beamformed output, and the true azimuth as estimated by DGPS, varies depending on
azimuth as illustrated at the top of Fig. 5.22; this plot shows these azimuth-dependent biases
for the 7−9 kHz, 20 ms LFM up-chirp, as measured by each of the three commercial SandShark
AUVs – the MLE values from the angle measurements from Platypus, Quokka, and Wombat
are plotted using blue, red, and black dots respectively.
What is interesting about the angle biases illustrated in Fig. 5.22 is that they are remark-
ably consistent across all three vehicles, as well as across the two different ranges to the beacon
that each vehicle was calibrated at – this strongly indicates that these biases are caused by
acoustic effects local to the AUV, and are not due to environmental acoustic effects. Since
each vehicle is outfitted in the same way, and each have their USBL arrays mounted at the
same location on their bodies, the obvious conclusion is that it is due to the interaction be-
tween the incoming acoustic plane wave broadcast by the beacon and the body of the vehicle.
The nature of this interaction is very difficult to determine – it may be due to reverberation
or resonance within the dry payload bottle causing acoustic energy from the incident wave to
be reflected by the body of the AUV. Examining Fig. 5.22, we see that at angles off the bow
(0 − 100◦ is port and 360 − 250◦ is starboard) the angle measurement tends to be ‘pulled’
further toward either side of the vehicle; similarly for angles off the stern (180− 100◦ is port
and 180− 250◦ is starboard) the angle measurement also tends to be ‘pulled’ further toward
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Figure 5.22: Plot of MLE azimuthal values from the angle distributions from all three Sand-
Shark AUVs versus the difference between these values and azimuths from DGPS ground-truth
– angle measurements from Platypus are in blue, from Quokka in red, and from Wombat in
black Top: uncompensated difference in azimuth between acoustic measurements and true
(DGPS) azimuth, as well as medians of 100 bins (white); Bottom: after compensation by
subtracting the median ‘offset’ of the nearest bin; Right : projections of biases onto a circle
demonstrate that they are circularly consistent and azimuth-dependent.
either side of the vehicle. It is apparent that the azimuth measurement is biased toward the
port and starboard sides of the vehicle, unless the acoustic signal arrives from dead-ahead or
dead-behind the vehicle – in fact, it appears that the azimuth is ‘pulled’ towards the 120◦
mark off the bow in both directions. This suggests that a lot of acoustic energy is being
reflected by the body of the vehicle, the majority of which sits behind the USBL array.
The best approach to mitigate these local acoustic effects would be to prevent reflections
by using an acoustic ‘baﬄe’ on the vehicle body to absorb the incoming acoustic energy;
however, since we lacked the time to implement such measures, we instead made use of the
same compensation strategy that we used for the WAM-V ASV in subsection 5.3.2. The
median values of these measured azimuthal biases across all three vehicles and divided into
100 equal bins are shown as the white circles in Fig. 5.22. By subtracting these median
values from the azimuthal measurement after beamforming, we can compensate for these local
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acoustic effects (for this particular operating frequency), resulting in the ‘flattened’ response
in azimuth shown at the bottom of Fig. 5.22. These local acoustic effects have an enormous
impact on the accuracy of the piUSBL system, and should be further investigated in future
work.
5.9.4 Acoustic Measurement Accuracy
As was done with the WAM-V ASV in section 5.4 of this chapter, we use the same method
to generate statistics on the range, azimuth and position accuracy of the piUSBL system for
the three SandShark AUVs. DGPS measurements provide our estimate of ground-truth range
and azimuth using Eqs. 5.8 and 5.9 respectively, as well as for position.
Error distributions in range and azimuth of the final piUSBL system are illustrated using
histograms in Fig. 5.23 for each of the three vehicles. The corresponding statistics from
Gaussian fitting of these distributions are listed in table 5.4. These values indicate that the
piUSBL system on Platypus, Quokka, and Wombat can provide range accuracies of µ ± σ =
0.22± 0.27 m, µ±σ = 0.68± 0.32 m, and µ±σ = 0.73± 0.26 m respectively; as well as angle
accuracies of µ±σ = −0.43±7.81◦, µ±σ = 2.02±8.09◦, and µ±σ = 0.35±8.83◦ respectively.
Interestingly, the standard deviations for range are significantly smaller than those measured
by the WAM-V ASV, and is similar to the theoretical range resolution of a 2 kHz bandwidth
signal – this is likely due to code changes that were made to the piUSBL beacon to reduce
jitter. Unfortunately, the standard deviations for angle are significantly worse than those
measured by the WAM-V – this is most likely due to the more prominent local acoustic
interactions that the system experiences with the SandShark platform. The rightmost plots
in Fig. 5.23 illustrate the cumulative distribution functions (CDFs) of absolute error in range
and azimuth using the combined data from all three AUVs; these plots indicate that 68% of
raw range measurements have an absolute error of less than 0.7 m, and 68% of raw azimuth
measurements fall below an absolute error of 7.0◦ – recall that the corresponding values for
the WAM-V ASV were 1.25 m and 2.15◦ respectively.
For the sake of interest, we also project the MLE values from the range and angle distri-
butions so as to estimate vehicle position in the LLF, and compare these positions against
DGPS. These error distributions for position are illustrated in Fig. 5.24 for each of the three
vehicles, which also shows their marginal distributions in x and y. Statistics for the Gaussian
fits to these distributions are also listed in table 5.4. As previously mentioned, note that these
statistics are only valid for the ranges at which the calibration experiments were performed,
which were less than 60 m to the beacon, and so they are not particularly informative.
Finally, we note that Fig. 5.19 illustrates the improvement in positioning accuracy ob-
tained by first compensating azimuth measurements for local acoustic effects, and then by
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Figure 5.23: Range and azimuth differences in value between MLE from acoustic measurement distributions and from DGPS
for the three SandShark AUVs – range and azimuth error histograms between MLE values from piUSBL acoustic measurement
distributions against DGPS are shown for Platypus, Quokka, and Wombat, along with Gaussian fits. Left : error histograms for
Platypus. Center Left : error histograms for Quokka. Center Right : error histograms for Wombat. Right : empirical cumulative
distribution functions (CDFs) for absolute range and azimuth errors using combined data from all three vehicles.
Range Error (m) Azimuth Error (◦) Position Error (m) at ranges < 60 m
µr σr µφ σφ µx,y σmajor σminor σx σy
Platypus AUV 0.217 0.272 -0.425 7.808 (-0.277, 0.999) 5.657 2.649 5.652 2.660
Quokka AUV 0.678 0.319 2.023 8.086 (1.252, 0.273) 5.638 1.197 5.635 1.212
Wombat AUV 0.730 0.256 0.348 8.834 (-0.109, 0.598) 5.838 2.143 5.838 2.144
Table 5.4: Error statistics from MLE using range and angle measurement distributions against DGPS for range, azimuth and
position for all three SandShark AUVs.
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Figure 5.24: Position differences in value between MLE from acoustic measurement distributions and from DGPS for the three
SandShark AUVs – the distributions of position error between MLE values from acoustic measurements gathered by each vehicle
against DGPS are shown as blue circles, with 1σ and 2σ ellipses in black; the associated marginal error histograms in the x and y
dimensions are projected on the ‘walls’, with Gaussian fits in black. Left : position errors for piUSBL on Platypus. Center : position
errors for piUSBL on Quokka. Right : position errors for piUSBL on Wombat.
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Bayesian filtering of these acoustic measurements with inertial measurements using the se-
quential Monte-Carlo beamformer (SMCB). The positions obtained from projection of range
and uncompensated azimuth MLE values in black are worse than those obtained from pro-
jection of MLE values with azimuth compensation in blue, which are still worse than those
obtained after Bayesian filtering in red – Bayesian filtering substantially improves localization.
5.10 Summary of the Commercial Bluefin SandShark AUV
We have introduced the three commercial Bluefin SandShark AUVs Platypus, Quokka, and
Wombat, and the implementation of the final piUSBL positioning system on these vehicles,
whose design was informed by the experimental results obtained by first fielding the system
on the WAM-V ASV. In these preceding series of sections, we described the hardware of
our SandShark fleet, and detailed the calibration procedure we undertook to characterize
the vehicles’ MEMS AHRS errors in heading, as well as to compensate for systemic local
acoustic interactions experienced by the piUSBL system on all three AUVs. In addition,
statistics characterizing the accuracy of raw MLE range and angle measurement distributions
obtained by the piUSBL system as implemented on these commercial SandShark vehicles were
provided, which demonstrated an improvement in range accuracy as compared to piUSBL on
the WAM-V; importantly, these statistics also demonstrated a reduction in angle accuracy
as compared to the WAM-V, which is most likely a consequence of the stronger influence of
local acoustic interactions of the broadcast acoustic signal and the torpedo-shaped body of
the SandShark vehicle. These biases in the beamformed output have a significant impact on
the accuracy of our piUSBL angle measurements, and consequently reduce the positioning
accuracy of our system – methods for alleviating these biases should be a priority for future
work.
This chapter and the preceding three chapters have laid out in detail the entire piUSBL
system stack as used by our fleet of SandShark AUVs: this chapter described the hardware
and calibration procedures required to operate the fleet using piUSBL positioning; chapter
2 explained the general processing pipeline of the piUSBL system; chapter 3 described the
modifications to the piUSBL particle filter that enable closed-loop performance; and chapter
4 detailed the beamforming method that improves the resolution and precision of piUSBL
angle measurements. In the following chapter we describe the behaviors and novel operating
principles that allow us to command and control this fleet of AUVs using our piUSBL system
for relative navigation.
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Experiments with Multiple
Autonomous Underwater Vehicles:
Relative Navigation using piUSBL
6.1 Introduction
P
assive Inverted Ultra-Short Baseline (piUSBL) navigation has three significant
benefits that imbue it with the real possibility of democratizing underwater vehicle
technology and for making multi-AUV deployments more common: (i) the passive
nature of the piUSBL receiver allows an arbitrary number of vehicles to self-
localize; (ii) it enables the relative navigation operating paradigm, providing a method for
fleet-wide control among other advantages; and (iii) its features of low-cost and low-power
make it an ideal navigation solution for inexpensive and miniature autonomous underwater
vehicles (AUVs), which is a necessity in allowing operators to move away from an expensive,
complex and large single vehicle toward multiple vehicles at a similar level of cost.
To demonstrate these advantages, this chapter presents results of relative navigation ex-
periments with a fleet of three commercial Bluefin SandShark AUVs, each equipped with our
final piUSBL payload. The preceding four chapters have paved the way toward enabling these
multi-AUV deployments, providing these vehicles with a navigation system that is robust and
accurate, and providing the fleet operator with an operating paradigm that is intuitive and
straightforward to use. In this chapter we describe the relative navigation operating paradigm
for multi-AUV deployments, detailing the custom autonomous behaviors that allow the vehi-
cles to operate under this paradigm, and we explain how this approach enables the operator
to perform fleet-wide command and control of all vehicles simultaneously. We provide experi-
mental results from these multi-AUV deployments, with a total of 12 deployments performed
with three vehicles, representing a combined total vehicle runtime of more than 36 hours across
205
Chapter 6. Experiments with Multiple Autonomous Underwater Vehicles: Relative
Navigation using piUSBL
all AUVs. Finally, we provide some proof-of-concept demonstrations of useful applications for
multi-AUV deployments.
6.2 The piUSBL Relative Navigation Operating Paradigm
We first introduced the concept of relative navigation for AUVs in chapter 3, where we demon-
strated preliminary experiments of this operational paradigm using the prototype SandShark
vehicle in subsection 3.5.2, as well as with a conventional Bluefin-21 AUV in section 3.7. In
both these experiments only a single vehicle was used, both of which made use of a single
type of relative behavior – the dynamic loiter, in which the AUV always attempts to maintain
a standoff distance to the beacon as it circles around it. In this section we describe how
this relative navigation concept scales to a fleet of vehicles, and introduce additional relative
behaviors as well as system functionality that allows the operator to command the fleet to
switch between different behaviors in-situ.
6.2.1 The Commercial Bluefin SandShark AUV Fleet
Our fleet of AUVs is comprised of three commercial SandShark vehicles, which we introduced
at the end of the previous chapter in section 5.8. Each of these miniature, low-cost AUVs is
outfitted with our final piUSBL receiver, using a five element pyramidal array mounted above
the nose of each vehicle – the processing stack makes use of our innovations in filtering and
beamforming detailed in chapters 3 and 4. These vehicles are named Platypus, Quokka, and
Wombat, and can be seen in the photograph of Fig. 6.1.
6.2.2 AUV Fleet Behaviors and Relative Autonomy
Typically, AUV behaviors such as waypoints, racetracks, loiters, and lawnmower paths are
defined within an absolute frame of reference. As demonstrated in our closed-loop absolute
navigation experiments in chapter 3, subsection 3.5.1, when the piUSBL beacon is fixed at
a known location, the vehicle is able to carry out such absolute behaviors fairly accurately
(especially in comparison to dead-reckoning) using piUSBL navigation. However, when oper-
ating in a frame of reference that is defined relative to an object in the environment, if the
absolute position of the object is unknown to the vehicle, then there is no possible way for the
vehicle to undertake absolute behaviors – this is the case that we encounter with moving bea-
con relative navigation using piUSBL. In this case, we must define new vehicle behaviors that
are specifically designed for use with a relative reference frame that moves dynamically within
the absolute frame of reference. We refer to the operational use of such relative behaviors as
relative autonomy, where these behaviors are defined in a beacon-centric coordinate system
in which the beacon is always assumed to be at the origin. If the position of the beacon in the
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Figure 6.1: Photograph of our fleet of three commercial Bluefin SandShark AUVs, Platypus,
Quokka, and Wombat – Right : Quokka being deployed.
absolute coordinate system is known, offsetting of the relative navigation solution by beacon
position allows us to calculate the absolute position of each vehicle in post-processing. We
implement these relative behaviors using the MOOS-IvP autonomy framework [156].
The Relative Loiter Behavior
Beacon 
(0,0) ∆x
∆y
r
ccw
N
E
(radius)
(counter-
clockwise)
Figure 6.2: Diagram of the relative loiter behavior – by setting different loiter radii for each
AUV, the fleet of vehicles can loiter around the beacon with a very low risk of collision.
Relative Loiter Parameters
Domain Description
Speed R≥0 speed-over-ground during loiter (m s−1)
Radius (r) R≥0 loiter radius (m)
Counter-Clockwise (ccw) True/False loiter counter-clockwise (True)
West-East Offset (∆x) R West-East offset from beacon (m)
North-South Offset (∆y) R North-South offset from beacon (m)
Table 6.1: Important vehicle-specific parameters for the relative loiter behavior.
The dynamic loiter behavior that we demonstrated with the Bluefin-21 AUV in section 3.7
is the simplest example of such a relative behavior. From the perspective of the vehicle, it
always attempts to maintain a relative standoff distance to the beacon – if the beacon moves
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in the absolute reference frame, to the vehicle this appears as a shift in its relative position and
it compensates accordingly; from the perspective of the operator, this dynamic loiter appears
as a circular track that is centered at the beacon and moves with it in the absolute frame of
reference. In fact we generalize this behavior further for our final relative loiter behavior – we
parameterize an offset of the loiter along the West-East and North-South axes, allowing the
operator to offset the circular track relative to the beacon. By setting these parameters to
zero, we revert back to the original relative loiter behavior demonstrated by the Bluefin-21.
An illustration of the relative loiter behavior is shown in Fig. 6.2, with its parameters listed
in table 6.1.
The Relative Line Behavior
Beacon 
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E
Figure 6.3: Diagram of the relative line behavior – by setting different line offsets for each
AUV, the fleet of vehicles can sample and survey along parallel tracks.
Relative Line Parameters
Domain Description
Speed R≥0 speed-over-ground during line (m s−1)
Line Length (ll) R≥0 length of line transect (m)
Line Heading (θ) R heading of line transect (◦)
Buffer Distance (bd) R≥0 width of buffer distance (m)
West-East Offset (∆x) R West-East offset from beacon (m)
North-South Offset (∆y) R North-South offset from beacon (m)
Table 6.2: Important vehicle-specific parameters for the relative line behavior.
The relative line behavior is designed to allow a vehicle to sample along a finite line transect
at a specified heading – the center of this line is positioned at a specified relative offset from
the beacon. If the beacon is static, the result is that the AUV continuously runs back-and-
forth along this finite line; however, if the beacon travels in a direction perpendicular to the
transect, the operator is able to ‘sweep’ the transect over an area in the absolute frame of
reference, causing the AUV to naturally survey that area – from the perspective of the vehicle,
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the relative distance between itself and the line transect increases, and so it closes the distance
as it attempts to converge to and track the line. An illustration of the relative line behavior
is shown in Fig. 6.3, with its most relevant parameters listed in table 6.2.
In the original implementation of the relative line behavior in MOOS-IvP, we did not
include the ‘buffer distance’ illustrated in Fig. 6.3 – this caused difficulties in the ability for
the vehicle to track the line, resulting in oscillatory behavior. These oscillations were due to
the fact that small movements in the beacon, as well as uncertainty in the state estimate of the
relative beacon position, caused the line transect to shift laterally; without reaching a stable
state, this movement in the line prompted continuous control adjustments in the vehicle.
Initial multi-AUV experiments reflect this instability in this behavior. The buffer distance
significantly reduces this effect. It does so by forcing a control response in the vehicle only
when the vehicle breaches the bounds of this distance – when this occurs, the AUV attempts
to center itself on the transect line. If the vehicle has placed itself on the line, it simply
attempts to maintain constant heading until it breaches the buffer bounds again.
The Offset-Follow Behavior
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Figure 6.4: Diagram of the offset-follow behavior – by setting different offsets for each AUV,
the fleet of vehicles attempt to maintain a geometry of positions relative to the beacon.
Offset-Follow Parameters
Domain Description
Speed R≥0 speed-over-ground during follow (m s−1)
Buffer Radius (br) R≥0 radius of buffer circle (m)
Depth Ceiling (dc) R≥0 minimum depth ceiling (m)
West-East Offset (∆x) R West-East offset from beacon (m)
North-South Offset (∆y) R North-South offset from beacon (m)
Table 6.3: Important vehicle-specific parameters for the offset-follow behavior.
The offset-follow behavior is a simple waypoint-like behavior, in which the vehicle always
attempts to drive towards a position defined by a West-East and North-South (∆x,∆y) offset
from the beacon. Once it has reached this position, the vehicle completely stops its propeller
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and slowly floats toward the surface1. The behavior has a defined ‘buffer radius’ centered at
this position, within which the vehicle will not thrust once it has reached its position – if the
vehicle exits the bounds of this buffer radius, which usually occurs if the beacon moves and the
offset position moves along with it, then the vehicle restarts its propeller to drive itself toward
the offset position again. In addition, the behavior defines a ‘depth ceiling’ – if the vehicle
floats above a depth shallower than this ceiling, then the AUV also restarts its propeller to
drive itself back to the specified depth at the offset position, essentially circling back to its
original position if the beacon has not moved. From the perspective of the vehicle, it essentially
always works to keep the beacon at a standoff position from itself, using a sprint-and-stop
mechanic to prevent itself from floating above a certain depth. From the perspective of the
operator, this appears as a kind of following behavior (or formation keeping behavior), where
the vehicle always attempts to maintain its position relative to the beacon as it moves. An
illustration of the offset-follow behavior is shown in Fig. 6.4, with its most relevant parameters
listed in table 6.3.
The Return and Surface Behavior
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Figure 6.5: Diagram of the return and surface behavior – by setting different offsets and line
headings for each AUV, the fleet of vehicles return and surface close to the beacon.
Return and Surface Parameters
Domain Description
Speed R≥0 speed-over-ground during line (m s−1)
Line Length (ll) R≥0 length of return line (m)
Line Heading (θ) R heading of return line (◦)
West-East Offset (∆x) R West-East surfacing offset from beacon (m)
North-South Offset (∆y) R North-South surfacing offset from beacon (m)
Table 6.4: Important vehicle-specific parameters for the return and surface behavior.
The return and surface behavior behavior is formulated as a convenient method of recalling
1The AUVs are ballasted to be just slightly positively buoyant, allowing them to float very slowly at a rate
of less than 10 cm s−1 toward the surface.
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all the vehicles in the fleet back to the operator at the beacon – it defines a finite return line
whose end is offset from the beacon by relative offsets in the West-East and North-South axes,
and which the vehicle attempts to follow from the start to the end. Upon reaching the end of
this return line, the vehicle stops its propeller and freely floats to the surface, at which point
it has deemed its deployment to be complete. The return line in this behavior is rotated by a
specified heading, allowing the vehicle to return to the beacon from any direction as desired
by the operator. Using this behavior allows the operator to command all vehicles to return
to the beacon for easy retrieval and end the mission. An illustration of the return and surface
behavior is shown in Fig. 6.5, with its most relevant parameters listed in table 6.4.
The Abort Behavior
Finally, the abort behavior is extremely simple – when this behavior is triggered, the vehicle
stops all action and freely floats to the surface.
6.2.3 AUV Fleet Command with Signal and Mode Switching
In chapter 4 we introduced the element pair decomposition (EPD) beamformer, a novel beam-
forming approach that proved to be very computationally efficient for arrays with a small
number of elements. The EPD beamformer also had a secondary advantage in terms of mem-
ory usage – recall that to speed up the beamforming process, it is necessary to precompute
and store the phase shifts associated with each look-angle. Consider a regular grid of look-
angles, equally spaced in the azimuth and inclination axes such that there are 360 azimuths
and 180 inclinations – the total number of look-angles is 360× 180 = 64800. Let us compare
the memory consumption again between the conventional beamformer (CBF) and the EPD
beamformer for our five-element pyramidal array, assuming NFFT = 1024 to represent the
frequency range in our chirp Z-transform (CZT):
• conventional beamformer (CBF): Total memory usage is 64800 · 16 · 1024 ≈ 1062
MB ≈ 1 GB.
• element pair decomposition (EPD) Beamformer: Let us assume that we have
360 coning angles for each pair of elements; for our pyramidal array we have two unique
pair lengths – the distance between each pair of elements is 8 cm, except for the pairs
across the diagonal of the pyramid base, which are 11.3 cm apart. For each unique pair
length we have to store 360 phase shifts for each coning angle, which are then mapped
to the grid of look-angles via simple trigonometry. Thus, the total memory usage is
2 · 360 · 16 · 1024 ≈ 11.8 MB. In fact, if we stored the phase shifts for each unique pair of
elements, of which there are 10 for the pyramidal array, the total memory usage will only
increase by a factor of five to 59 MB. Similarly, increasing the number of coning angles
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by a factor of two to 720 would only double the memory usage to 118 MB. The EPD
beamformer enables an enormous reduction in memory usage, reducing the amount of
memory required by one to two orders of magnitude compared to the CBF.
The enormous memory savings afforded to us by EPD beamforming allow us to implement
a simple centralized command structure, in which the operator can command different fleet
‘modes’ by switching between different signals broadcast by the piUSBL beacon. Notice that
in both cases memory usage is tied to the frequency domain resolution, NFFT ; this means
that the wider the frequency range of the signals used in our piUSBL system, the more
memory is required for a given ‘fineness’ of frequency. In order to more easily distinguish
between different broadcast signals, it is advantageous to use signals in different frequency
ranges; however, we cannot afford the corresponding increase in memory usage if we use the
CBF – but with the EPD beamformer, the memory usage is so small that enough memory is
available for the increase in the frequency range and related memory usage.
For fleet-wide command, we use four different linear frequency modulation (LFM) chirps,
each corresponding to different fleet ‘modes’:
• Mode 0: No signal broadcast into the water (occurs only during initial deployment).
• Mode 1: 7–9 kHz, 20 ms LFM up-chirp.
• Mode 2: 10–8 kHz, 20 ms LFM down-chirp.
• Mode 3: 8–6 kHz, 20 ms LFM down-chirp.
• Mode 4: 9–11 kHz, 20 ms LFM up-chirp.
The operator switches between modes by broadcasting these different beacon signals, and
does so by turning a physical rotary dial installed on the piUSBL beacon box. For each mode
there is a corresponding relative behavior defined on each AUV, with behavior parameters
uniquely set for each vehicle. For example, mode 1 can be set to command a relative line
behavior on each vehicle, mode 2 can be set to command a relative loiter, mode 3 to command
a return and surface, and mode 4 an abort; by switching between different modes, the fleet of
AUVs will switch their behavior accordingly to undertake the corresponding relative behavior
assigned to that mode. This provides the operator with an intuitive method of commanding
all vehicles in the fleet simultaneously.
Note that because each AUV in the fleet essentially operates independently without any
knowledge of the state of the other vehicles, it is vitally important that behavior parameters
are carefully set for each vehicle such that AUVs are not at risk of colliding with one another.
For example, with the relative loiter behavior, radii or offsets can be set so that the circular
paths of each vehicle do not intersect; or with the relative line behavior, the line heading
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Figure 6.6: Visualization of the filter bank to detect the broadcast beacon signal and to detect
the commanded mode – Left Column: the in-water signal recorded by the first element of the
USBL array, with its spectrogram. Middle Column: spectrograms of each template in the
bank of templates. Right Column: the range measurement distribution response for each
template. The rows in the middle and right columns represent the templates for mode 1,
mode 2, mode 3, and mode 4 ; it is apparent that the first template, with the 7–9 kHz, 20 ms
LFM up-chirp, elicits the largest response, indicating that mode 1 has been selected by the
operator.
for all vehicles should be equal, and there should be a large enough offset between lines to
generate parallel transect lines across the fleet.
To detect the correct mode, the piUSBL receiver on each vehicle simply generates a range
measurement distribution using a bank of templates containing the four possible signals that
the beacon can broadcast. The template that generates the largest response is then selected
as the most likely broadcast signal; if the same template generates the largest response 3 times
in a row, then the vehicle deems that the beacon has commanded the corresponding mode,
and the AUV enters the relative behavior associated with that mode. As always, the acoustic
measurements are only valid if they pass the matched filtering validity check. An example of
this mode detection scheme is illustrated in Fig. 6.6, in which mode 1 has been commanded.
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Conventional Operating Paradigm
(Absolute Racetrack)
piUSBL Relative Navigation Operating Paradigm
(Relative Line with Moving Beacon)
Beacon Movement
Pos. 1
Pos. 2
Pos. 3
Figure 6.7: Conceptual illustration of sidescan survey using conventional and relative naviga-
tion operating paradigms – Left : in the conventional operating paradigm, a racetrack must be
defined in the absolute reference frame for the AUV to follow. Right : in the piUSBL relative
navigation operating paradigm, the AUVs always navigate relative to the beacon, which can
move; movement of the beacon perpendicularly to the relative line behavior of the vehicles
allows the operator to perform the same sidescan survey using multiple vehicles.
6.2.4 AUV Fleet Control with Beacon Movement
Our relative navigation approach enables centralized fleet-wide command via mode-switching
by broadcasting different signals using the piUSBL beacon. It also implicitly enables fleet-wide
control since relative behaviors are defined in a beacon-centric frame of reference – movement
of the beacon itself allows the operator to control the position of the fleet in the absolute frame
of reference.
Although conceptually very simple, this approach is powerful. Consider for example the
scenario illustrated in Fig. 6.7; using a conventional operating paradigm with a single AUV,
performing a sidescan survey of a patch of seafloor would require the operator to program a
lawnmower path over the desired area, as shown to the left of Fig. 6.7; alternatively, using
multiple low-cost AUVs and the relative line behavior, the same patch can be surveyed via the
movement of the beacon itself as shown to the right of Fig. 6.7 – as the operator repositions the
beacon at the three different positions, the fleet of vehicles reposition themselves automatically,
resulting in the same coverage of the desired area. By recording the position of the beacon
with a high accuracy, the relative positions of the three AUVs can be accurately transformed
into the absolute frame of reference.
This combination of designing relative behaviors in a beacon-centric reference frame, fleet-
wide command via mode-switching, and fleet-wide control via beacon movement, collectively
represent a powerful command-and-control approach that we call the piUSBL relative nav-
igation operating paradigm. This operating paradigm is intuitive, simple to use, and easy
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to configure, and we believe that it is a significant first step toward simplifying multi-AUV
operations. By making these deployments more approachable and less complex, we hope to
make multi vehicle experiments more common.
6.3 Experimental Results
The entire piUSBL navigation system in conjunction with the relative navigation operat-
ing paradigm was tested with multi-AUV deployments in the Charles River next to the MIT
Sailing Pavilion in August and September of 2018. These deployments made use of three com-
mercial (production-level) Bluefin SandShark AUVs named Platypus, Quokka, and Wombat,
which we have previously described at the end of chapter 5 in section 5.8. The piUSBL system
on each vehicle runs our sequential Monte-Carlo beamformer (SMCB) with 500 particles in
order to ensure the cycle time of the filter was below 1 s – with 500 particles an iteration of
the filter takes about 500 ms on the Raspberry Pi 3. The system also uses our element pair
decomposition (EPD) beamformer for angle estimation, with each pair of elements precom-
puting the phase shifts of 360 coning angles. Each vehicle runs under the frontseat-backseat
paradigm, with the relative MOOS-IvP [156] behaviors detailed in subsection 6.2.2 sending
desired heading, depth and speed commands from the payload Raspberry Pi 3 to the main
vehicle computer in the tail to carry out. As previously explained, navigation information
from piUSBL is not fed back into the main vehicle computer, but is only used by the backseat
for closed-loop control by continuously sending desired values to the frontseat. This has little
effect on vehicle behavior, although it would sometimes cause the vehicle to abort and surface
during missions due to its belief that it traveled outside the confines of the safety area of
the mission – when this happened, GPS placed it back within the safety area and it then
continued the mission. Enabling proper navigational feedback to the main vehicle computer
is the subject of ongoing work to be done with Bluefin Robotics.
As mentioned before, a total of 12 deployments were carried out during the course of the
month, using all three AUVs. With each mission lasting for approximately an hour, this
represents about 36 hours of total vehicle runtime across all three vehicles. In this section we
present results from the last 6 of these deployments, which represent the final performance
attained using our piUSBL system. Data from the initial 6 deployments is still relevant, but
represent deployments that were used to fine-tune the system and make it more robust – they
allowed us to correct bugs in behaviors and the associated state-machine, as well as improve
the practical operational procedures of the multi-AUV relative navigation paradigm.
In each of the following missions all vehicles were programmed to dive to and maintain
a desired depth of 2.5 m and to maintain a desired speed-over-ground of 1 m s−1. For every
mission the piUSBL navigation beacon was secured by rope to a motorboat at a depth of
approximately 1 m; this motorboat was operated by one or two people, who would drive the
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motorboat to move the beacon to position the fleet in the absolute frame of reference, and who
would manually rotate the beacon dial to select different modes and command all vehicles in
the fleet to switch their behavior. The motorboat was equipped with the Hemisphere V102
DGPS introduced in chapter 5, which allowed us to record and timestamp the position of the
piUSBL beacon with decimeter-level accuracy.
For each experiment, two additional acoustic beacons were fastened to the dock at the
positions of (17.05 m, 1.78 m) and (−60.56 m,−34.97 m) in our absolute frame of reference,
and at a depth of approximately 1 m. These beacons were not used by the vehicles for the
purposes of navigation – they fire in sync with the moving piUSBL beacon on the motorboat,
and their signals as recorded by the vehicles were processed oﬄine to obtain reference tra-
jectories of the AUVs for comparison of the piUSBL navigation solution; we essentially use
these beacons as ‘ground-truth’ position as calculated from passive LBL (chapter 5, subsec-
tion 5.4.4), which we demonstrated to have accuracy on the same level as that of consumer
GPS in chapter 5, subsection 5.4.5. These two beacons broadcast a 5–2 kHz, 20 ms LFM
down-chirp, and a 250–1500 Hz, 20 ms LFM up-chirp respectively. There is an exception to
their use as a navigational aid, however – the beacon fixed at (17.05 m, 1.78 m) is sometimes
commanded to broadcast the signal for mode 3, and the motorboat beacon is switched off,
in order to command all vehicles into the return and surface behavior in order to have all
vehicles return to the dock.
6.3.1 Description of Figures Showing Experimental Results
Since each mission makes use of three vehicles, and each vehicle operates in a relative frame of
reference centered around the boat-based moving beacon using multiple different behaviors,
the data from these missions is dense, and surfacing this data to make it easily understandable
is not simple. Before presenting our results, we walk through and explain what the plots in
Fig. 6.8 and Fig. 6.10 are displaying, in order not to repeat the exercise for each mission.
In these figures, data relating to Platypus is always plotted in red, data relating to Quokka
in blue, and data relating to Wombat in green. Let us begin with Fig. 6.8:
• Bottom Row: These three plots show the piUSBL navigation trajectory of individual
vehicles over the course of the entire mission in red, blue or green, with darker shades
indicating early parts of the trajectory and lighter shades indicating later parts. The
position of the motorboat and piUSBL beacon is shown as connected white dots. Finally,
the position solution from the intersection of passive LBL range circles from the two
dockside beacons are shown as black dots.
• Top Row: These six plots show sections of the mission, and plot piUSBL vehicle trajecto-
ries for all three vehicles together. The absolute position plots are the vehicle trajectories
transformed into the absolute frame of reference by offsetting (in post-processing) the
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trajectories in the relative position plots by the piUSBL beacon position – the absolute
and relative position plots are coupled to show the same section of time within the
mission. Again, dark shades of color indicate early mission times, while light shades in-
dicate later mission times, and the position of the piUSBL beacon is again shown using
connected white dots – notice in the relative position plots that the beacon is always at
the origin.
• Middle Row: This single long plot indicates the mode detected by each vehicle over the
course of the entire mission, with colors indicating vehicle and shade of color indicating
time. As such, this plot can be used to determine which shade of color in all plots
correspond to which mission time, as well as the mode that each vehicle is in during
each moment of the mission. The dashed vertical black lines delineate how the mission
has been sectioned into three parts for individual display in the top row – for example,
the section from 0–1800 s is displayed in the first two plots in the top row, the section
from 1800–3200 s is displayed in the second two plots in the top row, and 3200+ s in
the final two plots in the top row.
Recall from chapter 3 section 3.4 that the particles in the sequential Monte-Carlo beam-
former (SMCB) are randomly uniformly initialized when the vehicle operates in the relative
navigation paradigm – as such, the trajectories in these plots only show the piUSBL naviga-
tion solution when the standard deviation of the particles in both the major and minor axes
is less than 15 m, indicating that the system has confidence in its navigation solution.
The plots in Fig. 6.10 illustrate the following:
• Top: This plot shows the Euclidean (2-norm) distance between the position solution as
estimated by our piUSBL system and the position solution estimated by the intersection
of range circles from passive LBL. This piUSBL position error referenced against passive
LBL is shown for Platypus, Quokka, and Wombat as red, blue, and green solid lines
respectively. We also plot the error for dead-reckoning without any acoustic correction
from piUSBL as the semi-transparent dashed lines with the same colors.
• Bottom: This plot shows the empirical cumulative distribution function (CDF) of the
2–norm error of the piUSBL positioning solution as referenced against passive LBL; the
CDFs for all three vehicles are shown individually as the colored lines, as well as using
data from all three vehicles as the black line.
We reproduce these plots for all 6 deployments in these results, to demonstrate the ro-
bustness of our piUSBL system for navigation, and to demonstrate exactly how the relative
navigation paradigm works in practice using both mode switching and beacon movement. All
piUSBL trajectories plotted here were generated using the online, real-time relative position
of the beacon as calculated by the AUVs.
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6.3.2 Relative Loiter Experiments (10 Sep 2018)
For the two multi-AUV deployments on the 10th of September 2018, the missions were set up
with the following relative behaviors:
• Mode 1: Relative Loiter, with offset of (0, 0) for all vehicles, and radii of 18, 36, and
48 meters for Platypus, Quokka, and Wombat respectively.
• Mode 2: Relative Loiter, with radii of 18 meters for all vehicles, and offsets of (7.5,−26),
(−7.5, 26), and (22.5,−78) for Platypus, Quokka, and Wombat respectively.
• Mode 3: Return and Surface, with headings of 340◦, 300◦, and 20◦ for Platypus, Quokka,
and Wombat respectively.
Data from the first mission is illustrated in Fig. 6.8, which shows that all three vehicles
began the mission in mode 1, with all three vehicles circling around the beacon at their
respective radii; this is apparent in the first two plots of the top row, in which we see that
the fleet continued to loiter around the moving beacon as it slowly moved from East to West.
At around 1770 s, the operator switched to mode 2, which all vehicles successfully detected,
switching their behavior into a second relative loiter ; in this mode, all three vehicles loitered
in a circle of the same radius offset from each other in a line, and followed the vehicle as
it moved back from West to East. Finally, at around 3200 s, the beacon on the boat was
switched off, and the one on the dock was switched to mode 3, causing all three vehicles to
switch to a return and surface behavior, and the fleet returned to the dock.
The experiment is repeated in mission 2, illustrated in Fig. 6.9 – the fleet started out
by loitering around the boat-based beacon at different radii as it moved from East to West
in mode 1 ; at around 1700 s, the operator switched to mode 2 and the fleet switched their
behavior to the second relative loiter, loitering in 18 m circles at different offsets to the beacon
as it moved from West to East; at around 1900 s, the fleet was commanded again into mode
1, causing them to circle around the boat at different radii; and finally at around 3450 s,
the dock-based beacon was switched to mode 3, causing the fleet to return to the dock and
surface. Comparing the trajectories from the piUSBL system offset by beacon position against
the position solution from passive LBL in the lower three plots of both these figures, we see
that they qualitatively match fairly well.
The upper plots in Figs. 6.10 and 6.11 illustrate the distance error of piUSBL positioning
for each vehicle for the two deployments, as referenced against passive LBL. We see that for
both deployments, the position error quickly reduces to around 10 m within the first 60 s or
so, as the SMCB particles converge. The error stays around this level for the remainder of
the deployments, with occasional large ‘spikes’ occurring. There are three reasons for these
error ‘spikes’: first, passive LBL is subject to outliers as well, so it may be due to outliers in
this reference signal; second, the vehicles breach the surface occasionally, resulting in a GPS
fix – when this occurs, the SMCB is reinitialized, and the particles are randomly uniformly
218 of 277 N. R. Rypkema
Chapter 6. Experiments with Multiple Autonomous Underwater Vehicles: Relative
Navigation using piUSBL
distributed; finally, the multimodal nature of our acoustic range and angle measurement dis-
tributions may also occasionally cause the filter to ‘spread’ its particles over multiple maxima,
causing its estimate to be inaccurate. These figures also plot the error in dead-reckoning for
each vehicle referenced against passive LBL. We see that these error signals grow unbounded,
but occasionally drop close to zero when the vehicle surfaces and receives GPS – these drops
in dead-reckoning error occur simultaneously with large increases in piUSBL error, since the
SMCB is randomly reinitialized whenever it receives a GPS fix.
The lower plots in Figs. 6.10 and 6.11 illustrate the the empirical CDFs of the distance error
for piUSBL positioning as referenced against passive LBL. The CDFs for each AUV for each
mission are shown as colored lines, and the CDF using data from all three vehicles is shown
with black lines. Examining these plots, we see that the navigational accuracy of Platypus is
better than that of Quokka, which in turn is better than that of Wombat. Using data from
all three AUVs, we see that the data from these missions indicate 68% of piUSBL position
measurements have a 2-norm error with respect to passive LBL of less than 9 m. These
error statistics agree well with the accuracy analysis we performed previously in the system
evaluation chapter, chapter 5, section 5.6, which showed that the piUSBL system achieved
a 75th percentile distance error in the range of 8 m to 14 m, when inertial measurements
had initial biases of 0.1–0.3 m s−1 in speed and 1◦–3◦ in heading. The superior navigational
performance of Platypus is likely due to its better heading precision, as previously shown
in chapter 5, Fig. 5.20; this plot illustrates that the MEMS IMU heading performance of
Platypus is better than that of Quokka, and also shows that Wombat has the worst heading
performance of all three vehicles. Although all three vehicles are equipped with the same
MEMS IMU type, the effects of sensor calibration have likely caused this inconsistency in
performance across the fleet. Heading accuracy has a significant effect on the performance of
piUSBL positioning, as we demonstrated in section 5.6 of the previous chapter.
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Figure 6.8: Mission 1 September 10 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative loiter behavior centered at the beacon with differing radii; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles performing a relative loiter of the same radius at different offsets from the beacon; the last two
plots show the trajectories between the last dashed black line and the end of the mission, with the vehicles performing a return and surface behavior to
return to the dock. Bottom: plots illustrating the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color,
and by passive LBL in black.
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Figure 6.9: Mission 2 September 10 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative loiter behavior centered at the beacon with differing radii; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles performing a relative loiter of the same radius at different offsets from the beacon; the last two
plots show the trajectories between the last dashed black line and the end of the mission, with the vehicles performing a return and surface behavior to
return to the dock. Bottom: plots illustrating the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color,
and by passive LBL in black.
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Figure 6.10: Mission 1 September 10 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
0 500 1000 1500 2000 2500 3000 3500 4000
Mission Time (s)
0
10
20
30
40
50
60
E
rr
o
r
v
s.
p
L
B
L
(m
)
piUSBL 2-norm Error vs. pLBL:
2018-09-10 (Mission 2)
0 2 4 6 8 10 12 14 16 18 20
Error vs. pLBL (m)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P
ro
p
.
o
f
M
e
a
s.
Empirical CDF of 2-norm Error
for all 3 AUVs
piUSBL Error (Platypus)
piUSBL Error (Quokka)
piUSBL Error (Wombat)
Dead-Reckon Error (Platypus)
Dead-Reckon Error (Quokka)
Dead-Reckon Error (Wombat)
piUSBL Error (all AUVs)
Figure 6.11: Mission 2 September 10 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
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6.3.3 Relative Line and Relative Loiter Experiments (12 Sep 2018)
For the two multi-AUV deployments on the 12th of September 2018, the missions were set up
with the following relative behaviors:
• Mode 1: Relative Line, with offsets of (−14.1,−5.1), (18.8, 6.8), and (−37.6,−13.7) for
Platypus, Quokka, and Wombat respectively, and line headings of 160◦, line lengths of
120 meters and a buffer distance of 10 meters for all vehicles.
• Mode 2: Relative Loiter, with radii of 15 meters for all vehicles, and offsets of (7.5,−26),
(−7.5, 26), and (22.5,−78) for Platypus, Quokka, and Wombat respectively.
• Mode 3: Return and Surface, with line headings of 340◦, 300◦, and 20◦ for Platypus,
Quokka, and Wombat respectively.
The results of the first mission are shown in Fig. 6.12, which illustrate that all three AUVs
began the mission in mode 1, with the three vehicles performing a relative line behavior in
order to form parallel tracks with one another, at a distance of 35 m between Platypus and
Quokka, and a distance of 25 m between Platypus and Wombat. As the boat-based beacon was
shifted from the North-East to the South-West, the three vehicles maintained these parallel
tracks as they shifted their absolute position along with it; this allowed the fleet to survey a
large area, but from their point of view, they simply continued to perform the same back and
forth track in the beacon-centric frame of reference, as clearly shown in the first and second
relative position plots. The vehicles continued to perform this behavior until around 2250 s,
where the operator switched to mode 2, and the fleet began to perform the relative loiter
behavior at different offsets from the beacon. As the beacon was moved from the West to
the East, the fleet followed along with it while continuing to perform their circular patterns
of constant radius, as shown in the third relative position plot. The dock-based beacon then
switched to mode 3 to request that the vehicles return to the dock, but only Quokka was
able to detect and perform the return and surface behavior. The other two vehicles were
manually retrieved from the water, having been unable to switch into this behavior due to a
bug in the behavioral state machine. After fixing this bug, the fleet was deployed again for a
second mission, shown in Fig. 6.13 – the vehicles performed a similar deployment as the first
mission, but this time all three AUVs were able to detect mode 3 and return to the dock.
Again, comparison of the piUSBL navigation solution to the passive LBL position solution
shows good qualitative agreement.
The upper plots of Figs. 6.14 and 6.15 show the piUSBL position error for each AUV
against passive LBL, and they show similar convergence properties and error levels as in the
September 10 missions. The lower plots illustrate the CDFs of these errors, as well as for the
error using data from all vehicles combined – these plots are very consistent with the corre-
sponding CDF plots of the September 10 missions, with 68% of piUSBL error measurements
falling below 9 m in mission 1, and below 8 m in mission 2 (using data from all vehicles).
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Figure 6.12: Mission 1 September 12 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative line behavior offset from the beacon to perform parallel tracks; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles still performing a relative line; the last two plots show the trajectories between the last dashed black
line and the end of the mission, with the vehicles performing a relative loiter behavior of the same radius offset from the beacon. Bottom: plots illustrating
the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color, and by passive LBL in black.
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Figure 6.13: Mission 2 September 12 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative line behavior offset from the beacon to perform parallel tracks; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles performing a relative loiter of the same radius offset from the beacon; the last two plots show the
trajectories between the last dashed black line and the end of the mission, with the vehicles performing a return and surface behavior to return to the dock.
Bottom: plots illustrating the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color, and by passive LBL
in black.
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Figure 6.14: Mission 1 September 12 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
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Figure 6.15: Mission 2 September 12 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
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6.3.4 Relative Line and Offset-Follow Experiments (14 Sep 2018)
For the two multi-AUV deployments on the 14th of September 2018, the missions were set up
with the following relative behaviors:
• Mode 1: Relative Line, with offsets of (−14.1,−5.1), (18.8, 6.8), and (−37.6,−13.7) for
Platypus, Quokka, and Wombat respectively, and line headings of 160◦, line lengths of
120 meters and a buffer distance of 14 meters for all vehicles.
• Mode 2: Offset-Follow, with and offsets of (7.5,−26), (−7.5, 26), and (22.5,−78) for
Platypus, Quokka, and Wombat respectively, and a buffer radius of 15 meters and depth
ceiling of 1 meter for all vehicles.
• Mode 3: Return and Surface, with line headings of 340◦, 300◦, and 20◦ for Platypus,
Quokka, and Wombat respectively.
Data from the first mission is illustrated in Fig. 6.16. The three AUVs detected the
initially selected mode 1 broadcast by the boat-based beacon, and the fleet performed the
relative line behavior, with a spacing of 35 m and 25 m between Platypus and Quokka, and
Wombat, forming parallel line transects 160 m long at a heading of 160◦. As the beacon slowly
moved East-West, it stopped at three different positions, allowing the fleet to survey a large
area – the tracks formed by this section of the mission represent a near-ideal performance
of the sidescan survey multi-AUV concept shown in Fig. 6.7. At the Western-most end of
the dock, at around 2000 s, the operator selected mode 2, causing the vehicles to switch
into the offset-follow behavior, where Platypus and Quokka attempted to maintain position
at points 27 m away from the boat to the South and North respectively; Wombat tried to
maintain position 81 m in the South direction from the beacon. As a result, the three AUVs
attempted to maintain a line formation, with a spacing between each other of 54 m. As the
boat-based beacon moved in a large ‘P’ maneuver, we see that the fleet was able to successfully
formation-keep, maintaining this line throughout the maneuver – this result represents one of
the very few times that multi-AUV formation keeping has been demonstrated experimentally.
At approximately 3400 s, the fleet is commanded to mode 3 by the dock-based beacon, causing
the vehicles to return and surface dockside. Notice the LBL outliers for Wombat.
Data from the second mission is shown in Fig. 6.17, where the fleet performed a similar
deployment. Relative lines were again performed at three different points using the East-West
movement of the boat-based beacon, and the offset-follow behavior was selected using mode 2
at around 1800 s; the fleet was again able to maintain formation while the boat performed a
shallow ‘U’ maneuver. The fleet then switched back into the relative line behavior at around
2550 s, and into the return and surface behavior at around 2900 s to return dockside.
The piUSBL position error plots against passive LBL of Figs. 6.18 and 6.19 show a similar
level of accuracy as the missions from the previous days; performance is slightly improved
as evidenced by the lower CDF plots, with 68% of piUSBL error measurements falling below
7.5 m in mission 1, and below 7 m in mission 2, when using data from all vehicles.
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Figure 6.16: Mission 1 September 14 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative line behavior offset from the beacon to perform parallel tracks; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles performing an offset-follow behavior to follow the beacon in a line formation; the last two plots
show the trajectories between the last dashed black line and the end of the mission, with the vehicles performing a return and surface behavior to return
to the dock. Bottom: plots illustrating the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color, and by
passive LBL in black.
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Figure 6.17: Mission 2 September 14 2018, plots of trajectories of the SandShark fleet operating under the piUSBL relative navigation operating paradigm
– Platypus in red, Quokka in blue, and Wombat in green, with darker shades indicating earlier mission times, and lighter shades indicating later mission
times. Middle: plot indicating the mode detected by each vehicle at each moment during the entire mission. Top: first two plots show the absolute and
relative (beacon-centric) trajectories of all vehicles up to the mission time indicated by the first dashed black line in the middle plot, with the vehicles
performing a relative line behavior offset from the beacon to perform parallel tracks; the second two plots show the trajectories between the first and second
dashed black lines in the middle plot, with the vehicles performing an offset-follow behavior to follow the beacon in a line formation; the last two plots
show the trajectories between the last dashed black line and the end of the mission, with the vehicles performing a return and surface behavior to return
to the dock. Bottom: plots illustrating the trajectories of Platypus, Quokka, and Wombat over the entire mission as estimated by piUSBL in color, and by
passive LBL in black.
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Figure 6.18: Mission 1 September 14 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
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Figure 6.19: Mission 2 September 14 2018, plots of 2-norm distance error of piUSBL navigation referenced
against passive LBL – Bottom: empirical CDFs of piUSBL error.
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Figure 6.20: Trajectory of Platypus during mission 1 on September 14 2018, as estimated
by piUSBL and passive LBL – the piUSBL trajectory estimate is shown as the shaded red
dots, with darker-to-lighter shades indicated an increase in mission time; passive LBL position
estimates are shown as black dots, which are estimated using the intersection of range circles
from the two LBL beacons shown as black dots on the dock; the position of the motorboat
and beacon over time is shown as the white dots connected by black lines; and 1σ covariance
ellipses as estimated using multivariate Gaussian fits to the particles in the sequential Monte-
Carlo beamformer (SMCB) are shown along the entire trajectory using semi-transparent white
ellipses. Only piUSBL positions with a 1σ value less than 15 m in both the minor and major
axes are shown.
To more clearly illustrate the piUSBL relative navigation operating paradigm, we reproduce
an enlarged copy of the entire trajectory of Platypus from mission 1 on the 14th of September
2018 (shown to the lower left of Fig. 6.16) in Fig. 6.20. In terms of vehicle behavior, mode-
switching, and vehicle command-and-control, we clearly see that Platypus started the mission
in mode 1, maintaining a 120 m long transect line offset from the beacon to the South-West
in the beacon-centric frame of reference; as the beacon moved to the South-West, stopping at
two different points at (30,−100) m and (−30,−125) m, Platypus automatically shifted its
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transect line with it, following the beacon and always attempting to maintain its track relative
to the beacon. The vehicle clearly detected the operator-commanded switch to mode 2, which
triggered it to change to the offset-follow behavior, in which it always attempted to station-
keep at a point offset from the beacon by 27 m in a South-Easterly direction; as the boat
performed a large ‘P-shaped’ maneuver, Platypus was clearly able to maintain this constant
offset position relative to the beacon, reproducing the boat maneuver faithfully at its offset.
Finally, the dock-based beacon was used to command mode 3, and the vehicle successfully
detected this request to return to the dock, approaching the beacon at a constant heading of
340◦ and surfacing 15 m from the dock using the return and surface behavior. This set of
behaviors commanded by the operator, and the control of the vehicle in the absolute frame of
reference through the movement of the beacon by the operator, provide a highly convincing
demonstration of the utility and power of the piUSBL relative navigation operating paradigm
as a method of coherently managing a fleet of AUVs using very few operators – this approach
provides an intuitive method of simultaneously navigating, commanding, and controlling a
large fleet of vehicles.
In terms of piUSBL navigational accuracy, Fig. 6.20 also plots the 1σ covariance ellipses
from a multivariate Gaussian fit to the particles in the SMCB. Note that we only show the
ellipse and associated piUSBL position estimate if the 1σ deviation is less than 15 m in both
axes of the ellipse, since this represents a convergence of the filter to a strong confidence of
the relative position of the piUSBL beacon. The figure also plots the position of Platypus
as estimated by the range-only intersection of passive LBL using the two additional dockside
beacons (as black dots) – this passive LBL estimate is used to validate the accuracy of piUSBL,
since we demonstrated in chapter 5 that it has an accuracy comparable to that of a consumer
GPS receiver. We see that for much of the mission, the estimate from piUSBL and the
estimate from passive LBL shows very good agreement, with the passive LBL estimate often
falling within the 1σ covariance ellipse of the piUSBL estimate. The difference in estimates
are due to a multitude of factors: error in the piUSBL position solution itself; error in the
GPS position estimate of the beacon; and error in the passive LBL solution; all these factors
combine to contribute to the disagreement between the two solutions.
Finally, let us take a closer look at Fig. 6.19 – during this mission (the second mission
on September 14), all AUVs essentially remained underwater for the entire duration of the
deployment. As a result, this plot provides us with a clear insight of how the position error
evolves with time, since the piUSBL filter is never reinitialized due to surfacing, and the dead-
reckon solution never resets to GPS. We clearly see that the piUSBL navigation solution for
all three vehicles quickly falls below 10 m within the first 300 s of the mission, and remains
more or less below this level for the entire deployment – the position error is clearly bounded.
On the other hand, we can see just how quickly the position error from dead-reckoning grows
without bound, and how much this rate of growth varies across all three vehicles. Platypus
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dead-reckoning error grows the slowest, at a maximum rate of approximately 4 cm s−1; dead-
reckoning for Quokka grows more rapidly at a maximum rate just above 4 cm s−1; and finally,
the dead-reckoning performance of Quokka is the worst, at a maximum rate of approximately
8 cm s−1. This means that after only 10 minutes of operation using dead-reckoning for navi-
gation, the error in position can grow to about 36 m. With each vehicle traveling at a nominal
1 m s−1 speed, these error rates represent a navigational drift in dead-reckoning of 4%–8% of
distance traveled.
6.3.5 Position Error Referenced Against Passive LBL
To quantify the accuracy of our piUSBL system when using the relative navigation operating
paradigm, we plot the position error using the passive LBL estimate as a ‘ground-truth’
reference. These statistics for Platypus, Quokka, and Wombat are shown in Fig. 6.21, which
show these errors along with their Gaussian fits, as well as the mean and standard deviations
associated with these fits; these statistics are also summarized in table 6.5. These accuracies
are slightly inferior to those demonstrated using the WAM-V ASV in chapter 5, sections 5.4
and 5.6, but are still impressive – the lower accuracy is to be expected given the additional
complication and uncertainty associated with a moving beacon, as well as the stronger local
acoustic interactions that effect the angle measurements for the SandShark AUVs as shown
in section 5.9.
The empirical CDFs of the 2-norm error in piUSBL position for each AUV is shown
in Fig. 6.22, along with the empirical CDFs estimated using dead-reckoning without using
piUSBL acoustic corrections. We see from these plots that Platypus outperforms Quokka,
which in turn outperforms Wombat – it is interesting to note that the dead-reckoning per-
formance follows this same trend; this suggests that the performance of dead-reckoning has
a significant impact on the performance of piUSBL. This intuitively makes sense, since error
in dead-reckoning is largely due to error in heading and speed-over-ground estimates, both
of which have an impact on piUSBL accuracy (heading error especially), as we demonstrated
in chapter 5, section 5.6. This suggests that regardless of inertial navigation accuracy, our
piUSBL system can be used to bound the growth in error of dead-reckoning and significantly
improve navigational performance – including that of both high-end conventional AUVs, as
well as low-cost, miniature AUVs. Statistics related to these CDF plots are also listed in table
6.5.
By using all the data from all three AUVs over all six missions presented here, we can
generate the error statistics shown in Fig. 6.23. The plot on the left shows the position error
of piUSBL against passive LBL using all this data, with the Gaussian fit standard deviations
listed in table 6.5. These statistics suggest an accuracy of µ±σ = (0.294, 1.874)±(6.99, 6.48) m
in x and y for our piUSBL system operating under relative navigation across all vehicles. The
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Figure 6.21: The piUSBL position error referenced against passive LBL, for Platypus, Quokka, and Wombat, using data from all six
multi-AUV deployments – piUSBL errors are plotted as dots in the x-y plane, with 1σ and 2σ covariance ellipses from multivariate
Gaussian fitting; the marginal error distributions in x and y are plotted as histograms on the ‘walls’ of the plot, with Gaussian fits.
Left : Platypus piUSBL position error. Middle: Quokka piUSBL position error. Right : Wombat piUSBL position error.
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Figure 6.22: The piUSBL and dead-reckoning position error referenced against passive LBL plotted as empirical CDFs, for Platypus,
Quokka, and Wombat, using data from all six multi-AUV deployments – solid lines are used for the CDFs of piUSBL error, and
dashed lines are used for the CDFs of dead-reckoning error. Left : Platypus. Middle: Quokka. Right : Wombat.
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Figure 6.23: The piUSBL position error referenced against passive LBL, using data from the
entire fleet from all six multi-AUV deployments – Left : piUSBL errors are plotted as dots
in the x-y plane, with 1σ and 2σ covariance ellipses from multivariate Gaussian fitting; the
marginal error distributions in x and y are plotted as histograms on the ‘walls’ of the plot,
with Gaussian fits. Right : the empirical CDFs of piUSBL and dead-reckoning position error
shown as solid and dashed lines respectively, using data from the entire fleet over all six
deployments.
piUSBL Position Error vs. Passive LBL (m)
(x, y) Error 2-norm Error
µx,y σmajor σminor σx σy 68%-tile 95%-tile
Platypus (0.205, 1.551) 5.433 4.604 5.425 4.613 6.85 15.81
Quokka (0.539, 2.754) 6.001 5.526 5.689 5.846 7.45 18.52
Wombat (0.113, 1.223) 10.430 7.080 9.368 8.436 9.66 32.75
All AUVs (0.294, 1.874) 7.375 6.032 6.987 6.477 7.89 22.74
Table 6.5: Statistics of piUSBL navigation error referenced against passive LBL for the six
multi-AUV missions operating under the relative navigation operating paradigm.
plot on the right of Fig. 6.23 shows the empirical CDF calculated using all this data, for both
piUSBL and dead-reckoning position errors. These plots indicate that 68% of position errors
from our piUSBL system operating under relative navigation falls below a 2-norm distance
of 7.89 m across all vehicles. These statistics provide convincing evidence of the accuracy of
piUSBL positioning when operating under the relative navigation operating paradigm. Recall
that a number of factors contribute to these error statistics, not just the error inherent in
piUSBL positioning – errors in the recorded GPS position of the beacon and motorboat, as
well as errors in passive LBL due to acoustic effects also add to the total error. In fact, passive
LBL can produce significant outliers, especially at the limit of its range, as is illustrated in
the bottom-right plot of Fig. 6.16.
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6.4 Proof-of-Concept Multi-AUV Applications
Now that we’ve demonstrated both the accuracy and utility of the piUSBL relative navigation
operating paradigm, here we provide some simple example applications that demonstrate the
advantage or uniqueness of multi-AUV deployments.
6.4.1 Environmental Monitoring
An especially useful application that requires the use of multiple AUVs is the ability to
diversely and accurately sample oceanographic phenomena that vary quickly in both space
and time – for example, biochemical or chemical plumes, one whose spatial pattern can vary
rapidly over time due to the movement of ocean currents. By positioning vehicles over the
spatial extent of the plume, recordings can be gathered that measure how the plume changes
over time at each AUV position. Such measurements can be used to provide a more accurate
and diverse dataset as an input to a model of the phenomena. Such models are usually
described by a series of partial differential equations, so data that measures how parameters
of the model vary in space and time could allow for a relaxation of model constraints, enabling
us to improve how these plumes are modeled and provide us with a better understanding of
their spatiotemporal evolution.
Unfortunately, our fleet of SandShark AUVs were not equipped with any sensors that
would allow them to measure environmental phenomena, such as conductivity-temperature-
depth sensors. However, the vehicles are each equipped with an altimeter, which allows them
to measure their altitude above the riverbed – summing this altitude data with corresponding
depth data from the AUV’s pressure sensor allows us to obtain an estimate of the bathymetric
depth at the position of the vehicle. Unfortunately, only one vehicle in our fleet, Platypus,
has an operational altimeter, with the altimeters on Quokka and Wombat not functional.
Using the piUSBL position estimates of Platypus over the course of all six missions pre-
sented earlier in this chapter, we estimate the bathymetric depth of the riverbed at each
position via:
zbathy = zalt + zdepth (6.1)
These bathymetric depths are plotted at each position along the six mission trajectories
in the left plot of Fig. 6.24 – the trajectories are overlaid on an existing bathymetric map
of the Charles River. We then select a square slice of area, outlined by the black box in
Fig. 6.24, and subdivide the area into a regular grid of 1 × 1 m cells. Using MATLAB’s2
griddata function, we then perform a cubic interpolation to fit the bathymetric depths along
the vehicle trajectories onto this regular grid; this interpolated surface is then blurred with a
2https://www.mathworks.com/products/matlab.html/
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Figure 6.24: Depth-map of bathymetry generated using Platypus altimeter measurements – plots are overlaid on an existing
bathymetric map of the Charles River. Left : altimeter plus depth data along Platypus AUV trajectories gathered over the six
missions. Middle: interpolation of Platypus bathymetric depth measurements on a regular grid of 1×1 m cells and smoothed using
a Guassian kernel. Right : existing MIT Sea Grant bathymetric map over the same grid.
Bathymetric Difference
-100 -50 0 50 100 150 200
x (m)
-250
-200
-150
-100
-50
0
y
(
m
)
-100
-50
0
50
100
0
-50
-100
-6
y (m)
-150
200
-200 150
100
x (m)
50-250
0
-50
-5
Existing Bathymetry Slice
-4
0
-50
-100
-6
y (m)
-150
200
-200 150
100
x (m)
50-250
0
-50
-5
Platypus Bathymetry Slice
-4
-6.5
-6
-5.5
-5
-4.5
-4
Bathymetric
Depth (m)
Bathymetric
Diff. (cm)
Figure 6.25: Bathymetric surface slice generated using Platypus altimeter measurements – Left : bathymetric slice from existing
MIT Sea Grant bathymetric map. Middle: bathymetric slice using Platypus bathymetric depth measurements. Right : difference
between the two slices in centimeters; 78.7% of the difference is within 20 cm, and 94.7% is within 20 cm.
N
.
R
.
R
y
p
kem
a
237
of
277
Chapter 6. Experiments with Multiple Autonomous Underwater Vehicles: Relative
Navigation using piUSBL
Gaussian smoothing kernel with a 1σ value of 4 m using MATLAB’s imgaussfilt function –
this results in the bathymetric map generated by the interpolation and smoothing of Platypus
measurements shown in the middle of Fig. 6.24. For comparison, the right plot of Fig. 6.24
shows the existing bathymetric map of the area, generated by the Charles River Alliance of
Boaters and MIT Sea Grant3 [191]. This data was collected on a motorboat using a Lowrance
GPS unit for positioning, and a consumer fish-finder sonar; data was collected at along-track
increments of 3 cm at a rate of 10 Hz and a boat speed of up to 2.57 m s−1; the boat was
run in parallel tracks of 10–20 m spacing; the bathymetric map was generated from this fish-
finder data using commercial software [191]. It is clearly apparent that the bathymetric map
produced by Platypus agrees extremely well with the existing map, with both sharing many
of the same features.
The existing bathymetric map and the bathymetric map produced by our AUV altimeter-
plus-depth measurements are shown as surface slices in Fig. 6.25 – again, the close similarity
between the two is apparent. The right plot in Fig. 6.25 shows the difference between the two
surface slices in centimeters; we can see that the majority of our interpolated slice is within
20 cm of the existing bathymetry slice – in fact, 78.7% of the bathymetric slice produced by
Platypus measurements has a difference of less than 20 cm, and 94.7% has a difference of
less than 50 cm, with large differences occurring in the top-right and bottom-left corners of
the slice, in which there were very few or no altimeter measurements. This close agreement
between our bathymetric map and the existing bathymetric map is further evidence of how
accurately our piUSBL system is able to navigate.
Although measuring bathymetry is far from an ideal application of multi-AUV deploy-
ments, we present it here as a surrogate of how multiple vehicles may be used to obtain
environmental measurements. In this case we used the trajectories from one vehicle over
many deployments to generate our map – but imagine instead that the altimeters on all three
vehicles were functional; in that case, instead of performing multiple deployments over many
hours, we would have been able to generate the same bathymetric map using a single deploy-
ment with multiple vehicles instead, thus saving a large amount of time. This highlights the
advantage of multi-vehicle deployments not only to measure highly varying spatiotemporal
phenomena, but also to be able to gather measurements more efficiently in terms of time and
cost.
6.4.2 Fleet-Wide Coherent Source Localization
Another possible application that can only be achieved through the use of multiple AUVs, is
deploying multiple vehicles for use as single elements in a ‘virtual’ acoustic array composed of
all the AUVs in the fleet. Such a virtual array would possess a singular noteworthy advantage:
3https://seagrant.mit.edu/
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its geometry could be dynamically modified on-the-fly in order to optimize for its ability to
detect and localize non-cooperating acoustic sources in the ocean, be they man-made or
natural. For example, a horizontal line of AUVs could be used to detect the bearing to
an acoustic source, and once a certain level of confidence in the bearing measurement has
been achieved, the vehicles could then alter their positions to form a vertical line in order to
determine the elevation to the acoustic source. Additionally, the spacing between AUVs in
this virtual line array can be dynamically set in order to tune for the best detection of an
acoustic source operating within a certain frequency range.
To demonstrate this concept of fleet-wide coherent acoustic source localization, we use
acoustic data measured by our fleet of three SandShark AUVs during the first mission on
September 14, and perform time difference of arrival (TDOA) angle estimation to estimate
the angle to the West passive LBL beacon secured to the dock. The acoustic data measured
by the first element of the USBL array on each vehicle was first matched filtered against a
template of the 250–1500 Hz, 20 ms LFM up-chirp broadcast by the passive LBL beacon;
the differences in the maximums of these matched filter outputs were then used as the time
difference between when the broadcast signal reached one AUV and when it reached the other
AUV, ∆Ti,j . We can then use TDOA angle estimation to estimate the bearing to the beacon
[125]:
cos(φ) =
c ·∆Ti,j
||xi,j || (6.2)
cos(φ) =
u · xi,j
||xi,j || (6.3)
where φ is the bearing to the source, c is the speed of sound in water, xi,j is the vector
pointing from element i to element j, and u is the unit vector pointing in the direction of the
beacon. Combining these equations leads to:
u · xi,j = c∆Ti,j (6.4)
which can be rewritten as:
u(xj − xi) + v(yj − yi) + w(zj − zi) = c∆Ti,j (6.5)
where the position of element i is (xi, yi, zi). In our case we have a virtual array, and the
element positions are the positions of the AUVs – we use the piUSBL position estimates as
the positions of our virtual array ‘elements’, of which we have three, and formulate the system
of equations:
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(xw − xq) (yw − yq) (zw − zq)(xw − xp) (yw − yp) (zw − zp)
(xq − xp) (yq − yp) (zq − zp)

uv
w
 =
c∆Tq,wc∆Tp,w
c∆Tp,q
 (6.6)
where we have used the subscripts p, q, and w to indicate Platypus, Quokka, and Wombat. We
solve this system of equations at every timestep of the first mission on September 14 using
least-squares, calculating the TDOA between AUVs using matched filtering and using the
position estimates from piUSBL; the values of u and v from these solutions are converted to
circular coordinates to obtain an estimate of the bearing, φ. The output from this process is
shown on the left in Fig. 6.26, where the bearing lines have been projected from the virtual
array center at each timestep. This plot shows the positions of the virtual array ‘elements’
(the piUSBL positions of each vehicle) as colored dots, the center of this virtual array as
black dots, the projected lines from the estimated TDOA angles, and the true position of the
beacon as a red circle. It is clear from this plot that the estimated bearings more-or-less point
in the direction of the beacon.
The middle top plot of Fig. 6.26 shows the true bearing to the beacon from the virtual
array center in black, and the estimated bearing from TDOA as red dots; the lower plot shows
the error between the true and estimated bearing to the beacon. These plots demonstrate
fairly good agreement between the true and estimated bearings.
The main reason why the bearing estimation is not very accurate is shown in the right
plot of Fig. 6.26 – this TDOA angle estimation formulation assumes that the acoustic beacon
is in the far-field, where the distance to the source is much larger than the aperture (spacing
between elements) of the virtual array. In this plot we can clearly see that the array aperture
is on the same order of magnitude as the distance to the beacon, meaning that the source
is in the near-field of the virtual array. It was shown in [125] that the angular error grows
very rapidly as the source moves from the far-field to the near-field – this is the cause of the
error in our bearing estimate from TDOA. Nevertheless, these results are a promising proof-
of-concept toward using a fleet of AUVs as a virtual array for acoustic source localization; as
the number of vehicles in the fleet grows, the ability for such a virtual array to accurately
detect and track non-cooperating acoustic sources should improve significantly.
6.5 Summary
In this chapter we outlined the components that make up the piUSBL relative navigation
operating paradigm, namely: (i) piUSBL positioning and closed-loop navigation; (ii) vehicle
behaviors specifically designed to operate in a beacon-centric frame of reference with relative
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navigation; (iii) operator fleet command via mode switching through the broadcasting of
unique signals by the piUSBL beacon; and (iv) operator fleet control in the absolute frame of
reference via the movement of the piUSBL beacon in order to ‘lead’ the vehicles in the fleet.
This operational paradigm represents a powerful method of command-and-control for multi-
AUV deployments, enabling a small number of operators to intuitively and easily plan and
execute multi-AUV deployments. The power of this operating paradigm was demonstrated via
a number of multi-AUV deployments using our fleet of three SandShark AUVs. We presented
results from six of our 12 total deployments, demonstrating how the fleet was successfully able
to perform closed-loop, relative navigation, showing how the operator was able to command
the fleet to perform different behaviors on demand, and illustrating how the operator was able
to control the absolute position of the group of vehicles as a whole through the movement of
the piUSBL beacon.
We also provided statistics on the accuracy of piUSBL navigation operating under this
paradigm, by comparing its position solution to that of a secondary passive LBL solution
computed oﬄine. These results demonstrated that piUSBL navigation is able to provide an
accurate and bounded position solution for our fleet of low-cost, miniature SandShark AUVs,
especially compared to naive dead-reckoning.
Finally, we also discussed some simple proof-of-concept applications for multi-AUV de-
ployments. The cooperative use of multiple AUVs has the potential to revolutionize our
understanding of complex oceanographic phenomena that vary rapidly in space and time;
it also holds the possibility of opening up completely new applications, such as the use of
multiple AUVs as elements in a ‘virtual’ acoustic array, whose geometry can be dynamically
altered, in order to detect, localize and track non-cooperative underwater acoustic sources.
Deployments of multiple AUVs remain exceptionally rare – the results from the experi-
ments detailed in this chapter represent some of the very few instances in which multi-AUV
deployments have been practically demonstrated. The repeatability of these deployments,
with six deployments performed over three days, illustrate just how robust our approach is
for managing multiple AUVs, enabling these deployments to become routine. The piUSBL
relative navigation operating paradigm holds great promise in becoming a standard method
for multi-AUV deployments – however, there are still some issues to address that would allow
the system to be improved; we describe these issues in the next and final chapter.
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A Vision of Ubiquity:
Closing Remarks and the Future
T
he body of work contained in this manuscript makes contributions to the field of
underwater robotic navigation, with the aim of of democratizing autonomous un-
derwater vehicle (AUV) technology and enabling multi-AUV deployments to be-
come more commonplace. To achieve this aim, this work has developed an acous-
tic localization and navigation system termed Passive Inverted Ultra-Short Baseline (piUSBL)
navigation, which addresses two major contributors to the inaccessibility of underwater vehi-
cle technology: the high-cost and size of conventional AUVs due to the use of sophisticated
navigational sensors including the Doppler velocity log (DVL) and high-grade attitude and
heading reference system (AHRS), and the expense and unwieldiness associated with con-
ventional AUV deployments that often require the need for expert personnel and support
platforms. The piUSBL system has been demonstrated to provide accurate navigation, is
scalable, low-cost, low-power, and easy to deploy, and combined with the novel operating
paradigm of relative navigation, enables a single operator to intuitively command and control
a fleet of AUVs. By equipping a new generation of inexpensive and miniature AUV with a
similarly low-cost navigation suite, this piUSBL system has potentially provided the missing
key that could allow multi-AUV ocean deployments to be democratized.
7.1 Contributions and Concluding Remarks
The piUSBL system is characterized by the use of a single, periodically broadcasting acoustic
navigation beacon, and by a passive hydrophone array mounted on each underwater vehicle.
Time synchronization of the beacon and the receivers enable each vehicle to determine rela-
tive range to the beacon, and acoustic processing of the signals captured by the array enable
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each vehicle to determine the relative angle to the beacon. Bayesian filtering of these acous-
tic measurements and fusion with vehicle inertial measurements provides each vehicle with a
temporally-consistent and accurate estimate of the relative position of the beacon, resulting
in a navigation system that can localize an arbitrary number of AUVs in a manner that is
convenient and inexpensive. This work first detailed a prototypical implementation of this
system on a prototype low-cost and miniature SandShark AUV. Data collected by the pro-
totypical piUSBL system successfully validated the feasibility of this approach, and was used
to identify limitations to be addressed. Chapter 3 detailed the sequential Monte-Carlo beam-
former (SMCB), the solution provided for the issue of the high computational cost associated
with the two-stage processing pipeline of the conventional beamformer (CBF) followed by
particle filtering. Close coupling of beamforming and particle filtering significantly increased
computational efficiency, enabling the described closed-loop navigation experiments that were
performed using the prototype SandShark AUV, as well as those undertaken with a conven-
tional Bluefin-21 AUV. Chapter 4 then detailed a novel beamforming method developed in
this work to address the issue of low-resolution angle measurements that were the result of
using the CBF. element pair decomposition (EPD) beamforming is an elegant approach that
drastically reduces computational and memory cost for angle estimation, by making use of the
insight that the beamforming output at any angle can be estimated through the intersection
of coning angles from pairs of elements in an array. This reduction in memory usage enabled
the piUSBL system to increase the resolution of the acoustic angle measurement, significantly
improving its precision. Chapter 5 detailed the implementation of the improved final piUSBL
system on an autonomous surface vehicle (ASV), as well as on a fleet of three commercial
SandShark AUVs. Data collected by the ASV piUSBL system to two independent naviga-
tion beacons was used to quantify the localization accuracy of the system. Finally, chapter
6 provided results from a set of multi-AUV experiments using the fleet of three commercial
SandShark AUVs. These experiments made use of a novel operating paradigm called relative
navigation, which use a set of custom vehicle behaviors designed for use in a beacon-centric
reference frame. Relative navigation also provides a intuitive and user-friendly method of fleet
command-and-control, by allowing the operator to switch the fleet between different modes
of behavior by selecting various signal broadcast by the beacon, and by enabling the operator
to control the fleet-wide movement of the AUVs by moving the beacon itself, causing all the
vehicles to shift their positions with it.
7.2 Limitations of the System
The current form of the piUSBL system has a number of limitations. We detail these limita-
tions here, and provide suggestions on how to address them in the future.
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• Increasing system range: In its current implementation, the piUSBL system has a
maximum theoretical range of around 1500 m, due to the 1 Hz repetition rate of the
beacon firing and the receivers synchronously recording (since the acoustic wave travels
at approximately 1500 m s−1). For applications that require larger, multi-km ranges,
such as acoustic homing and docking, the range of the system must be improved by
reducing the rate at which the beacon transmits and the arrays receive. However, this
reduction necessarily decreases the navigational performance of the system, since the
piUSBL receivers collect fewer measurements over a given period of time. In addition,
because the receivers must record acoustic data over a larger time window, processing
of the data to determine range and angle to the beacon must compensate for platform
movement in the interim between the start of the recording and the incorporation of
the measurements into the filter. This range/performance trade-off must be carefully
considered depending on the use-case of the system.
Increasing the range of the system would likely be a fairly straightforward process –
since the acoustic beacon and each of the piUSBL receivers in the fleet share a synchro-
nized, time-aligned clock (typically Coordinated Universal Time from GPS), the beacon
and receivers can be configured to simply transmit and record at the start of every n-th
second, beginning at some pre-determined time. This approach maintains synchroniza-
tion between beacon firing and receiver recording, and increases the travel-time of the
acoustic wave to any arbitrary length. As mentioned, doing so increases range without
bound, at the cost of a likely performance reduction in terms of positional accuracy.
• Complex acoustic environments: The current iteration of the system operates under
the assumption that the acoustic signal travels along the shortest, direct-path between
the beacon and the receiver. This assumption generally holds at the ranges demon-
strated in this work, since the density of the water in a localized area tends to be
consistent – as such, the acoustic ‘ray’ tends to linear, and does not deviate along a
refractive path caused by changes in sound speed.
In environments that have complex sound-speed fields, or which have bathymetry or
objects that can result in complex acoustic effects such as multipath and reflections,
the path along which the strongest acoustic response travels may differ greatly from the
direct-path. This may also occur at longer ranges where changes in seawater density
can have a significant effect on the travel path of the acoustic energy. In cases like these,
the piUSBL system presented in this work would suffer from limitations in accuracy due
to the breakdown of this direct-path assumption.
One possible approach that could be used to accurately account for how the acoustic
energy travels through these complex underwater environments is to integrate a com-
putational acoustic model of the environment within the piUSBL navigation system.
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Different computational models using different underlying approximations can be used
to solve the wave equation in order to understand how acoustic energy propagates within
the environment, and what the distribution and composition of the sound pressure field
is in the environment [192]. These models include BELLHOP [193], which uses a ray-
tracing approximation, KRAKEN [194], which is a normal-modes-based model, and
OASES [195], which uses a wave number integration approach. By simulating how the
sound from the beacon propagates within the environment that the fleet of vehicles is
operating in (taking into account how the acoustic energy ‘bends’ along fluid bound-
aries of different densities, how the sound is reflected off and attenuated by objects in
the environment, the water surface and the sea-bottom, and how the multiple paths of
the sound interfere in constructive and destructive ‘zones’), the piUSBL receiver would
be able to compensate for these environmental effects so as to improve its accuracy in
determining range and angle to the beacon. High-fidelity simulation of the environment
can be performed oﬄine if the computational acoustic model is demanding, with the
resulting ‘map’ provided to the vehicle before deployment; if the model is less com-
putationally demanding, then in-situ modeling of the acoustic environment is also a
possibility, which could also be done while integrating sensor measurements collected
by the vehicle (e.g. salinity, temperature, pressure, conductivity) on-the-fly. Integrating
acoustic models on-board an AUV was successfully demonstrated by Schneider [196] for
improving acoustic communication in an anisotropic shallow water environment and in
the deep sea. Compensating for how sound propagates underwater via acoustic models
is especially important in environments such as the Arctic, where interaction of the
sound with ice floes and fields is complicated, and where the sound-speed profile can be
highly nonlinear, as demonstrated by experimental results from Schmidt [197] – complex
acoustic propagation due to a local maxima in the sound-speed profile was shown to
have a drastic effect on the performance of acoustic navigation and communications.
• Physical environmental conditions: Physical environmental conditions such as
ocean currents, bathymetry, internal waves, eddies and fronts, all have a direct, physical
effect on the operation of AUVs, as well as having an effect on acoustic propagation.
The current piUSBL system is limited by not considering the physical environment and
its effects on both vehicle dynamics and acoustic navigation.
As mentioned in the previous point, computational models can be used to provide
the piUSBL system with a better understanding of the operating environment, both
in terms of acoustics as well as the ocean’s physical parameters. A coupled physical-
acoustic model such as that demonstrated by Lermusiaux [198] can be used to improve
the accuracy of acoustic modeling through the integration of physical ocean properties,
thereby possibly improving the navigational performance of the piUSBL system. Physi-
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cal properties such as ocean currents may have a significant impact on the ability of the
AUV fleet to carry out their mission; another possibility of performing ocean modeling
(either pre-deployment or in-situ) is that currents and tidal effects can be harnessed by
the vehicles in order to perform their mission more efficiently – this concept was illus-
trated by Wang [199] in an exercise that used AUVs and ASVs for adaptive sampling
in order to improve ocean field estimates for acoustic predictions.
• Acoustic multipath and ambiguous measurements: The current piUSBL system
is somewhat limited in its ability to discern between ambiguous measurements caused
by acoustic effects such as multipath spreading; if a secondary mode in the acoustic
measurements persists for a significant period of time, then the piUSBL particle filter
can incorrectly ‘lock-onto’ this mode, resulting in incorrect position estimates.
The piUSBL system can be improved to disambiguate the correct mode in multimodal
acoustic measurements through two approaches: the first is to model the acoustic en-
vironment in order to detect areas in time or space in which ambiguous measurements
occur due to multipath, and to incorporate this model within the filter in order to allow
for the system to compensate; the second is to use a smoothing, rather than filtering
approach, in which the smoother can account for multimodal measurements – by in-
tegrating multimodal measurements over the entire vehicle trajectory, short periods in
which secondary modes occur can be effectively detected and ignored, since they will not
be consistent with the remaining measurements collected over the entire mission. Fourie
[200] developed a multimodal smoothing framework known as multimodal incremental
smoothing and mapping, which can be used to perform smoothing using non-parametric
measurements and models.
• Signal-to-Noise: In its current form, the piUSBL system relies on an acoustic beacon
that transmits a large amount of energy into the water – the signal-to-noise ratio (SNR)
of the system is typically 10–25 dB. Because the system must detect the transmitted
signal in order to determine range and angle, navigational accuracy would likely reduce
significantly with lower SNR.
This limitation can be addressed in a number of ways. One possibility is to use a
lock-in amplifier to modulate the signal within a narrow bandwidth, and filter out any
broadband noise. Another approach is to design an acoustic signal that can maintain a
high SNR while reducing the amount of acoustic energy transmitted. This can be done,
for example, by using a specific coding scheme, or by transmitting a periodic signal
faster than 1 Hz and averaging the measurements over time – this would cause the noise
to reduce as the square root of the averaged samples. To get around the range limitation
caused by transmitting at a high rate, one possibility is to continuously transmit a LFM
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up-chirp during odd seconds, and to continuously transmit a LFM down-chirp during
even seconds – this would allow the system to determine range by detecting the onset
of the signal change, while improving SNR by averaging the LFM signals transmitted
during the full second. One final possibility is to measure and model the environmental
noise; if the characteristics of the noise are known and understood to be very different to
the signal characteristics, it would be possible to simply filter out the noise and increase
the SNR.
One final note to make is that the piUSBL system in its current state is not stealthy,
with the beacon being easily detectable – it is completely unsuitable for military stealth
applications, since an adversary can easily detect its use. Designing a signal that mimics
environmental noise or natural ocean sounds could be a possible method of overcoming
this limitation by acoustically camouflaging the system against background noise.
7.3 Improving the System
There are a number of improvements to the piUSBL system that are the subject of ongoing
and future work.
• Array geometry, calibration and local acoustic effects: The local acoustic effects
experienced by the piUSBL receiver is a significant source of localization error, as a
consequence of biasing the acoustic angle measurement away from the true direction.
Further work in mitigating these effects through the design of improved array geome-
tries, calibration procedures, or via physical baﬄes for acoustic absorption should be
investigated in order to significantly improve the accuracy of the system.
• Operational considerations: Relative navigation is a user-friendly approach for fleet-
wide command and control, enabling an operator to command all vehicles to change
their behavior, control their movement, and to request all vehicles to return to a single
location. However, improved methods and the development of a holistic and systematic
approach for deploying, retrieving, and downloading and managing vehicle data would
significantly improve the operator experience.
• Fleet tracking: The current piUSBL system enables multiple vehicles to navigate,
but the operator has no insight into the state of the vehicles. AUVs are trusted to
operate correctly within their predefined behavior parameters. Methods for tracking
the positions of all vehicles and to enable the operator to understand the state of the
fleet are a necessary improvement to making the system truly useful. One possibility is to
have the beacon transmit a tracking signal concurrently with the navigation signal, and
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use acoustic reflections off the vehicles to track their position using an array collocated
with the beacon.
• Synchronization without a CSAC: The chip-scale atomic clock (CSAC) comprises
the majority of the cost of the piUSBL system. However, no other hardware alternative
exists that can enable synchronization between the beacon and the receiver to the degree
necessary for accurate ranging. Possible algorithmic approaches to estimate time drift
using a lower cost receiver clock would be a useful avenue of investigation for reducing
the total cost of the piUSBL system – for example, by transmitting two chirps in quick
succession, and assuming that the range is constant during this period, it may be possible
to track the clock drift sufficiently.
• Trajectory synchronization: Currently, AUVs in the fleet use behaviors that com-
mand the vehicles to follow a desired spatial trajectory without placing any temporal
constraints on the vehicles. It would be very useful to extend these behaviors to include
time-parameterization, in order to synchronize the movement and positions of multiple
vehicles. By doing so, the fleet could be used to perform synchronized sampling.
• Improved Bayesian filtering: The particle filtering approach used in this work has
been demonstrated to be effective, but alternative Bayesian filtering methods may prove
to have greater accuracy. Approaches that include a mixture of distributions to represent
the state are of particular interest. One possible approach is to separate the tracking
problem into two filters: one to estimate the angle to the beacon using a mixture
of circular distributions, and a second to estimate the range to the beacon using a
Gaussian mixture and a bank of parallel extended Kalman filters (EKFs). For example,
the work of Markovic [201] provides an approach to filtering directional data, such as
the measurements output by beamforming, using a mixture of von-Mises distributions.
Alternatively, approaches using EKFs on Lie Groups such as those suggested in [202]
and [203], or an approach like [204] in which the complications of directional statistics
in spherical coordinates are directly taken into account, may provide methods by which
to explicitly construct a hybrid state space that combines non-Euclidean (angle) and
Euclidean (range) variables within a single filter.
• Post-processing of fleet trajectories: The work detailed in this thesis focused on
providing an online, closed-loop navigation solution for low-cost AUVs. As such, the
on-board trajectories estimated by these vehicles tend to have discontinuities, due to
the nature of the Bayesian filtering methods used. However, once the deployment has
concluded and vehicle data has been retrieved, there is the possibility of smoothing vehi-
cle trajectories oﬄine so that the end-product of collected samples are more accurately
georeferenced in a global coordinate system. Optimization of the positions of all vehi-
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cles, as well as that of the navigation beacon, can be performed all together, in a batch
processing approach, for example, using nonlinear least-squares techniques. Another
possibility is to incorporate the work of Fourie [205], which provides a method of repre-
senting multi-modal measurement distributions in a factor graph framework; using this
approach, we can directly represent acoustic angle and range measurements collected by
the piUSBL system in order to optimize all vehicle trajectories in a principled manner.
Real-time, on-board multi-modal SLAM using Fourie’s framework may also be possible
using a fixed-lag structure to reduce its computational burden.
• Further investigation of element pair decomposition (EPD) beamforming:
EPD beamforming has provided a novel approach for generating the angle measure-
ment distribution with a low computational and memory cost. Further work should be
performed to investigate its properties, in particular its sensitivity to parameters such
as array geometry, anytime stopping, and number of coning angles. This beamforming
approach also provides intuitive insights into array design in general; for example, the
improved performance of random and spiral arrays can be understood in terms of the
variation in aperture sizes of different array element pairs. A further appealing possibil-
ity for future work is to use this decomposition of the array into element pairs directly as
a method for designing arrays: an optimization method by which pairs are sequentially
added to an array in order to achieve a desired beampattern may be conceivable with
this approach.
• Theoretical guarantees and accuracy bounds: This body of work has primarily
provided experimental results and statistical evidence of the accuracy of piUSBL naviga-
tion. Theoretical guarantees and bounds on accuracy have been investigated previously
by Jakuba [95], in which he numerically generated the error surfaces in position of a
OWTT inverted USBL system under some accuracy assumptions on range and angle
measurements. This line of work can be extended by placing additional assumptions
on the array geometry, which would provide a numerical understanding of the accu-
racy of beamforming using a given array (via measurement of its theoretical half-power
beamwidth), as well as via the selection of a specific beacon-transmitted signal, which
would provide a measurement of the achievable range resolution. Further work in as-
sessing the theoretical performance of our system using an 8 cm pyramidal array and
a 9–11 kHz LFM chirp can be performed by generating the positional error surfaces
numerically using these design choices, and comparing these results to the experimental
results provided in this manuscript. The error bounds of piUSBL in more complex un-
derwater environments and the deep ocean can also be determined through the modeling
of acoustic propagation in these environments, and investigating the impact of varia-
tions in the acoustic path on the assumption of range from the direct line-of-sight path
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between the beacon and the receiver. This modeling could also be used to investigate
the impact of SNR on the ability of the piUSBL system to accurately detect range.
• Improved dead-reckoning via hydrodynamic modeling: The current piUSBL
system makes use of a very simple constant velocity model to perform the filter predic-
tion step using vehicle attitude and speed from propeller RPM. Randeni [180] recently
developed a hydrodynamic model of the SandShark vehicle using LBL position data of
the AUV as well as IMU data, which was demonstrated to significantly outperform the
simple constant velocity model in dead-reckoning. Integrating this improved hydrody-
namic model within the prediction step of the filter is the subject of ongoing work, and
could potentially improve the navigational ability of the SandShark fleet.
• Expanding the fleet: In this thesis we demonstrated multi-AUV deployments with
a limited fleet of three SandShark AUVs. Expanding this fleet to include tens, or
multiple tens of vehicles should be a priority for future work. How well the piUSBL
navigation approach and command-and-control paradigm handles this expansion would
be of particular interest, and would provide additional insight into the drawbacks and
advantages of the relative navigation operating paradigm.
7.4 Using the System
The piUSBL system and command-and-control operating paradigm have opened up the pos-
sibility of novel uses for multi-AUV deployments.
• Integrating sensors: Ongoing work with the fleet of SandShark AUVs has been to
integrate conductivity-temperature-depth (CTD) sensors in order to be able to demon-
strate multi-AUV sampling of highly spatiotemporally varying temperature gradients.
Further work should investigate other possible sensors to integrate with the fleet, es-
pecially sensors that can sample from ocean phenomena that can be better measured
using multiple vehicles.
• Beacon-centric behavior development: This work has developed a small set of
beacon-centric behaviors to demonstrate the relative navigation operating paradigm.
The development of additional behaviors that are tailored for this paradigm should be
the focus of future work, as well as developing a full planning and vehicle management
system that is better suited to the relative navigation paradigm, since all current systems
assume planning and mission operations in a global coordinate system.
• Acoustic homing and docking: By providing an estimate of the relative beacon
position, the piUSBL system is ideal for providing an AUV or ROV with a means for
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autonomous homing and docking underwater. Such a capability could enable resident
AUV operations, whereby an underwater vehicle can dock autonomously for the pur-
poses of recharging, uploading data, and downloading updated operator commands.
The use of the system for this purpose is an interesting avenue for further research.
• Multi-AUV sampling: Multi-AUV deployments enabled by piUSBL navigation have
the potential to revolutionize the sampling of complex ocean phenomena. Synoptic
measurement of ocean features such as chemical plumes, temperature fronts, and internal
waves are now a possibility, thus breaking the spatiotemporal aliasing associated with
the measurement of such phenomena using single vehicles. Experiments demonstrating
this ability should be of high priority.
• Multi-AUV coherent acoustic processing: This work demonstrated a proof-of-
concept application of localization an acoustic source using the fleet of AUVs as a virtual
acoustic array. Further work in performing formation control with the fleet should be
undertaken, in order to provide additional demonstrations of the use of multiple vehicles
as a volumetric array for the application of acoustic and seismic sensing.
• Complex and real ocean environments: The experimental results provided in this
work were limited to operational environments that were fairly benign in terms of acous-
tics. Besides the large acoustic reflector present in the form of the stone river wall
running the length of its North side, the water in the Charles River is shallow and very
uniform in density, meaning that the direct-path assumption for range used in these
experiments was more-or-less valid, especially at the sub 100 m ranges that occurred
between the beacon and the vehicles. The results using the Bluefin-21 AUV in Broad
Sound provided in section 3.7 represent an experiment in a slightly more complex ocean
environment and at ranges up to 600 m, but one in which the direct-path assumption
also held fairly well. Using the piUSBL system in more complex, real ocean environ-
ments and at longer ranges may prove challenging as acoustic energy travels along more
complex paths due to density changes in the water column, meaning that the direct-path
assumption no longer holds. This non-direct acoustic propagation may lead to biases
in the estimates of range and angle to the beacon, increasing the positional error of
the piUSBL system and degrading the navigational ability of each vehicle. Understand-
ing how the positional error bounds grow in such complex environments is necessary
in order to prevent these vehicles and their operators from becoming overconfident in
their position estimates. However, by incorporating simple ocean and acoustic models
within the piUSBL system on-board the AUV, and by integrating real-time conductivity-
temperature-depth (CTD) measurements within these models, it may be possible to op-
erate the system while accurately taking into account how the acoustic wave transmitted
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by the beacon propagates within the environment. Alternatively, the piUSBL system
can be operated under the direct-path assumption, with the understanding that the
vehicle positions as estimated by the system are inaccurate – post-processing of AUV
trajectories taking into account the acoustic environment could then be used to correct
their positions post-mission. Doing so would mean that the vehicles may not accurately
follow the desired trajectories during the mission (an offset would likely occur due to
an inaccurate estimate of range), but data collected during the mission would be accu-
rately geo-referenced in post-processing. Depending on the desires of the operator and
the nature of the mission, this may be an acceptable trade-off – for example, missions
that perform adaptive sampling do not require a highly accurate navigation estimate
in-situ, but do require the sampled data to be accurately localized in post-processing.
7.5 A Vision of the Future: Persistent Networks of Underwa-
ter Robots
The use of multiple autonomous underwater vehicles (AUVs) to sample and measure the
dynamics of complex ocean processes has been a long-held dream of oceanographic researchers,
beginning with the early descriptions of networks of these vehicles by Curtin and Bellingham
[37]. Their description of the Autonomous Oceanographic Sensing Network (AOSN) put
forth a vision of multiple AUVs being used to sample frontal dynamics of the ocean, alongside
other distributed acoustic and point sensors. Traversing the underwater newtork, the vehicles
record temperature, salinity, velocity and other data, relaying their observations to network
nodes in real-time by autonomously docking at the node. Connection of the underwater
network to a centralized shore station would enable near real-time integration of data from
the entire network of point sensors and vehicles, and allow shore operators to guide vehicle
sampling, dispatching vehicles to locations of the front to obtain detailed cross-front and
along-front measurements. Such a network of vehicles, point sensors, and nodes would allow
oceanographers to understand the nature and extent of such highly varying ocean phenomena,
from the comfort of a centralized, shore-based command center.
There has been a recent revival of interest in such resident AUV projects, with one of the
first industry-academia resident AUV workshops being held at the University of Washington
in 2018. The aim of this workshop was to gather input on the technical challenges and poten-
tial benefits of deploying a resident AUV as part of the Ocean Observatories Initiative (OOI)
Cabled Array at Axial Seamount off the Washington-Oregon coast. Manalang and Delaney
have detailed their vision for how the deployment of such a resident AUV can provide an
unprecedented observation capability of eruption events along the Juan de Fuca Ridge [206].
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A network of acoustic transponders mounted on the seafloor are envisioned to provide naviga-
tional aid and communications to the AUV, as well as be used as a means of detecting seafloor
deformation, and to act as a communications backbone for additional low bandwidth sensors
and instrumentation. A resident AUV would autonomously navigate within this network of
acoustic transponders, operating over timescales of months or even years by autonomously
docking to recharge, transmit data, and receive operator commands. This AUV would be
used to gather high-resolution bathymetry, sonar and visual imagery, as well as water chem-
istry and microbial samples. During eruption events, the AUV would autonomously track
and map the resulting volcanic plume, providing scientists with an unprecedented insight into
the nature of such events, and their impact on the surrounding ocean ecosystem.
The complete and self-contained acoustic navigation system detailed in this body of work,
and the associated contributions in low-cost underwater navigation, have the potential to
further these visions of the future of underwater robotics. The successful demonstration of
Passive Inverted Ultra-Short Baseline (piUSBL) navigation on a fleet of three low-cost and
miniature commercial SandShark autonomous underwater vehicles (AUVs) provide valida-
tion that this approach can be used to support the vision of sampling and measuring complex
oceanographic phenomena using multiple AUVs; And by providing a navigation solution rel-
ative to an acoustic beacon, the system can be used to implement the vision of resident AUVs
via autonomous homing and docking. By equipping this new generation of inexpensive and
small underwater robot with the ability to accurately navigate, this technology and its asso-
ciated contributions can provide a path towards lowering the cost of entry into underwater
robotics research and to furthering the use of these vehicles for ocean science. These contri-
butions in low-cost underwater navigation have the potential to enable the more ubiquitous
and coordinated use of robots to explore and understand the underwater domain.
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Derivation of the Matched Filter
Suppose that the broadcast signal s(t) (the template in Fig. 2.7) is present in the measurement
x(t) (the measured signal in Fig. 2.7), so that:
x(t) = s(t) + n(t) (A.1)
where n(t) is noise, which is a stationary random process. Consider a LTI filter with impulse
response h(t) that takes as an input the measured signal to produce an output y(t), composed
of a filtered signal term ys(t) and a filtered noise term yn(t):
y(t) = x(t) ∗ h(t) =
∫ ∞
−∞
x(τ )h(t− τ)dτ (A.2)
= (s(t) + n(t)) ∗ h(t) := ys(t) + yn(t) (A.3)
where
ys(t) = s(t) ∗ h(t) =
∫ ∞
−∞
s(τ)h(t− τ)dτ (A.4)
yn(t) = n(t) ∗ h(t) =
∫ ∞
−∞
n(τ )h(t− τ)dτ (A.5)
The goal is then to find a filter that will maximize the output signal-to-noise ratio (SNR) at
some chosen time t0. Intuitively, this can be understood as trying to detect the presence of
a known signal s(t) in some measurement x(t) that includes random process noise n(t) at
time t0, and doing so by using an LTI filter whose output will be much greater if the signal
s(t) is present than when it is absent; to do this, the filter should make the instantaneous
power in ys(t) as large as possible compared to the average power in n(t) at time t0, which is
equivalent to maximizing the standard definition of the SNR. Assuming that the signal s(t)
is of finite duration, we can write it as the Fourier transform:
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s(t) =
1
2pi
∫ ∞
−∞
S(ω)ejωtdω (A.6)
where
S(ω) =
∫ ∞
−∞
s(t)e−jωtdt (A.7)
ω := 2pif (A.8)
Recall that convolution in the time domain equals multiplication in the frequency domain:
ys(t) = s(t) ∗ h(t) (A.9)
m
Ys(ω) = S(ω)H(ω) (A.10)
Thus, we can rewrite ys(t) from Eq. A.4 using the inverse Fourier transform as:
ys(t) =
1
2pi
∫ ∞
−∞
H(ω)S(ω)ejωtdω (A.11)
where H(ω) is the transfer function of the LTI filter whose impulse response is h(t). Unfor-
tunately, since the noise n(t) is a random process, it is generally difficult to obtain a similar
complete specification for the output yn(t) from Eq. A.5 using the Fourier transform as in
Eq. A.11; however, from the Wiener-Khinchin theorem, we can write the average power of
this noise process as:
E |n(t)|2 = 1
2pi
∫ ∞
−∞
Sn(ω)dω (A.12)
where Sn(ω) is the power spectral density of the noise at the input of the filter. At the output
of the LTI filter, the noise has intensity:
E |yn(t)|2 = 1
2pi
∫ ∞
−∞
|H(ω)|2 Sn(ω)dω (A.13)
The SNR at time t0 can now be written in terms of Eqs. A.11 and A.13, as the ratio of the
output power of the filtered signal to the output power of the noise:
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(
S
N
)
t0
:=
|ys(t0)|2
E|yn(t)|2 (A.14)
:=
1
2pi
∣∣∣∫∞−∞H(ω)S(ω)ejωt0dω∣∣∣2∫∞
−∞ |H(ω)|2 Sn(ω)dω
(A.15)
Now we wish to maximize this SNR in order to determine whether or not the signal s(t) is
present in the measurement x(t); in other words, we want the absolute value of ys(t0) to
exceed the quantity E|yn(t)|2 by as much as possible in order to improve our ability to detect
the signal in our measurement. Consider the following form of the Cauchy-Schwarz inequality :
∣∣∣∣∫ ∞−∞A(ω)B(ω)dω
∣∣∣∣2 ≤ ∫ ∞−∞ |A(ω)|2 dω
∫ ∞
−∞
|B(ω)|2 dω (A.16)
We can apply this inequality on the numerator of Eq. A.15 to find the transfer function H(ω)
of the filter we are looking for:
∣∣∣∣∫ ∞−∞H(ω)S(ω)ejωt0dω
∣∣∣∣2 ≤ ∫ ∞−∞ |H(ω)|2 Sn(ω)dω
∫ ∞
−∞
|S(ω)|2
Sn(ω)
dω (A.17)
where
A(ω) = H(ω)
√
Sn(ω)e
jωt0 , B(ω) =
S(ω)√
Sn(ω)
(A.18)
The inequality shows that the SNR of Eq. A.15 can be simplified for the following upper
bound:
(
S
N
)
t0
≤ 1
2pi
∫ ∞
−∞
|S(ω)|2
Sn(ω)
dω (A.19)
Now, this upper bound can be exactly met if we take:
H(ω) = ce−jωt0
S∗(ω)
Sn(ω)
(A.20)
where c is an arbitrary constant, e−jωt0 is a simple time delay to the detection time t0, and
S∗(ω) is the complex conjugate of the Fourier transformed signal S(ω) that we are trying to
detect. The filter defined by Eq. A.20 is thus the best LTI filter for detecting a known signal
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in the presence of noise. If the noise n(t) is a Gaussian random process then this filter is an
absolute optimum, producing an SNR of:
(
S
N
)
t0
=
2
N0
1
2pi
∫ ∞
−∞
|S(ω)|2 dω (A.21)
since the power spectral density of a Gaussian random noise process is N02 . The filter of
Eq. A.20 has a very simple and intuitive meaning: since the transfer function of the filter is
proportional to the amplitude spectrum of the signal we are trying to detect, this means that
the filter attempts to only ‘pass through’ the frequencies which are present in the signal [171].
This leads us finally to the matched filter. For simplicity, let us consider white noise such
that Eq. A.20 simplifies to:
H(ω) = e−jωt0S∗(ω) (A.22)
Since the signal s(t) is real, S∗(ω) = S(−ω), and we can write the signal output after filtering
(Eq. A.11) as:
ys(t) =
1
2pi
∫ ∞
−∞
e−jωt0S(−ω)S(ω)ejωtdω (A.23)
=
1
2pi
∫ ∞
−∞
S(−ω)S(ω)ejω(t−t0)dω (A.24)
using the Fourier transform of Eq. A.7, we can manipulate the equation as follows:
ys(t) =
1
2pi
∫ ∞
−∞
S(−ω)ejω(t−t0)
[∫ ∞
−∞
s(t′)e−jωt
′
dt′
]
dω (A.25)
=
∫ ∞
−∞
S(−ω)ejω(t−t0)
[
1
2pi
∫ ∞
−∞
s(t′)e−jωt
′
dt′
]
dω (A.26)
swapping the order of integration:
ys(t) =
∫ ∞
−∞
s(t′)
[
1
2pi
∫ ∞
−∞
S(−ω)e−jωt′ejω(t−t0)dω
]
dt′ (A.27)
=
∫ ∞
−∞
s(t′)
[
1
2pi
∫ ∞
−∞
S(−ω)e−jω(t′−t+t0)dω
]
dt′ (A.28)
and using the inverse Fourier transform of Eq. A.6 and the time-reversal property:
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ys(t) =
∫ ∞
−∞
s(t′)s(t′ − t+ t0)dt′ (A.29)
Finally, we can use a change of variables to get:
ys(τ) =
∫ ∞
−∞
s(t′)s(t′ − τ)dt′ (A.30)
where τ = t− t0 (A.31)
Recall that for a real, continuous-time signal, its autocorrelation is given by:
Rss(τ) =
∫ ∞
−∞
s(t)s(t− τ)dt (A.32)
Comparing Eqs. A.32 and A.30, it is readily apparent that:
ys(t) = Rss(t− t0) (A.33)
Interestingly, the matched filter simply acts as a correlator whose output at time t0 is Rss(t−
t0) = Rss(0) =
∫∞
−∞ s
2(t)dt = E (i.e. the autocorrelation function delayed to have a maximum
peak at time t0). In the presence of noise n(t) in our measurement x(t), the matched filter
acts as:
y(t) =
∫ ∞
−∞
x(τ )s(τ − t)dτ = x(t) ∗ s(−t) (A.34)
So we see that the matched filter simply acts as a cross-correlation between the known (broad-
cast) signal s(t) and the measurement x(t), and it will peak at the time in the measurement
at which the known signal occurs. This is equivalent to a convolution of the measurement
against a time-reversed (and conjugated if s(t) is complex) version of the known signal s(t).
For simplicity, the ‘canonical’ matched filter is set so that t0 = 0, resulting in a transfer
function from Eq. A.22 of H(ω) = S∗(ω). The matched filter output in the frequency domain
is thus:
Y (ω) = X(ω)S∗(ω) (A.35)
Finally, for practical purposes, the matched filter for a discrete, digitized signal is given by:
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y[n] =
∞∑
k=−∞
x[k]s[k − n] (A.36)
Again, this calculation is more easily computed by taking the DFT of the measurement and
known signal and multiplying in the frequency domain:
y[n] = x[n] ∗ s[−n] ⇔ Y [ω] = X[ω]S∗[ω] (A.37)
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