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Abstract
Analysing statistical properties of the normal forms of random braids, we
observe that, except for an initial and a final region whose lengths are
uniformly bounded (that is, the bound is independent of the length of the
braid), the distributions of the factors of the normal form of sufficiently
long random braids depend neither on the position in the normal form nor
on the lengths of the random braids. Moreover, when multiplying a braid
on the right, the expected number of factors in its normal form that are
modified, called the expected penetration distance, is uniformly bounded.
We explain these observations by analysing the growth rates of two
regular languages associated to normal forms of elements of Garside groups,
respectively to the modification of a normal form by right multiplication.
A universal bound on the expected penetration distance in a Garside
group yields in particular an algorithm for computing normal forms that
has linear expected running time.
1 Introduction
Explicit computations play an increasingly important role in most areas of
algebra; the study of braids is no exception. In many situations, computations
with braids involve choosing braids at random: Some algorithms explicitly require
a random braid to be generated; this is the case, for instance, in cryptographic
protocols based on the braid group [AAG99, KLC+00]. At other times, a large
collection of typical examples is to be generated; this is usually the case in
computational experiments supporting theoretical research.
As Bn, the group of braids on n strands, is infinite, choosing braids at random
is not a trivial task. There are various natural ways of choosing elements of Bn
at random, and different approaches will yield different probability distributions
on Bn. For both, computational experiments and applications (especially applic-
ations in cryptography), it is important to understand the statistical probabilities
of samples of random elements generated using a particular method.
We consider in the following the braid monoid B+n defined by the presentation
(1) B+n =
〈
σ1, σ2, . . . , σn−1
∣∣∣∣∣ σiσj = σjσi (1 6 i < j < n)σiσi+1σi = σi+1σiσi+1 (1 6 i < n− 1)
〉+
,
∗Both authors acknowledge support under Australian Research Council’s Discovery Projects
funding scheme (project number DP1094072).
†Volker Gebhardt acknowledges support under the Spanish Project MTM2010-19355.
1
ar
X
iv
:1
30
2.
66
76
v3
  [
ma
th.
GR
]  
23
 Se
p 2
01
3
which follows Artin’s presentaion for the braid group [Art47]. As the relations
of B+n are homogeneous, the number of generators occurring in any expression
of x ∈ B+n is well-defined; we call this number the length |x| of x. We can then
fix a non-negative integer k and generate an element x ∈ B+n of length k. More
specifically, there are two possibilities:
(A) For i = 1, 2, . . . , k independently choose ai ∈ A = {σ1, σ2, . . . , σn−1} with
a uniform probability distribution on A, or equivalently, consider the set
A∗|k of all words of length k over the alphabet A, and choose an element
of A∗|k at random with a uniform probability distribution on this set.
(B) Consider the set B+n |k = {x ∈ B+n : |x| = k} and choose an element of
B+n |k at random with a uniform probability distribution on this set.
We will refer to (A) as generating uniformly random words, and to (B) as
generating uniformly random braids. We will write Wordk, respectively URBk,
for the corresponding probability measures on B+n . Since the number of different
words in A∗|k that represent the same element x of B+n |k depends on x, generating
uniformly random words results in a distribution of braids which is very far from
being uniform on B+n |k. Generating uniformly random braids is not easy; an
algorithm whose time- and space-complexities are polynomial in both n and k
was given in [GGM13].
In this paper we analyse the generation of uniformly random braids and the
generation of uniformly random words regarding some properties of the generated
samples of braids. The Garside normal form defines a canonical way of expressing
a braid as a sequence of permutations, so a probability distribution on the braid
group induces a sequence of probability distributions on the symmetric group.
We are particularly interested in how the resulting distributions on the symmetric
group depend on the position in this sequence.
The structure of the paper is as follows: Section 2 recalls the Garside normal
form; experts may skip this section. Section 3 contains our analysis of the normal
forms of random braids. In Section 3.1 we observe that there is a “stabilisation”
occurring in the normal forms of long random braids in the sense that for
sufficiently long braids the distributions on the symmetric group induced by the
factors of the normal form depend neither on the position in the normal form
nor on the lengths of the random braids, except for an initial and a final region
whose lengths are uniformly bounded. In Section 3.2, we give an explanation for
this stabilisation phenomenon by demonstrating that the expected number of
factors of the normal form of a braid that are modified when multiplying the
braid on the right is uniformly bounded. Finally, in Section 4, we extend our
analysis to general Garside groups and establish a criterion for deciding whether
phenomena similar to the ones described above occur in a given Garside group.
2 Background
This section contains a brief summary of the main notions referred to in the
paper. Specifically, we will recall Garside monoids and the Garside normal form.
For details and proofs we refer to [ECH+92, Deh02].
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In a cancellative monoid M with unit 1, we can define the prefix partial order:
For x, y ∈M , we say x 4 y if there exists c ∈M such that xc = y. Similarly, we
define the suffix partial order by saying that x < y if there exists c ∈M such
that x = cy. We call s ∈M an atom, if s = ab (with a, b ∈M) implies a = 1 or
b = 1. We write A for the set of atoms of M .
A cancellative monoid M is called a Garside monoid of spherical type, if it is
a lattice (that is, least common multiples and greatest common divisors exist
and are unique) with respect to 4 and with respect to <, if there are no strict
infinite descending chains with respect to either 4 or <, and if there exists an
element ∆ ∈ M , such that D = {s ∈ M | s 4 ∆} = {s ∈ M | ∆ < s} is finite
and generates M . In this case, we call ∆ a Garside element, the elements of D
the simple elements (with respect to ∆) and the elements of D◦ = D \ {1,∆}
the proper simple elements (with respect to ∆). Moreover, we denote the 4-gcd
and the 4-lcm of x, y ∈M by x ∧ y respectively x ∨ y. It follows that, for s ∈ D,
there exists a unique element ∂s ∈ D such that s ∂s = ∆.
We assume for the rest of this section that M is a Garside monoid of spherical
type. Since D generates M , every element x ∈ M can be written in the form
x = x1x2 · · ·xm with x1, x2, . . . , xm ∈ D. The representation as a product of
this form can be made unique by requiring that each simple factor is non-trivial
and maximal with respect to 4. More precisely, we say that x = x1x2 · · ·xm is
in (left) (Garside) normal form, if xm 6= 1 and if xi = ∆ ∧ (xixi+1 · · ·xm) for
i = 1, 2, . . . ,m. Equivalently, we can require
(2) xm 6= 1 and ∂xi ∧ xi+1 = 1 for i = 1, 2, . . . ,m− 1 .
If a word is in normal form then all occurrences of ∆ must be at the start,
hence the normal form of x is of the form ∆kx1x2 · · ·xl where xi ∈ D◦. We say
that inf(x) = k is the infimum of x, cl(x) = l is the canonical length of x, and
sup(x) = k + l is the supremum of x.
As M satisfies the Ore conditions, it embeds into its quotient group Q(M).
Conjugation by ∆ gives a bijection τ :D → D and, as D is finite, this implies
that some power of ∆ is central. Hence, for every element x of Q(M) there exists
an integer k such that ∆kx lies in M , and so we can extend the normal form to
the quotient group Q(M).
Of particular interest to us in Section 3 will be the maps projecting onto the i-th
non-∆ factor from the left, respectively from the right, of the normal form. If
∆kx1x2 · · ·xl is in normal form, we define
λi(x) =
{
xi for i = 1, 2, . . . , l
1 otherwise
and ρi(x) =
{
xl+1−i for i = 1, 2, . . . , l
1 otherwise
.
Classical Garside structure for the braid group
The braid monoid B+n defined by the presentation (1) is a Garside monoid of
spherical type whose quotient group is the braid group Bn on n strands. It was
in the context of the braid monoid that the left normal form was first used by
Garside[Gar69] to solve the word and conjugacy problems in the braid group.
The monoid B+n is also referred to as the classical Garside monoid for Bn. The
atoms of B+n are the generators σ1, σ2, . . . , σn−1, and the Garside element ∆ of
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B+n is the so-called half-twist, the positive braid in which any two strands cross
exactly once. The simple braids are exactly those positive braids in which any
two strands cross at most once. In particular, a simple braid is characterised by
the permutation which it induces on the strands, whence the set D is in bijection
to the symmetric group Sn.
Given x ∈ B+n , we define the starting set of x as S(x) = {a ∈ A : a 4 x} and
the finishing set of x as F (x) = {a ∈ A : x < a}.
We remark that, as an element x ∈ B+n is simple if and only if it is square-free,
that is, if and only if it cannot be written as x = ua2v with u, v ∈ B+n and
a ∈ A, the conditions characterising normal forms can be expressed in terms
of starting and finishing sets: For any x ∈ D, we have F (x) ∩ S(∂x) = ∅ and
F (x)∪S(∂x) = A [Cha95, Lemma 4.2]. For u, v ∈ D, one therefore has ∂u∧v = 1
if and only if S(v) ⊆ A \ S(∂u) = F (u).
3 Normal form
In this section we will investigate the normal form of random elements. For
our experiments, we constructed and analysed samples of 9999 elements of
B+n for each combination of number of strands n ∈ {5, 10, 15, 20, 25, 30} and
word length k ∈ {4, 8, 12, 16, 24, 32, 48, 64, 96, 128, 192, 256, 512, 1024, 2048} for
both uniformly random words and uniformly random braids. For uniformly
random words we also analysed samples with a word length of 4096. The samples
of uniformly random braids were constructed using an implementation of the
algorithm described in [GGM13] by the first author; the rest of the computations
were done using a development version of Magma [BCP97] V2.19.
Using these samples we will investigate the distribution of simple factors along
the normal form of the elements, that is, we will look at how the induced
probability measures λi∗(Wordk), λi∗(URBk), ρi∗(Wordk) and ρi∗(URBk) on the
set of simple elements vary with i. This will lead us to investigate how the
normal form changes when an element is multiplied by an atom.
3.1 Stable region
The fact that there are a large number of simple elements makes it impractical
to look directly at the distribution at each position of the normal form. So, we
will use several invariants instead, namely the word length and the starting and
finishing sets, to indirectly probe these distributions.
Word length
Figure 1 shows how the mean factor length varies along the word. We observe
that, provided the word is long enough, the word can be divided into three regions:
An initial region where the word length of the factors is rapidly decreasing; a
stable region where the word length is constant; and a terminal region where it
drops to zero. Moreover, the shape and size of this initial region is independent
of the word length. The same structure occurs for the samples not shown here.
The variation in the canonical length within each sample has “smeared out” the
terminal region, causing it to grow in size as the word length increases. If we
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Figure 1: Mean factor length.
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Figure 2: Mean factor length inside stable region.
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were to draw right justified plots, that is, if the x-axis was the distance from the
end, then you would see that, like the initial regions, the terminal regions have a
constant size and shape for sufficiently long words.
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Figure 3: Distribution of factor lengths in the stable region for n = 30.
Figure 2 shows how the mean factor length inside the stable region depends on n
for both uniformly random words and uniformly random braids, and Figure 3
shows the distributions of factor lengths in the stable region for n = 30 for both
uniformly random words and uniformly random braids.
For uniformly random words, the observed mean factor lengths are consistent
with a linear function in n (the best fit of a model of the form nc is obtained
for c ≈ 0.9952), whereas for uniformly random braids the mean factor length
grows much more slowly; the best fit of a model of the form nc is obtained for
c ≈ 0.4494.
The data indicates that normal forms of uniformly random words are much
more “densely packed” (in the sense that each simple factor on average contains
more crossings) than those of uniformly random braids, and that this difference
becomes more pronounced with increasing n. This is consistent with the fact that
the distribution of braids obtained by choosing uniformly random words is biassed
towards multiples of the Garside elements of standard parabolic subgroups, that
is, the lcms of subsets of A [GGM13]. Such lcms have the maximal number of
representing words, as they can be rewritten using all braid relations between
the generators involved. On the other hand, these lcms also have the maximal
possible word length of all simple elements in the standard parabolic subgroups,
that is, they yield the densest possible packing of the involved generators into
simple factors.
Starting and finishing sets
Figure 4 shows, for a given generator, the relative frequency with which that
generator lies in the starting set for each canonical factor. To avoid the problem
with the variation in canonical length smearing out the end of the words we have
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Figure 4: Relative frequency of a generator being in the starting set for n = 30
and word length = 2048.
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Figure 5: Relative frequency of a generator being in the starting and finishing
set in the stable region for n = 30.
7
drawn a left justified plot for the beginning and a right justified plot for the end
of the word. The plots not shown here for different values of n, different word
lengths, different generators and for the finishing sets all have a similar shape. As
we saw for the mean factor length, there is an initial region, a stable region and
a terminal region. In Figure 4 for uniformly random braids and generator σ15
there is a local minimum around the 10th factor. Nevertheless, the size and
shape of the initial, and terminal, regions remains fixed once the word length is
sufficiently long. Furthermore, the sizes of these regions are consistent with the
sizes observed for the mean factor length.
One clear difference between uniformly random words and uniformly random
braids lies in the frequency with which individual generators occur in the starting
and finishing sets; see Figure 5. For uniformly random words the frequency
is mostly independent of the generator, except for generators “at the edges of
the braid” (that is, generators σi with i close to 1 or n− 1) which occur more
frequently. For uniformly random braids, on the other hand, the frequency varies
very strongly between generators, with generators at the edges (σ1 and σn−1)
occurring very rarely and the frequency continuously increasing towards the
middle and generators σi with i ≈ n2 occurring most frequently.
Combining mean word length and starting / finishing set frequencies
Given a sample of random braids, we consider the mean factor length and the
relative frequency of each generator being in the starting set, respectively in the
finishing set, as functions f of the position p in the non-∆ factors of the normal
form.
For each of these functions f , we identify the interval [p1, p2] that minimises the
ratio |f([p1,p2])||[p1,p2]| , where, for S ⊆ R, we define |S| = max(S)−min(S). (Intuitively,
this procedure locates the “most horizontal part” of the graph of f .) We then fit
a linear model f˜ to f |[p1,p2] and accept the interval [p1, p2] as stable region for f
if |f˜([p1, p2])| < 0.1 · |f([p1, p2])|; otherwise we consider the stable region for f as
empty. (Intuitively, this procedure ensures that the trend in the restriction of f
to the interval [p1, p2] is small compared to the statistical fluctuations of f on
the interval.)
The stable region of the sample is taken to be the intersection of the stable
regions for all the functions.
Figure 6 and Figure 7 show the start of the stable region, determined as described
above, as a function of n and the word length for both uniformly random words
and uniformly random braids. The data shows that, for fixed n and a given
method of generating random braids, stable regions exist for sufficiently long
random braids, and that their starting positions do not depend on the word
length of the random braids.
Our observations thus lead us to make the following conjecture.
Conjecture 3.1 (Stable region). Consider the braid monoid B+n for any fixed
n ∈ N. For µk = Wordk, respectively µk = URBk, and for each i, the sequences of
probability measures λi∗(µk) and ρi∗(µk) on the set of simple elements converge
as k →∞. Moreover, there exists a probability measure Σ on the set of simple
8
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Figure 6: Start of stable region.
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elements and constants C and D such that one has
∀i > C λi∗(µk)→ Σ as k →∞
and
∀i > D ρi∗(µk)→ Σ as k →∞ .
3.2 Bounded expected penetration distance
We can view a uniformly random word as the result of a random process adding
one letter, chosen at random, at a time. The stable region conjecture suggests
that the change to the normal form when multiplying by an atom is unlikely to
penetrate into the stable region. This leads us to investigate how the normal
form of a random braid changes upon multiplication by an atom.
The normal form of a word wa, where w is in normal form and a is an atom,
can be calculated from the normal form of w by working through the word from
the right to the left, repeatedly applying the rewriting rule xy → (xm)(m−1y)
where m = ∂x ∧ y. If at any point we have m = 1 then we can stop. If we have
xm = ∆ then all the following rewrites will be of the form x∆→ ∆τ(x), that is,
consist of an application of the Garside automorphism; we will consider this a
trivial change.
Definition 3.2. For two braids x and y the penetration distance pd(x, y) for
the product xy is the number of simple factors at the end of the normal form
of x which undergo a non-trivial change in the normal form of the product:
pd(x, y) = cl(x)−max{i ∈ {0, . . . , cl(x)} : x∆− inf(x)∧∆i = xy∆− inf(xy)∧∆i} .
Using the same samples of uniformly random words and uniformly random braids
as before, we took each braid and calculated the penetration distances for its
product with each generator. The mean penetration distance for each sample is
shown in Figure 8. There are clear patterns here: the mean penetration distance
converges as the word length increases; the value of the mean penetration distance
increases with n; and it is significantly larger for uniformly random braids than
it is for uniformly random words.
Conjecture 3.3 (Uniformly bounded expected penetration distance). Consider
the braid monoid B+n for fixed n ∈ N, let µA be the uniform probability measure
on the set of atoms and, for k ∈ N, let µk ∈ {Wordk,URBk}. Then there exists
C such that for all k ∈ N, we have
Eµk×µA [pd] < C .
Corollary 3.4. There exists an algorithm to compute the normal form of a
braid that has linear expected running time.
Proof. Consider Algorithm 1 for computing the left normal form of a word. The
first loop is similar to the usual algorithm [ECH+92, Ch. 9] except that: we
increment a counter I each time a ∆ is created, this will be the infimum of
the normal form; we add a power of ∆ before each simple element, these are
10
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stored as exponents lm modulo c, where ∆
c is the central power of ∆; and the
inner loop stops as soon as a new ∆ is created. We then add an additional pass,
working backwards along the word, to push all the ∆s to the front.
This algorithm has an invariant: the equality x = ∆
I−∑
m
l˜m
∆l˜1s1∆
l˜2s2 · · ·∆l˜rsr
in Bn, where the l˜m ∈ Z is a representative of lm for m = 1, 2, . . . , r, remains
true after each line has been completed. Moreover, lm = 0 holds for m = i, . . . , r
at any time.
As the lm are elements of Z/cZ, the operation of “pushing” the occurrences of ∆
over a simple element in lines 7, 13 and 32 has bounded running time.
The inner loop in line 9 pushes the change triggered by multiplication by some xl
through the normal form of x1x2 · · ·xl−1, so the body of the loop will be executed
pd(x1x2 · · ·xl−1, xl) times. Hence, by Conjecture 3.3, this loop is expected to
take a constant amount of time. The two outer loops have at most k iterations
with each iteration taking constant expected time, hence the whole algorithm
has linear expected running time.
Figure 9 shows the mean penetration distance of each generator for n = 30
and a word length of 2048. A similar shape can be seen for the other values
of n. We see that not only is the mean penetration distance longer for uniformly
random braids, but also the ratio of longest to shortest is significantly larger:
For uniformly random words the ratio is less than 2, but for uniformly random
braids it is greater than 10.
Figure 10 shows the distribution of penetration distances observed in our sample
for n = 30 and a word length of 2048. To understand the spike at pd = 1,
consider a braid x = s1s2 · · · sk in normal form. Multiplication of x on the right
by a generator σi will modify the last factor sk if and only if σi /∈ F (sk). In
contrast, in order for a modification of sj by a generator σi /∈ F (sj) to trigger
a modification of sj−1, two conditions must be met: Firstly, one must have
S(sjσi) ) S(sj), that is, a new generator, say σm, must appear in the starting
set S(sjσi). (It can be shown that this happens if and only if the permutation pi
describing sk satisfies pi
−1(i + 1) = pi−1(i) + 1 = m + 1.) Secondly, the new
generator must be able to modify sj−1, that is, σm /∈ F (sj−1) must hold; this
is the analogue of the condition for the case of the last factor sk. The former
condition, however, is absent in the case of the last factor sk, whence the counts
for pd = 1 are higher, and those for pd = 0 lower, than what would be expected
for a “smooth” distribution.
4 Garside monoids
Clearly the stable region conjecture and the bounded expected penetration
distance conjecture make sense in any Garside monoid and for different sequences
of probability measures. We will give an example of a Garside monoid T1 where
the penetration distance is bounded, in other words there exists a constant C
such that for any element x and any atom a we have pd(x, a) < C. This stronger
condition implies that both the bounded penetration distance conjecture and
the stable region conjecture hold for T1. We will then go on to give a method
to establish whether a variant of the bounded penetration distance conjecture
holds within a given Garside monoid.
12
Algorithm 1 Calculate the normal form of a word x = x1x2 · · ·xk
Input: x1, x2, . . . , xk where each xi ∈ A
Output: The left normal form ∆Is1s2 · · · sr of x1x2 · · ·xk
1: l1, l2, . . . , lk ← 0 ∈ Z/cZ; I ← 0 ∈ Z; sj ← xj for j = 1, 2, . . . , k;
i← 1; r ← k
2: while i < r do
3: if ∂si ∧ si+1 6= 1 then
4: m← ∂si ∧ si+1; si ← sim; si+1 ← m−1si+1
5: j ← i
6: if j > 1 then
7: sj−1 ← τ lj (sj−1); lj−1 ← lj−1 + lj ; lj ← 0
8: end if
9: while sj 6= ∆ and j > 1 and ∂sj−1 ∧ sj 6= 1 do
10: m← ∂sj−1 ∧ sj ; sj−1 ← sj−1m; sj ← m−1sj
11: j ← j − 1
12: if j > 1 then
13: sj−1 ← τ lj (sj−1); lj−1 ← lj−1 + lj ; lj ← 0
14: end if
15: end while
16: if sj = ∆ then
17: lj+1 ← lj + lj+1 + 1; I ← I + 1;
Delete sj and lj , moving the following terms forward and decreasing
r by 1.
18: if i > 1 then
19: i← i− 1
20: end if
21: end if
22: if si+1 = 1 then
23: Delete si+1 and li+1, moving the following terms forward and decreas-
ing r by 1.
24: else
25: i← i+ 1
26: end if
27: else
28: i← i+ 1
29: end if
30: end while
31: for j = r to 2 do
32: sj−1 ← τ lj (sj−1); lj−1 ← lj−1 + lj ; lj ← 0
33: end for
13
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Figure 10: Distribution of penetration distances for n = 30 and word length
= 2048.
4.1 A small Garside monoid
Let T1 be the Garside monoid given by the presentation
T1 = 〈A,B | ABA = BB〉+ .
Its quotient group is isomorphic to the braid group on three strands, but this
monoid is distinct from both the classical and the dual Garside monoids [Deh02].
The Garside element is BBB and there are eight simple elements. Figure 11
shows the structure of the prefix partial order on the simple elements. Figure 12
shows the matrix where the entry (x, y) is 1 if ∂x∧ y = 1 and 0 otherwise. From
this matrix one can easily read off which pairs of simple elements are in left
normal form.
Proposition 4.1. For any element x ∈ T1 and any atom a ∈ {A,B} we have
pd(x, a) < 3 .
Proof. First consider the atom A and look at how the change upon multiplication
by A can penetrate through possible suffixes of the left normal form of x.
If we look at sA for each simple element suffix s we see that there are three
suffixes with canonical length one that have non-zero penetration distance:
s A B AB BA BB BAB
Normal form of sA AA BA BB BAA BBA ∆
pd(s,A) 0 1 1 0 0 1
So for a suffix s with canonical length two to have a penetration distance greater
than one the last factor cannot be A, BA, or BB. We can also rule out BAB as
in this case a ∆ is created, which cannot affect any earlier factors. Figure 12
indicates which pairs of simple elements can be adjacent in a left normal form;
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BBB
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OO
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Figure 11: Hasse diagram
for the prefix partial order
on the simple elements.
A B AB BA BB BAB
A 1 0 1 0 0 0
B 0 0 0 0 0 0
AB 0 1 0 1 0 1
BA 1 0 1 0 0 0
BB 1 0 1 0 0 0
BAB 0 1 0 1 0 1
Figure 12: The entry (a, b) is 1 if ∂a ∧ b = 1
and 0 otherwise.
using this information, we can easily produce a list of possible suffixes:
s AB B BABB AAB BAAB BBAB
N.F. of sA ABBA BABBA ABB BABB ∆B
pd(s,A) 1 1 2 2 2
So for suffixes with canonical length three there are only two possibilities for the
last two factors where the penetration distance could be greater than two: AAB
and BAAB. This gives the following list of possible suffixes:
s AAAB BAAAB BBAAB ABBAAB BABBAAB
N.F. of sA AABB BAABB BBABB ABBABB BABBABB
pd(s,A) 2 2 2 2 2
Hence pd(x,A) cannot be greater than two.
We will now follow the same procedure for the atom B.
If we look at each simple element we see that there are four possible suffixes
with canonical length one that have non-zero penetration distance:
s A B AB BA BB BAB
N.F. of sB AB BB ABB BAB ∆ BABB
pd(s,A) 1 1 0 1 1 0
So for a suffix with canonical length two to have a penetration distance greater
than one the last factor cannot be AB, or BAB. We can also rule out BB as a ∆
is produced. This gives the following list of possible suffixes:
s AA BAA BBA ABB BABB ABBA BABBA
N.F. of sB AAB BAAB BBAB ∆A ∆BA ABBAB BABBAB
pd(s,A) 1 1 1 2 2 1 1
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All words with a penetration distance of two create a ∆ so any preceding factors
would not be affected. Hence pd(x,B) cannot be greater than two.
Remark Since the Garside element ∆ is central, any changes to the normal
form when multiplying by an atom are limited to a fixed number of simple factors
at the end of the word. This means that the normal form can be computed in a
single pass with a finite state transducer (an automaton with output) which is
augmented with an integer counter to count each occurrence of ∆.
4.2 Penetration sequences
In the proof of Proposition 4.1 we considered sequences of simple elements in
normal form and how the change penetrated through them when we multiplied
by an atom. We can formalise this idea as follows. For the rest of this section,
let G+ be a Garside monoid with Garside element ∆.
Definition 4.2. A word (sk,mk) · · · (s2,m2)(s1,m1) ∈
(D◦×D◦)∗ is a penetra-
tion sequence if, for all i, the following hold:
m1 4 ∂s1(3)
i < k =⇒ simi 6= ∆(4)
i < k =⇒ ∂si+1 ∧ si = 1(5)
i < k =⇒ mi+1 = ∂si+1 ∧ simi .(6)
Let PSeqk denote the set of all penetration sequences of length k.
For a penetration sequence, condition (5) ensures that sk · · · s2s1 is in normal
form. If we consider how this normal form changes once we multiply sk · · · s2s1
by m1, then conditions (3) and (6) mean that m1 moves into s1 and, for i < k,
mi+1 is the simple factor that moves out of si into si+1; in particular, one has
mi 4 ∂si for i = 1, 2, . . . , k.
We are only interested in the canonical factors of the word and not the initial
power of ∆. Also, we are only interested in the region where there is non-trivial
movement between the factors. So we restrict to proper simple elements.
We only allow a ∆ to be created at the very start of the sequence, as otherwise
the initial terms just correspond to conjugating by ∆ which we consider a trivial
change; hence condition (4).
For an element x ∈ G+ and a simple element s ∈ D we will say that a penetration
sequence (sk,mk) · · · (s2,m2)(s1,m1) is a penetration sequence for xs if sk · · · s2s1
is a suffix of the normal form of x, and m1 = ∂s1 ∧ s. The penetration distance
for the product xs equals the length of the longest penetration sequence for xs.
Let
G+(k) :=
{
x ∈ G+ : cl(x) = k, inf(x) = 0} .
Proposition 4.3. There exist constants α, β, p, q > 0 such that
|PSeqk| ∈ Θ(kpαk) and |G+(k)| ∈ Θ(kqβk).
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Moreover, one has
α = lim
k→∞
|PSeqk|1/k and β = lim
k→∞
|G+(k)|1/k ,
that is, the constants α and β are the exponential growth rates of |PSeqk| and
|G+(k)|, respectively.
Proof. Since a word in
(D◦×D◦)∗ is a penetration sequence if each consecutive
pair of letters satisfy conditions (3)–(6), we have that PSeq∗ =
⋃
k PSeqk
is a regular language. Similarly, G+(∗) =
⋃
kG
+
(k) is also a regular language.
Furthermore, these languages are factorial, that is any subword of a word in
the language remains within the language. The claim then follows by [Shu08,
Corollary 4].
For the rest of this section, let α, β, p and q as in Proposition 4.3.
Corollary 4.4. One has either α < β, or α = β and p 6 q.
Proof. The map ι : PSeq∗ → G+(∗) ×D
◦
defined by
ι : (sk,mk) · · · (s2,m2)(s1,m1) 7→ (sk · · · s2s1,m1)
gives an embedding of PSeqk in G
+
(k) ×D
◦
for every k. In particular, one has
|PSeqk| ∈ O(|G+(k)|) which implies the claim by Proposition 4.3.
Corollary 4.5. The penetration distance is bounded (that is, there exists a
constant C such that pd(x, s) < C holds for all x ∈ G+ and all s ∈ D) if and
only if α = 0.
Proof. The penetration distance is bounded if and only if |PSeqk| = 0 for
sufficiently large k, which is equivalent to α = 0 by Proposition 4.3.
Example 4.6. Consider the Artin group of type I2(p), denoting the classical
Garside monoid [BS72] by I2(p) and the dual Garside monoid [Bes03] by i2(p).
Figure 13 shows the lattices of the simple elements with respect to 4.
First consider I2(p). Note that the starting set of an element s ∈ D◦ consists of a
single atom. Let s1, s2 ∈ D◦, where s2 is the product of ` atoms. It is obvious
from the Hasse diagram that ∂s2 ∧ s1 = 1 holds if and only if either ` is even and
S(s1) = S(s2), or ` is odd and S(s1) = A \ S(s2). Hence, one has |G+(0)| = 1 and
|G+(k)| = 2(p− 1)k for k > 0. Moreover, one has
∣∣{m1 ∈ D◦ : s1m1 4 ∆}∣∣ = p− `.
Summing over all possibilities for s1 yields |PSeq1| = 2
∑p−1
`=1 (p− `) = p(p− 1).
|PSeq0| = 1 holds trivially. Finally, if ∂s2 ∧ s1 = 1 and ∆ 64 s1m1 hold, then
one has ∂s2 ∧ (s1m1) = 1, whence one has |PSeqk| = 0 for k > 1. We thus
obtain α = 0, β = p− 1,
∞∑
k=0
|PSeqk|zk = p(p− 1)z + 1 and
∞∑
k=0
|G+(k)|zk =
−(p− 1)z − 1
(p− 1)z − 1 .
Now consider i2(p). We have D◦ = {c1, c2, . . . , cp}. Moreover, cicj is simple if and
only if j = i+ 1 modulo p, and ∂ci ∧ cj = 1 otherwise. This immediately yields
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Figure 13: Hasse diagrams for the Garside monoids I2(p) and i2(p).
|G+(0)| = 1, |G+(1)| = p and |G+(k)| = p(p− 1)k−1 for k > 1, as well as |PSeq0| = 1,
|PSeq1| = p and |PSeqk| = 0 for k > 1. We thus obtain α = 0, β = p− 1,
∞∑
k=0
|PSeqk|zk = pz + 1 and
∞∑
k=0
|G+(k)|zk =
−z − 1
(p− 1)z − 1 .
In particular, the Garside monoids I2(p) and i2(p) have bounded penetration
distance by Corollary 4.5.
Even if there is no strict bound on the penetration distance pd(x, s) for a given
Garside monoid, it is natural to ask whether the expected value of the penetration
distance is uniformly bounded in the sense of Conjecture 3.3 for a particular
distribution of x and s. The following theorem gives a sufficient condition for
this to be the case for natural distributions of x and s.
Theorem 4.7. Let νk be the uniform probability measure on G
+
(k). If α < β
then the expected value Eνk×µA [pd] of the penetration distance with respect to
νk × µA is uniformly bounded (that is, the bound does not depend on k).
Proof. If α < 1 then, as |PSeqk| only takes integer values, we have that |PSeqk|
is eventually 0 and hence the penetration distance is bounded. So we may assume
that α > 1.
Let
Xi,k :=
{
(x, a) ∈ G+(k) ×A : pd(x, a) = i
}
,
whence
Eνk×µA [pd] =
k∑
i=0
i
|Xi,k|
|G+(k)| · |A|
.
Given (x, a) ∈ Xi,k with i > 0, let (sl,ml) · · · (s2,m2)(s1,m1) be a maximal
penetration sequence for xa. From the definition of Xi,k we have that l = i and,
as a is an atom, m1 = a. The simple factors si, . . . , s2, s1 are the final i factors
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of the normal form of x, so x = x′si · · · s2s1 for some x′ ∈ G+(k−i). This gives an
injective map Xi,k ↪→ G+(k−i) ×PSeqi, therefore we have
(7) |Xi,k| 6 |G+(k−i)| · |PSeqi| .
By Proposition 4.3, there exist C and K such that for all k > K we have
|PSeqk| 6 Ckpαk and
1
C
kqβk 6 |G+(k)| 6 Ckqβk .
For k − i > K we thus have
(8)
|G+(k−i)| · |PSeqi|
|G+(k)|
6 C3 (k − i)
qβk−i ipαi
kqβk
6 C3 ip
(
α
β
)i
.
For k − i 6 K and k > 2K we have i > K and thus
|G+(k−i)| · |PSeqi|
|G+(k)|
6 D|PSeqi||G+(k)|
6 C2D i
pαi
kqβk
6 C2Dkp−q
(
α
β
)k
,(9)
where D is the largest value of |G+(j)| for j ∈ {1, 2, . . . ,K}.
By making use of (7) and splitting the sum into two parts we obtain
Eνk×µA [pd] 6
k−K−1∑
i=1
i
|G+(k−i)| · |PSeqi|
|G+(k)| · |A|︸ ︷︷ ︸
Sk
+
k∑
i=k−K
i
|G+(k−i)| · |PSeqi|
|G+(k)| · |A|︸ ︷︷ ︸
Tk
.
By (8), k > K implies
Sk <
C3
|A|
k−K−1∑
i=0
ip+1
(
α
β
)i
,
and thus Sk converges as k →∞ if α < β.
By (9), k > 2K implies
Tk <
C2D
|A|
k∑
i=k−K
ikp−q
(
α
β
)k
<
C2D(K + 1)kp−q+1
|A|
(
α
β
)k
,
and thus Tk converges as k →∞ if α < β.
Hence, if α < β then Eνk×µA [pd] is eventually bounded by a convergent sequence
and so is bounded uniformly in k.
The regular language G+(∗) ⊂ (D
◦
)∗ is accepted by a deterministic finite auto-
maton Γ defined as follows: The set of states is VΓ = {1Γ} ∪ D◦, where 1Γ is the
initial state. The (partial) transition function µΓ : VΓ ×D◦ 7→ D◦ ⊂ VΓ is given
by
µΓ(1Γ, s1) = s1
µΓ(s2, s1) =
{
s1 if ∂s2 ∧ s1 = 1
⊥ otherwise
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for all s1, s2 ∈ D◦. All states are accept states.
In particular, |G+(k)| is the number of paths of length k in Γ that start at 1Γ.
Under an additional assumption on Γ, we can show that the condition from
Theorem 4.7 is necessary and sufficient for the expected penetration distance to
be uniformly bounded.
Theorem 4.8. Let νk be the uniform probability measure on G
+
(k). If Γ \ {1Γ}
is strongly connected and α = β holds, then the expected value Eνk×µA [pd] of the
penetration distance with respect to νk × µA satisfies limk→∞Eνk×µA [pd] =∞.
We prepare the proof of Theorem 4.8 with some auxiliary results.
For any integer k and any atom a ∈ A we define
PSeqak =
{
(sk,mk) · · · (s2,m2)(s1,m1) ∈ PSeqk : m1 = a
}
and
PSeqAk =
{
(sk,mk) · · · (s2,m2)(s1,m1) ∈ PSeqk : m1 ∈ A
}
=
⋃
a∈A
PSeqak .
Lemma 4.9. One has |PSeqAk | ∈ Θ(kpαk), and |PSeqak| ∈ O(kpαk) holds for
all a ∈ A. Moreover, there exists a ∈ A such that |PSeqak| ∈ Θ(kpαk) holds.
Proof. For w = (sr,mr) · · · (s1,m1) ∈ PSeq∗ let rev(w) = (s1,m1) · · · (sr,mr),
and for S ⊆ PSeq∗ let rev(S) = {rev(w) : w ∈ S}. The set rev(PSeqA∗ ) is a
regular language that is prefix-closed, whence there exist positive constants d
and γ, such that one has |PSeqAk | = |rev(PSeqAk )| ∈ Θ(kdγk) by [Shu08,
Corollary 4]. As PSeqAk ⊆ PSeqk holds, we have |PSeqAk | ∈ O(|PSeqk|) and
thus either γ < α or γ = α and d 6 p by Proposition 4.3.
Similarly, for every a ∈ A, there exist positive constants da and γa, such that
|PSeqak| = |rev(PSeqak)| ∈ Θ(kdaγ ka ) holds, and PSeqak ⊆ PSeqAk implies that
one has either γa < γ or γa = γ and da 6 d. Since PSeqAk =
⋃
a∈APSeq
a
k holds
and A is finite, we have γ = maxa∈A{γa} and d = max{da : a ∈ A, γa = γ}.
Hence, to complete the proof it is sufficient to prove |PSeqk| ∈ O(|PSeqAk |),
for this would yield γ = α and d = p with Proposition 4.3. To do this we will
construct an injective map φ :PSeqk → PSeqAk ×D2 as follows.
For each s ∈ D◦ we fix a representative ws ∈ A∗. Now suppose we are given
S = (sk,mk) · · · (s2,m2)(s1,m1) ∈ PSeqk. Let x = sk · · · s2s1. Using the repres-
entative wm1 = a1a2 · · · ar we construct a sequence of elements x1, x2, . . . , xr+1
by defining x1 = x and xj+1 = xjaj for j = 1, 2, . . . , r; in particular, xr+1 = xm1.
From xj 4 xj+1 we obtain sup(xj) 6 sup(xj+1) for j = 1, 2, . . . , r. On the other
hand, (3) yields xm1 4 sk · · · s2∆, and thus sup(xr+1) 6 k = sup(x1). Thus,
sup(xj) = k holds for j = 1, 2, . . . , r+1, so there exist s
(j)
1 , s
(j)
2 , . . . , s
(j)
k ∈ D\{1}
such that s
(j)
k · · · s(j)2 s(j)1 is the normal form of xj .
For j = 1, 2, . . . , r, let Tj = (s
(j)
lj
,m
(j)
lj
) · · · (s(j)2 ,m(j)2 )(s(j)1 ,m(j)1 ) ∈ PSeqAlj be
a maximal penetration sequence for xjaj . We have lj 6 sup(xj) = k, and
sup(xjaj) = sup(xj) = k implies aj 4 ∂s(j)1 , and thus lj > 0 and m
(j)
1 = aj .
As we have sk 6= skmk = s(r+1)k , we can now fix j ∈ {1, 2, . . . , r} minimal subject
to the condition s
(j+1)
k 6= sk. Assume lj < k holds. By minimality of j, we have
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s
(j)
k = sk 6= s(j+1)k , and thus ∂s(j)lj+1 ∧ s
(j)
lj
m
(j)
lj
6= 1. Maximality of Tj implies
s
(j)
lj
m
(j)
lj
= ∆, and thus
∆ 4 s(j)k−1 · · · s(j)2 s(j)1 m(j)1 = sk−1 · · · s2s1a1a2 · · · aj 4 sk−1 · · · s2s1m1 .
The latter implies ∆ 4 sk−1mk−1, in contradiction to (4). Thus, we have lj = k.
We can now define φ to be the map S 7→ (Tj , n1, n2) where n1 = a1a2 · · · aj−1
and n2 = aj+1aj+2 · · · ar.
As lj = k holds, the factors of Tj determine s
(j)
1 , s
(j)
2 , . . . , s
(j)
k , as well as m
(j)
1 .
Since m1 = n1m
(j)
1 n2 and sk · · · s2s1m1 = s(j)k · · · s(j)2 s(j)1 m(j)1 n2 hold, we can
recover S from Tj , n1 and n2, proving that the map φ is injective.
For s ∈ D◦ and k > 1 we define G+(k)(s) = G+(k) ∩
(D◦)∗s = {sk · · · s2s1 : s1 = s}.
Recall the automaton Γ with set of states VΓ = {1Γ} ∪ D◦ accepting the regular
language G+(∗). The elements of G
+
(k)(s) correspond to the paths of length k − 1
in Γ that start at s ∈ VΓ.
Lemma 4.10. If Γ \ {1Γ} is strongly connected, then |G+(k)(s)| ∈ Θ(kqβk) holds
for every s ∈ D◦.
Proof. For w = sr · · · s2s1 ∈ G+(∗) define rev(w) = s1s2 · · · sr, and for S ⊆ G+(∗)
let rev(S) = {rev(w) : w ∈ S}. For any s ∈ D◦, the set rev(G+(∗)(s)) is a regular
language that is prefix-closed. Thus, there exist positive constants ds and γs
such that one has |G+(k)(s)| = |rev(G+(k)(s))| ∈ Θ(kdsγ ks ) by [Shu08, Corollary 4].
Let s, t ∈ D◦. As Γ \ {1Γ} is strongly connected, there are u1, u2, . . . , ur ∈ D◦
satisfying u1 = s, ur = t and u1u2 · · ·ur ∈ G+(∗), and thus G+(k)(s)u2 · · ·ur ⊆
G+(k+r−1)(t). Hence, k
dsγks ∈ O((k + r − 1)dtγk+r−1t ) = O(kdtγkt ) holds, whence
one has either γs < γt or γs = γt and ds 6 ds. As s and t were arbitrary, there
are positive constants d and γ such that γs = γ and ds = d hold for all s ∈ D◦.
The claim then follows from Proposition 4.3, using G+(k) =
⋃
s∈D◦G
+
(k)(s).
Proof of Theorem 4.8. By Proposition 4.3, Lemma 4.9 and Lemma 4.10, and
using the finiteness of D◦, there exist a ∈ A and positive constants C and K
such that for any j > K one has |PSeqaj | > Cjpαj , |G+(j)| 6 1C jqβj and
|G+(j)(s)| > Cjqβj for all s ∈ D
◦
.
For k > 2K let i = dk2 e and Xk = {sk · · · s2s1 ∈ G+(k) : pd(sk · · · s2s1, a) > i}.
We define ρk : Xk → PSeqai by ρk(sk · · · s2s1) = (si,mi) · · · (s2,m2)(s1,m1),
where m1 = a 4 ∂s1 and m`+1 = ∂s`+1 ∧ s`m` 6= 1 for ` = 1, 2, . . . i − 1. For
any S = (si,mi) · · · (s2,m2)(s1,m1) ∈ PSeqai and T = sk · · · si ∈ G+(k−i+1)(si),
one obtains U = sk · · · s2s1 ∈ Xk with ρk(U) = S. As the map (S, T ) 7→ U is
obviously injective, one has |ρ−1k (S)| > |G+(k−i+1)(si)| > C(k − i + 1)qβk−i+1,
and thus |Xk| > |PSeqai | ·C(k − i+ 1)qβk−i+1 > C2ipαi(k − i+ 1)qβk−i+1. We
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then obtain, using α = β,
Eνk×µA [pd] =
1
|G+(k)| · |A|
∑
x ∈ G+(k)
a
′∈ A
pd(x, a′) > i · |Xk||G+(k)| · |A|
> C
3β
|A| · i
p+1 ·
(
k − i+ 1
k
)q
> C
3β
2p+q+1|A| · k
p+1 ,
proving limk→∞Eνk×µA [pd] =∞ as claimed.
4.3 Computing the exponential growth rates
Recall the automaton Γ accepting the regular language G+(∗) from the previous
section. We have G+(k) =
⋃
s∈D◦G
+
(k)(s) and the elements of G
+
(k)(s) correspond
to the paths of length k − 1 in Γ that start at s ∈ D◦. Hence, |G+(k)| is the sum
of all entries in the (k − 1)-st power of the adjacency matrix MΓ of Γ \ {1Γ}; the
latter is the matrix whose entries, for s1, s2 ∈ D◦, are given by
(MΓ)s2,s1 =
{
1 if ∂s2 ∧ s1 = 1
0 otherwise
.
Similarly, the regular language PSeq∗ ⊂ P∗, where P = {(s,m) ∈ D◦× D◦ :
sm 4 ∆} is accepted by a deterministic finite automaton Π defined as follows:
The set of states is VΠ = {1Π} ∪ P, where 1Π is the initial state. The (partial)
transition function µΠ : VΠ × P 7→ P ⊂ VΠ is given by
µΠ
(
1Π, (s1,m1)
)
= (s1,m1)
µΠ
(
(s2,m2), (s1,m1)
)
=

(s1,m1) if s1m1 6= ∆, ∂s2 ∧ s1 = 1,
and m2 = ∂s2 ∧ s1m1
⊥ otherwise
for all (s1,m1), (s2,m2) ∈ P. All states are accept states.
The number of strings of length k in PSeq∗, that is the number of paths of
length k in Π that start at 1Π, is the sum of all entries in the (k− 1)-st power of
the adjacency matrix MΠ of Π \ {1Π}; the latter is the matrix given by
(MΠ)(s2,m2)(s1,m1) =
{
1 if s1m1 6= ∆, ∂s2 ∧ s1 = 1, m2 = ∂s2 ∧ s1m1
0 otherwise
for (s1,m1), (s2,m2) ∈ P.
If M ∈ {MΠ,MΓ} and L is the language accepted by the respective automaton,
then we have |L0| = 1 and |Lk| = wMk−1v for k > 0, where v is the column
vector with all entries 1 and w is the row vector with all entries 1. Computing
the minimal polynomial of M and the initial terms of the sequence (|Lk|)k
allows us, in principle, to compute the generating function of L exactly. (The
exponential growth rate of L is then the reciprocal of the radius of convergence
of the generating function.) The results of applying this procedure to several
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different Garside monoids are listed in Table 1. Here T1 = 〈A,B | ABA = A2〉+
is the Garside monoid from Section 4.1 and T2 = 〈x, y, z | xzxy = yzx2, yzx2z =
zxyzx, zxyzx = xzxyz〉+ is a Garside monoid described in [Pic03]. The remaining
names denote Artin groups, with upper-case names referring to the corresponding
classical Garside monoid [BS72] and lower-case names to the dual Garside monoid
[Bes03].
In practice, the above approach is limited by the size of the matrixMΠ. Approxim-
ations of the exponential growth rates of PSeq∗ and G
+
(∗), with guaranteed error
bounds, can be obtained much more easily using an iterative algorithm [Shu10,
Algorithm 1], which is based on the observation that if P is an irreducible
primitive matrix and x is a vector with positive entries, then one has
min
j
(Px)j
xj
6 γ 6 max
j
(Px)j
xj
,
where γ is the eigenvalue of P of largest absolute value (which is a positive real
number). The growth rates in Table 1 where no growth function is given were
obtained using this method.
In all the examples listed in Table 1 one has α < β, that is, all of these monoids
satisfy the conditions of Theorem 4.7. We can also see that, in addition to T1,
the Garside monoids corresponding to Coxeter groups with 2 simple reflections
also have the property that the penetration distance (not just its expected value)
is bounded. We also remark that, with the exception of the monoids T1, T2, D2
and d2, all monoids listed in Table 1 have the property that the acceptor of G
+
(∗)
is strongly connected. For all classical Garside monoids of type A this follows
from [Car13, Lemma 3.4].
Figure 14 shows plots of α against β for the monoids listed in Table 1. Lines are
drawn trough the points for the two largest monoids in each series. While the
number of points is small, the data is very suggestive; we conjecture that, in each
series, the points asymptotically lie on a straight line above the diagonal. This
would, in particular, imply that the conditions of Theorem 4.7 are satisfied, and
thus the expected penetration distance is uniformly bounded, for all monoids in
the series considered.
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k=0 |PSeqk|zk α
∑∞
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T1 8z
2 + 13z + 1 0 −z
3−4z−1
2z−1 2
T2
−57z3−102z2−78z−1
z−1 1
−11z3+13z2−9z−1
12z3−16z2+13z−1 11.72 . . .
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−720z10−···+28z+1
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−z−1
5z−1 5
H3
1364z20−···+1758z+1
4z18−···−34z+1 13.02 . . .
72z4−196z3+77z2+76z+1
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400z8−···−67z−1
64z7−···+13z−1 7.924 . . .
8z6+···+4z+1
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I2(p) p(p− 1)z + 1 0 −(p−1)z−1(p−1)z−1 p− 1
i2(p) pz + 1 0
−z−1
(p−1)z−1 p− 1
Table 1: Generating functions and exponential growth rates.
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Figure 14: Scatter plot of the exponential growth rates.
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Figure 14: Scatter plot of the exponential growth rates (ctd.).
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