In subspace clustering, low-rank representation (LRR) is a nice recipe for learning a good affinity matrix of a set of unlabeled data by representing themselves under the low-rank constraint in order to subsequently couple with clustering methods to divide data into several groups. However, the underlying geometric structure within data is still insufficiently explored in LRR. For this reason, we propose a correlation self-expression shrunk (CSS) to refresh LRR with two novel insights: 1) the compound schatten p-norm instead of the nuclear norm which is used to induce adaptive affinity matrix by addressing the issues of both sparse and dense representation; 2) to model compact group structure and relieve side effect of the outliers, CSS designs a robust self-expression shrunk regularization to reduce the deviation of similar samples. Thus, CSS can reap the benefits of both insights to boost clustering performance. In addition, we optimize CSS in the frame of alternating direction multiplier method (ADMM) where each sub-problem has a closed-form solution. Experiments of image clustering on four datasets verify the efficacy of CSS against several baseline variants of LRR.
I. INTRODUCTION
Subspace clustering is an important data analysis tool for grouping correlated data together. It belongs to unsupervised learning methods and assumes that a given data underlies in a union of low-dimensional subspaces. Despite advances in past decades, subspace clustering has been broadly used in motion segmentation [15] and image clustering [7] . In such applications, subspace clustering firstly learns the affinity matrix of data, i.e., the so-called self-expression, and then utilizes a sophisticated clustering method such as spectral clustering to group the eigenvectors of the learned affinity matrix into the clusters of specific number. Thus, subspace clustering is a two-stage learning process, of which the first stage behaves like the process of feature learning. This would affect the subsequent stage. So, it is no surprise that much progress mainly focuses on refreshing the first stage to induce a proper affinity matrix.
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As one knowns, a data structure such as sparsity and low-rankness plays an important role in feature learning. Naturally, such structure information, to some degree, also affects how to learn a proper affinity matrix. By this insight, amounts of studies struggle to mine various structural information from the unlabeled dataset. Among them, sparse subspace clustering (SSC) [4] and low-rank representation (LRR) [11] are two well-known representative methods. The former imposes the l 1 -norm to incur sparse self-expression, while the latter expects the representation to be low-rank through the nuclear norm. The difference of LRR from SSC lies in that LRR can uncover the global structure which has the potential robustness to the outliers. This is because it does not work unless the whole data are mostly destroyed. To some degree, LRR is a proper candidate for subspace clustering. This is the reason why we choose it to refresh LRR to boost clustering performance.
Thus far, various LRR-based methods have emerged largely by considering different regularization terms. Among them, the well-known regularizer is graph Laplacian.
Representative methods including [7] , [9] , [12] , [20] , [21] , [25] , [26] , [28] , [29] , [35] , [36] mainly consider geometrical structures. For instance, Liu et al. [12] presented a manifold regularized LRR model by integrating the Laplacian regularizer into LRR. Later, Yin et al. [25] provided a general Laplacian regularized LRR framework for data representation, such as the hypergraph Laplacian regularized model. Piao et al. [46] proposed a double nuclear norm based low rank model on grassmann manifold. Besides, the block diagonal structure is also expected explicitly, such as [14] , [23] , [47] . These methods directly learn well-structured affinity matrix. However, the affinity matrix might be imperfect due to the noisy data. Different from such methods, we not only learn the affinity matrix but also further refresh the corresponding structure through a robust shrunk pattern.
In view of the mentioned discussions, we attempt to devise a correlation self-expression shrunk model (CSS) to take account of an alternative structure within dataset. Particularly, inspired by advances in low-rank approximation [8] , [27] , we consider to utilize compound schatten p-norm rather than single counterpart to substitute the nuclear norm of the correlated regularized term in CASS, as an alternative to LRR. This modification is mainly motivated by an observation that, the learned affinity will become sparse as p < 1 is used in schatten norm; otherwise, the affinity could be relatively dense. This observation is shown in Fig. 2 . The compound schatten p-norm could trade off the sparse and dense selfexpression in a soundly flexible manner. This point greatly differs from SSC, which only induces sparse self-expression. In fact, most work focuses on the tightness of the low-rank but neglects the potentials of the loose cases. The compound schattern p-norm tries to put them together as a supplement to previous work. As mentioned above, structural information might be beneficial for learning a proper affinity matrix. Therefore, we intend to leverage pattern shrunk strategy, proposed by Hou et al. [6] , to model compact group structure. This strategy is originally based on Euclidean distance which might be vulnerable to noisy data. Here, we regard the adaptive loss [19] as the distance metric due to its potential robustness. Consequently, we derive our correlation self-expression shrunk model (CSS) which integrates robust pattern shrinking strategy with compound schatten p-norm. We optimize CSS with alternating direction method (ADMM) and meanwhile yield the closed-form solution to each sub-problem. Experiments of image clustering on four datasets verify the efficacy of the proposed CSS against the baseline variants of LRR.
The contributions of this work are two-folds: 1) We substitute the schatten p-norm for the nuclear norm and then carefully observe its behaviors versus different values of p. In light of this analysis, we devise a compound schatten p-norm to learn compact correlation self-expression.
2) We design a robust pattern shrunk model to refine the robustness of shrunk pattern, which is beneficial for clustering.
The remainder of this paper is listed as follows. Section II gives some pivotal introduction of related works.
Our proposed method is comprehensively introduced in section III. Experiments are in section IV followed by the conclusion of section V.
II. RELETED WORK A. LOW-RANK REPRESENTATION
Low-rank representation (LRR), first proposed by Liu et al. [11] , assumes that the data belongs to several clusters where each cluster consists of a linear subspace and the self-expression is expected to be low-rank. Given the data X = [x 1 , x 2 , . . . , x n ] ∈ R r×n where n is the number of samples, and r is the sample dimensionality. LRR reconstructs the data with the linear combination of data itself through the rank constraint, i.e.,
where Z is the self-expression matrix. The low-rank property will reveal the global structure of data. However, the rank function is discrete and hard to solve. The nuclear norm can act as a surrogate for the rank function, thus (1) can be written as follows:
This problem can be solved by alternating direction multiplier method (ADMM) and FaLRR [22] . In the end, the affinity matrix can be constructed by |Z | + Z T 2, and then is fed to spectral clustering methods for inducing the cluster identity.
The low-rank representation has been used in many areas such as subspace clustering [48] , feature extraction [49] , projection learning [50] , etc. Recently, many deep methods for clustering tasks [30] - [34] , [39] - [42] have been explored to advance clustering results. We have to admit that existing shallow-layer linear models including ours cannot achieve the comparable performance with recent deep counterparts. Thus, only non-deep subspace clustering methods are considered in our experiments for comparison because the proposed CSS is a linear-model-based method.
B. PATTERN SHRUNK
Pattern shrunk [6] was first used to group similar samples through relaxing original samples. Given original samples X = [x 1 , x 2 , . . . , x n ] ∈ R r×n , and the corresponding pattern shrunk Y = [y 1 , y 1 , · · · , y n ] ∈ R r×n , where x i ∈ R r and y i ∈ R r . The pattern shrunk model is defined as:
where α is a positive trade-off parameter. Besides, the matrix W is defined as:
where σ is the band width of the Gaussian function, and N (i) is the index set of the k nearest neighbors of x i . This term can ensure the shrunk pattern to preserve manifold structure of original data. To solve the out-of-the-sample problem, the projection matrix P ∈ R r×d is introduced to project the shrunk pattern into a low-dimensional subspace where U = P T Y . Like principal component analysis (PCA), the concept of variance maximization serves as a regularization term to maintain the meaningful components. Consequently, the regularization term is:
Pattern shrunk has broadly potential applications in unsupervised learning, and thus we attempt to revise this concept to achieve subspace clustering.
C. ADAPTIVE LOSS
Adaptive loss first proposed by Nie et al. [19] is a compromise of L 1 loss and L 2 loss, thus behaves like the properties of both loss functions. The concrete form of adaptive loss is:
where x i denotes the i-th element of the vector x, and σ is a positive parameter, which trades off the property of the L 1 loss and the L 2 loss. Since L 1 loss is insensitive to the outliers, to some degree, adaptive loss has the robustness in distance metric. Inspired by this point, we leverage this adaptive loss to improve pattern shrunk model.
III. THE PROPOSED METHOD
This section introduces our correlation self-expression shrunk model (CSS) to leverage data structure including the correlation among data samples and shrunk pattern for the purpose of refreshing LRR.
A. THE MODEL LRR and its extensions have shown prominent performance in subspace clustering. Among them, correlation adaptive subspace segmentation (CASS, [15] ) is a special method which can adaptively balance sparse and dense representation induced by l 1 -norm and nuclear norm, respectively. In CASS, the trace Lasso is viewed as the regularization term of the least square, i.e.,
where λ is a positive regularized parameter. From [15] , the trace Lasso is a proxy between l 1 -regularization and l 2regularization.
As one knows, the nuclear norm is a convex approximation to the discrete rank function. In terms of this point, whether can the regularized term of (7) induce low-rank structure? According to Theorem 3 of [15] , the grouping effect indicates that similar samples have more akin values in the learned representation z. Without loss of generality, if the i-th column x i of X is different from x, the corresponding value should be zero. This would help the learned representation to be block, thereby inducing the low-rank structure. Obviously, the nuclear norm is not always the best selection for the block structure. To this, we intend to replace the nuclear norm with a relative tighter non-convex low-rank approximation function, with hope of further promoting the learned representation to be low-rank. Many candidate non-convex approximation functions [8] , [10] , [18] , [27] meet this requirement. Here, we choose the schatten p-norm to approximate the rank. Thus, we can recast (7) as the following form:
where • p S p denotes the Schatten p-norm of the matrix. Considering the self-representation of X , the corresponding model can be rewritten as the matrix form:
where Z i denotes the i-th column vector of Z , corresponding to x i . For clarity, the curves of the Schatten p-norm and the nuclear norm are graphically depicted in Fig. 1 , which compares the approximation degree of both norms to the rank function.
1) IS THE COMPOUND SCHATTEN P-NORM BENEFICIAL?
The schatten p-norm can ensure the low rank property and meanwhile is tighter than nuclear norm when p < 1. But if we set p > 1 in (9), what will happen? Before replying this question, we illustrate the learned self-expression matrix versus different p values (p=0.5, 1, 2) in Fig. 2 . This experiment is carried out on a subset of 10 classes from the PALM dataset. As shown in this figure, the self-expression matrix will be clean and strict diagonal matrix when p < 1. Most of the big values are concentrated on the diagonal block. This might induce much separate block-wise structure. But when p > 1, the learned self-expression is relatively dense and very close to the ground truth. Thus, the condition p > 1 is beneficial for modeling data structure. Besides, since different datasets have different structural properties, the schatten p-norm may be useful for clustering as well when p < 1. In view of the discussions above, we consider to replace the nuclear norm with the compound schatten p-norm to capture data structure in a flexible fashion. Thus, we cast (9) as:
where λ 1 and λ 2 are the positive parameters, which trade off the effect of two schatten p-norms. For clarity, Fig. 2 (a) shows the results of (10) which is neither too sparse nor too dense. But the non-block parts of the learned selfexpression matrix is noisy. This issue will be addressed in the next subsection. Before that, Fig. 2 (b) illustrates the subsequent shrunk pattern, which has fewer noises than that of (a), and meanwhile maintains the block-wise structure of (a).
2) ROBUST SELF-EXPRESSION SHRUNK
As stated in Sec. II-B, the shrunk pattern is to preserve the manifold structure in an unsupervised manner and could induce the better group effect. Thus, incorporating this insight into (10) can be formulated as follows:
where ν is a regularized parameter. Different from [6] , we consider to learn the shrunk pattern of the self-expression rather than original samples. As in [6] , the regularization term of (11) utilizes the Euclidean distance to measure the gap between self-expression representation and the shrunk pattern. Generally, the Euclidean distance follows the Gaussian distribution, which is vulnerable to the noises. To this end, we consider to exploit the adaptive loss [19] to replace the Euclidean distance in order to enhance the robustness of the learned representation. Then, we can rewrite (11) as:
In empirical studies, we find that, in (12) , the selfexpression Z easily become infinite. To make it bounded, we impose the equation constraint Z T 1 = 1 over Z . Thus, we derive our final model correlation self-expression shrunk (CSS) as below:
To intuitively understand the efficacy of (13), we display the 2D representations learned by t-SNE, LSR, LRR, CASS and (13), respectively, based on the data points sampled from two circles. Fig. 3 shows the 2D representations of the compared methods. As in Fig. 3 (b) , it is hard to distinguish the 2D representation learned by t-SNE based on original synthetic data. Besides, from Fig. 3 (c)-(f), the 2D representations of t-SNE respectively based on the self-expression of LSR, LRR, and CASS are still indistinguishable as well. In contrast, our model can learn more discriminative 2D representation, as in Fig. 3 (f) . As a result, two circles are divided into two separate clusters, which is beneficial for clustering.
B. OPTIMIZATION
According to [19] , we can transform (13) into the weighted least regression as follows:
where ρ i
2 . By simple algebra, we can turn the pattern shrunk into the following matrix form:
where L = diag(sum(W )) −W . Thus, the resultant formulation is:
To optimize (17), we solve this function by alternating direction multiplier method (ADMM). Thus, the corresponding augmented Lagrange function is:
where Y 1 is the Lagrange multiplier, and µ > 0. The solutions to (18) are as follows:
(1) Update Z with the other fixed.
The schatten norm uses the sum of λ n i=1 XDiag (Z i ) p S p and it's very hard to get the analytical solution. However, we can calculate each column one at a time and get the close form as follows:
Before optimization, we first review the definition of the schatten p-norm, i.e. F S p = min{m,n} If we set F = XDiag(Z i ) and then:
Thus, the derivation of XDiag (Z i ) p S p can be written as:
To yield the solution of Z i , we set the derivative of L w.r.t. Z i to zero, and then obtain:
Algorithm 1 Optimization Algorithm for CSS Input:
Data matrices X ∈ R p×n ; six parameters {λ, ν 1 , ν 2 , σ 1 , σ 2 , p} Output:
The low-rank representation Z and U 1: Initialize {Y 1 , Z , U } with random matrices and ρ 1 2: repeat 3: Update parameter through:
Update Z via (23) 5:
Update U via (26) 6:
Update
(2) Update U with the other fixed.
Setting the derivative of L about U to zero, we obtain:
Thus,
To be clear, we summarize the optimization procedure in Algorithm 1. Note that the clustering results of CSS are based on the learned correlation self-expression shrunk U in the subsequent experiments.
C. ALGORITHMIC COMPLEXITY
We analyze the complexity of Algorithm 1 and compare the running time of the compared methods on JAFFE dataset. The complexity of CSS includes space complexity and time complexity. On one hand, since the biggest matrix in the algorithm is Z and U , which are proportional to the number of samples, the storage requirement is O(n 2 ). On the other hand, the time complexity depends on the major updating steps 3-5 of Algorithm 1. To be specific, step 3 takes the time O(n 2 ). Besides, according to the matrix inverse transformation [38] , each update for Z i can reduce the time from O(n 3 ) to O(r 3 + n), thus step 4 takes the time O(n(r 3 + n)). 
. The source codes of many compared methods such as CASS [15] , LRR [11] and SSC [4] are implemented with MATLAB, and available publicly from the authors' website. Our model CSS is also based on MATLAB. As shown in Table 1 , we compare the running time of all the methods on JAFFE dataset. LSR as well as SMR have analytical solution to the constrain and cost the minimum time. CSS is 11.1 times slower than LRR but 4.9 times faster than CASS. NVR3 need to calculate a 2-D affinity matrix every iteration when dealing with large scale datasets for saving space which still costs lots of time.
IV. EXPERIMENTS
This section compares our method with several representative subspace clustering methods including least square regression (LSR, [16] ), low-rank representation (LRR, [11] ), sparse subspace clustering (SSC, [4] ), smooth representation clustering (SMR, [7] ), sparse graph LRR (SGL, [25] ), correlation adaptive subspace segmentation (CASS, [15] ), spectral curvature clustering (SCC, [2] ), higher-order spectral clustering (HOSC, [1] ), kernel spectral curavature clustering (KSCC, [3] ), nonlinear variance regularized ridge regression (NVR3, [28] ), spectral clustering with single kernel (SCSK, [29] ), self-expression of data driven clustering method with nonnegative and low rank constraints (SinNLRR, [45] ) and rotated orthogonal matching pursuit based sparse subspace clustering (SSCROMP, [44] ) on four image clustering datasets including JAFFE [17] , PALM [24] , Extended YaleB [5] and MSRA [13] . The JAFFE dataset has a total of 213 images of 10 Japanese female students and each class made 7 expressions including Angry, Disgust, Fear, Happy, Sad, Surprise and Neutral. PALM dataset has a total of 2,000 images of 100 palms. Extend YaleB face database has a total of 2,414 images of 38 people and each people has 64 images with different angles and illumination variances. MSRA is a typical object database which has a total of 1,799 images of 12 categories. In our experiments, the source codes of the compared methods are public available, and these methods utilize the selected proper parameters on four datasets. All these experiments are repeated 6 times and we treat the average as the final result. After learning the self-representation, all the comparison methods use the same clustering method, i.e., spectral clustering, to induce the resultant clustering identity.
For CSS, we set σ 1 = 0.3, σ 2 = 0.3, p 1 = 0.5, and p 2 = 2, for all datasets. In our empirical studies, we utilize the conventional grid search method to determine their values of p 1 and p 2 , with the other parameters fixed. We find that the satisfactory results are achieved on different compared datasets when p 1 = 0.5 and p 2 = 2, even though different datasets might have different structural properties. The rest parameter settings on four datasets are shown in Table 2 .
We use the criteria Z t − Z t−1 F < ε as the convergence condition of Algorithm 1. This kind of the criteria is not our invention and has been widely used in many literatures [15] , [25] , [43] . As one knows, since the optimization algorithm is on the basis of ADMM, which solves primal-dual problem involving the minimization and maximization problems, we cannot guarantee that the objective function is strictly monotone decreasing. Thus, we have to give out the empirical analysis of the convergence property of Algorithm 1. In our empirical studies, we find that the curve of Z t − Z t−1 F always converge in the end, as shown in Fig. 4 . This analysis has been used in most well-known subspace clustering methods such as CASS [15] and SGL [25] . Fig. 4 shows two curves of the convergence criteria and the objective function L on PALM dataset of 10 classes. As Z becomes steady the objective function converges to a minimum value.
As shown in Table 3 , our method has the best performance of accuracy on three datasets. CSS has a clear improvement on YaleB and JAFFE over 4% and 1% while slightly superior to the other methods on MSRA. Two new methods including NVR3 and SCSK show better understanding on the PALM dataset and improve over 10%. In summary, CSS can extract powerful and structural information for clustering. Normalized Mutual Information (NMI) can measure the similarity between clustering results and the groundtruth. In terms of NMI, CSS is good at revealing the structure of data and has a large improvement over 2.6% on JAFFE and MSRA. As for YaleB and PALM datasets, the NMI of CSS is slightly inferior to the best one. As the Introduction depicts, CSS is to refresh the self-representation Z with the robust pattern shrunk regularization. As a result, the shrunk self-presentation U is learned. On the one hand, U depends on Z , which ensures U to model the correlation structure of Z . On the other hand, respecting the whole group structure, the learned U will become compact benefitting from the shrunk patterns. This point has been verified in Fig. 3 and the work of [6] , [37] . Thus, we conduct subspace clustering experiments on the learned shrunk selfrepresentation U . For clarity, we respectively add the clustering results based on Z to Table 3 and Table 4 (See the penultimate row). The results imply the efficacy of self-expression shrunk regularization.
We study the tendency of clustering accuracy as the number of classes increases. From Figs. 5-6, CSS has a relatively stable performance on four datasets compared to the other methods and a declining tendency with the rise in the number of classes. The clustering accuracy of CSS is lower than SMR, SGL and HOSC on 8 classes of JAFFE. This might be because the parameters are not the best. Despite that, CSS has a stable accuracy as the class number grows on PALM and MSRA datasets. As for YaleB, CSS shows an impressive performance gains versus different number of classes against the baseline methods.
It implies that CSS has promising potential in image clustering.
To reveal the structure that CSS learns from data, we illustrate the self-expression matrix Z of LRR, SGL, SMR and CSS in Fig. 7 and Fig. 8, respectively. From Fig. 7 , the learned self-expression by CSS appears to be relatively clear and block-wise diagonal. Thus, it has more informative representation. In contrast, for the other three methods the learned self-expression has non-diagonal uninformative entries. In particular, SGL produces a noisy affinity matrix, including non-diagonal entries, on two datasets, as compared to LRR and SMR.
Parameter analysis
In CSS, four parameters are involved and rightly affects the efficacy of CSS itself. Selecting parameter values is an open problem. Usually, there is no deterministic way to obtain the proper parameters. As usual, we conduct empirical studies to find the trend of model performance versus parameters in a fixed range. This section performs two groups of experiments to discuss such four parameters. First, specifying ν 1 = 0.8 and ν 2 = 0.8, we analyze the effect of both λ 1 and λ 2 on clustering accuracy. In this experiment, we select λ 1 ∈ [0.001, 0.7] and λ 2 ∈ [0.001, 1.6], respectively. The clustering accuracies of CSS are depicted in Fig. 9 . From this figure, we find that clustering performance increases with the bigger λ 2 and smaller λ 1 . Particularly, the accuracy arrives at a peak when λ 1 = 0.05 and λ 2 = 1. As mentioned above, it is non-trivial to select the parameters. Some parameter values ranged from some regions induce performance degradation. Fortunately, the clustering accuracy remains stable and satisfactory when λ 1 ≤ 0.2 and λ 2 ≥ 1. This implies that the compound schatten p-norm is more informative than original one.
The second experiments are to study the influence of both ν 1 and ν 2 on the clustering accuracy of CSS. Following the above procedure, we simultaneously fix λ 1 = 0.05 and λ 2 = 1, and meanwhile select ν 1 ∈ [0.01, 2] and ν 2 ∈ [0.01, 2], respectively. From Fig. 10 , we find that the performance fluctuates violently as two parameters change. This might be because the shrunk pattern could be suited for linear representation in some unknown constraints. As a matter of fact, real-world data are not always linear. Besides, we observe that the performance remains satisfactory when the learned shrunk pattern is not as far from original data as possible. In our previous experimental results, the clustering performance is not the best. From Fig. 10 , we find that the best performance arrives at the range where ν 1 = 1 and ν 2 ≥ 1.
V. CONCLUSION
This paper proposes a correlation self-expression shrunk model (CSS), which pursues to simultaneously refresh the learned affinity matrix to capture non-linear structure in a different view from current subspace clustering methods. Particularly, CSS leverages the compound schatten p-norm and robust shrunk pattern to approach this goal. Experiments on four real-world datasets verify the efficacy of CSS as compared to several well-established counterparts. 
