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Abstract
We investigate the computable content of the Uniform Boundedness Theorem which
states that a pointwise bounded sequence of bounded linear operators on Banach
spaces is also uniformly bounded. But, given the sequence, can we also eﬀectively
ﬁnd the uniform bound? It turns out that the answer depends on how the sequence
is “given”. If it is just given with respect to the compact open topology (i.e. if just
a sequence of “programs” is given), then we cannot even compute an upper bound
of the uniform bound in general. If, however, the pointwise bounds are available as
additional input information, then we can eﬀectively compute an upper bound of the
uniform bound. Additionally, we prove an eﬀective version of the contraposition of
the Uniform Boundedness Theorem: given a sequence of linear bounded operators
which is not uniformly bounded, we can eﬀectively ﬁnd a witness for the fact that
the sequence is not pointwise bounded. As an easy application of this theorem we
obtain a computable function whose Fourier series does not converge.
1 Introduction
In this paper we want to study the computational content of the Uniform
Boundedness Theorem which is one of the central theorems of functional anal-
ysis.
Theorem 1.1 (Uniform Boundedness Theorem) Let X be a Banach
space, Y a normed space and let (Ti)i∈N be a sequence of bounded linear op-
erators Ti : X → Y . If {||Tix|| : i ∈ N} is bounded for each x ∈ X, then
{||Ti|| : i ∈ N} is bounded.
Here, ||Ti|| := sup||x||≤1 ||Tix|| denotes the bound of ||Ti||. Roughly speak-
ing, the Uniform Boundedness Theorem states that each pointwise bounded
sequence of linear bounded operators is also uniformly bounded. But, given
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a pointwise bounded sequence of linear bounded operators, can we also eﬀec-
tively ﬁnd the uniform bound? This will be one of the questions studied in this
paper. A proofs of the classical version of this theorem can be found in stan-
dard textbooks on functional analysis, see e.g. [7]. From the computational
point of view the Uniform Boundedness Theorem is interesting, since its clas-
sical proof relies more or less on the Baire Category Theorem and therefore it
counts as “non-constructive”.
We will study the Uniform Boundedness Theorem from the point of view
of computable analysis, which is the Turing machine based theory of com-
putability on real numbers and other topological spaces. Pioneering work on
this theory has been presented by Turing [15], Banach and Mazur [1], La-
combe [10] and Grzegorczyk [8]. Recent monographs have been published by
Pour-El and Richards [13], Ko [9] and Weihrauch [17]. Certain aspects of
computable functional analysis have already been studied by several authors,
see for instance [12,6,16,20,21,18,19].
We close the introduction with a short survey on the organisation of this
paper. In the following section we will present some preliminaries from com-
putable analysis. In Section 3 we discuss computable metric spaces and com-
putable Banach spaces. Section 4 is devoted to diﬀerent computable versions
of the Uniform Boundedness Theorem. In Section 5 we apply a computable
version of the contraposition of the Uniform Boundedness Theorem in order
to construct a computable function whose Fourier series does not converge.
In this extended abstract most proofs are omitted; they can be found in [3].
2 Preliminaries from Computable Analysis
In this section we brieﬂy summarize some notions from computable analysis.
For details the reader is refered to [17]. The basic idea of the representation
based approach to computable analysis is to represent inﬁnite objects like real
numbers, functions or sets, by inﬁnite strings over some alphabet Σ (which
should at least contain the symbols 0 and 1). Thus, a representation of a set
X is a surjective mapping δ :⊆ Σω → X and in this situation we will call
(X, δ) a represented space. Here Σω denotes the set of inﬁnite sequences over
Σ and the inclusion symbol is used to indicate that the mapping might be
partial. If we have two represented spaces, then we can deﬁne the notion of a
computable function.
Deﬁnition 2.1 [Computable function] Let (X, δ) and (Y, δ′) be represented
spaces. A function f :⊆ X → Y is called (δ, δ′)–computable, if there exit
some computable function F :⊆ Σω → Σω such that δ′F (p) = fδ(p) for all
p ∈ dom(fδ).
Of course, we have to deﬁne computability of functions F :⊆ Σω → Σω to
make this deﬁnition complete, but this can be done via Turing machines: F
is computable if there exists some Turing machine, which computes inﬁnitely
14
Brattka
long and transforms each sequence p, written on the input tape, into the
corresponding sequence F (p), written on the one-way output tape. Later on,
we will also need computable multi-valued operations f :⊆ X ⇒ Y , which are
deﬁned analogously to computable functions by substituting δ′F (p) ∈ fδ(p)
for the equation in Deﬁnition 2.1 above. If the represented spaces are ﬁxed
or clear from the context, then we will simply call a function or operation f
computable.
For the comparison of representations it will be useful to have the notion
of reducibility of representations. If δ, δ′ are both representations of a set X,
then δ is called reducible to δ′, δ ≤ δ′ in symbols, if there exists a computable
function F :⊆ Σω → Σω such that δ(p) = δ′F (p) for all p ∈ dom(δ). Obviously,
δ ≤ δ′ holds, if and only if the identity id : X → X is (δ, δ′)–computable.
Moreover, δ and δ′ are called equivalent, δ ≡ δ′ in symbols, if δ ≤ δ′ and
δ′ ≤ δ.
Analogously to the notion of computability we can deﬁne the notion of
(δ, δ′)–continuity for single- and multi-valued operations, by substituting a
continuous function F :⊆ Σω → Σω for the computable function F in the deﬁ-
nitions above. On Σω we use the Cantor topology, which is simply the product
topology of the discrete topology on Σ. The corresponding reducibility will be
called continuous reducibility and we will use the symbols ≤t and ≡t in this
case. Again we will simply say that the corresponding function is continuous,
if the representations are ﬁxed or clear from the context. If not mentioned
otherwise, we will always assume that a represented space is endowed with
the ﬁnal topology induced by its representation.
This will lead to no confusion with the ordinary topological notion of con-
tinuity, as long as we are dealing with admissible representations. A represen-
tation δ of a topological space X is called admissible, if δ is maximal among
all continuous representations δ′ of X, i.e. if δ′ ≤t δ holds for all continuous
representations δ′ of X. If δ, δ′ are admissible representations of topological
spaces X, Y , then a function f :⊆ X → Y is (δ, δ′)–continuous, if and only if
it is sequentially continuous, cf. [14,5].
Given a represented space (X, δ), we will occasionally use the notions of
a computable sequence and a computable point. A computable sequence is a
computable function f : N → X, where we assume that N = {0, 1, 2, ...} is
represented by δN(1
n0ω) := n and a point x ∈ X is called computable, if there
is a constant computable sequence with value x.
Given two represented spaces (X, δ) and (Y, δ′), there is a canonical rep-
resentation [δ, δ′] of X × Y and a representation [δ → δ′] of certain functions
f : X → Y . If δ, δ′ are admissible representations of sequential topological
spaces, then [δ → δ′] is actually a representation of the set C(X,Y ) of continu-
ous functions f : X → Y . If Y = R, then we write for short C(X) := C(X,R).
The function space representation can be characterized by the fact that it
admits evaluation and type conversion.
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Proposition 2.2 (Evaluation and type conversion) Let (X, δ) and (Y, δ′)
be admissibly represented sequential topological spaces and let (Z, δ′′) be a rep-
resented space. Then:
(1) (Evaluation) ev : C(X,Y )×X → Y, (f, x) → f(x) is ([[δ → δ′], δ], δ′)–
computable,
(2) (Type conversion) f : Z × X → Y , is ([δ′′, δ], δ′)–computable, if and
only if the function fˇ : Z → C(X,Y ), deﬁned by fˇ(z)(x) := f(z, x) is
(δ′′, [δ → δ′])–computable.
The proof of this proposition is based on a version of smn– and utm-
Theorem, see [17,14]. If (X, δ), (Y, δ′) are admissibly represented sequential
topological spaces, then in the following we will always assume that C(X,Y )
is represented by [δ → δ′]. It follows by evaluation and type conversion that
the computable points in (C(X,Y ), [δ → δ′]) are just the (δ, δ′)–computable
functions f : X → Y . If (X, δ) is a represented space, then we will always
assume that the set of sequences XN is represented by δN := [δN → δ]. The
computable points in (XN, δN) are just the computable sequences in (X, δ).
Moreover, we assume that Xn is always represented by δn, which can be
deﬁned inductively by δ1 := δ and δn+1 := [δn, δ].
3 Computable Metric and Banach Spaces
In this section we will brieﬂy discuss computable metric spaces and computable
Banach spaces. The notion of a computable Banach space will be the central
notion for all following results. Computable metric spaces have been used in
the literature at least since Lacombe [11]. Pour-El and Richards have intro-
duced a closely related axiomatic characterization of sequential computability
structures for Banach spaces [13] which has been extended to metric spaces
by Mori, Tsujii, and Yasugi [20].
We mention that we will denote the open balls of a metric space (X, d) by
B(x, ε) := {y ∈ X : d(x, y) < ε} for all x ∈ X, ε > 0 and correspondingly
closed balls by B(x, ε) := {y ∈ X : d(x, y) ≤ ε}. Occasionally, we denote
complements of sets A ⊆ X by Ac := X \ A.
Deﬁnition 3.1 [Computable metric space] A tuple (X, d, α) is called a
computable metric space, if
(1) d : X ×X → R is a metric on X,
(2) α : N→ X is a sequence which is dense in X,
(3) d ◦ (α× α) : N2 → R is a computable (double) sequence in R.
Here, we tacitly assume that the reader is familiar with the notion of a
computable sequence of reals, but we will come back to that point below.
Occasionally, we will say for short that X is a computable metric space. Obvi-
ously, a computable metric space is especially separable. Given a computable
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metric space (X, d, α), its Cauchy representation δX :⊆ Σω → X can be de-
ﬁned by
δX(01
n0+101n1+101n2+1...) := lim
i→∞
α(ni)
for all ni such that (α(ni))i∈N converges and d(α(ni), α(nj)) ≤ 2−i for all
j > i (and undeﬁned for all other input sequences). In the following we
tacitly assume that computable metric spaces are represented by their Cauchy
representations. If X is a computable metric space, then it is easy to see that
d : X × X → R becomes computable [5]. All Cauchy representations are
admissible with respect to the corresponding metric topology.
An important computable metric space is (R, dR, αR) with the Euclidean
metric dR(x, y) := |x− y| and some standard numbering of the rational num-
bers Q, as αR〈i, j, k〉 := (i− j)/(k+1). Here, 〈i, j〉 := 1/2(i+ j)(i+ j+1)+ j
denotes Cantor pairs and this deﬁnition is extended inductively to ﬁnite tu-
ples. Similarly, we can deﬁne 〈p, q〉 ∈ Σω for sequences p, q ∈ Σω. For short
we will occasionally write k := αR(k). In the following we assume that R is
endowed with the Cauchy representation δR induced by the computable metric
space given above. This representation of R can also be deﬁned, if (R, dR, αR)
just fulﬁlls (1) and (2) of the deﬁnition above and this leads to a deﬁnition of
computable real number sequences without circularity. Occasionally, we will
also use the represented space (Q, δQ) of rational numbers with δQ(1
n0ω) := n.
Many important representations can be deduced from computable met-
ric spaces, but we will also need some ad hoc deﬁned representations. For
instance, we will use two further representations ρ<, ρ> of the real numbers,
which correspond to weaker information on the represented real numbers. Here
ρ<(01
n0+101n1+101n2+1...) = x :⇐⇒ {q ∈ Q : q < x} = {ni : i ∈ N}
and ρ< is undeﬁned for all other sequences. Thus, ρ<(p) = x, if p is a list of
all rational numbers smaller than x. Analogously, ρ> is deﬁned with “>” in-
stead of “<”. We write R< = (R, ρ<) and R> = (R, ρ>) for the corresponding
represented spaces. The computable numbers in R< are called left-computable
real numbers and the computable numbers in R> right-computable real num-
bers. The representations ρ< and ρ> are admissible with respect to the lower
and upper topology on R, which are induced by the open intervals (q,∞) and
(−∞, q), respectively. Yet another representation ρ∗< of the real numbers can
be deﬁned by
ρ∗<(01
n+1p) = x :⇐⇒ ρ<(p) = x ≤ n.
Thus, ρ∗<(p) = x, if p contains some upper bound n ≥ x and a list of all rational
numbers smaller than x. We will write R∗< = (R, ρ
∗
<) for the corresponding
represented space. Continuity with respect to R∗< will always be understood
as continuity with respect to ρ∗<.
Computationally, we do not have to distinguish the complex numbers C
from R2. Thus, we can directly deﬁne a representation of C by δC := δ
2
R. If
z = a + ib ∈ C, then we denote by z := a − ib ∈ C the conjugate complex
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number and by |z| := √a2 + b2 the absolute value of z. Alternatively to
the ad hoc deﬁnition of δC, we could consider δC as Cauchy representation
of a computable metric space (C, dC, αC), where αC is a numbering of Q[i],
deﬁned by αC〈n, k〉 := n+ ki and dC(w, z) := |w − z| is the Euclidean metric
on C. The corresponding Cauchy representation is equivalent to δ2R. In the
following we will consider vector spaces over R, as well as over C. We will
use the notation F for a ﬁeld which always might be replaced by both, R or
C. Correspondingly, we use the notation (F, dF, αF) for a computable metric
space which might be replaced by both computable metric spaces (R, dR, αR),
(C, dC, αC) deﬁned above. We will also use the notation QF = range(αF), i.e.
QR = Q and QC = Q[i].
For the deﬁnition of a computable Banach space it is helpful to have the
notion of a computable vector space which we will deﬁne next.
Deﬁnition 3.2 [Computable vector space] A represented space (X, δ) is called
a computable vector space (over F), if (X,+, ·, 0) is a vector space over F such
that the following conditions hold:
(1) + : X ×X → X, (x, y) → x+ y is computable,
(2) · : F×X → X, (a, x) → a · x is computable,
(3) 0 ∈ X is a computable point.
If (X, δ) is a computable vector space over F, then (F, δF), (X
n, δn) and
(XN, δN) are computable vector spaces over F. If, additionally, (X, δ), (Y, δ′)
are admissibly represented second countable T0–spaces, then the function
space (C(Y,X), [δ′ → δ]) is a computable vector space over F. Here we tac-
itly assume that the vector space operations on product, sequence and func-
tion spaces are deﬁned componentwise. The proof for the function space is
a straightforward application of evaluation and type conversion. The central
deﬁnition for the present investigation will be the notion of a computable
Banach space.
Deﬁnition 3.3 [Computable normed space] A tuple (X, || ||, e) is called a
computable normed space, if
(1) || || : X → R is a norm on X,
(2) e : N→ X is a fundamental sequence, i.e. its linear span is dense in X,
(3) (X, d, αe) with d(x, y) := ||x−y|| and αe〈k, 〈n0, ..., nk〉〉 :=
∑k
i=0 αF(ni)ei,
is a computable metric space with Cauchy representation δX ,
(4) (X, δX) is a computable vector space over F.
If in the situation of the deﬁnition the underlying space (X, || ||) is even
a Banach space, i.e. if (X, d) is a complete metric space, then (X, || ||, e) is
called a computable Banach space. If the norm and the fundamental sequence
are clear from the context or locally irrelevant, we will say for short that X
is a computable normed space or a computable Banach space. We will always
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assume that computable normed spaces are represented by their Cauchy rep-
resentations, which are admissible with respect to the norm topology. If X
is a computable normed space, then || || : X → R is a computable func-
tion. Of course, all computable Banach spaces are separable. In the following
proposition a number of computable Banach spaces are deﬁned.
Proposition 3.4 (Computable Banach spaces) Let p ∈ R be a computable
real number with 1 ≤ p < ∞ and let a < b be computable real numbers. The
following spaces are computable Banach spaces over F.
(1) (Fn, || ||∞, e) with
• ||(x1, x2, ..., xn)||∞ := max
k=1,...,n
|xk|,
• ei = e(i) = (ei1, ei2, ..., ein) with eik :=

 1 if i = k0 else .
(2) (!p, || ||p, e) with
• !p := {x ∈ FN : ||x||p <∞},
• ||(xk)k∈N||p := p
√
∞∑
k=0
|xk|p,
• ei = e(i) = (eik)k∈N with eik :=

 1 if i = k0 else .
(3) (C[a, b], || ||, e) with
• C[a, b] := {f : [a, b]→ R : f continuous},
• ||f || := max
t∈[a,b]
|f(t)|,
• ei(t) = e(i)(t) = ti.
We leave it to the reader to check that these spaces are actually computable
Banach spaces. If not stated diﬀerently, then we will assume that (Fn, || ||) is
endowed with the maximum norm || ||∞. It is known that the Cauchy repre-
sentation δC[a,b] of C[a, b] = C([a, b],R) is equivalent to [δ[a,b] → δR], where δ[a,b]
denotes the restriction of δR to [a, b] (cf. Lemma 6.1.10 in [17]). In the following
we will occasionally utilize the sequence spaces !p to construct counterexam-
ples. Since we also want to use some non-separable normed spaces (which
cannot be computable by deﬁnition) we give an ad hoc deﬁnition for repre-
sentations of such spaces. Especially, we will deal with the space of bounded
sequences (which is a computable normed spaces in a generalized sense [3]).
Deﬁnition 3.5 [Space of bounded sequences] Let (X, || ||) be a computable
normed space. Let B(N, X) := {x ∈ XN : ||x|| < ∞} be endowed with the
supremum norm ||(xk)k∈N|| := supk∈N ||xk|| and the representation δB(N,X),
deﬁned by
δB(N,X)〈p, q〉 = x :⇐⇒ δNX(p) = x and δR(q) = ||x||.
For the following we assume that B(N, X) is endowed with the sequential-
ization of the weakest topology which contains the subtopology of the product
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topology of X on B(N, X) and which makes the norm || || : B(N, X)→ R con-
tinuous. It follows from results of Schro¨der [14] that δB(N,X) is admissible with
respect to this topology [3].
4 The Uniform Boundedness Theorem
In this section we will study computable versions of the Uniform Bounded-
ness Theorem. The theorem states that each pointwise bounded sequence of
bounded linear operators is also uniformly bounded, see Theorem 1.1. We
start with an investigation of the bound ||T || := supx∈B(0,1) ||Tx|| of operators
T : X → Y . As a ﬁrst observation we note that the bound ||T || can be ap-
proximated from below and estimated from above, if it exists. This exactly
means that it can be computed with respect to ρ∗<.
Theorem 4.1 (Bound) Let X,Y be computable normed spaces. The partial
map || || :⊆ C(X,Y )→ R∗<, T → ||T ||, deﬁned for all linear bounded operators
T : X → Y , is computable.
The proof is mainly based on the fact that computable functions are eﬀec-
tively continues, i.e. the map (T, U) → T−1(U) is computable in a certain sense
[3]. As a corollary we immediately obtain that the bound of any computable
linear operator is a left-computable real number.
Corollary 4.2 Let X,Y be computable normed spaces. If T : X → Y is a
computable linear operator, then ||T || is a left-computable real number.
It is easy to see that in case of a ﬁnite-dimensional normed space X, the
norm, considered as a function || || :⊆ C(X,Y ) → R, is computable and thus
||T || is even a computable real number for any computable linear operator
T : X → Y in this case, see [3]. On the other hand, one can prove that in
the inﬁnite-dimensional case the bound of a computable linear operator is not
necessarily computable.
Example 4.3 For any computable real number p ≥ 1 there exists some com-
putable linear operator T : !p → !p such that ||T || is not right-computable.
Proof. Let (an)n∈N be a positive and increasing computable sequence such
that a := supn∈N an ∈ R exists but is not right-computable and deﬁne a linear
bounded diagonal operator T : !p → !p by T (xk)k∈N := (akxk)k∈N for all
(xk)k∈N ∈ !p. Then T is computable and ||T || = a is not right-computable. ✷
The following remark provides the topological counterpart of this observa-
tion.
Remark 4.4 Let p ≥ 1. The mapping || || :⊆ C(!p, !p) → R, T → ||T ||,
deﬁned for linear bounded and bijective operators T : !p → !p, is discontinuous
with respect to the compact open topology on C(!p, !p).
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Now we want to study the uniform bound map
U :⊆ C(X,Y )N → R, (Ti)i∈N → sup
i∈N
||Ti||,
where dom(U) is the set of all sequences (Ti)i∈N of linear and bounded op-
erators Ti : X → Y such that supi∈N ||Ti|| exists. By the classical Uniform
Boundedness Theorem, supi∈N ||Ti|| especially exists if X is a Banach space
and {||Tix|| : i ∈ N} is bounded for each x ∈ X. In the following we will
consider R< and R
∗
< instead of R in the image of U as well. Using Theorem
4.1 and the fact that sup :⊆ RN< → R< is computable, we obtain the fol-
lowing (not very surprising) computable version of the Uniform Boundedness
Theorem which states that we can compute the uniform bound from below.
Corollary 4.5 Let X,Y be computable normed spaces. Then the uniform
bound map U :⊆ C(X,Y )N → R< is computable.
We directly obtain the following corollary.
Corollary 4.6 Let X be a computable Banach space and let Y be a com-
putable normed space. If (Ti)i∈N is a computable sequence of computable
bounded operators Ti : X → Y such that {||Tix|| : i ∈ N} is bounded for
each x ∈ X, then supi∈N ||Ti|| is a left-computable real number.
On the other hand, using the constant sequence with the computable oper-
ator T : !p → !p from Example 4.3, one can see that the uniform bound is not
computable in general. If we cannot compute the uniform bound supi∈N ||Ti||
precisely, then it would be useful to compute at least some upper bound
n ≥ supi∈N ||Ti||, as it was possible in case of the bound of a single operator
in Theorem 4.1. However, a corresponding result does not hold in case of the
uniform bound, even not in case of X = Y = R.
Remark 4.7 The uniform bound map U :⊆ C(R)N → R∗< is discontinuous.
Now the general question appears: which input information on a sequence
(Ti)i∈N of linear bounded and pointwise bounded operators Ti suﬃces to com-
pute some upper bound on supi∈N ||Ti||? As we have seen in the previous
remark, the pure knowledge of pointwise boundedness does not suﬃce, not
even in case of Euclidean space X = Y = R. While in this case it would help
to add the pointwise bound supi∈N ||Ti1|| ∈ R as additional input informa-
tion, one can show that in the general case it does not help if the pointwise
bounds on some fundamental sequence of unit vectors are given as additional
input information. However, it is suﬃcient to have all pointwise bounds as
additional input information, as the following result shows. Therefore, we will
consider the input as operator T : X → B(N, Y ) and for all such operators
we deﬁne operators Ti : X → Y, x → T (x)(i). It is clear that an operator
T is well-deﬁned, if and only if (Ti)i∈N is pointwise bounded. Moreover, T is
linear, if and only if all Ti are linear. By the classical Uniform Boundedness
Theorem a linear operator T is bounded, if and only if all Ti are bounded and
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the sequence (Ti)i∈N is pointwise bounded. In this case we obtain
||T || = sup
x∈B(0,1)
||Tx|| = sup
x∈B(0,1)
sup
i∈N
||Tix|| = sup
i∈N
sup
x∈B(0,1)
||Tix|| = sup
i∈N
||Ti||,
thus, the uniform bound of (Ti)i∈N is nothing but the bound of T . The main
technical obstacle in the proof of the following theorem is the fact that B(N, Y )
is a non-separable normed space and therefore we cannot derive the result
directly from Theorem 4.1. Instead of that we have to apply the techniques
which have been developed by Schro¨der in order to handle computability on
spaces without countable bases [14].
Theorem 4.8 (Computable Uniform Boundedness Theorem) Let X,Y
be computable normed spaces. Then || || :⊆ C(X,B(N, Y )) → R∗<, T → ||T ||,
deﬁned for linear bounded operators T : X → B(N, Y ), is computable.
The reader might object that the Computable Uniform Boundedness The-
orem, as stated here, does not deserve its name, since it does not imply the
classical version of the theorem. However, it is straightforward how to combine
this more general result with the classical Uniform Boundedness Theorem in
order to get a version which actually implies the classical theorem. Our result
shows how to compute uniform bounds if they exist while the classical result
guarantees that they exist under certain additional assumptions.
Can we also eﬀectivize the contraposition of the Uniform Boundedness
Theorem? Thus, given a sequence of linear and bounded operators Ti : X → Y
such that {||Ti|| : i ∈ N} is unbounded, can we eﬀectively ﬁnd some witness
x ∈ X such that {||Tix|| : i ∈ N} is unbounded? The following theorem
answers the question in the aﬃrmative. The proof is a direct eﬀectivization
of the classical proof of the Uniform Boundedness Theorem [7] and it uses
the computable Baire Category Theorem [4]. A corresponding version of the
Uniform Boundedness Theorem is known in constructive analysis [2].
Theorem 4.9 (Contra computable Uniform Boundedness Theorem)
Let X be a computable Banach space and let Y be a computable normed space.
There exists a computable multi-valued operation β :⊆ C(X,Y )N ⇒ X with
the following property: for all sequences (Ti)i∈N of linear and bounded oper-
ators Ti : X → Y such that {||Ti|| : i ∈ N} is unbounded, there exists an
x ∈ β(Ti)i∈N and {||Tix|| : i ∈ N} is unbounded for all such x.
We obtain the following weaker non-uniform corollary.
Corollary 4.10 Let X be a computable Banach space and let Y be a com-
putable normed space. For any computable sequences (Ti)i∈N of linear and
computable operators Ti : X → Y such that {||Ti|| : i ∈ N} is unbounded,
there exists a computable x ∈ X such that {||Tix|| : i ∈ N} is unbounded.
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5 Divergent Fourier Series
One standard example of an application of the Uniform Boundedness Theorem
is the construction of a continuous function f : [0, 2π] → R whose Fourier
series diverges at t = 0 (cf. [7]). We can directly transfer this to the computable
setting and prove that there exists a computable function f whose Fourier
series does not converge.
Theorem 5.1 There exists a computable function f : [0, 2π]→ R such that
si :=
1
2π
2π∫
0
f(t)
sin(i+ 1
2
)t
sin 1
2
t
dt
does not converge to f(0) as i→∞.
Proof. We consider the computable Banach space C[0, 2π] and we deﬁne a
sequence of operators Ti : C[0, 2π]→ R by
Ti(f) :=
1
2π
2π∫
0
f(t)
sin(i+ 1
2
)t
sin 1
2
t
dt
One can prove that ||Ti|| = 12π
∫ 2π
0
∣∣∣ sin(i+1/2)tsin(t/2) ∣∣∣ dt and thus each Ti is bounded,
whereas {||Ti|| : i ∈ N} is unbounded [7]. Using evaluation and type conver-
sion, one can prove that (Ti)i∈N is a computable sequence of linear bounded and
computable operators Ti : C[0, 2π] → R in C(C[0, 2π]). This follows from the
fact that integration is computable (cf. Theorem 6.4.1.2 in [17]). Now Corol-
lary 4.10 yields a computable function f ∈ C[0, 2π] such that {||Tif || : i ∈ N}
is unbounded. ✷
Using the computable version of the Theorem on Condensation of Singu-
larities [3] we could even prove that, given a sequence of computable numbers
(tn)n∈N in [0, 2π], we can eﬀectively ﬁnd a computable function f : [0, 2π]→ R
such that the Fourier series of f does not converge to f at tn for all n ∈ N.
We will not formulate this result here.
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