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Abstract: 
The cardiovascular system (CVS) plays a crucial role in human thermoregulation; 
cardiovascular diseases may lead to significantly degrading the thermoregulation ability 
for patients during exposure to heat stress. To evaluate the thermal responses of patients 
with common chronic cardiovascular diseases we here propose an integrated 
computational model by coupling a two-node thermoregulation model with a 
closed-loop, multi-compartment, lumped-parameter cardiovascular model. This bioheat 
transfer model is validated capable of predicting cardiovascular function and thermal 
responses under varying environmental conditions. Our results demonstrate that the 
cardiovascular disease-induced reduction in cardiac output and skin blood flow causes 
extra elevation in core temperature during hyperthermic challenges. In addition, a 
combination of aging, obesity and cardiovascular diseases shows a pronounced increase 
in core temperature during heat exposure, which implies that such combined effect may 
increase the risk of heat-related morbidity and mortality. 
Anesthetic-induced impairments in human thermoregulatory system and exposure to 
a low temperature environment during surgery are considered to be the major cause of 
the perioperative hypothermia associated with numerous detrimental effects. 
Additionally, individual characteristics of the patients also have important influences on 
the perioperative hypothermia. To evaluate thermal responses of the anesthetized 
patients during surgery environment, a simple anesthesia model was developed and 
incorporated into an individualized bioheat transfer model proposed in our previous 
study, which can be used to evaluate human thermal responses with different individual 
characteristics of aging, obesity and cardiovascular diseases. Our results indicate that 
the elderly adult shows a decreased core temperature but increased skin temperature 
during cold exposure compared to the young adult. Either the increased thickness of fat 
or the aggravated severity of left ventricular failure appear likely reduces the decline in 
core temperature during cold exposure. Besides the low temperature, the increase of 
wind speed and relative humidity both result in somewhat decrease in core temperature. 
Most strikingly, a remarkable decrease in core temperature is observed when decreases 
 
 
II 
 
the threshold settings of vasoconstriction by approximately 0.5-3℃. In conclusion, the 
individual body characteristics have important influences on human body temperatures 
during cold exposure. Moreover, the combination of individual body characteristics and 
general anesthesia further complicates human thermoregulatory responses, which 
imposes huge challenges to the clinicians. 
We present a novel methodology and strategy to predict pressures and flow rates in 
the global cardiovascular network at different postures varying from supine to upright. 
A closed-loop, multi-scale mathematical model of the entire cardiovascular system 
(CVS) is developed through an integration of one-dimensional (1D) modeling of the 
large systemic arteries and veins, and zero-dimensional (0D) lumped-parameter 
modeling of the heart, the cardiac-pulmonary circulation, the cardiac and venous valves, 
as well as the microcirculation. A versatile junction model is proposed and incorporated 
into the 1D model to cope with splitting and/or merging flows across a multi-branched 
junction, which is validated to be capable to well estimate both subcritical and 
supercritical flows while ensuring the mass conservation and total pressure continuity. 
To model gravitational effects on global hemodynamics during postural change, a robust 
venous valve model is further established for the 1D venous flows and distributed 
throughout the entire venous network with consideration of its anatomically realistic 
numbers and locations. The present integrated model is proven to enable reasonable 
prediction of pressure and flow rate waveforms associated with cardiopulmonary 
circulation, systemic circulation in arteries and veins, as well as microcirculation within 
normal physiological ranges, particularly in mean venous pressures, which well match 
the in vivo measurements. Applications of the cardiovascular model at different postures 
demonstrate that gravity exerts remarkable influence on arterial and venous pressures, 
venous returns and cardiac outputs whereas venous pressures below the heart level 
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show specific correlation between central venous and hydrostatic pressures in veins and 
right atrium. 
Convective heat exchange via the cardiovascular system (CVS) is considered to be 
the most important heat exchange pathway inside the body, however, the effects of 
cardiovascular characteristics on human thermoregulation during passive heat stress are 
poorly understood. We propose an integrated multi-segment human thermoregulation 
model coupled with a closed-loop multi-scale cardiovascular model to predict 
cardiovascular functions in human thermoregulation. The coupled thermoregulation 
model is validated to be capable of predict cardiovascular hemodynamics and thermal 
responses during varying environmental temperatures.  
 
Keywords: Mathematical modeling, Thermoregulation, Cardiovascular system, 
lumped-parameter model, Multi-scale cardiovascular model, Gravitational effects, 
Postural change, Multi-branched junction model, Venous valve, aging, cardiovascular 
diseases, heat stress. 
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Chapter 1 
Introduction 
1.1 Background 
The human physiological thermoregulatory system is a very complex feedback control 
system, which enables human to maintain a relative stable internal temperature during 
wide environmental temperatures. Due to the complexity of the thermoregulatory 
system, it is impossible to reproduce human thermoregulatory system and consider all 
of the aspects of thermoregulatory mechanisms in experimental conditions. Moreover, 
ethics and law also limit the range of time and temperature of human exposure to 
experimental temperatures. With the development of computational technology and 
numerical methods, computer modeling of human thermoregulation has been a useful 
tool to investigate human transient thermal responses to any imaginable environmental 
conditions due to its great advantages in expense and time, which can be utilized in 
many applications such as aerospace engineering, oceanic engineering, automotive 
industry, textile industries, building design, biomedical engineering, medicine, and 
military. 
Mathematical modeling of human thermoregulation has a growth spurt since Stolwijk 
[1] presented his famous 25-node multi-compartment human thermoregulation model, 
from relative simple but efficacious two-node thermal model [2] or multi-compartment 
thermoregulation model presented by Fiala et al. [3], to more complex 3D finite element 
thermal model [4] during the past several decades. However, without a detailed 
description of the complete CVS, a key but poor understanding of cardiovascular 
function in these models is blood perfusion and convective heat exchange between CVS 
and body tissues [5]. In addition, human thermoregulation is accompanied by significant 
cardiovascular adjustments [6], which are considered to be the most important heat 
exchange pathway within body. Large amounts of published literatures have highlighted 
the important function of cardiovascular system in human thermoregulation during 
varying external thermal environments [5, 6]. In recent years, some researchers have 
incorporated a multi-branched arterial model or 1D arterial tree model into their thermal 
models to predict convective heat exchange between CVS and body tissues and/or 
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blood perfusion [7-10]. To the best of our knowledge, there are no studies have 
considered a complete closed-loop CVS, especially the heart, pulmonary circulation, 
and venous circulation. Therefore, incorporation of a complete CVS into the 
thermoregulation model, and the investigation of cardiovascular function in 
thermoregulation and its effects on human thermal responses are the main subject of this 
thesis. 
 
1.2 Objectives and outline 
The objective of this thesis is to investigate cardiovascular function in human 
thermoregulation during varying external thermal environments, as well as the effects of 
cardiovascular performance on human thermal responses. Firstly, an integrated 
closed-loop lumped-parameter cardiovascular model is developed and incorporated into 
a two-node thermal model to predict individualized human thermal responses to passive 
heat stress, such as aging, obesity, and cardiovascular diseases. Secondly, to model CVS 
more detailed, a closed-loop multiscale cardiovascular model is developed and 
incorporated into a multi-segmental thermal model to predict blood perfusion and 
convective heat exchange within human body. Moreover, applications of the developed 
thermal models are also given in detail, such as effects of aging, obesity, and 
cardiovascular diseases on human thermal responses to passive heat stress, the effects of 
general anesthesia on human temperature regulation during surgery conditions. 
This thesis is organized as follows: In chapter 2, an integrated single-compartment 
two-node human thermoregulation model coupled with an integrated closed-loop 
lumped-parameter cardiovascular model is developed, which is validated capable of 
predicting individualized transient thermal responses to varying environmental 
temperatures, such as the effects of aging, obesity, and cardiovascular disease on human 
 
 
3 
 
body temperature during passive heat stress. In chapter 3, the developed two-node 
thermoregulation model is coupled with an anesthesia model to evaluate thermal 
responses of the anesthetized patients during surgery environment. In chapter 4, a 
closed-loop multi-scale cardiovascular model is developed, which consists of 1D 
representations of the major systemic arteries and veins and 0D representations of 
cardiopulmonary circulation and peripheral vascular bed, with a special focus on the 
detailed anatomically distribution of venous valves within the entire venous system. In 
addition, with an introduction of a robust junction model and the numerical methods 
used to treat coupling boundary conditions between 0D and 1D models, the developed 
multi-scale cardiovascular model can be applied to investigate gravitational effects on 
CVS during postural changes. In chapter 5, a multi-compartment integrated human 
thermoregulation model is developed and coupled with a closed-loop multi-scale 
cardiovascular model to calculate blood perfusion within human body and convective 
heat exchange between CVS and body tissues. In chapter 6, a concluding remarks and 
future tasks are summarized. 
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Chapter 2  
Cardiovascular disease-induced thermal 
responses during passive heat stress: an 
integrated computational study 
2.1 Introduction 
The cardiovascular system (CVS) plays a crucial role in human thermoregulation; heat 
stress may result in significant cardiovascular adjustments that are necessary to maintain 
adequate cardiac output and skin blood flow for the heated body [1]. When heating skin 
temperature rises from 36.5℃ up to 40.9℃ over a period of 40-53 minutes, it will lead to 
a 122% increase in cardiac output primarily caused by the increased heart rate, and a 52% 
decrease in total peripheral resistance [2]. The convective heat transfer via the circulatory 
system is the most important heat exchange pathway inside the body [3], which is 
normally responsible for transferring 50-80% heat flow within the human body by blood 
circulation [4]. 
Cardiovascular diseases have been a leading cause of death globally. In the studies of 
1995 Chicago heat wave [5] and 2003 European heat wave [6], the heat-related morbidity 
and mortality for people with cardiovascular diseases were reported to increase 
remarkably. Because of the ethics and legality, experimental investigations on the thermal 
tolerance of vulnerable population are prohibited or limited to mild heat stress or low-risk 
patients with cardiovascular diseases. The magnitude of the impact of cardiovascular 
disease on thermal tolerance is hence usually underestimated [7]. 
Mathematical modeling of human thermal responses to varying environmental 
conditions has been widely used in medicine, textile industries and building design 
because of its advantages in saving time and expense compared with experiments. A large 
number of mathematical models of human thermoregulation have been developed, from 
relative simple two-node thermal model to more complex multi-compartment models 
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[8-12]. Very few models, however, have considered the actual human cardiovascular 
system, not to mention the detailed description of the cardiopulmonary circulation. 
Therefore, it is highly desirable to develop a mathematical model of human 
thermoregulation, which is capable to predict human thermal responses under varying 
environmental conditions, and to assess the effects of various degrees of cardiovascular 
diseases on thermal tolerance. 
In this study we aim at developing a dynamic thermoregulation model based on 
Gagge’s two-node thermal model [9] to predict human thermal responses to varying heat 
stresses. To predict cardiovascular functions associated with the human thermoregulation, 
a closed-loop, multi-compartment, lumped-parameter model of the human CVS 
involving systemic circulation and cardiopulmonary circulation is developed and 
incorporated into the thermoregulation model based on our previous studies [13, 14]. 
Furthermore the two key parameters of the CVS during thermoregulation, namely, the 
heart rate and the vasomotion, are taken into account in the present model. Validation of 
the CVS and thermoregulation models is extensively discussed and established through a 
comparison with reliable experimental data. We first give a detailed description of the 
thermoregulation model and the cardiovascular model. We then show the aging-related 
variations in physiological thermoregulation, and investigate the effects of common 
chronic heart diseases on thermal responses for patients during exposure to heat stress. 
Finally we give an extended discussion on the human thermal responses with a 
combination of various factors involving aging, obesity, and cardiovascular diseases. 
 
2.2 Methods 
2.2.1 Thermoregulation model 
The Gagge’s two-node thermal model is modified to predict human thermal responses 
during varying environmental conditions. For simplification, the human body is 
represented as a cylinder consisting of two layers of core and skin. The skin is the most 
important heat-exchange organ of the human body, interfacing and exchanging heat with 
external environment via conduction, convection, evaporation and radiation. Sweating, 
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shivering and cardiovascular adjustments are the primary thermoregulatory control 
mechanisms that maintain human body internal temperature within a normal 
physiological range, which may be evaluated with a parameter of the temperature error 
signal, ε between the instantaneous temperature, T(℃) and the reference temperature, 
Treference(℃), such as: 
 referenceTT   (2.1) 
 
 
Figure 2.1. Schematic representation of the integrated bioheat transfer model and its 
interaction with external environment. This model consists of two parts:  controlled 
system (body and CVS) and controlling system (physiological thermoregulatory system). 
 
Accordingly, the thermal signals of human body may be defined as: 
  refcrcrcr TTMaxWSIG _,0  , (2.2) 
  crrefcrcr TTMaxCSIG  _,0 , (2.3) 
  refsksksk TTMaxWSIG _,0  , (2.4) 
  skrefsksk TTMaxCSIG  _,0 , (2.5) 
 
 
8 
 
where terms of WSIGcr/CSIGcr and WSIGsk/CSIGsk represent warm/cold signals of core 
and skin, respectively; Tcr and Tsk are instantaneous temperatures of core and skin 
whereas Tcr_ref and Tsk_ref are reference temperatures of core and skin under neutral 
condition (environmental temperature=29.4℃, relative humidity=47%). A schematic 
representation of the human thermoregulation model is depicted in figure 2.1.  
The energy balance equations for core and skin nodes can then be expressed as: 
 
   
   skcrblskcrartblcr
vecrveveartcrartartskcrres
cr
cr
TTcmTTcm
TTAhTTAhQQWM
dt
dT
C



_
, (2.6) 
   ercskcrblskskcr
sk
sk QQQTTcmQ
dt
dT
C  _ , (2.7) 
where term Ccr/Csk denotes the thermal capacitance of core/skin (J K
-1), Tcr/Tsk the 
temperature of core/skin (℃), t time (s), M the metabolic rate (W), W the external work 
done by body (W), Qres the respiratory heat loss (W), Qcr_sk the heat exchange between 
core and skin via conduction (W), hart/hve the convection heat transfer coefficient of 
artery/vein (W m-2 K-1), Aart/Ave the surface area of artery/vein (m
2), Tart/Tve the blood 
temperature in artery/vein (℃), cbl the specific heat of blood (J kg-1 K-1), ṁcr the total 
blood perfusion rate of core (kg s-1), ṁsk the skin blood perfusion rate (kg s-1), Qc the 
convective heat exchange between skin and environment (W), Qr the radiative heat 
exchange between skin and environment (W), and Qe the evaporative heat loss from skin 
(W). 
The heat loss (Qres) owing to respiration is defined as 
  aares PMQ  440023.0 , (2.8) 
where ϕa is the relative humidity and Pa is the saturated vapor pressure of ambient air 
(mmHg). 
The convective and radiative heat exchanges between skin and external environment 
are given by 
   clFTTSAhQ askcc  , (2.9) 
   clFTTSAhQ askrr  , (2.10) 
 
  clohh
F
rc
cl


155.01
1
, (2.11) 
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where hc denotes the convective heat transfer coefficient (W m
-2 K-1), hr the radiative heat 
transfer coefficient (W m-2 K-1), SA the body surface area (m2), Ta the ambient 
temperature (℃ ), Fcl the heat transfer efficiency of clothing, and clo the thermal 
resistance of clothing. To take into account the effects of wind speed, the convective heat 
transfer coefficient hc is further defined as a function of wind speed v (m s
-1) [15], 
 
67.04.77.2 vhc  . (2.12) 
The evaporative heat loss, Qe from skin is divided into the heat loss owing to skin 
diffusion, Qdiff and the heat loss owing to sweating, Qrsw [16], such as: 
 rswdiffe QQQ  . (2.13) 
Note that the sweating-induced heat loss (Qrsw) can be further given by 
 
  0.3/_
2
0.2 refsksk
TT
swOHrsw SAmQ

  , (2.14) 
 
1000
1
3600
1
 skcrswsw WSIGWSIGkm , (2.15) 
where l
H
2
O
 represents the evaporative heat of water (J kg-1), msw the sweating rate (kg 
m-2 s-1), and ksw the sweating rate coefficient (g m
-2 h-1 K-2). 
The skin-diffusion-induced heat loss (Qdiff) is defined as, 
 rswewetdiff QQpQ  max , (2.16) 
in which, 
   pclaaskOHe FPPSAQ   '2max , (2.17) 
 
maxe
rsw
rsw
Q
Q
p  , (2.18) 
 rswwet pp  94.006.0 , (2.19) 
where pwet denotes the skin wetness, Qemax the maximum evaporative heat loss, α' the 
moisture transfer coefficient (Kg m-2s-1mmHg-1), Fpcl the vapor transfer efficiency of 
clothing, and prsw the skin wetness owing to sweating. 
Notice that in the conventional models, the thermal resistance between core and skin is 
set to be constant. However, as pointed out by Havenith [17], the core-to-skin resistance 
Rcore_to_skin (Wm
-2 ℃-1) depends strongly on the metabolic rate, the skin blood flow, and 
the subcutaneous fat layer thickness. We hereby employ the following formula such as 
[17] 
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skinfatmuscleflowbloodskin
skintocore
RR
R



11
1
__
__ , 
(2.20) 
where 
 
SKBFc
R
bl
flowbloodskin



1
__ , (2.21) 
 skinfatmuscleskinfatmuscle RRR   , (2.22) 
 
130
65
1
05.0



M
Rmuscle , (2.23) 
   0044.020048.0   skinfatskinfat thicknessR , (2.24) 
where η is the countercurrent heat exchange efficiency, SKBF the skin blood flow (l 
m-2s-1), and thicknessfat+skin the thickness of skin and fat (mm). It should be noted that the 
total core-to-skin thermal resistance is calculated as the parallel resistance containing 
Rmuscle+fat+skin and Rskin_blood_flow, which co-exist in parallel when blood flow through 
muscle and fat to skin. Moreover, Rskin_blood_flow is related to the skin blood flow (SKBF), 
which is updated with the value of skin blood flow based on the cardiovascular model at 
each time-step. 
The heat exchange between core and skin through conductance can be given by 
 
 
skintocore
skcr
skcr
R
TTSA
Q
__
_

 . (2.25) 
At cold condition, the total metabolic rate is composed of the basal metabolic rate (Mb) 
and the shivering metabolic rate (Mshiv), such that,  
 shivb MMM  , (2.26) 
Where 
 skcrshiv CSIGCSIGSAM  4.19 . (2.27) 
Accordingly, the energy balance equations for the entire CVS can be represented as: 
    artlhblacrartartart
art
abl TTcmTTAh
dt
dT
C  , , (2.28) 
    vecrblvcrveveve
ve
vbl TTcmTTAh
dt
dT
C  , , (2.29) 
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  rhveblrh
rh
rhbl TTcm
dt
dT
C  , , (2.30) 
  lhcrbllh
lh
lhbl TTcm
dt
dT
C  , , (2.31) 
where Cbl,a is the thermal capacitance of artery node (J K
-1), Cbl,v the thermal capacitance 
of vein node (J K-1), Cbl,rh the thermal capacitance of right heart (total blood in vena cava 
and right heart) (J K-1), Cbl,lh the thermal capacitance of left heart (total blood in left heart 
and aorta) (J K-1), Trh the blood temperature in right heart (℃), Tlh the blood temperature 
in left heart (℃), ṁa the mass flow rate of blood entering artery node from left heart (Kg 
s-1), ṁv the mass flow rate of blood entering vein node from body core (Kg s-1), ṁrh the 
mass flow rate of blood entering right heart node from vein (Kg s-1), and ṁlh the mass 
flow rate of blood entering left heart node from pulmonary circulation (Kg s-1). Note that 
the ṁ-related terms used in energy balance equations denote the flow rate through the 
corresponding compartment multiplied by the density of blood, which is updated based 
on the cardiovascular model at each time-step. 
    Because of the larger vascular area in toto and lower blood velocity, the blood 
temperatures in arterioles, capillaries and venules are close to the temperatures of 
surrounding tissues. Hence the blood temperatures of ṁv and ṁlh are assumed to be 
identical to the core temperature. With consideration of the lower heart surface 
area-to-volume ratio, here we ignore the influence of the convective heat exchange 
between heart and body. All model parameters for a standard man are summarized in 
table 2.1. 
 
2.2.2 Cardiovascular model 
A closed-loop, multi-compartment, lumped-parameter mathematical model of the entire 
CVS is developed and incorporated into the thermoregulation model to simulate the 
blood circulation and to quantitatively evaluate the cardiovascular responses to varying 
environmental conditions. This cardiovascular model as illustrated in figure 2.2a consists 
of the models for the systemic circulation and the cardiopulmonary circulation. 
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Table 2.1. Thermoregulation model parameters for a standard man. 
Parameter Symbol Units Value 
Body weight BW Kg 81.7 
Body surface area SA m2 1.89 
Basal metabolic rate Mb W 101.0 
Thickness of fat and skin Thicknessfat+skin mm 15.72 
Thermal resistance of clothing clo clo 0.6 
Coefficient of sweating rate ksw g m-2 h-1 K-1 100.0 
Basal skin blood flow at neutral conditions qsk_basal Kg m-2 h-1 6.3 
Vasodilation coefficients kdil Kg m-2 h-1 K-1 75 
Vasoconstriction coefficients kcon K-1 0.5 
Radiative heat transfer coefficient hr W m-2 K-1 4.65 
Evaporative heat of water  λH2O J kg-1 2256000.0 
Specific heat of blood cbl J kg-1 K-1 3640.0 
Density of blood ρbl Kg m-3 1052.0 
Surface area of systemic artery Aart m2 0.12 
Surface area of systemic vein Ave m2 0.2 
Convection heat transfer coefficient of artery hart W m-2 K-1 1800.0 
Convection heat transfer coefficient of vein hve W m-2 K-1 1080.0 
 
The systemic circulation contains aorta, arteries, capillaries, veins, and vena cava. 
Three-element windkessel model as shown in figure 2.2b is utilized to describe each 
compartment. The parameters of C and R denote compliance and resistance of a blood 
vessel, respectively; L represents the inertance of blood flow. Based on Kirchhoff’s 
circuit law, the equations of mass conservation and momentum conservation can be 
obtained as: 
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Figure 2.2. (a) Multi-compartment lumped-parameter model of the entire 
cardiovascular system. Notation of parameters: ra, right atrium; tv, tricuspid valve; rv, 
right ventricle; pv, pulmonary valve; pua, pulmonary artery; puc, pulmonary capillary; 
puv, pulmonary vein; la, left atrium; mv, mitral valve; lv, left ventricle; av; aortic valve; 
sao, systemic aorta; sa, systemic arteries; sk, skin; cr, core; sv, systemic veins; svc, 
systemic vena cava; Ppc, pericardium pressure; Pit, intrathoracic pressure. (b) Typical 
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configuration of a single compartment circuit. 
 
 
ii
i QQ
dt
dV
 1 , (2.32) 
 
i
iiiii
L
RQPP
dt
dQ 
 1 , (2.33) 
where Vi, Qi and Pi (Pi=Vi/Ci) represent the blood volume (ml), the flow rate (ml s
-1) and 
the pressure (mmHg) at the i compartment, respectively. 
The heart is modeled as four chambers and the cardiac contraction is modeled with the 
time-varying elastance E(t) as [14]: 
 BA EteEtE  )()( , (2.34) 
where EA is the elastance amplitude, EB the elastance baseline, and e(t) the normalized 
time-varying elastance. Term e(t) can be further expressed for ventricle as  
 
  
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, (2.35) 
and for atria as 
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, (2.36) 
where t0 is the time period of a cardiac cycle (s), tvcp, tacp, tvrp, and tarp the durations of 
ventricular/atrial contraction/relaxation (s), respectively, tac and tar the time points at 
which the atria begin to contract and relax (s). The cardiac chamber pressure can be then 
obtained as 
     
dt
dV
SVVtEtPh  0 , (2.37) 
where V is the cardiac chamber volume, V0 the dead chamber volume, and S the 
viscoelasticity coefficient of the cardiac wall.  
The pressure-flow relationship of the cardiac valve is determined by Bernoulli 
equation [18], the pressure gradient △Pcv across the cardiac valve is related to the flow 
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rate Qcv through the valve, such that, 
Table 2.2. Parameters for the entire CVS. 
Heart 
ra: EA=0.06, EB =0.07, S=0.0005Pra. rv: EA=0.55, EB =0.05, S=0.0005Pra.  
la: EA=0.07, EB =0.09, S=0.0005Pra. lv: EA=2.75, EB =0.08, S=0.0005Pra. 
Cardiac valves 
tv: Atv=4.0, ltv=1.0, Kvo=0.03, Kvc=0.04.   pv: Apv=4.0, lpv=2.0, Kvo=0.02, Kvc=0.02.   
mv: Amv=4.0, lmv=1.0, Kvo=0.03, Kvc=0.04.  av: Aav=4.0, lav=2.0, Kvo=0.012, Kvc=0.012. 
Pulmonary circulation 
Pua: E0=0.02, ϕ=20.0, L=0.0005, R=0.04. Puc: E0=0.02, ϕ=60.0, L=0.0005, R=0.04.  
Puv: E0=0.02, ϕ=200.0, L=0.0005, R=0.005. 
Systemic circulation 
Aorta: R=0.04, L=0.0005, C=1.8.  Systemic artery: R=0.42, L=0.01, C=2.0. 
Peripheral vessel bed: Rcr=0.2, Rsk=2.2. Systemic vein: R=0.43, L=0.002, C=75.0.  
Vena cava: R=0.024, L=0.002, C=19.0. 
Units of parameters are as follows: elastance (E), mmHg ml-1; viscoelasticity coefficient 
(S), mmHg s ml-1; effective cross-sectional area (A), cm2; effective length (l), cm; 
opening rate coefficient of cardiac valves (Kvo), cm
2 dynes-1 s-1 ; closure rate coefficient 
of cardiac valves (Kvc), cm
2 dynes-1 s-1; volume constant ϕ, ml; resistance (R), mmHg s 
ml-1; inertance (L), mmHg s2 ml-1; compliance (C), ml mmHg-1. 
 
dt
dQ
LQQBP cvcvcvcvcvcv  , (2.38) 
where Bcv is the Bernoulli resistance and Lcv is the blood inertance, as given below 
respectively, 
 22
,
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bl
valve
eff
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A
B       
A
l
L



 , (2.39) 
where ρbl is the blood density, leff an effective length for flow through the valve, and Aeff an 
effective cross-sectional area of the valve. Aeff can be calculated as follows 
   )()()()()( min,min,max, tAttAtAtA effeffeffeff   , (2.40) 
where Aeff,max(t) and Aeff,min(t) denote maximum and minimum effective valve areas. For 
healthy valves Aeff, max(t) is set to be constant (see Table 2.2) whereas Aeff, min(t) is 0. The 
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index of valve state ζ (0≤ζ≤1; ζ=0, closed valve; ζ=1, open valve) can be calculated as 
      , 0        1  dpdpvo PPPPK
dt
d


 (2.41) 
   0).(         dpdpvc PPPPK
dt
d


 (2.42) 
Here Kvo and Kvc express the opening and closure rate coefficients of cardiac valves, with 
their values given in table 2.2. 
The pulmonary circulation is modeled with three compartments: the pulmonary artery, 
the pulmonary capillary and the pulmonary vein. The elastance (E) of the pulmonary 
circulation is defined by [20] 
 
V
0 eEE  , (2.43) 
where E0 is the zero volume elastace, V the blood volume, and ϕ the volume constant. The 
pressure in the compartment of pulmonary is given by  
  EP . (2.44) 
Note that the governing equations for the entire human CVS are described in detail in 
appendix A, with the corresponding model parameters given in table 2.2. 
Under pronounced passive heat stress, the cardiac output can reach 13 L min-1 with 
approximately half directed to skin [2]. Increasing in cardiac output is primarily caused 
by the increased heart rate while the stroke volume falls slightly. Therefore the peripheral 
vascular resistance and the heart rate are assumed to be two key control parameters of the 
human cardiovascular responses to passive heat stress. This implies that some novel 
control mechanisms for heart rate and the resistance of peripheral vessel bed may exist 
and work via autonomic nervous system [13]. 
The resistance, Rsk, of the blood flow from core to skin can be modeled as a function of 
thermal signal of the human body. Any changes in temperature will influence the 
resistance of Rsk and hence the skin blood flow, which, however, has not been investigated 
quantitatively yet. We hereby introduce a resistance-index λ, namely, a 
non-dimensionless controlling parameter being used to control the vasomotion, which is 
defined as, 
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basalsk
sk
q
q
_
 , (2.45) 
where qsk is the instantaneous skin blood flow, and qsk_basal is the basal skin blood flow at 
neutral condition.  
Accordingly the resistance of skin blood flow (Rsk) can be expressed by 
 

basalsk
sk
R
R
_
 , (2.46) 
where Rsk_basal denotes the resistance of skin blood flow at neutral condition. 
 
 
Figure 2.3. Predicted mean skin temperatures and corresponding skin blood flows with 
different skin blood flow models under varying environmental temperatures. 
 
For the mathematical expression of λ, three famous skin blood flow models have been 
proposed of the Gagge’s skin blood flow model [9], the Fiala’s skin blood flow model [11], 
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and the Salloum’s skin blood flow model [12]. These models are mostly established on a 
basis of temperature signals of the human body: cold signal can induce vasoconstriction, 
which leads to reducing skin blood flow; warm signal can induce vasodilation, which 
enhances skin blood flow. Descriptions of the three skin blood flow models are given in 
appendix B. In figure 2.3 a comparison of skin blood flow rates and corresponding skin 
temperatures is made among the three models, which in toto indicates that the skin blood 
flow extends a remarkable influence on the skin temperature. Apparently these models 
are given in a generalized manner, which need further modifications to make them 
individual-specific for clinical applications.  
Each of the three models has advantages and disadvantages depending upon different 
problems. In the present model, we employ the Gagge's model and define the resistance- 
index λ with 
 
 skconbasalsk
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
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
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_
 , (2.47) 
where kdil and kcon denote the coefficients of vasodilation and vasoconstriction [16], 
respectively.  
In addition, the heart rates at rest, HRr and at equilibrium, HRf, that response to varying 
activities including various environments and clothing, are given as [21], 
    tfr eHRHR 316565   (2.48 ) 
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where IHR denotes the index of heart rate, Ereq the total metabolic and environmental heat 
load, and Emax the evaporative cooling capacity for clothing and environment.  
The energy balance equations of the thermal model was then solved by using a fully 
explicit first-order, Euler–Forward integration scheme [12], while the governing 
equations of the lumped-parameter cardiovascular model was solved with a fourth-order 
Runge-Kutta method as in our previous studies [13-14]. The time-step used in all 
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simulations was set to be 0.0001s, which was verified to be capable to obtain 
sufficiently accurate results. 
 
2.2.3 Model validation 
The CVS model was first validated through comparison with reliable experimental 
data. With consideration of the fact that the ventricle performance can extend significant 
influence onto the hemodynamic features of the CVS, we compared the computed results 
of the normalized elastance of left ventricle with the in vivo measurements [22] as shown 
in figure 2.4, which is in good agreement. In figure 2.5 we further plotted the computed 
pressures, flow rates and volumes associated with the cardiopulmonary circulation. Our 
results demonstrate that the present cardiovascular model is capable to reasonably predict 
the main wave characteristics.  
 
 
Figure 2.4. Comparison of the model predicted time-varying elastance of left ventricle 
and in vivo measured data form Senzaki et al. [22]. 
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Figure 2.5. Model predicted pressures, volumes, and flow rates of the cardiopulmonary 
circulation. 
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Figure 2.6. Predicted and measured human transient thermal responses under varying 
environmental temperatures (mean core and skin temperatures). Ta, environmental 
temperature; RH, relative humidity; Ws, wind speed.  
 
The thermoregulation model was then validated through a comparison of the core and 
skin temperatures between simulation and experimental results [16] as shown in figure 
2.6, where the model parameters and boundary conditions utilized in the simulations were 
modified to be identical to those in the experiments. An excellent agreement is observed 
in both the mean core temperatures and the skin temperatures. 
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2.3 Results 
Body core temperature is considered to be the most important thermoregulatory 
parameter; a mere 3℃ variation in the body core temperature may cause injury or even 
death [1]. At neutral condition, the core and skin temperatures of healthy people are 
36.8℃ and 34.1℃, respectively. Clinical observations show that aging, obesity and 
cardiovascular diseases can significantly influence human thermoregulatory ability. In 
this study we carried out a comprehensive analysis on the effects of these factors on body 
core temperature under passive heat stress. 
 
2.3.1 Aging effects on thermoregulation 
Kenney et al. [23] reviewed and discussed extensively the aging effects on 
physiological thermoregulation, pointing out that there was no inherent difference in 
body core temperature (Tc) between healthy young and old adults under thermo-neutral 
conditions. However, compared with young adults, there was an attenuated thermal 
tolerance during hypothermic and hyperthermic challenges for old adults. During cold 
exposure for old adults, there is 20-50% attenuation in metabolic heat production via 
shivering, and 25-50% attenuation in cutaneous vasoconstriction [24-26]. During hot 
exposure for old adults, there is 28-42% attenuation in sweating rate and 25-50% 
attenuation in cutaneous vasodilation [25, 27, 28]. 
Such aging effects on thermoregulation can be predicted reasonably with our model. 
Figure 2.7 shows a comparison of the computed and measured core & skin temperatures 
between young and old adults at different environmental temperatures. The model 
parameters and boundary conditions are modified to be identical to those in the 
experiments [29]. It is seen that the predicted skin temperatures are in excellent 
agreement with the measurements. Apparently, due to the attenuated vasoconstriction and 
metabolic heat production caused by shivering, the case for old adults shows a lower 
body core temperature but a higher skin temperature compared to that for young adults 
during cold exposure (23℃) (see figure 2.7a). In contrast, there is an opposite trend 
observed during hot exposure (31℃) (see figure 2.7b), which is likely caused by the 
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attenuated vasodilation and sweating. 
 
Figure 2.7. Predicted and measured mean body temperatures of young and old adults 
under different environmental temperatures: (a) mean core and skin temperatures for the 
condition of 23℃, (b) mean core and skin temperatures for the condition of 31℃.  
 
2.3.2 Effects of cardiovascular diseases on thermal response 
Clinical data indicate that people with cardiovascular diseases may be more vulnerable 
to heat stress, and the mortality rate was 30% greater than those without cardiovascular 
diseases [30]. In patients with cardiovascular diseases, hemodynamic factors will cause 
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changes in cardiac output, systemic circulation and hence skin blood flow. The 
incorporation of the CVS in the thermoregulation model extends our knowledge about 
cardiovascular function in thermoregulation and enables us to study the effects of 
different types of cardiovascular diseases, and severity (mild, moderate, and severe), on 
body core temperature. We hereby conducted an extended study on the effects of the 
cardiovascular diseases on thermal responses of the core temperature with a specific 
focus on the cases of left ventricular failure (LVF), right ventricular failure (RVF), mitral 
stenosis (MS) and aortic regurgitation (AR). 
Systolic failure of left ventricle (LV) was simulated by reducing the amplitude 
elastance of LV (EA) from 2.75 to 2.0 mmHg ml
-1 for mild case, to 1.38 mmHg ml-1 for 
moderate case, and down to 0.69 mmHg ml-1 for severe case. Figure 2.8a shows the 
simulated results of the cardiac output, the skin blood flow and the core temperature in 
concert with different LVF severity. It is seen that a decrease of LV contractility leads to a 
reduction in the cardiac output and the skin blood flow, and hence an elevation in the core 
temperature. Similarly, the RVF that is usually accompanied with LVF, was also 
simulated and illustrated in figure 2.8b. 
The MS was further modeled by changing the mitral valve area (Amv). In normal 
condition, we set Amv= 4 cm
2 when mitral valve is fully open and Amv= 0 cm
2 when mitral 
valve is closed. For the MS, special conditions were imposed to the fully opened mitral 
valve with Amv reduced to 3 cm
2 for mild case, 2 cm2 for moderate case, and 1 cm2 for 
severe case. Figure 2.8c illustrates the computed results of the cardiac output, the skin 
blood flow and the core temperature associated with different MS severity. Our results 
indicate that the MS will result in a reduction in the cardiac output and the skin blood flow 
but an elevation in the core temperature. 
The AR that the aortic valve does not close fully during diastole can lead to leakage of 
blood or backward flow from aorta to left ventricle. We modeled the  
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Figure 2.8. Effects of various degrees of cardiovascular diseases (mild, moderate and 
severe) on cardiac output, skin blood flow, and mean core temperature: (a) Left 
Ventricular Failure (LVF), (b) Right Ventricular Failure (RVF), (c) Mitral stenosis (MS), 
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(d) Aortic regurgitation (AR). 
 
severity of the AR by using different effective regurgitant orifice (ERO) areas. Follow 
Tribouilloy et al., [31] we set the ERO to be 0.2 cm2, 0.5 cm2, and 1 cm2 to represent mild, 
moderate and severe ARs, respectively. Figure 2.8d illustrates the cardiac output, the skin 
blood flow and the core temperature associated with different AR severity. Obviously, the 
AR leads to a reduction in the cardiac output and the skin blood flow but an elevation in 
the core temperature. 
Interestingly, our results indicate that an additional elevation in core temperature for 
people with heart diseases during exposure to heat stress can be attributed to the lower 
ability in the cardiac output, the systemic circulation, and hence the skin blood flow. For 
instance, for patients with the severe AR compared to healthy adults, it will result in a 
0.11℃ extra elevation in mean core temperature, corresponding with a 35.6% reduction 
in cardiac output and a 28% reduction in skin blood flow. (see figure 2.8d). For the 
variations in human body temperature during passive heat exposure, Armstrong and 
Kenney [32] performed in vivo measurements of body temperature during heat stress 
(environmental temperature: 46℃). Their results showed that the mean body temperature 
and the rectal temperature varied over a range of 36.75 ~ 37.25℃, and of 37.0 ~ 37.5℃, 
respectively. This supports our simulated results, which are reasonable within the 
physiological range. Furthermore, Armstrong and Kenney [32] stated that aging and heat 
acclimation could also affect body thermal response during heat stress. 
To further investigate the integrated effects of multi-factors on increasing the risk of 
heat-related morbidity and mortality, we carried out an extensive study on evaluating the 
impacts of combining factors including the obesity, the aging and the cardiovascular 
diseases on human temperature regulation during exposure to passive heat stress. The 
obese effect was modeled by increasing the thicknessfat+skin from 15.72 to 50 mm. The 
age-related changes in thermoregulatory ability were assumed to be a 40% reduction in 
sweating gland output and vasodilation response. The cardiovascular disease was 
assumed to be the moderate LVF. As shown in figure 2.9, the obese adult has a higher core 
temperature during heat exposure. The mechanism underlying the elevation in core 
temperature is that the increased thickness of fat causes an increase in thermal resistance 
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between core and skin, and hence a reduction of heat dissipation from core to skin. The 
aging effects on peripheral vascular resistance are driven by the attenuated vasodilation, 
which reduces skin blood flow and hence the heat liberated from skin as well. This can 
result in increasing the core temperature. In addition, the age-related attenuation in 
sweating can also lead to increasing the core temperature. Obviously our results show a 
pronounced increase in the body core temperature with the combination of the obesity, 
the aging, and the cardiovascular diseases. 
 
Figure 2.9. Effects of different factors (aging, obesity, heart diseases) on core 
temperature and the effects of combined multi-factors. 
 
For specific cases with moderate LVF, we carried out additional simulations by setting 
heart rate at different fixed values over a range from 75 beats/min down to 25 beats/min to 
control the cardiac output. As illustrated in figure 2.10 our results demonstrate that the 
core temperature further increases with decreasing the heart rate. This increase of the core 
temperature is due to the cardiac output in the model is primarily driven by the heart rate. 
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Figure 2.10. Effects of different heart rates (beats/min) on core temperatures for a 
patient with moderate LVF during heat exposure. 
 
2.4 Discussion 
Over the past several decades, a large body of human thermoregulation models have 
been developed. Early thermoregulation models by Gagge [9], Stolwijk [10] and Fiala et 
al., [11] did not take into account the closed-loop system of the CVS, but instead the CVS 
functions in thermoregulation was calculated by using a simplified skin blood flow model 
to control the blood flow from core to skin. Although the pulsatile characteristics and the 
convective heat exchange between blood flow and body tissues are not accounted for, 
these models are still widely used because of its simplicity and usability.  
Salloum et al. [12] proposed a bioheat transfer model to predict the cardiovascular 
functions in human thermoregulation by developing a multi-branched arterial network 
with pulsatile flow. While their results showed that venous blood flow played an 
important role in thermoregulation, venous networks were not incorporated in the model. 
Moreover, this model is of open-loop systems and hence requires appropriate boundary 
conditions imposed at both inlet and outlets of the arterial network. 
Aiming at constructing a new bioheat transfer model to estimate both cardiovascular 
functions and thermal responses of patients with cardiovascular diseases during heat 
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exposure, we have developed and incorporated a closed-loop, multi-compartment 
integrated CVS model into a two-node thermoregulation model. Our model is capable to 
predict not only the global cardiovascular functions but also the common cardiovascular 
diseases, involving heart failure and valvular disease as well as peripheral vascular 
disease throughout the closed-loop system of the CVS. Moreover, this model does not 
require any imposition of boundary conditions and can predict how local disease-induced 
changes affect global hemodynamics and thermoregulation. This further enables the 
individual-specific modeling with consideration of the effects of body weight, body 
surface area, obesity, aging and cardiovascular diseases. The model has been hereby 
validated to reasonably evaluate various thermal states of human under passive heat 
stress. 
In order to investigate aging effects on thermal responses to varying heat stress, we 
built up an aging model and analyzed the impacts of age-related attenuation of 
thermoregulatory ability on human temperature regulation under different environmental 
conditions. Our results show an obvious trend in old adults that the hot exposure leads to 
increasing core temperature but decreasing skin temperature, whereas the cold exposure 
results in decreasing core temperature but increasing skin temperature. This supports the 
observations by Kenney and Munce [23] that an aging impairment on thermal tolerance 
exists when excluding other factors. In fact, according to the studies of 1995 Chicago heat 
wave [5] and 2003 European heat wave [6], the excess hospital admissions and the higher 
death rates occur in persons aged 65 years or more during these heat waves. These results 
point to the speculation that old adults have poor thermoregulatory ability to maintain 
body core temperature (Tc) during environmental challenges. 
Furthermore, several noteworthy findings arose from numerical analysis of thermal 
and cardiovascular response to heat stress for patients with cardiovascular diseases. 
Firstly, as well known heart disease usually causes decreased cardiac output due to the 
impaired stroke volume. Our model is proven to well simulate this physiological 
phenomenon and has further confirmed that this leads to decreased skin blood flow and 
hence elevated core temperature (see figure 2.8). Because the severity of heart diseases 
affects significantly the primary heat exchange mechanisms to liberate heat from skin to 
environment [1], as observed by Kenny et al., [7] the cause of the core temperature 
elevation can be attributed to the cardiovascular disease-induced decrease in cardiac 
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output and skin blood flow. Secondly, since the elevated heart rate can be treated as a 
major risk factor for cardiovascular diseases [33], the excess death rate is associated with 
the more rapid heart rate [34]. Our results demonstrated a highest increase in core 
temperature for the multi-factor combined case (figure 2.9), where the predicted heart 
rate showed a remarkable rise-up to 125 beats/minute, obviously reaching a dangerous 
level for patients with heart diseases. Our results are supported by the observation by 
Crandall and González-Alonso [1] that the passive heat stress-induced increase in cardiac 
output is mediated by increasing heart rate for healthy individuals. 
 On the other hand, due to the heart disease-induced decrease in stroke volume, the 
heart needs to actively beat faster so as to maintain adequate blood perfusion for the 
heat-stressed subject. The interplay between cardiovascular response and 
thermoregulation during passive heat stress will further exacerbate cardiovascular strain. 
This implies that it would be reasonable to hypothesize that the combined effects of 
multi-factors may compound the risk of heat-related morbidity and mortality.  
Our findings in the present study point to the importance to quantitatively evaluate and 
unveil the primary mutual interaction mechanisms associated with the cardiovascular 
system and the thermoregulation during exposure to heat stress, which has been seldom 
studied till now. The integrated computational model developed here has proven to be 
able to serve as an effective bioheat transfer model to evaluate cardiovascular and thermal 
responses for patients with cardiovascular disease. 
 
2.4.1 Limitations and future task 
Due to the shortage of experimental data, the thermoregulatory control of the resistance, 
Rsk is derived from published skin blood flow models. A more accurate 
temperature-related resistance model for skin blood flow is urgently in need, which 
should be derived based on in vivo measurements. Since the skin blood flow is calculated 
based on body thermal signal, which is defined as differences between actual body 
temperature and setpoint temperature (as reference temperature), in the present model 
both thermal reception and neurophysiology pathways are ignored. One possible 
modification for the present model could be to introduce a neurophysiological skin blood 
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model (Kingma et al. [35]) to incorporate other physiological factors such as anesthetic 
drugs, blood pressure or hormones into the skin blood model. 
Furthermore, because the single compartment human thermal model is adopted to 
predict human thermal responses, the effects of heat stress-induced redistribution of 
blood volume, the reduction of cerebral perfusion, the variations in baroreflex control of 
the CVS on thermoregulation, are not taken into consideration in the present model. In 
this model, the heart response to heat stress is mainly driven by heart rate. The heat 
stress-induced increase in cardiac contractility, which is used to maintain stroke volume 
despite large reductions in ventricular filling pressures, need to be considered in the 
future study. To model the CVS more accurately, we have recently developed a novel 
multi-scale model for the closed-loop CVS based on our previous model [13, 14]. This 
model consists of the one-dimensional representation of large systemic arteries (55 
vessels) and veins (72 vessels), and the zero dimensional lumped-parameter 
representations of cardiopulmonary circulation and peripheral vascular bed. A novel 
lumped-parameter model to describe hemodynamics of capillary, that takes into account 
the features of capillary networks, the influence of blood volume, and the pressure on the 
effective resistance and compliance, will be incorporated into the model [36]. A 
multi-compartment thermoregulation model by coupling such 0D-1D multi-scale CVS 
model is now under development, which as an ultimate goal we aim to be able to evaluate 
human thermal responses for patients undergoing extreme hypothermia surgery. 
 
2.5 Conclusion 
To the best of our knowledge this study for the first time presents an integrated bioheat 
transfer model to predict thermal responses of patients with cardiovascular diseases by 
coupling a two-node thermoregulation model with a closed-loop, multi-compartment, 
lumped-parameter cardiovascular model. The model is of great potential to predict 
human thermal responses during varying environmental conditions as well as to 
quantitatively evaluate the impacts of different types of cardiovascular diseases and 
effects of obesity and aging on human body core temperature. With this model two 
hypotheses have been confirmed: 1) the attenuated thermoregulation ability caused by 
cardiovascular disease can be attributed to the decreased cardiac output and skin blood 
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flow; 2) a combination of obesity, aging and cardiovascular diseases can compound the 
risk of heat-related morbidity and mortality. 
 
Appendix A 
Governing equations of the entire closed-loop, multi-compartment, cardiovascular 
system are clarified as follows:  
for right atrium (ra), 
 tvsvc
ra QQ
dt
dV
 , ( A1 ) 
for tricuspid valve (tv), 
   tvtvtvtvrvratv LQQBPP
dt
dQ
/ , ( A2 ) 
for right ventricle (rv), 
 pvtv
rv QQ
dt
dV
 , ( A3 ) 
for pulmonary valve (pv), 
   pvpvpvpvpuarvpv LQQBPP
dt
dQ
/ , ( A4 ) 
for pulmonary artery (pua), 
 
puapv
pua
QQ
dt
dV
 , ( A5 ) 
   puapuapuapucpua
pua
LQRPP
dt
dQ
/ , ( A6 ) 
for pulmonary capillary (puc), 
 
pucpua
puc
QQ
dt
dV
 , ( A7 ) 
   pucpucpucpuvpuc
puc
LQRPP
dt
dQ
/ , ( A8 ) 
for pulmonary vein (puv), 
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puvpuc
puv
QQ
dt
dV
 , ( A9 ) 
   puvpuvpuvlapuv
puv
LQRPP
dt
dQ
/ , ( A10 ) 
for left atrium (la), 
 mvpuc
la QQ
dt
dV
 , ( A11 ) 
for mitral valve (mv), 
   mvmvmvmvlvlamv LQQBPP
dt
dQ
/ , ( A12 ) 
for left ventricle (lv), 
 avmv
lv QQ
dt
dV
 , ( A13 ) 
for aortic valve (av), 
   avavavavsaolvav LQQBPP
dt
dQ
/ , ( A14 ) 
for systemic aorta (sao), 
 saoav
sao QQ
dt
dV
 , ( A15 ) 
   saosaosaosasao
sao LQRPP
dt
dQ
/ , ( A16 ) 
for systemic artery (sa), 
 sasao
sa QQ
dt
dV
 , ( A17 ) 
 sasa
crsk
crsk
sasvsa
sa LQ
RR
RR
RPP
dt
dQ
/















 , ( A18) 
for systemic vein (sv), 
 svsa
sv QQ
dt
dV
 , ( A19 ) 
   svsvsvsvcsv
sv LQRPP
dt
dQ
/ , ( A20 ) 
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for systemic vena cava (svc), 
 svcsv
svc QQ
dt
dV
 , ( A21 ) 
   svcsvcsvcrasvc
svc LQRPP
dt
dQ
/ , ( A22) 
where V, Q and P represent the blood volume (ml), the flow rate (ml s-1) and the pressure 
(mmHg), respectively, t the time (s), B the Bernoulli resistance of cardiac valves (mmHg 
s2 ml-2), R the resistance of the integrated CVS compartment (mmHg s ml-1), L the blood 
inertance (mmHg s2 ml-1), and the suffix the corresponding CVS compartment. 
 
Appendix B 
The skin blood flow described by Gagge et al. is expressed as [9] 
 
skcon
crdilbasal
sk
CSIGk
WSIGkq
q



1
, (B1) 
where kdil and kcon represent the coefficients of vasodilation and vasoconstriction, 
respectively. 
The Fiala’s skin blood flow model [11] that is evolved from Stolwijk’ model [10], can 
be written as 
 
10
80
0
_
2
1
refsksk
dil
TT
k
con
dil
ek
k







 , (B2) 
where β=ρblcblqbasal and β0 are calculated with the basal skin blood flow at neutral 
condition.  
  The coefficients of vasodilation (kdil) and vasoconstriction (kcon) are then expressed as 
     crcrskskdil TTTTk  1)46.129.3tanh(321)7.079.0tanh(21 , (B3) 
  
dt
dT
TTTk skskskskcon  9.31)07.134.0tanh(35 . (B4) 
Follow Salloum’s work [12], we define the skin blood flow ṁskin as 
 
basalskin
conskindilskin
skin
m
mm
m
,
,,




 , (B5) 
where  
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   CTC36.8 for m
37.2T for    m
mm
T
C36.8T for     m
m crbasalskin
crskin
basalskinskin
cr
crbasalskin
dilskin 












 2.37
8.362.37
8.36
,
max,
,max,
,
,


 , (B6) 
   C
C33.7T for    m
TC for mmm
T
C27.8T for    m
m
skbasalskin
skskinskinbasalskin
sk
skskin
conskin 












 7.338.27
8.277.33
8.27
,
min,min,,
min,
,



 . (B7) 
Here ṁskin,basal denotes the basal skin blood flow, ṁskin,min the minimum skin blood flow, 
and ṁskin,max the maximum skin blood flow. 
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Chapter 3  
Model-based evaluation of the individualized 
human thermal response during general 
anesthesia 
3.1 Introduction 
Anesthesia results in a significant decrease of the core temperature in patients during 
surgery due to the anesthetic-induced impairments in human thermoregulatory ability 
and the exposure to a cold operating-room environment [1, 2]. In general, the human 
core temperature is well maintained around 37℃ with a narrow inter-threshold range of 
around 0.2℃ [3]. Patients may develop hypothermia when core temperature less than 
35℃ during anesthesia and surgery [2]. And the resultant hypothermia usually are 
associated with deleterious effects [2, 4], which is considered to be an important cause 
of postoperative morbidity and mortality. However, therapeutic hypothermia is still 
intentionally induced in surgery to provide protection to vital organs against 
ischaemia-induced oxygen deficiency despite of the deleterious effects [1, 4]. This is 
because hypothermia could decrease the overall metabolic rate and therefore the oxygen 
demand [4]. 
Mathematical modeling of thermoregulation has been a valuable tool to evaluate the 
human thermal response to varying environment due to its great advantages in saving 
time and expense. During the past several decades, a large number of mathematical 
models of human thermoregulation have been developed, from relative simple 
single-segmented or multi-segmented thermal model [5-8] to more complex 
three-dimensional element model [9]. However, none of these models considered the 
actual closed-loop cardiovascular system, which accounts for transferring 50-80% heat 
flow within the human body [10, 11]. To overcome this limitation, the authors have 
presented an integrated two-node thermoregulation model coupled with a closed-loop 
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cardiovascular system [12], which can be used to evaluate individualized human 
thermal response, such as aging, obesity and cardiovascular diseases. 
To the best of our knowledge, there are rare investigations on the influence of 
anesthesia on human thermal responses except for the one presented by Severens et al. 
[3]. Understanding the mechanisms of temperature regulation and the influence of 
anesthesia on thermoregulatory system will enable clinicians to make the optimal 
temperature management strategy for patients during surgery. Therefore, it is urgently in 
need to develop a mathematical model of the human thermoregulation to evaluate the 
effects of anesthetic on human body temperature. 
The aim of this study is to investigate individualized human thermal response to a 
low temperature during general anesthesia. Firstly, we summarize the 
anesthetic-induced impairments in thermoregulatory ability and present an anesthesia 
model. Secondly, we simulate and analyze the effects of variations in individual 
characteristics on body temperature during cold exposure. Finally, we analyze and 
discuss the effects of decreasing threshold settings of vasoconstriction on core 
temperatures as well as the effects of combination of individual characteristics and 
general anesthesia. 
 
3.2 Method 
3.2.1 Thermoregulation model 
Humans have the capability to maintain the core temperature near 37℃ through an intact 
thermoregulatory system during large variations of external environmental temperatures. 
The processing of thermoregulatory information can be organized into three components: 
afferent thermal sensing, central regulation, and efferent responses [1, 13]. Hypothalamus 
is the primary thermoregulatory control center, which is used to integrate temperature 
inputs, compare temperature inputs with threshold settings, and coordinate the various 
efferent outputs to regulate body temperature. When body temperatures increase above 
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the threshold settings (37℃), the temperature difference will initiate vasodilation and 
sweating to liberate heat from the body. When body temperatures fall below the threshold 
settings, the temperature difference will initiate vasoconstriction and shivering to 
constrain heat within body.  
The thermoregulation model used in this work is from our previous study [12], in 
which the human body is represented as a cylinder consisting of two layers of core and 
skin (see figure 2.1a), and each layer has a uniform temperature. Skin is the most 
important heat-exchange organ of the human body, interfacing and exchanging heat 
with external environment via conduction, convection, evaporation and radiation. 
Moreover, thermal stress leads to significant cardiovascular adjustments to maintain 
blood perfusion within human body [10]. A closed-loop, multi-compartment integrated 
cardiovascular model with a special focus on the cardiopulmonary circulation is 
developed and incorporated into the thermal model to simulate blood circulation and 
perfusion within the human body (see figure 2.1b). 
 
3.2.2 Anesthesia model 
To develop the anesthesia model, we summarized the effects of anesthesia on human 
thermoregulatory ability based on the published literatures. In general, humans with 
intact thermoregulatory system could maintain core temperature around 37 ℃, with an 
interthreshold range of 0.2-0.4℃ [14], through several processes, including behavioral 
regulation, vasomotion, shivering, and sweating [15]. The behavioral regulation, which is 
the most effective thermoregulatory response, is abolished during general anesthesia [15, 
16]. The regulation of core temperature of an anesthetized patient primarily relies on the 
autonomic thermoregulatory system via vasoconstriction and shivering for hypothermia, 
and vasodilation and sweating for hyperthermia. Sessler [1] pointed out that general 
anesthesia increases the thresholds for sweating and vasodilation by approximately 1℃ 
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and reduces the thresholds for vasoconstriction and shivering by approximately 3℃, 
which increases the interthreshold range from 0.2℃ to 4℃. Temperatures within this 
range cannot initiate the human autonomic thermoregulatory system to guarantee body 
temperatures during external thermal challenges. General anesthesia impairs autonomic 
thermoregulatory ability in a dose-dependent manner. For regional anesthesia, spinal 
anesthesia reduces the thresholds for vasoconstriction and shivering by approximately 
0.5℃, and increases the threshold for sweating by approximately 0.3℃ [1, 17], and 
therefore the interthreshold range was increased to 0.9±0.6℃. The gain and maximum 
thermoregulatory responses of shivering and sweating usually are well preserved during 
general anesthesia [3, 15]. 
  According to Severens et al. [3], the metabolic rate for a patient during general 
anesthesia can be approximately expressed as 
10
_
27.0
refcrTcrT
basanes MM

 , (3.1) 
where Manes is the metabolic rate during general anesthesia, Mbas the basal metabolic 
rate at neutral conditions, Tcr_ref the threshold temperature for the core and 0.7 means 
general anesthesia causes 30% decrease of metabolic heat production. 
 
3.2.3 Aging, obesity and cardiovascular disease model 
A comprehensive summarization of the effects of aging on thermoregulation made in 
our previous study [12] shows that during cold exposure for old adults, there is 20-50% 
attenuation in metabolic heat production via shivering, and 25-50% attenuation in 
cutaneous vasoconstriction, while during hot exposure for old adults, there is 28-42% 
attenuation in sweating rate and 25-50% attenuation in cutaneous vasodilation. 
In our model, the thermal resistance is related to the metabolic rate, the skin blood 
flow, and the subcutaneous fat layer thickness, and can be expressed as 
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where Rcore_to_skin denotes the total thermal resistance between core and skin, 
Rmuscle+fat+skin the sum of resistances of muscle, fat and skin. Therefore, the effect of 
obesity on human thermoregulation can be implemented by adjusting the thickness of 
fat. 
Moreover, the effects of different cardiovascular diseases on human thermoregulation 
can be defined by changing the corresponding model parameters, such as left ventricle 
failure (LVF) can be simulated by reducing the amplitude elastance of left ventricle, and 
mitral stenosis can be simulated by reducing fully opened area of mitral valve. The 
more detailed information of the cardiovascular model can be found in Zhang et al. [12]. 
 
3.3 Results and discussion 
To support the applicability of the thermoregulation model, firstly model predictions 
were validated through comparisons with the published experimental data. Secondly, 
the effects of individual characteristics, such as aging, obesity, and cardiovascular 
disease, on body temperatures are investigated. Finally, the effects anesthetic-induced 
decrease of vasoconstriction threshold as well as the combination of general anesthesia 
and individual characteristics on core temperatures were quantitatively investigated. 
 
3.3.1 Model validation 
Figure 3.1 shows the comparison between predicted and measured body temperatures 
[18] under the stepwise varied external thermal environment. The model predictions 
show an excellent agreement to the in vivo measurements in both core and skin 
temperatures. Armstrong and Kenney [19] performed an experimental study to examine 
the effect of aging on human thermoregulation during transient hot exposure. Figure 3.2 
show a comparison of the mean skin and core temperatures between simulations and 
measurements [19] under the same physiological conditions. It is seen that there seems 
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Figure 3.1. Comparisons between predicted and measured human body temperatures 
during the varying transient thermal environment. 
 
Figure 3.2. Comparisons of the predicted and measured temperatures of (a) skin and (b) 
core for young and old adults during transient thermal environments. 
 
to be no aging dependence in both mean core and skin temperatures at 28℃. However, 
the old adults show an obvious trend with decreasing skin temperature but increasing 
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core temperature distinguished from that of young adults when the environmental 
temperature increases from 28℃ to 46℃. It should be noted that model parameters and 
boundary conditions in simulations are all modified to be identical to those in the 
experiments. Our results demonstrate that the proposed thermoregulation model can 
well reproduce the human dynamic thermal responses to the transient thermal 
environment. 
 
3.3.2 Individualized human thermal response to a low environmental 
temperature 
To further investigate the thermal responses of patients with different individual 
characteristics during a low temperature, we carried out an extensive study on 
evaluating the effects of aging, obesity, and cardiovascular diseases on human core 
temperatures during exposure to a low environmental temperature of 20℃ . The 
age-related changes in thermoregulatory ability were assumed to be 40% reduction in 
metabolic heat production via shivering and cutaneous vasoconstriction. The obese 
effect was modeled by increasing the thickness of fat from 10 to 110 mm by an interval 
of 20 mm. The cardiovascular disease was assumed to be the mild, moderate and severe 
left ventricle failure (LVF). All of the simulations are conducted at 20℃, this is because 
all patients will develop hypothermia during general anesthesia when the environmental 
temperature less than 21℃ [16]. 
Figure 3.3a shows a comparison of the model predicted core and skin temperatures 
between young and old adults, old adults show a lower body core temperature but a 
higher skin temperature compared to that for young adults during cold exposure (20℃), 
which is caused by age-related impairments on vasoconstriction and metabolic heat 
production via shivering. Figure 3.3b shows the effects of obesity on core temperatures 
during cold exposure, which indicate that it will cause a diminished decline in core 
temperature by increasing the thickness of fat. The cause of this elevation in core 
temperature is because the increased thickness of fat increases the resistance between 
core and skin and thus reduces the heat loss from core to skin. Figure 3.3c shows the 
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effects of the severity of LVF on core temperature, which indicate that the more severe 
the LVF the less decline core temperature. This is because the heart disease-induced 
reduction in cardiac out reduces the skin blood flow and therefore reduces the heat loss 
from skin to external environment. But it should be note that cold exposure will result in 
increased risk of death for patients with cardiovascular diseases [20]. These results 
suggest that aging, obesity and cardiovascular disease result in pronounced difference in 
human thermal responses during cold exposure, which is necessary to incorporate these 
individual characteristic into the thermoregulation model. 
 
Figure 3.3. Model predictions of the effects of (a) aging, (b) obesity, and (c) left 
ventricular failure (LVF) on human core temperatures during cold exposure of 20℃. 
 
Figure 3.4 Effects of (a) wind speed and (b) relative humidity on core temperatures 
during old exposure of 20℃. 
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In addition, besides the environmental temperature, wind speed and relative humidity 
also have important influences on human body temperatures. To explore their 
influences, we conducted tests for wind speed across a range from 0.5 to 3 m/s, and 
relative humidity over a range from 0.2 to 0.8. Figure 3.4 shows the predictions of the 
effects of wind speed and relative humidity on human core temperatures. The results 
show that the increase of wind speed results in a decrease of temperature in core (see 
figure 3.4a). Curiously, the increase of relative humidity results in a decrease in core 
temperature during cold exposure (see figure 3.4b), which is opposite to the outcome in 
hot exposure. The underlying mechanism is that the higher relative humidity increases 
the conduction of heat from the body to the environment during cold exposure.  
3.3.3 Effects of general anesthesia on human thermal responses during 
surgery environment 
Hypothermia is a common phenomenon during general anesthesia and surgery [1, 2, 21, 
22], and the anesthetic-induced impairments of vasoconstriction threshold and metabolic 
heat production via shivering likely contribute to this decrease in core temperature [15]. It 
should be noted that the heat production caused by shivering during surgery environment 
usually can be ignored due to anesthetic-induced muscle relaxants [1]. Therefore, this 
study is focused on the influence of changing vasoconstriction threshold on core 
temperature. Figure 3.5 shows the predicted core temperature responses to a low 
environmental temperature of 20 ℃  by reducing vasoconstriction threshold by 
approximately 0.5-3 ℃ . The results clearly show that reducing vasoconstriction 
thresholds leads to a remarkable decrease in core temperature. The mechanism 
underlying this decrease in core temperature is that the decreased threshold settings for 
vasoconstriction increases the interthreshold range, and humans can not trigger 
thermoregulatory defenses within this range [13, 15], which leads to a higher heat loss 
 
 
49 
 
during cold exposure.  
Moreover, anesthetic-induced perioperative hypothermia may produce detrimental 
effects on patients [2, 22], such as decreased drug metabolism, poor wound healing, 
increased incidence of infection, impaired coagulation, increased recovery, postoperative 
shivering and cardiac arrhythmias and ischemia. On the other hand, despite of so many 
detrimental effects, hypothermia is frequently intentionally induced to protect vital 
organs during cardiac surgery by decreasing overall metabolic rate [2, 3]. To minimize 
the risk of hypothermia-induced post-operative complications, metallic reflective 
blankets, circulating water mattresses, heat and moisture exchangers, heated intravenous 
fluid, heated humidifiers, and forced-air warming blankets are frequently used to 
maintain normothermia [23]. 
 
Figure 3.5. Effects of anesthetic-induced decrease of threshold settings on core 
temperatures by reducing thresholds of vasoconstriction by approximately 0.5-3℃ with 
an interval of 0.5℃. 
 
Although anesthetic-induced impairments of the thermoregulatory system and the low 
environmental temperature of operating-room are considered as the major cause of 
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perioperative hypothermia for a patient [1, 2, 15], preoperative patient individual 
characteristics are also cardinal factors for intraoperative and postoperative hypothermia 
[21], which may cause serious complications postoperatively. Therefore, it is of great 
valuable to investigate individualized human thermal responses during general 
anesthesia. Figure 3.6 shows effects of general anesthesia on core temperature for  
 
Figure 3.6. Effects of general anesthesia on core temperatures of the patient with 
different individual characteristics (aging, obesity, heart diseases) during exposure to a 
temperature of 20℃. 
 
patients with different individual characteristics. The simulation results indicate that it 
will produce pronounced decrease in core temperature during general anesthesia when 
reducing vasoconstriction threshold 3℃ (see figure 3.6, health adults). However, obese 
adults and adults with moderate LVF show an attenuated decrease in core temperatures, 
but thin and elderly adults show an augmented decrease in core temperatures. Our 
results demonstrate that understanding the effects of the combination of general 
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anesthesia and individual characteristics on human body temperatures will be necessary 
for clinicians to make optimal temperature management during or after surgery for their 
patients. 
Furthermore, due to the proposed thermoregulation model is a single compartment 
model, the afterdrop which is caused by the redistribution of heat from the core to the 
peripheral compartment, cannot be modeled. To overcome this limitation, a more detailed 
multi-compartment thermoregulation model coupled with a 0-1 dimensional multi-scale 
cardiovascular model is now under development. 
 
3.4 Conclusion 
In this paper, an individualized human thermoregulation model is modified and coupled 
to a simple anesthesia model to predict human thermal responses to a low-temperature 
surgery environment during general anesthesia. The human body is represented a 
cylinder with two layers of the core and the skin, which is the so-called two-node model. 
The comparisons between model predictions and in vivo measurements agree well, 
which indicate that our model could precisely predict human thermal responses to 
transient thermal environment. Based on our model, several interesting findings are 
obtained: 1) humans with different body characteristic show significant differences in 
body temperatures during exposure to cold environment; 2) the increase of wind speed 
and relative humidity both result in an increase in heat loss, and therefore a low body 
temperature; 3) anesthetic-induced decreases in threshold settings result remarkably 
decrease in core temperature during cold exposure; 4) the combination of general 
anesthesia and different individual body characteristics results in pronounced influences 
on human body temperature during exposure to a cold environmental temperature, 
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which further complexes surgery conditions. 
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Chapter 4  
Gravitational effects on global hemodynamics at 
different postures: a closed-loop multi-scale 
mathematical analysis 
4.1 Introduction 
Gravitational effects on human cardiovascular system (CVS) have been recognized over 
two centuries and it has been observed that postural change, in particular during standing 
upright can lead to significant variations in cardiovascular functions [1]. In general, 
gravity can be negligible when a person lies down in a horizontal posture because the 
gravity-induced hydrostatic pressure contributes equally to all parts of the body. 
However, the gravitational effects can become pronounced when a person stands in an 
upright posture. Moreover, compared with arterial system, this turns out to be more 
significant in venous system because of the lower venous pressure and the relatively 
higher compliance of venous vessels. 
Observations have suggested that the gravity can result in significant variations in heart 
rate, blood pressure, flow rate, as well as blood distribution due to postural change [1-3]. 
For instance, the venous flow rate in leg can be almost halved when one stands or sits 
compared with a supine position, whereas it can be doubled in the case of a tipped 
head-downwards [4]. Compared to recumbent position, blood pressures for a subject in 
standing position increase significantly in vessels below the heart level, but decrease 
above the heart level, which likely owing to a gravity-induced hydrostatic column [2]. In 
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the upright position with the absence of muscle contraction, the venous hydrostatic 
pressure measured on the dorsum of the foot can vary over a range from 90 to 120 
mmHg [5], whereas the venous pressure in foot can fall to some lower levels during 
walking and returns to the pre-existing levels when walking is vanished [6]. Such 
postural change is a dynamic process because multiple control mechanisms in the human 
body are activated to maintain adequate tissue perfusion when body posture changes 
relative to the orientation of gravitational field [7]. Recent studies [8-10] have shown that 
the siphon mechanism is highly unlikely in standing position and the heart needs to work 
against gravity to raise blood up to the head. 
Mathematical and/or computational hemodynamic models of human cardiovascular 
mechanics have been proven to be a useful and effective tool to analyze physiological 
and mechanical mechanisms in the CVS [11-17]. Electrical analog models based on 
lumped-parameter models have been widely used to calculate blood flow in terms of 
pressure, flow rate, resistance and compliance since the Windkessel model was 
proposed [18]. De Pater and Van den Berg [19] designed an electrical analogue of the 
entire human circulatory system to investigate and diagnose the influence of 
cardiovascular defects. Snyder and Rideout [20] developed an analog computer model 
of the CVS to represent pressure and flow in veins, including the effects of gravity, 
collapse, breathing and venous valves. Sun et al. [21] proposed a comprehensive 
computer model to simulate cardiopulmonary circulation by integrating various 
mechanisms for the right-left heart interaction. Heldt et al. [22] developed a closed-loop 
lumped parameter computer model for the CVS with a compartmental description of the 
heart and the main vascular circulations. It should be noted that the electrical analogue 
is a simple and fairly reasonable approximation of the CVS but fails to capture the wave 
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transmission and reflection in blood vessels. 
Recently, it has been recognized that one-dimensional (1D) mathematical models of 
the CVS are of potential and capability to reasonably predict the wave propagation of 
blood flow, to supply appropriate inlet/outlet boundaries for 3D fluid structure 
interactions, and to save computational time compared to 3D computational models [12]. 
There is a plenty of literature associated with 1D models [16, 23-26], which are utilized 
to compute the pulsatile blood flow rates and pressures in arterial system with 0D 
models or structured tree models coupled for defining the outflow boundary conditions. 
Compared with the 1D models of the arterial network, we still see very limited models 
specified for the venous network. This is mainly due to the technical difficulties in 
dealing with the highly compliant venous walls, which often results in a complicated 
problem of fluid-structure interactions (FSI). Ho et al. [27] clarified these difficulties in 
three-fold: 1) veins are much more complaint compared with arteries, and hence their 
diameters or cross-sections are extremely difficult to measure; 2) when transmural 
pressure falls below a critical value, the vein collapses and its cross-sectional area will 
reduce drastically; 3) the FSI in veins may include choking, shock waves, and 
self-oscillation, which even further complicates the problem. In the last few decades, the 
1D modeling of flow in collapsible tubes has been presented in many studies [28-32]. 
Fullana and Zaleski [33] proposed a 1D model to represent the leg’s venous network; 
Ho et al. [27] developed a 1D model for an anatomically realistic cerebral venous tree; 
and more recently a closed-loop multi-scale mathematical model with a specific focus 
on modeling 1D venous flow are reported and discussed extensively [14, 34]. According 
to Shapiro [28], with an introduction of the speed index S (flow to wave speed ratio), 
the flow in a flexible vessel can be described in two ways of the subcritical state (S<1) 
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and the supercritical state (S>1). In addition, with respect to the introduction of gravity 
to the CVS, there exists an issue of the so-called supercritical state that the flow velocity 
may exceed the pulse wave-propagation speed in some veins [27, 34]. To the best of our 
knowledge, most of the previous 1D venous flow models are not capable to cope with 
such supercritical state.  
Numerous mathematical models have been utilized to study cardiovascular responses 
to postural change. Heldt et al. [22] presented a closed-loop lumped-parameter 
cardiovascular model, which was combined to the set-point models of arterial and 
cardiopulmonary baroreflexes, in prediction of the short-term transient cardiovascular 
response to head-up tilt (HUT). Olufsen et al. [35] presented a closed-loop 
lumped-parameter cardiovascular model to predict cardiovascular response during 
postural change from sitting to standing, which included a control model used to predict 
autonomic regulation and cerebral autoregulation. van Heusden et al. [36] developed a 
baroreflex model combined with a lumped-parameter model of the circulation to predict 
blood pressure response to the passive HUT, in which the gravitational effects on venous 
pooling and pulmonary circulation were taken into account. Lim et al. [37] proposed a 
lumped-parameter model to investigate cardiovascular response to HUT under heart 
failure conditions. All these models are based on the lumped-parameter models and hence 
they can merely predict blood pressure and flow rate variations in the specific 
compartment. Therefore it is highly desirable to develop a closed-loop multi-scale 
mathematical model [14, 34] for the whole CVS with the effects of gravity taken into 
account. 
In this study, with an ultimate goal to establish a versatile, integrated methodology 
combining a closed-loop CVS model and a baroreflex model to predict both global and 
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local CVS response to dynamic postural change, we aim at developing a useful and 
effective mathematical model to predict gravitational effects on the CVS at different 
postures. We hereby propose a novel methodology and strategy to predict pressures and 
flow rates in the global cardiovascular network through developing a closed-loop 
multi-scale mathematical model for the entire CVS. This mathematical model consists of 
four compartments of 1D representations of large systemic arteries and veins, and 0D 
representations of the heart, the cardiopulmonary circulation, the cardiac and venous 
valves, and the peripheral vascular bed. Specific contributions of this work can be 
clarified in three-fold: (i) developing a versatile multi-branched junction model which is 
capable to predict transcritical flows; (ii) introducing a robust venous valve model and 
distributing it into the entire venous network with consideration of its anatomically 
realistic numbers and locations; and (iii) establishing a robust model coupling the 0D 
lumped parameter model and the 1D vascular network model with consideration of the 
gravity. With this integrated CVS model, we perform an extensive analysis of the 
gravitational effects on the CVS in terms of arterial pressures, venous pressures, central 
venous pressures and cardiac outputs at different postures from supine to upright. 
 
4.2 Methods 
The closed-loop multi-scale mathematical model proposed in this study consists of four 
compartments involving 0D cardiopulmonary circulation, 0D peripheral vascular bed, 
1D arterial network, and 1D venous network. The electrical analog of the 
cardiopulmonary circulation that is represented by lumped-parameter models as in Sun et 
al. [20] is employed to model the blood flow draining from vena cava and supplying to 
ascending aorta (see figure 4.1a). The 0D lumped-parameter model for peripheral 
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vascular bed is based on the Windkessel model to connect 1D terminal arteries and  
 
Figure 4.1. Schematic representations of (a) a multi-compartment lumped-parameter 
model of the cardiopulmonary circulation and (b) a 0D lumped-parameter model of the 
peripheral vascular bed that bridges 1D arterial and venous systems. Notation of 
parameters: ra, right atrium; tv, tricuspid valve; rv, right ventricle; pv, pulmonary valve; 
pua, pulmonary artery; puc, pulmonary capillary; puv, pulmonary vein; la, left atrium; 
mv, mitral valve; lv, left ventricle; av; aortic valve; Ppc, pericardium pressure; Pit, 
intrathoracic pressure; al, arteriole; capillary, cl; venule, vl; e, time-varying elastance; S, 
viscoelastance; L, inertance; B, Bernoulli’s resistance; R, vascular resistance; C, 
vascular compliance. 
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Figure 4.2. Schematic representations of (a) a 1D systemic venous tree, (b) a 0D 
arterial-venous connection interface, and (c) a 1D systemic arterial tree. The systemic 
arterial tree consists of 55 arteries; the systemic venous tree consists of 72 veins. The 
1D terminal arteries and veins are connected by a 0D lumped-parameter vascular bed 
model. 
 
terminal veins, including arteriole, capillary and venule (see figure 4.1b). The entire 1D 
arterial network is divided into 55 arteries (see figure 4.2c) with the geometrical data of 
arteries obtained from Stergiopulos et al. [38] as given in table 4.1 (see appendix). The 
entire 1D venous network is divided into 72 veins (see figure 4.2a) with the geometrical 
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data based on previous studies [14, 34] as shown in table 4.2 (see Appendix). An interface 
overarching the 1D terminal arteries and veins through 0D lumped-parameter peripheral 
vascular beds are illustrated in figure 4.2 (b). Six different types of peripheral vascular 
beds including one-to-one vascular bed, hepatic vascular bed, right arm vascular bed, left 
arm vascular bed, right leg vascular bed and left leg vascular bed are developed to 
connect the complicated vascular networks (see figure 4.3), and the corresponding 
vascular bed parameters are listed up in table 4.3 (see appendix). 
 
 
Figure 4.3. Different types of 0D lumped-parameter vascular beds used in bridging 
terminal arteries and veins: (a) One-to-one vascular bed; (b) Hepatic vascular bed; (c) 
right arm vascular bed; (d) left arm vascular bed; (e) right lower leg vascular; (f) left 
lower leg vascular. The connections between terminal arteries and veins not given here 
are one-to-one connections using vascular bed (a).  
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4.2.1 0D lumped-parameter model 
Applying Kirchhoff’s circuit law to the Windkessel model (see figure 4.4), we can derive 
the 0D lumped model in terms of conservation of mass and momentum such as, 
 ii
i QQ
dt
dV
 1 , (4.1) 
 
i
iiiii
L
RQPP
dt
dQ 
 1 , (4.2) 
where Vi, Qi and Pi (Pi=Vi/Ci) represent the blood volume (ml), the flow rate (ml s
-1) and 
the pressure (mmHg) at i compartment, respectively; C and R the compliance and 
resistance of a blood vessel, respectively; and L the inertance of blood flow. 
 
Figure 4.4. A single compartment vascular bed model with three elements. 
 
4.2.1.1 Modeling of cardiac chambers  
The heart is modeled as four chambers with the cardiac contraction represented by a 
time-varying elastance E(t) [15] such as, 
 BA EteEtE  )()( , (4.3) 
where EA denotes the elastance amplitude, EB the elastance baseline, and e(t) the 
normalized time-varying elastance. Term e(t) can be further expressed for ventricle as  
 
  
   










00
/cos15.0
0/cos15.0
)(
tttt                                           
tttt    ttt
tt               tt
te
vrpvcp
vrpvcpvcpvrpvcp
vcpvcp
v 

, (4.4) 
and for atria as 
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where t0 represents the time period of a cardiac cycle (s), tvcp, tacp, tvrp, and tarp the 
durations of ventricular/atrial contraction/relaxation (s), respectively, and tac and tar the 
time points at which the atria begin to contract and relax (s). The cardiac chamber 
pressure can be further obtained as 
 
dt
dV
SVVtEtph  ))(()( 0 , (4.6) 
where V is the cardiac chamber volume, V0 the dead chamber volume, and S the 
viscoelasticity coefficient of the cardiac wall. 
 
4.2.1.2 Modeling of cardiac and venous valves 
The proximal pressure (pp), distal pressure (pd), and flow (Qvalve) across valves is 
determined by means of Bernoulli equation [39, 40] such as 
 
dt
dQ
LQQBpp valvevalvevalvevalvevalvedp  , (4.7) 
where Bvalve denotes the Bernoulli resistance and Lvalve the blood inertance, which can be 
expressed as 
 
eff
eff
valve
A
l
L

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
,  
22 eff
valve
A
B

 , (4.8) 
where ρ represents blood density, leff an effective length for flow going through the valve, 
and Aeff an effective cross-sectional area of the valve. 
To model dynamic motions of the valve, following Mynard et al. [39] we hereby also 
introduce an index ζ (0≤ζ≤1; ζ=0, closed valve; ζ=1, open valve) to describe the valve 
state such as 
      , 0        1  dpdpvo ppppK
dt
d


 (4.9) 
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   0)(         dpdpvc ppppK
dt
d


, (4.10) 
where Kvo and Kvc denote opening and closure rate coefficients of the valve, respectively. 
The time-varying valve area can be further expressed as 
   )()()()()( min,min,max, tAttAtAtA effeffeffeff   , (4.11) 
where Aeff,max(t) and Aeff,min(t) represent the maximum and minimum effective valve areas, 
respectively.  
This valve model is essentially used to model both cardiac and venous valves. For 
healthy cardiac valves Aeff,max(t) is assumed to be constant as given in table 2.2 and 
Aeff,min(t) is set to be 0, whereas for healthy venous valves we use Aeff,max(t)=A0, Aeff,min(t)=0, 
Kvo=Kvc =0.03 cm
2dynes-1s-1, respectively. 
 
4.2.1.3 Modeling of pulmonary circulation 
The pulmonary circulation is modeled with three compartments of the pulmonary artery, 
the pulmonary capillary, and the pulmonary vein. The elastance (E) of the pulmonary 
circulation [21] is defined by  
 
V
eEE  0 , (4.12) 
where E0 denotes the zero volume elastance, V the blood volume, and ϕ the volume 
constant. The pulmonary pressure is then obtained as 
  EP . (4.13) 
All the model parameters of the entire cardiopulmonary circulation are given in table 
4.4 (see appendix). 
 
4.2.2 1D model of systemic arteries and veins 
1D governing equations for blood flow in compliant vessels can be derived from 
conservation of mass and balance of momentum applied to an impermeable and 
deformable axial symmetry tube, such that: 
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where x is the axial coordinate along the vessel, t time, A the cross-sectional area of the 
vessel, u the average axial velocity, p the average internal pressure over the cross section, 
ρ=1050 Kg/m3 the density of blood, g the gravity acceleration (if g>0, gravity acts in the 
positive direction of x axial coordinate; if g<0, gravity acts in the negative direction of x 
axial coordinate), and θ the angle between vessel axis and horizontal. Term f denotes the 
friction force per unit length and is given folowing Wild et al. [41] as 
  0AA      
A
u
f   , (4.16) 
  020 AA      A
u
Af   , (4.17) 
whereξ=22 expresses the viscous friction constant [42], ν=0.0000046 m2/s the dynamic 
viscosity of blood, and A0 the cross-sectional area at reference pressure. 
To close the system, a tube law is further introduced such as 
        txpPFxKtxp e ,, 0   , (4.18) 
where p is the internal pressure, P0 the reference pressure when A=A0, pe the external 
pressure, and α=A/A0. Term K denotes the stiffness parameter of the tube [43], which may 
be expressed as 
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where E represents Young’s modulus, υ the Poisson’s ratio set equal to 0.5, and h0 and r0 
the thickness of vessel wall and vessel radius at 0 transmural pressure, respectively. The 
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function F(α) is defined as 
   nmF    (4.20) 
with m=0.5, n=0 for arteries and m=10, n=1.5 for veins. 
The wave speed in the elastic vessels can be given as 
  nm nmK
A
pA
c 
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 

. (4.21) 
For systemic arteries the vessel stiffness K [23] can be defined as  
   3021 exp
3
4
krkkK  , (4.22) 
where the three parameters are given as k1=2.0×10
7 g·s-2·cm-1, k2=－22.53 cm-1 and 
k3=8.65×10
5 g·s-2·cm-1. For systemic veins, due to lack of the available data on 
mechanical properties of the venous vessels, the vessel stiffness K is expressed with a 
reference wave speed [34] such as, 
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where the reference wave speed c0 is given as 
 
 

3021
0
0
0
2exp
2
krkk
r
Eh
c

 . (4.24) 
Here the three parameters [14] are defined as k1=6.0×10
5 g·s-2·cm-1, k2=－5.0 cm-1 and 
k3=2.8×10
4 g·s-2·cm-1. 
 
4.2.3 Junction model for subcritical and supercritical flows 
Although numerous mathematical models have been presented for evaluating blood 
flow across junctions, most of them only focused on arterial flow. The governing 
equations at the junction can be obtained according to the mass conservation law and 
total pressure continuity. To close the governing equations at the junction, many 
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methods have been presented. He et al. [44] adopt a ‘ghost point’ method to close the 
governing equations, and Smith et al. [45] apply Newton’s second law of motion on 
vessels to close the governing equations. The most popular method is the characteristic 
variable method [24-25, 34, 39, 42], which is obtained by imposing that the 
characteristic variables in each vessel should remain constant during travel. As pointed 
out by Müller and Toro [34], the main requirements for this procedure to work are that the 
flow regime is subcritical (S<1). Thus, this algorithm fails to converge in the case of 
supercritical state. To overcome this limitation, we hereby propose a new robust junction 
model to evaluate both subcritical and supercritical flows across splitting and merging 
points at a multi-branched junction while ensuring the mass conservation and pressure 
continuity. 
 
4.2.3.1 Numerical scheme of the junction model 
Our approach is a modification of the confluence model as that used for the venous 
network of a lower limb in Fullana and Zaleski [33]. The junction is treated as an elastic 
tank of small size with n branches, which is characterized by a volume VJ, a pressure pJ 
and corresponding flow rates of branches Q1,…, Qn at the junction (see figure 4.5). Let 
vessel k (1≤k≤n) be discretized by Nk cells so that their local numbering is i=1,…, Nk. We 
define the auxiliary function as 
  

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1 ;1
 ;1
k
kk
kk
Iif
NIif
Ig , (4.25) 
where Ik denotes the index of the k-th vessel that converges to the junction. Note that the 
vessel with blood flowing into the junction is named as mother vessel (Ik=Nk), whereas 
the vessel with blood flowing out of the junction is called daughter vessel (Ik=1). The 
k-th vessel will then provide a variable  nInInI kkk ,UAQ   at time t
n, which, according to 
the mass conservation law, lead to a junction volume (VJ) at time t
n+1 as 
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Figure 4.5. A junction model with n branches: VJ, junction volume; pJ, junction pressure; 
1, 2, ……，Nk, mesh nodes; red points (placed between two neighbor mesh nodes), 
‘ghost-point’. 
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where △t denotes time step. 
The junction pressure pJ is defined based on a volume law analogous to the vessel 
tube law, such as 
 e
J
JJJJ ppV
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 , (4.27) 
whereλJ expresses a compliance parameter of the junction, set to 1.0. KJ is a stiffness 
parameter of the junction defined as 
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V0 expresses the reference volume of the junction and can be obtained as  
 xAV
N
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where △x denotes mesh size. And the function PJ(VJ/V0) is defined as 
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with m=0.5, n=0 for arteries and m=10, n=1.5 for veins. The cross-sectional area
1n
Ik
A of 
the vessel that converged to the junction can be derived from the pressures at the 
junction and the neighboring cells, such as: 
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There are two methods to calculate the flow rate 
1n
Ik
Q . One is to discretize the 
equations of continuity at the ghost-point Ik-1/2 for mother vessels, and at the 
ghost-point Ik+1/2 for daughter vessels so that an explicit relations associated with flow 
rate can be derived, such that, for the mother vessels, 
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and for the daughter vessels, 
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The other is to discretize the equations of momentum at the point Ik-1/2 for mother 
vessels and at the point Ik+1/2 for daughter vessels, respectively, such that: 
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(4.35) 
In this study we employ the second method while substituting the equation 4.31 into 
equations 4.34 and 4.35 to calculate the velocity un+1 at the junction. 
With application of the MacCormack scheme at junction nodes, unlike the 
numerical methods developed by Fullana and Zaleski [33] that are lack of physiological 
implication we hereby propose a versatile numerical scheme to adopt the ‘ghost-point’ 
method in closing the governing equations through discretizing the conservative 
equations of mass or momentum at the ghost-points. This scheme is capable to ensure 
both conservation of mass and momentum and the continuity of pressure across the 
junction without introducing any assumptions. 
 
4.2.3.2 Validation of the junction model 
To validate the junction model proposed, firstly, we investigate the propagation of 
Gaussian pressure pulses across a junction and compare the simulated amplitudes of the 
transmitted and reflected pulse waves with theoretical values. With the definition of the 
admittance Y = 1/Z, where Z=ρc/A denotes the characteristic impedance of vessels 
across the junction, the coefficients of reflection (Γ) and transmission (T) of a 
two-vessel junction model can be expressed as 
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and of a three-branch junction model as, 
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Figure 4.6a and 4.6b illustrates the propagation of a Gaussian pressure pulse across a 
junction model with two straight vessels (vessel 1 and vessel 2), which have the same 
mechanical properties and geometrical characteristics. Obviously the computed pulse 
wave passes through the junction beautifully without any reflections in both soft (figure 
4.6a) and rigid vessels (figure 4.6b), identical with the theoretical values of Γ=0 and 
T=1. Effects of geometrical discontinuity in cross-sectional area A0 on pulse wave 
propagation are further investigated with a constant stiffness parameters K: a sudden 
reduction in A0 leads to a partially positive reflection due to increasing characteristic 
impedance (figure 4.6c), and vice versa (figure 4.6d). The simulated amplitudes of the 
transmitted and reflected waves are in excellent agreement with the theoretical values 
(figure 4.6c: Γ=0.333 and T=1.333; figure 4.6d: Γ=-0.333 and T=0.667). In addition, 
effects of discontinuity in stiffness parameter K on pulse wave propagation with 
constant A0, which is identical to variations in Young’s modulus or thickness of vessel 
wall, is confirmed to have a similar trend that increasing K causes increasing 
characteristic impedance and hence a partially positive reflection (figure 4.6e), and vice 
versa (figure 4.6f). Again both computed transmitted and reflected waves agree well 
with the theoretical values (figure 4.6e: Γ=0.172 and T=1.172; figure 4.6f: Γ=-0.172 and 
T=0.828). Figure 4.7 represents the propagation of a Gaussian pressure pulse across a 
junction model with three straight vessels (vessel 1: K1=30KPa, A1=1 cm
2, L1=30 cm; 
vessel 2: K2=30KPa, A2=1 cm
2, L2=30 cm; vessel 3: K3=50KPa, A3=0.5 cm
2, L3=30 cm), 
which corresponds to the theoretical coefficients of reflection and transmission at 
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Figure 4.6. The propagation of Gaussion pressure pulses across a junction combined 
with two straight vessels (vessel 1 and vessel 2): (a) two vessels with same mechanical 
and geometrical characteristics (soft vessels); (b) two vessels with same mechanical and 
geometrical characteristics (rigid vessels); (c) two tubes with same mechanical 
characteristics but a sudden decrease of cross-sectional area in vessel 2; (d) two vessels 
with same mechanical characteristics but a sudden increase of cross-sectional area in 
vessel 2; (e) two vessels with same geometrical characteristics but a sudden increase of 
stiffness in vessel 2; (f) two vessels with same geometrical characteristics but a sudden 
decrease of stiffness in vessel 2. 
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Γ=-0.162 and T=0.838, respectively. The simulated transmitted and reflected waves 
agree excellently in amplitude with the theoretical results. 
 
Figure 4.7. The propagation of Gaussion pressure pulse across a junction combined 
with three straight vessels (vessel 1, vessel 2, and vessel 3). 
 
Secondly, we introduce a multi-branched junction model with three vessels to 
confirm the feature of mass conversation and total pressure continuity at the junction. 
This is performed by simulating blood flows with 5 mmHg amplitude of incoming pulse 
wave through a model for splitting flows (figure 4.8a) and a model for merging flows 
(figure 4.8b). The model parameters are given as follows:  
(a) Splitting flow:  
K1=3000Pa, A1=1cm
2, L1=0.3cm; K2=1500Pa, A2=0.7cm
2, L2=0.3cm; K3=1000Pa, 
A3=0.5cm
2, L3=0.3cm.  
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(b) Merging flow:  
K1=3000Pa, A1=0.5cm
2, L1=0.3cm; K2=3000Pa, A2=0.7cm
2, L2=0.3cm; K3=1000Pa, 
A3=1.5cm
2, L3=0.3cm.  
 
Figure 4.8. Flow rates and total pressures at junction nodes for (a) splitting flows, and 
(b) merging flows. Both mass conservation and total pressure continuity are confirmed 
at the junctions. 
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Figure 4.9. (a) Total pressures at vessel nodes converged at the junction under an 
incoming pulse wave with a 110 mmHg amplitude (ηmax=(pt1-pt2)/pt1=5.7%). (b) 
Effects of different amplitudes of incoming pulse wave on the difference between 
inflow and outflows of the junction (ηmax=(q1-q2-q3)/q1=0.12%). 
 
It is seen that the present two models are capable to ensure both the mass conservation 
and the total pressure continuity at the junction in a satisfied way. We further checked 
up the total pressure continuity at the junction with splitting flows in terms of amplitude 
effects of the incoming pulse wave (figure 4.9). In the case of a large amplitude pulse 
wave of 100 mmHg the total pressure continuity apparently is not satisfied strictly with 
a slight difference (figure 4.9a). This is thought due to the hypothesis that the junction is 
treated as an elastic chamber, which can deform storing and releasing blood when the 
pulse wave passes through. Obviously this trend seemingly becomes more pronounced 
with increasing the amplitude (figure 4.9b). However, compared to the total blood flow 
across the junction, the difference between inflow and outflow is very small and can be 
ignored. 
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Figure 4.10. Velocities in a two-vessel junction model. The velocities pass through the 
junction smoothly even for supercritical flow (the wave speed of the two vessels are 
0.3m/s). 
 
Another issue on blood flows across the junction relates to the supercritical 
conditions when blood flow velocities exceed wave propagation speeds in venous 
vessels [27]. For instance blood flow velocities in some large veins vary over a range of 
0.1 - 0.3m/s while the wave propagation speed in veins is observed to be around 
0.24m/s. Here, we carried out a numerical test on a junction with two vessels (vessel 1: 
K1=8.3Pa, A1=3.14cm
2, L1=10cm; vessel 2: K2=8.3Pa, A2=3.14cm
2, L2=300cm), in 
which the intrinsic wave propagation speed of the two vessels was calculated to be 0.3 
m/s. A step-wise increasing velocity u(0,t)=t is imposed at the inlet of vessel 1 whereas 
a pressure of p=5 mmHg is fixed at the outlet of vessel 2. Figure 4.10 illustrates the 
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computed velocities in the two vessels at different time instances with an interval of 
0.1s. Clearly it is seen that the velocity passes through the junction very smoothly even 
in the case when the velocity exceeds the wave speed (0.3 m/s). This indicates that the 
present junction model works well not only in the subcritical flow regime but also in the 
supercritical flow regime. Our results demonstrate that the junction model as well as the 
numerical scheme proposed is effective and of advantage in simulating both splitting 
flows in arteries and merging flows in veins compared with the energy-conserving 
methods in previous studies [24-25, 34, 39, 42].  
 
4.2.4 Modeling of venous valves 
Venous valves play a crucial role in keeping blood flowing back towards the heart and 
in preventing reflux of blood flow. To the best of our knowledge, no previous 
mathematical models have considered the anatomically realistic distribution of venous 
valves within the entire venous system partially because of the poor database on the 
anatomy of venous valves. However, venous valves play an essential role in the 
posture-induced gravitational effects on venous pressures and flows. In this study, we 
made an adoption on the valve model proposed by Mynard et al. [39] to describe the 
dynamic motion of venous valve, and incorporated it into the closed-loop multi-scale 
hemodynamic model of the CVS. Based on anatomical literatures, we further applied 
the present venous valve model within the entire venous network with consideration of 
realistic number and locations of venous valves. 
The average distance from the valve to the junction with the innominate vein is 
taken as 0.3 cm for the internal jugular veins [46] and the number and locations of 
venous valves in external jugular veins are given based on a previous study by  
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Figure 4.11. Schematic representation of the distribution of venous valves within the 
entire venous network (arrows are reference points; red points represent venous valves). 
SVC, Superior Vena Cava; AV, Azygous vein; RBV, Right Brachiocephalic Vein; LBV, 
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Left Brachiocephalic Vein; RSV, Right Subclavian Vein; LSV, Left Subclavian Vein; 
RIJV, Right Internal Jugular Vein; LIJV, Left Internal Jugular Vein; REJV, Right 
External Jugular Vein; LEJV, Left External Jugular Vein; RVV, Right Vertebral Vein; 
LVV, Left Vertebral Vein; RAV, Right Axillary Vein; LAV, Left Axillary Vein; RCV, 
Right Cephalic Vein; LCV, Left Cephalic Vein; RBV, Right Basilic Vein; LBV, Left 
Basilic Vein; R Bra V, Right brachial Vein; RRV, Right Radial Vein; RUV, Right Ulnar 
Vein; RIV, Right Interosseous Vein; IVC, Inferior Vena Cava; CIV, Common Illiac Vein; 
EIV, External Illiac Vein; IIV, Internal Illiac Vein; GSV, Great Saphenous Vein; FV, 
Femoral Vein; DFV, Deep Femoral Vein; SSV, Small Saphenous Vein; PV, Popliteal 
Vein; ATV, Anterior Tibial Vein; PTV, Posterior Tibial Vein. 
 
Nishihara et al [47]. The vertebral venous valves have also been proven to exist by using 
clinical sonography [48], we also placed venous valves within axillary and subclavian 
veins, in which positions and frequencies of the valves are taken from Celepci et al [49]. 
In addition, based on anatomic data, the distribution of venous valves is further arranged 
within upper limbs [50-54] and within lower limbs [50, 54-58], respectively. Schematic 
description of the number and location of venous valves within the entire venous 
network are depicted in figure 4.11, and the corresponding data of all the venous valves 
is summarized in table 4.4 (see Appendix). 
 
4.2.5 0D-1D coupling algorithm 
The 0D lumped-parameter model of the cardiopulmonary circulation and peripheral 
vessel bed are solved with a fourth-order Runge-Kutta method whereas the 1D 
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Navier-Stokes equations are solved using the two-step Lax-Wendroff method [15]. The 
time-step used in simulation can be determined as 
 
maxc
x
ct CFL

  (4.38) 
where cCFL is Courant–Friedrichs–Lewy (CFL) factor and is set as 0.5 in this study, and 
cmax is the maximum wave speed.  
We here present two numerical methods associated with the coupling between 1D 
vascular network and 0D lumped-parameter models. As depicted in Figure 4.1, the 1D 
vessels that supply blood to the 0D lumped-parameter models are defined as feeding 
vessels including terminal arteries, superior vena cava, and inferior vena cava, whereas 
the 1D vessels that collect blood from the 0D lumped-parameter models are called 
draining vessels consisting of ascending aorta and terminal veins. 
With respect to the first method, the characteristic variants are used to set boundary 
conditions. The 1D governing equations may be transformed into a set of characteristic 
equations, and when the viscous resistance is ignored, can be reformed as 
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,  expresses the characteristic invariants of the system, and 
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Figure 4.12. Flow chart of two numerical methods for 0D-1D coupling: (a) characteristic 
method; (b) ‘ghost-point’ method. 
 
For the first node of the draining vessel, the characteristic invariant at the next time 
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step (n+1) can be updated as 
    txtWxtW nbnbnb  111 ,, , (4.41) 
and for the last node of the feeding vessel, we have 
     ,,1 txtWxtW nfmnfmnf   , (4.42) 
where x1 denotes the first node, xm the last node, and △t the time step. A flow chart of 
the characteristic method for 0-1D coupling is described in detail in Figure 4.12a. The 
limitation of this method is that it is only valid under the subcritical condition (S<1). 
For the second method, the ‘ghost-point’ method is used to set boundary conditions. 
At the interface connecting 0D and 1D models, we presume that the index of the last 
grid-point of vessel is m, and the index of the first grid-point of vessel is 1. Then the 
continuity equation at the ‘ghost-point’ m-1/2 of the feeding vessel can be discretized 
such as 
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(4.43) 
Similarly, the continuity equation at the ‘ghost-point’ 1/2 of the draining vessel can be 
obtained as   
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(4.44) 
Thus the flow rate Qn+1 can be expressed in terms of An+1 such as:
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A schematic description the flow chart associated with the ‘ghost-point’ method for 
the 0-1D coupling is also given in figure 4.12b. 
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Figure 4.13 shows a comparison of the simulated pressures with the two methods. 
Obviously there is almost no visible differences between the characteristic and 
‘ghost-point’ methods. It should be pointed out that the characteristic method is merely 
valid in the subcritical state whereas the ‘ghost-point’ method can be applied equally to 
the supercritical state as well, which is more robust and hence effective for the 0D-1D 
coupling. Therefore, we employed the ‘ghost-point’ method to couple the 1D vascular 
network model with the 0D lumped-parameter model to close up the multi-scale 
hemodynamic model for the entire CVS. 
 
Figure 4.13. Comparison of model-predicted pressures in superior vena cava at 
standing posture between two different numerical methods for 0D-1D coupling.  
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4.3 Results 
To evaluate the validity of the proposed closed-loop multi-scale model in analyzing the 
gravitational effects on human cardiovascular system during postural changes, we 
carried out a comprehensive study of the global cardiovascular responses to different 
postures varying from supine to upright. We first made a comparison of the computed 
blood pressures and flow rates in cardiopulmonary circulation as well as in main arterial 
and venous vessels in supine posture with vivo measurements to validate the present 
0D-1D hemodynamic model. We then investigated the gravitational effects on the CVS 
for a specified head-up tilt (HUT) from supine to upright. 
 
4.3.1 Pressures and flow rates at supine posture 
To validate model predictions against experimental data and to provide reference values 
for the comparison of posture-induced changes in CVS at different postures, a baseline 
study is conducted to investigate the hemodynamic variables of the main cardiovascular 
compartments at supine posture. Figure 4.14 illustrates the model-predicted pressure 
waveforms in cardiopulmonary circulation, in which the main wave characteristics 
associated with the human cardiopulmonary circulation are well simulated within a 
reasonably physiological aspect. In figure 4.15 we further compare the pressure and 
flow waveforms in main arteries and veins between the model-based predictions and in 
vivo measurements [59-60], and see a good agreement in both amplitudes and wave 
configurations.  
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Figure 4.14. Model-predicted pressure waveforms associated with cardiopulmonary 
circulation. 
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Figure 4.15. Comparisons between model-based predictions and in vivo measurements. 
The main pulse characteristics of pressure and flow waveforms are well predicted 
within a normal physiological range. 
 
Modeling and validation of venous flows in veins is more challenging because in 
general the venous pressures and flow rates may change significantly with individuals 
and postural changes. For instance, as reported by Atta [6], the venous pressures 
measured in insufficient superficial veins during walking dropped down to some low 
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levels but still kept higher than those in normal veins, and a recovery of the venous 
pressure to pre-existing levels was observed very fast when the walking was terminated. 
Because of these uncertainties in the venous pressure measurements, very few in vivo 
physiological data are available associated with pressure and flow rate waveforms in 
systemic veins compared with those in arteries. As a method to evaluate the 
physiological range of venous pressures, Ochsner et al. [61] measured the mean and 
range of normal blood pressures in the superficial venous system of a man at rest in 
supine posture. We compared our computed results with the measured mean venous 
pressures, and as illustrated in figure 4.16, the model-based predictions show excellent 
agreement in all the four main veins [61]. 
 
Figure 4.16. Comparison of the mean venous pressures in veins between simulations 
and in vivo measurements. 
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4.3.2 Gravitational effects on cardiovascular system at different 
postures 
The effects of gravity on the cardiovascular hemodynamics were further studied through 
investigating posture change-induced variations in CVS for a specific case during 
graded HUT from 0° (supine) to 90° (upright) by 15° steps (figure 4.17). Note that all 
the simulations were done under the condition of a static posture. Moreover, the reflex 
control of the CVS as well as the auto-regulatory mechanism, which is used to maintain 
the homeostasis of CVS, is not taken into account in the present model. Even though we 
believe that the present model can be a good baseline to investigate the gravity-induced 
cardiovascular function variations in terms of arterial pressures, venous pressures, 
central venous pressures and cardiac outputs at different postures from supine to 
upright. 
 
Figure 4.17. Schematics of different postures varying from 0° (supine) to 90° (standing) 
with an increment of 15°. 
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As illustrated in figures 4.18 and 4.19, it is seen that both arterial and venous 
pressures show a trend to increase below heart level but decrease above heart level, 
during the postural change from supine to upright. Below the heart level, the mean 
venous pressures in the venous tree at five representative veins shows remarkable 
increasing at upright posture rather than at supine posture, which is observed 
particularly in the terminal vessels (figure 4.20). It is seen that the pressure in the 
posterior tibial vein reaches approximately 100 mmHg in the upright position, which is 
 
Figure 4.18. Effects of gravity on arterial pressure waveforms in main arteries. 
Pressures show a trend to increase below heart level but to decrease above heart level at 
different postures varying from supine to upright. 
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consistent with the in vivo measurement [62]. This is thought mainly due to a 
hydrostatic pressure exerted by the blood column between heart and veins. In figure 
4.21 we further plotted and compared the mean venous pressures, the mean central 
venous pressures, and the hydrostatic pressures at three different postures of 30º, 60ºand 
90º. 
Furthermore, in the upright position, the blood volume is observed shifting towards  
 
Figure 4.19. Effects of gravity on venous pressure waveform in main veins. Pressures 
show a trend to increase below heart level but to decrease above heart level at different 
postures varying from supine to upright. 
 
the lower extremities owing to the gravity because of the high compliance of veins, 
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which leads to a remarkable increase in both pressure and blood volume in the lower 
extremities, therefore, the venous return decreases inevitably due to this shift in blood 
volume (figure 4.22a) and hence the central venous pressure decreases (figure 4.22b). 
Figure 4.22c illustrates the left ventricular pressure-volume loop at different postures. 
Clearly it is seen that the stroke volume decreases with postural change from supine to 
upright and such reduction in cardiac output leads to decreasing in aortic pressure 
(figure 4.22d). 
 
Figure 4.20. Comparison of mean venous pressures in venous tree between supine and 
standing positions (No. 151, Inferior vena cava V; No. 154, Right external iliac vein; No. 
164, Right femoral vein I; 168, Right popliteal vein; No. 170, Right posterior tibial 
vein). The mean venous pressure increases significantly in standing position compared 
to supine position, particularly in terminal vessels. 
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Figure 4.21. Model predicted mean venous pressures and central venous pressures (144, 
Inferior vena cava II; 151, Inferior vena cava V; 164, Right femoral vein I; 168, Right 
popliteal vein; 170, Right posterior tibial vein). 
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Figure 4.22. Comparison of effects of gravity on global hemodynamics in terms of (a) 
right atrial volume，(b) right atrial pressure, (c) left ventricular pressure-volume loop, 
and (d) pressure in ascending aorta during different postures. 
 
4.4 Discussion 
We here present a closed-loop, multi-scale mathematical model, which takes into 
account the gravitational effects and is capable to predict pressure and flow variations in 
a manner of one-dimensional and global hemodynamics, at different postures in both 
arteries and veins. The cardiopulmonary circulation and peripheral vascular bed are 
described with conventional electrical analog models based on the lumped-parameter 
models, in which all the model parameters are taken from literature with appropriate 
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modifications to match well the in vivo measurements. A new versatile multi-branched 
junction model that can predict the transcritical flow is proposed and validated to be 
capable to reasonably estimate the splitting or merging flows across a junction. We 
further incorporate a robust venous valve model into the 1D venous network model with 
consideration of anatomically realistic numbers and locations of venous valves within 
the entire venous tree based on available literatures. Simulations on global 
hemodynamics in supine position and at different postures varying from supine to 
upright have thereby demonstrated that the present model can predict the cardiovascular 
responses to different postures. Moreover, our model is of potential and capability to 
quantify and analyze the global cardiovascular hemodynamics with gravitational effects 
as a closed-loop system, not only for a healthy subject during postural changes under 
normal gravity, as well as microgravity or super-gravity in concert with spaceflights, but 
also for patients with cardiovascular diseases. 
 
4.4.1 Venous pressure below heart level 
Our results demonstrate that gravity results in significant variations in global 
hemodynamics in terms of pressures and flow rates at different postures, particularly in 
standing upright. The venous pressure strongly depends on the posture of the human 
body. Moreover, an interesting correlation is found that the venous pressures below the 
heart level can be reasonably estimated by the summation of CVP (central venous 
pressure in right atrium) and a hydrostatic pressure as illustrated in figure 4.21. This 
implies that the venous pressures are dominated by the continuous hydrostatic columns 
between the right atrium and veins, and the venous pressure below the heart level at 
different postures can be well approximated by 
 ghCVPP  , (4.47) 
where CVP denotes the central venous pressure and h the vertical distance between the 
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right atrium and veins. The equation (47) provides us with a simple but useful method to 
predict the venous pressures at different postures. It should be noted, however, that this 
correlation is only valid under a static posture when a continuous hydrostatic column is 
formed between the right atrium and a venous vessel. Here it may rises a question on 
how such a continuous hydrostatic column is formed in the venous system with venous 
valves at different postures. Groothuis et al. [63] carried out a direct measurement of the 
intravenous pressure in the great saphenous vein during a graded HUT between 30º and 
70º. They found that a continuous hydrostatic column could be formed when orthostatic 
challenge persisted and the time was dependent on the performed orthostatic challenges, 
for instance, 3 minutes for 30º HUT and 4 minutes for 70º HUT. Therefore, it would be 
reasonable to assume that the correlation, i.e., the equation (47) will hold and can be 
utilized to estimate the pressure in each specific position of veins if the posture is 
maintained at a static state with sufficient time to have the continuous hydrostatic 
column fully developed. 
 
4.4.2 Venous pressure above heart level 
The venous pressure shows a trend to increase below heart level but to decrease above 
heart level (figure 4.19). Here we beg a question on whether the correlation as observed 
in the venous pressure below the heart level further holds with the venous pressure 
above the heart level, which equals to the CVP minus a continuous hydrostatic pressure. 
It is known that for a subject in standing, the gravity-induced negative intravascular 
pressure usually causes a collapse of jugular vein [3], and hence a continuous 
hydrostatic column will be very likely interrupted. When this happens, the jugular 
venous pressure will approach zero [9, 10]. Actually, this is of very complex 
phenomenon, and in some special conditions such as positive pressure breathing, the 
collapsed internal jugular vein can re-open [64], which will re-produce a continuous 
hydrostatic column. It is reported that the jugular venous pressure in standing position 
can reach -20 mmHg when a continuous pressure column is formed between the base of 
the skull and the right atrium [9]. Therefore, the only requirement for evaluating venous 
pressure with the CVP and the hydrostatic pressure is that a continuous hydrostatic 
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column exists between the right atrium and the venous vessel. 
 
4.4.3 Limitations and future tasks 
The baroreflex control of the cardiovascular system, as a primary compensatory 
mechanism in human that maintains blood pressure at nearly constant levels during 
postural changes by changing heart rate, cardiac contractility and vascular resistance, is 
not taken into account in the present mathematical model. Indeed, our model can well 
capture the gravitational effects on CVS during different postures by isolating 
baroreflex control. Moreover, in order to investigate the gravitational effects on cerebral 
perfusion during postural changes it is necessary to further account for the postural 
dependence of the cerebral venous outflow and the intracranial pressure in the model.  
In addition, with an introduction of some muscular pump model [65] into the 
venous network our model can be easily extended to deal with the problem of 
gravitational effects on CVS under a variety of exercises. As our future works a specific 
focus will be on three aspects: 1) utilizing more realistic mechanical properties of the 
venous vessels by means of equation (19) with consideration of physiological 
anatomical data; 2) coupling a muscular pump model into the venous network to 
investigate the venous pressure and flow variations during walking and running; 3) 
incorporating an autonomic regulation model and a cerebral autoregulation model to the 
present closed-loop multi-scale model to quantify the transient cardiovascular responses 
to postural changes. 
 
4.5 Conclusion 
We have demonstrated the potential and capability of a closed-loop, multi-scale 
hemodynamic model of the entire cardiovascular system with consideration of the 
realistic anatomical distribution of venous valves within the entire venous network to 
investigate hemodynamic responses to different postures varying from supine to upright. 
With this model some interesting findings are obtained: 1) gravity significantly affect 
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arterial pressure, venous pressure, venous return and cardiac output at different postures, 
in particular in standing upright position; 2) a specific correlation that venous pressure 
below heart level can be evaluated as a summation of CVP and hydrostatic pressure, is 
confirmed to hold when a continuous hydrostatic column is formed between the right 
atrium and veins.  
 
Appendix：Tables  
Table 4.1. Geometrical data of the arterial network [23, 38]. 
NO. Arterial name L(cm) R0(cm) R1(cm) 
1 Ascending aorta  2.0 1.525 1.420 
2 Aortic arch I  3.0 1.420 1.342 
3 Brachiocephalic  3.5 0.650 0.620 
4 R. subclavian I  3.5 0.425 0.407 
5 R. carotid  17.7 0.400 0.370 
6 R. vertebral  13.5 0.200 0.200 
7 R. subclavian II  39.8 0.407 0.230 
8 R. radial  22.0 0.175 0.140 
9 R. ulnar I  6.7 0.215 0.215 
10 Aortic arch II  4.0 1.342 1.246 
11 L. carotid  20.8 0.400 0.370 
12 Thoracic aorta I  5.5 1.246 1.124 
13 Thoracic aorta II  10.5 1.124 0.924 
14 Intercostals  7.3 0.300 0.300 
15 L. subclavian I  3.5 0.425 0.407 
16 L. vertebral  13.5 0.200 0.200 
17 L. subclavian II  39.8 0.407 0.230 
18 L. ulnar I  6.7 0.215 0.215 
19 L. radial  22.0 0.175 0.140 
20 Celiac I  2.0 0.350 0.300 
21 Celiac II  2.0 0.300 0.250 
22 Hepatic  6.5 0.275 0.250 
23 Splenic  5.8 0.175 0.150 
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24 Gastric  5.5 0.200 0.200 
25 Abdominal aorta I  5.3 0.924 0.838 
26 Sup. mesenteric  5.0 0.400 0.350 
27 Abdominal aorta II  1.5 0.838 0.814 
28 R. renal  3.0 0.275 0.275 
29 Abdominal aorta III  1.5 0.814 0.792 
30 L. renal  3.0 0.275 0.275 
31 Abdominal aorta IV  12.5 0.792 0.627 
32 Inf. mesenteric  3.8 0.200 0.175 
33 Abdominal aorta V  8.0 0.627 0.550 
34 R. com. iliac  5.8 0.400 0.370 
35 R. ext. iliac  14.5 0.370 0.314 
36 R. int. iliac  4.5 0.200 0.200 
37 R. deep femoral  11.3 0.200 0.200 
38 R. femoral  44.3 0.314 0.275 
39 R. ext. carotid  17.7 0.200 0.200 
40 L. int. carotid  17.6 0.300 0.275 
41 R. post. tibial  34.4 0.175 0.175 
42 R. ant. tibial  32.2 0.250 0.250 
43 R. interosseous  7.0 0.100 0.100 
44 R. ulnar II  17.0 0.203 0.180 
45 L. ulnar II  17.0 0.203 0.180 
46 L. interosseous  7.0 0.100 0.100 
47 R. int. carotid  17.6 0.300 0.275 
48 L. ext. carotid  17.7 0.200 0.200 
49 L. com. iliac  5.8 0.400 0.370 
50 L. ext. iliac  14.5 0.370 0.314 
51 L. int. iliac  4.5 0.200 0.200 
52 L. deep femoral  11.3 0.200 0.200 
53 L. femoral  44.3 0.314 0.275 
54 L. post. tibial  32.2 0.175 0.175 
55 L. ant. tibial  34.4 0.250 0.250 
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Table 4.2. Geometrical data of the venous network [14, 34]. 
NO. Vein name L(cm) r0(cm) r1(cm) 
101 Sup. Vena cava I 1.50 0.800 0.800 
102 Azygos vein 30.00 0.425 0.425 
103 Sup. Vena cava II 2.00 0.800 0.800 
104 Right brachiocephalic vein 4.00 0.564 0.564 
105 Right internal jugular vein V 3.50 0.399 0.399 
106 Right vertebral vein I 5.00 0.160 0.160 
107 Right subclavian vein I 3.00 0.564 0.564 
108 Right external jugular vein 20.00 0.252 0.252 
109 Right subclavian vein II 5.20 0.505 0.505 
110 Right axillary 6.94 0.410 0.410 
111 Right basilic III 20.82 0.250 0.250 
112 Right cephalic II 36.61 0.365 0.365 
113 Right brachial 20.82 0.355 0.355 
114 Right ulnar I 10.00 0.200 0.200 
115 Right interosseous 7.00 0.100 0.100 
116 Right ulnar II 30.6 0.200 0.200 
117 Right radial 40.60 0.200 0.200 
118 Left brachiocephalic vein 7.50 0.535 0.535 
119 Left vertebral vein I 5.00 0.160 0.160 
120 Left internal jugular vein V 3.50 0.564 0.618 
121 Left subclavian vein I 3.00 0.564 0.564 
122 Left external jugular vein 20.00 0.252 0.357 
123 Left subclavian vein II 5.20 0.505 0.505 
124 Left axillary 6.94 0.410 0.410 
125 Left cephalic II 36.61 0.365 0.365 
126 Left basilic III 20.82 0.250 0.250 
127 Left brachial 20.82 0.355 0.355 
128 Left basilic II 4.70 0.230 0.230 
129 Left median antebrachial 18.80 0.150 0.150 
130 Left basilic I 18.80 0.200 0.200 
131 Left median cubital 8.85 0.360 0.360 
132 Left cephalic I 11.10 0.075 0.075 
133 Left ulnar I 10.00 0.200 0.200 
134 Left interosseous 7.00 0.100 0.100 
 
 
101 
 
135 Left ulnar II 30.6 0.200 0.200 
136 Left radial 40.60 0.200 0.200 
137 Right basilic II 4.70 0.230 0.230 
138 Right median antebrachial 18.80 0.150 0.150 
139 Right basilic I 18.80 0.200 0.200 
140 Right cephalic I 11.10 0.075 0.075 
141 Right median cubital 8.85 0.360 0.360 
142 Inferior vena cava I 15.30 0.762 0.762 
143 Hepatic vein 6.80 0.485 0.485 
144 Inferior vena cava II 1.50 0.762 0.762 
145 Left renal vein 3.20 0.250 0.250 
146 Inferior vena cava III 1.50 0.762 0.762 
147 Right renal vein 3.20 0.250 0.250 
148 Inferior vena cava IV 12.50 0.762 0.762 
149 Inferior mesenteric vein 6.00 0.450 0.450 
151 Inferior vena cava V 8.00 0.762 0.762 
152 Left common iliac vein 5.8 0.575 0.575 
153 Right common iliac vein 5.8 0.575 0.575 
154 Right external iliac vein 14.40 0.500 0.500 
155 Left external iliac vein 14.40 0.500 0.500 
156 Right internal iliac vein 5.00 0.150 0.150 
157 Left internal iliac vein 5.00 0.150 0.150 
158 Right femoral vein II 4.44 0.350 0.350 
159 Left femoral vein II 4.44 0.350 0.350 
160 Right deep femoral vein 12.60 0.350 0.350 
161 Left deep femoral vein 12.60 0.350 0.350 
162 Right great saphenous vein 75.00 0.145 0.230 
163 Left great saphenous vein 75.00 0.145 0.230 
164 Right femoral vein I 20.96 0.350 0.350 
165 Left femoral vein I 20.96 0.350 0.350 
166 Right small saphenous 34.40 0.160 0.160 
167 Left small saphenous 34.40 0.160 0.160 
168 Right popliteal vein 19.00 0.340 0.340 
169 Left popliteal vein 19.00 0.340 0.340 
170 Right posterior tibial vein 34.6 0.150 0.150 
171 Right anterior tibial vein 32.0 0.150 0.150 
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172 Left posterior tibial vein 34.6 0.150 0.150 
173 Left anterior tibial vein 32.0 0.150 0.150 
 
Table 4.3. 0D peripheral vascular bed parameters [15]. 
vessel R0 Ral Lal Cal Rcl Lcl Ccl Rvl Lvl Cvl 
Head and neck 
6/16 6.10 25.88 0.019 0.013 9.95 0.0031 0.0013 3.19 0.0056 0.038 
39/48 5.23 21.85 0.017 0.015 8.4 0.0029 0.0015 2.69 0.0051 0.045 
40/47 2.53 23.6 0.017 0.015 9.08 0.0029 0.0015 2.91 0.0051 0.045 
Chest and abdomen  
14 2.00 5.61 0.009 0.054 2.16 0.0015 0.0054 0.69 0.0027 0.163 
22 2.80 16.24 0.015 0.021 6.24 0.0024 0.0021 － － － 
23 8.59 21.33 0.018 0.014 8.2 0.003 0.0014 － － － 
24 4.05 8.91 0.012 0.033 3.43 0.0019 0.0032 － － － 
26 1.20 3.85 0.007 0.081 1.48 0.0012 0.0081 － － － 
143 － － － － － － － 0.255 0.0013 0.527 
28 2.02 4.31 0.008 0.068 1.66 0.0014 0.0067 0.53 0.0024 0.2 
30 2.02 4.31 0.008 0.068 1.66 0.0014 0.0067 0.53 0.0024 0.2 
32 5.37 30.74 0.02 0.011 11.85 0.0033 0.0011 3.78 0.006 0.033 
arms 
8/19 14.21 17.030 0.0180 0.0140 6.5500 0.0029 0.0014 － － － 
43/46 39.43 393.70 0.0700 0.0043 151.40 0.0117 0.0004 － － － 
44/45 10.12 19.690 0.0180 0.0140 7.5700 0.0029 0.0014 － － － 
115/134 － － － － － － － 20.532 0.0052 0.068 
116/135 － － － － － － － 4.091 0.0052 0.068 
117/136 － － － － － － － 4.091 0.0052 0.068 
138/129 － － － － － － － 8.1355 0.0052 0.068 
139/130 － － － － － － － 19.643 0.0052 0.068 
140/132 － － － － － － － 19.643 0.0052 0.068 
legs 
41/54 9.90 30.440 0.0210 0.0500 11.710 0.0035 0.0010 － － － 
42/55 3.96 14.030 0.0140 0.1150 5.4000 0.0023 0.0023 － － － 
162/163 － － － － － － － 8.8058 0.0042 0.099 
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Table 4.4. Summary of number and position of venous valves within the entire venous 
network [47-59, 67]. 
Vein No. of 
valves 
Reference point (black 
arrows in Fig. 10) 
Distance to the reference point 
(mm) 
AV 1 1 20 
RSV 1 2 9.7 
RVV 1 2 3 
RIJV 1 2 3 
REJV 2 3 1st valve 5 
2nd valve 60 
RAV 2 2 1st valve 100 
2nd valve 135.0 
LSV 1 4 13.9 
LVV 1 4 3 
LIJV 1 4 3 
LEJV 2 5 1st valve 5 
2nd valve 60 
LAV 2 4 1st valve 103.3 
2nd valve 140.5 
GSV 9 6 1st valve 8.0 
2nd valve 40.0 
EIV 1 6 38 
FV 2 6 1st valve 50.0 
2st valve 90.0 
SSV 7 7 1st valve 12.0 
2st valve 51.0 
PV 2 7 1st valve 70.0 
2st valve 140.0 
ATV 10 － － 
PTV 10 － － 
R Bra V 5 － － 
RUV I 2 － － 
RUV II 7   
RIV 1 － － 
RRV 10 － － 
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LCV I 2 － － 
LCV II 7 － － 
LBV I 4 － － 
LBV II 1 － － 
LBV III 5 － － 
LMA 4 － － 
LMC 1 － － 
Veins length is a determinant of the number of valves in superficial limb veins, here we 
adopt a mean valve index (number of valves per unit length of vein) to evaluate the 
number of valves in veins (LCV: 0.18; LBV: 0.22; SSV: 0.19; GSV: 0.19) [55]. 
Moreover, deep veins have more valves than the superficial veins in limbs [67], we 
assume the mean valve index is 0.25 for RRV, RUV, and RIV. Thus, the number of 
valves in above superficial veins can be determined by the vein length multiplied by the 
mean valve index. The positions of venous valves that are not given in this table are 
assumed that they are uniformly distributed in veins. For simplification, we assume that 
the distribution of venous valves within arms and legs are symmetrical. 
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Chapter 5 
Model-based evaluation of the influence of 
cardiovascular performance on human 
thermoregulation: a novel computational 
approach 
5.1 Introduction 
The cardiovascular system (CVS) plays a crucial role in human thermoregulation. 
José [1] pointed out that vascular convective heat transfer is the most important 
heat-exchange pathway inside the body, and over 50% of the heat flow in body tissues is 
transferred via the flowing blood [2]. Cold stress or heat stress (caused by external 
thermal environment or exercise) would also result in cardiovascular strains [1, 3-8], 
such as heat stress may result in significant cardiovascular adjustments that are necessary 
to maintain adequate cardiac output (CO) and skin blood flow through adjusting heart 
rate, cardiac contractility, and peripheral vascular resistance to maintain internal 
temperature within a narrow range under different heat-stressed conditions [5]. During 
pronounced passive heat stresses, the CO may reach as high as 13 L/min, which is 
primarily driven by the heart rate, to supply sufficient blood perfusion to the cutaneous 
vasculature (the maximal amplitude of the skin blood flow can reach 7-8 L/min, which 
are dependent on duration and severity of the external thermal environments ) [4, 5]. 
Due to the great benefits of savings in time and expense compared with experiments, 
mathematical and computational modeling of human CVS and thermoregulation has 
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been a useful tool to quantitatively evaluate the cardiovascular function in human 
thermoregulation during varying thermal environments. Over the past several decades, a 
large number of human thermoregulation models have been developed for different 
purposes. According to the body characteristics division, the models can be divided into 
three types: 1) single-segment thermal model [9-13], which represents the body as one 
cylindrical segment with two or more layers; 2) multi-segment thermal models [14-17], 
which provide a more detailed body division with head, trunk (thorax and abdomen), 
arms, hands, legs, feet; 3) 3D transient thermoregulation models [18], which considers 
more realistic geometry of human body based on the finite element method. However, 
the aforementioned models use a lumped central blood pool instead of the actual CVS to 
predict blood perfusion among human body. Because of this limitation, an important but 
little understanding of the cardiovascular function in human thermoregulatory system is 
the convective heat exchange between cardiovascular network and the surrounding body 
tissues, and blood perfusion within organs and inner tissues during thermoregulation. 
Therefore, it is highly desirable to develop a human thermoregulation model with 
consideration of an actual circulatory system to compute vascular convective heat 
exchange and blood perfusion. In recent years, some investigators have incorporated the 
Avolio’s multi-branched arterial tree model [19] into their thermoregulation model 
[20-24] to predict convective heat exchange between arterial network and surrounding 
core tissues, and blood perfusion in core tissues. And more recently, Coccarelli et al. [25] 
and Tang et al. [26] incorporate a one-dimensional arterial network into a multi-segment 
bioheat model to calculate the convective heat exchange between arterial wall and 
surrounding body tissues. To the best of our knowledge, however, there are no studies 
have taken into account a complete closed-loop CVS except the one developed by 
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zhang et al. [27], in which the CVS is represented via an integrated closed-loop 
lumped-parameter cardiovascular model. 
The objective of this study is to evaluate the cardiovascular function in human 
thermoregulation, and the effects of cardiovascular performance on transient thermal 
response to external heat stress. We incorporate a closed-loop multiscale cardiovascular 
model into a multi-segment integrated thermoregulation model to compute the 
convective heat exchange between the CVS and surrounding core tissues, and the blood 
perfusion within core tissues for the first time.  
 
5.2 Methods 
The presented thermoregulation model consists of two parts: the controlled system and 
controlling system. The controlled system includes a multi-segment integrated thermal 
model of the human body and a closed-loop multi-scale thermo-fluid model of the CVS. 
The controlling system is the so-called physiological thermoregulatory system, which 
can regulate body temperature through sweating, shivering, peripheral vasomotion, and 
CVS adjustments. 
 
5.2.1 Multi-segment integrated bio-heat model of the human body 
A total of six cylindrical elements is used to represent the thermal characteristics of the 
whole human body, which include head, trunk, right/left upper extremity, and right/left 
lower extremity, as shown in figure 5.1a. And each element is subdivided into two layers 
(core and skin) with uniform thermal characteristic and temperature, the details of a 
two-layered model for one element and its interaction with surrounding environment are 
 
 
115 
 
shown in figure 5.1b. The heat exchange between two adjacent two elements is via the 
flowing blood, and the conductive heat exchange is ignored. 
 
Figure 5.1. Schematic representations of (a) six-cylinder model of the human body (1, 
head; 2, trunk; 3, right upper extremity; 4, left upper extremity; 5, right lower extremity; 6, 
right lower extremity) and (b) the core and skin nodes and their interactions with CVS 
and external thermal environments. 
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The energy balance equation for core tissue is expressed as 
 
   
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 (5.1) 
where Ccr is the thermal capacity of the core tissue, Tcr is core temperature, M is core 
metabolic heat production, M is external work, Qres is respiratory heat loss, Qcr-sk is 
conductive heat exchange between the core and skin, ṁperfusion is the total perfusion rate 
of blood entering core tissue, cb is blood specific heat, ṁsk is skin blood flow, Tsk is skin 
temperature, hves is the pulsating heat convection coefficient of the blood flow, 
Aartery/Avein is surface area of artery/vein vessel, Tart /Tvein is temperature of artery/vein 
blood. 
Skin is the primary mode by which exchange heat with the environment via convection, 
evaporation and radiation. Therefore, the energy balance equation for skin can be 
expressed as 
  skcrbskercskcr
sk
sk TTcmQQQQ
dt
dT
C  _ , (5.2) 
where Csk is thermal capacity of skin, Qc/Qr is the convective/radiative heat exchange 
between skin and environment, and Qe is the evaporative heat loss from skin. 
Physiological parameters of the human body are listed in table 5.1, and the calculation of 
the corresponding terms in equations 5.1 and 5.2 are given in appendix A. 
 
5.2.2 Closed-loop multi-scale cardiovascular model 
The cardiovascular model used in this study is composed of detailed 0D 
lumped-parameter descriptions of the four heart chambers and peripheral vascular beds, 
and 1D descriptions of the major systemic and pulmonary circulation, as shown in 
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figure 5.2. The 0D lumped-parameter hemodynamic model of the heart is given in 
appendix B. The entire 1D cardiovascular network consists of systemic arteries and 
veins, and pulmonary arteries and veins. The detailed geometrical data of 1D 
cardiovascular network and connections between terminal arteries and veins are given 
in Mynard and Smolich [28]. 
 
 
Figure 5.2. Schematic representation of the closed-loop multiscale cardiovascular 
model, which consists of 1D representations of (a) systemic arteries, (b) systemic veins, 
(c) cerebral arteries, (d) cerebral veins, (e) pulmonary arteries, (f) pulmonary veins, and 
0D lumped-parameter representations of (g) peripheral vascular bed, (h) right heat, (i) 
left heart. 
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5.2.3 1D thermo-fluid model of the arteries and veins 
The 1D governing equations for blood flow in larger arteries and veins can be 
represented as follows [28] 
 0


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

x
Au
t
A
 (5.3) 
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 (5.4) 
where A is the cross-sectional area of the vessel, t is the time, x is the axial coordinate 
along the vessel, u is the average axial velocity, p the average internal pressure over the 
cross section, μ is the blood viscosity (0.035 poise), ρ is the density of blood (1050 
Kg/m3). 
The constitutive equation used to describe pressure-area relation of the arteries and 
veins is [29] 
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where pext is the external pressure, c0 is the reference pulse wave velocity, b is a constant 
used to determine the shape of the pressure-area relationship, A0 is the reference 
cross-sectional area at the reference pressure P0. The detailed methods used to 
determine c0 and b can be found in [28]. 
Here we assume that the entire CVS are all distributed within the core tissues, 
therefore the energy balance equation for 1D blood flow is expressed as 
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 (5.6) 
where Tb is the blood temperature, q is the blood flow rate, hves is the heat transfer 
coefficient of the blood vessel, As is surface area of the blood vessel per unit. 
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5.2.4 Physiological thermoregulatory system 
Humans have the remarkable capability to maintain its core temperature around 37°C 
through the complex physiological thermoregulatory system when the ambient 
temperature is between approximately 20°C and 54.4°C, and relatively small thermal 
disturbance in core temperature (±3°C) can lead to injury and even death [30]. In order to 
achieve this goal, a dynamic thermal balance within human body must be maintained-in 
other words, heat production (metabolism) equals heat loss (external work, evaporation, 
radiation, convection, and conduction). Hypothalamus is the primary thermoregulatory 
control center, which is used to integrate temperature inputs, compare temperature 
inputs with threshold settings, and coordinate the various efferent outputs to regulate 
body temperature [31, 32]. The basic processes of thermoregulation can be summarized 
as follows: when body temperatures increase above the threshold settings (37℃), the 
temperature difference will initiate vasodilation and sweating to liberate heat from the 
body; When body temperatures fall below the threshold settings, the temperature 
difference will initiate vasoconstriction and shivering to constrain heat within body. The 
detailed description of the thermoregulatory mechanisms used in our model, such as 
shivering, sweating, skin blood flow controlled via vasoconstriction or vasodilation, 
heart rate, is given in appendix A. 
 
5.3 Results and discussion 
Figure 5.3 shows the model predicted pressures and volumes in the four cardiac 
chambers, as well as blood flow rates across cardiac valves. Figures 5.4 and 5.5 show 
the model predicted pressure and flow waveforms along the arterial and venous tree.  
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Figure 5.3. Model predicted blood pressures and volumes of the four cardiac chambers, 
and flow rates across cardiac valves. 
 
The main hemodynamic characteristics of the global CVS can be well reproduced and 
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are within normal physiological range. Figure 5.6 shows the model predicted blood 
perfusion rates at different compartments as well as comparisons of the computed blood 
perfusion rates and published data [23]. 
 
 
Figure 5.4. Model predicted arterial pressures and flow rates along arterial tree. 
 
In order to validate the reliability of the developed thermoregulation model, a 
comprehensive comparison between model predictions and in vivo measurements under 
thermal transient conditions are presented. Figure 5.7 shows the comparisons between 
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predicted and measured local skin temperatures during transient thermal responses. 
Figure 5.8 shows comparison of the mean body (core and skin) temperatures between 
model predictions and in vivo measurements. The results suggest that the predicted 
results agree well with the in vivo measured results from Munir et al. [33]. 
 
 
Figure 5.5. Model predicted venous pressures and flow rates along venous 
tree.
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Figure 5.6. Comparison between model predicted blood perfusions and published data 
from Karaki et al. [23]. 
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Figure 5.7. Comparisons between model predicted local skin temperatures and in vivo 
measurements from Munir et al. [33]. 
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Figure 5.8. Comparisons between predicted and measured mean body temperatures 
(core and skin). 
 
Previous thermoregulatory models use an integrated central blood pool instead of the 
actual circulatory system to calculate blood perfusion in body tissues [9-17]. Some 
models have coupled the multi-branched or 1D arterial tree model into their models 
[20-26]. Although CVS are considered to be the most important heat exchange pathway 
within human body [1], however, none of the models have considered the 1D venous 
network not to mention the whole CVS. The novel aspect of this work is that a global, 
closed-loop, multi-scale cardiovascular model, which consists of one-dimensional 
representations of the large systemic/pulmonary arteries and veins, and 
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zero-dimensional lumped-parameter representations of the cardiac circulation and the 
peripheral vascular bed, is constructed and incorporated into a multi-segment human 
thermoregulation model to predict convective heat exchange between CVS and 
corresponding body tissues and blood perfusion within the body tissues. Thus, the effects 
of cardiovascular diseases (heart failure, cardiac valve stenosis, and cardiac valve 
regurgitation) on cardiovascular hemodynamics and transient thermal responses can be 
evaluated [27]. The main hemodynamic characteristics of the 0D heart and one 
dimensional arterial and venous system are well reproduced, as shown in figures 5.3-5.5. 
The presented thermoregulation model can well predict the thermal responses to 
transient heat environments, as shown in figures 5.7 and 5.8.  
 
5.3.1 Limitations and future task 
The presented thermoregulation can only be applied to the condition of evaluating the 
human transient thermal response to passive heat stress, due to the cardiovascular and 
thermal responses to exercise are not take into account in our model. The human body is 
simplified as six cylinders, thus the model does not perfectly represent the complex 
geometry of the human body. In order to obtain more accuracy temperature distribution 
among human body, a more detailed geometrical description of the human body is in 
need. Moreover, a number of phenomena were not considered in our model, such as 
baroreflex control of the CVS and countercurrent heat exchange. 
The future tasks will be focused on the following aspects: 
1) Evaluation of the effects of cardiovascular parameters on human thermal response, 
such as heart rate, left ventricle contractility, and total peripheral vascular resistance. 
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2) Evaluation of the effects of cardiovascular aging on human hemodynamics and 
thermal responses 
3) Evaluation of the effects of hypertension on human thermal responses. 
  As one of the ultimate clinical applications, we aim to provide a useful clinical tool, 
through incorporating a recently developed anesthesia model into the multi-scale 
CVS-thermoregulation model, to evaluate individualized human thermal responses for 
the anesthetized patients during surgery environment. 
 
5.4 Conclusion 
A multi-segment integrated thermoregulation model coupled with a closed-loop 
multi-scale cardiovascular model was developed in this study. The developed 
thermoregulation model is validated to be capable of predicting human transient thermal 
responses and cardiovascular function during varying thermal environments. 
 
Appendix A: physiological thermoregulatory system 
Mathematical modelling of human thermoregulatory mechanisms are defined based on 
the “set point” concept. Any deviations of the body temperature from the “set point” 
(reference) temperature will drive the human thermoregulatory responses, such as 
shivering, sweating, peripheral vasomotion, and CVS adjustments, to maintain the body 
temperature within a normal range. The temperature error signal ε can be defined as the 
difference between the body instantaneous temperature T (℃) and the reference 
temperature Treference (℃), such as: 
 referenceTT   (A1) 
Accordingly, the thermal signals of human body may be defined as: 
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  refcrcrcr TTWSIG _,0Max  , (A2) 
  crrefcrcr TTCSIG  _,0Max , (A3) 
  refsksksk TTWSIG _,0Max  , (A4) 
  skrefsksk TTCSIG  _,0Max , (A5) 
where terms of WSIGcr/CSIGcr and WSIGsk/CSIGsk represent warm/cold signals of core 
and skin, respectively; Tcr_ref and Tsk_ref are reference temperatures of core and skin 
under neutral condition (environmental temperature=29.4℃, relative humidity=47%). 
The metabolic heat production of the core tissue is calculated by 
 shivsk MAM  0.60  (A6) 
where Mshiv is the heat generated by shivering and calculated as [13] 
 skcrskshiv CSIGCSIGAM  4.19  (A7) 
The sweating rate is calculated as [12] 
 
1000
1
3600
1
 skcrswsw WSIGWSIGkm , (A8) 
where ksw is the sweating rate coefficient (g m
-2 h-1 K-2). 
The skin blood perfusion rate can be calculated as [7] 
 sk
skcon
crdilbasalsk
sk A
CSIGk
WSIGkq
m



1
_ , (A9) 
where qsk_basal is skin blood flow rate under thermally neutral conditions, kdil and kcon 
denote the coefficients of vasodilation and vasoconstriction [12], respectively. 
The calculation of terms in equations 5.1 and 5.2 can be summarized as the following 
part. 
The conductive heat exchange between core and skin can be given by 
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
 , (A10) 
where Rcore_to_skin is the resistance of heat flow from core to skin, and related to the skin 
blood flow and the thickness of muscle, fat and skin, such as [10] 
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where Rskin_blood_flow is thermal resistance caused by skin blood flow and Rmuscle+fat+skin is 
thermal resistance caused by muscle, fat and skin, the more detailed information for 
calculating Rcore_to_skin are given in [10]. 
The evaporative heat loss Qe from skin surface is divided into the heat loss owing to 
skin diffusion Qdiff and the heat loss owing to sweating Qrsw [12], such as: 
 rswdiffe QQQ   (A12) 
The heat loss caused by sweating can be further given by 
 
  0.3/_
2
0.2 refsksk
TT
skswOHrsw AmQ

  , (A13) 
where OH2 represents the evaporative heat of water (J kg
-1), ṁsw the sweating rate (kg m-2 
s-1). 
The heat loss caused by skin diffusion is defined as, 
 rswewetdiff QQpQ  max  (A14) 
in which, 
   pclaaskskOHe FPPAQ   '2max , (A15) 
 
maxe
rsw
rsw
Q
Q
p  , (A16) 
 rswwet pp  94.006.0 , (A17) 
where pwet is the skin wetness, Qemax is the maximum evaporative heat loss, α' is the 
moisture transfer coefficient (Kg m-2s-1mmHg-1), Fpcl is the vapor transfer efficiency of 
clothing, and prsw is the skin wetness owing to sweating. 
The respiratory heat loss can be determined [12] 
  aares PMQ  440023.0 , (A18) 
where ϕa is the relative humidity and Pa is the saturated vapor pressure of ambient air 
(mmHg). 
The convective and radiative heat exchanges between skin and external environment 
are given by 
   clFTTAhQ askskcc  , (A19) 
   clFTTAhQ askskrr  , (A20) 
   clohh
F
rc
cl


155.01
1
, (A21) 
where hc denotes the convective heat transfer coefficient (W m
-2 K-1), hr the radiative heat 
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transfer coefficient (W m-2 K-1), Ask the body surface area (m
2), Ta the ambient 
temperature (℃ ), Fcl the heat transfer efficiency of clothing, and clo the thermal 
resistance of clothing. To take into account the effects of wind speed, the convective heat 
transfer coefficient hc is further defined as a function of wind speed v (m s
-1) [34]. 
 
Appendix B: 0D lumped-parameter description of the heart 
The heart is modeled as four chambers with the cardiac contraction represented by a 
time-varying elastance E(t) [35] such as, 
 BA EteEtE  )()( , (B1) 
where EA denotes the elastance amplitude, EB the elastance baseline, and e(t) the 
normalized time-varying elastance. The cardiac chamber pressure ph(t) can be further 
obtained as 
 
dt
dV
SVVtEtph  ))(()( 0 , (B2) 
where V is the cardiac chamber volume, V0 the dead chamber volume, and S the 
viscoelasticity coefficient of the cardiac wall. Thus, pressure for different cardiac 
chambers can be calculated as follows 
   itpcrarara0,rarara pp
dt
dV
SVVEp  , (B3) 
   itpcrvrvrv0,rvrvrv pp
dt
dV
SVVEp  , (B4) 
   itpclalala0,lalala pp
dt
dV
SVVEp  , (B5) 
   itpclvlvlv0,lvlvlv pp
dt
dV
SVVEp  , (B6) 
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where pit is the intrathoracic pressure, ppc is the pericardial pressure. ra, right atrium; rv, 
right ventricle; la, left atrium; lv, left ventricle; 
The pressure-flow relationship of the cardiac valve is determined by Bernoulli 
equation [29], the pressure gradient △pcv across the cardiac valve is related to the flow 
rate Qcv through the valve, such that, 
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dt
dq
LqqBp cvcvcvcvcvcv  , (B8) 
where Bcv is the Bernoulli resistance and Lcv is the blood inertance. The detailed 
information about this valve model can be found in Mynard et al. [29]. 
The governing equations used to describe cardiac hemodynamics can be summarized 
as follows 
 tvivcsvc
ra qqq
dt
dV
  (B9) 
 pvtv
rv qq
dt
dV
  (B10) 
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L
qqBpp
dt
dq 
  (B16) 
svc, superior vena cava; ivc, inferior vena cava; tv, tricuspid valve; mv, mitral valve; pv, 
pulmonary valve; av, aortic valve; lipv, left inferior pulmonary vein; lspv, left superior 
pulmonary vein; ripv, right inferior pulmonary vein; rspv, right superior pulmonary vein; 
mpa, main pulmonary artery; aao, ascending aorta. 
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Chapter 6 
Concluding remarks and future tasks 
6.1 Conclusions 
Mathematical modeling of human CVS and transient thermal responses to varying 
environmental temperatures are presented in this thesis. Aiming for the quantitative 
evaluation of individualized human thermal responses to external thermal environment 
and effects of cardiovascular diseases on temperature regulation during passive heat 
stress, firstly, an integrated multi-compartment lumped-parameter cardiovascular model 
is developed and incorporated into a single-compartment two-node thermal model. The 
developed thermoregulation model is validated to be capable of predicting 
hemodynamics and transient thermal responses to varying environmental temperatures. 
Then, the effects of aging, obesity, and cardiovascular diseases on human thermal 
responses are investigated. The results show that old adults have an attenuated 
thermoregulatory ability during cold or hot environments due to aging-induced 
impairments in thermoregulatory system, cardiovascular disease-induced decrease in 
cardiac output and skin blood flow lead to an extra increase in core temperature during 
higher temperatures, obesity induced increase in thermal resistance between core and 
skin results in a reduction of heat dissipation from core to skin, and therefore a higher 
core temperature during higher temperatures. Then, the thermal model is applied to 
evaluate the effects of general anesthesia on human temperature regulation, and the 
results suggest that anesthetic-induced decreases in threshold settings result in 
remarkably decrease in core temperature during the low environmental temperature of 
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operating-room. 
Secondly, to represent CVS more detailed, a closed-loop multi-scale cardiovascular 
model is developed. The cardiovascular model consists of 1D representations of larger 
systemic arteries and veins, and 0D lumped-parameter representations of 
cardiopulmonary circulation and peripheral vascular bed. A robust junction model is 
developed to cope with splitting and/or merging 1D flows across a multi-branched 
junction, which is validated to be capable of estimating both subcritical and supercritical 
flows. Moreover, a venous valve model is incorporated into to the venous flow with 
consideration of the detailed venous valve distribution within the entire venous network 
based on realistic anatomical literature. The developed closed-loop multi-scale 
cardiovascular model is applied to investigate gravitational effects on CVS during 
postural change. The results show that gravity results in significant influence on arterial 
pressure, venous pressure, venous return, and cardiac output. 
Finally, a closed-loop multi-scale cardiovascular model, which consists of 1d 
representations of systemic arteries, systemic veins, pulmonary arteries, and pulmonary 
veins, and 0d lumped-parameter representations of the heart and peripheral vascular bed, 
is developed and incorporated into a multi-compartment integrated thermal model to 
predict blood perfusion and convective heat exchange between CVS and body tissues. 
The multi-compartment thermal model is validated to be capable of predicting human 
transient thermal responses to varying environmental temperature through the 
comparison with the in vivo measurements of the skin and core temperatures from 
published literatures.  
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6.2 Future tasks 
In this thesis, we have presented two human thermoregulation models to predict 
cardiovascular function and human thermoregulation: one is the single-compartment 
two-node thermal model coupled with a closed-loop lumped-parameter cardiovascular 
model, another is the integrated multi-compartment thermal model coupled with a 
closed-loop multiscale cardiovascular model. The simulation results highlight the 
importance of evaluating cardiovascular function in thermoregulation. The future tasks 
are list as follows: 
 
6.2.1 Human transient thermal responses to the combination of 
exercise and environmental heat stress 
Due to model limitations, the developed thermal models in this thesis can only be 
applied to investigate human transient thermal responses under the condition of passive 
heat stress. However, the combined heat stress and exercise poses greatest challenges to 
CVS and physiological regulatory system. For example, the combination of intense 
exercise and environmental heat stress will result in significant cardiovascular strain, 
such as significantly decreased stroke volume, cardiac output, central blood volume, 
aortic pressure, but the remarkable increased heart rate [1, 2]. The CVS needs to supply 
adequate blood perfusion to exercising skeletal muscles to support their metabolism, 
and adequate skin perfusion to enhance heat liberation from core to skin, and to the 
environment. Thus, it may result in impairments to muscle perfusion or skin blood flow 
due to the limited cardiac output, however, the priority of the impairment is unclear [1]. 
Moreover, metabolic heat production induced by contracting skeletal muscles increases 
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many folds during exercise [3], and the body’s heat production may exceed 1000W 
during intense exercise [4]. In conclusion, the combination of the intense whole-body 
exercise and the higher environmental temperature will result in tachycardia, 
hyperthermia of core and skin, and the competition of blood flow to contracting muscles 
and the skin compartment under limited cardiac output [1]. Additionally, 
exercise-induced dehydration also would result in reduction in skin blood flow and 
sweating, which is considered to be the most important heat exchange pathway during 
hot environment. 
 
6.2.2 Effects of heat stress on baroreflex control of CVS 
The baroreflex control is not considered in the current cardiovascular models, however, 
heat stress and exercise would result in pronounced cardiovascular strain. Heat stress 
may result in impairments of the baroreflex control of systemic vascular resistance [1]. 
Thus, the baroreflex control of the CVS must be considered in cardiovascular model. 
 
6.2.3 Evaluation of human temperature regulation during surgery 
Hypothermia is a common phenomenon during anesthesia and surgery, which would 
result in detrimental effects on patients, such as cardiac arrhythmias and ischemia, 
increased risk of surgical wound infection, and increased blood loss and transfusion 
requirements [5]. Therefore, it is urgently in need to develop an anesthesia model and 
incorporate it into the thermoregulation model to evaluate the effects of anesthesia on 
human thermal response during surgery. 
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