Given a finite set X of strings, X is a hypercode if a string in X is not a subsequence of any other string in X. We consider hypercodes for involution codes, which are useful for DNA strand design, and define an involution hypercode. We then tackle the involution hypercode decidability problem; that is, to determine whether or not a given language is an involution hypercode. Based on the hypercode properties, we design a polynomial runtime algorithm for regular languages. We also prove that it is decidable whether or not a context-free language is an involution hypercode. Note that it is undecidable for some other involution codes such as involution prefix codes, suffix codes, and k-intercodes.
Introduction
In DNA computing and bioinformatics, a major topic is the encoding of DNA information based on the DNA code properties [4, 6, 7] . Many researchers have investigated the algebraic and code-theoretic properties of DNA encoding based on formal language theory [17, 19, 20, 24, 26] . DNA strands consist of four types of bases: adenine ( A), guanine (G), cytosine (C ), and thymine (T ). The DNA alphabet, Δ = {A, G, C , T }, encodes the characteristics of every cellular organism. Hussini et al. [17] generated DNA code words that avoid undesirable bonds and considered the decidability problem for these DNA code words.
Jonoska et al. [19] introduced involution codes based on natural involution mapping, θ; A ↔ T and G ↔ C . They defined different types of involution codes such as θ -prefix-code, θ -suffix-code, θ -bifix-code, θ -infix-code, θ -outfix-code, θ -intercode, θ -comma-free-code, and θ -strict-code, and investigated the algebraic properties of each involution code (θ -code). Jonoska and her co-authors [20] also extended the notion of solid codes and join codes to involution solid codes (θ -solid) and involution join codes (θ -join). Kari and Mahalingam [24] continued the study of the algebraic properties of DNA languages that avoid intermolecular cross hybridizations and made several observations on the closure properties of these languages. Kari et al. [25] applied the hairpin-free DNA structure to algebraic codes.
DNA transcription is the process of creating a complementary RNA copy of a sequence of DNA, and DNA translation produces a specific amino acid chain using mRNA produced by the transcription [30] . When a DNA replication occurs in the process of transcription, errors may occur at any time and these errors cause a mutation. The errors caused by the addition or deletion of a nucleotide shift the specific codons in the mRNA during the process of DNA translation. We call this type of mutation a frameshift mutation. For example, in Fig. 1 , we have a mutated amino acid, Gly, and a chain termination because of the frameshift caused by the newly added DNA C between C and A. This demonstrates that a frameshift gives rise to a protein synthesized with an added or deleted nucleotide, which is often shortened and nonfunctional. Frameshift mutations motivate us to examine the operations of insertion and deletion of DNA. We generalize these operations and allow multiple insertions or deletions. This leads us to study involution hypercodes. In other words, we investigate DNA codes that do not allow multiple insertions or deletions. In coding theory, a set X of strings is a hypercode if a string is not a subsequence of any other string in X [31] . Thus, a hypercode is always finite. However, a θ -hypercode may not be finite since an involution hypercode (θ -hypercode) is defined over an involution mapping, θ , of a language.
One can efficiently decide whether or not a regular language is a certain code, whereas the same question is often undecidable for a context-free language [1, 11, 12, 21] . Recently, Jonoska et al. [20] showed that it is decidable whether or not a regular language is a certain type of an involution code. Kephart and Lefevre [26] designed a polynomial algorithm that checks whether or not a regular language is θ -infix and θ -comma-free using the square automata. Thus, it is natural to investigate the decidability of θ -hypercodes for regular languages and context-free languages.
We briefly recall several involution codes and their properties in Section 2. Then, in Section 3, we formally define θ -hypercodes and study their properties. Next, we design two algorithms that determine whether or not a given regular language is a hypercode or a θ -hypercode based on 1) the intersection emptiness test of two FAs and 2) the alignment automaton [2] of two FAs. We examine the decidability problem for context-free languages and prove the decidability for θ -hypercodes and the undecidability for some other θ -codes. We mention a possible future direction and conclude the paper in Section 4.
Preliminaries
Let Σ be a finite alphabet and Σ * be a set of all strings over Σ . A language over Σ is any subset of Σ * . The symbol ∅ denotes the empty language, the symbol λ denotes the null string, and Σ + denotes Σ * \ {λ}. For two strings x and y over Σ , we say that x is a prefix of y if y = xz for a string z ∈ Σ * . We say that x is a proper prefix of y if x is a prefix of y and x = y. Similarly, x is a suffix of y if y = zx for some string z ∈ Σ * . We define x to be an infix (or substring) of y if y = uxv for two strings u, v ∈ Σ * .
A finite-state automaton (FA) M is specified by a tuple M = (Q , Σ, δ, s, F ), where Q is a finite set of states, Σ is an input alphabet, δ :
Q is a transition function, s ∈ Q is the start state, and F ⊆ Q is a set of final states. Let |Q | be the number of states in Q , and |δ| be the number of transitions in δ. Then the size |M| of M is |Q | + |δ|. Given a transition δ(p, a) = q, we say that p has an out-transition and q has an in-transition. We define M to be non-returning if the start state of M does not have any in-transitions, and M to be non-exiting if a final state of M does not have any out-transition.
A string x over Σ is accepted by M if there is a labeled path from s to a final state such that this path reads x. We call this path an accepting path. Then, the language L(M) of M is the set of all strings spelled out by accepting paths in M. We assume that M has only useful states; that is, each state of M appears in an accepting path.
Given a language
For a language L over Σ , we define a language L to be
We define a mapping α :
There are three ways of combining two DNA strands into a single DNA strand in DNA encoding [24] :
1. The DNA mirror image function μ, which is an antimorphism:
The DNA complementary image function γ , which is a morphism:
3. The Watson-Crick complement, the composite of the mirror image function and the complementary image function.
We use the Watson-Crick involution (unless mentioned otherwise, we just call this "involution" for simplicity), θ : Σ * → Σ * , where θ is an antimorphic and θ 2 is an identity mapping. [20] .) Let θ :
The reader may refer to the textbooks [16, 33] for complete knowledge in automata theory, and Berstel et al. [1] or Jürgensen and Konstantinidis [21] for code theory. [31] .) Given a language L, we define L to be a hypercode if a string in L is not a subsequence of any other string in L.
Decidability of involution hypercodes

Given a string
In Definition 2.1, Jonoska et al. [20] relied on proper prefix, suffix and infix to define the corresponding involution codes; for instance, L is θ -prefix if a string w ∈ θ(L) is not a proper prefix of any string in L. Similar to their definition, we define a θ -hypercode as follows:
The decidability problem for hypercodes (or θ -hypercodes) is defined as follows: Given a language L, determine whether or not L is a hypercode (or a θ -hypercode). Note that a hypercode is always finite [31] whereas a θ -hypercode may not be finite. For instance, L = L(a + ) is not a hypercode but is a θ -hypercode when θ(a) = b. This is because a θ -hypercode is defined over two languages L and θ(L) while a hypercode is defined over L. Since we consider proper subsequences for defining θ -hypercodes, we need an algorithm that checks the existence of a string x ∈ L that is a proper subsequence of a string y ∈ θ(L).
Regular hypercodes and involution regular hypercodes
We first consider the hypercode decision problem when L is regular. Since a hypercode is finite [31] , an input is always finite and, thus, it is decidable by checking if one string is a subsequence of another string in the set in polynomial time. However, it is certainly undesirable to compare all pairs of strings for checking. Before we start designing an algorithm, we briefly recall related research on subsequences and supersequences. Gruber et al. [8, 9] considered the Higman-Haines sets [10] and defined DOWN(L) and UP(L):
Then, they demonstrated that given an FA M of n states, one can find an NFA M of at most n states accepting DOWN(L(M)). Recently, Okhotin [28] examined sets of scattered substrings (namely, DOWN(L)) and scattered superstrings (namely, UP(L)) of a language L. He showed that given a DFA of n states for L, a DFA for DOWN(L) needs 2 n 2 −2 states, and a DFA for UP(L) needs 2 n−2 + 1 states. When L is a context-free language, it is known that both DOWN(L) and UP(L) are regular [18, 32] .
Note that all of these studies consider subsequences and supersequences for DOWN(L) and UP(L), respectively.
For simplicity, we assume that an input FA M has no λ-transitions-We can always transform an n-state NFA with λ-transitions to an equivalent n-state NFA without λ-transitions [16] . We also assume that an input FA M is non-exiting since a hypercode is prefix-free [31] . If a final state of M has an out-transition, then we immediately know that L(M) is not a hypercode. Otherwise, we can merge all final states into a single final state since they are all equivalent. Therefore, we assume that there is a single final state in M. Furthermore, we assume that M has no cycles since hypercodes are always finite.
Given a set Q of states, let
Note that we construct M D by adding λ-transition to all transitions in δ and make all states to be final states in M. We now slightly modify the construction by Gruber et al. [8] Next, we tackle the decision problem for θ -hypercode. Note that for θ -hypercodes, an input language is not necessarily finite. The decidability has already been proved implicitly in the literature: Domaratzki [5] defined that for any
T is a string operation defined by shuffle on trajectories [15] . Note that for [5] . Moreover, Mateescu et al. [15] showed that if L 1 , L 2 , and T are regular, then L 1 T L 2 is also regular. Therefore, it is decidable whether or not L is a θ -hypercode by checking whether or not the intersection of two regular languages (L T Σ + ) and θ(L) is empty, where T = (0 + 1) * . Note that this is equivalent to a Higman-Haines set [8, 9] if we consider Σ * instead of Σ + . One remaining question is how quickly we can decide θ -hypercodes.
We present two similar yet different algorithms that decide θ -hypercodes in polynomial time in the size of an input FA.
The first algorithm is based on the intersection emptiness test and the second algorithm is based on the edit-distance. 
Before we establish the solution for θ -hypercode decidability problem, we first show that it is sufficient to consider the case in which a string x ∈ θ(L(M)) is a subsequence of a string y ∈ L(M).
Observation 3.4. A string x ∈ θ(L) is a subsequence of string y ∈ L if and only if θ(x) ∈ L is a subsequence of θ(y) ∈ θ(L).
Observation 3.4 guarantees that if there is no pair of strings x ∈ θ(L) and y ∈ L such that x is a subsequence of y, then we can conclude that L is a θ -hypercode. Now we construct an 
Edit-distance and hypercodes
In Section 3.1, we have presented algorithms for deciding whether or not a given regular language is a hypercode or a θ -hypercode. Now we introduce an edit-distance approach to solve the same problem. The edit-distance between regular languages is to compute the minimum cost of transforming a string in one language to a string in the other language [3, 23, 27] . We can determine whether or not a regular language L is a θ -hypercode by computing the edit-distance between two regular languages L and θ(L). Given two regular languages L and R, we can construct an alignment FA A(L, R) that accepts all alignments transforming all strings in L into all strings in R.
An alignment or an edit string is defined as a sequence of edit operations. We use 
Now we can re-define the edit string using h as follows: Definition 3.6. An edit string w is a sequence of edit-operations transforming a string x into a string y if and only if
h(w) = (x, y).
We construct an alignment FA for determining whether or not a given regular language L is a θ -hypercode. Given an FA M = (Q , Σ, δ, s, f ) and an involution mapping θ , we first construct
Here we only use deletion and substitution operations Ω = {(a → a) | a ∈ Σ} ∪ {(a → λ) | a ∈ Σ} as an alphabet for an alignment FA A(M, M θ ) since a subsequence is obtained by deleting one or more characters from string x ∈ L(M). Here the substitutions can only substitute a character with the same one. We call these operations identical substitutions. Then, we construct an alignment FA A(M, M θ ) as follows: (i 1 , j 1 ) = (s, s ) and (i k , j k ) = ( f , f ) 
Then L(M) is a θ -hypercode if and only if there is no path from
By the definition of morphism h, it is immediate that there is an alignment w = (a 1 
Since y is a subsequence of x and |y| < |x|, it is immediate from the construction of A(M, M θ ) that at least one edit operation in w should be a deletion operation-a contradiction. 2
Hence, we can determine whether or not a given language L(M) is a θ -hypercode using an alignment FA in O (|Q ||Q | + |δ||δ |) worst-case time.
We observe that the alignment FA A(M, M θ ) accepts all edit strings w such that
3. x is a supersequence of y.
We can obtain the following two sets from L(A(M, M θ ))
.
In other words, H L contains all strings that are supersequence of a string from L(M θ ) and T L contains all strings that are subsequence of a string from L(M). Then, from these two sets, we can generate θ -hypercodes as follows:
Corollary 3.8. Given an FA M and an involution θ ,
Involution context-free hypercodes
In Sections 3.1 and 3.2, we proposed decision algorithms for hypercodes or involution regular hypercodes based on the intersection emptiness of two FAs and the edit-distance. Besides the regular language family, we design an algorithm for involution context-free hypercodes: namely, the input language is now context-free. Since the code decision problem (such as prefix, suffix, infix, k-intercodes) for a context-free language is often undecidable [21] , we first tackle the decision problems for θ -prefix, θ -suffix, θ -infix, θ -overlap-free, θ -k-intercode, and θ -solid codes, which turn out to be undecidable as well.
Theorem 3.9. There is no algorithm that determines whether or not a given linear language L is
Proof. We only prove the θ -k-intercode case for k = 1 (θ -comma-free code). The other proofs are similar. Note that the following proof can be easily generalized for k ≥ 1.
It is already known that the problem of determining whether or not a given linear language L is an intercode of index m is undecidable [22] . We use a similar proof for an involution linear language and establish the undecidability result for a θ -hypercode. Let Σ be an alphabet and (U , V ) be an instance of Post's Correspondence Problem [29] , where U = (u 0 , u 1 , . . . , u n−1 ) and V = (v 0 , v 1 , . . . , v n−1 ) . Assume that the symbols 0, 1, #, $, φ, % are not in Σ . Let Σ = Σ ∪ {0, 1, #, $, φ, %}. For any nonnegative integer i, let β(i) be the shortest binary representation of i.
Consider a linear grammar G = (N, Σ , P , S) , where
• S is the sentence symbol, and • P has the following rules:
Then, L(G) consists of the following four types (T1-T4) of strings:
Then, once we apply the involution to L(G), the involution language θ(L(G)) becomes a set of the following four types (T5-T8) of strings: 
Note that w 1 , w 2 , and w start with only % or #, and both % and # do not appear in the middle of w 1 , w 2 , and w. Thus, w is either a prefix of w 1 w 2 or a suffix of w 1 w 2 . This follows that w 1 is in T4 or w 2 is in T2 since v 1 and v 2 are not λ. Similarly, w should be in T5 or T7. Thus, there are six combinations for w 1 , w 2 , and w as follows: We next examine the decidability of θ -hypercodes for context-free languages. We use an edit-distance approach to solve the θ -hypercode decision problem. Recall that it is already proved that computing the minimum edit-distance between two context-free languages is impossible [27] . Recently, two of the authors showed how to compute the edit-distance between a regular language and a context-free language [13] , and Han et al. [14] designed efficient algorithms for computing the edit-distance between a context-free grammar and an FA. Since we cannot compute the edit-distance between L(G) and θ(L(G)) directly, we instead obtain a finite subset of L(G) that is sufficient to solve the problem.
Definition 3.11. Given a CFG G = (V , T , S, P ), let T w be a parse tree for w in G. We define S(L(G)) = {w ∈ L(G) | for each path from S to a leaf in T w , all variables (internal nodes) are distinct}.
Lemma 3.12. S(L(G)) is finite.
Proof. Given a CFG G = (V , T , S, P ), let m be the number of variables and k be the length of the longest production in P . Then, the length of the longest string w in S(L(G)) is at most k m since each path from S to a leaf in T w for w cannot use the same variable twice. If S(L(G)) is infinite, then we should be able to pick a string w ∈ L(G) of length greater than k m .
However, it is impossible to yield a string of length k m with the parse tree whose height is less than or equal to m − 1. Thus, S(L(G)) is finite. 2
Note that since S(L(G)) is finite, we can obtain S(L(G)) from a CFG G by enumerating all trees that satisfy the condition in Definition 3.11. 
Lemma 3.13. H(L(G)) ⊆ S(L(G)).
Proof. We prove the statement by showing that if a string
w / ∈ S(L(G)), then w / ∈ H(L(G)). Let w ∈ L(G) \ S(L(G)). Then, given a CFG G = (V , T , S, P ),∈ S(L(G)) \ H(L(G)),
w is a supersequence of a string in H(L(G)).
Recall that our problem is to determine whether or not there exists a pair of strings x ∈ L(G) and y ∈ θ(L(G)) such that x is a proper subsequence of y. Now we know that it is sufficient to check whether or not there exists such a pair of strings x ∈ S(L(G)) and y ∈ θ(L(G)) based on Lemmas 3.12, 3.13, and 3.14.
Han et al. [13] introduced an alignment PDA that accepts all possible alignments between all pairs of strings; one is from a context-free language and the other is from a regular language. We construct an alignment PDA between a context-free language θ(L(G)) and a finite language S(L(G)). First, we construct an
we compute an alignment PDA G P between θ(L(G)) and S(L(G)) that allows only deletions and identical substitutions as follows: N (i u , a, γ ), j u+1 ∈ δ M ( j u , a) , a ∈ Σ, γ ∈ Γ, ϕ ∈ Γ * } is a transition function for identical substitutions, • δ P ((i u , j u ), (a → λ) , γ ) = { ((i u+1 , j u ), ϕ) | (i u+1 , ϕ) ∈ δ N (i u , a, γ ) , a ∈ Σ, γ ∈ Γ, ϕ ∈ Γ * } is a transition function for deletions,
• s P = (s N , s M ) is the start state, • F P = F N × F M is a set of final states.
Namely, G P simulates a PDA N for θ(L(G)) and an FA M for S(L(G)) simultaneously. For identical substitutions, G P simulates both by reading the same character on M and N. For deletions, G P simulates N by reading an input character a ∈ Σ while M reads λ, which is an empty character.
From the alignment PDA, we establish the following statement. 
Lemma 3.15 guarantees that L(G)
is not a θ -hypercode if and only if G P accepts an alignment containing at least one deletion operation. Thus, we only need to verify whether or not there exists such an accepting path in G P . Let H : Ω → Ω ∪ {λ} be a morphism defined as follows:
Let H(L(G P )) denote the morphism of L(G P ) by H. If H(L(G P )) \ {λ} is not empty, then there exists an alignment with a deletion operation in L(G P ) and, thus, L(G) is not a θ -hypercode. Now, we can decide whether or not L is a θ -hypercode by the emptiness test of H(L(G P )) \ {λ}. It is clear that L(G P ) is context-free and H(L(G P )) is also context-free. Since context-free languages are closed under set difference with regular languages and the emptiness of a context-free language is decidable [16, 33] , we can determine whether or not H(L(G P )) \ {λ} is empty. 
Conclusions
We have considered the hypercode decision problem when the language L is regular. We have proved that it is decidable to determine whether or not a given regular language is a hypercode in polynomial time. We also have defined an involution regular hypercode, which may be infinite whereas a hypercode is always finite [31] and presented two decision algorithms for involution regular hypercodes. Lastly, we have demonstrated that it is decidable for an involution context-free hypercode using a modified edit-distance computation. We have examined some other involution context-free codes and proved their undecidability. An efficient algorithm that decides θ -hypercodes for context-free languages remains to be found.
