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Abstract
Let S0; . . . ; Sk be k  1 similarity classes of matrices over an algebraically closed field.
This paper gives partial answers to the problems of existence (recognition) and
uniqueness modulo simultaneous similarity (rigidity) of the solutions of the equation
Ak  A0      Akÿ1, with Ai 2 Si, 06 i6 k. Ó 1999 Elsevier Science Inc. All rights
reserved.
1. Introduction
Let F be an algebraically closed field. Let S0; . . . ; Sk be k  1 similarity classes
of matrices on F nn.
We first assume that the matrices of S0; . . . ; Sk are invertible. When studying
systems of dierential equations on the Riemann sphere (cf. [5,6,4]), the fol-
lowing problems arise:
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P1. The recognition problem. Find necessary and sucient conditions for the
existence of matrices Ai 2 Si, 06 i6 k, such that Ak  A0   Akÿ1.
P2. The rigidity problem. Find necessary and sucient conditions so that, given
Ai;Bi 2 Si, 06 i6 k, such that Ak  A0   Akÿ1 and Bk  B0   Bkÿ1, there is
an invertible matrix X such that Bi  Xÿ1AiX , 06 i6 k.
The recognition problem was solved by Simpson [9] when all matrices of one
of the prescribed similarity classes have pairwise distinct eigenvalues and F is
the field of complex numbers. In this case one may assume without loss of
generality that the matrices of Sk have pairwise distinct eigenvalues. In Ref. [6],
we gave necessary and sucient conditions for the existence of matrices Ai 2 Si,
06 i6 k ÿ 1, such that A0   Akÿ1 has eigenvalues c1; . . . ; cn 2 F , generalizing
Simpson’s result. The result for k  2 had already been given in Ref. [8] for
arbitrary fields.
Now assume that the matrices of S0 [    [ Skÿ1 may be singular. The de-
scription of the possible eigenvalues of A0  A1, when A0 2 S0, A1 2 S1 can be
found in Ref. [8]. The analogies between the descriptions of the possible ei-
genvalues of sums and products led us to consider recognition and rigidity
problems for sums of matrices:
S1. Find necessary and sucient conditions for the existence of matrices
Ai 2 Si, 06 i6 k, such that Ak  A0      Akÿ1.
S2. Find necessary and sucient conditions so that, given Ai;Bi 2 Si, 06 i6 k,
such that Ak  A0      Akÿ1 and Bk  B0      Bkÿ1, there is an inv-
ertible X such that Bi  Xÿ1AiX , 06 i6 k.
In this paper we describe the possible eigenvalues of A0      Akÿ1, when
Ai 2 Si, 06 i6 k ÿ 1. In particular, our result solves the additive recognition
problem when all the matrices of one of the prescribed similarity classes have
pairwise distinct eigenvalues.
The rigidity problem was partially solved in the multiplicative case by
Deligne and Simpson (cf. [2,9]), using topological techniques. In this paper we
present a similar partial solution for the rigidity problem in the additive case.
The proof is based on purely algebraic techniques (Homological Algebra and
the Theory of Algebraic Groups). In Section 5 we sketch a purely algebraic
proof of Simpson’s result, valid for matrices over an arbitrary algebraically
closed field.
2. Eigenvalues of sums of matrices
For each i 2 f0; . . . ; k ÿ 1g, let Ai 2 Si. Let
fi;1xj    jfi;nx
be the invariant polynomials of Ai. Let ki be an eigenvalue of Ai of maximum
geometric multiplicity. Let s  traceA0      Akÿ1,
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ri  min
k2F
rankAi ÿ kIn  rankAi ÿ kiIn;
ti 
X
l 6i
rl
and let si be the number of nonconstant invariant polynomials of Ai. Notice
that fi;j; ki; s; ri; ti and si do not depend on the choice of Ai 2 Si.
The following theorems have multiplicative versions, which we proved in
Ref. [6]. As the invariant polynomials completely describe the similarity classes,
the next theorem gives a necessary condition for the additive recognition
problem.
Theorem 1. Let A0i 2 Si, 06 i6 k ÿ 1. Let h1xj    jhnx be the invariant
polynomials of A00      A0kÿ1. Then
fi;j

xÿ
X
l 6i
kl

j hjtix; i 2 f0; . . . ; k ÿ 1g; j 2 f1; . . . ; nÿ tig: 1
Proof. The case k  2 was proven in Ref. [8]. The general case follows by in-
duction. 
The next theorem gives necessary and sucient conditions for the existence
of matrices A00; . . . ;A
0
kÿ1 2 F nn such that A00      A0kÿ1 has eigenvalues
c1; . . . ; cn 2 F . Without loss of generality we may assume that A00; . . . ;A0k0ÿ1 are
nonscalar and A0k0 ; . . . ;A
0
kÿ1 are scalar. The case k
06 1 is obviously trivial. If
k0 > 1 the problem under study is equivalent to giving necessary and sucient
conditions for the existence of matrices A00; . . . ;A
0
k0ÿ1 2 F nn such that A0i is
similar to Ai, i 2 f0; . . . ; k0 ÿ 2g, A0k0ÿ1 is similar to Ak0ÿ1Ak0   Akÿ1, and
A00   A0k0ÿ1 has eigenvalues c1; . . . ; cn. Therefore we may assume without loss of
generality that each of the matrices A0; . . . ;Akÿ1 is nonscalar. The solution for
k  2 was given in Ref. [7].
Theorem 2. Suppose that the matrices of S0 [    [ Skÿ1 are nonscalar and that
k P 3. Let c1; . . . ; cn 2 F .
There exist matrices A0i 2 Si, 06 i6 k ÿ 1, such that A00      A0kÿ1 has ei-
genvalues c1; . . . ; cn if and only if the following conditions are satisfied:
(a) s  c1      cn.
(b)
Qnÿti
j1 fi;jxÿ
P
l 6i kl j
Qn
p1xÿ cp; i 2 f0; . . . ; k ÿ 1g:
The proof of Theorem 2 is similar, with slight and obvious changes, to the
proof of [6, Theorem 18], which studies the corresponding multiplicative
problem. Hence, we omit its proof here.
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3. The rigidity problem
We recall the following result.
Theorem 3 ([3], vol. I, p. 218). Let A;B, be matrices with elementary divisors
kÿ kipi , i  1; . . . ;m and kÿ liqi , i  1; . . . ; n. Then the vector space of the
matrices X such that XA  BX has dimensionXm
a1
Xn
b1
da;b; 2
where da;b equals the degree of the greatest common divisor of kÿ kapa and
kÿ lbpb .
If A and B belong to the same similarity class S, we will denote the integer
(2) by dS .
We say that a k  1-tuple A0; . . . ;Ak 2 F mmk1 is irreducible if there is no
subspace W of F m, W 6 0; F m, such that AiW  W , for 06 i6 k. We say that a
k  1-tuple A0; . . . ;Ak 2 F mmk1 is reducible if it is not irreducible. We say
that two k-tuples A0; . . . ;Ak and B0; . . . ;Bk are simultaneously similar if
there is an invertible matrix X 2 F mm such that Xÿ1AiX  Bi, 16 i6 k.
The main results of this paper are the following theorems.
Theorem 4. Let Si be the similarity class of a matrix Ai 2 F mm, 06 i6 k. As-
sume that Ak  A0      Akÿ1. The following results hold:
(a) If
Pk
j0 dSj ÿ k ÿ 1m2 > 2; then the k  1-tuple A0; . . . ;Ak is reducible.
(b) If
Pk
j0 dSj ÿ k ÿ 1m2  2 and the k  1-tuple A0; . . . ;Ak is irreducible
then for any matrices Bi 2 Si, 06 i6 k, such that Bk  B0      Bkÿ1, the
two k  1-tuples A0; . . . ;Ak and B0; . . . ;Bk are simultaneously similar.
(c) If
Pk
j0 dSj ÿ k ÿ 1m2 < 2, then there are matrices Bi 2 Si, 06 i6 k, such
that Bk  B0      Bkÿ1 and the two k  1-tuples A0; . . . ;Ak and
B0; . . . ;Bk are not simultaneously similar.
Theorem 5. Let Si be the similarity class of a matrix Ai 2 F mm, 06 i6 k. As-
sume that A0; . . . ;Ak are invertible and Ak  A0   Akÿ1. The following results
hold:
(a) If
Pk
j0 dSj ÿ k ÿ 1m2 > 2; then the k  1-tuple A0; . . . ;Ak is reducible.
(b) If
Pk
j0 dSj ÿ k ÿ 1m2  2 and the k  1-tuple A0; . . . ;Ak is irreducible
then, given matrices Bi 2 Si, 06 i6 k, such that Bk  B0   Bkÿ1, the k  1-
tuples A0; . . . ;Ak and B0; . . . ;Bk are simultaneously similar.
(c) If
Pk
j0 dSj ÿ k ÿ 1m2 < 2, then there are matrices Bi 2 Si, 06 i6 k, such
that Bk  B0   Bkÿ1 and the two k  1-tuples A0; . . . ;Ak and B0; . . . ;Bk
are not simultaneously similar.
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Example 6. Let us discuss the multiplicative rigidity problem when k  m  2
and F is an algebraically closed field. Let A;A0;A1;A2 be invertible 2 2 ma-
trices. Let S be the similarity class of A. Let Si be the similarity class of Ai,
06 i6 2. Notice that
P2
j0 dSj ÿ k ÿ 12m2 equals
dS0  dS1  dS2 ÿ 4: 3
Notice that the matrix A is scalar if and only if dS  4. Otherwise dS  2.
Therefore the value of (3) is greater than or equal to 2. Hence, statement (a) of
Theorem 4 is trivially verified when k  m  2. If the value of (3) exceeds 2 then
one of the three matrices A0, A1, A2 is scalar and the three matrices have a
common eigenvalue. Finally, statement (b) is a corollary of Theorem 7.
Let fk1; k2g, fl1; l2g, fm1; m2g be the sets of eigenvalues of the matrices
A0;A1;A2, respectively. Notice that k1k2l1l2  m1m2.
Theorem 7.
(a) The 3-tuple A0;A1;A2 is irreducible if and only if
kilj 6 mk; i; j; k  1; 2:
(b) If the 3-tuple A0;A1;A2 is irreducible, then we can assume that after a
convenient base change
A0 
k1 1
0 k2
 
; A1 
l1 0
m1  m2 ÿ k1l1  k2l2 l2
 
:
(c) The simultaneous similarity class of the 3-tuple A0;A1;A2 is determined by
the eigenvalues of A0;A1;A2.
Proof. See Chapter 4 of Ref. [4]. 
Example 8. We will use the notations of the previous example. Assume that k1,
k2, l1, l2, m1, m2 2 F and that k1 6 k2, l1 6 l2, m1 6 m2. Set
A0 
k1 0
0 k2
 
; A1 
l1 0
0 l2
 
;
B0 
k1 0
0 k2
 
; B1 
l1 1
0 l2
 
;
C0 
k2 0
0 k1
 
; C1 
l2 1
0 l1
 
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and
A2  A0A1; B2  B0B1; C2  C0C1:
The matrices Ai, Bi, Ci are similar for i  0; 1; 2. The 3-tuples A0;A1;A2,
B0;B1;B2 and C0;C1;C2 belong to dierent similarity classes. The three 3-
tuples above are reducible.
4. The additive case
We say that an ordered pair E  En; fn is a complex of vector spaces if
Enn2Z is a family of finite dimensional vector spaces, if fn : Enÿ1 ! En is a
linear map and fn1fn  0 for all n. We will assume that En  0 for all but a
finite number of integers. We define the support of the complex E as the set
E  fn : En 6 0g. Set H nE  Ker fn1=Im fn, hnE  dim HnE. We define
the Euler-Poincare characteristic of E as the integer
P
kÿ1khkE. Notice thatX
k
ÿ1khkE 
X
k
ÿ1k dim Ek: 4
We will denote the dual complex of E by the complex E  Fn; gn, where Fn
equals the dual E2ÿn of E2ÿn and gn  tf3ÿn.
A k  1-tuple A  V ;A0; . . . ;Ak, where V is a finite dimensional vector
space over F and A0; . . . ;Ak are linear endomorphisms of V is called a k-additive
object if
Ak  A0      Akÿ1: 5
If B  U ;B0; . . . ;Bk is another k-additive object, a linear map X : V ! U is
called a morphism of k-additive objects if XAi  BiX for 06 i6 k. The category
Ak of k-additive objects is an abelian category. Two k-additive objects are
isomorphic if and only if there is an isomorphism X : U ! V such that
Bi  Xÿ1AiX , for all i.
We set dim A  dim V for each additive object A. We say that a subspace W
of V is a subobject of A if AiW  W for all i. An epimorphism from an object A
onto an object B is called a quotient object of A. An additive object A 
V ; tA0; . . . ; tAk is called the dual object of A. An additive object A is called
irreducible if its only subobjects are 0 and V.
Lemma 9. Let A be an additive object. The following statements are equivalent:
(a) A is irreducible.
(b) The quotient objects of A are the zero morphism or they are isomorphisms.
(c) The dual of A is irreducible.
(d) If dim B  dim A, then dim HomA;B6 1.
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Proof. The lemma is a consequence of the following remarks:
(i) A nontrivial quotient object has a nontrivial kernel. Hence, the object
A has a nontrivial quotient object if and only if it has a nontrivial sub-
object.
(ii) The object A has a nontrivial subobject if and only if its dual has a
nontrivial quotient object.
(iii) If dim HomA;BP 2, then there is a nonzero morphism from A into B
which is not an isomorphism. 
Let
A  V ;A1;    ;Ak; B  W ;B1;    ;Bk 6
be two additive objects. Let Z denote the vector space of linear endomorphisms
of the vector space of linear maps from V into W. Set
Zi  fX 2 Z : XAi ÿ BiX  0g; 06 i6 k;
viX   XAi ÿ BiX  X ; X 2 Z; 06 i6 k: 7
We will associate the following complexes to (6):
A;B : 0 ! Z2 !n Zk1 ! 0 ! 0;
A;B! : 0 ! 0 ! Zk1 !
w
Z2 ! 0;
A;B : 0 ! ki0Zi !
/
Zk1 !w Z2 ! 0;
A;B : 0 ! ki0Zi ! 0 ! 0 ! 0;
8
where A;B  f0; 1g, A;B!  f1; 2g  A;B  f0; 1; 2g, A;B  f0g and
n 
v0 1
..
. ..
.
vkÿ1 1
1 1
266664
377775; w  v0    vkÿ1 11    1 1
 
;
/ 
1 ÿ1
. .
. ..
.
1 ÿ1
ÿ1    ÿ1 k
266664
377775: 9
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We remark that
uX0; . . . ;Xk  X0 ÿ Xk; . . . ;Xkÿ1 ÿ Xk; kXk ÿ
Xkÿ1
i0
Xi
 !
;
Xkÿ1
i0
viXi ÿ Xk  kXk ÿ
Xkÿ1
i0
Xi 
Xkÿ1
i0
XiAi ÿ BiXi  XkAi ÿ BiXk
 Xk
Xkÿ1
i0
Ai
 !
ÿ
Xkÿ1
i0
Bi
 !
Xk
 XkAk ÿ BkXk;
 0 10
and
Pkÿ1
i0 Xi ÿ Xk  kXk ÿ
Pkÿ1
i0 Xi  0.
Lemma 10. Given two additive objects A;B; we have
H iA;B! ’ H 2ÿiB;A for all i; 11
dim HomA;B  h0A;B  h0A;B; 12
h0A;B  h1A;B!P
Xk
j0
dSj : 13
Proof. Statement (11) is a straightforward consequence of the definitions of the
complexes considered and the notion of dual complex.
Statement (12) is a consequence of the following facts:
HomA;B  \k
i0
Zi; 14
H 0A;B  X ; Y  : Y  X and X 2 \k
i0
Zi
 
;
H 0A;B  X0; . . . ;Xk : X0      Xk 2 \
k
i0
Zi
 
:
The obvious morphisms of complexes
0! A;B! ! A;B ! A;B ! 0
give rise to the following commutative diagram with exact horizontal se-
quences.
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0 0 0
" " "
0 ! Z2 ! Z2 ! 0 ! 0
" " "
0 ! Zk1 ! Zk1 ! 0 ! 0
" " "
0 ! 0 ! ki0Zi ! ki0Zi ! 0
" " "
0 0 0:
In this way we obtain the long exact sequence
0! H 0A;B ! ki0 Zi ! H 1A;B! ! H 1A;B ! 0:
Hence
ÿ h0A;B 
Xk
i0
dim Zi ÿ h1A;B!  h1A;B  0:
Now, statement (13) follows from (12). 
Proof of Theorem 4. Let A and B be two additive objects. By (11)
H 1A;B! ’ H 1B;A
 CokerZ2 ! Zk1
’ kerZk1 ! Z2
 H 1B;A: 15
Hence by (13)
h0A;B  h1B;AP
Xk
j0
dim Zj: 16
By (4) the Euler–Poincare characteristic of the complex A;B equals
h0B;A ÿ h1B;A  1ÿ kdim V 2: 17
Hence
h0A;B  h0B;AP 1ÿ kdim V 2 
Xk
j0
dim Zj: 18
Consider two objects A, B, such that Aj, Bj are in a prescribed similarity class
Sj, 06 j6 k. It follows from (18) and (12) and Theorem 3 that
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dim HomA;B  dim HomB;AP 1ÿ kdim V 2 
X
j
dSj : 19
If
P
j dSj ÿ k ÿ 1dim V 2 > 2; setting B  A we get dim EndAP 2 or dim
EndAP 2. By Lemma 9 A is reducible.
Assume that
P
j dSj ÿ k ÿ 1dim V 2  2. Assume that A is irreducible. By
(19) HomA;B 6 0 or HomB;A 6 0. By Lemma 9 A and B are isomorphic.
Assume that
P
j dSj ÿ k ÿ 1dim V 2 < 2. Our reasoning below is based on
the theory of linear algebraic groups (cf. [1]). Let S be the similarity class of an
endomorphism A of a vector space V. There is an action of the algebraic group
GLV  on S given by X  A  Xÿ1AX . We can identify S with the homogeneous
space GLV =fX 2 GLV  : XA  AXg. Hence S is a smooth subvariety of di-
mension dim V 2 ÿ dS of the vector space EndV . Set
R0  fXÿ1A0X ; . . . ;Xÿ1AkX  : X 2 GLV g;
H0  fX 2 GLV  : Xÿ1AiX  Ai; 06 i6 kg:
We can identify R0 with the homogeneous space GLV =H0. Since H contains
CIV , we have dim R06m2 ÿ 1. Let tr X denote the trace of the endomorphism
X. Set
Hi  fX : tr X  tr Aig;
H  H0     Hk;
H  fX0; . . . ;Xk 2 H : Xk  X0      Xkÿ1g;
R  S0      Sk \ H ;
We remark that R equals the set of matrices B0; . . . ;Bk such that Bi is similar
to Ai, 06 i6 k, and B0      Bkÿ1  Bk. The set S0      Sk is a smooth
subvariety of the vector space End V k1. The set H is a linear subspace of
End V k1. Hence R is an algebraic variety and we can estimate dimensions.
We notice that codimH Si  dSi ÿ 1, codimHH  m2 ÿ 1 and codimH R6Pk
i0 dSi  m2 ÿ k ÿ 2.Hence dim R P km2 ÿ
Pk
i0 dSi . Therefore
dim R ÿ dim R0 P k ÿ 1m2 ÿ
Xk
i0
dSi  2 > 0:
Hence R 6R0 .
5. The multiplicative case
We introduce the category Mk of k-multiplicative objects replacing condi-
tion (5) of the definiton of k-additive objects by the condition
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Ak  Akÿ1   A0 20
and assume that
A0; . . . ;Ak are invertible: 21
We associate four complexes
jA;Bj; jA;Bj!; jA;Bj; jA;Bj;
to a multiplicative object. They are obtained by replacing the morphisms vi,
06 i6 k, n, w and u in the definition of (8) by
viX   Bkÿ1   BiXAiÿ1   A0; X 2 Z; 06 i6 k;
and
n 
v0 1
..
. ..
.
vk 1
2664
3775; w  v0    vk1    1
 
; u 
1 ÿ1
ÿ1 1
. .
. . .
.
ÿ1 1
ÿ1 1
26666664
37777775;
respectively. We will identify the set f0; . . . ; kg with the additive group of the
integers modulo k  1. Notice that
w/X0; . . . ;Xk 
X
i
viXi ÿ Xiÿ1;
X
i
Xi ÿ Xiÿ1
 !
:
Moreover if X 2 Zi, 06 i6 k, then
viX   Bkÿ1   BiXAiÿ1   A0
 Bkÿ1   Bi1XAi   A0
 vi1X : 22
ThereforeX
i
viXi ÿ Xi1 
X
i
viXi ÿ
X
i
viXiÿ1

X
i
vi1Xi ÿ
X
i
viXiÿ1

X
i
viXiÿ1 ÿ
X
i
viXiÿ1
 0: 23
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Lemma 11. Under the assumptions above, we have
H ijA;Bj!  H 2ÿijB;Aj for all i; 24
dim HomA;B  h0jA;Bj  h0jA;Bj; 25
h0jA;Bj  h1jA;Bj!P
Xk
j0
dSj : 26
Proof. We will prove that dim HomA;B  h0jA;Bj. The other statements
have proofs that are similar to the Proof of Lemma 10. If X ; Y  2 H 0jA;Bj
then
Bkÿ1   BiXAiÿ1   A0  Bkÿ1   Bi1XAi   A0; 06 i6 k ÿ 1:
By (21) X 2 Zi for 06 i6 k ÿ 1. On the other hand, vkX   v0X . Hence
X 2 Zk. Therefore
H 0jA;Bj  fX ;XAk : X 2 \iZig:
By (14), dim H 0jA;Bj  dim \iZi  dim HomA;B: 
Proof of Theorem 5. Bearing in mind the constructions introduced in this
section and Lemma 11, the Proof of Theorem 5 is similar with slight and
obvious changes to the Proof of Theorem 4. 
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