Isotonic regression, the problem of finding values that best fit given observations and conform to specific ordering constraints, has found many applications in biomedical research and other fields. When the constraints form a partial ordering, solving the problem under the L1 error measure takes O(n 3 ) when there are n observations. The analysis of large-scale microarray data, which is one of the important tools in biology, using isotonic regression is hence expensive. This is because in microarray analysis, the same procedure is used for studying the fit of tens of thousands of genes to a given partial order. Fast estimation for the fitting error is therefore highly desired to reduce the number of regression instances through pruning. In this paper, we present approximation algorithms to the isotonic regression problem under the L1 error measure. We relate the problem to an edge packing problem and in the special case when the observations are not weighted, we relate it to a weighted matching problem.
Introduction
Microarrays are becoming one of the central tools in modern biology. While the first decade of the information explosion in biology focused on data obtained by sequencing genomic and protein sequences, more recently microarrays and other techniques have been used to assay the levels of gene products expressed (produced) under various conditions. Massive volumes of such expression level data are being generated and it is hoped that from such data one can make biologically interesting inferences such as which sets of genes are co-expressed, i.e., have correlated levels of expression over the different conditions. A condition represents a particular environmental factor such as the tissue from which the sample is taken or whether the sample comes from a diseased individual or a normal individual, from a full grown adult or an embryonic cell, etc. Microarray data can itself be represented in an array where the rows are indexed by the genes and the columns by the various conditions. In the i th row, entry j shows the amount of gene i's product that is expressed under the j th condition.
A classic statistical technique for analyzing such data to find correlations is isotonic regression. Being one of the basic tools in non-parametric statistics, isotonic regression has been used in a number of contexts and predates the use of microarrays. For example, applications in biomedical research include drug dose response [20, 18, 31, 11, 21, 35] , detecting biomarkers [17] , and epidemiology [23] . We describe the isotonic regression problem below.
Let y = y 1 , . . . , y n be n observations with corresponding weights w = w 1 , . . . , w n , and let E be a set of m pairwise order constraints. (In the microarray data example, these observations would be for one gene under n different conditions, i.e., one row of the data array.) The weighted isotonic regression problem finds values f = f 1 , . . . , f n with f i ≥ f j for each (i, j) ∈ E such that the distance d w (f , y) is minimized. Typical choices of d include the weighted L 1 , L 2 and L ∞ norms.
Intuitively, if a gene has a low isotonic regression score for a given partial order on the conditions, then the partial order is a good fit for the expression pattern of the gene. A set of genes which all have good fits with a given partial order are candidates for being correlated. Thus our interest in this paper is not just in the isotonic regression problem, but also in its use in multiple testing, i.e., a comparative study of the fit of several sets of observations (genes) to the same given partial order.
In an application such as drug dosage response, the conditions are different dosages of a drug and the observations measure some aspect of the response to the drug. In such applications, the order constraint is a total order based on the assumption that the response function is monotone with respect to the independent variable. There are very efficient algorithms for isotonic regression for total orders. However, while polynomial time algorithms are known for the problem under a partial order, these algorithms are rather slow-O(n 4 ) for the L 2 -norm and O(n 3 ) for the L 1 -norm. A practical motivation of our work is the feasibility of partial-orderconstrained statistical inference in large-scale multiple testing scenarios. For isotonic regression under partial order constraints and other order-constrained inference procedures, the higher running time is hardly a problem if only one instance is to be solved, though it becomes an issue under the multiple testing scenario, where the same test is applied to numerous instances such as with microarray data. Given this computational difficulty, researchers have advocated the use of partial/total orders of experimental conditions as the selection criterion [5, 27, 14] using fitting procedures other than isotonic regression. Sometimes the p-value of a gene is evaluated using the bootstrap method [27] . To estimate the p-value using bootstrapping, we generate hundreds of random bootstrap samples (with replacements into the same size) of the n observations and compute the same test statistic on these samples; the p-value of the gene is the fraction of samples that have higher test statistics than that of the original expression profile. With a more efficient multiple testing procedure for isotonic regression, we could apply the procedure not only to the original set of genes but also to the bootstrapped samples to get fitness scores as well as p-values. In the latter case the number of sets of observations could easily run into the millions.
The problem of computational efficiency for multiple testing was largely ignored, because computational power is easily accessible, and usually simple statistical tests such as t-tests are used. With recent advances in high-throughput data collection (particularly for biomedical research) and more complex nonparametric statistical procedures there has been renewed interest in such problems. Our new result is along this direction: it provides a faster approach to a 3/2-approximate L 1 isotonic regression score in quadratic time. Since we only care for those genes with small scores (either in ranking all genes or evaluating the pvalue using bootstrapping), the approximation allows us to reduce the number of isotonic regression instances dramatically at a faster running time. Our approximation algorithm is the result of a better combinatorial understanding of the isotonic regression problem as a weighted matching problem in the case of unweighted isotonic regression and as an edge packing problem in the case of weighted isotonic regression.
Related Work. Special cases of the Isotonic Regression Problem when G defines a total order or is unimodal are well studied [15, 16, 24, 28, 32, 1] . Stout [30] showed that under L 1 and L 2 , the optimal prefix (weighted) isotonic regression can be computed in time O(n log n) and O(n) respectively. Boyarshinov and Magdon-Ismail [6] complemented these results with a linear time algorithm under L ∞ when all weights are equal. They also give a linear time algorithm for L 1 under certain assumptions. The results immediately imply algorithms of the same complexities for the monotone and unimodal isotonic regressions under the corresponding norms. When the constraint graph is a rooted tree, Pardalos and Xue [26] showed that the L 2 isotonic regression can be computed in O(n log n) time. When the underlying undirected graph is known but the root is unknown, it is an open question if the optimal regression can be still computed in O(n log n) time. A recurring idea in the study of the above cases is the use of variants of the Pooling Adjacent Violators (PAV) algorithm [3, 25, 29] . Roughly this algorithm works by recursively picking appropriate pairs of adjacent nodes whose values are in violation, merging these nodes into one node, thereby forcing them to have the same f value.
In general, the Isotonic Regression under L p , 1 ≤ p ≤ ∞ was studied by Barlow and Ubhaya [4] and Ubhaya [33, 34] . Maxwell and Muckstadt [22] solved the L 2 case. They formulated the problem as a quadratic program and showed how a solution satisfying the Kuhn-Tucker conditions can be obtained by performing O(n) max-flow computations. For L ∞ the optimal solution is well characterized. It is easy to see in the unweighted case that the value of the solution is at least a half of the maximum violation. Indeed, for the weighted case it was shown in [4] that the value is equal to max i j wiwj wi+wj (y j − y i ) where i j if there is a path from i to j in the order constraint graph. It is easy to see that a variant of depth-first search that maintains appropriate information at the nodes it visits can be used to compute this quantity efficiently when all weights are equal. In fact, we have: General partial orders under the L 1 norm were considered in [19] . In his paper, Jewell formulates a linear program and relates its dual to a minimum cost flow circulation. A similar approach was later taken by Chung [7, 8] .
Our Results. We present a linear programming approach for the isotonic regression problem under partial order constraints and the L 1 norm where the dual of the LP formulation is reducible to a minimum cost network flow problem. Our LP formulation is slightly different from the one in [19] and improves upon the running time analysis in [8] . Moreover, we find there exists a nice combinatorial interpretation between the dual and a weighted matching problem (an edge packing problem when all of the the weights w i are not identical). More specifically,
• For both the weighted and the unweighted versions of the problem, we present algorithms that compute optimal solution vectors in O(nm + n 2 log n) time.
• For the multiple testing scenario, we give a 3/2-approximation algorithm for the unweighted isotonic regression score that runs in time O(n 2 ); and, a 2-approximation algorithm for the score in the weighted case that runs in time O(n 2 log n). Both algorithms require a one-time preprocessing step that involves computing the transitive closure of the order constraint graph.
Preliminaries
The Weighted Isotonic Regression Problem under the L p norm, p > 0, is defined as follows. We are given y = y 1 , y 2 , . . . , y n , y i ∈ R, a weight vector w = w 1 , w 2 , . . . , w n , w ≥ 0, along with a partial order specified as a directed acyclic graph G on n vertices. The task is to construct a corresponding vector f = f 1 , f 2 , . . . , f n , f i ∈ R and f i ≥ f j if (i, j) ∈ E(G) that minimizes the isotonic regression score defined by,
The case when all weights are equal, or w.l.o.g. w i = 1, ∀i, will be referred to simply as the Isotonic Regression Problem.
While the constraint graph is always considered in the literature to be a partial order, there is no inherent difficulty with allowing arbitrary directed graphs as constraint graphs. In this case, any feasible solution will assign the same value to all vertices in a strongly connected component. All of our algorithms handle such graphs.
In our algorithms we will need to compute medians and weighted medians of a set of numbers. While these concepts are well-known we need precise definitions. For a set of n numbers a 1 , a 2 , . . . , a n , we define the median interval to be [a, b] where at least half the numbers are less than or equal to a and at least half the numbers are greater than or equal to b and a ≤ b. When n is odd, the median interval is a single point, viz., the median. We can also define the weighted median interval when the input points have weights associated with them as an interval [a, b] where at least half the weight is less than or equal to a and at least half the weight is greater than or equal to b.
As mentioned earlier, we will focus on analyzing the Weighted Isotonic Regression Problem under the L 1 norm. In contrast to L 2 , the optimal solution under L 1 may not be unique even for n = 2. We assume w.l.o.g. that y > 0 since ε p (f ) is invariant under translation. Furthermore note that for an optimal f , min i f i ≥ min i y i (also, max i f i ≤ max i y i ). Under L 1 the following stronger lemma holds.
Lemma 2.1. There exists f * s.t. ε 1 (f * ) is minimized and for each i, there exists j s.t. f * i = y j .
In fact, the solutions obtained by our algorithms are as in the above lemma.
Again as mentioned in the introduction, we are typically interested in the multiple testing scenario. We state the problem formally below.
Multiple Testing using Isotonic Regression: We are given a partial order G and a set of N vectors y
given y i and G. We are interested in finding the set {i :
Alternatively, we are interested in finding the top k scoring vectors. In the multiple testing setting it will be useful to compute the transitive closure graph
. We will also use G * in the analysis of our results instead of G since both G and G * define the same partial order.
Matchings and Isotonic Regression under L 1
In this section we establish a correspondence between the minimum L 1 error of the Isotonic Regression problem and the maximum weight matching in a certain graph computed from G and y which we call the violation graph. The violation graph has an edge for a pair of elements (i, j) iff G implies that f i ≥ f j but y i and y j violate this condition. The weight of each edge is equal to the amount of the violation y j − y i . Formally, Definition 3.1. (Violation Graph) Given G and y, the violation graph G + = (V, E + ) is a directed weighted graph computed from G * , the transitive closure of G, where E + = {(i, j) ∈ E * : y i < y j } and the weight of edge (i, j) ∈ E + is given by w(i, j) = y j − y i . The edges in E + are called violating edges.
We will utilize the directions of the violations in Algorithm 1 below. However, in the context of weighted matchings the directions are ignored. It is straightforward that G + can be computed from
We first show that the weight of a weighted matching in G + is a lower bound on ε 1 (f ) = i |f i −y i | where f is any feasible solution. Consider a violating edge (i, j) in E + . In f , f i ≥ f j ; hence, |f i −y i |+|f j −y j | ≥ y j −y i = w(i, j). Since each vertex has only one edge incident on it in a matching, we obtain the following lemma. Lemma 3.1. Let M be a maximum weight matching in G + and denote its weight w(M ). Then, w(M ) ≤ ε 1 (f ) where f is optimal.
Given a matching M of maximum weight in the violation graph G + , the following algorithm constructs an optimal solution f with cost equal to w(M ). The algorithm uses the matching to group elements that will have the same value in f , setting this value to the median of the values of y in each group. We state the algorithm in terms of G * instead of G for clarity of presentation. In Section 4.3 we show how to obtain the matching M directly from G.
Analysis. We will first show that the algorithm returns a vector f that obeys the partial order constraints. We then prove that ε 1 (f ) = w(M ) by noting that for each connected component, the matching M restricted to that component is also a matching of maximum weight for the component. In what follows we use the fact that H is transitive since it was obtained from G * . Proof. For each edge (j, i) ∈ G M such that (i, j) comes from M there is an edge (i, j) ∈ G M that comes from E * . Therefore the endpoints of each edge added due to M will be contained in the same strongly connected component of G M . Now, since E * is transitive it follows that E M is also transitive. 
This combined with Lemma 3.2 imply that the update at Step 3 always returns a non-empty interval I u . We proceed by contradiction. Namely, we show that if b v < a u then we can get a matching M with w(M ) > w(M ) contradicting the optimality of M . Start by coloring the edges in G M as follows. If an edge in E M is induced by M color it red; otherwise, color the edge green. Each red edge (i, j) is given weight w (i, j) = y i − y j , while each green edge (i, j) is given weight w (i, j) = y j − y i . Observe that the weight of a red edge (i, j) is always positive and is equal to w(j, i) in the violation graph G + . Further, every green edge with positive weight is a violating edge. Now, consider a simple path P , in G M , where P = x 1 , . . . , x k s.t. x 1 ∈ G v and x k ∈ G u and y x1 < y x k . The existence of P is guaranteed by our assumption that b v < a u . We can also assume that in P , green and red edges alternate since if there are two consecutive green edges we can substitute them with the transitive edge implied by transitivity. An example of such a path is depicted in Figure 1 . In P we have,
That is, the sum of the green edges in P is greater than the sum of the red ones. Suppose that each endpoint of P is either (i) adjacent to a red edge in P , or (ii) is not adjacent to any red edge in G M ; Then the matching obtained from M by removing the red edges in P and adding the green ones with positive weight has weight strictly greater than M and we reach a contradiction.
We can ensure P satisfies one of the conditions (i) or (ii) as follows. We first find
can always find such an x k . Finally, we let P be the simple path from x 1 to x k , taking the at most one red edge incident on each endpoint.
Optimality. Let M v be the matching M restricted to G v , and let w(M v ) be the weight of the edges in M v . That is, w(M v ) = (i,j)∈M :(j,i)∈E(Gv) w(i, j).
Step 3 of the algorithm sets the values of the elements in G v to some c ∈ I v . It suffices to show that i∈V (Gv) |c − y i | = w(M v ). Since by Lemma 3.2 the strongly connected components induce a partition on the vertices and the edges in the matching, it follows that ε 1 (f ) = w(M ). Lemma 3.1 then immediately implies that the obtained f is optimal. Now given a component G v , all we need to show is that in an optimal matching, every vertex i ∈ G v : y i < c (resp. y i > c) is matched with some j ∈ G v : y j ≥ c (resp. y j ≤ c). Suppose there is a matched pair i, i with y i , y i both for example greater than c, then there are two vertices j, j with y j , y j ≤ c that are either matched to each other, or not matched. By appropriately modifying the matching, we can obtain a matching that is better than M v contradicting Lemma 3.3. We skip the proof of this fact as it is very similar to the correctness proof.
Running Time. The computation of the component graph takes O(m) time since it can be performed on G instead of G * and since |M | = O(n). Further, we have |E H | ≤ |E| = m; hence, the top-down traversal and the updates to the intervals also take O(m) time. We obtain the following theorem. When Algorithm 1 is run on G instead of G * , even though the resulting strongly connected components will be the same, the component graph H may no longer be transitive. Nevertheless, the net effect of the updates in Step 3 remains unchanged since updates on each missing transitive edge will propagate along the path that implies that edge. Corollary 4.1 in Section 4.2 shows how we may efficiently compute a matching of maximum weight in G + directly from G.
Approximate Solution
The duality established above immediately implies that a 1/α-approximation to the weighted matching problem gives an α-approximation to the isotonic regression problem under L 1 . Since a 2/3-approximation to the weighted matching problem can be computed in linear time [12] , we obtain the following theorem. Theorem 3.2. Given the transitive closure graph G * of G, we can find a 3/2-approximation for the isotonic regression score under
In this section we give a 2-approximation to the weighted isotonic regression by casting the problem as an edge packing problem with weights on edges and capacities on vertices. We first formulate the isotonic regression problem as a linear program and show that its dual is a special form of a minimum cost flow problem. In our formulation (c.f. [19] ) it will be immediate that only edges incident on s and t have finite capacities and the cost of each augmenting s → i j → t path is determined solely by y i and y j . Therefore, given a preprocessing step in which the transitive closure of G is computed, we are able to construct a minimum cost flow where, in the path decomposition, each path uses only a single (i, j) edge. We also show that the optimal flow can be computed efficiently.
LP Formulation and Minimum Cost Flow
We define the following LP for ε 1 (f ). minimize i w i e i subject to
In the above formulation, the constraints (4.1) and (4.2) enforce e i ≥ |y i −f i | and the minimization condition sets e i = |y i − f i |. The dual program is formulated below. We introduce nonnegative variables t i , s i and x ij for the constraints of type (4.1), (4.2), and (4.3), respectively.
Since we can assume y > 0 (from invariance under translation), it follows that f > 0. The primal complementary slackness condition ensures that constraint (4.5) is satisfied with equality. Summing over all i, constraint (4.5) gives, 
The vertices s and t are respectively the source and sink of the flow network. The capacity function u is given by: u(i, j) = ∞, ∀(i, j) ∈ E and u(s, i) = u(i, t) = w i , ∀i ∈ V , and the cost function c is: c(i, j) = 0, ∀(i, j) ∈ E and c(s, i) = y i and c(i, t) = −y i .
Given an optimal solution to the dual, interpret x ij as the flow on edge (i, j), and s i and t i as the flow on (s, i) and (i, t) respectively. Note that constraint (4.5) satisfied with equality implies flow conservation for each i ∈ V , and (4.6) implies that the outgoing flow from s equals the incoming flow to t. The capacity constraints are trivially satisfied. The optimal solution therefore defines a flow of value i s i = i t i that is of cost ≤ 0 (since the zero flow is feasible). Now consider a minimum cost flow and assume the flow value is v. Equations (4.5) and (4.6) are clearly satisfied. Since u(s, i) = u(i, t) = w i we have that s i +t i ≤ 2w i . We can convert this flow to a flow of value at most v s.t. (4.4) is also satisfied. Note that since c(s, i) = −c(i, t), by setting s i = s i − min{s i , t i } and t i = t i − min{s i , t i } the cost remains the same. Hence, there is a flow of minimum cost satisfying all constraints. We do not, however, know the value v ≤ i w i of some minimum cost flow. Therefore, we add an extra edge (s, t) of capacity i w i and cost 0 to the network. We also ensure that the maximum flow has value i w i by adding the new source vertex s and edge (s , s) with this capacity whose cost is 0.
Theorem 4.1. We can find the weighted isotonic regression score under L 1 in O(nm + n 2 log n) time.
Proof. Note that in G every finite capacity edge is adjacent to either s or t. If an augmenting path s → s → i j → t does not saturate (i, t), it must be the case that (s, i) is saturated, and vice versa. When a minimum cost augmenting path goes directly through (s, t) then there are no more augmentations since the cost of (s, t) is 0 and no further improvement to the cost is possible. The edge (s , s) also becomes saturated.
Since only edges adjacent to t have negative costs, there are no negative cost cycles in G . Therefore, no negative cycles are created in the residual graph [13] and we can restrict our attention to simple augmenting paths [13] . Hence, if an edge incident to s or t is saturated it will never be used by another augmenting path (in either direction). This shows that every augmenting path saturates an edge implying that we need at most 2n + 1 iterations to compute the optimum flow.
Edmonds and Karp [13] argue that once negative cycles are eliminated, it can be arranged that shortest path computations are carried out over edges with nonnegative cost. In the first step, we can add max i y i to all edges incident to t making all costs positive and still maintaining the relative cost of all simple augmentation paths. We can therefore use Dijkstra's algorithm [10] to compute the shortest path in each iteration in O(m + n log n) time. The running time follows.
The Optimal Solution f
Before computing the optimal solution f , we show the equivalence between the minimum L 1 error of the weighted isotonic regression problem and the weight of the optimum solution for a certain edge packing problem, which is a generalization of weighted matching. Recall that the violation graph G + defined in Section 3 consists of all pair-wise relations that are violated with weights w(i, j) equal to the amount of violation on edge (i, j). Augment the graph with a vertex capacity function u : V → R s.t. u(i) = w i ∈ w for all i ∈ V . The goal of the edge packing problem is finding an assignment function g :
The desired equivalence is established next by showing that a feasible solution to the minimum cost network corresponding to the given weighted isotonic regression instance can be transformed to a packing and vice versa. Proof. In the analysis we will assume w.l.o.g. that we are given G * . A packing g can be transformed to a feasible flow in the network G obtained from G * and corresponding to the dual LP as follows. Let x ij = g(i, j) for all (i, j) ∈ E + and x ij = 0 otherwise. Also let
We transform an optimal flow to a packing as follows. Decompose the flow into simple paths P ij = s → i j → t and let P denote the set of all such paths. We ignore paths that have 0 cost and omit the vertex s from the paths for clarity. Note that now there is no path P ij ∈ P where (i, j) ∈ E + since this path will have positive cost contradicting the optimality of the flow. Since the capacities of edges not incident on s or t are infinite, the flow can be converted to one where each path P ij ∈ P is replaced by the path s → i → j → t having the same amount of flow. Denote the flow on this path by x ij . It is clear that the flow resulting from this transformation satisfies all constraints and has the same cost as the original flow. Let g(i, j) = x ij -observe that g is a valid packing. Again, it follows that the cost of the flow is −w(g) which completes the proof.
The above theorem gives a method for computing a matching of maximum weight in G + directly from G.
Corollary 4.1. For the isotonic regression problem, we can compute the maximum weight matching in the violation graph G + in O(nm + n 2 log n) time.
Proof. Find an optimal minimum cost flow in G in O(mn + n 2 log n). Since all capacity constraints are integral we will find an integral flow. Further, since u(s, i) = u(i, t) = w i = 1 the corresponding packing in G + is indeed a matching, and it can be computed efficiently from the flow by applying depth first search O(n) times. Now, computing the optimal solution f simply involves restating Algorithm 1 in terms of the optimal edge packing g (equivalently the optimal minimum cost flow) instead of the matching of maximum weight. Instead of adding edges induced by the matching to G in Step 1 of the algorithm, we add edges (i, j) from G + that have g(i, j) > 0 (equiv. x ij > 0) with their directions reversed.We also need to consider the weighted medians in Step 2 of the algorithm.
The correctness and optimality analysis of Algorithm 1 in Section 3 can be extended to edge packing. Alternatively, observe that by complementary slackness x ij > 0 implies f i = f j . Therefore, for each connected component G v , all f i 's must have the same value, say c. Since the optimal minimum cost flow restricted to G v is also an optimal flow in G v , duality implies that c must minimize i∈Gv w i |y i − c|. It is well known that this sum is minimized if and only if c belongs to the weighted median interval of the corresponding y i 's. Now during the top-down traversal of the component graph-Step 3 of the algorithm-we choose a median value for each component that is least restrictive (to the solution space). Hence, it must be the case that the computed f is feasible-satisfies all order constraintsand its score ε 1 (f ) is minimized.
We obtain the following theorem which generalizes Theorem 3.1. We lose an additive factor of O(n log n) time since we need to sort the elements first in order to compute the weighted medians for the connected components. 
Proof. We will show how to obtain a 1/2-approximation to the edge packing problem which will imply a 2-approximation to the weighted isotonic regression problem. The following natural greedy strategy gives a 1/2-approximation to edge packing. Construct the violation graph G + = (V, E + ). Select edges in nonincreasing order of their weight. Let (i, j) be the current edge. Set g(i, j) = min{u(i), u(j)} and update the vertex capacities u(i) = u(i) − g(i, j) and u(j) = u(j) − g(i, j). (Note that this gives 1/2-approximation for the weighted matching problem, where u(i) = 1 for all i [2] .)
Consider a packing g obtained by greedy and let g be an optimal one. Let g (i, j) = g(i, j) − g(i, j). Consider the set of edges U = {(i, j) ∈ E + : g (i, j) < 0}. For each edge (i, j) ∈ U define the bottleneck vertex, b(i, j), to be the endpoint s.t. u(b(i, j)) = min{u(i), u(j)} when the edge (i, j) was considered by greedy. If both endpoints' capacities were equal then choose one arbitrarily. Assign v(i) credit to each node i where
Since each edge assigns its excess to both of its endpoints, then
It remains to show that the credit v(i) assigned to a vertex i can account for the deficiency of the edges that have i as a bottleneck. Intuitively, when a vertex i becomes a bottleneck for the first time, it must be the case that the difference in the capacity was allocated to edges with better weight. Furthermore, since the capacity of each bottleneck edge is used to the fullest, the excess capacity allocated to better edges incident to i is at least equal to the deficiency in the assigned capacity to the edges that greedy considered later.
Formally, let U i = {(i, j) ∈ U : b(i, j) = i} be the set of edges that have i as a bottleneck. Then, − j:(i,j)∈Ui g (i, j)w(i, j) ≤ v(i) since the edges of U i were considered later than those contributing to v(i) and the capacity of i is used to the fullest or U i is empty. Then,
which gives the desired bound on the approximation ratio. Since we need to sort the edges by their weight, the running time follows.
Comparing Vector Fitness
In analyzing microarray data using isotonic regression we often just want a comparison of the fit of two different genes to a given partial order and we are not interested in the actual scores and solutions for the individual genes. A natural question to ask is whether there are efficient approximate or exact algorithms that allow us to perform such comparisons. Below we show that comparing the fitness of two vectors is essentially as hard as computing the exact score of each vector.
Theorem 5.1. Let A(G, x, y) be an algorithm that compares the L 1 isotonic regression scores of x and y and let C = C (A(G, x, y) ) be its running time. Then there exists an algorithm B(G, y) that can compute the exact score of y in time O(C log(Q)) where Q = i w i |y i |.
Proof. Assume w.l.o.g. by scaling that y i ∈ y and w i ∈ w are integers. Note that f = 0 is a feasible solution for y whose value is Q. Now suppose x S is a vector whose optimal (weighted) isotonic regression score is S. Then using binary search we can determine the score of y by running A(G, x S , y) for O(log Q) values of S since by Lemma 2.1 the optimal score is also integral.
It remains to show how algorithm B may construct x S for any S. Pick a vertex j in G to which there is an incident edge and with w j = 0. Set x j = S/ min{w j , i:i j w i } and x i = 0 for all i = j. Note that in the unweighted case x j = S. Finding j, and computing the reachability information in the weighted case can be done only once for all runs of S and takes time O(|E(G)|).
Now the violation graph consists of j and the edges incident to it. The weight of each of these edges is x j . In the unweighted case, the maximum weight matching picks one and only one edge hence its value is S. In the weighted case, we can pack at most min{w j , i:i j w i } in j, hence the value of the optimal packing is also S.
Conclusions and Open Problems
We have given a new combinatorial characterization of the L 1 isotonic regression problem and an efficient algorithm for approximating the score of the best fit in a multiple testing scenario. This approximation algorithm does not actually find an approximate solution since it approximates the score in the dual problem. An interesting question is whether one can find such an approximate solution in sub-cubic time.
Our approximation algorithms need to compute approximately optimal matchings in the transitive closure of the given partial order. While we do this just once in the multiple testing scenario, the transitive closure can have many more edges than the original partial order. Thus, it is desirable to efficiently approximate the weight of the maximum weight matching in the transitive closure without computing the transitive closure at all. In principle this is feasible because the edge weights in our problem are defined by differences of values at the endpoints.
Finally, another interesting direction is to find efficient algorithms for approximating the fit under the L 2 norm.
