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We determine the linear optical susceptibility of a radiation pulse propagating through a mix-
ture of a gas of atoms or molecules and a plasma. For a specific range of radiation and plasma
frequencies, resonant generation of volume plasmons significantly amplifies the radiation intensity.
The conditions for resonant amplification are derived from the dispersion relations in the mixture,
and the amplification is demonstrated in a numerical simulation of pulse propagation.
I. INTRODUCTION
In applications of electromagnetic fields, radiation sometimes consists of a few photons only [1] or interacts with a
single molecule [2]. As source and/or signal in such experiments are weak, it is necessary to amplify the interaction
between matter and radiation. This has already been accomplished in a variety of ways [3–7], but a method that
would target a specific spatial area in an adjustable way would be useful for designing experiments.
In recent years, a number of studies have addressed propagation of electromagnetic waves in an ultra-cold neutral
plasma. Radio frequency fields have been used to study collective plasma electron oscillations and plasma expansion
in ultra-cold neutral plasmas [8, 9]. In the optical regime these experiments are complemented by absorption imaging
methods to determine the ion velocity distribution [10, 11]. If radiation propagates through a gas of Rydberg atoms
[12] wave instabilities can occur due to energy transfer between excited Rydberg states and plasma electrons, and
electrostatic waves [13]. Lu et al. [14] suggested microwaves as a tool to measure the recombination rate of electrons
and ions in ultra-cold neutral plasmas. Mendonc¸a et al. [15] predicted the generation of quasi-stationary magnetic
fields by high-intensity radiation in Rydberg plasmas.
Radiation propagation through gas-plasma mixtures has also been studied for warm or hot plasmas. Plasma-
induced optical sidebands around forbidden transitions in atomic spectra have been predicted [16] and demonstrated
experimentally [17, 18] long ago. During the past two decades, the focus has been on nonlinear effects induced by
high-intensity radiation. Among the most interesting nonlinear phenomena in mixtures are relativistic guiding and
self-modulation of short laser pulses [19–22], harmonic generation and refraction [23–25], as well as de-focusing [26]
and dispersion [27]. These effects are relevant to the construction of laser-driven plasma-based electron accelerators
[28]. Hu et al. [29] predicted self-generation of a quasi-static magnetic field for short, intense laser pulses.
In this paper we determine under which conditions volume plasmons [30] can be used to amplify a radiation pulse.
Volume plasmons are electron density waves inside a plasma, which are related to surface plasmons at the interface
between a metal and a dielectric. Our work is guided by the idea that the well-known method to amplify radiation
using surface plasmons [31] may be extended to volume plasmons by employing a mixture of an atomic or molecular
gas and plasma. The advantage of such a scheme would be that the amplification would not require the close (tens
of nm) proximity of a metal surface. Furthermore, it would be possible to control the location where radiation is
amplified, so that a specific set of molecules in a sample could be targeted. While we are mainly interested in the
propagation of a controlled radiation pulse, our findings may also be of relevance for radiation propagation through
the ionosphere or ionized interstellar media.
We derive an expression for the linear index of refraction for radiation propagating through the mixture. We show
that a strong amplification may occur if volume plasmons are generated and demonstrate this effect by a numerical
simulation of pulse propagation through the medium. Amplification is resonantly enhanced for specific radiation
frequencies ω and angles θ between the radiation pulse and the velocity ve of plasma electrons (see Fig. 1).
The paper is organized as follows. In Sec. II we discuss the general physical features of radiation-gas-plasma systems.
Theoretical methods and results are summarized in Sec. III, followed by a detailed discussion of optical dispersion
relations and field amplitudes in Sec. IV. Numerical results for pulse propagation through a mixture are presented in
Sec. V. Several appendices contain the details of our calculations.
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2FIG. 1: A radiation pulse (whose intensity maxima are represented by ellipses) with central wavevector kc propagates through
a mixture of a gas of atoms or molecules and a plasma. Molecules or atoms (M) and positive ions (+) are virtually immobile
during the pulse propagation time. Plasma electrons (-) move with mean velocity ve at an angle θ relative to the axis of the
radiation pulse.
II. COUPLED RADIATION-ATOM-PLASMA SYSTEMS
The physical case that we study is sketched in Fig. 1. A radiation pulse propagates through a mixture of an atomic
gas and a plasma. For simplicity we refer to the gas particles as atoms, even though the gas may be composed of
atoms or molecules. The plasma electrons move with (mean) velocity ve. To derive the linear optical susceptibility
of this system and to simulate the propagation of a radiation pulse, we solve the coupled equations of motion for the
radiation-atom-plasma system. In this section we describe the general features of these equations. Full details are
given in App. A.
A. Plasma component
The plasma is modelled as a classical gas of ions and electrons, both of which may have a thermal distribution. For
sufficiently short radiation pulses, the relatively slow motion of the ions may be neglected. The plasma dynamics can
then be described by a phase-space distribution f(r,p, t) of electrons. In the kinetic theory of electron gases, this
distribution obeys a variant of the Boltzmann equation, which is called the Vlasov equation [32]. We use a relativistic
generalization of the Vlasov equation [33].
The Vlasov equation is non-linear in the dynamical fields, but for a weak radiation field it can be linearized in the
deviation [34]
δf(r,p, t) = f(r,p, t)− f0(p), (1)
of f(r,p, t) from the initial distribution f0(p), which is assumed to be spatially homogeneous. Our methods can
be extended to spatially inhomogeneous initial distributions f0(r,p), but the required numerical resources are much
larger than in the homogeneous case. The linearized relativistic Vlasov equation then takes the form
0 = ∂tδf +
1
mγ
p · ∇rδf − q
(
E +
1
mγ
p×B
)
· ∇pf0, (2)
where q and m denote fundamental charge and electron mass, respectively. The last term describes the influence of
the electromagnetic Lorentz force on the electrons, with γ2 = 1 + (p/mc)2 the Lorentz factor.
B. Atomic gas
The detailed theory that is presented in App. A includes a full quantum field description of atomic observables,
so that the methods developed here can be applied to molecular spectroscopy [35] and quantum information [36–
38]. However, in this paper we focus on linear optical properties of atom-plasma mixtures, which are essentially of
3FIG. 2: A radiation pulse with wavevector k is polarized in the direction of the dipole moment deg of the atoms. Depending
on the direction of the plasma electron velocity ve, the magnetic force Fmag on the electrons can possess a component parallel
to the wavevector.
classical nature. We therefore describe the radiation field and plasma electrons using classical fields; only the internal
(electronic) dynamics of atoms is treated quantum mechanically. The quantum nature of the atomic center-of-mass
dynamics is only relevant at temperatures well below 1 mK [39], which is hard to realize even in ultracold atom-plasma
mixtures. At temperatures above 1 mK, the center-of-mass motion can be included via Doppler broadening of spectral
lines [40].
Within this approximation, the atomic degrees of freedom can be described by a coherence field σij(r, t), which
probes to what degree the atoms are prepared in a superposition of internal electronic states |i〉 and |j〉. In this work
we focus on near-resonant electromagnetic fields, so that only the two atomic levels that are resonantly coupled need
to be taken into account. We therefore can consider two-level atoms with ground state |g〉 and excited state |e〉. The
polarization field is then related to the electromagnetic polarization field of the atomic gas through
P (r, t) = NAdegσeg(r, t) + c.c. , (3)
with the atomic density NA. Here deg = 〈e|dˆ|g〉 is the atomic dipole moment, with dˆ the dipole operator. Hence,
one may think of the coherence field as a re-scaled, complex form of the polarization field. Its equation of motion is
derived in App. A and given by
∂tσeg(r, t) =
(
−iω0 − Γ
2
)
σeg(r, t) +
i
~ε0
D⊥(r, t) · d ∗eg, (4)
where ω0 denotes the atomic resonance frequency. The atomic spectral linewidth Γ includes the effects of spontaneous
emission as well as the influence of the environment, such as Doppler and collisional broadening. The field D⊥(r, t)
represents the transverse part (∇ ·D⊥ = 0) of the electric displacement field D.
C. Radiation Field
The radiation field is described using the macroscopic Maxwell equations
∇ ·D = ρ, (5)
∇ ·B = 0, (6)
∇×E = −∂tB, (7)
∇×B = µ0 (J + ∂tD) , (8)
with free charge density ρ and free current density J provided by the plasma particles, and bound charges correspond-
ing to the atoms. We assume that the magnetization field of the atom-plasma mixture is negligible. The atoms affect
radiation through their polarization field P , which appears in the material equation D = ε0E + P . To describe the
interaction between atoms and a plane electromagnetic wave with wavevector k we introduce a set of basis vectors
kˆ :=
k
|k| , e1(kˆ) =
d⊥(kˆ)∣∣∣d⊥(kˆ)∣∣∣ , e2(kˆ) = e∗1(kˆ)× kˆ, (9)
4where kˆ is a unit vector that is parallel to the wavevector and
d⊥(kˆ) := deg −
(
kˆ · deg
)
kˆ , (10)
the part of deg that is perpendicular to kˆ. For radiation polarized along e1, and the wavevector is perpendicular to
deg, the interaction between atoms and radiation is maximized. This situation is depicted in Fig. 2. If the polarization
points along e2, the atoms appear transparent to the radiation pulse.
D. Volume plasmons
The interaction between plasma electrons and radiation enters into the Vlasov equation (2) through the Lorentz
force F = −qE − qve × B. In free space, electric and magnetic field amplitude of a radiation pulse are related
through B = kˆ×E/c. For this reason, the magnetic force Fmag = −qve×B is suppressed unless the electrons travel
at relativistic speed. Hence, at low velocities, the electrons are only accelerated by the electric field in a direction
perpendicular to the radiation pulse.
When ve is comparable to the speed of light c, the force Fmag cannot be neglected anymore. The fact that the
magnetic force is always perpendicular to both B and ve enables it to induce longitudinal modulations of the electron
density, i.e., volume plasmons [30], as long as the electron velocity is not exactly parallel to the wavevector. In Eq. (2),
these modulations are generated by the term proportional to ∇pf0, which for a narrow momentum distribution is
non-zero only for momenta p that are close to the initial mean momentum pe of the electrons. This term acts as a
source term for spatial variations, which are generated through the term involving ∇rδf .
Plasmon generation can lead to dramatic changes of radiation dynamics, including amplification of light intensities
near a metal surface by several orders of magnitude [41]. The discussion above suggests that the scenario depicted in
Fig. 2 to generate volume plasmons inside an atom-plasma mixture will be most promising for light amplification. The
radiation polarization is parallel to the atomic dipole moment, and plasma electrons move at relativistic speed with
a velocity component along e1. The radiation pulse then interacts strongly with the atoms and can induce volume
plasmons. If the electrons move in the direction of e2 instead, they could still form volume plasmons, but only for
radiation that does not interact with atoms.
Plasma electrons with relativistic speed are not only interesting because of the increase of Fmag, but also because
they may interact resonantly with radiation. Generally, charged particles are most effectively accelerated if they move
at the same speed as the phase front of an electromagnetic wave. In free space this is impossible, but in the presence
of a dielectric medium with refractive index n, electrons are strongly interacting with radiation if their longitudinal
velocity is ve = c/n [28].
In our case, this medium is formed by the atomic gas. Below we show that the absorption of radiation by atoms
modifies the resonance condition ve = c/n. A main result of our paper is to show that resonances can still occur, but
only at specific optical frequencies, and for a specific range of electron densities.
III. THEORETICAL RESULTS
Solving the dynamics of radiation in an atom-plasma mixture is a lengthy and rather tedious process. In this
section, we give a short summary of our methods and present the general results. The details of the derivation are
presented in App. B.
The atom-plasma mixture is initially homogeneous, with the atoms prepared in their ground state. At time t = 0,
a weak radiation pulse with initial electric field amplitude E0(r) is switched on. The dynamical equations of our
system, Eqs. (2) for the plasmon dynamics, (4) for the atomic evolution, and the macroscopic Maxwell equations
(5)-(8) for radiation propagation, all represent linear partial differential equations with constant coefficients in t and
r.
To find the electric field amplitude E(r, t) at time t > 0, we employ a spatial Fourier transform r → k and a
temporal Laplace transform t → s. This results in a set of algebraic equations that connect the Laplace-Fourier
transform E(k, s) of the electric field with the transforms of all other dynamical fields. The solution takes the form
E(k, s) = E0(k)·
↔
R (k, s) , (11)
with matrix
↔
R (k, s) given in Eq. (B26).
Solution (11) contains the complete information about the propagation of radiation through an atom-plasma mix-
ture. Before studying the actual propagation in Sec. V we analyze the refractive index of the medium. The latter
5is usually represented as a complex function of the radiation frequency and can be derived from the roots of the
denominator of Eq. (11); see Sec. IV. In order to accomplish this we make a variable substitution s = −iω. On the
real axis, the (generally complex) variable ω can be interpreted as radiation frequency. The denominator of
↔
R is then
a function of k and ω. Solving for its roots k(ω) and employing the relation k(ω) = n(ω)ω/c would enable us to
derive the refractive index n(ω) of the mixture. However, we prefer to use an equivalent approach, where k = nω/c
represents variable substitution, and then solve directly for the roots n(ω). Applying this variable substitution to
↔
R
yields
↔
R
(
n, ω, kˆ
)
= − ↔M0 ·
(
ω2(n2A − n2)e ∗1 ⊗ e1 + ω2(1− n2)e ∗2 ⊗ e2+
↔
M
)−1
, (12)
which is one of our main results. nA denotes the refractive index of the atomic gas in the absence of the plasma. For
two-level systems, it is derived in App. B 1 and given by
n2A
(
ω, kˆ
)
= 1− η
(
kˆ
)
ω − ω0 + η
(
kˆ
)
+ iΓ2
. (13)
The parameter
η
(
kˆ
)
:=
NA
~ε0
d⊥
(
kˆ
) · d ∗eg , (14)
is related to the optical cooperativity parameter [42]. When η
(
kˆ
)
is significantly larger than the decoherence rate,
the atomic density NA is so large that the gas becomes opaque. The two matrices
↔
M and
↔
M0 describe the influence
of plasma electrons on radiation propagation. Their form for a general classical plasma is given by Eqs. (B23) and
(B27), respectively.
In our numerical examples we consider the case that all electrons are initially co-moving with velocity ve = βc. If
we separate the velocity vector into a longitudinal component β‖ = kˆ ·β and a transverse part β⊥ = β− kˆ(β · kˆ), we
can express the two matrices
↔
M and
↔
M0 as
↔
M = ω
2
P
γ
1+
(
n2 − 1 + ω2Pγω2
)
β⊥ ⊗ β⊥(
1− β‖n
)2
+
(
β2‖ − 1
)
ω2P
γω2
 , (15)
↔
M0 = iω
(
n+ 1− ω
2
P
γω2
β‖(
1− β‖n
))1+ iω2P
(
n
(
1− β‖n
)− ω2Pγω2 β‖)β⊥ ⊗ β⊥
γω
(
1− β‖n
) ((
1− β‖n
)2
+
(
β2‖ − 1
)
ω2P
γω2
) , (16)
with ω2P = q
2Ne/(mε0) the plasma frequency and Ne the number density of plasma electrons.
Result (12) quantifies the physical effects that we have discussed in the previous section. To explain this we first
remark that objects of the form v∗ ⊗ v for some vector v are (proportional to) projectors that map any vector to its
component parallel to v. Hence, in absence of plasma (
↔
M= 0), the roots of Eq. (12) are given by n = nA (n = 1)
for radiation with polarization e1 (e2), respectively, so that only light with a polarization along the atomic dipole
moment will interact with the atoms. The plasma electrons interact strongly with radiation if they have a velocity
β‖ ≈ 1/n because some terms in the denominator of Eqs. (15) and (16) then become small. If the electrons are not
co-propagating with the radiation pulse, β⊥ 6= 0, the terms proportional to β⊥ ⊗ β⊥ in Eqs. (15) and (16) alter the
roots of Eq. (12) and describe the generation of volume plasmons.
Equation (12) enables us to draw two further conclusions. First, the dependence of
↔
R on the electron density always
appears in form of a factor ω2P/(γω
2). The strength of the plasma-radiation interaction is therefore determined by
the ratio of plasma frequency and optical frequency. In this paper, we concentrate on underdense plasmas, for which
ωP < ω. Second, we see that the direction of β⊥ determines how atoms and plasma interact. If β⊥ is parallel to
one of the polarization vectors ei, then
↔
R is a diagonal matrix. Two radiation pulses with different polarization e1,
e2 then propagate independently. On the other hand, if β⊥ is not parallel to either polarization vector, the plasma
induces a coupling between both pulses.
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FIG. 3: Four dispersion relations, corresponding to the real part of the refractive index, of radiation propagating through an
atom-plasma mixture. Re(n) − 1 is displayed as a function of the detuning ∆ω = ω − ω0 of the radiation beam from atomic
resonance, and of the angle θ between the radiation beam and the electron velocity. The black solid line displays the dispersion
relation in absence of a plasma. Figure (b) shows a detail of figure (a).
IV. OPTICAL DISPERSION RELATIONS AND FIELD AMPLITUDES
For Laplace-Fourier transform (11), the spatiotemporal evolution of the radiation field is given by
E(r, t) =
∫
d3k
(2pi)
3
2
eik·r
∫
P
ds ets
2pii
E0(k)·
↔
R (k, s), (17)
where the path P is given by s = r − iω for ω ∈ (−∞,∞). The parameter r has to be chosen so that the path is to
the right of all poles and branch cuts of the integrand. Before we discuss the full evolution of a light pulse in Sec. V,
it is worthwhile to consider a plane-wave solution with fixed wavevector k and assume that for t > 0 we can close the
path P in the left half-plane of s. The residue theorem then enables us to express the field as
E(r, t) ≈
∑
i
eik·retsi(k)E0(k)·
↔
A (si(k)). (18)
Here the sum runs over all poles si(k), i = 1, 2, . . . of the function
↔
R (k, s) in the left complex half-plane. By setting
si(k) = −iωi(k) we can study the dispersion relation ωi(k) associated with each pole. The initial pulse is thus split
into pulses with different dispersion relations, which generally travel at different group velocities and have different
amplitudes
↔
A (si), which are given by the residue of
↔
R (k, s) at pole si. With this result we can obtain the refractive
index of an atom-plasma mixture by solving the equation ω = ωi(k) for k and then setting n(ω) = ck(ω)/ω.
In the non-relativistic limit and for electrons co-moving with the laser beam, one simply adds the refractive indices
of atomic gas and plasma. For electrons moving in the plane spanned by kˆ and e2, the optical properties of the
medium are the same as for a pure plasma. The most interesting case is when both β⊥ and the radiation polarization
have a component along the direction e1 of the atomic dipole moment, so that volume plasmons can be generated.
The field evolution is then
E(k, s = −iω) = − M0
ω2(n2A − n2) +M
E0(k), (19)
where the complex numbers M and M0 take the form of Eqs. (15) and (16), respectively, with 1 replaced by 1 and
β⊥⊗β⊥ replaced by β2⊥. The dispersion relations for radiation correspond to the poles of the denominator of Eq. (19),
but the analytical expressions are unwieldy and not presented here.
Instead we discuss a specific numerical example. Experiments with cold beams of ammonia molecules can typically
achieve densities of NA = 1.0× 109cm−3 [43]. Ammonia possesses an allowed electric-dipole transition at a resonance
7FIG. 4: Absorption Im(n) associated with the four dispersion relations. The solid black line represents absorption in a pure
atomic gas.
frequency of 23.7 GHz, with a transition dipole matrix element of deg ≈ 4.90 × 10−30Cm [44]. We assume that the
experimental environment induces an atomic decoherence rate of Γ = 20 s−1 and work with a plasma electron density
of Ne = 1.5× 1011cm−3.
For the numerical values above, Fig. 3(a) shows the real part of the four poles, corresponding to four different
dispersion relations. Far away from the region where the four poles are close to each other, they can be identified
with specific physical phenomena. The green refractive index is then close to that of a pure atomic gas (solid black
line in Fig. 3). The three poles that form parallel sheets correspond to an electrostatic wave that co-moves with the
electrons at n = β−1‖ , as well as two poles with refractive index n = β
−1
‖ (1± ωPω γ−
3
2 ), which are associated with the
formation of volume plasmons.
The effect of the plasma becomes particularly pronounced in the area where all poles are close, which happens
when the resonance condition β‖ ≈ n−1A is fulfilled. A detailed plot of this area is shown in in Fig. 3 b), which shows
that the dispersion relations are strongly perturbed. In particular, the red dispersion relation in Fig. 4 shows a gain
(negative imaginary part) for small negative detunings. This phenomenon has some relation to the formation of wave
instabilities in Rydberg gases [13], but in the current case it is resonantly enhanced. The energy for this process is
provided by the kinetic energy of plasma electrons.
Of equal interest is the behaviour of the amplitude factors A(si), which multiply the partial radiation pulses in
Eq. (18). At points, where the lower two dispersion relations of Fig. 3 meet, the amplitude of the partial pulse is
enhanced. In particular, Fig. 5 shows that there are two points at which amplitude resonances occur. At these points,
both real and imaginary part of the two dispersion relations are equal.
To understand the appearance of these resonances, we first consider an ideal, non-absorbing atom-plasma mixture
with Im(nA) = 0. For electrons moving at the speed β‖ = n−1A the electrostatic dispersion relation n = β
−1
‖ matches
the atomic dispersion relation n = nA, so that both systems can be resonantly coupled. However, for real atoms,
nA always possesses a non-vanishing imaginary part, see Eq. (13), so that a perfect match with the real dispersion
relation n = β−1‖ would appear impossible. However, this argument neglects the influence of volume plasmons,
which can modify the imaginary part of both dispersion relations. The strength of this effect depends on the ratio
rp := ωP/(ω
√
γ), see the discussion at the end of Sec. III. It is therefore possible for two complex dispersion relations
to take the same values, if rp and nA (and thus ∆ω) take specific values.
We have numerically evaluated under which conditions the two resonances do appear. For the numerical parameters
given above, they only exist for rp between 0.05 and 0.2. Hence, the phenomenon occurs only within a narrow range
of plasma electron densities. For rp ≈ 0.05, both resonances are close together and appear at high electron velocities
β‖ ≈ 0.99. As rp approaches the value 0.2, one resonance occurs at lower velocities, β‖ ≈ 0.75, while the second
resonance remains close to β‖ ≈ 0.99. This is the case displayed in Fig. 5, where rp = 0.12.
8FIG. 5: Field amplitude factors A(si) of Eq. (18), in units of c, for the four dispersion relations. Sharp resonances occur at
the points where two dispersion relations meet.
V. PULSE PROPAGATION
In Sec. IV we have identified specific values of radiation frequency ω and direction θ of the electrons for which the
atom-plasma mixture acts like a resonant gain medium. In this section we simulate the propagation of a radiation
pulse through such a medium.
We consider the situation that the pulse initially travels through a vacuum, which fills a region in space characterized
by z < 0, and enters the atom-plasma mixture (located in the region z > 0) at a right angle. The pulse is much
wider than its wavelength, so that its transverse profile does not change and the pulse is a function of z and t only.
The polarization of the pulse is parallel to the atomic dipole moment deg so that the interaction with the atoms is
maximized.
For mathematical reasons that are explained in App. C we assume that, while inside the vacuum, the pulse takes
the form
Efree(t, z) = Epeake
−iωc(t−t0)+ikczΠ
(
t− t0 − zc
T
)
1
2
[
1 + cos
(
2pi
T
(
t− t0 − z
c
))]
, (20)
with Π(x) is the boxcar function, which is 1 for |x| < 0.5 and zero elsewhere. Efree(t, z) describes a pulse that oscillates
with central frequency ωc and whose envelope is given by one period of the cosine function, so that it is similar to a
Gaussian function but nonzero only in a time interval of width T . kc = ωc/c is the modulus of the central wavevector
kc that is shown in Fig. 1. The time t0 can be chosen so that at t = 0 the pulse is completely inside the vacuum.
The pulse enters the atom-plasma mixture at z = 0, where the boundary conditions ensure continuity of E(z, t).
To find the evolution inside the mixture we need to integrate Eq. (17) numerically. We have seen in Sec. IV that
if the electron velocity lies either in the plane spanned by kˆ and e1 or in the plane spanned by kˆ and e2, then the
electric field can be reduced to a scalar equation, as in Eq. (19) for instance. We therefore only need to evaluate the
1D scalar form of Eq. (17) given by
E(z, t) =
∫ r+i∞
r−i∞
ds ets
2pii
∫ ∞
−∞
dk
(2pi)
1
2
eikzE0(k)R(k, s). (21)
For the parameters used in Sec. IV, the numerical integration of Eq. (21) is not feasible because the integrand varies
significantly on time scales Γ−1, ω−1 and ω−1P that are many orders of magnitude apart. To avoid this problem, and
for improved presentation, we have doubled the electron density, increased Γ by a factor of 4× 108, and increased the
atomic density by a factor of 3× 108, so that Γ and ωP are in the order of 0.1ω. We will comment on the differences
for pulses under the more realistic conditions described in Sec. IV below.
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FIG. 6: Propagation of light pulses through an atomic gas (G), a plasma (P), a plasma with volume plasmon generation
(VP), an atom-plasma mixture (M), an atom-plasma mixture with volume plasmon generation (MVP), and a non-resonant
atom-plasma mixture (NR). Shown is the electric field amplitude |E(z, t)| in units of the peak amplitude Epeak of the incoming
pulse, as a function of position z in units of the pulse width cT . Figures a-c correspond to three different instances in time.
Our numerical results for this choice of parameters are shown in Fig. 6, which displays the pulse for various media
at three instances in time. Fig. 6(a) shows the pulse shortly after its peak entered the medium, and Figs. 6(b) and
(c) show the same pulse at a time 0.4T and 0.8T later, where T = 20 Γ−1 is the duration of the pulse.
The curve labelled “G” shows the pulse in an atomic gas in absence of a plasma. The gas is strongly absorbing,
so that the pulse hardly enters the medium and is non-zero only for about z < 0.05 cT . In Fig. 6(c) the pulse is
completely absorbed.
The curve labelled “P” shows the pulse inside a pure plasma where the electron velocity has no component along
e1, so that no plasmons are generated. The pulse has essentially the same shape as in free space because ωP is much
smaller than ω. The small ripples that can be seen on the tail of the pulse are an interference effect with a very small
part of the pulse that corresponds to an electrostatic wave.
The curve labelled “VP” corresponds to a pure plasma with volume plasmon generation. As discussed in Sec. IV,
the pulse is then decomposed into several components. The main part of the pulse propagates in a similar way as
in absence of plasmons, but there are smaller pulse components that travel at different group velocities and produce
an interference pattern. In Fig. 6(c) one can see that at this instance in time the slowest pulse components do not
overlap with the main pulse anymore.
The curve labelled “M” displays an atom-plasma mixture without plasmon generation. The main part of the pulse
travels at a group velocity that is comparable to that of the slow pulses in the VP case. The narrow peak in Fig. 6(a)
corresponds to a pulse component that travels similarly to a pulse in an atomic gas and is quickly absorbed. The
peak of the main pulse is increased, but only by about 10%.
The curve labelled “MVP” is the main result of this section and displays a pulse propagating through a mixture
in the presence of plasmon generation. We have numerically determined that a resonance occurs for an electron
direction of cos θ ≈ 0.714 and a central pulse frequency of ωc ≈ 0.917ω0. These are the values used for all five curves
discussed so far. In Fig. 6(a) one can see that the pulse is split into different components and strongly enhanced. For
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presentational purposes we have rescaled the pulse: “(×10)” indicates that the field amplitude is actually 10 times
larger than displayed. Fig. 6(b) demonstrates that the atom-plasma mixture acts as a gain medium for most of the
pulse components. At the instant in time in Fig. 6(c), the pulse component with the largest gain factor dominates
and is enhanced by a factor of about 2000. This demonstrates that atom-plasma mixtures may be able to amplify
radiation.
To clearly distinguish the effect of the resonance we have also simulated a pulse labelled as “NR” that propagates in
the same mixture but with a different central frequency ωc = 1.083ω0, which corresponds to the same detuning from
ω0 as in case MVP, but with opposite sign. Initially, the pulse has a similar shape as for the MVP case. Although
it is smaller by a factor of about two, it still is enhanced compared to the free pulse by a factor of five. Fig. 6(b)
shows that there is no further amplification of the pulse at this instance in time. In Fig. 6(c) one can see that one
pulse component is enhanced. We attribute this late enhancement to the fact that the spectrum of the pulse is not
confined to a specific frequency interval. Therefore, a small part of the pulse can still fulfill the resonance criteria and
is enhanced in the same way as the red curve. However, the overall enhancement of the pulse lags behind the MVP
case by a factor of about 200.
For the more realistic physical parameters used in Sec. IV, the pulse shape must be adapted to exhibit amplification.
The most relevant change is the pulse duration, which must be in the order of Γ−1 for resonant amplification and
is therefore much longer than for the results presented in this section. However, the gain mechanism should work
in a comparable way because the effect of the plasma on the refractive index is determined through the parameter
rp = ωP/(ω
√
γ). This parameter is similar for the parameters used in Secs. IV and V.
One can estimate the gain for the parameters used in Sec. IV through the imaginary part of the refractive index
displayed in Fig. 4. The negative value of Im(n) ≈ −0.05 for the red dispersion relation generates an exponential gain
factor exp(−Im(n)ωz/c). This suggests that the radiation field would grow by a factor of 2 over a propagation length
of 2.2 wavelengths, or 28 mm.
The results of this section demonstrate that volume plasmon generation is indeed the mechanism behind radiation
amplification in atom-plasma mixtures. To achieve a high gain factor, the radiation pulse needs to have a frequency
close to the volume plasmon resonance and a polarization that enables it to interact with the atoms. The plasma
electrons must have an appropriate density, so that the plasma frequency is about 10-20% of the radiation frequency,
and their velocity must be in a specific direction. If one of these conditions is not met, the mixture will not amplify
the radiation pulse.
VI. CONCLUSIONS
We have studied the properties of a near-resonant radiation pulse propagating through a mixture of two-level atoms
and a classical, underdense, collision-less plasma. If the plasma electrons have a velocity component in the direction of
the atomic dipole moment deg, volume plasmons can be formed and optical dispersion relations are strongly modified,
as shown in Fig. 3. For specific light frequencies ω and velocities of the electrons, resonances occur (see Fig. 6) and the
mixture acts as a gain medium for radiation. This can happen if the plasma electrons travel at a speed comparable
to the velocity of light in the atomic gas, and if the plasma frequency ωP takes values between 0.05ω and 0.2ω. We
conclude from this analysis that radiation amplification through generation of volume plasmons should be possible if
the assumptions described in section II are fulfilled.
However, more work is needed to understand whether light amplification via volume plasmons could also be used
for non-classical states of light without destroying their coherence. Generating volume plasmons itself is a coherent
process, but there are important secondary effects that have to be taken into account.
One such effect is the velocity distribution of plasma electrons, which may lead to inhomogenous broadening.
For classical radiation, this effect is included in the general results derived above. However, a characterization of
decoherence of a non-classical light pulse would require an extension of our methods. While decoherence due to
inhomogeneous broadening could in principle be reversed [45], the corresponding procedure would likely reduce the
gain factor.
Furthermore, collisions of plasma electrons with other particles and ionization of atoms are irreversible processes
that will decrease the coherence of a quantum state. These processes are not included in this study and may also
modify the amplification of classical radiation pulses. Further studies are necessary to provide a quantitative estimate
of this effect. In future work we will also investigate how the required speed of plasma electrons may be reduced
through a superposition of light pulses.
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Appendix A: Equations of motion
1. Vlasov equation for relativistic plasmas
To describe plasma dynamics, we employ kinetic theory of a moving electron gas, in which the phase space density
of electrons f(r,p, t) evolves according to the relativistic Vlasov equation [33]
∂tf +
1
mγ
p · ∇rf + q
[
E +
1
mγ
p×B
]
· ∇pf = df
dt
∣∣∣∣
cl.
. (A1)
The right-hand side (r.h.s.) represents the contribution of collisions between the particles, which we ignore in
this paper. Furthermore, we assume that the ions are not moving and that their spatial distribution NI is ho-
mogeneous. Charge and current density of the plasma are then given by ρ(r, t) = qNI − q
∫
d3p f(r,p, t) and
J(r, t) = −q ∫ d3p pmγ f(r,p, t), respectively.
For weak electromagnetic fields, the Vlasov equation can be linearized in the deviation (1) of the electron distribution
from the spatially homogeneous initial distribution f0(p). For quasi-neutral plasmas, where
∫
d3p f0(p) = NI, we
obtain Eq. (2) as dynamical equation. Charge and current density take the form
ρ(r, t) = −q
∫
d3p δf(r,p, t), (A2)
J(r, t) = −q
∫
d3p
1
mγ
p δf(r,p, t) . (A3)
Our main results are derived for general initial distributions f0(p), but our numerical examples consider plasma
electrons with sharp momentum pe = mγve, so that
f0(p) = Neδ(p− pe) , (A4)
with Ne the spatial electron density.
2. Equations of motion for the atomic gas
To describe the atomic gas we employ the method of coherence operators σˆij(r) [46], which are a set of operators
that quantify superpositions between two atomic states |i〉, |j〉. If their mean value is zero, the atoms are in a state
which does not include a superposition of these states. For i = j, coherence operators σˆii(r) describe the population
of the atomic state |i〉. Formally, coherence operators can be defined as
σˆij(r) :=
1
NA
∫
d3r′ Ψˆi(r′)† Ψˆj(r′)S(r − r′) , (A5)
where Ψˆi(r) is an atomic field operator that annihilates an atom in internal state |i〉 at position r [47, 48]. S(r− r′)
is a smooth non-negative function that is zero if r′ /∈ VS(r), where VS(r) is an area of volume VS around r. The
function S is approximately given by S(r− r′) ≈ V −1S for r′ ∈ VS(r) and drops rapidly to zero around the boundary
of VS(r), such that
∫
d3r S(r) = 1. In microscopic quantum electrodynamics one usually sets S(r − r′) = δ(r − r′).
However, because we are employing macroscopic electrodynamics that is averaged over length scales large compared
to atoms but small compared to the wavelength [49], the same averaging has to be applied to all dynamical fields.
This is accomplished through S(r−r′) in Eq. (A5). For a homogeneous atomic gas that initially is prepared in ground
state |g〉, the atomic density is given by NA = 〈Ψˆg(r)† Ψˆg(r)〉.
The dynamics of coherence operators described by the Heisenberg equation of motion. In the presence of incoherent
processes such as spontaneous emission, the Heisenberg-Langevin equation is used. Both require to evaluate the
commutator, which is given by
[σˆij(r), σˆkl(r
′)] =
δ(r − r′)
NA {δilσkj(r)− δkjσil(r)} . (A6)
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Strictly speaking, the δ-distribution in this expression should be replaced by S(r− r′). However, on the length scales
of macroscopic electrodynamics, S(r − r′) can be considered as a representation of the δ-distribution.
Within the dipole approximation for atoms, coherence operators can provide a complete dynamical description, but
because we are interested in the semi-classical properties of radiation propagation we restrict our considerations to
the mean value σij(r) of the coherence fields and ignore field fluctuations. For two-level atoms, the equation relevant
for the optical properties of the gas is then given by
∂tσeg(r, t) =
(
−iω0 − Γ
2
)
σeg(r, t) +
i
~ε0
D⊥(r) · d ∗eg(σgg(r)− σee(r)) , (A7)
with Γ the atomic spectral line width, deg the electric-dipole moment of the atoms, and D the electric displacement
field. The notation (· · · )⊥ indicates that only the transverse part of a vector field is considered. In Fourier space, the
transverse part of an arbitrary vector field V (k) can be found using
V⊥,i(k) =
(
δij − kˆikˆj
)
Vj(k) , (A8)
with kˆ of Eq. (9).
For small radiation intensities we can make the low-saturation approximation by setting σgg(r) ≈ 1 and σee(r) ≈ 0.
In rotating-wave approximation [40], the atomic dynamics is then described by Eq. (4).
3. Coupled equations of motion
The atomic dynamical equation (4) and the Vlasov equation (2) are coupled through an electromagnetic field,
which evolves according to the macroscopic Maxwell equations. In the associated material equation D = ε0E + P ,
the polarization field contains the contribution of bound charges, i.e., the atoms and molecules, and is given by the
transverse part of Eq. (3). The longitudinal part can be neglected because it is only off-resonantly coupled to the
radiation. A spatial Fourier transform r → k, and a temporal Laplace transform t → s of all dynamical equations
yields
δf(k,p, s) =
1
s+ ik·pmγ
[
δf(k,p, t = 0) + q
(
E(k, s) +
1
mγ
p×B(k, s)
)
· ∇pf0(p)
]
, (A9)
σeg(k, s) =
σeg(k, t = 0) +
i
~ε0D⊥(k, s) · d ∗eg
s+ iω0 +
Γ
2
, (A10)
ik ·D(k, s) = ρ(k, s), (A11)
ik ·B(k, s) = 0, (A12)
ik ×E(k, s) = −sB(k, s) +B(k, t = 0), (A13)
ik ×B(k, s) = µ0 (J(k, s) + sD(k, s)−D(k, t = 0)) . (A14)
In rotating-wave approximation, the material equations take the explicit form
D⊥(k, t) = ε0E⊥(k, t) +NA d⊥(kˆ)σeg(k), (A15)
D‖(k, t) = ε0E‖i(k, t), (A16)
with d⊥(kˆ) of Eq. (10).
Appendix B: Solving the equations of motion
We assume that atoms are initially in their ground state, σeg(t = 0) = 0, and that the initial state of the plasma elec-
trons is given by f0, so that δf(k,p, t = 0) = 0. The incoming electromagnetic field (radiation pulse) is characterized
by the initial amplitudes B0(k) := B(k, t = 0) and D0(k) := D(k, t = 0).
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Using Eq. (A15), the electromagnetic field can be expressed in terms of σeg and δf as
B(k, s) =
1
s
(B0(k)− ik ×E⊥(k, s)) , (B1)
E‖(k, s) = − i
kε0
ρ(k, s), (B2)
E⊥(k, s) =
1
c2k2 + s2
( s
ε0
(D0(k)− J⊥(k, s)) + ic2k ×B0(k)− s
2NA
ε0
d⊥
(
kˆ
)
σeg(k, s)
)
, (B3)
D⊥(k, s) =
1
c2k2 + s2
(
s (D0(k)− J⊥(k, s)) + i
µ0
k ×B0(k) + k2c2NAd⊥
(
kˆ
)
σeg(k, s)
)
. (B4)
Inserting Eq. (B4) into Eq. (A10) we obtain
σeg(k, s) =
(
is (D0(k)− J⊥(k, s))− k×B0(k)µ0
)
· d ∗eg
~ε0∆(k, s)
, (B5)
∆(k, s) := (c2k2 + s2)
(
s+ iω0 +
Γ
2
)
− ik2c2η(kˆ), (B6)
with η
(
kˆ
)
of Eq. (14). Inserting the atomic polarization (B5) into Eq. (B3) yields
E⊥(k, s) =
1
ε0
(X(k, s)− sJ⊥(k, s)) ·
↔
E(A) (k, s)
c2k2 + s2
, (B7)
X(k, s) :=
i
µ0
k ×B0(k) + sD0(k), (B8)
E(A)ij (k, s) := δij − i
s2
∆(k, s)
NA
~ε0
d ∗eg,id⊥,j
(
kˆ
)
. (B9)
The tensor E(A) describes the polarization-dependent response of the atomic medium to the radiation field. X depends
only on the initial radiation field. Inserting Eq. (B7) into (A9) yields
δf(k,p, s) =
q
ε0
{
(X(k, s)− sJ⊥(k, s)) ·
↔
E(A) (k, s)
c2k2 + s2
+
p×
(
k × (X − sJ⊥) ·
↔
E(A) (k, s)
)
ismγ(c2k2 + s2)
+
ρ(k, s)
ik2
k + ε0
p×B0(k)
smγ
}
· ∇pf0(p)
s+ ik·pmγ
. (B10)
Eq. (B10) could be used to derive charge and current density distribution. However, it is physically more instructive
to use Eq. (A9) instead. Multiplying it with −q and integrating over d3p gives a relation between charge distribution
and radiation field,
ρ(k, s) = −q2E(k, s) ·
∫
d3p
∇pf0(p)
s+ ik · p/(mγ) − q
2B(k, s) ·
∫
d3p
mγs+ ik · p∇pf0(p)× p . (B11)
Exploiting ∇pmγ = p/(mγc2) and performing a partial integration gives
ρ(k, s) = ε0E(k, s) ·
(
ik∂sZ(k, s)− 1
c2
(k · ∇k)Z(k, s)
)
+ ε0B(k, s) · (k ×∇kZ(k, s)) , (B12)
where we have introduced the notation
Z(k, s) := q
2
ε0
∫
d3p
mγ
f0(p)
s+ ik · p/(mγ) , (B13)
Z(k, s) := q
2
ε0
∫
d3p
(mγ)2
f0(p)
s+ ik · p/(mγ)p, (B14)
Ω2P :=
q2
ε0
∫
d3p
mγ
f0(p) . (B15)
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Z is a relativistic generalization of the plasma dispersion function, which takes the same form with γ = 1 [32]. Z is
related to the dispersion function through i∂sZ = ∇kZ. The relativistic plasma frequency ΩP, which coincides with
the standard plasma frequency ωP in the limit γ → 1, fulfills ik ·Z = Ω2P − sZ.
Relation E(k, s) · k = kE‖ = −iρ/ε0 enables us to express the charge density as
ρ(k, s) =
ζε0
1− ∂sZ
(
1
c2
E(k, s) · (Z + s∂sZ)− i (k ×B(k, s)) · ∂sZ
)
. (B16)
In this result, we introduced a parameter ζ, which enables us to evaluate the non-relativistic limit. ζ = 1 corresponds
to the full relativistic treatment, while ζ = 0 neglects the coupling to the magnetic field and relativistic corrections.
The current density (A3) can be found in a similar way. Using Eq. (A9) again we find
J(k, s) = ε0E(k, s)Z + ρ(k, s)∂sZ − ζε0B(k, s)×Z + iζε0
[(
ik ×B(k, s)− s
c2
E(k, s)
)
· ∇k
]
Z. (B17)
Solving the system of equations (B16), (B17), (B7), and (B1) is a straightforward but tedious task. The first step
is to express charge and current density in terms of transverse electromagnetic fields,
ρ(k, s) = ζ
ε0
s
(ρ0(k, s) + ρ1(k, s) ·E⊥(k, s)) , (B18)
J⊥(k, s) =
ε0
s
(
ζJ0(k, s) +E⊥(k, s)·
↔
M
)
, (B19)
ρ0(k, s) :=
−i
(Z⊥ + 1)(k ×B0) · ∂sZ, (B20)
ρ1(k, s) :=
1
c2(Z⊥ + 1)U , (B21)
(J0(k, s))n := −(k ×B0)i
[
i
Un ∂sZ⊥,i
c2k2(Z⊥ + 1) +
(
∂Zn
∂ki
)
⊥
]
+
i(sZ − Ω2p)
k2
(k ×B0)n, (B22)
with
Min := ζ UiUn
k2c4(Z⊥ + 1) − iζ
k2c2 + s2
c2
(
∂Zn
∂ki
)
⊥
+
(
ζΩ2P + (1− ζ)sZ
)
(δin)⊥ , (B23)
U := (k2c2 + s2)∂sZ⊥ + sZ⊥, (B24)
Z⊥ := 1
k2c2
(
Ω2P − (k2c2 + s2)∂sZ − 2sZ
)
. (B25)
These quantities describe the dependence of the optical properties on the plasma electron density, temperature, and
mean velocity. The notation (· · · )⊥ implies again that all indices have been transversalized according to Eq. (A8).
The final result for the electric field then takes the form (11), with
↔
R (k, s) = −
↔
M0 ·
(
(k2c2 + s2)
↔
E(A)
−1
+
↔
M
)−1
, (B26)
(↔
M0
)
in
:=
iζ
kc3(1 + Z⊥)∂sZ⊥,iUn + ζ
k
c
(
∂Zn
∂ki
)
⊥
+
i
ck
(
ck(ck + is)− ζsZ + ζΩ2P
)
(δin)⊥ . (B27)
In this expression, we have assumed that the initial field amplitudes B0(k) and E0(k) are transverse vector fields,
are are related as in free space through k ×B0(k) = −E0(k) k/c.
1. Pure atomic gas
Expression (B26) can be cast into a physically more intuitive form if one relates
↔
E(A) to the atomic refractive index
nA. To do this, we temporarily assume that the plasma density vanishes, so that
E(k, s) = −i ck + is
k2c2 + s2
E0(k)·
↔
E(A) . (B28)
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Here, and in the more general expression (B26), all vectors that multiply
↔
E(A) from the left are transverse. We
therefore can replace
↔
E(A) by its transverse part E(A)⊥, which is found using Eq. (A8). This matrix has three left-
eigenvectors, which are given by kˆ, e1 and e2 of Eq. (9). The eigenvalue of kˆ is zero because E(A)⊥ is a transverse
tensor, and the eigenvalue of e2
(
kˆ
)
is unity, because the atoms are transparent for radiation with this polarization.
For radiation with polarization e1
(
kˆ
)
, the interaction with the atoms is described through the relation
e1 · E(A)⊥(k, s) =
(
1− i s
2η
(
kˆ
)
∆(k, s)
)
e1. (B29)
For radiation with initial amplitude E0(k) = E0(k) e1, the evolution equation becomes
E(k, s) =
(s− ick) (Γ− 2iη + 2s+ 2iω0)
2iω0 (c2k2 + s2) + c2k2(Γ− 2iη + 2s) + s2(Γ + 2s)E0(k). (B30)
The roots of the denominator determine the dispersion relation. Setting s = −iω and k = nA(ω)ω/c, and solving for
the atomic refractive index we find nA of Eq. (13).
Conversely, we can express η
(
kˆ
)
of Eq. (14) through the refractive index,
η
(
kˆ
)
=
(
1− 1
n2A
(
ω, kˆ
))(−iΓ
2
− (ω − ω0)
)
. (B31)
If we reinsert this expression into Eq. (B9) we get
E(A)⊥(k, s) = e ∗1 ⊗ e1
ω2 − k2c2
n2A(ω, kˆ)ω
2 − k2c2 + e
∗
2 ⊗ e2. (B32)
Returning to the propagator (B26) in the presence of a plasma, the dynamics of the electric field amplitude takes
the form (12)
Appendix C: Propagation of radiation pulses
Our task is to evaluate the pulse amplitude for t > 0 inside the atom-plasma mixture (z > 0). Under these
circumstances, the factor eikz in Eq. (21) guarantees that the integrand decreases to zero for |k| → ∞ and Im(k) > 0
as long as the factor E0(k)R(k, s) does not increase indefinitely. In this case we can close the k-integral in the upper
half-plane and use the Residue theorem for its evaluation.
Due to the fact that R(k, s) is a known rational function, the requirement that E0(k)R(k, s) remains finite poses
a condition on the shape of the initial pulse E0(z), which for instance excludes a Gaussian shape of the initial pulse.
We have verified that our method can indeed not be applied to Gaussian pulses and therefore have chosen an initial
pulse of the form (20).
We can then use the Residue theorem to evaluate the k-integration. denoting by kl(s), l = 1, 2, · · · , L the poles of
the integrand in the upper half of the complex k-plane, the field can be expressed as
E(z, t) =
1√
2pi
∫ r+i∞
r−i∞
ds ets
∑
l
eikl(s)zE0(kl(s))Rl(s), (C1)
where Rl(s) = Res (R(k, s), k → kl(s)) denotes the residue of R(k, s) at the lth pole.
The integral over s = r − iω can be evaluated numerically, but one has to choose the parameter r carefully. To
understand this, consider a simple example of a medium with some given refractive index n2(s) = 1+χ(s), where χ(s)
is the Laplace transform of the linear susceptibility χ(t). For such a medium, the denominator of R(k, s) takes the
form k2c2 + s2n2(s), so that the poles are at kl(s) = ±isn(s)/c. If we consider the usual situation where Re(n) > 0,
then only the pole kl(s) = isn(s)/c propagates to the right. Let us assume for now that s = −iω for real frequencies
ω. For an absorbing medium we have Im(n) > 0 so that the pole lies in the upper half and one recovers the usual
result for a pulse propagating through an absorbing medium. However, for a gain medium the pole would be in
the lower half and therefore would not contribute to Eq. (C1). We remark that this problem is not resolved by the
Kramers-Kronig relations. The latter imply that all poles of n(s) are in the lower half plane, but this does not restrict
the location of the poles ±isn(s)/c in complex k-plane.
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This problem can be resolved by recalling that s = r − iω has a positive real part r that has to be larger than the
real part of all poles in the s-plane. However, increasing r also affects the pole kl(s) = isn(s)/c in the k-plane and
increases its imaginary part. For large enough r one can achieve that the imaginary parts of all poles kl(s) (for which
the real part is positive so that they propagate to the right) are positive and thus contribute to Eq. (C1). In our
numerical evaluations, we have used a value of r = 0.0173ω0 for all pulses displayed in Fig. 6.
The last step is to implement the proper initial conditions for E(z, t). For the situation considered in this section,
the boundary conditions at the interface between mixture and vacuum are that E(z, t) and its derivatives with respect
to z are continuous at z = 0. Eq. (C1) implies that the temporal Laplace transform of E(z, t) is given by
E(z, s) =
√
2pii
∑
l
eikl(s)zE0(kl(s))Rl(s). (C2)
We can then form a set of L coupled linear equations
∂lzE(z, s)
∣∣
z=0
= ∂lzEfree(z, s)
∣∣
z=0
, l = 1, 2, · · · , L (C3)
and solve this for the unknown parameters E0(kl(s)), thus expressing the relevant initial conditions E0(kl(s)) through
the incoming pulse Efree(z, t). It then only remains to numerically integrate the resulting integral over s, which can
be done with standard algorithms provided by Mathematica.
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