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Е. П. ПАВЛЕНКО, В. М. БУТЕНКО, В. А. ГУБИН 
ИССЛЕДОВАНИЕ МЕТОДОВ РАЗРАБОТКИ ПРОГРАММНОГО ОБЕСПЕЧЕНИЯ 
КОМПЬЮТЕРНОЙ ИНЖЕНЕРИИ НА ОСНОВЕ ТИПОВЫХ ПРОГРАММНЫХ ЭЛЕМЕНТОВ 
В работе рассматриваются проблемы повышения эффективности разработки ИС, и, в частности, вопросы уменьшения сроков разработки  
программного комплекса ИС. Проведен анализ технологий разработки программного комплекса в жизненном цикле ИС. Структурный подход 
к программированию предлагал осуществлять декомпозицию программ методом пошаговой детализации. Разработка структур программы 
выполняется при помощи построения структур входных и выходных данных, идентификации связей обработки между этими данными, 
формирования структуры программы на основании структур данных и обнаруженных соответствий. Преодолеть фактор сложности можно, 
если отойти от прямолинейного подхода к решению поставленной задачи, состоящего в последовательном и линейном наращивании 
исходного текста программы оператор за оператором, в результате чего получается одна длинная и аморфная программа. Оказывается 
действенным принцип модульности: исходная задача разбивается на относительно независимые части; они реализуются отдельными 
программными модулями, которые затем связываются в единое целое на этапе компоновки. Выделены особенности технологии 
автоматизированного синтеза программ, а именно, технологии сборки программ  из типовых программных элементов. Определены основные 
понятия указанной выше технологии, проведено исследование конструирования программ из блоков и выявлена проблемная область. 
Исходными данными для постановки и решения задач синтеза системы программных модулей являются множество информационных 
массивов системы, для которых определены: входные, выходные и промежуточные данные; множество альтернативных процедур обработки 
данных; последовательности выполнения процедур в процессе обработки; способы обмена с внешней памятью. Рассмотрен подход для 
выделения типовых программных элементов, удовлетворяющих определенным критериям. На основании рассмотренного подхода, а также  с 
учетом его недостатков, был предложен усовершенствованный метод классификации типовых программных элементов и способ 
проектирования ПО на их основе с учетом минимизации времени и стоимости проекта . 
Ключевые слова: программное обеспечение, компьютерная инженерия, информационные системы, компоненты, типовые проектные 
решения, затраты на разработку. 
Є. П. ПАВЛЕНКО, В. М. БУТЕНКО, В. А. ГУБІН 
ДОСЛІДЖЕННЯ МЕТОДІВ РОЗРОБКИ ПРОГРАМНОГО ЗАБЕЗПЕЧЕННЯ КОМП’ЮТЕРНОЇ 
ІНЖЕНЕРІЇ НА ОСНОВІ ТИПОВИХ ПРОГРАМНИХ ЕЛЕМЕНТІВ 
У роботі розглядаються проблеми підвищення ефективності розробки ІС, зокрема, питання зменшення термінів розробки програмного  
комплексу ІС. Проведено аналіз технологій розробки програмного комплексу в життєвому циклі ІС. Структурний підхід до програмування 
пропонував здійснювати декомпозицію програм методом покрокової деталізації. Розробка структур програми виконується за допомогою 
побудови структур вхідних і вихідних даних, ідентифікації зв'язків обробки між цими даними, формування структури програми на підставі 
структур даних і виявлених відповідностей. Подолати фактор складності можна, якщо відійти від прямолінійного підходу до виріш ення 
поставленого завдання: послідовному і лінійному нарощуванні вихідного тексту програми оператор за оператором, в результаті чого виходить 
одна довга і аморфна програма. Виявляється дієвим принцип модульності: вихідна задача розбивається на відносно незалежні частини; вони 
реалізуються окремими програмними модулями, які потім зв'язуються в єдине ціле на етапі компонування. Виділено особливості технології 
автоматизованого синтезу програм, а саме, технології складання програм з типових програмних елементів. Визначено основні поняття 
зазначеної вище технології, проведено дослідження конструювання програм з блоків і виявлена проблемна область. Вихідними даними для 
постановки і рішення задач синтезу системи програмних модулів є множина інформаційних масивів системи, для яких визначені: вхідні, 
вихідні та проміжні дані; множина альтернативних процедур обробки даних; послідовності виконання процедур в процесі обробки; способи 
обміну із зовнішньою пам'яттю. Розглянуто підхід для виділення типових програмних елементів, які відповідають певним критеріям. На 
підставі розглянутого підходу, а також з урахуванням його недоліків, був запропонований вдосконалений метод класифікації типових 
програмних елементів і спосіб проектування ПЗ на їх основі з урахуванням мінімізації часу і вартості проекту. 
Ключові слова: програмне забезпечення, комп’ютерна інженерія, інформаційні системи, компоненти, типові проектні рішення, витрати 
на розробку. 
Y. P. PAVLENKO, V. M. BUTENKO, V. O. GUBIN 
RESEARCH OF METHODS OF DEVELOPMENT OF SOFTWARE COMPUTER ENGINEERING 
BASED ON TYPICAL SOFTWARE ELEMENTS 
The paper deals with the problems of increasing the effectiveness of the development of IS, and, in particular, the issues of reducing the development 
time of the software package of IS. The analysis of technology development software in the life cycle of IS. A structural programming approach suggested 
decomposing programs in a step-by-step manner. The development of program structures is carried out using the construction of input and output data 
structures, identification of processing links between these data, formation of a program structure based on data structures and detected matches. It is 
possible to overcome the complexity factor if we deviate from a straightforward approach to solving the problem posed, consisting in sequential and 
linear extension of the source code of the program operator-by-operator, resulting in one long and amorphous program. Here, the modularity principle 
is effective: the initial problem is divided into relatively independent parts; they are implemented by separate software modules, which are then linked 
into a single unit at the layout stage. The features of the technology of automated program synthesis, namely, the technology of assembling programs 
from typical program elements, are highlighted. The basic concepts of the above technology have been identified, a study has been conducted to design 
programs from blocks and a problem area has been identified. The initial data for the formulation and solution of problems for the synthesis of a system 
of program modules are the set of information arrays of the system, for which there are defined: input, output and intermediate data; many alternative 
data processing procedures; sequence of procedures in the processing; ways of sharing with external memory. The approach to the selection of typical 
program elements that meet certain criteria is considered. On the basis of the considered approach, and also taking into account its shortcomings, an 
improved method was proposed for classifying typical program elements and a method for designing software based on them, taking into account 
minimizing the time and cost of the project. 
Keywords: software, computer engineering, information systems, components, typical design solutions, development costs. 
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Введение. Создание программных систем для ав-
томатизации предприятий является сложной и поэтап-
ной задачей, поэтому для определения необходимых 
ресурсов, в том числе времени, важно регламентиро-
вать порядок разработки и использования некоторых 
видов типовых программных элементов по стадиям 
проектирования системы. 
Для ускорения времени разработки и повышения 
качества кода программы разработано большое коли-
чество методик, технологий и подходов. Все они отно-
сятся не только к организации жизненного цикла ПО, 
но и к построению рациональной структуры организа-
ции, занимающейся разработкой информационных 
систем (ИС), и к каждому разработчику в частности. 
Одним из решений проблем создания программ-
ного комплекса компьютерной инженерии является 
использование технологий автоматизации програм-
мирования, которые предполагают сокращение сроков 
разработки программных продуктов и повышение их 
характеристик качества. 
Недостатки, изначально заложенные в требова-
ниях на систему, невозможно компенсировать последу-
ющими версиями программных средств на различных 
этапах жизненного цикла. Поэтому проблема создания 
рациональной структуры ПО ИС является ключевой – 
её решение открывает новые возможности повышения 
эффективности ИС, а практическая значимость возрас-
тает по мере усложнения и интеграции задач в ИС. 
Постановка проблемы. Таким образом, можно 
прийти к выводу, что эффективность разработки ПО 
ИС определяется совокупностью множества факторов. 
Анализ показал многообразие существующих подхо-
дов к разработке ПО, их достоинства и недостатки, а 
также выявил общие задачи этапа реализации ПО ИС. 
Проанализированы структурный и объектно-ориенти-
рованный подходы к разработке ПО ИС. 
Существенную помощь на этапе проектирования 
могут оказать разнообразные CASE-средства, но с их 
помощью можно построить лишь костяк ПО, их ис-
пользование подразумевает дальнейшую доработку 
бизнес логики и отладку всего ПО. 
На стадии проектирования ИС модели рас-
ширяются, уточняются и дополняются диаграммами, 
отражающими структуру программного обеспечения: 
архитектуру ПО, структурные схемы программ и диа-
граммы экранных форм. 
Таким образом, возникает задача исследования 
технологий использования синтеза программ из типо-
вых элементов, позволяющих избежать доработки вы-
ходного продукта, а также в исследовании повышения 
эффективности их применения. 
Анализ состояния проблемы. Структурный под-
ход к программированию в том виде, в котором он был 
сформулирован в 70-х годах XX в., предлагал 
осуществлять декомпозицию программ методом поша-
говой детализации [1]. Результатом декомпозиции 
является структурная схема программы, которая пред-
ставляет собой многоуровневую иерархическую схему 
взаимодействия подпрограмм по управлению. Мини-
мально такая схема отображает два уровня иерархии, 
т. е. показывает общую структуру программы [2]. 
Однако тот же метод позволяет получить структурные 
схемы с большим количеством уровней. 
Для анализа технологичности полученной иерар-
хии модулей используют структурные карты Констан-
тайна [3] или Джексона [4]. На структурной карте от-
ношения между модулями представляют в виде графа, 
вершинам которого соответствуют модули и общие об-
ласти данных, а дугам – межмодульные вызовы и обра-
щения к общим областям данных. 
Существуют методики проектирования програм-
много обеспечения Джексона [5] и Варнье – Орра [6], 
основанные на декомпозиции данных. При создании 
своей методики авторы исходили из того, что структу-
ры исходных данных и результатов определяют струк-
туру программы. 
Разработка структур программы в соответствии с 
[5] выполняется следующим образом: строят изображе-
ние структур входных и выходных данных; выполняют 
идентификацию связей обработки между этими дан-
ными; формируют структуру программы на основании 
структур данных и обнаруженных соответствий; до-
бавляют блоки обработки элементов, для которых не 
обнаружены соответствия; анализируют и обрабаты-
вают несоответствия; добавляют необходимые опера-
ции (ввод, вывод, открытие/закрытие файлов); записы-
вают программу в структурной нотации. 
Однако методика [5, 6] может использоваться 
только в том случае, если данные разрабатываемых 
программ могут быть представлены в виде иерархии 
или совокупности иерархий. 
Практика создания сложных программных систем 
говорит о том, что преодолеть фактор сложности 
можно, если отойти от прямолинейного подхода к ре-
шению поставленной задачи, состоящего в последова-
тельном и линейном наращивании исходного текста 
программы оператор за оператором, строка за строкой, 
в результате чего получается одна длинная и аморфная 
программа. Здесь оказывается действенным принцип 
модульности. Он заключается в том, что исходная за-
дача разбивается на относительно независимые части; 
они реализуются отдельными программными модуля-
ми, которые затем связываются в единое целое на этапе 
компоновки [7]. 
Процесс разбиения одной сложной задачи на под-
задачи и распределение функций между модулями 
определяется принятым методом проектирования, а 
синтаксические и функциональные средства оформле-
ния программных модулей в виде законченных 
программных единиц определяются возможностями 
алгоритмического языка и операционной системы. 
Для объектно-ориентированных программных 
систем применяется иной подход [8]. Поскольку экзем-
пляры классов обмениваются сообщениями, опреде-
ляют для каждого класса поступающие его экзем-
плярам сообщения и на их основе строят диаграммы 
перехода (описать класс как конечный автомат). 
Строят также модели состояний для каждого объекта и 
определяют списки событий, изменяющих состояние 
объектов. 
После выделения классов и их неформального 
описания строятся модели процессов, которые должны 
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быть реализованы в будущем ПО. В такой модели от-
ражаются внешние события (действия пользователя) и 
вызываемые этими событиями действия с экземпля-
рами классов. Если пользователь указал все характери-
стики данного правильно, нужно построить экземпляр 
объекта “данное” и включить его в множество дан-
ных [9]. 
Разработка объектно-ориентированных про-
граммных систем для железнодорожного транспорта 
имеет свою специфику, в частности, необходимость 
поддерживать многоуровневые структуры данных и 
реализовывать структуру классов с наследованием 
[10], [11]. Выбор технологии разработки ПО для таких 
систем предлагается выполнять с помощью процедур, 
описанных в [12]. Методы разработки программного 
обеспечения возможно использовать в распределенных 
вычислениях в различных компонентах информацион-
ных систем на железнодорожном транспорте [13]. 
Таким образом, налицо многообразие существую-
щих подходов к разработке ПО, имеющих свои досто-
инства и недостатки. Выявились также общие задачи 
этапа реализации ПО ИС. 
Метод решения проблемы. Причины примене-
ния технологии типового проектирования ПО:  
– существенно снижаются затраты на проектиро-
вание, разработку и модернизацию ИС; 
– больше возможностей обеспечивать должный 
научно-технический уровень разработки ИС (в отличие 
от технологии индивидуального проектирования). 
Технология типового проектирования ПО явля-
ется одной из разновидностей индустриального проек-
тирования. Заключается в создании ПО информацион-
ной системы из готовых типовых элементов. 
Область применения: автоматизация деятельно-
сти таких объектов, для которых характерны общие 
правила функционирования и управления. В первую 
очередь, сюда относятся экономические системы, для 
которых характерны: 
– схожая структура и правила управления; 
– единые стандарты отчетности; 
– схожие комплексы используемых технических и 
программных средств; 
– единая цель существования: извлечение при-
были. 
Процесс проектирования ПО ИС состоит из сле-
дующих основных этапов: 
– разбиение проекта информационной системы на 
отдельные составляющие (компоненты); 
– выбор и приобретения имеющихся на рынке ти-
повых проектных решений (тиражируемых продуктов) 
для каждого компонента ИС; 
– настройка и доработка приобретенных типовых 
проектных решений в соответствии с требованиями 
конкретной предметной области. 
Должна быть принципиальная возможность де-
композиции информационной системы на множество 
составляющих компонентов (комплексов, подсистем, 
программных модулей). В зависимости от уровня де-
композиции информационной системы различают сле-
дующие классы типовых проектных решений: элемент-
ные, подсистемные, объектные. 
Типовое проектное решение (ТПР) – это представ-
ленное в виде комплекта проектной документации или 
набора программных модулей проектное решение, 
пригодное к многократному использованию. 
Основные черты ТПР: 
– типовые проектные решения ориентированы на 
автоматизацию деятельности множества однородных 
объектов (путем настройки под конкретные особенно-
сти каждого из них);  
– основная цель применения ТПР – уменьшение 
трудоемкости и стоимости проектирования или разра-
ботки ПО ИС; 
– создание ТПР возможно только после тщатель-
ного и всестороннего изучения предметной области и 
предполагает обобщение накопленного в частных слу-
чаях опыта (путем классификации, типизации, абстра-
гирования, унификации. 
Типовые решения бывают простыми или комби-
нированными. Простые ТПР охватывают только какой-
либо один вид обеспечения ИС, комбинированные – 
два и более. Примеры простых ТПР: классификаторы 
ИО, прикладные программы общего и специального 
назначения, инструктирующие руководства по управ-
лению бизнес-процессами, рекомендации по составле-
нию ТЗ. 
Требования, выдвигаемые к типовым проектным 
решениям: 
– возможность использования для создания новой 
ИС при минимальном участии разработчиков ТПР; 
– соответствие требованиям положений и стан-
дартов, распространяемых на информационную сис-
темы в целом или ее часть; 
– способность удовлетворять максимально воз-
можному числу потребностей в рамках своего функци-
онального назначения; 
– возможность адаптации к конкретным условиям 
проекта путем изменения параметров. 
В качестве типового элемента при элементном 
проектировании используются простые ТПР, относя-
щиеся к отдельной задаче ИС. В этом случае ИС ком-
плектуется как множество ТПР по отдельным разроз-
ненным задачам. Дополнительные элементы, для кото-
рых отсутствуют ТПР, разрабатываются вручную. 
Исходными данными для постановки и решения 
динамических задач синтеза системы модулей явля-
ются множество информационных массивов системы, 
для которых определены: входные, выходные и проме-
жуточные данные; множество альтернативных проце-
дур обработки данных, входящих в состав алгоритмов, 
обеспечивающих решение задач системы; возможные 
последовательности выполнения процедур в процессе 
обработки; способы обмена с внешней памятью 
модульной системы обработки данных; взаимосвязи 
процедур с информационными массивами; временные 
характеристики обращения к массивам. 
Выделим множество программных блоков  
 
П = {П1,П2,… ,П𝑛}, 
 
которые можно использовать при проектировании ПО 
ИС. Каждый блок характеризуется затратами на 
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разработку З1,З2,… ,З𝑛 и временем на разработку 
𝑇1 ,𝑇2,… ,𝑇𝑛 .  
Функциональность программной системы вклю-
чает в себя 𝑚 различных функций по обработке инфор-
мации  
 
𝐹 = {𝑓1 ,𝑓2,… ,𝑓𝑚}. 
 
Можно выделить два основных критерия оценки 
эффективности синтеза ПО ИС из функциональных 
блоков: затраты и время. 
Постановка задачи формулируется следующим 
образом: найти такое подмножество программных бло-
ков  
П′ ⊂ П, 
П′ = {П𝑖,П𝑘 ,… ,П𝑙}, 
 




З = Зсопр + З𝑖 + З𝑘 +⋯+ З𝑙 → min, 
𝑇 = 𝑇сопр + 𝑇𝑖 + 𝑇𝑘 +⋯+𝑇𝑙 → min, 
 
где Зсопр – затраты на сопряжение программных 
блоков, 
𝑇сопр– время на сопряжение программных блоков. 
Предлагается следующий метод решения задачи 
выбора типовых программных элементов. 
Шаг 1. Рассмотрим функцию 𝑓1 . Если программ-
ный блок П1 необходим при реализации этой функции, 
то З = З1, 𝑇 = 𝑇1. 
Шаг 2. Если программный блок П𝑖 необходим при 
реализации этой функции, то З = З + З𝑖, 𝑇 = 𝑇 + 𝑇𝑖 . 
Иначе переходим к шагу 3. 
Шаг 3. Если функция 𝑓1 реализована полностью, 
то переходим к рассмотрению функции 𝑓2 .  
Шаг 4. Если программный блок П1 необходим при 
реализации этой функции и он не был задействован при 
реализации предыдущей функции, то З = З + З1,  
𝑇 = 𝑇 + 𝑇1.  
Шаг 5. Если программный блок П𝑖 необходим при 
реализации функции, то З = З + З𝑖, 𝑇 = 𝑇 + 𝑇𝑖. Иначе 
переходим к шагу 5. 
Шаг 6. Если функция реализована полностью, то 
переходим к рассмотрению следующей функции 
Шаг 7. Если все функции рассмотрены, то оцени-
ваем Зсопр и 𝑇сопр и фиксируем затраты и время по пер-
вому варианту рассмотрения. 
 
З(1) = Зсопр + З, 
𝑇(1) = 𝑇сопр + 𝑇. 
 
Шаг 8. Начнем с рассмотрения функции f2 и 
повторим шаги 1–7. Зафиксируем затраты и время по 
следующему варианту рассмотрения. 





Таким образом, мы определили пару (З, Т), а 
также подмножество программных блоков П′, являю-
щееся решением задачи. 
Выводы. В работе проведён анализ проблемы 
обоснования выбора программных компонентов при 
проектировании программного обеспечения ИС, ана-
лиз технологий разработки программного комплекса в 
жизненном цикле ИС, исследован принцип модульно-
сти при проектировании ПО. 
На основании проведённого исследования разра-
ботан метод решения задачи выбора типовых про-
граммных элементов, предложены критерии выбора 
программных элементов, разработан алгоритм реше-
ния задачи обоснования выбора программных компо-
нентов. Полученные результаты работы опробованы на 
реальном примере – при проектировании ПО ИС, 
состоящей из 4 функциональных задач. 
Разработанный метод в результате небольших из-
менений может быть использован для обоснования 
выбора программных элементов при проектировании 
других видов ПО, и разрабатываемое программное 
обеспечение может быть улучшено за счёт увеличения 
его функциональности и сокращения затрат на разра-
ботку. 
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