Abstract:
INTRODUCTION
This study presents a comprehensive Arabic online text database called "Online-KFUPM Handwritten Arabic TexT (KHATT)" for possible use as a benchmarking database for Arabic online text recognition research. The database consists of natural Arabic online text that was written without any constraints. This database is a continuation of the work performed for the Arabic offline handwritten text database called "KHATT" [1] . The need for the Arabic online text database "Online-KHATT" is based on the lack of a freely available benchmarking natural Arabic online text database. During the data acquisition process of Online-KHATT, we have used the same input texts that were used to collect the KHATT database of offline Arabic text. In addition, we have used additional sources of text (described in [2] ) to increase the coverage of Online-KHATT. The source text of the unique paragraphs of the KHATT database had spelling mistakes, digits, rarely used diacritics, non-Arabic characters and rare symbols. In order to make the online text ready for Arabic online text recognition and enable normal natural language processing, we enhanced the source texts before collecting the online data. We corrected spelling mistakes, replaced digits with their equivalent words, removed rarely used diacritics, removed non-Arabic characters, and rare symbols. We also ensured that the resulting sentences are complete in meaning.
The Online-KHATT database was written by 623 writers using Android-and Windows-based devices that support electronic pens. Because we have used the unique paragraphs from KHATT, each writer wrote unique paragraphs in Online-KHATT. We then added samples of the fixed paragraph (i.e., a paragraph that contains all Arabic characters' shapes) of KHATT database to increase the frequency of less frequent characters. This approach was proven to be useful in improving recognition accuracy when used with training data [3] . We implemented a 3-level verification procedure to align the online text with its ground truth. The verified groundtruth database contains meta-data that describe the online text at the line level using text, InkML and XML formats. Errors that may occur during writing, such as missing/adding/touching dots and broken characters, were tracked and coded. We then generated a transliteration of the ground-truth data. A portion of the collected data was semiautomatically segmented into characters, and their ground truths were documented. These segmented characters allow researchers to test their own online text-segmentation algorithms or can be used as seed data for training online text classifiers. In addition, we present our experimental results on Online-KHATT database. We used the segmented characters to recognize Arabic online characters using selected features and classifiers.
In preparing Online-KHATT database, we had to address several challenges. Due to the lack of open source tools that could be used for collecting data from touch-based systems or for online text segmentation; we had to develop those tools in addition to other related tools. The limited number of devices resulted in making the online data collection process slower compared to offline data collection. Writers take time to write a form of Arabic online text and some of the writers required training. This resulted in less volunteers to participate in the data collection. In addition, during the verification phase, we found that some writers had poor handwriting, and some started by writing eligible text in the first few lines, and then wrote unreadable text, resulting in discarding of many collected forms. A number of errors in the collected text were common like missing or incorrectly written dots, broken letters, touching letters that should be separated, added symbols that are not in the source data, missing letters or symbols, substituted letters or symbols, and missing or added words. Addressing these issues took enough time from the research team.
The Online-KHATT database will be made freely available to researchers (http://onlinekhatt.ideas2serve.net/) for various Arabic online text-related applications, such as Arabic online text recognition, writer identification and verification, preprocessing, and segmentation. The main contributions of this paper thus can be summarized as follows:
An open vocabulary benchmarking database of online Arabic text of over 10,000 lines of Arabic online text written by 623 writers. Development of tools, techniques and procedures for online text collection, verification and transliteration. A dataset for segmented online Arabic characters and ligatures with ground truth labeling. A technique for classification of Online Arabic characters using DBN-based HMM.
The remainder of the paper is organized as follows. Section 2 presents a literature review of Arabic online text databases. In Section 3, we present the data collection and pre-processing steps used in this study. Section 4 details the data verification process and Section 5 describes the dataset of segmented characters. We then discuss the transliteration process of Online-KHATT in Section 6 and present the experimental results of the Arabic online character recognition algorithm using the Online-KHATT database in Section 7. Lastly, we present the conclusions of this study in Section 8.
RELATED WORK
In this section, we discuss previous studies related to Arabic online text databases. Several researchers have built Arabic online text databases at the text, word, character, and digit levels. Most of these databases are at the level of words, characters, and digits; only a few of the databases are at the Arabic online text level. In general, the reported databases have limitations regarding the text level, lexicon coverage, data size, and number of writers. In the following paragraphs, we mainly consider the databases that were introduced at the word and sentence levels and summarize those that were introduced at the character and digit levels.
Databases of Words and Sentences
Several studies have presented datasets of Arabic online words that were carefully selected to meet certain research goals. In [4] , a set of 800 Arabic words were selected such that the different shapes of Arabic letters were included with a nearly uniform distribution. Four writers wrote samples for this set of 800 words, while six additional writers wrote samples for 280 other words. Certain rules constraining the number, order, and location of the input strokes were followed. This dataset was used in [5] . In [6] , samples of Arabic words and isolated characters were collected from 40 writers. The dataset contains 1,578 samples of a list of 66 Arabic words selected to span all Arabic letter shapes. Half of the word samples (i.e., 839 words) and 27 of the writers of the isolated single characters were used for training; the remaining samples were used for testing. LMCA ("Lettres, Mots et Chiffres Arabe" in French) is an On/Off dual Arabic handwriting database presented in [7] that consists of on-and off-line samples of 500 Arabic words, 100,000 Arabic letters and 30,000 digits collected from 55 writers. The digit samples of the LMCA were used in [8] , while the words subset was used in [9] . In [10] , a database of online samples of Qur'anic Handwritten Words (QHW) was presented. The database was collected from 200 writers with a total of 12000 samples of the 120 most common words in the noble Qur'an.
The most popular database used for Arabic offline handwritten text recognition is the IfN/ENIT dataset [11] , which contains samples of 937 Tunisian city names. The institution that introduced the IfN/ENIT dataset (Institut für Nachrichtentechnik (IfN) in cooperation with the Research group on intelligent Machines (REGIM)) presented an online dataset for the same vocabulary called ADAB (Arabic Database). This database contains 33,164 Arabic words (174,690 characters) that were written by 166 different writers. ADAB database has been used in handwritingrecognition competitions [12 -13] to evaluate the participating systems. Thus, ADAB is probably the most widely used database to date in Arabic online text recognition research [14 -27] . However, that database suffers from the same limitations of IfN/ENIT (i.e., limited vocabulary, use of city names, and not being constructed with natural Arabic text).
Another database developed in the REGIM laboratory is called the "MAYASTROUN-database" [28] . This database is multilingual and is used for both on-and off-line, unconstrained, handwritten, cursive Latin and Arabic texts, words, characters, digits, signatures and mathematical expressions. The final version of this database contains 6,500 digits, 5,600 characters and 1,500 words written by 355 writers. The Arabic text lexicon is limited in this dataset.
In [29] , an Online Handwritten Arabic Sentence Database (OHASD) was presented. Samples of paragraphs with complete sentences ranging from 15 to 46 words were collected from different writers. The collected data were filtered by excluding erratic/illegible handwritings, resulting in 154 paragraphs written by 48 writers containing 3,825 words and 19,467 characters. Although this database contains higher-level text (i.e., sentences), it is limited in terms of lexicon, collected data size, and the number of writers. This database was used in [30, 31] .
The Large-Vocabulary Arabic Online Handwriting database (AltecOnDB) was built by the Arabic Language Technology Center (ALTEC) [32] . It was collected from approximately 1000 writers with 152,680 samples of 39,945 different words, including 325,477 samples of 14,740 PAWs (Parts of Arabic Words). The database contains samples of characters, digits and punctuation marks and has a subset called Set-H that is more suitable for writer-dependent research. This database was collected using a device that captures handwritten ink on ordinary paper. Natural writing on paper is much more controllable than online writing on touch screen devices, and the variability of touch-screen-penbased writing is much greater than of writing on paper. This database is not freely available and was used in [25] . Systems built using this database may have lower accuracies when used with touch-screen-pen-based devices.
Due to the difficulty of constructing comprehensive online databases, methods for generating synthetic databases of Arabic online script were presented in [27] , [33] . These methods are used to synthesize large sets of shapes for each part of a word in a given lexicon. This lexicon contains the desired words and a set of handwriting prototypes that could be extracted automatically from a given small dataset of word shapes or generated manually by human writers. This approach was used in [5] , [27] , [33] , [34] to generate synthetic databases. The datasets generated using such methods are not like natural online writing. Also, the errors during the generation of synthetic data may affect the subsequent phases in recognition. It is expected that systems trained with such data will have lower accuracies when used with real online devices.
Databases of Characters and Digits
Several databases were introduced at Arabic online character level. A database of the basic shapes of isolated Arabic characters was introduced in [35] . Approximately, 7,400 character samples were collected from 17 writers, where each writer wrote 24 samples for each character with no constraints on their handwriting style, leading to a wide variety of sizes and orientations. This dataset was also used in [36 -40] and was expanded in [41] by adding characters written by five more writers. A total of 28 letters representing the isolated forms of the standard Arabic alphabet were considered with their diacritical marks in a few studies. In [42] , Arabic letters were written five times by 10 writers, producing a dataset of 1400 samples; this dataset was used in [43] . Some other Arabic online character databases are described in [44 -49] . Refer to [50 -53] for databases of Arabic online digits. Table 1 summarizes the existing Arabic online text databases. As shown in Table 1 , we are not aware of any comprehensive and open-vocabulary Arabic online text database of adequate size that reflects the naturalness of Arabic text. Thus, the Online-KHATT database is built to address these needs. It contains 10,040 lines of Arabic online text written by 623 writers using Android-and Windows-based devices. The Online-KHATT database will be made freely available to interested researchers (http://onlinekhatt.ideas2serve.net/). 
DATA COLLECTION AND PREPROCESSING
This section describes several tasks, including the selection of data sources and data preparation and the collection and pre-verification phases of Arabic online text.
The Online-KHATT database uses the same raw data of unique paragraphs (viz. paragraphs two and three) of the KHATT database as the input text for data collection, along with some additional sources of text. The source texts of the KHATT database were taken from 40 books [1] . For ease of reference, Table 2 summarizes the sources of the collected KHATT data. The additional resources of the Online-KHATT database were taken from [2] that contains articles from Arabic journals. We added these new source-texts to improve the coverage of the Online-KHATT database. We used the unique paragraphs of the KHATT database to generate the forms of Online-KHATT. We also added samples of the fixed paragraphs of KHATT database, which contains all Arabic characters in all of their possible shapes, to increase the frequency of less frequent characters. The online text of paragraphs is split into lines and each line is saved in a separate file with proper naming. Hence, Online-KHATT consists of online text lines as a basic unit (A subset is available at the character level). At the postprocessing phase, the classified text of several lines may be combined into paragraphs for Natural Language Processing (NLP) processing to improve the classification accuracy.
Data Preparation
In this phase, we improved the KHATT source data in three stages of verification to ensure the consistency, correctness and suitability of the source data. In each stage, a reviewer checked the source data and removed undesired content (e.g. , general objectionable content, less frequent diacritical marks like Shaddah ( ) and Dhammah ( ), and non-Arabic characters along with special symbols). Reviewers also converted the numbers found in the raw source data into corresponding words to preserve the natural meaning of the text. The raw text sources were then stored in both text and spreadsheet formats.
To prepare the paragraphs of text for Arabic online text collection, we limited the number of words in a line of text to eight words to ensure a comfortable writing experience on tablets. Then, lines of text were grouped into paragraphs. Each paragraph contained 12 lines of text on average, and each user-written form had two paragraphs. Then, we organized the data into properly named folders. The naming scheme used for the lines of text was similar to that of the KHATT database ('Axxxx_PrgphNum_LineNum.txt', where Axxxx is the form number, PrgphNum is the paragraph number, and LineNum is the line sequence number).
Arabic Online Text Collection
We used eight devices with various screen sizes during the data collection process: seven Android-based systems (Samsung SM-P601 and SM-P605) and one Windows-based system (a tablet from Sony). This variety of devices helped provide different effects on the handwriting styles of the writers. Naturally, a volunteer writes better on larger tablet screens than smaller ones. In addition, a faster processing unit within a device could make a volunteer feel more comfortable while writing (e.g. , no time lag while writing).
We have developed both Windows-and Android-based versions of the data collection tool. Fig. (1) shows the interfaces of the software (Android version) for data collection. The software consists of writer registration and data entry interfaces. In the registration phase, a writer enters his/her information (e.g. , name, age, country of origin, gender, and handedness), as shown in Fig. (1a) . After entering the writer's information, the system displays the data entry interface, as shown in Fig. (1b-c) . An example of a paragraph of Arabic text written using the software is shown in Fig.  (1b) . The data entry interface allows entering, editing or modifying the written text.
The Windows-based version of the software has a layout that is similar to the Android-based version. To familiarize the data collectors with the process, we conducted an initial data collection process. On average, the writing of each form took approximately 15 minutes.
The collected data is saved in the Ink Markup Language (InkML) format (http://www.w3.org/TR/InkML/), while the ground truth is saved in the form of text files. The InkML data format from the World Wide Web Consortium (W3C) is used to represent data written using an electronic pen and supports the exchange of handwritten data between ink-aware modules, such as signature verifiers, handwriting and gesture recognizers. The naming scheme for an InkML file has the same naming format of the source-text files described earlier, except that an '.inkml' extension is used. Fig. (2) shows the content of an InkML file. As shown in Fig. (2) , all content appears within an <ink> element. The <trace> element is the basic data element of a InkML document and represents a sequence of contiguous ink points. Each data point is represented by four values (e.g. , X-coordinate, Y-coordinate, Pressure, Time), where X and Y are the coordinate location of the data point, Pressure describes the pen tilt and pen tip force, and Time records the timing information of each data point in the trace. The writer information is included in the <Annotation> element, where detailed writer information can be found. Fig. (1) . Interfaces of the data collection tool: (a) user information screen, and (b-c) data entry screens at the paragraph and line levels, respectively. In the Online-KHATT database, we have collected 881 verified forms written by 623 writers. Humans without context rejected other collected forms because they were not readable. Certain writers wrote more than one form to have more text from the same writers for classifiers that require more data for writer adaptation, writer identification, etc. Online-KHATT database incorporates writers with different age groups that can be divided generally into two which are less than or equal to 25 and greater than 25. Most of the writers are young people with higher education forming 77% of the database. In fact, nowadays most smart devices' users are young people. Also, it is noted that right-handed writers are forming 98% of the writers. Other Online-KHATT database statistics are summarized in Table 3 . Table 4 lists the word, character and line counts and the word uni-, bi-, and tri-grams of the training, validation and testing sets and of the full database. Table 5 shows the Out-Of-Vocabulary (OOV) statistics of the validation and test datasets compared to the training dataset in Online-KHATT. 
VERIFICATION OF ONLINE TEXT
Expert reviewers checked the collected unconstrained Arabic online text for writing quality. The objective of this phase was to identify text lines that were unreadable by humans without context and then divide the readable text lines into training, testing, and validation sets. Fig. (3a) shows samples of the accepted (i.e., readable) lines that were written in unconstrained mode, and Fig. (3b) shows text lines that were rejected because the text was unreadable by humans without context. We reviewed each form using a three-step process, in which different reviewers handled each step. The reviewers checked each form to verify whether the written online text matched the ground truth. Because a writer might have deviated from the text that he was supposed to write, the task of the reviewers was to modify the ground truth to match the written online text. Fig. (4) illustrates the flowchart of the verification phase for the Online-KHATT database. The same process illustrated in Fig. (4) is carried out by three reviewers independently to ensure correctness and consistency. When there is a difference between a word in the ground truth and the corresponding word in the online text, the word in the ground truth is changed to match the word in the online text. Fig. (5a) shows the ground truth of a line of Arabic text, and Fig. (5b) shows the corresponding online text. As shown in Fig. (5) , the word in the ground truth was written by the writer as . If there is a word/letter in the ground truth that was missed by the writer, that word/letter is deleted from the ground truth. Similarly, insertion of a new word/letter by the writer will result in adding that word/letter to the ground truth. A snapshot of the verification tool is given in Fig. (6) . 
‫"مما"‬ ‫"ما"‬
Through the verification process, we found that the primary errors in the written Arabic online text include: missing dots or incorrectly written dots, broken letters, touching letters that should be separated, added symbols that are not in the source data, missing letters or symbols, substituted letters or symbols, and missing or added words. The positions of these errors in the written text were tracked and coded in separate files that were attached to each online text line. This will be discussed in more detail in Section 6.
DATASET OF SEGMENTED CHARACTERS
The Online-KHATT database is available as Arabic online lines of text. Subsets of the lines in the Online-KHATT are segmented into characters. Some lines' were fully segmented into characters. However, some lines are not fully segmented into characters because some of their words are either unreadable or difficult to correctly segment.
The dataset of segmented Arabic characters may be used for Arabic online character recognition or for modeling Arabic characters for text recognition [54] . These segmented characters may also be used as seed characters to train classifiers or test online text-segmentation algorithms.
The segmentation process used in this study had two phases: segmentation and verification. The first phase is called semi-automatic segmentation, as the characters are extracted using a tool that needs human assistance. The tool specifies the proposed segmentation points of the text line. If the segmentation points are correct the user accepts them, and the tool saves the segmented characters. However, if some segmentation points are not proper then the user can modify them using a pen and then accept them and the tool saves them. Hence, the term semi-automatic segmentation. In this phase, began with semi-automatic segmentation of the words into characters or a set of characters (called ligatures). During this segmentation phase, certain information regarding each segmented character is recorded, including its position within the PAW (i.e., initial, middle, end or isolated), the sequence number of the character in the line and the transliteration of the character. Details of this transliteration step are addressed in Section 6. Fig. (7) shows the segmentation tool that was developed for this purpose. Fig. (8) shows a handwritten line of Arabic text with some of its words being segmented into characters. Fig. (9) shows samples of overlapped characters that were segmented into ligatures due to difficulties in segmenting such characters. Fig. (7) . Interface of the segmentation tool developed for semi-automatic segmentation of Arabic online text. After segmenting the Arabic online text lines into characters, the verification phase began with the ground truth of each character in the Arabic online text being matched that of the corresponding segmented character. The readability and the stroke boundary of each segmented character were evaluated to discard unreadable and incorrectly segmented characters. Fig. (10a) shows samples of unreadable segmented characters, while Fig. (10b) shows samples of incorrectly segmented characters. Each of the segmented characters that pass the verification phase is stored in InkML format. The file name for each segmented character contains the information recorded for the character during the segmentation process. The transliteration code of a ligature is formed by concatenating the transliteration codes of the constituent characters within that ligature. Table 6 shows the statistics of the segmented characters in the Online-KHATT database. As shown in the table, only a minor fraction of the total segmented characters is discarded due to readability and segmentation errors. Fig. (11) illustrates the distribution of the segmented character-samples. Note that in (Fig. 11) , the letters (Alif) and (Lam) have higher a number of samples compared with other Arabic characters because these characters occur more frequently. Fig. (11) . Distribution of the number of samples per character in the segmented Arabic characters dataset. 
TRANSLITERATION OF ARABIC ONLINE TEXT
In this section, we describe the transliteration process of online Arabic text using Latin symbols for the Online-KHATT database. For this process, we have used the transliteration codes from the benchmarking KHATT database. However, we have modified the transliteration coding of the KHATT database to accommodate the transliteration of Arabic diacritics. During the transliteration process, we represent each character using a maximum of three Latin letters. We have extended the KHATT transliteration of an Arabic character by one more Latin symbol to accommodate any diacritics in the character. For example, if the Arabic letter has a diacritic such as the Arabic fatha, , the transliteration of the letter will be "ra" concatenated with "f" (i.e., "raf"). The transliteration codes that are used for the Arabic characters are shown in Table 7 .
Handwritten text may contain writing errors (e.g. , touching characters, missing dots) that can affect text-recognition performance. Keeping track of such errors can help in the analyses of the recognition output. In the Online-KHATT database, we identified various writing errors and assigned a code to each type of error, as shown in Table 8 . During the transliteration process of a line of text, if an error was found in a written character, the corresponding error code from Table 8 was inserted after the character code from Table 7 . Table 8 lists all the writing errors that were tracked in the transliteration process along with their codes, descriptions and examples from the database. Table 7 . Transliteration codes for the Arabic characters and other symbols as used in Online-KHATT database. Missing dots #1-n# n dots of the character dots are missing.
Added Dots #1+n# n dots are incorrectly added to the character.
Broken letter #2n#
The character is broken into n segments.
Disconnected letter #3#
The character is disconnected from the previous character in the same PAW.
Touching letters #4# A character is touching the character that follows it. 
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Code Description Example
Touching diacritics/dots #5-n-type# n character dots are touching certain aspects of the text (e.g. , dots, diacritics, character). This error has three types: 1. Character: n character dots are touching the following character. This error has the error code #5-n-1# 2. Diacritics: n character dots are touching the diacritics of the following character. This error has the error code #5-n-2# 3. Dots: n character dots are touching the dots of the following character. This error has the error code #5-n-3#
Ligature character #6-n# The next n characters are ligature.
Missed Notch #7-n# The character is written with n missing notch(s).
CLASSIFICATION OF ARABIC ONLINE CHARACTERS
As a pilot recognition task, we built a character recognition system that recognizes the primary part (i.e., stroke) of the online Arabic characters (i.e., not including delayed strokes). Those characters have 28 different basic shapes. The segmented data described in Section 5 was used for this task. To make the data more useful for certain recognition tasks (e.g. , managing delayed strokes), a semi-automatic annotation was performed at the stroke level. The annotated dataset contains 19,780 samples of 108 characters. Because the collected text is natural text, the samples of the characters are not uniformly distributed, and certain characters occur less frequently. Certain samples were also discarded due to errors in the segmentation process. Combining characters with similar primary strokes resulted in high counts for certain models; and 100 samples for training and 30 samples for testing for other models. To normalize the results, we ran the experiments with 100 random samples for the training set and 30 samples from the testing set, and averaged the results of each class.
In the preprocessing phase, a number of operations were performed. A simplification process was performed by eliminating duplicate successive points within a stroke. A weighted-average smoothing filter was used to reduce noise and eliminate hardware imperfections and variations in the input handwriting signal caused by the acquisition devices. Due to variations in writing speed, the acquired points were not distributed evenly along the stroke trajectory. Interpolation and re-sampling operations were used to recover missing data or to force points to lie at uniform distances. The linear interpolation introduced in [55] was used for this purpose.
For classification, we used the DBN-based HMM classifier via the Bnet MATLAB tool version 7, which was written by Kevin Murphy and acquired from the following link: https://code.google.com/p/bnt. An HMM is a stochastic finite automaton that is denoted in the first order by λ and defined by the triple (π, A, B), where π is the vector of the initial state probabilities, A the state transition matrix, and B the observation probability distribution:
Bayesian Networks (BNs) or belief networks, also known as Probabilistic Networks (PNs) are representations of domains involving uncertain relations among a group of random variables. The extension of Bayes nets can be done using the Dynamic Bayesian Network (DBN) [57] to model semi-infinite collections of random variables, Z 1 , Z 2 ,…. The partition of the variables are Z t = (U t , X t , Y t ) representing the input, hidden and output variables. A DBN is a pair (B 1 , B → ), where B 1 is a BN which defines the prior P(Z 1 ), and B → is a two-slice temporal Bayes net (2TBN) which defines P(Z t | Z t-1 ) by means of a DAG (directed acyclic graph). An HMM can be represented as an instance of a DBN unrolled for 3 slices. Reference may be made to [57] for more details on the used classification technique.
In this study, we experimented with several types of features and certain variations of the classifier parameters, including the number of HMM states and the number of Gaussian mixtures. Several experiments were performed using the average of the local writing direction, which was represented by the cosine and sine trigonometric functions over a sliding window with a length of 15 points with an overlap of 5 points. We used 11 states and 16 Gaussian mixtures for all classes. The average recognition rate was 54% and the top-3 accuracy was 83%. Table 9 shows the confusion matrix, where 'char' is the character class and 'r%' is the recognition rate percent. For the sake of readability, the confusion value is highlighted with a red color scale starting by white for zero values (i.e. no confusion) and goes up with higher scales of red color for higher values (more confusion). We can notice that highest highlighted values are on or close to the diagonal. This is expected as it comes from recognizing the character correctly (on the diagonal) or confusing it with similar shapes (close to the diagonal) as can be seen for the characters Ha-B, and Ha-M. example, the beginning and middle forms of most Arabic letters are similar, their primary difference is a connecting stroke called "Kashida ("_")". Similarly, the isolated and end forms are similar for most of the Arabic letters. Fig. (12) shows samples of this type of error. This type of error occurred 119 times (i.e., approximately 30% of all errors). Combining the labels of the different forms of the same character into the same code, as performed in [3] , the recognition rate of the proposed method was 69%. This type of error may be less problematic because word processors use contextual analysis and display character shapes based on its position within the text (i.e., beginning, middle, end, or isolated). Inter-class errors: These errors are caused by the similarity between characters of different classes due to character segmentation. This type of error occurred 68 times (i.e., 17% of all errors). (Fig. 13) shows samples of these errors. Integrating shape context in the recognition of Arabic online text is expected to eliminate these errors. These errors disappear during online text recognition because the shapes of the beginning, middle, end, and isolated forms are different. Writing distortion and variation errors: This type of error results from writing distortions and variations that come from the unconstrained writing of online text. This type includes variations in the direction of writing movements (e.g. , Ma-B vs. Fa-B) or due to curvature (e.g. , Ba-E with the shape of end without a dot, vs. Ee-E). This type of error occurred 122 times (i.e., 31% of all errors), and examples of this type of error are shown in Fig. (14) . The differentiation of Ay-M and Fa-M was addressed in [56] . In general, most of these errors are expected to disappear during online text recognition. For example, Ma-B and Fa-B are differentiated by a dot over the Fa symbol and a lack of a dot in the Ma symbol. Writing these characters properly will result in different features as their shapes are different, allowing their correct classification. In other cases, more than one model should be used for certain classes to address the different ways of writing those classes. Genuine errors: These errors are due to different characters that look similar. These errors account for approximately 22% of all errors. An example of such an error is the confusion of Ha-B with He-B. To address these errors, more discriminant features and classifiers are required. We are currently addressing this issue in an extension of this study in online character and text recognition.
There is a trend to use deep learning for several computer vision problems including pattern recognition tasks such as handwriting recognition. For Arabic handwriting recognition, deep learning is successfully utilized to recognize offline handwritten Arabic characters as in [58 -60] . Moreover, the applicability of deep learning is also examined for the online case as in [61] , we plan to use for future work. Fig. (12) . Examples of intra class errors while recognizing Arabic characters based on primary shape only. Fig. (13) . Examples of inter class errors while recognizing Arabic characters based on primary shape only. 
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CONCLUSION
In this study, we presented an Arabic online text database (Online-KHATT). The Online-KHATT database contains 10,040 lines of Arabic online text with more than 80,000 Arabic words written by 623 writers. The source text of the Online-KHATT database covers several domains to ensure a wide range of topics. We applied a three-level verification procedure to the source text and to the written online text compared to the ground truth. The review process matched the ground truth with the written text images. We also included the transliteration of the database text and tracked writing errors at the character level, which researchers can use in their studies. These added resources could allow researchers of Arabic online text recognition to easily evaluate the performances of their systems.
A pilot Arabic online character recognition system that uses the segmented characters of the Online-KHATT database was presented. The results are encouraging because the data are unconstrained online data, in which variations are large, and different ways of writing the characters are used, where certain forms are unnatural (e.g. , writing in the reverse direction).
To the best of our knowledge, Online-KHATT database is the largest Arabic online text database in terms of the number of lines written with electronic pens using natural Arabic text. This database is freely available upon request for interested researchers. With its large Arabic online text and associated ground truth, transliteration, and other resources, we believe that the Online-KHATT database can be used as a benchmark database for studies related to online text recognition and related areas.
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