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(Alternately Fibonacci Paths in Quadratic Programming)








1, 1, 2, 3, 5, 8, 13, 21 (2)
( 1) 1 $F_{1}=1$ 8 $F_{8}=21$
[11, 12] $\{F_{n}\}$ 2 (3
)
$x_{n+2}-x_{n+1}-x_{n}=0$ , $x_{1}=1,$ $x_{0}=0$ (3)
[4,6,7,8,9,16]
1 $\{F_{n}\}$
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1.2 2
4 $x=(x_{1}, x_{2}, x_{3}, x_{4})$
(P4)
minimize $\sum_{n=0}^{3}[(x_{n}+x_{n+1})^{2}+x_{n+1}^{2}]$
(P4)subject to (i) $-\infty<x_{n}<\infty$ $n=1,2,3,4$
(ii) $x_{0}=c$ .
$c>0$ (P4) $\hat{x}=(\hat{x}_{1} ,\hat{x}_{2},\hat{x}_{3},\hat{x}_{4})$ $m_{4}$
$\hat{x}=(x_{0},\hat{x}_{1},\hat{x}_{2},\hat{x}_{3},\hat{x}_{4})=\frac{c}{F_{9}}(F_{9}, -F_{7}, F_{5}, -F_{3}, F_{1})$ (4)
$m_{4}= \frac{F_{8}}{F_{9}}c^{2}$
(P4) (D4) 4 $\mu=(\mu 0, \mu_{1}, \mu_{2}, \mu_{3})$
Maximize $2c \mu_{0}-\mu_{0}^{2}-\sum_{n=0}^{2}[(\mu_{n}+\mu_{n+1})^{2}+\mu_{n+1}^{2}]-\mu_{3}^{2}$
$(D_{4})$
subject to (i) $-\infty<\mu_{n}<\infty$ $n=0,1,2,3$ .
(D4) $\mu^{*}=(\mu_{0}^{*}, \mu_{1}^{*}, \mu_{2}^{*}, \mu_{3}^{*})$ $M_{4}$
$\mu^{*}=(\mu_{0}^{*}, \mu_{1}^{*}, \mu_{2}^{*}, \mu_{3}^{*})=\frac{c}{F_{9}}(F_{8}, -F_{6}, F_{4}, -F_{2})$ (5)
$M_{4}= \frac{F_{8}}{F_{9}}c^{2}$
(P4) (D4) 3
1. ( ) : $m_{4}=M_{4}$ . $c$ 2
$\frac{F_{8}}{F_{9}}$
2. (2 ) $(x_{0},\hat{x}_{1},\hat{x}_{2},\hat{x}_{3},\hat{x}_{4})$ $(\mu_{0}^{*}, \mu_{1}^{*}, \mu_{2}^{*}, \mu_{3}^{*})$
1 2









(alternately Fibonacci optimal section)
2.1
















condition, AFC) $(AF)_{P}$ $(AF)_{P}$
$(x_{1}, x_{2}, x_{3}, x_{4})$ (alternately Fibonacci path, AFP)
(AF)p $(x_{1}, x_{2}, x_{3}, x_{4})$ (alternately
Fibonacci section, AFS)
$($AF$)_{P}$ 8 1
$c+x_{1}$ , $x_{1}$ , $x_{1}+x_{2}$ , $x_{2}$ , $x_{2}+x_{3}$ , $x_{3}$ , $x_{3}+x_{4}$ , $x_{4}$
154
2 $F_{8}$ : $-F_{7}$ : $-F_{6}$ : $F_{5}$ : $F_{4}$ : $-F_{3}$ : $-F_{2}$ : $F_{1}$
$c-x_{1}$ , $-x_{1}$ , $-x_{1}+x_{2}$ , $x_{2}$ , $x_{2}-x_{3}$ , $-x_{3}$ , $-x_{3}+x_{4}$ , $x_{4}$
$F_{8}:F_{7}:F_{6}:F_{5}:F_{4}:F_{3}:F_{2}:F_{1}$
$[-c, c]$ 4
$x_{1},$ $x_{2},$ $x_{3},$ $x_{4}$ 8
(P4)
Step 1. $x_{0}=c(>0)$ $-x_{1}(>0)$ $[0, x_{0}](=[0, c])$ $\{c-(-x_{1})\}$ :
$-x_{1}=F_{8}:F_{7}(=21:13)$
Step 2. $x_{2}(>0)$ $[0, -x_{1}]$ $(-x_{1}-x_{2})$ : $x_{2}=F_{6}$ : $F_{5}(=8 :5)$
Step 3. $-x_{3}(>0)$ $[0, x_{2}]$ $\{x_{2}-(-x_{3})\}$ : $-x_{3}=F_{4}$ : $F_{3}(=3 :2)$
Step 4. $x_{4}$ $[0, x_{3}]$ $(-x_{3}-x_{4})$ : $x_{4}=F_{2}$ : $F_{1}(=1 :1)$
2.2
1 (Lucas formula) $\{F_{k}\}$ $n\geq 1$
$\sum_{k=1}^{n}F_{k}^{2}=F_{n}F_{n+1}$
(AF)P 4
$\frac{c+x_{1}}{F_{8}}=\frac{x_{1}}{-F_{7}}$ , $\frac{x_{1}+x_{2}}{-F_{6}}=\frac{x_{2}}{F_{5}}$ $\frac{x_{2}+x_{3}}{F_{4}}=\frac{x_{3}}{-F_{3}}$ , $\frac{x_{3}+x_{4}}{-F_{2}}=\frac{x_{4}}{F_{1}}$ .
(P4)

























$c-\mu_{0}$ , $\mu_{0}+\mu_{1}$ , $\mu_{1}$ , $\mu_{1}+\mu_{2}$ , $\mu_{2}$ , $\mu_{2}+\mu_{3}$ , $\mu_{3}$
$F_{7}$ : $F_{7}$ : $-F_{6}$ : $-F_{5}$ : $F_{4}$ : $F_{3}$ : $-F_{2}$





Step 1. $\mu 0(>0)$ $[-\mu_{1}, x_{0}](=[-\mu_{1}, c])$ $F_{7}:F_{7}(=13 :13)$
$[-\mu_{1}, c]$ $-\mu_{1}(>0)$ $[0, \mu_{0}]$ : $F_{7}(=8:13)$
Step 2. $\mu_{2}(>0)$ $[0, -\mu_{1}]$ $F_{4}$ : $F_{5}(=3 :5)$
Step 3. $-\mu_{3}(>0)$ $[0, \mu_{2}]$ $F_{2}$ : $F_{3}(=1 :2)$
$\mu_{0}$ 7




$\frac{c-\mu_{0}}{F_{7}}=\frac{\mu_{0}+\mu_{1}}{F_{7}}=\frac{\mu_{1}}{-F_{6}}$, $\frac{\mu_{1}+\mu_{2}}{-F_{5}}=\frac{\mu_{2}}{F_{4}}$ , $\frac{\mu_{2}+\mu_{3}}{F_{3}}=\frac{\mu_{3}}{-F_{2}}$ .
(D4)

















subject to (i) $-\infty<\mu_{n}<\infty$ $n=1,2,3,4$
(RP4) $\tilde{x}$
$\ovalbox{\tt\small REJECT}=(\tilde{x}_{1},\tilde{x}_{2},\tilde{x}_{3},\tilde{x}_{4}, x_{5})=\frac{c}{34}(1, -2,5, -13,34)$ (12)
(RD4) $\mu^{\star}$
$c$
$\mu^{\star}=(\mu_{1}^{\star}, \mu_{2}^{\star}, \mu_{3}^{\star}, \mu_{4}^{\star})=$ –$(-1,3, -8,21)$ (13)
34
$(\tilde{x}_{1}, \mu_{1}^{\star},\tilde{x}_{2}, \mu_{2}^{\star},\tilde{x}_{3}, \mu_{3}^{\star},\tilde{x}_{4}, \mu_{4}^{\star}, x_{5})$
$c=34$
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