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The performance of many superconducting devices is degraded in presence of non-equilibrium
quasiparticles in the superconducting part. One promising approach towards their evacuation is
the use of normal-metal quasiparticle traps, where normal metal is brought into good metallic
contact with the superconductor. A voltage biased normal-metal–insulator–superconductor junction
equipped with such a trap is used to investigate on the trapping performance and the part played by
the superconducting proximity effect therein. This involves an appropriate one-dimensional model
of the junction and the numerical solution of Usadel equations describing the non-equilibrium state
of the superconductor. The functionality of the trap is determined by the density of states (DOS)
at the tunnel barrier. Herein, the proximity effect leads to two antagonistic characteristics affecting
the trapping performance: the beneficial reduction of the DOS at an energy |E | =∆BCS versus the
contraction of the spectral energy gap causing quasiparticle poisoning. For both effects the trap
position is decisive, which needs to be taken into account for optimizing the trapping performance.
In addition, the conversion between dissipative normal and supercurrent inside the superconducting
part with its impact on the quasiparticle density is studied.
I. INTRODUCTION
Mesoscopic superconductors are easily driven out of equi-
librium, often leading to the generation of quasiparticles
(QPs). Furthermore, there is convincing experimental ev-
idence for the existence of a residual QP population even
at low temperatures [1–5], exceeding the expected equilib-
rium density. The non-equilibrium QPs have a detrimental
impact on most superconducting devices, e.g. causing deco-
herence in superconducting qubit systems [5–12], lowering
the efficiency of micro-refrigerators [13–16], or preventing
the experimental detection of the 2e periodic Coulomb stair-
case in single Cooper pair transitors [17–20].
Sufficient cooling down to temperatures far below the crit-
ical temperature might help for some technical applications
since thermal QPs are (almost) absent due to the spectral
energy gap in the excitation spectrum. One important pro-
cess during QP relaxation is their electron-phonon medi-
ated recombination [21] to form Cooper pairs, along with
the emission of phonons with energy ħω& 2∆. The related
time scale is controlled not only by the phononic DOS at
ħω& 2∆, but also by the phonon’s pair breaking potential to
excite new QPs, effectively increasing their lifetime [21–26].
Thus, reaching complete thermalization might take too long
to be practical for most quantum computing applications
based on superconducting elements. Furthermore, the gen-
eration of non-equilibrium QPs is intrinsic to qubit control
techniques using single flux quantum pulse sequences [27–
29], while different strategies to minimize QP generation and
poisoning are available [29].
Evacuating and trapping QPs in less active regions of the
device seems to provide a practicable way to improve the de-
vice performance. Most of the current trapping techniques
share a common principle: Spatial variations in the super-
conducting order parameter deform the energy landscape
the QPs reside in, thereby introducing accumulation regions
for the QPs where they are trapped in after relaxing. This can
be achieved by engineering gap inhomogeneities [19, 30, 31]
directly affecting the order parameter, or by exploiting the su-
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FIG. 1. (Not to scale) Schematic of a QP injector with attached
normal-metal trap. A mesoscopic superconducting wire (blue part)
is connected to a big normal metal reservoir (partially shown by
left gray part) via a thin tunnel barrier (black part). The reservoir is
kept at temperature T = 0 K and potential eV measured from the
superconductor’s one. At its end the superconductor is covered in
good metallic contact with another normal metal with length L2,
serving as QP trap, and is electrically grounded. In what follows,
this setup is referred to as setup 2. The trapping performance is
investigated by comparing the non-equilibrium steady states of
this setup and another QP injector with the same dimensions and
parameters but without attached trap. This reference setup is called
setup 1 in the following. The origin x = 0 is located at the left edge of
the QP trap. The dimensions w and di in the transverse directions
y and z are assumed to be much smaller than the superconducting
coherence length ξ0, which allows for a one-dimensional model of
the setup.
perconducting proximity effect of a normal metal on a super-
conductor, which occurs in normal-metal vortex penetration
due to external magnetic fields [32–36] or when purposely
bringing both metals in good metallic contact [13, 37–43]
[44].
We focus on the QP trapping performance of the latter
technique, a normal metal in good metallic contact with a su-
perconductor. As is shown in Fig. 1, a superconducting island
S of length LS = L1+L2 is connected via a tunnel junction (I )
to a normal metal (N ) reservoir hold at temperature T = 0
and potential eV measured from the superconductor’s one.
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2QPs are injected into, diffuse through and exit the supercon-
ductor via the electrical grounding at the superconductor’s
end. A thin normal metal partially covering the supercon-
ducting island in a distance of L1 to the injector serves as QP
trap.
We study the role of the proximity effect on the non-
equilibrium steady-state of the superconducting island, es-
pecially in regard to the density of QPs. In order to deter-
mine the efficiency of the trap and its influence on the QP
distribution nqp(x) inside the S-island, nqp(x) has to be com-
pared with that of an NIS-junction with the same geometry
but without a covering metal. In the following, we will refer
to this reference setup as setup 1, whereas the setup with
normal-metal trap is referred to as setup 2.
Usually, the dynamics and the steady-state of the QP dis-
tribution are studied by using a phenomenological diffusion
equation for the QP density, taking into account their in-
teraction with phonons and loss mechanisms due to QP
recombination and trapping [23, 24, 35, 39, 45–49]. Here,
we follow a different approach and make use of the Usadel
formalism [50–52], which is a convenient tool to study dirty
mesoscopic proximity systems in and out of equilibrium and
was applied in various fields [47, 53–66]. In particular, it was
used for a detailed theory of non-equilibrium phenomena in
a superconductor in contact with a normal-metal trap, given
in [66]. This formalism gives access to spectral quantities
such as the QP DOS, and also to non-equilibrium quantities
such as the QP population and current densities.
The paper is structured as follows: In Sec. II we give the
appropriate Usadel equations and matching conditions nec-
essary for an inhomogeneous overlap geometry. The numer-
ical results are presented in Sec. III. We conclude with Sec. IV
giving final remarks.
II. THEORETICAL FRAMEWORK
For mesoscopic systems in and out of equilibrium, the
physical information can be encoded in the Keldysh Green’s
functions Gˇ =
(
Rˆ Kˆ
0 Aˆ
)
, where Rˆ, Aˆ and Kˆ are referred to as
retarded, advanced and Keldysh component, respectively.
In the dirty limit, i.e. when the QPs undergo frequent elas-
tic scattering with a scattering rate τ−1 and their motion is
diffusive due to a high impurity concentration, the Keldysh
Green’s functions obey the Usadel equations [50]. In the
case of superconductivity, the form of the underlying equa-
tions is the same as for normal metals when passing to the
Nambu (or particle-hole) space [67]. In this case, the com-
ponents Rˆ, Aˆ, Kˆ of the Keldysh Green’s functions become
2×2-matrices, and the Usadel equations read
ħD∇(Gˇ∇Gˇ)= [−iE τˇ3+ ∆ˇ,Gˇ] . (1)
Here, D = v2Fτ/3 with the Fermi velocity vF denotes the dif-
fusion constant and
τˇ3 =
(
τˆ3 0
0 τˆ3
)
, ∆ˇ=
(
∆ˆ 0
0 ∆ˆ
)
, ∆ˆ=
(
0 ∆
∆∗ 0
)
d1
d2
x
S1,∆1
S2,∆2
z
FIG. 2. Overlap geometry composed of two superconducting metals
S1/2 with thickness d1/2 and superconducting order parameter
∆1/2.
with the Pauli matrices τˆi .
When the (inverse) proximity effect cannot be neglected,
as it is the case for setup 2, these equations must be sup-
plemented by the self-consistency equation for the order
parameter,
∆= N0λ
8i
ħωD∫
−ħωD
Tr
{
(τˆ1− i τˆ2) Kˆ
}
dE . (2)
Here, λ, N0 and ωD denote the strength of the attractive pair
interaction, the normal-state DOS at the Fermi energy and
the Debye frequency, respectively.
The N-metal reservoir at x =−L1 is assumed to be unaf-
fected by the proximity effect.
One-dimensional model
Mesoscopic wires with transversal dimensions much
smaller than the superconducting coherence length can be
sufficiently treated as one-dimensional. In this section we
show how the inhomogeneous overlap geometry shown in
Fig. 1 due to the only partial covering by the normal-metal
trap can be approximated by a one-dimensional setup. This
is done in two steps: First, we consider the homogeneous
overlap part extending in the interval x ∈ [0,L2] ignoring the
rest and derive one-dimensional Usadel equations for the
Keldysh Green’s function Gˇ . Essentially, they show that the
overlap part behaves as a superconductor S′ with an altered
superconducting order parameter. In the last step, we review
the appropriate matching conditions to apply at x = 0 be-
tween the uncovered S-part and the fictitious S′-part, which
are necessary due to the different transversal thicknesses.
First step: overlap geometry
Consider an infinite overlap geometry composed of two su-
perconducting metals S1/2 with thickness d1/2 and supercon-
ducting order parameter∆1/2, as shown in Fig. 2. The Green’s
functions Gˇ1/2 of the two metals each obey Usadel equations
with associated ∆1/2 and boundary conditions: At z =±d1/2
the normal derivative of Gˇ1/2 vanishes, ∂zGˇ1/2
∣∣
z=±d1/2 = 0,
and at z = 0 ones requires Gˇ1 = Gˇ2 and ∂zGˇ1 = ∂zGˇ2 [68],
where ∂z denotes the partial derivative with respect to z.
3For thicknesses small compared to the superconducting
coherence lengths, d1,d2 ¿ ξ0 = min{ξ1,ξ2} with ξi =√ħD/∆i , the Green’s functions can be expanded in a se-
ries in z/ξ0. The boundary conditions are fulfilled by the
expansion
Gˇ1/2(x,z)≈ Gˇ0(x)+δGˇ(x)
(
z
ξ0
± z
2
2d1/2ξ0
)
(3)
with two yet unknown Green’s functions Gˇ0,δGˇ . Note that
the only z-dependence of Gˇ comes from the last term, i.e. Gˇ0
and δGˇ only depend on x. The Usadel equations for the two
metals can now be used to find Gˇ and δGˇ : Plugging the above
series Eq. (3) for either Gˇ1 or Gˇ2 into the associated Usadel
equations, neglecting all terms with a z-dependence and
assuming Gˇ0−
(
d1(2)/ξ0
)
δGˇ ≈ Gˇ0 one finds for the correction
ħDδGˇ = ξ0d1(2)Gˇ0
{
ħD ∂
∂x
(
Gˇ0
∂Gˇ0
∂x
)
− [−iE τˇ3+ ∆ˇ1(2),Gˇ0]} ,
and using this expression in the other Usadel equation one
obtains 1D Usadel equations for Gˇ0
ħD ∂
∂x
(
Gˇ0
∂Gˇ0
∂x
)
=
[
−iE τˇ3+ ∆ˇ,Gˇ0
]
with ∆ˇ= (d1∆ˇ1+d2∆ˇ2)/(d1+d2), which is just the over the
transverse direction averaged superconducting order param-
eter. The retarded component gives the spectral Usadel equa-
tions already obtained in Refs. [47, 51, 69].
In the case of a normal metal there is no universal length
scale such as the coherence length. Instead, one can intro-
duce the energy dependent length scale ξE =
pħD/|E |. The
above derivation then requires dN ¿ ξE for all relevant ener-
gies. This gives the energy constraint |E |¿
√
ħD/d2N ≡ ETh
with the Thouless energy ETh [70]. The relevant energies
for the spectral properties and transport processes in NIS-
junctions at T = 0 are ∆BCS and e|V |, which are both small
compared to ħωD for the present study. For dN ¿ ξ0 the
associated ETh is comparable to ħωD and thus the above
treatment of the overlap geometry is valid.
Second step: matching conditions
Now, we return to the finite overlap geometry (see Fig. 1)
and present matching conditions at x = 0 for the Green’s func-
tions. How does the current density distribute transversely
over the heterostructure? One might expect it to follow the
path of least resistance by aggregating inside the supercon-
ductor. However, although a spatially non-continuous pa-
rameter (i.e. the superconducting order parameter) enters
the exact two-dimensional Usadel equations, the distribu-
tion functions fL/T – and thus also the current densities –
are, as solutions to a second-order differential equation, in-
deed continuous differentiable quantities. Consequently, in
the small thickness limit, d1,d2 ¿ ξ0, with bordering hard
walls, ∂z f = 0, the distribution functions have nearly no
transverse dependence, and thus the current densities dis-
tribute homogeneously over the transverse direction as well.
As current is conserved by the exact two-dimensional kinetic
Usadel equations, one has to require for the approximate
one-dimensional Usadel equations
d1
∂ fl
∂x
∣∣∣∣
x=0
= (d1+d2) ∂ fr
∂x
∣∣∣∣
x=0
, (4)
in addition to the usual continuity fl = fr at x = 0. The sub-
scripts l/r refer to “left” and “right” with respect to the con-
tact at x = 0, where the two metals with different thickness
meet.
There is no conserved quantity for the spectral Usadel
equations in general. [71] In order to reduce the number of
variables in a system, one usually averages the Green’s func-
tions Gˇ(r) over the silent directions the Green’s functions do
not depend on. Consequently, at locations where metals with
different cross-sectional area are in contact, the so defined
new Green’s functions are not continuous differentiable. To
see that, consider e.g. the present setup Fig. 1:
∂Gˇl
∂x
∣∣∣∣
x=0
= 1
d1
d1∫
0
∂Gˇ
∂x
∣∣∣∣
x=0
dz
∂Gˇr
∂x
∣∣∣∣
x=0
= 1
d1+d2

d1∫
0
∂Gˇ
∂x
∣∣∣∣
x=0
dz+
d2∫
d1
∂Gˇ
∂x
∣∣∣∣
x=0︸ ︷︷ ︸
=0
dz

⇒d1 ∂Gˇl
∂x
∣∣∣∣
x=0
= (d1+d2) ∂Gˇr
∂x
∣∣∣∣
x=0
, (5)
where the last integral in the second line vanishes due to the
hard-wall boundary condition.
Together with the usual continuity Gˇl = Gˇr at x = 0 the
matching conditions Eq. (5) describe the local conservation
law of the spectral current Gˇ∂xGˇ . They can be generalized
taking into account arbitrary cross-sectional areas and con-
ductivities for the two metals in contact [68]. Furthermore,
the Keldysh components of Eq. (5) imply the matching con-
ditions Eq. (4) for the distribution functions.
Parameterization of Green’s functions
The normalization requirement GˇGˇ = 1ˇ for the Keldysh
Green’s functions reads in terms of Rˆ, Aˆ, Kˆ
RˆRˆ = Aˆ Aˆ = 1ˆ
RˆKˆ + Kˆ Aˆ = 0.
It thus allows for the so called trigonometric θ-
parameterization
Rˆ =
(
cos(θ) sin(θ)eiφ
sin(θ)e−iφ −cos(θ)
)
Aˆ =−τˆ3Rˆ†τˆ3, Kˆ = Rˆhˆ− hˆ Aˆ
4with two complex quantities θ(E ,x) and φ(E ,x). The matrix
hˆ is related to the distribution functions for electrons fe and
holes fh by
hˆ =
(
1−2 fe 0
0 2 fh −1
)
.
It is convenient to split the distribution matrix into odd and
even component with respect to the Fermi surface, hˆ = fL +
fT τˆ3, where fL/T refer to the “longitudinal” and “transverse”
modes, respectively [72, 73].
In units of the coherence length ξ0 =
√ħD/∆BCS and∆BCS
the Usadel equations (1) and self-consistency equation (2)
read
1
2
∂2θ
∂x2
+
[
i²− 1
2
cos(θ)
(
∂φ
∂x
)2]
sin(θ)+
cos(θ)
∆e−iφ+∆∗eiφ
2
= 0 (6)
∂
∂x
(
−isin2 (θ) ∂φ
∂x
)
− sin(θ)
(
∆e−iφ−∆∗eiφ
)
= 0
∂ jE
∂x
= 0, jE =DL ∂ fL
∂x
−T ∂ fT
∂x
+ jS fT (7)
∂ jC
∂x
=R fT −L fL , jC =DT ∂ fT
∂x
+T ∂ fL
∂x
+ jS fL (8)
∆= λ
2i
ħωD
∆BCS∫
0
[
sin(θ)eiφ( fL − fT )− sin
(
θ∗
)
eiφ
∗
( fL + fT )
]
d².
(9)
The energy dependent coefficients appearing in the ki-
netic equations (7)-(8) are given by
DL = 1
4
Tr
{
τˆ0− Rˆ Aˆ
}
= 1
2
[
1+|cos(θ)|2−|sin(θ)|2 cosh(2Im{φ})]
DT = 1
4
Tr
{
τˆ0− Rˆτˆ3 Aˆτˆ3
}
= 1
2
[
1+|cos(θ)|2+|sin(θ)|2 cosh(2Im{φ})]
jS = 1
4
Tr
{
τˆ3
(
Rˆ
∂Rˆ
∂x
− Aˆ ∂Aˆ
∂x
)}
= Im
{
sin2(θ)
∂φ
∂x
}
T = 1
4
Tr
{
τˆ3 AˆRˆ
}= 1
2
|sin(θ)|2 sinh(2Im{φ})
L = 1
2
Tr
{
τˆ3∆ˆ
(
Aˆ− Rˆ)}=−Re{sin(θ)(∆e−iφ−∆∗eiφ)}
R = 1
2
Tr
{
∆ˆ
(
Rˆ+ Aˆ)}=Re{sin(θ)(∆e−iφ+∆∗eiφ)}
Here,DL andDT play the role of normalized diffusion coeffi-
cients for the energy ( jE ) and charge ( jC ) current densities,
respectively,T is a cross-diffusion term and jS gives the den-
sity of supercurrent carrying states. The coefficientsR and
L are related to a leakage current, whereasR in particular
is connected to Andreev reflection [74].
These equations must be supplemented with appropriate
boundary conditions. The Kuprianov-Lukichev boundary
conditions [68] at the tunnel junction, x = −L1, read using
the above parameterization
r
∂θ
∂x
= sin(θ)
∂φ
∂x
= 0
rDL/T
∂ fL/T
∂x
=NS
[
fL/T − f (R)L/T
]
,
with the distribution functions of the reservoir
f (R)L/T =
1
2
[
sign(E +eV )± sign(E −eV )] .
At the grounding, x = L2, the distribution functions re-
cover their equilibrium value, fL = sign(E), fT = 0, whereas
hard-wall boundary conditions ∂x Rˆ = 0 are assumed for the
spectral quantities, which read ∂xθ = ∂xφ= 0.
From the kinetic equations (7)-(8), it is evident that the
spectral energy current, and thus also the physical energy
current JE ∝
∫
E jEdE is conserved. The spectral charge cur-
rent, however, is not conserved. Instead, the leakage current
jleak =R fT −L fL describes its spectral redistribution (see
Fig. 10). The conservation of the physical charge current is
not so obvious: With the explicit definitions ofR andL and
the order parameter Eq. (9), the energy integral of the RHS of
Eq. (8) can be rewritten as
ħωD
∆BCS∫
0
(R fT −L fL)d²=
ħωD
∆BCS∫
0
Re
{
∆sin(θ)eiφ( fL + fT )−∆∗sin(θ)eiφ
∗
( fL − fT )
}
d²
=2Re
−i
|∆|2
λ
+ i
ħωD
∆BCS∫
0
Im
{
∆sin(θ)e−iφ
}
( fL + fT )d²
= 0.
Hence, the physical charge current is indeed conserved,
∂x JC ∝
∫
∂x jCd²=
∫
jleakd²= 0.
III. NUMERICAL RESULTS
If not mentioned otherwise we take as parameters L1 =
L2 = 2ξ0 for both setups, and dN = dS ¿ ξ0 for setup 2.
Order parameter
For setup 1, the inverse proximity effect from the normal-
metal reservoir only leads to a slight spatial modification of
the superconducting order parameter, as seen in Fig. 3 (a).
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FIG. 3. Spatial profile of the superconducting order parameter along
the superconductor, computed for eV = 0. For setup 1 (top panel
(a)) the inverse proximity effect of the normal-metal reservoir on the
superconductor is almost negligible due to the tunnel barrier, hence
the order parameter only slightly deviates from the bulk value. The
good metallic contact of the normal metal in setup 2 (bottom panel
(b)) leads to a halving of the order parameter (for dS = dN ) of the
underlying superconducting part, which also influences the rest of
the superconductor. Note that at the injector with a distance of L1 =
2 to the normal-metal trap, the superconducting order parameter
recovers to over 95 % of its bulk value.
Fig. 3 (b) shows the great impact of the proximity effect
of the normal-metal trap on the superconductor: It reduces
the order parameter of the underlying superconductor to a
bulk value of dS∆BCS/(dS +dN ), which, in turn, leads to a
reduction of the order parameter of the uncovered supercon-
ducting part. Their mutual adjustment leads to a stronger
bending on the uncovered site, since the SN bilayer has a
greater thickness of dS +dN . Moreover, the discontinuity at
x = 0 in the superconducting order parameter and the elec-
tron pairing interaction strength λ is such that the pairing
amplitude F =λ∆ is continuous.
Furthermore, for both setups a dependence on the applied
voltage, due to QP injection or formation of a supercurrent,
is hardly discernible, which is in accordance with numerical
results showing that nqp/(N0∆BCS)¿ 1 and JS/Jcrit ¿ 1 with
the critical supercurrent density Jcrit ≈ 34∆BCSσN /(eξ0) [54]
(see Fig. 7 and Fig. 8 below).
Density of states
Within the Usadel formalism, the QP DOS can be com-
puted from the retarded Green’s function via
NS(E ,x)= N0
2
Re
{
Tr
{
Rˆ(E ,x)τˆ3
}}=N0Re{cos(θ(E ,x))} .
Fig. 4 shows the superconducting DOS for both setups at
the QP injector. For setup 1 (dashed line) the DOS almost
coincides with that of a BCS bulk superconductor (dotted
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5
E/∆BCS
0
1
2
3
4
5
6
7
N
S
/N
0
Ω2
sub-gap states
without trap with trap
0.95 1.0 1.05
0.00
0.15
0.30
FIG. 4. Comparison of the superconducting DOS at the QP injector
(x = −L1) for setup 2 (dashed line) and setup 1 (solid line), com-
puted for eV = 0. The respective deviations from the BCS bulk DOS
(dotted line, almost entirely covered by solid line) result from the
proximity effect. There, the influence of the normal-metal reser-
voir is again almost negligible due to the tunnel barrier (see inset).
For setup 2, the proximity effect from the normal-metal trap re-
sults in a significant reduction of the spectral energy gap to a value
Ω2 ≈ 0.56∆BCS, accompanied by a reduction of the BCS peak at
an energy |E | =∆BCS, while the superconducting order parameter
∆ almost recovers its BCS bulk value (see Fig. 3 (b)). The sub-gap
states, depicted by the grey-shaded areas, with energies |E | <∆BCS,
for which the bulk DOS vanishes, are additionally available for oc-
cupation.
line). The inverse proximity effect from the normal-metal
reservoir on the superconductor is strongly suppressed due
to the tunnel barrier and only leads to a slight broadening
of the BCS energy gap with a small but non-vanishing DOS
for energies |E | ≤ ∆BCS, revealing the existence of sub-gap
states, i.e. states with energy |E | < ∆BCS for which the BCS
DOS vanishes (see inset of Fig. 4).
For setup 2 the pronounced reduction of the spectral en-
ergy gap Ω2 in the DOS with a significant increase in the
number of sub-gap states and the reduction of the peak
at |E | = ∆BCS are most salient. As Fig. 5 illustrates, this is
traced back to the close proximity of the normal-metal trap
(L1 = 2ξ0 for top panel (a)) with a distance of L1 = 2ξ0, as
these features almost recover their BCS bulk behavior for
L1 = 10ξ0 (see bottom panel (b)). Note that this in contrast to
the superconducting order parameter, which almost recov-
ers its BCS bulk value at the injector for L1 = 2ξ0 (see Fig. 3).
Such discrepancy between the spectral energy gapΩ in the
DOS and the absolute value of the order parameter |∆| are
known from gapless superconductivity, which can occur in
both equilibrium and non-equilibrium situations [75] and in
hybrid structures in thermal equilibrium with striking agree-
ment between experiment and theory based on the Usadel
formalism [76].
See Fig. 5 (a) for the DOS at different positions within the
superconductor.
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FIG. 5. Superconducting DOS at the QP injector (dashdotted line),
side of the trap facing the injector (solid) and electrical grounding
(dashed line) for a distance of L1 = 2ξ0 (top panel (a)) and L1 = 10ξ0
(bottom panel (b)) between the QP injector and the normal-metal
trap (see Fig. 1 for setup details), computed for eV = 0. The DOS
approaches the BCS bulk behavior with increasing distance from
the trap, hence losing the striking features of setup 2 with L1 = 2ξ0
(see Fig. 4), which are thus caused by the proximity effect from the
normal-metal trap.
Quasiparticle injection
The density of populated QP states nqp = nh +ne has con-
tributions
nh(x)=
0∫
−ħωD
NS(E ,x) fh(E ,x)dE
from hole-like excitations with E < 0 and
ne (x)=
ħωD∫
0
NS(E ,x) fe (E ,x)dE
from electron-like excitations with E > 0. Using the particle-
hole symmetry NS(−E )=NS(E ) and fh(−E )= fe (E ), the total
density of QPs can be written as
nqp(x)=
ħωD∫
0
NS(E ,x)
[
1− fL(E ,x)− fT (E ,x)
]
dE . (10)
At the grounding, the distribution functions re-
cover their zero-temperature equilibrium values,
fL(E) = sign(E), fT (E) = 0, so that the QPs are forced
to vanish there, nqp(x = L2) = 0. Fig. 6 shows the spatial
profile of the QP density nqp(x) along the superconductor
for an applied voltage of e|V | = 10∆BCS. The trap leads to a
reduction of the QP density throughout the superconductor.
For setup 1 the proximity effect is strongly suppressed.
Consequently, the superconductor is almost homogeneous,
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FIG. 6. Comparison of the QP density along the superconductor
with (solid line) and without (dashed line) trap for a voltage e|V | =
10∆BCS. With attached trap the QP density is reduced throughout
the superconductor. For setup 1, the superconductor is almost
homogeneous due to the negligible proximity effect, and therefore
the diffusion of the QPs through the superconductor result in a
linear curve, in accordance with the approximate solutions given
in the appendix. The kink in the dashed line for setup 2 results
from the changing thicknesses at x = 0 (see Fig. 1), entering via the
effective matching conditions Eq. (5).
the spectral coefficients that enter the kinetic Usadel equa-
tions (7)-(8) are spatially independent, and the diffusion
of the QPs through the superconductor leads to a linear
change in the QP density. The approximate solutions, which
assume a homogeneous superconductor and are given in
the appendix, are in good agreement with the numerical
results.
The presence of the sub-gap states in the DOS Fig. 4 makes
a QP injection possible for voltages e|V | <∆BCS (see Fig. 7).
Trapping performance
The trapping performance can be demonstrated and quan-
tified by a direct comparison of the density of injected QPs
for both setups, see Fig. 7: At a voltage e|V | slightly above
∆BCS, the QP density for setup 1 is bigger than that for setup
2 by a factor of approximately 7.6. This is due to the inverse
proximity effect, which leads to a significant reduction in
the DOS at |E | = ∆BCS [77] (see Fig. 4). However, since the
total number of available states is not altered by the (inverse)
proximity effect,
ħωD∫
−ħωD
(NS −N0)dE = 0,
the reduction of the |E | = ∆BCS peak is accompanied by a
softening of the spectral energy gap down to Ω≈ 0.56∆BCS
with the existence of the sub-gap states. This feature is pro-
nounced much more significantly for setup 2, which leads to
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FIG. 7. QP density at the injector as function of applied voltage
with (dashed line) and without (solid line) trap. The two striking
features of the DOS for setup 2 (see Fig. 4), caused by the proximity
effect, influence the efficiency of the trap competitively: While the
reduction of the DOS at an energy |E | =∆BCS leads to the strongly
reduced QP density at an injection voltage e|V | = ∆BCS, the new
available sub-gap states lead to QP poisoning, i.e. their occupation
at lower voltages. The off-set between the parallel linear curves
at higher voltages is explained below by the conversion between
dissipative normal and supercurrent.
QP poisoning for voltages e|V | <∆BCS, i.e. higher QP densi-
ties. Note, however, that the ratio of QP densities for setup
2 and setup 1 is not higher than approximately 1.4, even
though the DOS differ significantly from each other for ener-
gies |E | <∆BCS.
The location of the trap plays a decisive role in the trapping
performance as the superconducting DOS recovers its bulk-
form with increasing distance to the trap. Consequently,
in the limit L1 À ξ0 the trap does not have an impact on
the injection and density of the QPs. The opposite limit
L1 = 0 is equivalent to setup 1 but with the superconductor S
replaced by S′ with half the initial spectral energy gap. The
resulting injection curve nqp(V ) at the injector is obtained
from the solid line in Fig. 7 horizontally shifted by 0.5 units,
indicating a QP poisoning for all voltages. These two limits
clearly show the existence of a trap position with optimal
trapping performance.
The integrand in Eq. (10) is almost independent of the
applied voltage (apart from the fact that f (|E | > e|V |) = 0),
and almost equal for both setups at high energies |E |À∆BCS.
This, together with the finding that the integrand is strongly
peaked at |E | = ∆BCS due to the DOS for setup 1, explains
why both curves are almost parallel with an offset of approx-
imately 5.2× 10−3N0∆BCS for voltages e|V | & 2∆BCS. This
offset depends on the setup geometries and tends to zero
in the limit L1 À ξ0. Below, we will qualitatively explain the
appearance of this offset via the conversion between normal
and supercurrent.
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FIG. 8. Current-voltage characteristics for the setup with (dashed
line) and without (solid line) normal-metal trap. The dotted line in
the inset shows the theoretically predicted I −V curve in the diffu-
sive limit with neglected proximity effect. The deviations from this
curve for the present setups are due to the sub-gap states, which
are occupied and contribute to the charge current for voltages
e|V | <∆BCS.
Current conversion
The Usadel formalism allows for a spectral resolution of
the physical charge and energy current densities, J , in terms
of their respective spectral ones, j :
JC = σN
e
ħωD∫
0
jCdE
JE =−σN
e2
ħωD∫
0
E jEdE
with the normal-state conductivity σN = e2N0D of the
metal and the current densities given in Eq. (7)-(8). The dissi-
pative part is proportional to the gradient of the distribution
functions, whereas the last term accounts for the supercur-
rent, respectively.
The current-voltage characteristics of both setups are
shown in Fig. 8.
Fig. 9 shows a contour plot of the spectral charge current
jC along the superconductor without normal-metal trap in
the relevant energy interval for an applied voltage of e|V | =
0.99∆BCS. The sub-gap states present in the DOS Fig. 4 make
a QP injection and a current flow possible for voltages e|V | <
∆BCS. The energies of QPs entering the superconductor and
thus the spectral contributions to the normal current are
bounded by e|V |, whereas the states with energies |E |&∆BCS
contribute to the supercurrent, most significantly at the peak
of the DOS (see Fig. 4) and regardless of the applied voltage.
Note that these two contributions overlap for voltages e|V |&
∆BCS.
From Eq. (8) it is evident, that the spectral charge current
is not conserved in a superconductor. Instead, the leakage
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FIG. 9. Spectrally resolved charge current with contributions to
the dissipative normal current and supercurrent as a function of
position (horizontal axis) and energy (vertical axis) at a voltage
e|V | = 0.99∆BCS just below the spectral energy gap for setup 1.
current leads to its spectral redistribution. This process is
visualized in Fig. 10: According to Fig. 9, the charge current
entering the superconductor at the injector is entirely made
out of dissipative normal current. While passing through
the superconductor, the spectral charge current gets shared
among states with energies |E | ≤ e|V | and |E | ≈ ∆BCS indi-
cated by the blue ( jleak < 0) and red ( jleak > 0) areas. This
manifests itself in an increase of the supercurrent and a de-
crease of the normal current (see also Fig. 9), respectively,
indicated by the varying transparency of the associated ar-
rows. This conversion happens on a length scale of about
2 ξ0, after which the whole process is almost reversed. [78]
Note, however, that the current conversion takes place in a
normal metal as well, which therefor cannot be determined
solely by the leakage current, since it vanishes in a normal
metal due to ∆= 0.
The purely normal charge current entering the supercon-
ductor,
JC = σN
e
e|V |∫
0
(
DT
∂ fT
∂x
+T ∂ fL
∂x
)∣∣∣∣
x=−L1
dE ,
is carried by states with an energy up to e|V |. The lower
boundary in the above integral must be effectively replaced
by the spectral energy gap in the DOS, as (almost) no states
are available for occupation below it.
The conversion between normal and supercurrent is due
to Andreev reflection [74] of states with energy |E | < |∆| de-
scribed byR. Note that the spectral energy gapΩ in the DOS
might differ from ∆, as it is the case for setup 2. For setup
1 with a negligible proximity effect,R almost attains its BCS
bulk value and thus vanishes for energies |E | & ∆BCS. But
even for setup 2 with a non-negligible impact of the prox-
imity effect, the order parameter has a magnitude close to
unity at the injector and decreases monotonically through-
out the superconductor (see Fig. 3 (a)). The spectral energy
gap Ω is significantly reduced and the DOS is clearly non-
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FIG. 10. Contour plot of the leakage current without normal-metal
trap at a voltage e|V | = 0.95∆BCS. Shown is the spectral redistribu-
tion of the charge current density (see Fig. 9) in the relevant energy
interval and the partial conversion between normal and supercur-
rent along the superconductor. The transparency level of the arrows
indicate the amount of the respective current to the total charge
current (see Fig. 9).
vanishing for states with energy |E | >Ω due to the proxim-
ity effect, so that these new states contribute to the charge
current. Since R is non-vanishing for these energies, the
associated states get Andreev reflected and thus contribute
to the supercurrent. This explains why the conversion from
normal to supercurrent is so pour for setup 1 compared to
setup 2 for voltages e|V | > ∆BCS (see Fig. 11). For voltages
e|V | < ∆BCS all occupied states get Andreev reflected and
thus contribute to supercurrent, giving rise to the sudden
jump at e|V | =∆BCS. This conversion process is not local, but
instead takes place over a length of about 2ξ0. In addition,
the grounding at x = L2 forces an entire reconversion from
super- to normal current, so that both setups with a total
length LS = L1+L2 = 4ξ0 of the superconductor each are too
short for a pronounced conversion close to unity. This might
also explain why the conversion for setup 1 is higher than for
setup 2 for voltages e|V | <∆BCS. This could be resolved by
increasing the length of the superconducting part, leading to
a decline in conversion for voltages e|V | >∆BCS.
Andreev reflection and QP reduction
The mutual conversion between normal and supercurrent
via Andreev reflection [79] affects the QP density: The dis-
sipative normal current is due to a diffusive motion of the
QPs and is thus almost proportional to the gradient of their
density, JN ∝∇nqp. Consequently, the more normal current
is converted into supercurrent along the superconductor,
the more the QP density gradient decreases. A pronounced
conversion, combined with the electrical grounding drain-
ing the QPs nqp = 0, leads to a reduction of the QP density
throughout the whole superconductor.
This rather qualitative view can be made more quanti-
tative: Integrating ∂xnqp = αJN = α(JC − JS) with a phe-
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FIG. 11. Supercurrent density averaged along the superconductor
and normalized to the total charge current density as a function of
applied voltage for setup 2 (dashed line) and setup 1 (solid line). The
conversion between dissipative normal current and supercurrent
is due to Andreev reflection of states with energy |E | ≤ |∆|, which
takes place over a length ∼ 2ξ0. This, and the amount of sub-gap
states, i.e. the discrepancy of the spectral energy gapΩ in the DOS
and |∆|, explain the different ratios of conversion into supercurrent.
nomenological proportionality factor α along the super-
conductor yields for the QP density at the injector nqp(x =
−L1)=αL
(
JC − JS
)
, where JS denotes the supercurrent aver-
aged along the superconductor and it was used that n(x =
L2) = 0 due to the electrical grounding. From the numer-
ical solutions for high voltages e|V | À ∆BCS the factor α
is found to be approximately α(1) ≈ 2.83 for setup 1 and
α(2) ≈ 2.21 for setup 2. Neglecting the supercurrent for setup
1 and using J (1)C = J (2)C ≡ JC , the difference in the QP density
∆n =
(
n(1)qp −n(2)qp
)∣∣∣
x=−L1
at the injector is given by
∆n =
(
1− α
(2)
α(1)
)
n(1)qp
∣∣∣
x=−L1
+α(2)LS JS (2),
where the QP densities, length of the superconductor and
supercurrent density are measured in units of N0∆BCS, ξ0
and ∆BCSσN /(eξ0), respectively. Plugging in all numerically
determined values, ∆n acquires a value of approximately
4.8×10−3 for high voltages. This is in good agreement with
the offset of 5.2×10−3 in Fig. 7.
IV. CONCLUSION
Normal-metal QP traps can improve the performance of
superconducting devices. The superconducting proximity
effect takes a central role in the evacuation process of non-
equilibrium QPs. When attaching such a QP trap in close
proximity to an NIS-junction, the main effects of the inverse
proximity effect are a significant reduction of both the spec-
tral gap Ω in the DOS and the |E | = ∆BCS peak in the su-
perconducting DOS. While the trapping performance arises
from the latter effect, the former leads to QP poisoning due
to the occupation of the new available statesΩ< |E | <∆BCS.
Due to Andreev reflection, which still occurs up to energies
|∆|, these states contribute to the conversion from normal to
supercurrent along the superconductor, which qualitatively
explains the numerically observed reduction of the QP den-
sity for high injection voltages in presence of a trap. These
effects need to be taken into account for finding the opti-
mal trap position and optimizing the trapping performance.
This is subject to further investigation. QP recombination
and phonon emission with phonons traveling through the
substrate play an important role in the poisoning [24]. In-
corporating the phononic Green’s functions in the formal-
ism [80] is beyond the current manuscript. In addition, a
one-dimensional approach might not be sufficient to model
extended trap geometries such as a trap array [24] since the
kinetic properties of two-dimensional metallic proximity
systems can substantially differ from those of quasi-one-
dimensional structures [81].
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Appendix: Approximate solution
For setup 1 approximate solutions to the Usadel equa-
tions (6)-(8) can be obtained by discarding the self-
consistency equation and instead using the BCS bulk value
∆BCS for the order parameter. This approach neglects the su-
percurrent and inverse proximity effect as well as the degra-
dation of the order parameter due to QPs and a current flow.
This assumption is in agreement with numerical results.
For the spectral quantities θ,φ, the proximity effect is ne-
glected as well. Hence, they are given by their respective bulk
solutions as well,
θ = θBCS =
{ pi
2 + i2 ln
( 1+²
1−²
)
, |²| < 1
i
2 ln
(
²+1
²−1
)
, |²| > 1
φ≡ 0.
Thereby, the spectral coefficients entering the kinetic equa-
tions (7)-(8) are given by
NS =Θ(|²|−1) |²|p
²2−1
DL =Θ(|²|−1)
DT =
{
1
1−²2 , |²| < 1
²2
²2−12 , |²| > 1
R = 2Θ(1−|²|) 1p
1−²2
jS =T =L = 0.
With NS and DL both vanishing for sub-gap energies
|²| < 1, the Kuprianov-Lukichev boundary condition [68] for
10
fL is an identity equation and thus must be replaced by an-
other appropriate boundary condition in order to obtain a
unique solution. This is given by the requirement of a van-
ishing energy current into the superconductor, ∂x fL = 0, at
the tunnel barrier for energies below the gap, |²| < 1, which
is due to the property of superconductors being poor heat
conductors.
As the spectral coefficients do not possess a space-
dependence, the kinetic equations can be solved very easily,
giving
fL(x,²)= sign(²)
[
NS(²)
r +LSNS(²)
(x−L2)+1
]
fT (x,²)= 1
LS + rNS(²)
(x−L2)
for 1< |²| < e|V |/∆BCS, and fL = sign(²), fT = 0 otherwise.
Note that the leakage current vanishes exactly and thus,
the spectral charge current is conserved. This is not the
case for the approximate solutions of the spectral Usadel
equations given in Ref. [59], which shows that they are quali-
tatively valid only in equilibrium situations.
The charge current can be approximated by
(
∆BCSσN
eξ0
)−1
JC = 1
r
e|V |
∆BCS∫
1
N2S
L/r +NS
d²
≈ 1
r
e|V |
∆BCS∫
1
NSd²
= 1
r
√(
eV
∆BCS
)2
−1 (A.1)
for e|V | ≥∆BCS, where it was used that the resistance of the
superconductor in the normal state is much smaller than the
resistance of the tunnel junction, i.e. L/r ¿ 1<NS for ener-
gies ²> 1. According to Fig. 8, this result matches the numer-
ically found solution very well, where supercurrent was in-
cluded and the order parameter was solved self-consistently.
Note also, that Eq. (A.1) coincides with the result given in [73].
Within this approximation, the QP density Eq. (10) is given
by
nqp(x)
N0∆BCS
= L2−x
r
e|V |
∆BCS∫
1
NS
[(
L
r
+ 1
NS
)−1
+
(
L
r
+NS
)−1]
d².
Note that the integral is position independent as the spectral
quantities are constant in space, so that the only position
dependence stems from the prefactor linear in x which is due
to the distribution functions. The QP density at the injector,
nqp(x =−L1), is plotted in Fig. 8 as a function of the applied
voltage.
As the supercurrent is neglected within this approxima-
tion, the total charge current is entirely carried by normal
current Eq. (A.1), which is consequently constant along the
superconductor. This is also evident from the position inde-
pendent gradient of the QP density, as both are proportional
to each other.
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