Abstract. A class U κ1 (J) of generalized J-inner mvf's (matrix valued functions) W (λ) which appear as resolvent matrices for bitangential interpolation problems in the generalized Schur class of p × q mvf's S p×q κ and some associated reproducing kernel Pontryagin spaces are studied. These spaces are used to describe the range of the linear fractional transformation T W based on W and applied to S Applications to bitangential interpolation problems in the class S p×q κ1+κ2 will be presented elsewhere.
Introduction
Let J be an m × m signature matrix (i.e., J = J * and JJ * = I m ) and let Ω + be equal to either D = {λ ∈ C : |λ| < 1} or Π + = {λ ∈ C : λ +λ > 0}. An m × m mvf (matrix valued function) W (λ) that is meromorphic in Ω + belongs to the class U κ (J) of generalized J-inner mvf's if:
(i) the kernel Thus, in both cases Ω + = {ω ∈ C : ρ ω (ω) > 0}
and Ω 0 = {ω ∈ C : ρ ω (ω) = 0} is the boundary of Ω + . Correspondingly we set (1.2) Ω − = C \ (Ω + ∪ Ω 0 ) = {ω ∈ C : ρ ω (ω) < 0}.
Most of the other notation that we use will be fairly standard:
mvf for matrix valued function, vvf for vector valued function, ker A for the kernel of a matrix A, rng A for its range, σ(A) for its spectrum if A is square, and, if A = A * , ν − (A) for the number of negative eigenvalues (counting multiplicities). If f (λ) is a mvf, then in L p 2 with respect to the standard inner product on Ω 0 . The class U κ (J) and reproducing kernel Pontryagin spaces K(W ) with the reproducing kernel K W ω (λ) based on W ∈ U κ (J) were studied in [4] and [2] . In [36] , [12] , [11] and [18] mvf's W ∈ U κ (J) appear as resolvent matrices of interpolation problems; in [35] , [10] , [20] , [21] and [19] mvf's W ∈ U κ (J) were considered as characteristic functions of linear operators in indefinite inner product spaces.
Let S has κ negative squares on h + s × H + s (see [32] ). A fundamental result of Kreȋn and Langer [32] guarantees that every generalized Schur function s ∈ S for λ ∈ h + s , where b ℓ and b r are Blaschke-Potapov products of degree κ and sizes p × p and q × q, respectively, and the mvf's s ℓ and s r both belong to the Schur class S p×q := S p×q 0
(Ω + ). The classes of inner and outer mvf's in S p×p will be denoted S Since dim H(b r ) = κ, the operator X r : h → P − sh (h ∈ H(b r )), is a finite-dimensional operator of rank at most κ. In fact, as will be shown below, X r is a 1-1-isomorphism from H(b r ) onto H * (b ℓ ). Let
r P H * (b ℓ ) g ∈ H(b r ). Theorem 1.1. Let κ 1 , κ 2 ∈ N ∪ {0}, let W ∈ U κ 1 (j pq ) and let s ∈ S ] given in Theorem 1.1 is a generalization to the indefinite setting of a result from [25] . The proof is based on the theory of the reproducing kernel Pontryagin spaces K(s) and K(W ) associated with the kernels Λ s ω (λ) and K W ω (λ) developed in [2] and [4] , respectively. For the convenience of the reader we review and partially extend the parts of this theory that are needed in this paper in Section 2. In particular, we furnish an indefinite analog of the de Branges-Rovnayk description ( [15] ) of the space K(s) and a boundary characterization of an indefinite analog D(s) of the de Branges-Rovnyak reproducing kernel Hilbert space. In the definite case the left hand side of (3) in Theorem 1.1 coincides with f 2 D(s) , which clarifies the connection of this result with the setting of the abstract interpolation problem in [30] .
For every mvf W ∈ U κ (j pq ) W = [w ij ] 2 i,j=1 the lower right hand q × q corner w 22 (λ) of W (λ) is invertible for all λ ∈ h + W except for at most κ points. Thus, the Potapov-Ginzburg transform S = P G(W ) of W is defined on h for λ ∈ h + s , where b ℓ , b r are Blashke-Potapov products of degree κ and s ℓ , s r ∈ S q×p ; german fonts are used to emphasize that the factorization is now for a mvf of size q × p.
In Theorem 4.6 we shall show that the mvf's b ℓ s 22 and s 11 b r belong to the classes S p×p and S q×q , respectively. Therefore, they admit inner-outer and outer-inner factorizations (1.10)
where
out . In keeping with the usage in [7] and [8] , the pair {b 1 , b 2 } is called an associated pair of the mvf W ∈ U
• κ (j pq ) and denoted {b 1 , b 2 } ∈ ap(W ). If κ = 0, the formulas in (1.10) reduce to the inner-outer and outer-inner factorizations of s 11 and s 22 (see [6] , [7] ).
In Theorem 4.12 it will be shown that if W ∈ U
• κ (j pq ) and
hold over Ω + and Ω − , respectively, with (j pq ), S = P G(W ), let s 21 have the Kreȋn-Langer factorizations (1.9), {b 1 , b 2 } ∈ ap(W ), and let ε ∈ S p×q κ 2 satisfy the assumption (1.14)
and admit the Kreȋn-Langer factorizations 
are coprime over Ω + .
The proof of this result is based on the factorizations (1.11)-(1.13) and an application of the Kreȋn-Langer generalization of Rouche's theorem from [34] . The cases when the assumption (1.14) can be dropped are discussed.
The paper is organized as follows. In Section 2 the basic notions of left and right coprime factorizations are introduced. Their connection with the Kreȋn-Langer factorizations of generalized Schur functions is discussed. The theory of reproducing kernel Pontryagin spaces, associated with a generalized Schur function s from [2] is reviewed and extended. In Section 3 we prove the first main result of the paper: Theorem 1.1, which characterizes the range of the linear fractional transformation T W associated with the mvf W ∈ U κ 1 (j pq ). In Section 4 we obtain factorization formulas for mvf's W ∈ U
• κ (j pq ) and use them to characterize the corresponding reproducing kernel Pontryagin spaces K(W is said to have κ negative squares if for every positive integer n and every choice of ω j ∈ Ω and u j ∈ C m (j = 1, . . . , n) the matrix
has at most κ negative eigenvalues and for some choice of ω 1 , . . . , ω n ∈ Ω and u 1 , . . . , u n ∈ C m exactly κ negative eigenvalues. In this case we write
The class S p×q := S p×q 0
(Ω + ) is the usual Schur class. Recall that a mvf s ∈ S p×q is called inner (resp., * -inner), if s(µ) is an isometry (resp., a co-isometry) for a.e. µ ∈ Ω 0 , that is
Let S p×q in (resp., S p×q * in ) denote the set of all inner (resp., * -inner) mvf's s ∈ S p×q . An example of an inner square mvf is provided by the finite Blaschke-Potapov product, that in the case of the unit disc (Ω + = D) is given by
where α j ∈ D and P j is an orthogonal projection in C p for j = 1, . . . , n. The factor b j is called simple if P j has rank one. The representation of b(λ) as a product of simple BlaschkePotapov factors is not unique. However, the number κ of such simple factors is the same for every representation (2.1). It is called the degree of the Blaschke-Potapov product b(λ) [37] .
A theorem of Kreȋn and Langer [32] guarantees that every generalized Schur function s ∈ S p×q κ (Ω + ) admits a factorization of the form (2.2)
, where b ℓ is a Blaschke-Potapov product of degree κ, s ℓ is in the Schur class S p×q (Ω + ) and
The representation (2.2) is called a left Kreȋn-Langer factorization. The constraint (2.3) can be expressed in the equivalent form
If α j ∈ D (j = 1, . . . , n) are all the zeros of b ℓ in Ω + , then the noncancellation condition (2.3) ensures that h + s = Ω + \ {α 1 , . . . , α n }. The left Kreȋn-Langer factorization (2.2) is essentially unique in a sense that b ℓ is defined uniquely up to a left unitary factor V ∈ C p×p . Similarly, every generalized Schur function s ∈ S p×q κ (Ω + ) admits a right Kreȋn-Langer factorization
where b r is a Blaschke-Potapov product of degree κ, s r ∈ S p×q (Ω + ) and
This condition can be rewritten in the equivalent form
Under assumption (2.6) the mvf b r is uniquely defined up to a right unitary factor V ′ ∈ C q×q . 
Proof. This is a matrix version of the Carleson Corona theorem. The proof is adapted from Fuhrmann [28] who treated the square block case. We sketch the details for the convenience of the reader. Let
] be the p × m matrix with columns a i (λ), i = 1, . . . , m, m = p + q, and let
for every choice of positive integers i 1 , . . . , i p that meet the constraint 1 ≤ i 1 < i 2 < · · · < i p ≤ m. Then, since b ℓ (λ) is a finite Blaschke product, there exists a positive number r < 1 such that
Thus, it is readily checked that there exists a δ > 0 such that
for every point λ ∈ Ω + . Therefore, by the scalar Corona theorem [23] , there exists a set of functions
Now expand each of the determinants α i 1 ...ip along its i th row and express the resulting equality as 
A dual statement for Lemma 2.1 is obtained by applying Lemma 2.1 to transposed vvf's. 
⊥ and the operators (2.11)
will play an important role. (
Therefore, since H * (b ℓ ) and H(b r ) are finite dimensional spaces of the same dimension, and dim H * (b ℓ ) = dim ker X ℓ + dim range X ℓ , it suffices to show that ker X ℓ = {0}. But, if h ∈ H * (b ℓ ) and P + s * h = 0, then b ℓ h ∈ H p 2 and, in view of Lemma 2.1,
for every choice of ω ∈ Ω + , and ξ ∈ C p . Since b ℓ (ω) ≡ 0, this implies that h(ω) ≡ 0. Statement (ii) can be obtained by similar calculations, and (iii) is easy.
where X ℓ and X r are defined in formula (2.11) .
It is readily checked that (2.13)
Remark 2.5. If f 1 ∈ H * (b ℓ ) and f 2 ∈ H(b r ), then, in view of Lemma 2.3,
Lemma 2.6. The operators Γ ℓ and Γ r satisfy the equalities:
2.2. Reproducing kernel Pontryagin spaces. In this subsection we review some facts and notation from [10, 13] on the theory of indefinite inner product spaces for the convenience of the reader. A linear space K equipped with a sesquilinear form ·,
If the full space K is positive and complete with respect to the norm f = f, f
1/2
K then it is a Hilbert space. An indefinite inner product space (K, ·, · K ) is called a Pontryagin space, if it can be decomposed as the orthogonal sum (2.14)
of a positive subspace K + which is a Hilbert space and a negative subspace K − of finite dimension. The number ind − K := dim K − is referred to as the negative index of K. The convergence in a Pontryagin space (K, ·, · K ) is meant with respect to the Hilbert space norm
It is easily seen that the convergence does not depend on a choice of the decomposition (2.14). A Pontryagin space (K, ·, · K ) of C m -valued functions defined on a subset Ω of C is called a reproducing kernel Pontryagin space if there exists a Hermitian kernel K ω (λ) : Ω×Ω → C m×m such that (1) for every ω ∈ Ω and every u ∈ C m the vvf K ω (λ)u belongs to K;
(2) for every h ∈ K, ω ∈ Ω and u ∈ C m the following identity holds
It is known (see [38] ) that for every Hermitian kernel K ω (λ) : Ω × Ω → C m×m with a finite number of negative squares on Ω × Ω there is a unique Pontryagin space K with reproducing kernel K ω (λ), and that ind − K = sq − K = κ. In the case κ = 0 this fact is due to Aronszajn [5] .
Let K, K 1 be Pontryagin spaces and let A : K 1 → K be a continuous linear operator. The adjoint A * : K → K 1 is defined by the equality
The operator A is called a contraction if
A is called an isometry if equality prevails in (2.17); it is called a coisometry if A * : K → K 1 is an isometry.
A subspace K 1 of a Pontryagin space K is said to be contained contractively in K, if the inclusion mapping ı :
K 1 is said to be contained isometrically in K if the inclusion ı : K 1 → K is an isometry.
A subspace K 2 of a Pontryagin space K is said to be complementary to the subspace K 1 in the sense of de Branges if:
(1) Every h ∈ K can be decomposed as
(2) The inequality
(3) There is a unique decomposition (2.18) such that equality prevails in (2.19) . If the subspaces K 1 and K 2 are complementary in K in the sense of de Branges, then ind − K = ind − K 1 + ind − K 2 and the overlapping space R = K 1 ∩ K 2 of K 1 and K 2 is a Hilbert space with respect to the inner product
The following theorem is due to L. de Branges [14] . 
These notions come into play when the reproducing kernel K ω (λ) of a Pontryagin space is decomposed as a sum of two such kernels
ω (λ). The following theorem is a paraphrase of Theorem 1.5.5 from [2] . 
Moreover the following assertions are equivalent:
(1) Equality prevails in (2.22);
(2) K 1 and K 2 are contained contractively in K as complementary spaces in the sense of de Branges;
is a Hilbert space with respect to the inner product (2.20).
A multiplicative version of this statement is formulated below for kernels of the form 
and f H(s) = f st .
Example 2. Let H * (s) be the reproducing kernel Hilbert space associated with the kernel
The space H * (s) admits the following description:
In the following example the reproducing kernel space K(s) is negative.
and it follows from Theorem 2.9 and the identity
which leads to fundamental decomposition of the Pontryagin space K(s). 
and
r ), then, since the factorization (2.5) is coprime, it follows from Lemma 2.2 that there exists a pair of mvf's c ∈ H
⊥ this implies that h ≡ 0, and hence f ≡ 0, i.e.,
endowed with the indefinite inner product
which is correctly defined in view of (2.34). In particular,
for every f ∈ K. Since K is a Pontryagin space with respect to the indefinite inner product (2.36), it coincides with K(s). Next, the decomposition (2.35) implies that P − f = P H * (b ℓ ) f for every f ∈ K(s). Therefore, by another application of (2.35), i.e.,
. This proves the second statement.
The left Kreȋn-Langer factorization (2.2) yields the representation
, which leads to a dual version of Theorem 2.10:
s) its orthogonal decomposition corresponding to (2.41) takes the form
coincides with the left hand side of (2.44).
Another decomposition of the reproducing kernel Pontryagin space K(s) can be based on the representation
In view of Theorems 2.8, 2.9 this leads to the following representation of K(s) 
Proof. By Lemma 2.1, there exists a pair of mvf's c ℓ and d ℓ with entries in H ∞ such that
and, hence, f = 0, i.e., H(s ℓ ) ∩ H(b ℓ ) = {0}. Therefore, the decomposition (2.46) is orthogonal, by Theorem 2.7.
If f ∈ K(s) then it follows from (2.46) that f admits the decomposition
In view of (2.13) Γ ℓ (s * f ) satisfies the equality
and hence
Similarly to the Example 1 the right Kreȋn-Langer factorization (2.5) leads to the following decomposition of the reproducing kernel Pontryagin space K * (s) (see [2, Theorem 4 (1) the decomposition (2.49) of K * (s) is orthogonal; 
The de Branges-Rovnyak space D(s).
The symbol A [−1] stands for the MoorePenrose pseudoinverse of the matrix A, 
belongs to the range of the matrix ∆ s (µ) Ω 0 -a.e. and the following integral
converges.
The inner product in D(s) is defined by
where Γ r is the operator from L 
is nonnegative. In fact equality prevails in (2.53), as will be shown in Lemma 2.21. 
where (2.55)
Now let s ∈ S p×q κ , and let the mvf Φ ω be defined on Ω 0 by the formula
and let (2.57)
where span stands for the set of finite linear combinations. Then
have meromorphic continuations to h + s and h − s , respectively:
It follows from (2.2), (2.5) that
Since f (µ) belongs to the range of ∆ s (µ), it is readily checked that (D3) also holds and
Lemma 2.21. Let s ∈ S p×q κ (κ ∈ N), and let D + and D − be the subspaces of D(s) defined by (2.57) . Then:
Proof
(2.64)
Similarly, if β ∈ h − s # and v ∈ C q , then, in view of (2.54)-(2.56),
(2.65) 
has exactly κ negative eigenvalues. 
The decomposition
(2.70) Therefore,
and hence, 
where f|Ω + is the meromorphic continuation of f + to h + s , and f |Ω − is the meromor-
Proof. For every choice of α i , β j , u i , v j as in (2.60) the Gram matrix in (2.61) coincides with the matrix
Therefore, the first statement of the theorem is implied by Lemma 2.21.
Next, it follows from (2.73) and (2.56) that the restriction of U to the subspace D + is given by
Similarly, the formulas (2.73) and (2.41) show that U maps the subspace D − onto
Moreover, the restriction of
for every choice of ω j , u j such as in (2. 3. The class U κ (j pq ) and the basic theorem 3.1. The class U κ (J) and the space K(W ). If W ∈ U κ (J), then assumption (ii) in the definition of U κ (J) guarantees that W (λ) is invertible in Ω + except for an isolated set of points. Define W in Ω − by the formula
Recall [22] , [28] , [8] , that a mvf f of bounded type in Ω − is said to be a pseudocontinuation of a mvf f of bounded type in Ω + , if f (ζ) = f(ζ) a.e. on Ω 0 . Since W is of bounded type both in Ω + and in Ω − , the nontangential limits 
(ii) ker X(λ)
(1) ϕ(λ) is invertible for all λ ∈ h + X except for at most κ points;
* u j = 0 for some nonzero vectors u j ∈ C p , j = 1, . . . , n. Since ker X(λ) * = {0} this implies that (3.3) v j := ψ(ω j ) * u j = 0 for j = 1, . . . , n , and hence that the matrix
differs in sign from the Gram matrix of a system {v j /ρ ω j } n j=1 of linearly independent vectors in H p 2 . Therefore, ν − (G) = n ≤ κ, since G has at most κ negative eigenvalues, by assumption. Suppose next that ω 1 , . . . , ω n and u 1 , . . . , u n are chosen so that ν − (G) = κ. Then, by perturbing these points slightly, if necessary, one can insure that the matrices ϕ(ω 1 ), . . . , ϕ(ω n ) are all invertible, ν − (G) = κ and
.
The (Ω + , j pq ) κ -admissibility of X implies that ε ∈ S p×q κ .
Remark 3.3. The assumption (ii) in Lemma 3.2 can be relaxed by invoking a version of Leech's theorem that is valid in Pontryagin spaces; see e.g., [3] for the latter.
denote the linear fractional transformation of a mvf ε ∈ S p×q κ 2 (κ 2 ∈ Z + ) based on the block decomposition
of a mvf W ∈ U κ (j pq ) with blocks w 11 (λ) and w 22 (λ) of sizes p × p and q × q, respectively. Let Ω W be defined by (3.2) and let (1) T W [ε] admits the supplementary representation
The following equalities hold: (λ)) = 0}. A similar argument shows that the opposite inclusion is also valid. Therefore, the two sets are equal. The identity (3.9) is immediate from (3.11).
(2) Next, let
Then the formula
implies that X(λ) is (Ω + , j pq ) κ ′ admissible with κ ′ ≤ κ 1 +κ 2 , thanks to Theorem 2.8. Clearly, condition (ii) in Lemma 3.2 is also satisfied, and, by Lemma 3.2,
is invertible for all λ ∈ Ω W ∩ h + ε except for at most κ ′ points, and the mvf s(λ) := T W [ε](λ) given by (3.9) belongs to S p×q κ ′ with κ ′ ≤ κ 1 + κ 2 . (3) If λ ∈ Λ then it follows from (3.12) and (3.13) that λ is a pole of s. This proves the inclusion
\ Λ, and hence the first of the equalities in (3.10), since the converse is obvious. The proof of the second one is similar. The last equality is implied by (3.11).
The next theorem characterizes the range of the linear fractional transform T W in terms of admissibility; it extends a result of de Branges and Rovnyak to an indefinite setting.
(3.14)
Therefore, the mvf I p −s(λ) W (λ) is (Ω + , j pq ) κ−κ 1 -admissible. Conversely, if the mvf
is (Ω + , j pq ) κ−κ 1 -admissible, then, by Lemma 3.2, there is a mvf ε ∈ S p×q κ−κ 1 such that , (κ = κ 1 + κ 2 ) and let
Then, since
by (3.14), (3.17) implies that
Similarly, (3.5) implies that 
Moreover, in view of Lemma 2.22, I p −s f ∈ K(s) and
Therefore, the operator T : f → I p −s f maps K(W ) into K(s) contractively. To find the adjoint operator
. Therefore,
is a contraction, Theorem 1.3.4 of [2] implies that
and hence that for every choice of
ξ jξk has at most κ 2 (and for some choice of α j ∈ h W ∩h + s , u j ∈ C p and ξ j ∈ C exactly κ 2 ) negative squares. Since (3.27) can be rewritten in the form n j,k=1
it follows that the mvf I p −s(λ) W (λ) is (Ω + , j pq ) κ 2 -admissible. Theorem 3.5 serves to complete the proof.
The resolvent matrix and the class U
• κ (j pq ) 4.1. The class H p×q κ,∞ . Let G(λ) be a p × q mvf that is meromorphic on Ω + with a Laurent expansion
in a neighborhood of a pole λ 0 ∈ Ω + . The pole multiplicity M π (G, λ 0 ) is defined by (see [32] )
The pole multiplicity of G over Ω + is given by
This definition of pole multiplicity coincides with that based on the Smith-McMillan representation of G (see [11] ). over Ω + is defined in [34] as the degree of the maximal left Blaschke-Potapov factor b of F . Remark 4.1 implies that the zero multiplicity of a square mvf F ∈ H p×p ∞ with nontrivial determinant is connected with the pole multiplicity of
The class H p×q κ,∞ (Ω + ) consists of p×q mvf's G of the form G = H +B, where B is a rational p × q mvf of pole multiplicity M π (B, Ω + ) ≤ κ and H ∈ H p×q ∞ (Ω + ) (see [1] ). The next lemma is useful for calculating pole multiplicities.
at λ 0 ∈ Ω + and let
Proof. Let the mvf's H j (j = 1, 2) have the following expansions at λ 0
Therefore, in view of (4.5), one obtains for every
which implies (4.6). Next (4.7) yields the inequality
which proves (4.8).
As a corollary we obtain the following generalization of a noncancellation lemma from [18] .
for every point λ ∈ Ω + . Therefore, the first equality in (4.9) implies that equality prevails in (4.11) and so too in (4.5) and (4.7) with G 1 = H 1 G and G 2 = G. The second equality in (4.9) then follows easily from Lemma 4.2. The verification of the second assertion is similar.
It follows from the results of [32] , [18] (see also [31, Theorem 5.2] ) that every mvf G ∈ H p×q κ,∞ (Ω + ) admits factorizations (4.12)
where 
(ii) H r and G r meet the rank condition (4.14) , if and only if there exists a pair of mvf 's
Pairs of mvf's H ℓ , G ℓ and H r , G r which satisfy the assumptions of Lemma 4.4 and the conditions (4.15) and (4.16) are called left coprime and right coprime, respectively, over Ω + . Left and right coprime factorizations may be characterized in terms of the pole multiplicities of their factors. r ∈ H κ,∞ for some κ ∈ N ∪ {0}. Then:
Proof. Suppose first that H ℓ and G ℓ are left coprime over Ω + . Then it follows from (4.15) that G −1
The converse inequality is obvious. This proves the implication =⇒ in (i).
Next, assume that
are Blaschke-Potapov factors of degree κ ′ and ϕ ℓ , ϕ ℓ ∈ H p×q ∞ . Then G ℓ admits the left coprime factorization
and it follows from the first part of the proof that
on Ω 0 , the maximum principle implies that ϕ
which shows that b ℓ and b ℓ coincide up to a constant right unitary factor. Now it follows from (4.18) and (4.19) that H ℓ = ϕ −1 ℓ ϕ ℓ . Since the factorization (4.18) is also left coprime over Ω + ,
This proves the implication ⇐ in (i) and completes the proof of (i). Assertion (ii) follows from (i) by passing to adjoints.
In the rational case this statement can be found in [11, Theorem 11. Proof
Then the kernels
have at most κ negative squares in h + S ⊂ Ω + . On the other hand, since s 21 ∈ S q×p κ , the formulas
Consequently, in view of Lemma 4.2 and the factorization (4.21),
and hence ,
which yields the second assertion. Proof. Assume that λ 0 ∈ Ω + is a pole of f = B −1 ℓ h and that
ℓ , λ 0 ). The equality (4.22) and Remark 4.1 yield (1) There exists a set of mvf 's c 
Moreover, this set of mvf 's satisfies the auxiliary equalities
, it is readily seen that c ℓ − c • ℓ = s r ψ and hence that −c
∞ . Similar considerations serve to justify the necessity of (4.28). The sufficiency is self-evident.
Next, in view of (4.27) and (4.28) the matrix product on the left of (4.29) can be expressed as 
Moreover,
a.e. in Ω 0 .
Proof. The asserted identities follow easily from the formulas (4.26) holds and correspondingly (4.38) 
Consequently,
implies that (c r w It follows from (4.36), (4.38), (4.34), (4.27) and (4.33) that
Finally, to verify the last statement, first note that, in view of (1.10), formula (4.36) can be rewritten as • ℓ is a a fixed pair of mvf's that satisfy (4.26) and Ω + = D, then b
by the maximum principle and hence the particular choice in
and S = P G(W ) admits the representations
Proof. The evaluations
lead easily to the formula
Formula (4.44) for Φ in (4.42) is easily verified with the help of Theorem 4.9. The second factorization formula follows from the first and the observation that
Moreover, the first formula in (4.49) is equivalent to formula (4.40). The second follows by much the same sort of manipulations:
Finally, formulas (4.42), (4.43) and (4.47) imply that
which serves to justify (4.48) Corollary 4.13. In the setting of Theorem 4.12,
Proof. Theorem 4.9 and Theorem 4.12 imply that
. Thus, equality must prevail throughout. 
Proof. The relations in (4.51) are implied by (4.49), since 
Moreover, in this case
where f ∈ K(B r ), S * f and Γ ℓ (S * f ) are defined by the formulas (cf. (2.12)) (4.55)
Proof. The formula for the inverse Potapov-Ginzburg transform
leads to the following representation of the kernel
This identity implies that the mapping
is an isometry from K(W ) onto K(S) (cf. [7] ). Since S ℓ is a square inner mvf, Corollary 2.16 guarantees that the inclusion f ∈ K(S) is equivalent to the inclusion S * f ∈ K * (S). Now the first statement of the theorem is implied by Theorem 2.14.
To verify formula (4.54), consider the orthogonal decomposition of the vector f ∈ K(S) corresponding to the fundamental decomposition of K(S) (see (2.46)) (4.56)
, where x ∈ H * (B ℓ ) is the unique solution of the equation
In the notation of Definition 2.4,
Now (4.56) yields the formula [24] and the next theorem reduces to Theorem 2.7 of [24] (see also [9] for another proof of the latter). ⊥ .
The first condition in (4.59) can be rewritten as Suppose next that 0 ∈ σ(P ). Then it follows from (4.73) that
2 ), and hence that H(b 1 , b 2 ) is a Pontryagin space with respect to the inner product (4.73) and that F is an isometry from this Pontryagin space to a subspace L(W ) of K(W ). Therefore, L(W ) is closed in K(W ). Thus, L(W ) = K(W ), since L(W ) is also dense in K(W ) by (1) .
Conversely, if L(W ) = K(W ), then it follows from (4.73) that H(b 1 , b 2 ) equipped with the inner product (4.73) is isometrically isomorphic to K(W ) and, hence, is a Pontryagin space. This implies that 0 ∈ σ(P ).
Finally, the last assertion is immediate from (2) and formula (1.1).
We remark that if W ∈ U κ (j pq ) with κ = 0, then the class of mvf's considered in (1) and (2) of the last corollary correspond to the class of right regular and strongly right regular j pq -inner mvf's in [8] . 
