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Abstract 
The reduction of the scraps is fundamental to achieve goals of competitiveness. Some key parameters have a direct influence on any process 
and they need to be predicted and taken under control. 
This paper present an approach ) is to develop a robust monitoring solution of the ceramic shell manufacture that will be able to determine a 
significant reduction of the inclusion scraps (due the ceramic shell) of the superalloy components. The control will be obtained by processing 
data coming both from sensors and laboratory measured values. The sensor data come from the new equipment of the Europea Microfusioni 
Aerospaziali SpA (EMA) and have been tested and used to develop the EMA demonstrator within the EC FP7 Project on "Intelligent Fault 
Correction and self-Optimizing Manufacturing systems - IFaCOM". The sensor data will merge the data measured in the EMA laboratories and 
both the values will concur to create the sensor fusion pattern vector, which will be used to feed an automatic system for the prediction of the 
process parameters. The automatic system will be implemented using cognitive paradigms, in particular Artificial Neural Networks, that will 
combine both data. 
The first testing phase will predict the number of blades with inclusions. It will provide a first idea of the correlation between the input, as a 
matrix composed by the sensor fusion pattern vectors per each worked blade, and the outputs, as a vector of rejected blades on the total. 
Moreover, this work will be the basis to implement a predictive system to estimate which is the reference range of each working parameter. 
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1. Introduction 
Sensors are devices used to obtain information from the 
environment in which they operate. Information from a single 
sensor can be very limited; i.e., a radar information would be 
more complete if a vehicle could be identified and it would be 
more valuable if the shape of objects detected by the sonar 
could be elucidated. 
Measurements taken using single sources are not fully 
reliable and are very often incomplete due to the operating 
range and limitations, which characterize each sensor. 
The use of multiple sensors has numerous advantages over 
single sensor instruments. Because of the technical features 
which characterize each sensor, redundant and/or 
complementary observations about a measure can be made. 
The combination of this information can be used to generate a 
more complete picture of the environment than is currently 
obtainable with a single sensor. A multiple sensor device can 
include any instrument with several sensors of identical or 
similar types used to measure a physical quantity. 
The simultaneous use of similar sensors can be very 
advantageous when large areas need to be covered in a short 
time, or to assess the accuracy of a reading by comparing 
multiple outputs. 
The following benefits can be identified in the use of 
multiple sensor devices: 
• a downtime reduction and an increase in reliability; 
• complementary information; 
• a higher signal-to-noise ratio; 
• a reduction in measurement uncertainty; 
• a more complete picture of the environment. 
© 2014 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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All of these results in an overall increase in system 
performance. Information from multiple sources needs to be 
effectively combined in a coherent and efficient manner in 
order to compensate for their limitations and deficiencies. The 
disadvantages in the use of multiple sensor devices can be 
found in the increase of the system cost and the difficulties in 
managing a large amount of data. 
As the terminologies data fusion, data integration, 
multisensor integration, become more widely used in day-to-
day scientific publications, their meaning needs to be clarified. 
Waltz and Llinas [1], Hall [2], and Rothman and Denton [3] 
gave their views and definitions of what data fusion really is. 
In 1990, the US Department of Defense defined data fusion as 
a technology which involves the acquisition, integration, 
filtering, correlation and synthesis of useful data from diverse 
sources for the purposes of situation/environment assessment, 
planning, detecting, verifying, diagnosing problems, aiding 
tactical and strategic decisions, and improving systems 
performance and utility. This is a very complex definition 
oriented towards military applications rather than a general 
explanation of data fusion. In simple terms it can be 
summarized as the processing, interpretation and use of data 
from multiple sources. Data fusion is used in an important 
variety of topics and technologies. A general data fusion 
system model capable of handling various applications is very 
difficult, if not impossible, to design. As a consequence, 
various data fusion models can be found in the literature. 
General reviews on data fusion were presented in 1988 by 
Blackman [4], Schoes and Castore [5] and Luo and Kay [6] in 
1990 by Hackett and Shah [7] and in 1991 by Rothman and 
Denton [3] where different fusion technologies were 
described. 
1.1. EMA demo: user case expectations overview 
The main goal of the Europea Microfusioni Aerospaziali 
S.p.A. (EMA) is to develop a robust monitoring solution of 
the ceramic shell manufacture able to determine a significant 
reduction of the inclusion scraps (due the ceramic shell) of the 
superalloy components. 
The EMA demo is based on monitoring parameters to 
obtain the minimum number of scrapped blades. Such 
parameters are related to the liquid slurry and are monitored 
by means of traditional and new IFaCOM equipments. 
Specific interest is paid to some characteristic, such as slurry 
viscosity and temperature values, plate weight and slurry 
silica content: these measurement data are recorded, for 
further analysis [8]. 
To achieve some tangible results, consistent with the 
resources available within the EC FP7 Project on "Intelligent 
Fault Correction and self-Optimizing Manufacturing systems 
- IFaCOM", the investigation was restricted to the 
development of novel methods for robust control and analysis 
of the primary slurry and the development of specific control 
methods for the ceramic shell. 
The final goal of EMA-Demonstrator (DEMO) research is 
to optimize the process of ceramic shell manufacturing by 
means of a more robust control and data acquisition of the 
primary slurry parameters and quality characteristics of the 
shell, in order to reach a significant reduction of the 
components inclusion scraps. The DEMO was designed as an 
iteration process, which will lead to the end of the three 
iterations provided, to understand the robust range of the key 
parameters to use in order to minimize the content of 
inclusions in the superalloy components, using the new 
methods of measurement and control introduced during the 
project. 
The DEMO activity developed in the frame of the first 
production iteration was carried out by means of: 
x robust control of the industrial manufacturing of the 
ceramic shells of one aeronautical vane component on 
the company’s production line, using a focused 
monitoring of the primary slurry parameters and 
additional control of the ceramic shell quality that are 
not normally actuated during standard production 
cycles; 
x in-line and off-line data process acquisition (primary 
shell parameters, shell mechanical characteristics and 
inclusion scrap rate of the components) and storage in 
a dedicated database (DB) using specifically developed 
software (SW); 
x cognitive systems - Neural Networks (NNs) data 
analysis with the aim to find the correlations between 
the measured Key Process Variables and the Target 
Variable (output quality parameter) - inclusion scrap 
rate. 
1.2. EMA use case description 
During the dipping of the wax assembly models for the 
solid shell fabrication a better control of the properties and the 
behavior of the slurry is required, with respect to the pre-
IFaCOM situation. The purpose is to improve such control 
and to prevent the damaging influence on the occurrence of 
ceramic inclusions in the superalloy turbine vanes (final 
product). 
Furthermore, the activities will validate the developed 
feature vectors paying attention to the identification of 
defective products – scrap components due to ceramic 
inclusions. The assessment of the sensor fusion pattern vector 
will be carried out in terms of success rate in the identification 
of such defects. Cognitive systems, such as NN, will be used 
to understand, estimate, and predict the correlation between 
input features (vital characteristics of the primary slurry and 
mechanical properties of the developed ceramic shells) and 
output quality parameters (ceramic inclusions in the 
manufactured superalloy components) [9]. Practically, the 
sensor fusion feature vectors represent the input, while the 
output is the end-user given quality parameters identifying the 
final product quality in terms of number of inclusions per 
component and/or number of scrap components per ceramic 
inclusion. 
To establish a thorough control of the primary shell 
fabrication, the following vital parameters were monitored 
with the new IFaCOM equipments, as well as in the standard 
way (pre-IFaCOM) [10]: 
• Silica Content (wt%) measured with the new IFaCOM 
equipment XRF analyzer – primary slurry characteristic; 
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• Density (g/cm3), standard method; 
• Temperature (°C) – primary slurry characteristic; 
• Viscosity flow index (s) measured with Ford viscosity 
cup – primary slurry characteristic; 
• Plate Weight (g) at 2 min (PW) – primary slurry 
characteristic; 
• Temperature (°C) measured with the new IFaCOM 
equipment Brookfield viscometer – primary slurry 
characteristic; 
• Viscosity (mPas) measured with the new IFaCOM 
equipment Brookfield viscometer – primary slurry 
characteristic; 
• Plate Weight (g) measured with the new IFaCOM 
equipment load cell (PW_LC) after 2 minutes – primary 
slurry characteristic; 
• pH– primary slurry characteristic; 
Also, in the study have been considered and evaluated the 
following parameters: 
• Total Correction volume (ml); 
• Water Correction (ml); 
• Silica Correction (ml). 
New methods of investigation were investigated to obtain 
in a simple and quick indication of the integrity of the 
ceramic shells: 
• Hardness (hereinafter HRB) of the shell – shell 
characteristic; 
• Adhesion (MPa) between primary layer of the shell and 
secondary ones measured with the new IFaCOM 
equipment elcometer – shell characteristic. 
2. The sensor fusion pattern vector 
The methods commonly used to fuse data from multiple 
sensors can be broadly categorized in two approaches: 
1. Statistical Approach, and 
2. Information Theoretic Approach. 
Statistical Approach: this approach includes methods such 
as Bayesian inference [11], Dempster Shafer method [12 - 
14], adaptive decision [2], and Kalman Filter. These 
techniques utilize a priori knowledge related to the 
observation process to make inference about identity. 
Information Theoretic Approach: these fusion methods are 
not based on a statistical approach. 
Instead, they make use of a transformation or mapping 
between parametric data and resultant identity declaration. 
The overall philosophy is the same i.e., similarity of 
observable parameters, but no attempts are made to directly 
model the stochastic aspects of the observable parameters. 
The techniques include expert system, rule based system and 
adaptive learning [15]. 
2.1. EMA sensor fusion 
EMA proposed to combine the sensorial features with the 
off-line measurements carried out on the liquid slurry and on 
the solid shell with the scope to obtain a decrease of the scrap 
rate (due to shell cracking and ceramic inclusion within the 
superalloy components) along the production chain. 
Inclusions have a significant impact onto the productivity 
of the investment casting manufacture. One of the most 
important class of inclusions are the ceramic inclusions 
originating from the spelling of the primary layer in the shell 
system generated during the shell making process (dipping in 
the slurries, stuccoing, drying, dewaxing, pre-firing, pre-
heating). These defects mainly appear as irregular cavities, 
with traces of ceramic material inside, within/onto the 
superalloy cast body. 
EMA interest was in substantially reducing the occurrence 
of this type of defect, which is the main scrap cause for EQX 
components, by resorting to the intelligent decision making 
SW developed in the IFaCOM Framework. 
The main sensors that were used are the following: 
• Viscometer and Temperature sensor; 
• XRF Spectrometer; 
• Load cell; 
• Durometer; 
• Elcometer. 
In order to establish a thorough control of the primary shell 
fabrication, the following vital parameters related to the liquid 
slurry and to the solid shell was monitored with the new 
IFaCOM equipment, as well as in the standard way (pre-
IFaCOM), as discussed above. 
Specific interest was paid to some characteristics, such as 
slurry viscosity and temperature, plate weight and slurry silica 
content.  The measurement of these parameters are recorded 
in-line (when it is applicable) for further analysis. 
The main objective of feature extraction is to find a 
correlation between the measured parameters and the quality 
of the final product. In order to relate these parameters, a 
trend analysis of viscosity variations, silica content, plate 
weight, solid shell hardness and solid shell adhesion force 
between layers, is required. By these trends analysis, will be 
then possible to predict the quality of the final product, giving 
indications on the optimization of the most significant 
primary slurry characteristics. 
The EMA process optimization consists in finding the 
correlations between scalar and/or vectorial functions of the 
measured Key Process Variables vs. the Target Variables, 
over a large set of experimental data affected by acquisition 
noise and incomplete sampling leading to multi-block arrays 
[16]. 
The EMA Sensor Fusion Pattern vector will merge in-line 
process and off-line measured parameters in order to train a 
cognitive system for decision-making. The cognitive system 
will therefore be fed with new data coming from the in-line 
and off line process and product measurements coming from 
the IFaCOM iteration data (three iterations have been 
established where each iteration represents a testing 
campaign) and will learn from these new data. It will establish 
functional relationships from experimental data even when the 
correlations will be difficult to find or describe scientifically, 
giving a reliable feedback to optimize the process parameters. 
3. EMA data features extraction 
In order to create Sensor Fusion Pattern vectors, two 
different approaches (mode) were implemented. The data 
come both from the IFaCOM equipment, stored in the EMA 
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database, and manually measured in the EMA laboratories. 
The modes will concern the same set of data, but analyzed in 
a different way: 
• MODE 1 – average values (e.g. Brookfield Viscosity), 
punctual values at a specific time (e.g. Plate Weight) and 
manual measures in a selected time range; 
• MODE 2 – all the values concern the whole time span of 
a Serial number. 
3.1. Mode 1 
Based on the query made by EMA the parameter values 
will be obtained from the database implemented by EMA. 
Several parameters are influencing the whole process and the 
mechanical properties of the machining operations at EMA. 
These are important to set, in order to achieve the 
minimization of ceramic inclusions occurrence in equiaxed 
superalloy turbine components. 
In order to extract the features below, the following sensors 
were used: 
• Brookfield AST100IP – Viscometer and temperature 
sensor (EMA1); 
• EDXRF Oxford X-MET7500 – spectrometer (EMA2); 
• Sartorius CPA2202S – Load cell (EMA3); 
• Durometer - Hardness, model Nexus 700 series (EMA4); 
• Elcometer – Adhesion (EMA5). 
In particular, the sensor EMA1 imports and displays 
viscosity and temperature related to the fabrication of a shell 
of a part number, while EMA2 measures the silica content of 
the slurry. EMA3 measures the plate weight and monitors the 
primary ceramic slurry coating; EMA4 measures the plastic 
deformability of a ceramic tile. EMA5 measures the adhesion 
force between the first layer, obtained by dipping the wax 
pattern in the primary slurry, and the subsequent layers. 
On the basis of the queries to be developed by EMA, 
parameter values will be extracted from the EMA database 
and, after a pre-processing phase the Sensor Fusion Pattern 
Vector will be created with average values: 
• for Brookfield Viscosity and temperature in a selected 
time range,  
• for hardness and adhesion, 
• and with punctual values for silica content, for PW at a 
specific time, and for the traditional manual 
measurements (viscosity, temperature, plate weight, 
specific gravity, pH), for each manufactured component 
(serial number). 
The measured values, directly extracted from the database 
at a defined time range, will be imported in an Excel file for 
subsequent elaboration for a pre-processing phase. This first 
phase is needed to process the values to a standard form in 
order to create the sensor fusion pattern vector. 
3.2. Mode 2 
The second mode extracts, based on the query made by 
EMA, the whole set of values related to the fabrication of a 
single component. Data were processed in MatLab 
environment in order to extract the relevant statistical features 
for each time series. The statistical features are written in an 
Excel file to form the sensor fusion pattern vector. The steps 
for the implementation are the followings: 
1. On the basis of queries to be developed by EMA, the 
whole set of parameter values related to the fabrication 
of a single component (serial number) will be extracted 
from the EMA database; 
2. The data were processed by MatLab in order to extract 
the relevant statistical features for each time series 
(Brookfield Viscosity and Temperature, Plate Weight); 
3. The statistical features are written in an Excel file 
together with the other punctual data to form the sensor 
fusion pattern vector. 
3.3. EMA “State-of-the-Art”: the IFaCOM database 
The EMA demo is based on monitoring parameters to 
obtain the minimum number of scrapped blades. Such 
parameters are related to the liquid slurry and are monitored 
by means of the new IFaCOM equipment. Specific interest is 
paid to some characteristic, such as slurry viscosity and 
temperature values, plate weight and slurry silica content: 
these measurement data are recorded, for further analysis. 
During EMA first iteration, there were some lack of 
information / missing value due these following reasons: 
1. For in-line viscometer there was a mistake due to a 
lack in the storage of data, not checked in time: so the 
viscosity and temperature data were collected just for 
about the 50% of total vanes; 
2. The data come from the destructive test have been 
considering one dummy per day: it means that the 
results of adhesion test and hardness are available and 
linkable just on a limited number of vanes partial. 
The EMA database collects data coming from both the 
IFaCOM sensors and the laboratory measures. 
The matrix extracted from the EMA database contains the 
EMA data representative of the first iteration and shows lack 
of information on some points and several missing values. 
That matrix composition was studied, re-constructed and 
adjusted in order to make them usable for the implementation 
of cognitive paradigms for the decision making. 
4. Neural Networks implementation for the EMA case 
The main objective of the cognitive paradigm implemented 
at EMA is to find correlations between the measured 
parameters and the quality of the final product [10]. 
Figure 1: Architecture of a Neural Network. 
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In order to relate these parameters, an analysis of the trend 
of viscosity variations, silica content, plate weight, solid shell 
hardness and solid shell adhesion force between layers, is 
required. By these trends analysis, the prediction of the final 
product quality will be possible using the NN approach. The 
NNs suggest the possible correction in the slurry before 
reaching to the final product. 
4.1. Implementation risks 
The highest risk of the NN system implementation at EMA 
is due to the lack of data. A high number of data (rows) is 
needed during the training phase to obtain accurate result. The 
training data provided by EMA, obtained from the first 
IFaCOM iteration, presented missing data in the 
corresponding rows of some Serial Number. 
4.2. Implementation of NN for decision making 
In order to predict the number of blades with inclusions, a 
Back-Propagation Neural Network (BP NN) was utilized to 
produce a mapping from input vectors to output values. The 
BP NN was created using the “newcf” MatLab function 
(Figure 1) [17]. One feed-forward back-propagation 3-layer 
NN configurations were used to produce a mapping from 
input vectors to output values: the value of the measurements 
of the process parameters were the input and the number of 
blade with inclusions and the % on the total number of 
worked blades were the outputs. The learning rule was the 
Normal Cumulative Delta Rule and the transfer function 
applied to the nodes was the sigmoid function [18]: 
Figure 2 shows the re-constructed input&ouput for the NN 
decision making system that provides as output the two 
quality parameters. The input vectors merge in-line process 
and off-line measured parameters (primary slurry, shell 
characteristics and performed corrections on the slurry). 
The BP NN was created using the “newcf” Matlab function 
[17]: 
Net = newcf (P’, T’, [50 1], {tansig purelin}) 
NN was trained with 50 input layers and returned 1 output. 
The function was processed two times in order to obtain the 
number of inclusions (#inclus) and its percentage output 
(inclus%). The input vectors P and the output vectors T were 
composed by n-1 rows: the testing row (leave-k-out method 
application [17]). The number of learning steps for a complete 
training was between 10000 and 30000, according to the time 
to convergence. Epoch size, i.e. the number of training 
presentations between weight updates, was six. NN training 
was carried out by the "leave-k-out" method, which is 
particularly useful when dealing with small training sets, by 
setting k=1 [18]. For each Serial Number (SN), a 12-elements 
sensor fusion pattern vector is constructed by the use the 
measurement values coming from the IFaCOM sensors and 
the manual laboratory procedures as listed below (Figure 2): 
• Coded Serial Number (NN SN); 
• Worked blades per SN; 
• Silica Content (%); 
• Density (g/cm3); 
• Temp (°C); 
• Viscosity flow index (s); 
• pH; 
• PW (after 2 mins) (g); 
• Brookfield's temperature  average (°C); 
• Brookfield's viscosity  average (mPas); 
• PW load cell at 2 minutes (g). 
This type of sensor fusion pattern vector has been used as 
input to cognitive decision making systems (such as NN) that 
will provide as output two quality parameters. The sensor data 
and the process parameters have been used to construct the 
EMA sensor fusion pattern vectors.  
The constructed sensor fusion pattern vectors were used as 
input to cognitive decision making systems (NN) that will 
provide as output two quality parameters: final inspection (nr. 
n of non-acceptable inclusions) and percentage of not 
acceptable blades (not acceptable blades/worked blades). 
4.3. NN training results 
By analysing the NN output trends (Figure 3), it easy to 
note that the Silica Content and PW present, in 
correspondence to the input rows 4 and 5, unusual peaks and 
valleys, while the other trends always follows a stable, linear 
trend.  
It can be noted that the best trend is the result of the NN 
training/testing phases, obtained by deleting the Density 
column. The mean value of the % error was: eInclus% = 0,14, 
success rate 86%, while the highest influence on the output 
might be given by the Silica Content (%) that influences the 
PW Load Cell as well. At the same time, the Silica Content 
values should stay in the range given by the lower measured 
value and the upper measured value. This value has the 
highest influence on the recognition phase. Furthermore, even 
if the number of data is not relevant yet, this data can be 
already used to provide a prevision for the 2nd IFaCOM 
iteration at EMA, by establishing that the parameters must 
follow their own linear trend. 
 
Figure 2: Sensor fusion pattern vector (input) and quality parameters (output). 
Figure 3: Measured values vs. NN output trends for inclus%. 
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Figure 4: Performances of the multivariate cascadeforwardnet NNs (NN1 and 
NN2) vs. the newcf approaches (a) and plot error (b). 
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(a) 
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5. NN further elaborations 
It is conjectured that the overall performances of the NN 
are not sufficient to correctly approximate the dataset. A 
new NN function for the NN training is currently being 
investigated, cascadeforwardnet. The new NN function is 
able to connect, as the newcf function, previously analized 
inputs to the following layer [20]. It is generated by the 
following syntax [19]: 
cascadeforwardnet(hiddenSizes,trainFcn) 
where: 
x hiddenSizes is the row vector of one or more 
hidden layer sizes; 
x trainFcn is the training function. 
Figure 4 (a-b) graphically describes the comparison 
between the cascadeforwardnet and the newcf NN 
performances. A quick glance at error analyses shows the 
difference of order of magnitude reached by each net. 
 
6. Conclusions 
In conclusion, an experimental program was implemented 
according to the IFaCOM demo plan. The first results coming 
from the first iteration were a sort of general testing of the 
experimental methods, data acquisition strategies and tuning 
of the industrial systems and data mining. 
From a statistical point of view, the second iteration will 
require a more robust data set in order to make a meaningful 
analysis for the benefit of the EMA process. So far, the 
experimental data were processed through 5-layers back-
propagation feed-forward NNs with the aim to correlate the 
process parameters to the number of inclusions per blade and 
the percentage of them. It is important to note, however, that 
all the considerations made so far were based on a sample of 
15 items: the NN prediction performance obtained can be 
considered a starting point for the implementation of the 
machine learning system required by the EMA DEMO. The 
system is ready to receive the data and produce the NN 
output. The EMA second iteration will take into account the 
indications given by the first NN training&testing phases: 
further development at EMA will provide a larger data set in 
order to improve the prediction phase and to reduce the gap 
between the measured output and the predicted one [20]. 
References 
[1] Waltz E, Llinas J., Multisensor data fusion, 1990, Artech House. 
[2] Hall DL., Mathematical techniques in multisensor data fusion, 1992, 
Artech House. 
[3] Rothman PL, Denton RV., Fusion or confusion: knowledge or nonsense? 
Proceedings of the SPIE, 1470, Data Structures and Target Classification, 
April 1991, Orlando, FL, 2-12. 
[4] Blackman SS. Theoretical approaches to data association and fusion, 
Proceedings of the SPIE, 931, Sensor Fusion, 1988, FL, 50-5. 
[5] Schoes J, Castore G. A distributed sensor architecture for advanced 
aerospace systems, Proceedings of the SPIE, 931, Sensor Fusion, 1988, 
FL, 74-85. 
[6] Luo RC, Kay MG. Multisensor integration and fusion: issues and 
approaches, Proceedings of SPIE, 931, Sensor Fusion, 1988, FL, 42-9. 
[7] Hackett JK, Shah M. Multisensor fusion: a perspective, IEEE CH2876-
1/90/0000-1324, 1990, 1324-30. 
[8] Singh, B., Kumar, P., Mishra, B.K., Effect of Slurry Composition on 
Plate Weight in Ceramic Shell Investment Casting, ASM International, 
2008, JMEPEG 17:489-498. 
[9] D'Addona, D., Segreto, T., Simeone, A., Teti, R., ANN Tool Wear 
Modelling in the Machining of Nickel Superalloy Industrial Products, 
CIRP Journal of Manufacturing Science and Technology, Special Section 
on Innovative and Cognitive Manufacturing Eng., 2011, 4/1: 33-37. 
[10] Di Foggia, M., D'Addona, D.M., Identification of critical key parameters 
and their impact to zero-defect manufacturing in the investment casting 
process, Procedia CIRP, Vol. 12, 2013: 264-269. 
[11] Iverson, G.R., Bayesian Statistical Inference. Beverly Hills, CA: Sage, 
1984. 
[12] Dempster, A.P., Generalization of Bayesian inference, J. Royal Statist. 
Soc., vol. 30, pp. 205–247, 1968. 
[13] Lowrance, J.D., Garvey, T.D., Evidential reasoning: A developing 
concept, in Proc. Int. Conf. on Cybern. and Soc., Oct. 1982, pp. 6–9. 
[14] Shafer, G., A Mathematical Theory of Evidence. Princeton, NJ: 
Princeton Univ. Press, 1976. 
[15] Llinas, J., Hall, D.L., A challenge for the data fusion community II: 
Infrastructure imperatives, in Proc. 7th Natl. Symp. on Sensor Fusion, 
Albuquerque, NM, Mar. 1994. 
[16] Singh, B., Kumar, P., Mishra, B.K., Evaluation of Primary Slurry Used 
in ceramic Shell Investment Casting Process, International Journal of 
Emerging Technology and Advanced Engineering, ISSN 2250-2459, 
2012, Volume 2, Issue 10. 
[17] D'Addona, D.M., Teti, R., Image data processing via neural networks for 
tool wear prediction, Procedia CIRP, Vol. 12, 2013: 252-267. 
[18] D'Addona, D.M., Teti, R., Genetic Algorithm-based Optimization of 
Cutting Parameters in Turning Processes, Procedia CIRP, Vol. 7, 2013, 
ISSN 22128271: 323-328. 
[19] Ferretti, S., Caputo, D., Penza, M., D'Addona, D.M., Monitoring systems 
for zero defect manufacturing, Procedia CIRP, Vol. 12, 2013: 258-263. 
[20] MatLab R2014a - Neural Network toolbox documentation. 
