Abstract-Multilayer perceptrons with hard-limiting (signum) activation functions can form complex decision regions. It is well known that a three-layer perceptron (two hidden layers) can form arbitrary disjoint decision regions and a two-layer perceptron (one hidden layer) can form single convex decision regions. This paper further proves that single hidden layer feedforward neural networks (SLFN's) with any continuous bounded nonconstant activation function or any arbitrary bounded (continuous or not continuous) activation function which has unequal limits at infinities (not just perceptrons) can form disjoint decision regions with arbitrary shapes in multidimensional cases. SLFN's with some unbounded activation function can also form disjoint decision regions with arbitrary shapes.
I. INTRODUCTION

N
EURAL networks have focused applications in many fields. Out of many kinds of neural networks multilayer feedforward neural networks have been investigated more thoroughly. Research on the approximation capabilities and seperability of multilayer feedforward neural networks has been done by many people, such as Poggio and Girosi [1] , Kurková [2] , Hornik et al. [3] , Cybenko [4] , Funahashi [5] , Hornik [6] , Gallant and White [7] , Ito [8] , Leshno et al. [9] , Chen et al. [10] , Huang and Babri [11] - [13] , Chen et al. [14] , Huang and Huang [15] , Burr [16] , Longstaff and Cross [17] , Huang and Lippmann [18] , and many others.
It is known that feedforward neural networks can be used to construct many types of classifiers. It has been shown [18] - [20] that a two-hidden-layer perceptron can form arbitrary decision regions and a single-hidden-layer perceptron can form single convex decision regions. Nilsson [21] proved that SLFN's with signum activation functions can divide finite input training subsets if they are linearly separable. However, experimental examples [18] suggest that single-hidden-layer perceptrons can form decision regions that are not simply convex. Huang and Lippmann [18] stated that "the examples suggest that two-layer perceptrons (single hidden layer) can form decision regions with arbitrary shapes. We, however, know of no general proof of this capability." This paper proves the correctness of Huang and Lippmann [18] Fig. 1 ) Fig. 1 . Three decisions regions with arbitrary shapes. One part of the decision set K is embedded in the decision set K . Theorems 2.2 and 2.3 show that SLFN's with a single output unit can separate disjoint regions of arbitrary shapes if only there are enough hidden units and the bounded activation function used in hidden neurons is continuous nonconstant or has unequal limits at infinities. Such activation functions include the signum, ramp bounded, and sigmoidal functions, as well as the radial basis [23] , cosine squasher [7] , generalized sigmoidal [10] , triangle functions, and many nonregular functions. It also hints that some unbounded functions can be used in SLFN's so that such SLFN's can form decision regions with arbitrary shapes in multidimensional cases.
III. CONCLUSION
This paper proves that SLFN's with any continuous bounded nonlinear activation functions or any arbitrary (continuous or not continuous) bounded activation function which has unequal limits at infinities can form decision regions with arbitrary shapes in multidimensional cases. Such activation functions include the signum, ramp bounded, and sigmoidal functions, as well as the radial basis, cosine squasher [7] , generalized sigmoidal [10] , triangle functions, and most nonregular functions. It also implies that some unbounded functions can be used in SLFN's so that such SLFN's can form decision regions with arbitrary shapes in multidimensional cases.
As such, failures in separating applications can be attributed to inadequate learning and inadequate numbers of hidden units.
