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ON SETS FREE OF SUMSETS WITH SUMMANDS OF
PRESCRIBED SIZE
JAVIER CILLERUELO AND RAFAEL TESORO
Abstract. We study extremal problems about sets of integers that do not
contain sumsets with summands of prescribed size. We analyse both finite sets
and infinite sequences. We also study the connections of these problems with
extremal problems of graphs and hypergraphs.
1. Introduction
A popular topic in combinatorial/additive number theory is the study of ex-
tremal sets of integers free of subsets with some given particular shape. We tackle
here extremal problems about sets that do not contain sumsets with summands of
prescribed size, and we show their relationship with extremal problems on graphs
that are free of complete r-partite subgraphs.
Definition 1.1. Let r, ℓ1, . . . , ℓr be integers with r ≥ 1 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr.
Given an abelian group G we say that A ⊂ G is a L(r)ℓ1,...,ℓr-free set if A does not
contain any sumset of the form
L1 + · · ·+ Lr = {λ1 + · · ·+ λr : λi ∈ Li, i = 1, . . . , r},
with |Li| = ℓi, i = 1, . . . , r. For r = 2 we simply write Lℓ1,ℓ2.
The degenerate case r = 1, that we denote by Lℓ1 , is trivial: a set A is Lℓ1-free
⇐⇒ |A| ≤ ℓ1 − 1.
1.1. L-free sets problems in intervals and finite abelian groups. To mo-
tivate Definition 1.1 and the results in this work we start by summarizing the
state of knowledge for some particular cases already studied in the literature.
i) L2,2-free sets. They are just the Sidon sets, those having the property
that all the differences a − a′ (a, a′ ∈ A, a 6= a′) are distinct. Indeed
take L1 = {a1, b1}, L2 = {a2, b2}, (ai < bi), then the shape of the sumset
L1 + L2 can be depicted as one 2-point set plus one of its translates:
•—–• •—–•
a1 + a2 b1 + a2 a1 + b2 b1 + b2
A Sidon set can be characterized as being free of this shape.
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ii) L2,ℓ-free sets. A L2,ℓ-free set A is characterized by the property that there
are no more than ℓ− 1 different ways to express any non-zero element in
the ambient group as a difference of two elements of A. They have been
called B◦2 [ℓ− 1] sets [20] and B−2 [ℓ− 1] sets [27].
For example the typical shape of a sumset L1 + L2 with |L1| = 2 and
|L2| = 3 is one 2-point set plus two translates of it:
•—• •—• •—•
The L2,3-free sets are characterized as being free of this shape.
iii) Lℓ1,ℓ2-free sets. The sets that are free of ℓ1 translations of sets with ℓ2
elements were introduced by Erdo˝s and Harzheim [10] and have been
further studied in [22]. For example the L3,4-free sets are characterized
by avoiding the following shape:
•–•- - -• •–•- - -• •–•- - -• •–•- - -•
iv) L(r)2,...,2-free sets. A Hilbert cube of dimension r is a sumset of the form
L1 + · · ·+ Lr with |L1| = · · · = |Lr| = 2. Thus L(r)2,...,2-free sets are those
free of Hilbert cubes of dimension r. A Hilbert cube of dimension 3 has
this shape:
•–•- - -•–• •–•- - -•–•
Estimating the largest size of a set A ⊂ {1, . . . , n} that is L(r)ℓ1,...,ℓr-free is an
interesting and significant problem.
Definition 1.2. We will denote by F
(
n,L(r)ℓ1,...,ℓr
)
the size of a largest L(r)ℓ1,...,ℓr-free
set in the interval {1, . . . , n}.
Our first result is a general upper bound that recovers known upper bounds
for the particular cases considered above.
Theorem 1. For any r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr we have
F
(
n,L(r)ℓ1,...,ℓr
) ≤ (ℓr − 1) 1ℓ1···ℓr−1 n1− 1ℓ1···ℓr−1 +O (n 12+ 12ℓr−1− 1ℓ1···ℓr−1) .
Let us compare Theorem 1 with the know upper bounds for the aforementioned
cases:
i) L2,2-free sets. The upper bound |A| ≤ √n + O(n1/4) for any Sidon set
A ⊂ {1, . . . , n} was proved by Erdo˝s and Tura´n [14] and refined until
|A| < √n + n1/4 + 1/2 by other authors [21, 23, 6]. The Erdo˝s-Tura´n
bound follows from Theorem 1 for r = ℓ1 = ℓ2 = 2.
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ii) L2,ℓ-free sets. The upper bound |A| <
√
(ℓ− 1)n+((ℓ− 1)n)1/4+1/2 for
B◦2 [ℓ− 1] sets A ⊂ {1, . . . , n} was proved in [6]. Theorem 1 for r = ℓ1 = 2
and ℓ2 = ℓ ≥ 2 gives
F (n,L2,ℓ) ≤ (ℓ− 1)1/2n1/2 +O(n 14 ).
iii) Lℓ1,ℓ2-free sets. Peng, Tesoro and Timmons [22] proved that if A ⊂
{1, . . . , n} does not contain ℓ1 copies of any set of ℓ2 elements then |A| ≤
(ℓ2 − 1)1/ℓ1n1−1/ℓ1 + O
(
n1/2−1/(2ℓ1)
)
. This also follows from Theorem 1
for r = 2. Note that Erdo˝s and Harzheim [10] had previously proved the
weaker estimate |A| ≪ n1−1/ℓ1 for these sets.
iv) L(r)2,...,2-free sets. Csaba Sa´ndor [25] proved that if A ⊂ {1, . . . , n} does not
contain a Hilbert cube of dimension r then |A| ≤ n1−1/2r−1 + 2n1−1/2r−2 ,
except for finitely many n. Gunderson and Ro¨dl [17] had previously es-
tablished the weaker upper bound |A| ≪ n1−1/2r−1 . Theorem 1 in the case
L(r)2,...,2 implies
F (n,L(r)2,...,2) ≤ n1−1/2
r−1
+O
(
n3/4−1/2
r−1
)
,
which improves the error term for r ≥ 4 in Sandor’s estimate.
The probabilistic method provides a general lower bound for F (n,L(r)ℓ1,...,ℓr).
Theorem 2. For any r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr we have
F (n,L(r)ℓ1,...,ℓr) ≥ n
1− ℓ1+···+ℓr −r
ℓ1···ℓr −1
−o(1)
.
The exponents in Theorems 1 and 2 are distinct and to close the gap between
them is a major problem. We think that the exponent for these extremal sets is
the one attained in the upper bound.
Conjecture 1. For any r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr,
F (n,L(r)ℓ1,··· ,ℓr) ≍ n1−1/(ℓ1···ℓr−1).
This conjecture has been proved for some particular cases:
F (n,L2,ℓ2) ∼ (ℓ2 − 1)1/2n1−1/2,(1.1)
F (n,L3,ℓ2) ≍ n1−1/3, (ℓ2 ≥ 3),(1.2)
F (n,Lℓ1,ℓ2) ≍ n1−1/ℓ1 , (ℓ2 ≥ (ℓ1 − 1)! + 1).(1.3)
The asymptotic estimate (1.1) for ℓ2 = 2 recovers the estimate found by Erdo˝s
and Tura´n [14] for extremal Sidon sets and was generalized to any ℓ2 ≥ 2 by
Trujillo-Solarte, Garc´ıa-Pulgar´ın and Vela´squez-Soto [27]. The estimates (1.2)
and (1.3) were proved by Peng, Tesoro and Timmons [22].
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The lower bound in Theorem 2 has also been improved in other cases al-
though they do not match the exponent 1−1/(ℓ1 . . . ℓr−1). Trivially F (n,L4,ℓ2) ≥
F (n,L3,ℓ2), thus (1.2) implies F (n,L4,ℓ2)≫ n1−1/3 for ℓ2 ≥ 3, which gives a better
lower bound than Theorem 2 for ℓ2 = 4, 5, 6.
Another interesting case corresponds to L(3)2,2,2-free sets. Theorem 2 gives the
lower bound F (n,L(3)2,2,2) ≫ n1−3/7−o(1) but Katz, Krop and Maggioni [18] found
a construction which gives
(1.4) F (n,L(3)2,2,2)≫ n1−1/3.
We confirm this last lower bound with an alternative construction based upon a
L(3)2,2,2-free set in Z3p−1.
Definition 1.3. Given a finite abelian group G, we will denote by F (G,L(r)ℓ1,··· ,ℓr)
the largest size of a L(r)ℓ1,··· ,ℓr-free set in G.
Theorem 3. For any prime p ≥ 2 we have
F (Z3p−1,L(3)2,2,2) ≥ (p− 3)2.
The set we construct to prove Theorem 3 can be easily projected to the integers
to prove (1.4), as it was done in [18]. In general we have
Proposition 1.
F (2k−1n1 · · ·nk,L(r)ℓ1,...,ℓr) ≥ F (Zn1 × · · · × Znk ,L
(r)
ℓ1,...,ℓr
).
1.2. Extremal problems in graphs and hypergraphs. Given a graph H,
let ex(n,H) denote the maximum number of edges (or hyperedges) of a n ver-
tices graph (or hypergraph) which does not contain H as a sub-graph (or sub-
hypergraph). Estimating ex(n,H) is a major problem in extremal graph theory.
An important case is when H = Kℓ1,ℓ2. It is known that
(1.5) n
2− ℓ1+ℓ2−2
ℓ1ℓ2−1 ≪ ex(n,Kℓ1,ℓ2) ≤
1
2
(ℓ2 − 1)1/ℓ1n2−
1
ℓ1 (1 + o(1)).
The upper bound was obtained by Ko¨vari, So´s and Tura´n [19] and the lower
bound can be easily obtained using the probabilistic method.
There is a gap between the exponents in (1.5) and to improve the exponent on
the lower bound is a difficult problem. The conjecture is that the true exponent
is the one attained in the upper bound. The only cases where the upper bound
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has been reached by a construction of a graph with Ω(n2−1/ℓ1) edges are
ex(n,K2,2) =
1
2
n3/2(1 + o(1)),(1.6)
ex(n,K2,ℓ2) =
√
ℓ2 − 1
2
n3/2(1 + o(1)), (ℓ2 ≥ 2),(1.7)
ex(n,K3,3) =
1
2
n5/3(1 + o(1)),(1.8)
ex(n,Kℓ1,ℓ2) ≍ n2−1/ℓ1 , (ℓ2 ≥ (ℓ1 − 1)! + 1).(1.9)
Erdo˝s, Re´nyi and So´s [12], and Brown [5] proved (1.6). Fu¨redi [15] obtained (1.7)
and Brown [5] and Fu¨redi [15] proved (1.8), whereas (1.9) was proved by Alon,
Ro´nyai and Szabo´ [2]. Ball and Pepe [3] have recently proved that ex(n,K5,5)≫
n7/4. Their result also improves the exponent in the lower bound in (1.5) for the
cases (ℓ1, ℓ2) = (5, ℓ2), 5 ≤ ℓ2 ≤ 12 and for (ℓ1, ℓ2) = (6, ℓ2), 6 ≤ ℓ2 ≤ 8.
The analogous problem for hypergraphs seems to be more difficult.
Definition 1.4. Let r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr be integers. We write K(r)ℓ1,...,ℓr
for the r-uniform hypergraph (V, E) where V = V1 ∪ · · · ∪ Vr with |Vi| = ℓi, i =
1, . . . , r and
E = {{x1, . . . , xr} : xi ∈ Vi, i = 1, . . . , r} .
We will say that the r-hypergraph H is K(r)ℓ1,...,ℓr-free when H does not contain
any r-uniform hypergraph K
(r)
ℓ1,...,ℓr
.
We recall that ex(n;K
(r)
ℓ1,··· ,ℓr) is the maximum number of hyperedges of a
K
(r)
ℓ1,...,ℓr
-free hypergraph of n vertices. See [16] for a nice survey on extremal
problems on graphs and hypergraphs. An easy probabilistic argument gives a
lower bound which generalizes (1.5):
(1.10) n
r− ℓ1+···+ℓr−r
ℓ1···ℓr−1 ≪ ex(n;K(r)ℓ1,··· ,ℓr).
The upper bound was considered by Erdo˝s in the case ℓ = ℓ1 = · · · = ℓr. He
proved [9, Theorem 1] that
(1.11) ex(n,K
(r)
ℓ,...,ℓ)≪ nr−1/ℓ
r−1
.
Erdo˝s and Simonovits wrote in [13] that probably limn→∞
ex(n,K
(r)
ℓ,··· ,ℓ)
nr−1/ℓ
r−1 exists and
it is a positive number. We refine the estimate (1.11) as follows.
Theorem 4.
(1.12) ex(n,K
(r)
ℓ1,...,ℓr
) ≤ (ℓr − 1)
1/ℓ1···ℓr−1
r!
nr−1/ℓ1···ℓr−1(1 + o(1)), (n→∞).
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The case r = 2 in Theorem 4 is the result (1.5) proved by Ko¨vari, So´s and
Tura´n [19]. It is believed that the upper bound in (1.12) is not far from the real
value of ex(n,K
(r)
ℓ1,...,ℓr
).
Conjecture 2.
ex(n,K
(r)
ℓ1,··· ,ℓr) ≍ nr−1/ℓ1···ℓr−1.
The lower bound in (1.10) has been improved in a few cases for r ≥ 3:
ex(n,K
(3)
2,2,2)≫ n3−1/3,(1.13)
ex(n,K
(r)
2,...,2)≫ nr−
r
2r−1
+ 1
s(2r−1) , (sr ≡ 1 (mod 2r − 1)).(1.14)
Katz, Krop and Maggioni [18] attained (1.13) and Gunderson and Ro¨dl [17]
proved (1.14). An alternative proof of (1.13) follows from Theorem 3 and Propo-
sition 2 below.
1.3. Connection between the two areas of problems. The two exponents
of n in Theorems 1 and 2 have the same flavour as the two exponents of n in
(1.10) and in Theorem 4. This is a consequence of the following result.
Proposition 2. Let G be a finite abelian group with |G| = n. Then
ex(n,K
(r)
ℓ1,...,ℓr
) ≥
(
n
r
)
F (G,L(r)ℓ1,...,ℓr)
n
.
The proof uses L(r)ℓ1,...,ℓr-free sets in finite abelian groups to construct K
(r)
ℓ1,...,ℓr
-
free hypergraphs. Proposition 2 connects results on extremal problems in abelian
groups with results on extremal problems in hypergraphs.
We mention a couple of cases already discussed in the literature. It is well
known that if A is a Sidon set in a finite abelian group G then the graph G(V, E)
where V = G and E = {{x, y} : x+ y ∈ A} is a K2,2-free graph. Another related
example is the connection that was discussed in [22] between Lℓ1,ℓ2-free sets and
the problem of Zarankiewicz, which in turn is connected to extremal problems on
Kℓ1,ℓ2-free graphs (see [15, §2]). As a final example (1.13) can be obtained from
Theorem 3 by using Proposition 2.
In the same line of reasoning since any L(r)ℓ1,...,ℓr-free set in Zn is also a L
(r)
ℓ1,...,ℓr
-
free set in {1, . . . , n} then Conjecture 1 implies Conjecture 2. The converse is not
true but the algebraic ideas behind the constructions of some Kℓ1,ℓ2-free graphs
can be used in some cases to construct Lℓ1,ℓ2-free sets. This was the strategy
followed in [22] to construct dense L3,3-free sets.
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1.4. Extremal problems in infinite sequences of integers. We consider also
infinite L-free sequences of positive integers. This problem is more difficult than
the analogous finite problem, even in the simplest case of L2,2-free sets (Sidon
sequences). Let A(x) = |A ∩ [1, x]| be the counting function of any sequence A.
In the light of Conjecture 1 for the finite case and being optimistic one could
believe in the existence of an infinite L(r)ℓ1,...,ℓr-free sequence satisfying A(x) ≫
x1−1/(ℓ1···ℓr−1). Erdo˝s [26] proved that it is not true for Sidon sequences, and
Peng, Tesoro and Timmons [22] proved that neither for Lℓ1,ℓ2-free sequences this
is true. We generalize these results for all L(r)ℓ1,...,ℓr .
Theorem 5. If A is an infinite L(r)ℓ1,...,ℓr-free sequence then
lim inf
x→∞
A(x)
x
(x log x)1/(ℓ1···ℓr−1) ≪ 1.
Hence a natural question is whether or not for any ǫ > 0 there exists a L(r)ℓ1,...,ℓr-
free sequence with
(1.15) A(x)≫ x1−1/(ℓ1···ℓr−1)−ǫ.
A positive answer to this question was conjectured by Erdo˝s in the case of Sidon
sequences. The greedy algorithm provides a Sidon sequence A with A(x)≫ x1/3.
This was the densest infinite Sidon sequences known during nearly 50 years.
Ajtai, Komlo´s and Szemere´di [1] proved the existence of a Sidon sequence with
A(x)≫ (x log x)1/3 and Ruzsa [24] proved the existence of a Sidon sequence with
A(x) ≫ x
√
2−1+o(1). The first author [7] constructed an explicit Sidon sequence
with similar counting function.
To attain the exponent in (1.15) looks like a difficult problem. It even seems
difficult to get a exponent greater than 1 − ℓ1+···+ℓr−r
ℓ1···ℓr−1 , which is the exponent
obtained in Theorem 2 for finite sets.
The probabilistic method used in Theorem 2 to construct dense finite L(r)ℓ1,...,ℓr-
free sets might be adapted to construct infinite L(r)ℓ1,...,ℓr-free sequences with large
counting function in order to prove that for every ǫ > 0 there exist an infinite
L(r)ℓ1,...,ℓr-free sequence A satisfying
A(x)≫ x1−γ−ǫ, with γ = ℓ1 + · · ·+ ℓr − r
ℓ1 · · · ℓr − 1 .
We have not found a proof for the general case, however we have succeeded in
two particular cases.
Theorem 6. For any ℓ ≥ 2 and for any ǫ > 0 there exists an infinite L2,ℓ-free
sequence with
A(x)≫ x1− ℓ2ℓ−1−ǫ.
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Note however that the constructions in [24] and [7] provide a greater exponent
for ℓ = 2 and ℓ = 3.
Theorem 7. For any r ≥ 2 and for any ǫ > 0 there exists an infinite L(r)2,...,2-free
sequence with
A(x)≫ x1− r2r−1−ǫ.
The rest of this paper is organized as follows. Several auxiliary results that
will be used in the sequel are included in section 2. In section 3 we discuss finite
sets that are L-free and we prove Theorems 1, 2, 3, and Proposition 1. In section
4 we prove Proposition 2 and Theorem 4. In section 5 we discuss infinite L-free
sequences of integers and prove Theorems 5, 6 and 7.
2. Lemmata and auxiliary theorems.
Lemma 2.1. Let r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr be given. If A is a L(r)ℓ1,...,ℓr-free set
in an abelian group G then the set
(A+ x1) ∩ · · · ∩ (A+ xℓ1)
is a L(r−1)ℓ2,...,ℓr-free set for any collection {x1, . . . , xℓ1} of ℓ1 distinct elements of G.
Proof. If L2 + · · ·+ Lr ⊂ (A+ x1) ∩ · · · ∩ (A+ xℓ1) then L2 + · · ·+ Lr − xi ⊂ A
for i = 1, . . . , ℓ1 and so L1 + L2 + · · ·+ Lr ⊂ A for L1 = {−x1, . . . ,−xℓ1}. 
Definition 2.1. We say that a sumset L1+ · · ·+Lr is degenerated if |L1+ · · ·+
Lr| < |L1| · · · |Lr|, that is to say some of all the possible sums are repeated.
Lemma 2.2. If a sumset is degenerated then it contains an arithmetic progres-
sion.
Proof. Consider the sumset X = L1 + · · · + Lr Suppose that x1 + · · · + xr =
y1 + · · · + yr with xi, yi ∈ Li (1 ≤ i ≤ r), and with xk 6= yk, say xk > yk, for
some k. Then the three following elements of X form an arithmetic progression
of difference xk − yk:
x1+· · ·+xk−1+yk+xk+1+· · ·+xr, x1+· · ·+xr, y1+· · ·+yk−1+xk+yk+1+· · ·+yr.

Lemma 2.3. Given r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr, there are at most nℓ1+···+ℓr−r+1
sumsets X ⊂ {1, . . . , n} of the form X = L1+· · ·+Lr with |Li| = ℓi, i = 1, . . . , r.
Proof. Any sumset X can written in only a way in the form x + L′1 + · · · + L′r
with L′i the translate of Li such that minL
′
i = 0. The number of choices for
x, L′1, . . . , L
′
r is at most n
(
n
ℓ1−1
) · · · ( n
ℓr−1
)
< n1+(ℓ1−1)+···+(ℓr−1). 
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We recall a Theorem, which is a consequence of the Jensen’s inequality, and
that will be used in the proof of Theorem 4.
Theorem 8 (Overlapping Theorem [8]). Let (Ω,A,P) be a probability space and
let {Ej}kj=1 denote a family of events. Write
σr :=
∑
1≤j1<···<jr≤k
P (Ej1 ∩ · · · ∩ Ejr) , (r ≥ 1).
Then we have
σr ≥
(
σ1
r
)
=
σ1(σ1 − 1) · · · (σ1 − (r − 1))
r!
.
An inmediate corollary of Theorem 8 is the following lemma which will be used
several times through this work.
Lemma 2.4. Let r ≥ 2 be an integer. If A+B ⊂ X then
(2.1)
1
|X|
∑
{x1,...,xr}∈(Br)
|(A+ x1) ∩ · · · ∩ (A + xr)| ≥
( |A||B|
|X|
r
)
.
Behrend [4] proved the following result that will be used in the random con-
structions we make in the sequel.
Theorem 9 (Behrend). For n large enough, any set of n consecutive integers
contains a subset Bn free of arithmetic progressions with size |Bn| = n1−ω(n), for
some decreasing function ω(n)→ 0 when n→∞.
Indeed it is possible to take ω(n) ≍ 1/√logn.
3. Finite L-free sets
3.1. Proof of Theorem 1. As the first step in the proof we attain a weaker
version of the upper bound of Theorem 1.
Lemma 3.1. For r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr we have
F
(
n,L(r)ℓ1,...,ℓr
)≪ n1−1/(ℓ1···ℓr−1).
Proof. For short we write Fr = F
(
n,L(r)ℓ1,...,ℓr
)
and Fr−1 = F
(
n,L(r−1)ℓ2,...,ℓr
)
. Suppose
that A ⊂ [n] is a L(r)ℓ1,...,ℓr-free set of largest cardinality, so we have |A| = Fr.
Lemma 2.1 implies that
(3.1) |(A+ x1) ∩ · · · ∩ (A+ xℓ1)| ≤ Fr−1,
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holds for any set of distinct positive integers {x1, . . . , xℓ1}.
Now we take B = [1, n] and X = [1, 2n] in Lemma 2.4 and use (3.1) to get
1
2n
(
n
ℓ1
)
Fr−1 ≥
(
Fr/2
ℓ1
)
=⇒ n
ℓ1−1
2
Fr−1 > (Fr/2− (ℓ1 − 1))ℓ1,
and then we have
(3.2) Fr < (2n)
1−1/ℓ1(Fr−1)1/ℓ1 + 2ℓ1.
This inequality allow us to prove Lemma 3.1 using induction on r. First note
that F1 = F (n,Lℓ2) = ℓ2 − 1 for n ≥ ℓ2 − 1 and inserting (3.2) we have that the
Lemma is true for r = 2.
Assume that it is true for r − 1. Inequality 3.2 implies
Fr ≪ n1−1/ℓ1(Fr−1)1/ℓ1 ≪ n1−1/ℓ1(n1−1/(ℓ2···ℓr−1))1/ℓ1 ≪ n1−1/(ℓ1···ℓr−1).

Next we will prove a refined version of the inequality (3.2).
Lemma 3.2. Let r, ℓ1, . . . , ℓr be integers with r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr. We
have the following inequality:
F
(
n,L(r)ℓ1,...,ℓr
)
< n
1− 1
ℓ1
(
F
(
n,L(r−1)ℓ2,...,ℓr
)) 1
ℓ1 +O
(
n1/2−1/(2ℓ1 ···ℓr−1)
)
.
Proof. The first part of the proof is similar to the proof of Lemma 3.1 but now
we take B = [0, m] and X = [1, n +m] in Lemma 2.4 where m will be choosen
later. The inequality (3.1) and Lemma 2.4 imply
Fr−1
n+m
(
m+ 1
ℓ1
)
≥
( (m+1)Fr
n+m
ℓ1
)
=⇒ Fr−1
n +m
(m+ 1)ℓ1 ≥
(
(m+ 1)Fr
n +m
− (ℓ1 − 1)
)ℓ1
=⇒ Fr−1
n+m
≥
(
Fr
n +m
− ℓ1 − 1
m+ 1
)ℓ1
=⇒ Fr
n+m
≤
(
Fr−1
n +m
)1/ℓ1
+
ℓ1 − 1
m+ 1
.
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Using that (n+m)1−1/ℓ1 = n1−1/ℓ1(1 +m/n)1−1/ℓ1 < n1−1/ℓ1(1 +m/n) we get
Fr ≤ (n +m)1−1/ℓ1Fr−11/ℓ1 + (ℓ1 − 1)(n+m)
m+ 1
≤ n1−1/ℓ1Fr−11/ℓ1
(
1 +
m
n
)
+
(ℓ1 − 1)(n+m)
m+ 1
≤ n1−1/ℓ1Fr−11/ℓ1 +m
(
Fr−1
n
)1/ℓ1
+
(ℓ1 − 1)n
m+ 1
+ ℓ1 − 1.
To make as sharp as possible this last estimate we need that the second and
the third summands have the same order of magnitude. Hence by taking m =⌊√
nℓ1/(Fr−1/n)1/(2ℓ1)
⌋
and using also Lemma 3.1 we have
Fr ≤ n (Fr−1/n)1/ℓ1 + 2ℓ1 − 1√
ℓ1
√
n (Fr−1/n)
1/(2ℓ1) + ℓ1 − 1(3.3)
< n1−1/ℓ1F 1/ℓ1r−1 +O
(
n1/2−1/(2ℓ1···ℓr−1)
)
,
as claimed. 
To finish the proof of Theorem 1 we proceed by induction on r. For r = 2, let
F2 = F (n,Lℓ1,ℓ2) and F1 = F (n,Lℓ2). Observe that F1 = ℓ2 − 1 for n ≥ ℓ2 − 1.
Inequality (3.3) implies
F2 < (ℓ2 − 1)1/ℓ1n1−1/ℓ1 +O
(
n1/2−1/(2ℓ1)
)
.
Assume that Theorem 1 is true for r − 1 and take any ℓ1, . . . , ℓr with 2 ≤ ℓ1 ≤
· · · ≤ ℓr. Lemma 3.2 and the induction hypothesis imply
Fr < n
1−1/ℓ1 (Fr−1)
1/ℓ1 +O
(
n1/2−1/(2ℓ1 ···ℓr−1)
)
< n1−1/ℓ1
(
(ℓr − 1)
1
ℓ2···ℓr−1 n
1− 1
ℓ2···ℓr−1 +O
(
n
1
2
+ 1
2ℓr−1
− 1
ℓ2···ℓr−1
))1/ℓ1
+ O
(
n
1
2
− 1
2ℓ1···ℓr−1
)
< (ℓr − 1)
1
ℓ1···ℓr−1 n
1− 1
ℓ1···ℓr−1
(
1 +O
(
n
− 1
2
+ 1
2ℓr−1
))1/ℓ1
+O
(
n
1
2
− 1
2ℓ1···ℓr−1
)
< (ℓr − 1)
1
ℓ1···ℓr−1 n
1− 1
ℓ1···ℓr−1 +O
(
n
1
2
+ 1
2ℓr−1
− 1
ℓ1···ℓr−1
)
+O
(
n
1
2
− 1
2ℓ1···ℓr−1
)
For r = 2 the second and third summands are the same. For r > 2 note that
ℓ1 · · · ℓr−2 − 2 > −1, and dividing this inequality by 2ℓ1 · · · ℓr−1 we have that
the exponent in the third summand is smaller than the exponent in the second
summand. Hence we have
Fr < (ℓr − 1)
1
ℓ1···ℓr−1 n
1− 1
ℓ1···ℓr−1 +O
(
n
1
2
+ 1
2ℓr−1
− 1
ℓ1···ℓr−1
)
,
as claimed.
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3.2. Proof of Theorem 2. The lower bound of Theorem 2 comes from a prob-
abilistic construction. Our proof is a generalization of the argument that Gun-
derson and Rodl [17] used for the particular case L(r)2,...,2.
Let Bn denote the set given by Theorem 9 of Berend, with the following prop-
erties: Bn ⊂ [n], B is free of arithmetic progressions and its size is |Bn| = n1−ω(n).
with ω(n) = o(1).
Next we randomly construct a set S in [n] with the following probability law:
P(ν ∈ S) =
{
p if ν ∈ Bn,
0 otherwise,
where all the events {ν ∈ S}ν≥1 are mutually independent. For the value of p we
choose
p = p(n) =
1
2
n
r−(ℓ1+···+ℓr)−ω(n)
ℓ1···ℓr−1 .
We will say that X is an obstruction (for S) when X ⊂ S is a sumset of the
class L(r)ℓ1,...,ℓr . Our aim is to destroy all the obstructions for S. To this end we
will remove from S the greatest element of every obstruction. Let Sbad denote
the collection of all these greatest elements:
(3.4) Sbad :=
⋃
X⊂S
X∈L(r)ℓ1,...,ℓr
{max(X)}.
If the number of obstructions is low enough, then we could remove from S all
the elements in the collection Sbad and still retain a sufficiently dense set which
would be free of obstructions. With this in mind we claim that the obstructions
for S are few in our construction.
Lemma 3.3. For all n sufficiently large, with probability at least 1/4 the random
sets constructed in this way satisfy
|S| ≥ |Bn|p
2
and |Sbad| ≤ |Bn|p
4
.
The lemma implies that there exist a set S ⊂ [n] such that
|S \ Sbad| > |Bn|p
4
= n
1− ℓ1+···+ℓr−r
ℓ1···ℓr−1
−o(1)
.
Note that the set A = S \ Sbad satisfies the conditions of Theorem 2. Indeed by
removing from S all the elements in Sbad we have that A is L(r)ℓ1,...,ℓr -free because
all the sumsets of the class L(r)ℓ1,...,ℓr that were contained in S have been destroyed.
Thus to complete the proof of Theorem 2 all we need is to prove Lemma 3.3.
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Proof of Lemma 3.3. On the one hand since S ⊂ B, then S is free of arithmetic
progressions and Lemma 2.2 implies that all the obstructions for S are non de-
generated (see definition 2.1). Hence all the possible sums within an obstruction
X are distinct and so the probability of any obstruction X to occur in the con-
struction is
(3.5) P(X ⊂ S : X ∈ L(r)ℓ1,...ℓr) = pℓ1···ℓr .
Consider the random variable N(S) = #{X ⊂ S : X ∈ L(r)ℓ1,...ℓr} that counts
the number of obstructions. As two different obstructions may have the same
maximum then N(S) is greater or equal than the cardinality of Sbad. Hence
using Lemma 2.3 and (3.5) we can estimate the expected cardinal of Sbad as
follows:
E
(|Sbad|) ≤ E(N(S)) = #{X ⊂ [n] : X ∈ L(r)ℓ1,...ℓr} P(X ⊂ S)
≤ nℓ1+···+ℓr−r+1pℓ1···ℓr
= 2−ℓ1···ℓrnℓ1+···+ℓr−r+1n
r−(ℓ1+···+ℓr)−ω(n)
ℓ1···ℓr−1
(ℓ1···ℓr−1+1)
= 2−ℓ1···ℓrn1−ω(n)n
r−(ℓ1+···+ℓr)−ω(n)
ℓ1···ℓr−1 = |Bn|p/2ℓ1···ℓr−1.
Using the fact that 2 ≤ ℓi (2 ≤ i ≤ r), this last estimate of E(|Sbad|), and Markov
inequality we have
P
(
|Sbad| > |Bn|p
4
)
≤ P
(
|Sbad| > |Bn|p
2ℓ1···ℓr−2
)
(3.6)
≤ P (|Sbad| > 2 E(|Sbad|)) ≤ 1/2.
On the other hand the size of S equals
∑
ν∈Bn 1ν∈S, i.e: the sum of |Bn| indepen-
dent random indicator variables all having the same expectation p and variance
p(1 − p). This implies E(|S|) = |Bn|p and Var(|S|) = |Bn|p(1− p). We can now
use Chebychev inequality to write
P
(
|S| < |Bn|p
2
)
= P
(
|S| < E(|S|)
2
)
< P
(
(|S − E(|S|)| > E(|S|)
2
)
<
4Var(|S|)
(E(|S|))2 =
4|Bn|p(1− p)
(|Bn|p)2 <
4
|Bn|p <
1
4
,(3.7)
except for finitely many n, since |Bn|p→∞. Combining (3.6) and (3.7) we obtain
P
(|S| ≥ |Bn|p/2 and |Sbad| ≤ |Bn|p/4) ≥ 1− (1/2 + 1/4) ≥ 1/4,
as claimed. 
3.3. Proof of Theorem 3. Theorem 3 is an immediate corollary of the following
result.
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Proposition 3. Let p be an odd prime and θ be a generator of F∗p. The set
A = {(x1, x2, x3) : θx1 + θx2 + θx3 = 1, x1, x2, x3 6= 0} ⊂ Z3p−1
does not contain subsets of the form L1 + L2 + L3 with |L1| = |L2| = |L3| = 2
and has (p− 3)2 elements.
Proof. The first observation is that, given any abelian group G, a set A ⊂ G is
free of subsets of the form L1 + L2 + L3, |L1| = |L2| = |L3| = 2 if and only if for
any y ∈ G, y 6= 0, the sets Ay = A ∩ (A + y) do not contain subsets of the form
L1 + L2, |L1| = |L2| = 2. This last condition is equivalent to say that Ay is a
Sidon set. This is what we have to prove.
For a fixed y = (y1, y2, y3) 6= (0, 0, 0) in Z3p−1 we consider the set Ay = A∩ (A+
y). It is clear from the definition that
Ay = {(x1, x2, x3) : satisfying the conditions (∗)}
(∗)


θx1 + θx2 + θx3 = 1
θx1+y1 + θx2+y2 + θx3+y3 = 1
xi, xi + yi 6= 0, i = 1, 2, 3.
We claim that, if Ay is not empty, then one of the coordinates of y is distinct
from 0 and distinct from the other two coordinates.
To prove this claim suppose that (x1, x2, x3) ∈ Ay. Since y = (y1, y2, y3) 6=
(0, 0, 0) we can assume that one of the coordinates is different from zero, say
y3 6= 0. If y3 6= y1 and y3 6= y2 then the coordinate y3 satisfies the statement
of the claim. We consider now the possibility that y3 = y2 (the case y3 = y1 is
similar). We will see that in this case, the coordinate y1 satisfies the claim. If
y1 = 0 then the equations (*) imply that θ
x1 + θx2 = θy3(θx1 + θx2) and then,
since y3 6= 0, we have that θx1 + θx2 = 0. But it implies that x3 = 0 which is not
possible by construction. Furthermore it is clear that y1 6= y2 = y3. Otherwise we
would have that y1 = y2 = y3 and the equations (*) would imply that y = (0, 0, 0)
which is a contradiction.
Let us assume that y3 is distinct from 0 and distinct from the other two coordi-
nates. This implies that the elements λ1 = θ
y3−θy1 , λ2 = θy3−θy2 and µ = θy3−1
are distinct from zero. Hence taking the function x3(x1, x2) = logθ(1− θx1 − θx2)
we can deduce from the equations in (*) that the set Ay is included in the set
S = {(x1, x2, x3(x1, x2)) : λ1θx1 + λ2θx2 = µ, θx1 + θx2 6= 1}.
Next we show that S is a Sidon set, which implies that Ay is a Sidon set. For
a given (z1, z2, z3) 6= (0, 0, 0), suppose that
(3.8) (x1, x2, x3(x1, x2))− (x′1, x′2, x3(x′1, x′2)) = (z1, z2, z3)
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with
(3.9)
{
λ1θ
x1 + λ2θ
x2 = µ,
λ1θ
x′1 + λ2θ
x′2 = µ.
We will show that (x1, x2, x3(x1, x2)) and (x
′
1, x
′
2, x3(x
′
1, x
′
2)) are uniquely deter-
mined by the conditions (3.8) and (3.9). If z1 = z2 = 0 then (x1, x2) = (x
′
1, x
′
2),
which implies that z3 = 0. Therefore we can assume that (z1, z2) 6= (0, 0). In this
case equations in (3.8) and (3.9) imply that
λ2θ
x2(1− θz1−z2) = µ(1− θz1).
If z1 = z2 then µ(1 − θz1) = 0 =⇒ z1 = z2 = 0. If z1 6= z2 then x2 is uniquely
determined and therefore also x1, x
′
1, x
′
2, x3(x1, x2) and x3(x
′
1, x
′
2).
To complete the proof of the lemma we calculate the size of A:
|A| = |{(u, v, w) ∈ F3p : u+ v + w = 1, u, v, w 6∈ {0, 1}}|
=
∑
w 6∈{0,1}
∑
v 6∈{0,1,−w,1−w}
1 =
∑
w 6∈{0,1}
(p− |{0, 1,−w, 1− w}|)
= p(p− 2)−
∑
w 6∈{0,1,−1}
|{0, 1,−w, 1− w}| − |{0, 1, 1, 2}|
= p(p− 2)− 4(p− 3)− 3 = (p− 3)2.

In the rest of this section we will prove the estimate (1.4) by using Theorem 3
and the following projection from Z3m to Z. For any integer m ≥ 2 we consider
the function ϕm : Z
3
m → Z defined by
(3.10) ϕm(x1, x2, x3) = (2m)
2x1 + (2m)x2 + x3,
where x1, x2, x3 are residues in [0, m − 1]. An easy, but important, property of
this function is that
(3.11) ϕm(x) + ϕm(y) = ϕm(u) + ϕm(v) =⇒ x+ y = u+ v.
This property in a more general fashion is proved during the proof of Proposition
1 in section 3.4.
Lemma 3.4. If A ⊂ Z3m is L(3)2,2,2-free then the set ϕm(A) is L(3)2,2,2-free over the
integers.
Proof. AHilbert cube of dimension 3 can be also described as a multiset {x1, . . . , x8}
with x2, x3, x5 6= x1 satisfying the following conditions (see the picture below):{
x2 − x1 = x4 − x3 = x6 − x5 = x8 − x7
x3 − x1 = x7 − x5
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t t t t t t t t
x1 x2 x3 x4 x5 x6 x7 x8
This system of equations is equivalent to the following system in term of sums:
(3.12)


x2 + x3 = x4 + x1,
x2 + x5 = x6 + x1,
x2 + x7 = x8 + x1,
x3 + x5 = x7 + x1.
Suppose that {ϕm(a1), . . . , ϕm(a8)} with a1, . . . , a8 ∈ A is a Hilbert cube of
dimension 3 contained in ϕm(A). Since the elements ϕm(a1), . . . , ϕm(a8) satisfy
the four equations in (3.12), the observation (3.11) implies that also the ele-
ments a1, . . . , a8 satisfy the analogous equations in Z
3
m and therefore the multiset
{a1, . . . , a8} is a Hilbert cube of dimension 3 contained in A. 
To attain bound (1.4) we apply Lemma 3.4 to the set A described in Proposition
3. It is easy to see that ϕm defined by (3.10) is injective thus |ϕp−1(A)| = |A| =
(p− 3)2 and we also have ϕp−1(A) ⊂ [0, 4(p− 1)3). Let p be the largest prime p
such that 4(p− 1)3 ≤ n, that is p = (n/4)1/3(1 + o(1)). Then we have
F (n,L(3)2,2,2) ≥ |ϕp−1(A)| = (p− 3)2 = (n/4)2/3(1 + o(1)).
3.4. Proof of Proposition 1. To prepare for the proof we first generalize the
idea that we used during the proof of Lemma 3.4. The sums in a sumset might be
repeated thus we have a multiset in the general case. However a minimum number
of the sums are distinct. The set L1 is translated ℓ2 times to form a pattern which
is in turn translated ℓ3 times and so on. The next lemma characterizes sumsets
as multisets satisfying a number of conditions.
Lemma 3.5. Let r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr be given, and a sumset L1 + · · ·+
Lr ∈ L(r)ℓ1,...,ℓr , with summands Ls = {λs1, . . . , λsℓs}, (1 ≤ s ≤ r). We enumerate
the sums using a multi-index as follows:
xi1i2···ir :=
r∑
s=1
λsis, (1 ≤ is ≤ ℓs, 1 ≤ s ≤ r).
Then the following
∑r
k=1
(
ℓk
2
)
conditions hold:
x1···1is1···1 6= x1···1js1···1, (1 ≤ is < js ≤ ℓs, s = 1, . . . , r).(3.13)
Furthermore the following ℓ1 · · · ℓr − (ℓ1 + · · ·+ ℓr) + (r − 1) equalities hold:
x1···1 + x1···1isis+1···ir = x1···1is1···1 + x1···1is+1···ir ,
(
is 6= 1, (is+1, . . . , ir) 6= (1, . . . , 1), 1 ≤ s < r
)
.
(3.14)
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In the other direction, suppose that a given multiset X of ℓ1 · · · ℓr elements can
be multi-indexed as follows
X = {xi1···ir , 1 ≤ is ≤ ℓs, 1 ≤ s ≤ r},
so that conditions (3.13) and (3.14) are satisfied. Then X ∈ L(r)ℓ1,...,ℓr .
Proof. For s = 1, . . . , r the cardinality of any translate of Ls is ℓs. Hence all the
elements in the translate∑
1≤t≤r
t6=s
λt1 + Ls = {x1···1is1···1 : is = 1, . . . , ℓs}
must be distinct and so (3.13) holds.
Let us fix s, with s ≤ r − 1, and also fix is+1, . . . , ir, with (is+1, . . . , ir) 6=
(1, . . . , 1). Varying just the sth place of the multi-index we have that the following
ℓs − 1 equalities on differences hold:
x1···1isis+1···ir − x1···11is+1···ir = λsis − λs1 = x1···1is1···1 − x1···1, (is 6= 1),
We now vary is+1, . . . , ir, and we have that the following (ℓs+1 · · · ℓr − 1)(ℓs − 1)
equalities on sums hold:
x1···1+x1···1isis+1···ir = x1···1is1···1+x1···1is+1···ir ,
(
is 6= 1, (is+1, . . . , ir) 6= (1, . . . , 1)
)
.
As this is true for 1 ≤ s < r we have (3.14). Summing in s, the total number of
equalities is
r−1∑
s=1
(ℓs+1 · · · ℓr − 1)(ℓs − 1) =
r−1∑
s=1
ℓs · · · ℓr − ℓs+1 · · · ℓr − ℓs + 1
= ℓ1 · · · ℓr +
r−1∑
s=2
−ℓs · · · ℓr + ℓs · · · ℓr +
r−1∑
s=1
(−ℓs + 1)
= ℓ1 · · · ℓr − (ℓ1 + · · ·+ ℓr) + (r − 1),
as claimed.
To prove the second part of the lemma, suppose X = {xi1···ir , 1 ≤ is ≤ ℓs, 1 ≤
s ≤ r} satisfies conditions (3.13) and (3.14). We define L1 := {x11···1, x21···1, . . . , xℓ11···1}
and for s = 2, . . . , r we define
Ls := −x11···1 + {x1···1is1···1 : is = 1, . . . , ℓs}.
Condition (3.13) implies that |Ls| = ℓs (1 ≤ s ≤ r), and so L1+ · · ·+Lr ∈ L(r)ℓ1,...ℓr .
It will suffice to show that xi1···ir ∈ L1+ · · ·+Lr for any element of X . Note that
x1···1 ∈ L1 and 0 ∈ ∩rs=2Ls and thus trivially x1···1 ∈ L1 + · · ·+ Lr. In other case
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(i1, . . . , ir) 6= (1, . . . , 1) and then using r − 1 times (3.14) we can write
xi1···ir = xi11···1 − x1···1 + x1i2···ir
= xi11···1 − x1···1 + x1i21···1 − x1···1 + x11i3···ir
...
= xi11···1 + (−x1···1 + x1i21···1) + · · ·+ (−x1···1 + x1···1ir)
∈ L1 + L2 + · · ·+ Lr.

Now we are ready to prove Proposition 1. We remind that given r1, · · · , rj, · · ·
(the base), any non negative integer can be written in a unique way in the form
y1 + y2r1 + y3r1r2 + · · ·+ yjr1r2 · · · rj−1 + · · · ,
with digits yj satisfying 0 ≤ yj < rj (j ≥ 1).
The map ϕ : Zn1 × · · · × Znk → Z given by
ϕ(x1, . . . , xk) = x1 + x2(2n1) + · · ·+ xk(2n1)(2n2) · · · (2nk−1),
is injective, to see it just note x1, . . . , xk are the k digits of the integer ϕ(x1, . . . , xk)
in any base starting with {2n1, 2n2, . . . , 2nk−1, 2nk}. One important property of
ϕ is
(3.15) ϕ(x) + ϕ(y) = ϕ(u) + ϕ(v)⇒ x+ y = u+ v.
To prove it suppose ϕ(x) + ϕ(y) = ϕ(u) + ϕ(v), that is to say
(3.16)
k∑
1
(xj + yj)(2n1)(2n2) · · · (2nj−1) =
k∑
1
(uj + vj)(2n1)(2n2) · · · (2nj−1).
For every j = 1, . . . , k we have 0 ≤ xj , yj, uj, vj < nj which implies
0 ≤ xj + yj, uj + vj < 2nj.
The expresion of an integer in the base is unique, thus by (3.16) we have xi+yj =
uj + vj (1 ≤ j ≤ k), which implies that x+ y = u+ v.
We claim that ϕ preserves the property of being L(r)ℓ1,...,ℓr-free. Indeed, let A ⊂
Zn1 × · · · × Znk be any set such that ϕ(A) contains a sumset Y of the class
L(r)ℓ1,...,ℓr . By Lemma 3.5, Y can be multi-indexed {yi1···ir , : 1 ≤ is ≤ ℓs, 1 ≤
s ≤ r} and satisfies conditions (3.13) and (3.14). The function ϕ is injective
and so ϕ−1(Y ) = Z can multi-indexed in the natural way : zi1···ir = ϕ
−1(yi1···ir).
Because ϕ is injective we have that Z satisfies the conditions (3.13). The property
(3.15) implies that Z satisfies the equalities (3.14). Hence the second part of
Lemma 3.5 implies that Z = ϕ−1(Y ) is a sumset of the class L(r)ℓ1,...,ℓr in the group
Zn1 × · · · × Znk .
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Note that the image of ϕ is in the interval [2k−1n1n2 · · ·nk], because we have
xi ≤ ni − 1, (1 ≤ i ≤ k) and then
ϕ(x1, . . . , xk) ≤ (n1 − 1) + (n2 − 1)(2n1) + (n3 − 1)(2n1)(2n2) + · · ·
= −1 + n1 − 2n1 + 2n1n2 − 4n1n2 + 4n1n2n3 + · · ·
= −1 − n1 − 2n1n2 − · · · − 2k−2n1n2 · · ·nk−1 + 2k−1n1n2 · · ·nk
< 2k−1n1n2 · · ·nk.
Therefore for any L(r)ℓ1,...,ℓr-free set A ⊂ Zn1 × · · · × Znk we have
|A| = |ϕ(A)| ≤ F (2k−1n1n2 · · ·nk,L(r)ℓ1,...,ℓr),
which implies F (Zn1 × · · · × Znk ,L(r)ℓ1,...,ℓr) ≤ F (2k−1n1n2 · · ·nk,L
(r)
ℓ1,...,ℓr
).
4. Connections with Tura´n problem on graphs and hypergraphs
4.1. Proof of Proposition 2. Let A ⊂ G be any set free of subsets of the form
L1 + · · ·+ Lr, with |Li| = ℓi, i = 1, . . . , r. Consider the hyper-graph G = (V, E)
where V = G and
E =
{
{x1, . . . , xr} ∈
(
G
r
)
: x1 + · · ·+ xr ∈ A
}
.
We claim that G does not contain a copy of the r-uniform hyper-graph K(r)ℓ1,...,ℓr
(see definition 1.4). Otherwise there exist L1, . . . , Lr with |Li| = ℓi, i = 1, . . . , r,
such that all the hyper-edges {x1, . . . , xr} with xi ∈ Li belong to E . But this is
equivalent to say that x1+· · ·+xr ∈ A for all (x1, . . . , xr) ∈ L1×· · ·×Lr. In other
words, that L1 + · · · + Lr ⊂ A, which is not possible because A is L(r)ℓ1,...,ℓr-free.
Hence we have
ex
(
n;K
(r)
ℓ1,...,ℓr
)
≥ #
{
{x1, . . . , xr} ∈
(
G
r
)
: x1 + · · ·+ xr ∈ A
}
,
an inequality which can be alternatively written as follows
ex(n;K
(r)
ℓ1,...,ℓr
) ≥
∑
y∈A
Rr(y),
where Rr(y) = #{{x1, . . . , xr} ∈
(
G
r
)
: x1 + · · ·+ xr = y}.
Note that, for any given x ∈ G, as A is L(r)ℓ1,...,ℓr-free then A + x has the same
property. This implies the last inequality also holds if we sum in y ∈ A + x.
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Hence we can write
ex(n;K
(r)
ℓ1,...,ℓr
) ≥ 1|G|
∑
x∈G
∑
y∈A+x
Rr(y) =
1
|G|
∑
y∈G
Rr(y)#{x : x ∈ y − A}
=
|A|
|G|
∑
y∈G
Rr(y) =
|A|
|G|
(|G|
r
)
=
|A|
n
(
n
r
)
.
4.2. Proof of Theorem 4. The proof uses induction in r. The case r = 2 was
proved by Ko¨vari, So´s and Tura´n [19].
For r ≥ 3 to ease the notation we write er = ex(n,K(r)ℓ1,...,ℓr) and er−1 =
ex(n,K
(r−1)
ℓ2,...,ℓr
). Suppose H = (V, E) is one extreme r-hypergraph which is free of
K
(r)
ℓ1,...,ℓr
hypergraphs. We have
(4.1) |E| = er.
The neighbourhood of any vertex v in V is the collection of all (r− 1)-subsets of
V that form a r-hyperedge when combined with v:
N(v) =
{
U ∈
(
V
r − 1
)
: {v} ∪ U ∈ E
}
.
For any fixed ℓ1 vertices v1, . . . , vℓ1 let E ′ denote N(v1) ∩ · · · ∩ N(vℓ1). The set
E ′ can be considered as a collection of (r − 1)-hyperedges. Let V ′ ⊂ V denote
the vertices connected by E ′ thus forming a (r − 1)-hypergraph H′ = (V ′, E ′) .
Assume that H′ contains one K(r−1)ℓ2,...,ℓr hypergraph, say I = (V (I), E(I)). Then
the hypergraph
({v1, . . . , vℓ1} ∪ V (I), {{vi} ∪ U | U ∈ E(I), i = 1, . . . , ℓ1})
would be r-uniform K
(r)
ℓ1,...,ℓr
and it would be included in H, which is impossible.
Hence (V ′, E ′) must be K(r−1)ℓ2,...,ℓr-free and so we have
(4.2) |E ′| = |N(v1) ∩ · · · ∩N(vℓ1)| ≤ er−1 for any v1, . . . , vℓ1.
In order to use Theorem 8, let us define the random variable X : V → ( V
r−1
)
with uniform probability law P (X = U) = 1/
(
n
r−1
)
, for every U ∈ ( V
r−1
)
. For
any v ∈ V we define the event Ev = {X ∈ N(v)}. Note that
∑
v∈V |N(v)|
counts the number of all subsets of r− 1 elements in every hyperedge of V , thus∑
v∈V |N(v)| =
(
r
r−1
) |E| and then we can write
σ1 =
∑
v∈V
P (Ev) =
1(
n
r−1
)∑
v∈V
|N(v)| = r |E|( n
r−1
) = r er( n
r−1
) ,
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where in the last equality we have used (4.1). Theorem 8 implies
1(
n
r−1
) ∑
{v1,...,vℓ1}∈(
V
ℓ1
)
|N(v1) ∩ · · · ∩N(vℓ1)| ≥
(
r er/
(
n
r−1
)
ℓ1
)
.
Using the inequality (4.2) we obtain
(4.3)
(
n
ℓ1
)
er−1(
n
r−1
) ≥ (r er/( nr−1)
ℓ1
)
.
Now we estimate the left term in (4.3):
er−1
(
n
ℓ1
)
(
n
r−1
) = (r − 1)!
ℓ1!
(n− (r − 1))!
(n− ℓ1)! er−1.
In the case r − 1 ≤ ℓ1 we have
er−1
(
n
ℓ1
)
(
n
r−1
) = (r − 1)!
ℓ1!
er−1(n− r + 1) · · · (n− ℓ1 + 1) ≤ (r − 1)!
ℓ1!
er−1 nℓ1−r+1.
Otherwise we have r − 1 > ℓ1 and then
er−1
(
n
ℓ1
)
(
n
r−1
) = (r − 1)!
ℓ1!
er−1
(n− ℓ1) · · · (n− r + 2) ≤
(r − 1)!
ℓ1!
er−1
(n− r + 2)r−1−ℓ1
≤ (r − 1)!
ℓ1!
er−1 (n− r + 2)ℓ1−r+1.
Hence we have
er−1
(
n
ℓ1
)
(
n
r−1
) ≤ (r − 1)!
ℓ1!
er−1 nℓ1−r+1(1 + o(1)), (n→∞).
A lower bound for the right term in (4.3) is(
r er/
(
n
r−1
)
ℓ1
)
≥
(
r! er
nr−1
ℓ1
)
≥
(
r! er
nr−1
− (ℓ1 − 1)
)ℓ1
ℓ1!
.
Combining the last two estimates and (4.3) we can write
(4.4)
(
r! er
nr−1
− (ℓ1 − 1)
)ℓ1
≤ (r − 1)! er−1 nℓ1−r+1(1 + o(1)), (n→∞).
By (1.10) we have that er ≫ nr−
ℓ1+···+ℓr−r
ℓ1···ℓr−1 . The fraction in this last exponent
reaches its maximum for r = ℓ1 = ℓ2 = 2, that is to say
ℓ1+···+ℓr−r
ℓ1···ℓr−1 ≤ 23 . Hence
er/n
r−1 ≫ n1/3 → ∞, and then we have that ℓ1 − 1 = o (er/nr−1) , (n → ∞),
which implies(
r! er
nr−1
− (ℓ1 − 1)
)ℓ1
=
(
r! er
nr−1
)ℓ1
(1 + o(1)), (n→∞).
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Using this last equality and (4.4) we can write
(
r! er
nr−1
)ℓ1
(1 + o(1)) ≤ (r − 1)! er−1 nℓ1−r+1(1 + o(1)), (n→∞),
and so
er ≤ n
r−1
r!
(
(r − 1)!)1/ℓ1 (er−1)1/ℓ1 n1− r−1ℓ1 (1 + o(1))
≤
(
(r − 1)!)1/ℓ1
r!
(er−1)1/ℓ1 n
r− r−1
ℓ1 (1 + o(1)), (n→∞).(4.5)
To prove the induction step assume that (1.12) holds for r − 1, then
er−1 ≤ (ℓr − 1)
1/ℓ2···ℓr−1
(r − 1)! n
r−1−1/ℓ2···ℓr−1(1 + o(1)), (n→∞),
and inserting this into (4.5) we have
er ≤ ((r − 1)!)
1/ℓ1
r!
(
(ℓr − 1)1/ℓ2···ℓr−1
(r − 1)! n
r−1−1/ℓ2···ℓr−1(1 + o(1))
)1/ℓ1
n
r− r−1
ℓ1
≤ (ℓr − 1)
1/ℓ1···ℓr−1
r!
nr−1/ℓ1···ℓr−1 (1 + o(1)), (n→∞).
Hence (1.12) also holds for r and the proof of Theorem 4 is completed.
5. Infinite L-free sequences of integers
5.1. Proof of Theorem 5. We part the interval (0, N2] into the subintervals
Ij = ((j − 1)N, jN ], j = 1, . . . , N and use the notation Aj = A ∩ Ij . Note that
A(tN) =
∑
j≤t |Aj|, (1 ≤ t ≤ N). We will first estimate the sum
S =
N∑
j=1
|Aj|
j1−1/(ℓ1···ℓr−1)
.
Let σ(x) denote the number infy>xA(y)
(y log y)1/(ℓ1···ℓr−1)
y
.
On the one hand for any t such that 1 ≤ t ≤ N we have
A(tN) ≥ σ(N)(tN)
1−1/(ℓ1 ...ℓr−1)
(log(tN))1/(ℓ1...ℓr−1)
≥ σ(N)(tN)
1−1/(ℓ1...ℓr−1)
(2 logN)1/(ℓ1...ℓr−1)
.
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We use this inequality and summation by parts to get
S ≥ (1− 1/(ℓ1 · · · ℓr−1))
∫ N
1
∑
j≤t |Aj|
t2−1/(ℓ1···ℓr−1)
dt
≥ 1
2
∫ N
1
A(tN)
t2−1/(ℓ1···ℓr−1)
dt
≥ σ(N)N
1−1/(ℓ1···ℓr−1)
4(logN)1/(ℓ1...ℓr−1)
∫ N
1
dt
t
≥ σ(N)
4
(N logN)1−1/(ℓ1···ℓr−1) .(5.1)
On the other hand Ho¨lder inequality yields
S ≤
(
N∑
j=1
|Aj|ℓ1···ℓr−1
)1/(ℓ1···ℓr−1)( N∑
j=1
1
j
)1−1/(ℓ1···ℓr−1)
.
At this point we will need the following result.
Lemma 5.1. Let A ⊂ Z be L(r)ℓ1,...,ℓr-free and Aj = A ∩ ((j − 1)N, jN ], j =
1, . . . , N . Then we have ∑
j≤N
|Aj |ℓ1···ℓr−1 ≪ N ℓ1···ℓr−1−1.
Assuming Lemma 5.1 holds (we will prove it below) we can write
(5.2) S ≪ N1−1/(ℓ1···ℓr−1)(logN)1−1/(ℓ1···ℓr−1).
Inequalities (5.1) and (5.2) imply σ(N)≪ 1 that is precisely the claim of Theorem
5.
Proof of Lemma 5.1. We use induction on r. We will call ℓ1-subsets to the subsets
of ℓ1 elements.
When r = 2 then
∑
j≤N
(|Aj |
ℓ1
)
counts the ℓ1-subsets in A included in some of
the intervals Ij = ((j − 1)N, jN ], j = 1, . . . , N. We will estimate this number
in two steps. On the one hand there are
(
N−1
ℓ1−1
)
classes of pairwise congruent ℓ1-
subsets of A with diameter less than N . The reason is that each of these classes
contains a representative subset that is within [1, N ] and which contains 1, note
that the remaining elements of the representative subset can be chosen in
(
N−1
ℓ1−1
)
different ways. On the other hand it is easy to see that since A is Lℓ1,ℓ2-free
then necessarily every class of pairwise congruent ℓ1-subsets contains at most ℓ2
members. Hence we have∑
j≤N
|Aj|ℓ1 ≪
∑
j≤N
(|Aj|
ℓ1
)
≤ ℓ2
(
N − 1
ℓ1 − 1
)
≪ N ℓ1−1.
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When r ≥ 3 assume that Lemma 5.1 is true for r − 1. For any set S and any
collection x = {x1, . . . , xℓ1} ∈
(
N
ℓ1
)
we will use the notation S ∗ x = ⋂ℓ1i=1(S + xi).
On the one hand Ho¨lder inequality yields
(5.3)
∑
x∈(Nl1)
|Aj ∗ x| ≤

 ∑
x∈(Nl1)
|Aj ∗ x|ℓ2···ℓr−1


1/(ℓ2···ℓr−1)(
N
ℓ1
)1−1/(ℓ2···ℓr−1)
.
On the other hand Lemma 2.4 with X = [2N ] and B = [N ] implies
(5.4)
∑
x∈(Nℓ1)
|Aj ∗ x| ≥ 2N
(|Aj|/2
ℓ1
)
≫ N |Aj |ℓ1 .
Combining (5.3) and (5.4) we obtain
N ℓ2···ℓr−1|Aj|ℓ1···ℓr−1 ≪

 ∑
x∈(Nℓ1)
|Aj ∗ x|ℓ2···ℓr−1

N ℓ1···ℓr−1−ℓ1
Summing in j we can write:
N ℓ2···ℓr−1
∑
j≤N
|Aj |ℓ1···ℓr−1 ≪ N ℓ1···ℓr−1−ℓ1
∑
x∈(Nℓ1)
∑
j≤N
|Aj ∗ x|ℓ2···ℓr−1
Observe that Aj is L(r)ℓ1,...,ℓr-free (because Aj ⊂ A) and then Lemma 2.1 implies
that for any x = {x1, . . . , xℓ1} ∈
(
N
ℓ1
)
the set Aj ∗x =
⋂ℓ1
i=1(Aj+xi) is L(r−1)ℓ2,...,ℓr-free.
Hence we apply the induction hypothesis to each Aj ∗ x to obtain
N ℓ2···ℓr−1
∑
j≤N
|Aj|ℓ1···ℓr−1 ≪ N ℓ1···ℓr−1−ℓ1
∑
x∈(Nℓ1)
N ℓ2···ℓr−1−1
Thus we have ∑
j≤N
|Aj |ℓ1···ℓr−1 ≪ N ℓ1···ℓr−1−1,
as claimed. 
5.2. Proofs of Theorems 6 and 7. The strategy of the proof is the same for the
two cases of Hilbert cubes and L2,ℓ. We first construct a dense random sequence
S free of arithmetic progressions. We will say that X is an obstruction (for S)
when X ⊂ S is a sumset of the class L(r)ℓ1,...,ℓr . The sequence S is likely to have
infinitely many obstructions. If we could proof that obstructions are few then
we would be able to remove all of them by just removing few elements from S.
After the removal process we would retain a subsequence A ⊂ S satisfying the
conditions of Theorem 6 (resp. Theorem 7). Thus we have to estimate the number
of obstructions for S. In the cases of Hilbert cubes and L2,ℓ we have succeeded to
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obtain an upper bound which allows to complete the proofs of Theorems 7 and
6.
Our first remark is that we can take ǫ as little as needed in the sense that if
Theorem 6 is true for a particular ǫ0 > 0 then it is also true for any ǫ > ǫ0.
We define a collection of intervals as follows:
Im = [4
m+2, 4m+2 + 4m), (m ≥ 1).
Let Bm denote the set given by Theorem 9 of Behrend with the following prop-
erties: Bm ⊂ Im, Bm is free of arithmetic progressions and has size |Bm| ≥
4m(1+o(1)).
Given ǫ > 0 we have |Bm| ≥ 4m(1−ǫ/2), (m ≥ mǫ), for some positive integer mǫ.
We take
B =
⋃
m≥mǫ
Bm.
Let r, ℓ1, . . . , ℓr be integers with r ≥ 2 and 2 ≤ ℓ1 ≤ · · · ≤ ℓr. We consider the
probability space of all random infinite sequences S of positive integers with law
P(ν ∈ S) =
{
f(ν) if ν ∈ B,
0 otherwise,
where all the events {ν ∈ S}ν≥1 are mutually independent and
f(ν) = ν−α, α =
ℓ1 + · · ·+ ℓr − r
ℓ1 · · · ℓr − 1 + ǫ/2.
We will write Sm for the intersection S ∩ Bm.
Lemma 5.2. Any random sequence S defined as above is free of arithmetic pro-
gressions and with high probability we have
(5.5) |Sm| ≫ 4m
(
1− ℓ1+···+ℓr−r
ℓ1···ℓr−1
−ǫ
)
, (m→∞).
Proof. As S ⊂ B, it suffices to proof that the set B does not contain arithmetic
progressions. Take any x1 < x2 < x3 with x1 ∈ Bm1 , x2 ∈ Bm2 , x3 ∈ Bm3
and m1 ≤ m2 ≤ m3. If m1 = m2 = m3 then x1, x2, x3 are not in arithmetic
progression because Bm1 is free of them.
If m1 < m2 < m3 and 2x2 = x1 + x3 then we would have
34 · 4m2 = 2(4m2+2 + 4m2) ≥ 2x2 = x1 + x3 ≥ 4m3+2 ≥ 4m2+3 = 64 · 4m2 ,
which is false. If m1 < m2 = m3 then
x2 − x1 ≥ 4m2+2 − (4m2+1 + 4m2−1) = 47
4
4m2 > x3 − x2,
and then x1, x2, x3 are not in arithmetic progression. If m1 = m2 < m3 then
x3 − x2 ≥ 4m2+3 − (4m2+2 + 4m2) = 47 · 4m2 > x2 − x1,
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and then x1, x2, x3 are not in arithmetic progression.
When ν ∈ Bm then ν < 4m+3 and so the expected size of Sm = S ∩ Bm is
µm = E(|Sm|) =
∑
ν∈Bm
ν−α ≥ |Bm|4−(m+3)α ≫ 4m(1−ǫ/2−α), (m→∞).
Since |Sm| is a sum of mutually independent indicator random variables we can
apply Chernoff inequality to obtain
P(|Sm| < µm/2) < e−µm/2 ≪ e−4m(1−ǫ/2−α) .
This inequality implies
∑
m≥3 P(|Sm| < µm/2) < ∞, and then by the Borell-
Cantelli Lemma we have that with high probability
|Sm| ≥ µm/2≫ 4m(1−ǫ/2−α) = 4m(1−
ℓ1+···+ℓr−r
ℓ1···ℓr−1
−ǫ)
, (m→∞).

We want to prune the sequence S in order to destroy all obstructions. To this
end we will remove from every obstruction its greatest element. Let Sbadm denote
the collection of all elements in Sm that have the property to be the greatest
element in at least one obstruction (to S):
Sbadm := {s ∈ Sm | s = max(X), X ⊂ S is an obstruction} .
We also define a random variable that counts the number of obstructions that
have their maximum in Sm:
N(Sm) := {X ⊂ S is an obstruction | max(X) ∈ Sm} .
For two particular cases we claim that obstructions with a maximum in Sm are
few.
Lemma 5.3. For the two cases L2,ℓ and L(r)2,...,2 we have with high probability
(5.6) |N(Sm)| = o(|Sm|), (m→∞).
We postpone the proof of Lemma 5.3 until the end of this section.
Now we can end the proof of Theorems 6 and 7 as follows. Take the randomly
constructed sequence S. For every obstructionX ⊂ S we have that max(X) ∈ Sm
for some m. We remove max(X) from the set Sm. We perform this removal
process for all the obstructions for S. Let S∗m denote the subset of Sm that is
retained after the completion of this removal process. Two different obstructions
might have the same maximum therefore N(Sm) ≥ |Sbadm |. Thus by Lemma 5.2
and Lemma 5.3, with high probability we have that the retained elements are at
least
|S∗m| = |Sm \ Sbadm | ≥ |Sm| − |N(Sm)| ≫ |Sm| ≫ 4m(1−
ℓ1+···+ℓr−r
ℓ1···ℓr−1
−ǫ)
, (m→∞),
for the two cases L2,ℓ and L(r)2,...,2.
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Finally let us take A =
⋃
m≥mǫ S
∗
m. On the one hand A is L(r)ℓ1,...,ℓr -free because
all sumsets of the class L(r)ℓ1,...,ℓr that were contained in the initial sequence S have
been destroyed in the process of obtaining the subsequence A ⊂ S.
On the other hand for each x large enough take the integer k such that 4k <
x ≤ 4k+1. It is clear that
A(x) ≥
∑
m≤k
|S∗m| ≥ |S∗k| ≫ 4k(1−
ℓ1+···+ℓr−r
ℓ1···ℓr−1
−ǫ) ≫ x1−
ℓ1+···+ℓr−r
ℓ1···ℓr−1
−ǫ
, (x→∞),
holds, with high probability, for the two cases L2,ℓ and L(r)2,...,2. Therefore at least
one sequence must exist satisfying Theorem 6. The same applies for Theorem 7.
In the proof of Lemma 5.3 we will use the following well known estimates:
(5.7)
∑
n≤x
nβ ≍ x1+β if β > −1.
(5.8)
∑
x≤n
nβ ≍ x1+β if β < −1.
5.2.1. Proof of Lemma 5.3 for the case L2,ℓ. Any sumset X in L2,ℓ can be de-
scribed as follows:
X = {0, x}+ {y1, . . . , yℓ}, y1 ≤ · · · ≤ yℓ.
For any fixed choice of x, y1, . . . , yℓ either (a) there exists a t with 2 ≤ t ≤ ℓ such
that
(5.9) y1 ≤ · · · ≤ yt−1 ≤ x ≤ yt ≤ · · · ≤ yℓ,
or alternatively (b) we have either x ≤ y1 ≤ · · · ≤ yℓ (type “left”) or y1 ≤ · · · ≤
yℓ ≤ x (type “right”). For convenience we will say that X is “of type t” when
X = {0, x}+ {y1, . . . , yℓ} and (5.9) holds.
Suppose that a sumset X of the class L2,ℓ is contained in S. By Lemma 5.2,
S does not contain arithmetic progressions, hence X is also free of them. Then
Lemma 2.2 implies that X cannot be degenerated, that is to say all the possible
sums that contribute to the sumset X are distinct (see Definition 2.1). Hence
P (X ⊂ S) = f(y1) · · ·f(yℓ)f(x+ y1) · · ·f(x+ yℓ).
We will estimate first the expected number of obstructions X (to S) such that
max(X) ∈ Sm for the cases left and right.
Let NLm denote the number of number of such obstructions that satisfy x ≤
y1 ≤ · · · ≤ yℓ. The function f(ν) = ν−α, where α = l2l−1 + ǫ/2, is non-increasing
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so f(x+ yi) ≤ f(yi), and we can write
P (X ⊂ S) = f(y1) · · ·f(yℓ)f(x+ y1) · · ·f(x+ yℓ) ≤ f(y1)2 · · · f(yℓ)2.
Note also that if x + yℓ = max(X) ∈ Sm ⊂ [4m+2, 4m+2 + 4m) then yℓ ≤ 4m+3.
Hence we can write
E
(
NLm
)
=
∑
X of type left end
max(X)∈Sm
P (X ⊂ S)
≤
∑
x≤y1≤···yℓ≤4m+3
f(y1)
2 · · · f(yℓ)2 =
∑
x≤y1≤···yℓ≤4m+3
y−2α1 · · · y−2αℓ
≤
∑
x≤4m+3
(∑
x≤y
y−2α
)ℓ
≪
∑
x≤4m+3
x(1−2α)ℓ ≪ 4m(1+(1−2α)ℓ),
where, since 2α = 2l
2l−1 + ǫ > 1 and 2α− 1 = 12l−1 + ǫ < 1 for ǫ small enough, we
have used the estimates (5.7) and (5.8).
LetNRm denote the number number of obstructionsX (to S) such that max(X) ∈
Sm, with y1 ≤ · · · ≤ yℓ ≤ x. Again by the monotony of f we have
P (X ⊂ S) = f(y1) · · ·f(yℓ)f(x+ y1) · · ·f(x+ yℓ) ≤ f(y1) · · · f(yℓ)f(x)ℓ,
and then
E
(
NRm
)
=
∑
X of type right end
max(X)∈Sm
P (X ⊂ S)
≤
∑
y1≤···yℓ≤x≤4m+3
f(y1) · · ·f(yℓ)f(x)ℓ =
∑
y1≤···yℓ≤x≤4m+3
y−α1 · · · y−αℓ x−αℓ
≤
∑
x≤4m+3
(∑
y≤x
y−α
)ℓ
x−αℓ ≪
∑
x≤4m+3
x(1−2α)ℓ ≪ 4m(1+(1−2α)ℓ),
where we have taken ǫ sufficiently small to have α < 1.
Fix t with 2 ≤ t ≤ ℓ. By (5.9) and the monotony of the function f we have:
f(x+ yi) ≤ f(x), (1 ≤ i ≤ t− 1), f(x+ yi) ≤ f(yi), (t ≤ i ≤ ℓ).
Then we can write
P (X ⊂ S) ≤ f(y1) · · ·f(yℓ)f(x)t−1f(yt) · · ·f(yℓ)
= f(y1) · · ·f(yt−1)f(x)t−1f(yt)2 · · · f(yℓ)2.
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Let N
(t)
m = N
(t)
m (S) denote the number of sumsets X of type t such that X ⊂ S
and max(X) ∈ Sm. The expected value of N (t)m can be estimated as follows
E
(
N (t)m
)
=
∑
X of type t
max(X)∈Sm
P (X ⊂ S)
≤
∑
y1≤···≤yt−1≤x
x≤yt≤···yℓ≤4m+3
f(y1) · · ·f(yt−1)f(x)t−1f(yt)2 · · · f(yℓ)2
≤
∑
y1,...,yt−1≤x
x≤yt≤···yℓ≤4m+3
y−α1 · · · y−αt−1x−(t−1)αy−2αt · · · y−2αℓ
≤
∑
x≤yt≤···yℓ≤4m+3
(∑
y≤x
y−α
)t−1
x−(t−1)αy−2αt · · · y−2αℓ
≤
∑
x≤4m+3
x−(t−1)α
(∑
x≤y
y−2α
)ℓ−t+1(∑
y≤x
y−α
)t−1
(since 1
2
< α < 1 for ǫ small) ≤
∑
x≤4m+3
x−(t−1)αx(1−2α)(ℓ−t+1)x(1−α)(t−1)
≤
∑
x≤4m+3
x−(2α−1)ℓ ≪ 4m(1−(2α−1)ℓ),
since (2α − 1)ℓ = ℓ
2ℓ−1 + ǫℓ < 1 for ǫ small enough. Observe that N(Sm) =
NLm +
∑ℓ
t=2N
(t)
m +NRm, hence we can write
E (N(Sm)) = E
(
NLm
)
+
ℓ∑
t=2
E
(
N (t)m
)
+ E
(
NRm
)≪ 4m(1+(1−2α)ℓ).
Markov inequality yields∑
m≥mǫ
P
(
N(Sm) > m
2
E(N(Sm))
) ≤ ∑
m≥mǫ
1
m2
<∞.
Thus by the Borell-Cantelli Lemma with high probability we have
N(Sm)≪ m2E (N(Sm))≪ 4m(1+(1−2α)ℓ+o(1)) = 4m(1− ℓ2ℓ−1−ℓǫ+o(1)).
Using this and the estimate (5.5) we have with high probability
N(Sm)
|Sm| ≪ 4
m((1−ℓ)ǫ+o(1)) → 0, (m→∞),
since ℓ ≥ 2, which proves Lemma 5.3 for the case L2,ℓ.
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5.2.2. Proof of Lemma 5.3 for the case of Hilbert cubes. Any Hilbert cube X of
dimension r can be written as
X = x0 + {0, x1}+ · · ·+ {0, xr}, (x1 ≤ · · · ≤ xr).
Indeed if X = L1 + · · · + Lr with Lj = {aj , bj}, take x0 =
∑r
j=1 aj and xj =
bj − aj , rearranging the indexes if needed to have x1 ≤ · · · ≤ xr. In other words,
X = {x0 +
∑
i∈I xi | I ⊂ [r]}, where the indexes in the sum cover all subsets of
the interval [r] = {1, . . . , r}.
Suppose that a Hilbert cube X is contained in S. By Lemma 5.2, S does not
contain arithmetic progressions, hence X is also free of them. Then Lemma 2.2
implies that X cannot be degenerated, that is to say all the possible sums that
contribute to the sumset X are distinct (see Definition 2.1).
For any fixed choice of x0, x1, . . . , xr with x1 ≤ · · · ≤ xr, the probability that
the corresponding Hilbert cube X = {x0 +
∑
i∈I xi | I ⊂ [r]} is contained in the
random infinite sequence S is
P (X ⊂ S) = P

∧
I⊂[r]
(x0 +
∑
i∈I
xi ∈ S)

 = ∏
I⊂[r]
P
(
x0 +
∑
i∈I
xi ∈ S
)
=
∏
I⊂[r]
(
x0 +
∑
i∈I
xi
)−α
,
because all the sums x0 +
∑
i∈I xi are distinct. The indexes I in the sum (and in
the product) cover all subsets of the interval [r], that is to say: ∅, and -for each
i = 1, . . . , r- all the 2i−1 subsets of [r] in which i is the maximum. Note that
having fixed i, for each s-uple k1, · · · , ks with 1 ≤ k1 ≤ · · · ≤ ks ≤ i we have
(x0 + xk1 + · · ·+ xks + xi)−α ≤ (x0 + xi)−α.
Hence we can write
P (X ⊂ S) ≤ x−α0
r∏
i=1
∏
I⊂[r],
max I=i
(x0 + xi)
−α
≤ x−α0
r∏
i=1
(x0 + xi)
−2i−1α.
It is convenient to write y0 = x0 and yi = x0 + xi. With this notation we have
(5.10) P (X ⊂ S) ≤ y−α0
r∏
i=1
y−2
i−1α
i .
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Note that if yr + x1 + · · · + xr−1 = max(X) ∈ Sm ⊂ [4m+2, 4m+2 + 4m) then
necessarily yr ≤ 4m+3. Hence by (5.10)
E(N(Sm)) ≤
∑
X={x0+
∑
i∈I xi|I⊂[r]}
x1≤···≤xr, max(X)∈Sm
P (X ⊂ S)
≤
∑
y0≤y1≤···≤yr≤4m+3
y−α0
r∏
i=1
y−2
i−1α
i .
Taking in account that α = r
2r−1 + ǫ/2 and that t− 2tα > −1 for all t ≤ r and ǫ
small enough we can estimate E(N(Sm)) as follows:
E(N(Sm))≪
∑
y0≤···≤yr≤4m+3
y−α0 y
−α
1
r∏
i=2
y−2
i−1α
i
≪
∑
y1≤···≤yr≤4m+3
y1−2α1 · y−2α2
r∏
i=3
y−2
i−1α
i
≪ · · ·
≪
∑
yt≤···≤yr≤4m+3
yt−2
tα
t · y−2
tα
t+1
r∏
i=t+2
y−2
i−1α
i
≪ · · ·
≪
∑
yr−1≤yr≤4m+3
yr−1−2
r−1α
r−1 · y−2
r−1α
r
≪
∑
yr≤4m+3
yr−2
rα
r
≪ (4m)1+r−2rα.
Markov inequality yields∑
m≥mǫ
P
(
N(Sm) > m
2
E(N(Sm))
)
≤
∑
m≥mǫ
1
m2
<∞.
Thus by the Borell-Cantelli Lemma with high probability we have
N(Sm)≪ m2E (N(Sm))≪ 2m(1+r−2rα+o(1))
≪ 2m(1− r2r−1−2r−1ǫ+o(1)), (m→∞).(5.11)
Combining (5.11) with (5.5) we have with high probability
N(Sm)
|Sm| ≪ 2
m((1−2r−1)ǫ+o(1)) → 0, (m→∞),
which proves Lemma 5.3 for the L(r)2,...,2 case (Hilbert cubes).
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