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As the extension of the previous work by Ciucu and the present
authors [M. Ciucu, W.G. Yan, F.J. Zhang, The number of spanning
trees of plane graphs with reﬂective symmetry, J. Combin. Theory
Ser. A 112 (2005) 105–116], this paper considers the problem of
enumeration of spanning trees of weighted graphs with an involu-
tion which allows ﬁxed points. We show that if G is a weighted
graph with an involution, then the sum of weights of spanning
trees of G can be expressed in terms of the product of the sums of
weights of spanning trees of two weighted graphs with a smaller
size determined by the involution of G . As applications, we enu-
merate spanning trees of the almost-complete bipartite graph, the
almost-complete graph, the Möbius ladder, and the almost-join of
two copies of a graph.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Inspired by Ciucu’s result which expressed the number of perfect matchings of a plane bipartite
graph with reﬂective symmetry in terms of the numbers of perfect matchings of two smaller graphs,
Yan and Zhang [12,13] extended this to the general plane graphs (not necessarily bipartite) with
reﬂective symmetry. Ciucu, Yan, and Zhang [6] considered the problem of enumeration of spanning
trees of plane graphs with reﬂective symmetry and obtained a similar result to that in Ciucu [5]. For
many mathematicians and chemists, they are interested in not only the plane graphs but also the
nonplanar graphs with reﬂective symmetry (see for example [3,9,13]). Graham et al. [7] and Chen [4]
considered the other problems for the graph with an antipodal automorphism and the so-called k-
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with an involution which allows ﬁxed points.
Let G = (V (G), E(G)) be a connected graph with an involution f . Hence there exist three disjoint
subsets of V (G), denoted by V L = {v1, v2, . . . , vs}, VC = {v ′′1, v ′′2, . . . , v ′′n}, and V R = {v ′1, v ′2, . . . , v ′s},
such that V (G) = V L ∪ VC ∪ V R (VC can be the empty set, and the partition may not be unique) and
the following properties hold:
(i) Let GL and GR be two subgraphs of G induced by V L and V R , respectively. Then σ : vi → v ′i for
1 i  s is an isomorphism between GL and GR .
(ii) The involution f satisﬁes: f (vi) = v ′i , f (v ′i) = vi , and f (v ′′j ) = v ′′j for 1 i  s, 1 j  n.
Suppose G is a connected edge-weighted graph (for convenience, we say a connected weighted
graph) and the weight of each edge e of G is denoted by w(e) which is a real number. If the un-
derlying graph of G has an involution f and for every e ∈ E(G) we have w(e) = w( f (e)), that is, the
weighted function on the edges is constant on the orbits of f , then we say that G is a weighted graph
with an involution f (or f preserves weights). Obviously, a plane graph with reﬂective symmetry de-
ﬁned in [5,6] has an involution.
Suppose that G = (V (G), E(G)) is a weighted graph with no multiple edges and no loops and with
vertex set V (G) and edge set E(G). The weight w(T ) of a spanning tree T in G is deﬁned as the
product of weights of edges in T , i.e.,
w(T ) =
∏
e∈E(T )
w(e).
The sum of weights of spanning trees of G is denoted by t(G). Hence
t(G) =
∑
T
w(T ),
where the summation is over all spanning trees of G .
In this paper, we consider the problem of enumeration of spanning trees of weighted graphs with
an involution and we prove that if G is a connected weighted graph with an involution f , then
t(G) can be expressed in terms of t(GL) and t(GR), where GL and GR are two smaller graphs which
are determined by f and will be deﬁned later. Our result generalizes the one obtained in [6]. As
applications, we enumerate spanning trees of some graphs.
Some related results of enumeration of spanning trees see for example [1–3,6,8,10,11,14].
2. Main result
Suppose that G = (V (G), E(G)) is a connected weighted graph with an involution f . The graph
illustrated in Fig. 1(a) has an involution f . Hence V (G) can be partitioned into V (G) = V L ∪ VC ∪ V R ,
where V L = {v1, v2, . . . , vs}, VC = {v ′′1, v ′′2, . . . , v ′′n}, and V R = {v ′1, v ′2, . . . , v ′s} (VC can be the empty
set). Let GL and GR be two weighted subgraphs of G induced by V L and V R , respectively. Without loss
of generality, we call GL and GR the left part and right part of G (see Fig. 1), respectively. Similarly,
call GC , which is the weighted subgraph of G induced by VC , the center part of G . We can partition
the edge set of G as follows:
E(G) = E(GL) ∪ E(GR) ∪ E(GC ) ∪ E(GL − GR) ∪ E(GL − GC ) ∪ E(GR − GC ),
where E(GL −GR) denotes the set of edges in G between GL and GR , and E(GL −GC ) (or E(GR −GC ))
is the set of edges in G between GL and GC (or between GR and GC ).
Now we construct two new weighted graphs GL and GR from G as follows. Let GL be the weighted
graph obtained from GL by the following four procedures (see Fig. 1(b)):
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Fig. 1. (a) A connected graph G with an involution f such that f (vi) = v ′i , f (v ′i) = vi , and f (v ′′j ) = v ′′j for 1 i 4, 1 j 3,
where the left part GL (respectively right part GR ) of G is the subgraph induced by {v1, v2, v3, v4} (respectively {v ′1, v ′2, v ′3, v ′4})
and the center part GC of G is the subgraph induced by {v ′′1, v ′′2, v ′′3}. (b) The weighted graph GL obtained from G . (c) The
weighted graph GR obtained from G .
1. Add a new vertex u to GL .
2. For each edge e = (vi, v ′j) ∈ E(GL − GR) with weight w(e), add an edge (u, vi) in GL with weight
2w(e).
3. For each pair of edges e = (vi, v ′j) and e′ = (v j, v ′i) (where i = j) in E(GL − GR), add an edge
(vi, v j) in GL with weight −w(e) (since G has an involution, if e = (vi, v ′j) is an edge with
weight w(e) in G , then there exists an edge e′ = (v j, v ′i) with weight w(e′) = w(e) in G).
4. For each edge e = (vi, v ′′j ) ∈ E(GL − GC ), add an edge (u, vi) in GL with weight w(e).
Obviously, GL may contain multiple edges. For the graph G in Fig. 1(a), there exist ﬁve edges
(v1, v ′2), (v2, v ′1), (v3, v ′3), (v3, v ′4), and (v4, v ′3) in E(GL − GR). Hence, by the above procedure 2,
in GL there exist one edge with weight 2 between u and v1, one edge with weight 2 between u
and v2, two edges with weight 2 between u and v3, and one edge with weight 2 between u and v4
(see Fig. 1(b)). Note that there exist two pairs of edges in E(GL − GR), which have the form (vi, v ′j)
and (v j, v ′i) (i = j), i.e., (v1, v ′2) and (v2, v ′1), and (v3, v ′4) and (v4, v ′3) (see Fig. 1(a)). Hence, by the
above procedure 3, in GL there exist two edges (v1, v2) and (v3, v4) with weight −1 (see Fig. 1(b)).
Hence, for the graph illustrated in Fig. 1(a), the corresponding graph GL is illustrated in Fig. 1(b).
Let GR be the weighted graph obtained from the weighted subgraph of G induced by VC ∪ V R by
the following two procedures (see Fig. 1(c)):
1′ . Reduce the weight of each edge in GC by half.
2′ . For each pair of edges e = (vi, v ′j) and e′ = (v j, v ′i) (where i = j) in E(GL − GR), add an edge
(v ′i, v
′
j) with weight w(e) (since G has an involution, if e = (vi, v ′j) is an edge with weight w(e)
in G , then there exists an edge e′ = (v j, v ′i) with weight w(e′) = w(e) in G).
For the graph G in Fig. 1(a), the corresponding graph GR is illustrated in Fig. 1(c). Now we can
state our main result as follows.
Theorem 2.1. Suppose that G = (V (G), E(G)) is a weighted graph with an involution f and GC , GL , and GR
are deﬁned as above. Then the sum of weights of spanning trees of G is given by
t(G) = 2n−1t(GL)t(GR),
where n is the number of vertices of GC .
Using Lemma 6 in [6] it is not diﬃcult to see that Theorem 4 in [6] is a special case of Theorem 2.1
above.
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In order to prove Theorem 2.1, we need to introduce some notation and terminology as follows.
Suppose that G = (V (G), E(G)) is a weighted graph with no multiple edges and no loops, with vertex
set V (G) = {v1, v2, . . . , vν} and edge set E(G) = {e1, e2, . . . , em}, if not otherwise speciﬁed. Deﬁne
di(G) to be the sum of weights of edges incident with vertex vi . Let the diagonal matrix of vertex
degrees of G be D(G) = diag(d1(G),d2(G), . . . ,dν(G)). Denote the adjacency matrix of G by A(G) =
(aij)ν×ν and the Laplacian matrix of G by L(G) = D(G) − A(G), where aij equals the weight of edge
(vi, v j) if (vi, v j) is an edge of G and aij equals zero otherwise (if G is a weighted graph with
multiple edges, then aij equals the sum of weights of edges between vertices vi and v j if there exist
edges between vi and v j and aij equals zero otherwise). A well-known formula for t(G), the sum
of weights of spanning trees of G , is “the Matrix-Tree Theorem” (see e.g. Biggs [1] or Bondy and
Murty [2]), which expresses t(G) as a determinant.
Theorem 3.1 (The Matrix-Tree Theorem). Suppose that G is a weighted graph with ν vertices and L(G) is the
Laplacian matrix of G. Then the sum of weights of spanning trees of G is
t(G) = det(L(G)i),
where L(G)i is the submatrix of L(G) obtained by deleting the ith row and the ith column from L(G) for any
1 i  ν .
Let
−→
G = (V , A) be a weighted digraph with no multiple arcs and no loops, with vertex set V =
{v1, v2, . . . , vν}. Denote the sum of weights of arcs with initial vertex vi by di(−→G ). Let the diagonal
matrix of vertex degrees of
−→
G be D(
−→
G ) = diag(d1(−→G ),d2(−→G ), . . . ,dν(−→G )), and let A(−→G ) = (bij)ν×ν be
the adjacency matrix of
−→
G and L(
−→
G ) = D(−→G ) − A(−→G ) the Laplacian matrix of −→G , where bij equals
the weight of (vi, v j) if (vi, v j) is an arc of
−→
G and zero otherwise (if
−→
G is a weighted digraph with
multiple arcs, then bij equals the sum of weights of arcs with initial vertex vi and terminal vertex v j
if there exist such arcs and bij equals zero otherwise). A directed spanning tree of
−→
G with root vi
is a rooted spanning tree, endowed with the induced orientation of the digraph
−→
G , such that its
branches are oriented toward the root. Denote by t(
−→
G i) the sum of weights of directed spanning trees
of
−→
G with root vi and by t(
−→
G ) = ∑νi=1 t(−→G i) the sum of weights of directed spanning trees of −→G .
A corresponding result to Theorem 3.1 is the following
Theorem 3.2 (Tutte, 1948). Suppose that
−→
G is a weighted digraph with ν vertices and L(
−→
G ) is the Laplacian
matrix of
−→
G . Then
t(
−→
G i) = det
(
L(
−→
G )i
)
,
where L(
−→
G )i is the submatrix of L(
−→
G ) obtained by deleting the ith row and the ith column from L(
−→
G ) for any
1 i  ν .
The following two lemmas are well known (see for example [1]).
Lemma 3.3. Let 0 < μ1 μ2  · · ·μν−1 be the Laplacian spectrum of a connected weighted graph G with
ν vertices. Then the sum of weights of spanning trees of G is
t(G) = μ1μ2 · · ·μν−1
ν
.
Lemma 3.4. Let 0 < μ1  μ2  · · ·  μν−1 be the Laplacian spectrum of a connected weighted digraph −→G
with ν vertices. Then the sum of weights of directed spanning trees of
−→
G is
t(
−→
G ) = μ1μ2 · · ·μν−1.
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Suppose that G = (V (G), E(G)) is a weighted graph with an involution f and GL , GR , GC , GL ,
and GR are deﬁned as above. Let G∗R be the weighted graph obtained from the weighted subgraph
of G induced by VC ∪ V R by procedure 2′ only (G∗R and GR have the same underlying graph and
wG∗R
(e) = 2wGR (e) if e ∈ E(GC ) and wG∗R (e) = wGR (e) otherwise, where wG(e) denotes the weight of
edge e in G). Let G ′R be the weighted digraph obtained from G∗R by replacing each edge e = (u, v)
with two arcs (u, v) and (v,u) with weights equal to w(e). Let G ′R be the weighted digraph obtained
from G ′R by adding an arc (v ′′i , v
′
j) with weight w(e) for each edge e = (v ′′i , v ′j) ∈ E(GC − GR). For the
graph G in Fig. 1(a), the corresponding digraph G ′R is illustrated in Fig. 2, where each edge without
orientation in the ﬁgure is replaced with two oppositely oriented arcs. The following lemma will play
a key role in the proof of our main result.
Lemma 3.5. Suppose that G = (V (G), E(G)) is a weighted graph with an involution f and GL , GR , GC , GL ,
and G ′R are deﬁned as above. Then the weighted enumeration of all spanning trees of G is given by
t(G) = 1|V (G)| t(GL)t(G
′
R),
where |V (G)| is the number of vertices of G and t(G ′R) is the sum of weights of directed spanning trees of G ′R .
Proof. Given GL , GR , GC , GL and G ′R , |V (GL)| = |V (GR)| = s, and |V (GC )| = n. Hence 2s + n =|V (G)| =: ν . Now G has an involution f and G satisﬁes the properties (i) and (ii). By a suitable
labelling of vertices of G , the adjacency matrix of G has the following form:
A(G) =
⎡
⎣
M B F
BT S BT
F T B M
⎤
⎦ ,
where M is the adjacency matrix of GL or GR , S is the adjacency matrix of GC , B denotes the
incident relation between GL and GC , and F denotes the incident relation between GL and GR . Since
G satisﬁes the property (ii) and f is a weight-preserving involution, we have F = F T . Hence
A(G) =
⎡
⎣
M B F
BT S BT
F B M
⎤
⎦ .
Let
D(G) =
⎡
⎣
DL
DC
⎤
⎦DR
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diagonal matrices of order s and n, respectively. Hence the Laplacian matrix of G
L(G) =
⎡
⎣
DL − M −B −F
−BT DC − S −BT
−F −B DL − M
⎤
⎦
and the characteristic polynomial of L(G)
det
(
xIν − L(G)
)= det
⎡
⎣
xIs − DL + M B F
BT xIn − DC + S BT
F B xIs − DL + M
⎤
⎦
= det
⎡
⎣
xIs − DL + F + M B F
2BT xIn − DC + S BT
xIs − DL + F + M B xIs − DL + M
⎤
⎦
= det
⎡
⎣
xIs − DL + F + M B F
2BT xIn − DC + S BT
0 0 xIs − DL + M − F
⎤
⎦
= det(xIs − DL + M − F )det
[
xIs − DL + F + M B
2BT xIn − DC + S
]
.
Set
φ(x) = det(xIs − DL + M − F ),
ψ(x) = det
[
xIs − DL + F + M B
2BT xIn − DC + S
]
. (3.1)
Note that
d
dx
det
(
xIν − L(G)
)= d
dx
(
φ(x)ψ(x)
)= φ′(x)ψ(x) + φ(x)ψ ′(x).
Hence, by Lemma 3.3,
νt(G) = μ1μ2 · · ·μν−1
= (−1)ν−1 d
dx
[
det
(
xIν − L(G)
)]∣∣
x=0
= (−1)ν−1[φ′(0)ψ(0) + φ(0)ψ ′(0)], (3.2)
where μ1,μ2, . . . , and μν−1 are the nonzero Laplacian eigenvalues of G . From (3.1) and (3.2) it
suﬃces to prove the following Claims 1–3:
Claim 1. ψ(0) = 0.
Claim 2. φ(0) = (−1)st(GL).
Claim 3. ψ ′(0) = (−1)s+n−1t(G ′R).
We need to prove the following claims:
Claim 4. The Laplacian matrix of the digraph G ′R equals
[ DL−F−M −B
−2BT DC−S
]
.
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column corresponding to vertex u.
First we prove Claim 4. Let X = (xij)1i, js+n =
[ DL−F−M −B
−2BT DC−S
]
. Set δi j = 1 if i = j and δi j = 0
otherwise. Note that xij = δi jdG(v ′i) − f i j − mij if 1  i, j  s and xi+s, j+s = δi jdG(v ′′j ) − si j if 1 
i, j  n, and xi, j+s = −bij for 1  i  s, 1  j  n and xi+s, j = −2b ji for 1  i  n, 1  j  s, where
F = ( f i j)1i, js , M = (mij)1i, js , S = (si j)1i, jn , and B = (bij)1is, 1 jn .
For 1  i  s, xii = dG(v ′i) − f ii (since M is the adjacency matrix of GR , we have mii = 0) and
f ii equals the weight of edge (vi, v ′i) in G . Hence, by the deﬁnition of G
′
R , xii is the sum of weights
of arcs with initial vertex v ′i in G
′
R .
For 1 i  n, xi+s,i+s = dG(v ′′i ) − sii = dG(v ′′i ). By the deﬁnition of G ′R , dG(v ′′i ) is exactly the sum
of weights of arcs with initial vertex v ′′i in G
′
R . So we have proved the following:
Claim 4.1. For 1 i  s + n, diag(x11, x22, . . . , xs+n,s+n) is the diagonal matrix of vertex out-degrees of G ′R .
For 1 i, j  s, i = j, −xij = f i j +mij . Since mij is the weight of edge (v ′i, v ′j) in G and f i j is the
weight of edge (v ′i, v j) (or (vi, v
′
j)) in G , by the deﬁnition of G
′
R , f i j +mij equals the sum of weights
of arcs with initial vertex v ′i and terminal vertex v
′
j .
For 1  i  s, 1  j  n, −xi, j+s = bij , −xi+s, j = 2b ji , and −xi+s, j+s = si j (i = j). Note that bij
equals the weight of edge (vi, v ′′j ) (or (v
′
i, v
′′
j )) in G . By the deﬁnition of G
′
R , −xi, j+s = bij equals the
weight of arc (v ′i, v
′′
j ) in G
′
R and −xi+s, j = 2b ji equals the sum of weights of arcs with initial vertex v ′′i
and terminal vertex v ′j in G
′
R . Similarly, −xi+s, j+s = si j (i = j) is the weight of edge (v ′′i , v ′′j ) in G ′R
which also equals the weight of arc (v ′′i , v
′′
j ) in G . Hence we have proved the following:
Claim 4.2. diag(x11, x22, . . . , xs+n,s+n) − (xij)1i, js+n is the adjacency matrix of G ′R .
Claim 4 is immediate from Claims 4.1 and 4.2.
Now we prove Claim 5. Let Y = (yij)1i, js = DL − M + F . We need to prove that yii for 1 
i  s is the sum of weights of edges incident with vertex vi in GL (i.e., dGL (vi) = yii) and −yij
for 1  i = j  s is the sum of weights of edges joining vertices vi to v j in GL . Note that yii =
dG(vi)−mii + f ii = dG(vi)+ f ii . Let NG(vi) be the set of vertices of G incident with vertex vi . Suppose
NG(vi) = {vix | 1 x l} ∪ {v ′j y | 1 y  p} ∪ {v ′′kz | 1 z q}. Then
dG(vi) =
l∑
x=1
w(ex) +
p∑
y=1
w
(
e′y
)+
q∑
z=1
w
(
e′′z
)
,
where ex = (vi, vix), e′y = (vi, v ′j y ), and e′′z = (vi, v ′′kz ). By the deﬁnition of GL , NGL (vi) = {vix | 1 
x l} ∪ {u} ∪ {v jy | 1 y  p, j y = i} and there exist p + q multiple edges between vertices u and vi
with weights 2w(e′1),2w(e′2), . . . ,2w(e′p),w(e′′1), w(e′′2), . . . ,w(e′′q) in GL , respectively. Moreover, the
weight of adding edge (vi, v jy ) in GL equals −w(e′y) for i = j y , 1 y  p. Hence we have
dGL (vi) =
l∑
x=1
w(ex) +
p∑
y=1
2w
(
e′y
)+
q∑
z=1
w
(
e′′z
)− ∑
1yp, j y =i
w
(
e′y
)
= dG(vi) + w
((
vi, v
′
i
))
= dG(vi) + f ii . (3.3)
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weight f i j . By the deﬁnition of GL , we added a new edge (vi, v j) with weight − f i j . Hence the sum
of weights of edges joining vi and v j in GL equals mij − f i j = −yij . So we have proved Claim 5.
Claim 1 follows from (3.1) and Claim 4, Claim 2 follows from Theorem 3.2 and Claim 5, and
Claim 3 is immediate from (3.1), Lemma 3.2, and Claim 4. Hence we have completed the proof of the
lemma. 
Proof of Theorem 2.1. We use the notation in the proof of Lemma 3.5. We have proved the following:
t(G) = 1|V (G)| t(GL)t
(
G ′R
)
, ψ ′(0) = (−1)s+n−1t(G ′R), (3.4)
where
ψ(x) = det
[
xIs − DL + F + M B
2BT xIn − DC + S
]
.
Note that
ψ(x) = 2n det
[
xIs − DL + F + M B
BT x2 In − 12 DC + 12 S
]
.
Hence we have
ψ ′(0) = (−1)s+n−12n
s∑
i=1
det(Q i) + (−1)s+n−12n−1
s+n∑
j=s+1
det(Q j), (3.5)
where Q i is the matrix obtained from
[ DL−F−M −B
−BT 12 DC− 12 S
]
by deleting the ith row and the ith column.
We now prove the following:
Claim 6. The Laplacian matrix of GR equals
[
DL−F−M −B
−BT 12 DC− 12 S
]
.
Note that L(G ′R) is obtained from L(G ′R) by dividing the lower left block by 2 (direct from the
deﬁnition) and L(G ′R) = L(G∗R) (also from the deﬁnition, since it is just the replacement of undirected
edges by two arcs in opposite direction). And ﬁnally, to obtain L(GR), one should apply 1′ , what
corresponds to dividing the lower right block by 2. Hence Claim 6 holds.
By Theorem 3.2 and Claim 6, for 1 i  s + n, we have
det(Q i) = t(GR).
Hence, by (3.5),
ψ ′(0) = (−1)s+n−12n−1[2s × t(GR) + n × t(GR)]= (−1)s+n−1∣∣V (G)∣∣2n−1t(GR). (3.6)
The theorem follows from (3.4) and (3.6). 
4. Applications
In this section, as applications of Theorem 2.1, we enumerate spanning trees of the almost-
complete bipartite graph, the almost-complete graph, the Möbius ladder, and the almost-join of two
copies of a graph.
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Let G be a graph constructed by removing p disjoint edges from the complete bipartite graph Kn,n
(p  n). Without loss of generality, we can assume that V (G) = {v1, v2, . . . , vn} ∪ {v ′1, v ′2, . . . , v ′n}
and E(G) = {(vi, v ′j) | 1 i, j  n} \ {(vi, v ′i) | 1 i  p}. Let f : V (G) → V (G) satisfy f (vi) = v ′i and
f (v ′i) = vi for 1  i  n. Obviously, f is an involution of G satisfying VC = ∅. By the deﬁnitions
of GR and GL , GR is the complete graph Kn and GL is a weighted complete graph with vertex set
{v1, v2, . . . , vn} ∪ {u}, where the weight of each edge (vi, v j) (i = j) in GL equals −1 and the weight
of edge (vi,u) equals 2(n − 1) for 1  i  p and 2n for p + 1  i  n. Note that, for vi ∈ V (GL),
we have dGL (vi) = 2(n − 1) − (n − 1) = n − 1 for 1  i  p and dGL (vi) = 2n − (n − 1) = n + 1 for
p+ 1 i  n. Hence the submatrix obtained from the Laplacian matrix of GL by deleting the row and
column corresponding to vertex u is the following:
A =
[
(n − 1)I p + ( J p,p − I p) J p,n−p
Jn−p,p (n + 1)In−p + ( Jn−p,n−p − In−p)
]
,
where I p and J i, j denote the identity matrix of order p and the i × j matrix with each entry equal
to one, respectively. It is not diﬃcult to prove the following:
det(A) = 2[(n − 2)n + p](n − 2)p−1nn−p−1.
By the Matrix-Tree Theorem, we have
t(GL) = 2
[
(n − 2)n + p](n − 2)p−1nn−p−1. (4.1)
Hence, by Theorem 2.1, we have
t(G) = 1
2
t(GL)t(GR) = 1
2
× {2[(n − 2)n + p](n − 2)p−1nn−p−1}× nn−2
= [(n − 2)n + p](n − 2)p−1n2n−p−3.
Thus we have proved the following:
Theorem4.1. Let G be a graph constructed by removing p disjoint edges from the complete bipartite graph Kn,n
(p  n). Then
t(G) = [(n − 2)n + p](n − 2)p−1n2n−p−3.
Particularly, if p = n we have
t(G) = (n − 1)(n − 2)n−1nn−2.
4.2. The almost-complete graph
Let G be a graph constructed by removing q disjoint edges from a complete graph Kn , where
n 2q. Then the number of spanning trees of G
t(G) = nn−2
(
1− 2
n
)q
. (4.2)
This formula can be found in [1, p. 43]. Now we use Theorem 2.1 to give a new proof of this formula.
We need to distinguish two cases as follows.
Case 1. n is even. Let n = 2k, k q. For convenience, let V (G) = {v1, v2, . . . , vk} ∪ {v ′1, v ′2, . . . , v ′k} and
E(G) = {(vi, v j) | 1 i = j  k} ∪ {(v ′i, v ′j) | 1 i = j  k} ∪ {(vi, v ′j) | 1 i, j  k} \ {(vi, v ′i) | 1 i  q}.
Let f : V (G) → V (G) satisfy f (vi) = v ′i and f (v ′i) = vi for 1  i  k. Obviously, f is an involution
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V (GL) = {v1, v2, . . . , vk} ∪ {u} and edge set E(GL) = {(vi,u) | 1  i  k}, where the weight of edge
(vi,u) is 2(k − 1) if 1 i  q and 2k if q + 1 i  k. Hence we have
t(GL) =
[
2(k − 1)]q(2k)k−q = 2k(k − 1)qkk−q. (4.3)
Similarly, by the deﬁnition of GR , GR is a weighted complete graph with k vertices, where the weight
of each edge equal two. Hence t(GR) = kk−22k−1. By Theorem 2.1, we have
t(G) = 1
2
t(GL)t(GR) = 1
2
2k(k − 1)qkk−qkk−22k−1 = (2k)2k−2
(
1− 2
2k
)q
implying that (4.2) holds if n is even.
Case 2. n is odd. Let n = 2k+1, k q. We assume V (G) = {v1, v2, . . . , vk}∪ {v ′1, v ′2, . . . , v ′k}∪ {v ′′1} and
E(G) = {(vi, v j) | 1  i = j  k} ∪ {(v ′i, v ′j) | 1  i = j  k} ∪ {(v ′′1, vi), (v ′′1, v ′i) | 1  i  k} ∪ {(vi, v ′j) |
1  i, j  k} \ {(vi, v ′i) | 1  i  q}. Let f : V (G) → V (G) satisfy f (vi) = v ′i and f (v ′i) = vi for 1 
i  k, and f (v ′′1) = v ′′1. Obviously, f is an involution of G satisfying VC = {v ′′1}. By the deﬁnition
of GL , GL is isomorphic to a weighted star with vertex set V (GL) = {v1, v2, . . . , vk} ∪ {u} and edge
set E(GL) = {(vi,u) | 1 i  k}, where the weight of edge (vi,u) is 2k − 1 if 1 i  q and 2k + 1 if
q + 1 i  k. Hence we have
t(GL) = (2k − 1)q(2k + 1)k−q. (4.4)
Similarly, by the deﬁnition of GR , GR is a weighted complete graph with vertex set {v ′′1, v ′1, v ′2, . . . , v ′k},
where the weight of each edge (v ′′1, v ′j) for 1 j  k is one and the weight of each edge (v ′i, v ′j) for
1  i = j  k is two. It is not diﬃcult to see that the submatrix obtained from the Laplacian matrix
of GR by deleting the row and column corresponding to vertex v ′′1 has the following form:
A =
⎡
⎢⎢⎢⎣
2k − 1 −2 · · · −2
−2 2k − 1 · · · −2
.
.
.
.
.
.
. . .
.
.
.
−2 −2 · · · 2k − 1
⎤
⎥⎥⎥⎦
k×k
.
From the Matrix-Tree Theorem, we have t(GR) = det(A) = (2k + 1)k−1. Hence, by Theorem 2.1, we
have
t(G) = 21−1t(GL)t(GR) = (2k − 1)q(2k + 1)k−q(2k + 1)k−1
= (2k + 1)2k−1
(
1− 2
2k + 1
)q
= nn−2
(
1− 2
n
)q
implying that (4.2) holds if n is odd.
4.3. The Möbius ladder
The Möbius ladder M(n) (n 3) is a regular graph of degree 3 with 2n vertices (see Fig. 3(a)), with
vertex set V (M(n)) = {v1, v2, . . . , vn} ∪ {v ′1, v ′2, . . . , v ′n} and E(M(n)) = {(vi, vi+1) | 1  i  n − 1} ∪{(v ′i, v ′i+1) | 1  i  n − 1} ∪ {(v1, v ′n), (vn, v ′1)} ∪ {(vi, v ′i) | 1  i  n}. The following two equivalent
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Fig. 3. (a) The Möbius ladder M(n). (b) The weighted graph M(n)L . (c) The weighted graph M(n)R .
formulas can be found in [1, p. 42]:
t
(
M(n)
)= 1
2n
2n−1∏
j=1
(
3− (−1) j − 2cos π j
n
)
, (4.5)
t
(
M(n)
)= n
2
[
(2+ √3)n + (2− √3)n]+ n. (4.6)
Now we use Theorem 2.1 to prove the following formula:
t
(
M(n)
)= n
2
n∏
j=1
(
4− 2cos (2 j − 1)π
n
)
. (4.7)
Let f : V (M(n)) → V (M(n)) satisfy f (vi) = v ′i and f (v ′i) = vi for 1  i  n. Obviously, f is an
involution of M(n). By the deﬁnitions of M(n)R and M(n)L , M(n)R is a cycle with n vertices (see
Fig. 3(c)), and M(n)L is illustrated in Fig. 3(b), where the weight of edge (v1, vn) equals −1, the
weights of the two edges (v1,u) and (vn,u) are 4 and the weights of the n − 2 edges (vi,u) for
2 i  n− 1 are 2. Note that the submatrix obtained from the Laplacian matrix of M(n)L by deleting
the row and column corresponding to vertex u equals 4In − A, where
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0 −1
1 0 1 · · · 0 0
0 1 0 · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 1
−1 0 0 · · · 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n
.
Now, the eigenvalues of A are 2 cos (2 j−1)πn for j = 1,2, . . . ,n. Hence, by the Matrix-Tree Theorem, we
have
t
(
M(n)L
)=
n∏
j=1
(
4− 2cos (2 j − 1)π
n
)
. (4.8)
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t
(
M(n)
)= 1
2
t
(
M(n)L
)
t
(
M(n)R
)= n
2
n∏
j=1
(
4− 2cos (2 j − 1)π
n
)
.
Hence we have ﬁnished the proof of (4.7).
From (4.5), (4.6), and (4.7), we recover two interesting combinatorial identities as follows:
n2 =
n−1∏
j=1
(
2− 2cos 2 jπ
n
)
,
(2+ √3)n + (2− √3)n + 2 =
n∏
j=1
(
4− 2cos (2 j − 1)π
n
)
.
4.4. The almost-join of two copies of a graph
Let G = (V (G), E(G)) be a graph with vertex set V (G) = {v1, v2, . . . , vs}. Take two copies of G
which are denoted by G = (V (G), E(G)) and G ′ = (V (G ′), E(G ′)), where V (G ′) = {v ′1, v ′2, . . . , v ′s}
(hence φ : vi → v ′i for 1  i  s is an isomorphism between G and G ′). The almost-join G of two
copies of G is the graph with vertex set V (G) ∪ V (G ′) and edge set E(G) ∪ E(G ′) ∪ {(vi, v ′j) | vi ∈
V (G), v ′j ∈ V (G ′), i = j}.
Theorem 4.2. Let G be the almost-join of two copies of a graph G with s vertices deﬁned as above. Then
t
(
G
)= s − 1
s
s−1∏
i=1
(s − 2+ μi)(s + μi),
where 0μ1 μ2  · · ·μs−1 are the Laplacian eigenvalues of G.
Proof. Let f : V (G) → V (G) satisfy f (vi) = v ′i and f (v ′i) = vi for 1  i  s. Obviously, f is an
involution of G satisfying VC = ∅. By the deﬁnition of GL , GL is the weighted graph with vertex set
V (GL ) = {v1, v2, . . . , vs} ∪ {u} obtained from G by the following two procedures:
1. Add a new vertex u to G .
2. Add edges (vi,u) with weight 2(s − 1) for 1  i  s, and add edges (vi, v j) with weight −1
for 1 i, j  s, i = j. Hence the degree di(G∗L) of vertex vi in GL equals 2(s − 1) − (s − 1) + di(G) =
s − 1 + di(G) for 1  i  s, where di(G) denotes the degree of vertex vi in G . This shows that the
submatrix of the Laplacian matrix of GL by deleting the row and column corresponding to vertex u
is (s−1)Is +diag(d1(G),d2(G), . . . ,ds(G))− A+ ( J s − I) = (s−2)Is + J s + L(G), where J s is the matrix
of order s with each entry equal to one, L(G) is the Laplacian matrix of G . Hence we have
t
(
GL
)= det[(s − 2)Is + J s + L(G)]. (4.9)
Note that J s and L(G) are symmetric, and commute. The vector v = (1,1, . . . ,1)T spans the im-
age of J s but also the kernel of L(G), and other eigenvectors of L(G) are orthogonal to v and
thus lay in the kernel of L(G). Since the eigenvalues of J s are s,0, . . . ,0, J s + L(G) has eigenval-
ues s,μ1, . . . ,μs−1. By (4.9), we have
t
(
GL
)= (2s − 2)
s−1∏
(s − 2+ μi). (4.10)
i=1
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R is the graph with vertex set {v ′1, v ′2, . . . , v ′s} obtained from G ′ by
adding edges (v ′i, v
′
j) with weight one for 1 i, j  s, i = j. Hence the Laplacian matrix of GR equals
(s − 1)Is + diag
(
d1(G),d2(G), . . . ,ds(G)
)− A(G) − ( J s − Is) = sIs + L(G) − J s.
Note that the eigenvalues of L(G) − J s are −s,μ1, . . . ,μs−1. Hence, by Lemma 3.3, we have
t
(
GR
)= 1
s
s−1∏
i=1
(s + μi). (4.11)
By Theorem 2.1, the theorem follows from (4.10) and (4.11). 
Remark 4.3. In our knowledge, the results in Theorems 4.1 and 4.2 are new.
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