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A SIMPLE CHARACTERIZATION OF H-CONVERGENCE FOR A
CLASS OF NONLOCAL PROBLEMS
JOSE´ C. BELLIDO∗ AND ANTON EVGRAFOV†
Abstract. This is a follow-up of a paper by Ferna´ndez-Bonder-Ritorto-Salort [8], where the
classical concept of H-convergence was extended to fractional p-Laplace type operators. In this
short paper we provide an explicit characterization of this notion by demonstrating that the weak-
∗ convergence of the coefficients is an equivalent condition for H-convergence of the sequence of
nonlocal operators. This result takes advantage of nonlocality and is in stark contrast to the local
p-Laplacian case.
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1. Introduction. For p ∈ (1,∞), s ∈ (0, 1) and a nonlocal conductivity a(x, y)
belonging to the class
Aλ,Λ = {a ∈ L
∞(Rn × Rn) : a(x, y) = a(y, x), λ ≤ a(x, y) ≤ Λ, a.e. in Rn × Rn} ,
where 0 < λ ≤ Λ < ∞ are given constants, let us consider the following nonlocal
operator related to the fractional p-Laplacian:
La u(x) = p.v.
∫
Rn
a(x, y)
|u(x) − u(y)|p−2(u(x)− u(y))
|x− y|n+sp
dy.
For a fixed bounded domain Ω ⊂ Rn with Lipschitz boundary and f ∈ Lp
′
(Ω), with
p′ = (p− 1)/p being the conjugate exponent to p, we consider the nonlocal problem
(1.1)
{
La u = f in Ω,
u = 0 in Rn\Ω.
This problem is well-posed, with a unique solution found in the space
W s,p0 (Ω) = {u ∈W
s,p(Rn) : u = 0 a.e. in Rn\Ω} ,
where W s,p(Rn) is the classical fractional Sobolev space over Rn, see [5, 1]:
W s,p(Rn) = {u ∈ Lp(Rn) : Ds,pu(x, y) ∈ L
p(Rn × Rn)} ,
and
(1.2) Ds,pu(x, y) =
u(x)− u(y)
|x− y|
n
p
+s
is the (s, p)-nonlocal gradient of u. In view of existence and uniqueness of solutions we
can employ the shorthand notation (u, q) = Saf to denote the solution u ∈ W
s,p
0 (Ω)
to (1.1) corresponding to coefficients a and the right hand side f , and the non-local
flux q = a|Ds,pu|
p−2Ds,pu ∈ L
p′(Ω× Ω).
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In this paper we are concerned with H-convergence of the nonlocal operators Lak
for a given sequence of coefficients ak.
Definition 1.1. Given the sequence of coefficients {ak}
∞
k=1 ⊂ Aλ,Λ, we say that
Lak H-converges to La if for any f ∈ W
−s,p(Ω) (the dual space of W s,p0 (Ω)) the
following conditions are satisfied:
1. convergence of states: uk ⇀ u, weakly in W
s,p
0 (Ω);
2. convergence of non-local fluxes: qk ⇀ q, weakly in L
p′(Ω× Ω),
where (uk, qk) = Sakf , and (u, q) = Saf .
In [8] is was shown that for any sequence {ak}
∞
k=1 ⊂ Aλ,Λ there exists a sub-
sequence {ak′} and a function a ∈ A
λ,Λ
p′
λ
such that Lak′ H-converges to La. We
show that in fact a a belongs to the same class Aλ,Λ. Furthermore, our main result
establishes that weak-∗ convergence of the sequence of coefficients is a necessary and
sufficient condition for H-convergence in the considered case.
Theorem 1.2. If ak, a ∈ Aλ,Λ, then ak ⇀ a weakly-∗ in L
∞(Rn × Rn) if and
only if Lak H-converges to La.
This result generalizes, giving a simpler proof, previous results for a related non-
local situation in the linear case [3, Th. 6]. We also refer to [15], where an abstract,
general setting for nonlocal H-convergence is analyzed.
The outline of the paper is as follows. Section 2 is devoted to setting the func-
tional analysis framework of this work, and to stating the main results from [8], which
are the starting point of the investigation presented here. Section 3 deals with the
relation of the nonlocal H-convergence notion introduced in Definition 1.1 with the
weaker notion of G-convergence. We show that the two notions are equivalent. Addi-
tionally, we establish the uniqueness of H-limit. Finally, Section 4 contains the proof
of Theorem 1.2.
2. Preliminaries. In this section we set the functional analysis framework in
which problems are set and recall the main results from [8].
We start by recalling some fundamental facts about fractional Sobolev spaces.
The space W s,p(Rn), previously defined, is equipped with the norm
‖u‖s,p =
(
‖u‖pp + |u|
p
s,p
) 1
p ,
where ‖u‖p is the usual norm of u in L
p(Rn) and
|u|s,p =
(∫ ∫
Rn×Rn
|u(x)− u(y)|p
|x− y|n+sp
dx dy
) 1
p
=
(∫ ∫
Rn×Rn
|Ds,pu(x, y)|
p
dx dy
) 1
p
is the Gagliardo seminorm [5, 1]. With this definition W s,p(Rn) is a separable and
reflexive Banach space for 1 < p <∞. W s,p0 (Ω) is usually defined as
W s,p0 (Ω) = C
∞
c (Ω)
‖·‖s,p
,
and in the case Ω has a Lipschitz boundary the following identification holds
W s,p0 (Ω) = {u ∈W
s,p(Rn) : u = 0 a.e. in Rn\Ω} .
An important mathematical fact is that, for Ω bounded,W s,p0 (Ω) embeds continuously
into Lp(Ω), thanks to the Poincare´’s inquality in this fractional situation: there exists
C = C(n, s, |Ω|) > 0 such that
‖u‖p ≤ C|u|s,p,
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for all u ∈ W s,p0 (Ω). Furthermore, the Rellich-Kondrachov theorem can be extended
to fractional Sobolev spaces, and the embedding of W s,p0 (Ω) into L
p(Ω) is compact.
Proofs of these results can be found, for instance, in [5]. The dual space of W s,p0 (Ω)
is denoted by W−s,p
′
(Ω), and its norm is given by
‖f‖−s,p′ = sup {〈f, u〉 : u ∈W
s,p
0 (Ω), |u|s,p = 1} .
We now focus on the precise statement of the problem (1.1), which should be
understood in the weak sense. Thus, we require that La u = f holds in the sense of
distributions, and we say that u ∈W s,p0 (Ω) is a solution to (1.1) if
(2.1)
1
2
∫ ∫
Rn×Rn
a(x, y)
|u(x)− u(y)|p−2(u(x)− u(y))(v(x) − v(y))
|x− y|n+sp
dx dy = 〈f, v〉,
for all test functions v ∈ C∞0 (Ω). The first result documents the well-posedness of the
problem (1.1) [8, Prop. 2.2, Cor. 2.4].
Proposition 2.1. For each a ∈ Aλ,Λ and f ∈ W
−p,s(Ω), the problem (1.1)
admits a unique solution u ∈ W s,p0 (Ω). Furthermore, this solution is also the unique
minimizer in W s,p0 (Ω) of functional
Ia(v) =
1
2p
∫ ∫
Rn×Rn
a(x, y)|Ds,pv(x, y)|
p dx dy − 〈f, v〉.
In addition to the non-local gradient (1.2), for each φ ∈ Lp
′
(Rn × Rn) it will be
convenient to define the corresponding (s, p)-divergence operator by
ds,pφ(x) = p.v.
∫
Rn
φ(x, y) − φ(y, x)
|x− y|
n
p
+s
dy.
The following result summarizes several properties of these operators [8, Th. 3.1.,
Lem. 3.3].
Theorem 2.2. The following assertions hold:
1. Integration by parts: For each φ ∈ Lp
′
(Rn×Rn) and u ∈W s,p(Rn) we have
the inclusion dspφ ∈ W
−s,p′(Rn), the dual of W s,p(Rn), and the integration
by parts formula
∫ ∫
Rn×Rn
φDs,pu dx dy = 〈ds,pφ, u〉;
2. Nonlocal div-curl lemma: given φk, φ ∈ L
p′(Rn×Rn) and vk, v ∈W
s,p(Rn),
k = 1, 2, . . . such that vk ⇀ v, weakly in W
s,p(Rn), φk ⇀ φ, weakly in
Lp
′
(Rn × Rn) and ds,pφk → ds,pφ, strongly in W
−s,p′
loc (R
n) then
φkDs,pvk → φDs,pv
in the sense of distributions.
Note that owing to the integration by parts identity and the assumed symmetry
of the conductivity a(x, y) = a(y, x), equation (2.1) can be equivalently understood
as ds,pq = 2f , where (u, q) = Saf .
There are several other results in the literature, which are related to the previous
one. In other works dealing with nonlocal or fractional problems a nonlocal vector
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calculus has been developed in order deal with the involved operators. References
including integration by parts formulas are [6, 9, 10, 4]. Regarding the div-curl lemma,
this is a very interesting compensated compactness-type result in the nonlocal context.
In [14] a general analytic perspective for div-curl lemma that includes the nonlocal
situation is considered. It is interesting to refer to [4], where in a very related situation
to the one analyzed here, the weak convergence of any minor of the Riesz fractional
gradient of vector fields has been shown by means of a nonlocal Piola identity.
Now we are prepared to state our point of departure, [8, Theorem 4.6], which
establishes thatAλ,Λ is sequentially relatively compact with respect toH-convergence.
Theorem 2.3. 0 < λ ≤ Λ. For any sequence {ak} ⊂ Aλ,Λ, there exists a
subsequence {ak′} and a ∈ Aλ,Λ such that Lak H-converges to La.
To be precise this is not the exact statement of [8, Theorem 4.6], as it differs in
the upper bound on the coefficients of the H-limiting problem. In [8, Theorem 4.6] it
is claimed that the H-limit a ∈ A
λ,Λ
p′
λ
. However, we will show that the more natural
upper bound
(2.2) a(x, y) ≤ Λ, a.e. in Rn × Rn,
holds in this case. Indeed, let us assume that Lak H-converges to a. Let us further
fix an arbitrary f ∈ Lp
′
\ {0}, and put (uk, qk) = Sakf , and (u, q) = Saf . Since
ak ∈ Aλ,Λ, for any ϕ ∈ C
∞
c (R
n × Rn), ϕ ≥ 0 we have
∫ ∫
Rn×Rn
|qk|
p′ϕdxdy =
∫ ∫
Rn×Rn
ap
′
k |Ds,puk|
pϕdxdy
≤ Λp
′−1
∫ ∫
Rn×Rn
ϕqkDs,puk dx dy.
The term on the left is weakly lower semicontinuous with respect to the fluxes, which
converge weakly owing to the H-convergence assumption. The term on the right
converges owing to the non-local div-curl lemma. Passing to the limit we therefore
arrive at the inequality
∫ ∫
Rn×Rn
ap
′
|Ds,pu|
pϕdxdy ≤ Λp
′−1
∫ ∫
Rn×Rn
a|Ds,pu|
pϕdxdy,
and as ϕ is nonnegative but otherwise arbitrary,
(2.3) ap
′
|Ds,pu|
p ≤ Λp
′−1a|Ds,pu|
p, a.e. in Rn × Rn.
Additionally, since f is arbitrary, u is also arbitrary, and (2.3) holds for any u ∈
W s,p0 (Ω), and hence the inequality (2.2) holds.
3. G-convergence. In the local case, H-convergence was proposed by Murat
and Tartar, see for example [11], as an extension of the previously proposed G-
convergence concept [13]. G-convergence was formulated for linear elliptic equations
with symmetric coefficients in divergence form and only requires weak convergence of
the states. H-convergence, on the other hand, requires convergence of both states and
fluxes, and has been formulated for problems with non-symmetric coefficients. In the
case of elliptic PDEs with symmetric coefficients both notion are known to coincide.
In the more general case of non-symmetric coefficients G-convergence is less useful in
the sense that the G-limit is not guaranteed to be unique [2, Section 1.3.2].
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The previous definition of nonlocal H-convergence requires both convergence of
the states and convergence of the fluxes. As a consequence of this, owing to the
div-curl lemma, the associated energy
E(a) =
∫ ∫
Rn×Rn
a|Ds,pu|
p dx dy =
∫ ∫
Rn×Rn
qDs,pu dx dy,
with (u, q) = Saf is continuous with respect to H-convergence. This is a remarkable
and a desirable property, especially when dealing with optimal design problems. In
this section, we show that in the considered nonlocal situation of scalar and sym-
metric coefficients in Aλ,Λ, the requirement on flux convergence in the definition of
H-convergence is unnecessary. In other words, nonlocal G-convergence implies H-
convergence, precisely as in the local case. First of all we make rigorous the definition
of nonlocal G-convergence.
Definition 3.1. Given the sequence of coefficients {ak}
∞
k=1 ⊂ Aλ,Λ, we say that
Lak G-converges to La if for any f ∈ W
−s,p(Ω) we have
uk ⇀ u, weakly in W
s,p(Ω),
where (uk, qk) = Sakf and (u, q) = Saf .
Proposition 3.2. Consider a sequence {ak}
∞
k=0 ⊂ Aλ,Λ. Then Lak H-converges
to La if and only if Lak G-converges to La, with a ∈ Aλ,Λ.
Proof. Obviously H-convergence implies G-convergence. For the sake of con-
tradiction, let us now assume that we have G-convergence, but not H-convergence.
For an arbitrary f ∈ W−s,p(Ω) let (ufk , q
f
k ) = Sakf and (u
f , qf ) = Saf . Owing to
the assumed G-convergence we have ufk ⇀ u
f in W s,p0 (Ω). The assumed lack of H-
convergence is equivalent to saying that for some fˆ ∈ W−s,p(Ω) there is a subsequence
ak′ and a L
p′(Rn × Rn)-weakly open neighbourhood Nˆ of qfˆ , such that qfˆk′ 6∈ Nˆ , for
all k′. Owing to Theorem 2.3, the set {Lak′ } is relatively sequentially compact with
respect to H-convergence. Therefore there is a further subsequence ak′′ and a˜ ∈ Aλ,Λ
such that Lak′′ H-converges to La˜. Consequently, if we put (u˜
f , q˜f ) = Sa˜f , then
uf = u˜f owing to the assumed G-convergence and the uniqueness of the weak limit,
and the uniqueness of solutions to (2.1). Therefore we have the equality
∫ ∫
Rn×Rn
(a− a˜)|Ds,pu
f |p dx dy = 0,
which holds for an arbitrary f . Since f is arbitrary, uf ∈ W s,p0 (Ω) is also arbitrary.
Applying [7, Proposition 17], which characterizes null nonlocal functionals, we obtain
that necessarily a = a˜, a.e. in Rn×Rn. But then q˜f = qf , qfk′′ ⇀ q
f in Lp
′
(Rn×Rn),
and consequently qfˆk′′ ∈ Nˆ for all large k
′′, which is a contradiction.
Another important point is the uniqueness of the G-limit. This is established in
the next result.
Proposition 3.3. The G-limit of a sequence in Aλ,Λ is unique.
Proof. The proof follows the lines of the second part of proof of Proposition 3.2.
Let us assume that the sequence {an} ⊂ Aλ,Λ G-converges to both a and a˜. Then,
arguing as in the proof of Proposition 3.2, we have that
∫ ∫
Rn×Rn
(a− a˜)|Ds,pu
f |p dx dy = 0,
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for any f , where uf is the solution of the Dirichlet problem (1.1) for both coefficients
a and a˜. The same argument as above yields the conclusion
a = a˜, a.e. in Rn × Rn.
4. Proof of Theorem 1.2. This section is devoted to the proof Theorem 1.2.
We claim that weak-* convergence is sufficient for H-convergence. Indeed, let us
assume that {ak}
∞
k=1 ∈ Aλ,Λ be such that ak ⇀ a ∈ Aλ,Λ, weak-* in L
∞(Rn × Rn).
Owing to Theorem 2.3 there exists a subsequence {ak′} and a˜ ∈ Aλ,Λ such that Lak′
H-converges to La˜. Let f ∈ W
−s,p(Ω) be fixed but arbitrary, and let (uk, qk) = Sakf ,
(u, q) = Saf , and (u˜, q˜) = Sa˜f . Owing toH-convergence, uk′ ⇀ u˜, weakly inW
s,p
0 (Ω).
Recalling that uk′ = 0 in R
n\Ω and the compact embedding of W s,p0 (Ω) into L
p(Ω),
‖uk′ − u˜‖Lp(Rn) → 0. In particular, there is a further subsequence uk′′ of uk′ , such
that uk′′(x)→ u˜(x), for almost all x ∈ R
n.
Owing to the variational characterization of solutions to (2.1) given in Proposi-
tion 2.1, we have the inequality Iak(uk) ≤ Iak(u), ∀ k = 1, 2, . . . Taking into account
the facts that |Ds,pu|
p ∈ L1(Rn×Rn) and ak ⇀ a weak-∗ in L
∞(Rn×Rn), we obtain
the inequality
(4.1) lim sup
k′′→∞
Iak′′ (uk′′ ) ≤ limk′′→∞
Iak′′ (u) = Ia(u) ≤ Ia(u˜).
On the other hand, let us define the measures
νk(E) =
∫ ∫
E
ak(x, y) dx dy =
∫ ∫
Rn×Rn
χE(x, y)ak(x, y) dx dy, k ≥ 1,
and
ν(E) =
∫ ∫
E
a(x, y) dx dy =
∫ ∫
Rn×Rn
χE(x, y)a(x, y) dx dy,
whereE ⊂ Rn×Rn is an arbitrary Lebesgue measurable set. Weak-∗ convergence of ak
to a implies the strong convergence of these measures, that is, limk→∞ νk(E) = ν(E)
for any measurable set E ⊂ Rn × Rn. Since uk′′(x) → u˜(x) for almost all x ∈ R
n, it
follows that |Ds,puk′′ (x, y)|
p → |Ds,pu˜(x, y)|
p, for almost all (x, y) ∈ Rn × Rn. These
facts together with the upper bound (4.1) allow us to apply the generalized Fatou’s
lemma [12, Proposition 17, p. 269] to get the inequality
Ia(u˜) =
1
2p
∫ ∫
Rn×Rn
|Ds,pu˜(x, y)|
p dν(x, y) − 〈f, u〉
≤ lim inf
k′′→∞
1
2p
∫ ∫
Rn×Rn
|Ds,puk′′(x, y)|
p dνk′′ (x, y)− 〈f, uk′′〉 = lim inf
k′′→∞
Iak′′ (uk′′).
Therefore Ia(u) = Ia(u˜), whence u = u˜, owing to the uniqueness of solutions to (2.1)
and their variational characterization. Arguing further as in the proof of Proposi-
tion 3.2, we conclude that a = a˜, almost everywhere in Rn × Rn. Finally, since from
every subsequence of Lak we can extract a further subsequence, which H-converges
to La, the whole sequence must converge to La.
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We now claim that weak-* convergence is also necessary for H-convergence. As-
sume that Lak H-converges to La, but for some weak-* open neighbourhood N of
a ∈ Aλ,Λ and a subsequence k
′ we have ak′ 6∈ N . Since {ak′}
∞
k′=1 ⊂ Aλ,Λ and is thus
bounded in L∞(Rn × Rn), it has a non-empty set of weak-* limit points. Suppose
that ak′′ ⇀ a˜ ∈ Aλ,Λ for some further subsequence k
′′ = 1, 2, . . . By the already estab-
lished implication, Lak′′ H-converges to La˜. Owing to Propositions 3.2, 3.3, and [7,
Proposition 17] we necessarily have a˜ = a. But then ak′′ ∈ N , for all large enough
k′′, which is a contradiction. This completes the proof.
Acknowledgements. AE’s research is financially supported by the Villum Fonden
through the Villum Investigator Project InnoTop. The work of JCB is funded by
FEDER EU and Ministerio de Economı´a y Competitividad (Spain) through grant
MTM2017-83740-P.
REFERENCES
[1] R. A. Adams and J. J. F. Fournier, Sobolev spaces, vol. 140 of Pure and Applied Mathematics,
Elsevier/Academic Press, Amsterdam, second ed., 2003.
[2] G. Allaire, Shape optimization by the homogenization method, vol. 146, Springer Science &
Business Media, 2012.
[3] F. Andre´s and J. Mun˜oz, Nonlocal optimal design: a new perspective about the approximation
of solutions in optimal design, Journal of Mathematical Analysis and Applications, 429
(2015), pp. 288–310.
[4] J. C. Bellido, J. Cueto, and C. Mora-Corral, Nonlocal hyperelasticity and polyconvexity
in fractional spaces, arXiv e-prints, (2018), p. arXiv:1812.05848.
[5] E. Di Nezza, G. Palatucci, and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. Math., 136 (2012), pp. 521–573.
[6] Q. Du, M. Gunzburger, R. B. Lehoucq, and K. Zhou, A nonlocal vector calculus, nonlocal
volume-constrained problems, and nonlocal balance laws, Math. Models Methods Appl.
Sci., 23 (2013), pp. 493–540.
[7] P. Elbau, Sequential Lower Semi-Continuity of Non-Local Functionals, arXiv e-prints, (2011),
p. arXiv:1104.2686.
[8] J. Ferna´ndez Bonder, A. Ritorto, and A. M. Salort, H-convergence result for nonlocal
elliptic-type problems via Tartar’s method, SIAM J. Math. Anal., 49 (2017), pp. 2387–2408.
[9] T. Mengesha and Q. Du, On the variational limit of a class of nonlocal functionals related
to peridynamics, Nonlinearity, 28 (2015), pp. 3999–4035.
[10] , Characterization of function spaces of vector fields and an application in nonlinear
peridynamics, Nonlinear Anal., 140 (2016), pp. 82–111.
[11] F. Murat and L. Tartar, H-convergence, in Topics in the mathematical modelling of compos-
ite materials, vol. 31 of Progr. Nonlinear Differential Equations Appl., Birkha¨user Boston,
Boston, MA, 1997, pp. 21–43.
[12] H. L. Royden, Real analysis, Macmillan Publishing Company, New York, third ed., 1988.
[13] S. Spagnolo, Sul limite delle soluzioni di problemi di Cauchy relativi alle´quazione del calore,
Annali della Scuola Normale Superiore di Pisa-Classe di Scienze, 21 (1967), pp. 657–699.
[14] M. Waurick, A functional analytic perspective to the div-curl lemma, J. Operator Theory, 80
(2018), pp. 95–111.
[15] , Nonlocal H-convergence, Calc. Var. Partial Differential Equations, 57 (2018), pp. Art.
159, 46.
