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(borefield geometry, borehole completion, thermal properties, etc.) are used as inputs to a simulation tool that generates entering and exiting fluid temperatures as a function of time. These temperatures can then be compared to the desired temperature constraintsÑusually placed on the heat pump entering fluid temperatureÑ and the GHX depth iteratively adjusted until those constraints are met, a process which is typically done automatically by the software. Many design and energy analysis tools (e.g., Hellstršm et al., 1997; Fisher et al., 2006; Liu and Hellstršm, 2006) rely on the g-function approach first developed by Eskilson (1987) ; one of these tools (Spitler, 2000) will be analyzed here. This tool, also described in some detail by Cullin (2008) , is a ground heat exchanger simulation tool that operates on a hybrid time stepÑmonthly average plus hourly peak, as described by Cullin and Spitler (2011) Ñand is widely used for system design due to its quick computations compared to other hourly simulation methods.
The other method for GHX system design, and the method currently presented by ASHRAE (2011) , is that of Kavanaugh and Rafferty (1997) . They give an equation derived from a cylinder-source model to compute a required heat exchanger length both for heating and for cooling (with the larger value, obviously, being the one required for the design). This method also utilizes tables of correction factors to adjust for both borehole-toborehole interference and thermal short-circuiting; however, the development of these factors is unclear, and other researchers (Bernier et al., 2008) have failed to reproduce the tabulated borehole resistances and shortcircuiting factors with any sort of accuracy. Others, however, have proposed alternative techniques for determination of the penalty value (Fossa, 2011; Capozza et al., 2012) . This method has also been integrated into a software tool that automates much of the computation (Kavanaugh, 1995) , and an enhanced version into a calculation spreadsheet (Philippe et al., 2010) . Shonder et al. (2000) performed a parallel testing of five commercial design programs for vertical ground heat exchangers, and found differences of 7% for a cooling-dominated site and 16% for a heating-dominated site. However, these results were for simulated buildings, and thus did not use experimental data. Additionally, while Kurevija et al. (2012) compared the resulting sizes of the Eskilson g-function method to the ASHRAE cylinder source-derived method for one building in Croatia, showing somewhat lower sizes produced by the ASHRAE method for a 30-year design, there has to date been no retrospective assessment of these methods using actual GHX data.
Finally, Staiti (2014) has performed a comparison of the ASHRAE method and the same simulation-based design tool utilized herein, for a variety of cases using both a residential building and an office in Italy. For these case studies, which used design (i.e., not actual monitored) data for the buildings as inputs, the ASHRAE method sizes the GHX by an average of 16% higher compared to the simulation-based method for a single Utube. For double U-tubes, the two methods produce roughly equivalent sizes, though this is due to an underprediction of the borehole thermal resistance in the ASHRAE method. While this work does show that the ASHRAE method may tend to produce different results from a simulation-based design method, there has still been no assessment of these methods against monitored data.
To assess the performance of both of these methods, they will be validated against data from several monitored GHX facilities, as described in the next section. Traditional validation efforts typically involve using a simulation to determine fluid temperatures, which are then checked against experimental values. However, for this work, the design tools are used to size the GHX for the system, with the measured peak heat pump entering fluid temperatures serving as the design constraints. This approach provides insight into the accuracy of the ground heat exchanger sizes computed by the two commonly-used design approaches.
To check the suitability of the equation-based method, relevant information including total and peak load values, as well as maximum temperatures, will be entered into the design equation. The resulting Òdesign lengthÓ is then compared to the actual installed GHX length, to see how well the equation predicts GHX length requirements. This value can also be compared to the length obtained with the simulation-based design tool, so that the relative performance of the two techniques can be assessed.
It may be the case that the ASHRAE Handbook design equation was intended to use concepts such as block loads and equivalent full-load hours in its sizing of GHXs, and that the method is designed to produce a Òworst caseÓ estimate if the design month, and peak block load, were to follow a prolonged annual load imbalance. In practice, this is not likely to be the case, as the ground temperature will experience some seasonal rise and fall.
In any case, utilizing hourly measured data represents the best possible way to compare the performance of this method to other design techniques, such as that used by the simulation-based design tool. Thus, while a direct comparison of the two methodologies as performed herein may not be perfect due to the respective developments of those two methods, it remains the most feasible option for analyzing the relative performance of these methods. Yavuzturk and Spitler (2001) identified criteria for field tests that would be ideal for use in experimental validation of ground heat exchanger simulations: (1) independent measurement of ground thermal properties (2) carefully calibrated and monitored data acquisition including, at least, measurement of entering and exiting fluid temperatures and flow rates (3) continuous data collection from the beginning of the ground heat exchanger operation, and (4) well characterized borehole geometry, backfill material properties, and heat transfer fluid properties. These same criteria apply for validation of ground heat exchanger design methods. To these criteria, we might also add that it is desirable to have multiple years of continuous data Ð the more the better Ð and, if possible, it would also be ideal to have a range of system sizes and climates as well as a range of system parameters such as number of boreholes, borehole spacing, borehole depths, backfill materials, etc. Such data sets have been in remarkably short supply. This paper brings together results from four different GSHP facilities, selected to meet the above criteria as closely as possible. Two are located in the United States: one is an experimental facility in Stillwater, OK, and the other is at the ASHRAE Headquarters in Atlanta, GA. The remaining two are in Europe: one in Valencia, Spain, and one in Leicester, United Kingdom. For each system, there will be by design some "inactive" length at the top of each borehole, where the U-tube connects to the manifold piping. Cullin and Spitler (2013) explored the effect of any present horizontal piping on the performance of a vertical GHX, and found that it could be accounted for as an ÒeffectiveÓ length of vertical piping. For the purposes of this work, then, a corresponding equivalent length of connecting horizontal piping is considered, so that the actual active length is equal to the installed vertical design length. This is done in absence of any knowledge of the inactive and horizontal piping portions of the four GHXs, so that these two secondary effects cancel each other out. As designers typically neglect both these secondary effects, this mirrors what is done by designers. Each system will now be discussed in detail.
Measured Data
Stillwater, OK. Hern (2002) designed and constructed a hybrid ground source heat pump test facility at Oklahoma State University in Stillwater OK. The ground heat exchanger consists of three vertical boreholes, each 114mm (4.5in) in diameter and averaging about 75m (246ft) in length, spaced 6m (20ft) apart and connected in parallel. The cooling capacity of the ground loop is supplemented by a three-ton evaporative cooling tower, connected to the loop via a plate heat exchanger in order to maintain a closed-loop system. Two water-to-water heat pumps with a nominal cooling capacity of 11 kW (3 tons) are used in the facility; one is configured to operate in cooling mode, while the other operates only in heating mode. For the majority of the experiment, only one heat pump is in operation; later in the experiment, the two are run simultaneously for a short time. Hern (2002) measured the thermal properties in each borehole, finding a narrow range of values for each parameter. On average, the conductivity of the soil around the boreholes was 2.55 W/m-K (1.473 Btu/hr-ft-¡F), with an average borehole thermal resistance of 0.162 m-K/W (0.280 hr-ft-¡F/Btu); the mean undisturbed ground temperature for the three boreholes was 17.3¡C (63.1¡F). A sensitivity analysis performed by Hern (2002) showed that a soil heat capacity of 2.0x10 6 J/m 3 -K (30 Btu/ft 3 -¡F) produced adequate, and conservative, simulation results for this system; in the lack of heat capacity data for the other three systems, this value is assumed everywhere. The fluid flow rate, for times when the system was on and operational, was roughly 0.63 L/s (10 GPM). The system was instrumented with flow meters and thermocouples at many locations within the system, including at both the inlet and outlet of each borehole. Data were recorded at one minute intervals for the eighteen-month period from March 2005 through August 2006, and then automatically post-processed into averages of 10-minute duration. The experiment was run continuously except for very brief periods of computer downtime and regular system maintenance. Figure 1 below shows the heat pump entering and exiting (or the GHX exiting and entering) fluid temperatures for the first 12 months of operation, plotted as daily averages, while Figure 2 shows the total heat extracted from the ground on a daily basis, in kWh/day. These loads were computed based on the measured temperature difference across the three boreholes in operation.
There are two distinct splits in the data, one in late March and the other at the end of November, which coincide with the transition between heating and cooling modes. Times with zero load, such as early December and parts of February, are incidents with no data, meaning the system was temporarily down for computer upkeep or routine system maintenance. Additionally, since the ground loads were computed based on the system flow rate and the temperature difference across the ground heat exchanger, regardless of whether the heat pump was actually in operation, there are some hours with a "heating" load during cooling season or a "cooling" load in heating season. These are preserved in the data to allow for a complete description of the ground thermal behavior.
For validation purposes, the first year of data was utilized since the maximum loop temperatures were encountered during this period. Exploration with the simulation-based design tool showed that, even if the entire 19 months were utilized, the resulting design length is equivalent. Therefore, a single year design period was selected for both the simulation-based design tool as well as the Handbook design equation.
Valencia, Spain. In 2005, the Universitat Polit•cnica de Val•ncia installed a 6-borehole ground heat exchanger system as part of their research in energy-efficient buildings (Montagud et al., 2011) . Specifically, the system was designed to facilitate comparison of an actual ground-source heat pump system to a standard airsource system. The Valencia system consists of six boreholes, each 50m (164ft) deep, in a 2x3 rectangular formation spaced 3m (10ft) apart. The boreholes were backfilled with the same type of soil surrounding the borefield, which possessed a measured conductivity of 1.6 W/m-K (0.92 Btu/hr-ft-¡F For this system, temperatures were measured at both the inlet and outlet of each borehole, as well as the heat pump, at sixty-second increments for six years of weekday daytime operation. The flow rate going out to the borefield and the power consumption of both heat pump and circulating pump were also measured. Figure 3 shows the heat exchanger inlet and outlet temperatures for 2010, the sixth full year of operation, averaged to
give daily values. Figure 4 shows the total heat extracted from the ground on a daily basis, in kWh (or kBtu)
per day. The system operates in heating mode from January through April, and again from late October until the end of the year. In this analysis, the first three years of operation are stop-and-start, with 15 of the 36 months, including eight consecutive, not running or recording data.
As described in Cullin et al. (2014) , only the final three years of data, when the system is in continuous operation and shows a typical cyclical load profile, are used in this analysis. This was done because the system experienced stop-and-start operation over the first three years, including a span of 16 months during which only two months featured any actual operation. So, for the purposes of validating the design procedures, the average of years 4-6, when the system operated under conditions approaching steady periodic (i.e., the condition typically assumed for designing a VGHX), were utilized. As a result, three years was chosen as the system duration for sizing the GHX. Subsequent testing with a six years of design period (but still using the same cyclic load profile from years 4-6 as before) gave only a 1% increase in the size of the GHX when sized by the SBDT , and only a 3% increase when sized by the design equation.
Atlanta, GA. The ASHRAE Headquarters building in Atlanta, GA (Parsons, 2008) is an office building with a floor area of around 3250m 2 (35,000ft 2 ), with the heating and cooling for the second floor only provided by a ground source heat pump system. The ground heat exchanger for this system utilizes 12 boreholes each 122m (400ft) in depth, oriented in a 2x6 rectangular field and spaced 7.6m (25ft) apart. An in situ thermal conductivity test was performed on a test borehole, indicating a thermal conductivity of 3.25 W/m-K (1.88
Btu/hr-ft-¡F) along with a grout thermal conductivity of 1.70 W/m-K (0.98 Btu/hr-ft-¡F). The undisturbed ground temperature was determined from this test to be 20.2¡C (68.4¡F). The design system flow rate is approximately 9.5 L/s (150 GPM) of water, though actual measured flow rates do vary.
The GHX system is monitored to provide experimental measurements of flow rate as well as entering and exiting fluid temperatures every 15 minutes. As with the other systems, Figures 5 and 6 below show the average daily heat pump entering and exiting fluid temperatures, as well as the daily heat extracted from the ground, for the first twelve months of monitored operation beginning in March 2010; data through the end of 2012 was used for this analysis. The gaps in September and November are periods when the system was not operational, or no data were reported.
This system was actually operational for 21 months prior to March 2010. However, changes in the data acquisition system resulted in data prior to March 2010 being lost. To investigate the best method to account for this lost data, a simple load prediction scheme was created to retrospectively "forecast" the loads on the system prior to commencement of monitoring. The past loads on the ground heat exchanger were predicted based on average daily air temperature, which is available from weather data for Atlanta. For the existing data, a cubic curve fit was created to fit the daily GHX load to the daily average air temperature. Thus, loads for the time before monitoring began were computed based on the air temperature for those days and the calculated curve fit. Figure 7 shows the monthly net heat rejection, both as estimated from the curve-fitting procedure andÑonce data measurement beganÑas measured. As Figure 7 shows, there is some year-to-year variation in the estimated loads, on the order of 10%. However, there is no evidence to suggest any long-term shift in the overall load pattern. Therefore, when validating the design procedures, the average of the three full years of actual measured data was used. The peak loads used in the design procedures were the absolute highest loads from the latest year of data, as they corresponded to the maximum measured temperature. For the design period, however, since the system has been in operation for a total of five years, five years was chosen as the design period for both the simulation-based design tool and Handbook design equation to determine the required GHX length based on the experimental data.
Leicester, United Kingdom. Researchers at De Montfort University in Leicester, United Kingdom, have carried out intensive monitoring of a large-scale non-domestic GSHP system to provide data for performance evaluation, control strategy assessment, and model validation (Naicker and Rees, 2011) . The GHX consists of 56 boreholes, each 100m (328ft) deep; the borefield is split into two arrays with 37 below the building's courtyard and the remaining 19 outside the building. Thermal conductivity testing gave an average value of 3.2 W/m-K (1.85 Btu/hr-ft-¡F), with a specified grout thermal conductivity of 2.0 W/m-K (1.16 Btu/hr-ft-¡F); this grout value is a weighted average representative of the entire borehole, as only the top 25% of each borehole was grouted, with the rest being backfilled by cuttings produced during the drilling process. The borefield is served by a variable speed pump with a maximum flow rate of 30 L/s (476 GPM); the operating fluid is a 20%
propylene glycol mixture.
Operation and monitoring of the system began in December 2009. However, measurements of system flow rate were not available until March 2010. For those first months, then, flow data were derived from correlations of temperature data established using complete data from later months. Figures 8 and 9 below show the heat pump entering and exiting fluid temperatures, as well as the daily heat rejected to the ground (negative numbers indicate rejection), for the first year of operation; 24 months of data were used in the analysis, and a design period of two years was selected for both design methodologies. The system provides part of the buildingÕs heating demand and all of the cooling demand. The load is cooling dominated overall but loads are less than anticipated at the design stage and so year-on-year increases in ground temperature have been modest Ð as have peak fluid temperatures.
Methodology
This work compares the design lengths generated from the ASHRAE Handbook design equationÑ specifically, the detailed method published by Kavanaugh and Rafferty (1997) Ñto design lengths from a validated simulation-based design tool. Specifically, the data and physical parameters from the experimental facilities presented in the previous section are used as inputs for both methods, so that the resulting design lengths can also be assessed with respect to the actual installed GHX length from the real installations.
Following is a detailed overview of both the simulation-based design tool and the ASHRAE Handbook method, including how the data and parameters from the experiment are used in each.
Simulation-Based Design Tool. The monthly design tool used for this analysis utilizes EskilsonÕs gfunctions (1987) as its basis. For a single borehole, Eskilson computed the temperature response around the borehole due to a step change in heat input, using a two-dimensional finite difference method in radial-axial coordinates. By superimposing solutions for multiple boreholes, a non-dimensional response termed the Òg-functionÓ can be created that represents the thermal behavior of a specific ground heat exchanger as a function of time and heat input. The temperature at the borehole wall at the end of an arbitrary month n is then:
Where: g is the value of the g-function at the specified point [-] The fluid temperature in the borehole, then, is based on the borehole wall temperature and thermal resistance:
Where: The borehole thermal resistance may be inferred from experimental values, or it can be computed analytically using an approach like the multipole method (Bennet et al., 1987; Claesson and Hellstršm, 2011) .
Finally, the heat pump entering and exiting fluid temperatures are calculated by assuming that the temperature change between inlet and exit is linear. Thus, the heat pump entering fluid temperature is computed as 
To determine a design length, the tool uses an initial guess and runs the monthly simulation. This produces a minimum and a maximum peak heat pump entering fluid temperature (EFT), which can be compared to the desired constraints. Here, the constraints are set as the minimum (if the system size is governed by heating) or maximum (if the system size is governed by cooling) measured value for the GHX exiting fluid temperature, as this will be nearly equal to the heat pump EFT.
Other parameters such as borehole diameter, ground thermal properties, and borefield configuration are taken from the specifications for each system. These parameters, and (as available) the sources from which they were obtained, are summarized in Table 1 . With the exception of the shank spacing, all values were taken directly from the experimental descriptions and subsequent thermal response testing. For the Stillwater system, in which measurements were taken for each borehole, the averages of the three measurements were used. The shank spacing in each case was assumed to follow the 'B' value given by Paul (1996) --the distance between the U-tube legs is equal to the distance between each leg and the borehole wall. When a U-tube is placed without spacers (which is assumed to be the case, as no indication to the contrary has been given), experiences show that the spacing tends toward the 'B' value, on average.
Loads are computed directly from the experimental data using the measured flow rate and temperature differential across the GHX; these loads are computed for each measured data point, and then processed into a monthly total/monthly peak format consistent with the hybrid time step procedure described by Cullin and Spitler (2011) . For three of the systems, multiple years of data are available. As discussed above, for each system, some portion of the measured load data was chosen to make up the representative year used for the design methods. From these portions of the data, the average total monthly load was used for each month of the year, while the peak load magnitude and duration were determined following the load analysis procedure of Cullin and Spitler (2011) to assure that the selected peak representation matches an hourly simulation as closely as possible. Tables 2 through 5 show the simulation-based design tool load inputsÑboth total for the month and peak, for both heating and coolingÑfor each location; the month number '1' corresponds to the first month of operation, which is not necessarily January in each case. Further details on the simulation-based design tool, including development of the g-functions as well as previous experimental validation of the tool, may be found in the works of Spitler (2000) and Cullin (2008) . Additional validation of the design tool itself has been performed by Cullin, et al. (2014) .
Handbook Method. The ASHRAE Handbook (2011) sets forth a ground heat exchanger design equation suitable for quick calculations, given as: and all other variables are defined in Table 6 . Table 6 also lists the values provided for each experimental system, as taken from the experimental specifications, measurements, and estimations based on the recommended procedure of Kavanaugh and Rafferty (1997) .
Heat transfer rates were computed as the net heat extracted from the ground (q a ), summed over all hours, using the experimental data; values are negative when heat is being rejected. (Note that, due to this sign convention, compressor heat would add to the magnitude of the design block load term q lc , although the equation may appear counterintuitive at first.) Since the loading directly on the ground was available instead of the building loads data, this was used instead of the combined design load/compressor work term. The part-load factors were computed directly from the hourly data, by dividing the total load for the month by the product of the peak load and number of hours in the month. For this calculation, the peak load is defined as the singular hourly load coincident with the peak temperature. Why has this definition been chosen? In practice, a system will not necessarily be sized to meet 100% of the load 100% of the time. The part-load factor is intended to represent an equivalent percentage of the time that the system would be running at full capacity; very high outlier loads would skew this value. If these high loads only occur for a small handful of hours throughout the year, then it might not make sense to oversize the equipment, and suffer inefficient performance during subpeak hours; this is very much the essence of the ASHRAE Ò1% design conditionÓ, which intends to represent values that would only be exceeded 1% of the time. For instance, the peak cooling load for the Leicester system, about 500 kW (1700 kBtu/h), occurs in mid-January; certainly the system would not be sized with this particular load in mind. In light of the fact that this work uses monitored data with measurement gaps, the load coincident with the peak temperature was selected as the peak load for computing the PLF; after all, in the end it is the peak temperature that is of the greatest interest, as this is what drives the size of the GHX. The Results section explores an alternate definition for the PLF using the value of the peak block load.
The borehole thermal resistance value (R b ) was computed via the tabular data given in Kavanaugh and Rafferty (1997) , even though these values were computed in greater detail as part of the monthly simulation tool analysis; this introduces some error, which will be discussed later. The undisturbed ground temperature (t g ) was measured directly prior to the experiments in concurrence with thermal conductivity testing, while the heat pump design temperatures (t wi and t wo ) are the experimental values when the maximum or minimum temperature occurs in the system. All other values are either calculated directly or assumed based on the procedures given in Kavanaugh and Rafferty (1997) , using experimental parameters not shown in the table (such as ground thermal conductivity) where required.
The temperature penalty may be determined either from tabulated values (ASHRAE, 2011), or via direct computation (Kavanaugh and Rafferty, 1997) . For this work, the temperature penalty was computed directly, using Equation 6 below: The temperature penalty of a single borehole t p1 is determined by finding the heat stored in successive cylinders surrounding the borehole, such that heat that would ordinarily be diffused beyond the borehole separation distance would instead be stored within the area around the borehole itself: that the specific value for this factor (which is only shown by the authors to range from 1.01-1.06) produces a variation of less than 1% in the design length, in any case. The annual, monthly, and daily resistance values (R ga , R gm , and R gd , respectively) were also computed using the detailed method of Kavanaugh and Rafferty (1997) . Fourier numbers for the total run time (one or more years, depending on system), monthly (30 days), and peak (six hours) pulses were computed, and the individual resistance terms were determined by using the "G-Factor" chartÑnot to be confused with the g-functions used in the simulation tool. While this chart is used in determining the thermal resistances, and was seemingly derived from cylinder source data, there is no source listed, nor is there any indication of what, exactly, the ÒG-factorÓ represents. Given that this is a logarithmic chart occupying only half a page in the Kavanaugh and Rafferty (1997) reference, there is a significant amount of uncertainty in reading values from this chart; sizing differences of 10% or more are possible due to the difficulty of reading the chart. Finally, it should be noted here that there is no real justification given by Kavanaugh and Rafferty (1997) for using six hours as the daily pulse, though it is used in examples. A more thorough examination of the load representation, as will be explained in the next section, is very likely to produce better results.
Results
For each of the four systems presented earlier, both the simulation-based design tool and the ASHRAE Handbook equation were used to size the VGHXs. Using measured loads on the ground heat exchanger and measured peak temperatures as inputs, a design method should be able to give a required depth that matches the actual depth. The depths predicted by the design methods are compared to the actual depths in Table 7 . The simulation-based design tool ("Design tool") gives results within 6% of the experimental depth ("Actual") for all four systems. However, the ASHRAE Handbook ("Handbook") method consistently produces design lengths that significantly vary from the actual depths when actual experimental data is supplied as inputs. Table 8 shows the oversizing (positive values) or undersizing (negative value) error for each combination of method and location. As Table 8 shows, for the Valencia system in particular, the Handbook error is greater than 100%Ñin other words, the specified design length is more than double what is actually required. For Atlanta, the Handbook method substantially undersizes the required VGHX depth; this would lead to increasing loop temperatures over time, with an associated decrease in efficiency or eventual equipment failure. In all cases, though, the length predicted by the simulation-based design tool matches the experimental depth to within 6%.
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Why are there such differences between the Handbook equation and reality? This can be investigated using the simulation-based design tool. By incrementally changing the inputs to the design tool to more closely match what is assumed by the Handbook equation, the causes of the differences can be better understood. Firstly, the Handbook equation uses a constant load throughout the course of operation, with a magnitude equal to the average value, plus a peak "block load" for which no guidance is given on how to determine magnitude or duration; this peak block load is also coupled with the part-load factor for the design month to arrive at the value for the monthly thermal pulse. The design tool, on the other hand, uses a monthly time step, with loads input as monthly totals plus a monthly peak for both heating and cooling; Cullin (2008) describes how the peaks are selected in terms of magnitude and duration, while Cullin and Spitler (2011) show that this method of load representation performs very well, predicting design depths within ±7% of what would be predicted using an hourly time step. First, the loads used with the simulation-based design tool were modified to more closely match the Handbook-style load representation by inputting a single average load applied every month plus a single peak load applied for 6 hours. This approach yielded a design length quite a bit closer to that obtained from the Handbook equation, accounting for at least half of the error. This can be seen in Figure 10 , where the fourth column for each location (labeled "Design tool w/ handbook loading") represents this modification to the loads. As can be seen, the fourth column in each case comes much closer to the Handbook-style depth. Based on the results, it can be inferred that this approximation accounts for at least half of the error in the Handbook equation approach.
For a system that only operates for a single year, such as the one in Stillwater, it may be the case that the Handbook method may not be an adequate choice. The total load imbalance (extraction minus rejection) would certainly be different in the middle of the year, when the peak load might be expected to occur, than at the end of one or more years of long-term operation. While the Stillwater system is characterized by a high peak load in comparison to the total, the Handbook equation was reset to use only the short-term load data prior to the peak loadÑnamely, the first four months (122 days) of operation. The ÒannualÓ load was replaced by the total imbalance up to the onset of the peak, -432 W (-1470 Btu/h). For the shorter operation, the annual ground resistance term was also recalculated for a four-month duration, to a value of 0.059 m-K/W (0.102 h-ft-¡F/Btu).
Finally, the temperature penalty, due to this shorter operation, is negligible (less than 0.01 degree). Other values remained as calculated in Table 6 . For this test, the Handbook equation produces a design length of 123 m (403 ft) per borehole; this is a decrease of about 5% from the previous value of 132 m (432 ft). The overall error dropped from 76% to 64%, so for this case, the short design period is not a major contributing factor to the inaccuracy produced by the Handbook method.
A secondary source of error in the Handbook method comes from the borehole thermal resistance. As detailed by Kavanaugh and Rafferty (1997) , determination of the borehole thermal resistance involves two components: a base value determined from a table that contains four U-tube diameters for either water or 20% propylene glycol at three discrete flows as the operating fluid, plus an "adjustment" for grouting dictated by the U-tube diameter, one of three discrete borehole diameters, and selection of three grout and three soil conductivities. Given that the differences between entries are nonlinear, interpolation (triple interpolation, at times) is of uncertain reliability. For this work, though, simple linear interpolation was used to determine the value used in the Handbook equation. As shown in Table 9 , this is at times 30% or more different than the value used in the design tool. The design tool's borehole thermal resistances are computed with the multipole method (Bennet et al., 1987; Claesson and Hellstršm, 2011) ; for the Stillwater system at least, this value agrees with the value reported as a result of thermal response testing by Hern (2004) .
When the value for borehole thermal resistance determined from the Handbook tables is applied in the design tool, along with the simplified load representation, two of the four cases move substantially closer to the Handbook design length, as shown in Figure 10 and the error table in Table 10 . One does not change much as the Handbook's resistance was actually very close (~2% difference) to the multipole value, and the final becomes even more undersized since this is the lone case for which the tabulated resistance is lower than that obtained with the multipole method. This is also visible in Figure 10 ("Design tool w/ handbook loading and BTR").
Secondary to the uncertainty in the borehole thermal resistance is the inherent inaccuracy in reading values from the G-factor chart in Kavanaugh and Rafferty (1997) . With G-factors required for the annual, monthly, and sub-daily resistances, differences in size of 10% or more are possible based solely on the difficulty in reading the logarithmic graph. While this is obviously source of error, there is no way for the design engineer to produce a more accurate value based on the information given by Kavanaugh and Rafferty (1997) .
There are other possible representations for the part-load factor. If, instead of the load coincident with the peak temperature, the peak block load (defined as the highest average load over any six consecutive hours) were to be used, the part-load factors would be 0.06 for Stillwater, 0.07 for Valencia, 0.27 for Atlanta, and 0.12 for Leicester. With the exception of Atlanta, none of these are especially close to the values determined from the load coincident with the peak temperature. Additionally, they are all very small, particularly for the design month; especially for Stillwater and Valencia, they suggest a peak load nearly 20 times the value of the average load for the month. The load profiles in Figures 2 and 4 do not provide any visual confirmation that this is true, however. Nevertheless, if these alternative PLFs were used instead, and all other parameters kept the same, the resulting GHX sizes would be 75m (246ft) for Stillwater, 88m (287ft) for Valencia, 92m (303ft) for Atlanta, and 133m (436ft) for Leicester. This Stillwater size is a match to the actual length (to within significant digits), while the percent errors for the other three drop to 75%, 33%, and -24%, respectively. It should definitely be noted, though, that the exact matching for the Stillwater case is driven by coincidence: the peak block load was defined to be six hours in duration without any concrete engineering justification. Selecting a shorter block period would cause the PLF to decrease further (since the magnitude of the load would increase by virtue of removing one or more lower-valued hours), and the resulting design length would then be undersized. Similarly, choosing a longer block period would decrease the magnitude of the peak block load, thereby increasing the PLF and the GHX design length as well.
Using the experimental parameters as inputs to the Handbook design equation, and following the detailed procedure of Kavanaugh and Rafferty (1997) for determining the remainder of the inputs, errors from +103% to -22% in the VGHX design length were encountered. Of this, the loading scheme seems uncorrectable, as any adaptation of the Handbook equation toward a more detailed loading scheme (even using monthly total and peak loads, as the simulation-based design tool does) would necessitate something akin to a complete system simulationÑsomething that the simulation-based design tool already achieves. Regardless, it can be inferred that the simple representation of loads in the Handbook equation can account for up to roughly half of the sizing error (in the Valencia and Leicester cases). It seems to account for more than half of the error in the Stillwater case and less than half of the error in the Atlanta case. Furthermore, inaccuracies in the borehole thermal resistance increase the error further, accounting for around a quarter of the error in the Leicester and Stillwater systems, and more in the Atlanta system (although the total error in this case is smaller, while the absolute error in borehole thermal resistance is largest). Other contributing factors include the inherent uncertainty in determining the G-factors, and the effects of an arbitrary definition of the peak block load as pertaining to the calculation of the part-load factor. It is possible to apply a more accurate resistance value in the Handbook equation, whether it would be determined analytically by the multipole method or empirically from thermal response test results; however, it is still impossible to correct the load representation without drastically altering the Handbook equation.
Conclusions
This work has presented an assessment of two methods for sizing vertical ground heat exchangers for use in ground source heat pump systems: the ASHRAE Handbook design equation, as set forth in detail by Kavanaugh and Rafferty (1997) ; and a simulation-based design tool (Spitler, 2000; Cullin, 2008) . This assessment was performed by using the two methods to "size" GHXs based on real systems, with specifications, loads, and temperature constraints dictated by physical parameters and experimental measurements.
The simulation-based design tool performs very well, predicting GHX lengths within 5% in all cases.
Though experimental uncertainties are not readily available for all systems, Cullin et al. (2014) showed that, for Valencia, this error falls within the combined uncertainty of thermal conductivity and load measurements. In any case, Cullin and Spitler (2011) have shown that going from a pure hourly simulation to a hybrid monthlyplus-peak-hours time step introduces a difference of roughly 7% into the design length over the course of a multi-year simulation. So, then, the simulation-based design tool is essentially as accurate as could be reasonably expected, given the limitations of a non-hourly simulation as well as experimental uncertainty.
The Handbook design equation, however, produced results that are inconsistent, at best. The Stillwater system was sized at 26% more than the actual installed depth, with Leicester somewhat larger at 60% oversized;
Valencia was greater than 100% in errorÑmore than twice the size that was actually necessary. Perhaps more seriously than the excess cost associated with extremely oversized systems, is that the Atlanta system was undersized by more than 20%; this could lead to poor performance, equipment failure, and unhappy clients when heat pump temperatures become too high. Exploring the load representation and borehole thermal resistance explains much of the differences between the Handbook equation and the simulation tool. While a more accurate borehole thermal resistance could easily be integrated by utilizing a more accurate method for determining it, it would be very difficult to modify the Handbook equation in such a way as to improve the load representation, and at the same time clarifying vague parameter definitions, while still retaining computational simplicity. Even if a monthly (or even seasonal) profile were selected instead of one annual average valueÑ plus peaks for eachÑit would require consideration of the effect of all previous loads on the current value; since this is, in essence, what the simulation-based design tool already does, it is likely not feasible to try to adapt the Handbook equation as it exists in its current form.
As discussed in the Measured Data section, the four locations chosen for the comparison were those for which data were available and which came close to the ideal described there. As noted, such data sets are remarkably rare. The four data sets utilized here were collected at great expense and effort; presumably that is 
