The advent of particle image velocimetry (PIV) in the late 20th century brought about a paradigm change in the technique of flow field measurement, from point measurement to field measurement. This revolution is a result of the recent advances in computers, video cameras, optics and lasers and a deeper understanding of the theory of image processing, and such advances continue by keeping pace with leading-edge technologies such as biotechnology, nanotechnology and so forth. Recently, the PIV technique has been extended in new directions such as stereoscopic PIV, holographic PIV, dynamic PIV, micro PIV and simultaneous PLIF/PIV techniques.
This special issue contains research dealing with many of the most recent developments in PIV. The papers were selected from more than 120 papers presented at the 5th International Symposium on Particle Image Velocimetry (PIV'03) held in Busan, Korea, during 22-24 September 2003 . Special thanks are due to the invited speakers who have contributed their original work to this special issue, which will enhance the academic reputation of Measurement Science and Technology (MST ).
Fourteen papers were selected by the Scientific Committee of PIV'03. After the standard refereeing process of MST, nine papers were finally accepted for publication. The selected papers can be categorized into three groups: new PIV algorithms and evaluation methods, three-dimensional velocity field measurement techniques and micro/bio PIV applications. As a new PIV technique, Lecuona et al introduced PIV evaluation algorithms for industrial applications having high shear flow structures. Billy et al used a single-pixel-based cross-correlation method for measuring flow inside a microchannel. Foucaut et al carried out PIV optimization using spectral analysis for the study of turbulent flows. Doh et al applied a 3D PTV method to the wake behind a sphere using three CCD cameras. Hori and Sakakibara developed a high-speed scanning stereoscopic PIV system and applied it to a turbulent round jet. In addition, Watanabe et al measured leading-edge vortices on a cranked arrow wing using a stereoscopic PIV technique. In the field of micro/bio applications, S K Kim and Chung investigated airflow in the nasal cavity using tomographic PIV techniques. B J Kim et al carried out micro PIV measurement of two-fluid flow with different refractive indices, Kang et al visualized flow inside a small evaporating droplet.
We wish to thank the editors of MST for making it possible to publish this special issue from PIV'03. We also wish to thank the authors for their careful and insightful work and their cooperation in preparing their revised papers. Finally, we hope that readers will find this special issue to be a useful compilation of the state-of-the-art in PIV.
Introduction
Microfluidic devices in which two-fluid flow occurs are now widely used in various aspects of biological and biochemical analysis, such as DNA purification, polymerase chain reaction and enzyme reaction. The most common function involving two-fluid flow carried by such micro electro mechanical systems (MEMS) chips is mixing of reagents and samples (Beebe et al 2002) . MEMS chip performance relies on the effective and rapid mixing of two fluids. Besides two-fluid mixing, some biological MEMS chips are used to separate particles of different sizes from a fluid, such as the extraction of plasma constituents from blood cells by diffusion. During such mixing and separation processes, the refractive indices of the two fluids are usually different and variable and they change over time. Hence, the influence of refractive index variations on measurements should be taken into account when undertaking a microscopic experimental investigation of twofluid flow inside a microchannel.
Most previous experimental studies in microfluidic devices have, for convenience, used either a single fluid or two fluids with approximately matching properties. Koch et al (1999) used red and green ink dissolved in ethanol to study the degree of mixing inside a lateral micro mixer. Liu et al (2000) and Beebe et al (2001) used phenolphthalein and sodium hydroxide solutions dissolved in ethyl alcohol to test the mixing performance of a three-dimensional serpentine mixer. Lee et al (2000) and Stroock et al (2002) used distinct streams of a fluorescent and a clear solution to evaluate the mixing performance of an active mixer with a pressure perturbation and of a staggered herringbone mixer, respectively. A recent numerical investigation (Liu et al 2004) showed that the twofluid pattern inside these micro mixers is greatly affected by the degree to which the properties of the two fluids differ, e.g., viscosity, density and diffusivity. However, few previous experimental studies have examined the effect of such property differences on two-fluid flow behaviour. In this regard, the influence of variations in refractive index on two-fluid flow measurements should be given particular attention, with the design of a novel microscopic experimental setup being an essential prerequisite for flow visualization and micro PIV measurements.
Micro particle image velocimetry (PIV), which uses a microscope to magnify hundreds-of-nanometre sized particles, has been widely used to measure velocity profiles down to a spatial resolution of several microns (Meinhart et al 1999) . Experimental investigations of microchannel flow using micro PIV have typically been carried out using a single fluid (e.g., water). However, as mentioned above, micro PIV measurements of two-fluid flow may be sensitive to differences in the refractive indices of the two fluids. Conventional PIV for macroscopic flows uses a camera with a depth-of-focus larger than the thickness of the measurement plane, which is illuminated by a laser light sheet. When such a setup is applied to macroscopic two-fluid flows, differences in the properties of the two fluids generally have a negligible effect on the measurements. However, for micro PIV measurements using volume illumination, the out-of-plane resolution is determined by the depth-of-field of the microscope objective lens, which is of the order of 1-10 µm. Thus, given that the channel depth of microfluidic devices is usually 10-100 µm, the outof-plane resolution of micro PIV measurements is relatively low and only a few measurement planes span the microchannel in the depth direction. Hence, gaining insight into the spatial deviation of the measurement planes in the two fluids would be of great use. To make one-plane measurement in twofluid flow, most of all, the difference of the focal planes should be less than the out-of-plane resolution, or the outof-plane resolution is sometimes larger than the channel depth (Kim et al 2002) . Without careful consideration, such spatial deviations would lead to misunderstanding of the physics of these systems.
In the present study, we theoretically derive the difference between the focal planes in two fluids. Two-fluid flow of fluids with different refractive indices was examined inside a simple Y-channel. Two miscible and non-chemically-reactive fluids (glycerol solutions) were used as the working fluids, and the velocity profile was measured by micro PIV. In this system, the difference between the properties of the two fluids was adjusted by varying the amount of glycerol in the glycerolwater mixture (mass fraction φ = 0-0.6). The two fluids were injected into the microchannel, which was fabricated by bonding a polydimethylsiloxane (PDMS) replica onto slide glass. For all experiments, the mean velocities at the two inlets were fixed at 2 mm s −1 . Finally, the experimental results were compared with the results of numerical simulations.
Difference between the focal planes in the two fluids
A schematic diagram of the micro PIV objective-imaging system for one-fluid flow measurements is shown in figure 1 , in which t g is the thickness of the glass. Before the fluorescence from a fluorescent tracer particle is captured by the CCD camera, the emitted light ray sequentially passes through the working fluid, glass and objective lens. Let z 0 and z i be the distances from the bottom surface of the glass to the particle positions P 0 and P, which are the cross-points of the light ray and the optical axis without and with the glass and working fluid, respectively. The distance z i can be derived from the ray optics as where
Here, n 0 , n i and n g denote the refractive indices of the immersion medium, working fluid and glass, respectively. The dependence of coefficients α and β on the incidence angle θ 0 for an air-immersion lens and a water flow is shown in figure 2 . Consideration of equations (1)- (3) and figure 2 discloses that the light rays passing through the lens are not collimated to one point, causing aberration-blurring of the particle image. The spherical aberration caused by the glass is non-negligible for an objective lens with high numerical aperture (NA) (http://www.olympusmicro.com/ primer/anatomy/anatomy.html); hence, a meniscus lens is introduced to some objective lenses to compensate for the spherical aberration. However, in some cases the glass thickness is too great to be completely compensated for by introducing a meniscus lens; in such cases, the effects of the glass thickness should be considered. The objective lenses are specifically designed to focus well on the bottom of the cover glass. For measurement of the flow below the glass (n 0 = n i ), an additional aberration is induced, which makes the image quality worse with increasing z 0 . By applying a paraxial approximation θ 0 1 to equations (1)- (3) for simplicity, the position of the measurement plane is derived as
For probing two-fluid flows, the objective-imaging system is shown in figure 3 . The different refractive indices of the two fluids lead to the formation of a depth discontinuity between the measurement planes in the two fluids. Thus, without careful arrangement of the objective-imaging system, an artificial jump would appear in the velocity profile at the interface between the two fluids. To achieve one-plane measurement, the spatial deviation of the measurement planes in the two fluids should be less than the out-of-plane resolution of the objective-imaging system, i.e.,
where δz m is the out-of-plane resolution of the system, and z i and z j are the positions of the measurement planes in fluids with refractive indices n i and n j , respectively. Following Inoue and Spring (1997) , the depth-of-focus is expressed as
where n 0 is the refractive index of the immersion medium, λ 0 is the wavelength of the light imaged, e is the spacing between neighbouring pixels of the CCD camera, and NA and Mare the numerical aperture and magnification of the objective lens, respectively. Meinhart et al (2000) derived the following expression for the depth-of-correlation:
where NA = n 0 (sin θ 0 ) max and d p is the particle size. The depth-of-correlation δz c is defined as twice the distance from the focal plane to the position where the particle intensity becomes 10% of the focused particle intensity. The effects of diffraction, optics geometry and the finite particle size are all taken into account. Accordingly, compared to δz, δz c is more reasonable as the out-of-plane resolution, i.e., δz m = δz c . Figure 4 shows both the spatial deviation of the measurement planes as a function of n i and the out-of-plane resolution as a function of NA and d p for air-and oil-immersion lenses. In obtaining these data, the other fluid was fixed as water (n j = 1.333) with z j = 25 µm and t g = 1 mm. The data show that the spatial deviation of the measurement planes in the two fluids is proportional to n i , while the out-ofplane resolution varies inversely with NA. Close inspection of figure 4 reveals that the refractive index of the working fluid is limited at a fixed NA −2 for one-plane measurement. For example, in the case of an oil-immersion lens with d p = 0.7 µm, n i should be less than 1.48 for NA = 1.4. Comparison of the air-and oil-immersion lens results indicates that the former has less limitation of n i due to low NA. 
Experimental apparatus

Micro PIV setup
To validate the difference of focal planes described above, a micro PIV system was developed to measure two-fluid flow in a microchannel. A schematic diagram of the micro PIV setup is shown in figure 5 . The microchannel, which is covered by a glass slide, has two inlet ports, each connected to a syringe pump (pump 11, Harvard Inc.) through a flexible plastic tube. Fluorescent particles (d p = 0.7 µm, Duke Scientific Inc.) displaying an excitation peak at 542 nm and an emission peak at 612 nm were used as tracer particles in all experiments. Commercial fluorescent particles are usually stored as suspensions in deionized water. However, because glycerol solutions were used in the present study, the sample solution containing seed particles needed to be carefully prepared. For example, a 60% glycerol solution with 0.1% particle volume ratio to solution volume was prepared by mixing the suspension of commercial fluorescent particles in water (1% particle volume ratio) with 65.2% glycerol solution at a volume ratio of 1:10. A two-head Nd-Yag laser (512 nm) beam was directed through an optical arm and a beam expander to illuminate the microchannel. The particle image was captured by a 12-bit CCD camera (Sensicam faster shutter, PCO Inc.) with 1280 × 1024 pixels. To accommodate the spatial deviation of the measurement planes in the two fluids, a 40× air-immersion objective lens (NA = 0.6) was used.
To resolve the strong velocity gradient at the interface of the two fluids, the iterative multigrid algorithm with window offset (Scrano and Riethmuller 1999) and the multiplication of two adjacent correlation planes (Hart 2000) were used to cross-correlate pairs of consecutive image maps. As a result of decreasing the window size from 64 × 64 to 16 × 16 pixels during image cross-correlation, the in-plane vector resolution was 2.3 × 2.3 µm, and the out-of-plane resolution was 7.3 µm.
Y-shaped microchannel
The Y-shaped microchannel, shown in figure 6, was fabricated by bonding a PDMS replica onto a glass slide (t g = 1.0 mm). The cross-sectional size and streamwise length of the channel were 300 × 50 µm 2 and 20 mm, respectively. To fabricate the PDMS replica, SU-8 was spin-coated onto a silicon wafer to create a mould master of thickness 50 µm. The pattern on the mask was then photolithographically transferred to the SU-8 coated silicon wafer. After development, the master was treated with fluorocarbon (CHF 3 ) plasma for easy removal of the PDMS replica from the master after curing. The prepolymer of PDMS and a curing agent were mixed in the ratio of 20:1, stirred thoroughly, and then degassed in a vacuum chamber. The prepolymer mixture was poured onto the master, and then cured at 80
• C for 1 h. After cooling, the PDMS replica was peeled off the master. Then, the ports for the inlet and outlet were punched, the PDMS replica was oxidized in a plasma cleaner to achieve strong bonding, and finally the replica was attached to the glass slide.
Glycerol solutions with a range of glycerol concentrations were employed as the working fluid. The refractive index of the glycerol solution was changed by adjusting the mass fraction φ of glycerol in water,
where m g and m w are the masses of glycerol and water in the mixture, respectively. Equal volume streams of the two fluids were injected into the channel. The velocity profile across the channel is strongly influenced by the ratios of the fluid properties at the two inlets, such as the mean velocity ratio, the density ratio, the viscosity ratio and the diffusivity ratio. The properties of the water-glycerol mixture as a function of φ are listed in table 1. The 0% glycerol solution is defined as the infinitely dilute glycerol solution. The properties of waterglycerol mixtures are very sensitive to φ; as φ increases, the diffusivity decreases, and the viscosity and refractive index increase. The diffusivity varies approximately inversely with viscosity, showing a large drop in going from the infinitely dilute (φ = 0) to the concentrated solution. 
Results and discussion
To validate the experimental measurements, numerical simulations of two-fluid flow were performed for the same conditions. A flow in which two fluids are mixing can be simulated by solving the following general transport equation (Cussler 1997) ,
where ρ is the density of the mixture, D is the mass diffusivity and V is the velocity vector. Neumann boundary conditions were applied at the solid surface and outlet. The effect of differences in the properties of the two fluids on the twofluid flow behaviour was taken into consideration. During the mixing process, we would like to express the viscosity, density and diffusivity of the fluid mixture as functions only of φ, as shown in table 1 (i.e., µ(φ), ρ(φ) and D(φ), respectively). However, equation (9) and the governing equations of continuity and three-dimensional momentum are fully coupled with different properties. To decouple these correlations, the equations of continuity and momentum were first solved based on initially assumed φ, ρ(φ) and µ(φ) fields, and then the transport equation of each species based on the intermediate velocity field and D(φ) was solved. The properties ρ(φ), µ(φ) and D(φ) were then updated by the calculated φ field. All the equations were solved using the above iterative procedure. The spatial mesh points were typically 20 × 50 in the cross-sectional domain. To solve the above system of equations, the SIMPLEC algorithm was employed. In the present computations, 200-1200 iterations were typically required for the local variables to converge. The convergence criterion was that the relative variation of φ between two successive iterations must be smaller than the pre-assigned accuracy level of 10 −4 . Details regarding the numerical methods can be found in Liu et al (2004) .
Preliminary experimental results for one-fluid flow (φ = 0) and two-fluid flow (φ = 0 and φ = 0.6; φ = 0 and φ = 0.95) are shown in figure 7. The particle maps in figures 7(a) and (b) were captured using an air-immersion lens (NA = 0.6), whereas the map in figure 7(c) was captured using an oil-immersion lens (NA = 1.4). The out-of-plane resolutions of the air-and oil-immersion lenses are 7.8 and 2.7 µm, respectively. The seed particles are regularly distributed in the map of the one-fluid system, whereas the two-fluid system maps both show a discernable discontinuity in the intensity distribution. This discontinuity may be due to an optical distortion at the two-fluid interface, where the refractive index shows a strong gradient. There is much less background noise for the high-viscosity fluid than for the lowviscosity fluid, which can be attributed to the similarity of the refractive indices of the high-viscosity fluid and the slide glass. This difference in background noise is greatest in the measurements carried out using the oil-immersion lens ( figure 7(c) ). In this case, the difference between the measurement planes in the two fluids is slightly larger than the out-of-plane resolution of the lens, which may lead to a jump in the velocity profile at the two-fluid interface. Figure 8 shows the variation of the velocity profiles along the streamwise direction for the two-fluid flow with φ = 0.1 and φ = 0.5. After the two fluids join, the high viscosity fluid occupies a larger cross-sectional area and forces the low viscosity fluid to move at a higher speed. No discontinuity in the velocity profile was found at the fluid-fluid interface. The velocity vector distribution shows a cross-flow pattern at the plane where the two fluids join, but this cross-flow diminishes within a short distance downstream. The velocity profile develops smoothly in the streamwise direction, in good agreement with the numerical prediction. Prior to complete mixing of the two fluids, the velocity profile is typical of Poiseuille flow.
We now compare the experimental and numerical velocity profiles 0.3 mm downstream from the channel branching point for the three cases of two-fluid flow considered here (φ = 0 and φ = 0.2; φ = 0.1 and φ = 0.5; and φ = 0 and φ = 0.6). In these profiles, shown in figures 9-11 respectively, the dashed lines indicate the two-fluid interface, which is defined as the position at which the value of φ is equal to the average of the values for the two fluids.
The velocity profiles in figures 9-11 show that, for the three cases of two-fluid flow considered here, the experimental measurements and numerical predictions are in good agreement. For the two-fluid flow with φ = 0 and φ = 0.2 (figure 9), the deviation of the measurement planes in the two fluids was estimated as 0.5 µm in figure 4, which is much less than the out-of-plane resolution (7.3 µm). Accordingly, the experimental and numerical results are very similar. For the other two cases, however, a slight discrepancy is observed between the experimental and numerical results not only close to the interface but close to the wall as well. In figure 11 , the discrepancy is more pronounced close to the interface, where the gradients of velocity and glycerol concentration are very strong. This difference is attributed to the image-blurring effect described above. Image capturing and processing were performed such that the image quality in the high viscosity fluid, which occupied a larger crosssectional region, was well focused. As a result, the images of the particles in the other fluid were blurred, especially for the two-fluid interface, causing the experimental measurements to deviate from the numerical prediction. An additional factor that could have potentially caused the numerical and experimental results to differ is heating of the microchannel by the laser, which would change the properties of the fluids.
Conclusions
When micro PIV is used to measure two-fluid flow behaviour in a microchannel, the results obtained may potentially be sensitive to differences in the refractive indices of the two mixing fluids. In the present study, we first analysed the objective-imaging system used for two-fluid flow measurement, and then derived the precondition for measurement of a valid velocity profile across the two-fluid interface. A micro PIV experimental system was set up to measure two-fluid flow inside a Y-shaped microchannel under the derived conditions. The flow characteristics of three twofluid flow systems (φ = 0 and φ = 0.2; φ = 0.1 and φ = 0.5; and φ = 0 and φ = 0.6) were measured and compared with the results of numerical simulations. The experimental and numerical results were generally in close agreement, although the systems with higher glycerol concentration showed a slight discrepancy between the experimental and numerical results at the interface where high velocity gradients appear. This discrepancy was attributed to the differing degrees of image blurring in the two fluids.
