In this article, we consider a small SO(2)-equivariant perturbation of a reaction-diffusion system on the sphere, which is equivariant with respect to the group SO(3) of all rigid rotations. We consider a normally hyperbolic SO(3)-group orbit of a rotating wave on the sphere that persists to a normally hyperbolic SO(2)-invariant manifold M (ε). We investigate the effects of this forced symmetry breaking by studying the perturbed dynamics induced on M (ε) by the above reaction-diffusion system. We prove that depending on the frequency vectors of the rotating waves that form the relative equilibrium SO(3)u 0 , these rotating waves will give SO(2)-orbits of rotating waves or SO(2)-orbits of modulated rotating waves (if some transversality conditions hold). The orbital stability of these solutions is established as well.
Introduction
In mathematics and physics the phrase "symmetry breaking" has distinct meanings. The first refers to the frequently observed phenomenon that a configuration of a physical system satisfying a law (a set of equations) which is invariant under a group of transformations, may itself be invariant under a subgroup of this group. This is referred to as spontaneous symmetry breaking. The second meaning refers to the problem of explicitly adding symmetry breaking terms to the equations which describe the system. This is called induced or forced symmetry breaking. In another words, forced symmetry breaking means the systematic study of an equivariant system of differential equations which is perturbed slightly so that it loses its symmetry properties partially or completely. The main motivation of this article is the presence of spiral waves in excitable media, especially in cardiac tissue. Spiral waves arise as stable spatio-temporal patterns in various chemical, physical systems and biological systems, as well as numerical simulations of reaction-diffusion systems on excitable media with various geometries. Excitable media are extended non-equilibrium systems having a uniform rest state that is linearly stable but susceptible to finite perturbations. Spiral waves have been observed experimentally, for instance, in catalysis of platinum surfaces, BelousovZhabotinsky chemical reactions [19] , Rayleigh-Bernard convection, and the most important, cardiac tissue [9] . Numerical simulations of spiral waves have been done, for example in [1, 2, 13, 35, 36, 37] . Winfree [31] found spiral waves in the Belousov-Zhabotinsky reaction. resonance attractor are seen, which attractor is observed depends on the initial conditions of the experiment [16] . All of these phenomena break the Euclidean symmetry and as it has been shown in LeBlanc and Wulff [21] , these phenomena are generic consequences of imperfect Euclidean symmetry. Specifically, they have studied the effects of translation symmetry breaking on normally hyperbolic relative equilibria and normally hyperbolic relative periodic orbits in general systems of Euclidean-equivariant differential equations which undergo a small perturbation that breaks the translational symmetry, while preserving rotational symmetry. Also, both numerical and experimental work suggest that anisotropy also can lead to certain dynamical states for spiral waves which are inconsistent with Euclidean symmetry. Anisotropy can lead to phase-locked two-frequency epicycle spiral motions, and to complicated quasi-periodic meandering patterns which have overall discrete rotational symmetries. LeBlanc [22] has investigated the effects the forced rotational symmetry breaking on spiral wave dynamics. All previous results are valid for planar spiral waves. The interest to consider spiral waves on nonplanar surfaces is motivated by the applicability to problems in physiology (cardiology), biology and chemistry. Therefore, the study of spiral waves by experiments and numerical simulations of reaction-diffusion systems on the sphere and curved surfaces have recently been undertaken. In the case of spiral waves on a sphere, the dynamics is expected to be quite different because any spiral wave starting from a rotating center cannot end at a point. The number of tips of a wave front cannot be odd, and therefore, the dynamics of spiral waves may acquire new features qualitatively different from the planar case. The dynamics of spiral waves in an excitable reaction-diffusion systems on a sphere was numerically investigated by [1, 13, 36, 37] , and [35] who employ a spectral method using spherical harmonics as basis functions. Amjadi [1] treated the case of a periodic oscillating sphere as well. Maselko [24] , as well as Maselko and Showalter, performed experiments with Belousov-Zhabotinsky chemical waves propagating on the surface of a sphere. The influence of the topological constraints and the inhomogeneity in the excitability on the geometry and dynamics of spiral waves on a thin spherical shell of excitable media are presented in [8] . Also, rigidly rotating waves on spherical domains have been studied using kinematical theory, but we do not intend to describe this here. In this article we have studied only the trivial isotropy case, because as far as we are aware, there have been observed no m-spiral waves (m > 1) on spherical surfaces. Also, in [8] it was numerically verified that there is a critical size of the sphere below which self-sustained spiral waves cannot exist. Therefore, we use a sphere of an arbitrary, but fixed radius r. Guyard and Lauterbach in [14, 15] studied forced symmetry breaking perturbations for periodic solutions, but their methods applied to the forced symmetry breaking from SO(3) to SO(2) do not give the results obtained in this article. There are almost no experiments or numerical simulations on spherical domains with localized inhomogeneities and on approximatively spherical domains, showing phenomena similar to boundary drifting, spiral anchoring at localized inhomogeneities or repelling from localized in homogeneities. Following the approach for planar spiral waves, this can be investigated and we intend to present somewhere else, the numerical simulations illustrating the possibilities of these phenomena for spiral waves on spherical domains with localized inhomogeneities and on approximatively spherical domains. Since for planar spiral waves, forced symmetry breaking from SE(2) to SO(2) was successful in explaining phenomena like boundary drifting, spiral anchoring on localized inhomogeneities or repelling by localized inhomogeneities, we will treat the same problem here, that is the forced symmetry breaking from SO(3) to SO(2) for rotating waves on the sphere.
We consider the group SO(2) as being diffeomorphic with the subgroup of SO(3) defined by {e Qθ | θ ∈ [0, 2π)}, where Q ∈ so(3) such that |Q| = 1. Section 2 is concerned with the setup of the problem of forced symmetry-breaking from SO(3) to SO(2) for a normally hyperbolic relative equilibrium SO(3)u 0 . This is done by studying SO(2)-equivariant reaction-diffusion systems on the sphere, that are small perturbations of SO(3)-equivariant reaction-diffusion systems on the sphere, having a relative equilibrium SO(3)u 0 that persists to a normally hyperbolic SO(2)-invariant manifold M (ε), which is SO(2)-equivariant diffeomorphic to SO(3). We recall the fact that the functional-analytical framework can be found in [33] for the general Lie groups. In Section 3, we obtain the SO(2)-equivariant finite-dimensional center manifold reduction and the corresponding reduced differential equations for the perturbed reaction-diffusion system, which include the general form of the SO(2)-equivariant perturbation on the center manifold near SO(3)u 0 , therefore on M (ε). The orbit space reduction methods are presented in Section 4 and we use them to project the SO(2)-equivariant perturbed differential equations on M (ε) onto the orbit space SO(3)/SO(2), which is diffeomorphic to the unit sphere S 2 . Then, we show that the study of the perturbed dynamics (including the orbital stability of the solutions that persist) on M (ε) reduces to the analysis of some differential equations on the unit sphere S 2 . For ε = 0, the dynamics on M (ε) consist only of rotating waves. Depending on the relation between the frequency vectors of these rotating waves and − → Q, we obtain that the rotating waves will project on the unit sphere S 2 either onto two antipodal hyperbolic equilibria or onto periodic solutions. Using Implicit Function Theorem and the Poincaré map, we prove the existence of two smooth branches of hyperbolic equilibria (generically), and the existence of smooth branches of periodic solutions if some transversality conditions hold, and determine the stability of these solutions. Section 5 presents the effects of forced symmetry breaking for the rotating waves in the phase space. Namely, depending on the frequency vectors of the rotating waves that form the relative equilibrium SO(3)u 0 , these rotating waves will give SO(2)-orbits of rotating waves or SO(2)-orbits of modulated rotating waves (if some transversality conditions hold). The orbital stability of these solutions is established as well. All theorems, for which a reference was not given, are proved in Section 6. Numerical simulations will be presented somewhere else.
Perturbed Reaction-Diffusion Systems on the Sphere
We consider a perturbed reaction-diffusion system of the form
where r > 0, rS 2 is the sphere or radius r, S 2 is the unit sphere in R 3 and u = (u 1 , u 2 ,
are sufficiently smooth functions for |λ|, ε ≥ 0 small parameters. In the following sections we suppress the parameter λ. Therefore, let F : R N → R N and G : R N × rS 2 × [0, ∞) → R N be sufficiently smooth functions such that F (0) = 0 and G(0, x, ε) = 0 for ε ≥ 0 small. Using [33] , the reaction-diffusion system (2.1) defines a sufficiently smooth parameter-dependent local semiflow Φ. We recall the notion of linear action of SO(3) on the usual function spaces, that is the function T :
We consider the group SO(2) as being diffeomorphic with the subgroup of SO(3) defined by {e Qθ | θ ∈ [0, 2π)}, where Q ∈ so(3) such that |Q| = 1. Thus, we consider that the Lie algebra so(2) of SO(2) is isomorphic to {Qx | x ∈ R}. We will study the reaction-diffusion system (2.1) on the function space Y = L 2 (rS 2 , R N ). Suppose that the superposition operator associated to G, denoted by G :
is SO(2)-equivariant with respect to the action T restricted to SO(2), but not SO(3)-equivariant with respect to the action T for any ε ≥ 0. Then, the local semiflow Φ is SO(3)-equivariant for ε = 0, but it is only SO(2)-equivariant for ε > 0 small (see [5] ). 
The definitions of relative equilibrium, relative periodic orbits, rotating waves, modulated rotating waves and tip position function for an SO(2)-equivariant or SO(3)-equivariant reaction-diffusion system can be found in [33] for the general Lie groups or in [5] for the rotation group G = SO(3). Throughout this paper, we use the following property [26] : AXA −1 = B if and only if − → B = A − → X , where A, B ∈ SO(3) and X ∈ so(3). We also use the following notations:
3 The General Form of the SO(2)-Equivariant Perturbation on the Center Manifold
Throughout this paper we suppose that for ε = 0 we have a normally hyperbolic relative equilibrium u 0 ∈ Y α such that Σ u 0 = I 3 . Let Φ(t, u 0 , 0) = e X 0 t u 0 . We could have presented only Theorem 3.4 here, but we have chosen to discuss the SO(2)-equivariant center manifold reduction in Theorem 3.2 and Proposition 3.3 for the sake of completion. Since Σ u 0 = I 3 , we have that SO(3)u 0 is diffeomorphic to SO(3), so M (ε) is SO(2)-equivariant diffeomorphic to SO(3). Using [3, 10, 17, 21, 28] we obtain:
[5] Let L be the linearization of the right-hand side of (2.1) with respect to the rotating wave Φ(t, u 0 , 0) = e X 0 t u 0 in the co-rotating frame, that is
Suppose that:
is a spectral set with spectral projection P * , and dim(R(P * )) < ∞; 2. the semigroup e Lt satisfies e Lt | R(1−P * ) ≤ Ce −β 0 t for some β 0 > 0 and C > 0.
Let V * be the orthogonal complement of T u 0 (SO(3)u 0 ) in E cu = R(P * ). Then, there exists a sufficiently smooth parameter-dependent center manifold M cu (ε) of the normally hyperbolic relative equilibrium
Henceforth, we will identify M (ε) with SO(3) and M cu (ε) with SO(3) × V * for ε ≥ 0 small. Therefore, we will talk about the semiflow Φ on SO(3) and on SO(3) × V * for ε ≥ 0 small.
where A ∈ SO(3), q ∈ V * , ε ≥ 0 is small, and k :
The proof of Proposition 3.3 is presented in Section 6. Generically, M (ε) corresponds to a hyperbolic equilibrium q ε ∈ V * near 0 for ε ≥ 0 small. Therefore, we can restrict the study to the SO(2)-equivariant dynamics on SO(3), by substituting q = q ε in the differential equations (3.1).
Theorem 3.4. The perturbed differential equations on M (ε) given by Theorem 3.2 arė
where A ∈ SO(3), ε ≥ 0 is small and, up to a constant matrix in so(3) that depends sufficiently
The proof of Theorem 3.4 is presented in Section 6.
The Analysis of the Projected Dynamics on the Orbit Space SO(3)/SO(2)
Let x 0 1 and x 0 2 be the intersections of the line with direction the vector − → X 0 with the unit sphere S 2 ; We substitute
Therefore, the differential equations (3.3) are equivalent to the following differential equationṡ
where C ∈ SO(3), ε ≥ 0 small and g is a sufficiently smooth function such that, for ε ≥ 0 small,
is invariant under the restriction of the action θ to the subgroup SO(2) of SO (3), with g defined in Theorem 3.4. Let us denote the flow associated to the differential equations (4.2) by Ψ. It is clear that
2) have the following property:
• for ε = 0, they are SO(3)-equivariant under the action θ;
• for ε > 0 small, they are SO (2)-equivariant under the restriction of the action θ to the subgroup SO(2) of SO (3).
We recall the notion of orbit space of SO(3) under the action θ (see [7] ) and some of its properties that we will use to project the differential equations (4.2) from the phase space SO(3) onto the orbit space of SO(3) under the action θ. 
Theorem 4.2 ([7, 20, 29]).
There is a unique C ∞ manifold structure for SO(3)/SO(2) such that the projection π : (2) is C ∞ and such that there exist local smooth sections of
Theorem 4.3 ( [7, 20, 29] ). The orbit space of SO (3) under the action θ is diffeomorphic as a manifold to the unit sphere S 2 . The diffeomorphism can be chosen such that 
The projected flow on SO(3)/SO(2), Ψ, is well-defined and sufficiently smooth. From [20] and [27] , we know that every sufficiently smooth vector field on SO(3)/SO(2) lifts to a sufficiently smooth SO(2)-equivariant vector field on SO(3), unique up to vector fields tangent to the SO(2)-orbits.
Definition 4.5. Using the diffeomorphism β defined in (4. 3), we define the following flow on S 2 :
The flows Ψ and Ψ 1 are topologically equivalent.
Theorem 4.6. The differential equations given by (4.2) projected on the orbit space SO(3)/SO(2) have the following form (after taking into account Theorem 4.3 and Definition 4.5):
where x ∈ S 2 and ε ≥ 0 is small; that is, the vector field given by (4.6) is the vector field associated to the flow
The proof of Theorem 4.6 is presented in Section 6.
Remark 4.7.
For ε = 0, the differential equations (4.6) have reflectional symmetry with respect to the equatorial plane orthogonal to (the line containing) the vector
− → X 0 . 
For ε > 0, generically, the differential equations (4.6) have no reflectional symmetry with respect to the equatorial plane orthogonal to (the line containing) the vector
− → X 0 .
The correspondence between the solutions of the differential equations (3.3) and the differential equations (4.6) is as follows: (a) The solution A(t) of (3.3) corresponding to
The other solutions of (3.3) with the initial condition A 0 projects onto the periodic solutions of (4.6) having the initial condition x 0 such that
The proof of Proposition 4.8 is presented in Section 6. For ε = 0, the flow given by the differential equations (4.2) is the only SO(3)-equivariant flow that can be obtained when we lift from the differential equations (4.6) on SO(3)/SO(2) to SO(3). Proof. The differential equations (4.6) for ε = 0 areẋ = −X 0 x and its flow is given by (2) . It follows that Ψ(t, C, 0) = e −X 0 t Ce τ (t,C)Q . This is SO(3)-equivariant under the action θ if and only if τ (t, C) = 0 for t ≥ 0 and C ∈ SO(3); that is, Ψ(t, C, 0) is the SO(3)-equivariant flow given by differential equations (4.2) for ε = 0.
A geometrical interpretation of the dynamics on M (0) = SO(3)u 0 induced by the reactiondiffusion system (2.1) is given below. (4.6) , that has as an orbit the circle around − → X 0 of the unit sphere S 1 passing through the point x 0 ∈ S 1 such that cos(∠( X, Q)) = cos(∠( X 0 , x 0 )). (3) .2)). The proof of Theorem 4.9 is presented in Section 6.
The rotating waves for the reaction-diffusion system (2.1) on SO
, where g S is defined in (4.7) and for any s = (x 1 , x 2 , x 3 ) ∈ S 2 and ε ≥ 0 small,
and c(φ, θ, ε) = G 3 (sin φ cos θ, sin φ sin θ, cos φ, ε), Generically, we have 
Let
for φ ∈ (0, π), and consider
For small ε > 0, the periodic solution x(t, x 0 ) = e −X 0 t x 0 of the differential equations (4.6) obtained for ε = 0 is continuously deformed when ε increases to another periodic solution x ε (t) with period T (ε) =
The stability of the periodic solution x ε (t) is as follows:
is locally asymptotically stable for the differential equations (4.6);
is unstable for the differential equations (4.6) .
Using the Poincaré-Bendixson theorem on a sphere ([18]), we have a complete picture of the phase portrait for the differential equations (4.6).
The matrix B ∈ SO(3) such that Bx 0 1 = (0, 0, 1) T is not unique, but it can be shown that Theorem 4.10 does not depend on the choice of the matrix B. Therefore, in the statement and proof of Theorem 4.10, without loss of generality we may assume that x 0 1 = (0, 0, 1) T . The proof of Theorem 4.10 is presented in Section 6. Let ε > 0 be fixed and φ 0 ∈ (0, π) such that it corresponds to the 2π |X 0 | -periodic solution x(t, x 0 ) = e −X 0 t x 0 of the differential equations (4.6) for ε = 0. Then, the condition I(φ 0 ) = 0 is necessary for the persistence of The orbital stability of the above solutions is the same as the stability of the solutions of (4.6) from which they were obtained (see [7] ). Using the Poincaré-Bendixson theorem on a sphere ( [18] ) and [7] , we have a complete picture of the phase portrait for the differential equations (3.3) .
The proof of Proposition 5.1 is presented in Section 6. The second main result of this article is the following theorem: The orbital stability of the above solutions of the reaction-diffusion system (2.1) is related to the orbital stability of the rotating wave Φ(t, u 0 , 0) and to the stability of the solutions of (4.6) from which they were obtained as follows:
• If the rotating wave Φ(t, u 0 , 0) is orbitally unstable, then the above solutions of the reactiondiffusion system (2.1) are orbitally unstable;
• If the rotating wave Φ(t, u 0 , 0) is orbitally stable (that is E cu = T u 0 (SO(3)u 0 )), then the above solutions of the reaction-diffusion system (2.1) have the same orbital stability as the stability of the solutions of (4.6) from which they were obtained.
The proof of Theorem 5.2 is presented in Section 6. In [5] , we present some examples that may explain similar phenomena to those observed for planar spiral waves (boundary drifting, anchoring at the localized inhomogeneities, repelling from the localized inhomogeneities), and another new phenomenon that appears due to the curvature of the sphere (anchoring at the opposite site).
Proofs of Theorems
Proof of Proposition 3.3. There is nothing to prove for G 2 pert (A, q, ε). Let k(A, q, ε) = A −1 G 1 pert (A, q, ε) for A ∈ SO(3), q ∈ V * and ε ≥ 0 small. Since G 1 pert (A, q, ε) ∈ T A (SO(3)) = A · so(3), then k(A, q, ε) ∈ so(3) for any A ∈ SO(3), q ∈ V * and ε ≥ 0 small. Using the SO(2)-equivariance of G 1 pert (., q, ε), we get that the function k(., q, ε) is SO(2)-invariant for ε ≥ 0 small and q ∈ V * , that is k(e Qθ A, q, ε) = (e Qθ A) −1 G 1 pert (e Qθ A, q, ε) = A −1 e −Qθ e Qθ G 1 pert (A, q, ε) = A −1 G 1 pert (A, q, ε) = k(A, q, ε) for any A ∈ SO(3), q ∈ V * , θ ∈ [0, 2π) and ε ≥ 0 small.
Proof of Theorem 3.4.
For ε > 0 small, M (ε) corresponds to the hyperbolic equilibrium q ε ∈ V * of the second differential equation of (3.1). Therefore, we only consider the SO(2)-equivariant dynamics on SO(3) obtained by substituting q = q ε in the differential equations (3.1). Using Proposition 3.3, we getȦ
Since q ε = O(ε) and f 1 is sufficiently smooth, we get f 1 (q ε ) = f 1 (0) + εH(ε) = X 0 + εH(ε) with H(ε) ∈ so(3). The differential equations (6.1) becomė
Let g(A, ε) = H(ε) + k(A, q ε , ε). We get the differential equations (3.3), where g(., ε) is SO(2)-invariant, since k(., q ε , ε) is SO(2)-invariant.
Proof of Theorem 4.6. It is enough to prove that there exists a sufficiently smooth function g
Since S 2 is compact, it is enough to prove (6.3) locally on S 2 . We may then use the partition of unity to get a sufficiently smooth function g S globally defined on S 2 . Let C 0 ∈ SO(3) be fixed, but arbitrary. There exists a smooth local section π s of SO(3)/SO(2) in SO(3) near C 0 · SO(2) (see Theorem 4.2). We have:
Let us define the function
Then g S is a sufficiently smooth function defined locally near C 0 x 1 Q on S 2 . Also,
for C near C 0 and ε ≥ 0 small, where for the second equality we use the invariance of g(., ε) under the restriction of the action θ to SO(2) and for the third equality we use (6.4). The function g S is well-defined since the function g is SO(2)-invariant under the action θ restricted to SO(2); that is, for any θ ∈ [0, 2π), C ∈ SO(3) and ε ≥ 0 small, we have g S (Ce Qθ x 1 Q , ε) = g(Ce Qθ , ε) = g(C, ε) = g S (Cx 1 Q , ε). Also, taking into account that the action of SO(3) on S 2 is transitive, we can look at the function g S as being defined on S 2 . We check that the vector field given by the differential equations (4.6) is associated to the semiflow Ψ 1 . We have Ψ 1 (t, Cx 1 Q , ε) = (β • π)(Ψ(t, C, ε)) = Ψ(t, C, ε)x 1 Q . Therefore,
for any C ∈ SO(3), t ∈ [0, ∞) and ε ≥ 0 small.
Proof of Proposition 4.8.
Conclusions (1) and (2) are obvious. The third conclusion results from the definition of the flows Ψ and Ψ 1 , as well as
Proof of Theorem 4.9. Conclusions (1) and (2) result from Theorem 3.2 and Proposition 4.8. Using Theorem 3.2, we get that the rotating waves for the reaction-diffusion system (2.1) for ε = 0 are of the form Φ(t, A 0 u 0 , 0) = A 0 e X 0 t u 0 for A 0 ∈ SO(3) and t ∈ [0, ∞).
Therefore, the primary frequency vector of Φ(t, A 0 u 0 , 0) is
0 . By Proposition 4.8, the rotating wave Φ(t, A 0 u 0 , 0) projects onto x 0 ∈ S 2 such that x
). The third conclusion results from the first conclusion.
Proof of Theorem 4.10. For ε = 0, the differential equation (4.6) has two equilibria, x 0 1 and x 0 2 . Using the Implicit Function Theorem , we will prove the persistence of these two equilibria for small ε > 0. We have defined B ∈ SO(3) by Bx 0 1 = (0, 0, 1) T . Then Bx 0 2 = (0, 0, −1) T . Let s = Bx. Then, 8) and, if we write X 00 = BX 0 B −1 and g SS (s, ε) = Bg S (B −1 s, ε)B −1 , then we geṫ
It is clear that F ((0, 0, 1), 0) = 0. We will compute (D s F ) ((0,0,1),0) :
Let s = (x 1 , x 2 , x 3 ) ∈ S 2 and recall that x 2 , x 3 , ε) G 3 (x 1 , x 2 , x 3 , ε) 0
For (x 1 , x 2 , x 3 ) ∈ S 2 near (0, 0, 1), one has x 3 = 1 − x 2 1 − x 2 2 > 0 for (x 1 , x 2 ) ≥ 0 small enough. If we substitute this expression of x 3 into the differential equations (6.9), we have:
12)
. If the first two equations in the system (6.12) are satisfied, then the third one is immediately satisfied. Therefore, we get the systemẋ
where 14) and
We have H(0, 0, 0) = (0, 0) and the linearization of H(x 1 , x 2 , ε) about (0, 0) at ε = 0 is
which is an invertible matrix. Using the implicit function theorem there exists a sufficiently smooth branch (x 1 1 (ε), x 1 2 (ε)) near (0, 0) such that (x 1 1 (0), x 1 2 (0)) = (0, 0), and H 1 (x 1 1 (ε), x 1 2 (ε), ε) = 0 and
By using implicit differentiation we get
(6.17)
Generically, we have From (6.17) it follows that at ε = 0 we have
and
(6.20) 
So, for ε ≥ 0 small, we get
Therefore, there exists a sufficiently smooth branch s 1 (ε) = (x 1 1 (ε), x 1 2 (ε), x 1 3 (ε)) near (0, 0, 1) of equilibria of the differential equations (6.9), such that s 1 (0) = (x 1 1 (0), x 1 2 (0), x 1 3 (0)) = (0, 0, 1) and F (s 1 (ε), ε) = (0, 0, 0) for ε ≥ 0 small. For ε ≥ 0 small, there is a sufficiently smooth branch x 1 (ε) ∈ S 2 of equilibria for the differential equations (4.6) such that x 1 (0) = x 0 1 . In the same way, for ε ≥ 0 small there exists a sufficiently smooth branch x 2 (ε) of equilibria for the differential equations (4.6) such that x 2 (0) = x 0 2 . The stability of the equilibrium x 1 (ε) is the same as the stability of the equilibrium (x 1 1 (ε), x 1 2 (ε)) for ε ≥ 0 small, and the stability of the equilibrium x 2 (ε) is the same as the stability of the equilibrium (x 2 1 (ε), x 2 2 (ε)) for ε ≥ 0 small. Let us now obtain the stability of the equilibrium (x 1 1 (ε), x 1 2 (ε)). For ε ≥ 0 small, the linearization of H(x 1 , x 2 , ε) around (x 1 1 (ε), x 1 2 (ε)) is given by
where
The eigenvalues of the linearization of H(x 1 , x 2 , ε) around (x 1 1 (ε), x 1 2 (ε)) satisfies
We get the eigenvalues
Generically, a 11 + a 22 = 0. In fact, (x 1 1 (ε), x 1 2 (ε)) is generically a hyperbolic equilibrium for the differential equations (4.6). If a 11 + a 22 < 0, then (x 1 1 (ε), x 1 2 (ε)) is an asymptotically stable equilibrium for the differential equations (4.6), and if a 11 + a 22 > 0, then (x 1 1 (ε), x 1 2 (ε)) is an unstable equilibrium for the differential equations (4.6). We express a 11 and a 22 in terms of G 1 ((0, 0, 1) , 0), G 2 ((0, 0, 1), 0) and G 3 ((0, 0, 1), 0) and their partial derivatives at (0, 0, 1). The Taylor expansion of H 1 (x 1 , x 2 , ε) about (0, 0, 0) up to terms of order 2 (h.o.t. contains all the terms of order ≥ 3 in x 1 , x 2 , ε) is:
Since a 1 0 = 0, a 1 1 = 0, a 1 3 = 0, a 1 4 = 0 and a 1 5 = 0, we get
The Taylor expansion of H 2 (x 1 , x 2 , ε) about (0, 0, 0) up to terms of order 2 is:
Since a 2 0 = 0, a 2 2 = 0, a 2 3 = 0, a 2 4 = 0 and a 2 5 = 0, we get
We have
We have that 34) by the definition of H 1 and 35) by the definition of H 2 . Generically, we have a 1 7 + a 2 8 = 0. If a 1 7 + a 2 8 < 0, then (x 1 1 (ε), x 1 2 (ε)) is an asymptotically stable equilibrium for the differential equations (4.6), and if a 1 7 + a 2 8 > 0, then (x 1 1 (ε), x 1 2 (ε)) is an unstable equilibrium for the differential equations (4.6).
In the same way, we can establish the stability of the equilibrium x 2 (ε). This ends the proof of the first conclusion of Theorem 4.10. For ε = 0 the differential equation (4.6) has 2π |X 0 | -periodic solutions of the form x(t, x 0 ) = e −X 0 t x 0 , where x 0 = x 0 1 and x 0 = x 0 2 . Let us fix a point x 0 on the unit sphere such that x 0 = x 0 1 and x 0 = x 0 2 . We will prove the persistence of the periodic solution x(t, x 0 ) if some conditions are satisfied. Making the same change of variable as before, we get the system (6.9) and the periodic solution 
The system (6.9) in (φ, θ) coordinates yields:
(6.36)
We divide the third equation in (6.36) by sin φ = 0, where φ ∈ (0, π) to geṫ
We substituteφ given by (6.37) into the first two equations of (6.36) to geṫ
If sin θ = 0, we divide the first equation in (6.38) by sin φ sin θ, to geṫ
Thus, the second differential equation of (6.38) is satisfied. If sin θ = 0, then cos θ = 0 and we divide the second equation in (6.38) by sin φ cos θ to geṫ
Thus, the first of the differential equations (6.38) is satisfied. Therefore, we obtain the systeṁ
(6.42)
For φ ∈ (0, π), θ ∈ [0, 2π) and for ε > 0 small enough, we can have that
and we can rescale time, choosing τ = τ (t) such that it results that
Let us construct the Poincaré map ( see [30] , that is the time 2π map) for the flow given by the differential equations (6.45). The Poincaré section associated to the flow given by the differential equations (6.45) is given by θ = 0, φ ∈ (0, π), with φ chosen independent of θ 0 ∈ (0, π). The Poincaré map is given by
where φ(t, φ 1 , ε) is the solution of the following initial problem after we relabel τ = t,
(6.46) Therefore, we get by using (6.46)
We have that
where we define
Then, P (φ 0 , 0) − φ 0 = 0, since x(t, x 0 ) = e −X 0 t x 0 is a periodic solution of the differential equations (4.6) for ε = 0, that is s(t, s 0 ) = e −X 00 t s 0 is a periodic solution of the differential equations (6.9) for ε = 0 and s 0 =   sin φ 0 cos θ 0 sin φ 0 sin θ 0 cos φ 0   . Let us consider the equation
then, using the implicit function theorem, we find for ε ≥ 0 small a sufficiently smooth branch φ(ε) of fixed points of P such that φ(0) = φ 0 . We have
Therefore,
For ε ≥ 0 small, we get a sufficiently smooth branch s ε (t) of periodic solutions for the differential equations (6.9) such that s 0 (t) = e −X 00 t s 0 . Thus, for ε ≥ 0 small, we get a sufficiently smooth branch x ε (t) of periodic solutions for the differential equations (4.6) such that x 0 (t) = e −X 0 t x 0 . If I ′ (φ 0 ) < 0, the fixed point φ(ε) is locally asymptotically stable for P , and if I ′ (φ 0 ) > 0, the fixed point φ(ε) is unstable for P . The stability of the periodic solutions x ε (t) which persist for ε > 0 is the same as the stability of the fixed points φ(ε) of the Poincaré map P from which the periodic solutions x ε (t) are obtained. This ends the proof of the second conclusion of Theorem 4.10.
Proof of Proposition 5.1. We prove the first conclusion for the equilibria x 1 (ε). A similar proof can be done for the equilibria x 2 (ε). Let A ε ∈ SO(3) be such that x Q 1 = A ε x 1 (ε). We can choose a sufficiently smooth branch A ε , by taking C ε = (π s • β −1 )(x 1 (ε)) and then A ε = C −1 ε . We have C ε x Q 1 = x 1 (ε). Taking into account that Ψ(t, C, ε) = [Φ(t, A, ε)] −1 , with A = C −1 , we check that the differential equations (4.2) have a solution of the form
By the definitions of the projected flows Ψ 1 and Ψ, we have
where τ (0, ε) = 0. Without loss of generality, we assume that τ (t, ε) sufficiently smooth with respect to t. It follows that C RW (t, ε) verifies the differential equations (4.2).
If we substitute (6.47) into the differential equations (4.2), we get
or using the SO(2)-invariance of g(., ε), we get
or, using |Q| = 1, we get
Also, we get α 1 (ε)Q = C −1 ε [X 0 + ε g(C ε , ε)C ε ] and α 1 (ε) is sufficiently smooth. Then,
1 . The stability issue for C RW (t, ε) is proved in [7] . It is now easy to get the results for the differential equations (3.3) using the fact that Ψ(t, C, ε) = [Φ(t, A, ε)] −1 , where
This proves the first conclusion. Similarly, we can prove second conclusion of Proposition 5.1. We now prove the conclusion (3) of Proposition 5.1. Let D(t, ε) ∈ SO(3) be such that D(t, ε)x Q 1 = x ε (t). Let T (ε) = 2π |X 0 | + O(ε) be the period of the function x ε (t). We can choose a sufficiently smooth branch D(t, ε), by taking D(t, ε) = (π s • β −1 )(x ε (t)). Since x ε (t) is T (ε)-periodic, we have D(t + T (ε), ε)x Let C 1 ε = D(0, ε). We construct B * (t, ε) and β(ε). By the definitions of the projected flow Ψ 1 and Ψ, we have Ψ 1 (t, C 1 ε x Q 1 , ε) = x ε (t) = D(t, ε)x Therefore, the function τ (t, ε) is sufficiently smooth in ε and in t. We define C M RW (t, ε) def = D(t, ε)e −τ (t,ε)Q e β(ε)Qt e −β(ε)Qt , where β(ε) = τ (T (ε), ε) T (ε) .
Let us define B * (t, ε) = D(t, ε)e −τ (t,ε)Q e β(ε)Qt . Then, C M RW (t, ε) = B * (t, ε)e −β(ε)Qt .
We have that B * (T (ε), ε) = D(T (ε), ε)e −τ (T (ε),ε)Q e β(ε)T (ε)Q = D(0, ε)e g(0,ε)Q = D(0, ε) = B * (0, ε) by the definition of β(ε), relation (6.49) and the fact that g(0, ε) = 0. Since τ is sufficiently smooth in t and ε and T (ε) is sufficiently smooth, it follows from the definition of β(ε) that β(ε) is a sufficiently smooth function and β(ε) = τ (T (0),0)
We check that B * (t, ε) is T (ε)-periodic. If we substitute C = Be −β(ε)Qt into the differential equations (4.2), we geṫ Since C M RW (t, ε) = B * (t, ε)e −β(ε)Qt and C M RW (t, ε) is a solution of the differential equations (4.2), we get that B * (t, ε) is a solution of the differential equations (6.51). Since B * (T (ε), ε) = B * (0, ε), we get that C * (t, ε) = B * (t + T (ε), ε) is also a solution of the differential equations (6.51) such that C * (0, ε) = B * (0, ε). Therefore, the function B * (t, ε) is T (ε)-periodic.
We check that β(ε) = O(ε) up to k 2π T (ε) , for some k ∈ Z. Therefore, we show that τ (T (0), 0) = 2kπ for some k ∈ Z. By the definition of D we get that D(t, 0)x Q 1 = x 0 (t) = x(t, x 0 )e −X 0 t x 0 or D(t, 0) = e −X 0 t D(0, 0)e g 1 (t)Q , (6.52) with g 1 sufficiently smooth such that g 1 (0) = 0.
We show that g 1 (T (0)) = 2kπ for some k ∈ Z and τ (T (0), 0) = g 1 (T (0)). Using (6.49), it follows that D(t + T (0), 0) = D(t, 0)e g(t,0)Q . Since g(0, 0) = 0, we get D(T (0), 0) = D(0, 0) = e −X 0 T (0) D(0, 0)e g 1 (T (0))Q . Taking into account that |X(0)| T (0) = 2π, we get e g 1 (T (0))Q = I 3 . It follows that g 1 (T (0)) = 2kπ for some k ∈ Z. Also, Ψ(t, C 1 0 , 0) = D(t, 0)e −τ (t,0)Q = e −X 0 t D(0, 0)e g 1 (t)Q e −τ (t,0)Q by (6.52). On the other hand, Ψ(t, C 1 0 , 0) = e −X 0 t D(0, 0). Then, we get τ (t, 0) = g 1 (t) + 2l(t)π with l(t) ∈ Z. Since g 1 and τ are sufficiently smooth, we get that l(t) is sufficiently smooth and, since l(t) ∈ Z, we get l(t) =constant. Since τ (0, 0) = g 1 (0) = 0, we get l = 0. Thus τ (t, 0) = g 1 (t) implies τ (T (0), 0) = g 1 (T (0)) = 2kπ. kQt , B * 1 (t, ε) is T (ε)-periodic and B * 1 (0, ε) = B * (0, ε). We may drop the subscript 1 in B * 1 and β 1 (ε). The stability issue for C M RW (t, ε) is proved in [7] . It is now easy to get the results for the differential equations (3.3) using the fact that Ψ(C, t) = [Φ(A, t)] −1 , where A = C −1 . This ends the proof of the third conclusion of Proposition 5.1 and its proof.
