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Abstract
The Ensemble Kalman Filter (EnKF) is a Bayesian filtering algorithm utilized in estimating
unknown model states and parameters for nonlinear systems. An important component of the
EnKF is the observation function, which connects the unknown system variables with the ob-
served data. These functions take different forms based on modeling assumptions with respect
to the available data and relevant system parameters. The goal of this research is to analyze the
effects of observation function selection in the EnKF in the setting of epidemic modeling, where
a variety of observation functions are used in the literature. In particular, four observation
functions of different forms and various levels of complexity are examined in connection with
the classic Susceptible-Infectious-Recovered (SIR) model. Results demonstrate the importance
of choosing an observation function that well interprets the available data on the corresponding
EnKF estimates in several filtering scenarios, including state estimation with known parameters,
and combined state and parameter estimation with both constant and time-varying parameters.
Numerical experiments further illustrate how modifying the observation noise covariance matrix
in the filter can help to account for uncertainty in the observation function in certain cases.
Keywords: inverse problems; epidemiology; Kalman filtering; observation model uncertainty.
1 Introduction
The Ensemble Kalman Filter (EnKF) is a Bayesian filtering algorithm used to estimate unknown
states and parameters of nonlinear systems by combining model predictions with available system
observations [1–3]. While these algorithms are commonly used for data assimilation in applications
to weather prediction [4–6] and guidance, navigation, and control [7–9], ensemble Kalman-type
filters have recently been utilized for parameter estimation and forecast prediction in a variety of
epidemiological studies [10–16].
The filtering process comprises a two-step sequential updating scheme of forward prediction
via a prescribed model and correction with the available data. The inverse problem of estimating
the system unknowns therefore involves defining two key components: the forward model and
the observation model. The forward model describes the dynamics of the system, predicting how
the model states are propagated forward in time. In particular, we consider ordinary differential
equation (ODE) models of the form
dx
dt
= f(t, x, θ), x(0) = x0 (1.1)
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where f : R×Rd×Rp → Rd is the righthand-side function defining the dynamics, x = x(t) ∈ Rd is
a vector representing the states of the system, θ ∈ Rp is the parameter vector, and x0 ∈ Rd is the
initial condition. The observation model relates the data set back to the systems inputs, assuming
discrete observations of the form
yj = g(xj , θ) + wj , j = 1, . . . , T (1.2)
where yj ∈ Rm is an observation at time tj , g : Rd × Rp → Rm, m ≤ d, is the observation function
relating the model states xj = x(tj) and parameters θ, and wj ∈ Rm is the observation error,
assumed here to be Gaussian noise.
While the forward model (1.1) has an immediate effect on the filter output in driving the system
dynamics, the choice of an appropriate observation function g in (1.2) is vital in well connecting
the available data with the system variables. This plays a particular role in the analysis step of the
EnKF, in which the observed data are compared to model observation predictions computed using
g. Although it seems straightforward that using an observation function that accurately represents
the data should result in more accurate estimates of model inputs, it is not immediately clear how
significantly using a less accurate observation function affects results. Knowledge of this becomes
especially important in cases where the exact observation function is not immediately known, or
when modeling assumptions are necessary to simplify the situation compared to the actuality of
data collection (i.e., when the bridge between the real data and the model input is more complex
than that of the simplifying assumptions).
In the setting of epidemiology, forward models vary from general compartment models for the
spread of infectious diseases [17–20] to more complex, disease-specific models describing, e.g., the
spread of influenza [13, 21, 22], the AIDS epidemic [17, 23], and the novel coronavirus (COVID-19)
[10, 24–27]. These models are often variations of the well-known Kermack-McKendrick model [28]
and are otherwise referred to as Susceptible-Infectious-Recovered (SIR) models, with compartments
representing susceptible, infectious, and recovered portions of a population. While SIR-type models
are well-established in governing the forward dynamics of epidemiological systems, a variety of
different observation functions are used in the literature to model the available data [16,26,29–34].
The goal of this research is therefore to study the effects of observation function selection on
ensemble Kalman filtering estimates for epidemic models. In particular, we aim to analyze the
impact of using different observation functions with various degrees of complexity when employing
the EnKF for both state and parameter estimation in this setting.
The types of data available in epidemiological applications vary due to key differences in data
collection, which may differ by disease type, geographical spread, and frequency of reported cases
(daily, weekly, monthly, etc.) [17–19]. For example, Figure 1 shows reported measles incidence data
from two cities in the United States with different population sizes, New York City (NYC) and
Baltimore, MD, during the pre-vaccine era [35]. While each data set was collected on a monthly
basis, there are clear differences in the magnitude and frequency of the outbreaks in each city:
Baltimore starts with infrequent outbreaks of larger magnitude in the early years but tends towards
smaller, more frequent outbreaks in the later years; on the other hand, NYC has a more regular
bi-annual peaking pattern, with the larger outbreaks being typically much larger in magnitude than
those of Baltimore. The magnitudes of the outbreaks are further tied to the reporting probability
of cases for each location, which is estimated to be around 1 in every 8 cases reported in NYC and
1 in every 3 or 4 cases reported in Baltimore during this time [35].
In the epidemic modeling literature, the choice of observation function g varies from assuming
direct measurements of the infectious population [29,30,33] to more elaborate functions accounting
for the cumulative number of cases over a given collection period [16,32,34]. These functions may
2
Figure 1: Example data sets collected during measles outbreaks in the United States during the
pre-vaccine era. The purple line shows the monthly reported measles cases in Baltimore, MD, from
1928 to 1960; and the blue line shows the monthly reported cases in New York City, NY, from
1945 to 1964. The data sets were obtained from an online infectious disease database (found at
https://ms.mcmaster.ca/~bolker/measdata.html), as in [16].
also include a reporting probability to account for the under-reporting of cases [16,26]. Considering
the different types of data available, it may not be immediately clear which observation function
is best suited for a given problem when using the EnKF in this setting. Further, if a suboptimal
observation function is selected (in simplifying the model or due to lack of supporting information),
questions arise regarding how this choice affects the resulting EnKF estimates. Therefore, in this
research we aim to analyze the impact of observation function selection on state and parameter
estimation using the EnKF, specifically when utilizing simple observations functions to model more
complex data.
To this end, we demonstrate the effects of using four different observation functions of various
complexity levels inspired by epidemic modeling. In particular, using synthetic data generated
with the most elaborate of the four observation functions considered, we show how using a subop-
timal g affects the resulting filter estimates of both the model states and parameters in different
implementations of the EnKF. We consider three filtering scenarios with increasing complexity:
state estimation with know parameters; combined state and constant parameter estimation; and
combined state and time-varying parameter estimation. We further demonstrate how the obser-
vation noise covariance matrix can be utilized in certain cases to help offset the effects of using a
suboptimal observation function.
The paper is organized as follows: Section 2 provides a review of ensemble Kalman-type filtering
algorithms, first outlining the steps of the classic Kalman Filter and then highlighting the differences
in the EnKF for state estimation and the augmented EnKF for combined state and parameter
estimation in nonlinear systems. Section 3 describes both the SIR model and the four different
observation functions used for the epidemic application considered in this work. Section 4 contains
the numerical results, which analyze the use of each observation function in the different filtering
scenarios described, as well as the effects of modifying the observation noise covariance. Section 5
presents a discussion of the results, and Section 6 gives a brief summary and conclusions.
2 Review of Kalman Filtering Methods
Named after Rudolf E. Kalman, an electrical engineer and mathematician who received the National
Medal of Science for his work on the algorithm, the Kalman filter was famously used by NASA
during the Apollo missions [36, 37] and in a variety of application areas since. The algorithm was
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derived specifically for linear and Gaussian systems, utilizing the fact that Gaussian distributions
remain Gaussian under linear transformation. Various extensions of the Kalman filter have been
derived to accommodate when these assumptions cannot be met. Here we review the classic Kalman
Filter (KF) and two of its nonlinear extensions, the Ensemble Kalman Filter (EnKF) for state
estimation and the augmented EnKF for combined state and parameter estimation.
Kalman filtering comprises a two step process: predicting through the use of a forward model
and correcting through the use of available data. Under the Bayesian framework [38–40], where
unknowns are treated as random variables, the goal of Kalman filtering is to sequentially update
the posterior distribution of the unknowns conditioned on the observed data. The classic KF
estimates the model states of linear systems by updating the mean and covariance of an underlying
Gaussian probability distribution through use of analytically described formulas [41]. The EnKF
accommodates use of nonlinear models by incorporating ensemble statistics into the classic KF,
using an ensemble of discrete realizations from the underlying probability distribution to calculate
the ensemble mean and covariance [1, 2]. The augmented EnKF incorporates the simultaneous
estimation of constant parameters via cross-correlation information with the model states [42, 43].
The augmented EnKF can be further modified to accommodate time-varying parameter estimation
through use of parameter tracking [44–46].
Each algorithm begins with a prior distribution on the system unknowns (which may include
unknown model states and/or parameters) and proceeds in a predictor-corrector-type process to
sequentially update the joint probability distribution of the unknowns conditioned on the available
data. Letting pi(xj , θj | yj) denote the joint distribution of states xj and parameters θj conditioned
on the data yj at time j, the forward model describing the state evolution, as in (1.1), first propa-
gates the state prediction forward to time j + 1, forming a prediction density pi(xj+1, θj | yj). The
algorithm then corrects the prediction by using the observation model (1.2) to compare the model
predictions with the available data, updating the model states and parameters to form the joint
posterior distribution pi(xj+1, θj+1 | yj+1). This process is repeated for each j over the time span of
available data. Note that if the model parameters are known, the posterior distribution of interest
simply reduces to pi(xj | yj) for state estimation.
2.1 Classic Kalman Filter for State Estimation
The classic KF for state estimation begins with a Gaussian prior distribution
pi(x0) ∼ N(x¯0, Γ0) (2.1)
with mean x¯0 = x¯0|0 ∈ Rd and covariance matrix Γ0 = Γ0|0 ∈ Rd×d. The state evolution and
observation equations forming the state-space model are both assumed to be linear discrete-time
Markov models:
Xj+1 = FXj + Vj+1, Vj+1 ∼ N (0,C) (2.2)
Yj+1 = GXj+1 +Wj+1, Wj+1 ∼ N (0,D) (2.3)
for j = 0, 1, . . . , T − 1, where the random variables Xj+1 and Yj+1 denote the model states and
observations, respectively. The operators F and G are matrices (assumed here to be constant over
time) and the noise processes Vj and Wj are Gaussian random variables with respective covariance
matrices C and D (also assumed here to be time-invariant).
During the prediction step at time j, the state prediction mean x¯j|j , and covariance matrix
Γj|j of the prior distribution are propagated forward in time through the use of the state evolution
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equation (2.2) via the analytically-derived formulas
x¯j+1|j = Fx¯j|j (2.4)
Γj+1|j = FΓj|jFT + C (2.5)
where x¯j+1|j and Γj+1|j are the predicted mean and covariance of the underlying Gaussian distri-
bution at time j + 1 without yet taking into account the data at this point.
In the analysis step, the predicted mean and covariance estimates are corrected using the data
and the observation model (2.3) via the updating formulas
x¯j+1|j+1 = x¯j+1|j + Kj+1(yj+1 − Gx¯j+1|j) (2.6)
Γj+1|j+1 = (I− Kj+1G)Γj+1|j (2.7)
where I is the d× d identity matrix and Kj+1 is the Kalman gain matrix, defined as
Kj+1 = Γj+1|jGT(GΓj+1|jGT + D)−1. (2.8)
After completion of the analysis step, we are left with the Gaussian posterior distribution at time
j + 1. The filter continues through this process, letting j = j + 1 for j < T , where T is the time of
the last observation.
2.2 Ensemble Kalman Filter for State Estimation
While the classic KF provides the optimal solution under assumptions of linearity and Gaussian
distributions, these assumptions limit the algorithm’s applicability to nonlinear models. The EnKF
allows for nonlinear models by incorporating ensemble statistics into the updating equations. The
state-space model in this case is given by
Xj+1 = F (Xj) + Vj+1, Vj+1 ∼ N (0,C) (2.9)
Yj+1 = G(Xj+1) +Wj+1, Wj+1 ∼ N (0,D) (2.10)
where F and G are nonlinear operators. In this work, F is the solution to the ODE system (1.1)
and G is the same observation function g defined in (1.2), here with the dependence on parameters
suppressed. The EnKF maintains a similar two-step procedure of predicting and correcting, but
the probability distributions are represented in terms of discrete samples, and each sample point
(or ensemble member) is propagated independently. Ensemble statistics are employed to calculate
the mean and covariance of the sample at each step.
Let Sj|j represent the discrete sample from the underlying probability distribution at time j,
such that
Sj|j = {x1j|j , x2j|j , . . . , xNj|j} (2.11)
where N is the ensemble size and xnj|j ∈ Rd for each n = 1, . . . , N . In the prediction step, each
individual ensemble member is updated via the state evolution equation (2.9) by
xnj+1|j = F (x
n
j|j) + v
n
j+1, n = 1, . . . , N (2.12)
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where each vnj+1 is a realization of the random variable Vj+1 ∼ N (0,C). The prediction mean x¯j+1|j
and covariance Γj+1|j are then computed using the following ensemble statistics formulas:
x¯j+1|j =
1
N
N∑
n=1
xnj+1|j ∈ Rd (2.13)
Γj+1|j =
1
N − 1
N∑
n=1
(xnj+1|j − x¯j+1|j)(xnj+1|j − x¯j+1|j)T ∈ Rd×d. (2.14)
The analysis step is performed by correcting each individual ensemble member via the equation
xnj+1|j+1 = x
n
j+1|j + Kj+1(y
n
j+1 − ŷnj+1), n = 1, . . . , N (2.15)
where
ynj+1 = yj+1 + w
n
j+1, wj+1 ∼ N (0,D) (2.16)
is an artificial observation ensemble of size N generated around the data point yj+1 ∈ Rm,
ŷnj+1 = G(x
n
j+1|j) (2.17)
is the model prediction of the observation, and Kj+1 is the Kalman gain. To accommodate nonlinear
observation models, the Kalman gain can be defined using cross-correlation information via the
formula
Kj+1 = Φ
xŷ
j+1(Φ
ŷŷ
j+1 + D)
−1 (2.18)
where Φxŷj+1 is the cross covariance of the state and observation predictions, Φ
ŷŷ
j+1 is the forecast
error of the observation prediction ensemble, and D is the observation noise covariance [47]. This
results in the posterior ensemble
Sj+1|j+1 = {x1j+1|j+1, x2j+1|j+1, . . . , xNj+1|j+1} (2.19)
and the corresponding posterior ensemble mean x¯j+1|j+1 and covariance Γj+1|j+1 computed via
ensemble statistics. As in the classic KF, this process continues while j < T .
2.3 Augmented EnKF for State and Constant Parameter Estimation
While the EnKF allows for more flexibility in accommodating nonlinear models for both the states
and observations, it can be further modified to simultaneously estimate both model states and
constant parameters through use of augmented vectors. The state-space model becomes
Xj+1 = F (Xj , θ) + Vj+1, Vj+1 ∼ N (0,C) (2.20)
Yj+1 = G(Xj+1, θ) +Wj+1, Wj+1 ∼ N (0,D) (2.21)
where θ ∈ Rp denotes the unknown system parameters, and the goal is to estimate a joint probability
distribution representing the model states and parameters conditioned on the available data. To
this end, the discrete sample from the probability distribution at time j becomes
Sj|j = {(x1j|j , θ1j|j), (x2j|j , θ2j|j), . . . , (xNj|j , θNj|j)} (2.22)
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where each ensemble member is now a joint state-parameter sample. The prediction step of the filter
remains largely the same, propagating the model states forward via the state evolution equation
(2.20), such that
xnj+1|j = F (x
n
j|j , θ
n
j|j) + v
n
j+1, n = 1, . . . , N (2.23)
while the parameter estimates remain unaltered, with
θnj+1|j = θ
n
j|j (2.24)
for each n = 1, . . . , N .
After completion of the prediction step, the state predictions and parameters are augmented to
form the joint sample vectors
znj+1|j =
[
xnj+1|j
θnj+1|j
]
∈ Rd+p, n = 1, . . . , N. (2.25)
The prediction ensemble mean and covariance are then computed using ensemble statistics via
the joint sample vectors, thereby obtaining correlation information between the model states and
parameters that is used in the analysis step
znj+1|j+1 = z
n
j+1|j + Kj+1(y
n
j+1 − ŷnj+1), n = 1, . . . , N (2.26)
to simultaneously update the state and parameter estimates, where the cross-correlation informa-
tion is encoded in the Kalman gain.
2.4 Augmented EnKF for Time-Varying Parameter Tracking
While the augmented EnKF is commonly employed for estimating constant parameters, it can be
modified in the prediction step to track time-varying parameters if the parameters change more
slowly than the system states. More specifically, during the prediction step of the filter, time-varying
parameters are updated using a random walk of the form
θnj+1|j = θ
n
j|j + ξ
n
j+1, n = 1, . . . , N (2.27)
where ξnj+1 ∼ N (0,E) defines the parameter drift. Parameter tracking allows the filter to estimate
time-varying functions without a priori assumptions on functional form. The drift covariance matrix
E plays a vital role in the algorithm’s ability to successfully track the time-varying parameter of
interest without diverging [46].
3 Observation Functions for Epidemic Modeling
In this section we describe both the forward model and the observation functions used in the
EnKF framework for our epidemic application. As seen in Section 2, the observation function plays
a significant role in connecting the filter estimates in the prediction step back to the data in the
analysis step. For our analysis in this work, we model the forward dynamics of the system using the
Susceptible-Infectious-Recovered (SIR) model detailed below, along with four different observation
functions of increasing complexity used in epidemic modeling.
As noted in the introduction, the SIR model is a classic model in epidemiology [17–19, 28].
The standard form of the model comprises three compartments describing three different states of
a population at a given time t: the susceptible population, S(t), are healthy with the chance of
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Figure 2: A diagram of the Susceptible-Infectious-Recovered compartment model, where m is
a constant birth and death rate, β(t) is the time-varying transmission parameter, and λ is the
constant recovery rate. The total population size Npop is assumed to be constant, such that
Npop = S(t) + I(t) +R(t).
contracting the disease; the infectious population, I(t), are able to transmit the disease to others;
and the recovered population, R(t), are those who have recovered from and have become immune
to the disease [28]. Figure 2 gives a schematic representation of the SIR model used in this work.
Assuming a constant population size Npop, the recovered population can be written as a function
of the susceptible and infectious populations, so that R(t) = Npop−S(t)− I(t). The corresponding
system of differential equations describing the rate of change of the susceptible and infectious
populations is given by
dS(t)
dt
= mNpop − β(t)I(t)S(t)
Npop
−mS(t) (3.1)
dI(t)
dt
=
β(t)I(t)S(t)
Npop
− λI(t)−mI(t) (3.2)
where m is a constant birth and death rate, β(t) is the transmission parameter at time t, and λ is
the constant recovery rate. The solution to the system (3.1)–(3.2) defines the forward propagation
in the prediction step of the filter; i.e., the function F in (2.12) for state estimation and (2.23) for
joint state and parameter estimation, where x = (S, I) ∈ R2 and θ denotes the unknown model
parameters.
The focus of this work is the observation function g(x, θ) in (1.2), which is responsible for
relating the observed data back to the model predictions in the analysis step of the Kalman filtering
algorithms. More specifically, this function is used to compute the observation predictions in (2.17),
which are then compared with the available data in either (2.15) for the EnKF or (2.26) for the
augmented EnKF. In a given application, the observation function aims to model how the set of
observed data corresponds to the forward model variables. For the epidemiological applications
considered in this work, the range of observation functions used in the literature varies from linear
models assuming direct measurements of I(t) to nonlinear models accounting for the cumulative
number of cases over a specified time interval.
To illustrate the effects of observation model selection on the results of the filtering algorithms
described in Section 2, we employ four observation functions of varying complexity, representing
four different data collection assumptions:
1. The observed data at time tj is assumed to be a direct measurement of the infectious popu-
lation at time tj :
g(xj , θ) = I(tj) (3.3)
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2. The observed data at time tj is assumed to be an under-reported measure of the infectious
population at time tj :
g(xj , θ) = ρI(tj) (3.4)
Here the constant parameter ρ is the reporting probability, which denotes the percentage of
the population actively reporting cases. This function accounts for the fact that not every
infectious person will report their illness, and thus data sets may not be complete.
3. The observed data at time tj is assumed to be a measurement of the total number of cases
accumulated from time tj−1 to time tj :
g(xj , θ) =
ˆ tj
tj−1
β(t)I(t)S(t)
Npop
dt (3.5)
4. The observed data at time tj is assumed to be an under-reported measure of the total number
of cases accumulated from time tj−1 to time tj :
g(xj , θ) = ρ
ˆ tj
tj−1
β(t)I(t)S(t)
Npop
dt (3.6)
where, as in (3.4), ρ is the reporting probability.
In the following sections, we refer to the observation functions in (3.3)–(3.6) as Cases 1–4,
respectively. Using these four observation functions together with the SIR model (3.1)–(3.2), we
perform numerical tests to demonstrate the effects that the observation function selection has on the
resulting filter estimates in three different Kalman filtering scenarios: the EnKF for state estimation
with known parameters; the augmented EnKF for joint state and constant parameter estimation;
and the augmented EnKF with parameter tracking for joint state and time-varying parameter
estimation. More specifically, we show in the numerical results how employing the observation
functions in Cases 1–3 using synthetic data generated with the most elaborate observation function
in Case 4 results in less accurate filter estimates.
4 Numerical Results
In this section we demonstrate the effects of observation function selection on the resulting EnKF
estimates by incorporating the four observation functions from Section 3 into the EnKF framework
with synthetic data generated using the observation function in Case 4. We analyze the results in
three different filtering scenarios, including state estimation with known parameters and combined
state and parameter estimation with unknown constant and time-varying parameters. We further
illustrate how the observation noise covariance matrix D in the filter affects the results.
All numerical experiments were performed using MATLAB R© programming language. The
filtering algorithms were hand coded in MATLAB using ode15s to numerically solve the ODE
system (3.1)–(3.2) in the prediction step. For each numerical experiment, we usedN = 100 ensemble
members to represent the underlying probability distributions. While not shown, we performed
additional numerical tests to ensure that the results obtained using 100 ensemble members were
consistent with those using larger ensemble sizes. Initial ensembles for the state and parameter
values were drawn from uniform prior distributions containing but not centered at the true initial
values and parameter values used in generating the synthetic data. For the numerical experiments
in Sections 4.1 and 4.2, we set the model noise covariance matrix to be C = σ2C I2, where I2 is the
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Parameters Used in Synthetic Data Generation
Notation Meaning Value
Npop Population Size 90,000
b0 Average Transmission 1800
b1 Amplitude 0.08
λ Recovery Rate 100
m Birth/Date Rate 0.02
ρ Reporting Probability 0.70
Table 1: True parameter values used in generating the synthetic data in Figure 3, mimicking the
spread of measles. The transmission parameter β(t) is modeled as in (4.1) with average transmission
b0 and amplitude b1.
2 × 2 identity matrix, with σC = 0.2 and the observation noise covariance matrix to be D = σ2D
with σD = 1. In Section 4.3 we increase the value of σD to include additional error accounting for
potential use of suboptimal observation functions.
Data was generated using the observation function in (3.6) (i.e., Case 4) and the parameter
values in Table 1, comparable to those used in modeling the spread of measles; a similar example
was considered in [16]. The time-varying transmission parameter β(t) was modeled as
β(t) = b0
(
1 + b1 cos(2pit)
)
(4.1)
with constant average transmission b0 and amplitude b1. Assuming that 95% of the population
was initially susceptible and 2% initially infected, we solved the SIR model (3.1)–(3.2) numerically
using ode45 for 120 years to first reach a steady state, then restarted the model simulation for data
collection over a time span of 10 years. Observations of the accumulated number of cases were
collected monthly with 70% reporting and were corrupted with a small amount of Gaussian noise,
for a total of 120 noisy data points. The added observation error was normally distributed with
mean 0 and standard deviation 0.1. Any negative data points were set to 1−6. Figure 3 plots the
data, along with the true solution curves for S(t) and I(t).
Using the data described above, we perform the following numerical experiments: In Section 4.1
we test how using the four different observation functions affects the EnKF for state estimation
in accurately estimating the time series of both the susceptible and infectious populations. In
Section 4.2 we study the effects when using the augmented EnKF to estimate the model states
along with the constant parameters b0 and b1 relating to the functional form of the transmission
parameter β(t) in (4.1). We then analyze results when using the augmented EnKF with parameter
tracking to estimate the full time series of the transmission parameter β(t) without assuming a
functional form. Finally, in Section 4.3 we illustrate how the observation noise covariance matrix
D in the filter can be utilized in certain cases to help account for uncertainty in the observation
function selection.
We present the results for each experiment in figures plotting the time series estimates of S(t),
I(t), the monthly number of cases (when applicable), and any estimated parameters (as relevant).
Along with the plots, we also compute the mean squared error (MSE) of the model states in each
of the trials by calculating the average of the squared differences between the true and estimated
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Figure 3: Synthetic data generated from the SIR model (3.1)–(3.2) with parameters given in Table 1.
The plots show the true susceptible (left) and infectious (middle) populations, along the with true
number of monthly cases (right, gray) and the observed data (right, black markers) generated using
the Case 4 observation function (3.6) at 70% reporting and corrupted with Gaussian noise.
susceptible and infectious populations at each time step:
MSES =
1
M
M∑
i=1
(Struei − Sesti )2 (4.2)
MSEI =
1
M
M∑
i=1
(Itruei − Iesti )2 (4.3)
where Strue and Itrue are the true model states in Figure 3, and Sest and Iest are the EnKF mean
estimates of the states, respectively. Here M is the total number of time points of comparison. As
previously noted, we refer to the observation functions defined in (3.3)–(3.6) as Cases 1–4.
4.1 State Estimation with Known Parameters
Assuming known values for the parameters in Table 1, we employ the EnKF for state estimation
(outlined in Section 2.2) to estimate S(t), I(t), and the monthly number of cases when applicable.
Note that when using the observation functions in Cases 3 and 4, the monthly number of cases
is computed as a separate function; in Cases 1 and 2, the data is interpreted instead as a direct
percentage of the estimated I(t). Figure 4 shows the results when using the observation functions
in each of the four cases, and Table 2 lists the corresponding MSE values.
Since the observation function in Case 4 was used in generating the synthetic data, it is not
surprising that the filter performs well when using this function. As seen in Figure 4, in this case the
EnKF is able to accurately estimate all components of the model, with the EnKF mean estimates
nearly identical to the underlying true model states. Although the estimated ±2 standard deviation
curves are plotted, the standard deviations around the mean are so small that they are not easily
visible in the plots, suggesting a high level of confidence in the mean estimates. This test validates
that the filter is able to well estimate the corresponding model states when using an observation
function that well interprets the available data.
By assuming full reporting in the Case 3 observation function, some detrimental effects on the
corresponding filter estimates already become clear. In particular, since the Case 3 function does
not account for under-reporting, the filter fits the monthly number of cases more directly to the
observed data points. While the estimated S(t) and I(t) curves follow the same general shape as in
11
Case 4
Case 3
Case 2
Case 1
Figure 4: Results of the EnKF for state estimation with known parameters when employing (from
top to bottom): the Case 4 observation function (3.6); the Case 3 observation function (3.5); the
Case 2 observation function (3.4); and the Case 1 observation function (3.3). In each plot, the
EnKF mean is shown in solid red, the ±2 standard deviation curves around the mean are filled in
gray, and the observed data are plotted in black markers.
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MSE for State Estimation
Case MSES MSEI
1 7.89× 105 2.79× 103
2 1.86× 106 4.07× 103
3 1.01× 105 16.28
4 22.30 0.01
Table 2: Mean squared error of the model states S(t) and I(t) when using the EnKF for state
estimation with known parameters and the observation functions in Cases 1–4, respectively. MSE
values are reported to two decimal places.
the original model, the magnitudes of the estimates are generally higher for S(t) with alternating
higher peaks for I(t). These results are further evident in the MSE values recorded in Table 2.
When using the observation functions in Cases 1 and 2, we see more significant effects due to the
interpretations of the data: these functions interpret the observed data as either direct observations
of the infectious population (Case 1) or a proportion of the population (Case 2) at a given time.
The results in Figure 4 show that when using the observation function in Case 2, neither the shape
nor magnitude of the EnKF estimates resemble the true model states. Similar results follow when
using the observation function in Case 1, with discrepancies in both the shape and magnitude of
the underlying true curves. For each of these cases, the corresponding MSE values are noticeably
high. In particular, while the MSE values for S(t) are of similar magnitude as in Case 3, the errors
are much larger for I(t).
4.2 Combined State and Parameter Estimation
In this section we consider the augmented EnKF for combined state and parameter estimation.
More specifically, we analyze the effects of observation function selection when estimating both
constant and time-varying parameters relating to the disease transmission β(t), modeled as in (4.1).
For constant parameter estimation, we assume the form of β(t) in (4.1) and aim to estimate the
constants b0 and b1, representing the average transmission and amplitude of variation, respectively.
For time-varying parameter estimation, we do not assume a known form for β(t) and instead use
parameter tracking to approximate the time series. In both scenarios, we assume that the remaining
model parameters are known and set to the values in Table 1.
4.2.1 Constant Parameter Estimation
Here we apply the augmented EnKF (outlined in Section 2.3) to estimate S(t), I(t), the monthly
number of cases when applicable, and the constant parameters b0 and b1 from the transmission
function (4.1). Table 3 lists the MSE values when employing the observation functions in Cases
1–4, and Figures 5 and 6 show the results for Cases 4 and 3, respectively.
As in the previous experiment, the augmented EnKF using Case 4 is able to estimate the
true model states and unknown parameters with high accuracy. As shown in Figure 5, the initial
uncertainty around the estimates shrinks around year 2, when the parameter estimates converge to
their true values. The resulting EnKF posterior mean estimate for b0 converges to the true value
with a relative error of 1.83× 10−4 and for b1 with a relative error of 4.49× 10−4.
However, not accounting for under-reporting when using the Case 3 observation function causes
the filter to have much more difficulty in estimating b0 and b1. Figure 6 shows a drop in magnitude
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MSE for Constant Parameter Estimation
Case MSES MSEI
1 1.05× 108 2.31× 103
2 1.03× 108 3.86× 103
3 1.30× 107 49.21
4 235.88 0.06
Table 3: Mean squared error of the model states S(t) and I(t) when using the augmented EnKF
for combined state and constant parameter estimation and the observation functions in Cases 1–4,
respectively. MSE values are reported to two decimal places. The increase in complexity of the
inverse problem results in an overall increase in MSE values; yet the error remains smaller when
using observation functions closer in form to the true function in Case 4.
Figure 5: Results of the augmented EnKF for combined state and constant parameter estimation
when employing the Case 4 observation function (3.6). In each plot, the EnKF mean is shown in
solid red, the ±2 standard deviation curves around the mean are filled in gray, and the observed
data are plotted in black markers. The true parameter values for b0 and b1 are plotted in dashed
black. Around year 2, the filter converges closely to the true values of b0 and b1.
for the estimate of b0, resulting in a posterior estimate close to half of the true value. There is more
instability in the estimate for b1, resulting in a posterior estimate not as far from the true value but
not fully converged. In this case, the relative error in the posterior estimate for b0 is 4.47 × 10−1
and for b1 is 1.12 × 10−1, respectively. The effects of the inaccurate parameter estimates are also
seen in the state estimates, most noticeably in the estimate for S(t) shown in Figure 6 and in the
corresponding MSE listed in Table 3.
Similar to the state estimation experiments, constant parameter estimation results continue to
degrade when using the Case 1 and Case 2 observation functions. While not shown here to avoid
redundancy, in both of these cases the filter is unable to find the true values of b0 and b1 and the
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Figure 6: Results of the augmented EnKF for combined state and constant parameter estimation
when employing the Case 3 observation function (3.5). In each plot, the EnKF mean is shown in
solid red, the ±2 standard deviation curves around the mean are filled in gray, and the observed data
are plotted in black markers. The true parameter values for b0 and b1 are plotted in dashed black.
Not accounting for under-reporting in the observation function causes the parameter estimation to
become more difficult for the filter.
estimates do not converge, diverging more drastically than in the previous case. While the MSE
values in Table 3 for I(t) stay within the same magnitude for Cases 1 and 2, there is a large increase
in these values as compared to Cases 3 and 4.
4.2.2 Time-Varying Parameter Estimation
In this section we apply the augmented EnKF with parameter tracking (outlined in Section 2.4) to
estimate S(t), I(t), the monthly number of cases when applicable, and the time-varying transmission
parameter β(t). While the true β(t) used in generating the data has the form given in (4.1), in
this setting we do not assume a known form of the parameter and instead use a random walk to
track the parameter time series as the algorithm progresses. Table 4 lists the MSE values when
employing the observation functions in Cases 1–4, and Figures 7 and 8 show the results for Cases
4 and 3, respectively.
By not assuming a known form for β(t), the time-varying parameter estimation presents the
most challenging of the filtering problems considered in this work. As shown in Figure 7, even
using the Case 4 observation function does not result in a highly accurate reconstruction of the
time series of β(t). While the periodicity of the underlying true function is not well captured, the
parameter tracking estimate of β(t) does remain within the same range of values and fully captures
the true function within the ±2 standard deviation curves around the mean. The corresponding
EnKF estimates of the model states and monthly number of cases still remain relatively accurate,
with noticeably larger uncertainty bounds for S(t).
Similar to the constant parameter estimation experiments, using the observation function in
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MSE for Time-Varying Parameter Estimation
Case MSES MSEI
1 4.73× 107 2.60× 103
2 1.0× 108 3.85× 103
3 9.08× 106 58.55
4 1.62× 104 0.60
Table 4: Mean squared error of the model states S(t) and I(t) when using the augmented EnKF
with parameter for combined state and time-varying parameter estimation and the observation
functions in Cases 1–4, respectively. MSE values are reported to two decimal places. The increase
in complexity of the inverse problem again causes an overall increase in MSE values; yet the errors
remain smaller when using the observation functions in Cases 3 and 4.
Figure 7: Results of the augmented EnKF with parameter tracking for combined state and time-
varying parameter estimation when employing the Case 4 observation function (3.6). In each plot,
the EnKF mean is shown in solid red, the ±2 standard deviation curves around the mean are
filled in gray, and the observed data are plotted in black markers. The true functional form of the
time-varying transmission parameter β(t) is plotted in dashed black. Estimating the time-varying
transmission parameter is a challenging problem even when using the true observation function.
Case 3 here degrades the filter’s performance in estimating β(t) as well as the corresponding model
states. As shown in Figure 8, while somewhat maintaining the sinusoidal shape, the estimate of the
transmission function begins to drift downward outside of the range of true function values. This
accounts for a corresponding increase in the susceptible population estimate and underestimation
of the infectious population and monthly number of cases.
Consistent with the previous experiments, using the observation functions in Cases 1 and 2
causes further degradation in performance, with the filter unable to well track the underlying
transmission parameter, thereby resulting in similarly poor estimates of the model states. This is
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Figure 8: Results of the augmented EnKF with parameter tracking for combined state and time-
varying parameter estimation when employing the Case 3 observation function (3.5). In each plot,
the EnKF mean is shown in solid red, the ±2 standard deviation curves around the mean are filled
in gray, and the observed data are plotted in black markers. The true functional form of the time-
varying transmission parameter β(t) is plotted in dashed black. Not accounting for under-reporting
in the observation function makes an already challenging problem more difficult.
reflected in the resulting MSE values listed in Table 4.
4.3 Observation Noise Covariance
The numerical experiments conducted in the previous sections demonstrate how using different
observation functions for the same observed data within the EnKF framework affects the resulting
estimates for both the model states and parameters. More specifically, the results show that using
an observation function that inaccurately interprets the data can lead to inaccurate estimates of the
system inputs. In this section, we illustrate how the observation noise covariance matrix D in the
filter can be utilized in certain cases to offset some of the detrimental effects of using a suboptimal
observation function.
In the observation model (1.2), the observed data yj are assumed to be outputs from the
observation function g corrupted by Gaussian noise, where the noise is normally distributed with
zero mean and covariance D. The noise covariance is therefore directly linked to the level of
uncertainty in the observed data. While the noise term wj in (1.2) represents observation error,
generally due to error in measurement or data collection, we can interpret this term as also including
modeling error relating to uncertainty in the observation function. Error due to misfit between the
observation function and the data is sometimes referred to as representation error or observation-
operator error [48, 49]. More specifically, we assume that the observation noise covariance matrix
D is the sum of two error covariances, D = Dm + Dr, where Dm represents the error covariance due
to measurement noise and Dr represents the error covariance due to representation error.
Letting D = σ2D with assumed constant variance σ
2
D, we analyze the effects of increasing the
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Figure 9: MSE results (in log-scale) averaged over 10 simulations each for increasing values of σD
when using the observation functions in Case 4 (left), Case 3 (middle), and Case 2 (right) for state
estimation with known parameter values.
standard deviation σD of the perceived noise in the data to account for additional uncertainty in the
observation function selection due to possible representation error (i.e., σD = σDm +σDr). Figure 9
shows the MSE results (in log-scale) averaged over 10 simulations each for increasing values of σD
(namely, σD = 1, 5, 10, 15, 20, 25) when using the observation functions in Cases 4, 3, and 2 for state
estimation with known parameter values. Figure 10 shows state estimation results when using the
Case 4, 3, and 2 observation functions, respectively, with σD = 10 (i.e., 10× the value used in the
comparable numerical experiments in Section 4.1).
As the MSE plots in Figure 9 suggest, increasing σD when using the true observation function
in Case 4 leads to an increase in the MSE for both S(t) and I(t). Even so, the resulting state
estimates retain the shape and magnitude of the true model states with slightly larger uncertainty
bounds, as illustrated in Figure 10. For Cases 3 and 2, however, increasing σD results in an order
of magnitude decrease in the MSE for S(t) that remains fairly consistent for σD = 10, 15, 20 and
25, while maintaining the same order of magnitude in the MSE for I(t). Compared to the results in
Figure 4 for Case 3 with σD = 1, the results in Figure 10 demonstrate that increasing σD (to 10 in
this case) allows the filter to better accommodate for the lack of reporting probability in the Case
3 observation function. The results for Case 2 show that while the magnitude of the S(t) estimate
improves compared to the previous results in Figure 4, increasing σD in this case does not improve
the overall shape of the state estimates, still notably overestimating the infectious population in
several peaking years. While not shown, similar results hold for Case 1 as for Case 2.
A similar procedure can be applied to analyze the effects of increasing σD in the augmented
EnKF for constant and time-varying parameter estimation. For constant parameter estimation,
increasing σD when using the Case 4 observation function slightly increases the uncertainty bounds
but still results in parameter estimates for both b0 and b1 that well converge to their true values.
When using the Case 3 observation function, increasing σD can help to improve the convergence of
the resulting parameter estimates, as illustrated in Figure 11 with σD = 25. Compared to the results
in Figure 6 with σD = 1, while both parameters are still underestimated, here we see the estimates
remaining within closer ranges to the true parameter values, especially for b0. The corresponding
estimate of S(t) is also noticeably improved, with an MSE value of 2.39 × 106. For time-varying
parameter estimation, increasing σD does not improve the estimates of β(t) significantly for any of
the observation functions considered.
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Case 4
Case 3
Case 2
Figure 10: Results of the EnKF for state estimation with known parameters for increased σD = 10
when employing (from top to bottom): the Case 4 observation function (3.6); the Case 3 observation
function (3.5); and the Case 2 observation function (3.4). In each plot, the EnKF mean is shown
in solid red, the ±2 standard deviation curves around the mean are filled in gray, and the observed
data are plotted in black markers.
5 Discussion
The goal of this work was to analyze the effects of observation function selection on ensemble
Kalman filtering state and parameter estimates for epidemic models. In particular, we considered
a standard SIR model and four different observation functions of varying levels of complexity
within three EnKF frameworks: state estimation with known parameters; combined state and
constant parameter estimation; and combined state and time-varying parameter estimation. With
synthetic data generated using the most complex observation function, we performed numerical
experiments estimating the time series of two of the three compartments of the SIR model, namely,
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Figure 11: Results of the augmented EnKF for combined state and constant parameter estimation
with increased σD = 25 when employing the Case 3 observation function (3.5). In each plot, the
EnKF mean is shown in solid red, the ±2 standard deviation curves around the mean are filled in
gray, and the observed data are plotted in black markers. The true parameter values for b0 and b1
are plotted in dashed black. Increasing σD improves convergence in the parameter estimates.
the susceptible and infectious populations, S(t) and I(t). We also estimated the parameters b0 and
b1 from the transmission function β(t) in (4.1) when testing constant parameter estimation and the
full time series of β(t) for time-varying parameter estimation.
Our results demonstrate that when utilizing the true underlying observation function (3.6), the
filter is able to estimate the components of the original system with little error. However, when the
true observation function is not known, using the suboptimal observation functions (3.5), (3.4), and
(3.3) results in less accurate estimations, with the accuracy decreasing as the observation function
becomes further from the truth. While in this work we generated data with the most complex
observation function, the reverse situation of generating data with the least complex observation
function (3.3) yields similar results.
For the state estimation with known parameters in Figure 4, when using true the observation
function in (3.6) (i.e., Case 4), the filter was able to estimate the true model states with a high
accuracy. When using the observation function in Case 3, the absence of the reporting probability ρ
mainly affected the magnitude of the results, initially underestimating I(t) with some larger peaks
occurring bi-annually in later years and consistently overestimating S(t). In the estimated monthly
number of cases, the filter fits to the observed data points and does not account for under-reporting
due to the lack of the reporting probability parameter in the Case 3 observation function. The
results when using the observation functions in Cases 2 and 1 further degrade: These functions
interpret the data as direct observations of the infectious population (Case 1) or a proportion
of the infectious population (Case 2), leading to issues in both the magnitude and shape of the
corresponding state estimates.
Combined state and parameter estimation increases the complexity of the problem, since the
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parameters relating to disease transmission are assumed to be unknown and therefore must be
estimated along with the model states. For constant parameter estimation, the filter converged to
the true values of b0 and b1 after approximately 2 years of data when using the Case 4 observation
function, as shown in Figure 5. However, when using the function in Case 3, the filter had significant
difficulty estimating the parameters: While the estimate for b1 stayed within the same general value
region, neither estimate well converged and the estimate for b0 diverged towards about half of its
true value, as shown in Figure 6. The effects are also clearly seen in the estimate for S(t), which
no longer tracks the true shape and increases well outside of the original range of values. As with
the state estimation, parameter estimation results further degraded when using the observation
functions in Cases 1 and 2, with the parameter estimates diverging to inaccurate values.
For time-varying parameter estimation, tracking the full transmission function β(t) without
assuming a known form was challenging even when using the true observation function in Case
4, as shown in Figure 7. While the filter mean estimate generally follows the shape and the
true transmission function is fully captured within relatively small uncertainty bounds, the filter
estimate is less smooth and does not maintain the periodicity of the true function. However,
Figure 8 shows that when using the observation function in Case 3, the filter mean estimate drifts
away from the true transmission function, thereby underestimating transmission and overestimating
the susceptible population. Parameter tracking using the functions in Cases 1 and 2 showed similar
tendencies to diverge and inaccurately estimate the time-varying transmission parameter.
Numerical experiments also considered the effects of increasing the standard deviation σD of the
observation noise in the filter to account for potential representation error due to uncertainty in the
choice of observation function. The observation functions considered in this work range from linear
misfit (between Case 3 and Case 4) to more substantial nonlinear discrepancies (between Cases 1
and 2 and Case 4). As illustrated in Figure 10 for state estimation, when using the true observation
function in Case 4, increasing σD caused a small increase in corresponding MSE values for S(t) and
I(t) but overall did not negatively impact the estimation. Results in Figures 10 and 11 further show
that increasing σD helped to improve state estimation and constant parameter estimation results
when using the observation function in Case 3, which differs from the true observation function by
a constant. However, while the results for Case 2 show some improvement in magnitude for the
estimated S(t), the overall shape of the true function was not captured. These results suggest that
increasing the observation noise covariance may help to offset the effects of a missing constant or
linear difference in the observation function, but it is unable to fully account for more significant
modeling discrepancies.
Further, the results in Figure 9 suggest that continuing to increase σD does not result in
better estimates after a certain point, with MSE values for Cases 2 and 3 leveling off after σD =
10 in the state estimation considered. In certain cases, continued increase of σD may also lead
to numerical integration issues. Future work aims to incorporate systematic mechanisms within
the EnKF framework to automatically adjust σD to account for suboptimal observation function
selection, with the goal of improving filter estimates while avoiding overinflation. Recently proposed
alternative methods for addressing representation error in data assimilation include: using the
ensemble covariance to update the observation noise covariance [50]; applying an iterative scheme to
adjust the observation function with nearest neighbors information [51]; and using a secondary filter
with tools from machine learning to estimate the representation error [52]. Future work also aims
to address observation function selection in the context of particle filters [53,54] and deterministic
optimization algorithms [55,56] for parameter estimation in epidemiological applications.
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6 Summary and Conclusions
The observation function plays a critical role in connecting the observed data with the forward
model variables in the ensemble Kalman filtering framework. In this work we analyze the effects
of observation function selection when using the EnKF for state and parameter estimation in the
setting of epidemic modeling, where a variety of different observation functions are commonly used
in the literature. More specifically, we examine the use of four observation functions of different
forms and various levels of complexity in connection with the classic SIR model. Our results
demonstrate the importance of choosing an observation function that well interprets the given data
on the corresponding EnKF state and parameter estimates for both constant and time-varying
parameters, especially as the problem becomes more difficult by including additional unknowns.
Numerical experiments further illustrate how increasing the observation noise covariance can help
to account for representation error in the selected observation function in cases with linear misfit.
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