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Extreme weather events and rising sea level have largely raised attention to
shore protection. As a natural means against ocean waves, coastal vegetation
on dissipating incoming wave energy has been extensively studied via math-
ematical/numerical modeling and laboratory/field observations. The hydro-
dynamics and sediment transport within vegetated areas have also received an
increasing interest. However, the vegetation effects on damping waves have not
been fully understood and are awaiting further investigation. In addition, the
model forests in most of the existing literature are impractical and still far from
real situations. Most importantly, a reliable approach to predict wave attenua-
tion by coastal vegetation is still demanded.
In this dissertation, accordingly, the theoretical development in Mei et al.
(2011, 2014) is extended to study water waves propagating through a hetero-
geneous coastal forest of arbitrary shape. Arrays of rigid and surface-piercing
cylinders are used to model the trees. Assuming that the incident wavelength
is much longer than the characteristic cylinder spacing (and cylinder diameter),
the multi-scale perturbation theory of homogenization (Mei and Vernescu 2010)
is applied to separate the micro-scale flow problem within a unit cell from the
macro-scale wave dynamics throughout the entire vegetated area. Driven by
the macro-scale (wavelength-scale) pressure gradients, the flow motion within
a unit cell, which can have one or a few cylinders inside, is obtained by solv-
ing the micro-scale boundary-value-problem. The cell-averaged equations gov-
erning the macro-scale wave dynamics are derived with consideration of the
cell effects, which would be parameterized into the complex coefficients. Em-
ploying the boundary integral equation method, the macro-scale wave dynam-
ics is solved numerically in which a coastal forest can be composed of multi-
ple patches of arbitrary shape. Each patch can be further divided into several
subzones based on different properties, e.g. vegetation sizes, planting arrange-
ments and porosity. Each subzone is then considered as a homogeneous region
where a constant bulk value of eddy viscosity can be yielded. The integral for-
mulations for a forest subzone and the open water region are both provided.
The matching conditions along the boundaries are also presented.
Two types of small-amplitude waves are first considered. To model wind
waves, the theoretical model for periodic waves of relatively short wavelength
in Mei et al. (2014) is extended from two-dimensional to three-dimensional ap-
plications. The constant bulk value of eddy viscosity for each homogenous for-
est subzone is determined by invoking the balance of time-averaged energy dis-
sipation rate and the averaged rate of work done by wave forces on cylinders
within the specific subzone. Morison-type formula (Morison et al. 1950) is used
to model the wave forces, in which the drag coefficient formula is constructed
based on the experimental data in Hu et al. (2014). A computing program is
established based on the present approach and can be used for solving wave
dynamics with proper inputs. In the interest of understanding the capability of
coastal vegetation to dissipate long waves, a transient wave of small amplitude
is studied by extending the theoretical model in Mei et al. (2011). Fourier trans-
form is employed to solve the transient problem. The constant bulk value of
eddy viscosity for each homogenous forest subzone is determined by modify-
ing the empirical formula in Mei et al. (2011). A similar computing program is
also developed for solving the wave amplitude spectrum. Once the wave am-
plitude spectrum is obtained, the wave solution can be found by inverse Fourier
transform. For simplicity, only the incident waves with a soliton-like shape are
considered.
Three special forest configurations with experimental data are used to check
the present models for both types of waves. An infinitely long forest belt with
a finite width, where the semi-analytical solutions are provided, is first used to
study the wave damping inside the forest. For periodic waves, the model re-
sults of normal incidences are compared with Hu et al. (2014)’s experimental
measurements. Obliquely incident waves are also discussed. For transient long
waves, the experiments reported in Mei et al. (2011) are re-examined. Very good
agreements with experimental data are found in both conditions. A single cir-
cular patch is then used as a special configuration to study a forest region with
finite extent. The semi-analytical solutions for periodic and transient problems
are respectively presented, in which negligible differences are found in com-
parison with the numerical results. A set of experiments was conducted at the
University of Cantabria for model validation. Good agreements are found in the
data-model comparisons. For transient waves, the effects of wave parameters
and different arrangements of cylinders on wave damping are also discussed.
The numerical model is then further explored by using a forest region consist-
ing of multiple circular patches as used in Maza (2015). Good agreements are
also observed between the simulated free surface elevations and the experimen-
tal measurements. The effectiveness of different forest configurations on wave
attenuation is discussed as well.
The capability of the linear models to predict wave attenuation by coastal
forests has been presented for both types of waves. However, the limitation of
the nonlinearity of incident waves is also confirmed by comparison with exper-
imental data. The last part of this dissertation aims to study the possible nonlin-
ear effects by including the convection terms in the momentum equations. Con-
sidering shallow-water incident waves of simple harmonic, higher harmonic
components are expected to grow within the vegetated area and be radiated
out to the open water region. Applying multi-scale perturbation technique, the
micro- and macro-scale equations for each harmonic are derived. The cell prob-
lem for micro-scale flow motion, driven by the macro-scale pressure gradient,
becomes a nonlinear boundary-value-problem while the macro-scale problem
for wave dynamics remains linear. A modified pressure correction method is
employed to solve the nonlinear cell problem. Using a forest belt as a special
case, the comparisons of numerical results obtained by linear and nonlinear
models are presented. The numerical results are also compared with the ex-
perimental data reported in Mei et al. (2011). Varying nonlinearity is further
tested and the effects of different parameters on wave solutions are discussed
as well.
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CHAPTER 1
INTRODUCTION
Coastal forest, as a natural barrier of shore regions, has been considered as an
effective means against ocean waves. Its capability as a shore protection from
both long waves (e.g. tsunami waves, storm surges) and short waves (e.g. wind
waves) has been proved by field studies, e.g. Danielsen et al. (2005) indicates the
essential role of coastal trees on reducing damage from Indian Ocean tsunami in
2004. Similar conclusions were also proposed by Tanaka et al. (2007), showing
the effective protection by mangroves from the 2004 tsunami damage. Planta-
tion of mangrove vegetation was suggested by Kathiresan and Rajendran (2005)
based on their study in several coastal hamlets after the 2004 tsunami. Das
and Vincent (2009) also evidently presented a connection between mangrove
shields and death reduction during the attacks from storm waves in 1999. In
Massel et al. (1999)’s field tests, relatively short waves were observed, showing
only a few parts of incident wave energy were transmitted through mangrove
areas. Wave attenuation by mangroves and the related effects on sedimenta-
tion were also studied in fields, e.g. Quartel et al. (2007) and Horstman et al.
(2014). Knowing the vital role of coastal vegetation on shore protection, the de-
sire of understanding the hydrodynamics and related physical processes within
coastal forests has motivated numerous studies by laboratory experiments and
mathematical/numerical modelings. A comprehensive review of the existing
literature has been given in Mei et al. (2011, 2014). However, some of the most
relevant works are still worthy of mentioning here. Also, the most recent studies
deserve to be reviewed in this dissertation.
Providing direct observations and measurements, laboratory experiments
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have been widely used to study wave-flow-vegetation interactions and relevant
topics. In most of the experimental studies, an array of cylinders is usually used
to mimic coastal trees or mangroves due to their rigidity. On the other hand,
flexible tubes or even real vegetation are used to model wetlands/marshes.
For modeling relatively shorter waves, Augustin (2007) and Augustin et al.
(2009) conducted flume tests by using both rigid wooden dowels and flexible
polyethylene foam tubing to model different kinds of vegetation. Different ar-
rangements of cylinders with different stem densities were tested. The effec-
tiveness of both types of cylinders on damping incoming waves was discussed.
Wu et al. (2011, 2012) and Ozeren et al. (2014) also used similar rigid and flexible
elements to model coastal vegetation in their flume experiments. Additionally,
two species of live grasses, commonly existing in wetlands – Spartina alterniflora
and Juncus roemerianus, were used in their tests. For these three different materi-
als, both emergent and submerged conditions were tested. The decaying wave
amplitudes inside the model forest were collected by wave gauges and video
images. Similar experiments were also reported in Hu et al. (2014) by adding
steady current in their flume tests.
For modeling longer waves (e.g. tsunami waves, storm surges), Huang et al.
(2011) conducted laboratory experiments on solitary waves through an array of
emergent rigid cylinders. Different arrangements of cylinders were tested. Dif-
ferent sizes of cylinder arrays were also included. By measuring the free surface
elevation, the wave evolution across the targeted array was reported and the
wave attenuation was evident. In addition, Irtem et al. (2009)’s experiments,
using both artificial trees and cylindrical timber sticks, demonstrated the effec-
tiveness of a coastal forest on reducing the maximum run-up of tsunami waves.
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Ismail et al. (2012) also examined the influences of vegetation density on wave
dissipation and tsunami run-up in their experiments. Different parameterized
models of mangroves were adopted in tsunami damping tests as well (e.g. Hus-
rin et al. 2012 and Strusinska-Correia et al. 2013). A coastal forest with an open
gap is another common type of configuration especially existing in some areas
with urban developments. According to the field studies of Sumatra Tsunami
in 2004, the open gaps within coastal forests significantly enhanced the damage
to those areas behind gaps. Some experimental studies have shown the same
conclusion, e.g. Fernando et al. (2008) and Thuy et al. (2009), who used cylinder
arrays with an open gap in their flume tests and compared the measurements
with the field studies of Sumatra Tsunami.
Among the aforementioned references, the physical modelings were mostly
conducted in wave flumes, which can reduce experimental difficulties and com-
plexities. However, vegetation patches with finite areas are more commonly ob-
served in fields. An increasing number of studies on relevant topics has been
found and shall be reviewed here. Most recently, Truong et al. (2015) used three
circular patches in their laboratory experiments to model coastal wetlands. The
cylinder patches were built on the tops of artificial marsh mounds, which led
to breaking waves and swash currents occurring on the slopes of mounds and
passing through the patches. The same type of cylinder patches was further
studied numerically by Yang et al. (2015). Rip currents were observed within
the channels between patches. Effects of bathymetry, vegetation and the spac-
ing between patches were investigated. Wave dissipation by vegetation was
also discussed. Similar laboratory experiments were conducted by Irish et al.
(2014) and Yang et al. (2017), placing multiple smaller cylinder patches with
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different porosities along a steep slope to study the run-up of a tsunami. In
addition to discontinuous patches, a single patch with a finite area has been
used in several numerical studies to investigate wave dissipation by vegetation.
Ma et al. (2013) developed a numerical model to study surface wave attenua-
tion through a rectangular patch on a slope and the nearshore circulation in the
surf zone. Similar vegetation patch was used in Zhang et al. (2016) to simulate
wave propagation and wave-induced current. Anderson and Smith (2015) used
different numerical models to study the effects of a finite rectangular cylinder
patch on wave dissipation. Furthermore, Lara et al. (2016) proposed a guideline
for large-scale physical modeling on the interactions of waves and currents with
a real salt marsh vegetation patch, where the analysis was reported in Maza
et al. (2015a). Apart from water waves, the interactions between water flows
and vegetation patches were also investigated both numerically (e.g. Yuksel-
Ozan et al. 2016; de Lima et al. 2015) and experimentally (e.g. Meire et al. 2014;
Zong and Nepf 2011). By conducting laboratory experiments, the first-hand
observations on wave evolution/propagation through the model forest can be
provided. The direct measurements, e.g. wave amplitude and wave forces on
cylinder arrays, further enhance the understanding of physical problems. How-
ever, deeper physical insights and related prediction tools on wave attenuation
are still demanded and shall rely on mathematical/numerical modeling.
Regarding mathematical/numerical modeling on wave-vegetation interac-
tions, mainly three types of modeling have been proposed and investigated.
The first approach directly solves flow problem with applications of appropri-
ate numerical methods, in which each cylinder within the model forest has to
be resolved in the numerical discretization. The spatial and temporal variation
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of free surface profiles needs to be accurately computed. In addition, a turbu-
lence closure scheme at the sub-grid scale is required, which usually contains
a number of empirical coefficients. Several numerical models on water waves
(or water flows) have been developed in recent studies. For example, water
waves of short periods through cylinder arrays have been simulated based on
Reynolds-averaged Navier-Stokes (RANS) equations in Li and Yan (2007) and
Wu et al. (2012). Maza et al. (2013) solved similar equations but focused on
submerged vegetation in their model. The plant deformation was also simu-
lated and discussed. For longer waves, Maza et al. (2015b) proposed a three-
dimensional numerical scheme, simulating the interactions between solitary
waves and emergent rigid cylinders, where the flow field around each cylin-
der was computed. In addition to RANS models, large eddy simulation (LES)
is another popular way to model the turbulence between cylinders. In Stoesser
et al. (2010), LES was applied to model an open-channel flow through a peri-
odic cylinder array. The results were compared with experimental data in Liu
et al. (2008). Cui and Neary (2008) and Stoesser et al. (2009) also applied LES
to investigated the interactions between flows and submerged cylinders. Most
recently, Chakrabarti et al. (2016) conducted large eddy simulation for periodic
waves through emergent cylinders and provided more detailed interpretations
of wave forces on cylinder arrays. The flow fields in the vicinity of cylinders
were also presented. Although detailed flow fields and physical processes can
be provided, both RANS and LES models demand considerable computational
resources for a large forest region.
Another approach focuses only on solving the macro-scale (wavelength-
scale) equations (e.g. Dalrymple et al. 1984, Mendez and Losada 1999, Massel
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et al. 1999 and Mazda et al. 2005). The effects of vegetation on wave propaga-
tion are considered as an additional drag force term in the macro-scale momen-
tum equations. To compute the drag force, the corresponding drag coefficient
has to be prescribed and can only be determined by fitting the model results
with experimental data. A well-known wave height damping formulation was
presented by Dalrymple et al. (1984) and has been used in several studies, e.g.
Ozeren et al. (2014), Anderson and Smith (2014), Hu et al. (2014) and Maza
(2015). The formulation was further extended to irregular waves by Mendez
and Losada (2004). Usually, the macro-scale wave profiles need to be prescribed
and can only rely on fitting the model results with measurements. Detailed res-
olutions of flow fields and wave profiles are not available.
The third approach applies the multi-scale perturbation technique (homoge-
nization theory), which requires a strong contrast between wavelength and tree
spacing. Using this approach, macro-scale wave dynamics is solved from a set
of cell-averaged effective equations, which include complex coefficients being
computed based on micro-scale flows within unit cells. Driven by the macro-
scale pressure gradient, the boundary-value-problem for micro-scale flows is
derived essentially from the RANS equations with the use of constant eddy vis-
cosity model for turbulence. Among the above three approaches, using multi-
scale perturbation method is much more computational-efficient than the nu-
merical approach. It also provides deeper physical insights than the macro-scale
scheme. Accordingly, in this dissertation we shall apply the homogenization
technique to study wave-vegetation interactions of different cases as follows.
We first focus on small-amplitude waves propagating through a coastal for-
est in a constant water depth. The theoretical model on wave-vegetation interac-
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tions developed in Mei et al. (2011, 2014) is extended to a heterogeneous coastal
forest of arbitrary shape. As sketched in Fig.1.1, a heterogeneous forest region
can consist of multiple vegetated patches, which is more commonly observed
in fields as mentioned. Each patch has an arbitrary shape and can be further
divided into subzones due to different properties, e.g. vegetation sizes, plant-
ing patterns, and porosity. Each subzone is then considered as a homogeneous
region such that a corresponding bulk value of constant eddy viscosity can be
yielded. Here the eddy viscosity model is adopted to describe the turbulence
generated within the forest. Vertical, rigid and surface-piercing cylinders in a
periodic array are used to model the trees, where the effects of roots, branches,
and leaves are neglected for simplicity. Assuming a strong contrast between
the incident wavelength and the cylinder spacing, the multiple-scale perturba-
tion theory of homogenization is applied. The micro-scale flow fields in a unit
cell, with one or a few cylinders inside, can be obtained by numerically solving
the boundary-value cell problem. The equations governing macro-scale wave
dynamics over the entire forest region are derived with consideration of micro-
scale effects. As shown in Fig.1.1, a forest subzone can be surrounded by other
subzones and/or open water. To deal with the possible arbitrary shape of a for-
est subzone, the boundary integral equation method is employed to solve the
macro-scale problem numerically.
Boundary integral equation methods have been widely applied to porous
media flow problems (e.g. Liggett and Liu 1983), wave propagation and scatter-
ing problems (e.g. Lee and Ayer 1981, Williams 1990 and Williams and Vazquez
1991). The boundary integral equation method was also used to study the wave
oscillations and resonance behaviors in harbors with an arbitrary geometry (e.g.
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Lee 1971). One of the advantages of using this numerical method is that it re-
duces the dimension of boundary-value-problem (BVP) by one. Solutions to
the BVP are first provided along the boundaries of flow domain. The solutions
inside the domain can then be obtained by boundary integral formulas. The
boundary integral formulations for macro-scale wave solutions within a forest
subzone and open water will be introduced in this dissertation. The matching
conditions along the interface between adjacent subzones and along the exterior
boundary between each patch and open water will be presented as well.
Two types of small-amplitude waves are considered in this study. To model
short waves (e.g. wind waves), periodic waves are first investigated. Focus-
ing on simple-harmonic (monochromatic) incident waves, the theoretical model
developed in Mei et al. (2014) is extended both analytically and numerically.
As mentioned above, a forest subzone is considered as a homogeneous region,
where a constant bulk value of eddy viscosity can be issued. Using the energy
concept, the eddy viscosity is determined by equating the time-averaged dissi-
pation rate and the averaged rate of work done by wave forces acting on cylin-
ders within the certain subzone. The wave forces are modeled by the Morison-
type formula, in which the inertia force does not contribute to the rate of work
done when taking the wave-period average. Different from Mei et al. (2014), a
new drag coefficient formula is introduced by using Hu et al. (2014)’s experi-
mental work. To the best knowledge of the author, this shall be the first attempt
to propose a drag coefficient formula based on direct laboratory measurements
of wave forces on cylinder arrays in recent years. With the prescribed drag
coefficient, the corresponding eddy viscosity can be obtained. A computing
program is established based on the present approach for solving both micro-
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and macro-scale problem numerically. Three different types of forest configu-
rations are used to check the present model. An infinitely long forest belt with
a finite width, where the semi-analytical solutions are also presented, is first
used to study the wave decay within the vegetated area. The flume test in Hu
et al. (2014) is adopted for the data-model comparisons. In addition to normal
incidences, obliquely incident waves are included with discussions on the ef-
fects of incident angles. A single circular forest is then used as a special case
to check the present model for a forest region with a finite area. The corre-
sponding semi-analytical solutions are provided as a preliminary validation of
the numerical model. A series of laboratory experiments conducted at the Uni-
versity of Cantabria is used to make a comparison with the numerical results.
Another special forest, containing multiple circular patches in Maza (2015)’s ex-
periments, is then tested. Other types of forest configurations, e.g. multiple
subzones and non-circular patches, are also presented as a model demonstra-
tion.
To study the interactions between longer waves (e.g. storm surge, tsunami)
and coastal vegetation, a transient wave with small amplitude is then consid-
ered. Starting with linearized shallow-water wave equations, the wave disper-
sion is assumed negligible. Fourier transform is employed such that the un-
knowns are solved in the frequency domain. Once the wave amplitude spec-
trum is obtained, the free surface elevation through the forest region and open
water can be computed by the inverse Fourier transform. Only the incident
wave with a soliton-like shape is considered in this study. Different from the
previous case (short periodic waves), now we have so-called polychromatic in-
cident waves. The constant bulk value of eddy viscosity for each subzone is
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determined by modifying the empirical formula in Mei et al. (2011). Three dif-
ferent forest configurations, as used for testing short waves, are investigated.
The forest belt studied in Mei et al. (2011) is first re-examined with new analyt-
ical solutions being provided. A homogeneous circular forest is then employed
to check the numerical model. The corresponding semi-analytical solutions are
also provided to validate the numerical results. Using the same facility, the
experiments for a solitary wave propagating through the circular forest were
conducted at the University of Cantabria as well. The comparisons between
model results and experimental data are presented. The relationship between
normalized damping height and nonlinearity of incident waves is discussed.
For further investigation of the numerical model, the experiments on multiple
circular patches in Maza (2015) are simulated. The effectiveness of a circular for-
est and multiple patches on damping the incident waves is compared. Differ-
ent arrangements of cylinders and the related impacts on normalized damping
height are also discussed.
In the first two parts, the capability of the linear model on predicting the
dissipation of incoming waves has been presented. However, the limitation
on the nonlinearity of incident waves has also been confirmed for both types
of waves, i.e. periodic and transient waves. Accordingly, the last part of this
dissertation starts taking the nonlinear effects into account without ignoring
the convective terms in the momentum equations. Only shallow-water waves
with weakly nonlinearity are considered. Assuming incident waves as simple
harmonic, higher harmonic waves are anticipated to be generated within cylin-
der arrays and shall propagate to open water. Expressing the wave solution
as a summation of different harmonic components, the micro- and macro-scale
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equations for each mode are both derived. As a result, the cell problem equa-
tions become nonlinear while the macro-scale equations still remain linear with
cell effects being reflected in the complex coefficients. A modified pressure cor-
rection method along with finite difference approach is employed for solving
the nonlinear cell problem. The macro-scale wave dynamics is then obtained
numerically. An iterative scheme is introduced to solve this coupled system.
Using an infinitely long forest belt with a finite width as a special case to check
the approach, the numerical results are compared with those obtained by the
linear model. The reflection and transmission coefficients are compared by us-
ing the data reported in Mei et al. (2011). Unfortunately, it is not allowed to
further check the wave profiles without available gauge measurements inside
the model forest. Varying nonlinearity and the corresponding higher harmonic
components are presented. The effects of different parameters on wave solu-
tions are discussed. Future model improvement is also pointed out.
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Figure 1.1: Sketch of a typical coastal forest configuration: (a) a forest region – consists
of multiple patches with arbitrary shape; (b) one of the forest patches (e.g. Patch 3) –
can be composed of several subzones; (c) one of the subzones (e.g. Subzone a) within
Patch 3 – S denotes the boundary between the subzone and open water, while D shows
the interface with adjacent subzone.
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CHAPTER 2
THEORETICAL FORMULATION AND TEST CONDITIONS
In the following, we first show the Reynolds-averaged Navier-Stokes equations
which will be used in this study. The corresponding boundary conditions are
also specified. For long-wave cases, the depth-averaged equations are pre-
sented. The simplifications made in this dissertation are also described.
2.1 Governing equations and boundary conditions
 RANS equations
Defining ~x = (x1, x2) and z as the horizontal and vertical Cartesian coordi-
nates, respectively, with origin at the mean sea level, the three-dimensional flow
motion is governed by the Reynolds-averaged Navier-Stokes equations:
∂ui
∂xi
+
∂w
∂z
= 0, i = 1, 2 (2.1)
∂ui
∂t
+ u j
∂ui
∂x j
+ w
∂ui
∂z
= −1
ρ
∂p
∂xi
+ νe
(
∂2ui
∂x j∂x j
+
∂2ui
∂z2
)
, i & j = 1, 2 (2.2)
and
∂w
∂t
+ u j
∂w
∂x j
+ w
∂w
∂z
= −1
ρ
∂p
∂z
+ νe
(
∂2w
∂x j∂x j
+
∂2w
∂z2
)
, j = 1, 2 (2.3)
in which the constant eddy viscosity model is used to describe the turbulence
generated between vegetation. In the above equations, ρ is the density of water
and p denotes the dynamic pressure, which is defined as
p = P + ρgz, P : total pressure (2.4)
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The horizontal velocities ui and vertical velocity w are separated. The eddy vis-
cosity νe is assumed as a bulk quantity, which remains constant over a certain
homogeneous area.
Along the mean free surface, the kinematic boundary condition requires
∂η
∂t
+ ui
∂η
∂xi
= w at z = 0 (2.5)
while the dynamic boundary conditions in normal and tangential directions are
respectively
gη − p
ρ
+ 2νe
∂w
∂z
= 0 at z = 0 (2.6)
and
∂ui
∂z
+
∂w
∂xi
= 0 at z = 0 (2.7)
in which η denotes the free surface displacement. In the above, the air is as-
sumed to be stress-free and zero atmospheric (gage) pressure is used. In addi-
tion to the free surface conditions, the no-slip boundary condition along the sea
bed states
ui = w = 0 at z = −h0 (2.8)
and also along the surface of cylinders (Sc):
ui = w = 0 when (~x, z) ∈ Sc (2.9)
where h0 denotes the constant water depth.
 Depth-averaged equations
For long-wave condition, the water depth is assumed much smaller than the
wavelength, i.e. h0/L < 0.05. The vertical variation of flow fields and the vertical
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velocity component w are assume relatively weak. Accordingly, the free surface
elevation can be expressed as z = η(~x, t). Defining the depth-averaged quantity
as
¯¯f =
(
1
h0 + η
) ∫ η
−h0
f dz (2.10)
, then the depth-averaged continuity equation can be derived as
∂η
∂t
+
∂
∂xi
[ ¯¯ui (h + η)] = 0, i = 1, 2 (2.11)
in which (2.5) and (2.8) are both applied. Similarly, the depth-averaged momen-
tum equations can be deduced from (2.2):
∂ ¯¯ui
∂t
+ ¯¯u j
∂ ¯¯ui
∂x j
= −g ∂η
∂xi
+ νe
∂2 ¯¯ui
∂x jx j
, i & j = 1, 2 (2.12)
where the hydrostatic pressure for the shallow-water condition has been used.
The kinematic boundary conditions along the free surface (2.5) and along the
sea bed (2.8) are both applied as well.
2.2 Conditions and simplifications
As we know, the size of coastal trees in fields can range from 10 to 100 cm while
the typical wavelength of wind waves is around 10 – 100 m. Therefore, a strong
contrast can be found between tree sizes and wavelength of wind waves, let
alone longer waves, e.g. tsunamis and storm surges. Therefore, the flow motion
around coastal trees can be considered as a micro-scale problem, being subject to
a macro-scale forcing from incoming waves. With this condition, it is reasonable
to apply the multi-scale perturbation technique and build up a model to study
the macro-scale wave dynamics with consideration of the effects from micro-
scale flow fields.
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Before starting the analysis, we should point out several simplifications
which need to be made in this dissertation. As we know, coastal vegetation
could have branches, leaves, and roots. The complicated root system, especially
of mangroves (Massel et al. 1999), may introduce different effects on the esti-
mation of wave forces and the resulting wave evolutions. However, applying
simplified conditions can help isolate each dynamic factor and understand the
detailed physics, providing a preliminary study and model development. Thus,
in this dissertation, coastal trees will be modeled by vertical, rigid and surface
piercing cylinders, where the effects of branches and roots are neglected. A pe-
riodic arrangement of cylinder array is also required (e.g. Fig.3.1). A constant
eddy viscosity model, as shown in Sec.2.1, is used to describe the turbulence
generated between cylinders. For each homogeneous forest subzone, a constant
bulk value of eddy viscosity can be issued.
In the following, with these simplifications, we first study small-amplitude
waves through a heterogeneous coastal forest of arbitrary shape. Short peri-
odic waves are used to model wind waves while transient waves are applied
to study long waves-vegetation interactions. Afterwards, focusing on shallow-
water waves through a forest belt as a special case, the nonlinear effects are
included and harmonics generation within a vegetated water are discussed.
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CHAPTER 3
SMALL-AMPLITUDE PERIODIC WAVES THROUGH COASTAL
FORESTS
In this chapter, we first consider small-amplitude water waves propagating
through a heterogeneous coastal forest of arbitrary shape. Due to the infinitesi-
mal amplitude, the governing equations and boundary conditions are both lin-
earized. Assuming a strong contrast between incident wavelength and cylin-
der spacing, the multi-scale perturbation theory of homogenization is applied
to separate the micro-scale flow problem and the macro-scale wave dynamics.
The complex coefficients in the derived macro-scale governing equations are
computed from the solutions of micro-scale problem, in which the macro-scale
pressure gradient are the driven force.
In order to handle the arbitrary shape of any forest patch, the boundary in-
tegral equation method is employed to establish a numerical model for solving
the macro-scale wave dynamics. As described in Chap.1, each patch can be di-
vided into subzones according to different properties, such as porosity, cylinder
size, and planting pattern. Each subzone is then considered as a homogeneous
forest region where a constant bulk eddy viscosity can be issued. The eddy vis-
cosity is determined by equating the time-averaged dissipation rate and the av-
eraged rate of work done by wave forces over the certain subzone. Wave forces
are modeled by the Morison-type equation (Morison et al. 1950), in which the
drag coefficient formula is constructed based on Hu et al. (2014)’s experimental
data. A computing program is established based on the present approach.
To validate the numerical model, three different forest configurations with
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existing laboratory experiments are investigated. An infinitely long forest belt
with a finite width as adopted in Hu et al. (2014)’s experiment is first used to
check the present approach. Instead of using the boundary integral equation
method, the semi-analytical solutions are provided due to the infinite length.
In addition to normally incident condition, obliquely incident waves are also
included with a discussion on the effects of incident angles. A single circular
forest is another special case where the corresponding semi-analytical solutions
are also derived. The numerical results are shown to compare almost perfectly
with the semi-analytical solutions, which provides a preliminary validation of
the numerical model. A series of laboratory experiments was conducted at the
University of Cantabria, which provides a comprehensive data-model compar-
ison with different wave conditions. The numerical model is further applied
to cases where the forest region is made of multiple circular patches. Experi-
mental works in Maza (2015) is then used to check the numerical results. For
both special forest configurations, the comparisons between model predictions
and experimental data shows reasonable agreements. The effectiveness of dif-
ferent forest configurations on wave attenuation is discussed. Numerical results
for other types of forest (e.g. multiple subzones, non-circular patches) are also
presented for demonstration.
3.1 Governing equations and boundary conditions
Considering small-amplitude water waves propagating through a coastal forest
in a constant water depth h0, the momentum equations in (2.2) and (2.3) are
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linearized as:
∂ui
∂t
= −1
ρ
∂p
∂xi
+ νe
(
∂2ui
∂x j∂x j
+
∂2ui
∂z2
)
, i & j = 1, 2 (3.1)
and
∂w
∂t
= −1
ρ
∂p
∂z
+ νe
(
∂2w
∂x j∂x j
+
∂2w
∂z2
)
, j = 1, 2 (3.2)
The kinematic free-surface boundary condition is also linearized as
∂η
∂t
= w, z = 0 (3.3)
while the continuity equation (2.1) and other boundary conditions, (2.6) – (2.9),
stay the same.
As stated above, the trees are idealized by rigid vertical cylinders with char-
acteristic spacing `. With the characteristic frequency ω and amplitude Ainc, the
infinitesimal incident waves have the typical wavelength 1/kinc where kinc de-
notes the characteristic wavenumber. Based on the above scales, the following
normalization can be introduced:
x∗i =
xi
`
, z∗ = kincz, h∗ = kinch0, t∗ = tω, η∗ =
η
Ainc
(3.4)
and
p∗ =
p
ρgAinc
, u∗i =
ui
ωAinc
, w∗ =
w
ωAinc
(3.5)
in which the horizontal coordinates are scaled by the micro-length ` while the
vertical coordinate by the macro-length 1/kinc. The water depth h0 is assumed
to be in the same order of magnitude as the typical wavelength 1/kinc, which is
much greater than the tree spacing `. Thus,
kinch0 = O(1) (3.6)
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and the small parameter ε is defined as
ε = kinc` ≡ ω2`/g  O(1) (3.7)
, representing the ratio of micro-to-macro length scales in which the wavenum-
ber for waves of intermediate length are used, i.e. kinc ≡ ω2/g. It is also noted
that the free surface displacement η is scaled by the incident wave amplitude
Ainc. The horizontal and vertical velocity components are normalized by ωAinc.
Based on the above scales, the normalized governing equations are carried out
as
∂u∗i
∂x∗i
+ ε
∂w∗
∂z∗
= 0, i = 1, 2 (3.8)
ε
∂u∗i
∂t∗
= −∂p
∗
∂x∗i
+ σε
 ∂2u∗i
∂x∗j∂x
∗
j
+ ε2
∂2u∗i
∂z∗∂z∗
 , i & j = 1, 2 (3.9)
and
∂w∗
∂t∗
= −∂p
∗
∂z∗
+ σ
 ∂2w∗
∂x∗j∂x
∗
j
+ ε2
∂2w∗
∂z∗∂z∗
 , j = 1, 2 (3.10)
where the dimensionless eddy viscosity is defined as
σ =
νe
ω`2
(3.11)
We assumeσ ≈ O(1) due to its importance and impact on the energy dissipation.
The kinematic boundary condition along the free surface is also normalized:
∂η∗
∂t∗
= w∗ at z∗ = 0 (3.12)
and the normalized dynamic boundary conditions are
η∗ − p∗ + 2ε2σ∂w
∗
∂z∗
= 0 at z∗ = 0 (3.13)
and
ε
∂u∗i
∂z∗
+
∂w∗
∂x∗i
= 0, at z∗ = 0 (3.14)
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The normalized no-slip boundary conditions along seabed and cylinder sur-
faces become
u∗i = w
∗ = 0 at z∗ = −h∗ (3.15)
and
u∗i = w
∗ = 0 when (~x ∗, z∗) ∈ Sc (3.16)
3.2 Homogenization method
Due to the sharply contrasting scales between tree spacing ` and typical wave-
length 1/kinc, we introduce two horizontal coordinates to capture the flow mo-
tion surrounding cylinders as well as the wave dynamics over the entire forest
area:
X∗i ≡ εx∗i = kincxi (3.17)
in which the micro-scale x∗i is used to describe the flow motion in the vicinity
of cylinders while the macro-scale X∗i is for the wave dynamics. Note that the
vertical (i.e. water depth) direction only depends on the macro scale:
Z∗ ≡ z∗ = kincz (3.18)
By using two-scale perturbation method, all the dimensionless variables can be
expanded as
u∗i = u
∗(0)
i + εu
∗(1)
i + ε
2u∗(2)i + · · · , w∗ = w∗(0) + εw∗(1) + ε2w∗(2) + · · · (3.19)
and
η∗ = η∗(0) + εη∗(1) + ε2η∗(2) + · · · , p∗ = p∗(0) + εp∗(1) + ε2p∗(2) + · · · (3.20)
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in which u∗i , w
∗, p∗ and η∗ are all functions of
(
x∗i , X
∗
i , Z
∗, t∗
)
. From here on,
only dimensionless variables are used with the asterisks (·)∗ dropped for brevity.
With (3.19) and (3.20), the governing equations and boundary conditions are
separated by different orders as follows.
• O(ε0) :
∂u(0)i
∂xi
= 0, i = 1, 2 (3.21)
∂p(0)
∂xi
= 0, i = 1, 2 (3.22)
and
∂w(0)
∂t
= −∂p
(0)
∂Z
+ σ
(
∂2w(0)
∂x j∂x j
)
, j = 1, 2 (3.23)
with the kinematic boundary condition along the mean water level:
∂η(0)
∂t
= w(0) at Z = 0 (3.24)
and the dynamic boundary conditions in normal & tangential directions:
η(0) = p(0) &
∂w(0)
∂xi
= 0 at Z = 0 (3.25)
In (3.22), the leading-order pressure p(0) is shown to be independent of the
micro-scale coordinates, i.e. p(0) = p(0)(Xi, Z, t). The leading-order free surface
elevation can then be obtained from the pressure field at the mean water level
by (3.25):
η(0) = p(0)(Xi,Z = 0, t) (3.26)
It is also shown in (3.25) that the leading-order vertical velocity at the mean
water level is independent of the micro-scale coordinates, i.e. w(0)|Z=0 =
w(0)(Xi, Z = 0, t). On the other hand, w(0) beneath the mean water level can
depend on the micro-scale coordinate, i.e. w(0)|Z<0 = w(0)(xi, Xi, Z, t).
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• O(ε1) :
∂u(0)i
∂Xi
+
∂u(1)i
∂xi
+
∂w(0)
∂Z
= 0, i = 1, 2 (3.27)
∂u(0)i
∂t
= −∂p
(0)
∂Xi
− ∂p
(1)
∂xi
+ σ
 ∂2u˜(0)i∂x j∂x j
 , i & j = 1, 2 (3.28)
and
∂w(1)
∂t
= −∂p
(1)
∂Z
+ 2σ
(
∂2w(0)
∂x j∂X j
)
, j = 1, 2 (3.29)
with the kinematic boundary conditions along the mean water level:
∂η(1)
∂t
= w(1) at Z = 0 (3.30)
and the dynamic boundary conditions:
η(1) = p(1) &
∂u(0)i
∂Z
+
∂w(0)
∂Xi
+
∂w(1)
∂xi
= 0 at Z = 0 (3.31)
For periodic waves, all the variables can be expressed as
F (xi, Xi, Z, t) = <
{
F˜ (xi, Xi, Z) e−it
}
(3.32)
where the time dependency is separated with F˜ being the spatially-dependent
variables and the operator<{·} denoting that only the real part is considered.
3.2.1 Micro-scale (cell) problem
Focusing on the flow motion in a micro-scale cell with one or more cylinders
inside, the leading-order velocity and the pressure fluctuation can be expressed
in terms of the leading-order pressure gradient as follows,
u˜(0)i = −K˜i j(~x)
∂ p˜(0)
∂X j
, w˜(0) = −W˜(~x)∂ p˜
(0)
∂Z
, p˜(1) = −A˜ j(~x)∂ p˜
(0)
∂X j
, ~x ∈ Ωf (3.33)
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where Ωf represents the fluid part within a unit cell Ω. The governing equations
for the cell problem can then be derived from the mass conservation of O(1) and
the momentum equations of O(ε) as presented in (3.21), (3.28) and (3.29):
∂K˜i j
∂xi
= 0, −iK˜i j = δi j − ∂A˜ j
∂xi
+
∂τ˜
( j)
ik
∂xk
, ~x ∈ Ωf (3.34)
and
− iW˜ = 1 + σ ∂
2W˜
∂x j∂x j
, ~x ∈ Ωf (3.35)
in which the stress tensor is
τ˜
( j)
ik = σ
(
∂K˜i j
∂xk
+
∂K˜k j
∂xi
)
with σ =
νe
ω`2
(3.36)
due to the forcing by the unit pressure gradient in the direction j. In (3.36), νe
and σ respectively denote the dimensional and dimensionless eddy viscosity.
Here we propose that each subzone of the forest region can be considered as a
homogeneous area where a bulk eddy viscosity is assumed. Note that K˜i j and
A˜ j vary only horizontally.
Along the solid surface of cylinders, the no-slip boundary conditions yields
K˜i j = W˜ = 0 when (~x, Z) ∈ Sc (3.37)
For unique solution, we also require
〈A˜ j〉 = 0 (3.38)
where 〈·〉 represents the cell-averaged quantity over the horizontal cross-section
and is defined as
〈 f 〉 = 1
Ω
"
Ωf
f dx1dx2 (3.39)
In the above, Ω is the total cross-sectional area projected on the horizontal plane
and Ωf represents the area occupied by the fluid inside Ω. Note that K˜i j, A˜ j and
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W˜ are all subject to cell-periodicity. The no-flux condition along the seabed is
satisfied by requiring ∂ p˜(0)/∂Z = 0.
Following Mei et al. (2014), we use the Galerkin finite element method to
solve the micro-scale boundary-value problem. Fig.3.1 sketches two typical
types of cylinder arrangements. The corresponding finite element discretiza-
tion for cell problem is presented in Fig.3.2. An example of the velocity fields
for these two types of cell configurations will be presented in Fig.3.10–3.12 and
Fig.3.23–3.25. Similar flow patterns can be found in Mei et al. (2014). The cell
problem solutions K˜i j and W˜ have been presented in Mei et al. (2014)’s Fig.2 and
shall not be repeated here.
d
(a)
d
(b)
Figure 3.1: Cylinder arrangements in the experiments – (a) Hu et al. (2014): each circular
cylinder has 1 cm in diameter (d=1 cm). Three array densities were adopted in their
works, i.e. VD1: ` = 18 cm, n= 99.51 %; VD2: `=12 cm, n= 98.91 %; and VD3: `= 6 cm,
n= 95.63 %. (b) Circular forest experiment: each cylinder has 3 cm in diameter (d=3 cm)
and the cell size ` = 9 cm. The dashed square represents a unit cell Ω.
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Figure 3.2: Finite element discretization corresponding to experiments by (a) Hu et al.
(2014) with porosity n=95.63 % and (b) circular forest experiments with porosity n=91.27
%.
3.2.2 Macro-scale (wavelength-scale) problem
With the cell problem solutions, now we turn to the macro-scale problem for
wave dynamics. Taking cell average, as shown in (3.39), over the mass conser-
vation of O(ε), then (3.27) becomes:
∂〈u˜(0)i 〉
∂Xi
+
∂〈w˜(0)〉
∂Z
= 0, i = 1, 2 (3.40)
where the Gauss’s theorem is applied along with the cell-periodicity and no-slip
boundary conditions on the surface of cylinders. Defining a complex potential
φ ≡ −i p˜(0), the cell-averaged velocity components can be obtained from (3.28)
and (3.23), i.e.
〈u˜(0)i 〉 = n
∂φ
∂Xi
+ Mik
∂φ
∂Xk
and 〈w˜(0)〉 = (n + N) ∂φ
∂Z
(3.41)
where the porosity n is defined as
n =
Ωf
Ω
(3.42)
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while the complex coefficients Mik and N are determined from the cell problem
solutions:
Mik =
1
Ω
∮
Sc
[
−A˜kδi j + σ
(
∂K˜ik
∂x j
+
∂K˜ jk
∂xi
)]
nScj ds, N =
1
Ω
σ
∮
SC
(
∂W˜
∂x j
nScj
)
ds (3.43)
in which nScj denotes the unit normal vector to the cylinder surface Sc. Combin-
ing (3.41) with (3.40), the leading-order cell-averaged governing equation for
the macro-scale problem is derived:
∂
∂Xi
[
n
∂φ
∂Xi
+ Mik
∂φ
∂Xk
]
+ (n + N)
∂2φ
∂Z2
= 0, i & k = 1, 2 (3.44)
where the relationships between macro-scale and micro-scale coefficients can
also be derived as
Mik = −nδik − i〈K˜ik〉, N = −n − i〈W˜〉 (3.45)
When the cell geometry is symmetric, the cell problem is isotropic and homo-
geneous. The cell-averaged hydraulic conductivity can then be expressed as
〈K˜ik〉 = Kδik. According to the cell problem solutions (Mei et al. 2014), it has
been shown that 〈K˜11〉 = 〈K˜22〉 ≡ K such that M11 = M22 ≡ M. On the other
hand, 〈K˜12〉 = 〈K˜21〉 ≈ 0 results in M12 = M21 ≈ 0. As stated previously, the
eddy viscosity σ is assumed as a constant bulk value within a homogeneous
subzone such that the cell properties, i.e. 〈K˜i j〉, 〈A˜ j〉 and 〈W˜〉, along with the
complex coefficients M and N also remain constant over a specific subzone. This
is different from Mei et al. (2014), who treated the cell properties as functions of
the macro-scale coordinates. This simplification has been justified by making
a comparison between two schemes, which will be given in Sec.3.7. Therefore,
the cell-averaged equation (3.44) for any subzone can be rewritten as
(n + M)
∂2φ
∂Xi∂Xi
+ (n + N)
∂2φ
∂Z2
= 0, i = 1, 2 (3.46)
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The cell-averaged kinematic boundary condition along the free surface can be
derived from (3.24):
〈w˜(0)〉 = −inη˜(0) = −inp˜(0) at Z = 0 (3.47)
which can also be expressed in terms of complex potential φ:
nφ − (n + N)∂φ
∂Z
= 0 at Z = 0 (3.48)
in which 〈w˜(0)〉 in (3.41) is used. The dynamic boundary condition as stated in
(3.26) gives
η˜(0) = p˜(0)(Xi, Z = 0) ≡ iφ(Xi, Z = 0) (3.49)
Along the sea bed, the no-slip boundary requires
〈w˜(0)〉 = ∂φ
∂z
= 0 at Z = −h (3.50)
In open water, the complex coefficients vanish (i.e. M = N = 0) and the
porosity n = 1. Then (3.46) reduces to the Laplace’s equation governing the
complex potential as
∂2φ
∂Xi∂Xi
+
∂2φ
∂Z2
= 0, i = 1, 2 (3.51)
with the boundary conditions along the free surface:
φ − ∂φ
∂Z
= 0, η˜(0) = iφ(Xi, Z = 0) at Z = 0 (3.52)
and along the sea bed:
∂φ
∂Z
= 0 at Z = −h (3.53)
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3.3 Boundary integral equation method
To deal with the arbitrary shape of a forest area, we employ the boundary inte-
gral equation method to solve the macro-scale problem numerically. In the fol-
lowing, the integral formulation for a forest subzone (e.g. Fig.1.1c) and for the
open water region are introduced, respectively. The matching conditions along
the interfaces between adjacent subzones and along the boundary between for-
est and open water are presented as well.
3.3.1 Integral formulation for a forest subzone
First, we consider any forest subzone ξ with an arbitrary shape, e.g. Fig.1.1c.
We note that a subzone could be surrounded by other subzones and/or the
open water region. As shown in (3.46), the governing equation for the complex
potential φξ has
∂2φξ
∂X1∂X1
+
∂2φξ
∂X2∂X2
+
[
nξ + Nξ
nξ + Mξ
]
∂2φξ
∂Z2
= 0 (3.54)
in which the complex coefficients Mξ and Nξ are obtained for each subzone ξ
respectively. Due to the arbitrary shape of subzone ξ, the solution to (3.54) can
be expressed as
φξ =
∞∑
q=0
Aξq(~Xi)
cosh kˆξq(Z + h)
cosh kˆξqh
(3.55)
which separates the horizontal variables from the vertical variable with the cor-
responding wavenumber kˆξq being the complex roots of the dispersion relation-
ship:
1 =
(
nξ + Nξ
nξ
)
kˆξq tanh kˆξqh (3.56)
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The horizontal function Aξq in (3.55) satisfies the two-dimensional Helmholtz
equation: ∂2Aξq
∂X1∂X1
+
∂2Aξq
∂X2∂X2
 + (γξkˆξq)2Aξq = 0 with γξ = ( nξ + Nξnξ + Mξ
)1/2
(3.57)
which can be converted into the following integral equation (Liggett and Liu
1983):
Aξq(~Xi) =
−ipi
2α
∫
Sξ+Dξψ
Aξq(~X j)∂
[
H(1)0 (γξkˆξqr)
]
∂nˆξ
− H(1)0 (γξkˆξqr)
∂Aξq(~X j)
∂nˆξ
 dS (3.58)
The boundary of subzone ξ can include the boundary Sξ to open water and/or
the interfaces Dξψ with adjacent subzones ψ. In the integral equation, ~Xi denotes
the coordinate of a point located on the boundary of subzone ξ (i.e. ~Xi ∈ Sξ or
Dξψ) where its interior angle α (Fig.3.3) has to be taken into account. ~X j denotes
another boundary point of the subzone with r = |~Xi − ~X j| giving the distance
between these two boundary points. H(1)0 denotes the Hankel function of the
first kind and nˆξ represents the outward normal direction to the boundary of
subzone ξ. Therefore, the integral equation (3.58) can be used to solve unknown
Aξq and its normal derivative along the boundary. Once the solutions along the
forest boundary are obtained, the wave solutions inside the forest subzone can
be found by assigning ~Xi as an interior point with its interior angle = 2pi:
Aξq(~Xi) =
−i
4
∫
Sξ+Dξψ
Aξq(~X j)∂
[
H(1)0 (γξkˆξqr)
]
∂nˆξ
− H(1)0 (γξkˆξqr)
∂Aξq(~X j)
∂nˆξ
 dS (3.59)
in which the point ~Xi is an interior point in subzone ξ while ~X j are on the bound-
ary of subzone ξ.
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3.3.2 Integral formulation for open water
In the open water region (with subscript S), the equation governing the complex
potential φS is shown in (3.51):
∂2φS
∂X1∂X1
+
∂2φS
∂X2∂X2
+
∂2φS
∂Z2
= 0 (3.60)
and its solution, including both incident and scattered waves, can be expressed
as
φS = A0
cosh k0(Z + h)
cosh k0h
eik0X1i +
∞∑
p=0
Bp(~Xi)cosh kp(Z + h)cosh kph (3.61)
where A0 = −i and kp satisfies the dispersion relationship:
1 = kp tanh kph (3.62)
with one real root k0 and infinite number of imaginary roots kp = iκp (when
p ≥ 1). Assuming the incident waves in X1 direction, X1i in (3.61) denotes the X1
coordinate of point i. The corresponding Helmholtz equation for Bp is(
∂2Bp
∂X1∂X1
+
∂2Bp
∂X2∂X2
)
+ k2pBp = 0 (3.63)
which can also be converted into the following integral equation:
Bp(~Xi) = −ipi2(2pi − α)
∫
S
Bp(~X j)∂
[
H(1)0
(
kpr
)]
∂nˆS
− H(1)0
(
kpr
) ∂Bp(~X j)
∂nˆS
 dS (3.64)
where ~Xi and ~X j are both on the boundary between open water and all the forest
patches and S in (3.64) represents the combination of the boundaries of all the
forest patches, i.e. the boundary between open water and forest region. Like-
wise, once Bp along the boundary of all the forest patches is found, the wave
solutions can be obtained from (3.61) with (3.64) being modified as
Bp(~Xi) = −i4
∫
S
Bp(~X j)∂
[
H(1)0 (kpr)
]
∂nˆS
− H(1)0
(
kpr
) ∂Bp(~X j)
∂nˆS
 dS (3.65)
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in which ~Xi is assigned at any location within the open water region (i.e. an
interior point of an unbounded area) while ~X j are on the boundary between
open water and forest region. Note again that the outward normal directions of
the boundary with respect to the forest region and open water are opposite. The
detailed derivations of Helmholtz equations and integral formulation for both
forest region and open water can be found in Appendix A.1 and A.2.
3.3.3 Matching conditions along the boundaries
The wave solutions along the boundaries between two subzones and those be-
tween subzones and the open water region can be found from (3.58) and (3.64)
if matching conditions along the boundaries are prescribed. As noted, a forest
subzone can have its boundary in contact with open water and/or adjacent sub-
zones. Hereafter the former will be referred as the exterior boundary of a forest
subzone while the latter as the interface with other zones. In both situations, the
continuity of pressure and normal mass fluxes are imposed.
3.3.3.1 Boundary between a forest subzone and open water
We first consider the exterior boundary. The pressure continuity provides
φξ = φS , −h < Z < 0 (3.66)
i.e.
∞∑
q=0
Aξq
cosh kˆξq(Z + h)
cosh kˆξqh
= A0
cosh k0 (Z + h)
cosh k0h
eik0X1i +
∞∑
p=0
Bp cosh kp(Z + h)cosh kph (3.67)
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The normal fluxes must also be continuous along the forest boundary:
(nξ + Mξ)
∂φξ
∂nˆξ
=
∂φS
∂nˆξ
, −h < Z < 0 (3.68)
i.e.
(nξ + Mξ)
∞∑
q=0
∂Aξq
∂nˆξ
cosh kˆξq(Z + h)
cosh kˆξqh
= A0
cosh k0(Z + h)
cosh k0h
∂eik0X1i
∂nˆξ
+
∞∑
p=0
∂Bp
∂nˆξ
cosh kp(Z + h)
cosh kph
(3.69)
where (3.55) and (3.61) have been used. It is known that the orthogonality con-
dition applies to both kp and kˆq (p, q ≥ 0):
∫ 0
−h
coshkm(Z + h)coshkn(Z + h)dZ =

0 , m , n
h
2
(
1 + sinh2kmh2kmh
)
, m = n
(3.70)
Applying the above orthogonality of hyperbolic cosine function to (3.67) and
(3.69) yields
Aξq
Π(kˆξq)
cosh kˆξqh
= A0
Γ0ξq
cosh k0h
eik0X1i +
∞∑
p=0
Bp
Γpξq
cosh kph
(3.71)
and
(nξ + Mξ)
∞∑
q=0
∂Aξq
∂nˆξ
Γξqp
cosh kˆξqh
= A0δ0p
Π(k0)
cosh k0h
∂eik0X1i
∂nˆξ
+
∂Bp
∂nˆξ
Π(kp)
cosh kph
(3.72)
in which δ0p denotes the Kronecker delta with nonzero value only when p = 0
(i.e. δ0p = 1 when p = 0), while Π(kˆξq) and Γpξq are defined as
Π(k) =
h
2
(
1 +
sinh2kh
2kh
)
where k = kˆξq , kp (3.73)
and
Γpξq =
kpsinh
(
kph
)
cosh(kˆξqh) − kˆξqcosh
(
kph
)
sinh(kˆξqh)
k2p − kˆ2ξq
(3.74)
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3.3.3.2 Interface between forest subzones
Likewise, along the interface between two subzones (i.e. Dξψ with ξ and ψ de-
noting two adjacent zones), the pressure continuity yields
φξ = φψ , −h < Z < 0 (3.75)
Substituting (3.55) into the above condition gives
∞∑
q=0
Aξq(~Xi)
cosh kˆξq(Z + h)
cosh kˆξqh
=
∞∑
r=0
Aψr(~Xi)
cosh kˆψr(Z + h)
cosh kˆψrh
(3.76)
Also, the continuity of normal fluxes is required:
(nξ + Mξ)
∂φξ
∂nˆξ
= −(nψ + Mψ)∂φψ
∂nˆψ
, −h < Z < 0 (3.77)
i.e.(
nξ + Mξ
) ∞∑
q=0
∂Aξq
∂nˆξ
cosh kˆξq(Z + h)
cosh kˆξqh
= −
(
nψ + Mψ
) ∞∑
r=0
∂Aψr
∂nˆψ
cosh kˆψr(Z + h)
cosh kˆψrh
(3.78)
Again, applying the orthogonality of cosh(·) in (3.70) to (3.76) and (3.78) yields
Aξq
Π(kˆξq)
cosh kˆξqh
=
∞∑
r=0
Aψr
Γψrξq
cosh kˆψrh
(3.79)
and (
nξ + Mξ
) ∞∑
q=0
∂Aξq
∂nˆξ
Γξqψr
cosh kˆξqh
= −
(
nψ + Mψ
) ∂Aψr
∂nˆψ
Π(kˆψr)
cosh kˆψrh
(3.80)
Equations (3.71), (3.72) along with (3.79), (3.80) are to be used for solving un-
known Aξq , Aψr and Bp as well as their normal derivatives on the exterior
boundary of each forest patch and the interfaces between subzones.
3.3.4 Numerical implementation
In numerical computations, the boundary of a forest subzone ξ is discretized
into elements. Assuming uniform-distributed solution along each element of
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length ∆S with ~X j denoting its middle point, we express (3.58) in the discrete
form as:
Aξq(~Xi) =
−ipi
2α
Nξ∑
j=1
Aξq(~X j)∂
[
H(1)0 (γξkˆξqr)
]
∂nˆξ
− H(1)0 (γξkˆξqr)
∂Aξq(~X j)
∂nˆξ
 ∆S (3.81)
in which Nξ denotes the total number of elements along the boundary of sub-
zone ξ, which can include its exterior boundary (Sξ) to open water and/or inter-
faces (Dξψ) with other subzones. Equation (3.81) can be written by index nota-
tion as:
(
Aξq
)
i
+
(
C¯ξq
)
i j
(
Aξq
)
j
=
(
D¯ξq
)
i j
(
∂Aξq
∂nˆξ
)
j
with i & j = 1 · · ·Nξ (3.82)
where
(
C¯ξq
)
i j
=
ipi
2α
[
(−γξkˆξq)H(1)1 (γξkˆξqri j)
] ∂ri j
∂nˆξ
∆S ,
(
D¯ξq
)
i j
=
ipi
2α
H(1)0 (γξkˆξqri j)∆S (3.83)
We can also rearrange (3.82) and express the unknownAξq at the boundary point
~Xi in terms of the normal derivatives of Aξq along the entire boundary of the
subzone ξ: (
Aξq
)
i
=
(
G¯ξq
)
i j
(
∂Aξq
∂nˆξ
)
j
with i & j = 1 · · ·Nξ (3.84)
in which the coefficient matrix is obtained by
[
G¯ξq
]
=
[
I + C¯ξq
]−1 [D¯ξq] with I
being the identity matrix.
For open water, on the other hand, (3.64) in the discrete form is
Bp(~Xi) = −ipi2(2pi − α)
NS∑
j=1
Bp(~X j)∂
[
H(1)0
(
kpr
)]
∂nˆS
− H(1)0
(
kpr
) ∂Bp(~X j)
∂nˆS
 ∆S (3.85)
where NS gives the total number of elements along the boundary that separates
all the forest patches from the open water region, i.e. the exterior boundaries of
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all the forest subzones (S =
∑
Sξ). Again, we rearrange the above equation and
express it by index notation:
(
Bp
)
i
+
(
E¯p
)
i j
(
Bp
)
j
=
(
F¯p
)
i j
(
∂Bp
∂nˆS
)
j
with i & j = 1 · · ·NS (3.86)
where
(
E¯p
)
i j
=
ipi
2(2pi − α)
[
−kpH(1)1 (kpri j)
] ∂ri j
∂nˆS
∆S ,
(
F¯p
)
i j
=
ipi
2(2pi − α)H
(1)
0 (kpri j)∆S
(3.87)
We can also express the unknown function Bp in terms of its normal derivative
along the boundaries:
(
Bp
)
i
=
(
Q¯p
)
i j
(
∂Bp
∂nˆS
)
j
with i & j = 1 · · ·NS (3.88)
where
[
Q¯p
]
=
[
I + E¯p
]−1 [F¯p] denotes the coefficient matrix.
To solve the unknown functions Aξq and Bp and their normal derivatives,
the matching conditions introduced in Sec.3.3.3 must be applied. As specified
in (3.71) and (3.72), along the exterior boundary of a forest subzone in contact
with open water (i.e. ~Xi ∈ Sξ), the continuity of pressure and normal fluxes
yields
Π(kˆξq)
cosh kˆξqh
(
G¯ξq
)
i j
(
∂Aξq
∂nˆξ
)
j
= A0
Γ0ξq
cosh k0h
(
eik0X1
)
i
+
∞∑
p=0
Γpξq
cosh kph
(
Q¯p
)
im
(
∂Bp
∂nˆS
)
m
(3.89)
in which the substitution of (3.84) and (3.88) has been made, and
(nξ + Mξ)
∞∑
q=0
Γξqp
cosh kˆξqh
(
∂Aξq
∂nˆξ
)
i
= A0δ0p
Π(k0)
cosh k0h
(
∂eik0X1
∂nˆξ
)
i
+
Π(kp)
cosh kph
(
∂Bp
∂nˆξ
)
i
(3.90)
In (3.89) and (3.90), ξ can be any subzones that are exposed to the open water
region. Accordingly, ~Xi is on the exterior boundary of subzone ξ. In (3.89), ~X j
( j = 1 · · ·Nξ) denotes the boundary points of subzone ξ while ~Xm (m = 1 · · ·NS)
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are on the boundary of open water (i.e. S), which includes the boundaries of
all the forest patches. We should note that the outward normal direction along
the boundary from the forest region is opposite to that from open water, i.e.
nˆξ = −nˆS.
On the other hand, when ~Xi is along the interface between two subzones (i.e.
~Xi ∈ Dξψ), combining (3.84) with (3.79) and (3.80) provides
Π(kˆξq)
cosh kˆξqh
(
G¯ξq
)
i j
(
∂Aξq
∂nˆξ
)
j
=
∞∑
r=0
Γψrξq
cosh kˆψrh
(
G¯ψr
)
ik
(
∂Aψr
∂nˆψ
)
k
(3.91)
and
(
nξ + Mξ
) ∞∑
q=0
Γξqψr
cosh kˆξqh
(
∂Aξq
∂nˆξ
)
i
= −
(
nψ + Mψ
) Π(kˆψr)
cosh kˆψrh
(
∂Aψr
∂nˆψ
)
i
(3.92)
in which ~X j ( j = 1 · · ·Nξ) and ~Xk (k = 1 · · ·Nψ) represent the boundary points of
subzones ξ and ψ, respectively. Likewise, the outward normal directions along
the interface with respect to these two adjacent subzones (ξ and ψ) are opposite,
i.e. nˆξ = −nˆψ.
Equations (3.89), (3.90), (3.91) and (3.92) formulate a system of equations
for solving the unknown Aξq , Aψr and Bp as well as their normal derivatives
along all the exterior boundaries and interfaces between subzones simultane-
ously. The wave solutions within each subzone and open water can then be
obtained by (3.55), (3.59), (3.61) and (3.65). It may be noted that the infinite p, q
and r have to be truncated to finite numbers based on convergence tests.
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Figure 3.3: Discretization of boundary elements for a general forest region. For each
subzone ξ (= 1 · · · 9), the exterior boundary (Sξ) as well as the interfaces (Dξψ) are di-
vided into elements where Nξ gives the total number of its elements. (X j,Y j) denotes
the boundary points with subscripts bp, es and ee indicating the middle, starting and
end point of jth element, respectively. The dotted line with arrow indicates the direction
of numbering system for each subzone (e.g. Zone 3). α j is the interior angle and ∆S j
represents the element length. nˆ shows the outward normal directions to the bound-
aries of subzones and open water. Note that the number of dots in this figure only
serves the purpose of illustration. A convergence test will be needed in the numerical
computations to determine the resolution of boundary elements.
Fig.3.3 is an example of a general forest configuration, showing the sketch
of discretization on both the exterior boundaries (Sξ) and the interfaces (Dξψ) of
each subzone ξ. Totally 3 patches (Npatch = 3) with 9 subzones (Nzone = 9) are
included. The indices of patches (P = 1 − 3) and of subzones (ξ = 1, 2, · · · , 9)
are both indicated. For each subzone, the total number of boundary points are
given as Nξ, e.g. Zone 3 has N3 elements along both the exterior boundary S3
and two interfaces D13 & D23. The total number of boundary points for the
entire forest region is then given by Nbp|fs = ∑Nξ (i.e. N1 + · · · + N9). Note
that for each subzone, the direction of integration along its boundary has to be
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counterclockwise as shown by dotted line with arrow in Fig.3.3. The interior
angle α and the element length ∆S are both indicated. The outward normal
directions along the boundaries of subzones and of open water are presented as
well.
X
Y
Open waterPatch 2
Zone 4
Zone 5
Patch 1
Zone 1
Zone 2
Zone 3
Patch 3
Zone 6
Zone 7
Zone 8
Zone 9
Figure 3.4: Discretization of the exterior boundaries of forest patches (i.e. the bound-
ary of open water): s denotes the index of boundary point; NP1 , NP2 and NP3 give the
number of boundary points for Patch 1, 2 and 3, respectively. Dashed lines show the
interfaces of subzones. Dotted lines with arrows present the directions for assigning
boundary points. Note that the number of dots in this figure only serves the purpose of
illustration. A convergence test will be needed in the numerical computation to deter-
mine the resolution of boundary elements.
For open water, on the other hand, the boundary has S =
∑
Sξ = S1 + S2 +
· · · + S9. Fig.3.4 shows the corresponding assignment of discrete points along
boundary S with arrows indicating the directions. NPκ denotes the number of
discrete elements along the exterior boundary of κth patch (e.g. NP1 for Patch 1).
Thus, the total number of boundary elements for open water can be obtained by
Nbp|ow = ∑κ NPκ (e.g. NP1 +NP2 +NP3). It must be noted that the order of boundary
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points cannot jump from one patch to another.
3.4 Eddy viscosity
For modeling turbulence by RANS, the eddy viscosity is calculated in general
as a function of position. It is known in uniform flows that the turbulent wake
behind an isolated object is affected by the turbulent intensity of the free stream.
Specifically, Wu and Faeth (1994a) have reported experiments for a sphere in a
steady pipe flow with 0 < Red < 300 and 600 < Red < 1560, and 4% ambient tur-
bulence intensity, that the turbulent wake has mean streamwise velocities scaled
like self-preserving laminar wakes, with enhanced eddy viscosities roughly in-
dependent of position. Moreover, the eddy viscosity increases roughly linearly
with the particle Reynolds number. Within the transitional range, vortex shed-
ding is evident. These observations have been numerically confirmed by Bagchi
and Balachandar (2004) for the range of Red ≤ 610 using DNS simulation. Wu
and Faeth (1994b) later extended the range of free stream turbulence intensity to
2%−9.5% for 125 < Red < 1560 and found that vortex shedding was suppressed
when the turbulence intensity in the free stream exceeded 7%. Wakes were again
similar to those seen in laminar flows. Since every cylinder in the forest is in the
turbulent environment due to neighboring cylinders, it is reasonable to adopt
the simple assumption of constant eddy viscosity while confirmation of course
must await detailed experiments for cylinder arrays similar to Wu and Faeth
(1994a,b).
As stated previously, the eddy viscosity νe is assumed as a constant bulk
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value over a homogeneous subzone and can be determined by using the con-
cept of energy balance (Mei et al. 2014). Namely, the time-averaged energy dis-
sipation rate in a subzone ξ is required to be balanced by the total time-averaged
rate of work done by wave forces on the cylinders inside that specific subzone:
ρνe
"
ξ

∫ 0
−h
"
Ωf
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)2
+
(
∂ui
∂z
+
∂w
∂xi
)2
+
(
∂w
∂z
)2
dx1dx2
 dZ
 dAξ
=
1
2
ρdCD
"
ξ
{∫ 0
−h
[
U (U |U |)
]
dZ
}
dAξ + ρ`2CM
"
ξ
∫ 0
−h
U
(
∂U
∂t
)
dZ
 dAξ (3.93)
where (·) represents the time-averaged quantity over one wave period. Us-
ing the leading-order approximation for the velocity components, the approxi-
mated energy balance equation becomes
ρνe
"
ξ

∫ 0
−h

"
Ωf
1
2
∂u(0)i∂x j + ∂u
(0)
j
∂xi

2
+
(
∂w(0)
∂xi
)2
dx1dx2
 dZ
 dAξ
=
1
2
ρdCD
"
ξ
{∫ 0
−h
[
U (0)
(
U (0)
∣∣∣U (0)∣∣∣)] dZ} dAξ+ρ`2CM"
ξ
∫ 0
−h
U (0)
(
∂U (0)
∂t
)
dZ
 dAξ
(3.94)
Note that the time-averaged rate of work done by the inertia force would van-
ish for periodic waves. Applying (3.32) and (3.33), the above equation can be
written as
ρνe
"
ξ
FKi
∫ 0
−h
∣∣∣∣∣∣∂p˜(0)∂Xi
∣∣∣∣∣∣2 dZ
 + FW ∫ 0
−h
∣∣∣∣∣∣∂ p˜(0)∂Z
∣∣∣∣∣∣2 dZ

 dAξ
=
1
2
ρdCD
"
ξ
{∫ 0
−h
U (0)
(
U (0)
∣∣∣U (0)∣∣∣)dZ} dAξ (3.95)
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where
FK1 =
"
Ωf

∣∣∣∣∣∣∂K˜11∂x1
∣∣∣∣∣∣2 +
∣∣∣∣∣∣∂K˜21∂x2
∣∣∣∣∣∣2 + 12
∣∣∣∣∣∣∂K˜11∂x2
∣∣∣∣∣∣2 +
∣∣∣∣∣∣∂K˜21∂x1
∣∣∣∣∣∣2
 +< [(∂K˜11∂x2
)′
∂K˜21
∂x1
] dx1dx2
FK2 =
"
Ωf

∣∣∣∣∣∣∂K˜12∂x1
∣∣∣∣∣∣2 +
∣∣∣∣∣∣∂K˜22∂x2
∣∣∣∣∣∣2 + 12
∣∣∣∣∣∣∂K˜12∂x2
∣∣∣∣∣∣2 +
∣∣∣∣∣∣∂K˜22∂x1
∣∣∣∣∣∣2
 +< [(∂K˜12∂x2
)′
∂K˜22
∂x1
] dx1dx2
FW =
"
Ωf
1
2
∣∣∣∣∣∣∂W˜∂x1
∣∣∣∣∣∣2 +
∣∣∣∣∣∣∂W˜∂x2
∣∣∣∣∣∣2
 dx1dx2 (3.96)
The cell-averaged velocity U (0) can be obtained from (3.32) and (3.33):
U (0) ≡
√
〈u(0)1 〉2 + 〈u(0)2 〉2
=

[
<
(
−〈K˜11〉∂P˜
(0)
∂X1
e−iωt
)]2
+
[
<
(
−〈K˜22〉∂P˜
(0)
∂X2
e−iωt
)]2
1/2
(3.97)
Note that (·)′ denotes the complex conjugate operator. To determine the bulk
eddy viscosity, the drag coefficient CD needs to be prescribed. As we know,
turbulence can be generated due to the existence of cylinders. Ignoring smaller-
scale eddies, the eddy viscosity model is used to calculate large-scale flow mo-
tions. The eddy viscosity is to characterize the transport and dissipation of
energy in smaller-scale flows. Accordingly, it is reasonable to use the present
energy model, which links the eddy viscosity to the work done by wave forces
on cylinders. As expected, the form drag shall be the main contribution of the
dissipation of wave energy. The wall friction or skin friction effects can then be
considered as being lumped into the drag coefficient in (3.95).
In Mei et al. (2014), the spatial variation of eddy viscosity inside the forest
area was considered. Namely, both νe and CD varied spatially and the energy
balance equation in (3.95) was used for each cell without the area integrals over
the subzone. The empirical drag coefficient formula for steady unidirectional
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flows (Cheng and Nguyen 2011) was employed for estimating the eddy vis-
cosity within each cell. However, since the drag coefficient formula did not
adequately represent the oscillatory flow condition, a fitting coefficient was in-
troduced when comparing the model results with experimental data for each
wave condition. To overcome this shortcoming, a new drag coefficient formula
is introduced in the present approach based on direct measurements of wave
forces by Hu et al. (2014).
In Hu et al. (2014)’s flume experiments, both emergent and submerged cylin-
ders were used. A series of different wave conditions was conducted, including
regular waves and combined wave-current cases. Wave forces acting on four
individual cylinders within the model forest and the mid-depth velocities in the
vicinity of these cylinders were measured directly. Using the Morison-type for-
mula, time-averaged bulk drag coefficients CD over the entire model forest were
calculated. A drag coefficient formula in terms of Reynolds number was pro-
posed for all the experimental cases (see Fig.6 in Hu et al. 2014). In the present
study, only the cases of emergent cylinders are considered. The data of pure
wave conditions are then replotted in Fig.3.5 by re-defining the Reynolds num-
ber based on the tree-related hydraulic radius rv:
Rev =
Umidrv
νw
with rv =
pi
4
d
( n
1 − n
)
(3.98)
where νw is the kinematic viscosity of water and the hydraulic radius rv is ex-
pressed in terms of the porosity n and the cylinder diameter d (Mei et al. 2014).
The dimensional characteristic velocity Umid denotes the spatial-averaged veloc-
ity at middle depth (i.e. Z = −h/2) over the specified forest subzone and can be
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determined by
Umid = ωAinc
2
pi
1
Aξ
"
ξ
(∣∣∣〈u˜(0)1 〉∣∣∣2 + ∣∣∣〈u˜(0)2 〉∣∣∣2)1/2
Z=−h/2
dX1dX2
= ωAinc
2
pi
1
Aξ
"
ξ
∣∣∣∣∣∣−〈K˜11〉∂P˜(0)∂X1
∣∣∣∣∣∣2 +
∣∣∣∣∣∣−〈K˜22〉∂P˜(0)∂X2
∣∣∣∣∣∣2
1/2
Z=−h/2
dX1dX2 (3.99)
where Aξ denotes the area of subzone ξ and (3.33) is used for the amplitude of
cell-averaged velocity.
As indicated in Fig.3.5, a best-fitting curve for the available data over a range
of Reynolds number (7.5 × 103 < Rev < 2.5 × 105) is obtained as
CD =
50
Re0.43v
+ 2.13
[
1 − exp
(
− Rev
120.74
)]
(3.100)
with the root-mean-square error of 0.606. Adopting the new Reynolds number
based on hydraulic radius, the drag formula can be generalized for different
cell configurations and cylinder shapes. Note that three vegetation densities,
referred as VD1, VD2 and VD3, were used in Hu et al. (2014). The cell con-
figuration and the associated porosity n in their experiments can be found in
Fig.3.1a. It should also be pointed out that (3.100) has the same form as the
formula proposed by Cheng and Nguyen (2011). For a fixed incident wave am-
plitude, longer waves lead to smaller Reynolds numbers and (3.100) is approx-
imately equal to the formula in Cheng and Nguyen (2011), which is for steady
unidirectional flow. It is remarked here that the drag coefficient under oscilla-
tory waves can also depend on the Keulegan-Carpenter (KC) number, which is
defined as
KC = 2piAinc/d (3.101)
However, Sumer and Fredsøe (2006) suggested that for a single vertical cylin-
der the drag coefficient becomes less sensitive to the Keulegan-Carpenter (KC)
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number when it is greater than 13 for a relatively large Reynolds number. In
Hu et al. (2014), the KC number is between 10.47 and 27.80, which falls in the
regime that the drag coefficient is less dependent on the KC number.
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Figure 3.5: Drag coefficient formula – circles show the pure wave data in Hu et al. (2014)
and the solid line denotes the best-fitting formula (3.100).
Similar to Mei et al. (2014), an alternative definition of the Reynolds number
is by using the depth-averaged velocity rather than that at middle depth:
Reavev =
Uaverv
νw
with rv =
pi
4
d
( n
1 − n
)
(3.102)
in which
Uave = ωAinc
2
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1
Aξ
"
ξ
[
1
h
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−h
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−h
∣∣∣∣∣∣− 〈K˜11〉 ∂P˜(0)∂X1
∣∣∣∣∣∣2 +
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1/2 dZ
 dX1dX2
(3.103)
It appears that the above two formulas (3.98) and (3.102) lead to very close val-
ues of drag coefficient within the range of available Reynolds numbers. There-
fore, in this study (3.98) along with (3.100) are used in order to be consistent
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with the experimental data by Hu et al. (2014). Once the drag coefficient is de-
termined, the bulk eddy viscosity for subzone ξ can then be obtained by
νe =
1
2
ωAincdCD

!
ξ
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FKi
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∣∣∣∣∂p˜(0)∂Xi ∣∣∣∣2 dZ] + FW [∫ 0−h ∣∣∣∣∂ p˜(0)∂Z ∣∣∣∣2 dZ]} dAξ

∗
, i = 1, 2
(3.104)
Note that all the variables inside the braces at the RHS of (3.104) are dimension-
less (with an asterisk as a reminder) and the definitions of FKi and FW can be
found in (3.96).
An iterative scheme is established to determine the bulk eddy viscosity.
Within each iteration, the cell problem (i.e. K˜i j, W˜ and A˜ j) is first solved with
the eddy viscosity obtained from the previous iteration. Based on the cell prob-
lem solutions, the complex coefficients Mξ and Nξ for each subzone ξ, as defined
in (3.43) and (3.45), can be readily calculated and the macro-scale wave dynam-
ics can then be solved. Using the macro-scale solutions, the Reynolds number
and bulk drag coefficient for each subzone are computed by (3.98) and (3.100).
The corresponding bulk eddy viscosity is then updated by (3.104). Here the
convergence criterion is to require the relative error of the dimensionless bulk
eddy viscosity for each subzone ξ obtained from two successive iterations to be
less than 10−5: ∣∣∣σ(nt+1) − σ(nt)∣∣∣
σ(nt)
< 10−5, σ =
νe
ω`2
(3.105)
where the superscript (nt) and (nt + 1) respectively denote the (nt)th and (nt + 1)th
iteration.
45
 Initial guess for the iteration process
To initiate the iteration, an appropriate initial guess of eddy viscosity is
needed. Two formulas based on Mei et al. (2011) and Tanino and Nepf (2008a,b)
are tested. First, the empirical formula suggested by Mei et al. (2011) is used as
an initial guess:
νe = 1.86(1 − n)2.06U0` (3.106)
in which U0 represents the depth-averaged horizontal water particle velocity for
long-wave condition (i.e. U0 =
√
gh0Ainc/h0 = ωAinc/kinch0). To extend the for-
mula to waves of intermediate length, U0 in (3.106) is replaced by the following
characteristic velocity scale:
U0 =
(
ωAinc
kinch0
)
tanh(kinch0)
kinch0
(3.107)
In addition, Tanino and Nepf (2008a) conducted experiments on steady
flows through random cylinder arrays and proposed
√
kt
Up
= 1.1
(
2
pi
CD
1 − n
n
)1/3
(3.108)
where kt and Up represent the mean turbulent kinetic energy and the mean flow
velocity across the cylinders, respectively. By using (3.107) as Up and calculate
the drag coefficient by (3.100), the eddy viscosity can also be estimated by
νe = ced
√
2
3
kt = 0.071
(
CD
1 − n
n
)1/3 (
ωAinc
kinch0
)
tanh(kinch0)
kinch0
d (3.109)
where the coefficient ce=0.092 is used. The dimensionless eddy viscosity can
then be derived from σ = νe/ω`2.
The above two initial guesses yield the same converged result within a few
iteration. For both formulas, the ratios of initial guesses to converged values
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roughly range from 2 to 6. The relative difference between the resulting values
of the dimensionless eddy viscosity is less than 1%. For all the tests, it has been
shown that the convergence is satisfied within 10-20 iterations. The convergence
histories for two representative cases in Table 3.1 are provided in Fig.3.6. An-
other two extreme initial guesses (i.e., 10−9 and 100) are also tested to check the
sensitivity of converged eddy viscosity to the proposed iterative scheme.
0 2 4 6 8 10
10−10
10−5
100
σ
# of iteration
0 2 4 6 8 10
10−4
10−3
# of iteration
(a) wave0410
0 2 4 6 8 10
10−10
10−5
100
σ
# of iteration
0 2 4 6 8 10
10−4
10−3
# of iteration
(b) wave0412
Figure 3.6: Convergence histories of the iterative scheme with different initial guesses
for two cases in Table 3.1: squares – (3.106), circles – (3.109). The right figure shows more
detailed convergence history. Another two extreme initial guesses were also tested and
shown in the left figure, i.e. σini = 10−9 (diamonds) and 100 (triangles).
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3.5 Cornell HomogEnization model for WAve-VEgetation in-
teraction – Periodic waves
Based on the present approach, a computing program named CHEWAVE–P
(Cornell HomogEnization model on WAve-VEgetation interaction – Periodic
waves) has been developed. The model has the capability of solving the macro-
scale wave propagations through a general forest region. The connection be-
tween micro- and macro-scale problems is also made. The iterative scheme for
determining the bulk eddy viscosity for each subzone is included as well. To
conduct the numerical computation with the present model, several inputs are
required, such as incident wave conditions, forest properties, discretization of
forest boundary and the desired computational domain. The outputs of this
model include the corresponding drag coefficient, Reynolds number and eddy
viscosity for each subzone. In addition, the dimensionless free surface eleva-
tion over the entire computational domain would be provided. A flow chart for
running the numerical computation is shown in Fig.3.7 and the details can be
found in Appendix B.1.
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Solve Cell Problem - FEM
Solve Macro-scale Problem - BIEM
Figure 3.7: Flowchart of the present numerical model
3.6 Model validation and numerical results
In this section, the model results are compared with theoretical solutions and
laboratory experiments. Three special forest configurations are considered. The
flume test in Hu et al. (2014) is first used to study the wave decay within a model
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forest belt, where the semi-analytical solutions are also provided. Since only
the normally incident conditions were considered in Hu et al. (2014)’s tests, the
semi-analytical solutions with zero incident angle are first compared with their
experimental measurements. Using the same test conditions, model results are
then extended to obliquely incidences and the discussion on different incident
angles are provided. A circular forest is selected as a special configuration with
finite extent. The corresponding semi-analytical solutions are provided, which
are used as a preliminary validation of the present numerical model based on
boundary integral equation method. With the homogeneous configuration, a
bulk eddy viscosity throughout the entire region is assumed. A series of labo-
ratory experiments conducted at the University of Cantabria is used for data-
model comparisons. To explore the present model further, the experiments on
multiple circular forest patches (Maza 2015) are used as another special con-
figuration. Numerical results and the comparisons with experimental data are
presented herein.
3.6.1 Water waves propagating through a forest belt
3.6.1.1 Semi-analytical solutions
We first consider a homogeneous forest belt with an infinite length (i.e. −∞ <
Y < ∞) but a finite width (i.e. 0 ≤ X ≤ LF). Due to the infinite length, we here
present the theoretical solutions instead of using the boundary integral method.
Assuming the direction of incident waves has an angle θ with the X−axis, the
total solution in the incident region (with subscript I) can be readily obtained by
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solving the Laplace’s equation in (3.51):
φI(X, Y, Z) = A0
cosh k0(Z + h)
cosh k0h
ei(α0X+β0Y) + A0R
cosh k0(Z + h)
cosh k0h
e−i(α0X−β0Y)
+
∞∑
p=1
Ap
cos κp(Z + h)
cos κph
eλpXeiβ0Y , X < 0 (3.110)
in which the solutions include incident and reflected waves (i.e. the 1st and
2nd term on the RHS), as well as the evanescent waves (i.e. the 3rd term on
the RHS), which decay exponentially away from the forest. Likewise, in the
transmission region (with subscript T), the transmitted and evanescent waves
are both included:
φT(X, Y, Z) = A0T
cosh k0(Z + h)
cosh k0h
ei(α0X+β0Y)
+
∞∑
p=1
Bp
cos κp(Z + h)
cos κph
e−λpXeiβ0Y , X > LF (3.111)
where
α0 = k0 cos θ, β0 = k0 sin θ and λp =
(
κ2p + β
2
0
)1/2
(3.112)
Note that in both (3.110) and (3.111) the scattered waves are restricted to be
outgoing at infinity. A0 = −i is determined by (3.49), while |R| and |T | respectively
denote the reflection and transmission coefficients. The dispersion relationship
for open water (both incidence and transmission regions) is shown in (3.62). It
can also be expressed as
1 = k0 tanh k0h and 1 = −κp tan κph (p ≥ 1) (3.113)
where k0 and κp are both real roots.
Inside the forest (with subscript F), on the other hand, the solutions can be
found by solving (3.46):
φF(X, Y, Z) =
∞∑
q=0
cosh kˆq(Z + h)
cosh kˆqh
[
CqeiαˆqX + Dqe−iαˆqX
]
eiβ0Y , 0 ≤ X ≤ LF (3.114)
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which can be alternatively expressed as
φF =
∞∑
q=0
cosh kˆq(Z + h)
cosh kˆqh
[
Eq cos
(
αˆqX
)
+ Fq sin
(
αˆqX
)]
eiβ0Y , 0 ≤ X ≤ LF (3.115)
with
αˆq =
[(
γkˆq
)2 − β20]1/2 and γ = ( n + Nn + M
)1/2
(3.116)
The dispersion relationship inside the forest is in (3.56):
1 =
(n + N
n
)
kˆq tanh kˆqh (q ≥ 0) (3.117)
where kˆq are complex roots.
The unknown coefficients – R, T , Ap, Bp, Cq and Dq – are to be determined
from the matching conditions, requiring continuous pressure and normal mass
fluxes along the edges of forest (i.e. X = 0 and X = LF). As presented in (3.66)
and (3.68), along the interface between forest and incidence region (i.e. X = 0),
it is imposed that
φI = φF and
∂φI
∂X
= (n + M)
∂φF
∂X
, −h < Z < 0 (3.118)
and along X = LF we have
φF = φT and (n + M)
∂φF
∂X
=
∂φT
∂X
, −h < Z < 0 (3.119)
Substituting the solutions in (3.110), (3.111), and (3.114) into the above match-
ing conditions and taking advantage of the orthogonality properties of hyper-
bolic cosine function as shown in (3.70), six linear algebraic equations, i.e. (C.3),
(C.4), (C.5), (C.10), (C.11), (C.12), can be obtained for solving the unknown co-
efficients. Detailed derivations can be found in Appendix C.1. The resulting
system of equations shall be solved numerically.
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3.6.1.2 Normally incident waves
In the following, we first present the cases of normally incident waves (i.e. θ = 0)
and compare with the experimental data by Hu et al. (2014). In Hu et al. (2014)’s
laboratory experiments, the model forest has a width of 6 m and is composed of
circular wooden cylinders with 1 cm in diameter, which are uniformly installed
in space as shown in Fig.3.1a. Three cylinder spacings are tested, i.e. `=18,
12 and 6 cm. The corresponding porosities are 99.51 %, 98.91 % and 95.63 %,
respectively. Since the multi-scale perturbation method requires the wavelength
to be much greater than the spacing between cylinders:
`/L  O(1) (3.120)
only the cases with `=6 cm, which have `/L ≤ 0.05, are used for the purpose of
checking the present theory. The test conditions can be found in Table 3.1. All
the incident waves are within the range of intermediate wavelength. The free
surface elevation was measured by five wave gauges equally-spaced inside the
forest.
Table 3.1: Experimental conditions and dimensionless parameters in Hu et al. (2014)
Case Name h0 (cm) T (s) Ainc (cm) L (m) kinch0 kincAinc Ainc/h0 Rev CD σ
wave0410
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1.0 1.71 1.3038 1.2048 0.0824 0.0684 6485.52 3.2762 3.7075E-04
wave0412 1.2 1.76 1.6596 0.9465 0.0667 0.0705 7264.74 3.2216 5.7439E-04
wave0610 1.0 2.52 1.3038 1.2048 0.1215 0.1009 8600.61 3.1450 6.0532E-04
wave0612 1.2 2.60 1.6596 0.9465 0.0983 0.1039 9640.77 3.0963 9.3084E-04
wave0812 1.2 3.43 1.6596 0.9465 0.1299 0.1372 11573.83 3.0232 1.3196E-03
wave0815 1.5 3.53 2.1732 0.7228 0.1019 0.1410 12590.86 2.9914 2.1282E-03
wave1015 1.5 4.42 2.1732 0.7228 0.1279 0.1770 14373.43 2.9436 2.8153E-03
The above h0, T , Ainc and L represent the constant water depth, the incident wave period, wave
amplitude and wavelength, respectively. kinc denotes the incident wavenumber. For all the
cases, the width of the forest region LF is 6 m and the porosity n is 95.63% (i.e. `=6 cm), which is
referred as VD3 in Hu et al. (2014).
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Figure 3.8: Spatial variation of normalized dimensionless wave amplitude inside the
model forest (i.e. |η∗| / |η∗(0)|) for normal incidence (i.e. θ = 0). Solid squares represent
the laboratory measurements by Hu et al. (2014), while solid lines show the numerical
results by present model. The wave conditions can be found in Table 3.1 (wave0410,
0412, 0610, 0612).
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Figure 3.9: Spatial variation of normalized dimensionless wave amplitude inside the
model forest (i.e. |η∗| / |η∗(0)|) for normal incidence (i.e. θ = 0). Solid squares represent
the laboratory measurements by Hu et al. (2014), while solid lines show the numerical
results by present model. The wave conditions can be found in Table 3.1 (wave0812,
0815, 1015).
In Fig.3.8 and 3.9, the spatial variation of normalized dimensionless wave
amplitude inside the forest is compared with the experimental data. The agree-
ment between model results and data is good for the first four cases (i.e.
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wave0410, 0412, 0610 and 0612 in Fig.3.8). The discrepancy becomes notice-
able for the last three cases (i.e. wave0812, 0815 and 1015 in Fig.3.9). As shown
in Table 3.1, the nonlinearity, being measured as the ratio of incident wave am-
plitude to water depth (i.e. Ainc/h0), becomes relatively large for the last three
cases, which could be the cause for the increasing discrepancy since the present
theory is developed for small-amplitude waves. It is remarked here that some
of the laboratory experiments discussed in Mei et al. (2014), e.g. the experiments
in Augustin (2007), Augustin et al. (2009) and Wu et al. (2011, 2012), have also
been checked with the present theory. The agreement between model results
and experimental data is also reasonable for the cases where Ainc/h0 is less than
1/10.
In addition to the macro-scale wave dynamics, the micro-scale flow fields
within cells can be obtained by the present model. Using Case wave0410 in Ta-
ble 3.1 and choosing three locations within the model forest (i.e. X = 1, 3, 5 m),
the horizontal velocity fields at the mean water level around the cylinders are
presented at several instants in Fig.3.10 to 3.12. It can be observed that the sym-
metric eddies are formed near the central cylinder due to the boundary effects
when the flow reversal is right about happening. Small eddies near the cylin-
ders at four corners can also be seen. It should be noted that only Reynolds-
averaged velocity is presented by the present theory.
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Figure 3.10: Snapshots of horizontal velocity fields X = 1 m for wave0410 in Ta-
ble 3.1. From left to right and top to bottom, the dimensionless time is t/T =
0, 0.03, 0.13, 0.26, 0.39, 0.63.
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Figure 3.11: Snapshots of horizontal velocity fields at X = 3 m for wave0410 in
Table 3.1. From left to right and top to bottom, the dimensionless time is t/T =
0, 0.03, 0.13, 0.26, 0.39, 0.63.
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Figure 3.12: Snapshots of velocity fields at X = 5 m for wave0410 in Table
3.1. From left to right and top to bottom, the dimensionless time is t/T =
0, 0.03, 0.13, 0.26, 0.39, 0.63.
3.6.1.3 Obliquely incident waves
In addition to normal-incident waves, here we extend the model results from
Hu et al. (2014)’s experiments by considering three non-zero incident angles
(i.e. θ = pi/6, pi/4 and pi/3). The same wave conditions in Table 3.1 are used. The
corresponding dimensionless parameters are presented in Table 3.2. The nor-
malized dimensionless wave amplitude inside the forest for different incident
angles are presented in Fig.3.13. Obviously larger incident angle (e.g. θ = pi/3)
results in smaller Reynolds numbers and consequently greater drag coefficients
and more energy dissipation inside the forest. In addition, larger incident waves
with the same wave period (e.g. wave0410 and wave0610) lead to more dissipa-
tion. Fig.3.15 shows the instantaneous free surface elevation over both outside
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and inside the forest region with four different incident angles for wave0410.
The wave diffraction pattern can be clearly identified.
Table 3.2: Dimensionless parameters for different incident angles
Case Name Reθ1v C
θ1
D σ
θ1 Reθ2v C
θ2
D σ
θ2 Reθ3v C
θ3
D σ
θ3
wave0410 6171.29 3.3010 3.5804E-04 5776.42 3.3348 3.4391E-04 5065.97 3.4048 3.1953E-04
wave0412 6917.53 3.2448 5.5416E-04 6477.86 3.2768 5.3155E-04 5692.87 3.3424 4.9161E-04
wave0610 8071.14 3.1732 5.8734E-04 7422.60 3.2115 5.6756E-04 6310.35 3.2898 5.3428E-04
wave0612 9059.44 3.1226 9.0265E-04 8343.40 3.1584 8.7032E-04 7126.48 3.2306 8.1374E-04
wave0812 10744.18 3.0523 1.2884E-03 9749.63 3.0917 1.2511E-03 8137.25 3.1695 1.1822E-03
wave0815 11693.17 3.0193 2.0763E-03 10630.72 3.0565 2.0089E-03 8930.04 3.1287 1.8802E-03
wave1015 13197.65 2.9741 2.7637E-03 11850.96 3.0141 2.6904E-03 9803.02 3.0894 2.5295E-03
Note: The test conditions for the above cases can be found in Table 3.1. The superscripts θ1, θ2
and θ3 represent the incident angle equal to pi/6, pi/4 and pi/3, respectively.
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Figure 3.13: Spatial variation of normalized dimensionless wave amplitude inside the
model forest (i.e. |η∗| / |η∗(0)|) for different incident angles θ. The wave conditions can be
found in Table 3.1 (wave0410, 0412, 0610, 0612).
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Figure 3.14: Spatial variation of normalized dimensionless wave amplitude inside the
model forest (i.e. |η∗| / |η∗(0)|) for different incident angles θ. The wave conditions can be
found in Table 3.1 (wave0812, 0815, 1015).
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Figure 3.15: Snapshots of the dimensionless free surface elevation over the outside and
inside forest region with different incident angles at time t = kTT for Case wave0410,
where kT can be any arbitrary integer. The forest region is within the dashed lines.
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3.6.2 Water waves scattered by a circular forest
In the second example, a homogeneous circular forest with radius R is consid-
ered where a constant bulk eddy viscosity is assumed over the entire region.
In the following, we first derived the semi-analytical solutions for both inside
and outside regions and compare with the numerical results obtained from the
boundary integral equation method in Sec.3.3, in which negligible differences
are found. Besides, a set of laboratory experiments was conducted at the Uni-
versity of Cantabria in Spain. The comparisons between numerical results and
experimental data are also presented.
3.6.2.1 Semi-analytical solutions
Expressing (3.46) in cylindrical coordinates, the governing equations for a cir-
cular forest (with subscript F) becomes
1
r
∂
∂r
(
r
∂φF
∂r
)
+
1
r2
∂2φF
∂θ2
+
( n + N
n + M
)
∂2φF
∂Z2
= 0, r < R (3.121)
where the solution can be obtained as
φF = A0
∞∑
m=0
mimcosmθ
 ∞∑
q=0
BmqJm(γkˆqr)
coshkˆq(Z + h)
coshkˆqh
 , r < R (3.122)
in which Jm denotes the Bessel functions of the first kind and m is the Jacobi
symbol, defined as
0 = 1; m = 2 when m ≥ 1 (3.123)
The dispersion relationship is as presented in (3.117):
1 =
(n + N
n
)
kˆq tanh kˆqh (q ≥ 0) (3.124)
60
where kˆq are complex roots. Likewise, for open water (with subscript S), (3.51)
in cylindrical coordinates becomes
1
r
∂
∂r
(
r
∂φS
∂r
)
+
1
r2
∂2φS
∂θ2
+
∂2φS
∂Z2
= 0, r > R (3.125)
and the solution can be readily found as
φS = A0
∞∑
m=0
mimcosmθ
{[
Jm(k0r) +Cm0H(1)m (k0r)
] coshk0(Z + h)
coshk0h
}
+ A0
∞∑
m=0
mimcosmθ
 ∞∑
p=1
CmpKm(κpr)
cosκp(Z + h)
cosκph
 , r > R (3.126)
in which H(1)m and Km respectively denote the Hankel function of the first kind
and the modified Bessel function of the second kind. The open water solution in
(3.126) includes both incident waves (i.e. the 1st term on the RHS) and scattered
waves. The corresponding dispersion relationship is shown in (3.113):
1 = k0 tanh k0h and 1 = −κp tan κph (p ≥ 1) (3.127)
where k0 and κp (p ≥ 1) are real roots.
Similar to the forest belt problem, the unknown coefficients Cm0, Cmp and Bmp
can be determined by applying the matching conditions along r = R:
φS = φF, −h < Z < 0 (3.128)
and
∂φS
∂r
= (n + M)
∂φF
∂r
, −h < Z < 0 (3.129)
The detailed derivations are provided in Appendix C.2. The resulting system of
equations (C.17), (C.18) and (C.19) is solved numerically.
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3.6.2.2 Laboratory experiments
To check the present theoretical/numerical model on the estimation of wave
scattering and attenuation by a finite forest region, a series of experiments was
conducted in the Directional Wave Basin at the University of Cantabria (Spain)
to establish a benchmark database for data-model comparison. The wave basin
is 28 m long, 8.6 m wide and 1.2 m deep and is equipped at one end with 10 pad-
dles of a piston-type wave generation system. A gravel beach with a uniform
slope (1:12) is used as passive wave absorber at the other end of the wave basin.
A circular forest region with 3 m in diameter is placed approximately 10.70 m
from the wave machine and consists of 880 rigid circular cylinders, which are
made of wood and have 3 cm in diameter. The cylinders are equally spaced
in the forest region, forming a regular series of square cells. The cell configu-
ration can be found in Fig.3.1b. The porosity is estimated as 91.27 %. The test
layout is shown in Fig.3.16. Two lateral absorbers are installed to reduce the
influence of side walls. Totally 22 wave gauges are used to measure the water
surface elevation inside and outside of the forest. Several photos taken during
the experiments are shown in Fig.3.17. Two water depths with different wave
conditions are tested. Table 3.3, 3.4, 3.5 and 3.6 show all the experimental con-
ditions and dimensionless parameters. Only one set of experiments, i.e. Table
3.4 in which the water depth is 40 cm, is presented and discussed herein. The
incident wave condition for each case is determined based on the averaged sig-
nificant wave height from gauges #1, 2 and 3, which are nearest to the wave
maker.
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Figure 3.16: Circular forest test layout. In the top view, dots and squares represent the
resistive-type and acoustic-type wave gauges, respectively. All the gauges are num-
bered. C-L denotes the centerline (i.e. Y = 0). Note that the distances between wave
gauge 1, 2 and 3 (i.e., X12 and X23) vary with different wave periods.
Figure 3.17: Photos taken during experiments (provided by University of Cantabria)
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Table 3.3: Experimental conditions and dimensionless parameters – Frequency Test I
Case h0 (cm) T (s) Hinc (cm) L (m) kinch0 kincAinc Rev CD σ
3F2
30
1.00 4.82 1.3729 1.3729 0.1103 15014.07 2.9408 8.0741E-04
3F3 1.25 5.62 1.8675 1.0094 0.0945 18745.40 2.8931 1.6587E-03
3F4 1.50 5.58 2.3421 0.8048 0.0748 19423.93 2.8866 2.4481E-03
3F5 1.75 5.34 2.8041 0.6722 0.0598 19237.53 2.8883 3.1801E-03
3F6 2.00 5.58 3.2578 0.5786 0.0538 20278.27 2.8790 4.2983E-03
3F7 2.25 5.56 3.7060 0.5086 0.0471 20434.29 2.8776 5.3225E-03
3F8 2.50 5.10 4.1503 0.4542 0.0386 19135.86 2.8893 5.7201E-03
3F9 2.75 5.54 4.5919 0.4105 0.0379 20719.75 2.8753 7.4942E-03
The above h0, T and L represent the constant water depth, the incident wave period and wave-
length, respectively. The incident wave height Hinc is obtained from averaged significant wave
height from wave gauges #1, 2 and 3. kinc denotes the incident wavenumber. For all the cases,
the diameter of the circular forest is 3 m and the cell porosity is approximately 91.27 %.
Table 3.4: Experimental conditions and dimensionless parameters – Frequency Test II
Case h0 (cm) T (s) Hinc (cm) L (m) kinch0 kincAinc Rev CD σ
4F2
40
1.00 4.90 1.4637 1.7170 0.1052 9828.72 3.0883 7.0404E-04
4F3 1.25 5.54 2.0519 1.2249 0.0848 13361.28 2.9696 1.2800E-03
4F4 1.50 5.38 2.6158 0.9608 0.0646 14275.02 2.9460 1.8511E-03
4F5 1.75 5.30 3.1616 0.7949 0.0527 14768.23 2.9342 2.4956E-03
4F6 2.00 5.22 3.6950 0.6802 0.0444 15016.99 2.9284 3.2094E-03
4F7 2.25 5.04 4.2199 0.5956 0.0375 14901.79 2.9311 3.8804E-03
4F8 2.50 5.06 4.7390 0.5303 0.0335 15192.30 2.9244 4.7287E-03
4F9 2.75 5.22 5.2537 0.4784 0.0312 15743.71 2.9123 5.7838E-03
Table 3.5: Experimental conditions and dimensionless parameters – Amplitude Test I
Case h0 (cm) T (s) Hinc (cm) L (m) kinch0 kincAinc Rev CD σ
3A2
30
1.00 4.82 1.3729 1.3729 0.1103 15014.07 2.9408 8.0741E-04
3A3 1.00 7.56 1.3729 1.3729 0.1729 21819.78 2.8666 1.4958E-03
3A4 2.50 2.44 4.1503 0.4542 0.0185 9822.17 3.0787 2.2046E-03
3A5 2.50 5.10 4.1503 0.4542 0.0386 19135.86 2.8893 5.7201E-03
3A6 2.50 7.18 4.1503 0.4542 0.0544 25720.44 2.8408 8.7010E-03
3A9 4.00 2.50 6.7757 0.2782 0.0116 10015.90 3.0707 4.9067E-03
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Table 3.6: Experimental conditions and dimensionless parameters – Amplitude Test II
Case h0 (cm) T (s) Hinc (cm) L (m) kinch0 kincAinc Rev CD σ
4A2
40
1.00 5.54 1.4637 1.7170 0.1189 9828.72 3.0883 7.0404E-04
4A3 1.00 7.22 1.4637 1.7170 0.1550 13673.37 2.9613 1.1784E-03
4A4 2.50 2.26 4.7390 0.5303 0.0150 9822.17 3.0787 2.2046E-03
4A5 2.50 5.06 4.7390 0.5303 0.0335 15192.30 2.9244 4.7287E-03
4A6 2.50 6.94 4.7390 0.5303 0.0460 25720.44 2.8408 8.7010E-03
4A9 4.50 2.66 8.7958 0.2857 0.0095 10015.90 3.0707 4.9067E-03
To check the present model, the measurements on surface elevation within
the time record, where only the incident waves are included, shall be used.
Namely, the time record in use starts from the first wave until the first reflected
wave from the beach arriving at the specific wave gauge. It must be noted that
we need to detect the first wave at each gauge with an exclusion of the "ramp-
up" or "ramp-down" at the very beginning of wave signals. In the following
analysis, the significant wave height is used as the approximate wave height:
H1/3 =
1
Nw/3
Nw/3∑
iw=1
Hiw (3.130)
where iw is not the sequence number in the record (i.e. sequence in time). In-
stead, iw denotes the rank number of the wave based on the wave height (i.e.
iw = 1 represents the highest wave and so on). Nw denotes the number of waves
in the time record which only includes incident waves. As mentioned before,
averaging the significant wave heights from gauges #1, 2 and 3, which are near-
est to the wave maker, gives the incident wave condition for each case:
Hinc =
1
3
3∑
iwg=1
H1/3, iwg , iwg : wave gauge number (3.131)
Accordingly, the incident wave heights for each case in Table 3.3 – 3.6 are de-
termined from (3.131). It is remarked that the relative differences between the
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averaged incident wave height, i.e. Hinc in (3.131), and the respective significant
wave heights from gauges #1, 2, and 3 are within ± 5% for all the cases.
3.6.2.3 Numerical results
We first compare the numerical results with the semi-analytical solutions pre-
sented in Sec.3.6.2.1 as a preliminary validation of the present model based on
the boundary integral equation method. For the circular forest, the outward
normal direction of the boundary can be represented by r as shown in Fig.3.18,
i.e. r ≡ nˆξ = −nˆS. The matching conditions in (3.89) and (3.90) can then be
modified as:
Π(kˆq)
cosh kˆqh
(
Gq
)
i j
(
∂Aq
∂r
)
j
= A0
Γ0q
cosh k0h
(
eik0X1
)
i
−
∞∑
p=0
Γpq
cosh kph
(
Qp
)
im
(
∂Bp
∂r
)
m
(3.132)
and
(n + M)
∞∑
q=0
Γqp
cosh kˆqh
(
∂Aq
∂r
)
i
= A0δ0p
Π(k0)
cosh k0h
(
∂eik0X1
∂r
)
i
+
Π(kp)
cosh kph
(
∂Bp
∂r
)
i
(3.133)
in which i & j = 1 · · ·NF and m = 1 · · ·NS, whereNS = NF denote the total number
of elements along the boundary of the circular forest. A system of equations is
then formulated for solving ∂Aq/∂r and ∂Bp/∂r.
To conduct the numerical computations, the discretization of forest bound-
ary has to be done beforehand (e.g. Fig.3.18). Note that for a single homo-
geneous circular forest, subzone ξ is equivalent to the entire forest region F.
Different numbers of boundary elements are examined as a convergence test.
Comparing with the semi-analytical solutions in (3.122) and (3.126), the mean
relative error (%) of the numerical results over the computational domain for
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different discretization resolutions are presented in Fig.3.19a. A part of the di-
mensionless wave amplitude profiles along the centerline is shown in Fig.3.19b.
It can be observed that the numerical results are approaching the semi-analytical
solutions when the number of boundary elements is increased, i.e. the central
angle is decreased. Therefore, following the convergence test and requiring the
mean error lower than 0.1 %, the number of boundary elements for a single
circular forest is set as 180 (i.e. NF = 180) with pi/90 rad as the central angle. Uni-
form solution along each element is assumed. Once the unknown functionsAq
and Bp along the boundaries are solved, the wave solutions within the circular
forest and open water can be obtained by (3.55), (3.59), (3.61) and (3.65).
Figure 3.18: Sketch of the discretization of boundary elements (dotted lines) for a homo-
geneous circular forest patch. A single bulk eddy viscosity and drag coefficient can be
yielded. Point (X j, Y j) denotes the middle point of jth element with interior angle α = pi
for smooth element. Sξ denotes the boundary of patch ξ with nˆξ and nˆS showing the
outward normal directions from the forest side and the open water region, respectively.
In numerical computation, the total number of elements Nξ for one single patch is set
as 180 with θ = 2◦.
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Figure 3.19: Comparison of numerical results for a circular forest by using different
resolutions of boundary elements: (a) shows the mean relative error (%) comparing
with the semi-analytical solutions in (3.122) and (3.126); (b) shows the dimensionless
wave amplitude along the centerline obtained by different discretization.
The instantaneous free surface elevation over both outside and inside the
forest region for four different cases are presented in Fig.3.20. Clearly, incident
waves are diffracted by the circular forest, while wave amplitudes are reduced
because of the energy dissipation inside the forest. The diffracted waves con-
verge behind the circular forest, resulting in a slightly increasing wave ampli-
tude.
We further compare the numerical results with experimental data for those
cases given in Table 3.4. As illustrated in Fig.3.21 and 3.22, the comparisons
between model results and the laboratory measurements are made along the
centerline (Y = 0) and the off-centerline (Y = −R/2). Note the dimensionless
gauge data represents the significant wave height normalized by incident wave
height. Overall, the agreement between model results and data is reasonably
good. It is also clearly seen in Fig.3.21 and 3.22 that wave scattering and re-
flection by the forest are not negligible, which cause the oscillatory patterns in
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wave amplitude envelopes. It is also not surprising to observe that the forest is
a more efficient damper for shorter waves.
(a) 4F2 (b) 4F3
(c) 4F4 (d) 4F5
Figure 3.20: Representative snapshots of the dimensionless free surface elevation over
the outside and inside forest region at time t = kTT , where kT can be any arbitrary
integer. The dashed line shows the forest boundary.
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(a) Model results vs. experimental data – Case 4F2
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(b) Model results vs. experimental data – Case 4F3
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(c) Model results vs. experimental data – Case 4F4
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(d) Model results vs. experimental data – Case 4F5
Figure 3.21: Spatial variation of dimensionless wave amplitude inside the circular forest
(|η|) along Y=0 and Y=-R/2 for cases 4F2 – 4F5. Y = 0: WG4, 6, 9, 14, 16, 19; Y = −R/2:
WG5, 7, 10, 15, 17, 20. Solid squares represent the gauge data; solid lines show the
model results; and the dotted lines indicate the forest edges.
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(a) Model results vs. experimental data – Case 4F6
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(b) Model results vs. experimental data – Case 4F7
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(c) Model results vs. experimental data – Case 4F8
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(d) Model results vs. experimental data – Case 4F9
Figure 3.22: Spatial variation of dimensionless wave amplitude inside the circular forest
(|η|) along Y=0 and Y=-R/2 for cases 4F6 – 4F9. Y = 0: WG4, 6, 9, 14, 16, 19; Y = −R/2:
WG5, 7, 10, 15, 17, 20. Solid squares represent the gauge data; solid lines show the
model results; and the dotted lines indicate the forest edges.
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As indicated in Table 3.4, the range of Reynolds numbers for this set of ex-
periments is between 9,828 and 15,744, which is within the limits for the drag
coefficient formula (3.100). However, the corresponding KC numbers are rela-
tively small, i.e. KC ≤ 5.80. The discrepancies between experimental data and
model results could also be caused by the imperfection of experimental set-up
that cannot totally eliminate reflections from the boundaries of wave basin.
Similar to Sec.3.6.1.2, the micro-scale flow fields within cells can be solved
by the present model. In Figs.3.23 – 3.25, three different locations along the
centerline of the circular forest are selected to present the horizontal velocity
fields at the mean water level at different instants. Symmetric eddies are also
observed at two sides of the central cylinder when the reversal of wave flows is
about to happen. Similar flow patterns can be found in Mei et al. (2014).
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Figure 3.23: Snapshots of horizontal velocity fields at X = −0.78 m, Y = 0.0 m for Case
4F2 in Table 3.4. From left to right and top to bottom, the dimensionless time is t/T =
0.13, 0.25, 0.33, 0.35, 0.37, 0.42.
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Figure 3.24: Snapshots of horizontal velocity fields at X = 0.03 m, Y = 0.0 m for Case
4F2 in Table 3.4. From left to right and top to bottom, the dimensionless time is t/T =
0.13, 0.25, 0.33, 0.35, 0.37, 0.42.
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Figure 3.25: Snapshots of horizontal velocity fields at X = 0.75 m, Y = 0.0 m for Case
4F2 in Table 3.4. From left to right and top to bottom, the dimensionless time is t/T =
0.13, 0.25, 0.33, 0.35, 0.37, 0.42.
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3.6.3 Water waves scattered by multiple circular forest patches
3.6.3.1 Laboratory experiments
In addition to a single patch, multiple patches is another type of coastal forests
commonly existing in fields. To explore the present model further, the exper-
iments on multiple circular patches (Maza 2015) are used as another special
configuration. The experiments were also conducted in the Directional Wave
Basin at the University of Cantabria in Spain, which is the same facility for the
single circular forest experiments in Sec.3.6.2. Different from Fig.3.16, the gravel
beach used as a passive wave absorber at the end of wave basin is changed to
a uniform slope ≈ 1 : 6.6. Besides, different arrangements of wave gauges are
used in Maza (2015)’s experiments. As shown in Fig.3.26, the forest area, com-
posed of four circular patches, is located around the middle of wave basin. Each
patch is 1.0 m in diameter and consists of 112 circular wooden cylinders with
3.0 cm in diameter. The arrangement of cylinders is the same as that applied to
the circular forest experiments and can be referred to Fig.3.1b, which provides
the porosity as 91.27 %. Totally 29 gauges were used to record the water surface
displacement inside and outside of the patches. Only parts of wave gauges are
presented in Fig.3.26. The experimental conditions can be found in Table 3.7.
The incident wave conditions are estimated based on the time records of wave
gauges #1, 2 and 3 (Isaacson 1991).
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Figure 3.26: Test layout of multiple circular forest patches used in Maza (2015)’s ex-
periments. Each patch is 1.0 m in diameter. The bigger dashed circle indicates the
single circular forest in Sec.3.6.2, which has 3.0 m in diameter. Parts of the wave gauges
used in the experiments are presented and numbered with dots and squares represent-
ing the resistive-type and acoustic-type gauges. The patches are also numbered, i.e.
(ξ), ξ = 1− 4. C-L denotes the centerline (Y = 0). More details of the experimental setup
can be referred to Maza et al. (2015b)’s Fig.8.2 and Table 8.1.
Table 3.7: Experimental conditions and dimensionless parameters for Maza (2015)’s
experiments
Case h0 (cm) T (s) Hinc (cm) L (m) kinch0 kincAinc σcir
1
30
1.50 5.34 2.3421 0.8048 0.0716 2.4481E-03
2 2.00 4.65 3.2578 0.5786 0.0448 4.2983E-03
3 2.50 4.45 4.1500 0.4542 0.0337 5.7201E-03
4 3.00 5.17 5.0000 0.3770 0.0325 7.4942E-03
5 1.50 11.60 2.3421 0.8048 0.1556 5.9737E-03
6 2.00 9.95 3.2578 0.5786 0.0960 8.5060E-03
The above h0, T and L represent the constant water depth, the incident wave period and wave-
length, respectively. The incident wave height Hinc is obtained from the measurements at wave
gauges 1, 2 and 3. kinc denotes the incident wavenumber. The cell porosity is approximately
91.27 %. σcir is the bulk eddy viscosity given by the numerical results for one single circular
forest (Sec.3.6.2).
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3.6.3.2 Numerical results
We consider each circular patch as a homogeneous subzone of the entire forest
region. Within each patch, the eddy viscosity is assumed as a bulk value but
can be different from each other, i.e. σξ with ξ = 1 · · · 4 denoting the indices of
patches in Fig.3.26. Thus, the cell problem for each patch has to be solved in-
dependently, yielding the corresponding values of the complex coefficients Mξ,
Nξ and the wavenumber kˆξq . For each patch (i.e. patch ξ), the outward normal
direction of the boundary can be represented by rξ as sketched in Fig.3.18 (i.e.
rξ ≡ nˆξ = −nˆS). The matching conditions in (3.89) and (3.90) can then be modified
as:
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(3.135)
in which i & j = 1 · · ·Nξ and m = 1 · · ·NS with NS = ∑4ξ=1 Nξ. A system of
equations is formulated for solving ∂Aξq/∂rξ and ∂Bp/∂rξ.
Similar to Sec.3.6.2.3, in the numerical computation, the boundary of each
forest patch needs to be discretized into elements as shown in Fig.3.18. Accord-
ing to the convergence test in Sec.3.6.2.3, the number of boundary elements for
each patch is set as 180 (i.e. Nξ = 180, ξ = 1 − 4) with pi/90 rad as the central
angle. Totally 720 elements (i.e. NS = 720) are used to discretize the boundary
of four circular patches. Uniform solution along each element is assumed. Once
the unknown functions Aξq and Bp along the boundaries are solved, the wave
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solutions within each patch as well as the open water region can be obtained by
(3.55), (3.59), (3.61) and (3.65).
As mentioned above, each patch is considered as a subzone of the entire
forest region and should have its own bulk value of eddy viscosity: σξ with
ξ = 1 · · · 4. Each eddy viscosity can be determined respectively by the energy
concept and the iterative scheme introduced in Sec.3.4. Before iterating the eddy
viscosity, we first employ the bulk value (shown in Table 3.7) given by the nu-
merical results for one single circular forest (Sec.3.6.2), assigning the value to
all the four patches to observe the effects of this special forest configuration on
the incoming wave attenuation. Note that the details of estimation on the eddy
viscosity and the associated iterative scheme can be found in Sec.3.4.
Totally 6 cases in Maza (2015)’s experiments are tested and the wave condi-
tions are in Table 3.7. For the same wave conditions, Maza (2015) also conducted
experiments on one single circular forest as shown in Fig.3.26. The comparisons
between model results and experimental data for two forest configurations are
presented in Fig.3.27 – 3.30. The corresponding wave gauges can be found in
Fig.3.26. In the results, the reduced wave amplitudes due to the energy dissipa-
tion inside the forest patches are observed. However, due to the arrangement of
wave gauges, it does not allow the detailed comparison. Overall, the agreement
over the entire forest region is reasonable. The present model also works well
even for the cases with higher nonlinearity (e.g. Case 5 & 6). In Fig.3.27 and 3.28,
the effects of incident wave height on wave attenuation are also compared. As
presented, larger waves (Case 5 & 6) have higher normalized dissipation rates
in comparison with smaller waves (Case 1 & 2). The comparisons of longer
waves with reasonable trends are also presented in Fig.3.29 and 3.30. As shown
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in Fig.3.26, more cylinders are in use for the single circular forest comparing
with four smaller patches in the vegetated area. Thus, it can be observed that
the former is more efficient on dissipating the incoming wave energy than the
latter. The diffracted waves converged behind the forest region are observed for
both configurations, resulting in slightly increasing wave amplitude. While the
circular forest is more efficient for damping shorter waves (Sec.3.6.2), it is not
clear for multiple patches.
In the present model, a sharp contrast between the wavelength and the tree
spacing is required. The leading-order free surface elevation is independent of
the micro-scale coordinates and only varies with the macro-scale coordinates.
The free surface fluctuation can be captured by the solutions of O(ε). Ideally,
the macro-scale grid size (i.e. ∆Xi, i = 1, 2) in the numerical computations shall
be greater than the cylinder spacing (i.e. `) such that a unit cell in the micro-
scale computation can be an averaged representative of several real cylinders.
However, due to the limitations of laboratory experiments, the current cylinder
spacing and the computational grid size are in the same order of magnitude,
i.e. O(`) ≈ O(∆Xi). Therefore, a uniform leading-order free surface within a
cell in real scale is used to compare with the gauge measurements. In reality,
the free surface elevation would vary around cylinders and the wave gauge can
only provide instantaneous measurements at a specific location. This might con-
tribute to the discrepancies between numerical results and experimental data.
Besides, it could be observed that the wave dissipation becomes lower when
the wavelength is larger. This might bring about difficulties in interpreting the
accuracy of experimental data. For example, along Y = −0.9 m in Fig.3.29 and
3.30, the measured wave amplitude is increasing when propagating through the
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forest. Also, the wavelength of case 3 and 4 becomes 4 and 5 times of the smaller
patch size. As mentioned above, it is not allowed to compare the wave damp-
ing trends in numerical results with measurements due to the lack of available
gauges inside each patch.
The snapshots of dimensionless free surface elevation over four forest
patches and the open water region for Case 1 are presented in Fig.3.31. Al-
though the incident wavelength is more than twice of the patch size, we can still
recognize the diffraction caused by the forest region. Note that the numerical re-
sults presented above are based on the bulk eddy viscosity for one single circu-
lar forest. However, the eddy viscosity should be different in different patches.
To investigate the possible influences of different values of eddy viscosity on the
prediction of wave attenuation, Case 1 (in Table 3.7) is used to perform the it-
erative scheme, which requires that the relative error of the bulk eddy viscosity
(σξ) within each patch from two successive iterations has to be sufficiently small
(e.g. ≤ 10−3). The converged values can usually be reached within 10–20 itera-
tions (Sec.3.4). As a result, the iteration yields the dimensionless eddy viscosity
for four patches as [σ1, σ2, σ3, σ4] = [2.4284, 2.3701, 2.2554, 2.3701](×10−3). An
insignificant difference (below 0.5%) is observed. It may be noted that the dis-
tance between patches and the patch size comparing with the single circular
forest may affect the estimation of eddy viscosity and the resultant wave atten-
uation.
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Figure 3.27: Spatial variation of dimensionless wave amplitude I – along (1) Y = 0 m
(WG2, 3, 4, 5, 6, 7, 24), (2) Y = −0.9 m (WG9, 10, 11) and (3) Y = −1.17 m (WG22, 8,
12, 23). Two wave heights are compared: Case 1 – solid lines (model predictions) and
squares (gauge data); Case 5 – dashed lines (model predictions) and triangles (gauge
data). Dotted vertical lines show the forest edges. Pξ (ξ = 1−4) denotes the patch index.
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Figure 3.28: Spatial variation of dimensionless wave amplitude II – along (1) Y = 0 m
(WG2, 3, 4, 5, 6, 7, 24), (2) Y = −0.9 m (WG9, 10, 11) and (3) Y = −1.17 m (WG22, 8,
12, 23). Two wave heights are compared: Case 2 – solid lines (model predictions) and
squares (gauge data); Case 6 – dashed lines (model predictions) and triangles (gauge
data). Dotted vertical lines show the forest edges. Pξ (ξ = 1−4) denotes the patch index.
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Figure 3.29: Spatial variation of dimensionless wave amplitude III – along (1) Y = 0 m
(WG2, 3, 4, 5, 6, 7, 24), (2) Y = −0.9 m (WG9, 10, 11) and (3) Y = −1.17 m (WG22, 8, 12,
23). Case 3 – solid lines (model predictions) and squares (gauge data). Dotted vertical
lines show the forest edges. Pξ (ξ = 1 − 4) denotes the patch index.
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Figure 3.30: Spatial variation of dimensionless wave amplitude IIII – along (1) Y = 0
m (WG2, 3, 4, 5, 6, 7, 24), (2) Y = −0.9 m (WG9, 10, 11) and (3) Y = −1.17 m (WG22, 8,
12, 23). Case 4 – solid lines (model predictions) and squares (gauge data). Dot-dashed
vertical lines show the forest edges. Pξ (ξ = 1 − 4) denotes the patch index.
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(a) t = 0 (s) (b) t = T/4 (s)
(c) t = T/2 (s) (d) t = 3T/4 (s)
Figure 3.31: Snapshots of the dimensionless free surface elevation over the outside and
inside forest region at different times. The incident wave condition has T = 1.50 s and
Hinc = 5.34 cm with constant water depth h0 = 30 cm. The dashed line shows the
boundary of the forest patches.
3.6.4 Model demonstration
To demonstrate the capability of the present model, here we select two differ-
ent non-circular forest configurations. Applying the same cylinder arrange-
ment and cell porosity as used for Sec.3.6.3.1, the dissipation of wave ampli-
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tude through a single rectangular patch (Fig.3.32) and two separated rectan-
gular patches (Fig.3.33) can both be observed. In addition, the diffraction of
propagating waves for these two forest configurations is being captured by the
present model. Note again that the discretization of forest boundary is required
to be prepared before performing the computations.
(a) t = 0 (s) (b) t = T/4 (s)
(c) t = T/2 (s) (d) t = 3T/4 (s)
Figure 3.32: Snapshots of dimensionless free surface elevation over one rectangular
forest within one wave period. The incident wave condition has T = 1.50 s and Hinc =
5.34 cm with constant water depth h0 = 30 cm. The dashed line shows forest boundary.
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(a) t = 0 (s) (b) t = T/4 (s)
(c) t = T/2 (s) (d) t = 3T/4 (s)
Figure 3.33: Snapshots of dimensionless free surface elevation over two rectangular
patches within one wave period. The incident wave condition has T = 1.50 s and Hinc =
5.34 cm with constant water depth h0 = 30 cm. The dashed line shows the boundary of
the forest patches.
In addition to multiple patches, a single circular region with two subzones
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as sketched in Fig.3.34 is used to demonstrate the numerical results. The semi-
analytical solutions can be obtained as presented in Sec.3.6.2.1. For open water,
the solution is in (3.126):
φS = A0
∞∑
m=0
mimcosmθ
{[
Jm(k0r) +Cm0H(1)m (k0r)
] coshk0(Z + h)
coshk0h
}
+ A0
∞∑
m=0
mimcosmθ
 ∞∑
p=1
CmpKm(κpr)
cosκp(Z + h)
cosκph
 , r > R (3.136)
in which Jm, H
(1)
m and Km represent respectively the Bessel function of the first
kind, the Hankel function of the first kind and the modified Bessel function of
the second kind. m is the Jacobi symbol, defined in (3.123): 0 = 1 and m = 2
when m ≥ 1. Note that kp = iκp (when p ≥ 1). For two subzones, the solutions
are
φ1 = A0
∞∑
m=0
mimcosmθ

∞∑
q=0
[
BmqJm(γ1kˆ1qr) + B
′
mqYm(γ1kˆ1qr)
] coshkˆ1q(Z + h)
coshkˆ1qh
 ,
R2 < r < R (3.137)
and
φ2 = A0
∞∑
m=0
mimcosmθ
 ∞∑
e=0
DmeJm(γ2kˆ2er)
coshkˆ2e(Z + h)
coshkˆ2eh
 , r < R2 (3.138)
where Ym denotes the Bessel function of the second kind. The dispersion rela-
tionships for kˆ1q and kˆ2e are respectively
1 =
(
n1 + N1
n1
)
kˆ1q tanh kˆ1qh and 1 =
(
n2 + N2
n2
)
kˆ2e tanh kˆ2eh (3.139)
The matching conditions along the exterior boundary (i.e. r = R) are in (3.66)
and (3.68) while the conditions along the interface between two subzones (i.e.
r = R2) are in (3.75) and (3.77). With the application of orthogonality as pre-
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sented in (3.70), (3.73) and (3.74), a system of algebraic equations can be ob-
tained for solving the unknown coefficients Cm0, Cmp, Bmq, B′mq and Dme:
[A] {C} = {RHS} (3.140)
in which
C =

Cm0
Cmp
Bmq
B′mq
Dme

and RHS =

−Jm(k0R) Γ01qcoshk0h
0
J˙m(k0R)
Π(k0)
coshk0h
0
0

. (3.141)
The nonzero elements of the coefficient matrix A are
A11 = H
(1)
m (k0R)
Γ01q
coshk0h
, A12 =
∑np
p=1 Km(κpR)
Γp1q
cos κph
A13 = −Jm(γ1kˆ1qR) Π(kˆ1q )coshkˆ1qh , A14 = −Ym(γ1kˆ1qR)
Π(kˆ1q )
coshkˆ1qh
,
A22 = −K˙m(κpR) Π(κp)cosκph , A23 = M
′
1
∑nq
q=0 J˙m(γ1kˆ1qR)
Γp1q
coshkˆ1qh
,
A24 = M
′
1
∑nq
q=0 Y˙m(γ1kˆ1qR)
Γp1q
coshkˆ1qh
, A31 = −H˙(1)m (k0R) Π(k0)coshk0h ,
A33 = M
′
1
∑nq
q=0 J˙m(γ1kˆ1qR)
Γ01q
coshkˆ1qh
, A34 = M
′
1
∑nq
q=0 Y˙m(γ1kˆ1qR)
Γ01q
coshkˆ1qh
,
A43 =
∑nq
q=0 Jm(γ1kˆ1qR2)
Γ1q2e
coshkˆ1qh
, A44 =
∑nq
q=0 Ym(γ1kˆ1qR2)
Γ1q2e
coshkˆ1qh
,
A45 = −Jm(γ2kˆ2eR2) Π(kˆ2e )coshkˆ2eh , A53 = −M
′
1 J˙m(γ1kˆ1qR2)
Π(kˆ1q )
coshkˆ1qh
,
A54 = −M′1Y˙m(γ1kˆ1qR2)
Π(kˆ1q )
coshkˆ1qh
, A55 = M
′
2
∑ne
e=0 J˙m(γ2kˆ2eR2)
Γ2e1q
coshkˆ2eh
where M′1 ≡ n1 + M1 and M
′
2 ≡ n2 + M2. Other elements (i.e. A15, A21, A25, A32,
A35, A41, A42, A51 & A52) are all zeros. The derivatives of Bessel functions of the
first and second kind are defined in (C.15) while the derivatives of modified
Bessel function and Hankel function can be found in (C.16). The functions Π
88
and Γ have been introduced in (3.73) and (3.74). It should also be noted that the
infinite p, q and e need to be truncated to finite numbers, i.e. np, nq and ne. Once
the unknown coefficients are solved, the wave solutions for different zones can
then be obtained by (3.136), (3.137) and (3.138).
Zone 1
Zone 2
FS1
D12
R
R2
Figure 3.34: Sketch of a single circular patch with two subzones. D12 shows the inter-
faces and FS1 indicates the exterior boundary adjacent to the open water region. The
cell configuration for Zone 1 is the same as that used in Sec.3.6.2 – ` = 9 cm, d = 3 cm,
and the porosities n = 0.9127. Two special configurations are applied to Zone 2: n = 0
(solid) and n = 1 (empty).
In the following, the incident waves with period T = 1.00 s and wave height
Hinc = 4.89 cm under a constant water depth h0 = 40 cm are used for demon-
stration. The radius of Zone 2 is set as R2 = R/2. Two special configurations for
Zone 2 are applied – (I) an impermeable region (n = 0) ; (II) an empty region
(n = 1). As shown in Fig.3.35, the inner zone is assumed as a solid area such that
zero fluxes normal to the inner boundary (R2) is required, i.e. ∂φ1/∂r = 0. For
this case, no solutions for Zone 2 is needed. Fig.3.36 shows the spatial variation
of dimensionless wave amplitude along different profiles. It can be observed
that the wave scattering by the solid Zone 2 alters the wave fields in Zone 1
as well as the open water region. For example, along the centerline Y = 0 m,
the reflected waves by the solid wall of Zone 2 directly result in an increased
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wave amplitude as shown in Fig.3.36a(1). The scattered waves by Zone 2 can
also be observed in Fig.3.36. The wave diffraction converging behind Zone 2 is
observed as well. In this case, Zone 1 dissipates both the incident waves and the
scattered waves by Zone 2. On the other hand, assuming no cylinders in Zone
2, the dimensionless wave fields are presented in Fig.3.37. The spatial variation
of dimensionless wave amplitude along different profiles is shown in Fig.3.38
in comparison with the solution for a homogeneous forest. Without cylinders in
Zone 2, the diffracted waves over the forest region are not as obvious as those
for a homogeneous patch.
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(a) t = 0 (s) (b) t = T/4 (s)
(c) t = T/2 (s) (d) t = 3T/4 (s)
Figure 3.35: Snapshots of dimensionless free surface elevation over a single circular
patch with two subzones within one wave period – Case I. The boundary of the forest
patch and the interface between two subzones are indicated by solid lines. The incident
wave condition is T = 1.00 s and Hinc = 4.89 cm with constant water depth h0 = 40 cm.
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Figure 3.36: Spatial variation of dimensionless wave amplitude along different profiles
– Case I. The circle lines show the numerical results; the solid lines indicate the solutions
for one homogeneous patch (i.e. Sec.3.6.2). Dot-dashed vertical lines indicate the forest
edges and dotted vertical lines show the interfaces between two subzones. The incident
wave condition is T = 1.00 s and Hinc = 4.89 cm with constant water depth h0 = 40 cm.
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(a) t = 0 (s) (b) t = T/4 (s)
(c) t = T/2 (s) (d) t = 3T/4 (s)
Figure 3.37: Snapshots of dimensionless free surface elevation over a single circular
patch with two subzones within one wave period – Case II. The boundary of the forest
patch and the interface between two subzones are indicated by solid lines. The incident
wave condition is T = 1.00 s and Hinc = 4.89 cm with constant water depth h0 = 40 cm.
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Figure 3.38: Spatial variation of dimensionless wave amplitude along different profiles
– Case II. The circle lines show the numerical results; the solid lines indicate the solu-
tions for one homogeneous patch (i.e. Sec.3.6.2). Dot-dashed vertical lines indicate the
forest edges and dotted vertical lines show the interfaces between two subzones. The
incident wave condition is T = 1.00 s and Hinc = 4.89 cm with constant water depth
h0 = 40 cm.
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3.7 Concluding remarks and discussions
Focusing on small-amplitude periodic waves, this chapter extends the theo-
retical model in Mei et al. (2014) to study wave propagation through a gen-
eral coastal forest, which can have multiple patches of arbitrary shape. Each
patch may consist of several subzones with different properties (e.g. vegetation
types, planting patterns and cell porosity). Namely, a subzone is considered as
a homogeneous region, which could be surrounded by other subzones and/or
the open water region. Assuming a strong contrast between wavelength and
tree spacing, the multiple-scale perturbation method is applied. Driven by the
macro-scale pressure gradient, the micro-scale flow fields within cells are solved
numerically. The equations governing macro-scale (wavelength-scale) wave dy-
namics are derived with cell effects being included. Considering a possible ar-
bitrary shape of any forest subzone, the boundary integral equation method is
employed to discretize the boundary of forest region and to solve the macro-
scale problem numerically. To estimate the wave attenuation by the forest re-
gion, the eddy viscosity and drag coefficient are both considered as constant
bulk quantities within each subzone of the entire forest region and are allowed
to be changed in different subzones. Here we use the energy model in Mei et al.
(2014), requiring a balance between the time-averaged dissipation rate and the
time-averaged rate of work done by the wave forces on the cylinders within a
certain subzone. Different from Mei et al. (2014), who adopted the empirical
formula for steady unidirectional flows to prescribe the drag coefficient, a new
drag formula is proposed based on the experimental measurements in Hu et al.
(2014) with the Reynolds number defined with vegetation-related hydraulic ra-
dius. The bulk eddy viscosity over a certain subzone is then determined by
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using the new drag coefficient formula to overcome the inadequate estimation
of drag coefficient and the consequent necessity of introducing a fitting coef-
ficient for each wave condition in Mei et al. (2014). A computing program is
established based on the present numerical model, which can be applied to dif-
ferent forest configurations and to solve the macro-scale wave solutions with
required inputs.
To check the numerical model, different forest configurations are tested. A
forest belt with a finite width is first used to investigate the wave decay inside
the model forest. The semi-analytical solutions are provided instead of using the
integral equation method due to the infinite length. For normal incidence, good
agreements are found between model results and the experimental data in Hu
et al. (2014). Obliquely incident waves are also tested although no experimen-
tal data is available. Other laboratory experimental works mentioned in Mei
et al. (2014) have been revisited and reasonable agreements have been observed
for the cases with insignificant nonlinearity. According to all the data-model
comparisons, it is concluded that the present model performs well as long as
the basic assumptions of the theory are satisfied, i.e. the nonlinearity is weak
(Ainc/h0 < 0.1) and the ratio of tree spacing to wavelength is small (`/L ≤ 0.05).
The present approach is further applied to another two special forest config-
urations with finite extent. The first one is a single homogeneous circular forest
and the second one includes multiple patches. For a single circular forest, the
semi-analytical solutions are provided where negligible differences are found
when comparing with the numerical results. The data-model comparisons show
reasonable agreements. For multiple patches, we first use the constant value of
eddy viscosity for the single circular forest and assign it to all the patches. The
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iterative scheme is then used to find the eddy viscosity for each patch. The dif-
ferences among them are within 0.5 %. The model results and experimental data
are also in reasonable agreement. However, due to the arrangement of wave
gauges and the limited wave conditions in the experiments, detailed compar-
isons of the variation of wave amplitude within each patch are not allowed. The
effectiveness of these two special forest configurations on wave attenuation is
compared. As expected, the circular forest has the higher efficiency in damping
the incoming waves than multiple smaller patches. Furthermore, larger waves
yield more wave dissipation for both forest configurations. As a demonstration,
we present the numerical results for two different non-circular forest configu-
rations, i.e. one single rectangle and two rectangular patches. We also use one
single circular patch with two subzones to show the numerical results. For all
the forest conditions, the wave attenuation and diffraction when propagating
through the forest region can both be captured by the present model.
It should be noted that in Mei et al. (2014) the drag coefficient and eddy vis-
cosity are both considered to vary spatially within a homogeneous area. This
is different from the present model, which assumes a constant bulk eddy vis-
cosity for each subzone. Therefore, it is of interest to investigate the importance
of varying eddy viscosity/drag coefficient. Here we use the forest belt as an
example, following Mei et al. (2014)’s approach but using the new drag coeffi-
cient formula in this study, i.e. (3.100). The variation of eddy viscosity is shown
in Fig.3.39 and 3.40 for tests in Table 3.1. The constant bulk eddy viscosity is
also plotted in the same figure. The deviation of varying eddy viscosity from
the bulk value is within ±4%. As indicated in Mei et al. (2014), wave ampli-
tude and the corresponding variations inside the forest region must be solved
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numerically when the eddy viscosity is spatial-varying. Thus, numerical calcu-
lations are conducted and the resulting wave solutions are compared with the
present model results, which are based on the concept of bulk eddy viscosity.
As shown in Fig.3.41, the difference is insignificant for the cases where the wave
nonlinearity is small. On the other hand, the difference starts increasing when
the nonlinearity becomes higher, i.e. Fig.3.42. As mentioned previously, when
the nonlinearity is important, the discrepancies between model results and ex-
perimental data could become noticeable. Since the drag coefficient formula is
originally obtained based on the bulk eddy viscosity assumption, it is consis-
tent with Hu et al. (2014)’s experiments when using bulk eddy viscosity (and
drag coefficient). Furthermore, it should also be noted that the semi-analytical
solutions only allow constant coefficients in use.
Due to the scattering of available drag coefficient data and the lack of mea-
surements for lower Reynolds number, more experimental work is needed in
the future to develop a more comprehensive empirical formula. The effects of
KC number also deserve attention. In conclusion, using the multi-scale per-
turbation method, it has been shown that the present numerical model is able
to predict the propagations of small-amplitude waves over a general vegetated
water, which can be composed of multiple forest patches of arbitrary shape. In
addition, the present model reduces computational efforts comparing with di-
rect numerical simulation.
Most of the contents presented in this chapter have been included in Liu
et al. (2015) and Chang et al. (2017a).
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Figure 3.39: Comparison of spatial-varying dimensionless eddy viscosity (dashed line)
and the spatial-averaged bulk value (solid line) inside the model forest belt for the cases
with normal incidence. The wave conditions can be found in Table 3.1 (wave0410, 0412,
0610, 0612).
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Figure 3.40: Comparison of spatial-varying dimensionless eddy viscosity (dashed line)
and the spatial-averaged bulk value (solid line) inside the model forest belt for the cases
with normal incidence. The wave conditions can be found in Table 3.1 (wave0812, 0815,
1015).
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Figure 3.41: Comparison of predicted spatial variation of normalized dimensionless
wave amplitude inside the model forest, based on varying (dashed line) and bulk eddy
viscosity (solid line). Solid squares shows the laboratory data by Hu et al. (2014). The
wave conditions can be found in Table 3.1 (wave0410, 0412, 0610, 0612).
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Figure 3.42: Comparison of predicted spatial variation of normalized dimensionless
wave amplitude inside the model forest, based on varying (dashed line) and bulk eddy
viscosity (solid line). Solid squares shows the laboratory data by Hu et al. (2014) The
wave conditions can be found in Table 3.1 (wave0812, 0815, 1015).
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CHAPTER 4
SMALL-AMPLITUDE TRANSIENT LONG WAVES THROUGH COASTAL
FORESTS
In this chapter, we continue to study small-amplitude waves but switch to focus
on transient long waves through a heterogeneous forest of arbitrary shape. Sim-
ilarly, the homogenization theory is applied to separate two contrasting physical
length scales: the scale characterizing transient waves and the scale representing
spacing among cylinders. Fourier transform is employed so that the free sur-
face elevation and velocity field are solved in the frequency domain. For each
harmonic, the flow motion within a unit cell, consisting of one or more cylin-
ders, is obtained by solving the micro-scale boundary-value problem, which
is driven by the macro-scale (wavelength scale) pressure gradient. The cell-
averaged equations governing the macro-scale wave amplitude spectrum are
derived with consideration of the effects from cell problem solutions.
As presented in Chap.3, a vegetated area can have an arbitrary shape and
shall be further divided into subzones according to different properties. The
boundary integral equation method is again employed to solve the macro-scale
wave amplitude spectrum numerically. Within each homogeneous subzone, a
constant bulk eddy viscosity is assumed and can be determined by a modified
empirical formula. Once the solutions of the wave amplitude spectrum are ob-
tained, the free surface elevation can be computed by the inverse Fourier trans-
form. A computing program for transient waves is also developed based on the
present approach.
To check the numerical model, three special forest configurations, as used in
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Chap.3, are investigated. We focus on incident waves with a soliton-like shape.
The semi-analytical solutions of wave amplitude spectrum for a forest belt and a
single circular patch are respectively provided, which are used as a preliminary
validation of the numerical model. The comparisons with experimental data
show very good agreements. The effects of different wave parameters on nor-
malized damping height are investigated. Different arrangements of cylinders
are discussed as well. The numerical model is further compared with the exper-
iments for a forest region consisting of multiple circular patches. Good agree-
ments are also observed between the simulated free surface elevations and the
experimental measurements. The effectiveness of different forest configurations
on wave attenuation is discussed.
4.1 Governing equations and boundary conditions
Considering small-amplitude long waves propagating in a constant water
depth h0, the free surface elevation can be expressed as z = η(~x, t). The
leading-order velocities are on the horizontal plane and are independent of z,
i.e. ui(~x, t), i = 1, 2. Therefore, the depth-averaged equations in (2.11) and (2.12)
can be linearized (with double bars being dropped) as
∂η
∂t
+ h0
∂ui
∂xi
= 0, i = 1, 2 (4.1)
and
∂ui
∂t
= −g ∂η
∂xi
+ νe
(
∂2ui
∂x j∂x j
)
, i & j = 1, 2 (4.2)
where the bottom friction has been neglected and the eddy viscosity νe is as-
sumed as a constant. Here we use the Fourier transform to solve the governing
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equations and boundary conditions. As an example, the Fourier transform of
free surface elevation η can be expressed as
ηˆ(xi, ω) =
∫ ∞
−∞
η(xi, t)eiωtdt (4.3)
where ηˆ(xi, ω) is called wave amplitude spectrum. The inverse Fourier trans-
form of wave amplitude spectrum gives back the expression of wave surface
profile:
η(xi, t) =
1
2pi
∫ ∞
−∞
ηˆ(xi, ω)e−iωtdω (4.4)
Based on the long-wave assumption and associated scales, we introduce the
dimensionless variables as
x∗i =
xi
`
, t∗ = ωt, η∗ =
η
Hinc
and u∗i =
ui√
g(h0 + Hinc)Hinc/(h0 + Hinc)
(4.5)
where the horizontal coordinates are scaled by the characteristic tree spacing
` (micro-length) and the free surface elevation is scaled by the incident wave
height Hinc. The wave speed of a solitary wave, i.e.
√
g(h0 + Hinc), is assumed.
We first apply Fourier transform to the linearized equations (4.1) and (4.2), and
then normalize the variables with proper scales as indicated in (4.5) to yield
− iεηˆ∗ + ∂uˆ
∗
i
∂x∗i
= 0 , i & j = 1, 2 (4.6)
and
− iεuˆ∗i = −
∂ηˆ∗
∂x∗i
+ εσ
∂2uˆ∗i
∂x∗j∂x
∗
j
, i & j = 1, 2 (4.7)
where uˆ∗i is the dimensionless velocity spectrum and the small paramter ε is
defined as
ε =
ω`√
g(h0 + Hinc)
≡ k`  O(1) (4.8)
We remark here that since the linear long wave theory is used, the incident wave
height must be reasonably small, i.e. Hinc/h0  O(1) has been applied. The
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wave dispersion is also assumed to be negligible. Therefore, the size of forest
region should be in the same order of magnitude as the characteristic wave-
length, which has to be much greater than the tree spacing.
Similar to Chap.3, we propose that each homogeneous forest subzone has a
constant bulk value of dimensional eddy viscosity νe, which can be determined
by modifying the empirical formula in Mei et al. (2011):
νe = 1.86(1 − n)2.06U0` with U0 =
√
g(h0 + Hinc)
(
Hinc
h0 + Hinc
)
(4.9)
where U0 represents the depth-averaged horizontal water particle velocity. The
corresponding dimensionless eddy viscosity can then be written as
σ =
νe
ω`2
= 1.86(1 − n)2.06 1
kω`
(
Hinc
h0 + Hinc
)
, kω =
ω√
g(h0 + Hinc)
(4.10)
Obviously, the dimensionless eddy viscosity σ is a function of ω. It should be
noted that in Mei et al. (2011), U0 =
√
gh0Hinc/2h0 was specified in their empirical
formula.
In this chapter we shall focus on soliton-like incident waves. The free surface
profile can be expressed as
ηinc(x1, t) = Hincsech
2 [ks(x1 − ct)] (4.11)
where the effective wavenumber ks and wave speed c are defined as
ks =
1
h0
√
3Hinc
4h0
and c =
√
g(h0 + Hinc) (4.12)
The incident soliton has the wave amplitude spectrum (Miles 1976) as
ηˆinc(x1, ω) = Aseikωx1 , As(ω) =
4
3
pih30
(
ω
c2
)
csch
pi ( h303Hinc
)1/2
ω
c
 (4.13)
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in which kω = ω/c. For an incident soliton, where the wave amplitude spec-
trum is an even function in ω, the inverse Fourier transform in (4.4) can also be
modified as
η(xi, t) =
1
pi
∫ ∞
0
ηˆ(xi, ω)e−iωtdω (4.14)
Note that in the numerical computations, the infinite components of harmonic
ω need to be truncated to a finite number with proper convergence tests. The
details will be discussed later in Sec.4.3.4.
4.2 Homogenization method
Similar to Sec.3.2, we introduce two coordinates to capture the physics of flows
in the vicinity of cylinders and the wave motions propagating through the entire
forest region:
X∗i = εx
∗
i = kxi, i = 1, 2 (4.15)
Employing the multiple-scale perturbation method and dropping the asterisks
for brevity, the dimensionless velocity and wave amplitude spectrum can be
expressed as
uˆi = uˆ
(0)
i + εuˆ
(1)
i + ε
2uˆ(2)i + · · · and ηˆ = ηˆ(0) + εηˆ(1) + ε2ηˆ(2) + · · · (4.16)
in which uˆi and ηˆ are functions of (xi, Xi, ω). Note again that in this chapter only
dimensionless variables are presented from here on. Following the classical per-
turbation procedures, the governing equations in different orders of magnitude
are separated:
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• O(ε0) :
∂uˆ(0)i
∂xi
= 0, i = 1, 2 (4.17)
and
∂ηˆ(0)
∂xi
= 0, i = 1, 2 (4.18)
which shows the leading-order wave amplitude spectrum is independent of
micro-scale, i.e. ηˆ(0) = ηˆ(0)(Xi, ω).
• O(ε1) :
− iηˆ(0) + ∂uˆ
(0)
i
∂Xi
+
∂uˆ(1)i
∂xi
= 0, i = 1, 2 (4.19)
and
− iuˆ(0)i = −
∂ηˆ(1)
∂xi
− ∂ηˆ
(0)
∂Xi
+ σ
 ∂2uˆ(0)i∂x j∂x j
 , i & j = 1, 2 (4.20)
in which the bottom shear stress has been neglected due to the assumption
that h0  `.
4.2.1 Micro-scale (cell) problem
To solve the flow motions around cylinders within a unit cell, we express the
leading-order velocities and the free surface fluctuation in terms of convolution
integrals (Mei and Vernescu 2010; Mei et al. 2011):
u(0)i (~x, ~X, t) = −
∫ t
0
Ki j(~x, t − τ)∂η
(0)(~X, τ)
∂X j
dτ, ~x ∈ Ωf (4.21)
and
η(1)(~x, ~X, t) = −
∫ t
0
A j(~x, t − τ)∂η
(0)(~X, τ)
∂X j
dτ, ~x ∈ Ωf (4.22)
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For transient waves, Ki j, A j and η(0) are nonzero when time is greater than or
equal to zero. Equations (4.21) and (4.22) can be rewritten in the general convo-
lution form by integrating from negative infinity to positive infinity:
u(0)i (~x, ~X, t) = −
∫ ∞
−∞
Ki j(~x, t − τ)∂η
(0)(~X, τ)
∂X j
dτ, ~x ∈ Ωf (4.23)
and
η(1)(~x, ~X, t) = −
∫ ∞
−∞
A j(~x, t − τ)∂η
(0)(~X, τ)
∂X j
dτ, ~x ∈ Ωf (4.24)
Applying Fourier transform to (4.23) and (4.24), the convolution property pro-
vides the transformed relationships as
uˆ(0)i = −Kˆi j
∂ηˆ(0)
∂X j
and ηˆ(1) = −Aˆ j∂ηˆ
(0)
∂X j
, ~x ∈ Ωf (4.25)
where Ωf represents the fluid part within a unit cell Ω. From the mass conserva-
tion of O(1) and the momentum equations of O(ε), Kˆi j and Aˆ j satisfy
∂Kˆi j
∂xi
= 0 (4.26)
and
iKˆi j = −δi j + ∂Aˆ j
∂xi
− σ ∂
2Kˆi j
∂xk∂xk
, ~x ∈ Ωf (4.27)
in which Kˆi j and Aˆ j are subject to the cell-periodicity (Mei et al. 2011). δi j de-
notes the Kronecker delta. No-slip boundary conditions along the solid surface
of cylinders are also valid. As noted, we consider each forest subzone as a homo-
geneous area where a dimensional bulk eddy viscosity νe is determined by (4.9),
while the corresponding dimensionless eddy viscosityσ in (4.10) shall vary with
different harmonics. Accordingly, within a forest subzone the cell problem for
each harmonic has to be solved separately. Similar to Sec.3.2.1, finite element
approach is applied to solve the micro-scale boundary-value problem numeri-
cally. The related details have been presented in Mei et al. (2011) and should not
be repeated here.
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4.2.2 Macro-scale (wavelength-scale) problem
With the cell problem solutions, the leading-order cell-averaged velocity spec-
trum can be obtained from (4.25):
〈uˆ(0)i 〉 = −〈Kˆi j〉
∂ηˆ(0)
∂X j
, i & j = 1, 2 (4.28)
and the cell-averaged mass equation of O(ε) gives
− inηˆ(0) + ∂〈uˆ
(0)
i 〉
∂Xi
= 0, i = 1, 2 (4.29)
in which Gauss’s theorem and the cell-periodic conditions are invoked with the
cell porosity n being defined in (3.42) as n = Ωf/Ω. The cell-averaged quantity 〈·〉
has also been defined in (3.39). Combining (4.28) and (4.29), the leading-order
cell-averaged equation governing the wave amplitude spectrum becomes
− inηˆ(0) − Kˆ
(
∂2ηˆ(0)
∂Xi∂Xi
)
= 0, i = 1, 2 (4.30)
in which 〈Kˆi j〉 = Kˆδi j has been applied. In the absence of vegetation, the porosity
becomes unity (i.e. n = 1) and Kˆi j → iδi j following from (4.27). Therefore, in
open water the governing equation becomes
ηˆ(0) +
∂2ηˆ(0)
∂Xi∂Xi
= 0, i = 1, 2 (4.31)
4.3 Boundary integral equation method
Like Sec.3.3, we employ the boundary integral equation method to solve the
macro-scale wave amplitude spectrum. The integral formulation for a forest
subzone and for the open water region are presented, respectively. The required
matching conditions along the interfaces of two adjacent subzones and along
the boundary between the forest region and open water are introduced.
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4.3.1 Integral formulation for a forest subzone
Let us first consider a forest subzone ξ of an arbitrary shape. As sketched in
Fig.1.1, a forest subzone can be adjacent to other subzones and/or open water.
The leading-order equation governing the macro-scale wave amplitude spec-
trum, as shown in (4.30), is rewritten as
∂2ηˆ(0)ξ
∂X1∂X1
+
∂2ηˆ(0)ξ
∂X2∂X2
+ βˆ2ξ ηˆ
(0)
ξ = 0, βˆξ =
√
in
Kˆξ
(4.32)
Comparing (4.32) with (3.57), they are both well-known Helmholtz equations
but with different complex coefficients in front of the 3rd term of the equations,
which contain information from the respective cell problem solutions. In (4.32)
the wave amplitude spectrum ηˆ(0)ξ depends on the frequency (ω) and has to be
solved independently for each ω. We convert (4.32) into the integral equation
(Liggett and Liu 1983) as
ηˆ(0)ξ (~Xi) =
−ipi
2α
∫
Sξ+Dξψ
ηˆ(0)ξ (~X j)∂
[
H(1)0 (βˆξr)
]
∂nˆξ
− H(1)0 (βˆξr)
∂ηˆ(0)ξ (~X j)
∂nˆξ
 dS (4.33)
where the boundary of subzone ξ can include the boundary to open water (i.e.
Sξ) and/or the interfaces with other subzones ψ (i.e. Dξψ). ~Xi denotes the coordi-
nate of a point on the boundary of subzone ξ with its interior angle α sketched
in Fig.3.3. ~X j is another boundary point of the subzone with r = |~Xi− ~X j| yielding
the distance between these two boundary points. H(1)0 is the Hankel function of
the first kind and nˆξ represents the outward normal direction to the boundary
of subzone ξ. Note again that βˆξ is obtained from the cell problem solution and
(4.33) will be used to solve the wave amplitude spectrum as well as its normal
derivative along the boundary. After obtaining the wave amplitude spectrum
and its normal derivative along the boundary, the solutions inside the subzone
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can be readily computed by assigning ~Xi as an interior point with its interior
angle = 2pi:
ηˆ(0)ξ (~Xi) =
−i
4
∫
Sξ+Dξψ
ηˆ(0)ξ (~X j)∂
[
H(1)0 (βˆξr)
]
∂nˆξ
− H(1)0 (βˆξr)
∂ηˆ(0)ξ (~X j)
∂nˆξ
 dS (4.34)
Note that ~Xi is now an interior point of subzone ξ while ~X j is on its boundary.
4.3.2 Integral formulation for open water
For open water the governing equation is given in (4.31) with subscript S denot-
ing the scattered wave amplitude spectrum:
∂2ηˆ(0)S
∂X1∂X1
+
∂2ηˆ(0)S
∂X2∂X2
+ ηˆ(0)S = 0 (4.35)
Equation (4.35) has the same form as (3.63) with the coefficient in front of the
3rd term, kp, being replaced by 1. Note that ηˆ
(0)
S in (4.35) for each harmonic
is solved separately. Equation (4.35) can also be converted into the following
integral equation:
ηˆ(0)S (~Xi) =
−ipi
2(2pi − α)
∫
S
ηˆ(0)S (~X j)∂
[
H(1)0 (r)
]
∂nˆS
− H(1)0 (r)
∂ηˆ(0)S (~X j)
∂nˆS
 dS (4.36)
where ~Xi and ~X j are both located on the boundary between open water and the
forest region. S denotes the combination of external boundaries of all the forest
patches. Again, once the wave amplitude spectrum ηˆ(0)S and its normal derivates
along the boundary S are solved, we can assign ~Xi as any interior point within
the open water region and modify (4.36) as
ηˆ(0)S (~Xi) =
−i
4
∫
S
ηˆ(0)S (~X j)∂
[
H(1)0 (r)
]
∂nˆS
− H(1)0 (r)
∂ηˆ(0)S (~X j)
∂nˆS
 dS (4.37)
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Note that the outward normal directions of the boundary for forest subzone and
open water are opposite to each other, i.e. nˆξ = −nˆS.
4.3.3 Matching conditions along the boundaries
As noted in Sec.3.3.3, the boundary of a forest subzone can be in contact with
other subzones and/or with open water. Referring the former as the interface
with other subzones and the latter as the exterior boundary, the continuity of
wave amplitude spectrum and velocity spectrum is required.
We first consider the exterior boundary of subzone ξ, i.e. Sξ. The continuity
of wave amplitude and normal velocity spectrum respectively yields
ηˆ(0)ξ = ηˆ
(0)
I + ηˆ
(0)
S and − iKˆξ
∂ηˆ(0)ξ
∂nˆξ
=
∂ηˆ(0)I
∂nˆξ
+
∂ηˆ(0)S
∂nˆξ
(4.38)
in which Kˆ → i for the open water region has been applied. Note that in (4.38)
the incident wave amplitude spectrum, i.e. ηˆ(0)I = Aˆ0e
iX with Aˆ0 = As/Hinc, and
the scattered wave amplitude spectrum ηˆ(0)S are both included within the open
water region.
On the other hand, along the interface between subzone ξ and its adjacent
subzone ψ (i.e. Dξψ), the wave amplitude and normal velocity spectrum have to
be continuous:
ηˆ(0)ξ = ηˆ
(0)
ψ and Kˆξ
∂ηˆ(0)ξ
∂nˆξ
= −Kˆψ
∂ηˆ(0)ψ
∂nˆψ
(4.39)
Note that the negative sign reflects the opposite directions of nˆξ and nˆψ.
111
4.3.4 Numerical implementation
In the numerical computations, we discretize the boundary of a forest subzone
ξ into elements with a constant length ∆S . Accordingly, (4.33) in discrete form
becomes
ηˆ(0)ξ (~Xi) =
−ipi
2α
Nξ∑
j=1
ηˆ(0)ξ (~X j)∂
[
H(1)0 (βˆξr)
]
∂nˆξ
− H(1)0 (βˆξr)
∂ηˆ(0)ξ (~X j)
∂nˆξ
 ∆S (4.40)
in which ~X j denotes the middle point of each boundary element (see Fig.3.3). Nξ
represents the total number of elements on the boundary of subzone ξ, which
can include the exterior boundary Sξ and/or interfaces with other subzones
Dξψ. The wave amplitude spectrum can also be expressed in terms of its nor-
mal derivatives in the following index notation formulation:
(
ηˆ(0)ξ
)
i
=
(
Gˆξ
)
i j
∂ηˆ(0)ξ∂nˆξ

j
with i & j = 1 · · ·Nξ (4.41)
where the coefficient matrix
[
Gˆξ
]
=
[
I + Cˆξ
]−1 [Dˆξ] with I being the identity
matrix while Cˆξ and Dˆξ are respectively defined as
(
Cˆξ
)
i j
=
ipi
2α
[
−βˆξH(1)1 (βˆξri j)
] ∂ri j
∂nˆξ
∆S ,
(
Dˆξ
)
i j
=
ipi
2α
H(1)0 (βˆξri j)∆S (4.42)
On the other hand, the wave amplitude spectrum for open water as shown in
(4.36) also needs to be expressed in discrete form as
ηˆ(0)S (~Xi) =
−ipi
2 (2pi − α)
NS∑
j=1
ηˆ(0)S (~X j)∂
[
H(1)0 (r)
]
∂nˆS
− H(1)0 (r)
∂ηˆ(0)S (~X j)
∂nˆS
 ∆S (4.43)
where NS denotes the total number of elements along the exterior boundary of
all the forest patches, i.e. the boundary separating the forest region from open
water (S =
∑
Sξ). Likewise, we express the wave amplitude spectrum for open
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water in terms of its normal derivatives as
(
ηˆ(0)S
)
i
=
(
QˆS
)
i j
∂ηˆ(0)S∂nˆS

j
with i & j = 1 · · ·NS (4.44)
in which the coefficient matrix
[
QˆS
]
=
[
I + EˆS
]−1 [FˆS] with
(
EˆS
)
i j
=
−ipi
2(2pi − α)H
(1)
1 (ri j)
∂ri j
∂nˆS
∆S ,
(
FˆS
)
i j
=
ipi
2(2pi − α)H
(1)
0 (ri j)∆S . (4.45)
As introduced in Sec.4.3.3, the matching conditions must be imposed for
solving the wave amplitude spectrum along the boundaries, including both the
interfaces and exterior boundaries. In (4.38), the continuity of wave and normal
velocity spectrum along the exterior boundary Sξ of a forest subzone respec-
tively yields (
Gˆξ
)
i j
∂ηˆ(0)ξ∂nˆξ

j
=
(
Aˆ0eiX1
)
i
+
(
QˆS
)
im
∂ηˆ(0)S∂nˆS

m
(4.46)
and
− iKˆ
∂ηˆ(0)ξ∂nˆξ

i
= Aˆ0
(
∂eiX1
∂nˆξ
)
i
+
∂ηˆ(0)S∂nˆξ

i
(4.47)
where the substitution of (4.41) and (4.44) has been made in (4.46). Assuming
the incident waves in X1 direction, X1i in (4.46) and (4.47) denotes the X1 coordi-
nate of point i. Note that ξ in (4.46) and (4.47) can be any subzone that is exposed
to open water such that ~Xi is located on the exterior boundary of subzone ξ. In
(4.46), ~X j ∈ Sξ + Dξψ (with j = 1 · · ·Nξ) denotes the boundary points of subzone ξ
while ~Xm ∈ S (with m = 1 · · ·NS) is on the boundary of open water.
Along the interfaces between subzones, (4.39) also requires the continuity of
wave amplitude and normal velocity spectrum such that
(
Gˆξ
)
i j
∂ηˆ(0)ξ∂nˆξ

j
=
(
Gˆψ
)
ik
∂ηˆ(0)ψ∂nˆψ

k
(4.48)
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and
Kˆξ
∂ηˆ(0)ξ∂nˆξ

i
= −Kˆψ
∂ηˆ(0)ψ∂nˆψ

i
(4.49)
in which ~X j (with j = 1 · · ·Nξ) and ~Xk (with k = 1 · · ·Nψ) represent the boundary
points of subzones ξ and ψ, respectively. Also note the outward normal direc-
tions along the interface with respect to these two adjacent subzones (ξ and ψ)
are opposite, i.e. nˆξ = −nˆψ.
With (4.46), (4.47), (4.48) and (4.49), a system of equations is formulated for
solving the leading-order wave amplitude spectrum ηˆ(0)ξ , ηˆ
(0)
ψ and ηˆ
(0)
S as well as
their normal derivatives along the exterior boundaries of forest patches and the
interfaces between subzones. Once the solutions along boundaries are known,
the wave amplitude spectrum within any subzone and open water can be read-
ily obtained from (4.34) and (4.37), respectively. As noted previously, the wave
amplitude spectrums ηˆ(0)ξ and ηˆ
(0)
S are solved independently for each harmonic.
The free surface elevation can then be obtained by the inverse transform in
(4.14). In the numerical computations, the infinite range of harmonics ω needs
to be truncated to a finite number. It has been found that the harmonics ranging
from 10−3 to 10 (i.e. 10−3 ≤ ω ≤ 10) with 40 equally-distributed terms in total
is sufficient to reconstruct the shape of incident soliton in (4.11). Therefore, we
start with this arrangement in the numerical computations and perform conver-
gence tests. According to the results, it shows that this arrangement is able to
bring about convergent free surface elevations for small amplitude waves. For
relatively larger waves, however, the range of harmonic components needs to
be adjusted and higher values have to be included. The details for each forest
configuration will be presented.
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An example sketching the discretization of forest boundary has been pro-
vided in Fig.3.3. The definition of interior angle and element length are pre-
sented in the same figure. The outward normal directions along the boundaries
of subzones and of open water can both be found. The direction of integration
along the boundary of subzones is specified as well. Comparing the present
model for transient waves with that for periodic waves in Sec.3.3, both models
share the integral formulation for the well-known Helmholtz equation but with
different contributions from the respective cell effects. As mentioned in Sec.4.3.1
and 4.3.2, the wave amplitude spectrum for each harmonic needs to be solved
separately.
4.4 Cornell HomogEnization model for WAve-VEgetation in-
teraction – Transient waves
Similar to Sec.3.5, a computing program named CHEWAVE–T (Cornell Homog-
Enization model on WAve-VEgetation interaction–Transient wave) is also devel-
oped based on the present approach. Applying Fourier transform, the model is
able to solve the propagation of transient long waves through a general forest
region, which has multiple patches of arbitrary shape. The numerical solver
on the micro-scale problem is also provided. Inputs for the numerical compu-
tations include the conditions of incident soliton, forest configurations, prop-
erties and the discretization of boundaries. Most of the input files have the
same contents and formats as those in Sec.3.5 except the incident wave condi-
tion file WaveInc.dat, which has to be modified as → {h0 ; Hinc ; Nω} with Nω
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denoting the total number of harmonics being used in the computation. In ad-
dition, one more input file including an array of the harmonic components is
required: Omega.dat – {ω}. On the other hand, the output of the model has only
one file – etaG.dat, which is a three-dimensional array containing the leading-
order dimensionless free surface elevation in the entire computational domain
at different time. It has size NYc × NXc × NT where NT denotes the number of
grids in time. More details can be referred to Appendix B.2. Besides, the cell
problem solver is provided based on an open source finite element software –
FreeFEM++ (Hecht 2012). Several different cell configurations have been tested.
4.5 Model validation and numerical results
The infinitely long forest belt studied in Mei et al. (2011) is first re-examined.
The homogeneous circular forest presented in Sec.3.6.2 (for studying periodic
waves) is then used to check the numerical model. Semi-analytical solutions
for these two special forest configurations are provided. Negligible differences
are observed when comparing with numerical results, which serve as a pre-
liminary validation of the numerical model. To further investigate the present
model, the experiments on multiple circular patches (as shown in Sec.3.6.3) are
used as another special forest configuration. Numerically-simulated free sur-
faces elevation compared with the experimental measurements for three forest
configurations are presented herein.
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4.5.1 Solitary wave through a forest belt
Considering transient long waves with a soliton-like shape propagating
through a forest belt with an infinite length (i.e. −∞ < Y < ∞) but a finite
width (i.e. 0 ≤ X ≤ LF). Due to the infinite length, we here present the semi-
analytical solutions of wave amplitude spectrum instead of using the boundary
integral equation method. The comparisons with experimental data reported in
Mei et al. (2011) are provided. The nonlinearity effect on the wave attenuation
is also discussed.
4.5.1.1 Semi-analytical solutions
The leading-order wave amplitude spectrum inside the forest (with subscript F)
can be obtained by solving (4.30):
ηˆ(0)F = C1e
γsX +C2e−γsX with γs = iβˆ =
√
−in/Kˆ (4.50)
The cell-averaged leading-order velocity spectrum can then be derived from
(4.28):
〈uˆ(0)F 〉 = −Kˆ
∂ηˆ(0)F
∂X
= −γsKˆ
[
C1eγsX −C2e−γsX
]
(4.51)
where C1 and C2 are undetermined coefficients. In open water, the solutions in
the incidence region (i.e. X < 0) are
ηˆ(0)I + ηˆ
(0)
R = Aˆ0e
iX + Aˆ0Rse−iX , 〈uˆ(0)I 〉 + 〈uˆ(0)R 〉 = Aˆ0eiX − Aˆ0Rse−iX (4.52)
while in the transmission region (i.e. X > LF) the solutions become
ηˆ(0)T = Aˆ0Tse
iX , 〈uˆ(0)T 〉 = Aˆ0TseiX (4.53)
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where |Rs| and |Ts| respectively represent the reflection and transmission coeffi-
cients of each harmonic in the transformed domain. Note that Aˆ0 = As/Hinc with
As(ω) defined in (4.13) and Hinc is the incident wave height. The unknown coef-
ficients C1, C2, Rs and Ts are to be determined by requiring the wave amplitude
and velocity spectrum to be continuous along the edges of forest:
ηˆ(0)F = ηˆ
(0)
I + ηˆ
(0)
R , 〈uˆ(0)F 〉 = 〈uˆ(0)I 〉 + 〈uˆ(0)R 〉 at X = 0 (4.54)
and
ηˆ(0)F = ηˆ
(0)
T , 〈uˆ(0)F 〉 = 〈uˆ(0)T 〉 at X = LF (4.55)
Substituting the wave amplitude and velocity spectrum into these two condi-
tions (4.54) and (4.55), the coefficients are derived as
C1 =
2Aˆ0
(
1 − γsKˆ
)
(
1 − γsKˆ
)2 − (1 + γsKˆ)2 e2γsLF , C2 =
−2Aˆ0
(
1 + γsKˆ
)
e2γsLF(
1 − γsKˆ
)2 − (1 + γsKˆ)2 e2γsLF (4.56)
and
Rs =
2
(
1 − γsKˆ
)
− 2
(
1 + γsKˆ
)
e2γsLF(
1 − γsKˆ
)2 − (1 + γsKˆ)2 e2γsLF − 1, Ts =
−4γsKˆe(γs−i)LF(
1 − γsKˆ
)2 − (1 + γsKˆ)2 e2γsLF (4.57)
With the wave amplitude spectrum for each region, the free surface elevation
can then be obtained by the inverse Fourier transform in (4.14).
4.5.1.2 Numerical results
To check the approach, we compare the above semi-analytical solutions with
the experimental data reported by Mei et al. (2011). The experimental setup
and the wave conditions can be found in Mei et al. (2011)’s Fig.8 and Table 5,
respectively. The model forest has 1.08 m in width.
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In numerical computations, as stated in Sec.4.3.4, we start with the truncated
range of harmonics as 10−3 ≤ ω ≤ 10 where totally 40 equally-distributed values
are included. To test the numerical results, here we modify the range of har-
monics by increasing the highest value by one at each time and compute the
relative error of the maximum wave heights obtained from two successive ar-
rangements. The convergence criterion requires the error to be less than 0.1 %.
It is shown that this range (i.e. 10−3 ≤ ω ≤ 10) provides convergent results for
the cases with relatively smaller waves (e.g. Hinc/h0 = 0.0413 and 0.0744). How-
ever, for the cases with larger waves (e.g. Hinc/h0 = 0.1113, 0.1487, 0.1864), we
need to adopt 10−3 ≤ ω ≤ 15 with 40 equally-distributed values to have conver-
gent free surface elevation. For both ranges, the small parameter in (4.8) is still
satisfied. Comparing with the data at the end of forest (i.e. wave gauge 6 in Mei
et al. 2011’s Fig.8), the relative errors of numerical results for all the reported
cases are always less than 10 %. Two wave conditions are selected to present the
comparisons between the predicted free surface elevation and the experimental
measurements in Fig.4.1.
In addition, defining the normalized damping height as
∆H∗ (%) =
|Hend − Hinc|
Hinc
× 100% (4.58)
where Hend denotes the wave height measured at wave gauge 6, the compar-
isons of different cases (with different Hinc/h0) are presented in Fig.4.2. When
the nonlinearity (i.e. Hinc/h0) becomes larger, the prediction seems to overesti-
mate the wave attenuation by the forest. The eddy viscosity νe in (4.9), which
directly affects the dissipation rate, is approximately linear with the incident
wave nonlinearity when Hinc/h is small enough, i.e. O(Hinc/h0)  1. This may
explain the numerical damping height and the reported data have different be-
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haviors when the nonlinearity of incident waves becomes higher. The limitation
of the present linear model also contributes to the discrepancy between numer-
ical results and measurements, which may not be clear here due to the lack of
cases with higher nonlinearity. Further discussions on the nonlinearity of in-
cident waves will be presented later for other forest configurations. It is also
observed that the forest has a higher efficiency for damping larger waves. In
addition to the wave crest attenuation, the reflection by the forest belt is also de-
tected by the present model at wave gauge 2, where the reflected wave height
ranges from 15% to 20% of the incident wave.
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Figure 4.1: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) through the forest belt. For both cases, the water depth
h0 = 12 cm, the width of forest belt LF = 1.08 m and the cylinder size d = 1 cm with
porosity n ≈ 91.27%.
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Figure 4.2: Comparison of normalized damping height as defined in (4.58): circles show
the model results and squares represent the experimental measurements.
4.5.2 Solitary wave through a circular forest
To check the present numerical model, we consider a circular forest with radius
R, as used in Sec.3.6.2 for studying periodic waves. The laboratory experiments
were conducted by using the same facility at the University of Cantabria. The
experimental setup and the detailed arrangement of wave gauges have been
given in Fig.3.16. Two water depths with different wave conditions were tested
(Table 4.1 and 4.2). In the following, we first present the semi-analytical so-
lutions for wave amplitude spectrum. The numerical results obtained by the
present model agree very well with the semi-analytical solutions and the com-
parisons will not be shown here. Instead, the comparisons between the model
simulations and experimental data will be presented and discussed.
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Table 4.1: Experimental conditions and dimensionless parameters – Solitary Test I
Case h0 (cm) Hinc (cm) ks (1/m) L (m) ksh0 ksHinc Hinc/h0 νe (m2/s)
3S1
30
3.54 0.9916 6.3362 0.2975 0.0351 0.1180 2.1101E-04
3S2 4.42 1.1081 5.6705 0.3324 0.0490 0.1473 2.6007E-04
3S3 5.35 1.2191 5.1541 0.3657 0.0652 0.1783 3.1063E-04
3S4 7.34 1.4279 4.4003 0.4284 0.1048 0.2447 4.1466E-04
3S5 8.32 1.5202 4.1330 0.4561 0.1265 0.2773 4.6397E-04
3S6 9.21 1.5995 3.9283 0.4798 0.1473 0.3070 5.0774E-04
3S7 10.92 1.7416 3.6076 0.5225 0.1902 0.3640 5.8930E-04
3S8 11.26 1.7686 3.5527 0.5306 0.1991 0.3753 6.0514E-04
Table 4.2: Experimental conditions and dimensionless parameters – Solitary Test II
Case h0 (cm) Hinc (cm) ks (1/m) L (m) ksh0 ksHinc Hinc/h0 νe (m2/s)
4S1
40
3.58 0.6477 9.7006 0.2591 0.0232 0.0895 1.8721E-04
4S2 4.54 0.7294 8.6141 0.2918 0.0331 0.1135 2.3483E-04
4S3 5.44 0.7984 7.8694 0.3194 0.0434 0.1360 2.7859E-04
4S4 7.42 0.9325 6.7381 0.3730 0.0692 0.1855 3.7197E-04
4S5 8.40 0.9922 6.3329 0.3969 0.0833 0.2099 4.1681E-04
4S6 9.44 1.0518 5.9738 0.4207 0.0993 0.2359 4.6346E-04
4S7 11.39 1.1553 5.4385 0.4621 0.1316 0.2848 5.4848E-04
4S8 11.61 1.1664 5.3867 0.4666 0.1354 0.2903 5.5789E-04
The above h0 represents the constant water depth and the incident wave height Hinc is obtained
from the averaged wave height measured by wave gauges 1, 2 and 3. ks denotes the effective
wavenumber defined in (4.12) and the wave length L = 2pi/ks. For all the cases, the diameter of
the circular forest is 3 m and the cell porosity is approximately 91.27 %.
4.5.2.1 Semi-analytical solutions
The governing equation (4.30) for wave amplitude spectrum within the forest
region (with subscript F) can be expressed in cylindrical coordinates as
1
r
∂
∂r
r∂ηˆ(0)F∂r
 + 1r2 ∂2ηˆ
(0)
F
∂θ2
+ βˆ2ηˆ(0)F = 0, βˆ =
√
in/Kˆ (4.59)
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where the semi-analytical solution can be readily obtained as
ηˆ(0)F = Aˆ0
∞∑
m=0
mim cosmθCmJm(βˆr) (4.60)
For the open water region, the wave amplitude spectrum, including the incident
and scattered waves, gives
ηˆ(0)I + ηˆ
(0)
S = Aˆ0
∞∑
m=0
mim cosmθ
[
Jm(r) + BmH(1)m (r)
]
(4.61)
where Kˆ = i and n = 1 have been applied. In (4.61), Jm and Hm denote respec-
tively the Bessel function of the first kind and the Hankel function of the first
kind. The Jacobi symbol has the following definition: m has 0 = 1 and m = 2
when m ≥ 1. The unknown coefficients Bm and Cm are determined by the match-
ing conditions at r = R, requiring the wave amplitude and velocity spectrum to
be continuous:
ηˆ(0)F = ηˆ
(0)
I + ηˆ
(0)
S and − iKˆ
∂ηˆ(0)F
∂r
=
∂ηˆ(0)I
∂r
+
∂ηˆ(0)S
∂r
. (4.62)
Substituting (4.60) and (4.61) into (4.62) yields
Bm =
−∆J/(iβˆKˆ∆Jβˆ) − Jm(R)/Jm(βˆR)
H(1)m (R)/Jm(βˆR) + 2∆H(1)/(iβˆRKˆ∆Jβˆ)
and Cm =
∆J + 2Bm∆H(1)/R
−iβˆKˆ∆Jβˆ
(4.63)
where ∆J = [Jm−1(R) − Jm+1(R)], ∆Jβˆ =
[
Jm−1(βˆR) − Jm+1(βˆR)
]
and ∆H(1) =[
mH(1)m (R) − RH(1)m+1(R)
]
. The solutions for the free surface elevation can be ob-
tained by the inverse Fourier transform of the wave amplitude spectrum.
4.5.2.2 Numerical results
In numerical computations, the circular forest boundary is discretized as shown
in Fig.3.18. For each harmonic, we adopt the same discretization with 180
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boundary elements (NF = NS = 180) in total. This was confirmed by a con-
vergence test in Sec.3.6.2.3. We first compare the numerical results with the
semi-analytical solutions in the above. The agreements are excellent. Thus, the
detailed comparisons are skipped.
Here we compare the numerical results with the experimental measure-
ments. Two cases with lowest values of Hinc/h0 are first shown in Fig.4.3 and
4.4. On the other hand, Fig.4.5 and 4.6 present the comparisons of two other
cases with higher values of Hinc/h0. Comparisons are made at gauges along the
centerline (Y = 0) as well as the off-centerline (Y = −R/2). The wave crest at-
tenuation is evident in both sets of cases. The wave height in front of the forest
increases slightly due to the wave scattering and reflection. In addition, the
diffracted wave converging behind the forest is also evident at wave gauge 19
and 20, resulting in a slightly increased wave height. The wave height varia-
tions along the centerline of the circular forest are shown in Fig.4.7. Overall,
the numerically-simulated wave heights agree well with the measured wave
heights. The relative differences are always below 17 %. More specifically, for
the cases with smaller nonlinearity (i.e. Hinc/h0 ≤ 0.2), the relative error is lower
than 10 %. More comparisons are presented from Fig.D.1 – D.12 in Appendix
D.
Further investigation is conducted on the normalized damping height along
the centerline of the circular forest, which is defined as (4.58) with Hend repre-
senting H16, i.e. the measured height by wave gauge 16. Fig.4.8 shows the vari-
ation of normalized damping height along the centerline with the nonlinearity
of incident wave. Obviously, the relative differences between the predicted and
measured damping height are smaller when Hinc/h0 ≤ 0.3. On the other hand,
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the discrepancy becomes noticeable when the nonlinearity is beyond 0.3, which
confirms the limitation of the present linear model. It is also shown that the
forest is more efficient on damping larger waves.
It should be noted that during the calibration tests (i.e. test runs without
cylinders), wave gauge 10 shows irregularities. Namely, the wave height mea-
surements at gauge 10 are approximately +5 to +10 % of the incident wave
height for the wave tests in Table 4.1. On the other hand, for Table 4.2 the wave
height measurements at gauge 10 are approximately -5 to -8 % of the incident
wave height during the calibration tests.
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Figure 4.3: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S1.
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Figure 4.4: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S2.
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Figure 4.5: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S7.
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Figure 4.6: Comparison of wave height by numerical simulations (solid lines) with ex-
perimental data (dashed lines) for Case 4S8.
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Figure 4.7: Comparison of simulated and measured wave height profiles along the cen-
terline for cases in Table 4.2: circles – model results; triangles – data.
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Figure 4.8: Comparison of normalized damping height along the centerline. 3S and 4S
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4.5.3 Solitary wave through multiple circular forest patches
To further test the present numerical model, we employ multiple circular
patches as another special forest configuration. The detailed experimental setup
has been provided in Fig.3.26. Note that the experimental facility is the same as
that presented in Sec.4.5.2 but with a different arrangement of wave gauges. The
experimental conditions can be found in Table 4.3.
Table 4.3: Experimental conditions and dimensionless parameters for multiple circular
forest patches
Case h0 (cm) Hinc (cm) ks (1/m) L (m) ksh0 ksHinc Hinc/h0 νe (m2/s)
1
30
4.59 1.1292 5.5645 0.3387 0.0518 0.1530 2.6941E-04
2 6.98 1.3924 4.5124 0.4177 0.0972 0.2327 3.9623E-04
3 9.16 1.5951 3.9390 0.4785 0.1461 0.3053 5.0531E-04
The above h0 represents the constant water depth and the incident wave height Hinc is obtained
from the wave height measured by wave gauges 1. ks denotes the effective wavenumber defined
in (4.12) and the wave length L = 2pi/ks. For all the cases, the cell porosity is approximately 91.27
%.
4.5.3.1 Numerical results
Considering each patch as a homogeneous subzone of the entire forest region, a
constant bulk value of dimensional eddy viscosity is assumed and determined
by (4.9). Due to the same properties (cylinder arrangement and cell porosity)
over four patches, the bulk value of dimensional eddy viscosity is assigned
to each patch. Therefore, the cell problem corresponding to each harmonic
needs to be solved only once. Note again that the cell problem for different
harmonic components (ω) has to be solved independently as the dimension-
less eddy viscosity depends on ω. Following the convergence tests, we here
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adopt 10−3 ≤ ω ≤ 15 (with 40 equally-distributed values) as the arrangement
of truncated harmonic components in numerical computations. For each har-
monic, the same discretization of forest boundary (see Fig.3.18) is applied for
each patch with 720 boundary elements in total (i.e. Nξ = 180 and NS = 720).
Uniform solution along each element is assumed. For each patch (i.e. patch ξ),
the outward normal direction of the boundary can be represented by rξ which
is shown in Fig.3.18, i.e. nˆξ = −nˆS ≡ rξ. Therefore, the matching conditions in
(4.46) and (4.47) become
(
Gˆξ
)
i j
∂ηˆ(0)ξ∂rξ

j
= Aˆ0eiXi −
(
QˆS
)
im
∂ηˆ(0)S∂rξ

m
(4.64)
and
− iKˆ
∂ηˆ(0)ξ∂rξ

i
= Aˆ0
∂eiXi
∂rξ
+
∂ηˆ(0)S∂rξ

i
(4.65)
where i & j = 1 · · ·Nξ and m = 1 · · ·NS with NS = ∑41 Nξ. A system of equations
for solving ∂ηˆ(0)ξ /∂rξ and ∂ηˆ
(0)
S /∂rξ is formulated. After the unknown ηˆ
(0)
ξ and ηˆ
(0)
S
and their normal derivatives along the boundaries are solved, the wave am-
plitude spectrum in each patch as well as in open water can be obtained from
(4.34) and (4.37), respectively. Once again, we note that the wave amplitude
spectrum for each harmonic is solved separately and the free surface elevation
can be computed by the inverse Fourier transform in (4.14) with numerical in-
tegration.
The comparisons of numerically-simulated free surface elevations with
gauge measurements are presented in Fig.4.9 – 4.11. As concluded previously
for a circular forest, the nonlinearity of incident wave plays an essential role in
the accuracy of model prediction. Similar results can also be observed in Fig.4.9
– 4.11. For smaller waves (e.g. Case 1: Hinc/h0 ≈ 0.15), the largest relative wave
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height difference appears to be 10 % at wave gauge 7. For larger wave (e.g.
Case 2: Hinc/h0 ≈ 0.23 and Case 3: Hinc/h0 ≈ 0.31), on the other hand, the rela-
tive errors increase to 14 % at wave gauge 7. Furthermore, the discrepancy at
wave gauge 4, which is close to the entry of the vegetated area, is higher than
expected while the measurements at wave gauge 10 for Case 2 and 3 present
lower values than expected. It is also obvious that the phase differences be-
tween the model predictions and the data become noticeable for all the cases
when the wave gauges are outside the vegetated area (i.e. wave gauges 7 & 24).
In fact, the phase differences for three cases are almost the same (i.e. ≈ 0.13 s at
wave gauges 7 & 24). Finally, we also compare the numerically-simulated wave
heights along the centerline with those for the single circular forest (Sec.4.5.2) in
Fig.4.12. As more cylinders are used for the single circular forest than those for
four smaller patches, higher attenuation of the advancing wave crest (around 10
% for Case 1 and 15 % for Case 2) is observed in the single patch case. Also, the
phase differences due to the existence of more cylinders (i.e. higher porosity)
are recognized.
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Figure 4.9: Comparison of wave height by numerical simulation (solid lines) with ex-
perimental data (dashed lines) for multiple patches – Case 1.
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Figure 4.10: Comparison of wave height by numerical simulation (solid lines) with ex-
perimental data (dashed lines) for multiple patches – Case 2.
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Figure 4.11: Comparison of wave height by numerical simulation (solid lines) with ex-
perimental data (dashed lines) for multiple patches – Case 3.
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Figure 4.12: Comparison of numerical-simulated wave heights through the centerline
of single circular forest (dashed lines) and of multiple patches (solid lines).
4.6 Concluding remarks and discussions
Transient long waves with a soliton-like impulse propagating through a coastal
forest are studied in this chapter. The multi-scale perturbation method is ap-
plied to separate the cylinder and wavelength scales. Starting with linearized
equations, Fourier transform is used for solving the transient problem, which
is different from the approach used in Mei et al. (2011). The micro- and macro-
scale problems for each harmonic are solved independently. Once the wave
amplitude spectrum for each harmonic is obtained, the free surface elevation
can be computed by inverse Fourier transform. It should be remarked again
that the incident wave height has to be reasonably small due to the use of
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linear wave theory. To determine the finite number of harmonic components
used in the numerical computations, we first perform a test and conclude that
10−3 ≤ ω ≤ 10 (with equally-distributed 40 values in total) is sufficient to re-
construct the incident soliton in (4.11). Using this arrangement in the numerical
computations shows convergent simulated free surface elevation for relatively
smaller waves. For larger waves, on the other hand, higher values of harmon-
ics (e.g. 10−3 ≤ ω ≤ 15) are needed such that the range of harmonics has to be
modified.
Similar to Sec.3.3, the boundary integral equation method is employed for
resolving the arbitrary forest shape such that the leading-order wave amplitude
spectrum is solved numerically. Each forest subzone is considered as a homo-
geneous region where a dimensional bulk eddy viscosity is determined by an
empirical formula. It is reiterated here that while the dimensional eddy vis-
cosity is a constant in a subzone, the dimensionless eddy viscosity depends on
the harmonic component. A computing program has been written based on the
present numerical model and can be applied to different configurations of forest
patches. The required inputs of the numerical model are described in Appendix
B.2.1.
To check the present approach, the forest belt studied in Mei et al. (2011)
is first examined with new semi-analytical solutions being provided. A modi-
fication of the empirical formula for eddy viscosity in Mei et al. (2011) shows
better agreement between the semi-analytical results and reported data. By
checking the normalized damping height, the model limitation on the non-
linearity of incident wave is observed. We also test the efficiency of different
forest sizes on damping the incident wave energy. As expected, thicker forest
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belts can have higher wave dissipation. For the largest wave in their cases (i.e.
Hinc/h0 ≈ 0.1864), approximately 90 % of incident wave height is damped out
when the forest width becomes four times of the original size (i.e. 4×LF). The cir-
cular forest, as presented in Sec.3.6.2, is then used to check the numerical model.
The numerical results show very good agreement with the experimental data.
The relative differences between measured and simulated wave heights are less
than 17 %. For the cases with smaller nonlinearity, i.e. Hinc/h0 ≤ 0.2, the rela-
tive errors become less than 10 %. Focusing on the normalized damping height
along the centerline, the relative errors are less than 12 % for most of the cases
(i.e. Hinc/h0 ≤ 0.3), which confirms the linear limitation of the present model on
the nonlinearity of incident wave. Further investigation on the present model
is conducted by using the forest configuration in Sec.3.6.3, which contains four
smaller circular patches. Again, good agreements between model results and
the data are found and the effects of the nonlinearity of incident wave are also
observed. Similarly, the discrepancy between numerical simulations and the
data starts increasing when Hinc/h0 > 0.2. The comparisons of wave attenuation
by the single circular forest and by multiple patches are also presented, showing
higher attenuation of incoming waves by the former.
As we know, a solitary wave, with a finite wave height, can propagate
at a constant speed without changing its shape over a fairly long distance.
As mentioned in Mei et al. (2005), a linear and non-dispersive approxima-
tion could be used over a certain length of time, which could be estimated by
t ∼ √h0/g(L/Hinc). Using the effective wavelength of a solitary wave as the
length scale L, the time t can range from O(10) to O(100) secs for the wave con-
ditions presented in Sec.4.5.1 – 4.5.3. An approximate traveling distance dur-
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ing this time t can be obtained by using the wave speed of a solitary wave
=
√
g(h0 + Hinc), which gives O(10) m for larger wave height and O(100) m for
smaller wave height. Apparently, the distance is much longer than that from
the wavemaker to the forest area in the laboratory experiments, especially for
lower incident wave nonlinearity. This may justify the comparisons between
the present linear model and the experimental data of solitary wave, which ac-
tually has nonlinear and dispersive characteristics. On the other hand, for the
cases with largest values of Hinc/h0 (e.g. 3S7 & 3S8 in Table 4.1), the distance
for linear non-dispersive approximation being hold is around 12 m, which is
just slightly longer than that between wavemaker and the circular forest. This
may also explain the discrepancy between the present linear model and experi-
mental measurements for incident waves with higher nonlinearity. A nonlinear
model shall then be considered as a future work for model expansion.
To test the effects of different cylinder configurations on wave attenuation,
the staggered arrangement as shown in Fig.3.1a is adopted. With the same
size of cylinder and cell porosity as used for aligned configuration (Sec.4.5.1
& 4.5.2), the spacing (i.e. micro-length scale `st where the subscript "st" denotes
the staggered arrangement) has to be
√
2`. For the forest belt, d = 1 cm and
`st = 3
√
2. For the single circular forest, d = 3 cm and `st = 9
√
2. In Fig.4.13, the
comparisons of wave height evolution through the forest belt for two different
cylinder arrangements are presented. It can be seen that the staggered arrange-
ment brings about 5–10 % more of the wave height dissipation than the aligned
cylinders although the staggered arrangement has larger cell size. Similarly, the
staggered cylinder arrangement is applied to the single circular forest. The com-
parisons are presented in Fig.4.14 and 4.15. Up to 20 % more of the normalized
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damping height is also observed in Fig.4.16.
Most of the contents in this chapter have been presented in Chang et al.
(2017b).
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Figure 4.13: Comparison of simulated wave height between aligned and staggered
cylinder arrangements for the forest belt test (Case 3 & 4): solid lines – aligned, dashed
lines – staggered.
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Figure 4.14: Comparison of simulated wave height between aligned and staggered
cylinder arrangements for single circular forest test 4S7: solid lines – aligned, dashed
lines – staggered.
140
0.7
0.8
0.9
1
1.1
(4S1) (4S2)
−2 −1 0 1 2 3
0.7
0.8
0.9
1
1.1
X (m)
n
o
rm
al
iz
ed
fr
ee
su
rf
ac
e
el
ev
at
io
n
η
/
H
in
c
(4S3)
−2 −1 0 1 2 3
X (m)
(4S4)
(a) 4S1–4S4
0.6
0.7
0.8
0.9
1
1.1
1.2
(4S5) (4S6)
−2 −1 0 1 2 3
0.6
0.7
0.8
0.9
1
1.1
1.2
X (m)
n
o
rm
al
iz
ed
fr
ee
su
rf
ac
e
el
ev
at
io
n
η
/H
in
c
(4S7)
−2 −1 0 1 2 3
X (m)
(4S8)
(b) 4S5–4S8
Figure 4.15: Comparison of simulated wave height profiles along the centerline of single
circular forest between aligned and staggered cylinder arrangements for cases in Table
4.2: circles – aligned; triangles – staggered.
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circular forest between aligned and staggered cylinder arrangements for cases in Table
4.2.
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CHAPTER 5
HARMONICS GENERATION BY A COASTAL FOREST
In the previous chapters, we have shown the capability of the linear models on
estimating wave attenuation by coastal forests. However, the limitation on the
nonlinearity of incident waves has been confirmed in the data-model compar-
isons for both types of waves (i.e. periodic and transient waves). Accordingly,
this chapter aims to take nonlinear effects into account by including the convec-
tion term in the momentum equations and to investigate the possible differences
from the results obtained by the linear model.
Assuming incident waves as simple harmonic with weakly nonlinearity,
higher harmonic waves are expected to be generated within the vegetated area
and propagate to open water. The homogenization theory is again applied such
that the micro-scale flow in the vicinity of cylinders is separated from the macro-
scale wave dynamics. Different from the linear model presented in Chap.3, the
leading-order cell problem now becomes a nonlinear boundary-value-problem
while the macro-scale problem still remains linear. Expressing the solutions (e.g.
velocity, free surface elevation) as a superposition of different harmonics, the
governing equations for each mode can be separated while different harmon-
ics are still interacting with each other due to the nonlinearity in cell problem.
To solve the nonlinear boundary-value-problem, a modified pressure correc-
tion method is introduced with the use of finite difference discretization. The
modified pressure correction method is an iterative approach where an appro-
priate initial guess is needed. A staggered grid discretization is used such that
the unknown pressure locates at all the inner grid points. After obtaining the
micro-scale solutions, the macro-scale wave dynamics can then be solved nu-
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merically. As the cell problem is driven by the macro-scale pressure gradient,
another iterative scheme is needed to solve this coupled system. The details
of the numerical algorithms for both micro- and macro-scale problems are pro-
vided.
Focusing on shallow-water waves propagating through a forest belt as a spe-
cial case, the leading-order wave solutions for different harmonic components
are solved numerically. The present model results are first compared with the
linear model results to investigate the nonlinear effects. Higher harmonic com-
ponents are then presented. The reflection and transmission coefficients are also
compared with existing experimental data. The effects of different parameters
and varying nonlinearity on the wave solutions are further discussed.
5.1 Governing equations and boundary conditions
Starting with the shallow-water wave equations, the leading-order velocities
are on the horizontal plane and are independent of z, i.e. ui(~x, t), i = 1 & 2. The
nonlinearity is now included in the governing equations as shown in (2.11) and
(2.12), where double bars are dropped for brevity:
∂η
∂t
+
∂
∂xi
[
ui (h0 + η)
]
= 0, i = 1, 2 (5.1)
and
∂ui
∂t
+ u j
∂ui
∂x j
= −g ∂η
∂xi
+ νe
∂2ui
∂x j∂x j
, i & j = 1, 2 (5.2)
in which h0 and η respectively denote the constant water depth and the free
surface elevation. The bottom friction has been neglected in (5.2) and the eddy
viscosity νe is assumed to be a constant across a homogeneous forest region.
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With shallow-water wave conditions, the variables can be normalized by the
characteristic scales as
x∗i =
xi
`
, η∗ =
η
Ainc
, t∗ = tω, u∗i =
ui√
gh0Ainc/h0
(5.3)
in which the horizontal coordinates are scaled by the micro-length `, and the
free surface elevation is normalized by the incident wave amplitude Ainc. Here
the constant water depth is assumed to be greater than the tree spacing but less
than the wavelength, i.e. `  h0  1/kinc, where kinc denotes the wavenumber
of incident waves. The small parameter ε can be defined as
ε = kinc` ≡ ω`/
√
gh0  O(1) (5.4)
where the typical wavenumber for shallow-water waves has been adopted, i.e.
kinc ≈ ω/
√
gh0. To introduce the weakly nonlinearity, we define another param-
eter:
αn =
Ainc/h0
ε
with O(αn) = O(1) (5.5)
which indicates the weakly nonlinearity as
O (Ainc/h0) = O(ε) (5.6)
Based on the above scales, the normalized governing equations become:
ε
∂η∗
∂t∗
+
∂
∂x∗i
[
u∗i (1 + αnεη
∗)
]
= 0, j = 1, 2 (5.7)
and
ε
∂u∗i
∂t∗
+ (αnε) u∗j
∂u∗i
∂x∗j
= −∂η
∗
∂x∗i
+ σε
∂2u∗i
∂x j∂x j
, i & j = 1, 2 (5.8)
where the dimensionless eddy viscosity has been defined in (3.11). The normal-
ized no-slip boundary condition along cylinder surfaces remains valid:
u∗i = 0 when ~x
∗ ∈ Sc (5.9)
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Due to the long-wave assumption, we here adopt the empirical formula in
Mei et al. (2011) to determine the eddy viscosity νe:
νe = 1.86(1 − n)2.06U0` with U0 =
√
gh0 (Ainc/h0) (5.10)
where U0 represents the depth-averaged horizontal water particle velocity. The
corresponding dimensionless eddy viscosity is
σ =
νe
ω`2
= 1.86(1 − n)2.06 1
kinc`
(
Ainc
h0
)
, kinc = ω/
√
gh0 (5.11)
5.2 Homogenization method
Due to the contrast between tree spacing and wavelength, we apply the multi-
scale perturbation theory and introduce two coordinates as shown in (3.17):
X∗i ≡ εx∗i = kincxi (5.12)
where the micro-scale x∗i is used to describe flow motions in the vicinity of
cylinders and the macro-scale X∗i is for the wave dynamics over the forest area.
Accordingly, the dimensionless velocity and free surface elevation can be ex-
panded as
u∗i = u
∗(0)
i + εu
∗(1)
i + ε
2u∗(2)i + · · · , η∗ = η∗(0) + εη∗(1) + ε2η∗(2) + · · · (5.13)
in which u∗i and η
∗ are functions of
(
x∗i , X
∗
i , t
∗). From here on, only dimensionless
variables are used and the asterisks (·)∗ are to be dropped for brevity. Substitut-
ing (5.13) back into (5.7) and (5.8), the governing equations at different orders of
magnitude can be obtained as follows.
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• O(ε0)
∂u(0)i
∂xi
= 0, i = 1, 2 (5.14)
and
∂η(0)
∂xi
= 0, i = 1, 2 (5.15)
In (5.15), the leading-order free surface elevation is independent of the micro-
scale coordinates, i.e. η(0) = η(0)(Xi, t).
• O(ε1)
∂η(0)
∂t
+
∂u(0)i
∂Xi
+
∂u(1)i
∂xi
+ αn
∂
(
u(0)i η
(0)
)
∂xi
= 0 (5.16)
and
∂u(0)i
∂t
+ αnu
(0)
j
∂u(0)i
∂x j
= −∂η
(0)
∂Xi
− ∂η
(1)
∂xi
+ σ
∂2u(0)i
∂x j∂x j
(5.17)
Considering a simple harmonic incident wave train, higher harmonics will be
generated because of the nonlinearity. To anticipate the growth of higher har-
monics, we express the velocity components and free surface elevation as
ui =
1
2
∞∑
m=−∞
u˜i,me−imt with u˜i,−m =
(
u˜i,m
)′
(5.18)
and
η =
1
2
∞∑
m=−∞
η˜me−imt with η˜−m = (η˜m)
′
(5.19)
in which m denotes different harmonic modes and (·)′ represents the complex
conjugate operator. Focusing on the leading-order flows, the micro and macro-
scale governing equations are derived in the following sections.
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5.2.1 Micro-scale (cell) problem
Let’s focus on the flow motion in a micro-scale cell first. Substituting (5.18) –
(5.19) into the mass conservation of O(1) in (5.14) and the momentum equations
of O(ε) in (5.17) yields:
∞∑
m=−∞
∂u˜(0)i,m
∂xi
e−imt = 0 (5.20)
and
∞∑
m=−∞
(−im) u˜(0)i,me−imt +
αn
2
 ∞∑
m1=−∞
u˜(0)j,m1e
−im1t

 ∞∑
m2=−∞
∂u˜(0)i,m2
∂x j
e−im2t

= −
∞∑
m=−∞
∂η˜(0)m
∂Xi
e−imt −
∞∑
m=−∞
∂η˜(1)m
∂xi
e−imt + σ
∞∑
m=−∞
∂2u˜(0)i,m
∂x j∂x j
e−imt (5.21)
For each mode m, the above two equations give
∂u˜(0)i,m
∂xi
= 0 (5.22)
and
(−im) u˜(0)i,m +
αn
2
∞∑
m1=−∞
u˜(0)j,m1 ∂u˜(0)i,m−m1∂x j
 = −∂η˜(0)m∂Xi − ∂η˜
(1)
m
∂xi
+ σ
∂2u˜(0)i,m
∂x j∂x j
(5.23)
in which the forcing term ∂η˜(0)m /∂Xi is given by the macro-scale solutions. Along
the surface of cylinders, no-slip boundary condition gives
u˜(0)i,m = 0, xi ∈ Sc (5.24)
In addition, u˜(0)i,m and η˜
(1)
m are subject to cell-periodicity. Apparently, equations
(5.22) and (5.23), governing the cell problem of modem, are nonlinear equations.
Higher harmonics are to be generated through the nonlinearity in (5.23), where
different harmonics are interacting with each other.
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5.2.1.1 Modified pressure correction method
Here we employ a modified pressure correction method to solve the nonlinear
cell problem. The pressure correction method, i.e. Semi-Implicit Method for
Pressure Linked Equations, is basically an iterative approach and is commonly
used for solving nonlinear Navier-Stokes equations (Anderson 1995, Ferziger
and Peric 2012). The iteration process requires a proper initial guess of both
pressure and velocity fields. Within each step of the iteration, the corrections on
pressure and velocity are constructed until convergent solutions are achieved.
To implement the iteration process, a pseudo-transient term needs to be intro-
duced to the momentum equation in (5.23) as
∂u˜(0)i,m
∂t
− imu˜(0)i,m +
αn
2
∞∑
m1=−∞
∂
(
u˜(0)j,m1 u˜
(0)
i,m−m1
)
∂x j
= −∂η˜
(0)
m
∂Xi
− ∂η˜
(1)
m
∂xi
+ σ
∂2u˜(0)i,m
∂x j∂x j
(5.25)
where the conservation form is used. Note that the unknown u˜(0)i,m is independent
of time. The pseudo-time derivative term is actually used for the iteration proce-
dures. Once the convergent solutions are obtained, the pseudo-time derivative
term should be negligible.
A finite difference approach with staggered grid discretization, as sketched
in Fig.5.1, is applied in the numerical computations. Using staggered grid ar-
rangement, the unknown η˜(1)m are all located at the inner grid points, which can
avoid unspecified boundary conditions. Only the grid points of velocity com-
ponents are along the boundary of the cylinder, where the no-slip boundary
conditions are then applied. Choosing a forward difference in time and cen-
tral differences for spatial derivatives, the momentum equation in (5.25) can be
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expressed as
(
u˜(0)i,m
)nt+1 − (u˜(0)i,m)nt
∆t
= im
(
u˜(0)i,m
)nt − αn
2
∞∑
m1=−∞
∂u˜(0)j,m1 u˜(0)i,m−m1∂x j

nt
− ∂η˜
(0)
m
∂Xi
−
(
∂η˜(1)m
∂xi
)nt
+ σ
 ∂2u˜(0)i,m∂x j∂x j
nt (5.26)
in which nt + 1 and nt respectively denote the (nt + 1)th and (nt)th iterations. The
convergence criterion requires the spatial average of relative errors between two
successive iterations (on both pressure and velocity) to be less than 0.1 % for
each m: ∣∣∣∣∣∣∣∣
(
u˜(0)i,m
)nt+1 − (u˜(0)i,m)nt(
u˜(0)i,m
)nt
∣∣∣∣∣∣∣∣ ≤ 0.1 % ,
∣∣∣∣∣∣∣∣
(
η˜(1)i,m
)nt+1 − (η˜(1)i,m)nt(
η˜(1)i,m
)nt
∣∣∣∣∣∣∣∣ ≤ 0.1 % (5.27)
An example of convergence histories can be found in Fig.5.10. The satisfac-
tion of continuity equation also needs to be assured. When the solutions are
converged, the pseudo-time derivative term in (5.26) can be neglected, i.e.(
u˜(0)i,m
)nt+1 ≈ (u˜(0)i,m)nt . The convergent results shall satisfy the cell problem equations
in (5.22) and (5.23). To initiate the iteration process, a proper guess of pressure
and velocity fields is needed. Here we use the linear problem solutions (i.e.
αn = 0) as the initial guess to start the iteration in numerical computations.
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Figure 5.1: A sketch of staggered grid discretization: crosses – η(1)m , triangles – u
(0)
1,m and
diamonds – u(0)2,m. The dashed line indicates the boundary of cylinder while the solid
line shows the real boundary in finite difference computations. (a) – a unit cell; (b) –
partial enlarged view. Note: the number of grids in this figure only serves the purpose
of illustration.
As mentioned above, the modified pressure correction method is an itera-
tive approach. Within the iteration process, the velocity field is obtained from
the guessed pressure (or from the previous iteration) and does not necessarily
satisfy the continuity equation. Accordingly, the correction on pressure aims to
make the velocity field in better agreement with the continuity equation through
the iteration process. The pseudo-time derivative term is also expected to be
decreasing until negligible. To construct the formula for pressure correction,
we first substitute the pressure and velocity fields at step nt into the momen-
tum equation in (5.26). The uncorrected velocity at next "pseudo-time" step (i.e.
nt + 1) can then be obtained explicitly:
(
u˜(0)∗∗i,m
)nt+1
=
(
u˜(0)i,m
)nt
+ im∆t
(
u˜(0)i,m
)nt − αn
2
∆t
∞∑
m1=−∞
∂u˜(0)j,m1 u˜(0)i,m−m1∂x j

nt
− ∆t∂η˜
(0)
m
∂Xi
− ∆t
(
∂η˜(1)∗∗m
∂xi
)nt
+ σ∆t
 ∂2u˜(0)i,m∂x j∂x j
nt (5.28)
in which the double asterisks (∗∗) are used to denote the uncorrected terms. It is
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reminded that the uncorrected velocity u˜(0)∗∗i,m is computed based on the guessed
(or the previous-iterated) pressure field η˜(1)∗∗m such that the continuity equation
is not necessarily satisfied. Therefore, the corrections need to be constructed:
η˜(1)m = η˜
(1)∗∗
m + η˜
(1)c
m , u˜
(0)
i,m = u˜
(0)∗∗
i,m + u˜
(0)c
i,m (5.29)
where the superscript c is used to represent the corrections on pressure and
velocity fields. To derive a formula for computing these corrections, we subtract
(5.28) from (5.26) and obtain
(
u˜(0)i,m
)nt+1 − (u˜(0)∗∗i,m )nt+1 = u˜(0)ci,m = −∆t (∂η˜(1)cm∂xi
)
(5.30)
Through the iteration process, it is required that the velocity after each correc-
tion shall satisfy the continuity equation. Accordingly, substituting (5.30) into
(5.22), the formula for pressure correction can be obtained:
∂2η˜(1)cm
∂x1∂x1
+
∂2η˜(1)cm
∂x2∂x2
=
1
∆t
∂u˜(0)∗∗1,m∂x1 + ∂u˜
(0)∗∗
2,m
∂x2
nt+1 (5.31)
in which the RHS are known from (5.28). Note that we impose the following
condition to ensure unique solutions:
〈η˜(1)cm 〉 = 0 (5.32)
where the angle brackets denote the cell-averaged operator defined in (3.39).
The cell-periodicity condition is also applied. Using staggered-type grid dis-
cretization (e.g. Fig.5.1), the unknown η˜(1)cm are located at all the inner points and
can be readily obtained by solving the Poisson equation in (5.31). The velocity
corrections u˜(0)ci,m can then be obtained by (5.30). When the pressure and veloc-
ity are corrected by (5.29), the new values are designated to the RHS of (5.28)
and the process will be repeated until the convergent solutions are achieved
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and the continuity equation is satisfied. The iterations procedures can be found
in Fig.5.2. Note that a factor of under-relaxation (Anderson 1995) on pressure
correction is applied to avoid divergent results:(
η˜(1)m
)nt+1
=
(
η˜(1)∗∗m
)nt
+ κη˜
(
η˜(1)cm
)
(5.33)
where κη˜ denotes the under-relaxation factor. A value of 0.8 is used in the nu-
merical computations.
Initial Guess
nt = 1
Compute velocity corrections
Correct/update pressure and velocity
Convergent? OutputsNo Yes
Compute pressure corrections
Compute velocity at next “pseudo-time” step
Figure 5.2: Iteration steps for solving cell problem by the modified pressure correction
method
In addition to the present approach, it should be noted that several other
numerical methods could be alternatives to solve the nonlinear cell problem
and should deserve future explorations. One example is the projection method
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(Chorin 1968), which has been widely used for solving nonlinear Navier-Stokes
equations. Separating the momentum equations into two parts, the projection
method is basically a fractional-step approach. An intermediate velocity is first
obtained by excluding the pressure gradient term, i.e. ∂η˜(1)m /∂xi in (5.25). The
second step is to solve the updated velocity by including the pressure gradient,
in which the divergence-free condition is required. This is similar to the present
approach. To avoid the unknown boundary conditions of η˜(1)m , a staggered dis-
cretization could be used. The pseudo-time derivative term in (5.25) will also be
needed to conduct the iteration. More discussions could be included in future
works.
5.2.2 Macro-scale (wavelength scale) problem
With the cell problem solutions, now we turn to the macro-scale problem for
wave dynamics. Taking cell average, as shown in (3.39), over the mass conser-
vation of O(ε) in (5.16):
n
∂η(0)
∂t
+
∂〈u(0)i 〉
∂Xi
= 0 (5.34)
in which (5.14) and (5.15) have been applied. The Gauss’s theorem and cell-
periodicity are also used. The above n denotes the cell porosity and has been
defined in (3.42). Substituting (5.18) and (5.19) into (5.34) yields
n
 ∞∑
m=−∞
−imη˜(0)m e−imt
 + ∞∑
m=−∞
∂〈u˜(0)i,m〉
∂Xi
e−imt = 0 (5.35)
For each mode m, we have
n
(
−imη˜(0)m
)
+
∂〈u˜(0)i,m〉
∂Xi
= 0 (5.36)
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Likewise, taking cell average over momentum equation of O(ε) in (5.17) gives
∂〈u(0)i 〉
∂t
+
1
Ω
"
Ωf
αnu(0)j ∂u(0)i∂x j
 dΩ
= −n∂η
(0)
∂Xi
− 1
Ω
"
Ωf
(
∂η(1)
∂xi
)
dΩ +
1
Ω
"
Ωf
σ ∂2u(0)i∂x j∂x j
 dΩ (5.37)
in which Ω is the total cross-sectional area projected on the horizontal plane
and Ωf represents the area occupied by fluid inside Ω. Substituting the solution
forms in (5.18) and (5.19) into the above equation, then for each modemwe have
−im〈u˜(0)i,m〉 +
αn
2Ω
"
Ωf
 ∞∑
m1=−∞
u˜(0)j,m1 ∂u˜(0)i,m−m1∂x j

 dΩ
= −n∂η˜
(0)
m
∂Xi
− 1
Ω
"
Ωf
∂η˜(1)m
∂xi
dΩ
 + σ
Ω
"
Ωf
∂2u˜(0)i,m
∂x j∂x j
dΩ
 (5.38)
in which the Gauss’s theorem and cell-periodicity are applied. Combining (5.36)
with (5.38), the governing equation for the leading-order free surface elevation
η˜(0)m of each mode inside the forest is derived as:
∂2η˜(0)m
∂X2i
+
(
m2
)
η˜(0)m = −
(
αn
n
)
∂M˜m
∂Xi
−
(
1
n
)
∂N˜m
∂Xi
+
(
σ
n
)
∂Q˜m
∂Xi
(5.39)
where M˜m, N˜m and Q˜m on the RHS are all from the cell (micro-scale) problem
solutions:
M˜m =
1
2Ω
"
Ωf
 ∞∑
m1=−∞
u˜(0)j,m1 ∂u˜(0)i,m−m1∂x j

 dΩ (5.40)
and
N˜m =
1
Ω
"
Ωf
∂η˜(1)m
∂xi
dΩ , Q˜m =
1
Ω
"
Ωf
∂2u˜(0)i,m
∂x j∂x j
dΩ (5.41)
For open water, on the other hand, the incident wavelength 1/kinc instead
of tree spacing is used to scale the horizontal coordinates. The corresponding
leading-order governing equations are derived as
∂η(0)
∂t
+
∂〈u(0)i 〉
∂Xi
= 0 (5.42)
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and
∂〈u(0)i 〉
∂t
= −∂η
(0)
∂Xi
(5.43)
Substituting (5.18) and (5.19) into (5.42) and (5.43), for each mode we have
− imη˜(0)m +
∂〈u˜(0)i,m〉
∂Xi
= 0 (5.44)
and
− im〈u˜(0)i,m〉 = −
∂η˜(0)m
∂Xi
(5.45)
Combining (5.44) with (5.45), the equation governing the leading-order free sur-
face elevation outside the forest is obtained:
∂2η˜(0)m
∂X2i
+
(
m2
)
η˜(0)m = 0 (5.46)
5.3 Shallow-water waves through a forest belt
Here we consider shallow-water waves propagating through a homogeneous
forest belt (as used in Sec.3.6.1) with an infinite length (i.e. −∞ < Y < ∞) but
a finite width (i.e. 0 ≤ X ≤ LF). Assuming normal incident waves of simple
harmonic, higher harmonics will be developed inside the forest region by non-
linearity and be radiated into open water as reflected and transmitted waves.
Accordingly, the solutions within incidence and transmission regions can be
readily obtained by solving (5.46):
• Incidence region:
η˜(0)I,m = e
imX + Rme−imX , u˜
(0)
I,m = e
imX − Rme−imX when X < 0 (5.47)
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• Transmission region:
η˜(0)T,m = Tme
imX , u˜(0)T,m = Tme
imX when X > LF (5.48)
Inside the forest region, the numerical solutions to (5.39) can be found by a
second-order finite difference approach and shall match the open-water solu-
tions along the edges of the forest felt. Requiring the continuity of free surface
and horizontal velocity at discrete points on the interfaces, i.e.
η(0)I,m = η
(0)
F,m , u˜
(0)
I,m = u˜
(0)
F,m at X = 0 (5.49)
and
η(0)F,m = η
(0)
T,m , u˜
(0)
F,m = u˜
(0)
T,m at X = LF (5.50)
, a matrix equation for the unknowns inside and the coefficients Rm, Tm outside
can be formulated and be solved numerically. Note that we assume the mean
water level does not change in the incidence region such that the reflection co-
efficient of zero-th mode is set as R0 = 0.
As indicated above, the gradient of leading-order free surface elevation, i.e.
∂η˜(0)m /∂X, is serving as the driving force for cell problem. On the other hand,
when solving the macro-scale problem, those cell-averaged terms M˜m, N˜m and
Q˜m need to be computed based on the micro-scale solutions. Accordingly, an it-
erative scheme must be introduced for this coupled system, solving both the
micro- and macro-scale problems. Starting with linear problem solutions in
Chap.3 to initiate the iteration process, the macro-scale pressure gradient is
given as an input for cell problem in (5.22) & (5.23). Once the micro-scale so-
lution is found, the cell-averaged M˜m, N˜m and Q˜m can be obtained. The macro-
scale free surface elevation η˜(0)m and the coefficients Rm, Tm for each mode m can
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be solved numerically. Afterwards, we go back to the cell problem with the
updated pressure gradient (i.e. gradient of leading-order free surface elevation
∂η˜(0)m /∂X). Solving the micro- and macro-scale problem in order, the iterative pro-
cess is to be repeated until the convergent results are achieved, which requires
the spatial-averaged relative differences between the wave solutions obtained
from two successive iteration steps to be less than 1.0 %:
1
NXp
NXp∑
iXp
∣∣∣∣∣∣∣ η˜
(0)
m_(k+1) − η˜(0)m_(k)
η˜(0)
m_(k)
∣∣∣∣∣∣∣ ≤ 1.0 % (5.51)
where k and k + 1 respectively denote the (k)th and (k + 1)th iteration. NXp gives
the total number of discrete grid points inside the forest. Note that the infinite
number of harmonics (i.e. m) needs to be truncated to a certain number in the
numerical computations. Fig.5.3 shows the iteration steps for solving the cou-
pled micro- and macro-scale problem. An example of convergence histories for
macro-scale iterations is given in Fig.5.13.
Initial Guess
Convergent? Outputs
No
Yes
Solve micro-scale problem
Solve macro-scale problem
Update macro-scale solution
Figure 5.3: Iteration steps for solving the coupled micro- and macro-scale problem.
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In the following, we use the experimental conditions reported in Mei et al.
(2011) to study the nonlinearity effects. As shown in Table 5.1, a range of wave
periods is included in their experiments, in which Case 7 & 8 have shallow-
water-wave conditions (h0/L < 0.05) while the rest have relatively shorter
waves. We first exclude the nonlinearity by setting αn = 0 and compare the
numerical results with the linear problem solutions in Mei et al. (2011). The
differences on both micro- and macro-scale results due to different numerical
algorithms for solving the cell problem are presented and discussed. After-
wards, using the present model with αn in Table 5.1, the effects of nonlinearity
on the wave solutions are studied. The behaviors of different harmonics are also
discussed. The comparisons of reflection/transmission coefficients with exper-
imental data are then presented. The impacts of different parameters on the
wave amplitude evolutions are shown as well.
Table 5.1: Experimental conditions and dimensionless parameters in Mei et al. (2011)
Case h0 (cm) T (s) Ainc (cm) L (m) kinch0 kincAinc Ainc/h0 αn σ
1
12
1.2 1.36 1.236 0.61 0.070 0.1133 0.7432 0.0096
2 1.4 1.23 1.450 0.52 0.053 0.1025 0.7885 0.0101
3 1.6 1.20 1.676 0.45 0.045 0.1000 0.8889 0.0113
4 1.8 1.22 1.885 0.40 0.040 0.1017 1.0167 0.0129
5 1.9 1.22 2.038 0.37 0.038 0.1017 1.0991 0.0136
6 2.0 0.34 2.094 0.36 0.010 0.0283 0.3148 0.0040
7 2.5 0.33 2.692 0.28 0.008 0.0275 0.3928 0.0048
8 3.0 0.25 3.278 0.23 0.005 0.0208 0.3623 0.0044
The above h0, T , Ainc and L represent the constant water depth, the incident wave period, wave
amplitude and wavelength, respectively. kinc denotes the incident wavenumber. For all the
cases, the width of the forest region LF is 1.08 m and the porosity n is 91.27% (d=1cm, `=3 cm).
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5.3.1 Linear results
To check the present model, we first set αn = 0 for the cases in Table 5.1 and com-
pare the numerical results with the semi-analytical solutions in Mei et al. (2011),
where the cell problem is solved by using finite element approach. The normal-
ized wave amplitude variation through the forest for two cases with relatively
longer wavelength is presented in Fig.5.4. It can be observed that the present
model results have slightly higher wave amplitude inside the forest. Slightly
larger reflected waves are also observed while negligible differences are found
in transmitted waves. Overall, the spatial-averaged relative differences between
two model results are about 1 – 2 %. This is mainly because different numerical
algorithms are employed for solving the cell problem in two models. The dis-
cretization used in two numerical models have been presented in Fig.3.2b and
Fig.5.1, respectively. Obviously, the staggered grid system used in the present
approach does not perfectly fit the boundary of the central cylinder. This shall
be the main contribution to the differences observed in Fig.5.4.
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(a) Case 6
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Figure 5.4: Comparison of linear model results. Solid lines is obtained by using finite
element model (Mei et al. 2011) to solve the cell problem. Dashed lines with circles
show the results by the present approach. The wave conditions can be found in Table
5.1.
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Figure 5.5: Profiles of dimensionless flow velocity u˜(0)1,m=1 along x1 = 0 at three locations
within the forest. The wave condition is Case 6 in Table 5.1. The vertical dotted lines
show the edges of cylinder. FDM: finite different method (the present approach), FEM:
finite element model used in Mei et al. (2011).
For further investigation, three different locations within the forest belt
(X = LF/4, LF/2 & 3LF/4) are selected and the corresponding micro-scale velocity
profiles u˜(0)1,m=1 along x1 = 0 obtained by two numerical models are compared. As
shown in Fig.5.5, the discrepancy between two model results can be observed,
especially when close to the central cylinder. Besides, the cell-averaged veloci-
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ties 〈u˜(0)i,m=1〉 within the model forest are also compared, yielding similar relative
errors (i.e. 1–2 %) as presented in macro-scale wave amplitude comparisons.
Linear micro-scale flow fields within unit cells have been presented in Sec.3.6
and Mei et al. (2014) and shall not be repeated here.
5.3.2 Nonlinear results
Using the values of αn in Table 5.1, we conduct the numerical computations by
the present model to investigate the nonlinear effects on micro-scale flow fields
and macro-scale wave solutions. Two cases with long-wave conditions (Case 7
and 8 in Table 5.1) are first presented in Fig.5.6, showing the normalized wave
amplitude through the forest belt. In the same figures, the linear solutions (i.e.
αn = 0) are also plotted for comparison. The corresponding wave profiles for
each harmonic component m are presented in Fig.5.8. As expected, higher har-
monics are grown inside the forest by nonlinearity and are radiated into open
water as reflected and transmitted waves. For both cases, it can be observed
that the first harmonic (m = 1) is the dominant mode for the total solution based
on the assumption of simple harmonic incidence. Due to smaller nonlinearity
(Ainc/h0), the amplitude of higher harmonic waves is quite small. The nonlinear
effects are not obvious in the total solutions and yield only about 2 % as the
spatial-averaged relative differences in comparison with linear model results.
Note that the infinite number of harmonics m is truncated as m = 5 in the nu-
merical computations.
To investigate higher nonlinearity, Case 4 and 5 in Table 5.1 are selected al-
though the corresponding wavelength is relatively shorter and is not within
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shallow-water wave regime. For both cases, the nonlinear effects become obvi-
ous and can be observed in the total solutions (Fig.5.7), in which higher spatial-
averaged relative differences ≈ 10 % are found when comparing with linear
model results. It can also be observed in Fig.5.9 that the first harmonic (m = 1) is
still dominant although the order of magnitude for the second and third modes
(m = 2, 3) becomes greater than those of Case 7 & 8: O(10−2).
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Figure 5.6: Comparison of nonlinear wave amplitude variation – Case 7 & 8. The linear
model uses σ in Table 5.1.
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Figure 5.7: Comparison of nonlinear wave amplitude variation – Case 4 & 5. The linear
model uses σ in Table 5.1.
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Figure 5.8: Wave amplitude variation for each mode – Case 7 & 8
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Figure 5.9: Wave amplitude variation for each mode – Case 4 & 5
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It is also worthy of exploring the micro-scale flow fields within cells by the
present model. Using Case 5 & 7, which have two different values of nonlinear-
ity parameter αn, we respectively present the velocity fields of each harmonic
component at the middle of forest belt (X = LF/2). Fig.E.1 first shows the ve-
locity fields of zero-th mode (m = 0) for both cases. The instantaneous veloc-
ity fields for higher modes can be found from Fig.E.2 to E.11 in Appendix E.1.
Symmetric eddies can be observed near the central cylinder due to the bound-
ary effects. The differences after including nonlinearity can also be found when
comparing with the linear flow fields in Sec.3.6. For higher modes, more eddies
with smaller sizes are formed close to the central cylinder and travel towards
the cell boundaries. The different patterns for Case 5 & 7 can also be observed.
It should be noted that only Reynolds-averaged velocity fields are presented.
As mentioned in Sec.5.2.1.1, the modified pressure correction method em-
ployed for solving the nonlinear cell problem is an iteration approach. In the
numerical computations, it is required that the spatial-averaged relative errors
for each mode m between two successive iterations are less than 0.1 % as indi-
cated in (5.27). By setting αn = 1.0, Fig.5.10 shows an example of the conver-
gence histories for micro-scale problem iteration. It can be observed that the
spatial-averaged relative errors for different modes are decreasing and the con-
vergence criteria can be achieved after around 500 – 600 iterations.
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Figure 5.10: Convergence histories of micro-scale iterations on u˜(0)m and η˜
(1)
m for different
modes when αn = 1.0.
Although the gauge data inside the model forest is not available such that
the comparisons of wave profiles are not allowed, we here present the compar-
isons of the reflection/transmission coefficients and the percentage of energy
dissipation with experimental data in Fig.5.11. The linear model results are
plotted in the same figures. For long waves (i.e. h0/L < 0.05) – Case 7 & 8, the
present model yields lower dissipation by the forest region with larger reflected
and transmitted waves being observed. On the other hand, for relatively short
waves (h0/L > 0.05), the discrepancy between model results and experimental
data become noticeable where higher energy dissipation can be observed. Ob-
viously, using the present shallow-water wave model does not consider vertical
variations, which can be important for relatively shorter waves. In addition,
the estimation of eddy viscosity by the empirical formula may not be appropri-
ate and could be the main contribution to the disagreement. In Chap.3, it has
been shown the energy model with a new drag coefficient formula can be used
to determine the eddy viscosity for shorter waves, in which reasonable agree-
ments have been found in data-model comparisons. As we know, the value
of eddy viscosity directly affects the energy dissipation and the resulting wave
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profiles within the forest. Thus, it is suggested that the present model should
be expanded by including short wave conditions in future works. A proper
estimation of eddy viscosity as shown in Sec.3.4 should also be made. Avail-
able experimental data for relatively short waves can then be used for model
validation.
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Figure 5.11: Comparisons of reflection |R| and transmission coefficients |T |. 1− |R|2 − |T |2
shows the percentage of energy dissipation by the forest. Circles – data; diamonds –
linear results by present model; triangles – nonlinear results by present model. The
vertical dotted lines show the shallow-water wave condition, i.e. h0/L ≤ 0.05.
As indicated in (5.11), higher values of nonlinearity parameter αn lead to
greater values of eddy viscosity σ, which would increase the dissipation within
the forest region. This has been presented in the above results. However, we
know the values of αn are determined by both the wave nonlinearity Ainc/h0
and the small parameter ε = kinc`. Therefore, to explore the effects of these two
parameters on wave solutions, more analyses are carried out here. Selecting six
values of αn with different combinations of Ainc/h0 and kinc`, we compare the
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corresponding reflection and transmission coefficients. As shown in Fig.5.12a
and 5.12b, with the same value of αn (i.e. the same σ), larger wave nonlinearity
Ainc/h0 brings about higher energy dissipation. On the other hand, longer waves
show less dissipation by the forest region in Fig.5.12c and 5.12d. As expected,
the forest region is a more efficient damper for shorter waves, which has also
been presented by the linear model (Chap.3). Besides, larger waves have higher
normalized energy dissipation in comparison with smaller waves. Some of the
corresponding wave profiles can be found from Fig.E.12 to E.15 in Appendix
E.2. It can also be observed that for all the tested cases, the first mode (m = 1) is
always dominant and higher modes (m>1) are less important.
An example of convergence histories for macro-scale iterations (Fig.5.3) with
different values of αn is given in Fig.5.13. It can be observed that more iteration
steps are needed for higher values of αn. For all the cases tested in this chapter,
the convergence criteria in (5.51) can be achieved within 30 iterations.
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Figure 5.12: Comparisons of reflection |R| and transmission coefficients |T |. 1− |R|2 − |T |2
shows the percentage of energy dissipation by the forest. Six values of αn are selected
with different combinations of Ainc/h0 and kinc`. Horizontal dotted line is used to sepa-
rate reflection and transmission coefficients.
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Figure 5.13: Convergence histories of macro-scale iterations for different values of αn
with k` = 0.094.
5.4 Concluding remarks and discussions
In this chapter, the nonlinear effects and the resulting harmonics generation
within a coastal forest are investigated. Assuming incident waves as simple
harmonic with weakly nonlinearity, higher harmonic waves are expected to be
developed inside the forest and be radiated to the outside region. Without ig-
noring the convection terms in the momentum equations, the multi-scale per-
turbation technique is applied and the governing equations for each harmonic
component are derived. The leading-order cell (micro-scale) problem becomes
a nonlinear boundary-value-problem and can be solved by employing a mod-
ified pressure correction method. A staggered grid discretization with finite
difference approach is used in the numerical computations. With micro-scale
solutions, the linear wavelength-scale (macro-scale) problem for each harmonic
can then be solved numerically. An iterative scheme is proposed for solving this
coupled system.
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Considering shallow-water waves propagating through an infinitely long
forest belt of finite width, the linear model results in Mei et al. (2011) are first
used to check the present numerical approach by neglecting the nonlinearity,
i.e. αn = 0. The comparisons are made for both micro- and macro-scale re-
sults. Overall, the spatial-averaged relative differences of 1 – 2 % are observed
in the comparisons of two macro-scale results. The velocity profiles within unit
cells and the corresponding cell-averaged velocities are compared, in which the
same range of relative errors is also found. The differences between these two
approaches could mainly be caused by the different numerical algorithms and
the corresponding discretization for solving the micro-scale problem. It should
be noted that the staggered grid system used in the present finite difference
approach does not perfectly fit the boundary of the cylinder within a cell (e.g.
Fig.5.1). Therefore, a boundary-fitting discretization will be suggested in future
works.
Using the experimental conditions in Mei et al. (2011), which have both long
waves and relatively short waves, the nonlinear and linear model results are
compared. Higher harmonic components for different wave conditions are also
presented. It can be observed that higher harmonic waves are generated within
the forest belt as expected. Due to the assumption of simple-harmonic inci-
dences, the first harmonic component is dominant while higher modes are rel-
atively smaller. Assuming that the mean water level does not change in the far
field of the incidence region (i.e. the normalized mean depth is unity), a wave
setup can be observed within the forest such that an increase of the mean water
level appears in the transmission region. For all the cases, higher reflection coef-
ficients but lower transmission coefficients are observed when taking nonlinear
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terms into account.
The numerical results are also compared with the experimental data re-
ported in Mei et al. (2011). Without gauge data within the model forest, the
data-model comparisons are only allowed in the incidence and transmission re-
gions. For long waves (i.e. h0/L < 0.05), larger reflected and transmitted waves
are observed in the model results when comparing with the measurements. For
relatively short waves (h0/L > 0.05), the obvious discrepancy between model re-
sults and data are observed and can be attributed to the use of present shallow-
water wave model, which does not take vertical variation into account for short
waves. The way to determine the value of eddy viscosity also deserves a fur-
ther investigation. As presented in Chap.3, the eddy viscosity is determined by
an energy model with a drag coefficient formula for short waves. On the other
hand, in Chap.4 and this chapter, an empirical formula is used to estimate the
eddy viscosity. As we know, the numerical results are directly affected by the
values of eddy viscosity. Therefore, the possible misinterpretation of eddy vis-
cosity for short waves by using the empirical formula for long waves may also
directly lead to the discrepancy. In future works, the present model needs to
be expanded such that the vertical variation can be included. A proper estima-
tion of eddy viscosity as shown in Sec.3.4 shall then be used for relatively short
waves. Also, several existing sets of experimental data for short waves can then
be used to further check the developed model.
To explore the effects of nonlinearity, different wave parameters are tested.
It has been shown that higher values of αn (larger σ) result in more wave dis-
sipation. As shown in (5.11), it should be noted that the dimensionless eddy
viscosity in the present model is directly proportional to the values of αn, which
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are determined by the incident wave nonlinearity Ainc/h0 and the small param-
eter kinc`. Therefore, several values of αn with different combinations of Ainc/h0
and kinc` are selected to compare the model results. It is observed that with the
same value of αn and σ, larger wave nonlinearity Ainc/h0 leads to higher energy
dissipation. In addition, the forest area is shown to damp less energy for longer
waves. Similar results have also been presented by the linear model, which in-
dicates that a coastal forest is a more efficient damper for shorter waves. Also,
larger waves have higher normalized energy dissipation when compared with
smaller waves. Again, the first harmonic waves remain dominant for all the
cases.
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CHAPTER 6
SUMMARY AND SUGGESTED FUTURE WORKS
In this dissertation, the theoretical model developed in Mei et al. (2011, 2014)
is extended to study wave propagating through a heterogeneous coastal forest,
which can have multiple vegetation patches of arbitrary shape. Each patch can
be composed of several subzones due to different properties, e.g. vegetation
species/sizes, planting patterns. A forest subzone, which could be surrounded
by other subzones and/or open water, is then considered as a homogeneous
region, where a constant bulk value of eddy viscosity can be yielded. With a
strong contrast between wavelength and tree spacing, the multiple-scale pertur-
bation technique (homogenization theory) is applied such that the micro-scale
flow motion within unit cells and macro-scale wave dynamics are solved sepa-
rately. Driven by the macro-scale pressure gradient, the micro-scale flow fields
within a unit cell, with one or more cylinders inside, is obtained by numerically
solving the boundary-value cell problem. The equations governing macro-scale
wave dynamics are derived based on the micro-scale solutions. The bound-
ary integral equation method is employed to discretize the boundary of a forest
patch with arbitrary shape and to solve the macro-scale problem numerically.
Small-amplitude waves are considered in the first part. Two types of waves
are included – periodic short waves (Chap.3) and transient long waves (Chap.4).
For periodic waves, an energy model is applied with the wave forces being
determined by a new drag coefficient formula based on Hu et al. (2014)’s ex-
periments. For transient long waves, only incidences of a soliton-like impulse
are considered. Fourier transform is used and the bulk eddy viscosity is de-
termined by a modified empirical formula. Two computing programs are re-
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spectively established based on the numerical models and can be applied to a
general coastal forest and to solve both micro- and macro-scale problems. In-
formation of required inputs for conducting numerical computations is also
provided. Three different forest configurations with existing experimental data
are tested for both types of waves. An infinitely long forest belt with a finite
width is first used to check the present models. The semi-analytical solutions
are provided. For periodic waves, both normally and obliquely incidences are
discussed. The data-model comparisons show good agreements for the cases
with smaller nonlinearity (Ainc/h0 < 0.1). The limitation of the present model on
the ratio of tree spacing to wavelength is also found (`/L ≤ 0.05). For transient
waves, the model limitation on the nonlinearity of incident waves is confirmed.
A single homogeneous circular forest is used to establish a benchmark case for
a coastal forest of finite area. The semi-analytical solutions are also provided.
The laboratory experiments were conducted at the University of Cantabria and
good agreements are shown in the comparisons between model results and ex-
perimental data. The suggestion on the incident wave nonlinearity of transient
waves for better model predictions is also presented (Hinc/h0 < 0.3). The ex-
periments in Maza (2015), consisting of multiple circular patches, are used for
further model validation. Again, good agreements are found between model
results and experimental measurements. It is also concluded that larger waves
yield more wave dissipation. Moreover, a coastal forest is shown to be more
efficient to damp out shorter waves.
In the last part of this dissertation (Chap.5), the nonlinear effects are inves-
tigated by including the convection terms in the momentum equations, which
have been ignored in the linear models. Considering shallow-water incident
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waves of simple harmonic, we anticipate that higher harmonic components are
to be generated due to the nonlinearity. With multi-scale perturbation tech-
nique, the micro- and macro-scale equations for each harmonic are derived.
The cell problem for micro-scale flow motion becomes a nonlinear boundary-
value-problem while the macro-scale problem for wave dynamics is still linear.
A modified pressure correction method is introduced with the use of staggered
grid discretization of finite difference to solve the nonlinear cell problem. Con-
sidering a forest belt as a special case, the comparisons of numerical results ob-
tained by linear and nonlinear models are presented. The numerical results are
also compared with the experimental data reported in Mei et al. (2011). How-
ever, due to the inaccurate estimation of eddy viscosity for relatively shorter
waves, the discrepancy between model results and data is noticeable. To ex-
plore the numerical model and the effects of nonlinearity, different parameters
are tested and higher harmonic waves are also presented. As a result, higher
energy dissipation appears with larger waves, i.e. greater wave nonlinearity
Ainc/h0. In addition, the coastal forest is shown to be more efficient at damp-
ing shorter waves. For all the tested cases, the first harmonic waves are always
dominant while higher harmonic components are relatively smaller.
In this dissertation, it has been shown that the present approach based on
the multi-scale perturbation method is able to predict the propagation and dis-
sipation of waves over a general vegetated water, which can be composed of
multiple forest patches of arbitrary shape. However, there are still several im-
provements shall be suggested and be carried out in future works. As pointed
out in Chap.3 for short periodic waves, a new drag coefficient formula has been
proposed based on the direct measurements of wave forces on a cylinder ar-
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ray (Hu et al. 2014). However, its application is limited by the lack of data for
lower Reynolds number (long wave cases). Also, due to the scattering of avail-
able data, more laboratory/numerical experiments will be suggested for future
works, which shall cover a wider range of Reynolds number. The effects of
KC number on drag coefficients also need further investigation. As we know,
drag coefficients depend on both Reynolds number and Keulegan-Carpenter
number, especially for oscillatory flows (Sumer and Fredsøe 2006). Some of the
literature (e.g. Ozeren et al. 2014 have discussed the respective significance of
Re and KC under different wave conditions. However, more experiments and
discussions are still demanded to develop a more comprehensive formula in
terms of both Reynolds number and Keulegan-Carpenter number.
The present numerical models for both types of waves have been validated
by laboratory experiments of different types of forest configurations. Simplified
conditions have been applied to isolate each dynamic factor and help under-
stand the physics. In future works, it could be valuable to check the present
models with field data. Instead of using idealized shapes of cylinder patches,
the realistic information of forest configurations in natural fields can be useful
input to perform some model tests. In addition, the wave-vegetation processes
are more complicated and are usually coupled with sediment transport and
wave-driven and tidal mean flows, which also deserves further investigation.
Moreover, the bathymetry (water depth variation) should be included in future
model improvements. Wave-current combined flows propagating through a
general vegetated area can also be the next step of model development.
Another interesting future work can be landed with testing different shapes
of elements in cylinder arrays. To study the protection of shore regions, the
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impacts of waves, especially long waves (e.g. tsunami waves or storm surges),
are essential to the construction sites (buildings) and deserve further discus-
sions. Replacing the circular cylinders with rectangular columns (or other ele-
ments of different shapes), the present model can provide a preliminary study
on the interactions between long waves and model buildings along shorelines.
Of course, more field surveys on the arrangements and spacing between build-
ings will be needed.
As shown in Chap.5, some model improvements must be performed in fu-
ture works. For example, a boundary-fitting discretization will be needed when
solving the nonlinear cell problem. Different numerical approaches (e.g. projec-
tion method) can also be explored. In addition, the macro-scale model including
nonlinear effects needs to be expanded to relatively short wave cases, in which
vertical variation is included. For short waves, the estimation of eddy viscosity
should follow the energy model and the iterative scheme instead of using the
empirical formula for long waves. The expanded model shall then be checked
by existing experimental data (e.g. Hu et al. 2014, Wu et al. 2011, 2012, Au-
gustin et al. 2009). As suggested above, of course, more experiments are needed
to establish a more comprehensive drag formula including both long-waves and
short-wave conditions.
Overall, the present model has been shown its capability of predicting wave
attenuation when propagating through a vegetated water. Using the multi-scale
perturbation technique is able to resolve macro-scale wave amplitude varia-
tions through the model forest. The detailed flow fields can also be obtained
in micro-scale (cell) solutions, which provide more physical insights than the
existing macro-scale schemes. Furthermore, comparing with direct numerical
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approaches, the present model shows its computational efficiency and can be
applied to a general (more realistic) coastal forest region.
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APPENDIX A
DETAILED DERIVATIONS OF INTEGRAL FORMULATION
A.1 Derivation of Helmholtz equation
 Forest subzone
As stated in Sec.3.3.1, the solutions to macro-scale equation (3.54) can be ex-
pressed as
φξ = Aξ(Xi)Zξ(Z), i = 1, 2 (A.1)
which separates the horizontal and vertical variables due to the possible arbi-
trary shape of subzone ξ. Substituting (A.1) into (3.54), then
1
Aξ
(
∂2Aξ
∂X21
+
∂2Aξ
∂X22
)
= − γ
2
ξ
Zξ
(
∂2Zξ
∂Z2
)
(A.2)
In the above equation, both LHS and RHS must be equal to constant (e.g. kˆξ).
Therefore, we have
1
Zξ
(
∂2Zξ
∂Z2
)
=
(
kˆξ
)2
=⇒ Zξ = cosh kˆξ(Z + h)
cosh kˆξh
(A.3)
in which the no-slip boundary condition along the seabed in (3.50) has been
used. The complex potential in (A.1) then becomes
φξ = Aξ(Xi)cosh kˆξ(Z + h)
cosh kˆξh
, i = 1, 2 (A.4)
Using the kinematic boundary condition along the free surface in (3.48), the
dispersion relationship can be obtained as
1 =
(
nξ + Nξ
nξ
)
kˆξq tanh kˆξqh (A.5)
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where kˆq (with q = 0, · · · , ∞) gives the infinite number of complex roots. (A.4)
shall then be rewritten as
φξ =
∞∑
q=0
Aξq(Xi)
cosh kˆξq(Z + h)
cosh kˆξqh
, i = 1, 2 (A.6)
And the equation governing the horizontal variable Aξq is the well-known
Helmholtz equation:  ∂2Aξq
∂X1∂X1
+
∂2Aξq
∂X2∂X2
 + (γξq kˆξq)2Aξq = 0 (A.7)
 Open water
Likewise, expressing the solution for open water as
φS = B(Xi)ZS(Z), i = 1, 2 (A.8)
and substituting back into (3.60), then we obtain
1
B
(
∂2B
∂X21
+
∂2B
∂X22
)
= − 1ZS
(
∂2ZS
∂Z2
)
(A.9)
Again, LHS and RHS in the above equation must be constant. Then
1
ZS
(
∂2ZS
∂Z2
)
= k2p =⇒ ZS =
cosh kp(Z + h)
cosh kph
(A.10)
where kp satisfies the following dispersion relationship:
1 = kp tanh kph (A.11)
with one real root k0 and infinite number of imaginary roots kp = iκp (p ≥ 1). The
complex solution for open water becomes
φS =
∞∑
p=0
Bp(~Xi)cosh kp(Z + h)cosh kph , i = 1, 2 (A.12)
and the corresponding Helmholtz equation for Bp is(
∂2Bp
∂X1∂X1
+
∂2Bp
∂X2∂X2
)
+ k2pBp = 0 (A.13)
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A.2 Boundary integral formulation
In this section, the derivations of converting the Helmholtz equations into inte-
gral equations for both the forest region and open water are presented respec-
tively.
A.2.1 Forest region (bounded domain)
AssumingAξq and Rξq both satisfy the Helmholtz equation in (A.7):
∇2Aξq +
(
γξkˆξq
)2Aξq = 0 and ∇2Rξq + (γξkˆξq)2 Rξq = 0 (A.14)
where ∇2 = ∂2
∂X1∂X1
+ ∂
2
∂X2∂X2
. From Green’s identity, we know∫
∂ξ
(
Aξq
∂Rξq
∂nˆξ
− Rξq
∂Aξq
∂nˆξ
)
dS =
"
ξ
(
Aξq∇2Rξq − Rξq∇2Aξq
)
dX1dX2 = 0 (A.15)
where ∂ξ is the boundary of the forest subzone ξ and nˆξ denotes the outward
normal direction of the boundary (see Fig.3.3). In particular, we propose
Rξq = H(1)0
(
γξkˆξqr
)
(A.16)
where H(1)0 is the Hankel function of the first kind and r gives the distance from
a point ~Xi to the boundary ∂ξ. When the point ~Xi is outside of the subzone ξ,
then (A.15) yields∫
∂ξ
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
}
dS = 0 (A.17)
On the other hand, if the point ~Xi is inside the subzone, a logarithmic singularity
at the point exists:
lim
r→0
H(1)0
(
γξkˆξqr
)
≡ lim
r→0
[
J0
(
γξkˆξqr
)
+ iY0
(
γξkˆξqr
)]
→ 1 + i2
pi
[
ln
(
1
2
γξkˆξqr
)
+ ae
]
(A.18)
182
where ae ≈ 0.5772 is the Euler-Mascheroni constant (Lee 1971). To avoid this
singularity, the point ~Xi needs to be excluded and the Green’s identity in (A.15)
can be rewritten as
∫
∂ξ
(
Aξq
∂Rξq
∂nˆξ
− Rξq
∂Aξq
∂nˆξ
)
dS +
∫
ρ0
(
Aξq
∂Rξq
∂nˆξ
− Rξq
∂Aξq
∂nˆξ
)
dS
=
"
ξ
′
(
Aξq∇2Rξq − Rξq∇2Aξq
)
dX1dX2 (A.19)
in which ρ0 is a small circle of radius r0 and the point ~Xi locates at its center. ξ
′
becomes the domain between ξ and r0. Note that the outward normal direction
on the small circle ρ0 is from ξ and points inward toward the center ~Xi. Since the
point ~Xi is now outside the domain ξ
′ , the RHS in (A.19) becomes zero:
∫
∂ξ
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
}
dS
=
∫
ρ0
{
Aξq
∂
∂rˆ0
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂rˆ0
}
dS (A.20)
where (A.16) has been used. Along the boundary ρ0, nˆξ has been replaced with
−rˆ0 where rˆ0 denotes the outward normal direction of ρ0.
Now let’s make the radius of ρ0 as small as possible and (A.20) becomes
lim
r0→0
∫
ρ0
{
Aξq
∂
∂rˆ0
[
H(1)0
(
γξkˆξqr0
)]
− H(1)0
(
γξkˆξqr0
) ∂Aξq
∂rˆ0
}
dS
= lim
r0→0
∫ 2pi
0
{
Aξq
2i
pi
1
r0
−
(
1 + i
2
pi
[
ln
(
γξkˆξqr0
)
+ a
]) ∂Aξq
∂rˆ0
}
r0dθ → 4iAξq (A.21)
in which the asymptotic behavior of Hankel function is recalled:
lim
r0→0
H(1)0
(
γξkˆξqr0
)
→ 1 + i2
pi
[
ln
(
1
2
γξkˆξqr0
)
+ ae
]
(A.22)
and
lim
r0→0
∂
∂rˆ0
[
H(1)0
(
γξkˆξqr0
)]
→ i2
pi
1
r0
(A.23)
183
Substituting Eq.(A.21) into Eq.(A.20), then
Aξq
(
~Xi
)
=
−i
4
∫
∂ξ
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
}
dS (A.24)
where r gives the distance from the interior point ~Xi to the boundary ∂ξ. The
same equation is shown in (3.59).
If we make ~Xi approach to the boundary, then (A.24) becomes
Aξq
(
~Xi
)
= − i
4
∫
∂ξ−ρ0
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
}
dS
= − i
4
∫
ρ0
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr
)]
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
}
dS (A.25)
The 2nd integral on the RHS of (A.25) can also be obtained by making the circle
ρ0 as small as possible:
lim
r0→0
(
− i
4
) ∫
ρ0
{
Aξq
∂
∂nˆξ
[
H(1)0
(
γξkˆξqr0
)]
− H(1)0
(
γξkˆξqr0
) ∂Aξq
∂nˆξ
}
dS
→ lim
r0→0
(
− i
4
) ∫ 2pi−α
0
{
Aξq
2i
pi
1
r0
−
(
1 +
2i
pi
[
ln
(
γξkˆξqr0
)
+ ae
]) ∂Aξq
∂nˆξ
}
r0dθ
= Aξq(~Xi)
1
2pi
(2pi − α) (A.26)
in which α denotes the interior angle of point ~Xi (see Fig.3.3). Both (A.22) and
(A.23) are applied. The outward normal direction of small circle ρ0 now is equiv-
alent to that of the subzone ξ, i.e. rˆ0 = nˆξ. Thus, (A.25) becomes
Aξq
(
~Xi
)
=
−i
4
∫
∂ξ
Aξq ∂
[
H(1)0
(
γξkˆξqr
)]
∂nˆξ
− H(1)0
(
γξkˆξqr
) ∂Aξq
∂nˆξ
 dS +
(
1 − α
2pi
)
Aξq
(
~Xi
)
(A.27)
or
Aξq(~Xi) =
−ipi
2α
∫
∂ξ
Aξq ∂
[
H(1)0 (γξkˆξqr)
]
∂nˆξ
− H(1)0 (γξkˆξqr)
∂Aξq
∂nˆξ
 dS (A.28)
The same equation has also been presented in (3.58). The point ~Xi is now a point
along the boundary of subzone ξ.
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A.2.2 Open water (unbounded domain)
Similar to (A.24), the integral formulation to the Helmholtz equation for open
water is
Bp(~Xi) = −i4
∫
S
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS
− i
4
∫
S0
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS (A.29)
in which S represents the internal boundary of open water (i.e. the combination
of the boundaries of all forest patches) while S0 is a circle with radius R0 → ∞
enclosing the open water region. nˆS denotes the outward normal direction of
open water (see Fig.3.3) and the point ~Xi is an interior point within open water.
Along the outside circle S0, the outward normal direction can be expressed as
nˆS = Rˆ0. Recalling the asymptotic behavior of Hankel function:
lim
R0→∞
H(1)0
(
kpR0
)
→
√
2
pi
(
kpR0
)ei(kpR0− pi4 ) (A.30)
and
lim
R0→∞
∂
∂Rˆ0
[
H(1)0
(
kpR0
)]
= lim
R0→∞
[
−kpH(1)1
(
kpR0
)]
→ −kp
√
2
pi
(
kpR0
)ei(kpR0− pi4− pi2 ) (A.31)
, the 2nd integral on the RHS of (A.29) can be obtained as
lim
R0→∞
−i
4
∫
S0
{
Bp ∂
∂Rˆ0
[
H(1)0
(
kpR0
)]
− H(1)0
(
kpR0
) ∂Bp
∂Rˆ0
}
dS
= lim
R0→∞
i
4
∫ 2pi
0
Bp · kp
√
2
pi
(
kpR0
)ei(kpR0− pi4− pi2 ) + √ 2
pi
(
kpR0
)ei(kpR0− pi4 ) ∂Bp
∂Rˆ0
R0dθ
=
i
4
lim
R0→∞
√
2
pikp
∫ 2pi
0
[
ei(kpR0−
pi
4 )
√
R0
(
−ikpBp + ∂Bp
∂Rˆ0
)]
dθ → 0 (A.32)
in which the Sommerfeld radiation condition has been applied:
lim
R0→∞
√
R0
(
−ikp + ∂
∂Rˆ0
)
Bp → 0 (A.33)
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Accordingly, (A.29) becomes
Bp(~Xi) = −i4
∫
S
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS (A.34)
where r gives the distance from the interior point ~Xi to the boundary S. The
same equation can be found in (3.65).
Again, let’s make ~Xi approaches to the boundary of open water S, then
Bp(~Xi) = − i4
∫
S−ρ0
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS
− i
4
∫
ρ0
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS (A.35)
Likewise, the 2nd integral on the RHS of (A.35) can be obtained by making the
circle ρ0 as small as possible:
lim
r0→0
(
− i
4
) ∫
ρ0
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr0
)]
− H(1)0
(
kpr0
) ∂Bp
∂nˆS
}
dS
→ lim
r0→0
(
− i
4
) ∫ α
0
{
Bp
(
i
2
pi
1
r0
)
−
(
1 + i
2
pi
[
ln
(
kpr0
)
+ ae
]) ∂Bp
∂nˆS
}
r0dθ = Bp(~Xi) α2pi
(A.36)
in which (A.22) and (A.23) have been applied, and α denotes the interior angle
of point ~Xi. The outward normal direction of small circle ρ0 now is equivalent to
that of the open water region, i.e. rˆ0 = nˆS. Thus, (A.35) becomes
Bp
(
~Xi
)
=
−i
4
∫
S
{
Bp ∂
∂nˆS
[
H(1)0
(
kpr
)]
− H(1)0
(
kpr
) ∂Bp
∂nˆS
}
dS +
α
2pi
Bp
(
~Xi
)
(A.37)
or
Bp(~Xi) = −ipi2(2pi − α)
∫
S
Bp∂
[
H(1)0
(
kpr
)]
∂nˆS
− H(1)0
(
kpr
) ∂Bp
∂nˆS
 dS (A.38)
which has also been presented in (3.64). ~Xi is now a point along the boundary
of open water, i.e. the exterior boundary of any subzone ξ.
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APPENDIX B
FURTHER INFORMATION FOR THE NUMERICAL MODEL
B.1 Small-amplitude periodic waves
As noted in Sec.3.5, the numerical model, based on the boundary integral equa-
tion method, is capable of solving wave propagation through a general forest
configuration, which can be composed of multiple patches of arbitrary shape.
To conduct the numerical computations by the present model, users are re-
quired to prepare several inputs in advance, such as the incident wave con-
ditions, forest properties, as well as the desired computational domain. In the
following, we provide the details of each input file. On the other hand, the out-
puts of this numerical program include the free surface elevation over the spec-
ified domain as well as the values of dimensionless parameters (i.e. Reynolds
number, drag coefficient and eddy viscosity) for each subzone. Note that differ-
ent columns in the following inputs/outputs are separated by semicolons. The
corresponding size of each file can be found in Table B.1.
In addition to the macro-scale numerical program, the micro-scale (cell)
problem solver is needed and introduced here. Different cell configurations
(e.g. Mei et al. 2014, Liu et al. 2015) have been tested and prepared. Note the
macro-scale program is written in Fortran and the use of linear algebra solver
packages, i.e. LAPACK & BLAS (Anderson et al. 1999), is needed.
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B.1.1 Inputs/outputs for the numerical model
B.1.1.1 Incident wave conditions and forest configurations
1. WaveInc.dat – {h0 ; Tinc ; Hinc}
• h0 – constant water depth
• Tinc – incident wave period
• Hinc – incident wave height
2. PZnum.dat –
{
P ; Nz|P}
• P – patch index (P = 1 · · ·Npatch, Npatch denotes the total number of
forest patches)
• Nz|P – number of subzones within Patch P
3. PZidndl.dat –
{
P ; ξ, Nξ ; `ξ, dξ ; nξ ; Aξ
}
• P – patch index
• ξ – subzone index (ξ = 1 · · ·Nzone, Nzone gives the total number of
subzones in the entire forest region. i.e. Nzone =
∑Npatch
P=1 N
z|P)
• Nξ – total number of boundary elements used in subzone ξ
• `ξ – cell size (i.e. tree spacing) in subzone ξ
• dξ – diameter of cylinders in subzone ξ
• nξ – cell porosity in subzone ξ
• Aξ – area of subzone ξ
4. PZcoor.dat –
{
P ; ξ ; ψ ; X j|bp ; Y j|bp ; X j|es ; Y j|es ; X j|ee ; Y j|ee ; α j ; ∆S j
}
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• P – patch index
• ξ – subzone index
• ψ – adjacent subzone index (= 0 if open water)
• (X j,Y j) – coordinates of boundary points for subzones. The defini-
tions of subscripts bp, es and ee can be found in Fig.2).
• α j – interior angle of boundary point (Fig.2)
• ∆S j – element length (Fig.2)
5. PZcoorEX.dat –
{
P ; ψ ; Xs|bp ; Ys|bp ; Xs|es ; Ys|es ; Xs|ee ; Ys|ee ; αs ; ∆S s
}
• P – patch index
• ξ – subzone index
• (Xs,Ys) – coordinates of boundary points for the open water region.
• αs – interior angle of boundary point (≡ α j)
• ∆S s – element length
B.1.1.2 Computational domain and grid points
1. XYCinfo.dat – {NXc ; NYc ; ∆Xc ; ∆Yc}
• NXc – total number of grid points in X direction for computing the
macro-scale wave solutions
• NYc – total number of grid points in Y direction for computing the
macro-scale wave solutions
• ∆Xc / ∆Yc – grid size in X / Y direction
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2. XC.dat & YC.dat – coordinates of grid points in the entire computational
domain (for macro-scale wave solutions)
3. XYCpid.dat & XYCzid.dat – patch & subzone indices (= 0 if open water) of
grid points (Xc, Yc)
B.1.1.3 Dimensionless parameters and computed free surface elevation
1. ReCDsigma.dat – {Rev ; CD ; σ}
• Rev – Reynolds number for subzone ξ
• CD – drag coefficient for subzone ξ
• σ – dimensionless eddy viscosity for subzone ξ
2. etaZ0R.dat & etaZ0I.dat – real & imaginary parts of the dimensionless free
surface elevations at all grid points
Table B.1: Size of each input file
Inputs/Outputs File Name Number of rows Number of columns
Inputs
WaveInc.dat 1 3
PZnum.dat Npatch 2
PZidndl.dat Nzone 7
PZcoor.dat Nbp|fs 11
PZcoorEX.dat Nbp|ow 10
XYCinfo.dat 1 4
XC.dat NYc NXc
YC.dat NYc NXc
XYCpid.dat NYc NXc
XYCzid.dat NYc NXc
Outputs
ReCDSigma.dat Nzone 3
etaZ0R.dat NYc NXc
etaZ0I.dat NYc NXc
Nbp|fs = ∑Nξ and Nbp|ow = ∑NPκ denote the total number of boundary points belonging to
forest subzones and open water, respectively.
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B.1.2 Cell problem solver
The cell problem solver is an open source finite element software – FreeFEM++
(Hecht 2012). Several special cell configurations with one or a few cylinders
inside as presented in Liu et al. (2015) and Mei et al. (2011, 2014) have been
tested. The scripts can be obtained along with the macro-scale numerical model
and can also be edited by users. Note that the present theory only allows the
cell configuration to be symmetric in both x and y directions.
B.2 Small-amplitude transient long waves
As mentioned in the Sec.4.4, most of the input files for running this numerical
model are the same as those given in Appendix B.1. Since the model employs
Fourier transform to solve the transient problem, the total number of harmonics
being used in the computation needs to be specified. In addition, the range of
harmonic components is required. In the following, we again specify the con-
tents of each input/output. Note that different columns in each input/output
are separated by semicolons. The corresponding size of each file can be found
in Table B.2.
B.2.1 Inputs/outputs for the numerical model
B.2.1.1 Incident wave conditions and forest configurations
1. WaveInc.dat – {h0 ; Hinc ; Nω}
191
• h0 – constant water depth
• Hinc – incident wave height
• Nω – total number of harmonics
2. Omega.dat – {ω}
• ω – harmonic
3. PZnum.dat –
{
P ; Nz|P}
• P – patch index (P = 1 · · ·Npatch, Npatch denotes the total number of
forest patches)
• Nz|P – number of subzones within Patch P
4. PZidndl.dat –
{
P ; ξ, Nξ ; `ξ, dξ ; nξ ; Aξ
}
• P – patch index
• ξ – subzone index (ξ = 1 · · ·Nzone, Nzone gives the total number of
subzones in the entire forest region. i.e. Nzone =
∑Npatch
P=1 N
z|P)
• Nξ – total number of boundary elements used in subzone ξ
• `ξ – cell size (i.e. tree spacing) in subzone ξ
• dξ – diameter of cylinders in subzone ξ
• nξ – cell porosity in subzone ξ
• Aξ – area of subzone ξ
5. PZcoor.dat –
{
P ; ξ ; ψ ; X j|bp ; Y j|bp ; X j|es ; Y j|es ; X j|ee ; Y j|ee ; α j ; ∆S j
}
• P – patch index
• ξ – subzone index
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• ψ – adjacent subzone index (= 0 if open water)
• (X j,Y j) – coordinates of boundary points for subzones. The defini-
tions of subscripts bp, es and ee can be found in Fig.2).
• α j – interior angle of boundary point (Fig.2)
• ∆S j – element length (Fig.2)
6. PZcoorEX.dat –
{
P ; ψ ; Xs|bp ; Ys|bp ; Xs|es ; Ys|es ; Xs|ee ; Ys|ee ; αs ; ∆S s
}
• P – patch index
• ξ – subzone index
• (Xs,Ys) – coordinates of boundary points for the open water region.
• αs – interior angle of boundary point (≡ α j)
• ∆S s – element length
B.2.1.2 Computational domain and free surface elevation
1. XYCinfo.dat – {NXc ; NYc ; ∆Xc ; ∆Yc}
• NXc – total number of grid points in X direction for computing the
macro-scale wave solutions
• NYc – total number of grid points in Y direction for computing the
macro-scale wave solutions
• ∆Xc / ∆Yc – grid size in X / Y direction
2. XC.dat & YC.dat – coordinates of grid points in the entire computational
domain (for macro-scale wave solutions)
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3. XYCpid.dat & XYCzid.dat – patch & subzone indices (= 0 if open water) of
grid points (Xc, Yc)
4. etaG.dat – dimensionless free surface elevations at all grid points at differ-
ent time
Table B.2: Size of each input file
File Name Number of rows Number of columns
WaveInc.dat 1 3
Omega.dat Nω 1
PZnum.dat Npatch 2
PZidndl.dat Nzone 7
PZcoor.dat Nbp|fs 11
PZcoorEX.dat Nbp|ow 10
XYCinfo.dat 1 4
XC.dat NYc NXc
YC.dat NYc NXc
XYCpid.dat NYc NXc
XYCzid.dat NYc NXc
Nbp|fs = ∑Nξ and Nbp|ow = ∑NPκ denote the total number of boundary points belonging to
forest subzones and open water, respectively.
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APPENDIX C
DERIVATIONS OF MATCHING CONDITIONS FOR TWO SPECIAL
FOREST CONFIGURATIONS
C.1 Water waves propagating through a forest belt
The semi-analytical solutions for the incidence, transmission and forest regions
are presented in (3.110), (3.111) and (3.114). The unknown coefficients are to be
solved by matching the pressure and normal fluxes along the edges of the forest,
i.e. (3.118) and (3.119).
Along X = 0, substituting the solutions (3.110) and (3.114) into (3.118) yields
A0 (1 + R)
cosh k0(Z + h)
cosh k0h
+
∞∑
p=1
Ap
cos κp(Z + h)
cos κph
=
∞∑
q=0
cosh kˆq(Z + h)
cosh kˆqh
[
Cq + Dq
]
(C.1)
and
iαA0 (1 − R) cosh k0(Z + h)cosh k0h +
∞∑
p=1
Apλp
cos κp(Z + h)
cos κph
= (n + M)
∞∑
q=0
iαˆq
cosh kˆq(Z + h)
cosh kˆqh
[
Cq − Dq
]
(C.2)
Applying the orthogonality condition, presented in (3.70), to the above (C.1)
and (C.2), then
A0 (1 + R)
Γ0q
cosh k0h
+
∞∑
p=1
Ap
Γpq
cos κph
=
Π(kˆq)
cosh kˆqh
[
Cq + Dq
]
(C.3)
iαA0 (1 − R) Π(k0)cosh k0h = (n + M)
∞∑
q=0
iαˆq
Γ0q
cosh kˆqh
[
Cq − Dq
]
(C.4)
and (
Apλp
) Π2(κp)
cos κph
= (n + M)
∞∑
q=0
iαˆq
Γpq
cosh kˆqh
[
Cq − Dq
]
(C.5)
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in which the definitions of Π and Γ have been given in (3.73) and (3.74). Note
that since kp ≡ iκp when p ≥ 1, then we know
Γpq =
kpsinh
(
kph
)
cosh(kˆqh) − kˆqcosh
(
kph
)
sinh(kˆqh)
k2p − kˆ2q
=
−κpsin
(
κph
)
cosh
(
kˆqh
)
− kˆqcos
(
κph
)
sinh
(
kˆqh
)
−κ2p − kˆ2q
(C.6)
And we also define
Π2(κp) ≡ Π(kp) = h2
(
1 +
sin2κph
2κph
)
(C.7)
Likewise, along the interface between the forest and the transmission region
(i.e. X = LF), the matching conditions are also required. Substituting (3.111) and
(3.114) into (3.119) yields
∞∑
q=0
cosh kˆq(Z + h)
cosh kˆqh
[
CqeiαˆpLF + Dqe−iαˆpLF
]
= (A0T )
cosh k0(Z + h)
cosh k0h
eiαLF +
∞∑
p=1
Bp
cos κp(Z + h)
cos κph
e−λpLF (C.8)
and
(n + M)
∞∑
q=0
cosh kˆq(Z + h)
cosh kˆqh
iαˆq
[
CqeiαˆpLF − Dqe−iαˆpLF
]
= iα (A0T )
cosh k0(Z + h)
cosh k0h
eiαLF −
∞∑
p=1
Bpλp
cos κp(Z + h)
cos κph
e−λpLF (C.9)
Again, we apply the orthogonality condition to (C.8) and (C.9), three equations
are given as
Π(kˆq)
cosh kˆqh
[
CqeiαˆpLF + Dqe−iαˆpLF
]
= (A0T )
Γ0q
cosh k0h
eiαLF +
∞∑
p=1
Bp
Γpq
cos κph
e−λpLF (C.10)
(n + M)
∞∑
q=0
Γpq
cosh kˆqh
iαˆq
[
CqeiαˆpLF − Dqe−iαˆpLF
]
= −Bpλp Π2(κp)cos κphe
−λpLF (C.11)
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and
(n + M)
∞∑
q=0
Γ0q
cosh kˆqh
αˆq
[
CqeiαˆpLF − Dqe−iαˆpLF
]
= α (A0T )
Π(k0)
cosh k0h
eiαLF (C.12)
Solving the above system of algebraic equations, i.e. (C.3), (C.4), (C.5), (C.10),
(C.11) and (C.12), then the unknown coefficients Ap, Cq, Dq, Bp as well as the
reflection coefficient |R| and transmission coefficient |T | can be obtained. It may
be noted that the infinite p and q need to be truncated to finite numbers by
performing the convergence test.
C.2 Water waves scattered by a circular forest
Following the same procedures presented in the previous section, the unknown
coefficients in the solution forms (3.122) and (3.126) can be determined by in-
voking the matching conditions in (3.128) and (3.129) along r = R:
A0
∞∑
m=0
mimcosmθ
{[
Jm(k0R) +Cm0H
(1)
m (k0R)
] coshk0(Z + h)
coshk0h
}
+A0
∞∑
m=0
mimcosmθ
 ∞∑
p=1
CmpKm(κpR)
cosκp(Z + h)
cosκph

= A0
∞∑
m=0
mimcosmθ
 ∞∑
q=0
BmqJm(γkˆqR)
coshkˆq(Z + h)
coshkˆqh
 (C.13)
and
A0
∞∑
m=0
mimcosmθ
{
J˙m(k0R) +Cm0H˙
(1)
m (k0R)
} coshk0(Z + h)
coshk0h
+A0
∞∑
m=0
mimcosmθ

∞∑
p=1
CmpK˙m(κpR)
cos κp(Z + h)
cos κph

= (n + M)A0
∞∑
m=0
mimcosmθ

∞∑
q=0
Bmq J˙m(γkˆqR)
coshkˆq(Z + h)
coshkˆqh
 (C.14)
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in which the derivatives of Bessel functions of the first and second kind are
defined as
J˙m(ax) =
1
2
a [Jm−1(ax) − Jm+1(ax)] and Y˙m(ax) = 12a [Ym−1(ax) − Ym+1(ax)]
(C.15)
The derivatives of modified Bessel function and Hankel function are respec-
tively defined as
K˙m(ax) = −12a [Km−1(ax) − Km+1(ax)] and H˙
(1)
m (ax) = a
(
mH(1)m (ax)
ax
− H(1)m+1(ax)
)
(C.16)
Applying the orthogonality condition as shown in (3.70) to the above (C.13) and
(C.14) gives
A0
∞∑
m=0
mimcosmθ
[Jm(k0R) +Cm0H(1)m (k0R)] Γ0qcoshk0h +
∞∑
p=1
CmpKm(κpR)
Γpq
cos κph

= A0
∞∑
m=0
mim cosmθ
BmqJm(γkˆqR) Π(kˆq)
coshkˆqh
 (C.17)
A0
∞∑
m=0
mimcosmθ
{
−1
2
Cmpκp
[
Km−1(κpR) + Km+1(κpR)
]} Π2(κp)
cosκph
= (n + M)A0
∞∑
m=0
mimcosmθ

∞∑
q=0
1
2
Bmqγkˆq
[
Jm−1(γkˆqR) − Jm+1(γkˆqR)
] Γpq
coshkˆqh
 (C.18)
and
A0
∞∑
m=0
mimcosmθ
k02 [Jm−1(k0R) − Jm+1(k0R)] +Cm0k0
mH(1)m (k0R)k0R − H(1)m+1(k0R)
 Π(k0)coshk0h
= (n + M)A0
∞∑
m=0
mim cosmθ

∞∑
q=0
1
2
Bmqγkˆq
[
Jm−1(γkˆqR) − Jm+1(γkˆqR)
] Γ0q
coshkˆqh
 (C.19)
where Γ0q, Γpq, Π(k0), Π(kˆq) and Π2(κp) are defined in (3.73), (3.74) and (C.7). Solv-
ing (C.17), (C.18) and (C.19) simultaneously, the unknown coefficients Cm0, Cmp
and Bmq can be obtained.
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APPENDIX D
MORE DATA-MODEL COMPARISONS FOR SOLITARY WAVE
THROUGH A CIRCULAR FOREST
D.1 Cases in Table 4.1
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Figure D.1: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S1.
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Figure D.2: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S2.
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Figure D.3: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S3.
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Figure D.4: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S4.
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Figure D.5: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S5.
201
05
10 (WG#4)
0
5
10 (WG#6)
0
5
10 (WG#9)
0
5
10 (WG#14)
0
5
10 (WG#16)
−2 0 2 4 6 8
0
5
10 (WG#19)
Time (s)
F
re
e
su
rf
ac
e
el
ev
at
io
n
η
(c
m
)
(a) Y = 0: along WG #4, 6, 9, 14, 16, 19
0
5
10 (WG#5)
0
5
10 (WG#7)
0
5
10 (WG#10)
0
5
10 (WG#15)
0
5
10 (WG#17)
−2 0 2 4 6 8
0
5
10 (WG#20)
Time (s)
F
re
e
su
rf
ac
e
el
ev
at
io
n
η
(c
m
)
(b) Y = −R/2: along WG #5, 7, 10, 15, 17, 20
Figure D.6: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S6.
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Figure D.7: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S7.
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Figure D.8: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 3S8.
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D.2 Cases in Table 4.2
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Figure D.9: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S3.
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Figure D.10: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S4.
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Figure D.11: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S5.
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Figure D.12: Comparison of wave heights by numerical simulations (solid lines) with
experimental data (dashed lines) for Case 4S6.
206
APPENDIX E
MORE NUMERICAL RESULTS FOR HARMONICS GENERATION
PROBLEM
E.1 Micro-scale velocity fields
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Figure E.1: Horizontal velocity fields of 0th mode (m = 0) at the middle of forest belt
(X = LF/2) – Case 5 & 7.
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Figure E.2: Snapshots of horizontal velocity fields of 1st mode (m = 1) at the middle of
forest belt (X = LF/2) – Case 7. From left to right and top to bottom, the dimensionless
time is mt/T = 0.25, 0.27, 0.34, 0.43, 0.45, 0.47, 0.53, 0.60, 0.65. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=1〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.3: Snapshots of horizontal velocity fields of 2nd mode (m = 2) at the middle of
forest belt (X = LF/2) – Case 7. From left to right and top to bottom, the dimensionless
time is mt/T = 0.35, 0.37, 0.54, 0.63, 0.65, 0.67, 0.73, 0.80, 0.85. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=2〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.4: Snapshots of horizontal velocity fields of 3rd mode (m = 3) at the middle of
forest belt (X = LF/2) – Case 7. From left to right and top to bottom, the dimensionless
time is mt/T = 0.35, 0.37, 0.44, 0.51, 0.53, 0.57, 0.63, 0.70, 0.75. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=3〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.5: Snapshots of horizontal velocity fields of 4th mode (m = 4) at the middle of
forest belt (X = LF/2) – Case 7. From left to right and top to bottom, the dimensionless
time is mt/T = 0.25, 0.27, 0.34, 0.43, 0.45, 0.47, 0.53, 0.60, 0.65. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=4〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.6: Snapshots of horizontal velocity fields of 5th mode (m = 5) at the middle of
forest belt (X = LF/2) – Case 7. From left to right and top to bottom, the dimensionless
time is mt/T = 0.35, 0.37, 0.44, 0.57, 0.60, 0.63, 0.70, 0.76, 0.85. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=5〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.7: Snapshots of horizontal velocity fields of 1st mode (m = 1) at the middle of
forest belt (X = LF/2) – Case 5. From left to right and top to bottom, the dimensionless
time is mt/T = 0.32, 0.39, 0.46, 0.48, 0.52, 0.54, 0.60, 0.67, 0.72. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=1〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.8: Snapshots of horizontal velocity fields of 2nd mode (m = 2) at the middle of
forest belt (X = LF/2) – Case 5. From left to right and top to bottom, the dimensionless
time is mt/T = 0.46, 0.51, 0.58, 0.66, 0.69, 0.72, 0.79, 0.85, 0.92. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=2〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.9: Snapshots of horizontal velocity fields of 3rd mode (m = 3) at the middle of
forest belt (X = LF/2) – Case 5. From left to right and top to bottom, the dimensionless
time is mt/T = 0.35, 0.37, 0.44, 0.51, 0.54, 0.57, 0.63, 0.70, 0.75. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=3〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.10: Snapshots of horizontal velocity fields of 4th mode (m = 4) at the middle of
forest belt (X = LF/2) – Case 5. From left to right and top to bottom, the dimensionless
time is mt/T = 0.07, 0.10, 0.15, 0.20, 0.23, 0.26, 0.30, 0.35, 0.40. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=4〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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Figure E.11: Snapshots of horizontal velocity fields of 5th mode (m = 5) at the middle of
forest belt (X = LF/2) – Case 5. From left to right and top to bottom, the dimensionless
time is mt/T = 0.13, 0.17, 0.25, 0.28, 0.32, 0.36, 0.40, 0.45, 0.50. Note that the central
arrows are used to indicate the evolution and directions of horizontal cell-averaged
velocity 〈u(0)
m=5〉. The length of arrows have been enlarged for illustration and do not
indicate the real magnitude.
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E.2 Macro-scale wave amplitude variations through the forest
belt
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Figure E.12: Wave amplitude variation of different harmonic components – αn = 0.3.
Dot-dashed lines: kinc` = 0.0942, Ainc/h0 = 0.0283; circled lines: kinc` = 0.1319, Ainc/h0 =
0.0396
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Figure E.13: Wave amplitude variation of different harmonic components – αn = 0.6.
Dot-dashed lines: kinc` = 0.0942, Ainc/h0 = 0.0565; circled lines: kinc` = 0.1319, Ainc/h0 =
0.0792
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Figure E.14: Wave amplitude variation of different harmonic components – αn = 0.9.
Dot-dashed lines: kinc` = 0.0942, Ainc/h0 = 0.0848; circled lines: kinc` = 0.1319, Ainc/h0 =
0.1188
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Figure E.15: Wave amplitude variation of different harmonic components – αn = 1.2.
Dot-dashed lines: kinc` = 0.0942, Ainc/h0 = 0.1131; circled lines: kinc` = 0.1319, Ainc/h0 =
0.1583
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