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概 要 
近年，ビッグデータの利活用が盛んに行われ，その膨大なデータをインメモリで処理する際には
メニーコアマシンでのマルチスレッド処理が重要になってきている．しかし，マルチコアシステム上
で多数のスレッドが同時に実行される場合，メモリアロケーションが処理時間のボトルネックになり，
スケーラビリティが低下する．これはマルチスレッドでシステムコールが同時に呼ばれ，ロック競合
が発生することに起因する．そのため，JEmalloc，TCMalloc，SuperMalloc などの汎用用途向けの
メモリアロケータは，マルチコアマシン上でロック操作なしに各スレッドのローカルヒープへアクセス
することでスケーラビリティを実現している．しかし，メニーコア・共有メモリマシン上では，従来のメ
モリアロケータの「他のアプリケーションの動作を妨げないようにメモリ消費を抑える機能」を目的と
した処理により，スケーラビリティが低下する．これに対して本研究では，1) Batch Malloc, 2) Pseudo 
Free, 3) Fine-grained Data-locking with Double Linked Array List の 3 手法を提案することで，マル
チスレッドによるアクセスのロック競合の回数を削減し，高速化を実現する．すなわち，システムコー
ルの頻度を下げ，極力ユーザ領域でメモリを管理する．実アプリケーションの例として，完全準同
型暗号上で構築した頻出パターンマイニングアルゴリズムである Apriori アルゴリズムを対象とした
評価実験の結果，既存手法の中で最も高速である JEmalloc と比較して 4.72 倍の高速化を達成し
た． 
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第1章	 はじめに 
近年，ビッグデータの利活用が盛んに行われている．地球上で生成されるデータ全体の
サイズは 2 年ごとに 2 倍になり，2020 年には 44ZB のデータになると予測されている1．そ
の膨大なデータをインメモリで処理する際にはメニーコアマシンが利用される2．そして，
メニーコア CPU として代表的な Intel®Xeon®プロセッサファミリー3のコア数は年々増加
傾向にある．このように，メニーコアマシンにおけるビッグデータ処理の需要はますます
高まると予想される．しかし，メニーコア・共有メモリマシン上で動作するマルチスレッ
ド，かつ malloc-intensive4なアプリケーションはマルチスレッド間のロック競合によってス
ケーラビリティが低下する．このロック競合は，メモリアロケータ内のメモリチャンク管
理構造やシステムコール内の同期処理のために発生する． 
マルチコアマシン上で JEmalloc[1]，TCMalloc[2]，Streamflow[3]，TBBmalloc[4]，SuperMalloc 
[5]などの汎用用途向けのメモリアロケータは，各スレッドのローカルヒープへロック操作なしにアク
セスすることでスケーラビリティを実現している．しかし，従来のメモリアロケータの「他のアプリケー
ションの動作を妨げないようにメモリ消費を抑える機能」を目的とした処理により，メニーコア・共有メ
モリマシン上では特にスケーラビリティが低下する．また，メニーコアマシンに向けた SFMalloc[6]，
SSMalloc[7]，scalloc[8]においても同様である．したがって，本研究ではこれらのロック競合の
問題に対して，1) Batch Malloc, 2) Pseudo Free, 3) Fine-grained Data-locking with Double Linked 
Array List の 3 手法を提案する．具体的にはそれぞれ，1) malloc(3)呼び出し時に要求サイズ
以上のメモリ領域を mmap(2)でバッチサイズ分まとめての確保，2) free(3)が呼ばれた際
に，実際には仮想メモリも物理メモリも解放しない処理，3) 配列を要素とした双方向連結リ
ストによって，メモリチャンクを適度な粒度のロック操作で管理することである．これらの手法によ
って，システムコールの呼び出し回数の削減およびメモリ管理を構造の簡略化にともな
い，ユーザ空間でのメモリ管理が実現する．したがって，メモリアロケータ内のメモリチャンク
管理構造やシステムコール内の同期処理のために発生するロック競合問題が解決され，スケー
ラビリティが向上する． 
メニーコア・共有メモリマシン上で動作するマルチスレッド，かつ malloc-intensive なア
プリケーションの中には，特定のメモリチャンクサイズを集中して要求する傾向を持つア
プリケーションがある．例えば，完全準同型暗号[9]は多倍長整数の演算時に数種類の固定
サイズのベクトルを多数用いるため，前述の傾向を持つ代表的なアプリケーションであ
る．このような傾向を持つアプリケーションに対して，汎用的メモリアロケータの有する
                                                        
1 https://www.emc.com/leadership/digital-universe/2014iview/executive-summary.htm 
2 https://aws.amazon.com/ec2/instance-types/x1/?nc1=h_ls 
3 https://www.intel.com/content/www/us/en/products/processors/xeon.html 
4 本論文では，対象アプリケーションのすべてのスレッドにおいて，1 回あたりの malloc(3)の処理時間が増加し始める
頻度で malloc(3)を呼び出すことを malloc-intensive と定義する．詳しくは第 3 章の予備実験を参照すること． 
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メモリフラグメンテーションを防止する機能の重要性は高くない．その理由は，この機能
を用いずとも，アプリケーションによってはメモリフラグメンテーションそのものが発生
しにくいためである．本研究は，メモリフラグメンテーションの防止を積極的に行わず，
かつメモリ使用量の増加を防ぐために，頻出するメモリチャンクサイズ専用のメモリプールを使
用する．また，特定のメモリチャンクサイズを集中して要求する傾向から，メモリ領域を毎
回解放することなく，再使用に備えてプールすることで，first touch5や zero-fill6などのコス
トの高い処理を避けることができる．加えて，余計なシステムコールの呼び出し回数の削
減につながり，高速化が可能となる． 
本研究の貢献は，メニーコア・共有メモリマシン上で動作するマルチスレッド，かつ malloc-
intensive なアプリケーションにおいて，物理メモリ使用量の増加を抑えつつ，スケーラビリティを向
上させ，高速化を達成したことにある． 
本論文は以下の構成をとる．まず，第 2 章でメモリアロケータ，第 3 章で予備実験，第 4 章で関
連研究について述べる．次に，第 5 章で提案手法を説明し，第 6 章で評価実験の結果を示し，考
察する．最後に第 7 章でまとめる. 
                                                        
5 Linux の標準メモリアロケーションポリシーである．オンデマンドページングによって，仮想アドレスに対して物理ア
ドレスがマッピングされていない場合のメモリアクセスはページフォルトを発生させ，そこで初めてメモリアロケーシ
ョンを行う動作を指す．したがって，物理メモリは malloc(3)呼び出し時にマッピングされるわけではない． 
6 指定範囲を 0 埋めすることであり，今回は MADV_DONTNEED を指定して madvise(2)を呼び出す際の zero-fill を指す． 
  http://man7.org/linux/man-pages/man2/madvise.2.html 
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第2章	 メモリアロケータ  
本章では，メモリアロケータについて説明する．まず，2.1 節にて概要を述べる．2.2 節にてメモリ
アロケータの関連用語について，2.3 節にてメモリアロケータの要件として実装するべき C ライブラ
リ関数について，2.4 節にてその実装に必要なシステムコールについて，2.5 節にてデータの同期
手法を説明する． 
2.1 概要 
本論文におけるメモリアロケータを図 2-1 に示す．これはユーザ空間で動作するメモリアロケータ，
すなわち標準 C ライブラリ関数の malloc(3)や free(3)などの実装を指す．カーネル空間で動作する
OS レベルのメモリアロケータやハードウェアとして動作するメモリマネジメントユニット（MMU）レベ
ルでのメモリアロケータではない．さらに，ガベージコレクションを有するプログラム言語が内包して
いるメモリアロケータとも異なる． 
ユーザ空間で動作する通常のアプリケーションは，メモリを確保・解放するためにシステムコール
を利用する必要があるが，利便性・移植性の問題から，多くの場合に直接システムコールを発行せ
ず，標準 C ライブラリ関数経由でメモリ操作を行う．このとき，メモリアロケータは C または C++など
で記述された標準 C ライブラリ関数を動的にリンクして実行する形式のアプリケーションを対象とす
る．  
 
図 2-1 メモリアロケータの概要 
2.2 メモリアロケータ関連用語 
本項では，メモリアロケータに関する関連用語について説明する．論文によっては，それぞれの
用語に関して異なる用語を使用している場合があるが，本論文では以下の用語で統一する． 
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2.2.1 メモリチャンク 
メモリチャンクは図 2-2 に示すように 1 個分のメモリ領域（ボディ）とそれを管理するメタデータ（ヘ
ッダ）のまとまりである．malloc(3)の返り値や free(3)の引数はボディのポインタとなるが，ヘッダサイ
ズを固定長とすることで，ボディのポインタからヘッダのポインタを逆算することができる．ヘッダの
内容はボディのサイズやメモリチャンクが使用中か否か，連結リストで管理されている場合には前
後のメモリチャンクのヘッダのポインタなどの情報が格納される．このとき，ボディのサイズと比較し
て，ヘッダサイズが大きい場合には，メモリチャンクのサイズのオーバヘッドとなってしまうため，極
力ヘッダサイズを小さくすることが望ましい．また，基本的には，ヘッダ，ボディの順にメモリ領域に
配置するが，ボディとヘッダを分離して管理することもある． 
 
図 2-2 メモリチャンクの概要 
2.2.2 グローバルヒープ・ローカルヒープ 
グローバルヒープは図 2-3 に示すようにプロセスに対して 1 つだけ存在するヒープである．一方，
ローカルヒープはスレッドごとに管理されるメモリ領域である．このローカルヒープは基本的にはスレ
ッド固有領域（Thread Local Storage, TLS）を利用して実装する．グローバルヒープは各ローカルヒ
ープを一元管理するための機構であり，ロ—カルヒープは各スレッドからロック操作なしにメモリチャ
ンクを扱う．そのため，基本的にグローバルヒープはそれぞれのローカルヒープと通信するが，ロー
カルヒープ間は通信を行わない．このときに，スレッド数が多い場合にはローカルヒープが多いこと
を示し，グローバルヒープとの通信が競合しやすいことになり，メニーコアマシンで実行する場合に
は，この通信がボトルネックとなる． 
  
図 2-3 グローバルヒープ・ローカルヒープの概要 
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2.2.3 メモリフラグメンテーション 
メモリフラグメンテーションはメモリ領域が断片化され，空きメモリの領域が歯抜け状態になること
であり，図 2-4 に例を示す．使用中メモリを図中の黒で塗りつぶした領域，空きメモリを白で塗りつ
ぶされた領域とする．この例では，合計空きメモリと実際に確保可能なメモリ量が一致しなくなるた
め，本来ならば問題なく確保できるメモリを確保できなくなる可能性がある．これは，様々なサイズ
のメモリチャンクの確保・解放を繰り返し行う際に発生する一般的な問題である．メモリアロケータは，
いかにこの問題を回避するかどうかが重要な要素となる．その対策として，メモリチャンクの探索手
法として，探索時に初めて条件を満たしたメモリチャンク用いる first-fit と呼ばれる手法ではなく，要
求メモリサイズと一致する最適なサイズのメモリチャンクを用いる best-fit と呼ばれる手法を用いるこ
とがある．また，一般的にメモリアドレス順にソートし，隣り合うメモリチャンクをマージすることもある．
しかし，この対策はメモリチャンクの探索やソートなどの処理を含むため，計算量が多くなってしまう． 
 
図 2-4 メモリフラグメンテーションの概要 
2.2.4 Memory Blowup 
スケーラブルなメモリアロケータは，ローカルヒープにメモリプールを保有し，そのメモリプールの
保有量は図 2-5 のように(a)均一の状態，(b)不均一な状態に分けられる．このとき，点線の矢印はメ
モリチャンクポインタの移動を表し，実線の矢印はメモリプールの容量の変化を表す．このとき，並
列プログラミングで有名な producer-consumer pattern を具体例として，malloc(3)を呼ぶスレッドとそ
の同一のメモリチャンクに対して free(3) を呼ぶスレッドが異なる場合を説明する．Producer スレッド
で malloc(3)，consumer スレッドで free(3)を呼び，明らかに異なるスレッドのローカルヒープを用い
る．このとき，producer スレッドではメモリプールの容量が減り続け，consumer スレッドではメモリプ
ールの容量が増え続けるため，例えばグローバルヒープを経由してこれらのローカルプールの容
量を調整する必要がある．この問題はいわゆる blowup fragmentation problem[10]と呼ばれる．また，
通常のスレッドプールにおいても，意図的に malloc(3)と free(3)を同一スレッドで呼び出すプログラ
ムでない限り，自然に発生し得る．したがって，他のアプリケーションへの影響を考慮してメモリ使
用量を極力抑えるためには，メモリチャンクをスレッドごとに適切に分配する必要がある．このとき，
例えばロック機構を用いてグローバルヒープでメモリチャンクの情報を一元管理する方法で容易に
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実現できる．しかし，このロックによるコストの影響は並列数の増加にともなって大きくなるため，特
にメニーコア環境ではスケーラビリティが低下する． 
 
図 2-5 memory blowup の概要 
2.3 標準 C ライブラリ関数 
メモリアロケータの要件として実装するべき C ライブラリ関数について説明する．その中でも特に
重要な関数である malloc(3)7と free(3)8をそれぞれ，2.3.1 と 2.3.2 にて説明する．その他の関数の
calloc(3)，realloc(3)，posix_memalign(3)などは malloc(3)や free(3)と比較して重要度が低く，さらに
malloc(3)と free(3)を組み合わせることによって，実装可能なため説明を省略する． 
2.3.1 malloc(3) 
malloc(3)はメモリを確保するために用いる．確保するメモリ量を引数にとり，メモリの確保に成功
した場合にはそのメモリ領域の先頭アドレスを返り値とする．基本的な実装方法として，malloc(3)の
処理はメモリチャンクのデータサイズによって異なる．小さなサイズのメモリチャンク（例えば 128KB
未満）の場合のレガシーな実装として，sbrk(2)によりプロセスのスタック領域を拡張する場合がある
が，基本的には大きなサイズのメモリチャンクと同様に mmap (2)もしくは以前に malloc(3)したメモリ
領域を再利用するメモリプールのいずれかの方法を用いる．このとき，メモリプールとしてサイズごと
のキューやスタックなどの単純なデータ構造を利用する例が多い．なお，malloc(3)の要求サイズと
メモリプールのメモリチャンクのサイズは完全には一致しないため，メモリサイズを一定のサイズへと
切り上げることとなる． 
2.3.2 free(3) 
free(3)は malloc(3)から確保したメモリを解放するために用いる．解放するメモリ領域の先頭アドレ
スを引数にとり，メモリの解放を行い，返り値はない．基本的な実装方法として，free(3)の処理はメ
                                                        
7 http://man7.org/linux/man-pages/man3/realloc.3.html 
8 http://man7.org/linux/man-pages/man3/realloc.3.html 
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モリチャンクのサイズによって異なる．小さいサイズのメモリチャンク（例えば 128KB 未満）の場合に
はメモリプールで管理する場合がある．大きいサイズのメモリは主に munmap(2)もしくは madvise(2)
の 2 通りの方法で解放する．しかし，両者の方法はともにシステムコールを発行し，各メモリページ
を解放した後に確保し直して，再度アクセスした時には再度メモリマッピングの割り当てを行う first 
touch が発生し，メモリ容量に比例したアクセスコストとなる． 仮想メモリと物理メモリともに解放しな
いことは，システムコールと first touch の抑制につながるが，処理時間の高速化とメモリ使用量の削
減はトレードオフの関係にある．なお，TCMalloc[2]（バージョン 2.2rc 未満）では仮想メモリと物理メ
モリともに解放しないが，以降のバージョンではデフォルト設定でメモリを解放する仕様に変更され
ている． 
2.4 システムコール 
2.3 節にて説明した標準 C ライブラリ関数郡の内部でメモリを制御するために呼び出すシステム
コールについて説明する．mmap(2)9，munmap(2)10，madvise(2)11を順に，2.4.1，2.4.2，2.4.3 にて
説明する． 
2.4.1 mmap(2) 
mmap(2)は OS からメモリ領域を確保するために用いる．このとき，メモリ領域のサイズはページサ
イズ（例えば 4KB）単位で指定する必要がある．また，マルチスレッドで同時に呼び出すと内部でロ
ック競合が発生してしまうため，スケーラビリティが低下する．  
2.4.2 munmap(2) 
munmap(2)は mmap(2)から確保したメモリ領域を解放するために用いる．具体的には，仮想メモ
リ・物理メモリのマッピング情報を削除し，仮想メモリ・物理メモリともに解放する．このとき，mmap(2)
で確保した領域を一度に返却する必要はなく，ページサイズ単位に分割して返却することが可能
である．また，マルチスレッドで同時に呼び出すと内部でロック競合が発生してしまうため，スケーラ
ビリティが低下する．  
2.4.3 madvise(2) 
madvise(2)に MADV_DONTNEED を指定して呼び出すことで，mmap(2)から確保したメモリ領
域を解放するために用いる．具体的には，仮想メモリ・物理メモリのマッピング情報をクリアすること
で，物理メモリのみを解放する．このとき，仮想メモリの使用量は減らないが，64-bit システムにおい
て，仮想メモリ空間は物理メモリ空間と比較して巨大であり，仮想メモリ空間を専有することは大した
                                                        
9 http://man7.org/linux/man-pages/man2/mmap.2.html 
10 http://man7.org/linux/man-pages/man2/mmap.2.html 
11 http://man7.org/linux/man-pages/man2/madvise.2.html 
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問題ではない．また，副作用としてそのメモリ領域に対して zero-fill を行う．これはマルチスレッドで
同時に呼び出されると内部でロック競合が発生してしまうため，スケーラビリティが低下する．さらに，
zero-fill 処理はカーネル空間で行われるため，実行空間の移動が起こる． 
2.5 データ同期手法 
一般に，最近のアプリケーションはマルチスレッドで動作することを前提に作られている．そのた
め，メモリアロケータをマルチスレッドに対応させる必要がある．このとき，マルチスレッド環境下でメ
モリを管理する際にはデータを同期する必要がある．そこで，そのデータ同期手法として代表的な
futex(2)12と CAS [11]について説明する．また，両手法とも，キャッシュフラッシュを引き起こすため，
ロック競合の可否に関わらず，キャッシュミスが多発する可能性がある． 
2.5.1 futex(2) 
futex(2)は高速ユーザ空間ロックと呼ばれ，ロック機構を提供する．これは競合が発生しない場合
にはユーザ空間で処理が行われるためである．例えば，POSIX スレッドや mutex の内部で使用さ
れている．futex(2)を使用したロック操作によって，クリティカルセクションを作成し，その中でデータ
の読み書きをすることができる． 
2.5.2 CAS 
CAS(Compare-and-Swap)[11]はアトミックに、あるメモリアドレスの内容と指定する値が等しけれ
ばそのメモリアドレスに別の値を格納する CPU の特別な命令である．CAS をループ中で使用する
ことにより，同期したいデータの内容を保証する．これはロックフリーなアルゴリズムではあるが，異
なるスレッドによってあるメモリアドレスの内容が書き換わっているときにはループ部の実行を繰り返
す．したがって，本論文ではこの CAS のループ処理のボトルネック部分を「ロック競合」という言葉
に含めて議論する． 
                                                        
12 http://man7.org/linux/man-pages/man2/futex.2.html 
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第3章	 予備実験  
本章では，malloc-intensive であることの定義を決定するための予備実験を行う．まず，3.1 節でメ
ニーコア・共有メモリマシンにおいて，マルチスレッドで malloc(3)を同時に呼び出すアプリケーショ
ンの予備実験について説明し，3.2 節で予備実験の結果を考察する． 
3.1 概要 
本予備実験の目的は，マルチスレッドで同時に呼び出すと処理時間のボトルネックとなる
malloc(3)の呼び出し頻度とその影響を計測し，malloc-intensive であることの定義を決定することで
ある．実験環境を表 3-1，予備実験のアルゴリズムを Algorithm 1 に示す．このアルゴリズムは一定
時間の処理（ビジーウェイト），malloc(3)の呼び出し，確保したメモリへのアクセスという一連の処理
を𝑛𝐿𝑜𝑜𝑝𝑠回繰り返す．このとき，全体の処理時間（𝑒𝑙𝑎𝑝𝑠𝑒𝑑𝑇𝑖𝑚𝑒）からビジーウェイトの待機処理の
合計時間（𝑏𝑎𝑠𝑒𝑇𝑖𝑚𝑒） を差し引いた時間を malloc(3)による処理時間（𝑚𝑎𝑙𝑙𝑜𝑐𝑇𝑖𝑚𝑒）とする．なお，
この𝑚𝑎𝑙𝑙𝑜𝑐𝑇𝑖𝑚𝑒  は確保したメモリへのアクセス時間を含めて考える．また，繰り返し実行回数
（𝑛𝐿𝑜𝑜𝑝𝑠）を 200 回，スレッド数（𝑛𝑇ℎ𝑟𝑒𝑎𝑑𝑠）を 72 個，1 回のビジーウェイトの待機時間（𝑤𝑎𝑖𝑡𝑇𝑖𝑚𝑒）
を 1us から 100ms の間，メモリチャンクサイズ（𝑠𝑖𝑧𝑒）を 4KB から 2MB の間で変化させる． 
 
表 3-1 実験環境 
名称 値 
CPU モデル Intel® Xeon® CPUE7-8880 v3 @ 2.30GHz 
CPU 数 4 
コア数 72 (18x4) 
メモリサイズ 1TB 
L1, L2, L3 キャッシュサイズ 32KB, 256KB, 45MB 
OS CentOS 6.9 (64-bit) 
Linux Version 2.6.32-504.30.3 
g++ version 4.9.2 
g++ 最適化オプション -O2 
10 
 
 
3.2 実験結果・考察 
実験結果を図 3-1 と図 3-2 に示す．図 3-1 の x 軸をビジーウェイトの待機時間（𝑤𝑎𝑖𝑡𝑇𝑖𝑚𝑒），y 軸
を 1 秒間あたりの malloc(3)呼び出し回数（𝑛𝑀𝑎𝑙𝑙𝑜𝑐𝑃𝑒𝑟𝑆𝑒𝑐）とする．図 3-2 の x 軸を 1 秒間あたり
の malloc(3)の呼び出し回数（𝑛𝑀𝑎𝑙𝑙𝑜𝑐𝑃𝑒𝑟𝑆𝑒𝑐），y 軸を malloc(3)の呼び出しと確保したメモリへの
アクセスを行う時間の 1 回あたりの処理時間（𝑜𝑛𝑒𝑀𝑎𝑙𝑙𝑜𝑐𝑇𝑖𝑚𝑒）とする．なお，付録 A-1 に図 3-1 と
図 3-2 の詳細な値を示す． 
図 3-1 において，ビジーウェイトの待機時間に対する 1 秒間あたりの malloc(3)の呼び出し回数
は基本的に一定値まで上昇した後に，下降する．例えば，メモリチャンクサイズが 16KB や 64KB
の場合，ビジーウェイトの待機時間が 1000us のときに 1 秒間あたりの malloc(3)の呼び出し回数が
ピークとなるが，メモリチャンクサイズが 4KB の場合は例外である．メモリチャンクサイズが 4KB の
場合にビジーウェイトの時間が長くなると 1 秒間あたりの malloc(3)の呼び出し回数が減少する理由
は，malloc(3)の呼び出し頻度とマルチスレッドでの呼び出しによるロック競合と関係がある．ビジー
ウェイトの待機時間が短い場合には malloc(3)の呼び出し頻度が高くなり，ロック競合で消費する時
間とビジーウェイトの待機時間に依存して 1 秒間あたりの malloc(3)の呼び出し回数が増減する．こ
のとき，メモリチャンクサイズが小さくなるほど，このロック競合による影響は少なくなり，特に 4KB の
場合の影響が最も少ない．この理由は，OS レベルのメモリアロケータに依存していると考えられる
が，本予備実験から得られる情報からはこれ以上の考察ができない． 
図 3-2 において，ビジーウェイトの待機時間が短い場合，メモリチャンクサイズが 256KB 以上の
最終的な 1 秒間あたりの malloc(3)の呼び出し回数は約 2,500 から 4,000 回の値である．ビジーウ
ェイトの待機時間が長い場合，1 回あたりの malloc(3)の処理時間が最も短い値と比較して，それぞ
れ約 2 から 4 倍以上の時間を要している．また，1 秒間あたりの malloc(3)の呼び出し回数が約
3,000 までは，基本的に 1 回あたりの malloc(3)の処理時間がだんだん短くなっている．この理由と
して，まずロック競合が少ないためと考えられる．次に，malloc(3)の呼び出し頻度が適度に増加す
Algorithm 1 preliminary experiment of malloc-intensive
Input: waitT ime: busy wait time[us], nLoops: # of loops, nThreads: # of threads, size: memory chunk size
Output: nMallocPerSec: # of malloc(3) per second, oneMallocT ime: elapsed time of one malloc(3) call
1: startT ime← GetTime()
2: for i← 0; i < nThreads; i← i+ 1 do
3: threads[i](
4: for j ← 0; j < nLoops; j ← j + 1 do
5: busyWait(waitT ime)
6: ptr ← malloc(size)
7: memoryAccess(ptr, size)
8: end for
9: )
10: end for
11: for i← 0; i < nThreads; i← i+ 1 do
12: threads[i].Join()
13: end for
14: endTime← GetTime()
15: elapsedT ime← endTime− startT ime
16: baseT ime← nLoops ∗ waitT ime
17: mallocT ime← elapsedT ime− baseT ime
18: nTotalMalloc← nLoop ∗ nThreads
19: nMallocPerSec← nTotalMalloc/elapsedTime
20: oneMallocT ime← mallocT ime/nTotalMalloc
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ることで，malloc(3)の内部処理のキャッシュヒット率が向上するためだと考えられる．一方，1 秒間あ
たりの malloc(3)の呼び出し回数はメモリチャンクサイズに依存した限界値があることがわかる．この
限界値付近では，ビジーウェイトの待機時間が短くなればなるほど，ロック競合が増えるため，1 回
あたりの malloc(3)の処理時間が長くなる．  
まとめとして，対象アプリケーションのすべてのスレッドにおいて，1 回あたりの malloc(3)の処理
時間が増加し始める頻度で malloc(3)を呼び出すことを malloc-intensive と定義する．その
malloc(3)の呼び出し頻度は，要求するメモリチャンクサイズに依存する． 
 
図 3-1 ビジーウェイトの待機時間と秒間 malloc(3)呼び出し回数 
 
図 3-2 秒間 malloc(3)呼び出し回数と 1 回あたりの処理時間 
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第4章	 関連研究 
本章では，ユーザ空間で動作するメモリアロケータ，すなわち標準 C ライブラリ関数の malloc(3)
や free(3)などの実装に関する研究について説明する．また，その中で特に高速化を対象とするメ
モリアロケータについて詳しく言及する．まず，4.1 節ではメニーコア・共有マシン上のメモリアロケ
ータに関する問題を挙げ，4.2 節ではその問題に関する各メモリアロケータの解決策を挙げ，4.3 節
では未解決の問題について議論する．最後に，4.4 節でまとめる． 
4.1 メニーコア・共有マシン上のメモリアロケータに関する問題 
メニーコア・共有マシン上で多数のスレッドが同時にメモリを確保する際の問題について，大きく
3 つに分けて説明する． 
・	 データ構造や同期処理の問題 
o メモリフラグメンテーションの防止コスト 
o データの同期処理コスト 
・	 カーネル空間上の問題 
o mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合 
o オンデマンドページングによる first touch コスト 
o madvise(2)による zero-fill コスト 
o munmap(2)や madvise(2)による TLB shootdown13コスト 
・	 キャッシュミスに関する問題 
o メモリの下位アドレスの偏りから生じるキャッシュミス 
o futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミス 
4.1.1 データ構造や同期処理の問題 
メモリアロケータ内でメモリチャンクの情報を管理するデータ構造やそのデータの同期処理に関
する問題について，メモリフラグメンテーションを防止するデータ構造，データの同期処理の順に
述べる． 
メモリフラグメンテーションの防止コスト 
メモリフラグメンテーションを防止する処理における問題を述べる．メモリフラグメンテーションを防
止するためには，メモリチャンクの探索や挿入，ソートなどの処理が必要となり，この処理時間はメ
モリチャンクを管理するデータ構造に依存する．例えば，要素の探索やソート状態を保ったままの
要素挿入の計算量は，全体の要素数を𝑛としたとき，連結リスト[2][3][4][6][7][8][13]の場合は𝑂(𝑛)，
                                                        
13 メモリマッピング情報が変化した際に，メモリマッピングを同期するために各 CPU の TLB のコヒーレンシを保つ機
構である．なお，一般的なアーキテクチャではこの TLB のコヒーレンシを保つ機構が CPU 内に存在しないため，OS 側
で実装される． 
13 
 
赤黒木[1]の場合は𝑂(log 𝑛)となる．連結リストは無限長のデータを扱うには便利であるが，連結リ
ストの前後の要素の参照を行う際に，ランダムアクセスが発生してしまう．同様の問題は赤黒木にも
起きる．したがって，メモリフラグメンテーションを防止する処理は単純な計算量だけではなく，ラン
ダムアクセスを考慮する必要がある． 
データの同期処理コスト 
データの同期処理における問題を述べる．マルチスレッドでメモリチャンクに関するデータを扱う
場合には，データの同期処理を行う必要がある．このとき，メニーコアマシンで malloc-intensive な
アプリケーションを実行すると，そのデータの同期処理のためにロック競合が発生し，処理時間の
ボトルネックとなってしまう ． 
4.1.2 カーネル空間上の問題 
メモリアロケータが引き起こすカーネル空間上の問題について，mmap(2)，munmap(2)，
madvise(2)の内部処理のロック競合，オンデマンドページングによる first touch，madvise(2)による
zero-fill，munmap(2)や madvise(2)による TLB shootdown の順に述べる． 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合について説明する．malloc(3)は
mmap(2)，free(3)は munmap(2)もしくは madvise(2)を呼び，malloc-intensive なアプリケーションで
は大量のシステムコールを発行することになり，それが処理時間のボトルネックとなる．このとき，プ
ロセス内のすべてのスレッドがメモリアドレス空間を共有するために生じる mmap(2)や munmap(2)に
よるロック競合に対する指摘がある[12]．なお，glibc malloc[13]の malloc(3)ではメモリチャンクサイ
ズやメモリプールの状態によって，システムコールを呼ばない場合が存在するが，メモリチャンクサ
イズが大きい場合（例えば，256KB 以上）では，基本的に毎回呼ばれる．他の関連研究において
も，ラージメモリチャンクに該当するメモリチャンクを扱う場合，同様である．例えば，SSMalloc[7]は
64KB 以上のメモリチャンクサイズがラージメモリチャンクであり，64KB 未満の場合はヒューリスティ
ックに決定されたメモリチャンクサイズごとに管理される． 
オンデマンドページングによる first touch コスト 
オンデマンドページングによる first touch はメモリマッピングが行われていないメモリ領域へアク
セスする際に，割り込み処理が発生することである．割り込み処理により，ユーザ空間とカーネル空
間の移動が発生してしまう．なお，割り込み処理 1 回分でページサイズ分のメモリが割り当てられる．
したがって，大量のメモリを使用するアプリケーションでは，そのメモリ領域に該当するページへ初
めてアクセスする度に first touch が発生するため，無視できない処理時間となる． 
madvise(2)による zero-fill コスト 
madvise(2)による zero-fill はメモリマッピングを解放したメモリ領域に対する 0 埋めである．Zero-
fill 処理はユーザ空間とカーネル空間の移動が発生してしまう．また，zero-fill 処理はメモリマッピ
ング情報の書き換えだけでなく，ページサイズ分のメモリ書き込みが発生するため，先の first touch
14 
 
よりも処理時間を要する．なお，zero-fill はセキュリティへの対策として madvise(2)の規約で定めら
れた操作であるため，省くことができない． 
munmap(2)や madvise(2)による TLB shootdown コスト 
munmap(2)や madvise(2)による TLB shootdown はメモリマッピング情報が変化した際に，そのメ
モリマッピング情報を各 CPU 間で同期するために，CPU の TLB をクリアする処理である．これは
munmap(2)や madvise(2)を呼ぶ際に発生する問題であり，省くことができない． 
4.1.3 キャッシュミスに関する問題 
キャッシュミスに関する問題について，メモリの下位アドレスの偏りから生じるキャッシュミス，
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミスの順に述べる． 
メモリの下位アドレスの偏りから生じるキャッシュミス 
メモリの下位アドレスの偏りから生じるキャッシュミスについて述べる．これはメモリアロケータ固有
の問題であり，メモリアロケータが確保したメモリチャンクの下位アドレスとそのメモリ情報が格納さ
れるキャッシュラインの場所に起因する．例えば，メモリチャンク（64B）の先頭アドレスがページサイ
ズ（4KB）にアライメントされているとき，そのメモリチャンクサイズはキャッシュラインサイズ（64B）と同
一であり，n-way セットアソシアティブ方式14のキャッシュでは，最大で n 個分のキャッシュのみしか
有効に活用することができず，n 個よりも多くのデータを扱う場合に，キャッシュミスを引き起こす． 
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミス 
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミスについて述べる．データの同
期手法として，futex(2)と CAS の 2 種類がある．しかし，両手法とも，ロック競合の可否に関わらず，
キャッシュフラッシュを行い，キャッシュミスを引き起こす． 
4.2 既存の問題に関する各メモリアロケータの解決策 
4.1 節で挙げた問題に対する解決策の説明を行う． 
4.2.1 データ構造や同期処理の問題に対する解決策 
データの同期処理コスト 
メモリアロケータ内でメモリチャンクの情報を管理するデータ構造やそのデータの同期処理に関
する問題に対して，一般的にグローバルヒープでメモリ情報を一元管理し，ローカルヒープで各ス
レッドからロック操作なしにアクセスすることで，ロック競合の回数の削減を試みる．TCMalloc[2]は
他のメモリアロケータとは異なり，ガベージコレクションを模倣した挙動をとるが，グローバルヒープ
やローカルヒープ間で通信を行う構造は変わらない．また，SuperMalloc[5]はグローバルヒープの
役割を持つヒープを CPU ごとに保有し，それらのヒープが CPU ごとの各コアを管理する構造にな
                                                        
14 同一のエントリに異なるメモリアドレスのデータを n 個格納することができるキャッシュ方式である． 
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っている．この構造ではロック競合の回数は削減されるが，ロック操作そのものの数は増加してしま
う．一方，TBBMalloc[4]のローカルヒープは全くロック操作を行わないため，高速に処理を行うこと
ができるが blowup fragmentation problem を引き起こすという指摘がある[5]．例えば，SFMalloc[6]
はこの blowup fragmentation problem について，あるスレッドで malloc(3)されたメモリチャンクを異
なるスレッドで free(3)する際に，ロックフリーなスタック構造で一時的に保持することで，スケーラビリ
ティを向上させている． 
また，データ同期処理の方法として，futex(2)と CAS の 2 種類がある．基本的に，futex(2)の方が
容易にプログラムを記述できるが，CAS の方が実行の効率が良い．したがって，CAS を実装として
用いることでこのデータ同期処理の処理時間を短くする研究がある[3][4][5][6][7][8]． 
4.2.2 カーネル空間上の問題に対する解決策 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合について述べる．ロック競合の問題
に対して，メモリアロケータが制御可能な操作はシステムコールを発行するタイミングやその頻度の
みである．また，メモリアロケータは他のアプリケーションの動作を妨げないようにメモリ消費を抑え
る必要性がある．したがって，頻繁に mmap(2)や，mumap(2)もしくは madvise(2)を呼ぶことで，少し
ずつメモリを確保・解放することになり，自然にこれらのシステムコールの発行回数が増加してしまう
ため，ロック競合の問題への対処は困難である．しかし，オンデマンドページングによって，
mmap(2)を呼び出しただけでは，仮想メモリのみが割り当てられ，実際には物理メモリは割り当てら
れないことを利用して，予め例えば 3TB ほどの仮想メモリを確保する手法がある[8]．しかし，この手
法では，本来はシステムコールによって，OS 側で行われるメモリの割り当て処理をメモリアロケータ
自身で行う必要がある． 
オンデマンドページングによる first touch コスト・madvise(2)による zero-fill コスト・munmap(2)や
madvise(2)による TLB shootdown コスト 
オンデマンドページングによる first touch，madvise(2)による zero-fill，munmap(2)や madvise(2)
による TLB shootdown などの処理がカーネル空間上の余計な処理を引き起こす問題に対する解
決策について述べる．これらの処理はメモリアロケータに必要不可欠であり，根本的な解決は困難
であるが，TCMalloc（2.2rc 未満）[2]は物理メモリを解放しないことで，これらの問題へ対応している．
具体的には，オンデマンドページングによる first touch は繰り返し発生することなく，初回のみとな
り，munmap(2)や madvise(2)を呼ばないため，zero-fill や TLB shootdown が起こらない．しかし，
TCMalloc（2.2rc 以上）はこれらの動作を修正し，物理メモリを解放する挙動となっている．したがっ
て，first touch や zero-fill の処理が繰り返し発生する．さらに，これらの処理時間はメモリ使用量に
比例するため，秒単位の時間を要することがある． 
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4.2.3 キャッシュミスに関する問題に対する解決策 
メモリの下位アドレスの偏りから生じるキャッシュミス 
メモリの下位アドレスの偏りから生じるキャッシュミスについて述べる．通常，mmap(2)でページサ
イズ（4KB）ごとにアライメントされたメモリ領域が得られ，その領域を要求メモリチャンクサイズごとに
分割する際に，そのメモリチャンクの前にランダムなオフセットを設けることで防止する．しかし，
SuperMalloc[5]はメモリチャンク管理にテーブルを用いているため，その管理方法ではメモリチャン
クを 2MB ごとの領域に区切る必要がある．このとき，オフセットによるメモリ増加のオーバヘッドは平
均すると 12.5%である．また，キャッシュラインサイズ（64B）を意識しないデータ構造のテーブルへ
のアクセスでは，マルチスレッドによる cache false sharing15が発生する可能性がある． 
4.3 既存の未解決問題に関する議論 
4.2 節で未解決な問題に関する議論を行う． 
4.3.1 データ構造や同期処理の問題に対する議論 
メモリアロケータ内でメモリチャンクの情報を管理するデータ構造やそのデータの同期処理に関
する問題において，データの同期処理については関連研究で解決している．一方，メモリフラグメ
ンテーションの防止に関して，そもそも特定のアプリケーションではこのメモリチャンクの管理方法を
用いずとも，メモリ消費を抑え，メモリフラグメンテーションを防ぐことが可能である．例えば，ループ
処理中に同一サイズのメモリチャンクの確保・解放を繰り返すアプリケーションが該当する．そのよう
なアプリケーションではメモリフラグメンテーションを防止する処理は不要であると考えられる．つま
り，メモリフラグメンテーションの防止を考慮せずに，単純なデータ構造を用いても問題ない． 
4.3.2 カーネル空間上の問題に対する議論 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合について述べる．他のアプリケーショ
ンの動作を妨げないようにメモリ消費を抑えるという前提がない場合は，頻繁にこれらのシステムコ
ールを呼ぶ必要がない．したがって，mmap(2)によって，メモリをまとめて確保したり， munmap(2)
や madvise(2)によって，そもそもメモリを解放したりしないことで，この問題は解決可能である． 
 
 
                                                        
15 異なるメモリアドレス上のデータを同一のキャッシュラインで共有してしまう状況を指し，パフォーマンスの低下に
つながる． 
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オンデマンドページングによる first touch コスト・madvise(2)による zero-fill コスト・munmap(2)や
madvise(2)による TLB shootdown コスト 
メモリアロケータに必要不可欠な処理がカーネル空間上の処理を引き起こす問題，オンデマンド
ページングによる first touch，madvise(2)による zero-fill，munmap(2)や madvise(2)による TLB 
shootdown について述べる．これらの問題は，TCMalloc（2.2rc 未満）[2]による物理メモリを解放し
ないという対策があるが，TCMalloc（2.2rc 以上）ではその動作が修正されている．この理由は物理
メモリを解放しないという方針は汎用的なメモリアロケータに沿わないためであると考えられる．また，
TCMalloc では，本来はシステムコールによって，OS 側で行われるメモリの割り当て処理を内部の
ガベージコレクションの機構によって行うが，この処理において，ロック競合が発生する．つまり，カ
ーネル空間上の問題への対策が新たなロック競合という問題を引き起こしている． 
4.3.3 キャッシュミスに関する問題に対する議論 
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミスについて述べる．両手法とも，
ロック競合の可否に関わらず，キャッシュフラッシュを引き起こすが，データ構造上の問題からロック
操作を行うことは必要不可欠であると考えられている．したがって，ロック競合の回数を削減するこ
とが重視されている．しかし，本質的にはロック操作の呼び出し回数の削減により，キャッシュミスを
削減することがスケーラビリティのボトルネックの解消につながると考えられる． 
4.4 まとめ 
最後に，表 4-1 を用いてまとめる．なお，従来手法との比較のため第 5 章で提案する MCMalloc
を含めて記載している． 
TCMalloc（2.2rc 未満）[2]と MCMalloc は物理メモリや仮想メモリの解放を行わない．一方，他の
関連研究では，他のアプリケーションの動作を妨げないようにメモリ消費を抑える必要があるため，
free(3) が 呼 ば れ る 度 に 物 理 メ モ リ を 解 放 す る 必 要 が あ る ． し た が っ て ， glibc malloc[13] ，
Streamflow[3]，TBBMalloc[4]，SFMalloc[6]は munmap(2)で仮想メモリと物理メモリの両方のメモリ
を解放し，zero-fill は起こらないが，first touch が繰り返し起こる．そして，TCMalloc（2.2rc 以上）[2]，
JEmalloc[1]，SuperMalloc[5]，scalloc[8]，SSMalloc[7]は madvise(2)で物理メモリのみを解放し，
zero-fill も first touch も繰り返し起こる． 
また，メモリ管理構造として，多くのメモリアロケータは連結リストを用いている．赤黒木[1]やテー
ブル[5]を用いる手法もある．しかし，これらの手法にはメモリのランダムアクセスやキャッシュミス対
策のためのオフセットによるメモリ使用量のオーバヘッドが存在する．したがって，メモリに対してシ
ーケンシャルアクセスにアクセス可能なデータ構造が理想である．さらに，データ同期処理のため
の futex(2)や CAS によるキャッシュミスを防ぐために，これらのロック操作の回数の削減が必要とな
る． 
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まとめとして，関連研究のメモリアロケータは他のアプリケーションの動作を妨げないようにメモリ
消費を抑え，メモリフラグメンテーションを防ぐために，メモリチャンクの管理方法を工夫している．し
かし，メニーコア・共有メモリマシン上で実行するような特定のアプリケーションではこのメモリチャン
クの管理方法なしに，メモリ消費を抑えつつ，メモリフラグメンテーションを防ぐことが可能である．し
たがって，従来のメモリ管理データ構造とは異なる手法を用いて，ランダムアクセスを減らし，シー
ケンシャルアクセスを増やすことができる．さらに，メモリ領域を解放した後すぐに再利用する場合
には，先のメモリ領域の解放や新規メモリ領域の確保の処理は無駄となってしまうが，メモリ領域を
プールすることを許容することで，これらの一連の処理を省略できる． 
 
表 4-1 メモリアロケータの比較 
名称 提案年 
仮想メモリを 
解放しない 
物理メモリを 
解放しない 
first touch が
繰り返されない 
zero-fill が 
起こらない 
メモリ管理データ構造 データ同期手法 
glibc malloc [13] -    ✔ 双方向連結リスト futex(2) 
TCMalloc （2.2rc 未満） [2] - ✔ ✔ ✔ ✔ 片方向連結リスト futex(2) 
TCMalloc （2.2rc 以上） [2] - ✔    片方向連結リスト futex(2) 
JEmalloc [1] 2006 ✔    赤黒木 futex(2) 
SuperMalloc [5] 2015 ✔    テーブル futex(2)・CAS 
scalloc [8] 2015 ✔    片方向連結リスト CAS 
SSMalloc [7] 2012 ✔    双方向連結リスト CAS 
Streamflow [3] 2006    ✔ 双方向連結リスト CAS 
TBBMalloc [4] 2007    ✔ 双方向連結リスト futex(2)・CAS 
SFMalloc [6] 2011    ✔ 片方向・双方向連結リスト CAS 
MCMalloc (提案手法) 2018 ✔ ✔ ✔ ✔ 双方向連結配列リスト futex(2) 
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第5章	 メニーコア・共有マシンにおけるスケーラブルな
メモリロケータの提案 
本章では，メニーコア・大容量メモリマシン上でマルチスレッドかつ malloc-intensive なアプリケー
ションを高速に動作させるメモリアロケータである MCMalloc を提案する．まず，5.1 節で提案手法
の概要を述べる．次に，提案手法の主要部分である 3 手法，5.2 節で Batch Malloc，5.3 節で
Pseudo Free，5.4 節で Fine-grained Data-locking with Double Linked Array List について説明する． 
5.1 概要 
本論文で提案する MCMalloc は 1) Batch Malloc，2) Pseudo Free，3) Fine-grained Data-locking 
with Double Linked Array List の 3 手法から成り立つ．Batch Malloc はメモリの確保，Pseudo Free
はメモリの解放，Fine-grained Data-locking with Double Linked Array List はメモリの管理を改善す
る手法である．これらの手法では，主にシステムコールの呼び出しや OS の割り込み処理，ロック操
作などのボトルネックとなりやすい処理を削減し，繰り返し要求されるメモリチャンクに適した構造に
より，スケーラブルなメモリアロケータを実現する． 
5.2 Batch Malloc 
Batch Malloc は malloc(3)呼び出し時に要求サイズ以上のメモリ領域を mmap(2)でバッチサイズ
分まとめて確保することである．図 5-1 に Batch Malloc の例を示す．例えば，4 個のメモリチャンク
に対して，図 5-1(b)の従来の malloc(3)では 4 回の mmap(2)呼び出しで，その都度メモリ確保を行
っていたが，図 5-1(a)の Batch Malloc では 1 回の mmap(2)呼び出しで完了する．マルチスレッドで
同時に malloc(3)が呼ばれる状況において，Batch Malloc は mmap(2)の呼び出し回数を削減する
ため，mmap(2)に由来するロック競合を回避できる． 
 
 
図 5-1 Batch Malloc の例 
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Batch Malloc のアルゴリズムを Algorithm 2 に示す．まず，要求メモリチャンクサイズを，そのサイ
ズ以上の最も小さい 2 冪の値に切り上げる．次に，バッチサイズの決定手順について説明する．ス
レッドや要求サイズごとに前回のバッチサイズを記録しておき，呼び出される度にそのサイズを 2 倍
する．これは頻出するメモリチャンクサイズに対する mmap(2)の呼び出し回数を減らすためである．
また，バッチサイズは𝑚𝑎𝑥𝐵𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒[Byte]以下に制限する．本論文での実験環境では事前に測
定を行い，𝑚𝑎𝑥𝐵𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒を 64MB となるように設定した．この理由は，64MB を超える量のメモリチ
ャンクサイズをマルチスレッドで頻繁に確保するアプリケーションでは，すぐにマシンのメモリ容量に
達してしまうことや，バッチサイズの値の変化による高速化の限界がこの値となるためである．なお，
この𝑚𝑎𝑥𝐵𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒の値はメインメモリ容量やスレッド数に依存し，基本的にはメインメモリ容量やス
レッド数の増加に合わせて，𝑚𝑎𝑥𝐵𝑎𝑡𝑐ℎ𝑆𝑖𝑧𝑒の値も増加させることになる． 
 
 
5.3 Pseudo Free 
Pseudo Free は free(3)が呼ばれた際に，実際には仮想メモリも物理メモリも解放しない処理であ
る．図 5-2 に Pseudo Free の概要を示す．図 5-2(b)の従来の free(3)では，カーネル空間へ移動し
て，メモリの解放しているが，図 5-2(a)の Pseudo Free ではカーネル空間へ移動することなく，ユー
ザ空間で処理が完結する．Pseudo Free による利点を次に示す． 
・	 first touch を繰り返し行わないため，ページフォルトの回数が削減される． 
・	 munmap(2)や madvise(2)などのシステムコールを発行しない． 
・	 ユーザ・カーネル空間の移動によるコンテキストスイッチやキャッシュフラッシュを抑制
する． 
一方で，仮想メモリと物理メモリのマッピングを継続して保持し続けるため，本来アプリケーション
が必要とする最低限以上のメモリを使用することがある．メモリ使用量の節約と高速化はトレードオ
フであるが，メモリが潤沢に搭載されたメニーコアマシンにおいては問題ない． 
Pseudo Free のアルゴリズムを Algorithm 3 に示す．まず，メモリチャンクのポインタからメモリチャ
ンクのサイズを取得し，そのサイズに応じた ID を得る．次に，ローカルヒープまたはグローバルプー
ルにメモリチャンクを格納する． 
Algorithm 2 Batch Malloc
Input: size: memory chunk size requested by malloc(3)
Output: valid memory chunk pointer
1: id← SizeToID(size)
2: if localPool.Empty(id) then
3: if globalPool.Empty(id) then
4: localPool.Extend(id,max(min(size,maxBatchSize), size))
5: else
6: array ← globalPool.PopArray(id)
7: localPool.PushArray(id, array)
8: return localPool.PopElement(id)
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図 5-2 Pseudo Free の概要 
 
 
5.4 Fine-grained Data-locking with Double Linked Array List 
本手法は配列を要素とした双方向連結リストによって，メモリチャンクを適度な粒度のデータのロ
ック操作で管理する．図 5-3 にそのメモリの管理構造を示す．図 5-3 はあるメモリチャンクサイズの
グローバルメモリプールとスレッドごとにローカルメモリプールを表している．これらのメモリプールは
配列を要素とした双方向連結リストによって構成される．その配列の要素数は𝑛×ページサイズ
（4KB）(𝑛 = 2)で，使用可能なメモリ領域（ボディ）の先頭アドレスを格納する．ヘッダはボディの直
前のアドレスに位置し，メモリサイズや元々確保されたスレッドの情報を持つ．ローカルメモリプール
の容量（64MB）を超えるメモリチャンクは容量の制限のないグローバルメモリプールに格納する．こ
れは blowup fragmentation problem に対処するためである．グローバルメモリプールとローカルメモ
リプールメモリチャンクのやりとりはロックをしつつ，要素ごとではなく配列ごとで行う．これはロック操
作の回数を減らすためである．例えば，図 5-3 では，ローカルメモリプール 1 がグローバルメモリプ
ールへ push し，その push されたメモリチャンク配列をメモリプール 2 が pop している．これらは，メ
モリチャンクの配列のポインタの交換処理のみであるため，その処理は配列サイズに関わらず𝑂(1)
である．また，要素ごとの交換はローカルメモリプール 2 内で完結する処理であり，ロック操作は不
要である．なお，この配列を要素とした双方向連結リストをスタックとして扱うことによって，可変長ス
タックへ対応しつつ，頻繁に要求されるサイズのメモリチャンクを効率的に再利用でき，キャッシュ
の局所参照性によるキャッシュヒット率の向上が期待できる． 
さらに，メモリチャンクサイズごとに要求される頻度に応じた 2 種類のメモリプール（頻出メモリプー
ル，非頻出メモリプール）を用意することで，メモリ使用量を節約する．頻出メモリプールはそのメモ
Algorithm 3 Pseudo Free
Input: ptr: memory chunk pointer requested by free(3)
1: size← PtrToSize(ptr)
2: id← SizeToID(size)
3: if localPool.Full(id) then
4: array ← localPool.PopArray(id)
5: globalPool.PushArray(id, array)
6: localPool.PushElement(id, ptr)
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リチャンクサイズから動的に決定され，そのメモリチャンクサイズに適したサイズとなる．一方，非頻
出メモリプールは 2 のべき乗ごとの範囲のサイズである． 
 
 
図 5-3 提案手法のメモリプール構造 
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第6章	 評価実験 
本章では，6.1 節にて実験環境と実験対象となる 3 種類のアプリケーション，6.2 節にて実験方法
を説明する．6.3 節にて実験結果を示し，考察する． 
6.1 実験環境・実験対象 
本実験の環境は第 3 章の予備実験で用いた表 3-1 と同一であり，実験対象は次に挙げる 3 種
類のアプリケーションである．まず，6.1.1 にて，Apriori over FHE アプリケーションの実験を行い，
その後に 6.1.2，6.1.3 にて，一般的なアプリケーションであると考えられる malloc(3) アプリケーショ
ン，C++ STL std::map アプリケーションの実験をそれぞれ行う． 
6.1.1 Apriori over FHE アプリケーション 
FHE のライブラリである HElib16を用いて，FHE 上の Apriori アルゴリズム[14]を C++で実装した．
その理由は，このアプリケーションは並列処理と大容量のメモリを要求し，多倍長整数演算時に大
量の malloc(3)呼び出しを行うからである．また，このアプリケーションは初期処理，メイン処理，終
了処理で構成される．初期処理で暗号文データベースを生成し，メイン処理では対象データとなる
アイテムのサポート値計算を行い，終了処理で暗号文データベースを破棄する．一般的に，
Apriori アルゴリズム[15][16]ではクエリとして異なる閾値（ミニマムサポート値）を繰り返し発行する
ため，メイン処理は繰り返し実行される．したがって，特にこのループフェーズに着目して実験を行
う． 
次に，本実験におけるアイテムのサポート値計算について説明する．まず，データベースのアイ
テム数を𝑁DEFG，トランザクション数を𝑁EHIJKとする．また，クエリの頻出パターン候補のアイテム長を𝐿DEFG とすると，そのアイテム集合は𝐼 = 𝑖M, … , 𝑖PQRST となる．このとき，トランザクション ID をt，アイ
テム ID をiとした暗号文を𝐶E_Dとすると，サポート値計算は次の式で表される． 
 𝐶E_DY・𝐶E_DZ・… ・𝐶E_D[QRST\R]^_`EaM  (1) 
同一トランザクション毎に暗号文同士の乗算を行った後に，それらの結果をすべて加算する．ま
た，クエリは頻出アイテムの数と頻出パターン候補のアイテム長の組み合わせの回数分生成される
ため，合計で 𝐶PQRST\QRST ・(𝐿DEFG − 1)・𝑁EHIJK回の乗算処理を行うことになる．さらに，FHE では𝑁KcdE個の暗号文を 1 つのベクトルとして扱うパッキング手法[17][18]により，最終的に行う乗算処理
                                                        
16 https://github.com/shaih/HElib 
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の回数𝑁Gecは𝑁KcdEで除算した 𝐶PQRST\QRST ・(𝐿DEFG − 1)・𝑁EHIJK/	𝑁KcdE 回となる． 
FHE 上で構築した Apriori アルゴリズムでは，クライアントとサーバ間で暗号化したデータの送受
信を何度も繰り返す[14]．しかし，本論文において，その通信処理自体は本質ではないため，サー
バのみの環境で実験を行う．  
HElib および Apriori アルゴリズムに関するパラメータをそれぞれ表 6-1，表 6-2 に示す．なお，
表 6-1 の括弧内の値は HElib におけるデフォルトの値である．𝑁EHIJK < 𝑝Hとなるように p と r の値
を設定し，l は複数回の乗算が可能となる値を設定した．本実験において，トランザクションデータ
の具体的な値は評価実験に影響を与えないため，glibc の random(3)の疑似乱数を用いて生成し
た 0 または 1 の値を用いた． 
表 6-1 HElib に関するパラメータ 
パラメータ 値 説明 
pr 117 平文空間 
k (80) セキュリティパラメータ 
l 8 FHE の回路の深さ(レベル) 
c (3) キースイッチ行列の行数 
w (64) 秘密鍵に用いるハミング距離 
Nslot 915 スロット数 
 
表 6-2 Apriori アルゴリズムに関するパラメータ 
パラメータ 値 説明 
Nitem 18 アイテム数 
Ntrans 1,943,424 トランザクション数 
Litem 2 頻出パターン候補のアイテム長 
Nmul 324,972 乗算処理の回数 
6.1.2 malloc(3) アプリケーション 
malloc(3) アプリケーションはマルチスレッドで malloc(3)を一定回数呼ぶ．このとき，オンデマン
ドページングによって，実際にアクセスがあるまで，ページ割当が発生しないため，ページサイズ
（4KB）ごとに確保したメモリへアクセスすることで，メモリマッピングを行う．なお，その確保したメモ
リ領域へのアクセスを含んだ時間を計測する．malloc(3)で要求するサイズはスモールメモリチャン
クサイズ（4KB 以下）とラージメモリチャンクサイズ（256KB 以上）とし，ラージメモリチャンクサイズの
呼び出し率が変数となる．なお，720,000 回の malloc(3)呼び出しを 72 スレッドで行う． 
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6.1.3 C++ STL std::map アプリケーション 
C++ STL std::map アプリケーションはマルチスレッドで std::map へデータを挿入し，std::map へ
のデータの新規挿入率を変数とする．なお，新規挿入率が低い場合には，文書のワードカウント処
理と類似し，新規挿入率が高い場合には，ID の重複確認処理と類似する．したがって，6.1.1 のア
プリケーションと比較して，より一般的な処理に対する実験となる．なお，720,000,000 回のデータの
挿入処理を 72 スレッドで行う． 
6.2 実験方法 
本節では実験方法について，6.2.1 では比較対象のメモリアロケータ，6.2.2 では提案
手法の組み合わせ方について説明する． 
6.2.1 比較対象のメモリアロケータ 
実験の比較対象のメモリアロケータを表 6-3 に示す．TCMalloc はバージョン 2.2rc を境に free(3)
処理の挙動が変化するため，2 種類のバージョンを実験対象としている．また，実験環境の都合に
より SuperMalloc [5]のソースコードにおいて，madvise(2)の一部の機能が使用できないため，ソー
スコードを変更した．このとき， madvise(2)は基本的に MADV_DONTNEED 以外の機能ではア
プリケーションの動作そのものには影響しないことが保証されている． 
表 6-3 比較対象のメモリアロケータ  
名称 バージョン 
glibc malloc[13] 2.12-1 
JEmalloc[1] 3.6.0 
TCMalloc[2] 2.0 
TCMalloc[2] 2.5 
Streamflow[3] - 
SuperMalloc[5] - 
TBBMalloc[4] 2.2 
SFMalloc[6] - 
SSMalloc[7] - 
scalloc[8] - 
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6.2.2 提案手法の組み合わせ方 
MCMalloc では 3 手法を提案しているため，それぞれの提案によるスケーラビリティへの貢献度
を評価する．このときに実験を行う組み合わせ方を表 6-4 に示す．Batch Malloc，Pseudo Free， 
Fine-grained Data-locking with Double Linked Array List の 3 手法すべてを適用した提案手法の
他に，2 手法のみを適用した 3 種類の場合について評価を行う． 
表 6-4 提案手法の組み合わせ方 
名称 説明 
MCMalloc 提案手法 
MCMalloc w/o Batch Malloc Batch Malloc を用いない提案手法 
MCMalloc w/o Pseudo Free Pseudo Free を用いない提案手法 
MCMalloc w/o Arrays Fine-grained Data-locking with Double Linked Array List を用いない提案手法 
6.3 実験結果・考察 
本節では 3 種類のアプリケーションの実験結果と考察について説明する．  
6.3.1 Apriori over FHE アプリケーション 
表 6-5 に実験の比較対象のメモリアロケータの終了ステータスを示す．glibc malloc，TCMalloc，
JEmalloc と提案手法である MCMalloc は正常に終了している．一方，SuperMalloc，TBBMalloc，
Streamflow，SFMalloc は正常に終了せず，正常に動作可能な範囲において，scalloc や SSMalloc
の時間超過状態と大差がなかった．これらのメモリアロケータが正常に終了しない原因は CAS を
用いる際の理論的もしくは実装上の問題に関連すると考えられ，その理由はこれらのメモリアロケ
ータは CAS，正常に終了したメモリアロケータは futex(2)を用いた実装であるためである． 
表 6-5 各メモリアロケータの終了ステータス 
メモリアロケータ 終了状態 原因 
glibc malloc [13], TCMalloc [2], JEmalloc [1] 成功 − 
scalloc [8], SSMalloc [7] 時間超過 ロック競合 
SuperMalloc [5] assertion failed 不明 
TBBMalloc [4] OOM Killer による停止 memory blowup [5] 
Streamflow17 [3], SFMalloc [6] segmentation fault 不明 
                                                        
17 正常に終了しないという報告がある[8]． 
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6.3.1.1 スケーラビリティに関する実験結果・考察 
図 6-1 に実験対象の主要部分のループフェーズ（32 ループ）における各メモリアロケータのスケ
ーラビリティを示す．x 軸はスレッド数，y 軸はスレッド数 1 の場合の処理に対する速度向上率（スケ
ーラビリティ）である．なお，付録 A-2 に詳細な値を示す．どのメモリアロケータもスレッド数 8 までは
ある程度のスケーラビリティを達成しているが，それ以降ではスケーラビリティの向上が課題である
ことがわかる．提案手法である MCMalloc は最も高いスケーラビリティを示し，JEmalloc は次に良い
結果である． 
  
図 6-1 各メモリアロケータのスケーラビリティ 
6.3.1.2 CPU 使用率に関する実験結果・考察 
6.3.1.1 において，提案手法の MCMalloc に続いて，JEmalloc の結果が良かったため，この 2 種
類のメモリアロケータを詳しく比較する．実験の処理全体の CPU 使用率に関するグラフを図 6-2 に
示す．図 6-2 においてマシン内のコア全部の使用率を平均した結果を CPU 使用率としている．緑，
赤，灰色で塗りつぶされた領域はそれぞれ，ユーザ空間，カーネル空間，アイドル状態での CPU
消費を示す． 
図 6-2 より，CPU 使用率について実験結果を考察する．MCMalloc は JEmalloc と比較して，実
験対象の主要部分のループフェーズでは 4.72 倍の高速化を達成した．また，参考として，OS 標準
のメモリアロケータである glibc malloc に対しては 16.2 倍高速化している． 
ループフェーズの計算処理に要する時間について考察する．ループフェーズの 1 回目では，
MCMalloc のユーザ空間での CPU 消費時間の割合は約 40〜60%であるが，JEmalloc は約 30%
である．これは Batch Malloc によって，カーネル空間での処理が抑制され，実行空間の移動が抑
制されたためであると考えられる．ループフェーズの 2 回目以降では，MCMalloc のユーザ空間で
の CPU 消費時間の割合は約 95%であり，JEmalloc では約 30%であることから，MCMalloc の方が
アプリケーション自体の処理に CPU を使用していることがわかる．また，MCMalloc のカーネル空
間での CPU 消費時間の割合は約 1%であり，JEmalloc では約 70%であることから，MCMalloc は
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Pseudo Free によって，カーネル空間での処理が抑制されていると考えられる． 
次に，ループフェーズの計算結果のメモリを解放する処理時間について考察する．MCMalloc
はグラフからは正確に読み取ることはできないが，約 0.2 秒以下であり，JEmalloc は緑色のユーザ
空間での実行を示す領域の谷の部分に該当し，約 3 秒である．これは free(3)の処理に秒単位の
時間を要していることを示し，いわゆる 3s pause problem [5]と呼ばれる問題である．この問題は，ガ
ベージコレクションにおいて起こり得る一時停止問題[19]と同様な現象であるが，MCMalloc は
Pseudo Free によってこの問題を解決している． 
 
 
図 6-2 MCMalloc と JEmalloc の CPU 使用率(スレッド数=72) 
6.3.1.3 メモリ使用量に関する実験結果・考察 
6.3.1.1 において，提案手法の MCMalloc に続いて，JEmalloc の結果が良かったため，この 2 種
類のメモリアロケータを詳しく比較する．メモリ使用量に関するグラフを図 6-3 に示す．図 6-3 の
VIRT と RES はそれぞれのプロセスの仮想メモリと物理メモリの使用量を表す． 
図 6-3 より，メモリ使用量について考察する．MCMalloc は JEmalloc と比較して，最大メモリ使用
量は仮想メモリ，物理メモリともに 3%程の増加にもかかわらず，4.72 倍の高速化を達成している．
これは，MCMalloc は Pseudo Free によって，first touch が繰り返し発生しないためである．一方，
JEmalloc では物理メモリの確保と解放を繰り返すため，物理メモリ使用量は山と谷を形成している．
この操作は再度メモリを使用する際に不要な処理を引き起こすことになる． 
 
図 6-3 MCMalloc と JEmalloc のメモリ使用量(スレッド数=72) 
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6.3.1.4 パフォーマンスカウンタに関する実験結果・考察 
最後に，perf-stat(1)18を用いて測定したパフォーマンスカウンタの統計値を表 6-6 に示す．
MCMalloc はすべての項目において最小値を達成した．Futex(2)の呼び出し回数はロックの競合
の回数と，ページフォルトの回数は first touch の回数と相関がある．また，Fine-grained Data-locking 
with Double Linked Array List，Batch Malloc，Pseudo Free によって，それぞれ futex(2), mmap(2), 
munmap(2)とページフォルトの回数を削減したと考えられる．また，これらのシステムコールの回数
の削減により，コンテキストスイッチの回数も削減したと考えられる． 
表 6-6 パフォーマンスカウンタの統計値 
メモリアロケータ 
futex(2)の 
呼び出し回数 [x106] 
mmap(2)の 
呼び出し回数 [x106] 
munmap(2)の 
呼び出し回数 [x106] 
ページフォルト
の回数 [x106] 
コンテキストスイッ
チの回数 [x106] 
glibc malloc [13] 30.7 33.6 33.6  245.7 486.5 
TCMalloc 2.0 [2] 83.4 51.7 51.4  116.1 473.1 
TCMalloc 2.5 [2] 86.4 95.4 94.8 1865.6 762.2 
JEmalloc [1] 14.5 12.9 12.8 1383.4  20.0 
MCMalloc(提案手法) 10.0 3.9 3.8    4.8  8.8 
6.3.1.5 各提案手法の貢献度に関する実験結果・考察  
提案手法の組み合わせ方による各手法の貢献度に関して図 6-4 を用いて考察する．図 6-4 の
点線はループフェーズの 1 回目の処理時間を，実践は平均処理時間を示す．なお，付録 A-3 に
図 6-4 の詳細な値を示す．また，表 6-7 にベースラインとなる JEmalloc との処理時間の比較結果を
示す． 
図 6-4 より，Pseudo Free を適用しない提案手法は 1 回目の処理時間と平均処理時間の差がな
い．その理由は Pseudo Free は毎回物理メモリを解放するため，1 回目と 2 回目以降の処理を行う
状況に差が生じないためである．一方，Pseudo Free を適用している他の場合では，平均処理時間
は 1 回目の処理時間よりも高速である．また，1 回目の処理においては，Batch Malloc や Fine-
grained Data-locking with Double Linked Array List を適用しないと，約 15 秒の時間を余計に要す
る．一方，2 回目以降の処理においては，差異が見られない． 
表 6-7 より，提案した 3 手法を組み合わせた MCMalloc は各スレッド数において，1 回目の処理
時間と平均処理時間ともに JEmalloc よりも高速である．一方，Pseudo Free を適用しない，すなわち
Batch Malloc と Fine-grained Data-locking with Double Linked Array List のみを適用した場合，
JEmalloc よりも平均処理時間が遅くなっている．この理由は，MCMalloc は Pseudo Free を適用す
                                                        
18 パフォーマンスカウンタの統計値を取得するコマンドである． 
   http://man7.org/linux/man-pages/man1/perf-stat.1.html 
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る前提の実装となっているためである．具体的には，メモリの解放はページサイズ単位で行わなけ
ればならないが，MCMalloc ではメモリチャンクとそのページの関係をすべて管理しているわけで
はないため，単純に Pseudo Free を適用しない場合，少しずつメモリリークが発生してしまうからであ
ると考えられる．また，1 回目の処理，2 回目以降の処理を問わず，MCMalloc w/o Batch Malloc，
MCMalloc w/o Arrays，MCMalloc w/o Pseudo Free の順に，処理速度が低下している．したがって，
提案した 3 手法の貢献度の大小は明らかである． 
結果をまとめると，Batch Malloc と Fine-grained Data-locking with Double Linked Array List は 1
回目の処理，Pseudo Free は毎回の処理の高速化に貢献している．さらに，その貢献度を大きい順
に並べると Pseudo Free，Fine-grained Data-locking with Double Linked Array List，Batch Malloc と
なる． 
 
図 6-4 提案手法の組み合わせ方による各手法の貢献度 
表 6-7 提案手法の組み合わせ方による各手法と JEmalloc の処理時間の比較 
手法 
スレッド数 
JEmalloc をベースラインとしたループフェーズ部の高速化率[%] 
1 2 4 8 16 24 32 40 48 56 64 72 
MCMalloc （1 回目） 123 130 139 148 159 182 210 217 231 226 217 199 
MCMalloc w/o Batch Malloc（1 回目） 108 114 118 117 78 74 86 77 71 70 75 75 
MCMalloc w/o Pseudo Free（1 回目） 79 77 72 63 48 45 43 37 36 31 30 28 
MCMalloc w/o Arrays（1 回目） 106 113 102 98 62 65 66 64 60 64 64 66 
MCMalloc（平均） 131 146 155 166 185 234 306 335 381 409 440 472 
MCMalloc w/o Batch Malloc（平均） 132 143 152 161 171 209 271 284 308 326 357 393 
MCMalloc w/o Pseudo Free（平均） 76 71 64 54 39 36 35 32 32 31 30 31 
MCMalloc w/o Arrays（平均） 126 136 142 147 142 163 193 204 219 229 240 248 
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6.3.2 malloc(3) アプリケーション 
6.3.1 と同じ種類のメモリアロケータとの比較実験の結果を図 6-5 に示す．なお，付録 A-4 に図 6-
5 の詳細な値を示す．ラージメモリチャンク確保の割合が高いほど malloc-intensive なアプリケーシ
ョンとなる．すべてのメモリアロケータはラージメモリチャンク確保の割合とその処理時間が比例して
上昇しているが，MCMalloc の傾きが最小である．また，提案手法である MCMalloc が最も良い結
果を示すことから，malloc-intensive なアプリケーションに対して，提案手法は有効であることがわか
る． 
 
図 6-5 ラージメモリチャンク確保の割合ごとの処理時間（72 スレッド） 
6.3.3 C++ STL std::map アプリケーション 
6.3.1 と同じ種類のメモリアロケータとの比較実験の結果を図 6-6 に示す．なお，付録 A-5 に図 6-
6 の詳細な値を示す．std::map への新規挿入率が高いほど malloc-intensive なアプリケーションと
なる．特に，glibc malloc は新規挿入率と処理時間が比例して上昇しているが，他のメモリアロケー
タはほぼ一定の処理時間であり，提案手法である MCMalloc は JEmalloc と同等の速度を示してい
る．この理由は，std::map への新規挿入時に確保するメモリ領域はスモールチャンクサイズが多くを
占めるため，malloc-intensive なアプリケーションではあるが，スケーラビリティの低下にそれほど影
響を与えないためであると考えられる． 
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図 6-6 std::map への新規挿入率ごとの処理時間（72 スレッド） 
6.3.4 まとめ 
3 種類のアプリケーションの実験結果をまとめる．提案手法である MCMalloc は malloc-intensive
なアプリケーションであるほど高速化を達成することができ，そうでないアプリケーションに対しては，
既存のメモリアロケータと同等の速度である．また，MCMalloc で用いた 3 手法について，Batch 
Malloc と Fine-grained Data-locking with Double Linked Array List は新規メモリ領域の確保する場
合，Pseudo Free は複数回にわたってメモリ領域へアクセスする場合に対する高速化に貢献してい
る． 
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第7章	 おわりに 
本論文では，メニーコア・大容量メモリマシン上でマルチスレッドかつ malloc-intensive なアプリ
ケーションを高速に動作させるメモリアロケータである MCMalloc を提案した．これは 1) Batch 
Malloc, 2) Pseudo Free, 3) Fine-grained Data-locking with Double Linked Array List の 3 手法に
よって，マルチスレッドのアクセスのロック競合の回数とシステムコール呼び出し頻度を減少させ
た．実アプリケーションの例として，完全準同型暗号上で構築した頻出パターンマイニングアルゴ
リズムである Apriori アルゴリズムを対象とした評価実験の結果，既存手法の中で最も高速である
JEmalloc と比較して 4.72 倍の高速化を達成した． 
今後の課題として，MCMalloc では一旦確保したメモリ領域をプロセスが終了するまで保持し続
けるため，アプリケーションの挙動によっては長時間の動作が問題となる可能性がある．そこで，
一定期間使用されなかったメモリ領域を解放する仕組みを導入することが挙げられる． 
34 
 
謝辞 
本研究は科学技術振興機構（JST）CREST に支援を受けています． 
本研究を進めるにあたり，数々のご指導を頂いた山名早人教授に厚く御礼申し上げます．また，
研究への助言をくださった共著者の方々や研究室にてお世話になった皆様に深く感謝いたします． 
35 
 
参考文献 
[1] Evans, J., “A Scalable Concurrent malloc(3) Implementation for FreeBSD,” Proc. of BSDCan Conf., 
2006. 
[2] Google Inc., “gperftools: Fast, multi-threaded malloc() and nifty performance analysis tools,” 
http://code.google.com/p/gperftools/. 
[3] Schneider, S., et al., “Scalable Locality-Conscious Multithreaded Memory Allocation,” Proc. of ACM 
SIGPLAN Int’l Symp. on Memory Management (ISMM), pp. 84-94, 2006. 
[4] Kukanov, A, and Voss, M., J., “The Foundations for Scalable Multi-Core Software in Intel Threading 
Building Blocks,” Intel Technology J., Vol. 11, Issue 4, pp. 309-322, 2007. 
[5] Kuszmaul, B. C., “Supermalloc: A Super Fast Multithreaded Malloc for 64-bit Machines,” Proc. of 
ACM SIGPLAN Int’l Symp. on Memory Management (ISMM), pp. 41-55, 2015. 
[6] Seo, S., et.al, “SFMalloc: A Lock-Free and Mostly Synchronization-Free Dynamic Memory Allocator 
for Manycores,” Proc. of IEEE Int’l Conf. on Parallel Architectures and Compilation Techniques 
(PACT), pp. 253-263, 2011. 
[7] Liu, R. and Chen, H., “SSMalloc: A Low-Latency, Locality-Conscious Memory Allocator with Stable 
Performance Scalability,” Proc. of the Asia-Pacific Workshop on Systems (APSys), no. 15, 2012. 
[8] Aigner, M., et al., “Fast, Multicore-scalable, Low-fragmentation Memory Allocation through Large 
Virtual Memory and Global Data Structures,” Proc. of ACM SIGPLAN Conf. on Object Oriented 
Programming Systems Languages and Applications (OOPSLA), pp. 451-469, 2015. 
[9] Gentry, C., “A Fully Homomorphic Encryption Scheme,” Ph.D. Thesis, Stanford University, 2009. 
[10] Berger, E. D., et al., “Hoard: A Scalable Memory Allocator for Multithreaded Applications,” Proc. of 
Int'l Conf. on Architectural Support for Programming Languages and Operating Systems (ASPLOS), 
pp.117-128, 2000. 
[11] Herlihy, M., “A Methodology for Implementing Highly Concurrent Data Objects,” ACM Trans. on 
Programming Languages and Systems (TOPLAS), vol. 15, issue 5, pp.745-770, 1993. 
[12] Clements, A. T., et al., “Scalable Address Spaces Using RCU Balanced Trees,” Proc. of Int'l Conf. on 
Architectural Support for Programming Languages and Operating Systems (ASPLOS), pp. 199-210, 
2012. 
[13] GNU, “GNU C Library,” http://www.gnu.org/software/libc. 
[14] Imabayashi, H., et al., “Secure Frequent Pattern Mining by Fully Homomorphic Encryption with 
Ciphertext Packing,” Proc. of the 11th Int’l Workshop on Data Privacy Management (DPM), LNCS 
vol. 9963, pp. 181-195, 2016. 
[15] Agrawal, R., et al., “Mining Association Rules between Sets of Items in Large Databases,” Proc. of 
the 1993 ACM SIGMOD Int'l Conf. on Management of Data, pp. 207-216, 1993.  
[16] Agrawal, R. and Srikant, R., “Fast Algorithms for Mining Association Rules,” Proc. of 20th Int'l Conf. 
Very Large Data Bases (VLDB), pp. 487-499, 1994.  
[17] Smart, N.P. and Vercauteren, F., “Fully Homomorphic Encryption with Relatively Small Key and 
Ciphertext Sizes,” Public Key Cryptography-PKC 2010, LNCS, vol. 6056, pp. 420-443, 2010. 
[18] Smart, N.P. and Vercauteren, F., “Fully Homomorphic SIMD Operations,” Designs, Codes and 
Cryptography, vol. 71, no. 1, pp. 57-81, 2014. 
[19] Gidra, L., et al., “A Study of the Scalability of Stop-the-World Garbage Collectors on Multicores,” 
Proc. of Int'l Conf. on Architectual Support for Programming Languages and Operating Systems 
(ASPOLS), pp. 229-240, 2013. 
 
36 
 
  
研究業績 
【主著】 
1. 国内フォーラム（査読あり） 
・馬屋原昂，篠原正太，山名早人："シーンテキスト位置の高速検出手法の提案―日本語
と英語を対象として―"，第 8 回データ工学と情報マネジメントに関するフォーラム
（DEIM2016），E4-3（2016.3）. 
・馬屋原昂，今林広樹，山名早人："完全準同型暗号による安全頻出パターンマイニング
の NUMA マシン上での高速化"，第 9 回データ工学と情報マネジメントに関するフォーラ
ム（DEIM2017），A1-1（2017.3）. 
・馬屋原昂，山名早人："メニーコア・共有メモリマシンにおけるプロセスとスレッドを
併用したスケーラブルな並列処理", 第 10 回データ工学と情報マネジメントに関するフォ
ーラム（DEIM2018）（2018.3）．（発表予定） 
2. 国内ワークショップ（査読なし） 
・馬屋原昂，佐藤宏樹，石巻優，今林広樹，山名早人："FCMalloc: 完全準同型暗号の高
速化に向けたメモリアロケータ"，第 141 回システムソフトウェアとオペレーティング・
システム研究会, 情処研報，Vol. 2017-OS-141，No. 6，pp. 1-7（2017.7）.  
3. 国際会議（ポスター（査読あり）） 
・Akira Umayabara: "FCMalloc: A Fast Memory Allocator for Fully Homomorphic Encryption," 
Proc. of the 38th ACM SIGPLAN Conf. on Programming Language Design and Implementation 
(PLDI2017) Student Research Competition (2017.6). 
・ Akira Umayabara and Hayato Yamana: "MCMalloc: A Scalable Memory Allocator for 
Multithreaded Applications on a Many-Core Shared-Memory Machine," Proc. of IEEE Int’l Conf. 
on Big Data 2017 (2017.12). 
 
【共著】 
1. 国内フォーラム（査読あり） 
・佐藤宏樹，馬屋原昂，石巻優，今林広樹，山名早人："完全準同型暗号のデータマイニ
ングへの利用に関する研究動向"，第 15 回情報科学フォーラム（FIT），F-002 （2016.9）. 
・今林広樹，石巻優，馬屋原昂，佐藤宏樹，山名早人："ストリーム処理による安全頻出
パターンマイニングの高速化"，第 9 回データ工学と情報マネジメントに関するフォーラ
ム（DEIM2017），A1-2（2017.3）. 
37 
 
・佐藤宏樹，馬屋原昂，石巻優，山名早人："完全準同型暗号による秘密計算回路のルー
プ最適化と k 最近傍法への適用"，第 9 回データ工学と情報マネジメントに関するフォー
ラム（DEIM2017），H6-3（2017.3）． 
2. 国内ジャーナル（査読あり） 
・今林広樹，石巻優，馬屋原昂，佐藤宏樹，山名早人："完全準同型暗号による安
全頻出パターンマイニンク計算量効率化"，情報処理学会論文誌データベース
（TOD），Vol. 10，No. 1，pp.1-12（2017.3）． 
・佐藤宏樹, 馬屋原昂, 石巻優, 山名早人："完全準同型暗号による秘密計算回路の
ループ最適化と k 最近傍法への適用"，日本データベース学会論文誌（DBSJ 
Japanese Journal）, Vol. 16, No. 12（2018.3）． 
3. 国際会議（ポスター（査読あり）） 
・Hiroki Imabayashi, Yu Ishimaki, Akira Umayabara, Hiroki Sato and Hayato Yamana: "Secure 
Frequent Pattern Mining by Fully Homomorphic Encryption with Ciphertext Packing," Proc. of the 
11th Int’l Workshop on Data Privacy Management (DPM2016) (2016.9). 
・Hiroki Imabayashi, Yu Ishimaki, Akira Umayabara and Hayato Yamana: "Fast and Space-
Efficient Secure Frequent Pattern Mining by FHE," Proc. of IEEE Int’l Conf. on Big Data 2016 
(2016.12). 
4. 国際シンポジウム（ポスター（査読あり）） 
・Hiroki Sato, Akira Umayabara, Yu Ishimaki and Hayato Yamana: "Poster: Loop Circuit 
Optimization with Bootstrapping over Fully Homomorphic Encryption," Proc. of 2nd IEEE 
European Symp. on Security and Privacy (Euro S&P 2017) (2017.4). 
 
【OSS】 
1. FCMalloc 
・https://github.com/yamanalab/FCMalloc（2018.3）．（公開予定） 
2. MCMalloc 
・https://github.com/yamanalab/MCMalloc （2018.3）．（公開予定） 
 
  
38 
 
付録 A： 実験結果の詳細データ 
図 3-1 の秒間 malloc(3)呼び出し回数と 1 回あたりの処理時間の詳細な実験結果を表 A-1 に示
す． 
表 A-1 秒間 malloc(3)呼び出し回数と 1 回あたりの処理時間 
ビジーウェイト 
待機時間[us] 
malloc(3)で要求するメモリチャンクサイズ 
秒間 malloc(3)呼び出し回数（左）・1 回あたりの処理時間[us]（右） 
4KB 16KB 64KB 256KB 1MB 2MB 
100,000 714 107 712 110 709 115 708 118 696 141 684 167 
75,000 946 86 941 92 943 89 937 96 920 116 899 142 
50,000 1,405 65 1,399 68 1,399 68 1,400 67 1,348 95 1,303 121 
40,000 1,764 49 1,746 55 1,743 56 1,731 60 1,665 83 1,590 111 
30,000 2,317 43 2,302 46 2,289 49 2,264 54 2,156 76 2,048 100 
25,000 2,776 37 2,741 41 2,726 43 2,686 49 2,533 71 2,382 96 
22,500 3,080 34 3,036 38 3,015 41 2,959 47 2,755 72 2,588 95 
20,000 3,443 32 3,410 34 3,361 39 3,287 45 3,050 69 2,846 93 
17,500 3,897 30 3,841 34 3,790 37 3,714 43 3,422 66 3,099 96 
15,000 4,349 36 4,399 33 4,353 36 4,234 42 3,836 67 3,490 92 
12,500 5,106 34 5,192 31 5,070 36 4,962 40 4,355 68 3,734 106 
10,000 6,557 23 6,321 29 6,068 35 5,818 43 4,963 72 3,324 171 
9,000 7,362 19 7,020 26 6,626 34 6,408 40 4,868 89 3,210 195 
8,000 8,004 21 7,543 29 7,142 37 6,956 40 5,013 96 3,108 218 
7,500 8,411 22 7,864 30 7,377 39 6,980 46 4,958 105 3,199 216 
5,000 11,557 22 10,698 29 9,869 37 9,062 46 4,140 177 3,129 255 
2,500 18,297 22 16,608 28 15,652 32 10,746 61 3,985 219 3,054 295 
1,000 25,945 26 25,622 26 24,000 29 7,704 117 3,744 254 2,962 325 
100 39,669 24 24,242 40 10,147 97 4,974 200 3,262 305 3,177 313 
75 42,478 23 24,040 41 8,977 110 3,778 264 3,308 301 3,153 316 
50 41,261 24 23,076 43 9,022 110 4,010 249 2,490 401 2,925 341 
10 43,114 23 23,645 42 8,971 111 3,525 283 2,583 387 2,996 334 
5 44,037 23 23,188 43 9,011 111 3,559 281 2,483 403 2,930 341 
1 45,860 22 24,283 41 9,056 110 3,532 283 2,635 379 3,049 328 
 
 
39 
 
図 6-1 の各メモリアロケータのスケーラビリティの詳細な実験結果を表 A-2 に示す． 
表 A-2 各メモリアロケータのスケーラビリティ  
メモリアロケータ 
スレッド数 
1 2 4 8 16 24 32 40 48 56 64 72 
glibc malloc [13] 1.0 2.1 3.9 5.2 5.1 4.0 3.7 2.8 3.0 2.6 3.2 2.5 
TCMalloc 2.0 [2] 1.0 2.0 3.8 6.4 8.3 10.5 12.0 6.9 5.7 4.7 2.8 2.6 
TCMalloc 2.5 [2] 1.0 1.9 3.5 5.5 4.9 5.2 6.9 6.9 6.7 6.4 5.0 3.9 
JEmalloc [1] 1.0 1.9 3.7 7.0 11.9 13.3 13.0 14.5 14.5 14.9 15.0 14.8 
MCMalloc (提案手法) 1.0 2.0 3.8 7.3 13.7 20.0 26.2 31.8 36.7 41.5 45.2 45.9 
 
図 6-4 の提案手法の組み合わせ方による各手法の貢献度の詳細な実験結果を表 A-3 に示す． 
表 A-3 提案手法の組み合わせ方による各手法の貢献度  
手法 
スレッド数 
ループフェーズ部の処理時間[sec] 
1 2 4 8 16 24 32 40 48 56 64 72 
MCMalloc 
（1 回目） 
209.725 106.657 54.185 27.907 15.464 11.781 10.331 9.179 8.685 8.679 9.176 10.657 
MCMalloc w/o Batch Malloc
（1 回目） 
238.693 121.02 63.922 35.13 31.251 28.98 25.075 25.816 28.112 27.924 26.575 28.118 
MCMalloc w/o Pseudo Free
（1 回目） 
326.992 179.912 103.434 65.022 50.396 47.736 50.265 53.143 55.298 62.021 65.65 73.918 
MCMalloc w/o Arrays 
（1 回目） 
242.381 122.737 73.858 42.094 39.278 32.879 32.786 31.082 33.236 30.507 31.011 31.876 
MCMalloc 
（平均） 
197.488 94.446 48.617 24.86 13.259 9.156 7.098 5.95 5.277 4.801 4.538 4.515 
MCMalloc w/o Batch Malloc
（平均） 
195.121 96.52 49.488 25.59 14.341 10.262 8.017 7.01 6.515 6.028 5.59 5.419 
MCMalloc w/o Pseudo Free
（平均） 
336.884 193.47 116.231 75.833 62.537 58.206 60.722 61.815 61.155 63.208 64.565 67.128 
MCMalloc w/o Arrays 
（平均） 
204.256 101.672 52.965 28.008 17.32 13.166 11.267 9.765 9.173 8.563 8.324 8.574 
 
 
40 
 
 
図 6-5 のラージメモリチャンク確保の割合ごとの処理時間（72 スレッド）の詳細な実験結果を表
A-3 に示す． 
表 A-4 ラージメモリチャンク確保の割合ごとの処理時間（72 スレッド） 
メモリアロケータ 
ラージメモリチャンク確保の割合[%] 
処理時間[sec] 
0 10 20 30 40 50 60 70 80 90 100 
glibc malloc [13] 14.935 58.069 94.692 123.105 147.855 175.008 192.725 218.271 244.521 254.193 274.920 
JEmalloc [1] 1.492 14.253 15.657 23.818 31.137 38.320 47.663 54.854 62.404 68.782 76.276 
TCMalloc 2.0 [2] 1.388 9.317 17.102 26.815 22.370 26.902 38.985 43.737 56.774 64.103 67.746 
TCMalloc 2.5 [2] 2.658 13.923 23.907 34.420 44.673 56.831 65.651 106.607 111.336 121.288 133.438 
MCMalloc (提案手法) 0.665 4.243 7.865 10.075 13.198 16.946 19.561 25.405 33.325 28.796 42.603 
 
図 6-6 の std::map への新規挿入率ごとの処理時間（72 スレッド）の詳細な実験結果を表 A-3 に
示す． 
表 A-4 std::map への新規挿入率ごとの処理時間（72 スレッド） 
メモリアロケータ 
std::map への新規挿入率[%] 
処理時間[sec] 
0 10 20 30 40 50 60 70 80 90 100 
glibc malloc [13] 10.165 53.528 84.104 116.500 144.772 170.279 197.994 222.388 244.859 268.962 291.265 
JEmalloc [1] 6.582 11.298 12.463 12.408 12.211 11.644 10.385 9.315 7.992 8.761 8.865 
TCMalloc 2.0 [2] 6.391 11.262 13.611 15.012 14.749 14.717 13.531 14.902 17.167 21.230 25.432 
TCMalloc 2.5 [2] 6.161 14.695 20.272 25.716 30.909 36.179 40.044 46.964 53.626 63.797 74.525 
MCMalloc (提案手法) 7.131 25.881 23.558 22.152 21.267 18.412 16.638 15.124 12.555 10.350 8.889 
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付録 B： 本研究で用いたソースコード 
本研究で用いたソースコードを添付の DVD に収録し，ファイルの詳細は README.md に記した． 
