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Abstract
Motivated by community detection, we characterise the spectrum of the non-backtracking matrix
B in the Degree-Corrected Stochastic Block Model.
Specifically, we consider a random graph on n vertices partitioned into two asymptotically
equal-sized clusters. The vertices have i.i.d. weights {φu}nu=1 with second moment Φ(2). The
intra-cluster connection probability for vertices u and v is φuφvn a and the inter-cluster connection
probability is φuφvn b.
We show that with high probability, the following holds: The leading eigenvalue of the non-
backtracking matrix B is asymptotic to ρ = a+b2 Φ
(2). The second eigenvalue is asymptotic to
µ2 = a−b2 Φ
(2) when µ22 > ρ, but asymptotically bounded by
√
ρ when µ22 ≤ ρ. All the remaining
eigenvalues are asymptotically bounded by √ρ. As a result, a clustering positively-correlated
with the true communities can be obtained based on the second eigenvector of B in the regime
where µ22 > ρ.
In a previous work we obtained that detection is impossible when µ22 < ρ, meaning that there
occurs a phase-transition in the sparse regime of the Degree-Corrected Stochastic Block Model.
As a corollary, we obtain that Degree-Corrected Erdős-Rényi graphs asymptotically satisfy
the graph Riemann hypothesis, a quasi-Ramanujan property.
A by-product of our proof is a weak law of large numbers for local-functionals on Degree-
Corrected Stochastic Block Models, which could be of independent interest.
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Keywords and phrases Degree-Corrected Stochastic Block Model, Non-backtracking Matrix,
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1 Introduction
The non-backtracking matrix B of a graph G = (V,E) is indexed by the set of its oriented
edges ~E = {(u, v) : {u, v} ∈ E}. For e = (e1, e2), f = (f1, f2) ∈ ~E, B is defined as
Bef = 1e2=f11e1 6=f2 .
This matrix was introduced by Hashimoto [10] in 1989.
We study the spectrum of B when G is a random graph generated according to the Degree-
Corrected Stochastic Block Model (DC-SBM) [11]. We characterise its leading eigenvalues
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and corresponding eigenvectors when the number of vertices in G tends to infinity. Our
motivation stems from community detection problems: experiments in [14] show that the
spectral method based on the non-backtracking matrix seems to work well on real datasets.
We test the robustness of this method and show in particular that, above a certain threshold,
the second eigenvector of B is correlated with the underlying communities.
The DC-SBM [11] is an extension of the ordinary Stochastic Block Model (SBM) [8].
The latter model has as a drawback that vertices in the same community are stochastically
indistinguishable and it therefore fails to accurately describe networks with high heterogeneity.
Compare this to fitting a straight line on intrinsically curved data, which is doomed to miss
important information. The DC-SBM is a more realistic model: it allows for very general
degree-sequences.
The special case of the DC-SBM under consideration here is defined as follows: It
is a random graph on n vertices partitioned into two asymptotically equal-sized clusters.
The vertices have bounded i.i.d. weights {φu}nu=1 with second moment Φ(2). The intra-
cluster connection probability for vertices u and v is φuφvn a and the inter-cluster connection
probability is φuφvn b, for two constants a, b > 0.
Note that those graphs are thus sparse, which is a challenging regime for community
detection. Indeed, in the ordinary SBM (obtained by putting φ1 = . . . = φn = 1), an
instance of the graph might not contain enough information to distinguish between the two
clusters if the difference between a and b is small. More precisely, reconstruction is impossible
when (a − b)2 ≤ 2(a + b) [18]. Interestingly, positively-correlated reconstruction can be
obtained by thresholding the second-eigenvector of B [2] immediately above the threshold
(i.e., (a− b)2 > 2(a+ b)). The SBM thus has a phase-transition in its sparse regime.
Does the DC-SBM exhibit a similar behaviour? We showed in an earlier work [6] that
detection is impossible when (a − b)2Φ(2) ≤ 2(a + b). In our current work we analyse the
regime where (a − b)2Φ(2) > 2(a + b). We answer the following questions: is detection
possible in this regime and if so, can we use again the non-backtracking matrix or do we need
to modify it? A priori this is unclear, because an algorithm solely based on B cannot use
any information on the weights as input. Our main result shows that the spectral method
based on the non-backtracking matrix (thus the same method as in [2]) successfully detects
communities in the regime (a − b)2Φ(2) > 2(a + b). Surprisingly, no modification of the
matrix, nor information about the weights is needed (compare this to the adjacency matrix,
which needs to be adapted to the degree-corrected setting [7]), which shows the robustness
of the method. Moreover as in the standard SBM, the algorithm is optimal in the sense that
it works all the way down to the detectability-threshold.
Informally, we have the following results: With high probability, the leading eigenvalue
of the non-backtracking matrix B is asymptotic to ρ = a+b2 Φ
(2). The second eigenvalue
is asymptotic to µ2 = a−b2 Φ
(2) when µ22 > ρ, but asymptotically bounded by
√
ρ when
µ22 ≤ ρ. All the remaining eigenvalues are asymptotically bounded by
√
ρ. Further, a
clustering positively-correlated with the true communities can be obtained based on the
second eigenvector of B in the regime where µ22 > ρ (i.e., precisely when (a−b)2Φ(2) > 2(a+b)).
A side-result is that Degree-Corrected Erdős-Rényi graphs asymptotically satisfy the
graph Riemann hypothesis, a quasi-Ramanujan property.
In our proof we derive and use a weak law of large numbers for local-functionals on
Degree-Corrected Stochastic Block Models, which could be of independent interest.
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1.1 Community detection background
In this paper we are interested in community detection: The problem of clustering vertices in
a graph into groups of "similar" nodes. In particular, the graphs here are generated according
to the DC-SBM and the goal is to retrieve the spin (or group-membership) of the nodes
based on a single observation of the DC-SBM.
When the average degree of a vertex grows sufficiently fast with the size of the network
(i.e., the average degree is Ω(log(n))), we speak about dense networks. Community-detection
is then well understood and we consider instead sparse graphs where the average degree is
bounded by a constant. This setting is more realistic as most real networks are sparse, but is
at the same time more challenging. Indeed, traditional methods based on the Adjacency or
Laplacian matrix working well in the dense case break down when employed in the sparse
case.
In the sparse regime, with high probability, at least a positive fraction of the nodes is
isolated. Consequently, one cannot hope to find the community-membership of all vertices.
We therefore address here the problem of finding a clustering that is positively correlated
with the true community-structure.
In [3] it was first conjectured that a detectability phase transition exists in the ordinary
SBM: When (a− b)2 > 2(a+ b), the belief propagation algorithm would succeed in finding
such a positively correlated clustering. Conversely, due to a lack of information, detection
would be impossible when (a− b)2 ≤ 2(a+ b).
In [18], impossibility of reconstruction when (a− b)2 ≤ 2(a+ b) is shown for the SBM.
This paper builds further on a tree-reconstruction problem in [4].
The authors of [14] conjectured that detection using the second eigenvector of B would
succeed all the way down to the conjectured detectability threshold. Two variants of this
so-called spectral redemption conjecture were proven before the work in [2] appeared:
In [16] it is shown that detection based on the second eigenvector of a matrix counting






Independently, in [17], the authors prove the positive side of the conjecture by using a
constructing based on counting non-backtracking paths in graphs generated according to the
SBM.
More recently, in [2] the spectral redemption conjecture is proved. This work moreover
determines the limits of community detection based on the non-backtracking spectrum in
the presence of an arbitrary number of communities.
Here we extend the work in [2] to the more general setting of the DC-SBM.
1.2 Quasi Ramanujan property
Following the definition introduced in [15], a k-regular graph is Ramanujan if its second
largest absolute eigenvalue is no larger than 2
√
k − 1. In [9], a graph is said to satisfy the
graph Riemann hypothesis if B has no eigenvalues λ such that |λ| ∈ (√ρB , ρB), where ρB
is the Perron-Frobenius eigenvalue of B. The graph Riemann hypothesis can be seen as
a generalization of the Ramanujan property, because a regular graph satisfies the graph
Riemann hypothesis if and only if it has the Ramanujan property [9, 19].
Now, put a = b = 1 to obtain a Degree-Corrected Erdős-Rényi graph where vertices u
and v are connected by an edge with probability φuφvn . Our results imply that, with high
probability, ρB = Φ(2) + o(1), while all other eigenvalues are in absolute value smaller than√
Φ(2) + o(1). Consequently, these Degree-Corrected Erdős-Rényi graphs asymptotically
satisfy the graph Riemann hypothesis.
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1.3 Outline and main differences with ordinary SBM
We follow the same general approach as in [2]. We focus primarily on the differences and
complications here: we often omit or shorten the proof of a statement if it may be proven in
a very similar way.
In Section 2 we define the DC-SBM and state the assumptions we make. This is then
followed by Theorem 1 on the spectrum of B and its consequences for community detection,
Theorem 2.
In Section 3, we give the necessary background on non-backtracking matrices. Further,
we give an extension of the Bauer-Fike Theorem, that first appeared in [2].
In Section 4 we give the proof of Theorem 1. It builds on Propositions 4 and 5. Their
proofs are deferred to later sections.
In Section 5 we consider two-type branching process where the offspring distribution
is governed by a Poisson mixture to capture the weights of the vertices. We associate
two martingales to this process and extend limiting results by Kesten and Stigum [12, 13].
Hoeffding’s inequality plays an important role here to prove concentrations results for the
weights. Further, we define a cross-generational functional on these branching processes that
is correlated with the spin of the root.
In Section 6 we state a coupling between local neighbourhoods and the branching process
with weights in Section 5. We established this coupling in an earlier work [6], it is technically
more involved than the ordinary coupling on graphs with unit weight. It is crucial that the
weights in the graph and the branching process are perfectly coupled. We further establish a
growth condition on the local neighbourhoods, using a stochastic domination argument that
is more involved than its analogue in unweighed graphs.
In Section 7 we define local functionals that map graphs, together with their spins and
weights to the real numbers. We establish, using Efron-Stein’s inequality, a weak law of large
numbers for those functionals, which could be of independent interest. Part of the work here
is again hidden in the coupling from [6].
In Section 8 we apply those local functionals to establish Proposition 4.
In Section 9 we decompose powers of the matrix B as a sum of products. This technique
appeared first in [16] for matrices counting self-avoiding paths and was elaborated in [2]. To
bound the norm of the individual matrices occurring in the decomposition, we use the trace
method initiated in [5]. In doing so, we need to bound the expectation of products of higher
moments of the weights over certain paths. This is a significant complication with respect to
the ordinary SBM, see Section 9.2 for a comparison.
In Section 10 we prove that positively correlated clustering is possible based on the second
eigenvector of B, i.e., Theorem 2. We use the symmetry present in the two-communities
setting here, which gets in general broken in models with more than two communities.
Detailed proofs of the statements in Sections 5, 6, 7, 9 and 10 can be
found in Appendices A–E in the detailed version of the underlying article:
arXiv:1609.02487.
In each section we give a detailed comparison with the ordinary SBM.
2 Main Results
We define our model more precisely and state the two main theorems.
We consider random graphs on n nodes V = {1, . . . , n} drawn according to the Degree-
Corrected Stochastic Block Model [11]. The vertices are partitioned into two clusters of sizes
n+ and n− by giving each vertex v a spin σ(v) from {+,−}. The vertices have i.i.d. weights
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{φu}nu=1 governed by some law ν with support in [φmin, φmax], where 0 < φmin ≤ φmax <∞
are constants. We denote the second moment of the weights by Φ(2). An edge is drawn
between nodes u and v with probability φuφvn a when u and v have the same spin and with
probability φuφvn b otherwise. The model parameters a and b are constant. We assume that





i.e., the communities have nearly equal size.
The ordinary SBM on two or more communities was first introduced in [8], which is a
generalization of Erdős-Rényi graphs. The Degree-Corrected SBM appeared first in [11].
General inhomogeneous random graphs are considered in [1].
Note that we retrieve the two-communities ordinary SBM by giving all nodes unit weight.
Local neighbourhoods in the sparse graphs under consideration are tree-like with high
probability. In [6] we showed that these trees are distributed according to a Poisson-mixture
two-type branching process, detailed in Section 5 below. We denote the mean progeny matrix

























together with the scalars
ρ = µ1 =
a+ b
2 Φ




Then, gk (k = 1, 2) are the left-eigenvectors of M associated to eigenvalues µk:
g∗kM = µkg∗k, k = 1, 2. (5)
Note that ρ and µ2 are also asymptotically eigenvalues of the expected adjacency matrix
conditioned on the weights.
Indeed, if A denotes the adjacency matrix, and if ψ1 and ψ2 are the vectors defined for
u ∈ V by ψ1(u) = 1√2φu and ψ2(u) =
1√
2σuφu, then














Put ψ̂i = ψi‖ψi‖2 . Then, by the law of large numbers, for i = 1, 2,∥∥∥E [A|φi, . . . , φn] ψ̂i − µiψ̂i∥∥∥
2
→ 0,
in probability, as n tends to ∞.
Finally, we define for k ∈ {1, 2},
χk(e) = gk(σ(e2))φe2 , for e ∈ ~E. (6)





are then, for ` ∼ log(n), asymptotically aligned with the first two eigenvectors of B. Note
the weight in (6), which is not present in the ordinary SBM.
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I Theorem 1 (Degree-Corrected Extension of Theorem 4 in [2]). Let G be drawn according to
the DC-SBM such that assumption (1) holds. Assume that ` = Cmin log(n), with Cmin > 0 a
small constant defined in (9).
If µ22 > ρ, then, with high probability, the eigenvalues λi of B satisfy
|λ1 − ρ| = o(1), |λ2 − µ2| = o(1), and, for i ≥ 3, |λi| ≤
√
ρ+ o(1).
Further, if, for k ∈ {1, 2}, ξk is a normalized eigenvector associated to λk, then ξk is
asymptotically aligned with ζk. The vectors ξ1 and ξ2 are asymptotically orthogonal.
If ρ > 1, and µ22 ≤ ρ, then, with high probability, the eigenvalues λi of B satisfy
|λ1 − ρ| = o(1), and, for i ≥ 2, |λi| ≤
√
ρ+ o(1).
Further, ξ1 is asymptotically aligned with ζ1.
Note that µ22 > ρ implies ρ > 1, so that we consider the DC-SBM precisely in the regime
where a giant component emerges, see [1].
In Theorem 2 we show that positively correlated clustering is possible based on the second
eigenvector of B when above the feasibility threshold. More precisely, let σ̂ = {σ̂(v)}v∈V
be estimators for the spins of the vertices. Following [3], we say that σ̂ has positive overlap











where p runs over the identity mapping on {+,−} and the permutation that swaps + and −.
I Theorem 2 (Degree-Corrected Extension of Theorem 5 in [2]). Let G be drawn according
to the DC-SBM such that assumption (1) holds and such that µ22 > ρ. Let ξ2 be the second
normalized eigenvector of B.
Then, there exists a deterministic threshold τ ∈ R, such that the following procedure




and put σ̂(v) = − otherwise.
2.1 Notation
We say that a sequence (En)n of events happens with high probability (w.h.p.) if
limn→∞ P (En) = 1.
We denote by ‖ · ‖ both the euclidean norm for vectors and the operator norm of





‖A‖ = supx,‖x‖=1 ‖Ax‖.
Below we use that the neighbourhoods with a radius no larger than Ccoupling logρ(n) can



















and consider often neighbourhoods of radius Cmin logρ(n).





The non-backtracking property for oriented edges e, f ∈ ~E is denoted by e → f , i.e.,
e2 = f1 and f2 6= e1.
In proofs, we often use the symbols c1, c2, . . . for suitably chosen constants.
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3 Preliminaries
3.1 Background on non-backtracking matrix
We repeat here the most important observations made in [2].
Firstly, for any k ≥ 1, Bkef counts the number of non-backtracking paths between oriented
edges e and f . A non-backtracking path is defined as an oriented path between two oriented
edges such that no edge is the inverse of its preceding edge, i.e., the path makes no backtrack.
Another import observation is that (B∗)ef = Bfe = Be−1f−1 , where for oriented edge
e = (e1, e2), we set e−1 = (e2, e1). If we introduce the swap notation, for x ∈ R
~E ,
x̌e = xe−1 , e ∈ ~E,
then for any x, y ∈ R~E , and integer k ≥ 0,
〈y,Bkx〉 = 〈Bky̌, x̌〉.
Denote by P the matrix on R~E×~E , defined on oriented edges e, f as
Pef = 1f=e−1 .
Then, Px = x̌, P ∗ = P and P−1 = P . Further,
(BkP )∗ = P (B∗)k = BkP,
so that we can write the symmetric matrix BkP in diagonal form: Let (σk,j)j be eigenvalues
of BkP ordered in decreasing order of absolute value, and let (xk,j)j be the corresponding
orthonormal eigenvectors. Then,
















where sk,j = |σk,j | and yk,j = sign(σk,j)x̌k,j . Since P is an orthogonal matrix, (x̌k,j)j
form an orthonormal base for R~E and the term furthest on the right of (10) is thus the
spectral value decomposition of Bk. Now, if B is irreducible and if ξ denotes the normalized
Perron eigenvector of B with eigenvalue λ1(B) > 0, we have λ1(B) = limk→∞(σk,1)1/k, and
limk→∞ ‖xk,1 − ξ‖ = 0.
In [2], the Bauer-Fike Theorem is extended to prove the spectral claims we make here.
3.2 Extension of Bauer-Fike Theorem
Tailored to our needs, we use the following proposition from [2]:
I Proposition 3 (Special case of Proposition 8 in [2]). Let ` = C logρ n, with C > 0. Let
A ∈ Mn(R), such that for some vectors x1 = x`,1, y1 = y`,1, x2 = x`,2, y2 = y`,2 ∈ R, some
matrix R` ∈Mn(R), and some non-zero constants ρ > µ2 with µ22 > ρ,
A` = ρ`x1y∗1 + µ`2x2y∗2 +R`. (11)
Assume there exist c0, c1 > 0 such that for all i ∈ {1, 2}, 〈yi, xi〉 ≥ c0, ‖xi‖‖yi‖ ≤ c1. Assume
further that 〈x1, y2〉 = 〈x2, y1〉 = 〈x1, x2〉 = 〈y1, y2〉 = 0 and for some c > 0
‖R`‖ < ρ`/2 logc(n).
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Let (λi)1≤i≤n, be the eigenvalues of A with |λn| ≤ . . . ≤ |λ1|. Then,
|λ1 − ρ| = o(1), |λ2 − µ2| = o(1), and, for i ≥ 3, |λi| ≤
√
ρ+ o(1).






Proof. This is a special case of Proposition 8 in [2]. In the notation of the latter, we have


















To prove the case µ22 > ρ of Theorem 1, we thus need to find candidate vectors x1, x2, y1
and y2 that meet the conditions in Proposition 3 and further verify that the remainder R`
has small norm. Note that the last condition is true whenever ‖B`x‖ ≤ ρ`/2 logc(n) for all
normalized x in span{y1, y2}⊥.
To address the case µ22 ≤ ρ of Theorem 1, we appeal to Proposition 7 in [2], which is very
similar in spirit to Proposition 3.
4 Proof of Theorem 1
4.1 The case µ22 > ρ
We start with the case µ22 > ρ. We decompose, for some vectors x1, y1, x2 and y2 and
matrix R`,
B` = ρ`x1y∗1 + µ`2x2y∗2 +R`,
and we show that the assumptions of Proposition 3 are met.
Let ` be as in Theorem 1 and recall χk and ζk from (6) and (7). For ease of notation, we




, and θk = ‖B`ϕ̌k‖. (12)




To prove the main theorem, we need the following two propositions. The proofs are
deferred to Section 8 and 9.1. The material in Section 8 builds on ingredients from Sections
6 - 7, where we assume that µ22 > ρ, unless stated otherwise.
I Proposition 4 (Degree-Corrected Extension of Proposition 19 in [2]). Assume that µ22 > ρ.
Let ` = C logρ n with 0 < C < Cmin. For some b, c > 0, with high probability,
(i) b|µ`k| ≤ θk ≤ c|µ`k| if k ∈ {1, 2},
(ii) sign(µ`k)〈ζk, ϕ̌k〉 ≥ b if k ∈ {1, 2},





(iv) |〈ζj , ϕ̌k〉| ≤ (logn)3n
3
2C−( γ2∧ 140 ) if k 6= j ∈ {1, 2}.
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Put H = span{ϕ̌1, ϕ̌2}, then
I Proposition 5 (Degree-Corrected Extension of Proposition 20 in [2]). Let ` = C logρ n with
0 < C < Cmin. For some c > 0, with high probability,
sup
x∈H⊥,‖x‖=1
‖B`x‖ ≤ (logn)cρ`/2. (13)
Put ϕ̄1 = ϕ̌1, and ϕ̄2 = ϕ̌2−〈ϕ̌1,ϕ̌2〉ϕ̌1||ϕ̌2−〈ϕ̌1,ϕ̌2〉ϕ̌1|| , then ϕ̄1 and ϕ̄2 are orthonormal and ||ϕ̄2− ϕ̌2|| =
o(ρ−`/2), due to Proposition 4 (iii).
Let ζ̄1 be the normalized orthogonal projection of ζ1 on span{ϕ̄2}⊥. Similarly, let ζ̄2 be
the normalized orthogonal projection of ζ2 on span{ζ̄1, ϕ̄1}⊥.
Then 〈ζ̄1, ζ̄2〉 = 0 and for i = 1, 2, ||ζ̄i − ζi|| = o(ρ−`/2), as follows from Proposition 4 (iv)
and (v).
We set














‖B`ϕ̄1‖ = θ1 = O(ρ`),
and
‖B`ϕ̄2‖ = ‖B` ((1 + o(1))ϕ̌2 + o(1)ϕ̄1) ‖ = O(ρ`).
As a consequence, from Proposition 5,
‖B`‖ = O(ρ`).
Since Dϕ̄i = B`ϕ̌i + θi(ζ̄i − ζi),











Put R` = B` − D. Write for y ∈ R
~E with unit norm, y = h + h⊥, with h ∈ H and
h⊥ ∈ H⊥, then










as follows from Proposition 5.
We finish by applying Proposition 3 with x1 = θ1ρ` ζ̄1, y1 = ϕ̄1, x2 =
θ2
µ`2
ζ̄2, and, y2 = ϕ̄2.
4.2 The case µ22 ≤ ρ
In case µ22 ≤ ρ, Proposition 4 (i) and (ii) continue to hold for k = 1. Further, Proposition
4 (iii) as well as Proposition 5 continue to hold. We need however the following bound for
k = 2:
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I Proposition 6. Assume that µ22 ≤ ρ. Let ` = C logρ n with 0 < C < Cmin. For some
c > 0, with high probability,
θ2 ≤ (logn)cρ`/2.
Using this proposition and ||ϕ̄2 − ϕ̌2|| = o(ρ−`/2), we get
‖B`ϕ̄2‖ ≤ (logn)c+1ρ`/2.
It remains to apply Proposition 7 from [2].
5 Poisson-mixture two-type branching processes
The proofs of the statements in this section can be found in Appendix A in the detailed
version of the underlying article (Arxiv:1609.02487).
5.1 A theorem of Kesten and Stigum
We consider the following branching process starting with a single particle, the root o, having
spin σo ∈ {+,−} and weight φo ∈ [φmin, φmax] (which we often take random). The root is













spin −σo. Further, the weights of those particles are i.i.d. distributed following law ν∗, the
size-biased version of ν, defined for x ∈ [φmin, φmax] by


















particles of the opposite
sign. Again, the weights of the particles in generation t+ 1 follow in an i.i.d. fashion the law
ν∗. The offspring-size of an individual is thus a Poisson-mixture.





for the population at generation t ≥ 1, where Zt(±)
is the number of type ± particles in generation t. We let (Ft)t≥1 denote the natural filtration
associated to (Zt)t≥1.
We associate two matrices to the branching process, namely M defined in (2), and, for a





Then, M is the transition matrix for generations t ≥ 1 and later:
E [Zt+1|Zt] = MZt, for all t ≥ 1, (17)
and Mφo describes the transition from the root to the first generation:
E [Z1|Z0, φo] = MφoZ0, (18)





. Note that the difference between the root and later
generations stems from the fact that the root’s weight is deterministic in the conditional
expectation, whereas the weight of a particle in any later generation has expectation Φ
(2)
Φ(1) .
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Recall from (5) that gk (k = 1, 2) are the left-eigenvectors of M associated to eigenvalues
µk:
g∗kM = µkg∗k, k = 1, 2. (19)





µk, k = 1, 2. (20)
Theorem 7 shows that a Kesten-Stigum theorem applies to the "classical" branching
process obtained after restricting the above process to generations 1 and later. Corollary 8,
then, joins this classical branching process to the transition from the root to generation 1.





where Yt is the set of particles at distance t from the root, and where φu and σu denote the
weight respectively spin of a particle u. Note that Ψt = Zt in case of unit weights.
The martingale Theorem 9 is not present in [2]. We need it to bound the variance of the
cross-generational functional defined in Section 5.3.
I Theorem 7 (Degree-Corrected Extension of Theorem 21 in [2]). Assume that µ22 > ρ. Put








is an Ft-martingale converging a.s. and in L2 such that for some C > 0 and all t ≥ 1,





I Corollary 8. Assume that µ22 > ρ. For k = 1, 2, with the weight φo = ψo of the root









surely and in L2 to a random variable Yk,ψo(∞) with E [Yk,ψo(∞)|σo] = gk(σo). Further, the
L2-convergence takes place uniformly over all ψo.








is an Gt-martingale converging a.s. and in L2 such that for some C > 0 and all t ≥ 1,





5.2 Quantitative version of the Kesten-Stigum theorem
We now quantify the growth of the population size. The latter is defined as
St = ‖Zt‖1, t ≥ 0,



















are i.i.d. copies of a+b2 Φ
(1)φ∗, where φ∗ follows law ν∗.
Note that in the ordinary Stochastic Block Model (i.e., when all vertices have unit weight),
the argument of the Poisson random variables in (22) is deterministic, contrary to the general




ρt, ∀t ≥ 1.
In the following lemma we show that deviations from this average are small. In fact, there
exists a constant C such that for each t ≥ 0, St is asymptotically stochastically dominated by
an Exponential random variable with mean Cρt. An important ingredient in the proof below
is Hoeffding’s inequality, which we use to derive a concentration result for the parameter of
the Poisson variable in (22).
I Lemma 10 (Degree-Corrected Extension of Lemma 23 in [2]). Assume S0 = 1. There exist
c, c′ > 0 such that for all s ≥ 0,
P
(
∀k ≥ 1, Sk ≤ sρk
)
≥ 1− c′e−cs.
From Theorem 7 and Corollary 8, we know that the different components (expressed in
the basis of eigenvectors of M) grow exponentially with rate ρ, respectively µ2. We now
quantify the error. Recall Ψt from (21).
5.2.1 The case µ22 > ρ
I Theorem 11 (Degree-Corrected Extension of Theorem 24 in [2]). Assume that µ22 > ρ. Let
β > 0, Z0 = δx and φo = ψo be fixed. There exists C = C(x, β) > 0 such that with probability
at least 1− n−β, for all k ∈ {1, 2}, all 0 ≤ s < t ≤ Cmin log(n), with 0 ≤ s < t,
|〈gk, Zs〉 − µs−tk 〈gk, Zt〉| ≤ C(s+ 1)ρ
s/2(logn)3/2,
and,
|〈gk,Ψs〉 − µs−tk 〈gk,Ψt〉| ≤ Cρ
s/2(logn)5/2.
5.2.2 The case µ22 ≤ ρ
I Theorem 12. Assume that µ22 ≤ ρ. Let β > 0, Z0 = δx and φo = ψo be fixed. There exists








5.3 B`B∗`χ̌k on trees: a cross generation functional
Recall our claim that B`B∗`χ̌k are asymptotically aligned with the eigenvectors of B. In the
DC-SBM, the local-neighbourhood of a vertex has with high probability a tree-like structure
described by the branching process above. In this section we analyse B`B∗`χ̌k on trees.
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To this end we define a cross-generational functional slightly different from its analogue





where P2`+1 is the set of paths (u0, . . . , u2`+1) (of length 2`+ 1) in the tree starting from
u0 = o with both (u0, . . . , u`) and (u`, . . . , u2`+1) non-backtracking and u`−1 = u`+1. Note















Consider a tree T ′ and a leaf e1 on it that has unique neighbour, say, o. Then, if e is the





(e) = Qk,` + gk(σ(e1))φe1‖Z`‖1, (26)
where Qk,` and Z` are defined on the tree T with root o obtained after removing vertex e1
from T ′.
In the sequel we analyse Qk,` on the branching process defined above, starting with a
single particle, the root o. Let V indicate the particles of the random tree. Denote the spin
of a particle v ∈ V by σv ∈ {+,−} and its weight by φv ∈ S.
For t ≥ 0, let Y vt denote the set of particles, including their spins and weights, of generation



















We rewrite Qk,` into a more manageable form: First observe that every path in P2`+1,
after reaching u`+1, climbs back to a depth t from which it then again moves down the tree
(that is, in the direction away from the root). Let us call the vertex at level t (to which the
path climbs back before descending again) u. Then, (if t 6= 0) there are two children of u, say
v and w such that w lies on the path between u and u`+1 and v is in between u and u2`+1.
For such fixed v and w in Y u1 , only the children u2`+1 ∈ Y vt determine the contribution of a
path to (23), regardless of the choice of u`+1 ∈ Y w`−t−1. Hence, for such fixed u and v, w ∈ Y u1
















The following theorem is an extension of Theorem 25 in [2]. The important observation







converges to a random variable with mean a
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constant times τ , that is, the spin of the root. Its proof uses both martingale theorems stated
above. We use the second martingale statement, which is not present in the ordinary SBM,
to bound the variance of Qk,`:
I Theorem 13 (Degree-Corrected Extension of Theorem 25 in [2]). Assume that µ22 > ρ. Let







converges in L2 as ` tends to






−ρµk,ψogk(x). Further, the L
2-convergence
takes place uniformly for all ψo.
5.3.1 The case µ22 ≤ ρ
I Theorem 14. Assume that µ22 ≤ ρ. Let Z0 = δx and φo = ψo be fixed. There exists a





5.4 Orthogonality: Decorrelation in branching process
Again, as in [2], Q1,` and Q2,` are uncorrelated when defined on the branching process above.
The proof presented here is simpler than the corresponding one in [2] and uses that for the
two communities-case, Q1,` and Q2,` are explicitly known.
The orthogonality of the candidate eigenvectors (i.e., (iii)− (v) in Proposition 4) follows
from this fact, see Proposition 24 (ii), (iii) and Proposition 25 (ii) below.
I Theorem 15 (Degree-Corrected Extension of 28 in [2]). Assume that the spin σo of the root
is drawn uniformly from {+,−}. Then for any ` ≥ 0,
E [Q1,`Q2,`|T ] = 0.
6 Coupling of local neighbourhood
The proofs of the statements in this section can be found in Appendix B in the detailed
version of the underlying article (Arxiv:1609.02487).
6.1 Coupling
Here we establish the connection between neighbourhoods in the DC-SBM and the branching
process in Section 5. We established this coupling in an earlier paper [6] using an exploration
process that we repeat below. Compared to the ordinary SBM, vertices are now weighted, so
that two facts need to be verified: At each step of the exploration process, unexplored vertices
have a weight drawn from a distribution close in total variation distance to ν. Detected
vertices on their turn follow a law close to ν∗.
We distinguish between two different concepts of neighbourhood: the classical neighbour-
hood that is rooted at a vertex and another neighbourhood that starts with an edge. For the
latter, we need the following concept of oriented distance ~d, which for e, f ∈ ~E(V ) is defined
as
~d(e, f) = min
γ
`(γ)
where the minimum is taken over all self-avoiding paths γ = (γ0, γ1, · · · , γ`+1) in G such that
(γ0, γ1) = e, (γ`, γ`+1) = f and for all 1 ≤ k ≤ `+ 1, {γk, γk+1} ∈ E. and where for such a
path γ, `(γ) = `. Note that ~d(e, f) = ~d(f−1, e−1), i.e., ~d is not symmetric.
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We introduce the vector Yt(e) = (Yt(e)(i))i∈{+,−} where, for i ∈ {+,−},
Yt(e)(i) =
∣∣∣{f ∈ ~E : ~d(e, f) = t, σ(f2) = i}∣∣∣ , (29)
we denote the number of vertices at oriented distance t from e by
St(e) = ‖Yt(e)‖1 =
∣∣∣{f ∈ ~E : ~d(e, f) = t}∣∣∣ ,





We denote the classical neighbourhood of radius r rooted at vertex v by (G, v)r and the
neighbourhood around oriented edge e = (e1, e2) by (G, e)r. With the definitions above,
we then have, (G, e)r = (G′, e2)r, where G′ is the graph G with edge {e1, e2} removed. In
particular,
St(e) = S′t(e2),
where S′t is St defined on G′.
The two branching processes that describe the neighbourhoods are almost identical, the
only difference lies in the weight of the root: In the classical branching processes, the weight
is drawn according to distribution ν. In the branching process starting at an edge oriented
towards, say, o, the root o has weight governed by ν∗. See Proposition 16 below.
As a corollary we obtain an analogue of Theorem 11 for local neighbourhoods: the
components of Ψt(e) grow exponentially, see Corollary 17.
We bound the growth of St in Lemma 18. We use a coupling argument to show that
the weights of the unexplored vertices and selected vertices are stochastically dominated by
variables following law ν, respectively ν∗. This argument is not needed in the ordinary SBM.
Following [17], we need to verify that certain problematic structures, namely tangles,
are excluded with high probability. We say that a graph H is tangle-free if all its `−
neighbourhoods contain at most one cycle. If there is at least one `− neighbourhood in
H that contains more than one cycle, we call H tangled. Note that in the sequel we shall
often suppress the dependence on ` and simply call a graph tangle-free or tangled; the `
dependence is then tacitly assumed.
Following standard arguments we establish in Lemma 19 that the graph is with high
probability log(n)-tangle free.
We prepare by recalling the exploration process in [6] starting at a vertex:
At time m = 0, choose a vertex ρ in V (G), where G is an instant of the DC-SBM.
Initially, it is the only active vertex: A(0) = {ρ}. All other vertices are neutral at start:
U(0) = V (G) \ {ρ}. No vertex has been explored yet: E(0) = ∅.
At each time m ≥ 0 we arbitrarily pick an active vertex u in A(m) that has shortest
distance to ρ, and explore all its edges in {uv : v ∈ U(m)}: if uv ∈ E(G) for v ∈ U(m), then
we set v active in step m+ 1, otherwise it remains neutral.
At the end of step m, we designate u to be explorated.
Thus,
E(m+ 1) = E(m) ∪ {u},
A(m+ 1) = (A(m) \ {u}) ∪ (N (u) ∩ U(m)) ,
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and,
U(m+ 1) = U(m) \ N (u).
I Proposition 16 (Degree-Corrected Extension of Proposition 31 in [2]). Let ` = C logρ(n),
with C < Ccoupling. Let ρ ∈ V and e = (e1, e2) ∈ ~E. Let (T, o) be the branching process with
root o defined in Section 5, where the root has spin σ(v) and weight governed by ν. Similarly,
Let (T ′, o) be that same branching process, when the root has spin σ(e2) and weight governed





40 ). The same is true for the difference between the law of (G, e)` and (T ′, o).
I Remark. Note that with the event (G, v)` = (T, o)`, we mean that the graph and tree are
equal, including their spins and weights. See [6] for more details.
I Corollary 17 (Degree-Corrected Extension of Corollary 32 in [2]). Assume µ22 > ρ. Let ` =
C logρ n with 0 < C < Ccoupling. For e ∈ ~E(V ), we define the event E(e) that for all 0 ≤ t < `
and k ∈ {1, 2}: |〈gk,Ψt(e)〉 −µt−`k 〈gk,Ψ`(e)〉| ≤ (logn)3ρt/2. Then, with high probability, the





I Lemma 18 (Degree-Corrected Extension of Lemma 29 in [2]). There exist c, c′ > 0 such
that for all s ≥ 0 and for any w ∈ [n] ∪ ~E(V ),
P
(














I Lemma 19 (Degree-Corrected Extension of Lemma 30 in [2]). Let ` = C logρ(n), with
0 < C < Ccoupling. Then, w.h.p., at most ρ2` log(n) vertices have a cycle in their ` -
neighbourhood. Further, w.h.p., the graph is ` - tangle-free.
6.2 Geometric growth
Here we show that for k ∈ {1, 2}, 〈B`χk, δe〉 grows nearly geometrically in t with rate µk.
Corollary 21 then establishes a bound for r ≤ ` on sup〈B`χk,x〉=0,‖x‖=1 ‖〈B
rχk, x〉‖ crucial
for the norm bounds in Section 9.
I Proposition 20 (Degree-Corrected Extension of Proposition 33 in [2]). Assume µ22 > ρ. Let









= Ccoupling. For e ∈ ~E(V ), let ~E` be
the set of oriented edges such that either (G, e2)` is not a tree or the event E(e) (defined in
Corollary 17) does not hold. Then, w.h.p. for k ∈ {1, 2}:





(ii) for all e ∈ ~E\ ~E`, 0 ≤ r ≤ `,
|〈Brχk, δe〉 − µr−`k 〈B
`χk, δe〉| ≤ (logn)4ρr/2,
(iii) for all e ∈ ~E`, 0 ≤ r ≤ `,
|〈Brχk, δe〉| ≤ (logn)2ρr.
I Corollary 21 (Degree-Corrected Extension of Corollary 34 in [2]). Let ` = C logρ(n), with













= Ccoupling. W.h.p. for any 0 ≤ r ≤ `− 1 and
k ∈ {1, 2}:
sup
〈B`χk,x〉=0,‖x‖=1
‖〈Brχk, x〉‖ ≤ (logn)5n1/2ρr/2.
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7 A weak law of large numbers for local functionals on the DC-SBM
The proofs of the statements in this section can be found in Appendix C in the detailed
version of the underlying article (Arxiv:1609.02487).
Here we show that a weak law of large numbers applies for local functionals defined on
weighted coloured random graphs generated according to the DC-SBM.
By a weighted coloured graph we mean a graph G = (V,E) together with maps σ : V →
{+,−} and φ : V → [φmin, φmax]. For v ∈ V , we identify σ(v) as the spin of v and φ(v) as its
weight. We denote by G∗ the set of rooted weighted coloured graphs. We denote an element of
G∗ by (G, o): G = (V,E) is then a weighted coloured graph and o ∈ V is some distinguished
vertex. A function τ : G∗ → R is said to be `− local if τ(G, o) depends only on (G, o)`.
To derive the claimed weak law when G is drawn according to the DC-SBM, we prepare
with a variance bound for
∑n
























∣∣∣∣∣φ1, . . . , φn
])
,
together with an application of Efron-Stein’s inequality to both terms on the right. Note
that E [
∑n
v=1 τ(G, v)|φ1, . . . , φn] is a constant in the ordinary SBM, whereas here it needs a
careful analysis.
The sample average 1n
∑n
v=1 τ(G, v) concentrates then around E [τ(T, o)], where (T, o) is
the branching process from Section 5, with root o having spin drawn uniformly from {+,−}
and weight governed by ν, see Proposition 23. The coupling, and in particular the matching
of the weights, plays an important role in its proof.
In the next section we apply the latter proposition to some specific functionals.
I Proposition 22 (Degree-Corrected Extension of Proposition 35 in [2]). Let G be drawn
according to the DC-SBM. There exists c > 0 such that if τ, ϕ : G∗ → R are `-local,
















I Proposition 23 (Degree-Corrected Extension of Proposition 36 in [2]). Let G be drawn
according to the DC-SBM. Let (T, o) be the branching process from Section 5, with root o
having spin drawn uniformly from {+,−} and weight governed by ν. Let ` = C logρ(n), with
C < Ccoupling. There exists c > 0 such that if τ, ϕ : G∗ → R are `-local, |τ(G, o)| ≤ ϕ(G, o)
























7.1 Application with some specific local functionals
Here we consider 〈B`χ1, B`χ2〉, 〈B2`χk, B`χj〉, and 〈B`B∗`χ1, B`B∗`χ2〉, quantities occur-
ring in Proposition 4.
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efgk(σ(f2))φf2 , where we recall that B`ef is the number of
non-backtracking walks from e to f . Now, if the oriented `− neighbourhood of e is a tree,
then B`χk(e) = 〈gk,Ψ`(e)〉. With this intuition in mind, we analyse likewise expressions in
Proposition 24 below.
Inspired by (26), which expresses B`B∗`χk on trees in terms of the operator Qk,`, we
extend the latter to an operator defined on general graphs. First, for e ∈ ~E(V ) and t ≥ 0,












where Ψ̃t(g), S̃`−t−1(h) = ‖Ỹ`−t−1(h)‖1 are the variables Ψt(g), respectively S`−t−1(h),
defined on the graph G where all edges in (G, e2)t have been removed. Note that, if (G, e)2`
is a tree, then Ψ̃s(g) = Ψs(g) for s ≤ 2`− t. Compare Pk,` to Qk,` in (23) and Lk(f) to Luk,`
in (28).
Finally, define
Sk,`(e) = S`(e)gk(σ(e1))φe1 . (33)
We then have an extension of (26), when (G, e2)2` is a tree:
B`B∗`χ̌k(e) = Pk,`(e) + Sk,`(e). (34)
We analyse (34) in Proposition 25 below.
7.1.1 The case µ22 > ρ
I Proposition 24 (Degree-Corrected Extension of Proposition 37 in [2]). Assume that µ22 > ρ.
Let ` = C logρ n with 0 < C < Ccoupling.























 ≤ (logn)3n2C−( γ2∧ 140 ) + n−γ .







 ≤ (logn)3n3C−( γ2∧ 140 ) + n−γ .
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I Proposition 25 (Degree-Corrected Extension of Proposition 38 in [2]). Assume that µ22 > ρ.
Let ` = C logρ n with C < Ccoupling.













(P1,`(e) + S1,`(e))(P2,`(e) + S2,`(e))
∣∣∣∣∣∣
 ≤ (logn)8n4C−( γ2∧ 140 )
7.1.2 The case µ22 ≤ ρ
Most of the above claims continue to hold if µ22 ≤ ρ. We treat the exceptions here.
I Proposition 26. Assume that µ22 ≤ ρ. Let ` = C logρ n with 0 < C < Ccoupling. There








I Proposition 27. Assume that µ22 ≤ ρ. Let ` = C logρ n with C < Ccoupling. There exists








8 Proof op Propositions 4 and 6
We introduce for k ∈ {1, 2} the vector Nk,`, defined on e ∈ ~E as
Nk,`(e) = 〈gk,Ψ`(e)〉.
If (G, e2)` is a tree, then
Nk,`(e) = 〈B`χk, δe〉,
and we have a similar expression for B`B∗`χ̌k in (34). Now, at most ρ2` log(n) vertices have
a cycle in their `-neighbourhood (see Lemma 19). Therefore:
I Lemma 28 (Degree-Corrected Extension of Lemma 39 in [2]). Let ` = C logρ n with
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Proof. The proof of Lemma 39 in [2] can be easily adapted to the current setting. The key idea
is pointed out above. It thus remains to bound |(B`χk −Nk,`)(e)| and |(B`B∗`χ̌k −Pk,`)(e)|
on edges e for which (G, e2)` is not a tree. For this, use that with high probability the graph
is 2`-tangle free so that there are at most two non-backtracking paths between e and any
edge at distance `. J
We can thus in our calculations replace B`χk byNk,` and B`B∗`χ̌k by Pk,`. From Propositions
24 and 25, Proposition 4 then follows:
Proof of Proposition 4. This proof follows the corresponding proof in [2]. We give the key
observations: (i) From Proposition 24 (i), ‖Nk,`‖ ∼
√




(ii) From Proposition 24 (v), |〈Nk,`, Nk,2`〉| ∼ nµ3`k .















Proposition 6 follows similarly from the case µ22 ≤ ρ treated in Section 7.1:
Proof of Proposition 6. This follows from Propositions 26 and 27 in conjunction with
Lemma 28. J
9 Norm of non-backtracking matrices
The proofs of the statements in this section can be found in Appendix D in the detailed
version of the underlying article (Arxiv:1609.02487).
In this section the product over an empty set is defined to be one.
It is convenient to extend matrix B and vector χk to the set of directed edges on the
complete graph, ~EK(V ) = {(u, v) : u 6= v ∈ V }: For e, f ∈ ~EK(V ), Bef is then extended to
Bef = AeAf1e2=f11e1 6=f2 , (35)
where A is the adjacency matrix. For each e ∈ ~EK(V ) we set χk(e) = gk(σ(e2))φe2 .
For integer k ≥ 1, e, f ∈ ~EK(V ), we let Γkef be the set of non-backtracking walks
γ = (γ0, . . . , γk) of length k from (γ0, γ1) = e to (γk−1, γk) = f on the complete graph with
vertex set V .










s=0Aγsγs+1 is one when γ is a path in G and zero otherwise.
To each walk γ = (γ0, . . . , γk), we associate the graph G(γ) = (V (γ), E(γ)), with the set
of vertices V (γ) = {γi, 0 ≤ i ≤ k} and the set of edges E(γ) = {{γi, γi+1}, 0 ≤ i ≤ k − 1}.
From Lemma 19, the graphs following the DC-SBM are tangle-free with high probability.
Hence, it makes sense to consider the subset F k+1ef ⊂ Γ
k+1
ef of tangle-free non-backtracking
walks on the complete graph. Indeed, if G is tangle-free, we need only consider the tangle-free
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and Bk = B(k) for 1 ≤ k ≤ `.
Define for u 6= v the centred random variable











Compare this to the SBM without degree-corrections in Section 10.1 of [2]: φu = 1
for all u in the latter model.










∆(0)ef = 1e=fAe and B
(0)
ef = 1e=fAe. (40)















































































Consider the two products in the summation over F `+1ef on the right of (41): We can, for
1 ≤ t ≤ `− 1, replace the summation over F `+1ef by summing over all pairs γ′ = (γ0, . . . , γt) ∈
F teg and γ′′ = (γt+1, . . . , γ`+1) ∈ F `−tg′f for some g, g′ ∈ ~E(V ) such that there exists a non-
backtracking path with one intermediate edge, on the complete graph, between oriented edges
g and g′ (we denote this property by g 2→ g′). However caution is needed, as this summation
also includes tangled paths, namely those in the sets {F `+1t,ef }`t=0. Where, for 1 ≤ t ≤ `− 1,
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F `+1t,ef is defined as the collection of all tangled paths γ = (γ0, . . . , γ`+1) = (γ′, γ′′) ∈ Γ
`+1
ef
with γ′ and γ′′ as above. For t = 0, F `+10,ef consists of all non-backtracking tangled paths
(γ′, γ′′) with γ′ = (e1) and γ′′ ∈ F `g′f for any g′ such that g′1 = e2. For t = `, F
`+1
`,ef is the
set of non-backtracking tangled paths (γ′, γ′′) such that γ′′ = (f2) and γ′ ∈ F `eg for some
g ∈ ~E(V ) with g2 = f1. We rewrite (41) as















where for e, f ∈ EK ,
Kef = 1e→fφe1φe2Wσ(e1)σ(e2), (43)
the weighted non-backtracking matrix on the complete graph (recall that e→ f represents
the non-backtracking property),
K̂ef = 1e→fφf1φf2Wσ(f1)σ(f2), (44)
K
(2)










































































that is exactly the splitting described just below (41), where we also pointed out the need to
compensate for tangled paths occuring in (47), which is precisely the role of R(`)t in (42).
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To bound (42), we introduce
W = 2
Φ(2)







L = K(2) −W. (51)
Note the presence of weights in (50), hence our choice for the candidate eigenvectors.
Further, we set for 1 ≤ t ≤ `− 1,
S
(`)
t = ∆(t−1)LB(`−t−1). (52)
We then have:
I Proposition 29 (Degree-Corrected Extension of Proposition 13 in [2]). If G is tangle-free
and x ∈ C~E(V ) with norm smaller than one, we have





















Proof. Due to the tangle-freeness, B` = B(`). Further K(2) = L+W and ||K|| ≤ φ2max(a ∨
b)n. J
In Appendix D in the detailed version of the underlying article (Arxiv:1609.02487) we
prove the following bounds on the matrices in Proposition 29:
I Proposition 30 (Degree-Corrected Extension of Proposition 14 in [2]). Let ` = C logρ n with
C < 1. With high probability, the following norm bounds hold for all k, 0 ≤ k ≤ `, and
i = 1, 2:













9.1 Proof of Proposition 5
From Propositions 29 and 30, the geometric growth in Corollary 21 together with the
tangle-freeness due to Lemma 19, the proof of Proposition 5 follows:
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With high probability, the graph is `− tangle free (Lemma 19). Thus, invoking Proposi-
tions 29 and 30, with high probability,
sup
x∈H⊥,‖x‖=1
‖B`x‖ ≤ log10(n)ρ `2 + n−1/2 log10(n)ρ`−1
+ c1 log8(n)ρ
`
2 + n−1/2 log21(n)ρ`
+ c2 log10(n)ρ
`
2 + n−1 log26(n)ρ`
≤ logc(n)ρ `2 ,
(59)
since C < 1.
9.2 Comparison with the Stochastic Block Model in [2]
Putting φu = 1 for all u, we retrieve exactly the same bounds as in the Stochastic
Block Model, that is equations (30)− (34) in [2].
Below we use the trace method and therefore path counting combinatorial arguments to









for certain paths γ = (γ1, . . . , γ2m) with γi = (γi,0, · · · , γi,k) ∈ V k+1, where A is defined in
(38).
In bounding (60) the following term occurs:∏
u∈V (γ)
Φ(du),
where (du)u are the degrees of the vertices in a specific tree (or forest) spanning the path
γ. See, for instance, (D.4) and (D.17) in the detailed version of the underlying article
(Arxiv:1609.02487). Here lies a major complication with respect to the Stochastic Block
Model: those terms are not present in the latter model. In (D.8) and (D.19) in the detailed












where C2 > 1 is some constant and where nC ≥ 1 is the number of components on the path




u:du>2(du − 2), see in particular Lemma (D.2) and (D.5) in the detailed version
of the underlying article.
10 Detection: Proof of Theorem 2
The proofs of the statements in this section are deferred to Appendix E in the detailed
version of the underlying article (Arxiv:1609.02487).
We need the following special case of a lemma in [2]:
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I Lemma 31 (Special case of Lemma 40 in [2]). Assume that there exists a function F : V →










where f : {+,−} → [0, 1] is such that f(+) > f(−). Then, assigning to each vertex a label
σ̂(v) = + if F (v) = 1 and σ̂(v) = − if F (v) = 0, yields asymptotically positive overlap with
the true spins.




or F : v 7→ 1∑
e:e2=v
ξ2(e)≤ τ√n
for some fixed parameter τ . We verify






for v ∈ V .
Further, put






The following lemma shows that I` is correlated with the spins:
I Lemma 32 (Degree-Corrected Extension of Lemma 41 in [2]). Let ` = C logρ n with
C < Ccoupling and i ∈ {+,−}. There exists a random variable Yi such that E [Yi] = 0,







2P (Yi ≥ t) .




where ` ∼ logρ(n). Hence, for some unknown sign ω, the vector ξ′2 = ωξ2 is asymptotically
close to (62). From Lemma 28 we know that B`B∗`χ̌2 and P2,` are asymptotically close.
Consequently, properly renormalizing ξ′2 will make it asymptotically close to P2,`, so that we









c′′′′2 the limit in Proposition 25. Then, I and I`/µ2`2 are close, which leads to the
following lemma:
I Lemma 33 (Degree-Corrected Extension of Lemma 42 in [2]). Let i ∈ {+,−} and Ŷi be as













44:26 Non-Backtracking Spectrum of DC-SBM
Put for i ∈ {+,−}, Xi = Ŷi + ĉg2(i) = Ŷi + 1√2 ĉi. Then, for all t ∈ R that are continuity







2P (Xi > t) .
Since E [X+] > 0, the argument below (90) in [2] establishes the existence of a continuity
point t0 ∈ R such that P (X+ > t0) > P (X− > t0).
Further, we note that X+ is in distribution equal to −X−, a fact that we use below.
We are now in a position to apply Lemma 31 and thereby finishing the proof of Theorem
2:
If ω = 1, then we define F , for v ∈ V , by

























2P (X− > t0) =:
f(−)
2 ,
so that f(+) > f(−) and Lemma 31 applies.
If, however, ω = −1, then we define F , for v ∈ V , by



















2P (X+ > −t0) =:
f(+)
2 ,
since −t0 is a continuity point of X+, which follows from the fact that X+ is in distribution














f(+) = P (X+ > −t0) = 1− P (X− > t0) > 1− P (X+ > t0) = P (X− > −t0) = f(−),
exactly the setting of Lemma 31.
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