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Abstract
Count data are often subject to underreporting, especially in infectious disease sur-
veillance. We propose an approximate maximum likelihood method to fit count time
series models from the endemic-epidemic class to underreported data. The approach
is based on marginal moment matching where underreported processes are approxim-
ated through completely observed processes from the same class. Moreover, the form
of the bias when underreporting is ignored or taken into account via multiplication
factors is analysed. Notably, we show that this leads to a downward bias in model-
based estimates of the effective reproductive number. A marginal moment matching
approach can also be used to account for reporting intervals which are longer than the
mean serial interval of a disease. The good performance of the proposed methodology
is demonstrated in simulation studies. An extension to time-varying parameters and
reporting probabilities is discussed and applied in a case study on weekly rotavirus
gastroenteritis counts in Berlin, Germany.
1 Introduction
Data from routine surveillance of infectious diseases rarely reflect the entire burden in a
population (Gibbons et al., 2014; Noufaily, 2019). At the community level, not all infected
individuals seek medical care, e.g. due to absence or mildness of symptoms, which is referred
to as under-ascertainment. At the healthcare level, part of those seeking healthcare are
not diagnosed correctly, lack lab confirmation or are not entered in the notification system.
This is often referred to as underreporting, but we will use the term in a broader sense so
that it also subsumes under-ascertainment. Various study types exist to estimate the degree
of underreporting, including community-based survey studies (Woudenberg et al., 2019),
returning traveller studies, capture-recapture methods and serological surveys (Gibbons
et al., 2014). For common and permanently immunizing childhood diseases, birth numbers
can be used to infer reporting probabilities (Becker and Grenfell, 2017).
Underreporting has received a fair amount of attention in infectious disease model-
ling and statistics. Approaches of varying complexity have been suggested, starting from
simple multiplication factor methods (e.g. Jandarov et al. 2014, Stocks et al. 2018). More
sophisticated techniques have been described for branching processes (Fraser et al., 2009;
White and Pagano, 2010; Azmon et al., 2014) and compartmental models (Cauchemez and
Ferguson, 2008; Dorigatti et al., 2012; Gamado et al., 2014; Fintzi et al., 2017; Magal and
Webb, 2018) . Moreover, disease mapping approaches for underreported spatial (Bailey
et al., 2005; Oliveira et al., 2017) and spatio-temporal (Stoner et al., 2019; Sharmin et al.,
2018b) count data have been suggested. Underreported count outcomes in regression have
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been considered by Dvorzak and Wagner (2016). In statistical count time series model-
ling, however, underreporting is rarely addressed. Exceptions are Fernández-Fontelo et al.
(2016, 2019) who suggested a hidden integer valued autoregressive (INAR) model and
Sharmin et al. (2018a) who use a hidden log-linear autoregressive count model. Here we
examine the impact of underreporting in the endemic-epidemic (EE) modelling framework
(Held et al., 2005; Held and Paul, 2012; Meyer and Held, 2014, 2017) which has links to
integer-valued generalized autoregressive conditional heteroscedasticity (INGARCH) mod-
els (Ferland et al. 2006, Zhu 2011). This model class is of particular interest in epidemi-
ological applications as it can be derived from a mechanistic model of disease transmission
(Wakefield et al., 2019) and serve to estimate effective reproductive numbers. The EE class
has been used for this purpose by Wang et al. (2011) and Bauer and Wakefield (2018), but
without accounting for underreporting of surveillance data.
Our main contribution consists in an approximate maximum likelihood method to fit
EE models to underreported data. It is based on a marginal moment matching approach
where underreported processes are approximated by completely observed processes from
the same class. The reporting probability needs to be specified based on external know-
ledge, as it is generally not identifiable from time series data alone. The sensitivity of the
estimates to the chosen value can subsequently be examined. The arguments underlying
the likelihood approximation also have implications on the biases occurring when underre-
porting is ignored or taken into account using multiplication factors. Avoiding such biases
is especially relevant when EE models are not just used for prediction, but to estimate
effective reproductive numbers.
A marginal moment matching approach can also be used to fit models which are defined
at a finer time scale than the observed data. Even if data are only available for weekly
reporting intervals one can then fit models defined at a half-weekly time scale, which
is often desirable from an epidemiological perspective. An overview of similar temporal
aggregation problems in classical time series analysis is given by Silvestrini and Veredas
(2008) while Brännäs et al. (2002) address an application to count time series.
The article is structured as follows. In Section 2 we describe an EE model, extend it to
account for underreporting and derive the marginal moments of the underreported process.
We also consider the impact of temporal aggregation of observations on the marginal
moments. These steps form the basis of the approximate inference scheme introduced
in Section 3 and assessed in simulation studies in Section 4. In Section 5 we extend the
approach to models with time-varying parameters and apply it in a case study on rotavirus
gastroenteritis in Berlin, Germany. Section 6 concludes with a discussion.
2 Methodology
2.1 Model definition
The EE modelling framework for time series of infectious disease counts was introduced by
Held et al. (2005) and extended in a series of articles (Paul et al. 2008; Held and Paul 2012;
Meyer and Held 2014, 2017). While much of the existing work treats multivariate models,
we here focus on the univariate version. We start by assuming all model parameters to be
time-constant but consider time-varying parameters in Section 5.1 and Web Appendix A.
Conditional on the past, the number Xt of cases of a given disease in time period
t = 1, 2, . . . is then assumed to follow a negative binomial distribution
Xt |X<t ∼ NegBin(λt, ψ) (1)
with conditional mean λt and overdispersion parameter ψ > 0 so that Var(Xt |X<t) =
λt + ψλ
2
t . Here we use X<t to denote the history Xt−1, . . . , X1. The negative binomial
2
distribution allows the model to adapt to the typically high dispersion in surveillance data.
In the simplest case the conditional expectation λt is additively decomposed into
λt = ν + φXt−1. (2)
Here the term ν > 0 is interpreted as the endemic component of incidence, i.e. the part
which cannot be explained by previous cases. This can e.g. represent infection from sources
outside the study region or indirect transmission from environmental sources. The autore-
gressive term φXt−1 with φ ≥ 0, also called the epidemic component, captures the dynamics
of the process, see the next section for a more detailed discussion.
In Bracher and Held (2020) we recently relaxed the AR(1) assumption from (2) by
regressing on a weighted sum of past observations. The weights represent the serial interval
distribution, i.e. the distribution of time between onset of clinical symptoms in a case and
a secondary case infected by the first (Becker, 2015). A related approach is to include an
autoregression on λt−1, as is done in INGARCH models (Ferland et al., 2006; Fokianos,
2016):
Xt |X<t, λ1 ∼ NegBin(λt, ψ) (3)
λt = ν + φXt−1 + κλt−1, (4)
where κ ≥ 0. The initial value λ1 is assumed to be random (a common assumption is that
it follows the respective stationary distribution). This corresponds to a negative binomial
INGARCH(1, 1) model (Zhu, 2011). We will work with this extended definition, which
will turn out to be particularly useful in the context of underreporting.
In the following we consider the case where the process {Xt} is not fully observable.
Instead, we observe an underreported process {X˜t} which depends on {Xt} through inde-
pendent binomial thinning,
X˜t |Xt ind∼ Bin(Xt, pi), (5)
where 0 < pi ≤ 1 is the reporting probability.
2.2 Effective reproductive number and serial interval distribution
Bauer and Wakefield (2018) recently derived the AR(1) version (1)–(2) of the EE model
from a time-discrete SIR (susceptible-infected-removed) model with a large population and
a relatively rare disease. They showed that if the serial interval corresponds to one time
step, the parameter φ can be interpreted as the local effective reproductive number Reff,
i.e. the average number of secondary cases an infected individual causes in the considered
population, given all partial immunities and intervention measures. This approach had
previously been used by Wang et al. (2011).
For the extended model (3)–(4) the conditional mean λt can be re-written as (Fokianos
2016, p.7)
λt =
t−2∑
d=0
κdν +
φ
1− κ ·
t−1∑
d=1
(1− κ)κd−1Xt−d + κt−1λ1, (6)
which has the form of an epidemic renewal equation (Fraser et al., 2009, S17). The effective
reproductive number is thus
Reff =
φ
1− κ,
while the serial interval distribution is assumed to be geometric with parameter (1 − κ).
This corresponds to a mean serial interval of 1/(1 − κ) at the time scale of the observa-
tion interval. While there is often no specific biological mechanism that would justify a
geometric serial interval distribution, it represents as a decrease of infectiousness over time.
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2.3 Marginal moments of the underreported process
As shown by Zhu (2011), {Xt} is second-order stationary if (φ + κ)2 + φ2ψ < 1, with
marginal mean, variance and autocorrelation function
µ =
ν
1− ξ , σ
2 =
1− ξ2 + φ2
1− ξ2 − ψφ2 · (µ+ ψµ
2), and ρ(d) = ηξd−1, d = 1, 2, . . . , (7)
respectively. Here we denote by
η = φ · 1− κξ
1− ξ2 + φ2 and ξ = φ+ κ (8)
the first-order autocorrelation and the decay factor of the autocorrelation function, re-
spectively.
The corresponding quantities for the underreported process {X˜t} are
µ˜ = piµ, σ˜2 = pi2σ2 + pi(1− pi)µ, and ρ˜(d) = τ˜ ηξd−1, d = 1, 2, . . . , (9)
where the attenuation factor τ˜ = ρ˜(d)/ρ(d) can be written as
τ˜ = 1− (1− pi) · µ˜
σ˜2
,
see Web Appendix B.1 for the derivation of (9). The attenuation of the autocorrelations
gets stronger, i.e. τ˜ gets smaller, as pi and the index of dispersion σ˜2/µ˜ decrease.
2.4 Second-order equivalent models
An interesting implication of equations (7)–(9) is that different combinations of reporting
probabilities and parameters for the latent process can lead to the same marginal second-
order properties of the underreported process. In fact, for any underreported process {X˜t}
with underlying parameters ν, φ, κ, ψ and reporting probability pi, and any piY ∈ (pi, 1], one
can find a process
Yt |Y<t, λY,1 ∼ NegBin(λY,t, ψY )
λY,t = νY + φY Yt−1 + κY λY,t−1 (10)
so that the underreported process
Y˜t |Yt ind∼ Bin(Yt, piY )
has the same marginal second-order properties as {X˜t}:
µ˜Y = µ˜; σ˜
2
Y = σ˜
2; ρ˜Y (d) = ρ˜(d) for d = 1, 2, . . . (11)
We then call {X˜t} and {Y˜t} second-order equivalent. While they are not equal in distri-
bution, they behave very similarly, see the simulation study in Web Appendix E.1. An
important special case emerges for piY = 1 when {X˜t} and the fully observed process {Yt}
are second-order equivalent.
The equality of marginal means, variances and autocorrelation functions in (11) implies
a system of four equations, which yields explicit formulas for the parameters of the process
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{Yt}:
νY =
µ˜(1− ξ)
piY
=
pi
piY
· ν, (12)
φY =
√
τ˜2Y (1− ξ2)2 + 4(τ˜Y ξ − τ˜ η)τ˜ η(1− ξ2)− τ˜Y (1− ξ2)
2(τ˜Y ξ − τ˜ η) , (13)
κY = ξ − φY , (14)
and ψY =
(1− ξ2)τ˜Y σ˜2 − piY µ˜{1− ξ2 + φ2Y }
φ2Y τ˜Y σ˜
2 + µ˜2{1− ξ2 + φ2Y }
, (15)
where τ˜Y = 1−(1−piY )µ˜Y /σ˜2Y = 1−(1−piY )µ˜/σ˜2. Derivations are given in Web Appendix
B.2, where it is also shown that for piY ∈ (pi, 1] the parameters νY , φY , κY , and ψY are
all non-negative, i.e. {Yt} is a well-defined process. The equations (12)–(15) simplify in
the important special case piY = 1, see equations (W20)–(W23) in Web Appendix B.2. It
can also be shown that νY and φY are monotonically decreasing in piY , while κY and ψY
are monotonically increasing (Web Appendix B.3). This has implications on the biases
occurring when underreporting is ignored, see Section 3.2. The presented argument on
second-order equivalence of processes with different reporting probabilities can even be
extended to models with time-varying parameters (Section 5.1 and Web Appendix A).
2.5 Marginal moments of temporally aggregated processes
An assumption underlying the arguments in Section 2.2 is that the serial interval distri-
bution is well described by a geometric distribution at the time scale of the observation
intervals, typically weeks. For diseases with serial intervals of a few days, however, it would
be more reasonable to define the model {Xt} at a half-weekly time scale, say. Ignoring un-
derreporting for the moment, we can then only observe the temporally aggregated process
{X∗t } where
X∗t = X2t−1 +X2t. (16)
The mean, variance and autocorrelation function of {X∗t } can be shown to be
µ∗ = 2µ; σ∗2 = 2(1 + η)σ2; ρ∗(d) = η · (1 + ξ)
2
2(1 + η)
· ξ2(d−1), (17)
where η and ξ are defined in (8). The autocorrelation function of {X∗t } is thus of the same
general form as that of {Xt} given in (7). Similar results for various classical time series
models can be found in Silvestrini and Veredas (2008). Furthermore, if κ ≥ 2−√3 ≈ 0.27,
which for half-weekly time steps corresponds to a serial interval of at least 4.8 days, one can
find a process {Yt} from our class which is defined directly at the time scale of {X∗t } and
shares its marginal second-order properties. Details and expressions for the parameters of
{Yt} can be found in Web Appendix C.2.
The same second-order equivalence argument can be made for processes {X˜∗t } which are
both underreported and temporally aggregated. Interestingly, a well-defined second-order
equivalent process {Yt} which is fully observed and defined at the time scale of {X˜∗t } can
then even be found in many cases where κ < 0.27. This is a consequence of the correlation
attenuation caused by underreporting. As notation gets somewhat involved, details on
processes with both underreporting and temporal aggregation have been moved to Web
Appendix C.3.
5
3 Inference
3.1 Need for external information on the reporting probability
An implication of the results from Section 2.4 is that it is generally not feasible to estim-
ate the reporting probability from time series data alone. The reason is that practically
identical fits can be achieved with quasi-equivalent models featuring different reporting
probabilities, see also the simulation study in Section 4.1. In order to estimate pi one
would need to fix one of the other parameters. Similar identifiability issues have been
reported for count data regression models (Dvorzak and Wagner, 2016) and latent INAR
time series models (Bracher, 2019). For compartmental models, simulation studies have
led to related conclusions. For example, Fraser et al.(2009, S18) state that the reporting
probability and epidemic parameters cannot be estimated jointly.
3.2 Naïve approaches and their biases
In practical analyses of surveillance data underreporting is often ignored, but within the
EE class this will lead to biased parameter estimates. Assume that the data come from
a process {X˜t} with reporting probability pi and underlying parameters ν, φ, κ, ψ. If we
wrongly assume full reporting, the parameter estimates can be expected to be around the
parameters of a process {Yt} which is second-order equivalent to {X˜t}, but has reporting
probability piY = 1, see equations (W20)–(W23) in Web Appendix B.2. The derivatives
dνY /dpiY etc. given in Web Appendix B.3 imply that this leads to overestimation of κ
and ψ and underestimation of ν, φ and Reff. Note that an upward bias in κ means we
overestimate the average serial interval 1/(1− κ).
A simple approach to account for underreporting is to inflate counts with a multiplic-
ation factor, given by the inverse of the assumed reporting probability, prior to analysis
(e.g. , Jandarov et al. 2014, Stocks et al. 2018). This changes their overall level and vari-
ance, but leaves the autocorrelations unaffected. As φ and κ reflect the autocorrelation
structure, we do not expect this approach to alleviate bias in these parameters. We can
use (12)–(15) to find the parameters νY , φY , κY , ψY of a fully observed process {Yt} which
is second-order equivalent to the process {Xt/pi}. This tells us which biases to expect, see
Section 4.2 for a simulation study exploring this in more detail.
3.3 Maximum likelihood estimation via marginal moment matching
The challenge in fitting the hierarchical model (3)–(5) to data is that the likelihood cannot
be evaluated directly. There is no obvious way of recursively computing the likelihood con-
tributions Pr(X˜t = x˜t | X˜t−1 = x˜t−1, . . . X˜1 = x˜1) as for fully observed models. Methods
for hidden Markov models cannot be applied either as the latent process {X˜t} lacks the
Markov property, see equation (6). Equations (12)–(15), however, offer two potential solu-
tions. Both are based on marginal moment matching where underreported processes are
approximated by second-order equivalent processes without underreporting, i.e. a report-
ing probability of one. This is inspired by a method for fitting Gaussian AR(p) models to
mismeasured data by expressing them as ARMA(p, p) models (Staudenmayer and Buon-
accorsi, 2005).
A simple strategy is to fit a model with pi = 1, i.e. ignoring underreporting, and
subsequently de-bias the parameter estimates. The corrected estimates are given by the
parameters νY , φY , κY , ψY underlying a process {Y˜t} which is second-order equivalent to
the fitted model {Xt}, but underreported with the assumed reporting probability piY .
These can be obtained using equations (12)–(15). However, as piY > pi = 1 does not
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hold here, this does not ensure that the corrected estimates for κ and ψ are non-negative.
Especially if the true κ is small this poses a problem, see the simulation study in Web
Appendix E.7.
We therefore adopt a more elaborate approach where underreporting is accounted for
during rather than after the likelihood optimization. In order to approximate the likelihood
of a model {X˜t} with underlying parameters ν, φ, κ, ψ and reporting probability pi, we
consider the second-order equivalent model {Yt} without underreporting (piY = 1) and
parameters νY , φY , κY , ψY as in (12)–(15). Such a process always exists and is well-defined
as piY = 1 ≥ pi. The likelihood of {X˜t} can then be approximated by that of {Yt}, which
is easier to evaluate. We also estimate the initial value λ1 (Ferland et al., 2006) and for
simplicity set λY,1 = piλ1. We can then compute
L(ν, φ, κ, ψ, λ1, pi) ≈ L(νY , φY , κY , ψY , λY,1, piY = 1) = (18)
Pr(Y1 = x˜1 |λY,1, ψY ) ·
T∏
t=2
Pr(Yt = x˜t | νY , φY , κY , ψY , λY,1, Yt−1 = x˜t−1, . . . , Y1 = x˜1),
where x˜1, . . . x˜T are the observed counts. The likelihood contribution of time t is a negat-
ive binomial probability mass function with mean λY,t and overdispersion parameter ψY ,
see equation (10). Maximization of the likelihood function for a given pi can be done us-
ing standard numerical optimization and pi can be varied to assess the sensitivity of the
estimates to this choice. This procedure can be extended to models with time-varying
parameters, see Web Appendix A.
3.4 Marginal moment matching to account for temporal aggregation
Using the results from Section 2.5, a marginal moment matching approach can also be used
to fit EE models to temporally aggregated data, e.g. to fit a model defined at a half-weekly
time scale to weekly counts. The likelihood of a model {Xt} defined in half-weekly steps
can be approximated by that of a weekly model {Yt} which is second-order equivalent to
the temporally aggregated process {X∗t = X2t−1 + X2t}, see equation (17). If κ > 0.27,
the process {Yt} is always well-defined and the likelihood (18) can be evaluated.
If κ < 2−√3 < 0.27, the process {Yt} may not be well-defined as κY can get negative.
However, it can be shown that κY cannot get smaller than 3−
√
8 ≈ −0.17 (Web Appendix
C.2). In many practical settings, such a modest negative value of κY does not hamper
evaluation of the likelihood (18). If one of the negative binomial likelihood contributions
cannot be evaluated due to a negative conditional expectation λY,t, we pragmatically set
λY,t = νY,t in order to evaluate the likelihood.
The approximation steps to account for underreporting and temporal aggregation are
straightforward to combine so that we can also fit models accounting both for underre-
porting and temporal aggregation. As mentioned before, the condition κ > 0.27 can even
be relaxed if we assume pi < 1. Details have been moved to Web Appendix C.3.
4 Simulation studies
In the simulation studies presented here we focus on underreported, but not temporally
aggregated processes. Simulation studies on accounting simultaneously for both can be
found in Web Appendix E.5 and Web Appendix E.6.
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4.1 Comparison to forward algorithm
If κ = 0 the latent process {Xt} is a first-order Markov chain and the exact likelihood
of an underreported EE model can be evaluated with the forward algorithm (Zucchini
and MacDonald, 2009). This is now used to assess the quality of proposed approximation
method.
We consider the agreement over a broad range of parameter combinations, independ-
ently sampling N = 1000 sets of parameters from uniform distributions ν ∼ Unif(3, 30),
φ ∼ Unif(0.01, 0.99), ψ ∼ Unif(0.001, 0.2), pi ∼ Unif(0.01, 1), λ1 ∼ Unif(0.5µ, 2µ), where
µ = ν/(1 − φ). As in the estimation method we treat the initial value λ1 as an ad-
ditional unknown parameter. Sets of parameters with φ2(1 + ψ) ≥ 1, i.e. which imply
non-stationarity, were discarded. For each set of parameters we generated a time series of
length 100 from the respective underreported process {X˜t} and evaluated the log-likelihood
at the true parameter values using the forward algorithm and the proposed approximation
method.
Figure 1 shows the differences between the two methods, plotted against characteristics
of the generating model. The agreement between both methods is very good, with absolute
differences below 0.1 in 73% and below 1 in 97% of the cases. The approximation works
somewhat less well as φ
√
1 + ψ approaches 1, i.e. close to non-stationarity (middle panel),
and when the reporting probability pi is low (right panel). The computation time required
for the forward algorithm was two orders of magnitude longer than for the approximation
method.
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Figure 1: Difference between the log-likelihood values returned by the proposed approxima-
tion and the forward algorithm, evaluated at the true parameter values. The differences for
1000 randomly generated parameter combinations are plotted against the stationary mean
µ˜ of the underreported process {X˜t} (on a log scale, left); φ
√
1 + ψ, which describes how
close the process is to non-stationarity (threshold at 1, middle); the reporting probability
pi (right).
The presented results also support our assertion that the reporting probability cannot
be estimated from time series data. After all, the approximating processes with piY = 1 led
to equally good fits to the data as the true generating models with reporting probability
pi.
We have also conducted a simulation study comparing the maximum likelihood es-
timates obtained via the forward algorithm and the moment matching approach in Web
Appendix E.8. Again, agreement between the two is very good.
4.2 Bias and loss of precision due to underreporting
In a second simulation study we examine whether the arguments from Section 3.2 describe
the biases in naïve analyses well and whether the proposed estimation method can avoid
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them. We simulated 1000 sample paths of length 416 (i.e. eight years of weekly data, as in
the case study in Section 5) from a model with ν = 15, φ = 0.4, κ = 0.3 and ψ = 0.1. This
implies a marginal mean of µ = 50 and a standard deviation of σ ≈ 20, while the effective
reproductive number is Reff = 0.57. We generated underreported versions of these time
series with five different reporting probabilities pi ∈ {0.1, 0.25, 0.5, 0.75, 1}, where pi = 1
corresponds to full reporting. Selected sample paths can be found in Web Appendix E.3.
The underreported time series are analysed (a) using the proposed estimation method and
the correct pi, (b) ignoring underreporting and (c) inflating the counts with a factor of 1/pi
(with subsequent rounding) prior to fitting the model. The results are shown in Figure 2.
The proposed method avoids bias with increasing variability of the estimates as pi –
and thus the data quality – decreases. Ignoring underreporting leads to pronounced biases
for low values of pi. These are well described by equations (12)–(15) with piY = 1, compare
Section 3.2 (dashed lines in the plots). The multiplication factor method avoids bias in ν,
but not the other parameters. We re-ran the analysis with time series of length 208 (four
years of weekly data) and 832 (sixteen years), which gave similar results (Web Appendix
E.3).
We also assessed the coverage of Wald confidence intervals for the different parameters
in Web Appendix E.4. Empirical coverage was close to the nominal level given sufficient
training data. For shorter time series there was some under-coverage especially when the
reporting probability was small.
We moreover performed a simulation study featuring both underreporting and temporal
aggregation, using the methodology described in Sections 3.4 and Web Appendix C.3 for
fitting. The results, shown in Web Appendix E.5 indicate that the proposed methodology
works well also in this case. This was confirmed in a more realistic setting where we used
the fitted model from Section 5 as the data generating process, see Web Appendix E.6.
5 Case study: rotavirus gastroenteritis in Berlin
Rotavirus causes gastroenteritis with symptoms including diarrhoea, vomiting and fever
and affects mainly young children (Heymann, 2015). It is transmitted predominantly via
the faecal oral route. Grimwood et al. (1983) report a mean serial interval of 4.9 days for
children and 6.4 days for adults. Previous infection has an immunizing effect, but immunity
is imperfect and waning over time. Since 2006 a vaccine has been available in Germany
and since 2013 it has been recommended by the Standing Committee on Vaccination.
Rotavirus is a notifiable disease in Germany. We analyse weekly counts of laboratory-
confirmed cases in Berlin, provided by the Robert Koch Institute via its web platform
(https://survstat.rki.de/). The data cover the years 2001–2008 and are displayed in
Figure 3. Incidence in this period has previously been assumed to be largely unaffected
by vaccination, while from 2009 onwards effects of increased coverage could be observed
(Weidemann et al. 2014). To avoid this extra level of complexity we restrict our analysis
to the pre-vaccination period as was done in Stocks et al. (2018).
Rotavirus surveillance counts are known to be strongly underreported (Tam et al.,
2012). For the period 2001–2008 the reporting probability has been estimated as 4.3% (95%
credibility interval: 3.9% to 4.7%) in the Western Federal States of Germany, including
Berlin (Weidemann et al., 2014).
5.1 Model specification
We apply an EE model accounting for both underreporting and temporal aggregation to
the rotavirus data. The latter is considered because the average serial interval of rotavirus
9
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Figure 2: Empirical distribution of parameter estimates under different degrees of under-
reporting. (a) With the proposed method and the correct pi. (b) Ignoring underreporting,
i.e. assuming pi = 1. (c) Applying the multiplication factor 1/pi prior to analysis. Solid
lines show true parameter values, dashed lines expected biases.
is reported to be less than one week (Grimwood et al., 1983). Rotavirus is often modelled
using more complex mechanistic approaches describing the effects of births, partial im-
munity acquired by infection and the waning thereof (Atkins et al. 2012; Weidemann et al.
2014; Stocks et al. 2018). Such an approach is beneficial to inform intervention strategies,
10
2001 2002 2003 2004 2005 2006 2007 2008
0
50
100
150
200
250
300 Yearly totals:
1595 2075 1664 1493 2463 2191 2470 2373
Figure 3: Weekly numbers of laboratory-confirmed rotavirus cases in Berlin, 2001–2008.
but a considerable number of parameter values must be pre-specified to enable identifiab-
ility of the remaining ones (Weidemann et al., 2014). Here we take a different approach,
where the above factors are subsumed in the effective (rather than basic) reproductive
number and its variation over the course of a season. A similar approach has been taken
by van Gaalen et al. (2017). The simplicity of the EE model formulation then enables us
to explicitly assess the impact of underreporting.
For the rotavirus data we extend model (3)–(5) by allowing νt and φt to vary over time
and adjust for temporal aggregation of half-weekly data, i.e.
Xt |X<t, λ1 ∼ NegBin(λt, ψ)
λt = νt + φtXt−1 + κλt−1, (19)
X˜t |Xt ind∼ Bin(Xt, pi)
X˜∗t = X˜2t−1 + X˜2t. (20)
As the latent {Xt} is defined for half-weekly time steps we set (Held and Paul, 2012)
log(νt) = α
(ν) + γ(ν) sin(2pit/104) + δ(ν) cos(2pit/104),
log(φt) = α
(φ) + γ(φ) sin(2pit/104) + δ(φ) cos(2pit/104)
to account for seasonal variation with a period length of 104 half-weeks. The parameter
κ (and thus the serial interval distribution) is assumed to be time-constant. Exploratory
analyses indicated that including more than one pair of sine/cosine waves or linear time
trends into log(νt) or log(φt) can lead to slight improvements in AIC, but consistently
worse BIC. As the respective parameter estimates were not significantly different from
zero (based on Wald confidence intervals) we did not include these additional terms.
The models are fitted using the approach described in Web Appendix A, which extends
that from Section 3.3 to time-varying parameters and temporally aggregated observations.
Given the initial value λ1, marginal means, variances and autocovariance functions of {X˜∗t }
can be recursively computed even if νt and φt vary over time. The parameters of a second-
order equivalent process {Yt} without underreporting, i.e. piY = 1, and defined directly at
the weekly time scale, can be obtained using a second recursive procedure. As in equation
(18) the likelihood of the process {X˜∗t } can then be approximated by that of {Yt}, and
likelihood optimization can be done using numerical optimization.
5.2 Results
We fitted model (19)–(20) for different reporting probabilities pi ∈ {0.02, 0.04, . . . , 0.98, 1}.
Plots showing fitted and observed values as well as the residual autocorrelation function
are provided in Web Appendix F.1. The parameter estimates obtained under different
assumptions on the reporting probability are displayed in Figure 4. The estimated effective
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reproductive number Reff,t = φt/(1−κ) shows considerable seasonal variation, with higher
values during winter and early spring. With pi = 0.043 as in Weidemann et al. (2014),
Reff,t ranges from 0.72 in calendar week 24 to 1.02 in calendar week 50 (highlighted in red).
On average we have Reff,t < 1, so that the endemic component νt, representing infections
imported from other regions, is necessary to maintain rotavirus transmission. Comparing
the estimates of the endemic terms νt and marginal expectations µt, we find that the
endemic component accounts for roughly one in 10 cases. The estimated κ = 0.41 implies
a mean serial interval of 1/(1− 0.41)× 3.5 days = 6.0 days, which is slightly larger than
the estimate by Grimwood et al. (1983).
Under the unrealistic assumption of no underreporting (pi = 1) we obtain an estimate
of κ = 0.54 and thus a longer average serial interval of 7.5 days. The seasonal range for
Reff is now from 0.56 to 1 in this case (darkest purple line in Figure 4), lower than for
pi = 0.043. The sensitivity of the estimates to the assumed reporting probability is thus
stronger during the off-season.
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Figure 4: Parameter estimates of the underreported EE model applied to weekly rotavirus
counts in Berlin, as functions of the assumed reporting probability pi. The bottom right
panel shows the time-varying effective reproductive number Reff,t = φt/(1 − κ). The fit
with pi = 0.043 as in Weidemann et al. (2014) is highlighted in red. This figure appears in
color in the electronic version of this article.
Weidemann et al. (2014) state that the reporting probability may have increased in 2005
due to changed reimbursement schemes, and this is in line with the somewhat increased
reported incidence in the seasons 2005–2008. We therefore also fitted a model where
pit = 0.043 in the years 2001 through 2004, then increases linearly to 0.063 over the course
of the year 2005 and stays there until 2008. However, as Figure 5 and Web Table W5
show, the resulting parameter estimates are similar to those obtained with a time-constant
pi = 0.043.
To gain an understanding of the uncertainty in the estimates, Figure 5 also shows 90%
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Figure 5: Estimated time-varying endemic parameters νt and effective reproductive num-
bers Reff,t when assuming (a) pi = 1 (purple, dash-dotted line), (b) pi = 0.043 (red, solid
line) and (c) time-varying reporting probability increasing from pit = 0.043 to pit = 0.063
over the course of 2005 (green, dashed line). Point-wise 90% confidence intervals are shown
as shaded areas. This figure appears in color in the electronic version of this article.
Wald confidence intervals. As Reff,t is a complicated non-linear function of the estimated
parameters, rather than using the delta method we computed the corresponding confidence
intervals by repeatedly sampling the parameters from a multivariate normal distribution
with the maximum likelihood estimates as the mean and the inverse Fisher information
as the covariance matrix. This is somewhat heuristic as even for completely observed
models with time-constant parameters, asymptotic normality of the conditional maximum
likelihood estimators is only established if ψ is known (Cui and Zheng, 2017). However,
simulation studies show that these intervals have good coverage (Web Appendix E.6).
Lastly we fitted the same model without the aggregation step (20), i.e. defined at a
weekly time scale. This led to somewhat lower values of Reff between 0.65 and 1.00. The
results are shown in Supplementary Figure W17. The average serial interval then was 7.9
days (corresponding to κˆ = 0.11), while the endemic component accounts for roughly one
in six cases.
Our estimated effective reproductive numbers are lower than the estimated basic (rather
than effective) reproductive numbers from Stocks et al. (2018) who obtain a seasonal range
of 0.9 to 1.2 for R0. In van Gaalen et al. (2017), a study based on Dutch data, the effective
reproductive number shows a similar seasonal pattern as in Figure 4, but is higher (between
0.85 and 1.15, Figure 3 in van Gaalen et al. 2017). A possible explanation is that van Gaalen
et al. 2017 do not allow for any infections from outside of their study region. Note also
that both Stocks et al. (2018) and van Gaalen et al. (2017) account for underreporting via
multiplication factors.
6 Discussion
We extended the EE modelling framework to account for underreporting. In simulation
studies we showed that the proposed likelihood approximation is highly accurate and that,
combined with the correct reporting probability, our inference method avoids bias. The
case study on rotavirus gastroenteritis showed that estimates of effective reproductive
numbers from EE models increase when underreporting is taken into account. Accounting
for temporal aggregation increases the estimated reproductive numbers further.
We modelled underreporting through binomial thinning, which is a commonly used, but
simple mechanism (Azmon et al., 2014; Fintzi et al., 2017; Stoner et al., 2019). It assumes
that reporting of different cases is independent, which may not always be the case. For
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instance, certain general practitioners or hospitals systematically fail to report their cases.
More sophisticated reporting processes could in principle be added to the model, but its
properties would then get more complex.
A number of alternatives to the proposed approximate maximum likelihood method
exist. Preliminary analyses with a full Bayesian approach have been hampered by two
difficulties. Firstly, mixing of standard MCMC samplers was poor. To circumvent this,
more sophisticated algorithms seem to be needed. Secondly, prior choice is challenging in
EE models (Bauer and Wakefield, 2018). Advantages, however, are that the uncertainty
about the reporting probability pi could be included more easily and that the hidden process
{Xt} could be reconstructed. Alternatively it may be worthwhile to combine the proposed
likelihood approximation with a hybrid Bayesian approach, allowing for uncertainty in
the reporting probability pi but preventing feedback using the cut algorithm (Plummer,
2015). An alternative maximum likelihood estimation approach could be based on particle
filtering, as implemented in the R package pomp (King et al., 2016). While this represents
a powerful general tool, it is computationally demanding and requires careful choice of
starting values to obtain reliable results (Stocks et al., 2018).
We focused on univariate EE models, whereas much of the previous work on the class
covered spatio-temporal settings (most recently Meyer and Held 2017, Bracher and Held
2020). It is not entirely straightforward to extend our approach to this case and Bayesian
methods as applied in a similar context e.g. by Gómez-Rubio et al. (2019) may then be
required for inference. However, some of our qualitative findings will still be relevant.
They indicate that underreported processes are well approximated by processes with an
autoregression on λt−1 or, as in equation (6), higher-order lags. If the goal is prediction
(Held et al., 2017) rather than parameter estimation, there should be little benefit in
explicitly accounting for underreporting. Also, we observed that the biases were weaker
when counts were high. They may thus be negligible if counts are in the hundreds or
even thousands (e.g. Bauer and Wakefield 2018). An additional difficulty in multivariate
settings is to account for differences in reporting probabilities between strata, where reliable
information is rarely available.
In our application to rotavirus we used marginal moment matching to fit a model
defined for half-weekly time steps to weekly data. This approach is appropriate for an
average serial interval of roughly five days as reported by Grimwood et al. (1983), and
indeed we obtained a quite similar estimate of six days. In this context note that other
studies have assumed shorter serial intervals for rotavirus (e.g. 2.1 days in van Gaalen
et al. 2017). Dynamics within a half-week then play a role, and more sophisticated data
augmentation methods would likely be required to fit models under this assumption to
weekly data.
Our fitted model implies that on average the effective reproductive number within
Berlin is below one and infections from external sources, which account for around one
in 10 cases, are necessary to maintain transmission. Given that slightly more than half a
million persons commute to or from Berlin (Bundesagentur für Arbeit, 2020), a city with 3.6
million inhabitants, this does not seem excessive. However, as rotavirus is predominantly
spread between children, this aspect may be less relevant than for other diseases. It is
possible that other attenuation phenomena are at work which cause an underestimation
of effective reproductive numbers. For example, reporting delays, where cases may be
registered one or several weeks after their actual occurrence (Azmon et al. 2014, Noufaily
2019), may contribute to additional attenuation.
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