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Abstract. Given an n vertex weighted tree with (structural) diameter
SG and a set of ` vertices we give a method to compute the correspond-
ing ` × ` Gram matrix of the pseudoinverse of the graph Laplacian in
O(n+`
2SG) time. We discuss the application of this method to predict-
ing the labeling of a graph. Preliminary experimental results on a digit
classiﬁcation task are given.
1 Introduction
Classiﬁcation methods which rely upon the graph Laplacian (see [2,10,5] and
references therein), have proven to be useful for transductive and semi-supervised
learning. A key insight of these methods is that unlabeled data can be used to
improve the performance of supervised learners. These methods reduce to the
problem of labeling a graph whose vertices are associated to the data points and
the edges to the similarity between pairs of data points. The labeling of the graph
can be achieved either in a batch [2,10] or in a online manner [5]. These methods
can all be interpreted as diﬀerent kernel methods: ridge regression in the case
of [2], minimal semi-norm interpolation in [10] or the perceptron algorithm in [5].
Therefore, in all cases an important preprocessing step is the computation of the
kernel1, which is the pseudoinverse of the graph Laplacian or a matrix related to
it [5]. This computation usually scales cubically with the quantity of unlabeled
data, which may prevent the use of these methods on large graphs. In the case of
unbalanced bipartite graphs [7] presents a method which signiﬁcantly improves
the computation time of the pseudoinverse. Finally [3] presents a non-Laplacian-
based method for predicting the labeling of tree based on computing the exact
probabilities of a Markov random ﬁeld.
In this paper, we are concerned with the practical scenario in which only a
relatively small number of vertices of a large graph need to be labeled. Speciﬁ-
cally, we divide the vertices into three sets, V (`),V (p), and V (u), which are the
set of labeled vertices, the set of unlabeled vertices for which we will give predic-
tions, and the set of remaining unlabeled vertices (no predictions is required on
them), respectively. Therefore, if V (n) denotes the set of n vertices of the graph,
we have that n = `+u+p, where ` is number of labeled vertices, p is the number
1 Computation in the primal is also possible with a comparable time expenditure.of predictive unlabeled vertices and u is the number of nonpredictive unlabeled
vertices. Typically ` is much smaller than both p and u, and p is much smaller
than u.
In this paper, we propose a technique to improve the computational complex-
ity of Laplacian-based learning methods. The method is based on approximating
the original graph with a tree. Computationally our method requires an O(n)
initialization step and after that any element of the pseudoinverse of the Lapla-
cian of a tree may be computed in O(SG) time, where SG is the structural
diameter of the tree G. The pseudoinverse of the Laplacian may then be used
as a kernel [6,5] for a variety label prediction methods. We consider as speciﬁc
examples the kernel perceptron and ridge regression (see e.g., [9]). Thus if we
are given an n vertex tree and assume that the time to compute the inverse
of a matrix is cubic in the dimension then with ` labeled vertices and p pre-
dictive vertices the total time required to predict with the kernel perceptron is
O(n+`2SG+p`SG) and with kernel ridge regression is O(n+`2SG+`3+p`SG).
The promise of our technique is that if (l+p+SG)  n and a tree is given, our
method requires O(n) time versus O(n3) for standard methods and when only
a similarity function on the data is given then our method requires O(n2) time
and O(n) space.
2 Preliminairies
In this paper any graph G is assumed connected, to have n vertices, and to have
edge weights. The set of vertices of G is denoted V = {1,...,n}. Let A denote
the n×n symmetric nonnegative weight matrix of the graph such that Aij ≥ 0,
and deﬁne the edge set E(G) := {(i,j) : 0 < Aij, i < j}. We say that G is a
tree if it is connected and has n − 1 edges. The graph Laplacian G is the n × n
matrix deﬁned as
G := D − A,
where D = diag(d1,...,dn) and di is the weighted degree of vertex i, di = Pn
j=1 Aij. The Laplacian is positive semideﬁnite and induces the semi-norm
kwk2
G := w
>Gw =
X
(i,j)∈E(G)
Aij(wi − wj)2. (1)
The reproducing kernel [1] associated with the above semi-norm is G+, where
“+” denotes pseudoinverse (see [6,5] for further details). As the graph is con-
nected, it follows from equation (1) that the null space of G is spanned by the
constant vector 1 only. The weighted graph may be seen as a network of resis-
tors where edge (i,j) is a resistor with resistance πij = A
−1
ij . Then the eﬀective
resistance rG(i,j) may be deﬁned as the resistance measured between vertex
i and j in this network and may be calculated using Kirchoﬀ’s circuit laws or
directly from G+ using [8]
rG(i,j) = G
+
ii + G
+
jj − 2G
+
ij . (2)The eﬀective resistance is a metric distance on the graph [8] as well as the
geodesic dG and structural sG distances. The structural (geodesic) distance be-
tween vertices i,j ∈ V is
sG(i,j) := min{|P(i,j)| : P(i,j) ∈ P},
dG(i,j) := min{
X
(p,q)∈P(i,j)
πpq : P(i,j) ∈ P},
where P is the set of all paths in G and P(i,j) is the set of edges in a particular
path from i to j. The diameter is the maximum distance between any two points
on the graph hence the resistance, structural, and, geodesic diameter are
RG = max
i,j∈V
rG(i,j), SG = max
i,j∈V
sG(i,j), and DG = max
i,j∈V
dG(i,j),
respectively.
3 Computing the Pseudoinverse of a Tree Quickly
In the following we give our method to compute the pseudoinverse of a tree.
The principle of the method is that when a graph is a tree, there is a unique
path between any two vertices hence the eﬀective resistance is simply the sum
of resistances along that path (see for example [8,5]) and hence on trees the
geodesic distance is equivalent to the resistance distance. We now additionally
assume that G is a tree, the root vertex of the tree is indexed as 1. The parent
of vertex i is denoted ↑(i) while the children of i are ↓(i) and the descendants
of i are
↓*(i) :=
(
↓(i) ∪
P
j∈↓(i) ↓*(j) if ↓(i) 6= ∅
∅ if ↓(i) = ∅
.
We deﬁne Z :=
Pn
i=1G
+
ii, R(i) :=
P
j6=i rG(i,j) and R :=
Pn
i=1R(i). In
equations (3) and (5) we give the formulas which we use to compute G+.The
oﬀ-diagonal elements are computed with
G
+
ij =
G
+
ii + G
+
jj − rG(i,j)
2
. (3)
as follows from (2). Observe that
G
+
ii = −
X
j6=i
G
+
ij (4)
since the null space of G is spanned by the constant vector 1. Thus we may
substitute (3) into (4) to obtain
G
+
ii = −
1
2

(n − 1)G
+
ii +
X
j6=i
G
+
jj −
X
j6=i
rG(i,j)

,thus
G
+
ii =
R(i) − Z
n
and Z =
R
2n
. (5)
We now describe a method to initially compute G
+
ii,R(i), i = 1,...,n,R and Z
in O(n) time and then with these precomputed values we may compute entries
as needed in G
+
ij from equation (3) by computing rG(i,j) in O(SG) time. The
number of descendents of i (including i) is κ(i) = 1 + |↓*(i)|, while T(i) (resp.
S(i)) is the sum of the resistances of vertex i to each descendant (resp. non-
descendent), hence,
T(i) =
X
j∈↓*(i)
rG(i,j), S(i) =
X
j6∈↓*(i)
rG(i,j).
We compute κ(i) and T(i) (for i = 1,...,n) with leaves-to-root recursions while
we compute S(i) with a root-to-leaves recursion. These 3n quantities are com-
puted with the following recursions,
κ(i) :=
(
1 +
P
j∈↓(i) κ(j) ↓(i) 6= ∅
1 ↓(i) = ∅
,
and
T(i) :=
(P
j∈↓(i)(T(j) + πijκ(j)) ↓(i) 6= ∅
0 ↓(i) = ∅
by computing κ(1) then T(1) and caching the intermediate values. We observe
that R(1) = T(1). We now descend the tree caching each calculated
S(i) :=
(
S(↑(i)) + T(↑(i)) − T(i) + (n − 2κ(i))πi↑(i) i 6= 1
0 i = 1
.
Now as R(i) = S(i) + T(i), the diagonal of G+ is calculated from (5) with a
cumulative computation time of O(n). We now observe to compute G
+
ij (see
Equation (3)) we need rG(i,j) which is simply the sum of resistances along the
path from i to j, this path may be computing by separately computing the path
from i–to–1 and j–to–1 (O(SG) time) and summing the resistances along each
edge that is either in i–to–1 or j–to–1 but not both. In the full paper we will show
that if we need to calculate an `×` submatrix of G+ this may be accomplished
in O(n + `2 + `SG) time.
4 Tree Construction
In the previous discussion, we have considered that a tree has already been given.
In the following, we assume that a graph G or a similarity function is given and
the aim is to construct an approximating tree. We will consider both the mini-
mum spanning tree (MST) as a “best” in norm approximation; and the shortestpath tree (SPT) as an approximation which maintains a mistake bound [6,5] guar-
antee. Moreover, we comment on the time and space complexity of constructing
such trees. Given a graph with a “cost” on each edge the MST is a subgraph
with n − 1 edges such that the total cost is minimized. A SPT(i) at vertex i is
a subgraph such that geodesic distance in “costs” is minimized from i to every
other vertex. In our set-up the cost of edge (i,j) is πij therefore,
MST(G) = argmin
T⊆G
{
X
(i,j)∈E(T)
πij : |T| = n − 1,T is a tree},
SPT(G,i) = argmin
T⊆G
{
n X
j=1
rT(i,j) : |T| = n − 1,T is a tree}.
Observe that for a graph with unit costs every tree is a MST but not necessarily
a SPT. A MST is also the tree whose Laplacian best approximates the Laplacian
of the given graph according to the trace norm, that is,
MST(G) = argmin
T⊆G
{kG − Tktr : |T| = n − 1,T is a tree}.
We now provide a justiﬁcation for approximating the given graph by a SPT. It
relies upon the analysis in [5, Theorem 4.2], where the cumulative number of
mistakes of the kernel perceptron with the kernel K = G+ + 11
> was upper
bounded by
|MA| ≤ (kuk
2
G + 1)(RG + 1), (6)
for consistent labelings u ∈ {−1,1}n. To explain our argument, ﬁrst we note
that when we approximate the graph with a tree T the term kuk
2
G is always
decreasing, while the term RG is always increasing by Rayleigh’s monotonicity
law (see for example [5, Corollary 3.1]). The resistance diameter RT of an SPT
subgraph is bounded by twice the geodesic diameter of the original graph,
RT ≤ 2DG, (7)
since for any path between p and q in the graph G there is in the SPT a path from
p to the root and then to q which can be no longer than 2DG. Thus, if the original
graph was unweighted and consisted of a few dense clusters each uniquely labeled
and with only a few cross-cluster edges, the tree built with a SPT would still have
a non-vacuous mistake bound. This fact follows from equations (6) and (7). No
such bound as (7) holds for a MST subgraph. For example, consider a bicycle
wheel graph whose edge set is the union of n spoke edges {(0,i) : i = 1,...,n}
and n rim edges {(i,i + 1 mod n) : i = 1,...,n} with costs on the spoke edges
of 2 and on the rim edges of 1, the MST diameter is then n + 1 while an SPT
diameter is ≤ 8.
In general, we may not be given a tree rather we may be given a graph or
a similarity function which may be then used to compute a tree. The MST and
SPT trees may be constructed with Prim and Dijikstra algorithms [4] respec-
tively in O(nlogn+|E(G)|) time if implemented with a Fibonacci Heap. In thegeneral case of a non-sparse graph or similarity function the time complexity is
Θ(n2), however as both Prim and Dijikstra are “greedy” algorithms their space
complexity is O(n) which may be dominant consideration in a large graph.
5 Experiments
We provide results on preliminary experiments to study the feasibility of our
methods. In this exploratory study we have not yet implemented the fast com-
putation technique described. Rather the aim of these experiments is to see if
there is a signiﬁcant performance decrease in using a tree subgraph rather than
the original graph. The initial results are promising as we ﬁnd (see Figure 1)
that the accuracy of the predictor with an MST approximation is competitive
with the original graph.
We performed experiments using the USPS digits dataset, with the aim of
classifying ‘1’ vs. ‘2’ and then ‘3’ vs. ‘8’. Each OCR’d digit (a 16×16 array with
256 levels of gray) is represented as a vector x ∈ [−1,1]256. The adjacency matrix
for the graph was set to Aij = exp(−akxi − xjk
2). The parameter a was then
selected by grid search as the value which optimized generalization performance
of the complete weighted graph (n = 1024) for both digit recognition tasks (‘1’
vs. ‘2’ : a = 0.1; ‘3’ vs. ‘8’ : a = 0.05). MST and SPT weighted subgraphs were
then constructed. For each of the three graphs we computed the graph kernel
K = G+ + 11
> + I (where I is the identity matrix) as discussed in [5, equa-
tion (10)]. A training set V (`) of 8 labeled points of 4 positives and 4 negatives
was randomly selected. A kernel perceptron was then trained for 3 epochs on
V (`). The accuracy of each of the three classiﬁers was then measured on a ran-
domly selected predictive set V (p) of 50 points. This protocol was performed for
n = 128,256,512,1024. Each such experiment was repeated 50 times, the mean
accuracy is accordingly reported in Figure 1.
0.4
0.6
0.8
1
G
r
a
p
h
0.78 0.79 0.84 0.85
0.4
0.6
0.8
1
M
S
T
0.77 0.81 0.83 0.84
128  256  512  1024
0.4
0.6
0.8
1
S
P
T
0.76 0.81 0.83 0.83
0.4
0.6
0.8
1
G
r
a
p
h
0.81 0.86 0.81 0.86
0.4
0.6
0.8
1
M
S
T
0.85
 0.9 0.92 0.93
128 256 512 1024
0.4
0.6
0.8
1
S
P
T
0.81 0.84 0.84 0.84
Digits ‘1’ vs. ‘2’ Digits ‘3’ vs. ‘8’
Fig.1. Digit Classiﬁcation (Left: Accuracy; Bottom: Vertex Set Size |V
(n)|)The motivation for our methodology is the idea that accuracy can be im-
proved by increasing the quantity of unlabeled data even if the quantity of la-
beled data is ﬁxed at only a linear increase in computation cost. Experimentally
this trend of increasing accuracy is seen for the graph and both the MST and the
SPT; however this result is not conclusive as it may be an artifact of the tuning
procedure for a and hence deserves further study. Interestingly the performance
of the MST versus the complete weighted graph was found to be better in 5 out
of 8 experiments even though the parameter a was optimally tuned for the com-
plete graph. The SPT though competitive with the complete graph consistently
under performed relative to the MST. We believe that these initial results show
promise for our technique and we plan to implement the methods of Section 3
to compute the graph Laplacian pseudoinverse in order to scale our experiments
to larger datasets.
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