Introduction
Multivariate wavelet bases for L 2 ([0, 1) d ) can be constructed by taking the tensor product of univariate wavelet functions. The formed wavelet bases, so-called hyperbolic, have been proved to be of particular interest for many applications and are studied since a long time for their approximation theoretic properties [18, 28, 27] , in data compression [47, 23, 12, 16] , in statistics [36] and more recently in very active research areas such as compressive sensing [20] and multifractal analysis [1] . In this paper, we give new theoretical results about their abilities for denoising multidimensional signals by different thresholding methods of the noisy hyperbolic wavelet coefficients. Wavelet thresholding for nonparametric function estimation has been widely studied from both theoretical and practical points of view. Most of the results for multidimensional function estimation follow as 'direct' extensions of unidimensional results whenever considering the simple to handle multidimensional wavelet bases generated by functions that are product of unidimensional scaling/wavelet functions with the same parameter of scale (here so-called isotropic wavelet bases). These methods have been proved useful for example in [45] for estimating functions with isotropic regularity. Nevertheless, when going to the estimation of multivariate objects, a key concept to integrate is the one of anisotropy. That is, to allow these objects to have different smoothness properties along the different coordinate axes. This concept is also essential when the different directions have completely different meaning as in [37] for time-varying spectral density estimation. By comparing the isotropic and hyperbolic wavelet bases, Neumann and von Sachs [37] first show that optimal estimation of two-dimensional functions in anisotropic Sobolev classes can be achieved using the hyperbolic wavelet basis (sometimes equally referred to as anisotropic wavelets). Neumann [36] continues that study by proving that thresholding in these hyperbolic bases allows for adaptive estimation to both spatially inhomogeneous smoothness and anisotropy captured by anisotropic Besov scales.
In the field of anisotropic function estimation, the seminal work of Donoho [19] , who constructs a dyadic classification and regression tree estimator and proves its quasi-minimax optimality for estimating anisotropic function classes, had a considerable impact as evidenced in the recent papers of Klemela [35] and Akakpo [2] . The former generalizes the approach of [19] for estimating multivariate densities with histograms and the latter uses adapted partitioning with piecewise polynomial fits. Other approaches rely on kernel methods with adaptive bandwidths [30, 10] . Goldenshluger and Lepski [24] notably discuss the application of a pointwise adaptive procedure based on the selection from a large collection of kernels to estimate a function that belongs to the union of anisotropic Hölder classes. More sophisticated frameworks than the Gaussian white noise model are also considered. For example, Comte and Lacour [15] study adaptive anisotropic kernel estimators in a multidimensional convolution model and Ingster and Stepanova [29] consider the problem of detecting signals with particular attention being paid to the case of infinite dimension.
In this paper, we study several hyperbolic wavelet thresholding estimators. In contrast to Neumann [36] who gives some minimax properties under the quadratic risk, we determine, under a more general loss function, the maximal functional space (maxiset) for which the risk of these estimators reaches a given rate of convergence. We are particularly interested in thresholding estimators which pool information from geometric structures in the coefficient domain. In the unidimensional setting such estimators have been proven powerful from both theoretical and practical points of view (see among numerous references [26, 11, 3] ). In this paper, we restrict our study to hierarchically structured wavelet estimators that impose to the coefficients that have survived the threshold to be arranged over a hierarchical structure [21, 22] . More particularly, we study a generalization of the hard tree estimator [4] , namely the hyperbolic hard tree estimator. The hard tree estimator has been proven to be the best element of a large family of vertical block thresholding estimators [5] and to outperform the hard thresholding estimator under the L 2 -risk [4] . In a multidimensional context, we show that these estimators have a complex behavior according to the risk function, the dimension and the rate. Despite that the hyperbolic hard tree estimator is much more exposed to the curse of dimensionality than the hyperbolic hard thresholding estimator, it still outperforms the latter in several identified cases. Within these cases, we identify a general structural constraint that is interpreted as a minimal level of anisotropy and that is related to compound functional models.
The paper is structured as follows: we describe in Section 2 the construction of the d-dimensional hyperbolic wavelet basis and the concept of heredity. Section 3 introduces the maxiset approach and Section 4 presents the estimators that will be studied. The main maxiset results are given in Section 5. In Section 6 we interpret our maxiset results and discuss the impact of the curse of dimensionality on information pooling. A conclusion is given in Section 7. The proofs are deferred to Appendix A.
Multidimensional wavelet bases
There are several ways to construct wavelet bases of L 2 ([0, 1) d ) from a unidimensional wavelet basis of L 2 ([0, 1)) which is built from the dilations and translations of a scaling function, say φ, and a wavelet, say ψ . To deal with anisotropic functions, Triebel [46] introduced a specific anisotropy adapted wavelet basis (a specific multidimensional wavelet basis associated with an anisotropic parameter that matches the anisotropic smoothness of the signal). Those anisotropic wavelet bases are useful tools in functional analysis and in theory of approximation since they give a benchmark (known level of anisotropy); but they are obviously not well suited to design denoising methods that are required to be adaptive to a signal with unknown smoothness and anisotropy. Hyperbolic wavelet bases have been proved useful for approximating functions from anisotropic smoothness classes (see [18, 44, 28] ) and are known to be more appropriate than the d-dimensional isotropic wavelet basis (see among others [37, 36, 44, 28] ). This mainly motivated our choice to consider them.
d-dimensional hyperbolic wavelet basis
We detail the construction of the hyperbolic wavelet basis from the following unidimensional periodized wavelet basis with V (for some V 1) vanishing moment(s)
We construct the d-dimensional hyperbolic wavelet basis, denoted as B d , as follows:
where 0 = (0, . . . , 0) and
with the following notations:
that are supported on hyper-rectangles.
We say that each of the 2 d−1 elements of i defines an orientation.
The concept of heredity
It is known that wavelet transforms and other multiscale methods are well suited for tree approximations, that is, the set of coefficients kept for approximating a function are arranged over a hierarchical structure, they satisfy some heredity constraint. Tree-based methods allow for better encoding strategies while the approximation error remains close to that of the fully nonlinear approximation [42, 8, 13, 9, 25] . In a unidimensional denoising context, such a heredity constraint has also been proved useful. We start by recalling the concept of heredity among the wavelet coefficients in a unidimensional context, next we define it in the multidimensional setting when the wavelet bases are the hyperbolic ones.
Unidimensional heredity
The concept of heredity is inspired by the construction of wavelet bases through the multi-resolution analysis on L 2 [0, 1) . Without loss of generality we shall consider in Section 2.2 the Haar wavelet basis. For any t ∈ [0, 1),
The wavelet functions {ψ j,k } j,k are supported by I j,k = [k2 − j , (k + 1)2 − j ) and are arranged over a nested multiscale structure such that the support of each ψ j,k contains the supports of ψ j+1,2k and ψ j+1,2k+1 . This induces a hierarchy among the pairs of indices ( j, k) of the wavelet functions ψ j,k which can be represented over a connected dyadic tree rooted in ( j, k) = (0, 0).
It has the practical application that at the location of a singularity in the signal, we observe the persistence of large wavelet coefficients over all scales (see [8] ). Hence, the 'keep/kill' rule on the empirical wavelet coefficients can be refined using the additional information that a large isolated wavelet coefficient is not likely to be part of the signal. Tree-structured wavelet methods basically impose a hereditary constraint, i.e., they require that the set consisting of pairs of indices of the empirical wavelet coefficients that are kept forms a connected rooted tree.
In the sequel, for any 0 < λ < 1 and j(λ) 
j − 1}}. For any 0 < λ < 1, we associate with any pair of indices ( j, k) the sets of its ancestors P j,k (λ) and of its descendants C j,k (λ) as follows:
is both an ancestor and a descendant of itself.
Multidimensional heredity
We extend the concept of heredity to higher dimensional settings when using the hyperbolic wavelet basis. In the multidimensional setting the hyperbolic Haar wavelet functions ψ
are supported by the hyper-rectangles
For any 0 < λ < 1 and any i ∈ {0,
The heredity structures between both the ancestors and the descendants of any node ( j, k) can be written as follows:
where ⊗ denotes the tensor product, P 
Remark 2.2.
Notice that the representation of the indices of the hyperbolic wavelet coefficients over a hierarchical graph is the same whatever the chosen compactly supported wavelet functions after a periodization step.
The extension of the concept of heredity to the multidimensional setting for the hyperbolic wavelet basis leads to the following properties:
1. has at most 2|i| descendants at the first next finer full scale | j| + 1 (children) and the number of descendants is at most of the order of
2. has at most |i| ancestors at the first next coarser full scale | j| − 1 (parents) and the number of its ancestors is equal to
These results show that when the dimension grows (and therefore the number of orientations i), the number of ancestors/children in some orientations i explodes. This is an important remark to understand the maxiset results of Section 6.
Theoretical model and maxiset approach
We embed the multidimensional Gaussian white noise model in an asymptotic framework by considering a decreasing variance ε → 0 (which equivalently represents growing information or sampling on a finer grid). The observed signal under this model is a realization of the process: (2) where
is the Brownian sheet and ε ∈ (0, exp(−1)) is the noise level.
Under this model, we adopt the maxiset approach. It consists in determining the largest functional space G over which the risk of an estimatorf of a multidimensional function f ∈ G built from Y ε as in (2) converges at the prespecified rate (v ε ) ε and for a loss function ρ:
The maxiset approach was first defined in [14] . According to this point of view, the larger the maxiset, the better the estimator.
Obviously, for a chosen loss function ρ, the size of the maxiset depends on the chosen rate; the slower the rate the larger the maxiset. When comparing two estimators that rely on distinct thresholding rules, we say that the first rule is better than the second one if the maxiset of the first estimator contains the maxiset of the second estimator for the same given rate and loss function. That approach has been proved useful in nonparametric function estimation to differentiate between estimators [5, 7] and to provide a way to construct new estimators [6] . It closely relates estimators and function spaces, this relation can serve as a way to understand the shape of the functions which are well estimated. In particular, the maxiset approach has already revealed the good performances of nonlinear procedures as compared to linear ones [33, 39] .
Hereafter we shall choose a wide range of rates (v ε ) ε that will often be inspired from the minimax approach. When considering a function space F s with possibly different degrees of smoothness along the different directions
its minimax rate is the rate (τ ε (s)) ε such that for any 0 < ε < exp(−1):
where the infimum is taken over all possible estimatorsf of f . Examples of such minimax rates for large anisotropic function spaces are given in Section 5.1. They have inspired us to choose a rate for the maxiset approach.
The study of hyperbolic wavelet bases (and more generally of bases formed by tensor products of unidimensional bases) is known to be much more difficult than the study of unidimensional bases and their isotropic extensions in particular
(see [43, 32, 34] ). Instead, we found it useful to use the Besov risk B 0 p,p (see equally [40, 3] ) that appears as a sequential version of the L p -risk. We consider the loss function ρ(.) = .
p p , its definition can be found in (8) . In isotropic situations, the Besov risk is known to be equivalent to the L p -risk up to a multiplicative constant. We consider a risk function with p 2.
Wavelet thresholding estimators
In order to determine the maxiset performances of wavelet thresholding estimators we consider the discretized version of the model (2) obtained by projection onto the chosen hyperbolic wavelet bases.
Our observational model consists of the following empirical scaling coefficient and the infinite sequence of empirical hyperbolic wavelet coefficientŝ
We define adaptive estimators letting, for each direction, the finest scale up to which we consider the empirical coefficients as a candidate for thresholding to be determined only by a function of ε. 
We now introduce a hyperbolic wavelet estimator based on both a thresholding rule and a heredity constraint. As mentioned earlier, imposing a hereditary constraint has already been shown to enjoy several interesting theoretical and practical performances in unidimensional nonparametric function estimation. More specifically, it has been proven that choosing the coefficients to keep/kill by pooling information from geometric structures in the coefficient domain allows to get larger maxisets as in [4] [5] [6] [7] . In this paper we pay particular attention to estimators that impose a hereditary constraint.
We introduce a newly defined extension of the unidimensional hard tree procedure provided by Autin [4] to the multidimensional setting. The hyperbolic hard tree estimator takes into account the hyperbolic hereditary constraint (see Definition 4.2) similar to how the hard tree estimator uses the unidimensional concept of heredity. The hyperbolic hard tree estimator is entirely justified when recalling that in the unidimensional setting the hard tree estimator has already proven to perform well among a family of vertical block thresholding estimators [5] and to theoretically and numerically outperform the hard thresholding estimator [4, 7] . 
where
Notice that, for the same sequence (λ ε ) ε , the set of the empirical wavelet coefficients kept by the method, contains the set of coefficients of the hyperbolic hard thresholding method plus all their ancestors.
Maxisets of hyperbolic wavelet estimators
As explained in Section 3, the maxiset approach closely relates estimators and functional spaces. Hence, we first introduce some functional spaces and sequence spaces which shall appear in our new maxiset results as well as the minimax rates that motivated us to define the rates (v ε ) ε that will be used in the sequel.
Function spaces, sequence spaces and minimax rates
We first define the Besov norm of a function f in the direction of u (1 u d) 
for some C > 0 and where the infimum is taken over all possible estimators that are decomposed as
in the hyperbolic wavelet basis B d built from a unidimensional wavelet basis having V vanishing moments with V > max(s u , 1 u d).
Neumann [36] gives the decay of the hyperbolic wavelet coefficients when f belongs to the anisotropic Besov space
Bes(s, p).
According to [36] 
Remark 5.1. The characterization of anisotropic Besov spaces in terms of hyperbolic wavelet coefficients can be found in the recent paper of Abry et al. [1] . We remark that in the situation of p = 2, the characterization is exact while in the other cases it comes with a correction term.
We now introduce new sequence spaces that are particularly useful for our maxiset study. 
Definition 5.3 ((p, q)-approximation space
In Proposition 5.1 these sequence spaces can be considered to be large sequence spaces. For instance Neumann [36] has proved that the spaces of functions with dominating mixed smoothness that are known to be the approximation spaces of hyperbolic wavelet bases [18, 27, 41] are contained in such spaces. Spaces A q,p (p 2 and q > 0) are sequence spaces of a similar nature as Besov bodies as they control the decay of the energy of the hyperbolic wavelet coefficients over the scales, and hence they are used to control the approximation error. 
Definition 5.4 (Weak Besov body).
Notice that these weak Besov bodies characterize functions associated with a sufficient level of sparsity. They are simple generalization of their univariate counterpart that was introduced in [4] . 
Definition 5.5 (Tree Besov body).
is the set of all descendants of ( j, k) according to T i (λ). 
Definition 5.6 (Tree Besov c-dual body
We see that the larger c, the larger the space W T , * r,p,c . The sequence spaces W T , * r,p,c also characterize functions with a sufficient level of sparsity but this sparsity is in addition made dependent on the structure. Indeed, for each node counted in the summation its ancestors are counted too. One may remark, first of all, that according to Proposition 2.1, this sequence space is thinner as the dimension grows; second, compared to W T r,p , the constraint on the number of nodes that are counted is relaxed a little by the term (log λ −1 ) −pc . Therefore, we can guess that in the following results there will be some important relations between d and pc.
Many properties of embedding exist between the sequence spaces that just have been defined. We list some of them in Proposition 5.1. 
Embeddings (9) and (11) will be used in Section 6.1 and embedding (10) in Section 5.2.
Maxiset results
In this section we provide the maxiset performances of the hyperbolic thresholding estimators with sequences 
. (12) Using (10) 
. (13) In the next section, we show that the hyperbolic hard tree estimator may be beneficial depending upon the values of the dimension d, the risk function through p and the rate through c, when comparing to the hyperbolic hard thresholding.
The curse of dimensionality for information pooling
In the maxiset result (13) of Theorem 5.2, we observe the appearance of the sequence space W T , * r,p,c . In such a sequence space, the number of large wavelet coefficients and their ancestors of the functions it contains is also bounded. It can be viewed as a maxiset price to pay for the number of coefficients activated by the method. As previously highlighted in Proposition 2.1, this number explodes with the dimension due to the heredity constraint. This is the manifestation of curse of dimensionality through the maxiset approach. We then could be skeptical about the efficiency of the hyperbolic hard tree procedure when compared to the hyperbolic hard thresholding method. Nevertheless, thanks to the maxiset approach, we are able to identify many interesting cases where the information pooling, via the hyperbolic hard tree method, remains a good strategy for multidimensional estimation problems. In other words, we identify many cases where the following embedding of maxisets holds:
. (14) According to the embedding given in (9) , it suffices to find cases where the embedding (11) is satisfied. As already remarked in Section 5.1, the relations between d and pc are key ingredients to define cases where the embedding given in (14) holds. We will distinguish two cases: a case of low dimensionality relative to pc (d pc) and a case of high dimensionality relative to pc (d > pc). In the latter situation, the parameters d, p, c are no longer the only ingredients needed to identify cases of embedding of maxisets and some structural properties, described in Section 6.2, may be taken into account. These results are detailed hereafter and graphically summarized in the conclusion.
The case where d pc
Starting with the low dimensionality case relative to pc, we easily deduce from (9) and (11) To appreciate the results of Proposition 6.1, let us give two comments. First, for a given value of p, the best choice for the sequence is the one with c = d/p. Indeed (mε(log ε −1 )
d/p ) ε corresponds to the fastest sequence (and also the fastest rate associated to) for which we guarantee that Proposition 6.1 holds. Second, for the choice of rate with c 1/2, Proposition 6.1 holds provided that p 2d.
The case where d > pc
We now turn to the case of high dimensionality relative to pc. As already discussed at the beginning of Section 6 one can rightly expect that the curse of dimensionality leads to bad maxiset performances of the hyperbolic hard tree estimator because of an expensive price to pay for the method: a thin sequence space W 
Condition (15) characterizes the functions for which the large wavelet coefficients associated to orientations i such that |i| > pc are only localized in the coarsest scales j. Among these functions, are those with an atomic dimension less than or equal to pc. Definition of the atomic dimension of a function of L 2 ([0, 1) d ) is inspired from [17] and is given below in terms of its hyperbolic wavelet coefficients.
which is decomposed in the hyperbolic wavelet basis as
Let Since it is usually recognized that multidimensional data have some underlying structure modeled by an atomic dimension strictly smaller than d, Proposition 6.2 gives us many realistic cases for which the hyperbolic hard tree estimator outperforms the hyperbolic hard thresholding in the maxiset sense, possibly with a slight deterioration of the rate and/or of the range of p's.
Conclusion
In this paper we emphasize the ability of methods which threshold coefficients in hyperbolic wavelet bases to estimate multidimensional functions with anisotropic smoothness. The geometry of these hyperbolic wavelet bases leads to a complex notion of heredity among the wavelet coefficients which is used in order to construct a hierarchically structured wavelet estimator, the so-called hyperbolic hard tree estimator. The latter estimator pools information from these hereditary structures to refine the choice of the coefficients to keep/kill when comparing to the hyperbolic hard thresholding estimator. The maxiset approach is extremely useful to study the complex behavior of such estimator. It serves us to accurately describe the theoretical performances of the hyperbolic hard tree estimator in different situations determined by the loss function, the dimension, and the rate of convergence of the risk.
The left-hand side of Fig. 2 represents three zones that serves us to describe when the embedding holds between the maxiset of the hyperbolic hard tree estimator and the maxiset of the hyperbolic hard thresholding estimator, given in (14) . Zone 1 corresponds to the case of low dimensionality with respect to pc, where the embedding of the maxisets holds. Zones 2 and 3 correspond to the case of high dimensionality with respect to pc. Zone 2 is a case of embedding of maxisets, it exists whenever the atomic dimensions of the functions under interest are smaller than or equal to pc. Hence, if there is some structure in the data there exists a wider range of pc for which the embedding of maxisets holds. Zone 3 seems to be the case where we cannot say that the hyperbolic hard tree estimator is still better in the maxiset sense than the hyperbolic hard thresholding estimator, but even in that case, if the structural sparse property is satisfied, then the embedding of maxisets holds.
Let us now turn to the case described by Fig. 2 on the right-hand side. It represents the best rates that we guarantee for the embedding of maxisets in zones 1 and 2. It shows the complementary roles of the parameters p and c. In particular, if we consider the range of loss functions . Hence the number of parents of ( j, k) with respect to T i (λ) is clearly equal to the number of indices 1 u |i| such that j u > 0 that is at most |i|. In the sequel, C denotes a constant that can be different from one line to another.
A.3. Proof of Proposition 5.1
Proof. The embedding of spaces (9) is obvious. We first prove the embedding of spaces (10) . We consider f ∈ B We first focus on D 1 .
