Abstract-An extension of the point kinetics model is developed to describe the neutron multiplicity response of a bare uranium object under interrogation by an associated particle imaging deuterium-tritium (D-T) measurement system. This extended model is used to estimate the total neutron multiplication of the uranium. Both MCNPX-PoliMi simulations and data from active interrogation measurements of highly enriched and depleted uranium geometries are used to evaluate the potential of this method and to identify the sources of systematic error. The detection efficiency correction for measured coincidence response is identified as a large source of systematic error. If the detection process is not considered, results suggest that the method can estimate total multiplication to within 13% of the simulated value. Values for multiplicity constants in the point kinetics equations are sensitive to enrichment due to (n, xn) interactions by D-T neutrons and can introduce another significant source of systematic bias. This can theoretically be corrected if isotopic composition is known a priori. The spatial dependence of multiplication is also suspected of introducing further systematic bias for high multiplication uranium objects.
I. INTRODUCTION
N EUTRON coincidence and multiplicity counting have long been used for estimating and verifying characteristics of special nuclear material that are important to nuclear materials control and accountability and nuclear safeguards, such as fissile mass and total neutron multiplication [1] . Due to the low spontaneous fission neutron yield of uranium, active interrogation methods are typically used to induce a measurable signal. Tagged neutron measurement systems allow for simultaneous neutron imaging and coincidence/multiplicity measurements of fissionable materials using an external neutron source, which is both time and directionally tagged [2] .
The one-group point kinetics model is traditionally used to interpret a neutron coincidence response in terms of physical characteristics of interest, but only limited work has been done on point kinetics models for tagged neutron measurements [3] .
After presenting background information on tagged neutron measurement systems and the point kinetics model in Section II, this paper will develop an extended point kinetics model to estimate the total neutron multiplication for bare uranium objects under tagged neutron interrogation by a 14.1-MeV deuterium-tritium (D-T) neutron source in Section III. The potential of the method will be evaluated using data from measurements in Section IV and Monte Carlo simulations in Section V. The results are discussed in Section VI and used identify sources of systematic error. Section VII provides concluding thoughts.
II. BACKGROUND A. Tagged Neutron Measurement Systems
An associated particle imaging (API) D-T neutron generator is a neutron source with properties amenable to tagged neutron measurements [4] . Monoenergtic 14.1-MeV neutrons are tagged by the alpha particles produced in the D-T fusion reaction. At 14.1 MeV, neutrons from a D-T source have higher energy than most neutrons that may be produced during an interrogation, such as prompt-induced fission neutrons. Prompt fission neutrons from induced fission on 235 U, for example, have an average energy around 2 MeV. An array of neutron detectors is positioned opposite the neutron source, recording the time and discretized position of each detected neutron. With adequate timing resolution and distance between the source and detectors, transmitted D-T neutrons can be differentiated from prompt fission neutrons using time-of-flight techniques. A typical time-of-flight spectrum for a tagged neutron measurement with an API D-T neutron generator is shown in Fig. 1 .
The subset of the data that includes directly transmitted source neutrons is used to reconstruct a neutron transmission image of the object, which provides information about the geometry and density of the materials within the sample [4] . The data within the fission neutron time gate are used to measure single and double coincidences that are correlated with a D-T source neutron. The measured singles and doubles are normalized per detected associated alpha particle.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . Example time response of a tagged neutron measurement system interrogating an enriched uranium object with an API D-T generator. "Time Lag" on the x-axis refers to the time between detection of the associated particle from the D-T reaction and detection by the neutron detectors [4] .
B. Point Kinetics Model
The point kinetics model describes emitted neutron multiplicity of a multiplying sample in terms of known properties of the detector system and physical properties of the sample. Unknown properties, such as fissile mass, relative isotopic abundance, and total neutron multiplication, are often the subject of the assay. First-principle analytical equations, derived for a point-like object, express the expected emitted neutron multiplicities in terms of nuclear data and model parameters that correspond to some physical property of interest. These equations can be inverted, allowing the estimation of unknown model parameters from measured neutron multiplicities calculated from experimental pulse trains [5] .
There are two distinct processes that the point kinetics model describes: the increase in the neutron population that is emitted from the fissionable sample and the detection of those emitted neutrons using a coincidence or multiplicity detection system. This paper addresses the former process, and assumes that the singles and doubles rates of neutrons emitted from the sample can be estimated from a measured signal. This point kinetics model for neutron interactions within a fissile sample is based on the following fundamental assumptions [6] , [7] .
1) The sample has a point geometry. All neutrons born within the sample are of a single energy and induce fission with uniform probability p. 2) Induced fissions occur at the same time as the event initiating the fission chain (superfission concept in [6] ). 3) All neutrons either induce prompt fission or escape the sample. Delayed neutrons and neutron capture without multiplication are negligible. The total multiplication M T expresses the increase in neutron population arising from a single neutron in a subcritical multiplying sample. It is defined as the ratio of the number of neutrons present in a sample to the number of neutrons initiating the fission chain within the sample. In the point kinetics model, it is related to the familiar effective multiplication factor k eff as well as the probability of a fission neutron inducing further fission, p
where ν i1 is the average number of neutrons emitted by an induced fission. The simplification of the neutron transport process in the point kinetics model is useful in that it reduces the number of unknown model parameters that must be solved for when inverting the model. This is necessary because only single, double, and possibly triple coincidences are typically measurable, allowing one to solve only for two or three unknown model parameters. Bohnel [6] as well as Hage and Cifarelli [7] derived expressions for the expected neutron multiplicity distribution from a theoretical fission chain using the point reactor kinetics model. Böhnel's method of using probability generating functions (PGFs) in the point kinetics model is used in this paper, and some intermediate steps are presented here. The PGF describing all neutrons in a fission chain emitted from a point-like object when only a single neutron initiates the chain is given by the recursion
The PGF for the induced fission prompt neutron multiplicity is Q(y) and can be described by the summation
where ν neutrons are produced by induced fission with probability P ind ν . The highest value of ν observed is denoted by N ind . Each fission neutron further propagates the fission chain with PGF h sn (y).
This result, known as the Böhnel equation, is incorporated into the PGF that describes the emitted neutron distribution from a general chain-starting event
where the PGF for the prompt neutron multiplicity of the chain-starting event is Q S (y) and can be described by the summation
where ν neutrons are produced by a chain-starting event with probability P s ν . The highest value of ν observed for a chainstarting event is denoted by N s . The mn subscript denotes the case where a fission chain is initiated by an event that produces multiple neutrons, instead of a single neutron as in (2).
III. DT-f MODEL
While most of the literature [6] - [8] has focused on fission chains initiated by either spontaneous fission of plutonium or (α,n) reactions, the PGFs and resulting fission chain moment equations described by Bohnel [6] can be applied to any multiplying fissionable isotope with any chain-starting event within the point kinetics model.
Knowledge of the direction, relative time, and energy of the source neutron motivates coupling the fission chain PGF in (4) to a new model parameter β that represents the fraction of emitted source neutrons that initiate a fission chain in the uranium sample. Conversely, the fraction transmitted through the object is 1 − β. The resulting PGF [10] is henceforth referred to as the DT-f model PGF. A similar approach that focuses on validating the multiplets described by the DT-f model PGF can be found in [3] . In the DT-f model, each D-T source neutron represents a new fission chain. A transmitted source neutron corresponds to a fission chain multiplicity of one. By definition, the nth reduced factorial fission chain moment n can be calculated from a general PGF h(y) in the following manner:
The first two emitted fission chain moments for the DT-f model PGF in (6) are
which are also referred to as the emitted singles and doubles rates.
The DT-f model, like all point kinetics models, makes assumptions about what nuclear interactions constitute a chain-starting interaction or an induced interaction that further propagates the fission chain. This determines the values that are to be used for ν i1 , ν i2 , ν s1 , and ν s2 . The ν i1 and ν i2 parameters represent the first and second reduced factorial moments of the induced fission prompt neutron multiplicity distribution, respectively. In the DT-f model, the fission chain is assumed to be propagated via induced fission on either 235 U or 238 U by a 2-MeV neutron. The multiplicity distributions for 2-MeV induced fission on these isotopes have been shown to be similar [9] , with the ν i1 and ν i2 values for 235 U differing by less than 2% from the same values for 238 U. Thus, ν i1 and ν i2 are assumed to be constant and independent of isotopic composition. Similarly, the ν s1 and ν s2 parameters represent the first and second reduced factorial moments of the chain-starting prompt neutron multiplicity distribution, respectively. What values to use for ν s1 and ν s2 depends on whether a priori knowledge or assumptions about isotopic composition is used or not. Three different methods of determining values for the chain-starting multiplicity constants ν s1 and ν s2 are considered-one method for when a priori knowledge of isotopic composition is used and two methods for when it is not.
In the DT-f model, the multiplicity of the chain-starting event is a weighted average of all possible neutron-producing reactions for a 14.1-MeV neutron on either 235 U or 238 U. Based on the interaction cross sections shown in Table I , this includes induced fission and (n, 2n) and (n, 3n) interactions. If a priori isotopic information about a sample is known, (10) can be used to calculate a constant value for ν s1 and ν s2
where x is the macroscopic cross section for a source neutron undergoing interaction x, and f i is the weight fraction of isotope i with molar mass A i . The induced fission multiplicity probabilities P ν are determined using the Terrell method [11] , which fits a distribution based on a value forν. The promptν of 14.1-MeV induced fission on 235 U and 238 U has been shown to be within 0.5% of each other [12] . Because the point kinetics model makes so many simplifying assumptions that introduce systematic error, it is reasonable to assume that small differences in the multiplicity distributions of 14.1-MeV induced fission on 235 U and 238 U will not have a significant effect.
If isotopic information about the uranium sample is not available a priori, there are two options for determining the values of ν s1 and ν s2 .
• Assume an isotopic ratio to use in (10).
• Ignore the effects of (n, 2n) and (n,3n) interactions on ν s1 and ν s2 . This uses the multiplicity distribution of 14.1-MeV induced fission on 235 U or 238 U to determine the values for ν s1 and ν s2 . This allows for ν s1 and ν s2 to be independent of uranium enrichment. All three of these options for determining source multiplicity constants are considered and evaluated for systematic error. Fig. 2 shows how ν s1 and ν s2 vary with uranium enrichment in comparison to using only the induced fission multiplicity distribution.
A. Estimating Total Neutron Multiplication
In a tagged neutron measurement, the emitted singles due to transmitted source neutrons 1,t can be distinguished from those due to fission chain multiplication within the uranium object 1, f based on time of flight. Thus, the equation for emitted singles rate (8) can be split into two parts, which can be independently measured
Because the API D-T neutron source emits only one 14.1-MeV neutron per associated alpha particle detection, there are no transmitted doubles, only transmitted singles. Assuming that the emitted singles and doubles rates can be estimated from the measured singles and doubles rates, a theoretical tagged neutron measurement of a bare uranium object produces values for both components of the emitted singles (11) and (12), as well as the emitted doubles (9) . Taking the ratio of (9) and (12), referred to as the emitted doubles per single, the dependence on the source coupling parameter β drops out
Using a measured doubles per single value, the resulting second-order polynomial can be solved to estimate M T . While the emitted singles due to transmitted source neutrons 1,t are not used directly in this method, is an additional observable in tagged neutron measurements and may be useful to future method development.
IV. EXPERIMENTAL VALIDATION
Data from the measurements of uranium annular castings by the nuclear materials identification system (NMIS) were used to evaluate the ability of the DT-f model to estimate total multiplication of a bare uranium object from a tagged neutron measurement. Castings of highly enriched uranium (HEU) (93.19% 235 U by weight) and depleted uranium (DU) (0.3% 235 U by weight) metal (ρ = 18.75 g/cm 3 ) were interrogated by an API neutron generator with 16 alpha detector pixels [13] . Along with 238 U, the castings also contained small amounts of 234 U and 233 U. An array of 32 plastic neutron scintillators, known as the transmission imaging detectors, was positioned in a fan beam arrangement directly opposite the sample to detect transmitted D-T source neutrons. Eight larger plastic neutron scintillators were positioned above and below the imaging detectors. The experimental setup is shown in Fig. 3 , and a more complete discussion of the experiment can be found in [13] . The emitted singles and doubles rates for each of the 16 alpha pixels, normalized per emitted D-T neutron in the direction of a given pixel, were estimated by correcting for absolute detection efficiency and dead-time losses [13] . Absolute detection efficiency was estimated by a 252 Cf calibration measurement. A 252 Cf source of known activity inside an ion chamber was placed in the center of where the uranium castings would sit. The ion chamber was used to time tag the 252 Cf decays, which allowed for TOF analysis to count the number of neutrons detected in large plastic scintillators [13] .
The emitted singles and doubles rates of the central pixel measurement were used in (13) to estimate M T for both castings. The uncertainty of the emitted singles and doubles rates is calculated by propagating statistical uncertainties in the Experimental setup for NMIS measurement of uranium storage castings. The top four large plastic scintillators are marked by A, while B marks the smaller plastic scintillators used for tomographic imaging. The API neutron generator is marked by C [13] . referenced in Section IV in order to quantify the potential of estimating M T using the DT-f model. The source and uranium annular casting under interrogation was modeled, but detectors were omitted. Instead, custom scripts estimated the emitted singles and doubles rates using the surface source write output. Collision output files specific to MCNPX-PoliMi were parsed with another custom script to calculate the Monte Carlo estimate for M T as the ratio of neutrons produced by the system to those produced by only the chain-starting events. The simulations assumed perfect discrimination between emitted singles due to transmitted source neutrons and those due to induced fission. The angular distribution of the source neutrons relative to the object was modeled off the central pixel of the D-T generator used in the NMIS measurements. The Monte Carlo estimates for (ν s1 ) and ν s2 were consistent with those values calculated by (10) within statistical error.
In addition to modeling the annular castings used in the NMIS measurements, other simulations modeled annular, cylindrical, and spherical geometries of equal uranium mass and but varying enrichment (and, consequently, varying multiplication). Unlike the measured objects which contained trace amounts of 234 U and 233 U, the uranium objects in these simulations were assumed to only contain 235 U and 238 U. The Monte Carlo estimates for the emitted singles and doubles were used to estimate M T using (13), which was then compared to the Monte Carlo estimates for M T . Again, the three methods of determining the source multiplicity values ν s1 and ν s2 were compared. Results are shown in Table III .
VI. DISCUSSION
There are several sources of systematic error that can be attributed to the simplifying assumptions made by the point kinetics model and affect the estimation of total multiplication from emitted singles and doubles rates. The sources of systematic error considered are as follows.
1) The effect of (n, xn) chain-starting interactions on ν s1 and ν s2 values. 2) All neutrons have a single detection efficiency, which can bias the estimate of emitted singles and doubles rates from measured rates.
3) The point kinetics model assumption that all neutrons are born at a single point and have a single energy. This results in a spatial dependence of multiplication and has been discussed extensively for high-multiplication plutonium objects [15] - [17] . The effect of the spatial dependence of multiplication for uranium has not been explicitly studied, but the concept is the same, and typically results in underestimating large values of multiplication. The results from using simulated singles and doubles rates in Table III are first discussed, followed by the results from using measured singles and doubles rates in Table II . Both give insight into which of the above sources of systematic error may be important.
When simulated emitted singles and doubles rates are used to estimate total multiplication, there is no systematic error due to neutron detection process, as the emitted rates are calculated directly. The "With Isotopics" method eliminates systematic bias due to (n, xn) chain-starting interactions. For DU objects, the "With Isotopics" method outperforms the other methods consistently, estimating M T to within 1.3% of the Monte Carlo estimates.
For HEU objects, the "With Isotopics" method did not always provide the closest estimate of M T , suggesting that the systematic bias due to the spatial dependence of multiplication is comparatively larger versus objects of lower enrichment. This is strongly suspected to explain why the "Assumed Isotopics" method outperformed the "With Isotopics" method in the HEU objects, with the comparatively lower ν s1 and ν s2 values canceling out some of the bias introduced by the spatial dependence of multiplication. While the effect of the spatial dependence of multiplication for uranium is not the focus of this paper, future work should investigate it.
The influence of (n, xn) chain-starting interactions on ν s1 and ν s2 has more of an effect on lower enrichment, lower multiplication objects. This can be seen by comparing the results for the "With Isotopics" and "Without Isotopics" methods in Table III . The relative contribution of (n, xn) interactions versus induced fissions for 14.1-MeV neutrons is dependent upon uranium enrichment, and is much more significant for samples with higher concentrations of 238 U. Thus, one would expect to see better agreement between the "Without Isotopics" and "With Isotopics" methods for the HEU simulations versus the DU simulations. There is at most a 4.2% difference between these two methods for the HEU simulations, while there is at least an 8% difference for the DU simulations. Fig. 2 provides insight into the reason for this. Values of ν s1 and ν s2 will always be lower if the effect of (n, xn) interactions is considered. This results in a higher estimate of M T for given emitted singles and doubles rates. This explains why the "Without Isotopics" method returned the minimum possible M T estimate for each DU case.
The results from estimating total multiplication using measured singles and doubles rates, shown in Table II , do not exhibit the same trends as the results that use simulated values for the emitted singles and doubles rates. For both the HEU and DU measurements, the "Without Isotopics" method estimated M T closest to the Monte Carlo estimate, with all methods overestimating. This likely illustrates that the systematic error due to estimating emitted singles and doubles rates from measured singles and doubles rates eclipses the systematic error due to the effect of (n, xn) chain-starting events or the spatial distribution of multiplication.
However, due to the relatively large measurement uncertainties, all of the methods estimated M T to within 1σ of the Monte Carlo estimate. This uncertainty is likely driven by the systematic uncertainty of the absolute detection efficiency for neutrons born inside the interrogated object, which was conservatively estimated to be 10% of the value estimated by a 252 Cf calibration measurement [13] . Assuming a single detection efficiency is a well-known source of systematic bias in the point kinetics model, due to the distribution of energies and locations at which neutrons are born within the sample [18] . This is particularly true for larger mass samples, such as those considered in this paper.
VII. CONCLUSION
As tagged neutron measurement systems continue to develop, it is important to simultaneously develop theories and methods to take advantage of their capabilities to improve the accuracy and scope of uranium assay. This paper demonstrates that while a point kinetics-based method may be useful for estimating total multiplication of bare uranium from a tagged neutron interrogation measurement, more works are necessary to understand how certain sources of systematic error affect the analysis and how to correct for them. The most significant source of systematic error addressed in this paper is the efficiency correction that estimates emitted singles and doubles rates from measured singles and doubles rates. This process is highly specific to the individual tagged neutron interrogation system. Further work should investigate accurate methods of accounting for detection efficiency, detector dead time, and gate fraction losses in these measurements, all of which are necessary to estimate the emitted singles and doubles from the measured singles and doubles rates.
Beyond the efficiency correction, the sensitivity of source multiplicity constants ν s1 and ν s2 to uranium enrichment is also important to understand. Additionally, the breakdown of the point kinetics model assumption that all neutrons are born at a point is suspected to introduce significant systematic bias into the multiplication estimate for high multiplication items. If the effect of large uranium masses on multiplication estimation bias can be understood, the imaging capabilities of tagged neutron measurements may be able to provide some correction. These latter two sources of systematic bias should be investigated, but may not be important if an adequate efficiency correction cannot be performed.
The isotopic dependence of the chain-starting event multiplicity also represents an opportunity to estimate uranium enrichment using neutron coincidence counting methods in a tagged neutron measurement. The capability to simultaneously perform enrichment, multiplication, and imaging measurements of uranium objects may be desirable for nuclear materials control and accountability and nuclear safeguards applications. Future work should investigate the plausibility of this idea.
APPENDIX A PROPAGATION OF UNCERTAINTY FOR EMITTED SINGLES
AND DOUBLES The uncertainties associated with the estimates of the emitted singles and doubles rates 1 and 2 are denoted as σ 1 and σ 2 . When 1 and 2 are estimated from measured singles and doubles rates, σ 1 and σ 2 are calculated by propagating statistical uncertainties in the measured singles and doubles counts, measured associated alpha counts, and estimates for systematic uncertainty in the emitted neutron detection efficiency. Emitted singles and doubles rates are calculated from measured singles, S, and doubles, D, that are associated with a given alpha pixel that registers α counts, corresponding to the same number of source neutrons emitted in that directional pixel. Assuming gate fraction and dead time corrections have already been applied to the measured singles and doubles rates
Propagating these uncertainties based on (14) and (15) 
The statistical uncertainty of both the measured singles and doubles is assumed to be the square root of the counts. While these are not Poisson-distributed random variables, this assumption is used as a conservative estimate. The number of alpha pixel counts is a fixed parameter of the measurement, so it has no uncertainty. While the detection efficiency will have a random and a systematic source of uncertainty, the nature of the systematic error is unknown and depends upon the geometry of the measurement. As a conservative estimate, the total uncertainty was assumed to be 10% of the calibrated value. In the case of the experiment referenced in this paper, the single detection efficiency was estimated using 252 Cf measurements [13] 
Substituting these values into (16) and (17) gives the equations used to estimate uncertainty of emitted singles and doubles rates from the measurements performed in [13] Total multiplication is estimated from emitted singles and doubles by inverting (13) . This solution is found by using the familiar quadratic equation
where
.
In order to calculate uncertainties on the estimates of M T that are reported in Tables II and III , the uncertainties of the emitted singles and doubles rates, σ 1 and σ 2 , need to be propagated. Values for σ 1 and σ 2 may be calculated as a purely statistical uncertainty in a Monte Carlo simulation or may be derived by propagating measurement uncertainty as in Appendix A. Because it cannot be assumed that σ 1 and σ 2 are uncorrelated, the propagated uncertainty for the estimate of M T can be conservatively written as
The differential terms in (21) are found by taking partial derivatives of (20)
