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.1
Intelligent Sensing in Multiagent-based Wireless Sensor Network for 
Bridge Condition Monitoring System 
Seno Adi Putra, Bambang Riyanto Trilaksono, Senior Member IEEE, Muhammad Riyansyah, 
Dina Shona Laila, Senior Member IEEE, Agung Harsoyo, Achmad Imam Kistijantoro 
Abstract–This work proposes the development of an auto- 
nomous system for dynamic response based bridge condition 
assessment using Wireless Sensor Network (WSN). The 
assessment identifies the bridge’s fundamental frequency and 
uses the information to determine the bridge rating. Due to the 
computational capability in wireless sensor nodes, it is of 
practical interest to implement in-network processing in 
bridge condition monitoring system, in which data processing 
is conducted within the sensor networks to prevent data 
flooding in WSN. One of the promising in-network processing 
approaches is the agent-based processing that leverages the 
concept of system autonomy. However, uncontrolled in-
network processing consumes a lot of energy. Thus, setting all 
sensors to wake up or sleep deterministically is often not a 
feasible solution. What is needed is for the system to perform 
in-network processing only in the event when the bridge is 
traversed by a single heavy truck, whereas this event occurs 
randomly. Thus, the two-player game and reinforcement 
learning algorithm are utilized to control the process. 
Simulation results show that the proposed control algorithm is 
able to effectively determine when the process should be 
executed. A case study, testing the algorithm using real 
measurements taken from a bridge, and then comparing the 
test results with the results generated from finite element 
analysis (FEA) is provided for validation purpose. Comparison 
of the proposed approach with earlier works, in terms of 
processing time and energy consumption, is also presented. 
Index Terms: wireless sensor network (WSN), in-network 
processing, bridge rating, multiagent system, two-player game, and 
reinforcement learning. 
I. Introduction
tructural health monitoring systems (SHMS) plays an
important part in bridge management during its service
life. SHMS comprises on-site destructive and non-
destructive sensing and testing of structural characteristics, 
including structure responses that indicate structural 
deformation. As non-destructive test for materials and 
structure have been more available, recent works have been 
focusing mainly on integrating these non-destructive 
methods to structural health monitoring (see [1] and 
references  therein).  However,  research  and   development  
 
 
 
 
 
 
related to the exploitation of autonomous systems for 
collecting, processing, evaluating, and disseminating 
information for bridge health conditions monitoring 
application is still limited. 
Works related to structural health monitoring system are 
divided into three areas. The first emphasizes on method-
ology development for data processing that leverages the 
reliable data transmission approach [2], statistical classifier 
[3], signal analysis using machine learning [4], in-network 
processing method [5] and [6], and damage detection 
algorithms [7]. The second addresses architecture design 
that  proposes the process and product of planning, 
designing, and constructing system from hardware to 
software development such as system development from 
hardware to application software with high time-
synchronization accuracy [8], hardware development for 
wireless powering [9], system development for self-
powered sensor [10], hardware development for WIM [11], 
accelerometer-based WIM development [12], and SHMS 
frameworks using IoT technology [13]. The third category 
focuses on the domain-specific application, in this case to 
develop an overall system for bridge condition assessment 
using the bridge dynamic response [14].   
The work of this paper contributes to all the three areas. 
Some previous works which are closely related to our work 
are the bridge condition assessment using dynamic response 
proposed in [14] and online SHM algorithm proposed in 
[6]. Both have used frequency-based damage detection 
method. The drawback of this bridge condition assessment 
method is it is traditionally conducted manually, in which 
raw data collected from WSN are processed using an Excel 
spreadsheet to obtain the bridge’s fundamental frequency 
and its amplitude. The online SHM algorithm improves the 
traditional manual approach by incorporating an in-network 
processing method that processes data in each sensor node.  
An obvious problem found in the traditional approach is 
data flooding. In this approach sensor nodes always transmit 
raw data to the sink node. It produces a large amount of data 
that must be managed in the WSN and the server. Those 
data transmitted to the sink node do not always represent the 
occurrence of significant events. In the bridge condition 
monitoring practice, we only need to record the bridge 
response when a heavy truck passes over the bridge, 
whereas other lighter vehicles may be neglected due to their 
insignificant effect on the bridge vibration. Therefore, we 
need to consider an effective sensing method in which 
sensing and measurement should be conducted only when a 
heavy moving truck is passing over the bridge.  
While the online SHM algorithm has improved the 
traditional approach, it has not considered the effective 
sensing of different vehicles as mentioned above. Thus, 
large and inefficient energy consumption is still an issue in 
both approaches. When using the WSN, the limitations of 
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2the available energy should be considered. In WSNs, each 
sensor contributes to the application as long as its battery 
has sufficient charge to keep the sensor active. Almost 60% 
of energy will be released when a sensor is in an active 
mode to communicate with other sensors [15]. 
Another problem faced by the traditional approach and 
online SHM algorithm is the time delay when the data sent 
by all sensor nodes are received by the sink node. The base 
station which is part of the sink node where all communi-
cation channels are opened could not handle messages or 
data sent by sensor nodes simultaneously. The queue of data 
occurs in the base station’s buffer, causing the time delay. It 
is concluded that none has applied an intelligent sensing 
that operates autonomously, taking energy consumption and 
processing time into consideration. Therefore, we propose 
the use of intelligent sensing to overcome problems found 
in both earlier approaches. 
The proposed intelligent sensing in this work leverages 
the conceptual multiagent architectures [16], [17], [18], 
[19], [20], the mobile agents approaches [21], [22], [23], 
[24], [25], [26], and [27], and some intelligent WSN 
behaviour [28] and [29] are combined to minimize the time 
delay. Works that put all these concepts together are still 
scarce. Thus, it is our novel idea in architectural design.  
Table I  
System Comparison 
The Related 
Work 
Description 
The bridge 
condition 
assessment 
using dynamic 
response [14] 
1) Topology: centralized processing
2) Sensor nodes always sense and send the raw data to 
sink node with 100 Hz sampling frequency.
3) The FFT analysis and peak picking is performed
manually using spread sheet.
4) The application displays bridge properties and 
bridge rating and capacity.
5) Limitation: energy consumption and latency
Online SHM 
algorithms [6] 
1) Topology: cluster-based processing 
2) Each sensor node performs FFT analysis and mode 
shape assembling. 
3) Sensor nodes always sense and the data 
transmission to sink node is performed if the 
indication of possible damage occurs.
4) The application displays bridge properties, 
fundamental frequencies, and mode shape.
5) Limitation: energy consumption and latency
Our proposed 
work 
1) Topology: cluster-based processing 
2) The sensor nodes perform FFT analysis and mode 
shape assembling. 
3) The data transmission to sink node is performed
using mobile agent approach.
4) Control mechanism is implemented in which the 
data processing and transmission in each sensor 
node will be sent if there is a heavy truck passing 
over the bridge. The node’s sleep and wake up mode 
controlling is provided.
5) The application displays bridge properties, bridge 
rating, and mode shape.
6) Limitation: using accelerometer sensor only, bridge 
capacity determination is not covered.
The main contribution of this work is to improve bridge 
condition assessment [14] and online SHM algorithm [5] by 
incorporating the intelligent system for autonomous bridge 
condition monitoring. The multiagent system leveraging the 
system autonomy and intelligent agent characteristics such 
as reactive, proactive and social [30] is presented. The 
bridge condition assessment requires these characteristics, 
especially to make decision when sensor nodes should be 
set to active mode to capture the significant events and 
when they should be set to sleep mode as long as possible to 
save the energy while still maximizing the probability to 
capture important events. The comparison of our proposed 
system and the previous works is described in Table I. 
The scopes of this work specifically include the 
multiagent system design for in-network processing 
implementation in bridge condition monitoring system that 
recontextualizes our previous works [31] and [32], the 
development of effective sensing method that employs 
agents in two WIM nodes in such a way to control when 
sensing and data processing should be conducted, and the 
two-player game and reinforcement learning [33] re-
contextualization in two WIMs interaction model. 
The rest of this paper is organized as follows. Section 2 
describes the bridge condition assessment. Section 3 
discusses the proposed multiagent system, while Section 4 
describes the proposed methods. Section 5 presents a case 
study and Section 6 provides some simulation results, 
comparing our propose approach with existing methods. 
Finally, Section 7 gives the conclusions and future works. 
II. Bridge Condition Assessment
In this work, the bridge is idealized as a single degree of 
freedom (SDOF) and configured as simply supported 
bridge. The bridge condition is indicated by a parameter, 
namely the bridge rating, which has a correlation with its 
dynamic response when passed by a heavy truck. 
The procedure for a bridge assessment follows several 
steps [14]: 1) deploying a WSN on the bridge to collect the 
bridge’s vibration data when it is passed over by a heavy 
truck; 2) performing Fast Fourier Transform (FFT) on the 
collected vibration data and identify the peak amplitude of 
the first fundamental frequency; 3) performing a Finite 
Element Analysis (FEA) from the bridge construction 
image representing the bridge ideal condition; 4) running a 
FEA simulation to identify the bridge vibration first 
fundamental frequency and amplitude; 5) identifying the 
difference between the frequency identified from the FEA 
and from the field test using real sensors; 6) calculate the 
bridge rating 𝑅 using the formula 
𝑅 = (𝑖𝑛𝑡)9 − 
𝑓𝐹𝐸𝐴 − ?̅?
𝑓𝐹𝐸𝐴
∗
1000
123
(1) 
where 𝑓𝐹𝐸𝐴 is the bridge fundamental frequency calculated 
from FEA, ?̅? is the current bridge fundamental frequency 
measured by WSN. Table II describes the bridge’s 
conditions and their corresponding required treatment. 
Table II 
The Bridge Condition and Treatment 
Rating Description Treatment 
0 Failed condition Rehabilitation or 
replacement 1 Imminent Failure Condition 
2 Critical Condition 
3 Serious Condition Preventive 
maintenance or repairs 4 Poor Condition 
5 Fair Condition 
Preventive 
maintenance 
6 Satisfactory Condition 
7 Good Condition 
8 Very Good Condition 
9 Excellent Condition 
3Based on theoretical analysis, the fundamental frequency of 
the bridge idealized as SDOF and simply supported 
configuration can be calculated as 
𝑓 = 1.5708√
𝐸𝐼
𝑀𝐿4
(2) 
where 𝐸𝐼 is the effective flexural rigidity of the bridge, 𝑀 
is the total mass of the bridge, and 𝐿 is the bridge length. 
The detailed description of bridge types is described in [14]. 
The numerical analysis of bridge fundamental frequency 
can be conducted using application software such as 
CSiBridge, which was used in this work. 
In order to measure the bridge rating, collaboration 
between accelerometer-based WIM and accelerometer 
sensor nodes (ACC), which are deployed on two independ-
ent spans of the bridge as shown in Fig. 1, is proposed in 
this work. The WIM nodes identify truck type (II, III, and, 
IV) while the ACCs identify the bridge fundamental
frequency. The WIMs are placed in the middle of the bridge
and always be connected to power supply and the ACCs are
placed on the main component of the bridge to obtain
significant vibration data. The sink nodes are mini
computers or single board computers that process and store
data from the ACC nodes. They also coordinate the ACC
nodes, monitor in-network processing and communicate
with a cloud server. An agent performs such processes and a
mobile agent dispatching is deployed in sink nodes.
(a) 
(b) 
Fig. 1 The WIM, ACC, and sink deployment: (a) side and (b) top view 
The proposed sensing strategy will work for two lanes of 
the bridge with different direction. In Fig. 1b vehicles are 
not allowed to overtake each other along the bridge. To 
prevent a complicated mode analysis, two-way driving 
situation is excluded. Only the case when the bridge is 
passed over by a heavy truck at one time is considered. 
When a heavy truck approaches the bridge, e.g. from the 
right side as seen in Fig. 1a, the WIM deployed on the right 
side chooses an action from its available actions at the 
current time slot based on its action probability distribution. 
If it detects a heavy truck, it transmits a warning message to 
its counterpart or the WIM on the left side to start sensing in 
the counterpart WSN area. If the counterpart WIM receives 
the warning message, it transmits a message to its ACC 
nodes to wake them up and start capturing data. 
III. The Proposed Multiagent System
This work leverages a multiagent-based in-network process- 
ing protocol for bridge condition assessment application. 
The concept of a mobile agent-based protocol [34] was 
utilized. The communication protocols among sensor nodes, 
between sensor nodes and sink node, between WIMs and 
sensor nodes, and between two WIMs were also designed. 
The developed agents are based on Belief Desire 
Intention (BDI) using Agent Factory Micro Edition 
(AFME). They consist of a perceptor, actuator, module, and 
service [21]. The perceptor generates beliefs, the actuator 
executes an action environment based on beliefs generated 
by the perceptor, the module is an information space that is 
used for data shared by perceptor and actuator, and service 
represents a space for data sharing among agents. The agent 
employment is illustrated in Fig 2. Here the system module 
is divided into two layers: in-network processing and its 
control or scheduling.  
Fig. 2 The proposed multiagent system 
ACC node contains four agents. The communication 
agent (CommA) is responsible for communication with the 
neighbour ACC node, WIM node, and the sink node. The 
processing agent (ProcessingA) performs data 
preprocessing. The Sensor A is responsible for capturing 
accelerometer data. The Mobile A migrates from the 
sensor node to other nodes to collect data.  
The WIM nodes consist of four agents. The first agent is 
CommA, which accesses the transceiver of a sensor node to 
communicate with its counterpart WIM and ACC nodes 
within its area. The second agent is SensorA that senses 
the bridge vibration. The acceleration data of the bridge 
vibration are sent to the Classifier Agent to classify 
truck’s type. Based on this classification, the Classifier 
Agent sends a message to the Decision Agent 
indicating the occurrence of a significant event. Then, the 
Decision Agent executes the reinforcement learning 
algorithm to choose the best action. The messages involved 
in the system are described in Table III. 
4Table III 
Message Types Involved in System 
Message Description 
IST 
Internal State Report is a message initiated by a sensor  
node to report the sensor node’s condition to sink node and its 
neighbours 
SSC 
Send Sensing Command is a message from WIM 
commanding all sensor nodes to broadcast its internal state and 
start capturing the sensed data 
RMA 
Request Mobile Agent is a message initiated by a sensor 
node to request a mobile agent dispatching 
SRC 
Send Registration Command is a message from a 
WIM to wake sensor nodes up and command them to register 
themselves to their neighbours and sink node 
CCR 
Cost Calculation Report is a message from a sensor  
node to the sink node so that the sink node executes mobile 
agent migration plan 
RSN 
Register Sensor Node is a message from a sensor node 
to inform its condition to the sink and its neighbours 
RSA 
Receive Sensor Data is a message submitted by a 
mobile agent to request the sink node to accept data  
SE 
Significant Event is a warn message from a WIM to 
another WIM indicating the arrival of a truck on the bridge 
IPR 
In-network Processing is Running is a message 
from a WIM to inform its counterpart that in-network 
processing in its area is running 
ND 
Network is Dead is a message from a WIM sent to its 
counterpart indicating that in-network processing failed or is 
incomplete within a certain time duration 
RIP 
Reject in Network Processing is a response message 
sent by a WIM to inform its counterpart that in-network 
processing cannot be executed 
IPC 
In-network Processing is Completed is a 
message sent by a WIM to its counterpart indicating the in-
network processing is successful in its area 
COS 
Check Counterpart’s State is a request submitted by a 
WIM to check  its counterpart’s state 
CSI 
Counterpart State Info is a message from a WIM to 
its counterpart informing its current environmental state  
In the sink node CommA and ProcessingA are 
defined. CommA plays a role in accessing the transceiver so 
that the sink node can communicate with the ACC and the 
WIM nodes. ProcessingA handles in in-network 
processing including the ACC nodes condition 
identification, mobile agent migration plan, mobile agent 
dispatching, and communication with the server. 
IV. The Proposed Methods
This section describes the algorithms that are employed in 
agents of ACC sensor nodes, sink nodes, and WIMs. The 
description starts from the first layer called in-network 
processing layer and then the upper layer called in-network 
processing control or scheduling as illustrated in Fig. 2. 
4.1 In-network processing algorithm 
In-network processing is a computational process conducted 
at each ACC node. Here, the process includes: 
1) Each ACC node placed in a cluster announces itself to
the sink node and neighbour nodes after receiving the
SRC command from a WIM (see Table III).
Registration is conducted by ACC node’s CommA that
transmits IST messages to their neighbour and the
sink node. Registration includes its signal strength 𝑝
and remaining energy level 𝑒. The sink and sensor
nodes then identify active nodes. Sensors with energy
level lower than 30% cannot be involved.
2) The sink node’s ProcessingA performs mobile agent
migration plan using the optimization function
max 𝑂(𝑝, 𝑒) = ∑ ∑ 𝑐𝑖𝑗(𝑤𝑝𝑝𝑖𝑗 + 𝑤𝑒𝑒𝑖𝑗)
𝑁
𝑗=1
𝑁
𝑖=1
  (3) 
where cij = 1 if the i
th and jth sensor nodes are part of a
mobile agent route and cij = 0 if the i
th and jth nodes
are not a part of a route. 𝑤𝑝 and 𝑤𝑒 are the weight of 
the signal strength and the energy level, respectively, 
while 𝑝𝑖𝑗  and 𝑒𝑖𝑗   are the signal strength and the energy
level between the ith and jth sensor node, respectively. 
The rules of this function are as follows: the mobile 
agent dispatches from a sensor node to another sensor 
node; a sensor node can only be visited from another 
sensor node; and the mobile agent cannot visit the ith to 
the jth sensor nodes and cannot go back from the jth to 
the ith sensor node. To find the optimal route, genetic 
algorithm is used. 
3) After receiving a SSC from a WIM, all ACC nodes’
ProcessingA calculate the fitness of their
neighbour and all ACC nodes’ SensorA start to sense
the bridge vibration. ProcessingA then transforms
the accele- ration data of the bridge vibration to
frequency domain to obtain the first fundamental
frequency and its amplitude as shown in Algorithm 1.
Algorithm 1 Data Processing in Each Sensor Node 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
Input: Given two WSNs deployed on a bridge structure; 
Output: Bridge rating; 
for each individual sensor node Si in a cluster do 
  capture 2N data of bridge vibration A = {a1,a2,… An}; 
perform FFT analysis on data A; 
identify first fundamental frequency of the structure 𝑓𝑖
1; 
identify peak amplitude ∅𝑖
1 of first fundamental frequency 
of the structure 𝑓𝑖
1;
request mobile agent to sink node; 
end 
4) The sensor node’s CommA then requests a mobile
agent to the sink node by sending RMA message. After
receiving mobile agent requests from all sensor nodes,
the sink node dispatches a mobile agent to ACC’s
network. The mobile agent task when arrives in first,
ith, and last node is described in Algorithm 2.
Algorithm 2 Data Processing in Mobile Agent 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
Input: bridge reference from finite element analysis 𝑓𝑛𝑒𝑤;
for each individual sensor node Si in a cluster do 
if current node  is first or ith  node then 
get 𝑓𝑖
1 and ∅𝑖
1 from node’s local memory;
 add 𝑓𝑖
1  and ∅𝑖
1  in mobile agent’s vector of 𝐹𝑖
1  and Ф𝑖
1; 
identify next hop sensor node address; 
  take mobile agent off; 
  else  current node  is last node  
get 𝑓𝑁
1 and ∅𝑁
1  in node’s local memory;
add 𝑓𝑁
1 and ∅𝑁
1   to mobile agent’s vector of 𝐹𝑖
1  and Ф𝑖
1; 
  calculate average frequency data ?̅?; 
  calculate bridge rating R; 
  send R and vector data of  Ф𝑖
1 to sink node; 
  make mobile agent sleep; 
     end  
end  
.5
4.2 In-network processing scheduling algorithm  
To prevent uncontrolled in-network processing that 
potentially depletes the energy of the ACC sensor node, the 
in-network processing control is proposed. The control 
function maintains the time ratio between when the ACC 
nodes are active and when they are inactive. The 
Decision Agent of WIM node is taken into account in 
making that decision. Here, the Decision Agent’s 
modes such as In-network processing, Sleep, 
Wake, and Warn are defined.
Mode 1 is In-network processing that refers to 
a mechanism of activating the ACC nodes from sleep to 
sense bridge vibration, perform FFT and peak picking, and 
transmit the results to the sink node using mobile agent. 
Mode 2 is Sleep during which a WIM can neither execute 
in-network processing nor send a request to its counterpart 
for executing in-network processing. For example, if WIM-
1 detects a heavy truck and WIM-2 is in sleep mode, 
WIM-2 can neither accept WIM-1’s request nor send a 
request message to WIM-1. Mode 3 is Wake that is required 
for the WIM to accept the request from its counterpart for 
in-network processing execution. In this mode, a WIM 
cannot request its counterpart to execute in-network 
processing even when it detects a heavy truck. Mode 4 is 
Warn in which if a WIM detects a heavy truck, it transmits 
an in-network processing request message to its counterpart. 
The states No truck, One truck, and Many 
trucks are also defined. No truck means in the current 
time slot the WIM detects no truck. One truck and Many 
trucks indicate that the WIM detects one and many trucks 
respectively in the current time slot. Ideally, in-network 
processing should be run when a single truck is passing over 
the bridge. 
4.2.1 Two-player game approach 
The interaction between both WIMs is modelled according 
to a two-player game approach with three actions: Sleep, 
Wake and Warn. The game is modelled as reward or 
punishment matrices, as given by 
𝑅𝑊𝐼𝑀
1 =  [
𝑟11
1 𝑟12
1 𝑟13
1
𝑟21
1 𝑟22
1 𝑟23
1
𝑟31
1 𝑟32
1 𝑟33
1
] , 𝑅𝑊𝐼𝑀
2 =  [
𝑟11
2 𝑟12
2 𝑟13
2
𝑟21
2 𝑟22
2 𝑟23
2
𝑟31
2 𝑟32
2 𝑟33
2
]      (4) 
where the superscripts 1 and 2 refer to WIM-1 and WIM-2, 
respectively and the subscripts 1, 2, and 3 refer to the action 
Sleep, Wake, and Warn, respectively. Each WIM will 
select an action according to their available actions. The 
joint action of both WIMs determines the rewards they 
receive according to their reward matrices. If WIM-1 selects 
action x and WIM-2 selects action y, then WIM-1 receives 
the reward 𝑟𝑥𝑦
1  and WIM-2 receives the reward 𝑟𝑦𝑥
2 . The
actions can be selected based on the policy of their actions, 
which are updated using a reinforcement learning algorithm. 
The expected rewards for WIM-1 and WIM-2 are calculated 
respectively by 
Χ𝑊𝐼𝑀
1 =  ∑ ∑ 𝑟𝑥𝑦
1 𝜋𝑥
1𝜋𝑦
2
𝑁
𝑦=1
𝑁
𝑥=1
 (5) 
Χ𝑊𝐼𝑀
2 =  ∑ ∑ 𝑟𝑦𝑥
2 𝜋𝑦
2𝜋𝑥
1
𝑁
𝑥=1
𝑁
𝑦=1
 (6) 
where 𝜋𝑥
1  is the probability of action x and 𝜋𝑦
2 is the
probability of action y selected by the first and second WIM 
respectively. In each time slot, the bridge is under one of 
nine states as illustrated in Table IV. 
Table IV 
List of Available State 
State WIM 1 WIM 2 Illustration 
1 No truck No truck 
2 No truck One truck 
3 No truck 
Many 
trucks 
4 One truck No truck 
5 One truck One truck 
6 One truck 
Many 
trucks 
7 Many trucks No truck 
8 Many trucks One truck 
9 Many trucks 
Many 
trucks 
The reward is defined as the energy consumption used 
by a WIM plus an additional bonus corresponding to the 
current state. The parameter bonus includes the detected 
truck type, identified by WIM’s Classifier Agent in 
current time slot, times average remaining energy of ACC 
nodes. For example, if the state is number 4 (see Table III) 
and WIM-1 selects the action Warn and WIM-2 selects the 
action Wake, then in-network processing will be executed 
in WIM-2’s area and the rewards are 𝑟32
1 = (∈′ −∈) + 𝜉?̅?
for WIM-1 and 𝑟23
2 = (∈′ −∈) − 𝑎 for WIM-2. ∈′ and ∈ are
the current energy level and the previous energy level of 
both WIMs, respectively, when performing an action. m is 
the truck type, which takes the value of 2, 3 or 4 indicating 
Type II, Type III, or Type IV respectively. 𝜉 ̅is the average 
remaining energy of ACC sensors (0 ≤ 𝜉 ̅ ≤ 100).
The reward matrices can be set according to developer 
preferences as long as the reward fits within particular state. 
Each state has its own reward matrices as shown in Table V 
that defines −∆∈𝑥𝑦 as the energy consumption when a WIM
performs action x and its counterpart performs action y. 
6Notation 𝑎 is a constant that makes sure the reward matrix 
has an inverse. 𝜉?̅? >  𝑎 is the bonus when in-network 
processing is executed in a counterpart’s area. 
Table V 
List of Reward Matrices 
State Reward Matrices 
1, 3, 7, 9 [
−∆∈11 −∆∈12 −∆∈13
−∆∈21 −∆∈22 −∆∈23 − 𝑎
−∆∈31 −∆∈32−  𝑎 −∆∈33
] 
2, 8 [
−∆∈11 −∆∈12 −∆∈13
−∆∈21 −∆∈22 −∆∈23+ 𝜉̅𝑚
−∆∈31 −∆∈32−  𝑎 −∆∈33
] 
4, 6 [
−∆∈11 −∆∈12 −∆∈13
−∆∈21 −∆∈22 −∆∈23−  𝑎
−∆∈31 −∆∈32+  𝜉̅𝑚 −∆∈33
] 
5 [
−∆∈11 −∆∈12 −∆∈13
−∆∈21 −∆∈22 −∆∈23+ 𝜉̅𝑚
−∆∈31 −∆∈32+ 𝜉̅𝑚 −∆∈33
] 
4.2.2 Reinforcement learning algorithm (RL) 
The objective of the WIM nodes is to find an optimal action 
probability distribution, also called policy π(s,a), that directs 
an action in a state. Policy π is described as a two 
dimensional matrix given by 
  𝜋(𝑠, 𝑎) =  [
𝜋(𝑠1, 𝑎1) 𝜋(𝑠1, 𝑎2) 𝜋(𝑠1, 𝑎3)
𝜋(𝑠2, 𝑎1) 𝜋(𝑠2, 𝑎2) 𝜋(𝑠2, 𝑎3)
… … …
𝜋(𝑠9, 𝑎1) 𝜋(𝑠9, 𝑎2) 𝜋(𝑠9, 𝑎3)
]  (7) 
Here, the utilization of the RL algorithm is described in 
detail. The Q-learning algorithm is employed in 
Decision Agent of WIM to find optimal policies or 
actions. The Decision Agent chooses an action in a 
current state according to its action probability distribution. 
It selects the action with the highest probability, evaluate 
the effect on Q-value, summarize the Q-value of the state, 
and approximate its counterpart’s policy. Thus, Decision 
Agent learns which the best action should be selected in 
the current state and time slot. 
The RL algorithm described in Algorithm 3 is employed 
in the WIM’s Decision Agent. Firstly, the Decision 
Agent selects one of the available actions based on the 
current probability distribution in the current state and time 
slot. Then, it checks its counterpart’s state. Secondly, it 
executes a selected action, receives a reward, and moves on 
to the next state. Finally, it updates its action probability 
distribution in the current state based on the obtained 
rewards and the counterpart’s probability distribution. 
In Algorithm 3, lines 3 to 21 represent a time slot. On 
line 1, learning rates ξ and δ and discount factor γ are 
initialized from 0 to 1. The WIM must select the action in 
the current time slot (line 4). It selects the action according 
to the probability distribution in the current state. If WIM 
selects the Warn action, it sends in-network processing 
request to its counterpart. The WIM then obtains a reward, 
moves on to the next state, and updates the Q-value (line 8). 
Algorithm 3 In-Network Processing Decision Algorithm 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
Input: ξ = 0.8, δ = 0.4,and γ = 0.9; 
Set the Q value function of each state to 0.0 and the action 
probabilities π to the expected value in each state; 
while Q has not converged do   
based on action probability in π(s, a),select an action; 
    if action = warn then 
the WIM request in-network processing in the 
counterpart’s area; 
end 
obtain reward r, observe next states’, then update  
Q(s, a) ← Q(s, a) (1 − ξ) + ξ(r + γ 𝑚𝑎𝑥𝑎Q(s’,a’));
    if my action = wake or warn then 
based on the current Q(s,a),estimate the probability 
distribution of the neighbour WIM; 
according to the estimation, update the WIM’s probability 
distribution π(s, a) for all  actions in the current time slot 
and state; 
    else 
calculate the average reward (s) ←  Q(s, a) π(s, a); 
for all my actions do 
π(s, a) ← δ(Q(s, a) - (s)) + π(s, a); 
 end 
    end 
π(s) ← Normalize probability distribution(π(s)); 
ξ ← (time slot / time slot +1) * ξ; 
    s ← s’; 
    time slot++; 
end 
If the Decision Agent selects Wake or Warn, it 
estimates the counterpart’s action probability distribution in 
the current time slot. According to the estimation, it updates 
its own probability distribution π(s, a) for each action in the 
current state. If it selects Sleep (lines 13 - 15), it updates 
its own probability distribution of actions π(s, a) for all 
actions based on the average reward that is calculated using 
Q-value times action probability (line 13). Then, the action
probability distribution is updated (line 14) using the current
action probability added by the gap between the Q-value
and the average reward. The probabilities are normalized to
obtain a valid distribution (total probability of actions is
equal to 1 and each value is in 0 to 1) (line 17). The learning
rate ξ is decreased for convergence.
To estimate the counterpart’s action distribution 
probability, the Decision Agent calculates the limit to 
one of the expected reward, showing the probability for 
infinite time and action as  
𝑄𝑊𝐼𝑀
1 (𝑠, 1) =  lim
𝜋1→ 1 
∑ ∑ 𝑟𝑥𝑦
1 𝜋𝑥
1𝜋𝑦
2
𝑁
𝑦=1
𝑁
𝑥=1
=  ∑ 𝑟1𝑦
1
𝑁
𝑦=1
𝜋𝑦
2   (8) 
𝑄𝑊𝐼𝑀
1 (𝑠, 2) =  lim
𝜋2→ 1 
∑ ∑ 𝑟𝑥𝑦
1 𝜋𝑥
1𝜋𝑦
2
𝑁
𝑦=1
𝑁
𝑥=1
=  ∑ 𝑟2𝑦
1
𝑁
𝑦=1
𝜋𝑦
2   (9) 
𝑄𝑊𝐼𝑀
1 (𝑠, 3) =  lim
𝜋3→ 1 
∑ ∑ 𝑟𝑥𝑦
1 𝜋𝑥
1𝜋𝑦
2
𝑁
𝑦=1
𝑁
𝑥=1
=  ∑ 𝑟3𝑦
1
𝑁
𝑦=1
𝜋𝑦
2  (10) 
Using Gaussian Elimination [35] the counterpart’s 
action probability distributions 𝜋1
2 to 𝜋3
2 from Eqs. (8) - (10)
can be estimated by WIM’s Decision Agent. Then, it 
increases the expected reward and updates the action 
probability using 
𝜋1
1(𝑘 + 1) =  𝜋1
1(𝑘) +  𝛼 (∑ 𝑟1𝑦
1
𝑁
𝑦=1
𝜋𝑦
2)
𝑘
(11)
.7
𝜋2
1(𝑘 + 1) =  𝜋2
1(𝑘) +  𝛼 (∑ 𝑟2𝑦
1
𝑁
𝑦=1
𝜋𝑦
2)
𝑘
 (12) 
𝜋3
1(𝑘 + 1) =  𝜋3
1(𝑘) +  𝛼 (∑ 𝑟3𝑦
1
𝑁
𝑦=1
𝜋𝑦
2)
𝑘
 (13) 
where k ≥ 0 is the current time slot and α > 0 is the gradient 
step with a small value, e.g. 0.0001.  
The probability distribution obtained from Eqs. (11) - 
(13) is probably not in the range of 0 to 1. Here, the
normalization of the values between 0 and 1 is done using
the Softmax function as given in Algorithm 4. Note that the
subscript x refers to the action x of WIM-1’s Decision
Agent, and it is substituted by y for WIM-2.
Algorithm 4 Normalizing probability distribution in WIM 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
Input: Given the vector of probability distribution π; 
Output: normalized probability distribution π’; 
set sum of probability σ = 0; 
create vector of Ƶ;  
for each probability distribution element πx do 
ƶx = 𝑒𝜋𝑥; 
σ = σ + ƶx; 
end for 
create vector of normalized probability distribution π’; 
for each element of Ƶ do 
π’x = ƶx/σ; 
end for 
4.2.3 Truck classifier 
A neural network to classify the type of trucks passing over 
the bridge is employed in WIM’s Classifier Agent. 
It classifies trucks into three categories: Type II, Type III, 
and Type IV as shown in Table VI. Trucks belong to those 
types are recommended by the Classifier Agent to 
request in-network processing in the counterpart’s area. 
Table VI 
Vehicle Classification
I II III IV 
The neural network consists of 4 inputs, 3 outputs, 2 
hidden layers with 20 neurons each, and a sigmoid 
activation function. Three outputs represent 001, 010, and 
100 for truck types II, III, and IV respectively. The features 
extraction is conducted in WIM’s Sensor Agent and the 
output data from it are sent to Classifier Agent as the 
input to the neural network, as can be seen in Fig. 3. 
V. The Case Study
Cisomang Underpass Bridge, Purbaleunyi Toll, West Java, 
Indonesia was used as the case study bridge. The dataset for 
in-network processing simulation in Section VI is taken 
from the vibration of this bridge.  
The bridge was built using concrete materials of 41.5 
MPa for girder boxes and 30 MPa for concrete plate. The 
bridge length and width are 30 m and 12.6 m, respectively. 
Fig. 3 WIM’s agents 
It comprises a concrete floor plate with thickness 0.36 m 
and a precast pre-stressed gilder. The bridge views and 
properties are given in Fig.4 and Table VII. 
Fig. 4 The Cisomang underpass bridge  
Table VII 
Cisomang Underpass Bridge Properties 
Element Material 
Properties 
Density 
(kg/m3) 
Modulus of 
Elasticity 
(MPa) 
Quality 
(MPa) 
Poisson’s 
Ratio 
Girder Box Concrete 2,400 30,277 41.5 0.2 
Concrete 
Plate 
Concrete 2,400 25,741 30 0.2 
Tendon Steel 7,850 200,000 1,860 
5.1 Finite element analysis of the bridge
FEA was conducted using CSiBridge 2017 application. The 
bridge load test includes static load and dynamic load tests. 
Static load is the bridge weight, including girder boxes and 
concrete plate, and pre-stressed load. The FEA model of the 
bridge is shown in Fig. 5.  
(a)  (b) 
Fig. 5 The FEA of Cisomang Underpass Bridge: (a) the bridge structure 
and (b) deflection combining bridge’s weight and pre-stressed load 
From the static analysis, the middle of the bridge is able 
to lift its weight with maximum deflection 14.85 mm. With 
additional pre-stressed force, the bridge deflection is 5.88 
mm. A dynamic analysis was conducted to measure the
dynamic response of the bridge when a heavy moving truck
is passing over. The vibration of the bridge is depicted in
Fig. 6. Here, the first fundamental frequency identified in
.8
FEA is 4.732 Hz. This value will be used as the ideal bridge 
fundamental frequency, 𝑓𝐹𝐸𝐴, or in other words it is use as 
the reference for the bridge’s excellent condition. 
Fig. 6 Vibration data of the bridge through FEA 
5.2 The bridge vibration dataset
To confirm the fundamental frequency measured from the 
FEA, the field measurement in the real bridge was 
conducted. Through this measurement, the vibration data 
for in-network processing and truck classification dataset 
were obtained. The vibration data when the bridge is passed 
over by moving heavy truck were captured using SunSPOT 
wireless sensor node as illustrated in Fig. 7. 
Fig. 7 Bridge vibration data collection using SunSPOT node 
(a) 
(b) 
(c) 
Fig. 8 The examples of Cisomang Underpass Bridge’s vibration captured 
by SunSPOT wireless sensor nodes when it was passed over by truck: (a) 
Type II, (b) Type III, and (c) Type IV 
The average fundamental frequency detected by our sensor 
node is about 4.39 Hz. Computation using Eq. (1) yields the 
bridge rating of level 8, indicating that the bridge is in a 
very good condition. Fig. 8 shows the examples of the 
bridge vibration and its fundamental frequency when it was 
passed over by three different truck types, and Fig. 9 shows 
the interface displaying the bridge’s rating and mode shape 
Fig. 9 Bridge rating monitoring graphical user interface  
5.3 The truck inter-arrival time on the bridge
In order to train the two-player game and reinforcement 
learning for the in-network processing control, the trucks 
inter-arrival time or headway data are required. The density 
of the truck headway on the Cisomang Underpass Bridge 
between 09.00am and 12.00pm follows the distribution as 
shown in Fig. 10. The truck headway collected form 
Cisomang Underpass Bridge was used to confirm that the 
algorithm for the headway generation for simulation also 
follows a similar distribution. 
Fig. 10 Truck headway distribution on Cisomang Underpass Bridge 
As can be seen in Fig. 10, the trucks inter-arrival time or 
headway follows exponential distribution. Hence, it can be 
used to model the vehicle arrival and the random process of 
a number of vehicles that arrive in a given time period 
following that distribution. Here, we model how many 
heavy trucks arrive in a given interval of time or what the 
time interval between the successive trucks is. The arrival of 
trucks at a section is illustrated in Fig. 11. The notations h1, 
h2, ..., etc. indicate the headways with some real values, 
while t1, t2, and t3 are time intervals. 
Fig. 11 The illustration of the truck arrival 
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Gathering headway data on real bridge is not easy task. 
Fortunately, trucks headway can be generated using 
Algorithm 5, which also follows an exponential distribution. 
Using this algorithm, the various numbers of trucks in an 
hour can be set to simulate different traffic scenario. Here, 
the algorithm was deployed on two WIMs to simulate the 
truck arrival detection following that distribution. 
Algorithm 5 Inter-arrival time or Headways Generation 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 
Set the number of vehicle per hours or  flow rate ύ; 
Calculate mean headway 𝜇 =  1/ύ; 
Set stopping criteria; 
Set initial headway = 0; 
while initial headway  stopping criteria do 
generate random value x; 
  generate headway, t = μ * (-log(x)); 
sleep(t * 1000); 
send warning message to Decision Agent of WIM 
initial headway = initial headway + t; 
end while 
VI. Simulation and Experimental Results
To overcome the difficulties of system testing in the real 
bridge, the development of simulation environment in 
computer was carried out. SunSPOT Solarium Emulator 
was used for simulation environment as illustrated in Fig.  
12. The description of the SunSPOT sensor nodes and
SunSPOT Solarium Emulator can be found in [36] and [37].
The Java codes implementing our proposed method were
deployed on each sensor node. These Java codes can be
installed on real SunSPOT sensor nodes directly. The
emulator role is also very important for code debugging and
application testing.
As can be seen in Fig. 12, two nodes acting as the WIM 
run Algorithm 5 as if they detect truck arrival on the bridge 
and execute the two-player game reinforcement learning 
while the nodes in each cluster execute in-network 
processing. It was assumed that the WIMs were installed on 
each span of the two-span bridge and each span has the 
same property as the Cisomang Underpass Bridge. Our 
simulation objectives were to prove that in-network 
processing algorithm run in each WSN cluster successfully 
and the two-player game and reinforcement learning works 
properly, in the sense that two WIMs are able to adjust their 
action probabilities and approximate their counterpart’s 
action probability distribution for each state in a time slot. 
The experiment in real SunSPOT sensor nodes was also 
conducted to study the processing time and the effect of 
energy when implementing our proposed work. 
6.1 In-network processing simulation 
In-network processing in different number of sensor nodes 
was tested, in which the signal strength and the remaining 
battery level weights were set to 0.4 and 0.6 respectively. 
Here, processing time such as FFT and peak picking, 
mobile agent migration plan, mobile agent migration, and 
the whole in-network processing that runs both in emulator 
(simulation) and real SunSPOT nodes (experiment) were 
measured. The ACC nodes in each cluster were tested, 
performing 100 Hz sampling frequency and capturing 512 
data. These processing time are shown in Fig. 13. 
Fig. 12 SunSPOT Solarium emulator 
In-network processing time refers to time duration 
required by a WSN to complete the process starting from 
registration, capturing vibration data by accelerometer 
sensor, until receiving pre-processing data by sink node. 
Mobile agent migration time refers to duration time required 
by mobile agent to travel hop by hop from the first node to 
the last node. As can be seen in Fig. 13, the average in-
network processing time using six SunSPOT nodes is 13 
seconds and mobile agent migration time is 9.4 seconds. 
Fig. 13 The average processing time 
6.2 Simulation of in-network processing scheduling 
The WIM node interactions using the two-player game and 
reinforcement learning were also simulated using the 
SunSPOT Solarium emulator. In this simulation, it has been 
proven whether each WIM is able to estimate the 
counterpart’s probability distribution of actions for each 
time slot and the WIM nodes considered that only a single 
heavy truck passing on the bridge as the best moment to 
request in-network processing. 
The most interesting states being analyzed were the 
pairs of states number 2 and number 4 or states number 4 
and number 2. These states are the ideal condition to 
execute in-network processing. Fig. 14a shows that the Q-
value of WIM-1 when performing action Wake in the state 
No truck vs. One truck (State 2) and the Q-value of 
WIM-2 when performing action Warn in the state One 
truck vs. No truck (State 4) are the highest Q-value 
out of their available actions. In this situation, WIM-1 
accepts WIM-2’s request to execute in-network processing 
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in the WIM-1 area. The optimal policies of both players are 
described in Fig. 14b. When a WIM chooses action Wake, 
it approximates its counterpart’s probability distribution and 
based on it a WIM updates its own probability distribution. 
The approximation will converge to the counterpart’s 
probability distribution. 
(a) 
(b) 
Fig. 14(a) WIM-1’s Q-value in State 2 and WIM-2’s Q-Value in State 4 
and (b) WIM-1 approximates WIM-2 
Let’s look at the state number 4 from the perspective of 
WIM-1 or the state number 2 from the perspective of WIM-
2. Here, WIM-1 detects One truck while WIM-2 detects
No truck. The Q-value of both WIMs is shown in Fig.
15a. The Q-value of WIM-1 when performing action Warn
in the state number 4 and the Q-value of WIM-2 when
performing action Wake in the state number 2 are the
highest Q-values for the available actions. It can be
concluded that WIM-2 accepts WIM-1’s request to execute
in-network processing in WIM-2’s WSN area. Fig. 15b
shows how they approximate counterpart’s probabilities.
The optimal policies for other states are displayed in 
Fig. 16. Here, we summarize the probability density of each 
action at the end of the learning time period. Although the 
occurrence of states 1, 3, 6, 7, 8, and 9 are rare, the WIMs 
are still able to approximate the current WIM probability 
distribution. For example, we see the state 6 in Fig. 16a and 
the state 8 in Fig. 16b. In this case, WIM-1 detects One 
truck and WIM-2 detects Many trucks. The optimal 
policy of WIM-1 is Warn and it approximates WIM-2’s 
optimal policy as Wake. At the same time, the optimal 
policy of WIM-2 is Wake and it approximates Warn for 
WIM-1. In this case, WIM-2 accepts WIM-1’s request to 
execute the in-network processing in WIM-2’s WSN area.  
(a) 
(b) 
Fig. 15 (a) WIM-1’s Q-value in State 4 and WIM-2’s Q-Value in State 2 
and (b) WIM-1 approximates WIM-2. 
(a) 
(b) 
Fig. 16 Probability distribution for all states in the Decision Agent of (a) 
WIM-1 and (b) WIM-2 
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As can be seen in Fig. 16, the in-network processing was 
executed in the state 8 in WIM-1’s perspective and the state 
6 in WIM-2’s perspective. If WIM chooses action Sleep, 
then it does not approximate its counterpart’s distribution 
probability, but only updates its own distribution. Thus, 
states 1, 3, 7, and 9 are expected to be in Sleep mode. 
Only in state 5 both WIMs cannot approximate their 
counterpart’s probability distribution correctly. It is called a 
conflict between two WIMs in which both WIMs select the 
same action. For example, both WIMs select action Wake 
and they expect their counterpart to select action Warn. In 
another situation both WIMs could select action Warn and 
expect their counterpart to select action Wake. Therefore, 
when both WIMs in state 5, it cannot be predicted as well as 
other states. However, in-network processing probably 
could be executed in this state if one of the WIMs selects 
action Warn and another selects action Wake. 
6.3 Simulation of truck classification 
This subsection describes the trucks classification. 
Training dataset obtained from Cisomang Underpass 
Bridge’s vibration was used to find the optimal neural 
network architecture. The variations of the neural network’s 
total hidden layer, neuron in each layer, and learning rate 
are examined to find the most optimal configuration. We 
found that the configuration with 4 inputs, 2 hidden layers, 
20 neurons for each hidden layer, 3 outputs, and learning 
rate 0.01 is the best as shown in Table VIII. 
The classifier was then tested to make sure that it was 
able to classify the truck type correctly. The Java code 
implementing the WIM’s Classifier Agent was 
deployed to the virtual SunSPOT sensor node of the 
Solarium Emulator. Here, the test dataset, which is outside 
the training dataset, was tested and the 82.6% of accuracy 
was achieved. 
Table VIII 
The Neural Network’s Configurations 
No 
Hidden 
Layer 
Total 
Neuron  
Learning Rate Accuracy MSE 
1 2 2 , 2 0.01 51.20% 0.0971 
2 2 5, 5 0.01 63.63% 0.0774 
3 2 10, 10 0.01 79.90% 0.0453 
4 2 15, 15 0.01 87.60% 0.0276 
5 2 20, 20 0.01 95.69% 0.0079 
6 2 35, 35 0.01 94,73% 0.012 
7 3 5, 5, 5 0.01 63.63% 0.0735 
8 3 10, 10, 10 0.01 82.29% 0.0358 
9 3 20, 20, 20 0.01 93.33% 0.0152 
10 2 20, 20 0.1 74.64% 0.0502 
11 2 20, 20 0.001 77.03% 0.0561 
6.4  Comparison with related works 
The first performance analysis is the energy consumption. 
Here, the energy consumption in an hour is examined using 
SunSPOT sensor nodes that have a built-in lithium battery 
720 mA-hours and the voltage 5 volt. Thus, the battery 
energy in an hour is 12,960 J. When the nodes are in mode 
awake, actively perform calculation and the radio 
communication is on, the average current draw is about 104 
mA. When the nodes are in mode sleep, no computation 
activity while the radio communication is still on, the 
current draw is 46 mA [38]. 
With the first approach [14], the energy consumption for 
sensing and transmitting acceleration data of bridge 
vibration with 100 Hz sampling frequency is the same as the 
node when it is in mode awake in t seconds. Thus, energy 
consumption per hour using this approach is  
𝐸 = 𝑣. 𝑖. 𝑡 = 5 volt x 104 mA x 3,600 second  1,872 J.  
Applying the second approach [5], FFT analysis and 
peak picking are always executed if a WIM detects a truck 
passing over the bridge without considering when sensing 
and data processing are at the best moment. Here we 
simulated the truck headway with flow rate 360 trucks per 
hours. The headway that was generated by Algorithm 5 
produced total truck occurrences of 42, 161, and 37 for n 
truck, one truck, and many trucks respectively, during the 
first hour. The WIM has to observe the state of the bridge 
every 15 seconds for each time slot. We found that 5.965 
seconds were spent by sensor nodes to perform sensing of 
512 data with 100 Hz sampling, FFT and peak picking, and 
transmit data to the sink node. Otherwise, they were in sleep 
mode. The energy consumption using this approach was E 
= ((161 + 37) x 5.965 s x 5 volt x 104 mA) + ((3,600 s – 
((161 + 37) x 5.965 s)) x 5 volt x 46 mA)  1,170.5 J. 
Using the third, which is our proposed approach, in-
network processing is executed when a WIM chooses the 
action Wake while the other chooses the action Warn. 
According to the truck arrivals simulation implemented to 
the second approach, the total state occurrences in an hour 
when a WIM selected action Wake and the other selected 
Warn was 55 times, or in-network processing was executed 
55 times. Otherwise, all ACC nodes were in Sleep mode. 
As described in Fig. 13, the average duration for in-network 
processing was 13 seconds, thus the total energy consumed 
in this situation was E = (55 x 13 s x 5 volt x 104 mA) + 
((3600 s – (55 x 13 s)) x 5 volt x 46 mA)  1,035.36 J. 
Comparing the three approaches, we can confirm that 
our proposed approach requires the lowest total energy 
consumption. Fig. 17 shows the energy level reduction at an 
ACC sensor node that performs in-network processing in an 
hour when using three different approaches. It can be seen 
that the propose method shows the best performance in 
saving battery energy when the traffic on the bridge is 360 
truck per hours. In this case, the time ratio when a node in 
wake and sleep mode is 1:4. The lower the truck flow rate, 
the more energy will be saved, as the optimal sensor node’s 
policy will choose the sleep mode more often. 
Fig.17 Energy consumption in an hour when running three approaches  
The second performance analysis is to examine the 
processing time using six SunSPOT sensor nodes. The 
processing time refers to the time required by the system to 
complete the bridge rating assessment, from sensing the 
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vibration data until the fundamental frequency is converted 
to the value of the bridge rating in the sink node. The 
processing time of the three approaches is shown in Fig. 18. 
Fig. 18 Method comparison in term of processing time 
As can be seen in Fig. 18, the first approach requires the 
longest time. In the first approach all sensor nodes 
simultaneously transmit the raw data of bridge vibrations to 
the sink node. FFT, peak picking, and bridge rating 
calculation are conducted in the sink node. The problem 
found with this approach lies in the base station node that is 
connected via a cable to the sink node. The base station 
node is the communication gateway where all messages and 
data packets from all sensor nodes are passed before 
entering the sink node. The drawback of this base station is 
the inability to handle the data reception from all sensor 
nodes simultaneously so that the queues of handling 
messages or data are carried out in the base station’s buffer. 
Therefore, it causes the time delay and scalability issues. In 
the experiment, this approach works with four nodes only. 
To overcome the problem of the first approach, the 
second approach was proposed. In this approach, data 
processing such as FFT processing and peak picking are 
conducted in each sensor node. However, the data reception 
that causes the delay in base station node is still not solved 
with this approach, as the base station node still has to 
handle simultaneous data reception from all sensor nodes. 
Our proposed approach attempts to minimize the time 
delay in base station by preventing each sensor node to send 
data simultaneously. Here the mobile agent is dispatched 
hop by hop from the first node to the last node and then it 
transmits a single data packet wrapping all sensor nodes 
data to the sink node. As can be seen in Fig. 18, this 
approach reduces the total processing time. 
VII. Conclusions
This paper describes multiagent system employment in 
WSNs for bridge condition assessment using the dynamic 
response in which a bridge’s fundamental frequency is 
measured. The main focus was the development of an 
autonomous system performing in-network processing. The 
issues such as large energy consumption to execute in-
network processing and time delay are taken into account 
by control mechanism in the process. The process should be 
conducted only if a heavy vehicle passes over the bridge.  
When making a decision about when the wireless sensor 
network should perform in-network processing, there is a 
trade-off between keeping the WSN resources alive as long 
as possible, by optimizing the sleeping time, and capturing 
significant events, by optimizing the waking time. Two-
player game and reinforcement learning have been proposed 
to calculate the optimal policy and adjust the best action 
probability distribution in a state over a certain time period. 
This process is conducted by agents deployed on two WIMs 
and includes a WIM sending warning message to its counter 
part for in-network processing execution, approximating the 
counterpart’s probability distribution and updating its own 
probability distribution. The ideal states expected or 
recommended for in-network processing are the state when 
WIMs are under the states number 2 and number 4 or under 
states number 4 and number 2. Simulation results show the 
effectiveness of the proposed method in which both WIMs 
can approximate their counterpart’s probability distribution 
and update their probability distribution properly. 
Based on simulation and experimental results, the 
strategy proposed in this paper shows the best results in 
terms of energy consumption and processing time, 
compared to previous similar works. This confirms the 
efficiency of the proposed method. In addition, the proposed 
system has implemented the system autonomy.  
To overcome the difficulties when testing the system on 
a real bridge, the development of laboratory-based test-bed 
bridge is necessary. Using a test-bed bridge the simulation 
of several damage scenarios and intelligent sensing 
algorithms can be conducted in a more flexible way.  
While this paper focuses on the bridge rating as the main 
parameter to determine, the determination of other 
important parameters such as the bridge capacity, which has 
not been considered, the use of additional sensors such as 
piezoelectric sensors, will be the subject of the future work. 
More testing and measurement in real bridge environment 
allowing various vehicles and traffic scenarios will also be 
done to further validate the results. 
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