Singular perturbation problems, also known as sti , are not easily treated analytically or numerically, as the partition of the system on slow and fast subsystems in the vicinity of the singular point(s) is required. The most common analytical technique to study such problems is the method of matched asymptotic expansions which involves nding outer and inner solutions of the system and their matching. While this method is widely used in many areas, there is no general implementation of it in computer algebra. This paper discusses a computer algebra implementation (in Maple of the formal algorithm proposed by Nipp 9 for solving singularly perturbed initial value problems. A precise choice of scalings for an appropriate sequence of approximating systems is motivated by introducing a correspondence between a system of ordinary di erential equations containing a small parameter and a convex polyhedron.
Introduction
There is a vast literature on singular perturbation methods both from the point of view of applications in di erent areas as well as the results concerning theoretical foundations (see for example 6; 10 ). At the same time, the literature on a systematic approach for solving a wider class of singular value problems is still scarce while many researchers are interested in treating such problems by constructive algorithms and methods. Thus, the modern Computer Algebra Systems (CAS) need capabilities for the analysis of such problems.
One of the rst attempts towards a general approach in this area has been made by Lagerstrom 7 . Later, Nipp 9 developed an approach for solving a quite general type of singularly perturbed initial value problems. Nipp's algorithm combined both constructive and rigorous aspects including error estimates. For a class of singularly perturbed initial value problems wherein the right-hand side are polynomials with respect to all variables, a correspondence between a system of ordinary di erential equations containing a small parameter and a convex polyhedron (a polyhedron algorithm) has been established. As singular perturbation techniques are applied to problems from di erent areas of science and engineering, The idea of implementing perturbation methods for solving ordinary and partial di erential equations in Computer Algebra is very attractive 4; 5; 10; 11 . In addition, there are numerous computer algebra im-plementations of perturbation techniques applied to particular problems in di erent areas of science and engineering. Despite the fact, that Nipp's paper provided a well de ned algorithm for tackling a wide class of singular perturbation problems 20 years ago, analysis of these problems is still largely done on paper rather than in CAS.
In this paper we consider mathematical and software developments needed for the e ective analysis of singular perturbation initial value problems. Computer algebra implementation of the polyhedron algorithm is discussed together with the major di culties arising with an automation of the singular perturbation solution procedure in modern CAS.
Basic Steps in Singular Perturbation Analysis
Denote initial value problems (IVP) by P(y(x); ) = 0, where small parameter 1 represents nearly negligible physical in uences. A regular perturbation problem P (y ) = 0 depends on its small parameter in such a way that its approximate solution y (x) converges uniformly as ! 0 with respect to independent variable x in the relevant domain to the solution y(x) of the limiting problem P 0 (y 0 ) = 0. A singular perturbation is said to occur whenever the regular perturbation limit y (x) ! y 0 (x) fails. Such a breakdown usually occurs in narrow intervals of space or short intervals of time.
Example
To illustrate the singular perturbation solution procedure, let us consider a simple rst-order linear initial value problem 10 
_
x + x = 1; x(0) = x 0 ; 0 < 1:
We note here that the presence of a small parameter before the highest derivative(s) in the di erential equation commonly signals the possibility of a singular perturbation problem. Eq. (1) is immediately integrated x(t) = 1 + (x(0) ? 1)exp t= ]. Provided x(0) 6 = 1, x(t; ) has a discontinuous limit as ! 0:
x(t; ) ! x(0) for t = 0, 1; for t > 0.
The interval of nonuniform convergence is called an initial (or boundary) layer. The most common technique to deal with singular perturbation problems, the method of matched asymptotics expansion is based on solving the problem in the inner region and outer region (t > 0) and then matching solutions on the edge using intermediate variable procedure. To deal with the singularity, new scalings of an independent variable(s) together with scalings of dependent variable are generally used in inner and outer regions (to the left and right of singularity). Introduction of new scalings in a boundary layer is not a straightforward task and intuitive trial-and-error approach rather than a constructive algorithm is more common. Quite often, authors of textbooks and scienti c papers simply say \ let us try these scalings" not bothering to mention how long it took them to nd the right form for new variables. In a \toy" example (1), the stretched time in the inner region is easily determined: = t= (see 10 for motivation). For slightly more complex problems nding the appropriate scalings (and hence the sequence of approximating systems) based simply on intuitive motivation is a di cult task. Description of the computer implementation of the formal algorithm for determining suitable shift scaling transformations 9 is the main aim of this paper. The next important step in the singular perturbation solution procedure is to nd whether the inner and outer solutions give the same result (i.e. match) in the transition region. In our example, the value of the functionx as one comes out of the boundary layer ( ! 1) is equal to the value of X as one goes into the boundary layer (t ! 0): lim !1x ( ; ) = lim t!0 X(t; ).
The importance of matching cannot be overemphasised. Numerous assumptions usually go into the derivation of inner and outer expansions, and matching is one of the essential steps that supports these assumptions. If solutions do not match, it is necessary either to insert new scalings, or if this it not possible, to go back and determine where an incorrect assumption was made. The matching (commonly done using intermediate variables technique) is a subtle procedure 6; 7 and therefore is not easy to automate. The author is now working on developing Maple tools to ease the application of the intermediate variables procedure and construction of the composite expansion. In this paper, however, we will concentrate on the algorithm for nding the appropriate scalings in the vicinity of singularity. 
Computer implementation
A set of Maple procedures implementing the method of matched asymptotic expansion wherein the scalings are sought using polyhedron algorithm is developed by the author. Computationally, the procedure for nding the appropriate scalings reduces to the Linear Programming problem of nding polyhedron vertices which are adjacent to zero (see for example ( 1;2 ). We chose an algorithm which is based on Simplex method 8 . The Simplex method is designed for a classical Linear Programming problem wherein all variables are nonnegative. Therefore, the rst step in our approach is to transfer the system of inequalities (7) Once all the adjacent vertices are found, the precise set of scalings has to be chosen. As the main idea for doing re-scaling near singularity is to retain a maximum number of terms, while having the best possible matching, the slowest time-scale is to be chosen. The scalings should also satisfy conditions (10) which involve asymptotic exponents. Therefore, asymptotic expansions of solutions are sought using either standard Maple procedures series, asympt or a general procedure gdev to perform asymptotic expansions 12 ). Although gdev is much more powerful than built-in Maple capabilities, non-trivial changes of variables are sometimes needed together with a trial-and-error approach to obtain the result in an explicit form. Therefore, it does not seem possible to completely automate the procedure of nding asymptotic exponents.
Quite often, however, more than one set of scalings satis es the necessary conditions (10) . In this case user should make the correct choice using either intuitive or physical motivation, or alternatively trial-and-error approach. In other cases, none of the vertices can satisfy the required conditions and a search for a hidden vertex should be done (details and examples are in 9 ). To summarise, computer algebra approach to nding appropriate scalings in singular perturbation analysis involves solving linear programming problems, performing asymptotics, and allocating singularities. In many cases, the polyhedron algorithm either yields a precise answer or substantially narrows the search domain. In other cases, a search for hidden vertices of polyhedron is needed. Computer automation of the procedure of nding the right scalings looks plausible as human interaction will be needed. Therefore, a set of tools rather than an automated package will be developed to ease the task of performing the singular perturbation analysis.
To demonstrate the polyhedron algorithm in action let us consider two simple examples. Here we only concentrate on nding the appropriate scalings rather than on a complete analysis. 
where the unknown constant C1 is to be determined from initial condition.
Outer region. Outer equations are found by setting = 0 in Eq. (12) 
As the formula for 
The rst vertex p satis es condition (10) 
and can be solved directly in Maple. However, to perform a further asymptotic analysis it would be helpful to obtain an answer in a slightly di erent form. The following substitution x 3 0] = _ w(z)(t 3 )=w(z); z = t 3 results in Airy equation w 00 + zw(z) = 0 which is also directly solved by Maple yielding result in Bessel functions. Matching of transitional solution with an outer solution on one side, and with an inner solution on the other, provides unknown constants. These procedures are not fully implemented in Maple, and still require some reasoning from the user. @ @t y(t) ? " (?y(t) ? x(t) y(t) + f z(t)) = 0; @ @t z(t) ? p (x(t) ? z(t)) = 0] Function epstrans applies the scaling transformation x(t) = " a x 1 (t 1 ); y(t) = " b y 1 (t 1 ); z(t) = " c z 1 (t 1 ); t = " d t 1 Analytical study of singular perturbation problems involves several macrosteps. These steps include: identifying singularities, nding appropriate scalings in the vicinity of singularity, solving the resulting perturbation equations, matching with the preceding approximations (or with initial conditions for the rst approximation), and starting all over again until the approximation of solution on an interval of interest is found. Some of these steps have constructive algorithms, others perform qualitative analysis which is still missing from Computer Algebra Systems. Therefore, automation of a solution procedure of the singular perturbation problems is a very challenging task. This paper considered the present state of the author's work on computer implementation of an algorithm for nding the appropriate new scalings of the system in the vicinity of a singularity. The paper demonstrates the progress as well as di culties for the computer implementation of singular perturbation analysis.
