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INVARIANT SURFACE AREA FUNCTIONALS AND SINGULAR
YAMABE PROBLEM IN 3-DIMENSIONAL CR GEOMETRY
JIH-HSIN CHENG, PAUL YANG, AND YONGBING ZHANG
Abstract. We express two CR invariant surface area elements in terms of
quantities in pseudohermitian geometry. We deduce the Euler-Lagrange equa-
tions of the associated energy functionals. Many solutions are given and dis-
cussed. In relation to the singular CR Yamabe problem, we show that one of
the energy functionals appears as the coefficient (up to a constant multiple) of
the log term in the associated volume renormalization.
1. Introduction and statement of the results
Motivated by the recent study ([8]) of the singular Yamabe problem and the
associated volume renormalization, we look into the analogous situation in CR
geometry. For a CR analogue of the Willmore energy in the surface case, one of
us found two CR invariant surface area elements dA1, dA2 in 1995 (see [1]). Since
there is a well developed local invariants for surfaces in the Heisenberg (see, for
instance, [3], [4] and [2]), we can easily express dA1, dA2 in terms of quantities in
pseudohermitian geometry. This is done in Section 2.
To be more precise, let us review some basic notions for a nonsingular surface
Σ in a pseudohermitian 3-manifold (M,J, θ). We refer the reader to [3] for more
details. On (M,J, θ), there is a canonical connection ∇, called Tanaka-Webster
connection or pseudohermitian connection. Associated to this connection, we have
torsion A11, (Tanaka-)Webster curvature W. Associated to the contact form θ, we
have so called Reeb vector field T. Associated to Σ, we have a special frame e1, e2 :=
Je1 such that e1 ∈ TΣ ∩ ker θ and has unit length with respect to the Levi metric
1
2dθ(·, J ·). We denote the coframe dual to e1, e2 and T as e1, e2 and θ. A deviation
function α on Σ is defined so that T +αe2 ∈ TΣ. We defined mean curvature H of
Σ in this geometry, called p-mean curvature or horizontal mean curvature, so that
∇e1e1 = He2.
In Theorem 1 of Section 2, we obtain
dA1 = |e1(α) + 1
2
α2 − ImA11 + 1
4
W +
1
6
H2|3/2θ ∧ e1,
dA2 = {(T + αe2)(α)
+
2
3
[e1(α) +
1
2
α2 − ImA11 + 1
4
W ]H +
2
27
H3
+ Im[
1
6
W ,1 +
2i
3
(A11),1]− α(ReA11¯)}θ ∧ e1.
Key words and phrases. CR invariant surface area functional, pseudohermitian geometry,
pseudohermitian torsion, Tanaka-Webster curvature, singular CR Yamabe problem, volume
renormalization.
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(see (2.25)). We then have two energy functionals defined by
E1(Σ) :=
∫
Σ
dA1 and E2(Σ) :=
∫
Σ
dA2.
The Euler-Lagrange equation for E1 was derived in [1] in terms of quantities in
Cartan’s theory of 3-dimensional CR geometry. In Section 3 we express relevant
quantities in terms of pseudohermitian geometry. In Theorem 2 of Section 3, the
Euler-Lagrange equation for E1 reads
0 =
1
2
e1(|Hcr|1/2f)+3
2
|Hcr|1/2αf
+
1
2
sign(Hcr)|Hcr|1/2{9h00 + 6h11h10 + 2
3
h311}
where Hcr, f and 9h00+6h11h10+
2
3h
3
11 are expressed in terms of pseudohermitian
geometry in (3.2), (3.11) and (3.12), resp. for the situation of free torsion and
constant Webster curvature. In Subsection 3.3 we provide an alternative approach
to deduce the first variation of E1. See (3.47) for the explicit formula. In Theorem
8 of Subsection 3.2, we state the Euler-Lagrange equation for E2 in the case of free
torsion and constant Webster curvature. The Euler-Lagrange equation reads
0 = He1e1(H) + 3e1V (H) + e1(H)
2 +
1
3
H4
+3e1(α)
2 + 12α2e1(α) + 12α
4
−αHe1(H) + 2H2e1(α) + 5α2H2
+
3
2
W (e1(α) +
2
3
H2 + 5α2 +
1
2
W ),
(see (3.40)).
In Section 4 we provide many examples of critical points of E1 and E2. Among
others, we mention a couple of classes of closed surfaces. In H1, shifted Heisenberg
spheres defined by (r2 +
√
3
2 ρ
2
0)
2 + 4t2 = ρ40 (ρ0 > 0) satisfy the equation
Hcr := e1(α) +
1
2
α2 +
1
6
H2 = 0.
So they are minimizers for E1 with zero energy. See Example 2 in Subsection 4.1.
Conjecture 1 The shifted Heisenberg spheres are the only closed minimizers for E1
(with zero energy) in H1.
On the other hand, usual distance spheres (or Heisenberg spheres) defined by
r4 + 4t2 = ρ40 (ρ0 > 0) are critical points of higher energy level for E1. See the
remark in the end of Example 3 of Subsection 4.1. Another interesting example is
the Clifford torus in S3. It is a critical point of E1 with positive energy.
Conjecture 2 The Clifford torus is the unique minimizer among all surfaces of torus
type for E1 up to CR automorphisms of S
3.
Critical points of E2 include vertical planes in H1, the surface defined by t =√
3
2 r
2 inH1 and surfaces foliated by a linear combination of e˚1 and e˚2 (˚e1 := ∂x+y∂t,
e˚2 := ∂y − x∂t). We show that E2 is unbounded from below and above in general.
See the remark in the end of Example 3 of Subsection 4.2.
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In Section 5 we study the expansion of a formal solution to the singular CR
Yamabe problem. Let (M,J, θ) be a 3-dimensional pseudohermitian manifold with
boundary Σ = ∂M . Consider the conformal change of θ : θ˜ = u−2θ. The singular
CR Yamabe problem is to find u such that
W˜ = −4 on M,(1.1)
u = 0 on Σ, u > 0 in the interior of M
where W˜ is the Webster curvature of (J, θ˜). Consider a formal solution to (1.1) of
the following form
u(x, ρ) = c(x)ρ+ v(x)ρ2 + w(x)ρ3 + z(x)ρ4 + l(x)ρ5 log ρ+ h(x)ρ5 +O(ρ6)
where x is a regular (or nonsingular) point of Σ and ρ is a suitably chosen defining
function for Σ. We can determine c(x) ≡ 1 easily. In Section 5 we give explicit
expressions (5.10), (5.14) and (5.23) for v(x), w(x) and z(x), resp.. The coefficient
l(x) of the first log term is related to E2 and discussed in Section 6 about the volume
renormalization.
In Section 6 we consider the volume renormalization for a formal solution to
(1.1) as follows:
V ol({ρ > ǫ}) = c0ǫ−3 + c1ǫ−2 + c2ǫ−1 + L log 1
ǫ
+ V0 + o(1)
(see (6.6)). We deduce explicit formulas for the coefficients c0, c1, c2 and L. See
(6.7). We show that
L(Σ) = 2E2(Σ)
for Σ being a closed, nonsingular surface (see (6.16)). Finally we prove that
l(x) =
1
5
E2
(see (6.18)). This is the CR analogue of the result for the singular Yamabe problem
([7],[8]). In particular, E2 6= 0 is also an obstruction to the smoothness of solutions
to the singular CR Yamabe problem.
Acknowledgements. J.-H. Cheng would like to thank the Ministry of Science
and Technology of Taiwan, R.O.C. for the support of the project: MOST 106-
2115-M-001-013- and the National Center for Theoretical Sciences for the constant
support. P. Yang would like to thank the NSF of the U.S. for the support of
the grant: DMS 1509505. Y. Zhang would like to thank Proessor Alice Chang
for her invitation and the Department of Mathematics of Princeton University
for its hospitality. He is supported by CSC scholarship 201606345025 and the
Fundamental Research Funds for the Central Universities. P. Yang thanks Sean
Curry for posing this question.
2. Two CR invariant surface area elements
In [1], the first author constructed two CR invariant area elements on a non-
singular (noncharacteristic) surface Σ in a strictly pseudoconvex CR 3-manifold
(M, ξ, J). Here ξ denotes a contact bundle and J : ξ → ξ is an endomorphism such
that J2 = −Id. We recall ([3]) that a point p ∈ Σ is called singular if its tangent
plane TpΣ coincides with the contact plane ξp at p. We call a surface nonsingular if
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it contains no singular points. When given a contact form θ on a CR manifold, we
can talk about pseudohermitian geometry (see [10] or [9]). In this section, we are
going to express those two CR invariant area elements in terms of pseudohermitian
geometric quantities.
First we recall in [3] that a moving frame associated to Σ is chosen. Take e1 ∈
TΣ∩ ξ of unit length with respect to the Levi metric. Let e2 := Je1. Let T denote
the Reeb vector field uniquely determined by the condition: θ(T ) = 1, T y dθ = 0.
Let (e1, e2, θ) be the coframe dual to (e1, e2, T ). It follows that
dθ = 2e1 ∧ e2(2.1)
= iθ1 ∧ θ1¯
where θ1 := e1 + ie2. So (θ, θ1, θ1¯;φ = 0) is an admissible CR coframe satisfying
the following Levi equation
(2.2) dθ = iθ1 ∧ θ1¯ + θ ∧ φ
(see [6] or [10]). To apply the theory in [1], we need to choose an admissible CR
coframe (θ, θ˜
1
, θ˜
1¯
; φ˜) such that θ˜
1
= ω1 + iω2 for ω1, ω2 real has the property that
(2.3) ω2 = 0 on Σ.
Write
(2.4) θ˜
1
= θ1u11 + θv
1
for some complex valued functions u11, v
1 := v1r + iv
1
c where v
1
r and v
1
c denote real
and imaginary parts of v1, resp.. Take u11 = 1. Comparing the imaginary part of
both sides in (2.4), we obtain
(2.5) ω2 = e2 + θv1c
Recall that the function α on Σ is defined so that T + αe2 ∈ TΣ. So we compute
0 = ω2(T + αe2) (by (2.3))
= v1c + α (by (2.5)).
So we should take
v1c = −α.
Now the real version of (2.4) reads
ω1 = e1 + v1rθ(2.6)
ω2 = e2 − αθ
We may then take v1r = 0 for simplicity. To make (θ, θ˜
1
, θ˜
1¯
; φ˜) satisfy the Levi
equation (2.2), we need to take
φ˜ = −2v1re2 − 2αe1(2.7)
= −2αe1
since v1r = 0. (2.6) and (2.7) give a coframe transformation. We can then relate
associated connection forms according to a transformation formula
(2.8) Π˜ = dh · h−1 + h Π h−1
INVARIANT AREA FUNCTIONALS 5
(see (1.3) in Part II of [1] or [6]) where
Π =

 π00 θ
1 2θ
−iφ1¯ φ11 + π00 2iθ1¯
− 14ψ 12φ1 −π00


with π00 = (−1/3)(φ11 + φ) and
h =

 t 0 0t1 t11 0
τ τ1 t¯−1


subject to condition (1.4) in Part II of [1]. The entries of h are related to the change
of admissible unitary coframes by (1.6) in Part II of [1]. For (1.5) in Part II of [1]
in our situation, we have
u ≡ 1, u11 ≡ 1 and v1 = −iα.
From (1.6) and (1.4) in part II of [1], we get t3 = 1. So t is a constant 1 or e
2πi
3 or
e
4πi
3 . We may take t ≡ 1. It follows that
t11 = t = 1,(2.9)
t1 = −α, τ1 = iα
2
, τ c = −α
2
4
where τ c is the imaginary part of τ. In general, we will denote the real and imaginary
parts of a complex-valued one-form (or function) η by ηr and ηc, respectively. We
now look at the (1, 1) entry of the matrix transformation formula (2.8). Comparing
the corresponding imaginary parts of both sides, we obtain
(2.10) − 1
3
φ˜
1
1c = −
1
3
φ11c + αe
2 − 1
2
α2θ.
Here we have used (2.9) several times. Recall (see [10] or page 227 in [5]) that
(2.11) φ11 = ω
1
1 +
i
4
Wθ
where ω11 and W are pseudohermitian connection form and Tanaka-Webster scalar
curvature, resp.. Write ω11 = iω where ω is a real one-form since ω
1
1 is purely
imaginary. So from (2.11) we have
φ11c = ω +
1
4
Wθ(2.12)
= ω(e1)e
1 + ω(e2)e
2 + (ω(T ) +
1
4
W )θ
= He1 + (ω(αe2 + T ) +
1
4
W )θ
on Σ, where we have used
(2.13) ω(e1) = H,
the p(or horizontal)-mean curvature (see page 136 in [3]) and
(2.14) e2 = αθ
on Σ due to (2.3) and (2.6). Substituting (2.12) into (2.10) and using (2.14), we
obtain
φ˜
1
1c = He
1 + {ω(T + αe2) + 1
4
W − 3
2
α2}θ
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on Σ. So the coefficients h11 and h10 of CR second fundamental form (see (1.9.1)
in [1]) for φ˜
1
1c read
h11 = H(2.15)
h10 = ω(T + αe2) +
1
4
W − 3
2
α2
= e1(α) +
1
2
α2 − ImA11 + 1
4
W.
For the last equality in (2.15), we have used an integrability condition obtained
from e1, T + αe2 ∈ TΣ :
(2.16) ω(T + αe2) = e1(α) + 2α
2 − ImA11
As a by-product of looking at (1, 1) entry of (2.8), we also obtain
(2.17) τ r (the real part of τ ) = 0
through comparing the corresponding real parts of both sides. In fact, (2.17) is
determined by the condition (1.2) in Part II of [1]), which, in our situation, reads
φ11r =
1
2
φ = 0,(2.18)
φ˜
1
1r =
1
2
φ˜ = −αe1
by (2.7). We then look at the (2, 1) entry of (2.8). Comparing the corresponding
real parts of both sides gives
(2.19) φ˜
1
c = dα+
1
2
α2e1 + φ1c .
Recall (see page 227 in [5]) that we have
(2.20) φ1 = A11¯θ
1¯ +
i
4
Wθ1 + E1θ
where A11¯ is the pseudohermitian torsion and
E1 =
1
6
W ,1 +
2i
3
(A11),1.
It follows from (2.20) that
φ1c = [(ImA
1
1¯) +
1
4
W ]e1 − (ReA11¯)e2(2.21)
+ Im[
1
6
W ,1 +
2i
3
(A11),1]θ.
So the coefficients h00 of CR second fundamental form (see (1.9.2) in [1]) for φ˜
1
c
reads
h00 = (T + αe2)(α)(2.22)
+ Im[
1
6
W ,1 +
2i
3
(A11),1]− α(ReA11¯)
on Σ by substituting (2.21) into (2.19). Here we have used (2.14) and
(2.23) e1 = ω1
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due to (2.6) and v1r = 0. Let
dA1 : = |h10 + 1
6
h211|3/2θ ∧ ω1,(2.24)
dA2 : = (h00 +
2
3
h10h11 +
2
27
h311)θ ∧ ω1
be those two CR invariant 2-forms in (1.13) of Part II in [1]. By (2.15) and (2.22)
we can express dA1 and dA2 in terms of quantities in pseudohermitian geometry.
Theorem 1. For a nonsingular surface Σ in a pseudohermitian 3-manifold M with
contact form θ, we have
dA1 = |e1(α) + 1
2
α2 − ImA11 + 1
4
W +
1
6
H2|3/2θ ∧ e1,(2.25)
dA2 = {(T + αe2)(α)
+
2
3
[e1(α) +
1
2
α2 − ImA11 + 1
4
W ]H +
2
27
H3
+ Im[
1
6
W ,1 +
2i
3
(A11),1]− α(ReA11¯)}θ ∧ e1.
In particular, for M being the Heisenberg group H1 of dimension 3 or the stan-
dard pseudohermitian 3-sphere S3 (with W ≡ 2), we have
dA1 = |e1(α) + 1
2
α2 +
1
4
W +
1
6
H2|3/2θ ∧ e1,(2.26)
dA2 = {(T + αe2)(α)
+
2
3
[e1(α) +
1
2
α2 +
1
4
W ]H +
2
27
H3}θ ∧ e1
where W vanishes for H1 and equals constant 2 for S3.
We then have two energy (or area) functionals defined by
(2.27) E1(Σ) :=
∫
Σ
dA1 and E2(Σ) :=
∫
Σ
dA2.
Note that the integral can only be taken over nonsingular region of Σ. So we assume
Σ has measure 0 singular set. The 2-forms in (2.25) or (2.26) are CR invariant, i.e.
invariant under the contact form change. We write down the transformation laws
of e1, e2, T, and α, H under the change of contact form, θ˜ = λ
2θ, λ > 0 :
e˜1 = λ
−1e1,
e˜2 = λ
−1e2,
T˜ = λ−2T + λ−3(e2(λ)e1 − e1(λ)e2),
α˜ = λ−1α+ λ−2e1(λ),
H˜ = λ−1H − 3λ−2e2(λ),
ImA˜11 = λ
−2ImA11 +
1
2
[λ−4e2(λ)2 − λ−4e1(λ)2 + λ−1(λ−1)22 − λ−1(λ−1)11],
W˜ = 2λ−1[(λ−1)11 + (λ−1)22]− 4[λ−4e2(λ)2 + λ−4e1(λ)2] + λ−2W.
for the reader’s reference. The conformal invariance of dA1 can be verified directly
by using the transformation laws.
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3. Euler-Lagrange equations for E1 and E2
3.1. Euler-Lagrange equation for E1. Let us make a brief review about the
Euler-Lagrange equation for E1 (see (2.24), (2.27)), deduced in Section 2 of Part II
in [1], by the Cartan-Chern approach of using pure differential forms. Let
(3.1) Hcr := h10 +
1
6
h211
(note that the notation H has been reserved for the p-(or horizontal) mean cur-
vature). Recall ((2.27), (2.24) and (2.26)) that in the torsion free case, the first
energy functional reads
E1(Σ) : =
∫
Σ
|Hcr|3/2θ ∧ e1
=
∫
Σ
|e1(α) + 1
2
α2 +
1
4
W +
1
6
H2|3/2θ ∧ e1
where
(3.2) Hcr = e1(α) +
1
2
α2 +
1
4
W +
1
6
H2
On a nonsingular surface Σ, we define h111, h110, and h100 by the following equa-
tions:
dh11 + 3φ˜
1
r − h11φ˜
1
1r = h111ω
1 + h110θ,(3.3)
dh10 − h11φ˜1r − h10φ˜ = h101ω1 + h100θ
(cf. (2.8.1), (2.8.2) in Section 2 of Part II in [1]) with h110 = h101, where φ˜
1
r , φ˜
1
1r,
and φ˜ are as in the previous section. Assume Hcr 6= 0 (a solution surface for the
Euler-Lagrange equation of E1 with nonzero energy). Let
f : = |Hcr|−1{h10h111 + 1
3
h211h111(3.4)
+h11h110 +
3
2
h100}.
From (2.16) in Section 2 of Part II in [1], the Euler-Lagrange equation for E1 reads
0 = −1
2
e1(|Hcr|1/2f)−3
2
|Hcr|1/2αf(3.5)
−1
2
sign(Hcr)|Hcr|1/2{9h00 + 6h11h10 + 2
3
h311}.
Here we have used φ˜(e1) = −2α since φ˜ = −2αe1 by the second formula of (2.18).
We can express all the quantities involved in (3.5) in terms of pseudohermitian
geometry. First to find out the expression of φ˜
1
r, we compare the imaginary part of
(2, 1) entry in both sides of (2.8) to get
(3.6) φ˜
1
r = φ
1
r +
3
2
α2e2 − αφ11c −
1
2
α3θ.
From (2.20) we have
(3.7) φ1r = (ReA
1
1¯)e
1 + (ImA11¯ −
1
4
W )e2 + E1rθ
where
E1r = Re[
1
6
W ,1 +
2i
3
(A11),1].
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Substituting (3.7) and (2.12) into (3.6), we obtain
φ˜
1
r = (ReA
1
1¯ − αH)e1 + (ImA11¯ −
1
4
W +
3
2
α2)e2(3.8)
+[E1r − α(ω(T + αe2) +
1
4
W )− 1
2
α3]θ.
For the torsion free (A11¯ = 0) case, we can reduce (3.8) to
φ˜
1
r(3.9)
= −αHe1 + {−1
2
αW + α3 +
1
6
ReW ,1 − αω(T + αe2)}θ
= −αHe1 + {−1
2
αW − α3 + 1
6
ReW ,1 − αe1(α)}θ
on Σ where we have used (2.14). In the last equality of (3.9), we have used (2.16)
with free torsion: ω(T + αe2) = e1(α) + 2α
2. Substituting (2.15), (2.18) and (3.9)
into (3.3), we obtain h111, h110 (= h101) and h100 in the torsion free case as follows:
h111 = e1(H)− 2αH,(3.10)
h110 = (T + αe2)(H)− 3αe1(α)− 3α3
−3
2
αW +
1
2
ReW ,1,
h100 = (T + αe2)(e1(α) +
1
2
α2 +
1
4
W ) + αHe1(α)
+α3H +
1
2
αHW − 1
6
H ReW ,1.
We then compute the quantity |Hcr|f in (3.4) by (2.15) and (3.10) to obtain
|Hcr|f = h10h111 + 1
3
h211h111 + h11h110 +
3
2
h100(3.11)
= e1(H)(e1(α) +
1
2
α2 +
1
3
H2 +
1
4
W )
+H(T + αe2)(H) +
3
2
(T + αe2)(e1(α) +
1
2
α2)
−7
2
αHe1(α)− 5
2
α3H − 2
3
αH3 − 5
4
αHW
in the case of vanishing torsion (A11¯ = 0) and constant Webster curvature (W =
constant). Under the same assumption: A11¯ = 0 and W = constant, we compute 6=
9h00 + 6h11h10 +
2
3
h311(3.12)
= 9(T + αe2)(α) + 6H(e1(α) +
1
2
α2 +
1
4
W ) +
2
3
H3.
by (2.15) and (2.22). So in the situation of A11¯ = 0 and W = constant, in view
of (3.2), (3.11) and (3.12), we have an expression for (3.5), the Euler-Lagrange
equation for E1, in terms of α, H and their derivatives in tangent directions e1 and
T + αe2. We summarize what we have obtained as a theorem.
Theorem 2. ([1]) Let Σ be a (C∞ smooth) surface in a 3-dimensional pseudoher-
mitian manifold (M,J, θ) with vanishing torsion and constant Webster curvature.
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Suppose Σ is nonsingular and Hcr 6= 0 on Σ. Then Σ satisfies the Euler-Lagrange
equation for the energy functional E1 if and only if
0 =
1
2
e1(|Hcr|1/2f)+3
2
|Hcr|1/2αf(3.13)
+
1
2
sign(Hcr)|Hcr|1/2{9h00 + 6h11h10 + 2
3
h311}
with Hcr, f and 9h00 + 6h11h10 +
2
3h
3
11 expressed in (3.2), (3.11) and (3.12), resp..
3.2. First variation of E2. Next we will deduce the Euler-Lagrange equation for
E2 in the case that A
1
1¯ = 0 andW = constant. To deal with the term (T +αe2)(α),
we observe that there holds
d(αe1) = dα ∧ e1 + αde1(3.14)
= [(Tα)θ + e2(α)e
2] ∧ e1 − αe2 ∧ ω
= [(T + αe2)(α)− α2H ]θ ∧ e1
on Σ. Here we have used (2.14) and (2.13). Recall from (2.25), we compute
dA2(3.15)
= {(T + αe2)(α) + 2
3
[e1(α) +
1
2
α2 +
1
4
W ]H +
2
27
H3}θ ∧ e1
= [
2
3
e1(α) +
4
3
α2 +
1
6
W +
2
27
H2]Hθ ∧ e1 + d(αe1).
So we are reduced to computing the Euler-Lagrange equation of∫
Σ
[
2
3
e1(α) +
4
3
α2 +
1
6
W +
2
27
H2]H θ ∧ e1.
Let
Σt = Ft(Σ)
be a family of immersions such that
(3.16)
d
dt
Ft = X = fe2 + gT.
Here we let e1 be the unit vector in TΣt ∩ ξ and e2 = Je1. We assume f and g are
supported in a domain of Σ away from the singular set of Σ.
Lemma 3. Let h := f − αg and V := T + αe2. Then we have
(3.17) ω(e2) = h
−1e1(h) + 2α.
Under the torsion free condition, we have
(3.18) ω(T ) = e1(α)− αh−1e1(h),
(3.19) e2(α) = h
−1V (h).
(3.20) e2(H) = 2W + 4e1(α) +H
2 + 4α2 + h−1e1e1(h) + 2αh−1e1(h).
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Proof. Suppose the surfaces Ft(Σ) are the level sets of a defining function t such
that
d
dt
Ft = fe2 + gT, t(Ft(Σ)) = t.
We observe that
(fe2 + gT )t = 1,
(T + αe2)t = 0.
and hence we have
T (t) = −αe2(t),
(f − αg)e2(t) = 1.
Then for f − αg 6= 0, we have
e2(t) = (f − αg)−1 = h−1.
Note that e1(t) ≡ 0 and T = V − αe2, so we have
[e1, e2](t) = e1e2(t)− e2e1(t) = e1e2(t) = e1(h−1) = −h−2e1(h)
= −ω(e1)e1(t)− ω(e2)e2(t)− 2T (t)
= −ω(e2)h−1 + 2αh−1,
which implies
(3.21) ω(e2) = h
−1e1(h) + 2α.
Applying the first formula of (7.9) to t, we find
(3.22) ω(T ) = e1(α)− αh−1e1(h).
By (7.9) and
e2(t) = (f − αg)−1 = h−1, e1(t) = (T + αe2)(t) = 0,
we have
0 = e2T (t)− Te2(t)
= −e2(αh−1)− T (h−1)
= h−2[−he2(α) + αe2(h) + T (h)],
and hence
e2(α) = h
−1[αe2(h) + T (h)] = h−1(T + αe2)(h) = h−1V (h).
Substituting (2.13), (3.21) and (3.22) into
(3.23) − 2W = e1ω(e2)− e2ω(e1) + ω(e2)2 + ω(e1)2 + 2ω(T )
(obtained by applying the third formula of (7.9) to e1, e2), we obtain
e2(H) = 2W + 4e1(α) +H
2 + 4α2 + h−1e1e1(h) + 2αh−1e1(h).

Lemma 4. Suppose the torsion vanishes, i.e., A11¯ = 0. Then on Σ we have
(3.24) e1e1(α) = −6αe1(α) + V (H)− αH2 − 4α3 − 2Wα.
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Proof. (3.24) had been proved in [4]. For the convenience of readers, we include
a direct proof here. Note that (3.24) is defined on Σ. To prove it, we extend the
frame e2, e1 = −Je2 at points of Σ to a neighborhood U of Σ (still denoted by the
same notation) so that e2 ∈ ξ and
∇e2e2 = 0, e1 := −Je2
in U. Hence we have
(3.25) ω(e2) = 0.
Note that (3.25) does not hold for e2, e1 defined on Ft(Σ) canonically. By (2.16)
we obtain
ω(T ) = e1(α) + 2α
2 and hence(3.26)
e1e1(α) = e1(ω(T ))− 4αe1(α)
on Σ. From (7.9) and (3.25), we obtain
0 = dω(e1, T ) = e1(ω(T ))− T (ω(e1)).
It follows that
e1(ω(T )) = T (ω(e1)) = (V − αe2)(ω(e1))(3.27)
= V (H)− α(2W +H2 + 2ω(T )).
on Σ. Here we have used
e2(ω(e1)) = 2W + ω(e1)
2 + 2ω(T )
by (3.23) and (3.25). Therefore from (3.26) and (3.27), we obtain (3.24).

Lemma 5. Suppose the torsion vanishes, i.e., A11¯ = 0. Then we have
(3.28)
d
dt
[F ∗t (θ ∧ e1)] = [−fH + V (g)]θ ∧ e1,
(3.29)
dH
dt
= e1e1(h) + 2αe1(h) + 4h(e1(α) + α
2 +
1
4
H2 +
1
2
W ) + gV (H),
(3.30)
dα
dt
= V (h) + gV (α),
(3.31)
d
dt
e1(α) = e1V (h) + ge1V (α) + 2fV (α) + fHe1(α).
Proof. By (7.5) in the Appendix we have
de1 = −e2 ∧ ω(3.32)
de2 = e1 ∧ ω
in the torsion free case. From (2.1), (3.32) and (2.13), we have
(3.33) d(θ ∧ e1) = −θ ∧ (−e2 ∧ ω) = −Hθ ∧ e1 ∧ e2.
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We then compute
d
dt
[F ∗t (θ ∧ e1)] = (F ∗t )Lfe2+gT (θ ∧ e1) (pullback omitted)(3.34)
= ife2+gT [−Hθ ∧ e1 ∧ e2] + dife2+gT (θ ∧ e1)
= −H(fθ ∧ e1 + ge1 ∧ e2) + d(ge1)
= −(f − αg)Hθ ∧ e1 + [e2(g)α+ T (g)− αgH ]θ ∧ e1
= [−fH + T (g) + αe2(g)]θ ∧ e1
= [−fH + V (g)]θ ∧ e1.
by (3.33), (3.32), (2.14) and (2.13).
We now compute the first variation of H and α. Observe that
d
dt
(F ∗t ω) = Lfe2+gTω = d(fω(e2) + gω(T )) + 2Wfe
1.
It follows that
dH
dt
=
d
dt
[ω(e1)](3.35)
= (Lfe2+gTω)(e1) + ω([fe2 + gT, e1])
= (d(fω(e2) + gω(T )))(e1) + 2Wf + ω(−e1(f)e2
+f [e2, e1]− e1(g)T + g[T, e1])
= f [2W + e1(ω(e2)) + ω(e1)
2 + ω(e2)
2 + 2ω(T )]
+g[e1(ω(T )) + ω(e2)ω(T )].
Substituting (3.17) and (3.18) into (3.35) gives
dH
dt
= f [h−1e1e1(h) + 2αh−1e1(h) + 4e1(α) + 4α2 +H2 + 2W ]
+g[e1e1(α)− αh−1e1e1(h) + 2αe1(α)− 2α2h−1e1(h)]
= e1e1(h) + 2αe1(h) + f [4e1(α) + 4α
2 +H2 + 2W ] + g[e1e1(α) + 2αe1(α)].
It follows from (3.24) that
dH
dt
= e1e1(h) + 2αe1(h) + 4h[e1(α) + α
2 +
1
4
H2 +
1
2
W ] + gV (H).
From (3.32) and e2 ∧ e1 = αθ ∧ e1 on Ft(Σ) by (2.14), we compute
d
dt
(F ∗t e
1) = Lfe2+gT e
1 = ife2+gT (−e2 ∧ ω) = −fω(e1)e1 − fω(T )θ + gω(T )e2,
d
dt
(F ∗t e
2) = Lfe2+gT e
2 = ife2+gT (e
1 ∧ ω) + df = −(fω(e2) + gω(T ))e1 + df
and hence
d
dt
[F ∗t (e
2 ∧ e1)] = (Lfe2+gT e2) ∧ e1 + e2 ∧ Lfe2+gT e1
= df ∧ e1 + e2 ∧ [−fω(e1)e1]
= [αe2(f) + T (f)− αHf ]θ ∧ e1.
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Here we have used e2 ∧ e1 = αθ ∧ e1, e2 ∧ θ = 0 and ω(e1) = H on Ft(Σ) by (2.14)
and (2.13). On the other hand, we have
d
dt
[F ∗t (e
2 ∧ e1)] = d
dt
[F ∗t (αθ ∧ e1)]
=
dα
dt
θ ∧ e1 + α[−fH + V (g)]θ ∧ e1
by (3.34). So we get
dα
dt
= αe2(f) + T (f)− αV (g)
= V (f)− αV (g) (V := T + αe2)
= V (h) + gV (α)
since h := f − αg. We now compute
d
dt
e1(α)(3.36)
=
d
dt
[(dα)(e1)]
= (Lfe2+gT dα)(e1) + dα([fe2 + gT, e1])
= e1(fe2 + gT )(α) + [fe2 + gT, e1](α)
= fe1e2(α) + ge1T (α) + f [e2, e1](α) + g[T, e1](α)
= fe1e2(α) + ge1T (α)
+f [He1(α) + ω(e2)e2(α) + 2T (α)] + gω(T )e2(α).
For the last equality of (3.36), we have used (7.3) and (7.9). Substituting (3.17),
(3.18) and (3.19) into (3.36) gives
d
dt
e1(α) = fe1e2(α) + ge1V (α)− ge1(α)e2(α)− αge1e2(α)
+fHe1(α) + f(h
−1e1(h) + 2α)e2(α) + 2fV (α)− 2αfe2(α)
+ge1(α)e2(α)− αgh−1e1(h)e2(α)
= fe1e2(α) + ge1V (α)− αge1e2(α)
+fHe1(α) + fh
−1e1(h)e2(α) + 2fV (α)− αgh−1e1(h)e2(α)
= he1e2(α) + ge1V (α) + fHe1(α) + e1(h)e2(α) + 2fV (α)
= e1V (h) + ge1V (α) + 2fV (α) + fHe1(α).

Lemma 6. Suppose either f1 or f2 has compact support in the nonsingular domain
of Σ. Then we have
(3.37)
∫
Σ
f1e1(f2)θ ∧ e1 =
∫
Σ
−[e1(f1) + 2αf1]f2θ ∧ e1,
(3.38)
∫
Σ
f1V (f2)θ ∧ e1 = −
∫
Σ
[V (f1)− αHf1]f2θ ∧ e1.
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Proof. Note that df = e1(f)e
1 + 11+α2V (f)(θ + αe
2). We have
0 =
∫
Σ
d(f1f2θ) =
∫
Σ
e1(f1f2)e
1 ∧ θ + 2f1f2e1 ∧ e2
since e2 ∧ θ = 0 on Σ and (2.1). By (2.14) we have∫
Σ
f1e1(f2)θ ∧ e1 =
∫
Σ
−[e1(f1) + 2αf1]f2θ ∧ e1.
On the other hand, we also have
0 =
∫
Σ
d(f1f2e
1) =
∫
Σ
[V (f1f2)θ ∧ e1 + f1f2(−e2 ∧ ω)]
=
∫
Σ
[V (f1f2)− αHf1f2]θ ∧ e1,
from (2.14), (3.32) and (2.13). It follows that∫
Σ
f1V (f2)θ ∧ e1 = −
∫
Σ
[V (f1)− αHf1]f2θ ∧ e1.

Theorem 7. Assume (M,J, θ) has vanishing torsion and constant Webster scalar
curvature. Let Ft(Σ) be given by (3.16). We have
(3.39)
d
dt
∫
Ft(Σ)
dA2 =
∫
Σ
E2hθ ∧ e1.
where
E2 = 4
9
[He1e1(H) + 3e1V (H) + e1(H)
2 +
1
3
H4
+3e1(α)
2 + 12α2e1(α) + 12α
4
−αHe1(H) + 2H2e1(α) + 5α2H2(3.40)
+
3
2
W (e1(α) +
2
3
H2 + 5α2 +
1
2
W )].
Proof. From (3.15), for f, g, and hence h = f − αg having compact support in
nonsingular domain of Σ, we compute
d
dt
∫
Ft(Σ)
dA2
=
d
dt
∫
Σ
F ∗t ([
2
3
e1(α) +
4
3
α2 +
1
6
W +
2
27
H2]H)F ∗t (θ ∧ e1)
=
2
3
∫
Σ
[(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )
dH
dt
+H
d
dt
(e1(α)) + 4αH
dα
dt
]θ ∧ e1
+
∫
Σ
[
2
3
e1(α) +
4
3
α2 +
1
6
W +
2
27
H2]H
d
dt
[F ∗t (θ ∧ e1)]
: = I + II,
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where
I : =
2
3
∫
Σ
[(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )
dH
dt
+H
d
dt
(e1(α)) + 4αH
dα
dt
]θ ∧ e1
=
∫
Σ
2
3
(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )
[e1e1(h) + 2αe1(h) + 4h(e1(α) + α
2 +
1
4
H2 +
1
2
W ) + gV (H)]θ ∧ e1
+
∫
Σ
2
3
H [e1V (h) + ge1V (α) + 2fV (α) + fHe1(α)]θ ∧ e1
+
∫
Σ
8
3
αH [V (h) + gV (α)]θ ∧ e1
by (3.29), (3.31) and (3.30), and
II : =
∫
Σ
[
2
3
e1(α) +
4
3
α2 +
1
6
W +
2
27
H2]H
d
dt
[F ∗t (θ ∧ e1)]
=
∫
Σ
(
2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)[−fH + V (g)]θ ∧ e1
by (3.28). Let
H1 : =
∫
Σ
2
3
(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )[e1e1(h) + 2αe1(h)]θ ∧ e1,
H2 : =
∫
Σ
8
3
(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )(e1(α) + α
2 +
1
4
H2 +
1
2
W )hθ ∧ e1,
H3 : =
∫
Σ
(
2
3
He1V (h) +
8
3
αHV (h))θ ∧ e1,
F : =
∫
Σ
[
4
3
HV (α)−H(4
3
α2H +
2
27
H3 +
1
6
WH)]fθ ∧ e1
G1 : =
∫
Σ
2
3
(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )V (H)gθ ∧ e1
+
∫
Σ
[
2
3
He1V (α) +
8
3
αHV (α)]gθ ∧ e1,
G2 : =
∫
Σ
(
2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)V (g)θ ∧ e1.
So we have
d
dt
∫
Ft(Σ)
dA2(3.41)
= I + II = H1 +H2 +H3 + F +G1 +G2.
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Applying the formulas (3.37) and (3.38) of integration by parts and the ODE
(3.24) for α, we compute
H1 : =
∫
Σ
2
3
(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )[e1e1(h) + 2αe1(h)]θ ∧ e1
= −2
3
∫
Σ
e1(e1(α) + 2α
2 +
1
3
H2 +
1
4
W )e1(h)θ ∧ e1
= −2
3
∫
Σ
[
2
3
He1(H)− 2αe1(α)− 4α3 − αH2 + V (H)− 2Wα]e1(h)θ ∧ e1
=
2
3
∫
Σ
{e1[ 2
3
He1(H)− 2αe1(α)− 4α3 − αH2 + V (H)− 2Wα]
+2α[
2
3
He1(H)− 2αe1(α)− 4α3 − αH2 + V (H)− 2Wα]}hθ ∧ e1
=
4
9
∫
Σ
[He1e1(H) + e1(H)
2 − 3e1(α)2 − αHe1(H)− 3
2
H2e1(α)
−6α2e1(α) + 3
2
e1V (H)− 3We1(α)]hθ ∧ e1
and
H3 : =
∫
Σ
(
2
3
He1V (h) +
8
3
αHV (h))θ ∧ e1
= −
∫
Σ
2
3
[e1(H) + 2αH ]V (h)θ ∧ e1 +
∫
Σ
8
3
αHV (h)θ ∧ e1
= −
∫
Σ
2
3
[e1(H)− 2αH ]V (h)θ ∧ e1
=
∫
Σ
2
3
(V [e1(H)− 2αH ]− αH [e1(H)− 2αH ])hθ ∧ e1
=
∫
Σ
[
2
3
e1V (H)− 4
3
HV (α) +
4
3
α2H2]hθ ∧ e1
where we have used
[e1, V ] = [e1, T + αe2] = −ω(T )e2 + e1(α)e2 − α[e2, e1](3.42)
= αh−1e1(h)e2 − αHe1 − αh−1e1(h)e2 − 2α2e2 − 2αT
= −αHe1 − 2αV.
by (7.9), (7.3), (3.18) and (3.17). Therefore we get
H1 +H2 +H3(3.43)
=
4
9
∫
Σ
[He1e1(H) + 3e1V (H) + e1(H)
2 +
1
2
H4]hθ ∧ e1
+
4
3
∫
Σ
[e1(α)
2 + 4α2e1(α) + 4α
4]hθ ∧ e1
−4
9
∫
Σ
[αHe1(H) + 3HV (α)− 2H2e1(α)− 8α2H2]hθ ∧ e1
+
2
3
∫
Σ
W (e1(α) +
11
12
H2 + 5α2 +
W
2
)hθ ∧ e1.
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On the other hand, from (3.38) and (3.42) we compute
G2 : =
∫
Σ
(
2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)V (g)θ ∧ e1
=
∫
Σ
−V (2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)gθ ∧ e1
+
∫
Σ
αH(
2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)gθ ∧ e1
=
∫
Σ
−[ 2
3
HV e1(α) +
2
3
e1(α)V (H) +
4
3
α2V (H) +
8
3
αHV (α)
+
2
9
H2V (H) +
1
6
WV (H)]gθ ∧ e1
+
∫
Σ
αH(
2
3
He1(α) +
4
3
α2H +
2
27
H3 +
1
6
WH)gθ ∧ e1
=
∫
Σ
[−2
3
He1V (α)− 2
3
e1(α)V (H)− 4
3
α2V (H)− 4αHV (α)
−2
9
H2V (H)− 1
6
WV (H) +
4
3
α3H2 +
2
27
αH4 +
1
6
WαH2]gθ ∧ e1.
So we have
G1 +G2 =
∫
Σ
(−4
3
HV (α) +
4
3
α2H2 +
2
27
H4 +
1
6
WH2)αgθ ∧ e1,
(3.44) F +G1 +G2 =
∫
Σ
[
4
3
HV (α)− 4
3
α2H2 − 2
27
H4 − 1
6
WH2]hθ ∧ e1.
(3.39) then follows from (3.41), (3.43) and (3.44).

Theorem 8. Let Σ be a (C∞ smooth) surface in a 3-dimensional pseudohermitian
manifold (M,J, θ) with vanishing torsion and constant Webster scalar curvature.
Then Σ is critical, subject to variations supported in any nonsingular domain, for
the energy functional E2 if and only if
(3.45) E2 = 0.
3.3. First variation of E1-An alternative approach. For the reader’s refer-
ence, we give an alternative deduction for the first variation of E1 in this subsection.
Assume A1
1
= 0 and W is constant.
Theorem 9. Assume (M,J, θ) has vanishing torsion and constant Webster scalar
curvature. Let Ft(Σ) be given by (3.16). We have
(3.46)
d
dt
∫
Ft(Σ)
dA1 =
∫
Σ
E1hθ ∧ e1,
where E1 is given by the right hand side of (3.13).
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Proof. The proof is similar to that of Theorem 7. We only sketch the main steps.
We have
d
dt
E1(Σt) =
d
dt
∫
Ft(Σ)
[(e1(α) +
1
2
α2 +
1
6
H2 +
1
4
W )2]3/4θ ∧ e1
=
∫
Σ
3
2
(H2cr)
− 1
4Hcr
d
dt
[e1(α) +
1
2
α2 +
1
6
H2 +
1
4
W ]θ ∧ e1
+
∫
Σ
(H2cr)
3
4
d
dt
F ∗t (θ ∧ e1).
Using Lemma 5, we get
d
dt
E1(Σt)
=
∫
Σ
3
2
(H2cr)
− 1
4Hcr[e1V (h) + ge1V (α) + 2fV (α) + fHe1(α)]θ ∧ e1
+
∫
Σ
3
2
(H2cr)
− 1
4Hcrα[V (h) + gV (α)]θ ∧ e1 +
∫
Σ
1
2
(H2cr)
− 1
4HcrHV (H)gθ ∧ e1
+
∫
Σ
1
2
(H2cr)
− 1
4HcrH [e1e1(h) + 2αe1(h) + 4h(e1(α) + α
2 +
1
4
H2 +
1
2
W )]θ ∧ e1
+
∫
Σ
(H2cr)
3
4 [−fH + V (g)]θ ∧ e1.
Let
H1 :=
∫
Σ
3
2
(H2cr)
− 1
4Hcre1V (h)θ ∧ e1 +
∫
Σ
3
2
(H2cr)
− 1
4HcrαV (h)θ ∧ e1,
H2 :=
∫
Σ
1
2
(H2cr)
− 1
4HcrH [e1e1(h) + 2αe1(h)]θ ∧ e1,
H3 :=
∫
Σ
2(H2cr)
− 1
4HcrH(e1(α) + α
2 +
1
4
H2 +
1
2
W )hθ ∧ e1,
F :=
∫
Σ
3
2
(H2cr)
− 1
4Hcr[2V (α) +He1(α)]fθ ∧ e1 +
∫
Σ
−H(H2cr)
3
4 fθ ∧ e1,
G1 :=
∫
Σ
3
2
(H2cr)
− 1
4Hcr[e1V (α) + αV (α) +
1
3
HV (H)]gθ ∧ e1,
G2 :=
∫
Σ
(H2cr)
3
4V (g)θ ∧ e1.
Then
d
dt
E1(Σt) = H1 +H2 +H3 + F +G1 +G2.
Using Lemma 6, we obtain
H1 =
∫
Σ
3
2
[V ((H2cr)
− 1
4 (
1
2
e1(Hcr) + αHcr))− αH(H2cr)−
1
4 (
1
2
e1(Hcr) + αHcr)]hθ ∧ e1,
H2 =
∫
Σ
1
2
(e1e1[(H
2
cr)
− 1
4HcrH ] + 2αe1[(H
2
cr)
− 1
4HcrH ])hθ ∧ e1
and
G2 =
∫
Σ
[−3
2
(H2cr)
− 1
4HcrV (Hcr) + αH(H
2
cr)
3
4 ]gθ ∧ e1.
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Hence, by using (3.42) we have
G1 +G2 =
∫
Σ
3
2
(H2cr)
− 1
4Hcr[2V (α) +He1(α)](−αg)θ ∧ e1
+
∫
Σ
(H2cr)
3
4αHgθ ∧ e1,
F +G1 +G2 =
∫
Σ
3
2
(H2cr)
− 1
4Hcr[2V (α) +He1(α)]hθ ∧ e1
−
∫
Σ
(H2cr)
3
4Hhθ ∧ e1.
Therefore we obtain the first variation of E1 :
d
dt
E1(Σt) =
∫
Σ
E1hθ ∧ e1
where
E1 = 3
2
[V ((H2cr)
− 1
4 (
1
2
e1(Hcr) + αHcr))− αH(H2cr)−
1
4 (
1
2
e1(Hcr) + αHcr)]
+
1
2
(e1e1[(H
2
cr)
− 1
4HcrH ] + 2αe1[(H
2
cr)
− 1
4HcrH ])
+2(H2cr)
− 1
4HcrH(e1(α) + α
2 +
1
4
H2 +
1
2
W )
+
3
2
(H2cr)
− 1
4Hcr[2V (α) +He1(α)]− (H2cr)
3
4H
assuming Hcr never vanishes on the (nonsingular) support of h. We compute
E1 = 3
2
V ((H2cr)
− 1
4 (
1
2
e1(Hcr) + αHcr)) +
1
2
e1e1[(H
2
cr)
− 1
4HcrH ] + αe1[(H
2
cr)
− 1
4HcrH ]
+|Hcr|− 12 {−3
2
αH(
1
2
e1(Hcr) + αHcr) + 2HcrH(e1(α) + α
2 +
1
4
H2 +
1
2
W )
+
3
2
Hcr[2V (α) +He1(α)]−H2crH},
where
3
2
V ((H2cr)
− 1
4 (
1
2
e1(Hcr) + αHcr))
= |Hcr|− 12 {3
4
V e1(Hcr) +
3
2
V (α)Hcr +
3
4
αV (Hcr)
−3
8
|Hcr|−2Hcre1(Hcr)V (Hcr)},
1
2
e1e1[(H
2
cr)
− 1
4HcrH ]
=
1
2
|Hcr|− 12 (3
2
e1(H)e1(Hcr) +
1
2
He1e1(Hcr) + e1e1(H)Hcr)
−1
4
|Hcr|− 12 [ 1
2
|Hcr|−2HcrHe1(Hcr)2 + e1(H)e1(Hcr)].
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Therefore,
E1 = |Hcr|− 12 {3
4
V e1(Hcr) +
3
2
V (α)Hcr +
3
4
αV (Hcr)− 3
8
|Hcr|−2Hcre1(Hcr)V (Hcr)
+(
1
2
He1(Hcr) + e1(H)Hcr)α
+
1
2
(
3
2
e1(H)e1(Hcr) +
1
2
He1e1(Hcr) + e1e1(H)Hcr)
−1
4
[
1
2
|Hcr|−2HcrHe1(Hcr)2 + e1(H)e1(Hcr)]
−3
2
αH(
1
2
e1(Hcr) + αHcr) + 2HcrH(e1(α) + α
2 +
1
4
H2 +
1
2
W )
+
3
2
Hcr[2V (α) +He1(α)]−H2crH}.
Using (3.24), one can obtain
3
8
|Hcr|−2Hcre1(Hcr)V (Hcr) + 1
8
|Hcr|−2HcrHe1(Hcr)2
=
1
4
sign(Hcr)fe1(Hcr)− 1
4
e1(Hcr)(e1(H)− αH).
Therefore, by using (3.42), we get
E1 = |Hcr|− 12 {−1
4
sign(Hcr)fe1(Hcr) + e1[
1
2
e1(H)Hcr +
1
4
He1(Hcr) +
3
4
V (Hcr)]
+
1
4
αHe1(Hcr) +
9
4
αV (Hcr)
+Hcr[
9
2
V (α) +
5
2
He1(α) + αe1(H) +
1
3
H3 +
3
4
WH ]}.
Note that
1
2
|Hcr|f=1
2
e1(H)Hcr +
3
4
V (Hcr) +
1
4
He1(Hcr)− 1
2
αHHcr
Therefore,
E1 = |Hcr|− 12 {−1
4
sign(Hcr)fe1(Hcr) +
1
2
e1(|Hcr|f)(3.47)
+
3
2
|Hcr|fα+Hcr[ 9
2
V (α) + 3HHcr − 1
6
H3]}.
It is easy to see that E1 is just the right hand side of (3.13).

4. Examples
4.1. Examples of critical points of E1. First we consider some minimizers for
the energy functional E1 with zero energy in H1. That is, a surface satisfies the
following equation:
(4.1) Hcr = e1(α) +
1
2
α2 +
1
6
H2 = 0
by (3.2) with W = 0. Recall that we take the contact form
θ = dt+ xdy − ydx
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for H1, where x, y, t are coordinates of H1.
Example 1. Consider the vertical planes defined by ax+ by = c in H1. Observe
that T = ∂∂t lies in the tangent plane everywhere, so α ≡ 0. Let u = ax+ by− c be
a defining function. Compute
e2 =
∇bu
|∇bu|(4.2)
=
a˚e1 + b˚e2√
a2 + b2
where the length | · | is with respect to the Levi metric θ2 + dx2 + dy2 and
e˚1 :=
∂
∂x
+ y
∂
∂t
, e˚2 :=
∂
∂y
− x ∂
∂t
are standard left invariant (parallel with respect to the pseudohermitian connection
∇) vector fields lying in contact planes described by ker θ. The subgradient ∇b
acting on a function u is given by ∇bu = (˚e1u)˚e1 + (˚e2u)˚e2. Recall that the CR
structure J is defined to satisfy Je˚1 = e˚2 and Je˚2 = −e˚1. From (4.2) we comput
e1 = −Je2
=
b˚e1 − a˚e2√
a2 + b2
We can then compute H as follows:
∇e1 = b√
a2 + b2
∇e˚1 − a√
a2 + b2
∇e˚2 = 0
since ∇e˚1 = ∇e˚2 = 0. It follows that H = 0. So together with α = 0 the vertical
planes satisfy equation (4.1).
For surfaces of the form t2 = f(r2) in H1, where r =
√
x2 + y2, we have formulas
for e1, α and H as follows (see Section 3 in [2]; e2 is chosen so that it equals
∇bu/|∇bu| for u = f − t2):
e1 = −Je2 = (yf
′ + tx)˚e1 − (xf ′ − ty)˚e2
r
√
(f ′)2 + f
,(4.3)
α =
t
r
√
(f ′)2 + f
,
H =
r2 − f ′
r
√
(f ′)2 + f
− (1 + 2f
′′)rf
[(f ′)2 + f ]3/2
(note that the formula for α in Section 3 of [2] also holds for the case n = 1). In
terms of polar coordinates, we can express e1 as follows:
(4.4) e1 =
−f ′∂θ + tr∂r + r2f ′∂t
r
√
(f ′)2 + f
.
Here we have used formulas: y∂x − x∂y = −∂θ, x∂x + y∂y = r∂r .
Example 2. Consider shifted Heisenberg spheres defined by (r2+λ)2+4t2 = ρ40
in H1, where r2 = x2+y2 and constants ρ0 > 0, λ ≥ 0. Write t2 = 14 [ρ40− (r2+λ)2]
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with
f(r2) =
1
4
[ρ40 − (r2 + λ)2] or f(s) =
1
4
[ρ40 − (s+ λ)2]
where s = r2. First we compute
√
(f ′)2 + f =
√
1
4
(s+ λ)2 +
1
4
[ρ40 − (s+ λ)2](4.5)
=
1
2
ρ20.
By (4.3), (4.4) and (4.5) we obtain, through a direct computation,
α =
2t
ρ20r
,
e1(α) =
4
ρ40
(− t
2
r2
− 1
2
(r2 + λ)),
H =
1
ρ20
(3r +
λ
r
).
We then compute
Hcr = e1(α) +
1
2
α2 +
1
6
H2
= ... =
− 12ρ40 + 23λ2
ρ40r
2
= 0
if and only if λ =
√
3
2 ρ
2
0. Therefore Shifted Heisenberg spheres defined by (r
2 +√
3
2 ρ
2
0)
2 + 4t2 = ρ40 are closed (compact with no boundary) minimizers for the
energy functional E1 with zero energy.
Conjecture 10. The above shifted Heisenberg spheres defined by (r2 +
√
3
2 ρ
2
0)
2 +
4t2 = ρ40 with ρ0 > 0 are the only closed minimizers for E1 (with zero energy) in
H1.
Example 3. Consider a family of surfaces defined by t = cr2, c ≥ 0 in H1,
which are invariant under Heisenberg dilations. Write t2 = f(r2) with f(s) = c2s2.
So
√
(f ′)2 + f = c
√
4c2 + 1r2. A direct computation shows
H = − 2c√
4c2 + 1
1
r
,(4.6)
α =
1√
4c2 + 1
1
r
,
e1(α) = − 1
4c2 + 1
1
r2
by (4.3) and (4.4). We then have
Hcr = e1(α) +
1
2
α2 +
1
6
H2(4.7)
=
2
3c
2 − 12
4c2 + 1
1
r2
24 JIH-HSIN CHENG, PAUL YANG, AND YONGBING ZHANG
which vanishes if and only if c =
√
3
2 . We conclude that t =
√
3
2 r
2 is a minimizer for
E1 with zero energy.
We are going to examine that for which c, c 6=
√
3
2 , t = cr
2 is still a solution to
the Euler-Lagrange equation (3.5). Recall that
h11 = H = − 2c√
4c2 + 1
1
r
,(4.8)
h10 = e1(α) +
1
2
α2 = −1
2
1
4c2 + 1
1
r2
from (4.6). On the other hand, observe that 2φ11r = φ = −2αe1 (by (2.18); we have
replaced the notations φ˜
1
1r, φ˜ by φ
1
1r, φ, resp. here) and φ
1
r = 0. From (3.3) we
compute
h111 =
2c
4c2 + 1
1
r2
+ α
−2c√
4c2 + 1
1
r
= 0,(4.9)
h110 =
4c2
(4c2 + 1)3/2
1
r3
,
h100 = ... =
2c
(4c2 + 1)2
1
r4
.
We can now compute, by (4.7), (4.8) and (4.9),
f : = |Hcr|−1{h10h111 + 1
3
h211h111
+h11h110 +
3
2
h100}
= ... =
6c(3− 8c2)
|4c2 − 3|(4c2 + 1)
1
r2
(cf. (3.4)). We also need to know
h00 = (T + αe2)(α)
= ... =
−2c
(4c2 + 1)3/2
1
r3
.
It follows that
9h00 + 6h11h10 +
2
3
h311
= ... = − (36 + 16c
2)c
3(4c2 + 1)3/2
1
r3
.
It turns out that the first two terms of σ, involving e1 cancel (see (3.5)). So we end
up to conclude that the Euler-Lagrange equation (3.5) holds if and only if
|4c2 − 3|1/2(36 + 16c2)c
3
√
6(4c2 + 1)2
= 0.
For c 6=
√
3
2 , we get c = 0. Therefore the surface defined by t = 0 is a solution to
the Euler-Lagrange equation of E1 (of higher energy level).
We remark that under the (inverse) Cayley transform, {t = 0} is mapped to a
great 2-sphere of S3 (A great 2-sphere is the intersection of S3 and a 3-plane in
R4 passing through the origin). All great 2-spheres of S3 are CR equivalent. One
of them corresponds to the distance sphere ρ = 1 (ρ = (r4 + 4t2)1/4) in H1, so
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it (and hence ρ = ρ0 > 0 due to dilations in H1 being CR transformations) is a
critical point of higher energy level with respect to E1. In fact, we can verify that
(3.11) and (3.12) vanish for distance spheres (or Heisenberg spheres) ρ = ρ0 > 0
by a direct computation.
Example 4. Define a closed surface Σc in S
3 ⊂ C2 by ρ1 = c where (z1, z2) ∈
C2 such that S3 is described by
z1 = ρ1e
iϕ
1 , z2 = ρ2e
iϕ
2 ,
ρ21 + ρ
2
2 = 1.
The contact form Θˆ on S3 reads
Θˆ = Im ∂(|z1|2 + |z2|2)
= x1dy1 − y1dx1 + x2dy2 − y2dx2
= ρ21dϕ1 + ρ
2
2dϕ2.
It is not hard to see that the Reeb vector field
T =
∂
∂ϕ1
+
∂
∂ϕ2
,
and hence T ∈ TΣc. So we get
(4.10) α ≡ 0
on Σc. On the other hand, we can express the CR structure Jˆ in terms of polar
coordinates by
Jˆ(ρj
∂
∂ρj
) =
∂
∂ϕj
, Jˆ
∂
∂ϕj
= −ρj
∂
∂ρj
for j = 1, 2 (note that ρj
∂
∂ρj
= 2Re(zj
∂
∂zj
), ∂∂ϕj
= 2Re(izj
∂
∂zj
)). For Σc we can
easily find
e1 = −ρ2
ρ1
∂
∂ϕ1
+
ρ1
ρ2
∂
∂ϕ2
,
e2 = Jˆe1 = ρ2
∂
∂ρ1
− ρ1
∂
∂ρ2
.
It follows that
e1 = −ρ1ρ2(dϕ1 − dϕ2),
e2 = ρ2dρ1 − ρ1dρ2.
Hence the p-area form and the volume form read
Θˆ ∧ e1 = ρ1ρ2dϕ1 ∧ dϕ2,(4.11)
Θˆ ∧ e1 ∧ e2 = ρ1dρ1 ∧ dϕ1 ∧ dϕ2.
Here we have used ρ21 + ρ
2
2 = 1. We compute H as follows:
d(Θˆ ∧ e1) = (ρ22 − ρ21)ρ−12 dρ1 ∧ dϕ1 ∧ dϕ2(4.12)
= −HΘˆ ∧ e1 ∧ e2
So comparing (4.11) with (4.12), we get
(4.13) H = −(ρ22 − ρ21)ρ−12 ρ−11
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for ρ1ρ2 6= 0. Consider the Clifford torus Σ√2
2
in S3 with c = ρ1 = ρ2 =
√
2
2 . We
get H = 0. From (2.25) we compute the first energy of Σ√2
2
:
E1(Σ√2
2
)
=
∫
Σ√
2
2
|e1(α) + 1
2
α2 − ImA11 + 1
4
W +
1
6
H2|3/2Θˆ ∧ e1
=
∫
Σ√
2
2
|1
4
W |3/2ρ1ρ2dϕ1 ∧ dϕ2 (since α = H = 0, A11 = 0)
= (
1
2
)3/2(
√
2
2
)2(2π)2 (since W = 2, ρ1 = ρ2 =
√
2
2
)
=
π2√
2
.
Next we claim that Σ√2
2
satisfies the Euler-Lagrange equation for E1. Observe
by (2.15) that h11 = H = 0, h10 = e1(α) +
1
2α
2 − ImA11 + 14W = 14W = 12 since
α = 0, A11 = 0 and W = 2. Also φ
1
r (or φ˜
1
r) = −W4 αΘˆ = 0, φ (or φ˜) = -2αe1 =
0. It follows that h111 = h100 = h110 = 0. So f in (3.4) vanishes (which can also be
proved by the formula (3.11) due to H = 0 and α = 0). From (2.22) we have
h00 = (T + αe2)(α)
+ Im[
1
6
W ,1 +
2i
3
(A11),1]− α(ReA11¯)
= 0
since α = 0, A11 = 0 and W = 2. Altogether we have shown that (3.5) holds, i.e.,
the Clifford torus Σ√2
2
satisfies the Euler-Lagrange equation for E1.
Conjecture 11. The Clifford torus Σ√2
2
⊂ S3 is a unique minimizer among all
surfaces of torus type (genus=1) for E1 up to CR automorphisms of S
3.
We remark that one can see that if T 2 ⊂ S3 is a torus without singular points,
then it cannot have E1 = 0. Otherwise
e1(α) = −1
2
α2 − 1
6
H2 − 1
2
≤ −1
2
,
so that any characteristic curve of e1 is open and along the curve α goes to infin-
ity, which contradicts to α being bounded on a nonsingular compact surface. We
compute the value of E1 ∫
(
1
6
H2 +
W
4
)
3
2 ρ1ρ2dϕ1dϕ2,
which amounts to compare the value of
(H2 + 3)(ρ1ρ2)
2
3 = x−
4
3 − x 23 , x = ρ1ρ2 ∈ (0, 1/2],
which is decreasing in x, hence we have the minimal value (when ρ1 = ρ2 =
1√
2
, H =
0)
min
Σρ1,ρ2
∫
(
1
6
H2 +
W
4
)
3
2 ρ1ρ2dϕ1dϕ2 =
√
2
2
π2.
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4.2. Examples of critical points of E2. For critical points of E2, we have the
following examples.
Example 1. Consider the vertical planes defined by ax+ by = c in H1. As we
have seen, the vertical planes have α = 0 and H = 0. So the vertical planes satisfy
the Euler-Lagrange equation (3.45) (see (3.40) for the definition of E2).
Example 2. Consider a surface foliated by a linear combination of e˚1 and e˚2
where
e˚1 :=
∂
∂x
+ y
∂
∂t
, e˚2 :=
∂
∂y
− x ∂
∂t
.
If Σ is foliated by a distribution RX , where X is a unit vector field
X = a˚e1 + b˚e2, a, b ∈ R, a2 + b2 = 1,
then we can take along Σ
e1 = X, e2 = −b˚e1 + a˚e2.
Note that
∇e˚i e˚j = 0,
so we take e2 = −b˚e1 + a˚e2 near Σ. Then near Σ, e1 = −Je2 = a˚e1 + b˚e2 and
H = 〈∇e1e1, e2〉 = 0.
Note that ∇T e1 = 0, hence on Σ
ω(T ) = e1(α) + 2α
2 = 0.
Hence Σ satisfies the Euler-Lagrange equation (3.45).
In particular
Σ+ := {t− xy = c} and Σ− := {t+ xy = c}
are surfaces foliated by the distribution Re˚1 and Re˚2 respectively.
Example 3. Consider a surface in H1 defined by t = cr2, c > 0. As we have
seen,
H = − 2c√
4c2 + 1
1
r
,(4.14)
α =
1√
4c2 + 1
1
r
.
Moreover, we have
e1(α) = −α2, e1(H) = 2cα2,(4.15)
V (H) = 4c2α3, e1V (H) = −12c2α4,
e1e1(H) = −4cα3.
Substituting (4.15), H = −2cα (from (4.14)) and W = 0 into (3.40), we find that
when c2 = 34 , (3.45) holds. So we have the following critical point of E2 :
Σ = {t =
√
3
2
(x2 + y2)}.
Remark 1. {t = 0} ⊂ H1 and the distance sphere { 14 |z|4 + t2 = 1} ⊂ H1 are not
critical for E2. Equivalently, the great 2-spheres of S
3 are not critical for E2.
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Remark 2. E2 is unbounded from below and above in general. Consider Σρ
1
in
S3 ⊂ C2 (see Example 4 in the last subsection) as follows:
Σρ
1
= {|z1|2 = x21 + y21 = ρ21}.
From (4.10), (4.13) and (4.11), we learn
α = 0,(4.16)
H =
ρ21 − ρ22
ρ1ρ2
=
ρ1
ρ2
− ρ2
ρ1
,
Θˆ ∧ e1 = ρ1ρ2dϕ1 ∧ dϕ2
on Σρ
1
. By (4.16) and W = 2 on S3, we can then compute
E2(Σρ
1
) =
∫
Σ
(
1
6
WH +
2
27
H3)Θˆ ∧ e1
=
∫
Σ
(
1
3
+
2
27
H2)(ρ21 − ρ22)dϕ1 ∧ dϕ2
= (
1
3
+
2
27
H2)(ρ21 − ρ22)(2π)2
which tends to +∞ (−∞, resp.) as ρ1 → 1 (ρ1 → 0, resp.). On the other hand,
from (3.40) we compute
E2(Σρ
1
) =
4
9
(
1
3
H4 + 2H2 + 3) > 0.
for all 0 < ρ1 < 1. So all Σρ1 , 0 < ρ1 < 1, are not critical points of E2.
5. Singular CR Yamabe problem: formal solutions
In this section, we consider formal solutions to the singular CR Yamabe problem
on a 3-dimensional CR manifold with boundary. In particular, we get the expansion
of the formal solution in a specific defining function for the boundary. In the next
section, we will prove that E2 can be interpreted as the coefficient of the log term
in the volume renormalization for a formal solution to the singular CR Yamabe
problem.
5.1. A defining function for the boundary and a frame near the boundary.
Let (M,J, θ) be a 3-dimensional pseudohermitian manifold with boundary Σ = ∂M .
For other notations and some basic formulas, we refer the reader to the Appendix.
Let x be a regular (or nonsingular) point of Σ, that is
TxΣ 6= ξx := kerθx,
i.e.
T 6= ±ν,
where ν is the unit inner normal of Σ with respect to gθ. Let e1 be the unit vector
in TxΣ ∩ ξx and e2 = Je1 such that
(5.1) 〈e2, ν〉 > 0.
There exists α(x) ∈ R such that
V := T + αe2 ∈ TxΣ.
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Note that
ν =
e2 − αT√
1 + α2
, 〈e2, ν〉 = 1√
1 + α2
, 〈T, ν〉 = −α√
1 + α2
.
Let x be a regular point of Σ and e2 ∈ ξx be chosen as above. We now define a
geodesic γ(ρ), with γ˙ = ddργ(ρ) ∈ ξ = ker θ, by
(5.2)
{ ∇γ˙ γ˙ = 0,
γ(0) = x, γ˙(0) = e2
Note that γ˙ is a unit vector. Denote expx(ρe2) = γ(ρ), and ρ is the defining function
such that
ρ(expx ρe2) = ρ.
We define the level surface
Σρ = {expx(ρe2), x ∈ Σ}.
We can extend {e1, e2} from the boundary Σ to an orthonormal frame {e1, e2} of
ξ into the interior of M as follows: at y = γ(ρ) = expx(ρe2) let
(5.3) e2(y) := γ˙(ρ), e1(y) := −Je2(y).
The region near Σ can be endowed with the natural coordinate charts (x1, x2, ρ)
and e2 = ∂ρ. Throughout this section, {e1, e2} is given by (5.3) unless specified
otherwise. Note that e1 in this frame may not be tangent to the level sets of ρ other
than ρ = 0.
5.2. Formal solutions to the singular CR Yamabe problem. Let
θ˜ = u−2θ,
where u > 0 in the interior of M . We consider the following singular CR Yamabe
problem:
(5.4)
{
R˜ = −8, on M
u = 0, on Σ.
Here R˜ = 2W˜ and W˜ is the Webster scalar curvature of θ˜. Note that
R˜ = Rθ˜ = (−4△Pu−1 +Ru−1)u3
= 4u△Pu− 8|dPu|2 +Ru2.(5.5)
where
△Pu = e1e1(u) + e2e2(u)− ω(e1)e2(u) + ω(e2)e1(u)
= e1e1(u) + e2e2(u)− ω(e1)e2(u)(5.6)
and
(5.7) |dPu|2 = e1(u)2 + e2(u)2.
There is a formal solution of the form
(5.8) u(x, ρ) = c(x)ρ + v(x)ρ2 + w(x)ρ3 + z(x)ρ4 + l(x)ρ5 log ρ+ h(x)ρ5 +O(ρ6)
to the singular CR Yamabe problem (5.4). u satisfies
(5.9)
{ |dPu|2 − 12u△Pu− 18Ru2 = 1 +O(ρ5 log ρ),
u = 0, on Σ.
30 JIH-HSIN CHENG, PAUL YANG, AND YONGBING ZHANG
In order to compute the renormalized volume of the solution θ˜, we need to identify
the coefficients c(x), v(x), w(x) and z(x) in (5.8). h(x) is not locally and formally
determined and l(x) 6= 0 is the obstruction to the smoothness of the solution of
(5.4). Actually, we can let h(x) ≡ 0 in the formal solution.
5.3. The expansion of a formal solution to the singular CR Yamabe prob-
lem. Let
u(x, ρ) = u[expx(ρe2)], x ∈ Σ.
By (5.9), at ρ = 0
|dPu|2 = e2(u)2 = u2ρ = 1,
and according to (5.1), we have
u(x, ρ) = ρ+ · · ·
Proposition 12. We have
(5.10) v(x) = −1
6
H(x),
where H is the p-mean curvature of Σ, defined by
H ≡ ω(e1) = 〈∇e1e1, e2〉.
Proof. Let
u(x, ρ) = ρ+ v(x)ρ2 + · · ·
where v(x) will be determined by
d
dρ
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2] = 0.
We have
d
dρ
(|dPu|2) = d
dρ
[e1(u)
2 + e2(u)
2]
= 2e1(u)e2e1(u) + 2e2(u)e2e2(u),
hence it follows from the fact that at Σ
e1(u) = 0, e2(u) = 1
that
d
dρ
|ρ=0(|dPu|2) = 2uρρ.
Recall (5.6)
△Pu = e1e1(u) + e2e2(u)− ω(e1)e2(u),
hence
(5.11) (△Pu)|ρ=0 = uρρ −H,
so we have
d
dρ
|ρ=0[u△Pu] = (△Pu)|ρ=0 = uρρ −H.
It then follows from
d
dρ
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2] = 0
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that
2uρρ − 1
2
(uρρ −H) = 0,
hence
uρρ = −1
3
H,
u(x, ρ) = ρ− 1
6
H(x)ρ2 + · · ·

Let
u(x, ρ) = ρ− 1
6
H(x)ρ2 + w(x)ρ3 + · · ·
w(x) will be determined by
d2
dρ2
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2] = 0.
Note that for {e1, e2} given by (5.3),
∇e2e2 = 0, i.e. ω(e2) = 0.
One can easily check the following
Lemma 13. We have
∇e2e1 = 0, ∇e2e2 = 0,
∇e1e1 = ω(e1)e2, ∇e1e2 = −ω(e1)e1,
[e2, e1] = ω(e1)e1 + 2T, T∇(e1, e2) = 2T,
[T, e1] = −a1e1 + [a2 + ω(T )]e2,(5.12)
[e2, T ] = (−a2 + ω(T ))e1 − a1e2,
e2ω(e1) = R + ω(e1)
2 + 2ω(T ).
Lemma 14. At Σ, we have
e1e2(u) = 0, e2e1(u) = −2α, △Pu = 8v,
ω(T ) = e1(α) + 2α
2 − a2,
e1T (u) = −e1(α), T e1(u) = 2α2,(5.13)
Te2(u) = −2αv, e2T (u) = −2αv − a1,
e2e1e1(u) = −2e1(α) + 4α2.
Proof. By (5.12),
e2e1(u) = e1e2(u) + ω1(e1)e1(u) + 2T (u).
In particular, on Σ
e2e1(u) = 2T (u) = 2(V − αe2)(u) = −2α.
We have at Σ,
Te1(u) = e1Tu+ [T, e1]u = −e1(α) + ω(T ) + a2.
On the other hand,
Te1(u) = (V − αe2)e1u = 2α2.
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Hence
ω(T ) = e1(α) + 2α
2 − a2.
We have at Σ,
Te2(u) = (V − αe2)e2(u) = −2αv,
e2T (u) = Te2(u) + [e2, T ](u) = −2αv − a1.
Finally,
e2e1e1(u) = e1e2e1(u) + [e2, e1]e1(u)
= e1e1e2(u) + e1[e2, e1](u) + [e2, e1]e1(u).
Recall that
[e2, e1] = ω(e1)e1 + 2T,
and hence at Σ,
e2e1e1(u) = 2e1T (u) + 2Te1(u) = −2e1(α) + 4α2.

Proposition 15. We have
(5.14) w = −2
3
[e1(α) + 2α
2 +
1
6
H2 +
3
16
R− 1
2
a2].
Proof. w(x) will be determined by
d2
dρ2
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2] = 0.
We compute
d2
dρ2
(|dPu|2) = d
2
dρ2
[e1(u)
2 + e2(u)
2]
= 2e1(u)e2e2e1(u) + 2(e2e1(u))
2 + 2(uρρ)
2 + 2uρuρρρ.
Then
d2
dρ2
|ρ=0(|dPu|2) = 2(e2e1(u))2 + 2(uρρ)2 + 2uρρρ = 8α2 + 8v2 + 12w.
We also have
d2
dρ2
(u△Pu) = uρρ△Pu+ 2uρe2(△Pu) + ue2e2(△Pu),
and hence
d2
dρ2
|ρ=0(u△Pu) = 16v2 + 2e2(△Pu).
Now it follows from
△Pu = e1e1(u) + e2e2(u)− ω(e1)e2(u)
that
e2(△Pu) = e2e1e1(u) + uρρρ − e2(ω(e1))uρ − ω(e1)uρρ.
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Therefore by (5.13) we get
d
dρ
|ρ=0(△Pu) = e2e1e1(u) + uρρρ − e2(ω(e1))− ω(e1)uρρ
= −2e1(α) + 4α2 + 6w − e2(ω(e1))− 2Hv.
By (7.8),
−R = −e2ω(e1) + ω(e1)2 + 2ω(T ).
Therefore, using (5.13) we get
(5.15)
d
dρ
|ρ=0(△Pu) = 6w − 4e1(α)− 2Hv −R−H2 + 2a2.
Now
0 =
d2
dρ2
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2]
= 8α2 + 8v2 + 12w
−[8v2 + 6w − 4e1(α)− 2Hv −R−H2 + 2a2]
−1
4
R.
Hence
0 = 6w + 4e1(α) + 8α
2 +
2
3
H2 +
3
4
R− 2a2,
w = −2
3
[e1(α) + 2α
2 +
1
6
H2 +
3
16
R − 1
2
a2].

We now start to compute the coefficient z(x).
Lemma 16. At Σ, we have
(5.16) e22e1(u) := e2e2e1(u) = 2e1(v) + 4αv − 2a1.
Proof. (5.16) follows from (5.13) and the following, at x ∈ Σ,
e2e2e1(u) = e2e1e2(u) + e2[e2, e1](u)
= e1e2e2(u) + [e2, e1]e2(u) + e2[e2, e1](u)
= 2e1(v) + (He1 + 2T )e2(u) + e2(ω(e1)e1 + 2T )(u)
= 2e1(v) + 2Te2(u) +He2e1(u) + 2e2T (u).

We have
d3
dρ3
(|dPu|2) = 2e1(u)e32e1(u) + 6e2e1(u)e22e1(u) + 2e2(u)e42(u) + 6e22(u)e32(u).
Hence by (5.16),
d3
dρ3
|ρ=0(|dPu|2) = −12αe22e1(u) + 48z + 72vw
= −12α(2e1(v) + 4αv − 2a1) + 48z + 72vw.(5.17)
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Now we compute
d3
dρ3
(u△Pu) = uρρρ△Pu+ 3uρρe2△Pu+ 3uρe22△Pu+ ue32△Pu.
Using (5.11) and (5.15), we find at Σ,
d3
dρ3
|ρ=0(u△Pu) = 48vw + 6v(6w − 4e1(α)− 24v2 −R+ 2a2)
+3e22△Pu.(5.18)
Lemma 17. On Σ, we have
d3
dρ3
|ρ=0(u△Pu) = 72z + 6e1e1(v)− 24V (α)− 3e2(R)− 6Rv
−12αe1(v) + 16ve1(α)− 48v3 − 208α2v
+36a1α+ 28a2v − 12e1(a1) + 6e2(a2).
Proof. The term we need to handle is e22△Pu. We compute
e22△Pu = e2e2(e1e1u+ e2e2u− ω(e1)e2(u))
= uρρρρ −Huρρρ − 2e2(ω(e1))uρρ − e2e2ω(e1) + e2e2e1e1(u).(5.19)
Recall (7.8)
−R = −e2ω(e1) + ω(e1)2 + 2ω(T ).
Then
e2e2(ω(e1)) = e2(R) + 2ω(e1)e2(ω(e1)) + 2e2(ω(T ))
= e2(R) + 2H(R+H
2 + 2ω(T )) + 2e2(ω(T )).
Using (7.6) and (7.7), we have
dω(e2, T ) = D2 = e1(a1)− e2(a2) + 2a2ω(e1).
On the other hand, using (5.12) we get
dω(e2, T ) = e2(ω(T ))− ω([e2, T ])
= e2(ω(T ))− ω(e1)ω(T ) + a2ω(e1),
and hence from (5.13) we get
(5.20) e2(ω(T )) = ω(e1)(e1(α) + 2α
2) + e1(a1)− e2(a2),
e2e2(ω(e1)) = e2(R) + 2H(R+H
2 + 3e1(α) + 6α
2)− 4Ha2 + 2e1(a1)− 2e2(a2),
e22△Pu = 24z − 6Hw − 4v(R+H2 + 2e1(α) + 4α2 − 2a2)
−[e2(R) + 2H(R+H2 + 3e1(α) + 6α2)− 4Ha2 + 2e1(a1)− 2e2(a2)](5.21)
+e2e2e1e1(u).
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Now we compute
e2e2e1e1(u) = e2e1e2e1(u) + e2[e2, e1]e1(u)
= e1e2e2e1(u) + [e2, e1]e2e1(u) + e2[e2, e1]e1(u)
= e1e2e1e2(u) + e1e2[e2, e1](u) + [e2, e1]e2e1(u) + e2[e2, e1]e1(u)
= e1e1e2e2(u) + e1[e2, e1]e2(u) + e1e2[e2, e1](u)
+2[e2, e1]e2e1(u) + [e2, [e2, e1]]e1(u)
:= I + II + III + IV + V.
We have
I = e1e1e2e2(u) = 2e1e1(v),
II = e1[e2, e1]e2(u) = e1[(ω(e1)e1 + 2T )e2(u)]
= 2e1Te2(u) = 2e1(V − αe2)e2(u)
= −4e1(αv),
III = e1e2[e2, e1](u) = e1e2(ω(e1)e1 + 2T )u
= e1e2(ω(e1)e1(u)) + 2e1e2T (u)
= e1(ω(e1))e2e1(u) +He1e2e1(u) + 2e1(−2αv − a1)
= −2αe1(H)− 2He1(α)− 4e1(αv)− 2e1(a1)
= 8e1(αv)− 2e1(a1).
Using (5.16), we get
Te2e1(u) = (V − αe2)e2e1(u)
= V (−2α)− α(2e1(v) + 4αv − 2a1)
= −2V (α)− 2αe1(v) − 4α2v + 2a1α.
Then
IV
2
= [e2, e1]e2e1(u) = (ω(e1)e1 + 2T )e2e1(u)
= −2He1(α) + 2Te2e1(u),
= −4V (α)− 4αe1(v) + 12ve1(α)− 8α2v + 4a1α.
Finally,
V = [e2, [e2, e1]]e1(u)
= [e2, ω(e1)e1 + 2T ]e1(u)
= H [e2, e1]e1(u)− 2a1e2e1(u)
= 2HTe1(u) + 4a1α
= −24α2v + 4a1α.
So we find
e2e2e1e1(u) = 2e1e1(v)− 8V (α)− 4αe1(v) + 28ve1(α)− 40α2v + 12a1α− 2e1(a1),
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and it follows from (5.21) that
e22△Pu = 24z − 6Hw − 4v(R+H2 + 2e1(α) + 4α2 − 2a2)
−[e2(R) + 2H(R+H2 + 3e1(α) + 6α2)− 4Ha2 + 2e1(a1)− 2e2(a2)]
+2e1e1(v)− 8V (α)− 4αe1(v) + 28ve1(α)− 40α2v + 12a1α− 2e1(a1)
= 24z − 6Hw − 4v(R+H2 + 2e1(α) + 4α2)
−[e2(R) + 2H(R+H2 + 3e1(α) + 6α2)]
+2e1e1(v)− 8V (α)− 4αe1(v) + 28ve1(α)− 40α2v
+12a1α− 16a2v − 4e1(a1) + 2e2(a2).
Hence by (5.18) and (5.14), we have
d3
dρ3
|ρ=0(u△Pu) = 48vw + 6v(6w − 4e1(α)− 24v2 −R+ 2a2) + 3e22△Pu
= 72z + 6e1e1(v)− 24V (α)− 3e2(R)− 6Rv
−12αe1(v) + 16ve1(α)− 48v3 − 208α2v(5.22)
+36a1α+ 28a2v − 12e1(a1) + 6e2(a2).

Proposition 18.
12z = 3e1e1(v)− 12V (α)− 3
4
e2(R) +
15
2
Rv(5.23)
+18αe1(v) + 56ve1(α) + 264v
3 + 40α2v
−6a1α− 10a2v − 6e1(a1) + 3e2(a2).
Proof. By (5.17) and (5.22), we have
0 =
d3
dρ3
|ρ=0[|dPu|2 − 1
2
u△Pu− 1
8
Ru2]
= −12α(2e1(v) + 4αv − 2a1) + 48z + 72vw
−1
2
[72z + 6e1e1(v)− 24V (α)− 3e2(R)− 6Rv
−12αe1(v) + 16ve1(α)− 48v3 − 208α2v
+36a1α+ 28a2v − 12e1(a1) + 6e2(a2)]
−3
4
(e2(R) + 2Rv).
Then (5.23) follows from (5.10) and (5.14).

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6. Volume renormalization and E2
In this section we will find that E2 can be interpreted as the coefficient of the
log term in the volume renormalization for a formal solution to the singular CR
Yamabe problem. We also prove that the coefficient of the first log term in the
expansion of a formal solution is given by the variational derivative of E2. This is
an analogue of the result in singular Yamabe problem ([8]). We follow Graham’s
ideas ([8]) in the conformal case.
6.1. Expansions of tangent vector fields of Σρ. In order to carry out the
volume renormalization for a formal solution θ˜ = u−2θ, we need also to expand the
volume form θ ∧ dθ in ρ. More precisely, for θ˜ = u−2θ we have θ˜ ∧ dθ˜ = u−4θ ∧ dθ
and
V ol({ρ > ǫ}) =
∫
{ρ>ǫ}
u−4〈e2, ν〉dµΣρdρ,
where ν is the unit inner normal of Σρ. In this subsection we compute the expansion
of 〈e2, ν〉dµΣρ in ρ.
Consider a family of geodesics
γs(ρ) = γ(s, ρ) = expx(s)(ρe2), x(s) ∈ Σ,
and let
U =
∂
∂s
γ(s, ρ), e2 =
∂
∂ρ
γ(s, ρ).
By definition U ∈ TyΣρ. Note that [U, e2] = dγ([∂s, ∂ρ]) = 0, and if along γ0(ρ),
U(ρ) = f(ρ)e1 + g(ρ)e2 + h(ρ)T,
then
0 = [e2, fe1 + ge2 + hT ]
= e2(f)e1 + e2(g)e2 + e2(h)T + fω(e1)e1 + 2fT + hω(T )e1 − h(a2e1 + a1e2),
that is
(6.1)


e2(f) + fω(e1) + hω(T )− ha2 = 0,
e2(g)− ha1 = 0,
e2(h) + 2f = 0.
Differentiating (6.1) with respect to e2 and using (6.1) and (5.20), we get
0 = e2e2(f) + e2(f)ω(e1) + fe2(ω(e1))− 2fω(T ) + he2(ω(T )) + 2fa2 − he2(a2)
= e2e2(f)− ω(e1)(fω(e1) + hω(T )− ha2)
+f(R+ ω(e1)
2 + 2ω(T ))− 2fω(T ) + he2(ω(T )) + 2fa2 − he2(a2)
= e2e2(f) + fR+ h[e2(ω(T ))− ω(e1)ω(T ) + a2ω(e1)] + 2fa2 − he2(a2)
= e2e2(f) + fR+ 2fa2 + h[e1(a1)− 2e2(a2) + 2a2ω(e1)].
Therefore we have the Jacobi equations for U :
(6.2)


e2e2(f) + fR+ 2fa2 + h[e1(a1)− 2e2(a2) + 2a2ω(e1)] = 0,
e2e2(g) + 2fa1 − he2(a1) = 0,
e2e2(h) + 2e2(f) = 0.
Let
U1(0) = e1,
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then
U1(ρ) = f(ρ)e1 + g(ρ)e2 + h(ρ)T,
satisfies
f(0) = 1, g(0) = 0, h(0) = 0.
It follows from (6.1) that
f ′(0) = −H, g′(0) = 0, h′(0) = −2.
Hence by (6.2)
f ′′(0) = −R− 2a2, g′′(0) = −2a1, h′′(0) = 2H.
Then by differentiating (6.2), we get
f ′′′(0) = HR− e2(R) + 6Ha2 + 2e1(a1)− 6e2(a2),
g′′′(0) = 2Ha1 − 4e2(a1),
h′′′(0) = 2R+ 4a2.
Let
U2(0) = V = T + αe2,
and for U2 we have
f(0) = 0, g(0) = α, h(0) = 1,
it follows from (6.1) that
f ′(0) = −ω(T ) + a2 = −e1(α)− 2α2 + 2a2, g′(0) = a1, h′(0) = 0.
From (6.2) we also have
f ′′(0) = −[e1(a1)− 2e2(a2) + 2Ha2],
g′′(0) = e2(a1),
h′′(0) = 2e1(α) + 4α2 − 4a2,
and hence
f ′′′(0) = (R+ 2a2)(e1(α) + 2α2 − 2a2)− e2[e1(a1)− 2e2(a2) + 2ω(e1)a2],
g′′′(0) = 2a1[e1(α) + 2α2 − 2a2] + e2e2(a1),
h′′′(0) = 2[e1(a1)− 2e2(a2) + 2Ha2].
Lemma 19. There holds
〈e2, ν〉dµΣρ = [1−Hρ− (e1(α) + 2α2 +
1
2
R− a2)ρ2
+
1
6
(RH − e2(R)− 2Ha2 − 2e1(a1) + 2e2(a2))ρ3 + o(ρ3)] dµΣ√
1 + α2
.(6.3)
Proof. For y = γ(x, ρ), we write
(6.4) U1(y) = (dγ)y(e1) := f1e1 + g1e2 + h1T + o(ρ
3),
and
(6.5) U2 = (dγ)y(V ) := f2e1 + g2e2 + h2T + o(ρ
3).
We have
dµΣρ =
√
|U1|2|U2|2 − 〈U1, U2〉2√
1 + α2
dµΣ,
INVARIANT AREA FUNCTIONALS 39
and the unit inner normal to Σρ is given by
ν(x, ρ) = − U1 ∧ U2|U1 ∧ U2|
= − (g1h2 − g2h1)e1 + (h1f2 − h2f1)e2 + (f1g2 − f2g1)T + o(ρ
3)√
|U1|2|U2|2 − 〈U1, U2〉2
.
Then
〈e2, ν〉 = f1h2 − f2h1 + o(ρ
3)√
|U1|2|U2|2 − 〈U1, U2〉2
,
and
〈e2, ν〉dµΣρ = (f1h2 − f2h1 + o(ρ3))
dµΣ√
1 + α2
.
(6.3) then follows from
f1h2 − f2h1 = (1−Hρ− 1
2
(R+ 2a2)ρ
2 +
1
6
[HR− e2(R) + 6Ha2 + 2e1(a1)− 6e2(a2)]ρ3)
·(1 + (e1(α) + 2α2 − 2a2)ρ2 + 1
3
[e1(a1)− 2e2(a2) + 2Ha2]ρ3)
+[(e1(α) + 2α
2 − 2a2)ρ+ 1
2
[e1(a1)− 2e2(a2) + 2Ha2]ρ2](−2ρ+Hρ2) + o(ρ3)
= 1−Hρ− (e1(α) + 2α2 + 1
2
R− a2)ρ2
+
1
6
(RH − e2(R)− 2Ha2 − 2e1(a1) + 2e2(a2))ρ3 + o(ρ3).

6.2. Volume renormalizatioin. In this subsection we carry out the volume renor-
malization for a formal solution θ˜ = u−2θ to the singular CR Yamabe problem. We
are going to obtain the coefficient of log 1ǫ in the volume renormalizatioin.
Proposition 20. For ǫ > 0 sufficiently small, we have
(6.6) V ol({ρ > ǫ}) = c0ǫ−3 + c1ǫ−2 + c2ǫ−1 + L log 1
ǫ
+ V0 + o(1),
where
c0 =
1
3
∫
Σ
θ ∧ e1,(6.7)
c1 = −1
6
∫
Σ
Hθ ∧ e1,
c2 =
1
3
∫
Σ
(5e1(α) + 10α
2 +
1
6
H2 − a2)θ ∧ e1,
L =
∫
Σ
(
1
6
e1e1(H) + 4V (α) + αe1(H) + 2He1(α) +
4
27
H3 +
1
3
WH
+
1
6
e2(W ) + 2a1α+
5
3
e1(a1)− 2
3
e2(a2))θ ∧ e1.
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Proof. For θ˜ = u−2θ, we have θ˜ ∧ dθ˜ = u−4θ ∧ dθ and
(6.8) V ol({ρ > ǫ}) =
∫
{ρ>ǫ}
u−4〈e2, ν〉dµΣρdρ.
It follows from
u(x, ρ) = ρ+ v(x)ρ2 + w(x)ρ3 + z(x)ρ4 + o(ρ4)
that
u−4 = ρ−4(1− 4vρ− (4w − 10v2)ρ2 − (4z − 20vw + 20v3)ρ3 + o(ρ3)).
Then by (6.3), we have
u−4〈e2, ν〉dµΣρ = ρ−4(1 − 4vρ− (4w − 10v2)ρ2 − (4z − 20vw + 20v3)ρ3 + o(ρ3))
·[1−Hρ− (e1(α) + 2α2 + 1
2
R− a2)ρ2
+
1
6
(HR− e2(R)− 2Ha2 − 2e1(a1) + 2e2(a2))ρ3 + o(ρ3)] dµΣ√
1 + α2
= ρ−4[1 + 2vρ− (4w + 14v2 + e1(α) + 2α2 + 1
2
R− a2)ρ2
+(−4z − 4vw + 40v3 + 4ve1(α) + 8α2v +Rv − 1
6
e2(R)
−2a2v − 1
3
e1(a1) +
1
3
e2(a2))ρ
3 + o(ρ3)]
dµΣ√
1 + α2
.
Substituting the formulas of v, w and z in Subsection 5.3 into the above expression,
we get
(6.9) u−4〈e2, ν〉dµΣρ = ρ−4[1 + v(1)ρ+ v(2)ρ2 + v(3)ρ3 + o(ρ3)]
dµΣ√
1 + α2
,
where
v(1) = −1
3
H,
v(2) =
1
3
(5e1(α) + 10α
2 +
1
6
H2 − a2)
v(3) =
1
6
e1e1(H) + 4V (α) + αe1(H) + 2He1(α) +
4
27
H3 +
1
3
WH
+
1
6
e2(W ) + 2a1α+
5
3
e1(a1)− 2
3
e2(a2),
where in the last line we have replaced R by 2W . Then (6.6) follows from (6.8),
(6.9) and the fact that dµΣ√
1+α2
= θ ∧ e1. In particular,
(6.10) L(Σ) =
∫
Σ
v(3)θ ∧ e1.

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6.3. Conformal invariance of L(Σ). In this subsection we consider the transfor-
mation law of l(x) and L(Σ) under a conformal change of θ. We will show that l(x)
is conformally covariant and L(Σ) is a conformal invariant.
Let θ̂ = U2θ, where U is a smooth positive function defined on M , then at Σ,
ê1 = U
−1e1, ê2 = U−1e2.
The defining function ρ̂ with respect to θ̂ satisfies ê2(ρ̂)|Σ = 1, so that
ρ̂ = Uρ+O(ρ2).
Note that û := uU is a formal solution to
Rû−2θ̂ = −8 +O(ρ̂5 log ρ̂),
and hence
û = uU = (ρ+ vρ2 + wρ3 + zρ4 + hρ5 + lρ5 log ρ+ o(ρ5))U
= ρ̂+ v̂ρ̂2 + ŵρ̂3 + ẑρ̂4 + ĥρ̂5 + l̂ρ̂5 log ρ̂+ o(ρ̂5).
Note that ρ̂ is smooth up to the boundary in ρ, so we find
l̂ = (U |Σ)−4l.
Proposition 21. L(Σ) is invariant under conformal transformations of θ.
Proof. For θ̂ = U2θ, we have
ρ̂(x, ρ) = eΥ(x,ρ)ρ
for some smooth function Υ. We can solve the relation ρ̂ = eΥρ to get
ρ(x, ρ̂) = b(x, ρ̂)ρ̂,
where b(x, ρ̂) is a smooth function which is bounded from below by a positive
constant. Let
ǫ̂(x, ǫ) = ǫb(x, ǫ),
so that ρ̂ > ǫ is equivalent to ρ > ǫ̂(x, ǫ). It follows from (6.8) and (6.9) that
V ol({ρ > ǫ})− V ol({ρ̂ > ǫ}) =
∫
{ρ>ǫ}
dµu−2θ −
∫
{ρ̂>ǫ}
dµu−2θ
=
∫
Σ
∫ ǫ̂(x,ǫ)
ǫ
[
3∑
k=0
ρ−4+kv(k) + o(ρ−1)]dρθ ∧ e1
=
2∑
k=0
ǫk−3
∫
Σ
v(k)
k − 3(b(x, ǫ)
k−3 − 1)θ ∧ e1 +
∫
Σ
v(3) log b(x, ǫ)θ ∧ e1 + o(1).
As ǫ→ 0, the above contains no log 1ǫ term. Hence L(Σ, θ) = L(Σ, θ̂).

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6.4. Comparison between L and E2. We are going to show that the difference
dA2 − 12v(3)θ ∧ e1 is an exact form. In particular, if Σ is a closed, nonsingular
surface, E2(Σ) =
1
2L(Σ). Recall that
E2(Σ) =
∫
Σ
dA2
=
∫
Σ
{V (α) + 2
3
[e1(α) +
1
2
α2 − ImA11 + 1
4
W ]H +
2
27
H3
+ Im[
1
6
W ,1 +
2i
3
(A11),1]− α(ReA11¯)}θ ∧ e1.
Recall that
A11 = A11 = a1 + ia2,
τ (e1) = a1e1 − a2e2, τ (e2) = −a2e1 − a1e2.
Write
τ = τ jie
i ⊗ ej, τ ji = 〈τ(ei), ej〉.
Then
e1(a1) = e1〈τ (e1), e1〉
= 〈(∇e1τ)(e1) + τ(∇e1e1), e1〉+ 〈τ (e1),∇e1e1〉
= ∇e1τ11 − 2Ha2,
−e2(a2) = e2〈τ (e1), e2〉
= 〈(∇e2τ )(e1) + τ (∇e2e1), e2〉+ 〈τ (e1),∇e2e2〉
= ∇e2τ21 − 2ω(e2)a1 = ∇e2τ21.
So we have
A1
1
= A11 = a1 − ia2 = τ11 + iτ21,
and
Re[(A11),1] = Re(∇ 1
2
(e1−ie2)A
11) =
1
2
(∇e1τ11 +∇e2τ21)
=
1
2
[e1(a1) + 2Ha2 − e2(a2)].
So in the the frame given by (5.3), we have
E2(Σ) =
∫
Σ
dA2,
where
dA2 = {V (α) + 2
3
[e1(α) +
1
2
α2 +
1
4
W ]H +
2
27
H3
+
1
12
e2(W ) +
1
3
[e1(a1)− e2(a2)]− a1α}θ ∧ e1.(6.11)
On the other hand, L(Σ) =
∫
Σ v
(3)θ ∧ e1 and
v(3)θ ∧ e1 = (1
6
e1e1(H) + 4V (α) + αe1(H) + 2He1(α) +
4
27
H3 +
1
3
WH
+
1
6
e2(W ) + 2a1α+
5
3
e1(a1)− 2
3
e2(a2))θ ∧ e1.(6.12)
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Note that we have the orthonormal frame of TΣ:
e1, V˜ =
V√
1 + α2
=
T + αe2√
1 + α2
,
and the coframe
e1, σ =
1√
1 + α2
(θ + αe2).
Then on Σ, we have
dµΣ = σ ∧ e1 =
√
1 + α2θ ∧ e1,
σ ∧ θ = e2 ∧ θ = 0,(6.13)
e2 ∧ e1 = αθ ∧ e1 = α√
1 + α2
dµΣ.
Lemma 22. On Σ, we have
d(e1(H)θ) = −[e1e1(H) + 2αe1(H)]θ ∧ e1,
d(αe1) = [V (α)− α2H + a1α]θ ∧ e1,
d(αHθ) = −[αe1(H) +He1(α) + 2α2H ]θ ∧ e1,(6.14)
d(a1θ) = −[e1(a1) + 2a1α]θ ∧ e1.
Proof. Using (7.1), (7.5) and (6.13), we compute
d(e1(H)θ) = −e1e1(H)θ ∧ e1 + e1(H)dθ
= −e1e1(H)θ ∧ e1 + e1(H)2e1 ∧ e2
= −[e1e1(H) + 2αe1(H)]θ ∧ e1,
d(αe1) = V˜ (α)σ ∧ e1 + αde1
= V (α)θ ∧ e1 + α(−e2 ∧ ω + θ ∧ (a1e1 − a2e2))
= [V (α)− α2H + a1α]θ ∧ e1,
d(αHθ) = −e1(αH)θ ∧ e1 + 2αHe1 ∧ e2
= −[αe1(H) +He1(α) + 2α2H ]θ ∧ e1,
d(a1θ) = −e1(a1)θ ∧ e1 + 2a1e1 ∧ e2
= −[e1(a1) + 2a1α]θ ∧ e1.

Proposition 23. We have
dA2 − 1
2
v(3)θ ∧ e1(6.15)
=
1
12
d(e1(H)θ)− d(αe1) + 1
3
d(αHθ) +
1
2
d(a1θ).
In particular, if Σ is a closed surface without singular points, then
(6.16) E2(Σ) =
1
2
L(Σ).
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Proof. It follows from (6.11) and (6.12) that
dA2 − 1
2
v(3)θ ∧ e1 = − 1
12
e1e1(H)− V (α)− 1
2
αe1(H)− 1
3
He1(α)
+
1
3
α2H − 1
2
e1(a1)− 2a1α.
(6.15) then follows from (6.14).

6.5. Smoothness of solutions to the singular Yamabe problem and critical
surfaces of L(Σ). In the expression of a formal solution to the singular CR Yamabe
problem, l 6= 0 is an obstruction to the smoothness of the solution up to the
boundary. In this subsection we show that l(x) is a multiple of E2, see (3.40). It
follows that the solution to the singular CR Yamabe problem (5.4) can be smooth
up to the boundary only if Σ is a critical point of L(Σ) or E2(Σ).
Let Ft : Σ→M3, t ∈ (−δ, δ) be a variation of Σ, such that
∂tFt = X = fe
t
2 + gT ∈ Γ(TM |Σt)
where Σt = Ft(Σ), e
t
2 = Je
t
1 and e
t
1 is a unit vector in Γ(TΣt∩ξ). We assume f, g are
supported in a domain of Σ away form the singular set of Σ. Let ρt be the defining
function for Σt, which is defined by ρt(expΣt(ae
t
2)) = a. Here γ(a) := expFt(x)(ae
t
2)
is the geodesic initiating from Ft(x) with γ˙(0) = e
t
2 such that e˜
t,a
2 := γ˙(a) satisfies
∇e˜t,a
2
e˜t,a2 = 0. Let Σt,a = expΣt(ae
t
2). For any fixed t and Σt, we have a formal
solution ut with respect to Σt, and the expansion
u−4t 〈e˜t,ρt2 , ν〉dµΣt,ρt = ρ
−4
t (1 + v
(1)
t ρt + v
(2)
t ρ
2
t + v
(3)
t ρ
3
t + o(ρ
3
t ))
where ν is the unit inner normal of Σt,ρt . Let
L(Σt) =
∫
Σt
v
(3)
t θ ∧ (e1)t.
Theorem 24. We have
(6.17)
d
dt
|t=0L(Σt) = 10
∫
Σ
(f − αg)lθ ∧ e1,
where l is the coefficient of the log term of a formal solution u, given by (5.8). By
(6.15), (3.39) and (3.40), we have
(6.18) l =
1
5
E2.
Proof. We use an argument which is analogous to [8]. We have
ut = ρt + vtρ
2
t + wtρ
3
t + ztρ
4
t + htρ
5
t + ltρ
5
t log ρt + O(ρ
6
t )
such that
Ru−2t θ
= −8 +O(ρ5t log ρt).
Differentiating the volume expansion
V olu−2t θ
({ρt > ǫ}) =
2∑
k=0
ctkǫ
−3+k + Lt log
1
ǫ
+ Vt + o(1)
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gives
(6.19)
d
dt
|t=0V olu−2t θ({ρt > ǫ}) =
2∑
k=0
c˙kǫ
−3+k + L˙ log
1
ǫ
+O(1).
On the other hand,
d
dt
|t=0V olu−2t θ({ρt > ǫ}) =
d
dt
|t=0
∫
{ρt>ǫ}
dµu−2t θ
=
d
dt
|t=0
∫
{ρt>ǫ}
dµu−2θ +
∫
{ρ>ǫ}
d
dt
|t=0(u−4t )dµθ
=
d
dt
|t=0
∫
{ρt>ǫ}
dµu−2θ − 4
∫
{ρ>ǫ}
u−1u˙dµu−2θ.(6.20)
We then compute the coefficient of log 1ǫ for the expansion of (6.20).
We first deal with the term
d
dt
|t=0
∫
{ρt>ǫ}
dµu−2θ.
One can express {ρt > ǫ} as {ρ = ρ0 > ψ(x, t, ǫ), x ∈ Σ} for a smooth function
ψ(x, t, ǫ). Here ψ(x, t, ǫ) is the ρ-coordinate of the point expFt(x)(ǫe
t
2). Let
ψ˙(x, ǫ) =
∂
∂t
ψ(x, 0, ǫ).
We have
(6.21) ψ˙(x, 0) = f(x)− α(x)g(x).
Actually,
ψ˙(x, 0) =
∂
∂t
ψ(x, 0, 0) =
d
dt
ρ(Ftx) = (fe2 + gT )ρ,
note that
e1(ρ) = (T + αe2)ρ = 0, e2(ρ) = 1,
hence T (ρ) = −α and (6.21) follows. For ǫ0 > 0 small and fixed and ǫ ≪ ǫ0, we
have
d
dt
|t=0
∫
{ρt>ǫ}
dµu−2θ =
d
dt
|t=0
∫
Σ
∫ ǫ0
ψ(x,t,ǫ)
u(x, ρ)−4〈e˜0,ρ2 , ν〉
dµΣ0,ρ
dµΣ
dρdµΣ
= −
∫
Σ
ψ˙(x, ǫ)u(x, ǫ)−4〈e˜0,ǫ2 , ν〉
dµΣ0,ǫ
dµΣ
dµΣ,
where ν is the unit inner normal of Σ0,ǫ. ψ˙(x, ǫ)〈e˜0,ǫ2 , ν〉
dµ
Σ0,ǫ
dµ
Σ
is smooth in ǫ and it
follows from (6.21) that
[ψ˙(x, ǫ)〈e˜0,ǫ2 , ν〉
dµΣ0,ǫ
dµΣ
]|ǫ=0 = f − αg√
1 + α(x)2
.
Note that
u(x, ǫ) = ǫ(1 + vǫ + · · ·+ hǫ4 + lǫ4 log ǫ+O(ǫ5)),
therefore the coefficient of log 1ǫ in
d
dt |t=0
∫
{ρt>ǫ} dµu−2θ is
(6.22) − 4
∫
Σ
(f − αg)lθ ∧ e1.
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We then consider the second term in (6.20), i.e. −4 ∫{ρ>ǫ} u−1u˙dµu−2θ. For
Σt = ∂Mt we have the formal solution to the singular CR Yamabe problem
ut = ρt + vtρ
2
t + · · ·+ htρ5t + ltρ5t log ρt +O(ρ6t ),
which satisfies
(6.23) Ru−2t θ
= −8 +O(ρ5t log ρt).
Let
θ˜t = u
−2
t θ = (
ut
u
)−2θ˜0 := e2wt θ˜0,
where
wt = − log ut
u
, ut = ue
−wt .
Then by (5.5),
Ru−2t θ
= Re2wt θ˜0 = e
−2wt [Rθ˜0 − 4△
θ˜0
P wt − 4|dPwt|2θ˜0 ].
Differentiating it in t gives
(6.24)
d
dt
|t=0Ru−2t θ = −2Rθ˜0w˙ − 4△
θ˜0
P w˙.
It follows from (6.23) that
(6.25)
d
dt
|t=0Ru−2t θ = O(ρ
4 log ρ).
Note that u = O(ρ), ρ˙ = O(1), so we have
Ru−2θw˙ = −8w˙ +O(w˙ρ5 log ρ)(6.26)
= −8w˙ +O( u˙
u
ρ5 log ρ) = −8w˙ +O(ρ4 log ρ).
Therefore it follows from (6.24), (6.25) and (6.26) that
4w˙ = △θ˜0P w˙ +O(ρ4 log ρ).
Hence
−4
∫
{ρ>ǫ}
u−1u˙dµu−2θ = 4
∫
{ρ>ǫ}
w˙dµu−2θ =
∫
{ρ>ǫ}
△θ˜0b w˙dµu−2θ +O(1).
Let ν˜ be the outward unit normal with respect to θ˜0 = u
−2θ and e˜2, e˜1, α˜ are
relative to (M,Σ0,ǫ, θ˜0). Actually, e˜2 = ue2 and e2 = Je1 with e1 ∈ TΣ0,ǫ ∩ ξ. We
also have e˜1 = u−1e1 + u−2e2(u)θ. Then∫
{ρ>ǫ}
△θ˜0b w˙dµu−2θ = −
∫
{ρ=ǫ}
e˜2(w˙)θ˜0 ∧ e˜1
= −
∫
{ρ=ǫ}
ue2(− u˙
u
)u−3θ ∧ e1
=
∫
{ρ=ǫ}
(u−3e2(u˙)− u−4e2(u)u˙)θ ∧ e1.
Therefore,
(6.27) − 4
∫
{ρ>ǫ}
u−1u˙dµu−2θ =
∫
{ρ=ǫ}
(u−3e2(u˙)− u−4e2(u)u˙)θ ∧ e1 +O(1),
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here the function u is u0, i.e. the solution to the singular CR Yamabe problem
relative to Σ = Σ0, that is
u = ρ+ vρ2 + wρ3 + zρ4 + hρ5 + lρ5 log ρ+O(ρ6).
Note that the defining function relative to Σt = Ft(Σ) satisfies
ρt(Ftx) = 0, x ∈ Σ0
hence by applying ∂t|t=0 to it, we find
ρ˙(x) + (fe2 + gT )ρ = ρ˙+ (f − αg) = 0, x ∈ Σ0
hence
ρ˙(x, ρ = 0) = −(f − αg), x ∈ Σ0.
Note that ρ˙(x, ρ) is smooth in ρ. It then follows from
ut = ρt + vtρ
2
t + wtρ
3
t + ztρ
4
t + htρ
5
t + ltρ
5
t log ρt + O(ρ
6
t )
that
u˙(x, ρ) = −k(x, ρ)− 5(f − αg)lρ4 log ρ+O(ρ5 log ρ),
where k(x, ρ) is a smooth function satisfying k(x, 0) = f − αg. Note that
e2 = ∂ρ +O(ρ)T +O(ρ)∂ρ,
here T is a tangent vector of Σ0,ǫ, hence
e2(u) = 1 +O(ρ) + 5lρ
4 log ρ+O(ρ5 log ρ),
e2(u˙) = s(x, ρ)− 20(f − αg)lρ3 log ρ+O(ρ4 log ρ)
for a smooth function s(x, ρ). We have
u(x, ρ)−3 = ρ−3(λ(x, ρ) +O(ρ4 log ρ)),
u(x, ρ)−4 = ρ−4(µ(x, ρ)− 4lρ4 log ρ+O(ρ5)),
where λ and µ are smooth functions satisfying λ(x, 0) = µ(x, 0) = 1. Therefore,∫
{ρ=ǫ}
u−3e2(u˙)θ ∧ e1
=
∫
{ρ=ǫ}
ǫ−3(λ(x, ǫ) +O(ǫ4 log ǫ))[s(x, ǫ)− 20(f − αg)lǫ3 log ǫ+O(ǫ4 log ǫ)]θ ∧ e1,
∫
ρ=ǫ
−u−4e2(u)u˙θ ∧ e1
= −
∫
ρ=ǫ
ǫ−4(µ(x, ǫ)− 4lǫ4 log ǫ+O(ǫ5))[1 +O(ǫ) + 5lǫ4 log ǫ+O(ǫ5 log ǫ)]
·[−k(x, ǫ)− 5(f − αg)lǫ4 log ǫ+O(ǫ5 log ǫ)]θ ∧ e1
and the coefficients of log 1ǫ in
∫
{ρ=ǫ} u
−3e2(u˙)θ∧ e1 and
∫
ρ=ǫ−u−4e2(u)u˙θ∧ e1 are
20
∫
Σ
(f − αg)lθ ∧ e1,(6.28)
−6
∫
Σ
(f − αg)lθ ∧ e1,(6.29)
respectively. It follows from (6.27), (6.28) and (6.29) that the coefficient of log 1ǫ
in −4 ∫{ρ>ǫ} u−1u˙dµu−2θ is 14 ∫Σ(f − αg)lθ ∧ e1. Then (6.17) follows from (6.19),
(6.20) and (6.22).
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
We would like to mention a simple example in the Heisenberg space H1. Let
Σ = {r =
√
x2 + y2 = 1, t ∈ R},
and M = {(x, y, t) ∈ H|r ≤ 1}. For Σ,
α = 0, H = 1.
One can find a formal solution to the singular CR Yamabe problem. It turns out
that ρ = 1− r, and
u = ρ− 1
6
ρ2 − 1
9
ρ3 − 11
108
ρ4 + hρ5 +
4
135
ρ5 log ρ+O(ρ6).
That is l = 4135 . On the other hand, by (3.40), E2 = 427 .
7. Appendix
We collect some basic formulas in this appendix. The reader is referred to [3] for
fundamental notions and notations. Let (M,J, θ) be a 3-dimensional pseudohermi-
tian manifold with boundary Σ = ∂M . We take an orthonormal (co)frame
{e1, e2 = Je1, T }, {e1, e2, θ}
with respect to the (adapted) metric
gθ = θ ⊗ θ + 1
2
dθ(·, J ·).
Here we use the convention
dθ(X,Y ) = Xθ(Y )− Y θ(X)− θ([X,Y ]).
We have
(7.1) dθ = 2e1 ∧ e2.
Let ∇ be the pseudohermitian (Tanaka-Webster) connection on M . Recall (see the
Appendix in [3]) that there is a real 1-form ω such that
(7.2) ∇e1 = ω ⊗ e2, ∇e2 = −ω ⊗ e1,
∇e1e1 = ω(e1)e2, ∇e2e2 = −ω(e2)e1,(7.3)
∇e2e1 = ω(e2)e2, ∇e1e2 = −ω(e1)e1,
[e2, e1] = ω(e2)e2 + ω(e1)e1 + 2T.
Let
T∇(X,Y ) := ∇XY −∇YX − [X,Y ]
be the torsion of ∇. Then we have
T∇(e1, e2) = −θ([e1, e2])T = 2T.
Let
τ(X) := T∇(T,X).
We have
τ(Z1) = A
1
1Z1, τ (Z1) = A
1
1Z1 = A
1
1
Z1
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where
Z1 =
1
2
(e1 − ie2), Z1 =
1
2
(e1 + ie2).
Write
A11 = A
1
1 = a1 + ia2, A11 = A
1
1
= A11 = a1 − ia2,
for some real valued functions a1, a2, so that
(7.4) τ (e1) = a1e1 − a2e2, τ (e2) = −a2e1 − a1e2.
Then we have
de1 = −e2 ∧ ω + θ ∧ (a1e1 − a2e2),(7.5)
de2 = e1 ∧ ω − θ ∧ (a2e1 + a1e2),
and
(7.6) dω = −Re1 ∧ e2 + (D1e1 +D2e2) ∧ θ,
where
D1 = e2(a1) + e1(a2)− 2a1ω(e1) + 2a2ω(e2),(7.7)
D2 = e1(a1)− e2(a2) + 2a1ω(e2) + 2a2ω(e1),
and
−R = −R∇(e1, e2, e1, e2) = 〈∇e1∇e2e1 −∇e2∇e1e1 −∇[e1,e2]e1, e2〉(7.8)
= e1ω(e2)− e2ω(e1) + ω(e2)2 + ω(e1)2 + 2ω(T )
= −2W.
In the torsion free case, we also have
[T, e1] = ω(T )e2,(7.9)
[e2, T ] = ω(T )e1,
dω = −2We1 ∧ e2.
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