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Typical Irreducible Characters of
Generalized Quantum Groups
Hiroyuki Yamane∗
Abstract
We introduce the definition of the typical irreducible modules of the
generalized quantum groups, and prove the Weyl-Kac-type formulas of
their characters. As a by-product, we obtain the Weyl-Kac-type character
formulas of the typical irreducible modules of the quantum superalgebras
associated with the basic classical Lie superalgebras, which is explained in
Introduction.
1 Introduction
In 1977, V. Kac [21][22] gave the Weyl-type character formula of the typical finite-
dimensional irreducible modules of the basic classical Lie superalgebras k. See
also [26, Subsection 8.6 and Theorem 14.4.2]. The highest weights of the non-
typical (atypical) finite-dimensional irreducible modules of k stay in a Zariskii
closed subset of the linear space spanned by those of all the finite-dimensional
irreducible modules of k. In this paper, we give its counterpart for the generalized
quantum groups over any field K of characteristic zero. As for the N. Geer’s
related result [27], see Remark 4.2.
Let C be the field of complex numbers. From now on until the end of Intro-
duction, associative algebras and Lie superalgerbas are those over C. Let θ ∈ N
and I := {1, . . . , θ}. Let qij ∈ C
× := C \ {0} (i, j ∈ I), and Q := (qij)i,j∈I (the
θ × θ-matrix). In the same way as that for the Lusztig’s definition of the quan-
tum groups in [25, Subsection 3.1.1], we define the generalized quantum groups
UQ. As an associative C-algebra, UQ has generators K
±1
i , L
±1
i , Ei, Fi (i ∈ I)
satisfying the equations
KiKj = KjKi, LiLj = LjLi, KiLj = LjKi,
KiK
−1
i = K
−1
i Ki = LiL
−1
i = L
−1
i Li = 1,
KiEi = qijEjKi, qijKiFi = FjKi, qjiLiEi = EjLi, LiFi = qjiFjLi,
EiFj − FjEi = δij(−Ki + Li),
(i, j ∈ I). Let U0Q (resp. U
+
Q , resp. U
−
Q ) be the C-subalgebras of UQ generated
by {K±1i , L
±1
i |i ∈ I} (resp. {E
±1
i |i ∈ I}, resp. {F
±1
i |i ∈ I}). Then we have the
∗This work was supported by JSPS Grant-in-Aid for Scientific Research (C) 19K03420.
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C-linear isomorphism g : U−Q ⊗ U
0
Q ⊗ U
+
Q → UQ with g(Y ⊗ Z ⊗X) := Y ZX , we
identify U0Q with the Laurent polynomial C-algebra C[K
±1
i , L
±1
i |i ∈ I], and we
idnetify U+Q and U
−
Q with the Nichols algebra of diagonal-type with the braidings
defined from Q and Qop := (qji)i,j∈I respectively. Let R
Q
+ be the Kharchenko’s
positive root system of U+Q (and U
−
Q ). In this paper, we introduce an appropriate
definition of the typical finite-dimensional irreducible modules of UQ in the case
where |RQ+| <∞, and prove the Weyl-Kac type forumula of their characters. For
such UQ, we have already achieved the (axiomatic) Weyl groupoids [17], [10], the
Bruhat order of the Weyl groupoids [5], the Shapovalov determinants [18], the
defining relations [3] (see also [1], [19], [28], [29], [30]), the universal R-matrices
[4], the classification of the finite-dimensional irreducible modules [6] and the
Harish-Chandra-type theorem for the (skew) center [8] (see also [7], [9]).
Let a be a linear space over C. Let a(0) and a(1) be linear subspaces of a
such that a = a(0)⊕ a(1). For t ∈ Z, define a(t) := a(t± 2). Let [ , ] : a× a→ a
be a C-bilinear map with [a(t), a(t′)] ⊂ a(t+ t′). We say that a = (a, [ , ]) is a Lie
superalgebra over C if
[X, [Y, Z]] = [[X, Y ], Z] + (−1)st[Y, [X,Z]], [Y,X ] = −(−1)st[X, Y ]
(X ∈ a(s), Y ∈ a(t), Z ∈ a).
Let b be one of the Lie superalgebras over C which are A(m − 1, n − 1) =
sl(m|n) (θ = m + n − 1 ≥ 3, 1 ≤ m < n), sl(n|n) (θ = 2n − 1 ≥ 3), B(m,n) =
osp(2m+1|2n) (θ = m+n ≥ 1, m ≥ 0, n ≥ 1), C(n) = osp(2|2n−2) (θ = n ≥ 3),
D(m,n) = osp(2m|2n) (θ = m + n ≥ 3, m ≥ 2, n ≥ 1), F (4) (θ = 4), G(3)
(θ = 3), D(2, 1; a) (θ = 3, a ∈ C \ {0,−1}), where m, n ∈ Z≥0. We call these Lie
superalgebras the finite-dimensional Lie superalgebras of type A-G of rank = θ.
The family of the basic classical Lie superalgebras of rank = θ is composed of these
Lie superalgebras except for sl(n|n) (θ+1 ∈ 2Z) and A(n−1, n−1) = sl(n|n)/CI
(θ = 2n− 1 ≥ 3), where I is the 2n× 2n identity matrix. Each of this family is
a simple Lie superalgebra.
The quantum superalgebra Uq(b) of the above b can be obtained from a gen-
eralized quantum group by slight modification (see Remark 1.2). As Theorem 1.1
below, we state a formula of the characters of the typical finite-dimensional irre-
ducible modules of Uq(b).
Let E be a θ-dimensional linear space over C with a C-basis Π := {αi|i ∈ I}.
Let ( , ) : E × E → C be a symmetric bilinear map. Let p : ZΠ → Z be a Z-
module homomorphism such that p(Π) ⊂ {0, 1}. We define the Lie superalgebra
g = g(( , ),Π, p) = g(0)⊕ g(1) over C by the following axioms (g1)-(g3).
(g1) There exists a direct sum g = ⊕λ∈ZΠgλ as a C-linear space such that
[gλ, gµ] ⊂ gλ+µ (λ, µ ∈ ZΠ) and g(t) = ⊕p(λ)−t∈2Zgλ (t ∈ {0, 1}).
(g2) There exist ei ∈ gαi , fi ∈ g−αi (i ∈ I) and a C-basis {hi|i ∈ I} of g0 such
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that
[hi, hj] = 0, [hi, ej] = (αi, αj)ej , [hi, fj] = −(αi, αj)fj , [ei, fj ] = δijhj (i, j ∈ I).
(Hence dim g0 = |I|, dim g±αi = 1, and {λ ∈ ZΠ| dim gλ ≥ 1} ⊂ Z≥0Π ∪ Z≤0Π.)
(g3)
∀λ ∈ Z≥0Π \ {0} (resp. Z≤0Π \ {0}),
{X ∈ gλ| ∀i ∈ I, [fi, X ] = 0 (resp. [ei, X ] = 0)} = {0}.
Let R+ := {β ∈ Z≥0Π \ {0}| dim gβ ≥ 1}, R
+
null := {β ∈ R
+|(β, β) = 0} and
R+real := {β ∈ R
+|(β, β) 6= 0, β /∈ 2R+}. If dim g < ∞, R+ = R+null ∪ R
+
real ∪
{2β|β ∈ R+real, p(β) ∈ 2Z}. Let R := R
+ ∪ (−R+). Then g = h ⊕ (⊕β∈Rgβ),
where let h := g0. Let (R
+
null)t := {γ ∈ R
+
null|(−1)
p(γ) = (−1)t} (t ∈ {0, 1}). Let
C× := C\{0} and q ∈ C× \{±1}. Let a ∈ C be such that q = exp(a). For b ∈ C,
let qb := exp(ab) as usual. Let
q´ij := (−1)
p(αi)p(αj)q(αi,αj)(∈ C×) (i, j ∈ I).
Let Q´ := (q´ij)i,j∈I . Let C
×
∞ := {z ∈ C
×|∀n ∈ N, zn 6= 1}. Assume that∏k
t=1 q´itjt ∈ C
×
∞ for k ∈ N and it, jt ∈ I (1 ≤ t ≤ k) with
∏k
t=1(αit , αjt) 6= 0.
Then if dim g <∞, RQ´+ can be identified with R
+
null ∪R
+
real (see Remark 3.1).
Assume θ = 1. Then dim g < ∞. In fact, g is isomorphic to sl2(C) (resp.
osp(1|2), resp. sl(1|1), resp. h1) if p(α1) = 0 (resp. 1, resp. 1, resp. 0) and
(α1, α1) 6= 0 (resp. 6= 0, resp. = 0, resp. = 0), where h1 is the Heisenberg Lie
algebra.
Assume that θ ≥ 2, dim g < ∞ and there exists (i, j) ∈ I ′ × (I \ I ′) with
(αi, αj) 6= 0 for every non-empty proper subset I
′ of I. We have |R+| < ∞
and (R+null)0 = ∅ for UQ´. The Weyl groupoids of g and UQ´ are isomorphic (see
[6, Lamma 5.1 (2)]). From this fact, using the classification theorem [14] of the
(finite-type) Nichols algebras of diagonal-type, we obtain a new proof that g is
isomorphic to one of the finite dimensional simple Lie algebras of rank = θ and
the finite-dimensional Lie superalgebras of type A-G of rank = θ, which has
originally been proved by [20].
Assume dim g < ∞ until the end of Introduction. Let Uq(g) be the quan-
tum superalgebra of g. As an associative C-algebra, Uq(g) is defined with the
generators k±1i , ei, fi ∈ Uq(g) (i ∈ I) and the relations composed of those of
(QS1-3) below and the same ones as those of [29, (QS4)(1-17), (QS5)(1-17) of
Proposition 6.7.1] (see also [28, Proposition 10.4.1]).
(QS1) kik
−1
i = k
−1
i ki = 1, kikj = kikj,
(QS2) kiejk
−1
i = q
(αi,αj)ej , kifjk
−1
i = q
−(αi,αj)fj ,
(QS3) eifj − (−1)
p(αi)p(αj)fjei = δij
ki−k
−1
i
q−q−1
.
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We have the C-linear subspaces Uq(g)λ (λ ∈ Z) of Uq(g) such that k
±
i ∈ Uq(g)0,
ei ∈ Uq(g)αi , fi ∈ Uq(g)−αi (i ∈ I) and Uq(g) = ⊕λ∈ZΠUq(g)λ.
Let GrΠ be the set of group homomorphisms from ZΠ to C
×. Define ρˆΠ ∈ GrΠ
by ρˆΠ(αi) := q´ii (i ∈ I). It follows from Proposition 3.5 that
∀β ∈ R+real, ∃r
ρˆ(β) ∈ Z, s.t. ρˆΠ(β) = ((−1)
p(β)q(β,β))r
ρˆ(β).
Let BiΠ be the group of bijections from ZΠ to ZΠ, where the multiplication
is define by st := s ◦ t (s, t ∈ BiΠ).
Let Ω ∈ GrΠ. LetM(Ω) (resp. L(Ω)) be the Verma module (resp. the highest
weight irreducible module) of Uq(g) with the highest weight vector v˜Ω (resp. vΩ)
satisfying k±1i v˜Ω = Ω(±αi)v˜Ω and eiv˜Ω = 0 (resp. k
±1
i vΩ = Ω(±αi)vΩ and eivΩ =
0). Let M(Ω)λ := Uq(g)λv˜Ω and L(Ω)λ := Uq(g)λvΩ (λ ∈ ZΠ). Then M(Ω) =
⊕λ∈Z≤0ΠM(Ω)λ, L(Ω) = ⊕λ∈Z≤0ΠL(Ω)λ and dimM(Ω)µ = dimL(Ω)µ = 0 (µ ∈
ZΠ \ Z≤0Π). For λ ∈ ZΠ, dimM(Ω)λ equals the cardinality of the set of maps
f : R+real ∪ R
+
null → Z≥0 with f((R
+
null)1) ⊂ {0, 1} and
∑
β∈R+real∪R
+
null
f(β)β = λ.
For ν ∈ ZΠ, define Ω+ν ∈ GrΠ by Ω
+ν(λ) := (−1)p(ν)p(λ)q(ν,λ)Ω(λ) (λ ∈ ZΠ).
Assume dimL(Ω) <∞. It follows that
∀β ∈ R+real, ∃n
Ω(β) ∈ Z≥0, s.t. Ω(2β) = ((−1)
p(β)q(β,β))n
Ω(β).
For β ∈ R+real, define sβ, s˙
Ω
β ∈ BiΠ by
sβ(λ) := λ−
2(β, λ)
(β, β)
β, s˙Ωβ (λ) := sβ(λ)− (r
ρˆ(β) + nΩ(β))β (λ ∈ ZΠ).
Let WΠ (resp. W˙Ω) be the subgroup of GL(E) (resp. BiΠ) generated by {sβ|β ∈
R+real} (resp. {s˙
Ω
β |β ∈ R
+
real}). Then we have the group isomorphism h : W
Π →
W˙Ω defined by h(sβ) := s˙
Ω
β (β ∈ R
+
real). There exists a group homomorphism
sgnΩ : W˙Ω → {±1} such that sgnΩ(s˙Ωβ ) = −1.
By our main theorem Theorem 3.14 below, we have:
Theorem 1.1. Assume that
(1.1) (R+null)0 = ∅, dimL(Ω) <∞ and
∏
γ∈R+null
(1− (−1)p(γ)ρˆΠ(γ)Ω(2γ)) 6= 0.
Then we have
(1.2) dimL(Ω)λ =
∑
w˙∈W˙Ω
sgnΩ(w˙) · dimM(Ω+w˙(0))λ−w˙(0) (λ ∈ ZΠ).
We call L(Ω) of (1.1) typical. The formula (1.2) for R+null = ∅ has been
obtained by [2, Theorem 4.15 (3)].
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Remark 1.2. Since Q´ is a θ × θ symmetric matrix, for every i ∈ I, KiLi − 1
belongs to the center Z(U¯Q´) of U¯Q´. Consider the quotient C-algebra U¯Q´ :=
UQ´/(
∑
i∈I(KiLi − 1)UQ´). Let d : UQ´ := U¯Q´ be the canonical map. Let K¯i :=
d(Ki), E¯i := d(Ei), F¯i := d(Fi). Let U¯
σ
Q´
= U¯Q´ ⊕ U¯Q´σ (resp. Uq(g)
σ =
Uq(g) ⊕ Uq(g)σ) be the associative C-algebra obtained from U¯Q´ (resp. Uq(g))
by adding the element σ with σ2 = 1, σK¯±1i σ = K¯
±1
i , σE¯iσ = (−1)
p(αi)E¯i,
σF¯iσ = (−1)
p(αi)F¯i (resp. σk
±1
i σ = k
±1
i σeiσ = (−1)
p(αi)ei, σfiσ = (−1)
p(αi)fi).
Then we have the C-algebra isomorphism t : U¯σ
Q´
→ Uq(g)
σ defined by t(K¯±1i ) :=
k±1i σ
p(αi), t(E¯i) := ei, t(F¯i) := −(q− q
−1)fiσ
p(αi), t(σ) := σ. Moreover RQ´+ can be
identified with R+ \ 2R+. See also Remark 3.1.
2 Generalized guantum groups
2.1 Preliminaries
For x, y ∈ R ∪ {±∞}, let Jx,y := {z ∈ Z|x ≤ z ≤ y}. Let K be a field.
Let K× := K \ {0}. For n ∈ Z≥0 and x ∈ K, let (n)x :=
∑n
r=1 x
r−1, and
(n)x! :=
∏n
r=1(r)x. For n ∈ Z≥0 and x, y ∈ K
×, let (n; x, y) := 1 − xn−1y and
(n; x, y)! :=
∏n
m=1(m; x, y).
For x ∈ K×, define oˆ(x) ∈ Z≥0 \ {1} by
(2.1) oˆ(x) :=
{
min{ r′ ∈ J2,∞ | (r
′)x! = 0 } if (r
′′)x! = 0 for some r
′′ ∈ J2,∞,
0 otherwise.
Let A be a non-zero finite rank free Z-module. Let θ′ := RankZ(A)(∈ N).
Let θ ∈ J1,θ′ and I := J1,θ. Let {αi|i ∈ I} ∪ {ǫr|r ∈ Jθ+1,θ′} be a Z-base of
A. Define an injection π : I → A by αi := π(i) (i ∈ I). Let Aπ = ⊕i∈IZαi
and A+π := ⊕i∈IZ≥0αi. Let Aex := ⊕
θ′−θ
r=1 Zǫr. Then A = Aπ ⊕ Aex. Note that
Aex = {0} if θ
′ = θ.
Let χ : A× A→ K× be a map such that
(2.2) ∀λ, ∀µ, ∀ν ∈ A, χ(λ+µ, ν) = χ(λ, ν)χ(µ, ν), χ(λ, µ+ ν) = χ(λ, µ)χ(λ, ν).
There exists a unique associative K-algebra (with 1) U = U(χ, π) satisfying
the following conditions (U1)-(U6).
(U1) As a K-algebra, U is generated by the elements:
(2.3) Kλ, Lλ (λ ∈ A), Ei, Fi (i ∈ I).
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(U2) The elements of (2.3) satisfy the following relations.
(2.4)
K0 = L0 = 1, KλKµ = Kλ+µ, LλLµ = Lλ+µ, KλLµ = LµKλ,
KλEi = χ(λ, αi)EiKλ, LλEi = χ(−αi, λ)EiLλ,
KλFi = χ(λ,−αi)FiKλ, LλFi = χ(αi, λ)FiLλ,
EiFj − FjEi = δij(−Kαi + Lαi).
(U3) Define the map ς1 : A × A → U by ς1(λ, µ) := KλLµ. Define the K-
subalgebra U0 = U0(χ, π) of U by U0 := SpanK(ς1(A×A)). Then ς1 is injective,
and ς1(A× A) is a K-basis of U
0.
(U4) There exist the K-subspaces Uλ = U(χ, π)λ of U (λ ∈ Aπ) satisfying the
following conditions (U4-1)-(U4-3).
(U4-1) We have U0 ⊂ U0 and Ei ∈ Uαi , Fi ∈ U−αi (i ∈ I).
(U4-2) We have UλUµ ⊂ Uλ+µ (λ, µ ∈ Aπ).
(U4-3) We have U = ⊕λ∈ApiUλ as a K-linear spaces.
(U5) Let U+ = U+(χ, π) (resp. U− = U−(χ, π)) be the K-subalgebra (with
1) of U generated by Ei (resp. Fi) (i ∈ I). Define the K-linear homomorphism
ς2 : U
−⊗KU
0⊗KU
+ → U(χ, π) by ς2(Y ⊗Z⊗X) := Y ZX . Then ς2 is a K-linear
isomorphism.
(U6) For λ ∈ Aπ, define U
+
λ = U
+(χ, π)λ (resp. U
−
λ = U
−(χ, π)λ) by U
+
λ :=
U+ ∩ Uλ (resp. U
−
λ = U
− ∩ Uλ). Then for λ ∈ A
+
π \ {0}, we have {X ∈ U
+
λ |∀i ∈
I, [X,Fi] = 0} = {0} and {Y ∈ U
−
−λ|∀i ∈ I, [Ei, Y ] = 0} = {0}.
Note that U+ = ⊕λ∈A+piU
+
λ , U
− = ⊕λ∈A+piU
−
−λ, U
+
0 = U
−
0 = K ·1U and U
+
αi
= K ·Ei,
U−−αi = K · Fi (i ∈ I).
We also regard U = U(χ, π) as a Hopf algebra (U,∆, S, ε) by
(2.5)
∆(Kλ) = Kλ ⊗Kλ,∆(Lλ) = Lλ ⊗ Lλ,∆(Ei) = Ei ⊗ 1 +Kαi ⊗ Ei,
∆(Fi) = Fi ⊗ Lαi + 1⊗ Fi, S(Kλ) = K−λ, S(Lλ) = L−λ,
S(Ei) = −K−αiEi, S(Fi) = −FiL−αi ,
ε(Kλ) = ε(Lλ) = 1, ε(Ei) = ε(Fi) = 0.
Let U+,♭ := ⊕λ∈AU
+Kλ, and U
−,♭ := ⊕λ∈AU
−Lλ. Then U = SpanK(U
−,♭U+,♭) =
SpanK(U
+,♭U−,♭).
As in a standard way (see [11]), we have the bilinear form ϑ = ϑχ,π : U+,♭ ×
U−,♭ → K such that ϑ|U+×U− is non-degenerate and the following equations are
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satisfied.
ϑ(Kλ, Lµ) = χ(λ, µ), ϑ(Ei, Fj) = δij , ϑ(Kλ, Fj) = ϑ(Ei, Lλ) = 0,
ϑ(X+Y +, X−) =
∑
k− ϑ(X
+, (X−)
(2)
k−)ϑ(Y
+, (X−)
(1)
k−),
ϑ(X+, X−Y −) =
∑
k+ ϑ((X
+)
(1)
k+ , X
−)ϑ((X+)
(2)
k+ , Y
−),
ϑ(S(X+), X−) = ϑ(X+, S−1(X−)),
ϑ(X+, 1) = ε(X+), ϑ(1, X−) = ε(X−),
X−X+ =
∑
r+,r− ϑ((X
+)
′,(1)
r+
, S((X−)
′,(1)
r−
))ϑ((X+)
′,(3)
r+
, (X−)
′,(3)
r−
)
·(X+)
′,(2)
r+ (X
−)
′,(2)
r− ,
X+X− =
∑
r+,r− ϑ((X
+)
′,(3)
r+ , S((X
−)
′,(3)
r− ))ϑ((X
+)
′,(1)
r+ , (X
−)
′,(1)
r− )
·(X−)
′,(2)
r− (X
+)
′,(2)
r+
(λ, µ ∈ A, i, j ∈ I, and X+, Y + ∈ U+,♭, X−, Y − ∈ U−,♭). Here (X+)
(x)
k+
and (X−)
(x)
k− with x ∈ J1,2 (resp. (X
+)
′,(y)
r+ and (X
−)
′,(y)
r− with y ∈ J1,3) are any
elements of U+,♭ and U−,♭ respectively satisfying ∆(X±) =
∑
k±(X
±)
(1)
k±⊗(X
±)
(2)
k±,
(resp. ((idU ⊗ ∆) ◦ ∆)(X
±) =
∑
r±(X
±)
′,(1)
r± ⊗ (X
±)
′,(2)
r± ⊗ (X
±)
′,(3)
r± ). We have
ϑ(X+Kλ, X
−Lµ) = χ(λ, µ)ϑ(X
+, X−) (λ, µ ∈ A, X+ ∈ U+, X− ∈ U−) and
ϑ(U+λ , U
−
−µ) = {0} (λ.µ ∈ A
+
π , λ 6= µ).
Define the K-linear map Shχ,π : U(χ, π)→ U0(χ, π) by
Shχ,π(Y KλLµX) = ε(Y )ε(X)KλLµ
(X ∈ U+, Y ∈ U−, λ, µ ∈ A).
Let I ′ be a non-empty subset of I. Let θ1 := |I
′|. Define the bijection
κI′ : J1,θ1 → I
′ by κI′(t) < κI′(t + 1) (t ∈ J1,θ1−1). Let θ2 ∈ J0,θ′−θ. If θ2 6= 0,
let jy ∈ J1,θ′−θ (y ∈ J1,θ2) be such that jy < jy+1 (y ∈ J1,θ2−1). Let A
′ :=
(⊕θ1t=1ZακI′ (t)) ⊕ (⊕
θ2
y=1Zǫjy). Define the map πI′ : J1,θ1 → A
′ by πI′ := π ◦ κI′ .
Then we have the Hopf algebra monomorphism f : U(χ|A′×A′ , πI′) → U(χ, π)
defined by f(KλLµ) := KλLµ (λ, µ ∈ A
′), f(Et) := EκI′(t), f(Ft) := FκI′(t)
(t ∈ J1,θ1). So
(2.6) we identify U(χ|A′×A′, πI′) with Imf .
Let qij := χ(αi, αj) (i, j ∈ I). We call (χ, π) reducible if there exists non-
empty proper subsets I ′, I ′′ such that I ′ ∩ I ′′ = ∅, I = I ′ ∪ I ′′ and qijqji = 1 for
all i ∈ I ′ and all j ∈ I ′′. If (χ, π) is not reducible, we call it irreducible. See also
the map f3 of Subsection 3.4.
2.2 Kharchenko’s PBW theorem
For λ ∈ A, let qλ := χ(λ, λ) and cλ := oˆ(qλ).
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Theorem 2.1. (Kharchenko’s PBW theorem [23, Theorem 2], [24, Theorem 2.2],
see also [13, Theorem 3.14], [9, Appendix].) Keep the notation as above. Then
there exists a unique pair of (Rχ,π+ , ϕ
χ,π
+ ) of a subset R
χ,π
+ of A
+
π \ {0} and a map
ϕχ,π+ : R
χ,π
+ → N satisfying the following. Let X := {(α, t) ∈ R
χ,π
+ × N|t ∈
J1,ϕχ,pi+ (α)}. Define the map z : X → R
χ,π
+ by z(α, t) := α. Let Y be the set of
maps y : X → Z≥0 such that |{x ∈ X|y(x) ≥ 1}| <∞ and (y(x))qz(x)! 6= 0 for all
x ∈ X. Then
∀λ ∈ A+π , dimU
+(χ, π)λ = |{y ∈ Y |
∑
x∈X
y(x)z(x) = λ}|.
By [14](see also [6, Theorem 4.15 (1)]), using (2.11) below, we see that
(2.7)
if Char(K) = 0, θ ≥ 2 and |Rχ,π+ | <∞ and (χ, π) is irreducible,
then qβ 6= 1 for all β ∈ R
χ,π
+ .
Theorem 2.2. ([12, Proposition 1], [18, Theorem 4.9]) Assume |Rχ,π+ | <∞.
(1) We have ϕχ,π+ (R
χ,π
+ ) = {1}.
(2) Let M := |Rχ,π+ |. Then there exist Eβ ∈ U
+(χ, π)β, Fβ ∈ U
−(χ, π)−β (β ∈
Rχ,π+ ) such that EβFβ−FβEβ = −Kβ+Lβ and {E
m1
g(1) · · ·E
mM
g(M)|(ms)qg(s)! 6= 0 (s ∈
J1,M)} and {F
n1
g(1) · · ·E
nM
g(M)|(nt)qg(s)! 6= 0 (t ∈ J1,M)} are K-bases of U
+(χ, π) and
U−(χ, π) respectively for every bijection g : J1,M → R
χ,π
+ .
Let ω : A→ K× be a Z-module homomorphism. Let
(2.8) Zω(χ, π) := {Z ∈ U(χ, π)0 | ∀λ ∈ Aπ, ∀X ∈ U(χ, π)λ, ZX = ω(λ)XZ }.
Define the Z-module homomorphism ρˆχ,π : Aπ → K
× by
ρˆχ,π(αj) := qαj (j ∈ I),
where αj := π(j), as above. Let ω
χ
λ,µ;β := ω(β) ·
χ(β,µ)
χ(λ,β)
(β ∈ Rχ,π+ , λ, µ ∈ A).
For each β ∈ Rχ,π+ , let B
χ,π
ω (β) be the K-linear subspace of U
0(χ, π) formed
by the elements ∑
(λ,µ)∈A2
a(λ,µ)KλLµ
with a(λ,µ) ∈ K satisfying the following equations (e1)β-(e4)β.
(e1)β For (λ, µ) ∈ A
2 and t ∈ Z \ {0}, if qβ 6= 1, cβ = 0 and ω
χ
λ,µ;β = q
t
β ,
then the equation a(λ+tβ,µ−tβ) = ρˆ
χ,π(β)t · a(λ,µ) holds.
(e2)β For (λ, µ) ∈ A
2, if cβ = 0 and ω
χ
λ,µ;β 6= q
t
β for all t ∈ Z, then the equa-
tion a(λ,µ) = 0 holds.
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(e3)β For (λ, µ) ∈ A
2, if qβ 6= 1, cβ ≥ 2 and ω
χ
λ,µ;β = q
t
β for some t ∈ J1,cβ−1, the
equation
∞∑
x=−∞
a(λ+(cβx+t)β,µ−(cβx+t)β)ρˆ
χ,π(β)−(cβx+t)
=
∞∑
y=−∞
a(λ+cβyβ,µ−cβyβ)ρˆ
χ,π(β)−cβy
holds.
(e4)β For (λ, µ) ∈ A
2, if cβ ≥ 2 and ω
χ
λ,µ;β 6= q
m
β for all m ∈ Z, then the cβ − 1
equations
∞∑
x=−∞
a(λ+(cβx+t)β,µ−(cβx+t)β)ρˆ
χ,π(β)−(cβx+t)
=
∞∑
y=−∞
a(λ+cβyβ,µ−cβyβ)ρˆ
χ,π(β)−cβy
(t ∈ J1,cβ−1)
hold. Let
Bχ,πω :=
⋂
β∈Rχ,pi+
Bχ,πω (β).
Theorem 2.3. ([8, Theorem 10.4]) Assume |Rχ,π+ | <∞. If Char(K) 6= 0, assume
that qβ 6= 1 for all β ∈ R
χ,π
+ . Then we have the K-linear isomorphism HC
χ,π
ω :
Zω(χ, π)→ B
χ,π
ω defined by HC
χ,π
ω (X) := Sh
χ,π(X).
Proof. Injectivity of HCχ,πω can be proved in the same way as that for [8,
Lemma 9.2].
First we assume that Aex = {0} and qβ 6= 1 for all β ∈ R
χ,π
+ . The statement of
[8, Theorem 10.4] has claimed that the above theorem holds ifK is an algebraically
closed field. However, by the equation G = ZS in [8, (10.5)], we can easily see
that it really holds for any field K.
Second we assume Aex = {0} and Char(K) = 0. We use an induction on |I|.
Assume that there exists β ∈ Rχ,π+ with qβ = 1. By (2.7), there exists i ∈ I
such that β = αi and qijqji = 1 for all j ∈ I \ {i}. Let I´ := I \ {i}. Then
EiEj = qijEjEi =
1
qji
EjEi and FiFj = qjiFjFi =
1
qij
FjFi for all j ∈ I´. Let U`0 :=
⊕∞k=0F
k
i U
0(χ, π)Eki . Let A´π := ⊕j∈I´Zαj . A´
+
π := ⊕j∈I´Z≥0αj , χ´ := χ|A´pi×A´pi , and
π´ := πI´ . Let U´
λ
0 := SpanK(U
−(χ, π)−λU
+(χ, π)λ) (λ ∈ A´
+
π ). Let U´0 := ⊕λ∈A´+pi U´
λ
0 .
Then
(2.9)
we have the K-linear isomorphism
f : U´0 ⊗ U`0 → U(χ, π)0 defined by f(X ⊗ Y ) := XY .
Let a ∈ K×. Let Z˙a := {Z ∈ U(χ, π)0 |ZEi = aEiZ, ZFi = a
−1FiZ}, and Z`a :=
9
{C ∈ U`0|CEi = aEiC, CFi = a
−1FiC}. Let H´a := ⊕λ,µ∈A´pi ,aχ(αi,µ)χ(λ,αi)=1
KKλLµ,
and H`a := ⊕λ,µ∈Api ,aχ(αi,µ)χ(λ,αi)=1
KKλLµ. Then H`a = ⊕x,y∈ZH´aK
x
αi
Lyαi . By [7, The-
orem 2.4], we have Z`a = H`a. By (2.9), we have Z˙a = ⊕χ(λ,αi)b=aSpanK(U´
λ
0 H`b),
which impliesShχ,π(Z˙a) = H`a. Since Zω(χ, π) ⊂ Z˙ω(αi), we haveSh
χ,π(Zω(χ, π)) ⊂
H`ω(αi). The condition (e2)αi means that a(λ,µ) = 0 if ω(αi) ·
χ(αi,µ)
χ(λ,αi)
6= 1. Hence
H`ω(αi) = {Z ∈ U
0(χ, π)|Z satisfies (e2)αi}. For x, y ∈ Z, define the group homo-
morphism ω´x,y : A´π → K
× by ω´x,y(λ) := χ(αi, λ)
−(x+y)ω(λ) (λ ∈ A´π). Note that
ω´x,y(λ) =
χ(λ,yαi)
χ(xαi,λ)
ω(λ) (λ ∈ A´π). Then
Bχ,πω = ⊕x,y∈Z(B
χ´,π´
ω´x,y
∩ H´ω(αi))K
x
αi
Lyαi .
Since Zω(χ, π) ⊂ ⊕x,y∈ZZω´x,y(χ´, π´)K
x
αi
Lyαi , we have Sh
χ,π(Zω(χ, π)) ⊂ B
χ,π
ω . By
[8, Theorem 10.4] and a careful understanding (see Remark 2.4 below) the equa-
tion G = ZS in [8, (10.5)], we see that for every Z ∈ Bχ´,π´ω´x,y ∩ H´ω(αi), there
exists C ∈ Zω´x,y(χ´, π´) such that Sh
χ,π(C) = Z and CEi = ω(αi)EiC and
CFi =
1
ω(αi)
FiC. Then we can see that the statement holds.
Finally we assume Aex 6= {0}. For λ
′, µ′ ∈ Aex, define the Z-module homo-
morphism ωλ′,µ′ : Aπ → K
× by ωλ′,µ′(λ) := ω(λ)
χ(λ,µ′)
χ(λ′,λ)
. Let χ′′ := χ|Api×Api . Since
U(χ, π) = ⊕λ′,µ′∈AexKλ′Lµ′U(χ
′′, π), we have
Zω(χ, π) = ⊕λ′,µ′∈AexKλ′Lµ′Zωλ′,µ′ (χ
′′, π).
Then we can see that the statement is true. ✷
Remark 2.4. Seeing carefully [8, Subsection 10.1], we see that for G = ZS in [8,
(10.5)] for λ ∈ A´π, the components of the matrix G (resp. Z, resp. S) belong to
H´a for a = ω(αi) (resp.
ω(αi)
χ(λ,αi)
, resp. χ(λ, αi)).
2.3 Basic facts
Let K×∞ := {x ∈ K
×|x 6= 1, oˆ(x) 6= 0} = {x ∈ K×|xm 6= 1(m ∈ N)}.
In Subsection 2.3, assume |Rχ,π+ | < ∞. Let i ∈ I. For j ∈ I \ {i}, let
Nχ,πij = max{m ∈ Z≥0|αj + mαi ∈ R
χ,π
+ }. Define the map τ
χ
i (π) : I → Aπ by
τχi (π)(i) := −αi and τ
χ
i (π)(j) := αj +N
χ,π
ij αi (i ∈ I \ {j}). Clearly τ
χ
i (π)(I) is a
Z-base of Aπ. It is well-known that
(2.10)
τχi (τ
χ
i (π)) = π, R
χ,τ
χ
i (π)
+ \ {−αi} = R
χ,π
+ \ {αi},
Nχ,πij = N
χ,τχi (π)
ij = max{m ∈ Z≥0|(m)qii!(m; qii, qijqji)! 6= 0} (j ∈ I \ {i}),
see [12, Proposition 1] (and [6, Lemma 4.9 (2)]).
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Lemma 2.5. (See [6, Lemmas 4.21 and 4.22] for example.) Let i ∈ I. Assume
that qii ∈ K
×
∞. Let α
′
j := τ
χ
i (π)(j) (j ∈ I). Let q
′
jk := χ(α
′
j, α
′
k) (j, k ∈ I). Define
the Z-module isomorphism s´i : Aπ → Aπ by s´i(αj) := α
′
j (j ∈ I). Then we have
the following.
(1) For every λ ∈ Aπ, there exists n ∈ Z such that χ(λ, αi)χ(αi, λ) = q
n
ii.
(2) We have qjj = q
′
jj and qjkqkj = q
′
jkq
′
kj for all j, k ∈ I.
(3) We have s´2i = idApi , and
χ(s´i(λ), s´i(λ)) = χ(λ, λ), χ(s´i(λ), s´i(µ))χ(s´i(µ), s´i(λ)) = χ(λ, µ)χ(µ, λ)
for all λ, µ ∈ Aπ.
(4) We have s´i(R
χ,π
+ ) = R
χ,τ
χ
i (π)
+ . Moreover s´i(λ) = λ − nαi for λ ∈ Aπ with
χ(αi, λ)χ(λ, αi) = q
n
ii and n ∈ Z.
Let i ∈ I. For j ∈ I \ {i}, let aj , bj ∈ K
× be such that
ajbj(N
χ,π
ij )qii!(N
χ,π
ij ; qii, qijqji)! = 1,
and define Eχ,πm,i,j ∈ U
+(χ, π)αj+mαi (resp. F
χ,π
m,i,j ∈ U
+(χ, π)−αj−mαi) (m ∈ Z≥0)
by Eχ,π0,i,j := Ej (resp. F
χ,π
0,i,j := Fj) and E
χ,π
m+1,i,j := EiE
χ,π
m,i,j − q
m
ii qijE
χ,π
m,i,jEi,
(resp. F χ,πm+1,i,j := FiF
χ,π
m,i,j − q
m
ii qijF
χ,π
m,i,jFi). Then we have the K-algebra isomor-
phism T
χ,τχi (π)
i : U(χ, τ
χ
i (π))→ U(χ, π) with T
χ,τχi (π)
i (KλLµ) = KλLµ (λ, µ ∈ A),
T
χ,τ
χ
i (π)
i (Ei) = FiL−αi , T
χ,τ
χ
i (π)
i (Fi) = K−αiEi, T
χ,τ
χ
i (π)
i (Ej) = ajE
χ,π
N
χ,pi
ij ,i,j
(j 6= i)
and T
χ,τ
χ
i (π)
i (Fj) = bjF
χ,π
N
χ,pi
ij ,i,j
(j 6= i), see [15, Theorem 6.7].
Let B(I) the set of all maps from N to I. Let f ∈ B(I) and t ∈ Z≥0. Define
τχf,t(π) in the way that τ
χ
f,0(π) := π and τ
χ
f,t(π) := τ
χ
f(t)(τ
χ
f,t−1(π)).
Let M := |Rχ,π+ |. We know that
(2.11) there exists f ∈ B(I) such that Rχ,π+ = {τ
χ
f,t−1(π)(f(t))|t ∈ J1,M},
see [8, Lemma 5.5].
Let Rχ,π := Rχ,π+ ∪ (−R
χ,π
+ ). Let R
χ,π
real := {β ∈ R
χ,π|qβ ∈ K
×
∞}, R
χ,π
null :=
Rχ,π \Rχ,πreal, and R
χ,π
+,real := R
χ,π
+ ∩R
χ,π
real, R
χ,π
+,null := R
χ,π
+ ∩R
χ,π
null.
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3 Main Result
3.1 Irreducible bicharacters with Char(K) = 0 and |Rχ,pi+ | <
∞
Let (Rχ,πreal)
♭ := Rχ,πreal ∪ {β ∈ R
χ,π
null|qβ = 1}.
(3.1)
From now on until Remark 3.13, we assume that
Char(K) = 0, |Rχ,π+ | <∞, dimU
+(χ, π) =∞ (⇔ (Rχ,πreal)
♭ 6= ∅), and
(χ, π) is irreducible.
By the classification theorem of [14], we have an injection π¯ : I → A being one of
(π¯0)-(π¯5) below such that Aπ = ⊕i∈IZπ¯(i) and π = τ
χ
f,t(π¯) ◦ d for some bijection
d : I → I, some f ∈ B(I) and some t ∈ Z≥0 after modifying θ
′ and the values
χ(π(i)), ǫr), χ(ǫr, π(i)), χ(ǫr, ǫr′).
(3.2)
From now on until Remark 3.13, using (π¯0)-(π¯5) below,
we fix θ′, χ(π¯(i), ǫr), χ(ǫr, π¯(i)), χ(ǫr, ǫr′). See also (3.19) below.
By (2.10), we have
(3.3) Rχ,π¯ = Rχ,π, Rχ,π¯real = R
χ,π
real, R
χ,π¯
null = R
χ,π
null, (R
χ,π¯)♭ = (Rχ,π)♭.
Let α¯i := π¯(i). Let q¯ij := χ(α¯i, α¯j). Let AR := A ⊗Z R. Then AR is an
R-linear space. Note that the Z-module homomorphism Υ : A → AR defined
by Υ(λ) := λ ⊗ 1 (λ ∈ A) is injective. For λ ∈ A, we denote Υ(λ) by λ for
simplicity. We define ̟i ∈ A (i ∈ I) and a non-degenerate symmetric bilinear
map ( | ) : AR × AR → R by using (π¯0)-(π¯5) below. Let k¯ := det[(α¯i|α¯j)]i,j∈I .
(π¯0) (θ = q¯11 = 1-case) Assume θ = 1 and q¯11 = 1. We have R
χ,π¯
+,real = ∅ and
Rχ,π¯+,null = {α¯1}. Let x ∈ K
×
∞. Let θ
′ := 2, ̟1 := ǫ1, Aex = Z̟1, χ(̟1, ̟1) = 1,
χ(α¯1, ̟1) := 1, χ(̟1, α¯1) = x, and (̟1|̟1) = (α¯1|α¯1) = 0 and (̟1|α¯1) = 1.
(π¯1) (Cartan-type) Let θ′ := θ. Define ( | ) in the way that (α¯j|α¯j) ∈ N (j ∈ I)
and A := [
2(α¯i|α¯j)
(α¯j |α¯j)
]i,j∈I is one on the matrices in [16, Table 1 of Subsection 1.4].
Namely A is the Cartan matrix of an irreducible root system in the sense of [16,
Section 11]. Let χ be such that q¯ii = q
(α¯i|α¯i) and q¯ij q¯ji = q
2(α¯i|α¯j) (i, j ∈ I) for
some q ∈ K×∞. Note that ( | ) is positive definite. Let ̟i ∈ A (i ∈ I) be such
that (̟i|α¯j) = δij · k¯ (i, j ∈ I). We have R
χ,π¯
+,null = ∅. The set R
χ,π¯
+ = R
χ,π¯
+,real can
be identified with the positive root system of the finite-dimensional simple Lie
algebra over C whose Cartan matrix is A, see [6, Lemma 5.3] for example.
(π¯2) (Super-type) Let X = [xij ]ij∈I be one of the θ × θ-symmetric matrices
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(i.e., xij = xji) over Z below.
(i) (sl(m|n)-type) Assume θ ≥ 2. Let m, n ∈ N be such that m+ n + 1 = θ and
m ≥ n. Let xii := 2, xii+1 := −1 (i ∈ I1,m), xm+1,m+1 := 0, xjj := −2, xj−1,j := 1
(j ∈ Im+2,m+n+1), and xi′,j′ := 0 (|i
′ − j′| ≥ 2).
(ii) (B(m,n)-type) Assume θ ≥ 2. Let m, n ∈ N be such that m + n = θ.
Let xii := −2, xii+1 := 1 (i ∈ I1,n−1), xnn := 0, xjj := 2, xj−1,j := −1
(i ∈ In+1,m+n−1), xm+n,m+n := 1, xm+n−1,m+n := −1 and xi′,j′ := 0 (|i
′ − j′| ≥ 2).
(iii) (C(n)-type) Assume θ ≥ 3. Let n := θ. Let x11 := 0, xii := 2, xi−1,i := −1
(j ∈ I2,n−1), xnn := 4, xn−1,n := −2 and xi′,j′ := 0 (|i
′ − j′| ≥ 2).
(iv) (D(m,n)-type) Assume θ ≥ 3. Let m ∈ J2,∞, n ∈ N be such that m+n = θ.
Let xii := −2, xii+1 := 1 (i ∈ I1,n−1), xnn := 0, xjj := 2, xj−1,j := −1
(j ∈ In+1,m+n−1), xm+n,m+n := 2, xm+n−1,m+n := 0, xm+n−2,m+n := −1, and
xi′,j′ := 0 (i
′ + 2 ≤ j′, (i′, j′) 6= (m+ n− 2, m+ n)).
(v) (F (4)-type) Assume θ = 4. Let x11 := 0, x22 := 2, x33 := x44 := 4, x12 := −1,
x23 := x34 := −2, and xi′,j′ := 0 (|i
′ − j′| ≥ 2).
(vi) (G(3)-type) Assume θ = 3. Let x11 := 0, x22 := 2, x33 := 6, x12 := −1,
x23 := −3, and xi′,j′ := 0 (|i
′ − j′| ≥ 2).
(vii) (D(2, 1; a)-type) Assume θ = 3. Let a ∈ Z\{0,−1}. Let x11 := −2, x22 := 0,
x33 := −2a, x12 := 1, x23 := a and x13 := 0.
Note that detX = 0 if and only if X is of sl(m|m)-type with θ = 2m + 1.
Define ( | )|Api×Api by (α¯i|α¯j) := xij . Let q ∈ K
×
∞. Let χ|Api×Api be such that
qii = q
xii (xii 6= 0), qjj = −1 (xjj = 0), qi′j′qj′i′ = q
2xi′j′ . If detX 6= 0, let
θ′ := θ, and let ̟i ∈ A (i ∈ I) such that (̟i|α¯j) = δij · k¯ (i, j ∈ I). Assume
detX = 0. Let θ′ = θ + 1(= 2m+ 2). Let (ǫ1|ǫ1) := 1 and (ǫ1|α¯i) := δi1 (i ∈ I).
Let χ(ǫ1, ǫ1) := q and χ(ǫ1, α¯i) := 1, χ(α¯i, ǫ1) := q
2δi1 (i ∈ I). For i ∈ J2,θ, let
ǫi := ǫ1 −
∑i−1
t=1 αt. Let ̟i :=
∑i
t=1 ǫt (i ∈ J1,m+1) and ̟j := ̟m+1 −
∑i
t=m+2 ǫt
(i ∈ Jm+2,θ). We see that (̟i|α¯j) = δij and χ(̟i, α¯j)χ(α¯j, ̟i) = q
2δij . Note that
Rχ,π¯ = {ǫi − ǫj |i, j ∈ I, i < j}. See also Remark 3.1 blow.
(π¯3) (Extra-D(2, 1; a)-type) Let x, y ∈ K×∞ with xy 6= 1. We assume that θ = 3,
q11 = x, q22 = −1, q33 = y, q12q21 = x
−1, q23q32 = y
−1, q13q31 = 1. Define
( | )|Api×Api by (α¯1|α¯1) = 2, (α¯2|α¯2) = 0, (α¯3|α¯3) = −4, (α¯1|α¯2) = −1, (α¯1|α¯3) = 0,
(α¯2|α¯3) = 2.
(i) Assume xy ∈ K×∞. Let θ
′ = θ, ̟1 := α¯1, ̟2 := α¯1 + 2α¯2 + α¯3, ̟3 := α¯3.
Note χ(̟2, α¯i)χ(α¯i, ̟2) = (xy)
−δi2 . Note Rχ,π+,real = {̟i|i ∈ I}. We have
Rχ,π+,null = {α¯2, α¯1 + α¯2, α¯2 + α¯3, α¯1 + α¯2 + α¯3}.
(ii) Assume xy /∈ K×∞. Let θ
′ := θ+1,̟1 := α¯1, ̟2 := ǫ1, ̟3 := α¯3, χ(ǫ1, ǫ1) := 1,
χ(α¯i, ǫ1) := 1, χ(ǫ, α¯i) = x
δi2 , and (ǫ1|ǫ1) = (ǫ1|α¯1) = (ǫ1|α¯3) = 0 and (ǫ1|α¯2) = 1.
We have Rχ,π+,real = {α¯1, α¯3} and R
χ,π
+,null = {α¯2, α¯1+ α¯2, α¯2+ α¯3, α¯1+ α¯2+ α¯3, α¯1+
2α¯2 + α¯3}.
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(π¯4) (Extra-rank-4-type) Let q ∈ K×∞. Assume θ = 4. Let Aex := {0}. Define
( | ) in the same way as that for sl(3|2)-type. Let g1 := g2 := 0 and g3 := g4 := 1.
Let χ be such that qii := (−1)
giq(αi|αi) (i ∈ I) and qi′,j′qj′,i′ := (−1)
gi′gj′q2(αi′ |αj′)
(i′, j′ ∈ I, i′ 6= j′). Let ̟i be the same as that for sl(3|2)-type. We have
Rχ,π¯+,real = {α¯1, α¯1 + α¯2, α¯2, α¯4, α¯1 + 2α¯2 + 3α¯3 + 2α¯4, α¯1 + 2α¯2 + 3α¯3 + α¯4} and
Rχ,π¯+,null = {β ∈ R
χ,π¯
+ |χ(β, β) = −1} = {α¯1+ α¯2+ α¯3+ α¯4, α¯1+ α¯2+ α¯3, α¯1+2α¯2+
2α¯3 + α¯4, α¯1 + α¯2 + 2α¯3 + α¯4, α¯2 + α¯3 + α¯4, α¯3 + α¯4, α¯2 + 2α¯3 + α¯4, α¯2 + α¯3, α¯3}.
(π¯5) (Extra-rank-2-type) Let q ∈ K×∞. Assume θ = 2. Let Aex := {0}. De-
fine ( | ) in the same way as that for sl(2|1)-type. Let g′1 := 0 and g
′
2 := 1. Let
ζ ∈ K× be such that ζ2 + ζ + 1 = 0. Let χ be such that qii := ζ
g′iq(αi|αi) (i ∈ I)
and qi′,j′qj′,i′ := ζ
2g′
i′
g′
j′q2(αi′ |αj′ ) (i′, j′ ∈ I). Then ̟i can be the same as that for
sl(2|1)-type. We have Rχ,π¯+,real = {α¯1, α¯1 + 2α¯2} and R
χ,π¯
+,null = {α¯1 + α¯2, α¯2}.
Remark 3.1. Let π¯ be of b-type in (π¯2), where b is one of the finite-dimensional
Lie superalgebras of type A-G of rank = θ, see Introduction. Then b is identified
with g of Introduction for xij = (αi, αj) and p(αi) = 0 (bii 6= −1), p(αj) = 1
(bii = −1). Under this identification (more precisely, under the identification
{π¯(i)|i ∈ I} and α¯i = π¯(i) with Π and αi), UQ´ and R
Q´
+ of Introduction is identified
with U(χ|Api×Api , π¯) and R
χ,π¯
+ respectively for K = C, and R
χ,π¯
+ , R
χ,π¯
+,real and R
χ,π¯
+,null
are identified with R+real ∪ R
+
null, R
+
real and R
+
null of Introduction respectively, see
[6, Lemma 5.6]. For π of (3.1), we have Rχ,π = Rχ,π¯+ ∪ (−R
χ,π¯
+ ), R
χ,π
real = R
χ,π¯
+,real ∪
(−Rχ,π¯+,real), R
χ,π
null = R
χ,π¯
+,null ∪ (−R
χ,π¯
+,null), and R
χ,π
+ = R
χ,π ∩ (⊕i∈IZ≥0αi), R
χ,π
+,real =
Rχ,πreal ∩ (⊕i∈IZ≥0αi), R
χ,π
+,null = R
χ,π
null ∩ (⊕i∈IZ≥0αi), where recall αi = π(i).
We see:
Lemma 3.2. ∀λ ∈ A(= Aπ ⊕ Aex), ∀β ∈ R
χ,π
real, ∃k ∈ Z, χ(λ, β)χ(β, λ) = q
k
β.
Proof. Let α′i := τ
χ
f,t(π¯)(i) (i ∈ I) and q
′
i,j := χ(α
′
i, α
′
j) (i
′, j′ ∈ I). By [14,
Tables 1-4], we see that for i, j ∈ I with q′i,i ∈ K
×
∞, we have q
′
i,jq
′
j,i = (q
′
i,i)
−k for
some k ∈ Z≥0. Then the claim for λ ∈ Aπ follows form (2.11). If θ
′ = θ + 1, The
claim for λ ∈ Aex can be seen in a direct way. ✷
Let β ∈ Rχ,πreal. By Lemma 3.2, we have the Z-module automorphism sβ :
A → A defined in the way that sβ(λ) := λ − kβ for λ ∈ A with k ∈ Z satis-
fying χ(β, λ)χ(λ, β) = qkβ. We directly see that χ(sβ(µ), sβ(µ)) = χ(µ, µ) and
χ(sβ(µ), sβ(ν))χ(sβ(ν), sβ(µ)) = χ(µ, ν)χ(ν, µ) for all µ, ν ∈ A. Note s−β = sβ
and s−1β = sβ. If β = π(i) for some i ∈ I, we have (sβ)|Api = s´i.
Let W χ,πreal be the subgroup of AutZ(A) generated by {sβ|β ∈ R
χ,π
real}.
Lemma 3.3. (1) The map ϕ : Aπ → (K
×)θ defined by
ϕ(λ) := (χ(̟j, λ)χ(λ,̟j))j∈I (λ ∈ Aπ)
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is injective.
(2) As for ( | ), the following (2a) and (2b) hold.
(2a) (β|β) 6= 0 and sβ(λ) = λ−
2(β|λ)
(β|β)
β for all β ∈ Rχ,πreal and all λ ∈ A.
(2b) Let Y± := {β ∈ R
χ,π
real|±(β|β) > 0} and Z± := SpanRY±. Then Z+∩Z− =
{0} and (Z+|Z−) = {0}. Moreover (Y+, ( | )|Z+×Z+) and (Y−,−( | )|Z−×Z−) are root
systems in the sense of [16, Subsecttion 9.2].
Proof. Recalling (3.3), we can directly prove the claims. ✷
We also regard Rχ,πreal as the root system in the sense of [16, Subsection 9.2] with
the inner product ( | )′ defined by (z±1 |z
±
2 )
′ = ±(z±1 |z
±
2 ), (z
±
1 |z
∓
2 ) = 0 (z
±
1 , z
±
2 ∈
Z±).
Lemma 3.4. Let f : AR → R be an R-linear homomorphism such that 0 /∈
f(Rχ,π+,real). Let X
′
f := {β ∈ R
χ,π
real|f(β) > 0}. Let X
′′
f := {β ∈ X
′|∃k ∈ J2,∞, γt ∈
X ′(t ∈ J1,k), β =
∑k
t=1 γt}. Let Xf := X
′
f \ X
′′
f . (Note that X
′
f for f with
f(αi) = f(ǫr) = 1 equals R
χ,π
+,real.) Then we have the following.
(1) Xf is a base of the root system R
χ,π
real.
(2) W χ,πreal is the Weyl group of the root system R
χ,π
real. As a group, W
χ,π
real can
be presented by the generators {sβ|β ∈ Xf} and the relations (sαsβ)
m(α,β) = e
(α, β ∈ X), where m(α, β) := |X ′f ∩ (Rα+ Rβ)|.
(3) Let n ∈ N and γt ∈ Xf (t ∈ J1,n). Let w = sγ1sγ2 · · · sγn. Assume that w /∈
{sβ1sβ2 · · · sβm|m ∈ J1,n−1, βr ∈ Xf (r ∈ J1,m)} ∪ {e}. Then sγ1sγ2 · · · sγt−1(γt) ∈
X ′f for t ∈ J1,n.
(4) Let δˆ :=
∑
α∈X′
f
α(∈ Aπ). Then we have sα(δˆ) = δˆ − 2α for all α ∈ Xf .
Moreover the map g :W χ,πreal → Aπ defined by g(w) := w(δˆ) is injective.
(5) We have the group monomorphism h : W χ,πreal → AutZ(Aπ) defined by h(w) :=
w|Api (w ∈ W
χ,π
real).
Proof. By Lemma 3.3 (2), we see that the claims follow from the well-known
facts of the root systems and the Weyl groups. ✷
By Lemmas 3.4 (2) and 3.3 (2a), we see that there exists a unique group
homomorphism sgnχ,π :W χ,πreal → {−1, 1} such that sgn
χ,π(sβ) = −1 (β ∈ R
χ,π
+,real).
3.2 Irreducible modules
Let Λ : U0(χ, π) → K be a K-algebra homomorphism. Then there exists an
irreducible U(χ, π)-module Lχ,π(Λ) such that there exists vΛ ∈ L
χ,π(Λ) \ {0}
satisfying the conditions that letting Lχ,π(Λ)λ := U(χ, π)λvΛ (λ ∈ Aπ), we have
(3.4)
Lχ,π(Λ) = ⊕ν∈A+piL
χ,π(Λ)−ν , L
χ,π(Λ)µ = {0} (−µ /∈ A
+
π ),
Lχ,π(Λ)−ν = U
−(χ, π)−νvΛ (ν ∈ A
+
π ),
ZvΛ = Λ(Z)vΛ (Z ∈ U
0(χ, π)) and EivΛ = 0 (i ∈ I).
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There also exists a U(χ, π)-moduleMχ,π(Λ) such that there exists v˜Λ ∈ M
χ,π(Λ)\
{0} satisfying the same conditions of those of (3.4) with Mχ,π(Λ) and v˜Λ in
place ofMχ,π(Λ) and vΛ respectively and the condition that dimU
−(χ, π)−ν v˜Λ =
dimU−(χ, π)−ν (ν ∈ A
+
π ). Then there exists a unique U(χ, π)-module epimor-
phism f : Mχ,π(Λ) → Lχ,π(Λ) with f(v˜Λ) = vΛ. It is clear that f(M
χ,π(Λ)λ) =
Lχ,π(Λ)λ (λ ∈ Aπ). We call L
χ,π(Λ) (resp. Mχ,π(Λ)) the highest weight irre-
ducible (resp. the Verma) U(χ, π)-module of Λ. For i ∈ I, we can easily see
that
(3.5) Fmi vΛ 6= 0 ⇐⇒ (m)qii !(m; q
−1
ii ; Λ(KαiL−αi))! 6= 0.
Define the map Oχ,π : U0(χ, π)→ K by Oχ,π(Z) := 0 for all (Z ∈ U0(χ, π)).
Let i ∈ I. Define the map τχ,πi (Λ) : U
0(χ, π) → K as follows. If there exists
h ∈ Z≥0 such that F
h
i vΛ 6= 0 and F
h+1
i vΛ = 0, let τ
χ,π
i (Λ) : U
0(χ, π) → K
be the K-algebra homomorphism defined by τχ,πi (Λ)(KλLµ) =
χ(hαi,µ)
χ(λ,hαi)
Λ(KλLµ)
(λ, µ ∈ A). If Fmi vΛ 6= 0 for all m ∈ N, let τ
χ,π
i (Λ) := O
χ,τχi (π). We also let
τχ,πi (O
χ,π) := Oχ,τ
χ
i (π).
If τχ,πi (Λ) 6= O
χ,τ
χ
i (π), letting π′ := τχi (π) and Λ
′ := τχ,πi (Λ), we have the
K-linear isomorphism
Tˆ χ,π
′
Λ′,i : L
χ,π′(Λ′)→ Lχ,π(Λ) with Tˆ χ,π
′
Λ′,i (XvΛ′) = T
χ,π′
i (X)F
h
i vΛ (X ∈ U(χ, π
′)),
where let h be as above, see [6, Lemma 6.3].
For f ∈ B(I) and t ∈ Z≥0, define τ
χ,π
f,t (Λ) in the way that τ
χ,π
f,0 (Λ) := Λ and
τχ,πf,t (Λ) := τ
χ,π′
f(t) (τ
χ,π
f,t−1(Λ)) (if t ∈ N), where π
′ := τχf,t−1(π).
It follows from [6, Lemma 6.6] that
dimLχ,π(Λ) <∞ ⇐⇒ ∀f ∈ B(I), ∀t ∈ Z≥0, τ
χ,π
f,t (Λ) 6= O
χ,τχ
f,t
(π).
3.3 Main theorem for irreducible cases
Let ci := oˆ(qii) (= cαi) (i ∈ I). Then we have
(3.6) χ(αi, λ)
ci−1χ(λ, αi)
ci−1 =
ρˆχ,τ
χ
i (π)(λ)
ρˆχ,π(λ)
(i ∈ I, λ ∈ Aπ),
see [8, Lemma 7.2] for example.
For β ∈ Rχ,π+,real, let R
χ,π
+,β := {α ∈ R
χ,π
+ |sβ(α) ∈ −R
χ,π
+ }.
Proposition 3.5. Let β ∈ Rχ,π+,real. Then
(3.7) ∃m ∈ Z, ρˆχ,π(β) = qmβ and mβ =
∑
α∈Rχ,pi+,β
(1− cα)α.
Proof. Let i ∈ I. Recall αi = π(i). Recall from (2.10) that R
χ,τχ
i
(π)
+ =
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Rχ,π+ \ {αi} ∪ {−αi}. If β = αi, we have (3.7) for m = 1 since ci = 0. We show
(3.7) for τχi (π) in place of π after assuming (3.7) for π is correct. Recall that for
β ∈ Rχ,π+ , we have sβ(αi) = αi − nβ with n ∈ Z satisfying q
n
β = χ(β, αi)χ(αi, β).
For β ∈ R
χ,τ
χ
i (π)
+ , we see that
R
χ,τ
χ
i (π)
+,β =


{−αi} if β = −αi(= τ
χ
i (π)(i))),
Rχ,π+,β if n = 0,
Rχ,π+,β ∪ {sβ(αi),−αi} if n 6= 0 and sβ(αi) ∈ R
χ,π
+ ,
Rχ,π+,β \ {−sβ(αi), αi} if n 6= 0, β 6= −αi and sβ(αi) ∈ −R
χ,π
+
Then we easily obtain (3.7) from (3.6). ✷
Define the Z-module isomorphism ρˆχ,πfull : A → K
× by (ρˆχ,πfull)|Api := ρˆ
χ,π and
ρˆχ,πfull(Aex) = {1}.
Define the subalgebra U0,†(χ, π) of U0(χ, π) by U0,†(χ, π) := ⊕λ∈AKKλL−λ.
Define the K-algebra automorphism ρˆ† : U
0,†(χ, π)→ U0,†(χ, π) by ρˆ†(KλL−λ) :=
ρˆχ,πfull(λ)KλL−λ (λ ∈ A). For β ∈ R
χ,π
+,real, define the K-algebra automorphism
s†β : U
0,†(χ, π) → U0,†(χ, π) by s†β(KλL−λ) := Ksβ(λ)L−sβ(λ) (λ ∈ A). Let
s˙†β := ρˆ† ◦ s
†
β ◦ ρˆ
−1
† . Then s˙
†
β(KλL−λ) = ρˆ
χ,π(β)−tKsβ(λ)L−sβ(λ) for λ ∈ A and
t ∈ Z with χ(β, λ)χ(λ, β) = qtβ . Let W
χ,π
†,real (resp. W˙
χ,π
†,real) be the subgroup of
AutK−algebra(U
0,†(χ, π)) generated by {s†β|β ∈ R
χ,π
+,real} (resp. {s˙
†
β|β ∈ R
χ,π
+,real}).
Obviously we have
the group isomorphism ξχ,π† : W
χ,π
real →W
χ,π
†,real (resp. ξ˙
χ,π
† : W
χ,π
real → W˙
χ,π
†,real)
defined by ξχ,π† (sβ) = s
†
β (resp. ξ˙
χ,π
† (sβ) = s˙
†
β) for β ∈ R
χ,π
+,real.
Let ω0 : A→ K
× be the K-algebra isomorphism defined by ω0(A) = {1}. Let
B
χ,π
ω0,†,pre
:= {Z ∈ U0,†(χ, π)|∀β ∈ Rχ,π+,real, s˙
†
β(Z) = Z}(= {Z ∈ U
0,†(χ, π)||∀w ∈
W˙ χ,π†,real, w(Z) = Z}). By Lemma 3.2, we see that for Z ∈ U
0,†(χ, π),
Z ∈ Bχ,πω0,†,pre ⇐⇒ ∀β ∈ R
χ,π
+,real, Z satisfies (e1)β and (e2)β.
For β ∈ Rχ,π+,null, we let
P χ,π±β :=
cβ−1∑
t=0
(ρˆχ,π(β)KβL−β)
±t ∈ U0,†(χ, π),
and we have P χ,π−β = (ρˆ
χ,π(β)KβL−β)
1−cβP χ,πβ , where if qβ = 1, P
χ,π
±β = 0 since
cβ = 0. Let Pˆ
χ,π :=
∏
β∈Rχ,pi+,null
P χ,πβ P
χ,π
−β . We have Pˆ
χ,π ∈ Bχ,πω0,†,pre. Moreover we
can easily see the following.
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Lemma 3.6. We have
Pˆ χ,π ·Bχ,πω0,†,pre ⊂ U
0,†(χ, π) ∩Bχ,πω0 .
(3.8)
From now on until Remark 3.13,
we assume that dimLχ,π(Λ) <∞ and Λ(Pˆ χ,π) 6= 0.
Then we call Lχ,π(Λ) typical. Let EΛ be a free Z-module with a basis {eΛν |ν ∈
Aπ}, i.e., E
Λ = ⊕ν∈ApiZe
Λ
ν . For ν ∈ Aπ, define the K-algebra homomorphism
Λ+ν : U0(χ, π)→ K by Λ+ν(KλLµ) :=
χ(λ,ν)
χ(ν,µ)
Λ(KλLµ) (λ, µ ∈ A).
By Lemma 3.3 (1), we see that for µ, ν ∈ Aπ,
(3.9) µ = ν ⇔ eΛµ = e
Λ
ν ⇔ (Λ
+µ)|U0,†(χ,π) = (Λ
+ν)|U0,†(χ,π) ⇔ Λ
+µ = Λ+ν .
Since dimLχ,π(Λ) <∞, by (3.5) and (3.7), we have
Lemma 3.7. Let β ∈ Rχ,π+,real and ν ∈ Aπ. Then there exist a
Λ
β (ν), b
Λ
β (ν) ∈ Z
such that
(3.10) Λ+ν(KβL−β) = q
aΛ
β
(ν)
β =
q
bΛ
β
(ν)
β
ρˆχ,π(β)
.
Let Bi(Aπ) be the set of bijections from Aπ to Aπ.
Let β ∈ Rχ,π+,real. Define σ
Λ
β ∈ AutZ(E
Λ) (resp. σ˙Λβ ∈ AutZ(E
Λ)) in the way
that σΛβ (e
Λ
ν ) := e
Λ
ν−aΛ
β
(ν)β
(resp. σ˙Λβ (e
Λ
ν ) := e
Λ
ν−bΛ
β
(ν)β
) for ν ∈ Aπ, Let rβ ∈ Z be
such that
(3.11) q
rβ
β = ρˆ
χ,π(β),
see (3.7). Then we see that bΛβ (ν) = a
Λ
β (ν) + rβ and
(3.12) σΛβ (e
Λ
ν+µ) = e
Λ
ν−aΛ
β
(ν)β+sβ(µ)
σ˙Λβ (e
Λ
ν+µ) = e
Λ
ν−(aΛ
β
(ν)+rβ)β+sβ(µ)
(µ, ν ∈ Aπ).
Define sΛβ ∈ Bi(Aπ) (resp. s˙
Λ
β ∈ Bi(Aπ)) by s
Λ
β (µ) := sβ(µ) − a
Λ
β (0)β (resp.
s˙Λβ (µ) := sβ(µ) − (a
Λ
β (0) + rβ)β for µ ∈ Aπ. We have σ
Λ
β (e
Λ
µ ) = e
Λ
sΛ
β
(µ)
and
σ˙Λβ (e
Λ
µ) = e
Λ
s˙Λ
β
(µ)
for µ ∈ Aπ.
We have
(3.13)
∀ν ∈ Aπ, ∀β ∈ R
χ,π
+,real, ∀Z ∈ U
0,†(χ, π),
Λ+s
Λ
β
(ν)(Z) = Λ+ν(s†β(Z)), Λ
+s˙Λ
β
(ν)(Z) = Λ+ν(s˙†β(Z)).
Let Wχ,π,Λreal (resp. W˙
χ,π,Λ
real ) be the subgroup of AutZ(E
Λ) generated by {σΛβ |β ∈
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Rχ,π+,real} (resp. {σ˙
Λ
β |β ∈ R
χ,π
+,real}). Let W
χ,π,Λ
real (resp. W˙
χ,π,Λ
real ) be the subgroup
of Bi(Aπ) generated by {s
Λ
β |β ∈ R
χ,π
+,real} (resp. {s˙
Λ
β |β ∈ R
χ,π
+,real}). We have the
group isomorphism ηχ,πΛ,′ : W
χ,π,Λ
real → W
χ,π,Λ
real (resp. η˙
χ,π
Λ,′ : W˙
χ,π,Λ
real → W˙
χ,π,Λ
real ) with
ηχ,πΛ,′ (σ
Λ
β ) = s
Λ
β (resp. η˙
χ,π
Λ,′ (σ
Λ
β ) = s˙
Λ
β ) for β ∈ R
χ,π
+,real.
Lemma 3.8. We have the group isomorphism ηχ,πΛ :W
χ,π
real → W
χ,π,Λ
real (resp. η˙
χ,π
Λ :
W χ,πreal → W˙
χ,π,Λ
real ) defined by η
χ,π
Λ (sβ) = s
Λ
β (resp. η˙
χ,π
Λ (sβ) = s˙
Λ
β ) for β ∈ R
χ,π
+,real.
Proof. We prove the claim for ηχ,πΛ . We can similarly prove the claim for
η˙χ,πΛ . By (3.9) and (3.13), the group epimorphism η
χ,π
Λ exists, where we use ξ˙
χ,π
† .
By Lemma 3.4 (4) and (3.12), we see that for sufficiently large k ∈ N, the map
g : W χ,πreal → Aπ defined by g(w) := η
χ,π
Λ (w)(kδˆ) is injective. ✷
We have the group isomorphisma ξχ,πΛ := (η
χ,π
Λ,′ )
−1 ◦ ηχ,πΛ :W
χ,π
real →W
χ,π,Λ
real and
ξ˙χ,πΛ := (η˙
χ,π
Λ,′ )
−1 ◦ η˙χ,πΛ :W
χ,π
real → W˙
χ,π,Λ
real .
As for the following proposition, compare with [16, Lemma and its proof in
Subsection 23.3].
Proposition 3.9. Let ν ∈ Aπ. Then it follows that
(3.14) ∀Z ∈ U0,†(χ, π) ∩Bχ,πω0 ,Λ
+ν(Z) = Λ(Z) ⇐⇒ ∃γ ∈ W˙ χ,π,Λreal , γ(ν) = 0.
Proof. The fact in (3.13) implies ⇐=.
We prove =⇒. Note Λ = Λ+0. For λ ∈ Aπ, let Xλ := {γ(λ) ∈ Aπ|γ ∈ W˙
χ,π,Λ
real }
and Fλ := {K̟jL−̟j − Λ
+λ(K̟jL−̟j )|j ∈ I}. Assume 0 /∈ Xν . Let F :=
(∪λ∈X0∪XνFλ) \ F0. Let Z
′′
ν := Pˆ
χ,π ·
∏
h∈F h. Then Λ(Z
′′
ν ) 6= 0 and Λ
+λ(Z ′′ν ) = 0
for all λ ∈ (X0 ∪ Xν) \ {0}. Let Z
′
ν :=
1
Λ(Z′′ν )
Z ′′ν . Let Y := {a(Z
′
ν)|a ∈ W˙
χ,π
†,real},
and Zν :=
∑
Z´∈Y Z´. We have Zν ∈ U
0,†(χ, π) ∩ Bχ,πω0 and Λ
+ν(Zν) = 0. Let
y := |Y |. Let at ∈ W˙
χ,π
†,real (t ∈ J1,y) be such that Y := {at(Z
′
ν)|t ∈ J1,y}.
We may asumme a1 = e. Let γt := (η˙
χ,π
Λ ◦ (ξ˙
χ,π
† )
−1)(a−1t ) (t ∈ J1,y). Then
Λ(Zν) = |{t ∈ J1,y|γt(0) = 0}| ≥ 1. ✷
Remark 3.10. Keep the notation in Proof of Proposition 3.9. Let G˙† := {a ∈
W˙ χ,π†,real|a(Z
′
ν) = Z
′
ν} and G˙Λ := {γ ∈ W˙
χ,π,Λ
real |γ(0) = 0}. Let y
′ := |{t ∈
J1,y|γt(0) = 0}|, and assume that γt′(0) = 0 (t
′ ∈ J1,y′) and γt′′(0) 6= 0 (t
′′ ∈
Jy′+1,y). Then G˙Λ = ∪
y′
t=1(η˙
χ,π
Λ ◦ (ξ˙
χ,π
Λ )
−1)(G˙†a
−1
t ), where the cup of RHS is dis-
joint union. In particular, Λ(Zν) = y
′ = |G˙Λ|
|G˙†|
.
Let EˆΛ be the Z-module formed by all Z-module homomorphisms from EΛ
to Z. Then there exists a unique Z-module monomorphism ιΛ : EΛ → EˆΛ with
ιΛ(eΛν )(e
Λ
λ ) = δν,λ. We shall denote ι
Λ(eΛν ) by e
Λ
ν for simplicity. We shall regard
EΛ as the Z-submodule of EˆΛ in a natural way.
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Let
[Lχ,π(Λ)]Λ :=
∑
ν∈A+pi
dimLχ,π(Λ)−νe
Λ
−ν .
Lemma 3.11. We have:
(3.15) ∀β ∈ Rχ,π+,real, σ
Λ
β ([L
χ,π(Λ)]Λ) = [Lχ,π(Λ)]Λ.
Proof. Use the notation of Theorem 2.2 (2). Let Uβ be the K-algebra of
U(χ, π) generated by K±1β , L
±1
β , Eβ, Fβ. Let X := Z≥0 ×K
×. For (n, a) ∈ X, let
Vn,a be an irreducible (n + 1)-dimensional left Uβ-module such that there exists
vn,a ∈ Vn,a \ {0} with Eβvn,a = 0, Kβvn,a = avn,a and Lβvn,a = aq
−n
β vn,a. Since
the actions of K±1β and L
±1
β on L
χ,π(Λ) are diagonalizable, the following (∗) and
(∗∗) hold. For a K-linear subspace M of Lχ,π(Λ) and x, y ∈ K× (resp. λ ∈ Aπ),
let Mx,y := {m ∈M |Kβm = xm,Lβm = ym} (resp. Mλ :=M ∩L
χ,π(Λ)λ). Note
Lχ,π(Λ) = ⊕x,y∈K×L
χ,π(Λ)x,y.
(∗) Any Uβ-submodule M of L
χ,π(Λ) satisfies M = ⊕x,y∈K×Mx,y. Moreover there
exists a K-linear subspace N ′ ofM such thatM = N ′⊕N and N ′ = ⊕x,y∈K×N
′
x,y.
(∗∗) For any nonzero Uβ-submodule M of L
χ,π(Λ) and any proper Uβ-submodule
N of M , any non-zero irreducible Uβ-submodule of M/N is isomorphic to Vn,a
for some (n, a) ∈ X.
We shall show the following (♯).
(♯) As a Uβ-module, L
χ,π(Λ) is a completely reducible module whose irreducible
components are isomorphic to Vn,a for some (n, a) ∈ X.
Let Z := qβKβ − Lβ + (1 − qβ)FβEβ and Y := KβLβ. Then Z and Y are
central elements of Uβ. Note that Zvn,a = (aqβ−aq
−n
β )vn,a and Y vn,a = a
2q−nβ vn,a.
For (n, a), (r, b) ∈ X, we see that aqβ − aq
−n
β = bqβ − bq
−r
β and a
2q−nβ = b
2q−rβ
if and only if (n, a) = (r, b). For (n, a) ∈ X, let L(n,a) := {v ∈ L
χ,π(Λ)|Zv =
(aqβ − aq
−n
β )v, Y v = a
2q−nβ v} and L
♭
(n,a) := {v ∈ L
χ,π(Λ)|Y v = a2q−nβ v, ∃h ∈
N, (Z − (aqβ − aq
−n
β ))
hv = 0}. It is clear that L(n,a) ⊂ L
♭
(n,a) and L
♭
(n,a) 6=
{0} ⇔ L(n,a) 6= {0}. Let X
′ := {(n, a) ∈ X|L(n,a) 6= {0}}. By (∗) and (∗∗), we
have Lχ,π(Λ) = ⊕(n,a)∈X′L
♭
(n,a). Note that L(n,a) and L
♭
(n,a) are Uβ-submodules of
Lχ,π(Λ), and that L(n,a) = ⊕λ∈Api(L(n,a))λ and L
♭
(n,a) = ⊕λ∈Api(L
♭
(n,a))λ. Note the
following.
(♯♯) For any proper Uβ-submoduleM of L
♭
(n,a), a non-zero irreducible Uβ-submodule
of L♭(n,a)/M is isomorphic to Vn,a.
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Let (n, a) ∈ X′ and let L
♭,(t)
(n,a) := {v ∈ L
♭
(n,a)|Kβv = aq
−t
β v, Lβv = aq
t−n
β v} =
{v ∈ L♭(n,a)|Kβv = aq
−t
β v,KβL
−1
β v = q
n−2t
β v} (t ∈ Z). Let L
♭♭
(n,a) := ⊕
∞
t=−∞L
♭,(t)
(n,a).
Since L♭♭(n,a) is a Uβ-submodule of L
♭
(n,a), we have
L♭♭(n,a) = ⊕
n
t=0L
♭,(t)
(n,a) and dimL
♭,(t)
(n,a) = dimL
♭,(0)
(n,a) (t ∈ J1,n).
We have L
♭,(t)
(n,a) = ⊕λ∈Api(L
♭,(t)
(n,a))λ. Let µ ∈ Aπ be such that (L
♭
(n,a))µ 6= {0}.
Let v ∈ (L♭(n,a))µ \ {0}. Let k ∈ Z≥0 be such that E
t
βv 6= 0 (t ∈ J0,k) and
Ek+1β v = 0. We see that ⊕
n
r=0KF
r
βE
k
βv is a Uβ-submodule of L
♭
(n,a) isomorphic to
Vn,a with E
k
βv ∈ (L
♭,(0)
(n,a))µ+kαi \ {0}. Hence v ∈ (L
♭,(k)
(n,a))µ \ {0}. Hence we have
L♭(n,a) = L
♭♭
(n,a). Then we see that (3.15) is true (and that (♯) is also true). ✷
Let (EˆΛ)′ := {
∑
µ∈A+pi
aµe
Λ
ν−µ ∈ Eˆ
Λ|ν ∈ Aπ, aµ ∈ Z (µ ∈ Aπ)}. Let Eˇ
Λ :=
{
∑k
t=1 ct ∈ Eˆ
Λ|k ∈ N, ct ∈ (Eˆ
Λ)′ (t ∈ J1,k)}. In fact, Eˇ
Λ = (EˆΛ)′.
For ν ∈ Aπ, let [[ν]]
Λ :=
∑
µ∈A+pi
(dimU−(χ, π)−µ)e
Λ
ν−µ (∈ Eˇ
Λ), i.e.,
[[ν]]Λ(eΛν+λ) = dimM
χ,π(Λ+ν)λ (λ ∈ Aπ).
Regard Eω0(= ⊕λ∈ApiZe
ω0
λ ) as the unital associative commutative Z-algebra
defined by eω0λ e
ω0
µ := e
ω0
λ+µ, where the unit is e
ω0
0 . Regard Eˆ
Λ as the left Eω0-
module defined by eω0λ · e
Λ
µ := e
Λ
λ+µ. By a standard argument, we have
(3.16) (
∏
β∈Rχ,pi+,real
(eω00 − e
ω0
−β)) · [[ν]]
Λ = (
∏
α∈Rχ,pi+,null
(eω00 + e
ω0
−α + · · ·+ e
ω0
−(cα−1)α
)) · eΛν
For w ∈ W χ,πreal , let [[w]]Λ := [[η˙
χ,π
Λ (w)(0)]]
Λ.
Theorem 3.12. (Recall the assumptions (3.1), (3.2) and (3.8).) Let W := W χ,πreal .
Then we have
[Lχ,π(Λ)]Λ =
∑
w∈W
sgnχ,π(w)[[w]]Λ,
where [[w]]Λ 6= [[w
′]]Λ (w 6= w
′). In particular,
dimLχ,π(Λ)λ =
∑
w∈W sgn
χ,π(w) dimMχ,π(Λ+η˙
χ,pi
Λ (w)(0))λ−η˙χ,piΛ (w)(0)
=
∑
w∈W sgn
χ,π(w) dimU−(χ, π)λ−η˙χ,piΛ (w)(0)
(λ ∈ Aπ), and −η˙
χ,π
Λ (w)(0) ∈ A
+
π \ {0} (w 6= e).
Proof. For w ∈ W , let pw := |{w
′ ∈ W |[[w′]]Λ = [[w]]Λ}|. Then pw = pe for all
w ∈ W . By (3.14), using a standard argument such as that for [16, Proposition
and Corollary in Subsection 24.2], we see that there exist bw ∈
1
pe
Z (w ∈ W )
satisfying the following (b1)-(b3).
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(b1) bw = bw′ for w, w
′ ∈ W with [[w′]]Λ = [[w]]Λ.
(b2) [Lχ,π(Λ)]Λ =
∑
w∈W bw[[w]]Λ.
(b3) For w ∈ W , bw = 0 if −η˙
χ,π
Λ (w)(0) /∈ A
+
π .
(As for (b1), keep in mind the set W/H of right class classes, where H := {w′ ∈
W |[[w′]]Λ = [[w]]Λ} for a fixed w ∈ W .) By (3.16), we have
(3.17)
(
∏
β∈Rχ,pi+,real
(eω00 − e
ω0
−β)) · [L
χ,π(Λ)]Λ
= (
∏
α∈Rχ,pi+,null
(eω00 + e
ω0
−α + · · ·+ e
ω0
−(cα−1)α
)) ·
∑
w∈W bwe
Λ
η˙
χ,pi
Λ (w)(0)
.
By (3.7), (3.15) and (3.17), we see that bsβw = −bw and η˙
χ,π
Λ (sβw)(0) 6= η˙
χ,π
Λ (w)(0)
for β ∈ Rχ,π+,real and w ∈ W with bw 6= 0. Hence (3.17) implies that be =
1
pe
and
(3.18) ∀w ∈ W, bw =
sgnχ,π(w)
pe
( 6= 0).
For β ∈ Rχ,π+,real, we have kβ ∈ N with ξ˙
χ,π
Λ (sβ)(e
Λ
0 ) = e
Λ
−kββ
, i.e., −kββ =
η˙χ,πΛ (sβ)(0). Hence by Lemma 3.4 (3) and (3.12), we see that −η˙
χ,π
Λ (w)(0) ∈
A+π \ {0} for all w ∈ W \ {e}. Hence pe = 1. ✷
Remark 3.13. Assume that qβ = 1 for some β ∈ R
χ,π
+ . Recall that (χ, π) is
irreducible (see (3.1)). Then π¯ is of (π¯0), see (2.7). We have Pˆ χ,π = 0. We see
that the following (a), (b), (c) are equivalent.
(a) dimLχ,π(Λ) <∞. (b) dimLχ,π(Λ) = 1. (c) Λ(Kα1L−α1) = 1.
3.4 General case
Assume Char(K) = 0. Let χ be as in (2.2). Assume |Rχ,π+ | < ∞. In this
subsection, we do not impose the assumption (3.1) or the one (3.2). Nevertheless
the notations in this subsection can be defined in the same way as above. Recall
(2.6). Let U0(χ, π)
ex
:= ⊕λ,µ∈AexKKλLµ. Let χ
′ := χ|Api×Api . Then we have the
K-linear isomorphism f1 : U(χ
′, π) ⊗ U0(χ, π)
ex
→ U(χ, π) defined by f1(X ⊗
Y ) := XY . In particular, Rχ
′,π
+ = R
χ,π
+ . Let Λ : U
0(χ, π) → K be a K-algebra
homomorphism. Let Λ′ := Λ|U(χ′,π). Then we have the K-linear isomorphism
f2 : L
χ′,π(Λ′)→ Lχ,π(Λ) with f2(XvΛ′) = XvΛ′ (X ∈ U(χ
′, π)). In particular,
(3.19) dimLχ
′,π(Λ′)λ = dimL
χ,π(Λ)λ (λ ∈ Aπ).
Assume that there exists a non-empty proper subset of I1 of I such that qijqji = 1
(i ∈ I1, j ∈ I \ I1). Let I2 := I \ I1. For t ∈ J1,2, let At := ⊕i∈ItZαi, πt := πIt and
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χt := χ|At×At and Λt := Λ|U(χt,πt). Then we have the K-linear isomorphisms
f3 : U(χ1, π1)⊗ U(χ2, π2)⊗ U
0(χ, π)
ex
→ U(χ, π)
(f3(X1 ⊗X2 ⊗ Y ) := X1X2Y ),
f4 : L
χ1,π1(Λ1)⊗L
χ2,π2(Λ2)→ L
χ,π(Λ) (f4(X1vΛ1 ⊗X2vΛ2) := X1X2vΛ),
where Xt ∈ U(χt, πt) (t ∈ J1,2) and Y ∈ U
0(χ, π)
ex
. In particular, we have
Rχ,π+ = R
χ1,π1
+ ∪ R
χ2,π2
+ , R
χ1,π1
+ ∩ R
χ2,π2
+ = ∅,
dimLχ,π(Λ)λ1+λ2 = dimL
χ1,π1(Λ1)λ1 · dimL
χ2,π2(Λ2)λ2 (λt ∈ At (t ∈ J1,2).
By [18, Theorem 7.3], we see that
(3.20)
if qβ 6= 1 and Λ(ρˆ
χ,π(β)q−tβ KβL
−1
β − 1) 6= 0
for all β ∈ Rχ,π+ and all t ∈ N with q
t
β 6= 1,
then dimLχ,π(Λ)λ = dimM
χ,π(Λ)λ = dimU
+(χ, π)λ for all λ ∈ Aπ.
For β ∈ Rχ,π+,null, we have P
χ,π
±β =
∏cβ−1
t=1 ((ρˆ
χ,π(β)KβL−β)
±1 − qtβ).
For β ∈ Rχ,πreal, we have the Z-module automorphism s¯β : Aπ → Aπ defined in
the way that s¯β(λ) := λ− kβ for λ ∈ Aπ with k ∈ Z satisfying χ(β, λ)χ(λ, β) =
qkβ. Let W¯
χ,π
real be the subgroup of AutZ(Aπ) generated by {s¯β|β ∈ R
χ,π
real}. By
Lemma 3.4 (5), we have the group homomorphism sgnχ,π : W¯ χ,πreal → {−1, 1} such
that sgnχ,π(s¯β) = −1 (β ∈ R
χ,π
real). For β ∈ R
χ,π
real, define rβ(∈ Z) by ρˆ
χ,π(β) = q
rβ
β
(see also (3.11)), and, if dimLχ,π(Λ) <∞, let nΛβ (∈ Z) be such that Λ(KβL−β) =
q
nΛ
β
β .
Using the above argument, by Theorem 3.12, we see that
Theorem 3.14. Let χ and Λ be of this subsection. Assume that dimLχ,π(Λ) <∞
and Λ(Pˆ χ,π) 6= 0. Then we have the group action of W¯ χ,πreal on Aπ defined by
s¯β · λ := s¯β(λ)− (rβ + n
Λ
β )β (β ∈ R
χ,π
real, λ ∈ Aπ). Moreover we have
dimLχ,π(Λ)λ =
∑
w∈W¯χ,pireal
sgnχ,π(w) dimU−(χ, π)λ−w·0 (λ ∈ Aπ),
where −w · 0 ∈ A+π \ {0} for w 6= e.
4 Appendix—Classification of Λ with dimLχ,π(Λ)
<∞ for π = π¯
Keep the notation as in Subsection 3.1. In particular, m and n (∈ Z≥0) mean
those of (π¯2).
Let α¯0 (∈ A
+
π¯ ) be 0 (resp.
∑θ
i=n α¯i, resp. α¯θ−1 + α¯θ + 2
∑θ−2
i=n α¯i, resp. 2α¯1 +
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3α¯2+2α¯3+ α¯4, resp. α¯1+2α¯2+ α¯3, resp. α¯1+3α¯2+2α¯3+ α¯4, resp. α¯1+2α¯2) if
π¯ is of (π¯0), (π¯1), (π¯2)-(i), (π¯2)-(iii) or (π¯3)-(ii) (resp. (π¯2)-(ii), resp. (π¯2)-(iv),
resp. (π¯2)-(v) resp. (π¯2)-(vi), (π¯2)-(vii) or (π¯3)-(i), resp. (π¯4), resp. (π¯5)). Let
Π¯0 (⊂ A
+
π¯ ) be ∅ (resp. {α¯i|i ∈ I}, resp. {α¯i|i ∈ I \ {m+1}}, resp. {α¯0}∪{α¯i|i ∈
I \ {n}}, resp. {α¯i|i ∈ I \ {1}}, resp. {α¯0, α¯2, α¯3, α¯4}, resp. {α¯0, α¯2, α¯3}, resp.
{α¯0, α¯1, α¯3}, resp. {α¯1, α¯3}, resp. {α¯0, α¯1, α¯2, α¯4}, resp. {α¯0, α¯1}) if π¯ is of (π¯0)
(resp. (π¯1), resp. (π¯2)-(i), resp. (π¯2)-(ii) or (π¯2)-(vi), resp. (π¯2)-(iii), resp.
(π¯2)-(v), resp. (π¯2)-(vi), resp. (π¯2)-(vii) or (π¯3)-(i), resp. (π¯3)-(ii), resp. (π¯4),
resp. (π¯5)). We see that
if π¯ is not of (π¯0), then Π¯0 is the base of
the root system Rχ,π¯real with R
χ,π¯
+,real = R
χ,π¯
real ∩ SpanZ≥0Π¯0.
If α¯0 = 0, let cπ¯ := 0 (∈ Z≥0). If α¯0 6= 0, then let cπ¯ (∈ Z≥0) be 2m (resp. m, resp.
4, resp. 6, resp. 2, resp. 3) if π¯ is of (π¯2)-(ii) (resp. (π¯2)-(iv), resp. (π¯2)-(v),
resp. (π¯2)-(vi) resp. (π¯2)-(vii), (π¯3)-(i) or (π¯5), resp. (π¯4)).
Theorem 4.1. ([6]) Assume π¯ = π. Let Λ : U0(χ, π) → K be a K-algebra
homomorphism. Let λβ := Λ(KβL
−1
β ) (β ∈ Π¯0 ∪ {α¯0}).
(1) If dimLχ,π(Λ) <∞, then
(4.1) ∀β ∈ Π¯0 ∪ {α¯0}, ∃tβ ∈ Z≥0, λβ = q
tβ
β .
(2) Assume that Λ satisfies the condition in (4.1). Assume tα¯0 = 0 if α¯0 = 0.
Then
dimLχ,π(Λ) <∞ if tα¯0 ≥ cπ¯.
Moreover, if tα¯0 < cπ¯, then dimL
χ,π(Λ) < ∞ if and only if one of the following
(C1)-(C11) holds.
(C1) π¯ is of (π¯2)-(ii). tα¯0 ∈ J0,2m−2 ∩ 2Z. λα¯i = 1 for all i ∈ Jn+ tα¯0
2
+1,θ
.
(C2) π¯ is of (π¯2)-(iv). tα¯0 ∈ J0,m−2.
∏n+tα¯0
i=n λα¯i = q
−2tα¯0 . λα¯j = 1 for all
j ∈ Jn+tα¯0+1,θ.
(C3) π¯ is of (π¯2)-(iv). tα¯0 = m− 1.
∏θ−1
i=n λα¯i = q
−2(m−1).
(C4) tα¯0 = 0. λα¯i = 1 for all i ∈ I.
(C5) π¯ is of (π¯2)-(v). tα¯0 = 2. λα¯2 = λα¯4 = 1. λα¯1λα¯3 = q
−6.
(C6) π¯ is of (π¯2)-(v). tα¯0 = 3. λα¯1λα¯3λ
2
α¯4
= q−12. λα¯2 = q
2λα¯3.
(C7) π¯ is of (π¯2)-(vi). tα¯0 = 4. λα¯2 = 1.
(C8) π¯ is of (π¯2)-(vii). tα¯0 = 1. λα¯2 = 1 or λα¯1λα¯2 = q
2.
(C9) π¯ is of (π¯3)-(i). tα¯0 = 1. λα¯2 = 1 or λα¯1λα¯2 = (xy)
−1.
(C10) π¯ is of (π¯4). tα¯0 = 1. λα¯3 = λα¯3 = 1.
(C11) π¯ is of (π¯4). tα¯0 = 2. λα¯3 = 1 or λα¯1λα¯3λα¯4 = 1.
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Remark 4.2. We make a comment on the N. Geer’s result [27]. Keep the notation
of Introduction. Recall Uq(g) and Ω ∈ GrΠ from Introduction. Assume that
dim g <∞ and (αi, αj) ∈ Z (i, j ∈ I). Then q ∈ C
×
∞. If q is transcendental over
Q and the condition is satisfied that
(4.2) ∀i ∈ I, ∃ai ∈ Z, s.t. Ω(αi) = q
ai ,
then [27, Theorem 1.2] tells that the dimensions dimL(Ω)λ (λ ∈ Z≥0Π) are the
same as those for the irreducible highest weight module of g having the highest
weight vector v with hiv = aiv (i ∈ I). However, it follows from Theorem 4.1
that there are Ω with dimL(Ω) < ∞ such that Ω do not satisfy the condition
(4.2) (i.e., there cannot exist an irreducible highest weight module of g obtained
from such Ω by taking q → 1). For example, we have the following (1)-(3). Let
π¯ be the one of Theorem 4.1 corresponding to g. Assume that π¯ is of (π¯2)-(t)
and (αi, αj) are xij of (π¯2)-(t), where (t) is one of (i), . . . , (vii). Let Ωi := Ω(2αi)
(i ∈ I). Let gΩ :=
∏
γ∈R+null
(1− (−1)p(γ)ρˆΠ(γ)Ω(2γ)), where recall (1.1). Identify
αi (i ∈ I) of Introduction with α¯i = π¯(i) of Subsection 3.1. Recall the Shapovalov
determinant formula [18, Theorem 7.3] and see also [8, (7.14) and Theorem 7.5].
(1) Assume that (t) is (ii). Then g is isomorphic to B(m,n) = osp(2m + 1|2n)
(m,n ∈ N), and we have R+real = {ǫi1 (i1 ∈ J1,m+n), ǫi2 ± ǫj2 ({i2, j2} ⊂ J1,n, i2 <
j2, or {i2, j2} ⊂ Jn+1,m+n, i2 < j2)} andR
+
null = {ǫi3±ǫj3 |i3 ∈ J1,n, i3 ∈ Jn+1,m+n},
where ǫi :=
∑m+n
k=i αk (i ∈ I). In particular, {ρˆΠ(β)|β ∈ R
+
null} ⊂ {−q
2b|b ∈ Z}.
If there exist di ∈ Z≥0 (i ∈ I) with Ωy = q
−2dy (y ∈ J1,n−1), Ωz = q
2dz
(z ∈ Jn+1,m+n−1), Ωm+n = q
dm+n and
∏m+n
j=n Ωj = −q
−(2(m+dn)+1), then Ω does not
satisfy the condition (4.2) but Theorem 4.1 (2) tells dimL(Ω) < ∞ and gΩ 6= 0,
which implies that the equation (1.2) holds.
(2) Assume that (t) is (vii). Then g is isomorphic to D(2, 1; a) with a ∈ Z \
{0,−1}, where D(2, 1; 1) is isomorphic to D(2, 1). Let β1 := α1, β2 = α1 +
2α2 + α3, β3 := α3 and β4 := α2, β5 := α1 + α2, β6 := α2 + α3, β7 :=
α1 + α2 + α3. Then R
+
real = {β1, β2, β3} and R
+
null = {β4, β5, β6, β7}. Note
−2(α2, αi) = (αi, αi) (i ∈ I) (recall from [26, Subsection 8.3 and Corollary 8.5.4]
that the ρ of a basic Lie superalgebra is 1
2
(
∑
β∈R+real
β −
∑
γ∈R+null
γ)). Then
gΩ =
∏
γ∈R+null
(1 + ρˆΠ(γ)Ω(2γ)) =
∏7
j=4(1 − q
−2(α2,βj)Ω(2βj)) = (1 − Ω2)(1 −
q−2Ω1Ω2)(1 − q
−2aΩ2Ω3)(1 − q
−2(1+a)Ω1Ω2Ω3). Assume that Ω1 = q
−2d1 , Ω3 =
q−2ad3 and Ω1Ω
2
2Ω3 = q
2(1+a)(2+d2) for some dt ∈ Z≥0 (t ∈ J1,3). Then dimL(Ω) <
∞ by Theorem 4.1 (2). We have Ω2 = (−1)
uqd1+ad3+(1+a)(2+d2) for some u ∈ J0,1.
Then gΩ = 0 if and only if u = 0 and 0 ∈ {d1 + ad3 + (1 + a)(2 + d2),−2− d1 +
ad3+(1+a)(2+d2),−2a+d1−ad3+(1+a)(2+d2),−d1−ad3+(1+a)d2}. Then
[18, Theorem 7.3] tells that for λ ∈ Z≥0Π, dimL(Ω)λ < dimM(Ω)λ if and only if
there exists ((b1, b2, b3), (b4, b5, b6, b7)) ∈ (Z≥0)
3× (J0,1)
4 such that
∑7
k=1 bkβk = λ
and
∏7
k=1
∏bk
tk=1
(qtk(βk,βk) − q−2(α2,βk)Ω(2βk)) = 0. Note that the LHS of the last
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equation equals
(
∏b1
t1=1
(q−2t1 − q−2(1+d1)))(
∏b2
t2=1
(q2(1+a)t2 − q2(1+a)(1+d2)))
·(
∏b3
t3=1
(q−2at3 − q−2a(1+d3)))(
∏b4
t4=1
(1− (−1)uqd1+ad3+(1+a)(2+d2)))
·(
∏b5
t5=1
(1− (−1)uq−(2+d1)+ad3+(1+a)(2+d2)))
·(
∏b6
t6=1
(1− (−1)uqd1−a(2+d3)+(1+a)(2+d2)))(
∏b7
t7=1
(1− (−1)uq−d1−ad3+(1+a)d2)).
Let k ∈ N. Assume that d1 = d2 = d3 = k and λ = k(α1 + α2 + α3). If u = 0
(resp. u = 1), then gΩ = 0 and dimL(Ω)λ < dimM(Ω)λ (resp. gΩ 6= 0 and
dimL(Ω)λ = dimM(Ω)λ).
(3) Assume that (t) is (iv). Then g is isomorphic to D(m,n) = osp(2m|2n)
(m ∈ J2,∞, n ∈ N), and we have R
+
real = {2ǫi1 (i1 ∈ J1,n), ǫi2 ± ǫj2 ({i2, j2} ⊂
J1,n, i2 < j2, or {i2, j2} ⊂ Jn+1,m+n, i2 < j2)} and R
+
null = {ǫi3 ± ǫj3|i3 ∈ J1,n, i3 ∈
Jn+1,m+n}, where ǫi :=
1
2
(αm+n − αm+n−1) +
∑m+n−1
k=i αk (i ∈ I). In particular,
{ρˆΠ(β)|β ∈ R
+
null} ⊂ {−q
2b|b ∈ Z}. Let Ω be such that there exist di ∈ Z≥0
(i ∈ I) and u ∈ J0,1 with Ωy = q
−2dy (y ∈ J1,n−1), Ωz = q
2dz (z ∈ Jn+1,m+n),
and
∏m+n−1
j=n Ωj = Ωm+n ·
∏m+n−2
j=n Ωj = (−1)
uq−2(m+dn). Then dimL(Ω) <∞ by
Theorem 4.1 (2). If u = 0 (resp. u = 1), Ω satisfies (resp. does not satisfy) the
condition (4.2). If u = 1, then gΩ 6= 0, which implies that the equation (1.2) holds.
Let k ∈ N. Assume that dj = k for all j ∈ Jn,m+n. Then Ωn = (−1)
uq−2m(k+1).
Let λ := k ·
∑m+n
j=n αj (∈ ZΠ). By [18, Theorem 7.3], we see that if u = 0
(resp. u = 1), then gΩ = 0 and dimL(Ω)λ < dimM(Ω)λ (resp. gΩ 6= 0 and
dimL(Ω)λ = dimM(Ω)λ).
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