Abstract. In the paper the existence of almost periodic piecewise continuous functions of Lyapunov's type for impulsive differential equations is considered. The impulses take place at fixed moments of time.
Introduction
Many processes by physics, biology, etc. are characterized by the fact that at certain moments they change their state by jumps. These processes during their evolution are subject to short time perturbations whose duration is negligible in comparision with the duration of the process. That is why we can assume that these perturbations are carried out "instantly", in the form of impulses. Adequate mathematical models of such processes are systems of impulsive differential equations. In the recent years these equations have been the object of numerous investigations [1 -5, 7] .
In this paper we shall prove convers theorem of the type of Massera's theorem [6] , i.e. that for impulsive differential equations there exists a piecewise continuous almost periodic Lyapunov function with certain properties. : τ k < τ k+1 we denote the set of all sequences, unbounded and strictly increasing, with distance ρ({τ (1) k }, {τ (2) k }) = inf ε>0 {|τ (1) k − τ (2) k | < ε (k ∈ Z)}. We shall consider the system of impulsive differential equationṡ 
Preliminary notes
We denote by x(t) = x(t; t 0 , x 0 ) the solution of system (1) with the initial condition x(t 0 + 0; t 0 , x 0 ) = x 0 .
We introduce the following assumptions:
(H2) The function f is Lipschitz continuous with respect to its second argument in
, where I is the identity in R n .
Recall (see [3: p. 46]) from assumptions (H1) -(H5) it follows that the solution x(t) of system (1) is a piecewise continuous function with points of discontinuity at the moments τ k (k ∈ Z) at which it is continuous from the left.
We denote
belong to the class V if the following conditions are satidfied:
1. V is continuous in G and V (t, 0) = 0 for all t ∈ R.
2. For each k ⊂ Z and each point x 0 ∈ B h the limits
exist and are finite, and the equality
3. V is locally Lipschitz in x, i.e. for x, x ∈ B α there exists a positive constant h(α) such that
for t ∈ R.
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For any t ∈ R and any
follows.
Let V ∈ V, t > t 0 with t = τ k and x ∈ R n . We introduce the function
In the further considerations we also use the functions classes
x is piecewise continuous with points of discontinuity of the first kind τ k
) is said to be almost periodic in t uniformly with respect to x ∈ D if for every sequence of real numbers {s m } there exists a subsequence {s n }, s n = s m n such that the sequence {f (t + s n , x)} converges uniformly with respect to t ∈ R and x ∈ D.
Definition 3 (see [1] ). The sequence {I k (x)} k∈Z , I k ∈ C(D, R n ) is said to be almost periodic uniformly with respect to x ∈ D if for every sequence of integer numbers {m } there exists a subsequence {m n } such that the sequence I k+m n (x) converges uniformly for n → ∞.
Let H ⊂ R. Introduce the sets θ ε (H) = {t + ε : t ∈ H and ε ∈ R} and
and let, for T, P ∈ B, s(T ∪ P ) : B → B be a map such that the set s(T ∪ P ) form a strictly increasing sequence. By φ = (ϕ(t), T ) we denote the elements from the space P C × B, and for every sequence of real number
Definition 4 (see [1] ). The set of sequences {τ
is said to be uniformly almost periodic if for any ε > 0 there exists a relatively dense set in R of ε-almost periods common for all the sequences {τ j k }. Lemma 1 (see [1] 
we can choose a subsequence, which is convergent in B.
is said to be an almost periodic piecewise continuous function with points of discontinuity of the first kind from the set T if for every sequence of real numbers {s m } there exists a subsequence {s n },
(H6) The function f (t, x) is almost periodic in t uniformly with respect to x ∈ D.
(H7) The sequence {I k (x)} is almost periodic uniformly with respect to x ∈ D.
(H8) The sequences {τ Let assumptons (H1) -(H8) be fulfilled and let {s m } be an arbitrary sequence of real numbers. Then there exists a subsequence {s n }, s n = s m n such that the sequence {f (t + s n , x)} converges uniformly for x ∈ D to a function f s (t, x) and the set of
By {k n i } we denote a sequence of integer numbers such that the subsequence {t k n i } converges to τ s k , uniformly with respect to k, as i → ∞. From condition (H8) it follows that there exists a subsequence of the sequence {k n i } such that the sequence {I k n i (x)} converges uniformly to the limit denoted by I s k (x). Then for every sequence {s m } system (1) moves to a system E s in the forṁ
The set of all systems in the form (5) is said to be module of system (1) and we denote this set by mod (f, I k , τ k ).
Definition 8 (see [7: Definition 12.3]). The zero solution x(t) ≡ 0 of system (1) is said to be: 
8.4 asymptotically stable in the large, if it is stable and every solutions of system (1) tends to zero as t → ∞.
quasi-equi-asymptotically stable in the large
Definition 10. The solution x(t; t 0 , x 0 ) of system (1) is said to be perfectly uniformasymptotically stable in the large if δ in Definition 8.1, T in Definition 8.5 and β in Definition 9 are independent on t 0 for all t 0 ∈ R.
In the further considerations we also use the following lemmas. 
hold where c > 0 and β k ≥ 0 (k ∈ Z), u is a piecewise continuous function with points of discontinuity of the first kind τ k (k ∈ Z) and v(t) ≥ 0 is a locally integrable function. Then
Main results
We shall prove a convers theorem of the type of Massera's theorem. 
for a, b ∈ P where a(r), b(r) → ∞ as r → ∞ and
for (t, x) ∈ Γ and c = const > 0.
By equi-asympotic stability in the large, the solutions of system (1) are equi-bounded, i.e. there exists a constant
From conditions (H2) and (H4), there exist
and let c = const > 0. We set
From Lemma 2 it follows that there exist two functions h(α) > 0 and g(ε) > 0 for
For i ∈ N we define V i (t, x) by
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where z 1 , z 2 ≥ 0. From the definition of V i (t, x) it is clear that
as (t, x) ∈ Ω(σ, α).
On the other hand, from (8) and (9),
follows. Then from (12) and (13) for V i (t, x) (i ∈ N) at t = τ k it follows that (6) holds. For (t , x ), (t, x) ∈ Ω(σ, α) and t < t we get
On the other hand,
Let X = x(t ; t, x). From Lemma 3 we obtain
Then from (15), (16) and (8) for (14) we get
(17)
As x ∈ B β(α) and t = τ k , from here it follows that V i (t, x) is continuous and for t = t we obtain (2), i.e. the function V i (t, x) is locally Lipschiz continuous.
Let τ k ∈ R and x ∈ B β(α) be fixed, and let t , t
By the fact that the functions V i (t, x) and f (t, x) are Lipschiz continuous we obtain the estimates
By analogy,
Since
is non-increasing and lim δ→0 + a i (δ) = a i (0), it follows that
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The proof of the existence of the limit V i (τ k − 0, x) follows by analogy. Let η(t; t 0 , x 0 ) be the solution of the initial value probleṁ
Since τ k−1 < λ < τ k < µ < τ k+1 and s > µ it follows that
and passing to the limits as µ → τ k + 0 and λ → τ k − 0 we obtain
From here we obtain inequality (3) for the functions
. From this inequality we obtain (7) for the function V i (t, x). Now we define the desired function V (t, x) by setting
Since (14) implies the uniform convergence of the series of (22) in Ω(σ, α) where σ, α are arbitrary, V (t, x) is defined on R × R n , piecewise continuous along t, with points of discontinuity at the moments τ k (k ∈ Z) and it is continuous along x. From (12) clearly V (t, 0) ≡ 0. For x such that x ≥ 1 from (12) and (22) we obtain
and for x such that
From (23) and (24) we can find a ∈ P such that a(r) → ∞ as r → ∞ and a(
From here it follows that for x ∈ B β(α) and t = τ k the function V (t, x) is continuous and for t = t we obtain (2).
Let τ k ∈ R, x ∈ B β(α) be fixed and , 2) , i.e. there exists the limit V (τ k + 0, x). The proof of the existence of the limit V (τ k − 0, x) follows by analogy.
Let η(t; t 0 , x 0 ) be the solution of the initial value probleṁ
Consequently, from last inequality it follows that there exists V (t, x) from V such that (6) and (7) are fulfilled. Here we shall show that V (t, x) is almost periodic in t uniformly with respect to x ∈ B β(α) . From condition 2 of Theorem 1 it follows that if x ∈ B β(α) , then there exists β(α) > 0 such that x(τ ; t, x) ≤ β(α) for any t ≥ τ . From assumptions (H6) -(H8) we get that for an arbitrary sequence {s m } there exist a subsequence {s n }, s n = s m n moving (1) in mod (f, I k , τ k ). Then as x ∈ B β(α) we obtain
and
where From x(σ + s n ; t + s n , x) ∈ B β(α) it follows that for any ε > 0 there exists a number N (ε) > 0 such that as n, p ≥ N (ε) we obtain f σ + s n , x(σ + s n ; t + s n , x) − f σ + s p , x(σ + s n ; t + s n , x) < ε (31) 
On the other hand, from Lemma 3 and (33) we obtain x(t + s n + τ ; t + s n , x) − x(t + s p + τ, t + s p , x)
From (34) and (28) we get that
From here it follows that V i (t + s n , x) is uniformly convergent with respect to t ∈ R and x ∈ B β(α) . Then V i (t, x) is almost periodic on t uniformly with respect to x ∈ B β(α) . Inequality (22) implies that for n, p ∈ N (ε) and x ∈ B β(α) we obtain
i.e. V (t, x) is almost periodic in t with respect to x ∈ B β(α) , and the proof of Theorem 1 is complete
