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Visual Attention and the Role of Normalization 
 
 
Abstract 
 
 
 Visual perception can be improved by the intentional allocation of attention to 
specific visual components.  This “top-down” attention can improve perception of 
specific locations in space, or of specific visual features at all locations in space.  Both 
spatial and feature attention are thought to involve the feedback of attention signals from 
higher cortical areas to visual cortex, where it modulates the firing rates of specific 
sensory neurons.  However, the mechanisms that determine how top-down attention 
signals modulate the firing rates of visual neurons are not fully understood. 
 Recently, a sensory mechanism called normalization has been implicated in 
mediating neuronal modulations by attention.  Normalization is a form of gain control 
that adjusts the dynamic range of neuronal responses, particularly when more than one 
stimulus lies within a neuron's receptive field.  Models of attention propose that this 
sensory mechanism affects how attention signals modulate the firing rates of sensory 
neurons, but it remains unclear exactly how normalization is related to the different forms 
of top-down attention. 
 Here we use single unit electrophysiological recordings from the middle temporal 
area (MT) of rhesus monkeys to measure the firing rates of sensory neurons.  We ask the 
monkeys to perform a behavioral task that directs their attention to a particular location or 
 iv
feature, allowing us to independently measure modulations to firing rates due to 
normalization, spatial attention, or feature attention. 
 We report that variations in the strength of normalization across neurons can be 
explained by an extension of conventional normalization: tuned normalization.  
Modulation by spatial attention depends greatly on the extent to which the normalization 
of a neuron is tuned, explaining a neuron-by-neuron correlation between spatial attention 
and normalization modulation strengths.  Tuned normalization also explains a 
pronounced asymmetry in spatial attention modulations, in which neurons are more 
modulated by attention to their preferred, versus their non-preferred, stimulus.  However, 
feature attention differs from spatial attention in its relationship to the normalization 
mechanism.  We conclude that while spatial and feature attention appear to be mediated 
by a common top-down attention mechanism, they are differently influenced by the 
sensory mechanism of normalization. 
 v 
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Chapter 1: Introduction 
 
 
 A visual scene is full of sensory information, only some of which is relevant to an 
observer’s behavior.  The cognitive process of visual attention allows an observer to 
select a limited portion of a visual image for concentrated processing (Maunsell, 1995; 
Kastner and Ungerleider, 2000; Treue, 2003).  Here we study how the allocation of visual 
attention interacts with automatic sensory processes to produce perception (Posner and 
Petersen, 1990).  We do so by controlling the allocation of attention while measuring the 
effect of this cognitive process on the responses of cortical neurons to visual stimuli.  
Behavioral effects of attention 
 Attention is a powerful process that limits the visual system’s intensive 
processing to the analysis of selected sensory signals.  This operation can have strong and 
measurable effects on the detection or discrimination of visual stimuli.  While many 
psychophysical studies have demonstrated how the allocation of attention can improve 
the perception of visual stimuli, the selection of certain visual components for further 
processing can have negative effects, as well (for review, see Carrasco, 2006; Carrasco, 
2011; Chun et al., 2011).  For example, Simons and Chabris (1999) demonstrated that 
when observers viewed a video of people playing catch and were instructed to attend to 
the number of passes between the people in the video, a substantial proportion of the 
observers failed to report the presence of a person dressed in a gorilla costume walking 
amongst the people playing catch.   
 One type of visual attention that has been studied extensively is spatial attention, 
the allocation of attention to a specific location in visual space (for review, see Treue, 
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2001; Yantis and Serences, 2003; Reynolds and Chelazzi, 2004).  Spatial attention 
improves the perception of stimuli at that location (Posner, 1980; Posner and Petersen, 
1990; Rensink, 2002).  For example, Posner and colleagues (1980) determined that a cue 
that directed a subject’s attention to a specific location in the visual field improved the 
speed and accuracy with which that subject could detect visual stimuli at that location.   
 Another type of visual attention is feature attention, the directing of attention to a 
specific visual feature, such as a specific color or a direction of motion (for review, see 
Treue, 2001; Maunsell and Treue, 2006).  Feature attention improves the perception of a 
specific feature at all locations in space (Saenz et al., 2002; Saenz et al., 2003; Melcher et 
al., 2005; Boynton et al., 2006; Kanai et al., 2006; Serences and Boynton, 2007).  For 
example, Rossi and Paradiso (1995) reported that when an observer was discriminating 
the orientation of a stimulus at the center of that observer’s gaze, the observer was better 
at detecting the presence of a peripheral stimulus only if that stimulus had the same 
orientation being discriminated at the fovea. 
 Both spatial and feature attention can be allocated covertly, meaning that a subject 
can attend to a location or stimulus without directing his or her gaze toward it (Carrasco, 
2006; Carrasco, 2011).  Covert attention is an important visual function that allows an 
observer to monitor the environment without large and obvious eye movements 
(Carrasco, 2011).  In the following experiments, we will manipulate covert spatial or 
feature attention to determine the effects of these covert forms of attention on neuronal 
activity. 
Neuronal correlates of attention in sensory cortex 
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 The behavioral improvements associated with visual attention have been linked to 
a variety of neural correlates in visual cortex, which have been measured using multiple 
electrophysiological and neuroimaging techniques (for review, see Treue, 2001; 
Carrasco, 2011).  In these experiments, we will use single unit electrophysiology in 
awake, behaving monkeys to measure the effects of covert visual attention on the firing 
rates of sensory neurons.  The recording of neuronal activity in behaving monkeys has 
provided much insight into the neuronal mechanisms of visual attention, over decades of 
research (Maunsell, 1995). 
 Single unit electrophysiological studies of attention have reported that directing 
attention to a visual stimulus or feature that matches the receptive field properties of a 
sensory neuron can modulate the activity of that neuron (Moran and Desimone, 1985; 
Motter, 1993; Motter, 1994; Desimone and Duncan, 1995; Connor et al., 1997; Treue and 
Martinez-Trujillo, 1999; McAdams and Maunsell, 2000; Treue, 2001; Maunsell and 
Cook, 2002; Martinez-Trujillo and Treue, 2004; Reynolds and Chelazzi, 2004; Maunsell 
and Treue, 2006; Patzwahl and Treue, 2009).  For example, McAdams and Maunsell 
(2000) presented stimuli at two different locations on a video monitor while a monkey 
performed a task that directed its attention to one or the other stimulus.  While the animal 
performed the behavioral task, the authors recorded the activity of individual neurons in 
visual area V4.  When the monkey’s attention was directed to the receptive field location 
of the recorded neuron, the neuron’s activity increased an average of 31% over when 
attention was directed away from the receptive field.  As the stimuli presented to the 
monkey were constant across attention conditions, the change in response of the recorded 
neuron reflected the spatial allocation of attention to the receptive field of that neuron.   
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  For these experiments, we will record the activity of individual neurons in the 
middle temporal area (MT) of macaque monkeys.  Many neurons in area MT, as well as 
in the medial superior temporal area (MST), are selective for the direction of moving 
stimuli within their receptive fields, and many experiments in these two visual areas have 
demonstrated the neuronal correlates of attention (for review, see Assad, 2003).  For 
example, Treue and Maunsell (1996) reported that the activity of direction-selective 
neurons in area MT of macaque monkeys was significantly modulated by attention.  
When the visual stimuli presented to the monkeys were constant across different attention 
conditions, directing attention to the receptive field of an MT neuron instead of away 
from the receptive field increased the neuron’s activity by an average of 19%. 
Top-down attention 
 Covert spatial and feature attention are often described as forms of “top-down” 
attention, because both types of attention involve the volitional allocation of attention to 
specific visual components (Kinchla, 1992; Corbetta and Shulman, 2002; Baluch and Itti, 
2011).  The term “top-down” implies that the subject is in voluntary control of the 
allocation of attention (Baluch and Itti, 2011), an allocation that might depend on factors 
such as prior knowledge, expectations, or current behavioral goals (Corbetta and 
Shulman, 2002).   
 Top-down attention is generally thought to involve the feedback of attention-
related signals from higher cortical areas (Wojciulik and Kanwisher, 1999; Kastner and 
Ungerleider, 2000; Corbetta and Shulman, 2002; Assad, 2003; Liu et al., 2003; Treue, 
2003; Yantis and Serences, 2003; Knudsen, 2007; Egner et al., 2008; Bisley and 
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Goldberg, 2010; Greenberg et al., 2010; Noudoost et al., 2010; Baluch and Itti, 2011; 
Bisley, 2011; Liu et al., 2011; Noudoost and Moore, 2011; Schafer and Moore, 2011).  In 
particular, the frontal and parietal cortices have been implicated in the top-down control 
of attention (for review, see Corbetta and Shulman, 2002).  For example, Moore and 
Fallah (2001) found that when they used intracortical microstimulation to activate sites 
within the frontal eye field (FEF) of monkeys, currents that were too low to evoke eye 
movements could still enhance a monkey’s performance on a spatial attention task.  
 While there is much support for the hypothesis that frontal-parietal areas provide 
the feedback of top-down, attention-related signals (for review, see Yantis and Serences, 
2003; Noudoost et al., 2010) to the sensory neurons with receptive field properties that 
overlap with the spatial location or visual feature of interest (Treue and Martinez-Trujillo, 
1999; Patzwahl and Treue, 2009), the exact mechanism by which attention signals 
modulate the firing rates of sensory neurons remains unclear.  Many studies have 
investigated the mechanism of attention, proposing models to explain the way in which 
attention modulates the responses of sensory neurons.  A brief history of these proposed 
models of attention will be outlined here. 
Models of attention: tuning curves 
 To begin, microelectrode recordings of the action potentials of individual neurons 
in trained, behaving monkeys had demonstrated that the response of a cortical neuron 
could depend on whether or not attention was allocated to the receptive field of that 
neuron (for review, see Maunsell, 1995).  To decipher the mechanism by which attention 
modulates the firing rates of sensory neurons, studies aimed to answer the question of 
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whether the effect of attention was to amplify the neuronal response in a multiplicative 
manner, or to increase the effective strength of the attended stimulus.  To answer this 
question, studies investigated the effect of attention on various stimulus-response 
functions: orientation tuning curves, direction tuning curves, and contrast strength curves.  
If attention amplified the neuronal response in a multiplicative manner, attention would 
amplify the entire stimulus-response function (multiplying each point of the plot 
proportionately), but if attention increased the effective strength of the attended stimulus, 
attention would increase the selectivity of the stimulus-response function (narrowing the 
width of the curve). 
 Orientation and directing tuning curves plot stimulus responses as a function of a 
defined visual feature, and describe how selective neurons are for that feature.  Spitzer 
and colleagues (1988) recorded the activity of single neurons in area V4 of monkeys that 
were performing orientation discrimination tasks of varying difficulty.  When the 
stimulus to be discriminated was placed in the receptive field of the recorded neuron, 
increasing task difficulty increased the response of the cell.  The widths of the orientation 
tuning curves in the two different conditions of task difficulty were compared by width 
measurements at the half-height of the curves.  The majority of the cells demonstrated a 
narrowing of their orientation tuning curves due to an increase in the difficulty of the 
task, suggesting that an increased allocation of attention during a difficult task improved 
the selectivity of neurons. 
 However, the widths of the tuning curves, measured at half-height in the above 
study, would have been expected to change with response magnitude if there had been 
any response to the non-preferred orientation.  This response would have caused a 
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nonzero asymptote of the orientation tuning curve, which would have caused 
measurements at half-height to yield width changes even if the firing rates at each 
orientation had increased proportionately.  So, though it was clear from the study by 
Spitzer and colleagues (1988) that increasing task difficulty increased firing rates, it was 
unclear from the analysis whether that increase caused a proportional amplification of the 
tuning curve or a narrowing of the curve. 
 McAdams and Maunsell (1999) also investigated the effect of attention on the 
orientation tuning curves of individual neurons in area V4, but measured the widths of 
the curves based on the height difference between the maximal height of the curve and 
the base of the curve, thus compensating for a nonzero asymptote. 
 In this study by McAdams and Maunsell (1999), a stimulus was presented in the 
receptive field of the recorded neuron at various orientations to determine the orientation 
tuning curve of the neuron.  That curve was measured with the monkey’s attention 
directed either at the stimulus inside the receptive field of the recorded neuron, or at a 
stimulus outside of the receptive field.  When comparing the neuron’s responses in these 
two attention conditions, they did not find any consistent differences in the widths of the 
orientation tuning curves, which would have indicated a change in the neuron’s 
orientation selectivity due to attention.  Instead, they found that attention directed to the 
stimulus inside of the receptive field increased the neuron’s response to each of the 
orientations.  Further analysis determined that the firing rates at each orientation 
increased in proportions indistinguishable from one another, consistent with a 
multiplicative scaling of the orientation tuning curve due to attention. 
 Furthermore, when Treue and Martinez-Trujillo (1999) performed a similar study 
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but with directionally selective MT neurons, they found that moving the focus of 
attention from a stimulus outside of the receptive field of the recorded neuron to a 
stimulus inside of the receptive field did not narrow the direction tuning curve of the 
neuron.  Instead, they also found that attention increased the neuronal responses to all of 
the different directions of motion proportionately, causing a multiplicative amplification 
of the direction tuning curve. 
Models of attention: contrast response functions 
 The question of how attention affects response functions become further 
complicated as studies turned to the question of how attention affects contrast response 
functions.  Contrast response functions plot neuronal responses as a function of 
increasing stimulus contrast.  These studies asked whether attention increased the 
neuronal responses to all contrasts in a multiplicative manner, or increased neuronal 
responses in a manner similar to increasing the contrast of the attended stimulus, which 
would cause a leftward shift of the contrast function.  If attention caused a multiplicative 
increase in the contrast function, attention would have the greatest effect at high 
contrasts.  If attention caused a leftward shift of the contrast function, attention would 
have the greatest effects at intermediate contrasts.  
 Reynolds and colleagues (2000) investigated this question by studying the effect 
of attention on the contrast response function of neurons in area V4.  They called a 
leftward shift of the contrast function a “contrast gain” model and a multiplicative 
amplification of the contrast function a “response gain” model.  To distinguish between 
the two models, they presented stimuli of a range of luminance contrasts one at a time in 
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the receptive field of a V4 neuron and plotted the neuronal contrast function.  The 
monkey’s attention was directed either toward or away from the receptive field of the 
recorded neuron.  While attention caused the largest increase in firing rate at a low 
contrast near the contrast-response threshold, the highest contrast tested did not cause any 
significant increase in firing rate.  Though the data were not fit to either of the proposed 
models, the study concluded that the attention effects looked more like a contrast gain, as 
the effects of attention were greater in response to the lower contrasts than in response to 
the higher contrasts.   
 Reynolds and colleagues (2000) did not see significant attention effects in area V4 
when using high contrast stimuli, in agreement with the contrast gain model.  However, 
other studies reported significant attention effects in response to stimuli of high contrast 
(Treue and Maunsell, 1996; Seidemann and Newsome, 1999; Recanzone and Wurtz, 
2000; Cook and Maunsell, 2002; Cook and Maunsell, 2004; Wegener et al., 2004).  For 
example, Treue and Maunsell (1996) presented high-contrast dot stimuli inside of the 
receptive fields of neurons recorded in either area MT or area MST.  Directing attention 
to the bright stimulus inside of the receptive field increased the activity of MT neurons by 
an average of 19% (also described above), and increased the activity of MST neurons by 
an average of 40%. Seidemann and Newsome (1999) and Cook and Maunsell (2002) 
used bright random dot stimuli and reported significant modulations of neuronal 
responses due to attention in area MT and the ventral intraparietal area (VIP), 
respectively. 
 It is difficult to directly compare these disparate results across multiple studies 
because the different studies used different behavioral tasks, visual stimuli, and methods 
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of analysis.  For example, the above study by Seidemann and Newsome (1999) found that 
attention did not modulate firing rates during the initial, transient response of a neuron, 
but only during the sustained response of a neuron, 300 ms after stimulus onset.  
Reynolds and colleagues (2000) averaged the neuronal response across a 400 ms time 
interval post-stimulus onset, and did not report any significant attention effects at high 
stimulus contrasts.  However, they did find a significant attention effect at high contrasts 
late in the neuronal response, 200 to 300 ms after stimulus onset.  This 14% increase in 
neuronal response during the sustained portion of the response was significant, but the 
effect was diluted out in the final average of the response over a 400 ms time frame.  It 
seems that stimulus presentation and analysis methods have the potential to be deciding 
factors in determining whether an attention effect is significant or not.    
 To reconcile the conflicting data described above, Williford and Maunsell (2006) 
collected neuronal data in area V4, and unlike Reynolds and colleagues (2000), fit the 
contrast response function effects to each of the proposed models of attention, allowing a 
comparison of the fits of the data between the different models.  They determined that no 
one model of attention effects fit the population data better than the other tested models.  
Their conclusion was that the attention effects seen in V4 with single stimuli were too 
small to give a clear indication of which model best described the effects of attention. 
Models of attention: multiple stimuli in the same receptive field 
 One obvious solution to the problem of small attention effect sizes would be to 
test neurons in cortical areas higher up in the hierarchy of the visual system, as later 
visual areas tend to demonstrate stronger modulations due to attention (for review, see 
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Maunsell and Cook, 2002).  However, neurons in later visual areas also tend to have 
more complex response properties, making it difficult to present optimal stimuli to these 
neurons.   
 An alternate solution is to place multiple stimuli in a single receptive field.  
Studies have reported that attention can have larger effects when shifted between two 
stimuli within the same receptive field, than when shifted from outside of the receptive 
field to a single stimulus within the receptive field (Moran and Desimone, 1985; Treue 
and Maunsell, 1996; Luck et al., 1997; Reynolds et al., 1999; Treue and Maunsell, 1999).  
For example, in the study by Treue and Maunsell (1996) discussed earlier, directing 
attention to a stimulus in the receptive field of a neuron in area MT or area MST 
increased firing rates by averages of 19% and 40%, respectively.  However, in the second 
portion of the study, the monkeys were instructed to attend to one of two stimuli within 
the same receptive field.  One stimulus was moving in the preferred direction of motion 
of the neuron while the other stimulus was moving in the non-preferred, or null direction 
of motion.  Attention to the preferred of the two stimuli instead of to the null stimulus 
increased firing rates by an average of 86% for area MT neurons and 113% for area MST 
neurons. 
 Martinez-Trujillo and Treue (2002) used this method of directing attention 
between stimuli in the same receptive field to address the question of which model is best 
fit by the effects of attention on contrast response functions.  In this study, two stimuli 
were placed in the receptive field of an MT neuron, one moving in the preferred direction 
of motion of the neuron and the other moving in the null direction.  A similar pair of 
stimuli was placed outside of the receptive field for comparison.  Attention was always 
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directed at the null stimulus of a pair, which was always presented at maximum contrast, 
while the contrast of the preferred stimulus of the pair was varied to determine the 
contrast response function.  When attention was directed to the null stimulus inside of the 
receptive field instead of to the null stimulus outside of the receptive field, there were 
large attention effects at intermediate contrasts, and only negligible effects at high 
contrasts, indicating a contrast gain effect of attention.  However, these data were also 
well explained when fit to a response gain model.  
Models of attention: sensory interactions 
 While using multiple stimuli within the same receptive field has the advantage of 
resulting in stronger attention effects, the use of multiple stimuli also creates a variable 
that could potentially interfere with measurements of attention effects: sensory 
interactions.  When a receptive field contains multiple stimuli, these stimuli interact even 
without attention.  Reynolds and Desimone (2003) studied these sensory interactions in 
V4 neurons, placing two stimuli in the receptive field of a neuron, one preferred stimulus 
and one null stimulus.  Attention was directed outside of the receptive field so that spatial 
attention could not affect the neuronal responses.  A neuron responded weakly when the 
null stimulus was presented alone in the receptive field, and strongly when the preferred 
stimulus was presented alone in the receptive field.  When both stimuli were presented 
together, the response of the neuron fell between the responses to the two stimuli 
individually.  When the contrast of one stimulus was made to be higher than the contrast 
of the other stimulus, the firing rate of the neuron was weighted toward the response that 
neuron had exhibited when that stimulus of higher contrast had been presented alone.   
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 Because sensory interactions occur in the absence of attention effects, a study that 
uses multiple stimuli in the same receptive field must consider the effects of these 
sensory interactions when measuring the effects of attention.  For example, if sensory 
interactions are dependent on the contrasts of the stimuli, it could potentially be difficult 
to distinguish these effects from attention effects across different contrasts.  While many 
studies have proposed qualitative descriptions of the relationship between sensory 
interactions and attention (for review, see Desimone and Duncan, 1995; Reynolds and 
Chelazzi, 2004), recent studies that have incorporated the model of divisive 
normalization have made considerable strides in quantifying the roles of sensory 
processes and top-down attention processes.  These studies will be discussed next.  
Models of attention: normalization 
 A study by Lee and colleagues (1999) used psychophysical data to propose that 
attention is related to normalization, a sensory interactions mechanism.  Recent models of 
electrophysiological and fMRI data have suggested that modulation by attention depends 
on normalization (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009).  
Normalization is a form of gain control used throughout the brain, limiting the dynamic 
range of the responses of a neuron (Barlow, 1953; Kuffler, 1953; Baccus and Meister, 
2002; Heimel et al., 2010; Olsen et al., 2010; Ohshiro et al., 2011; Papadopoulou et al., 
2011).  Normalization is a useful sensory mechanism because it prevents the responses of 
a neuron from saturating, and thus becoming less informative (Heuer and Britten, 2002).    
 Normalization has been well documented in the visual system (Heeger, 1992; 
Britten and Heuer, 1999; Heuer and Britten, 2002).  Because of normalization, when the 
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total contrast in the receptive field of a neuron increases, the response of the neuron does 
not keep increasing linearly (Heuer and Britten, 2002).  Instead, as the contrast increases, 
the gain control of normalization increases, resulting in a nonlinear neuronal response 
across contrasts. 
 An influential model of normalization, the divisive normalization model, 
hypothesizes that the response of a neuron is reduced in proportion to the pooled activity 
of other neurons in the neighborhood (Heeger, 1992; Carandini and Heeger, 1994; 
Carandini et al., 1997; Simoncelli and Heeger, 1998).  The pooled activity of the 
neighboring neurons is contrast-dependent, which explains why normalization increases 
with contrast.  This model also explains why normalization is particularly prominent 
when more than one stimulus is present in the receptive field (Lee and Maunsell, 2010). 
 The divisive normalization model explains many response properties of neurons, 
in particular why the response of neuron to an preferred stimulus is suppressed by the 
addition of a non-preferred, yet excitatory, stimulus to the receptive field (Morrone et al., 
1982; Bonds, 1989; DeAngelis et al., 1992; Britten and Heuer, 1999; Heuer and Britten, 
2002).  The non-preferred stimulus does not strongly excite the neuron, yet activates the 
hypothesized pool of neighboring neurons in a contrast-dependent manner.  Thus the 
contrast of the non-preferred stimulus increases normalization, decreasing the overall 
response of the neuron to the preferred and the non-preferred stimulus together. 
 Models of attention that incorporate normalization have been proposed to explain 
many of the effects of attention, including the effects of both spatial (Boynton, 2009; Lee 
and Maunsell, 2009; Reynolds and Heeger, 2009) and feature attention (Boynton, 2009; 
Reynolds and Heeger, 2009).  
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Summary 
 The behavioral and neural effects of both spatial and feature attention have been 
well documented, but the mechanisms by which top-down attention signals modulate the 
firing rates of sensory neurons remain unclear.  Recently, advances in our understanding 
of the mechanism of attention have involved the divisive normalization mechanism, a 
sensory mechanism.  The next two chapters will describe experiments that investigate 
how top-down spatial attention signals are influenced by the process of normalization, 
and whether or not feature attention and spatial attention are related to the process of 
normalization in the same manner. 
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Amy M. Ni
1
, Supratim Ray
2
, and John H.R. Maunsell
1
 
1
Department of Neurobiology, Harvard Medical School, 220 Longwood Avenue, Boston, 
MA 02115, USA 
2
Centre for Neuroscience, Indian Institute of Science, Bangalore, India, 560012 
 
 
 17 
Summary 
 The effect of attention on firing rates varies considerably within a single cortical 
area.  The firing rate of some neurons is greatly modulated by attention while others are 
hardly affected.  The reason for this variability across neurons is unknown.  We found 
that the variability in attention modulation across neurons in area MT of macaques can be 
well explained by variability in the strength of tuned normalization across neurons.  The 
presence of tuned normalization also explains a striking asymmetry in attention effects 
within neurons: when two stimuli are in a neuron's receptive field, directing attention to 
the preferred stimulus modulates firing rates more than directing attention to the non-
preferred stimulus.  These findings show that much of the neuron-to-neuron variability in 
modulation of responses by attention depends on variability in the way the neurons 
process multiple stimuli, rather than differences in the influence of top-down signals 
related to attention.   
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Introduction 
 Attention improves perception of visual stimuli (Posner, 1980; Treisman and 
Gelade, 1980; Posner and Petersen, 1990; Rensink, 2002; Carrasco, 2011; Chun et al., 
2011) and enhances the firing rate of cortical sensory neurons that respond to attended 
stimuli (Desimone and Duncan, 1995; Treue, 2001; Maunsell and Cook, 2002; Yantis 
and Serences, 2003; Reynolds and Chelazzi, 2004).  Modulations of firing rate are 
thought to depend on top-down feedback of attention-related signals from higher cortical 
areas (Corbetta and Shulman, 2002; Assad 2003; Treue, 2003; Knudsen, 2007; Bisley 
and Goldberg, 2010; Noudoost et al., 2010; Baluch and Itti, 2011).    
 It has long been recognized that the amount that attention modulates neuronal 
responses tends to be greater in later stages of cortical processing (see Maunsell and 
Cook, 2002).  Even within a single cortical area there is considerable variability in 
modulation by attention across neurons (Moran and Desimone, 1985; Treue and 
Maunsell, 1996; Reynolds et al., 1999; Recanzone and Wurtz, 2000; Martinez-Trujillo 
and Treue, 2002; Ghose and Maunsell, 2008; Lee and Maunsell, 2009; Lee and Maunsell, 
2010).  This variance is seen even when neurons are recorded simultaneously (Cohen and 
Maunsell, 2010), indicating that it does not arise from varying levels of behavioral effort.  
The source of this variability in modulation by attention is unknown.  
 Recent models of electrophysiological and fMRI data have suggested that 
modulation by attention depends on normalization (Boynton, 2009; Lee and Maunsell, 
2009; Reynolds and Heeger, 2009), an idea that has also been proposed using 
psychophysical data (Lee et al., 1999).  Normalization is a form of gain control that limits 
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the dynamic range of the responses of a neuron, particularly when more than one 
stimulus is present in the receptive field (Barlow, 1953; Kuffler, 1953; Baccus and 
Meister, 2002; Heimel et al., 2010; Olsen et al., 2010; Ohshiro et al., 2011; Papadopoulou 
et al., 2011).  An influential divisive normalization model hypothesizes that the response 
of a neuron is reduced in proportion to the pooled activity of other neurons in the 
neighborhood (Heeger, 1992; Carandini and Heeger, 1994; Carandini et al., 1997; 
Simoncelli and Heeger, 1998).  This model explains a broad range of response properties, 
in particular why the response of a neuron to an optimal stimulus is suppressed by the 
addition of a non-optimal, yet excitatory, stimulus to the receptive field (Morrone et al., 
1982; Bonds, 1989; DeAngelis et al., 1992; Britten and Heuer, 1999; Heuer and Britten, 
2002).  Models of attention that incorporate divisive normalization explain the effects of 
attention across a broad range of behavioral and stimulus conditions (Boynton, 2009; Lee 
and Maunsell, 2009; Reynolds and Heeger, 2009; Lee and Maunsell, 2010). 
 A relationship between normalization and modulation by attention suggests an 
explanation for the variability in modulation by attention across neurons.  Lee and 
Maunsell (2009) reported that the strength of the normalization mechanism can vary 
between neurons in the middle temporal area (MT) of macaque monkeys, and that this 
variance is associated with differences in attention modulation: the more potent the 
normalization mechanism, the greater the attention modulation.  They showed that this 
correlation could be explained by a normalization model in which attention modulates the 
contrast at which neuronal responses saturate.  Neurons with the most saturated responses 
were the least affected by normalization and attention.  However, in the current study we 
extended the range of conditions tested and obtained new electrophysiological data that 
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could not be accounted for using the prior model.  Instead, we show that the covariance 
between the strength of the normalization and modulation by attention across all 
conditions is well explained by variance in the amount of tuned normalization.  Tuned 
normalization (Rust et al., 2006, Carandini et al., 1997) is a variant of divisive 
normalization that does not weight all stimuli equally.  Instead, non-preferred stimuli are 
given less weight in normalization.  Prior studies describing normalization have not 
addressed how tuned normalization affects modulation by attention (Boynton, 2009; Lee 
and Maunsell, 2009; Reynolds and Heeger, 2009).   
 We found that the strength of tuned normalization varies considerably across MT 
neurons, and that modulation by attention depends greatly on the extent to which the 
normalization of a neuron is tuned.  Tuned normalization also explains a pronounced 
asymmetry in attention modulation that occurs when attention is directed to a preferred or 
non-preferred stimulus in the receptive field.  These results suggest that much of the 
variance in attention modulation between neurons may arise from differences in the 
amount of tuned normalization they express, rather than differences in the strength of the 
top-down attention signals that they receive. 
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Results 
 We studied how well tuned divisive normalization can explain variation in 
attention modulation across neurons by recording the activity of isolated neurons in the 
middle temporal area (MT) of two rhesus monkeys (Macaca mulatta).  We measured 
separately the strength of modulation by attention and strength of normalization for 117 
isolated neurons (68 from monkey 1, 49 from monkey 2).  Monkey 1 had been used in 
previous experiments, but none of the data presented here have been previously reported.   
Measuring normalization and attention modulation strengths 
 We trained each monkey to do a direction change-detection task (Figure 1).  The 
animal brought its gaze to a spot at the center of a video monitor and maintained fixation 
there while other stimuli were presented peripherally.  After the animal acquired the 
fixation spot, it was cued by a yellow annulus to attend to one of three locations on the 
monitor. Two locations were within the receptive field of the neuron being recorded.  The 
third location was on the opposite side of the fixation point.  All three stimulus locations 
were equidistant from the fixation point.   Following the extinction of the cue, a series of 
drifting Gabors was presented at each of the three locations simultaneously.  Each set of 
Gabors (one drifting Gabor per location) was presented for 200 ms with successive sets 
simultaneously separated by interstimulus periods that varied randomly between 158-293 
ms (Figure 1C).  The Gabors presented at the two locations within the receptive field 
drifted in either the preferred or null (180° from preferred) direction of the neuron, and 
the Gabors presented at the location outside of the receptive field drifted in the 
intermediate direction.  The monkey was rewarded for detecting when a Gabor appeared  
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Figure 1: Experimental design to measure normalization and attention modulations 
of firing rates 
During each trial, the monkey was cued to attend to one of three locations (two within 
and one outside the receptive field of the MT neuron being recorded) while series of 
drifting Gabor stimuli (each having 0%, 50%, or 100% contrast) were presented 
simultaneously at the three locations.  The Gabors presented within the receptive field 
drifted in either the preferred or null (180° from preferred) direction of the neuron, and 
the Gabors presented outside the receptive field drifted in the intermediate direction.  The 
monkey was rewarded for detecting when a Gabor appeared at the cued location with a 
slightly different (< 90°) drift direction.  A) To measure the normalization modulation 
strength of the neuron, attention was directed outside of the receptive field.  B) To 
measure the attention modulation strength of a neuron, attention was directed to a 
location within the receptive field.  C) Following the cue, stimuli were briefly presented 
multiple times in a trial, with blank interstimulus periods of random duration separating 
the presentations. 
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at the cued location with a slightly different (< 90°) drift direction than the preceding 
stimulus at that location.  Slight changes in the direction of motion occurred at all three 
locations, but the trial ended without reward if the animal responded to a slight change at 
an uncued location.  Occurrences of direction changes at the cued location were 
exponentially distributed in time within the trials to encourage the animal to maintain a 
constant level of attention throughout each trial.  
 To measure the effect of normalization for each neuron (Figure 1A), we collected 
data while the animal was cued to attend to the location outside of the receptive field, so 
that spatial attention did not modulate the neuron’s rate of firing.  To prevent feature 
attention from modulating the response, the Gabors presented at the cued location always 
drifted in the same direction, which was intermediate between the preferred and null 
directions of the neuron.  While attention was directed outside the receptive field, series 
of Gabors were presented at the two locations within the receptive field.  Whenever a pair 
of Gabors appeared in the receptive field, one drifted in the preferred direction for the 
neuron and the other drifted in the null direction, but the locations for the preferred and 
null stimuli were pseudorandomly selected on each presentation.  Additionally, each 
receptive field stimulus had a pseudorandomly selected contrast of 0, 50, or 100%.  Using 
0% contrast meant that stimuli sometimes briefly appeared alone in the receptive field.  
The stimulus presentations were short (200 ms; Figure 1C) so that the animal did not 
have time to adjust its attention based on the contrast or number of Gabors that appeared 
(Williford and Maunsell, 2006; Lee and Maunsell, 2009; Lee and Maunsell, 2010). 
 To measure the effect of spatial attention for each neuron (Figure 1B), the 
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animal's attention was directed to one of the two locations within the receptive field.  The 
drifting Gabors within the receptive field were independently and pseudorandomly set to 
a contrast of 0 or 100% on each presentation.  One Gabor within the receptive field 
drifted in the preferred direction and the other drifted in the null direction.  For most 
neurons (72 of 117) drift direction was pseudorandomly assigned to the receptive field 
locations for each short stimulus presentation so that the animal did not have time to 
adjust its attention based on the direction at the attended location during the short 
stimulus presentation.  If the animal responded to a direction change from preferred to 
null or vice versa (i.e., 180° direction change) the trial was terminated without reward.  
For the remaining neurons (45/117) the locations of the preferred and null directions were 
fixed, but results from those neurons were not significantly different.  In either case, the 
animal was rewarded only for detecting a small change (< 90°) in the drift direction at the 
cued location.  By presenting the Gabors at 0 or 100% contrast, we could measure 
attention with one or two stimuli in the receptive field. 
Tuned normalization 
 Different MT neurons showed different degrees of normalization.  Figure 2A 
shows responses from a neuron with pronounced normalization.  The average response to 
a stimulus moving in the preferred direction (in either receptive field location; thick black 
line) was substantially reduced when a null stimulus was added to the other receptive 
field location (dashed line).  The response to preferred and null stimuli together was 
approximately the average of the responses to the preferred stimulus alone (thick black 
line) and the null stimulus alone (gray line).   
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Figure 2: Different MT neurons show different degrees of normalization and 
attention modulation 
A) “Averaging” neuron: for neuron 1, peristimulus time histograms (PSTH) show that the 
average response to the preferred and null stimuli together (dashed line) was 
approximately the average of the responses to the preferred stimulus alone (thick black 
line) and null alone (gray line).  B) “Winner-take-all” neuron: for neuron 2, the response 
to the preferred stimulus alone (thick black line) was only slightly reduced when a null 
stimulus was added to the receptive field (dashed line), though the neuron hardly 
responded to the null stimulus alone (gray line).  C) A histogram displaying the 
normalization modulation indices (MI) of the population illustrates that MT neurons span 
a range of normalization strengths from “winner-take-all” to “averaging” (dashed lines 
indicate respective ideal MI).  D) Attending the preferred (red line) versus the null (green 
line) of two stimuli in the receptive field greatly modulates the firing rates of neuron 1 
(A).  E) Attention does not strongly modulate firing rates of neuron 2 (B).  F) A 
histogram displaying attention MI of the population illustrates that MT neurons span a 
range of attention modulation strengths.  A,B,D,E) For all PSTH: arrows indicate the two 
measurements (X, Y) taken to calculate an MI, (X – Y) / (X + Y); thick bars along the x-
axis indicate the timing of the stimulus presentation; each PSTH was smoothed by a 
Gaussian window (SD 10 ms); both dotted and thin black lines are plotted in each PSTH, 
dotted lines indicate the response to the preferred and null stimuli together with attention 
outside of the receptive field, thin black lines indicate the spontaneous firing rate. 
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 An intermediate response of this sort is expected from normalization and can be 
described by the equation (modified from Carandini et al., 1997):  
    RP ,N =
cPLP + cNLN
cP + cN + 
,   (1) 
where cP and cN are the contrasts of the two Gabors, LP and LN are the responses of the 
linear receptive field to the individual Gabors at unit contrast, and  is a positive term 
that represents the semisaturation constant for the contrast response function of the 
neuron.  The divisive normalization of the neuron’s firing rate is mediated by the 
denominator, with cP and cN representing the normalization activity associated with the 
preferred and the null stimuli.  In this equation, the neuron's preference for one direction 
of motion over the other is captured by LP and LN in the numerator, but the stimulus-
related terms in the denominator depend only on the contrast of the stimuli, irrespective 
of the direction of motion, and are therefore "untuned" in terms of the direction of 
stimulus motion.  This equation does an excellent job of capturing the inhibition of the 
firing rate due to the null stimulus for neurons such as the one shown in Figure 2A, which 
effectively averages the responses to preferred alone and null alone when they appear 
together.  
 Other MT neurons were less affected by the addition of a null stimulus to a 
preferred stimulus.  For another neuron (Figure 2B), the average response to the preferred 
stimulus alone (thick black line) was only slightly reduced when a null stimulus was 
added to the receptive field (dashed line), although the neuron responded hardly at all to 
the null stimulus alone (gray line).  For this neuron, the response to preferred and null 
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together was much closer to the response to the preferred stimulus alone than it was to the 
average of the responses to preferred alone and null alone.  The response of this neuron 
was therefore more like a "winner-take-all" response, with the stronger individual 
response determining the response to the pair.  
 For most MT neurons, the effect of adding a null stimulus to a preferred stimulus 
fell between “averaging” (neuron 1, Figure 2A) and “winner-take-all” (neuron 2, Figure 
2B).  To quantify the strength of normalization for each neuron, we calculated a 
modulation index based on responses to different stimuli, [(Preferred – Null) – (Both – 
Null)] / [(Preferred – Null) + (Both – Null)].  When stimuli have contrasts that are well 
into the upper saturation of the contrast response function (cP  = cN  >> ), as is generally 
the case for contrasts of 50% and 100% in MT (Sclar et al., 1990), this index is 0.33 for 
“averaging” neurons that respond to preferred and null together with a response that is the 
average of the responses to preferred and null presented individually, and 0 for “winner-
take-all” neurons that give the same response to the preferred and null together as they do 
to the preferred alone.  Correspondingly, the normalization modulation indices for the 
neurons in Figures 2A and B were 0.32 and 0.06.  The histogram in Figure 2C plots the 
distribution of normalization modulation indices for all 117 MT neurons, and shows that 
MT neurons spanned the full range of normalization from averaging to winner-take-all, 
and some distance on either side. 
 This range of behaviors from MT neurons cannot be explained by differences in 
selectivity for preferred over null stimuli.  Neurons with winner-take-all behavior are 
usually highly direction selective (e.g., Figure 2B, see below), as are most MT neurons.  
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We found no correlation between normalization modulation index and direction 
selectivity modulation index [(Preferred – Null) / (Preferred + Null)] across the 
population of MT neurons (R = 0.11, p = 0.25).  
 Equation 1 dictates that adding a null stimulus at 100% contrast (cN  = 1 >> ) to a 
receptive field containing a preferred stimulus also at 100% contrast (cP  = 1 >> ) 
should always produce a response to the two stimuli together that is approximately the 
average of the responses to the two stimuli separately (i.e., normalization modulation 
index of 0.33).  Consequently, Equation 1 cannot account for the range of normalization 
modulation indices seen among MT neurons (Figure 2C).  The differences between MT 
neurons can be readily explained by tuned normalization, in which different stimuli 
contribute differentially to normalization.  Tuned normalization has been described for 
MT before (Rust et al., 2006), and can be captured by adding a term that adjusts the 
contributions of different stimuli to normalization (modified from "anisotropic 
normalization" of Carandini et al., 1997): 
    RP ,N =
cPLP + cNLN
cP + cN +
  (2) 
Here  scales how much the null stimulus contributes to normalization relative to the 
preferred stimulus.  When  is 1 an average response results, and when  is 0 the 
response is winner-take-all.  We will take this approach to explain the variability in the 
normalization of MT neurons, and show that this variability in tuned normalization 
accounts for much of the variability in the attention modulation of MT neurons.  
Normalization and attention modulation strengths are correlated 
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 Differences in normalization between neurons were correlated with differences in 
the strength of modulation by attention.  Figures 2D and E plot the effects of spatial 
attention on the responses of neurons 1 and 2 (Figures 2A and B).  These neurons 
differed greatly in the extent to which they were modulated by attention.  When both the 
preferred and the null stimuli were presented in the receptive field of neuron 1 (Figure 
2D), responses were much stronger when attention was directed to the location 
containing the preferred stimulus (red) than when attention was directed to the location 
containing the null stimulus (green).  Strong modulation from shifting spatial attention 
between preferred and null stimuli in the receptive field has been described many times in 
a variety of cortical areas (Moran and Desimone, 1985; Treue and Maunsell, 1996; 
Reynolds et al., 1999; Recanzone and Wurtz, 2000; Martinez-Trujillo and Treue, 2002; 
Ghose and Maunsell, 2008; Lee and Maunsell, 2009; Lee and Maunsell, 2010).  In 
contrast, Figure 2E shows that attention had much less effect on the responses of neuron 
2 (Figure 2B).  For each neuron, we calculated an attention index, (Attend Preferred – 
Attend Null) / (Attend Preferred + Attend Null).  The attention indices for the neurons in 
Figures 2D and E are 0.27 and 0.07.  As shown in Figure 2F, the responses of some MT 
neurons were virtually unmodulated by attention (0) while the responses of others were 
modulated by a factor of three (0.5) or more. 
 Modeling studies have suggested that modulation by attention may depend on 
normalization mechanisms (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and 
Heeger, 2009) and one neurophysiological study showed that there is a neuron-to-neuron 
correlation between the strength of normalization of MT neurons and the strength of their 
modulation by spatial attention (Lee and Maunsell, 2009).  The current data confirm that 
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neurons with pronounced normalization modulation also show pronounced modulation 
by attention.  Figure 3 shows the relationship between normalization and attention 
modulations across neurons in our sample (R = 0.53, p < 10
-8
).  As normalization 
approaches zero, modulation by attention approaches zero.  
 It is important to recognize that a correlation between modulation by 
normalization and modulation by attention could depend in part on differences in 
direction selectivity: a neuron that did not discriminate between preferred and null 
directions and therefore responded equally to both would not be expected to show any 
normalization or any attention modulation.  However, the direction selectivities 
(preferred:null) of the MT neurons are high (average of 9:1 in our sample), and we found 
no significant correlation between the normalization modulation indices for the neurons 
we recorded and their direction selectivity (R = 0.11, p = 0.25).  Furthermore, the partial 
correlation between normalization and attention modulation controlling for variance in 
direction selectivity across neurons remains highly significant (R = 0.52, p < 10
-8
).  
 Because tuned normalization affects how a neuron weights two different stimuli 
that drive that neuron with different efficacy, we hypothesize that the variance in tuned 
normalization is the source for the variance in attention modulation.  For example, 
because a winner-take-all neuron largely disregards the presence of a non-preferred 
stimulus, attention to a non-preferred stimulus may have little effect on the response of 
that neuron.  In contrast, an averaging neuron that gives equal weight to preferred and 
null stimuli may show much wider swings in response when attention modulates inputs 
associated with one or the other.   
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Figure 3: Correlation between normalization and attention 
The strength of normalization modulation is correlated with the strength of attention 
modulation across the population of MT neurons.  The normalization modulation indices 
of ideal “winner-take-all” and “averaging” neurons are indicated by solid and dashed 
lines, respectively.   
 34 
Asymmetry of attention modulation strengths within neurons 
 Tuned normalization might also account for a striking asymmetry in attention 
effects that we observed in our data.  With two stimuli in the receptive field, modulation 
by attention is greater with attention to the preferred versus attention to the null stimulus 
in the receptive field.  Figure 4A shows the average population responses to different 
stimulus and attention conditions.  As described for individual neurons above (Figure 2), 
when the animal's attention is directed outside the receptive field the response to the 
preferred and null stimuli in the receptive field (dashed line) is intermediate between the 
response to preferred alone (thick black line) or null alone (gray line).  Attention to the 
preferred stimulus in the presence of the null stimulus increases the response (red), 
bringing it close to the response to the preferred stimulus alone (thick black line).  This 
effective elimination of the non-preferred stimulus by attention has been described 
previously (Reynolds and Desimone, 1999; Reynolds et al.,1999; Recanzone and Wurtz, 
1999).  However, attention to the null stimulus in the presence of the preferred stimulus 
decreases the response relatively little (green), leaving it well above the response to the 
null stimulus alone (gray line).   
 With two stimuli in the receptive field, the average attention index for attention to 
the preferred stimulus, (Attend Preferred – Attend Out) / (Attend Preferred + Attend 
Out), is 0.15.  The average attention index for attention to the null stimulus, (Attend Out 
– Attend Null) / (Attend Out + Attend Null), is 0.08.  Attention modulation with attention 
to the preferred stimulus is greater across the population of MT neurons (paired t-test: p < 
0.01).  
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Figure 4: Tuned normalization can account for an asymmetry in attention effects 
between attending-preferred and attending-null 
A) Normalized population PSTH.  Compared to the response to two stimuli in the 
receptive field when attention is directed outside of the receptive field (dashed line), the 
modulation of neuronal responses due to attending the preferred stimulus (red line) is 
greater than the modulation due to attending the null stimulus (green line) for the 
population.  B) When both the preferred and the null stimuli are in the receptive field, 
attention to the preferred stimulus (y-axis) makes the firing rate of a neuron 
indistinguishable from the firing rate for the preferred stimulus presented alone (x-axis).  
C) Attending to the null of the two stimuli (y-axis) does not return the firing rate of a 
neuron to the firing rate for the null stimulus presented alone (x-axis).   
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 Though attention to one of two stimuli in a receptive field has been hypothesized 
to almost completely eliminate the influence of the unattended stimulus, regardless of 
whether the attended stimulus is preferred or null (Reynolds and Desimone, 1999; 
Reynolds et al.,1999), the asymmetry in attention effects in MT is further illustrated in 
Figures 4B and C.  The scatterplots show the effects of attention to the preferred and null 
stimuli for each MT neuron recorded.  When the preferred and null stimuli are both in the 
receptive field, attention to the preferred stimulus makes the firing rate of the neuron 
indistinguishable from the firing rate for the preferred stimulus presented alone (paired t-
test: p = 0.10, Figure 4B).  However, attending to the null stimulus does not decrease the 
firing rate of the neuron to the level of the firing rate for the null stimulus presented alone 
(paired t-test: p < 10
-21
, Figure 4C).  Because the preferred and the null stimuli were 
presented pseudorandomly and very briefly at the attended location within trials, this 
difference cannot be attributed to different levels of attention to the two types of stimuli. 
We found, however, that tuned normalization predicts a strong asymmetry in attention 
modulation.  
A tuned normalization model of attention 
 To explore the extent to which tuned normalization can explain the range and 
asymmetry of attention modulations in MT, we extended Equation 2 to include 
modulation by attention: 
 
    R
PAtt ,N =
cPLP + cNLN
cP + cN + 
  (3a) 
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    R
P ,N Att =
cPLP + cNLN
cP + cN +
  (3b) 
 
In these equations  is a factor that increases the weight of the attended stimulus (the 
preferred stimulus in the case of 3a and the null stimulus in the case of 3b).  To determine 
how well the model fit the neuronal data, average firing rates per neuron for nine stimulus 
conditions (plotted along the x-axes in Figures 5B-D) were fit to Equations 3a and 3b. 
 Variations in the parameter  correspond to neuron-to-neuron differences in the 
top-down attention signal.  There are two hypothetical mechanisms by which attention 
modulations of firing rates could become correlated with the strength of normalization of 
the MT neurons: 1) the top-down attention signal per sensory neuron could co-vary with 
the normalization strength of each sensory neuron, or 2) variance in the tuned 
normalization mechanism alone could result in attention modulation variance across the 
neurons. 
 To test the first hypothesis, we determined whether or not the top-down attention 
signal parameter () is correlated with the tuned normalization parameter () across 
neurons.  When  and  are fit as free parameters in Equation 3 (along with free 
parameters LP, LN, and ) the value of  is not significantly correlated with  (Figure 
5A).  The attention signal () did not co-vary with the normalization strength 
(normalization modulation index) of each sensory neuron (R = 0.06, p = 0.55).   
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Figure 5: Model fits of the data 
A) When the top-down attention signal parameter () is fit as a free parameter of the 
model,  determinations are not correlated with determinations of , the tuned 
normalization parameter (seven neurons were excluded due to extreme parameter fits ( 
or  > 10), but for the remaining 110 neurons plotted here,  was still not correlated with 
).  B) Even with  fixed at 2.75, the model (gray) provided an excellent fit for the 
average firing rates (black) of an example “averaging” neuron, C) as well as for an 
example “winner-take-all” neuron.  D) The model also provided an excellent fit of the 
population, fitting the asymmetrical attention effects of attending the preferred (P
Att
 + N) 
versus the null stimulus (P + N
Att
) in the receptive field, as compared to attention out of 
the receptive field (P + N).  The indicated stimuli presented (preferred: P, null: N) were 
presented at 100% contrast unless otherwise noted (e.g., preferred at 100% and null at 
50% contrast: P + N50), with attention (
Att
) or without attention directed to a stimulus in 
the receptive field.  The modulations in firing rates due to normalization and attention are 
indicated by “norm” and “att” above the bar plots (B-D).  
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Therefore, in subsequent analyses we fixed  at 2.75 (its mean when estimated as a free 
parameter) for all neurons (see Methods), to determine whether variance in the tuned 
normalization parameter alone could result in attention modulation variance across the 
neurons. 
 Even with  fixed, Equation 3 provided an excellent fit of the data based on the 
four remaining free parameters (, LP, LN, ).  Using this approach Equation 3 explained 
> 99% of the variance in the mean responses for a particularly well-fit “averaging” 
neuron (neuron 3, Figure 5B), which demonstrated a strong normalization (P versus P+N) 
and a large attention modulation (P
Att
+N versus P+N
Att
).  Similarly, Equation 3 explained 
97% of the variance in the mean responses of the particularly well-fit “winner-take-all” 
neuron (neuron 4, Figure 5C) that demonstrated minimal normalization and attention 
modulation.  Across the entire sample of MT neurons, the average explained variance 
was 95% (Figure 5D).  
 Equation 3 not only accommodates broad ranges of normalization and modulation 
by attention, but also accounts for the asymmetric effects of attending the preferred 
versus the null stimulus in the receptive field (Figure 4).  Figure 5D shows that across the 
sample of MT neurons, attending to the preferred stimulus (P
Att
+N) elevated responses 
substantially above the responses to the same stimuli with attention directed outside the 
receptive field (P+N), but attending to the null stimulus (P + N
Att
) caused less modulation 
of responses.  
 Because the attention term () was fixed for these fits, it cannot explain the 
difference in attention modulation between the “averaging” and “winner-take-all” 
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neurons shown in Figures 5B & 5C, nor the asymmetric effect of attending to preferred 
and null stimuli.  Instead, these effects can be attributed to the tuned normalization.  
When neuronal responses were fit using Equation 3 (with  fixed at 2.75), only the 
parameter associated with tuned normalization () had a significant partial correlation 
with normalization modulation indices while controlling for the variability in attention 
modulation indices (Spearman's  = 0.73, p < 10
-19
, Figure 6A) and also with attention 
modulation indices while controlling for the variability in normalization modulation 
indices (Spearman’s  = 0.57, p < 10
-10
, Figure 6B, Bonferroni correction for multiple 
comparisons).  None of the three remaining free parameters were significantly correlated 
with attention modulation while controlling for the variability in normalization 
modulation indices (LP: R = 0.16, p = 0.10; LN: R = -0.05, p = 0.57; : R = 0.19, p = 0.04; 
Bonferroni corrected), nor was direction selectivity (calculated as the ratio of LP:LN, R = -
0.10, p = 0.31). 
 Correspondingly, no significant partial correlation exists between normalization 
and attention modulation indices when controlling for the variance in  (R = 0.15, p = 
0.10).  The partial correlation remains significant when controlling for the variance in any 
other parameter (LP: R = 0.54, p < 10
-9
; LN: R = 0.50, p < 10
-8
; : R = 0.50, p < 10
-8
; 
LP:LN: R = 0.51, p < 10
-8
).   
 Superficially, it might appear that attention and normalization are symmetric, and 
that one might equally well fix the tuned normalization term () and explain variance in 
normalization by differences in the feedback attention signal ().  This is not possible, 
however, because measurements of the strength of normalization were made in a single  
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Figure 6: Explanatory power of the tuned normalization parameter 
Only the parameter describing the strength of the tuned normalization of the neuron () 
had a significant correlation with: A) normalization modulation indices (controlling for 
the variance in attention modulation indices), and (B) attention modulation indices 
(controlling for the variance in normalization modulation indices).   
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attention state with attention directed outside the receptive field.  In that condition 
attention acts equally on both stimuli in the receptive field (Equation 2) and cannot 
modulate normalization.  That is, attention always occurs on a background of some 
amount of tuned normalization, but normalization occurs in the absence of differential 
attention. 
 To further ensure that the  term for each neuron described tuned normalization, 
and not variations in the attention gain factor (), we also fit the firing rates for eight 
stimulus conditions that were recorded with attention fixed to the stimulus location 
outside of the receptive field (see Methods).  The average explained variance for the 
population of neurons using these eight single and paired stimulus conditions was 97%.  
The  terms from these fits were highly correlated with those from the fit to the 
normalization conditions plus the four attention conditions illustrated in Figure 4 (R = 
0.81, p < 10
-27
).  Therefore, directing attention to the receptive field of each neuron did 
not strongly modulate the value of .  Furthermore, when we applied  = 2.75 in 
Equation 3 to the parameters obtained by fitting the eight normalization conditions 
(attention directed away from the receptive field), 94% of the variance in average 
responses was explained for the four attention conditions (attention directed to the 
receptive field).  Therefore, fitting the free parameters of the model to the normalization 
conditions alone, then applying  = 2.75 according to Equation 3, was enough to predict 
the firing rate effects of attention per neuron.  
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Discussion 
Relationship between attention and normalization 
 Our results show that a significant portion of the variance in attention modulation 
across neurons in MT can be attributed to variance in normalization strengths across 
neurons.  Importantly, this correlation is not dependent on the tuning of the neurons to the 
individual stimuli presented.  Even when neurons strongly differentiate between preferred 
and null stimuli, different neurons respond differently when a null stimulus is added to a 
preferred stimulus.  This variation can be attributed to differences in tuned normalization. 
For neurons with normalization that is not tuned ( =1) a null stimulus that does not 
drive a response will nevertheless be factored into normalization, causing them to 
respond much less when a null stimulus is paired with preferred stimulus.  For neurons 
with highly tuned normalization ( = 0), a null stimulus not only fails to produce a 
response but also is effectively prevented from contributing to normalization, such that 
the response to the preferred stimulus is unaffected by the addition of a null stimulus to 
the receptive field.  
 Several reports have shown how normalization can explain the large modulations 
that are seen when attention is shifted between preferred and null stimuli in the receptive 
field of a neuron (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009).  
Because responses to the preferred and null stimuli contributed both to the excitatory 
drive and also to divisive normalization, relatively modest modulations of the inputs 
associated with each stimulus are effectively amplified by the normalization mechanism.  
Strongly tuned normalization effectively removes a null stimulus from normalization, and 
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therefore removes the basis for the strong modulations by attention that can occur from 
shifting attention between preferred and null stimuli.  When tuned normalization 
completely negates the null stimulus, modulation by attention is reduced to the modest 
level seen when shifting attention between an isolated preferred stimulus and a stimulus 
far outside the receptive field.  The wide range of modulation by attention across our 
neurons could be explained based on the amount of tuned normalization () even when 
we held the signal from attention () fixed across neurons, simulating the unrealistic 
scenario in which attention allocation remained constant despite differences in stimulus 
size, location, direction, and separation.  
 Although it has been suggested that attention might modulate responses by 
specifically adjusting suppressive mechanisms associated with normalization (Lee and 
Maunsell, 2009; Sundberg et al., 2009), our analysis shows that this might not be the 
case.  The correlation between attention and normalization strengths across neurons can 
arise from attention modifying the inputs associated with the attended stimulus ( of 
Equation 3; see also Ghose and Maunsell, 2008).  Attention did not act selectively on 
normalization in our model, and fitting different attention conditions did not significantly 
change the tuned normalization parameter (). 
Other studies 
 Previous reports have described relationships between stimulus interactions and 
modulation by attention based on stimulus selectivity (Reynolds, et al., 1999; Reynolds 
and Desimone, 2003) or stimulus location compared to the vertical meridian (Chelazzi et 
al., 1998), which are distinct from the relationship we describe here.  The current study 
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describes a relationship based on tuned normalization: when a neuron's normalization is 
highly tuned, adding a null stimulus to a preferred stimulus has little effect on that 
neuron's response, and shifting attention between the preferred and null stimuli modulates 
the response very little.  There is an alternative way in which a second stimulus may fail 
to affect a neuron's response, regardless of whether normalization is tuned.  If a second 
preferred stimulus is added to a first preferred stimulus, normalization models predict no 
change in response, whether that normalization is tuned or not.  Correspondingly, when 
attention is shifted between two preferred stimuli in a neuron's receptive field, the shift 
will cause little modulation (Lee and Maunsell, 2010).  This alternative form of 
correlation between stimulus interactions and modulation by attention described by prior 
studies (Reynolds, et al., 1999; Reynolds and Desimone, 2003) depends on presenting 
neurons with stimuli that evoked the same response when presented individually.  Neither 
normalization nor attention is expected to function with two equivalent stimuli.  Tuned 
normalization is needed to explain the failure of normalization and attention modulations 
in the current results, where stimuli evoked markedly different responses (an average 
response ratio of 9:1 for preferred versus null). 
 Several recent reports have shown that divisive normalization models can explain 
a variety of attention effects (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and 
Heeger, 2009); however, none addresses the importance of tuned normalization in 
determining the strength of attention modulation.  A previous report from our lab (Lee 
and Maunsell, 2009) described the same correlation between the strength of 
normalization and the strength of modulation by attention across neurons reported here.  
However, that report did not identify tuned normalization as the source of this difference.  
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Instead it suggested that for some neurons the normalization mechanism could saturate at 
low to moderate contrasts, so that manipulating contrasts or attention when using 
moderate to high contrast stimuli would have no effect on the responses of those neurons.  
That explanation, however, cannot explain why the responses of some neurons are 
unaffected by adding a null stimulus to a preferred stimulus (a condition that was not 
examined for the neuronal responses in the prior report).  Nor can it account easily for the 
asymmetric effects of attending to preferred and null stimuli (Figure 4, also not examined 
in the earlier report).  For these reasons we believe that tuned normalization provides a 
better explanation than saturated normalization for the range of effects from 
normalization and attention described in this study. 
 While the effect of tuned normalization on the modulation of responses by 
attention has not been previously treated, tuned normalization has been described before.  
Carandini and colleagues (1997) address the possibility of tuned normalization in 
macaque V1.  They found little evidence for tuned normalization when testing neurons 
with superimposed gratings that had different orientations, although they noted that their 
study was not designed to provide a strong test of the extent of tuned normalization. 
 Rust and colleagues (2006) used a model that included tuned normalization to 
account for the responses of MT neurons to plaid stimuli.  They found that tuned 
normalization was needed to model the MT responses, and more pronounced tuned 
normalization was needed for pattern cells than for component cells.  Their results 
suggest that the neurons we recorded with strong tuned normalization and little attention 
modulation may tend to be pattern selective cells.   
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 Hints of tuned normalization have also been seen in the responses of V4 neurons.  
While the responses of most V4 neurons to a preferred stimulus are reduced by the 
addition of a less preferred stimulus to the receptive field, for some neurons the addition 
of a less preferred stimulus has little or no effect (Figure 4 of Reynolds et al., 1999).  
Tuned normalization might be widespread in sensory cortex and perhaps throughout 
cortical processing.  
Asymmetry of attention modulation 
 When the effects of attention with two stimuli inside a receptive field were first 
described by Moran and Desimone (1985), they suggested that attention gates visual 
processing by filtering out irrelevant stimuli from within the receptive field.  Consistent 
with this idea, Reynolds and Desimone (1999) reported that attention almost precisely 
eliminates the contribution of an unattended stimulus, whether it is preferred or non-
preferred.  We found a pronounced asymmetry in the effects of attending to preferred and 
null stimuli in the receptive fields of MT neurons.  While attention to the preferred 
stimulus typically brought responses close to the level produced by a preferred stimulus 
alone (Figure 4B), attention to the null stimulus reduced responses only moderately, 
leaving them well above the level produced by a null stimulus alone (Figure 4C). 
 Although this asymmetric effect of attention can be seen in previously reported 
data from MT (Lee and Maunsell, 2010), we are unaware of any treatment of its origins.  
However, some existing models of the effects of attention can account for this asymmetry 
(Ghose and Maunsell, 2008; Lee and Maunsell, 2009).  Tuned normalization provides a 
ready explanation for this asymmetric effect of attention.  In Equation 3B attention to a 
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null stimulus can be largely discounted with tuned normalization.  Its effect on direct 
excitatory drive is small because the stimulus is not preferred  (LN  ~ 0), and its effect on 
normalization is small because it is weighted by the tuning of the normalization ( < 1).  
The ability of tuned normalization to account for both the range of modulation of 
neuronal responses when shifting attention between a preferred and null stimulus in the 
receptive field and for the asymmetry of this modulation gives strong support to its 
importance in both sensory processing and modulation by attention.  
 While attention to the preferred stimulus when it was paired with a null stimulus 
brought responses close to those seen when the preferred stimulus was presented alone, 
this should not be viewed as an invariant outcome from attention to a preferred stimulus.  
The amount by which attention modulates neuronal responses depends greatly on the 
effort that the subject puts into the task (Spitzer et al., 1988, Boudreau et al., 2006).  It is 
likely that if the direction change-detection task had been easier (e.g., the changes were 
much larger), the monkeys would have directed less attention to the cued location.  In 
turn, attention to the preferred stimulus would have yielded responses less than the 
response to the preferred stimulus by itself.  Conversely, if the task had been much more 
difficult, the animals might have paid more attention and attention to the preferred 
stimulus might have caused responses to exceed the response to the preferred stimulus 
when it appeared alone and was not attended.  We expect that the asymmetry in the 
modulations from attention to the preferred stimulus versus attention to the null stimulus 
would persist as the absolute magnitude of the modulations varied, but that will need to 
be tested experimentally. 
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Closing comments 
 We found that tuned normalization may play an important role in determining the 
strength of modulation by attention for different neurons under different stimulus 
conditions.  The biophysical mechanisms underlying tuned normalization are not known. 
While many studies have investigated the biophysical mechanisms underlying the 
normalization mechanism in general (Abbott et al., 1997; Carandini et al., 1997; Shadlen 
and Newsome, 1998; Sherman and Guillery, 1998; Carandini et al., 2002; Chance et al., 
2002; Mitchell and Silver, 2003; Prescott and De Koninck, 2003; Carandini and Heeger, 
1994; Finn et al., 2007; Buia and Tiesinga, 2008, Kouh and Poggio, 2008; Priebe and 
Ferster, 2008, Chaisanguanthum and Lisberger, 2011), it is unclear how neurons 
implement this computation. 
 Though the current study has illustrated the relationship between spatial attention 
modulation strengths and the normalization mechanism, it remains unclear whether all 
types of attention are strongly influenced by tuned normalization.  Neuronal responses to 
visual stimuli are also influenced by attention to stimulus features (Maunsell and Treue, 
2006).  Measuring the relationship between feature attention and tuned normalization 
could provide an important test of how universal the influence of tuned normalization is 
in mediating modulations by attention.  Prior studies suggest that spatial and feature 
attention rely on different neuronal mechanisms (Hayden and Gallant, 2005; Liu et al., 
2007; Schenkluhn et al., 2008; Hayden and Gallant, 2009; Zhang and Luck, 2009).  
Future studies measuring both normalization and feature attention effects should indicate 
whether normalization plays a role in feature attention modulations as well. 
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Methods 
 All experiments followed the protocols approved by the Harvard Medical School 
Institutional Animal Care and Use Committee. 
Animal preparation and behavioral task 
 Two male rhesus monkeys (Macaca mulatta) weighing 8 and 12 kg were each 
implanted with a head post and a scleral search coil under general anesthesia.  Following 
recovery, each animal was trained on a motion direction change-detection task.  
Throughout each trial, the animal maintained fixation within ±1º of a small white spot 
presented at the center of a monitor (44º x 34º, 1024x768 pixels, 75 Hz refresh rate, 
gamma-corrected) on a gray background (42 cd/m
2
) until the change detection.  On each 
trial, the fixation point was presented for 250 ms, and then a yellow annulus was 
presented for 250 ms to cue the animal to attend to one of three locations on the monitor.  
Two of the locations were within the receptive field of the neuron being recorded, and the 
third location was at a symmetric location on the opposite side of the fixation point.  All 
three locations were the same eccentricity from the fixation point.  Next, a series of 
drifting Gabors was presented at each of the three locations simultaneously, each set of 
Gabors presented for 200 ms with successive sets separated by interstimulus periods that 
varied randomly between 158-293 ms.  The two Gabors presented inside of the receptive 
field were presented at locations separated by at least 5 times the SD of the Gabors (mean 
Gabor SD 0.45º, SD of Gabor SD 0.04º, Gabor SD range 0.42-0.50º, mean separation of 
Gabor centers 4.2º, SD 0.86º, range 2.2-6.9º).  Receptive fields in MT are large 
(Desimone and Ungerleider, 1986) and thus could readily accommodate two stimuli 
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within them. 
 The goal of the animal was to detect when a Gabor appeared at the cued location 
with a slightly different (< 90º) drift direction (target).  The animal indicated this 
detection by making a saccade directly to the Gabor with the different drift direction 
within 100-600 ms of its presentation.  The animal was rewarded for correct change 
detections with drops of juice.  Changes in direction occurred at the two uncued locations 
(distractors) with the same probability as changes in drift direction at the cued location, 
but the trial ended without reward if the animal responded to the distractors.  The timing 
of the appearance of the target stimulus followed an exponential distribution (a flat 
hazard function for direction change) to encourage the animal to maintain an attention 
level that was constant with time.  If a trial reached 6 s without a direction change 
occurring at the cued location (about 20% of trials), the trial was terminated and the 
animal was rewarded for maintaining fixation. 
 For each recorded neuron, normalization and attention modulations on firing rates 
were measured independently in blocks, and at least two complete blocks of each data 
type were collected for each neuron.  The degree of direction change of the target was 
adjusted independently for each of the three stimulus locations for each neuron using an 
adaptive staircase procedure (QUEST, Watson and Pelli, 1983) to maintain the behavioral 
performance at 82% correct across all target locations.   
 To measure the normalization strength of a neuron, the animal was cued to the 
stimulus location outside of the receptive field.  The Gabors presented at the cued 
location always drifted in the intermediate direction of motion of the neuron (orthogonal 
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to the preferred and null directions) until the target presentation.  Of the two Gabors 
presented in the receptive field per stimulus presentation, one drifted in the preferred 
direction of the neuron and the other drifted in the opposite, null (180º from preferred) 
direction.  Each Gabor had a pseudorandomly selected contrast of 0, 50, or 100% (except 
for the target stimulus which had a contrast of either 50 or 100%).    
 Spatial attention effects were measured using a similar paradigm except that the 
animal was cued to one of the two locations within the receptive field, and each Gabor 
was independently and pseudorandomly set to a contrast of 0 or 100% per stimulus 
presentation.  For 72 of the 117 neurons the drift directions of the two Gabors in the 
receptive field were pseudorandomly assigned to the preferred or the null direction, so 
that the stimuli in one of the receptive field locations could have either the preferred or 
null stimulus in different presentations.  If the animal responded to a direction change 
from preferred to null or vice versa the trial was terminated without reward.  The animal 
was only rewarded for detecting a small change (< 90º) in the drift direction at the cued 
location.  For the remaining 45 of the 117 neurons the locations of the preferred and null 
directions in the receptive field were fixed, but the results described in this paper were 
not significantly different for those neurons, so the data were pooled.   
Electrophysiological recordings 
 After the animals were trained on the behavioral task, a recording chamber was 
implanted on each animal to allow a posterior approach to MT (axis ~22-40º from 
horizontal in a parasagittal plane).  Recordings were made with glass-insulated Platinum-
Iridium microelectrodes (~1 M at 1 kHz).  The dura was penetrated using a guide tube 
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and grid system (Crist et al., 1988).  Extracellular signals were filtered between 250 Hz-8 
kHz, amplified, and digitized at 40 kHz.  Action potentials from individual neurons were 
isolated using a window discriminator, and spike times were recorded with 1 ms 
resolution.   
 Once a single neuron was isolated, the receptive field location was estimated 
using a hand-controlled visual stimulus.  Computer-controlled presentations of Gabor 
stimuli were then used to measure tuning for direction (8 directions) and temporal 
frequency (5 frequencies) while the animal performed a fixation task.  The direction that 
produced the strongest response was used as the preferred direction, the opposite 
direction was used as the null direction, and a direction 90º from the preferred direction 
was used as the intermediate direction.  The temporal frequency that produced the 
strongest response was used for all of the Gabors.  The temporal frequency was rounded 
to a value that produced an integral number of cycles of drift during each stimulus 
presentation, so that the Gabors started and ended with odd spatial symmetry, such that 
the spatiotemporal integral of the luminance of each stimulus was the same as the 
background.  Spatial frequency was set to 1 cycle per degree for all of the Gabors.  The 
preferred Gabor was used to quantitatively map the receptive field (3 eccentricities and 5 
polar angles) while the animal performed a fixation task.  The two stimulus locations 
within the receptive field were chosen to be at equal eccentricities from the fixation point 
and to give approximately equal responses, and the third location was 180º from the 
center point between the two receptive field locations, at an equal eccentricity from the 
fixation point as the other locations. 
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Data analysis  
 Neurons were included in the analysis if they were held for at least two blocks 
each of both the normalization and attention data collection, presented in alternating 
blocks.  Approximately 13 repetitions of each stimulus condition were collected per 
block.  Data analysis was performed on the response period of 50-250 ms after the 
stimulus onset.  Firing rates for each stimulus condition of each neuron were determined 
by taking the average firing rate during this analysis period across all stimulus repetitions.  
Stimuli presented at the same time as a target or distractor stimulus were excluded from 
analysis, as were stimuli that appeared after the target, and the first one or two stimulus 
presentations (within 400 ms) of each stimulus series to reduce variance that could arise 
from stronger responses to the start of a stimulus series.   
 Modulation indices for the modulations of firing rates reported in this study were 
calculated using a normalization modulation index, [(Preferred – Null) – (Both - Null)] / 
[(Preferred – Null) + (Both – Null)], or an attention modulation index, (Attend Preferred - 
Attend Null) / (Attend Preferred + Attend Null).  The asymmetry in attention modulation 
with two stimuli in the receptive field comparing attention to the preferred versus 
attention to the null stimulus was determined by calculating an attention index for 
attention to the preferred stimulus, (Attend Preferred - Attend Out) / (Attend Preferred + 
Attend Out), and an attention index for attention to the null stimulus, (Attend Out – 
Attend Null) / (Attend Out + Attend Null).  The modulation index for neuronal direction 
tuning was calculated using a tuning index, (Preferred – Null) / (Preferred + Null).  All 
indices were determined using the average firing rate responses to the indicated stimulus 
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conditions with the indicated stimuli at 100% contrast. 
 Equation 3 was fit using four free parameters (LP, LN, , , see Results for 
definitions).  A fifth parameter () was fixed at 2.75 for all of the neurons.  This value 
was determined using two methods that produced the same result: 1) a range of possible 
 values from 0 to 4.00 in increments of 0.25 were fit to the model and the fixed  value 
was determined as the value that allowed the best fit of the model, and 2) the fixed  
value was matched to the average  determination when  was allowed to be a free 
parameter.  The model parameters were fit via unconstrained nonlinear optimizing that 
minimized the sum-of-squares error.  The model parameters were constrained in the fit to 
be greater than 0, but there were no other constraints on the model fits.  The goodness of 
fit of the model was calculated for each neuron as the total explained variance, which was 
determined by taking the square of the correlation coefficient between the estimated 
firing rates from the model and the firing rates of the neuron across the stimulus 
conditions fit by the model.   
 For the main experiment, nine stimulus conditions were fit by the model to 
determine the free parameter estimations: five conditions with spatial attention directed 
outside of the receptive field, four conditions with spatial attention directed inside of the 
receptive field.  As a control to ensure that the  term estimations were not biased by the 
four stimulus conditions with spatial attention directed to the receptive field (as discussed 
in the Results section), eight stimulus conditions with spatial attention directed outside of 
the receptive field and to the intermediate direction of motion were fit to the model to 
determine  term estimations without the influence of attention.  These conditions were: 
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Preferred 50% contrast, Preferred 100% contrast, Null 50% contrast, Null 100% contrast, 
Preferred 50% contrast + Null 50% contrast, Preferred 100% contrast + Null 50% 
contrast, Preferred 50% contrast + Null 100% contrast, Preferred 100% contrast + Null 
100% contrast.  A value of  = 2.75 was applied according to Equation 3 to the , LP, LN, 
and  determinations from these eight sensory interaction conditions, to determine how 
well the free parameters determined by the eight stimulus interaction conditions alone fit 
the data collected during the attention conditions.  The model provided an excellent fit of 
the attention conditions using a value of  = 2.75 and the predetermined , LP, LN, and  
estimations. 
 P-values were computed for Pearson’s linear correlation coefficients using a 
Student’s t distribution, unless it was noted that a Spearman’s rho was determined 
instead, in which case the p-values were computed using large-sample approximations.  
A Bonferroni correction was applied in the case of multiple comparisons. 
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Summary 
 Both spatial and feature attention can improve visual perception, and both types 
of top-down attention modulate the firing rates of sensory neurons.  However, it is 
unclear whether spatial and feature attention employ common or distinct neural 
mechanisms.  The normalization model of attention hypothesizes that the sensory 
mechanism of normalization is related to both forms of attention.  Here we use 
electrophysiology in area MT of behaving monkeys to measure the strengths of 
normalization, spatial attention, and feature attention effects for individual neurons.  We 
find that while spatial and feature attention modulations of firing rates are correlated 
across neurons, this correlation is not dependent on a common relationship with the 
normalization mechanism.  Spatial and feature attention appear to differ in their 
relationship to normalization.  We conclude that a common top-down mechanism of 
attention is differentially influenced by normalization depending on the subpopulations of 
sensory neurons modulated by each form of attention. 
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Introduction 
 Attention that is intentionally allocated to specific visual components, or, “top-
down” attention (Kinchla, 1992; Corbetta and Shulman, 2002; Baluch and Itti, 2011), can 
improve visual perception in multiple ways.  Spatial attention improves perception at 
specific locations in space (Posner, 1980; Posner and Petersen, 1990; Rensink, 2002; 
Carrasco, 2006; Carrasco, 2011; Chun et al., 2011), while feature attention improves the 
perception of specific visual features at all locations in space (Saenz et al., 2002; Saenz et 
al., 2003; Melcher et al., 2005; Boynton et al., 2006; Kanai et al., 2006; Maunsell and 
Treue, 2006; Serences and Boynton, 2007; Carrasco, 2011; Chun et al., 2011).  It remains 
a point of contention whether spatial and feature attention employ common or distinct 
neural mechanisms (Maunsell and Treue, 2006; Bisley, 2011). 
 It is generally thought that all forms of top-down attention involve the feedback of 
attention-related signals from higher cortical areas (Wojciulik and Kanwisher, 1999; 
Kastner and Ungerleider, 2000; Corbetta and Shulman, 2002; Assad, 2003; Liu et al., 
2003; Treue, 2003; Yantis and Serences, 2003; Knudsen, 2007; Egner et al., 2008; Bisley 
and Goldberg, 2010; Greenberg et al., 2010; Noudoost et al., 2010; Baluch and Itti, 2011; 
Bisley, 2011; Liu et al., 2011; Noudoost and Moore, 2011; Schafer and Moore, 2011), 
which enhances the firing rates of sensory neurons with receptive field properties that 
match the attended spatial location or visual feature (Moran and Desimone, 1985; Motter, 
1993; Motter, 1994; Desimone and Duncan, 1995; Connor et al., 1997; Treue and 
Martinez-Trujillo, 1999; McAdams and Maunsell, 2000; Treue, 2001; Maunsell and 
Cook, 2002; Martinez-Trujillo and Treue, 2004; Reynolds and Chelazzi, 2004; Maunsell 
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and Treue, 2006; Patzwahl and Treue, 2009).  According to the “feature similarity gain 
model”, the effect of attention is to regulate the gain of a sensory neuron according to the 
similarity of the features of the attended stimulus to the sensory selectivity of the neuron 
along all feature dimensions (Treue and Martinez-Trujillo, 1999).  Studies of this model 
support the hypothesis that spatial and feature attention are mediated by a common 
mechanism in which space is simply another feature (Treue and Martinez-Trujillo, 1999; 
Maunsell and Treue, 2006; Katzner et al., 2009; Patzwahl and Treue, 2009; Khayat et al., 
2010).  However, other studies support the hypothesis that spatial and feature attention 
are mediated by distinct mechanisms (Hayden and Gallant, 2005; Kanai et al., 2006; Liu 
et al., 2007; Schenkluhn et al., 2008; Hayden and Gallant 2009).   
 Adding another dimension to this debate, recent studies have proposed that the 
sensory mechanism of normalization is involved in the processes of both spatial and 
feature attention (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009).  
The normalization mechanism is used throughout the brain as a form of gain control that 
limits the dynamic range of a neuron’s responses (Barlow, 1953; Kuffler, 1953; Baccus 
and Meister, 2002; Heimel et al., 2010; Olsen et al., 2010; Ohshiro et al., 2011; 
Papadopoulou et al., 2011).  The gain control of normalization is contrast-dependent, thus 
normalization is more prominent with multiple stimuli in a receptive field (Morrone et 
al., 1982; Bonds, 1989; DeAngelis et al., 1992; Carandini et al., 1997; Britten and Heuer, 
1999; Heuer and Britten, 2002).  With two stimuli in a receptive field, a top-down 
attention signal for one or the other stimulus has the potential to be strongly influenced 
by the normalization mechanism (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and 
Heeger, 2009).  However, while single unit electrophysiological findings have directly 
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supported the hypothesis that normalization influences firing rate modulations due to 
spatial attention (Lee and Maunsell, 2009; Lee and Maunsell, 2010), such tests of the 
relationship between normalization and feature attention have not been performed. 
 It is possible that feature attention signals do not interact with the normalization 
mechanism in the same manner as spatial attention.  A recent study of inter-neuronal 
response correlations reported evidence for a common mechanism of attention that 
modulates distinct subgroups of sensory neurons depending on whether the attention is 
space- or feature-based (Cohen and Maunsell, 2011).  Normalization is hypothesized to 
depend on spatially localized suppressive activity (Heeger, 1992; Carandini and Heeger, 
1994; Carandini et al., 1997; Simoncelli and Heeger, 1998), thus the spatial makeup of 
the different subgroups of neurons modulated by spatial versus feature attention might 
determine how much influence normalization can have on the top-down attention signals.    
 This hypothesis would help reconcile evidence for a common frontal-parietal 
source of top-down attention signals (Wojciulik and Kanwisher, 1999; Corbetta and 
Shulman, 2002; Giesbrecht et al., 2003; Slagter et al., 2007) with evidence that spatial 
and feature attention affect the responses of sensory neurons differently (Hayden and 
Gallant, 2005; Liu et al., 2007; Hayden and Gallant, 2009), as well as with evidence that 
spatial and feature attention affect local versus global subgroups of sensory neurons, 
respectively (for review, see Maunsell and Treue, 2006).  
  Here we use single unit electrophysiology in the middle temporal area (MT) of 
rhesus monkeys to record the activity of neurons while the monkeys perform a behavioral 
task designed to measure modulations of firing rates due to spatial and feature attention 
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independently.  We report a neuron-by-neuron correlation between spatial and feature 
attention firing rate modulations.  However, by independently measuring the strength of 
normalization of each neuron, we found that spatial and feature attention differ in their 
relationships to the mechanism of normalization.  We hypothesize that retinotopically-
organized spatial attention signals modulate spatially localized normalization activity 
more effectively than global feature attention signals.  We conclude that a common top-
down mechanism of attention is differentially influenced by the sensory mechanism of 
normalization depending on the subgroups of sensory neurons modulated by each form of 
attention. 
 
 65 
Results 
 We studied the effects of spatial and feature attention on the firing rates of 
individual neurons recorded in area MT of two rhesus monkeys (Macaca mulatta).  We 
measured separately the strengths of normalization, spatial attention, and feature attention 
modulations for 73 isolated neurons (23 from monkey 1, 50 from monkey 2) to study the 
relationships between these three processes.  
Behavioral task 
 We trained each monkey to perform a direction change-detection task with three 
variations, to independently measure normalization, spatial attention, and feature 
attention modulation strengths for a single neuron (Figure 7).  For all three variants of the 
task, a small cue directed the animal’s attention to one of three peripheral locations.  Two 
locations were within the receptive field of the recorded neuron, and the third location 
was in the opposite visual hemifield.  The cue was extinguished, then a small drifting 
Gabor was presented at each of the three locations simultaneously and for 200 ms.  Sets 
of Gabors (one per location) were presented for 200 ms each with successive sets 
separated by simultaneous interstimulus periods that varied randomly between 158-293 
ms (Figure 7D).  The animal was rewarded for making a saccade to the cued location 
when a Gabor was presented at that location with a slightly different drift direction than 
the previously presented Gabor at that location.  
 As a measure of the normalization strength of a neuron (Figure 7A), in one block 
of trials the animal was cued to attend to the location outside of the receptive field to 
keep the animal in a fixed state of attention.  To eliminate feature attention from varying  
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Figure 7: Task design to measure normalization and attention modulations 
During a trial, the monkey was presented with a cue that directed its attention to one of 
three locations (two within and one outside the receptive field of the MT neuron being 
recorded) while series of drifting Gabor stimuli (each having 0 or 100% contrast) were 
presented simultaneously at the three locations.  The Gabors presented inside of the 
receptive field drifted in either the preferred or null (180° from preferred) direction of 
motion of the neuron, and the Gabors presented outside of the receptive field drifted in 
the intermediate direction of motion.  The monkey received a reward for detecting when 
a Gabor appeared at the cued location with a slightly different (< 90°) drift direction.  A) 
To measure the normalization modulation strength of the neuron, attention was directed 
outside of the receptive field to stimuli moving in the intermediate direction of motion.  
B) To measure the feature attention modulation strength of a neuron, attention was 
directed outside of the receptive field to stimuli moving in either the preferred or the null 
direction of motion.  C) To measure the spatial attention modulation strength of a neuron, 
attention was directed to a location inside of the receptive field.  D) The monkeys 
received a cue directing attention to one of the three locations, then stimuli were briefly 
presented multiple times in a trial, with blank interstimulus periods of random duration 
separating the presentations. 
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during these measurements, the Gabors presented at the cued location outside of the 
receptive field always drifted in the same direction, intermediate between the preferred 
and null directions of the neuron, until the target appeared.  Normalization strength was 
measured by presenting stimuli at each of the two receptive field locations with a 
pseudorandomly selected drift direction of either preferred or null, and a pseudorandomly 
selected contrast of either 0 or 100% contrast.  Because a stimulus could be presented at 
0% contrast, sometimes a preferred or null stimulus was presented alone in the receptive 
field.  Because the stimuli presented in succession at one receptive field location could be 
drifting in either the preferred or null direction on each presentation, the animal had to 
ignore direction changes from preferred to null or vice versa (i.e., a 180° direction 
change) in addition to slight direction changes (< 90°) that occurred at either location 
besides the cued location, or the trial was terminated without reward.  Finally, when a 
pair of Gabors was presented within the receptive field, one drifted in the preferred and 
one in the null direction.  
 To measure the feature attention modulation strength of a neuron (Figure 7B), the 
task was the same as the normalization task except that the stimuli presented at the cued 
location outside of the receptive field always drifted in the preferred direction of the 
neuron in one block of trials, and always drifted in the null direction of the neuron in 
another block.  By changing the feature of the stimulus being attended outside of the 
receptive field between blocks, firing rate modulations due to feature attention alone 
could be measured.  
 To measure the spatial attention modulation strength of a neuron (Figure 7C), the 
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task was the same as the normalization task except that the cue was presented at one 
receptive field location in one block of trials, and at the other receptive field location in 
another block.  Importantly, the strength of spatial attention modulations was isolated 
because at a cued receptive field location, each presented stimulus was pseudorandomly 
assigned a drift direction of preferred or null.  The stimuli were presented for only a brief 
period (200 ms) with a random blank period between each presentation (158-293 ms) so 
that the animal did not have time to adjust its attention based on the feature of the 
stimulus presented at the cued location.  The animal had to ignore changes in drift 
direction along the preferred/null direction axis (180°) in order to complete a trial 
successfully, and only make a saccade after a slight direction change (< 90°) at the cued 
location.  
 The size of the direction change that the animal had to detect was adjusted 
independently for each of the three variants of the task to maintain a similar level of 
difficulty across different stimulus and task configurations.  An adaptive staircase 
procedure (QUEST, Watson and Pelli, 1983) was used to maintain the behavioral 
performance at the same threshold level of 82% correct for each of the task variants.  The 
stimuli were presented simultaneously at each location for only a brief period (200 ms) so 
that the animal was unlikely to have time to adjust its attention level based on the number 
of stimuli flashed during each stimulus period (Williford and Maunsell, 2006; Lee and 
Maunsell, 2009; Lee and Maunsell, 2010).  The target direction changes were 
exponentially distributed in time within the trials to encourage the animal to maintain a 
constant attention level throughout each trial.  
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Correlation between the effects of spatial and feature attention with two stimuli 
 We found a neuron-by-neuron relationship between spatial and feature attention 
modulations when each type of attention was measured independently, with two stimuli 
presented in a receptive field.  Figure 8A shows the responses of a representative neuron 
showing strong spatial and feature attention effects.  For this neuron, when both the 
preferred and null stimuli were in the receptive field, the average response with attention 
directed outside of the receptive field and to an intermediate direction of motion was 151 
spikes/s (thick black line).  When spatial attention was instead directed inside the 
receptive field, the average firing rate increased to 216 spikes/s when the preferred 
direction was located at the attended location (red line). When feature attention was 
directed to the preferred direction outside of the receptive field (instead of the 
intermediate direction), the firing rate also increased, to an average of 173 spikes/s (green 
line).  The spatial attention modulation index [(A-B) / (A+B)] comparing the attend-in 
condition (red line) and the attend-out-intermediate condition (thick black line) was 0.18.  
The feature attention modulation index comparing the attend-out-preferred condition 
(green line) and the attend-out-intermediate condition (thick black line) was 0.07.  
 In contrast, another example neuron showed much less modulation by both spatial 
and feature attention (Figure 8B; spatial attention modulation index: 0.06; feature 
attention modulation index: 0.00).  We found a neuron-by-neuron correlation between 
spatial and feature attention modulation indices (Figure 8C, R = 0.52, p < 10
-5
).  Although 
previous studies have reported a correlation between modulation by feature attention and 
modulation by spatial and feature attention together (McAdams and Maunsell, 2000;  
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Figure 8: Spatial and feature attention effects are correlated across neurons with 
two stimuli in the receptive field 
A) For neuron 1, a peristimulus time histogram (PSTH) illustrates the average response to 
the preferred and null stimuli together when attention is directed outside of the receptive 
field to the intermediate direction of motion (thick black line).  Spatial attention directed 
inside of the receptive field results in a strong increase in neuronal response when the 
preferred stimulus is presented at the attended location (red line; modulation index of 
0.18).  Feature attention directed to the preferred direction of motion also results in a 
strong increase in neuronal response when compared to attention to the intermediate 
direction of motion (green line; modulation index of 0.07).  B) For neuron 2, both spatial 
and feature attention have much smaller effects (spatial attention modulation index: 0.06; 
feature attention modulation index: 0.00).  C) The strength of feature attention 
modulation is correlated with the strength of spatial attention modulation across the 
population of MT neurons, with two stimuli in the receptive field.  A,B) thick bars along 
the x-axis indicate the timing of the stimulus presentation; each PSTH was smoothed by a 
Gaussian window (SD 10 ms); thin black lines indicate the spontaneous firing rate. 
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Patzwahl and Treue, 2009), the current results demonstrate a correlation between 
modulation by feature attention and modulation by spatial attention when they are 
measured independently.  
 This correlation could reflect a common mechanism underlying both spatial 
attention and feature attention, which varies in its strength between different MT neurons.  
However, other less interesting possibilities exist.  For example, because all of the 
modulations involve preferred and null stimuli, this correlation could arise from variance 
across neurons in neuronal direction selectivity.  Neurons with little or no direction 
selectivity would show little modulation from attending to preferred or null directions or 
from attending to a location containing preferred or null stimuli.  We addressed this 
concern by calculating a partial correlation between spatial and feature attention 
modulation indices controlling for differences in direction selectivity.  The correlation 
remained significant (R = 0.53, p < 10
-5
).  The partial correlation also remained 
significant when controlling for variance in spontaneous firing rates (both stimuli 
presented at 0% contrast) across neurons (R = 0.53, p < 10
-5
), or variance in 
responsiveness as calculated as the response of each neuron to the preferred stimulus 
alone (R = 0.53, p < 10
-5
).  
Normalization does not explain the correlation between spatial and feature attention 
 Recent studies have suggested that the sensory mechanism of normalization 
contributes in important ways to the modulation of neuronal responses by attention 
(Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009).  If both spatial 
attention and feature attention are affected by the same normalization mechanism, the 
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correlation between spatial and feature attention effects could be readily explained.  
 We calculated the strength of normalization of a neuron by measuring the 
summed response of the neuron to a preferred stimulus and a null stimulus that differed 
greatly in their efficacy in driving responses (Morrone et al., 1982; Bonds, 1989; Gizzi et 
al., 1990; DeAngelis et al., 1992; Carandini and Heeger, 1994; Carandini et al., 1997).  
Because the suppressive activity of normalization increases with increased total contrast 
in the receptive field, the response of a neuron to a preferred stimulus is suppressed when 
a weakly excitatory null stimulus is added to the receptive field.  The strength of that 
suppression reflects the strength of the normalization.  For each neuron, we calculated a 
normalization modulation index that compared the response to the preferred stimulus 
alone to the response to the preferred and null stimulus together (Figure 7A).  It has been 
shown that the strength of normalization varies greatly between neurons in MT (Lee and 
Maunsell, 2009). 
 The partial correlation between spatial and feature attention modulation indices 
with two stimuli in the receptive field controlling for variance in normalization 
modulation indices across neurons remained significant (R = 0.54, p < 10
-6
).  This finding 
indicates that the sensory mechanism of normalization is not the common factor between 
spatial and feature attention modulations.  
Sensory interactions do not explain the correlation between spatial and feature 
attention effects 
 To further test whether sensory mechanisms are related to the correlation between 
spatial and feature attention effects, we calculated spatial and feature attention 
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modulation indices for the conditions when the preferred stimulus was presented alone in 
the receptive field.  With only one stimulus in the receptive field, sensory interaction 
mechanisms such as normalization are expected to be minimally active.  Lee and 
Maunsell (2010) reported that spatial attention modulations were correspondingly smaller 
with only one stimulus in the receptive field.  We were able to measure attention effects 
with one stimulus in the receptive field using the same task used to measure attention 
with two stimuli because the task used short (200 ms) stimulus presentations, which made 
it difficult for the animal to adjust its attention level based on the number of stimuli 
presented during any one stimulus presentation (Williford and Maunsell, 2006; Lee and 
Maunsell, 2009; Lee and Maunsell, 2010).  
 We found a neuron-by-neuron relationship between spatial and feature attention 
modulations with one stimulus in the receptive field when each type of attention was 
measured independently.  The responses of one MT neuron are shown in Figure 9A.  
With only the preferred stimulus in the receptive field and attention directed outside of 
the receptive field to the intermediate direction of motion (thick black line), the average 
firing rate was 66 spikes/s.  When spatial attention was directed inside instead of outside 
of the receptive field, and the preferred stimulus was located at the cued location, the 
average firing rate increased to 79 spikes/s (red line).  When feature attention was 
directed outside to the preferred direction instead of to the intermediate direction, the 
average firing rate increased to 88 spikes/s (green line).  Although modulation by spatial 
or feature attention was typically weaker with only the preferred stimulus inside the 
receptive field, for this neuron the spatial attention modulation index was 0.09, and the 
feature attention modulation index was 0.15.  
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Figure 9: Spatial and feature attention effects are correlated across neurons with 
one stimulus in the receptive field 
A) For neuron 3, a peristimulus time histogram (PSTH) illustrates the average response to 
the preferred stimulus when attention is directed outside of the receptive field to the 
intermediate direction of motion (thick black line).  Spatial attention directed inside of the 
receptive field results in a strong increase in neuronal response when the preferred 
stimulus is presented at the attended location (red line; modulation index of 0.09).  
Feature attention directed to the preferred direction of motion also results in a strong 
increase in neuronal response when compared to attention to the intermediate direction of 
motion (green line; modulation index of 0.15).  B) For neuron 4, both spatial and feature 
attention have much smaller effects (spatial attention modulation index: 0.02; feature 
attention modulation index: 0.00).  C) The strength of feature attention modulation is 
correlated with the strength of spatial attention modulation across the population of MT 
neurons, with only the preferred stimulus in the receptive field.  A,B) thick bars along the 
x-axis indicate the timing of the stimulus presentation; each PSTH was smoothed by a 
Gaussian window (SD 10 ms); thin black lines indicate the spontaneous firing rate. 
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 For another MT neuron (Figure 9B), the attention indices were both smaller 
(spatial attention modulation index: 0.02; feature attention modulation index: 0.00).  
Across all neurons, the correlation between spatial and feature attention modulation 
indices with one stimulus in the receptive field was statistically significant (Figure 9C; R 
= 0.45, p < 10
-4
).  This correlation was not due to variance across neurons in 
normalization strengths.  The results of a partial correlation controlling for variance in 
normalization modulation indices remained significant (R = 0.53, p < 10
-5
).  The partial 
correlation also remained significant when controlling for variance in direction selectivity 
across neurons (R = 0.47, p < 10
-4
), variance in spontaneous firing rates (R = 0.43, p < 10
-
3
), and variance in neuronal responsiveness (R = 0.43, p < 10
-3
).  
Spatial and feature attention differ in their relationship to normalization 
 While models of the relationship between normalization and attention have 
proposed that normalization may be involved in the feature attention mechanism 
(Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009), 
neurophysiological support of this hypothesis has only demonstrated evidence for a 
relationship between the strength of normalization and the strength of spatial attention 
modulations (Lee and Maunsell, 2009).  Because feature attention signals are global and 
not retinotopically organized to the stimuli in the receptive field, as in the case of spatial 
attention, it is possible that feature attention signals do not undergo stimulus 
normalization in the same way as spatial attention signals.  
 Feature attention appears to differ from spatial attention in its relationship to 
normalization.  A previous study demonstrated a correlation between spatial attention 
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modulation strengths and normalization strengths, with multiple stimuli in the receptive 
field (Lee and Maunsell, 2009).  Looking at attention effects with two stimuli in the 
receptive field, the spatial attention modulation indices (as described above, Figure 8) 
have a significant partial correlation with normalization modulation indices across 
neurons while controlling for the variance in feature attention modulation indices (Figure 
10A; black circles; R = 0.62, p < 10
-8
).  However, the feature attention modulation indices 
(as described above, Figure 8) do not have a significant partial correlation with 
normalization modulation indices across neurons while controlling for the variance in 
spatial attention modulation indices (Figure 10A; red circles; R = -0.23, p = 0.05).  
 It is possible that the relationship between spatial attention and normalization 
modulation indices is significant while the relationship between feature attention and 
normalization modulation indices is not for the superficial reason that the feature 
attention modulation indices (average modulation index of 0.04) are smaller than the 
spatial attention modulation indices (average modulation index of 0.16).  To control for 
this possibility, we removed neurons from the population in order starting with the 
neuron with the highest spatial attention modulation index until the remaining neurons 
had an average spatial attention modulation index of 0.04.  The remaining 36 neurons 
made up the mean-matched spatial attention modulation index population (Figure 10A, 
gray-filled circles).  Though this mean-matched population had the same average 
modulation index (0.04) as the average feature attention modulation index, in this mean-
matched population the partial correlation between spatial attention and normalization 
modulation indices while controlling for the variance in feature attention modulation 
indices remained significant (R = 0.45, p < 0.01).   
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Figure 10: Spatial but not feature attention is correlated with normalization 
A) Normalization modulation indices are plotted against spatial attention modulation 
indices (black circles), against feature attention modulation indices (red circles), and 
against the mean-matched spatial attention modulation indices (gray-filled circles).  B) 
Partial correlation coefficients are plotted with 95% confidence interval error bars for the 
partial correlation between spatial attention and normalization modulation indices while 
controlling for the variance in feature attention modulation indices (‘spatial’), for the 
partial correlation between the mean-matched spatial attention modulation indices and 
normalization modulation indices while controlling for the variance in feature attention 
modulation indices (‘mean-matched spatial’), and for the partial correlation between 
feature attention and normalization modulation indices while controlling for the variance 
in spatial attention modulation indices (‘feature’).   
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 Figure 10B illustrates that the 95% confidence intervals for the partial correlation 
between the mean-matched spatial attention modulation indices and normalization 
modulation indices while controlling for the variance in feature attention modulation 
indices do not overlap with the 95% confidence intervals for the partial correlation 
between feature attention and normalization modulation indices while controlling for the 
variance in spatial attention modulation indices.  Spatial attention and feature attention 
appear to differ in their relationship to the normalization mechanism.  
Spatial but not feature attention effects increase with multiple stimuli 
 A previous study hypothesized that spatial attention modulations are greater with 
two stimuli in the receptive field than with one (Lee and Maunsell, 2010) because 
normalization is much more evident with multiple stimuli in the receptive field (Morrone 
et al., 1982; Bonds, 1989; DeAngelis et al., 1992; Carandini et al., 1997; Britten and 
Heuer, 1999; Heuer and Britten, 2002).  Because normalization is contrast-dependent 
(Carandini and Heeger, 1994) and therefore stronger with more stimuli in the receptive 
field, increasing the number of stimuli from one to two may allow for much greater shifts 
in neuronal response from attending to one or the other stimulus.  While prior studies 
have reported more striking spatial attention modulations with multiple stimuli in the 
receptive field (for review, see Bisley, 2011), this comparison has not been made for 
feature attention while maintaining task difficulty across different stimulus conditions.  
 As per Lee and Maunsell (2010), spatial attention modulations from attending the 
preferred stimulus are greater with multiple stimuli in the receptive field  (Figure 11; 
black circles; paired t-test: p < 10
-8
).  However, feature attention modulations from  
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Figure 11: Spatial but not feature attention effects are stronger with multiple stimuli 
Spatial attention modulation indices are greater with two stimuli than with one stimulus 
in the receptive field (black circles; paired t-test: p < 10
-8
).  However, feature attention 
modulation indices are not greater with two stimuli in the receptive field (red circles; 
paired t-test: p = 0.27).  For the population of neurons with mean-matched spatial 
attention modulation indices, spatial attention modulation indices are greater with two 
stimuli in the receptive field (gray-filled circles; paired t-test: p < 10
-5
). 
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attending the preferred feature are not greater with multiple stimuli in the receptive field 
(Figure 11; red circles; paired t-test: p = 0.27). 
 Again, it is possible that spatial attention effects are significantly greater with 
multiple stimuli while feature attention effects are not for the superficial reason that 
spatial attention modulation indices with one stimulus in the receptive field are stronger 
to begin with (average modulation index of 0.08) than feature attention modulation 
indices with one stimulus in the receptive field (average modulation index 0.03).  To 
control for this possibility, we removed neurons from the population in order starting 
with the neuron with the highest spatial attention modulation index with one stimulus  
until the remaining neurons had an average spatial attention modulation index with one 
stimulus in the receptive field of 0.03.  The remaining 51 neurons made up the mean-
matched spatial attention modulation index population (Figure 11, gray-filled circles).  
Though this mean-matched population had the same average spatial attention modulation 
index with one stimulus in the receptive field (0.03) as the average feature attention 
modulation index with one stimulus, in this mean-matched population the spatial 
attention effects were significantly greater with two stimuli rather than with one stimulus 
in the receptive field (paired t-test: p < 10
-5
). 
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Discussion 
 There is continued debate on the subject of whether spatial and feature attention 
share a common neural substrate, and prior studies have found support for both 
commonalities and distinctions between these two types of attention.  This question is 
preliminary to the larger question of whether all forms of attention, including object-
based attention (Blaser et al., 2000; Wannig et al., 2011), for example, are part of a 
unified attention mechanism (Corbetta and Shulman, 2002; Yantis and Serences, 2003). 
 We report that while separately measured spatial and feature attention 
modulations are correlated across neurons, both with one and with two stimuli in the 
receptive field, this correlation is not dependent on a shared normalization mechanism.  
Feature attention appears to differ from spatial attention in its relationship to the 
normalization mechanism.  We hypothesize that this difference is due to the different 
subgroups of sensory neurons modulated by each type of attention (Cohen and Maunsell, 
2011), and conclude that a common top-down mechanism of attention can have differing 
effects on sensory neurons because of the potentially significant influences of sensory 
mechanisms. 
A common source of attention 
 This study uses a correlation between independently measured spatial and feature 
attention firing rate modulations to support the hypothesis of a common top-down source 
of attention signals.  This source could take the form of a common population of neurons 
capable of feeding back attention signals to a particular sensory neuron, depending on the 
location and/or features being attended.  This common source could also indirectly send 
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feedback to a sensory neuron by modulating distinct populations of neurons depending on 
the form of attention, and this study cannot distinguish between these two possibilities.  
We will discuss our findings in the context of literature from two different sources of 
experimentation that have compared spatial and feature attention mechanisms directly.  
 First, functional magnetic resonance imaging (fMRI) research has provided 
support for a common frontal-parietal source of top-down attention signals for both 
spatial and feature attention (Wojciulik and Kanwisher, 1999; Kastner and Ungerleider, 
2000; Corbetta and Shulman, 2002; Giesbrecht et al., 2003; Slagter et al., 2007; Egner et 
al., 2008; Greenberg et al., 2010).  Wojciulik and Kanwisher (1999) used fMRI to 
determine that two sites in parietal cortex were similarly activated during both spatial and 
feature attention tasks, performed by the same subjects.  However, some studies that have 
found evidence for a generalized frontal-parietal attention network have also found 
evidence for more specialized subpopulations within the frontal-parietal network that 
may be differentially activated during spatial versus feature attention (Slagter et al., 2007; 
Greenberg et al., 2010).  Our findings support the hypothesis that overlapping, or at least 
interconnected, neuronal populations provided attention signal feedback during both the 
spatial and the feature attention versions of the behavioral task.  
 Second, single unit electrophysiological studies of sensory neurons have found 
evidence supporting a unified attention mechanism (for review, see Kastner and 
Ungerleider, 2000; Maunsell and Treue, 2006; Bisley, 2011).  These studies have found 
evidence that both spatial and feature attention signals can increase the responses of the 
same sensory neurons (McAdams and Maunsell, 2000; Patzwahl and Treue, 2009).  
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These studies also support the hypothesis that, according to the feature similarity gain 
model, space is just another feature and that all attention gain effects reflect the similarity 
of the features of the attended stimulus to the receptive field properties of the neuron 
(Treue and Martinez-Trujillo, 1999; Martinez-Trujillo and Treue, 2004).  In addition, 
Cohen and Maunsell (2011) hypothesized that a single mechanism was responsible for 
both spatial and feature attention decreasing spike count correlations between neurons 
when single neuron firing rates increased.  Katzner and colleagues (2009) determined that 
directing attention to just one feature of a stimulus invoked a unified attention system that 
responded to all of the visual properties of that stimulus.  The above findings supporting a 
unified attention system are consistent with the correlated behavior of the spatial and 
feature attention modulations reported in our study.  
 However, other single unit electrophysiological studies have found evidence for 
distinctions between spatial and feature attention.  Hayden and Gallant (2005; 2009) 
reported that spatial and feature attention can have independent effects on neurons, with 
each effect having a distinct latency.  This finding has been supported by psychophysical 
studies (Kanai et al., 2006; Liu et al., 2007).  Hayden and Gallant (2005) concluded that 
while both spatial and feature attention are goal-driven processes, only spatial attention 
reflects stimulus-driven processes.  This hypothesis is particularly interesting in light of 
models that propose that the stimulus-driven process of normalization plays an important 
role in the operation of attention (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and 
Heeger, 2009), with electrophysiological evidence supporting a role for normalization in 
spatial attention modulations (Lee and Maunsell, 2009). 
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The relationship between normalization and attention 
 Many studies have investigated the complex interplay between sensory and top-
down processes in determining visual perception (for review, see Kastner and 
Ungerleider, 2000; Treue, 2003; Knudsen, 2007).  Recent studies of the role of 
normalization in the attention process (Boynton, 2009; Lee and Maunsell, 2009; 
Reynolds and Heeger, 2009; Lee and Maunsell, 2010) have provided a quantifiable 
approach to studying this topic in single neurons.  We hypothesize that the specific role 
of normalization in spatial versus feature attention may depend on the makeup of the 
specific subpopulations of sensory neurons modulated by each form of attention.  
 Studies have reported that spatial and feature attention modulate different 
subgroups of sensory neurons (Maunsell and Treue, 2006; Cohen and Maunsell, 2011).  
Psychophysical studies have likened attention to a “spotlight” because of the spatially 
localized behavioral enhancements associated with spatial attention (Posner, 1980; 
Eriksen and St James, 1986; Cave and Bichot, 1999), whereas feature attention results in 
global behavioral improvements throughout the visual field (Saenz et al., 2003; Melcher 
et al., 2005; Boynton et al., 2006; Liu and Mance, 2011).  Supporting this behavioral 
finding, electrophysiological studies of spatial attention have reported modulations of 
local, retinotopically-organized subpopulations of sensory neurons (Motter, 1993; Treue 
and Maunsell, 1996; Connor et al., 1997; Treue and Maunsell, 1999), while feature 
attention has been reported to have a global effect on sensory neurons (Motter, 1994; 
Treue and Martinez-Trujillo, 1999; McAdams and Maunsell, 2000).  This distinction has 
also been supported by fMRI studies of spatial (Tootell et al., 1998; Brefczynski and 
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DeYoe, 1999; Gandhi et al., 1999; Somers et al., 1999) versus feature attention (Saenz et 
al., 2002; Serences and Boynton, 2007).  
 If spatial attention signals modulate local, retinotopically-organized 
subpopulations of sensory neurons, it is possible that spatial attention signals can 
modulate the localized suppressive activity associated with normalization, as per models 
of attention (Boynton, 2009; Lee and Maunsell, 2009; Reynolds and Heeger, 2009).  
Global feature attention signals might act as predicted by Boynton (2009), in a 
multiplicative manner with the neural response itself, not with the local suppressive 
activity of normalization.  
 Although we hypothesize that spatial attention and normalization modulation 
indices are correlated because normalization activity is spatially localized (DeAngelis et 
al., 1992; Britten and Heuer, 1999; Heuer and Britten, 2002), our study cannot speak to 
the exact biophysical mechanism underlying this localized suppression.  Proposed 
explanations for normalization such as intracortical inhibition (Morrone et al., 1982; 
Bonds, 1989; DeAngelis et al., 1992) or changes in background synaptic input (Chance et 
al., 2002) have been proposed to arise from local circuits.  Feedforward models (Finn et 
al., 2007; Priebe and Ferster, 2008) such as thalamocortical synaptic depression 
(Carandini et al., 2002) can also explain a local suppressive effect of normalization.  We 
hypothesize that retinotopically-organized spatial attention signals are different from 
global feature attention signals in their association with the sensory mechanisms that 
underlie normalization.  
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Methods 
 All experiments were run according to the protocols approved by the Harvard 
Medical School Institutional Animal Care and Use Committee. 
Animal training and task design 
 Two male rhesus monkeys (Macaca mulatta) weighing 8 and 12 kg each received 
a head post and a scleral search coil implant under general anesthesia.  After an animal 
had recovered, the animal was trained on a motion direction change-detection task until 
proficient at the task.  
 In each trial of the change-detection task, the animal fixated within ±1º of a small 
white dot presented at the center of a video monitor (44º x 34º, 1024x768 pixels, 75 Hz 
refresh rate, gamma-corrected) on a gray background (42 cd/m
2
).  The animal maintained 
fixation at the center of the monitor until the change detection, while stimuli were 
presented peripherally.  The fixation point was presented alone on the monitor for 250 
ms.  Next, a cue in the shape of an annulus was presented on the monitor for 250 ms, 
cueing the animal to attend to one of three locations on the monitor.  Two of the locations 
were within the receptive field of the neuron being recorded.  The third location was at a 
symmetric location on the opposite side of the central fixation point, and all three 
locations were the same eccentricity from the central fixation point.  The cue was 
extinguished, and next a small drifting Gabor was presented at each of the three locations 
simultaneously.  The set of Gabors (one per location) remained on the monitor for 200 
ms, then was extinguished.  Following an interstimulus period that varied randomly 
between 158-293 ms in which only the central fixation point remained on the monitor, 
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another set of Gabors (one per location, presented simultaneously) was presented for 200 
ms.  Stimulus presentations were alternated with interstimulus periods until the direction 
change occurred.  The two Gabors presented at the locations inside of the receptive field 
were presented at locations separated by at least 5 times the SD of the Gabors (mean 
Gabor SD 0.45º, SD of Gabor SD 0.04º, Gabor SD range 0.42-0.50º, mean separation of 
Gabor centers 4.2º, SD 0.86º, range 2.2-6.9º).  Because receptive fields in MT are large 
(Desimone and Ungerleider, 1986), the two stimuli fit well within the borders of a single 
MT receptive field. 
 The animal was trained to detect a direction change at the attended location.  
When a Gabor appeared at the cued location with a slightly different (< 90º) drift 
direction (target) than the previous Gabor presented at that location, the animal was 
trained to make a saccade directly to the Gabor with the different drift direction within 
100-600 ms of its presentation.  If the animal correctly detected a direction change, the 
animal was rewarded with drops of juice.  The appearance of the target stimulus was 
timed to follow an exponential distribution (a flat hazard function for direction change), 
encouraging the animal to maintain a constant level of attention across time.  Direction 
changes occurred at the two uncued locations as well (distractors), following the same 
probability as changes in drift direction at the cued location, but if the animal responded 
to a distractor the trial was terminated without reward.  In about 20% of the trials, the 
trial reached 6 s without a direction change occurring at the cued location, in which case 
the trial was ended and the animal received a reward for maintaining fixation.   
 For each recorded neuron, the animal performed three variations of the direction 
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change-detection task.  These variants measured either normalization, spatial attention, or 
feature attention modulation strengths.  The three variants were run in blocks, and at least 
two complete blocks of each variant were collected for each recorded neuron.  The 
degree of direction change that the animal had to detect was adjusted independently for 
each of the three variants of the task, to maintain a similar difficulty level across the 
different task variations.  The degree of direction change was adjusted for each of the 
three stimulus locations for each neuron using an adaptive staircase procedure (QUEST, 
Watson and Pelli, 1983) that maintained behavioral performance at 82% correct across 
trials. 
 In the task variant that measured the normalization strength of a neuron, the 
animal was cued to attend to the location outside of the receptive field, to Gabors that 
were always drifting in the intermediate direction of motion of the neuron (orthogonal to 
the preferred and null directions) until the target was presented.  Stimuli were presented 
at each of the two receptive field locations with a pseudorandomly assigned drift 
direction of either preferred or null, as well as a pseudorandomly assigned contrast of 
either 0 or 100%.  Assigning some stimuli a contrast of 0% meant that sometimes a 
stimulus was presented alone in the receptive field, and sometimes no stimuli were 
presented in the receptive field.  Stimuli presented in successive presentations at one 
receptive field location could be assigned either the preferred or the null drift direction on 
each presentation.  Therefore, the animal had to ignore direction changes from preferred 
to null or vice versa (180°) in addition to slight direction changes (< 90°) that occurred at 
either uncued location.  Failure to ignore these direction changes at the uncued locations 
terminated the trial, and the animal did not receive a reward.  Whenever a pair of Gabors 
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was presented in the receptive field, one always drifted in the preferred direction of 
motion of the neuron, and one always drifted in the null direction of motion.   
 In the task variant that measured the feature attention modulation strength of a 
neuron, the task was identical to the normalization variant of the task except that the 
stimuli presented at the cued location outside of the receptive field always drifted in the 
preferred direction in one block of trials, and always drifted in the null direction in 
another block.  
 In the task variant that measured the spatial attention modulation strength of a 
neuron, the task was identical to the normalization variant of the task except that the cue 
was presented at one location within the receptive field in one block of trials, and at the 
other location within the receptive field in another block.  Again, the animal had to ignore 
changes in drift direction from preferred to null or vice versa, this time at the cued 
location as well as at the uncued location within the receptive field.  The animal was 
rewarded for detecting a slight direction change (< 90°) at the cued location.   
Single unit electrophysiology 
 After an animal completed training on the behavioral task, the animal received a 
recording chamber implant that allowed a posterior approach to MT (axis ~22-40º from 
horizontal in a parasagittal plane).  Glass-insulated Platinum-Iridium microelectrodes (~1 
M at 1 kHz) were used to record single units.  A guide tube and grid system (Crist et 
al., 1988) were used to penetrate the dura.  Extracellular signals were filtered between 
250 Hz-8 kHz, amplified, and digitized at 40 kHz, and action potentials from individual 
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neurons were isolated using a window discriminator, with spike times recorded with 1 ms 
resolution.   
 For each isolated unit, the receptive field location of the unit was estimated with a 
hand-controlled visual stimulus.  Direction (8 directions) and temporal frequency tuning 
(5 frequencies) was measured using computer-controlled presentations of Gabor stimuli 
while the animal performed a fixation task.  The direction that produced the strongest 
response was labeled the preferred direction, the direction 180º from the preferred 
direction was labeled the null direction, and the direction 90º from the preferred direction 
was labeled the intermediate direction.  All of the Gabors were presented at the temporal 
frequency that produced the strongest average response.  The temporal frequency was 
rounded to a value that produced an integral number of cycles of drift during each 
stimulus presentation.  As a result, the Gabors started and ended with odd spatial 
symmetry, so that the spatiotemporal integral of the luminance of each stimulus was the 
same as the background.  The spatial frequency of all of the Gabors was set to 1 cycle per 
degree.  A Gabor moving in the preferred direction and at the preferred temporal 
frequency was used to quantitatively map the receptive field (3 eccentricities and 5 polar 
angles) while the animal performed a fixation task.  The two stimulus locations within the 
receptive field were chosen to give approximately equal responses. 
Data analysis  
 Neurons were included in the analysis if they were held for at least two blocks 
each of the normalization, spatial attention, and feature attention task variants.  
Approximately 13 stimulus condition repetitions were collected per block.  Data analysis 
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was performed on the response period of 50-250 ms after the onset of the stimulus.  The 
firing rate for a particular stimulus condition for one neuron was determined by taking the 
average firing rate during this analysis period across all stimulus repetitions.  Stimuli 
were excluded from the analysis if they were presented at the same time as a target or 
distractor stimulus, if they appeared after the target presentation, or if they were 
presented within 400 ms of the start of each stimulus series.  Removing the first one of 
two stimulus presentations of each series from the analysis reduced variance that could 
arise from stronger responses to the initiation of the stimulus series. 
 Modulation indices for the modulations of firing rates reported in this study were 
always calculated between two average firing rates, A and B, using the modulation index 
[(A-B) / (A+B)].  Direction selectivity was measured with a direction selectivity 
modulation index that compared the response to the preferred stimulus with the response 
to the null stimulus. 
 P-values were computed for Pearson’s linear correlation coefficients using a 
Student’s t distribution.  95% confidence intervals for partial correlation coefficients were 
determined using a Fisher’s z transform, accounting for the reduction in degrees of 
freedom associated with the additional predictors. 
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Chapter 4: Conclusion 
 The goal of this study was to investigate the neural mechanisms underlying visual 
attention.  It is generally thought that all forms of top-down visual attention involve 
attention-related signals from higher cortical areas (Corbetta and Shulman, 2002; Baluch 
and Itti, 2011), which feedback onto sensory neurons, modulating their firing rates 
(Maunsell and Cook, 2002; Yantis and Serences, 2003).  However, it is not clear how 
these top-down attention signals modulate firing rates, or how sensory processes affect 
these attention signals.   
 In particular, this study investigated the role of the sensory mechanism of 
normalization in both spatial- and feature-based attention.  While prior studies have 
proposed models of attention that involve the normalization mechanism (Boynton, 2009; 
Lee and Maunsell, 2009; Reynolds and Heeger, 2009), this study used 
electrophysiological recordings in behaving monkeys to measure the relationship 
between spatial attention and normalization in previously unexplored stimulus conditions.  
In addition, while models of attention hypothesize that normalization plays a role in both 
spatial and feature attention, no electrophysiological data has tested the predictions of 
those models for the effects of feature attention on the firing rates of sensory neurons.  
 In the first part of this study, we reported that tuned normalization explains why 
the strength of normalization varies considerably across MT neurons.  We found that 
modulation by spatial attention depends strongly on the extent to which the normalization 
of a neuron is tuned.  Tuned normalization also explains why attending to the preferred of 
two stimuli in a receptive field causes greater spatial attention modulations than attending 
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the null of two stimuli in a receptive field.  
 The tuned normalization model is a variant on previously proposed divisive 
normalization models of attention (Boynton, 2009; Lee and Maunsell, 2009; Reynolds 
and Heeger, 2009).  This new model provides a novel explanation for the correlation seen 
between spatial attention and normalization modulation strengths, and additionally 
explains an asymmetry in spatial attention effects seen within neurons.  We conclude that 
much of the neuron-to-neuron variability in modulations by spatial attention depends on 
variability in the way the neurons process multiple stimuli.   
 In the second part of this study, we reported that spatial and feature attention 
modulation strengths are correlated across neurons in area MT, with either one or two 
stimuli in the receptive field.  Surprisingly, this correlation is not explained by a common 
relationship to normalization.  A prior study found that spatial attention and 
normalization modulation strengths are correlated across neurons (Lee and Maunsell, 
2009).  We found that unlike spatial attention modulation strengths, feature attention 
modulation strengths are not correlated with normalization modulation strengths across 
neurons.  In addition, a previous study proposed that spatial attention effects are greater 
with multiple stimuli in a receptive field because normalization effects are greater with 
more stimuli, and thus more contrast, in a receptive field (Lee and Maunsell, 2010).  We 
found that spatial but not feature attention modulation strengths are greater with multiple 
stimuli in a receptive field.  
 Previous studies have debated whether or not all forms of attention engage 
common neural mechanisms (Maunsell and Treue, 2006).  We conclude that a common 
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top-down mechanism of attention is differentially influenced by normalization depending 
on the subgroups of sensory neurons modulated by each type of attention.  This 
conclusion reconciles evidence for a common frontal-parietal source of top-down 
attention signals (Wojciulik and Kanwisher, 1999; Corbetta and Shulman, 2002; 
Giesbrecht et al., 2003; Slagter et al., 2007) with evidence that spatial and feature 
attention affect local versus global subgroups of neurons, respectively (Maunsell and 
Treue, 2006).   
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