Abstract
Introduction
In their recent paper, Randen and Husøy reviewed the filtering approaches to texture feature extraction and performed an extensive comparative study [5] . For comparison, the co-occurrence and multi-resolution autoregressive (AR) features were also included in the study. In their experiments, various filtering approaches yielded different results for different images. No single approach performed best or very close to the best for all images. The computational complexity of the methods was also considered to be too high. Randen and Husøy concluded that a very useful direction for future research would be the development of powerful texture measures that can be extracted and classified with low computational complexity.
In this paper, we will use the image set of Randen and Husøy to benchmark the Local Binary Pattern approach, which has been very powerful in various classification and segmentation problems and is of low computational complexity [3, 4] . The 3x3 neighborhood of the basic LBP may be inadequate for images containing textures at larger scales. To solve this problem, we propose a simple multiscale extension for LBP.
Section 2 describes texture discrimination using LBPtype operators. First, the principle of the basic LBP is described, and then multi-scale extensions of LBP are proposed. Section 3 presents experimental results for the basic and multiscale LBP and compares them to the best results obtained by Randen and Husøy [5] . Section 4 contains discussion and conclusions.
LBP operators

Basic LBP
Ojala et al. [4] introduced the Local Binary Pattern (LBP) texture operator shown in Fig. 1 . The original 3x3 neighborhood is thresholded by the value of the center pixel. The values of the pixels in the thresholded neighborhood are multiplied by the binomial weights given to the corresponding pixels. Finally, the values of the eight pixels are summed to obtain the LBP number for this neighborhood.
The 256-bin LBP histogram computed over a region is used for texture description. LBP is invariant against any monotonic gray scale transformation and provides information about the spatial structure of image texture. LBP can be easily combined with a local contrast measure to make it even more powerful in certain applications. There are many different ways of measuring the dissimilarity between sample and model histograms. In our experiments, we used the log-likelihood measure: (1) where N is the total number of bins in the histogram, and S n and M n correspond to the probabilities of bin n in the sample and model histogram, respectively.
Multiscale LBP
Some may find the performance of LBP surprisingly good, given the small support of 3x3 pixels. One may argue that this operator size is by no means adequate, in compari- son to the much larger Gabor filter masks, for example, that are often used. Actually, the 'built-in' support of the operator is inherently larger than 3x3 pixels, as only a specific limited set of binary patterns can occur next to a particular binary pattern. Further, the histogram of local operator responses incorporates larger scale texture properties. However, if larger scale analysis is required, it can be accomplished simply by increasing the predicate (i.e. neighborhood size) of the operator. This means that we choose the eight neighbors of the center pixel from the corresponding positions in different neighborhoods (3x3, 5x5, 7x7, etc.). A resembling approach has been used, for example, with the gray level co-occurrence method to extract multiscale information.
Another way would be to scale the source image and apply the operation to different scales. Here scaling refers to subsampling with interpolation or low-pass filtering. The operation is applied to one or many low-pass filtered and down-sampled versions of the source image. As opposed to the local structures caught by the standard LBP, every down-sampled scale gives more global information about the structure of the texture. However, as the texture shrinks, the area over which the LBP operation is calculated becomes smaller, which may make the LBP histograms statistically unstable. Scaling can therefore only be used if the samples are big enough. In our experiments, the multipredicate approach performed more robustly than the scaling approaches, and therefore it was chosen for the experiments presented in Section 3.
When a texture is processed using LBP operators with different support areas, one histogram for each operator is obtained. To be useful in classification problems, the information provided by the histograms must be combined somehow. Yet more importantly, we must assume that using another support region really gives us more information about the texture. If this is not the case, the new information can cause the classification accuracy to deteriorate.
In our experiments where more than one support region was used, the dissimilarity between training and testing samples was calculated using three different approaches:
where H is the number of support regions, i.e. the number of histograms for each sample, and N is the number of bins in each of the histograms. S hn and M hn correspond to the probabilities of bin n in the hth sample and model histogram, respectively. T hs and T hm denote the total number of entries used in producing sample and model histogram h, respectively. Eq. 2 sums up all dissimilarity measures between corresponding histograms, whereas Eq. 4 considers only the histogram pair with the smallest dissimilarity. In Eq. 3 all histograms are concatenated into a single histogram.
We have discovered that the two approaches presented by equations 2 and 3 give almost identical results, whereas the third one (Eq. 4), fails chiefly because of the noisiness of the measurement. The probability of one histogram to misclassify a sample is larger than that of the joined histogram. Joining the histograms reduces noise effects, which explains the better performance. Due to computational savings, we prefer Eq. 3 to Eq. 2, and select it as the dissimilarity measure for the experiments presented in Section 3.
Experiments
As a test bench for the approach, we employed the supervised segmentation problems used in the recent comparative study of Randen and Husøy [5] , shown in Fig. 2 . In order to get comparable results we followed the experimental setup of Randen and Husøy as closely as possible.
The experiment involves images from three different sources: the Brodatz album [1] , the MIT Vision Texture database [2] , and the MeasTex database [6] . Consequently, images captured with different equipment and under different conditions are used. For each texture present in a test mosaic there is a 256x256 training image that is extracted from a different area in the source image so that an unbiased error estimate is obtained. Since the source images were globally histogram equalized prior to being used, the gray level mean and deviation of a training image, and the corresponding texture in the test mosaic are roughly equal. However, since the training and testing portions were extracted from different locations in the large source image, there are few notable, even visible, differences in the gray level properties between the training and testing portions of some texture classes in certain mosaics. A different mean gray level is not a problem, if a texture feature is invariant against changes in the mean, but changes in gray scale can result in serious performance loss.
In the experiments, texture classes were known a priori, and an independent sample of each of them was used in training. The segmentation was made on a pixel-by-pixel basis. Each pixel was classified into one of the training classes by placing a disk centered on the pixel, calculating the LBP histogram over it, calculating the dissimilarity measure against all classes and placing the pixel into the
The size of the disk has a great influence on the segmentation error. Whereas a big disk more reliably captures the textural structure and reduces the classification error in the middle of the texture regions, it also covers a large part of both of the textures on the boundaries. This results in a large number of classification errors on texture boundaries, which increases the overall error rate. Our experiments were carried out without any optimization of the parameter combinations, i.e. the same parameters were used for every problem. Since a disk radius of 20 pixels seemed to serve a good compromise between classification accuracy and boundary errors, it was chosen as the "universal" disk size. Better results would have been achieved if the disk size had been optimized for each problem individually. The best results using this disk size were obtained by combining information obtained by LBP operators with predicates 1 and 3, corresponding to neighborhood sizes of 3x3 and 7x7 pixels, respectively. Table 1 shows the achieved error rates in addition to error rates obtained by the basic LBP operator without an additional predicate. We can see that in all but two cases, the segmentation result was better than the best result obtained by Randen and Husøy. It is important to note that Randen and Husøy's best results were selected from among many different texture operators, and LBP can still perform better in all but two cases. If average error percentages are compared, the multi-predicate LBP (MP-LBP) with predicates one and three (1,3) is 7.5 percentage units better than the optimized set of operators used in Randen and Husøy's test. It is also 1.4 percentage units better than the basic LBP. The effect of the neighborhood size on the segmentation error can also be seen in Table 1 . Large predicates result in a sparse sampling of the neighborhood, which decreases the classification performance. An additional predicate of 5 pixels does not actually enhance the segmentation accuracy. Adding a third predicate is not beneficial, either. This can be seen in the last column of Table 1 , where the segmentation error rates for an MP-LBP with three different predicates (one, two and three) are shown. The average error rate is slightly larger than that obtained without predicate two.
Discussion and conclusions
We see that the LBP approach, despite its simplicity, provides the lowest error rate of all operators in ten of the 12 cases, and in most cases by a clear margin. This impressive result is largely attributable to the gray scale invariance of the LBP operator. It is understandably a very useful property when the gray scale properties of the unknown test sample differ from the training data, which is the case in most of the 12 mosaics used in this study. A similar conclusion was drawn in our recent study, in which the performance of the LBP operator was compared to that of multidimensional distributions of signed gray level differences [7] .
The results indicate that, in most cases, it is advantageous to use more than one predicate for the LBP operator. There are only three cases where the basic LBP performs better than the one extended with another predicate. The multi-predicate approach shows its usefulness especially in problem #12, where the segmented textures have differently scaled structures: the error percentage drops from 9.9 to 5.3. Furthermore, the multi-predicate approach should be preferred to scaling because scaling decreases the amount of information in an image. In Randen and Husøy's segmentation problems, the best results were obtained using an additional LBP histogram with three pixels as the predicate value.
When the log-likelihood dissimilarity measure is used, it usually makes no significant difference whether the distance is calculated by concatenating histograms or by summing up the distances between corresponding histograms. Taking the minimum distance is, however, much more inefficient. Since concatenating the histograms is the simplest method of the three, it was preferred in our experiments.
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