Abstract. In this paper we introduce the definition of topological entropy for a partial Z-action on topological spaces. We show that the definition of partial entropy is an extension of the definition of topological entropy for a Z-action. We also prove that the partial topological entropy is concentrated on the non-wandering set.
introduction
The purpose of this note is to explore the concept of entropy in the partial action context. Topological entropy is an invariant number of a dynamical system (action of the additive group Z) that is constant for topologically equivalent actions, and a considerable effort has been made during the recent past in order to successfully extend it for more general group actions, see for example [9, 10, 2, 3, 15, 14, 16, 4, 5, 6, 17, 11] .
A discrete time dynamical system consists of a nonempty set X and a map f : X → X. For a given dynamical system, the main goal is to understand the discrete time evolution of points x ∈ X, say, to study some properties of the set called orbit, defined as O(x) = {f n (x) : n ∈ N} (or, in the case where the map f is invertible, O(x) = {f n (x) : n ∈ Z}). If the map f is a homeomorphism we can see that the dynamical system corresponds to a continuous action of the additive group Z on the set X, both having the same orbits.
In a rough view, topological entropy counts, in some sense, the number of distinguishable orbits over time, thereby providing an idea of how complex the orbit structure of a system is. Entropy distinguishes, for example, a dynamical system where points that are close together remain close from a dynamical system in which groups of points move farther away from each other.
If a homeomorphism f : A → f (A) is such that f (A) ⊂ A, even though the orbit of a point may not be well-defined, we can consider pieces of orbits, as long as iterating by f makes sense. In this setting, partial group actions arise naturally; however, an extension of the concept of topological entropy for this setting is still missing. Our first attempt is to consider the partial action of the additive group Z and try to understand which properties it shares with the usual dynamical systems topological entropy.
In this text, after reviewing some basic concepts about partial actions (section 2) we define a partial topological entropy for Z partial actions on metric and topological spaces (section 3), establish some of its properties (section 4) and then we present a Bowen's like result, showing that the partial entropy is in some sense concentrated on the (partial) non-wandering set (section 5).
2. Partial action of the additive group Z Definition 2.1. Let X be a topological space. A partial action of Z on X is a pair
consisting of a collection {X n } n∈Z of open subsets of X and a collection of homeomorphisms {α n } n∈Z α n : X −n → X n n ∈ Z such that (i) X 0 = X and the map α 0 is the identity map on X,
It is possible to give examples of partial actions restricting an action to a subset: Example 2.2. (The restriction of a global Z-action) Let β : Z × X → X be a global action and be Y be an open subset of X. Consider α the restriction of β to X, that is: X t = X ∩ β t (X), and α t : X −t → X t such that α t (x) = β t (x), ∀t ∈ Z, x ∈ X −t . It is not difficult to verify that α is a partial action on X.
A concrete example of the idea above is a global action on the sphere S 2 that can be restricted to a open subset Y (homeomorphic to an opne square) in what is well known as the horseshoe, an example introduced by Smale in the 60's and that is a paradigm of the class of hyperbolic dynamical systems, see for example [8] . and
There exists a compact set Λ = n∈Z f n (Q) that is homeomorphic to the symbolic space {0, 1}
Z and where f is conjugate to the dynamical system σ known as the shift, defined as (σ(x)) k = x k+1 , where x ∈ {0, 1}
Z is x = (. . . , x −1 , x 0 , x 1 , x 2 , . . .). This map has many interesting dynamical features: for example, it has periodic points with any given period, has dense orbits and is expansive; for a more complete description, see [8] .
In [1] Abadie shows that the previous procedure (i.e., to obtain a partial action as a restriction of an action) is indeed very general since any partial action (α, G, X) can be, in some sense, made global in a suitable space. Moreover, he proves that the globalization is unique up to an equivalence map, which is the identity map when restricted to X. By equivalence what is meant is exactly the following: Definition 2.4. Let G be a group, and suppose that, for each i = 1, 2 we are given a partial action ({X
will be said G-equivariant when, for all g ∈ G, one has that
If moreover φ is bijective and φ −1 is also G-equivariant, we will say that φ is an equivalence of partial actions. If such an equivalence exists, we will say that θ 1 is equivalent to θ 2 .
For convenience of the reader, we recall Abadie's construction of a globalization in the particular case of a Z-partial action.
First, consider the (global) action
given by γ t (s, x) = (t + s, x) for any t, s ∈ Z and x ∈ X. Now consider the equivalence relation defined by the following identification:
Then take X e = (Z × X)/ ∼ with the quotient topology; the action of γ preserves the equivalence classes, and so defines a continuous global action of Z on X e that we denote by α e . The set X e is the space of orbits of X under α e .
Remark 2.5. By the Z-equivariance of the equivalence map we have that if a partial action has two different globalizations, they correspond to two topologically conjugate dynamical systems. In particular this implies that they have the same topological entropy.
For a more detailed approach about partial actions see [12] .
The entropy
From now we assume that (X, d) is a metric space and α = ({X n } n∈Z , {α n } n∈Z ) is a partial action, with α i : X −i → X i uniformly continuous for all i ∈ Z.
For n ∈ N and x ∈ X we define the following set
Since X 0 = X, I n (x) = ∅ for any n ∈ N and x ∈ X. Then we define a map
We notice that if I n (x) ∩ I n (y) = {0} then d n (x, y) = d(x, y). Another important remark is the fact that d n may not be a metric, because is not possible to guarantee the triangular inequality.
Definition 3.1. Let K be a compact subset of X. Given ε > 0 and n ∈ N, we say that a subset A ⊂ K is (n, ε)-separated if d n (x, y) ≥ ε for any x, y ∈ A. We say that B ⊂ K is (n, ε)-spanning if for every x ∈ X there exists y ∈ B such that I n (x) = I n (y) and d n (x, y) < ε. We say that an open cover U of K is a (n, ε)-cover if for any U ∈ U and any x, y ∈ U, d n (x, y) < ε.
Lemma 3.2. Let K be a compact subset of X and α = ({X n } n∈Z , {α n } n∈Z ) be a partial action. Given ε > 0 and n ∈ N, we have that any (n, ε)-separated set is finite. Moreover, for any ε > 0 and n ∈ N there exist a finite (n, ε)-spanning set and a finite (n, ε)-cover.
Proof. Let B ⊂ K be a (n, ε)-separated set. Let us suppose that B is infinite. Given x ∈ B there exists a finite number of possibilities for the set I n (x). It implies that there is an infinite subset B ′ ⊂ B so that I n (x) is constant, for all x ∈ B ′ . Then, in the set B ′ , d n is in fact a metric, which is equivalent to the metric d. Since B ′ is an infinite (n, ε)-separated set, we conclude that B ′ has infinite diameter. But it is a contradiction, since (B ′ , d) is a metric subspace of the compact metric space (K, d).
To show the existence of a (n, ε)-spanning set we define, for each x ∈ X, the sets
It follows that the set {x 1 , . . . , x κ } is a finite (n, ε)-spanning set.
The fact that any (n, ε)-cover can be considered finite follows from the compactness of K.
For K ⊂ X compact, let sep(n, ε, α, K) be the maximum cardinality of a (n, ε)-separated set in K, let span(n, ε, α, K) be the minimum cardinality of an (n, ε)-spanning set in K and let cov(n, ε, K) be the minimum cardinality of a (n, ε)-cover of K.
Let x ∈ X and n ∈ N. We define the partial dynamical ball of radius ε as the set
. Given ε > 0 and n ∈ N, the family {B ε (x, n)} x∈X defines an open cover of X.
Lemma 3.3. Let K ⊂ X be a compact set. Then, for any ε > 0 and any n ∈ N,
Proof. Let A ⊂ K be a (n, ε)-spanning set. Consider the family U = {U(x, n, ε)} x∈A , where U(x, n, ε) is given by (2) . We claim that U is a (n, 2ε)-cover of K. In fact, since A is a (n, ε)-spanning set, U covers K. If z 1 , z 2 ∈ U ∈ U, then there exists x ∈ A so that U = U(x, n, ε) and so I n (z 1 ) = I n (z 2 ) = I n (x). It implies that we can compute α j (z i ) if and only if j ∈ I n (x). As a consequence we get that
It proves the claim and implies that cov(n, 2ε, α, K) ≤ span(n, ε, α, K).
For the second inequality we notice that if B ⊂ K is a (n, ε)-separated set of maximal cardinality, for any y ∈ K\B there exists x ∈ B so that d n (x, y) < ε. It follows that B is a (n, ε)-spanning set. So, span(n, ε, α, K) ≤ sep(n, ε, α, K).
Finally, for the third inequality, let B ⊂ K be a (n, ε)-separated, with ♯B = sep(n, ε, α, K), and U a (n, ε)-cover, with ♯U = cov(n, ε, α). If sep(n, ε, α, K) > cov(n, ε, α, K), there exist U ∈ U which contains, at least, two elements x, y that belong to B. As the d n -diameter of U is less than ε, d n (x, y) < ε, contradicting the fact that B is (n, ε)-separated.
The quantity sep(n, ε, α, K) increases monotonically as ε decreases, so h ε (α, K) does as well. Thus the limit
exists. We define the partial topological entropy of α = ({X n } n∈Z , {α n } n∈Z ) as
The inequalities in Lemma 3.3 imply that equivalent definitions of d (α) can be obtained if we replace sep(n, ε, α, K) by span(n, ε, α, K) or cov(n, ε, α, K) in the expression above.
Remark 3.5. If the partial action α is indeed an action, then it has a generator α 1 = T , that is a uniformly continuous homeomorphism of X, and the entropy above defined coincides with the usual topological entropy of the map T .
Letting n → ∞,
Remark 3.7. If X is a compact metric space all equivalent metrics on X are uniformly equivalents; also any continuous f : A → B (A, B ⊂ X open) is uniformly continuous, the partial topological entropy is independent on the metric that generates the topology of X.
We say that two partial actions α = ({X n } n∈Z , {α n } n∈Z ) and β = ({Y n } n∈Z , {β n } n∈Z ) are equivalent if there exists an homeomorphism h : X → Y so that h| Xn :
Corollary 3.8. Let α and β two equivalent partial actions on compact metric spaces X and Y , respectively. Then we have that (α) = (β).
) and the partial entropy, by Lemma 3.6 and Remark 3.7, is independent on the metric, it follows that d (α) = d (β).
3.1.
Another definition for the partial entropy. Let X be a compact topological space and α = ({X n } n∈Z , {α n } n∈Z ) be a partial action. Let U be a finite open cover and define the following families
n is an open subcover of X. Now, take
and N(U, n, α) as the minimal cardinality of a subcover of U (n) . In this purely topological context we define the partial topological entropy by
where h(U) = lim sup n→∞ 1 n log N(U, n, α). Theorem 3.9 shows that this definition coincides with the one presented for the metric setting.
Theorem 3.9. Let X be a compact metric space and α = ({X n } n∈Z , {α n } n∈Z ) be a partial action. Then 
Proof. (1) If
A ⊂ X is a (n, δ)-spanning set of maximal cardinality span(n, δ, α) then X = ∪ x∈A U(x, n, δ), where U(x, n, δ) is defined in (2). However, for each x ∈ A, if x ∈ X −j , there exists
(2) Let B ⊂ X be a (n, ε)-separated set of maximal cardinality sep(n, ε, α). Each point x ∈ B must lie in a different element of U (n) (since for x, y ∈ U ∈ U (n) we see that d n (x, y) < ε). In particular, sep(n, ε, α) ≤ N(U, n, α).
Proof of Theorem 3.9. Let M = sup U h(U). So, for any η > 0 we can chose a finite open cover U so that 
For any ε > 0 let U be an open cover which satisfies condition 2 of Lemma 3.10. Then lim sup
Letting ε → 0 now gives that
By Equations (4) and (5) we conclude the proof.
3.2.
The entropy of an homeomorphism. Now we are in position to answer a question raised at the introduction: to define a notion of topological entropy for a homeomorphism f : A → f (A) ⊂ X. The main obstacle is the fact that, in general, it is not possible to consider full orbits for points in A; on the other hand, a partial action can be defined and its corresponding partial topological entropy makes sense.
Take A an open subset of X and f : A → f (A) ⊂ X a homeomorphism. This induces a partial action of Z as follows: take X n = A ∩ f n (A) and α n = f n , for all n ∈ Z with n = 0 and, for n = 0, put X 0 = X and α 0 = Id X . Then we define the entropy of the homeomorphism f as the partial entropy of this particular partial action.
The reader can verify that the following holds: if there exists N ∈ N so that for all n ∈ Z with |n| ≥ N we have that X n = ∅, then the entropy of the homeomorphism is zero. In particular, this is the case when A ∩ f (A) = ∅, a situation where there is no dynamics in the usual sense.
Properties
In this section we establish some properties of the partial entropy, strongly inspired in the corresponding ones for global Z-actions. We suppose that X is a metric space with a given metric d.
Let α = ({X n } n∈Z , {α n } n∈Z ) be a partial action and Y ⊂ X be a closed subset such that α n (Y ) = Y for all n ∈ Z. Then the action α restricted to Y is indeed a global action, generated by (α|Y ) 1 =: ϕ.
Proof. First we notice that if K ⊂ Y is compact in Y , then it is compact in X, since Y is closed. The proof follows from the fact that for any K ⊂ Y compact and any (n, ε)-separated set for ϕ in K is a (n, ε)-separated in K set for α. It implies that sep(n, ε, ϕ) ≤ sep(n, ε, α) and then
Given Y ⊂ X closed, the partial action α induces a partial action α|Y . We say that a subset Y ⊂ X is partially-invariant if
Proposition 4.2. If A i , for i = 1, ..., k, are closed (not necessarily disjoint) partiallyinvariant subsets of X, whose union is X, then
Proof. To simplify the computations we will assume k = 2, i.e.,
For the converse we consider K ⊂ X a compact set and Y ⊂ K a (n, ε)-separated set in K. Let K i = K ∩ A i , which is compact, since A i is closed, and
Then we have that
Letting ε → 0 and taking the supremum over all compact subsets of X we obtain
Again, letting ε → 0 and taking the supremum over all compact subsets of X we obtain
It concludes the proof.
given by the cartesian product of the partial actions α and β. Then we have that
Proof. Let d X a metric on X that generates the topology of X and d Y a metric on Y that generates the topology of Y . On X × Y we consider the product metric d((x, y),
Finally we notice that if
, with π X : X × Y → X and π Y : X × Y → Y the projections on X and Y respectively. It implies that π X (K) and π Y (K) are compact sets and then
4.1. An upper bound for the partial entropy. In order to compare the partial topological entropy of a partial action and the topological entropy of its globalization we need to have some information about the topology of the quotient space. More precisely, there is no guarantee that the quotient space obtained in the globalization of a partial action is a metric space. Actually, Proposition 2.10 of [1] shows that X e is a Hausdorff space if and only if the graphic of α is a closed subset of G × X × X.
The next example shows that, in general, the partial topological entropy is smaller than the topological entropy of the globalization. Theorem 4.5. Let α = ({X n } n∈Z , {α n } n∈Z ) be a partial action and α e : Z × X e → X e its globalization. Suppose that X e is metrizable by a metric d e , which restricted to X is uniformly equivalent to the metric d of X. If h d e (α e ) is the topological entropy of α e , then
Proof. The proof follows from Proposition 4.2, since X ⊂ X e , α e (X) = X and α can be seen as the restriction of the partial action α e .
The partially non-wandering set
Definition 5.1. We say that a point x ∈ X is partially non-wandering if there exists a sequence {n i } i∈N ⊂ N with lim i→∞ n i = ∞, such that x ∈ X −n i for all n i and lim
We denote the set of all partially non-wandering points for the partial action α by Ω(α).
Proposition 5.2. Ω(α) is closed and α-invariant.
Proof. First we prove that Ω(α) is closed. To see that we notice that if y ∈ X\Ω(α), then there exists an open set V containing y such that
Hence V ⊂ X\Ω(α), so X\Ω(α) is open, and it implies that Ω(α) is closed.
For the second statement let x ∈ Ω(α) and let I ∞ (x) ⊂ N the subset of indexes i ∈ N for which x ∈ X −i . It follows that if x ∈ X −1 , does make sense to compute α i (x). And so, we need to show that if i ∈ I ∞ (x), α i (x) ∈ Ω(α). Let i 1 ∈ I ∞ (x). By the definition of the non-wandering set, there exists {n j } j∈N ⊂ N with lim i→∞ n i = ∞, n j ∈ I ∞ (x) for all n j and lim j→∞ α n j (x) = x. Since X −i 1 is open and x ∈ X −i 1 , there exists N ∈ N so that α n j (x) ∈ X −i 1 for all n j ≥ N. By the continuity of α i 1 we have that
By properties (ii) and (iii) of a partial action we have that
It shows that Ω(α) is α-invariant and concludes the proof.
After Proposition 5.2 one question naturally arises: Is it possible to extend the result of Bowen [7] that shows that the topological entropy is concentrated on the non-wandering set? The answer is the next result.
we only need to show the reverse inequality. In order to do that we adapt a proof presented by Todd Fisher [13] in his lecture notes from 2008.
Since Ω(α) is closed and X is closed, Ω(α) is compact we have that
Fix n ≥ 1 and ε > 0. Let A be an (n, ε)-spanning set of minimum cardinality in Ω(α). Let U = {x ∈ X : d n (x, y) < ε, for y ∈ A}. The set U is open and covers Ω(α). Since U c = X − U is compact, there exists ǫ > 0 with 0 < ǫ < ε so that for all y ∈ U c ,
Take B a minimal (n, ǫ)-spanning set for U c . Let C = A ∪ B. By definition, C is an (n, ε)-spanning set for X. Let ℓ ∈ N and define ϕ ℓ : X → C ℓ by:
•
Since A and B are (n, ε)-spanning and (n, ǫ)-spanning respectively, the map ϕ ℓ can be defined. Claim. If ϕ ℓ (x) = (y 0 , . . . , y ℓ ), y i can not be repeated in the ℓ-tuple. Proof of the claim. If y i is repeated in ϕ ℓ (x), there exist m 1 , κ ∈ Z so that α m (x) ∈ B ǫ (y i ) and α m+ℓ (x) ∈ B ǫ (y i ). It implies that α ℓ (B ǫ (y i )∩X −ℓ )∩B ǫ (y i ) = ∅, which is a contradiction, by the definition of ǫ. By triangular inequality, d(α in+j (x), α in+j (x ′ )) < 2ε. But it implies that d m (x, x ′ ) < 2ε, which is a contradiction. Claim. Let q = span(m, ǫ, U c , α) and p = span(n, ε, Ω(α), α). Then for E an (m, ε)-separated set in X (m ≤ ℓn), ♯(ϕ ℓ (E)) ≤ (q + 1)!ℓ q p ℓ .
Proof of the claim. Let I j be the set of ℓ-tuples such that there exist exactly j y i ∈ B.
Since y i can not be repeated in ϕ ℓ (x), we have j ≤ q. For I j we have q j ways of choosing the j points y i ∈ B and ℓ!/(ℓ − j)! ways of arranging the choices of positions.
Finally there exist at most span(n, ε, Ω(α), α) ℓ−j = p ℓ−j ≤ p ℓ ways of picking the remaining terms. So q log ℓ + ℓ ℓ − 1 log p ≤ 1 n log p = 1 n log span(n, ε, Ω(α), α).
Let n → ∞ and we get h 2ε (α, X) ≤ h ε (α| Ω(α) , Ω(α)). Letting ε → 0 we have d (α, X) ≤ d (α| Ω(α) , Ω(α)). It concludes the proof of the theorem.
