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Abstract First experimental demonstration of an SDN monitoring and restoration architecture for 
spectral/spatial superchannels with SDM/WDM transceivers that monitor the BER/OSNR to detect soft 
failures and restore the degraded channels by reconfiguring the transmission formats over an 11-km 6-
mode 19-core fiber.
Introduction 
The combination of SDM and WDM enables to 
jointly exploit both the spectral and spatial 
dimensions of the fibers (i.e. cores and modes) 
and to provide spectral-spatial super-channels 
(SChs). A spectral/spatial SCh is an association 
of flexi-grid DWDM channels that are jointly 
allocated in different modes and/or cores in order 
to create a (logical) channel with the desired 
capacity. Some benefits of the spectral/spatial 
SChs are the simplified switching and joint digital 
signal processing (DSP)1. However, they are 
especially sensible to failures, since a failure may 
affect a subset of the optical channels, degrading 
the overall quality of transmission (QoT) of the 
spectral/spatial SCh. A hard failure requires to 
immediately restore all degraded optical 
channels. Unlike hard failures, soft failures do not 
cause complete loss of the signal but they 
degrade the QoT of the optical channels while 
they are still in operation. The cause of a soft 
failure can be dependent on a certain sequence 
or combination of events that often is difficult to 
determine, and its evolution may take a long time. 
For example, a soft failure can be generated by 
equipment malfunctioning or ageing (e.g. 
transceivers, amplifiers, switches, filters), 
interferences due to new connections, or 
maintenance tasks. Thus, it is also required to act 
when a soft failure is detected as an incipient 
degradation, before it becomes a hard failure. 
The authors presented the first experimental 
demonstration of an SDN-enabled sliceable 
spectral-spatial transceiver (S-SST) with an open 
API based on a YANG data model and the 
NETCONF protocol2. In this paper we enhance 
the SDN-enabled SDM/WDM transceiver 
architecture and YANG data model by adding an 
optical spectrum analyzer (OSA) to measure 
parameters of the spectral/spatial SCh. We also 
present the first SDN monitoring and restoration 
system to detect soft failures in the provisioned 
spectral/spatial SChs and restore the degraded 
optical channels. This is achieved by dynamically 
reconfiguring the transmission format, frequency 
slot, and mode/core to recover the performance. 
A proof of concept is developed in a joint testbed 
CTTC and KDDI Research.  
SDN-enabled monitoring and restoration 
architecture for SDM/WDM transceivers 
Fig. 1. shows the enhanced SDN-enabled 
SDM/WDM transceiver architecture. It is based 
on a modular approach composed of arrays of 
sliceable spectral transceivers (S-STs) providing 
multiple flexi-grid DWDM channels with 
bandwidth adaptability. The arrays of S-STs are 
connected to mode muxes/demuxes and 
multicore fiber fan-in/fan-out devices.  Joint Tx 
and Rx DSP modules for all modes within a core 
are available (e.g., MIMO equalization), but not 
among cores, since it is assumed that inter-core 
crosstalk can be reduced to negligible values. 
Additionally, in this paper we deploy an OSA 
module in the transmitter and another in the 
receiver. Passive optical taps are located at the 
input/output ports of the mode muxes/demuxes 
respectively to extract a small percentage of the 
power that is sequentially monitor by the OSA 
modules. In particular, the OSA modules 
measure the channel power, noise level and 
OSNR for all optical channels in each port.  
The proposed SDN monitoring and restoration 
solution   deploys   an   SDN   controller with an 
integrated monitoring manager, and SDN node 
agents with monitoring agents at the transmitter 
 
Fig. 1: SDN-enabled SDM/WDM transceiver architecture  
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and receiver. It is based on a centralized 
architecture for real-time data collection and 
analysis. The monitoring agents are responsible 
of configuring the Rx DSPs and OSA modules by 
interfacing with proprietary protocols, and 
obtaining the monitoring data (i.e. BER from the 
Rx DSPs, and the channel power, noise level and 
OSNR from the OSA modules).  
On the other hand, the monitoring manager 
collects and processes the monitoring data 
obtained by the monitoring agents to assess the 
performance of the provisioned spatial/spectral 
SChs (slices) by detecting soft failures and 
triggering the restoration mechanisms in the SDN 
controller3. To this end, the monitoring manager 
requests and stores the spectrum and BER 
parameters of the flexi-grid DWDM channels of 
the spectral/spatial SChs with a periodicity of 30s. 
Then, it performs data analytics and compares 
and correlates the different samples in order to 
identify performance degradations that can 
become a soft failure if the given thresholds are 
exceeded. When a soft failure is detected in a 
spectral/spatial SCh, the monitoring manager 
requests to the SDN controller the restoration of 
the degraded flexi-grid DWDM channels of a 
spectral/spatial SCh. The SDN controller allows 
provisioning new slices (i.e. spectral/spatial 
SChs) in the SDM/WDM transceivers and 
reconfigure the existing spectral/spatial SChs by 
modifying the constellation, bandwidth, 
equalization (thanks to the bandwidth adaptability 
of the flexi-grid DWDM channels), mode and core 
of the flexi-grid DWDM channels. When the SDN 
controller receives a request from the monitoring 
manager to restore a degraded spectral/spatial 
SChs, the SDN controller recomputes, for each 
degraded flex-grid DWDM channel, the 
modulation format, required bandwidth, core and 
mode in order to keep the same performance as 
before the soft failure.  
The communication between the SDN 
controller and the SDN agents is based on 
YANG/NETCONF. We use yang to define the 
device data model (configurable parametres and 
state data) and NETCONF as the protocol. The 
proposed YANG model of the SDM/WDM 
transceiver is published online on a public 
repository4. It encompasses a list of slices, where 
each slice is composed of a slice ID, a list of 
optical-channels parameters (i.e., optical-
channel-id, frequency-slot(n,m), mode-id and 
core-id) and a list of optical-signal parameters 
associated to the optical-channels (constellation, 
bandwidth, FEC, equalization and monitor). In 
this paper we extend the YANG model to include 
the channel power, noise level and OSNR 
parameters as state data in the monitor field of 
the optical-signal list. Fig. 2.a shows the 
exchange of NETCONF messages to illustrate 
the provisioning of a spectral/spatial SCh (<edit-
config> and <ok>) the monitoring of the OSNR and 
BER parameters (<get>/<ok> messages), the 
detection of a soft failure, and the restoration of 
the degraded spectral/spatial SCh (<edit-
config> and <ok>). It is experimentally validated 
and the details are shown next.  
Experimental setup and results 
The experimental setup is depicted in Fig. 3a. It 
is based on an SDN controller deployed at CTTC 
in Barcelona (Spain), and an SDN-enabled 
SDM/WDM transceiver deployed at KDDI 
Research in Saitama (Japan) connected using 
OpenVPN tunnels across internet.  
The data plane setup is similar to the one 
reported in2, with some remarkable differences. 
In fact, the measured channel and other 15 
channels are independently modulated using a 2-
channel AWG operated at 60GSa/s for I and Q 
components and two IQ modulators, which are 
driven by 12-Gbaud Nyquist-shaped electrical 
multi-level signal for 16QAM. In the case of 
QPSK, the AWG and the IQ modulators are 
operated at 48GSa/s and 24-Gbaud Nyquist-
shaped signal, respectively. After 11 km 
transmission over 6 modes and 19 cores, the 
measured SDM channel is demultiplexed with the 
fan-out device and mode demultiplexer. The 
OSNR is measured by the OSA present at the 
output of the mode de-multiplexer. The measured 
OSNR is read by the network controller via the 
SDN agent. The six signals at the output of the 
mode demultiplexer pass through optical 
 
Fig. 2: (a) NETCONF message exchange for provisioning, monitoring and reconfiguration. (b) Wireshark screenshot. 
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bandpass filters and are detected by six coherent 
receivers based on the heterodyne detection with 
a free-running oscillator. The received electrical 
signals are digitized at 80 GSa/s using three 
synchronized real-time oscilloscopes (OSC). The 
stored samples are processed offline and bit 
errors are counted. The obtained BER is read by 
the network controller via the SDN agent. Finally, 
in order to introduce a controlled OSNR 
degradation, variable optical attenuators (VOAs) 
are present before optical amplification (working 
in constant power mode) at the transmitter side. 
BER is measured for all modes of channel 9 
(193.556THz), assuming that all wavelengths 
undergo similar OSNR degradation 
Fig. 2.a shows the sequence of NETCONF 
messages employed for the test, and Fig. 2.b 
shows a Wireshark screenshot (NETCONF 
messages sent over SSH and TCP). In the first 
step, the SDN controller requests the 
provisioning of one slice by sending a <edit-
config> message to both the SDN Tx and Rx 
agents. The requested spectral/spatial SCh is 
composed of 96 optical channels. All of them are 
configured with DP-16QAM, 12GHz, 12x12 
MIMO, 500taps, LMS that are uniformly 
distributed in 1 core and 6 modes (16 channels 
per mode). The nominal frequency (n) of the 
frequency slot lies within the range between 
193.956THz and 193.206THz, with spacing set at 
50GHz. The slot width (m) is fixed to 2 (12.5GHz). 
Once provisioned, in the second step the SDN 
controller send a <get> message to request the 
OSNR and BER of some optical channels to the 
SDN Rx agent every 30s, and processes the 
obtained parameters to detect a soft failure. The 
corresponding spectrum and OSNR are shown in 
Fig. 3c. The OSNR values are around 
29.5dB±1.6dB. For the channel of interest, we 
obtain a BER below 10-5 (Fig. 3b). 
In the third step, after inducing a degradation, 
the SDN controller identifies a soft failure. In fact, 
the OSNR is reduced down to 20.7±1.6dB (Fig. 
3d). For the channel of interest, we obtain an 
OSNR of 21.2dB, which leads to a BER between 
1.33·10-4 and 7.69·10-4, depending on the mode 
detected (Fig. 3b, Step 3). In the fourth step, once 
the soft-failure has been identified, the SDN 
controller reconfigures the degraded optical 
channels. In the considered example, all optical 
channels are degraded and the SDN controller 
reconfigure the 96 optical channels with a more 
robust modulation format (DP-QPSK) that 
requires the double of the bandwidth (24GHz). 
The SDN controller specifies these parameters 
together with the new computed frequency slots, 
where n is the same and m is increased from 2 to 
4 (25GHz). Then, the SDN controller sends a 
<edit-config> message to both the SDN Tx and 
Rx agents, specifying the optical channels that 
are reconfigured. Once the agents reply with <ok> 
in the fifth step, the SDN controller requests the 
OSNR and BER and verifies that the 
performance is recovered.  The OSNR obtained 
is 20.8±1.5dB (Fig. 3e), similar to the ones after 
step 3. Nevertheless, for the channel of interest 
we obtain a negligible BER (see Fig. 3b, step 5) 
as the modulation format is now QPSK, even 
though the OSNR is 20.9dB, only 0.3dB away 
from the one measured in step 3. 
Conclusions 
We have experimentally assessed the first SDN 
control system to detect soft failures and restore 
spectral/spatial SChs by dynamically configuring 
an SDN-enabled SDM/WDM transceiver.  
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Fig. 3: (a) Experimental setup. (b) BER results for all 6 modes corresponding to 193.558 THz. (c-e) Optical spectrum and 
measured OSNR per channel for step 1 (c), step 2 (d), step 3 (e). 
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