In machine learning, hyperparameter tuning is the problem of choosing a set of optimal hyperparameters for a learning algorithm. Several approaches have been widely adopted for hyperparameter tuning, which is typically a time consuming process. We propose an efficient technique to speed up the process of hyperparameter tuning with Grid Search. We applied this technique on text categorization using kNN algorithm with BM25 similarity, where three hyperparameters need to be tuned. Our experiments show that our proposed technique is at least an order of magnitude faster than conventional tuning.
Introduction
In machine learning, a hyperparameter is a parameter whose value is set before the learning process begins. Hyperparameter optimization or tuning is the problem of choosing a set of optimal hyperparameters for a learning algorithm. It aims at finding a tuple of hyperparameters that yields an optimal model which minimizes a predefined loss function on given independent data. The objective function takes a tuple of hyperparameters and returns the associated loss [1] . Cross-validation is often used to estimate this generalization performance [2] . For decades, the de-facto standard for hyperparameter optimization in machine learning has been grid search, which is simply an exhaustive searching through a manually specified subset of the hyperparameter space of a learning algorithm. Other approaches proposed over the years include ran-*Corresponding Author: Raji Ghawi: Technical University of Munich, Germany, E-mail: raji.ghawi@tum.de Jürgen Pfeffer: Technical University of Munich, Germany, E-mail: juergen.pfeffer@tum.de dom search [2] , gradient-based optimization [3, 4] , and Bayesian optimization [5] [6] [7] . Despite these efforts, grid search prevails as the state of the art to hyperparameter optimization due to its simplicity to implement and parallelization, and its reliability in low dimensional spaces.
Grid search exhaustively enumerates all combinations of hyperparameters and evaluates each combination. Depending on the available computational resources, the nature of the learning algorithm and size of the problem, each evaluation may take considerable time. Thus, the overall optimization process is time consuming. This leads to an increasing need for efficient methods to optimize hyperparameters. Most of proposed optimization methods tend to reduce the number of evaluations. In this work, we address the efficiency of grid search from another perspective, where we propose to reduce the time of each evaluation instead of reducing the number of evaluations. Our use case is text categorization using k-NN algorithm (k nearest neighbor) with BM25 similarity measure [8, 9] . Text Categorization is a supervised learning task, defined as assigning category labels to new documents based on the likelihood suggested by a training set of labeled documents [10] . k-NN is a well known statistical approach that has been applied to text categorization [11] [12] [13] and has been shown to be one of the top performing methods. BM25 similarity measure represents the state-of-theart TF-IDF-like retrieval functions used in document retrieval. The problem of text categorization using k-NN and BM25 has three hyperparameters: k and b, the free parameters of BM25 similarity measure, and t, the number of topranking neighbors to predict the category of an input document.
The contributions of this paper are as follows: 1. We propose an efficient method, called Fast Tuning, for hyperparameter tuning with grid search for text categorization using k-NN approach using BM25 similarity. 2. We present detailed algorithmic procedures to describe our proposed tuning method, as well as the conventional tuning method.
3. We describe how our proposed tuning method is applied with cross-validation. 4 . We conduct several experiments to evaluate the performance of our proposed tuning method comparing to conventional tuning, in terms of speed-up and time reduction factors. 5. Our experiments show that the proposed tuning method outperforms the conventional tuning method, as it is by at least one order of magnitude faster.
The paper is orgarnized as follows. Section 2 presents foundations and related works. In section 3, we present the conventional tuning method, where in Section 4, we present our proposed tuning method. Section 5 describes how our Fast Tuning method can be applied with crossvalidation. Conducted experiments are presented in Section 6. Section 7 is dedicated for discussion and future work, whereas Section 8 concludes the paper.
Foundations and related works 2.1 Hyperparameter optimization
In order to formally describe the hyperparameter optimization problem, we adopt the formulation given in [14] . Given a machine learning algorithm A having hyperparameters λ 1 , · · · , λn with respective domains Λ 1 , · · · , Λn, we define its hyperparameter space as Λ = Λ 1 ×· · ·×Λn. For each hyperparameter setting λ ∈ Λ, we use A λ to denote the learning algorithm A using this setting. We use l(λ) = L(A λ , D train , D valid ) to denote the validation loss that A λ achieves on data D valid when trained on D train . The hyperparameter optimization problem is then to find λ ∈ Λ minimizing l(λ). Each objective function evaluation requires evaluating the performance of a model trained with hyperparameters λ. Depending on the available computational resources, the nature of the learning algortihm A and the problem size (D train , D valid ) each evaluation may take considerable time.
The traditional way of performing hyperparameter optimization has been grid search, which is simply an exhaustive searching through a specified subset of the hyperparameter space Λ of a learning algorithm A. A grid search algorithm must be guided by some performance metric, typically measured by cross-validation on the training set.
Other approaches proposed over the years include random search [2] , gradient search [3, 4, [15] [16] [17] , and Bayesian optimization [5] [6] [7] . Random search replaces the exhaustive enumeration of all parameter combinations by selecting them randomly. This can be simply applied to the discrete setting described above, but also generalizes to continuous and mixed spaces. It can outperform Grid search, especially when only a small number of hyperparameters affects the final performance of the machine learning algorithm [2] .
Bayesian optimization [18, 19] is a global optimization method for noisy black-box functions. Applied to hyperparameter optimization, Bayesian optimization builds a probabilistic model M of the function f mapping from hyperparameter values to the objective evaluated on a validation set D valid . By iteratively evaluating a promising hyperparameter configuration λ based on the current model, and then updating it, Bayesian optimization, aims to gather observations about this function and the location of the optimum. The three most popular implementations of Bayesian optimization are Spearmint [7] , which uses a Gaussian process (GP) model for M; SMAC [20] , which uses random forests modified to yield an uncertainty estimate; and the Tree Parzen Estimator (TPE) [6] , which constructs a density estimate over good and bad instantiations of each hyperparameter to build M. In practice, Bayesian optimization has been shown [6, 7, 20, 21 ] to obtain better results in fewer evaluations compared to grid search and random search, due to the ability to reason about the quality of experiments before they are run.
Gradient-based optimization [3, 4, [15] [16] [17] can be applied for specific learning algorithms, where it is possible to compute the gradient with respect to hyperparameters and then optimize the hyperparameters using gradient descent. The first usage of these techniques was focused on neural networks. [16] Since then, these methods have been extended to other models such as support vector machines [3] or logistic regression [4] .
There are several reasons why grid search prevail as the state of the art [2] despite decades of research into global optimization and the several proposed hyperparameter optimization approaches: -it is simple to implement and parallelization is trivial; -it typically finds a better̂︀ λ than purely manual sequential optimization (in the same amount of time); -it is reliable in low dimensional spaces.
Text categorization
Text categorization (or classification) is a supervised learning task, defined as assigning category labels to new documents based on the likelihood suggested by a training set of labeled documents [10] . Text classification finds applications in a wide variety of domains in text mining. Some examples of domains in which text classification is commonly used include: News filtering and organization, document organization and retrieval, opinion mining, and email classification and spam filtering [22] . There are several variants of text categorization problem. Binary categorization consider only two categories, and is commonly used in tasks such as: information retrieval (relevant vs. non-relevant documents), spam filtering (spam vs. nonspam), and opinion mining (positive vs. negative). On the other hand, multi-class categorization consider more than two categories. It is commonly used in topic categorization (e.g., sports, science, travel, business, etc), and email routing. Other variants include hierarchical categorization, where categories form a hierarchy.
An increasing number of learning approaches have been applied on text categorization, including regression models [10] , nearest neighbor classification (k-NN) [23] [24] [25] [26] , Bayesian probabilistic approaches [27] [28] [29] , decision trees [30, 31] , neural networks [32] [33] [34] [35] and Support Vector Machines [36] [37] [38] . Among others, k-NN is one of the topperforming approaches.
Nearest neighbor classification
The k-Nearest Neighbor (k-NN) is a well known similaritybased learning approach that has been shown to be very effective for a variety of problem domains including text categorization [39] . The k-NN approach has been intensively studied in pattern recognition [40] , and has been applied to text categorization since the early days of its research [11] [12] [13] . It is known to be one of the most effective methods [10, 26] . The k-NN algorithm is quite simple, it uses the training examples as a basis for computing similarity. For a test document d to be classified, the algorithm finds k examples in the training set that are most similar to d (k nearest neighbors), and this forms a neighborhood of d. Majority voting among the documents in the neighborhood is used to decide the classification for d, that is, the algorithm assigns to d the category that is most common in the neighbor documents.
The algorithm can be improved by considering the distance of a neighbor (a closer neighbor has more influence). That is, the similarity score of each neighbor document to the test document is used as the weight of the categories of the neighbor document. If several of the k nearest neighbors share a category, then the per-neighbor weights of that category are added together, and the resulting weighted sum is used as likelihood score of that category with respect to the test document. By sorting the scores of candidates categories, a ranked list is obtained for the test document, and the top-ranking category is assigned as the correct category [10, 22, 41] . However, to apply k-NN we need to choose an appropriate value for k, and the success of classification is very dependent on this value. kNN is a lazy learning method as no model needs to be built (learned) and nearly all computation takes place at the classification stage. This prohibits it from being applied to areas where dynamic classification is needed for a large repository [26] . Moreover, to apply kNN we need a similarity function to measure similarity of two text documents.
VSM, TF.IDF, and BM25
The "Vector Space" model (VSM) is a text representation model commonly used in Information Retrieval [42] . In this vector model, each document is a vector and its element corresponds to words in the whole document collection. Assume a vocabulary V of atomic terms that appear in each document, a text object (sentence, paragraph, or document) is represented as a vector of real numbers v ∈ R |V| , where each component corresponds to a term w ∈ V. Basically, the values in the vector can be binary, 1 for presence of the word and 0 for absence of the word. Alternatively, it is common to take the within document term frequency (TF), the number of occurrences of the given term in the given document, into consideration as a basic factor for weighting documents: TF w,d = c (w, d) . For the similarity between documents, several measures are available including 1-norm, 2-norm, cosine measure, and dot product [42] . Using dot product, the similarity between a query q and a document d is given by:
However, the general idea behind the vector-space representation is that the magnitude of a component should be related to the "importance" of w in the document represented by v, with higher weights assigned to terms that are frequent in the document and infrequent in the collection as a whole. Therefore, TF is typically combined with the Inverse Document Frequency, IDF, which is given by:
where M is the number of document in the collection, and df (w) is the document frequency of term w (count of documents containing w). The TF.IDF scheme is the most popularly used scheme in Information Retrieval [42, 43] . However, another effective way to assign weights to terms when representing a document as a weighted term vector is the popular term weighting method BM25 developed by Robertson et al. [8, 9] . BM25 (and its variants, e.g. BM25F) represent state-of-the-art TF-IDF-like retrieval functions used in document retrieval. Mainly, BM25 extends TF.IDF model in two aspects: 1) term frequency transformation, and 2) document length normalization.
Term frequency transformation
In order to control the influence of high weights, while retaining the influence of small counts, term frequency tf is computed using the transformation function:
where parameter k > 0 is used to control the upper bound which improves the robustness as it avoids overly rewarding the matching of any particular term.
Document length normalization
The term frequency is dependent on the document length, i.e. the number of tokens in a document, and needs to be normalized [44, 45] for two reasons: 1) the same term usually occurs repeatedly in long documents; 2) long document has usually a large size of vocabulary. As a consequence, a weighting model without employing normalization could produce biased weights with respect to the document length, favouring long documents. A classical method of document length normalization is the pivoted normalization approach proposed by Singhal et. al. [44] , given by:
where |d| is the length of document d in words, avgdl is the average document length over the text collection, and b ∈ [0, 1] is a free controlling parameter.
In summery, BM25 combines the previous ingredients together, in the following similarity function:
. Although most of the work in information retrieval has focused on how to assess the similarity of a keyword query and a text document, rather than the similarity between two documents, many weighting schemes, including BM25, can also be applied as similarity functions between two documents. For instance, in a text categorization task using kNN approach, BM25 can be applied as a similarity measure where the test document being classified is considered as a query, and compared to training documents collection. A number of papers [46] [47] [48] [49] have used BM25 as a similarity measure for the kNN classification approach in a number of different application domains. Moreover, a number of papers [45, 50, 51] have addressed parameter tuning for BM25. In the next section, we address in details the hyperparameter tuning problem for kNN approach using BM25 similarity.
Conventional tuning
For simplicity, we consider multi-class single-label classification (each document belongs to exactly one category). We assume that our approach can be generalized to more complex classification tasks (multi-label, hierarchical) with appropriate modifications. Having a training set of documents, we want to train a k-NN classifier for text categorization using BM25 similarity measure. However, we have three free parameters to which we need to set values, namely: k and b parameters of BM25 similarity measure; and t the parameter of nearest neighbor algorithm¹
The choice of those parameters affect the performance of the classifier, and thus there values should be selected carefully. The main way for selecting best values is to try a wide range of values for each parameter and test the performance. This process is called parameter tuning or optimization. To tune the parameters we need: 1) a validation set of documents: to test the performance, and 2) a set/range of possible values for each parameter: to test the different combinations of parameters.
In the following sections we will use the following notations. The training and validation sets of documents of a classification task are denoted D train and D valid , respectively. Moreover, the set of ground truth categories of the validation set is denoted G valid . We use f to denote the chosen performance measure used for validation, e.g., F1 measure. We use K, B, and T to denote the sets from which the hyperparameters k, b, and t are drawn, respectively. Finally, we assume the following procedures are available: -top(S, t): this procedure sorts S in ascending order and returns the top t values. -vote(S): counts the occurrence frequency of the elements in S, and returns the most recurrent element. ments are related if they share at least one word). -eval(P, G): evaluates a set of predictions P against a ground truth set G. This can be any typical performance metric e.g., Recall, Precision, F-measure, or Accuracy; however, we used F-measure in our experiments (Section 6).
In the following, we explain k-NN classification approach using two simple procedures: applyKNN and classify. 
applyKNN

classify
The classify procedure is the core component of k-NN approach. It takes as input: a document d, the training set
return Then, the procedure top is used to sort S in descending order based on similarity values (σ), and to return top t elements. The result S ′ is also a set of pairs (d ′ , σ) and contain neighbor documents of d. The procedure vote is then used to find the category c that is most common in the documents in S ′ . Finally, the category c is returned as the predicted category of the input document d.
Algorithm 2 classify in Conventional Tuning
S ← ∅ 3:
return c
It is important to note that classify procedure can be executed in parallel (e.g., using multi-threads), because the document d it classifies is independent of other documents in the validation set D valid . This parallelism is crucial for our Fast Tuning method as we will see later.
Tuning procedure
The conventional way to tune parameters is exhaustive search, where all possible combinations of parameter val-ues are tried. For each combination the k-NN classification is applied over the validation set, thus the predicted categories of input documents are evaluated against the actual categories (ground truth). The evaluation can be done using a variety of performance measures (e.g., precision, recall, F 1 , etc). In our case, as we have three parameters to optimize, the tuning procedure will mainly consist of three nested loops (one loop per parameter), and inside of these loops the k-NN is applied.
Algorithm 3 illustrates the conventional tuning process. The input is the training and validation datasets: D train , D valid , a validation ground truth set G valid and the sets of parameter values: K, B, and T. The output is the optimal parameter values:̂︀ k ∈ K,̂︀ b ∈ B, and̂︀ t ∈ T, and the performance score at those optimal values:̂︀ f .
First, optimal parameters are initialized to the first element in their respective ranges, and the variable of best performance scorê︀ f is set to some lowest values (e.g., zero). Then, three nested loops over the ranges of parameter values are used to enumerate all possible combinations of parameter values. For each such combination (k, b, t), the procedure applyKNN is used to find the set of predictions P, which comprises (document, category) pairs for each document in the validation set D valid . Then, eval is used to evaluate the predictions set P against ground truth set G valid giving a performance score f . If this score f is greater than the so-far-optimal scorê︀ f , then the current parameter combination (k, b, t) is the best combination so far, and thus those parameter values are designated as the so-far-optimal parameters: (̂︀ k,̂︀ b,̂︀ t). Finally, by the end of the procedure, the optimal performance scorê︀ f , and the optimal parameterŝ︀ k,̂︀ b, and̂︀ t are returned as output.
Algorithm 3 Conventional Tuning
for b ∈ B do 6: for t ∈ T do 7:
if f >̂︀ f then
As discussed earlier, depending on the available computational resources and the problem size, each evaluation may take considerable time. Thus, the overall optimization process is time consuming. This leads to an increasing need for efficient methods to optimize hyperparameters. In our case, the main issue is with calling appyKNN procedure (which in turn calls classify procedure) inside three nested loops over the three sets of parameter values K, B, and T. Thus, we aim at improving the optimization process by rewriting the tuning procedure such that we push the three nested loops inside the applyKNN procedure.
Fast tuning
We propose an efficient method, called Fast Tuning, for optimizing hyperparameters of k-NN approach with BM25 similarity. This method is based on the following idea: We re-arrange the control-flow components of the conventional tuning algorithm, by pushing the nested loops (over sets of parameter values) to the inside of the classify procedure. Thus, we need to call applyKNN procedure only once, instead of |K| × |B| × |T| times. Therefore, the procedure classify need to be called |D valid | times only (instead of |K| × |B| × |T| × |D valid | times in conventional tuning). Since classify can be executed in parallel, the time needed for the overall tuning process will be dramatically reduced. Figure 1 illustrates how the control flow of tuning procedure is arranged in conventional tuning and Fast Tuning. The main difference is: in conventional tuning nested loops over sets of parameter values are outside the applyKNN procedure, whereas in Fast Tuning these loops are inside the applyKNN procedure (more precisely, inside the classify procedure).
Recall that classify procedure takes as input a document d ∈ D valid and returns a predicted category for that document as output. However, it assumes a fixed combination of parameters (k, b, t) which is given as input too.
In Fast Tuning method, classify procedure will handle all possible combinations of parameters in one shot. This implies that the input will not be a single combination (k, b, t), but three sets of parameter values K, B and T. This also implies that the output will not be a single predicted category, but a grid that associates each combination (k, b, t) ∈ K × B × T with a predicted category for the input document based on that parameter combination. Therefore, appropriate data structures are crucial: Internally, for each ⟨k, b, t⟩ combination, we have a predicted category for an input document. Thus, we need a 3D grid to hold those categories, and convey them to applyKNN. This can be implemented as a 3-key value hash table, or nested hash maps. In the following subsections we present the new versions of the procedures applyKNN, classify and Tuning in our Fast Tuning method. Although Ω and Z tables look similar as they both have 3 keys: k, b, and t, there are some differences between them as illustrated in Figure 2 . First, the procedure uses a single Ω 
for k ∈ K do 6: for b ∈ B do 7: for t ∈ T do 8:
:
return Ω 
for k ∈ K do 6: for b ∈ B do 7: for k ∈ K do 11: for b ∈ B do 12:
13:
for t ∈ T do 14:
c ← vote(S ′ ) 16 :
return Z
Tuning procedure
The main Tuning procedure in Fast Tuning method is depicted in Algorithm 6. It is basically very similar to Tuning procedure in conventional tuning. The input is the training and validation datasets: D train , D valid , a validation ground truth set G valid and the sets of parameter values: K, B, and T, whereas the output is the optimal parameter values:̂︀ k ∈ K,̂︀ b ∈ B and̂︀ t ∈ T, and the performance score at those optimal values:̂︀ f . The major difference is that applyKNN procedure is called only once, before the three nested loops over the sets of parameters K, B, and T. Here, applyKNN procedure returns a 3-key table Ω that associates each (k, b, t) ∈ K × B × T with a set P of predictions (d, c) where each validation document d has a predicted category c. Inside the three nested loops, the set of predictions P for each parameter combination (k, b, t) is extracted from Ω, and evaluated against the ground truth G valid using eval procedure, giving a performance score f . If this score f is greater than the so-far-optimal scorê︀ f , then the current parameter combination (k, b, t) is the best combination so far, and thus those parameter values are designated as the so-far-optimal parameters: (̂︀ k,̂︀ b,̂︀ t). Finally, by the end of the procedure, the optimal performance scorê︀ f , and the optimal parameterŝ︀ k,̂︀ b, and̂︀ t are returned as output.
Algorithm 6 Fast Tuning
f ← eval(P, G valid ) 10: if f >̂︀ f then
return̂︀ f ,̂︀ k,̂︀ b,̂︀ t
Fast tuning with cross-validation
So far, we have seen Fast Tuning technique for a single training-validation pair. Typically, hyperparameter optimization is performed with cross-validation. Cross validation is model validation technique for assessing how the model will generalize to an independent data set.
A common type of cross-validation is n-fold crossvalidation, where the original sample is randomly partitioned into n equal sized subsamples. Of the n subsamples, a single subsample is retained as the validation data for testing the model, and the remaining n − 1 subsamples are used as training data. The cross-validation process is then repeated n times, with each of the n subsamples used exactly once as the validation data. The n results can then be averaged to produce a single estimation.
In our case of text categorization, n-fold cross validation turns out to be a set of n classification tasks ∆. Each task δ ∈ ∆ consists of a training and a validation sets of documents D δ train , D δ valid , and a validation ground truth G δ valid . If each task is used independently to tune the hyperparameters, we will have different values for k, b and t parameters per task. But we would like to have for each parameter a single, optimal value for all classification tasks together. Therefore, we need to rewrite the tuning procedure such that it optimizes the hyperparameters k, b and t jointly for all the classification tasks. Now we revisit the procedure tuning, and adjust it in order to adapt to crossvalidation. The procedures applyKNN and classify stay the same, as described in Algorithms 4 and 5, respectively.
With cross-validation, we have a set of classification tasks ∆, instead of a single pair of training-validation data sets. Thus, the input of Tuning procedure consists of ∆ and the three sets of parameter values K, B, and T. The output consists, as usual, of the optimal parameter values:̂︀ k ∈ K,̂︀ b ∈ B and̂︀ t ∈ T, and the performance score at those optimal values:̂︀ f .
Since now we have multiple classification tasks, the procedure applyKNN is called for each task δ with the training and validation datasets of this task D Now, inside the three nested loops over the sets of parameter values, for each task δ ∈ ∆, the 3-key table Ω δ is extracted from the auxiliary table X, then the set of predictions P for each parameter combination (k, b, t) is extracted from Ω δ , and evaluated against the ground truth of that task G δ valid using eval procedure, giving a performance score f δ . This performance score is averaged over all tasks: f = 1 n ∑︀ δ∈∆ f δ . If this average performance score f is greater than the so-far-optimal scorê︀ f , then the current parameter combination (k, b, t) is the best combination so far, and thus those parameter values are designated as the so-far-optimal parameters: (̂︀ k,̂︀ b,̂︀ t). Finally, by the end of the procedure, the optimal performance scorê︀ f , and the optimal parameterŝ︀ k,̂︀ b, and̂︀ t are returned as output.
Experiments
Datasets
In our experiments we use two data sets. The first one is the News Popularity in Multiple Social Media Platforms Data Set² [52] . It is a large data set of news items and their respective social feedback on multiple platforms: Facebook, Google+ and LinkedIn. The collected data relates to a period of 8 months, between November 2015 and July 2016, for δ ∈ ∆ do 4 :
for k ∈ K do 9: for b ∈ B do 10: for t ∈ T do 11: f ← 0 12: for δ ∈ ∆ do 13 :
14:
15:
if f >̂︀ f then 
Setup
All experiments are conducted on a PC operated by Linux Ubuntu 16.04 (64-bit), and equipped with an Intel Core i7-6700 CPU @ 3.40GHz with 8 cores, and 32 GB of RAM. Algorithms are implemented in Java 8. Parallelism is achieved via multi-threading, where an Executor Service⁴ is used over a fixed thread pool of 8 threads. Both conventional tuning and Fast Tuning methods are parallelised.
The document preprocessing pipeline we used comprises tokenization, and normalization (no stemming). Normalization consists of: 1) removal of non-ASCII tokens, 2) conversion to lowercase, and 3) removal of stopwords⁵, punctuation and numbers.
Experiments design
The main aim of conducted experiments is to evaluate the efficiency of our Fast Tuning method compared to the conventional tuning. We have conducted five types of experiments using both News Popularity and BBC datasets. The first three experiments use a single classification task (a single training-validation pair of datasets), whereas the fourth experiment uses 5-fold cross-validation (five classification tasks). In the first experiment, we fix the three sets of parameter values (K, B, and T), and vary the dataset size. In the second experiment, we fix the dataset size, and vary one set of parameters while fixing the remaining two (thus experiments has three parts). In the third experiment, we also fix the dataset size, and vary the three sets of parameters simultaneously. In the fourth experiment, we use 5-fold cross-validation, we fix the three sets of parameter values (K, B, and T), and vary the dataset size. The fifth experiment is dedicated to compare Fast Tuning to a simple two steps tuning. We fix the three sets of parameter values (K, B, and T), and vary the dataset size. Table 1 summarizes this design of experiments and shows the sizes of parameter sets and datasets in each experiment. In every experiment we measure the time (in seconds) needed for parameter tuning using conventional tuning and our Fast Tuning method. To compare these times we used the following two metrics: 
where θ C and θ F are tuning time using conventional and fast methods, respectively. Since the objective of the experiments is to measure and compare the tuning time for conventional tuning and Fast Tuning methods, we do not report in our experiments the optimal values of hyperparameters k, b and t, nor the values of classification performance metric, as those values are not relevant to the objective of the experiments, and have no impact on the results. However, it is worth mentioning that, in every experiment, both the conventional tuning and Fast Tuning methods find exactly the same optimal parameter values, and the same value of the classification performance metric.
Results
Experiment 1
In this experiment, we use fixed sets of parameters: K = B = {0, 0.1, · · · , 0.9}, and T = {3, 5, · · · , 21} (hence |K| = |B| = |T| = 10), and several samples of the datasets of different sizes ranging from 100 to 2000 documents. For each sample, we use 80% of documents as a training set, and the remaining 20% as a validation set. We measured time needed for parameter tuning (find optimal parameters) for every sample using conventional tuning and our Fast Tuning methods, and calculated the speed up (SU) and time reduction (TR) factors. Table 2 shows a snippet of obtained results, while the complete results are listed in Appendix A.1. Figure 3 depicts how the tuning time (in seconds) changes over the dataset size. We observe that the tuning time increases very rapidly in conventional method, while this increase is much slower in Fast Tuning. For instance, for 2000 documents of BBC dataset, conventional tuning took more than two and half hours, while Fast Tuning took less than 8 minutes. The Speed-Up factor is in the range 16 to 20 for BBC dataset (i.e., Fast Tuning is 16 ∼ 20× faster), and in 10 to 17 for News-Popularity set. In general, Fast Tuning is at least an order of magnitude faster than conventional tuning. The efficiency of Fast Tuning is also clear from the time reduction factor which is at least 90%, i.e., using Fast Tuning, we can save more than 90% of the time needed using conventional tuning.
Experiment 2
In this experiment, we use a fixed-size sample of data sets (BBC: 1000 documents, News-Popularity: 5000), each sample is split into [80%, 20%] training-validation sets. We use variable-size parameter sets. This experiment comprises three parts, in each part we vary one set of parameters while fixing the remaining two. First, in part 2-1, we vary K and fix B and T; then in part 2-2, we vary B and fix K and T, finally in part 2-3, we vary T and fix K and B. In all these three parts, the size of fixed sets is always 10, while the size of the variable set ranges from 2 to 20. As usual, we measure the tuning time for both conventional and Fast Tuning methods. The detailed results are listed in Appendix A.2. Figure 4 shows how tuning time changes with respect to the size of the variable parameter set.
It is clear that both conventional and Fast Tuning have linear behavior with respect to the size of parameter sets. However, Fast Tuning is much faster than conventional tuning. To validate this finding, we fit the results of experiment 2 to linear models⁶, and find the coefficients (slope of the straight line) for each case, as shown in Table 3 . We assumed the intercept to be 0, since when the size of the parameter is 0 the tuning time is also considered 0. We find that in all cases, the coefficients of Fast Tuning models are much smaller than their corresponding coefficients of conventional tuning; and this again confirms the efficiency of fast tuning method. Moreover, we observed that in experiment 2-3 where we vary only the set T, the tuning time of Fast Tuning method is almost constant. To validate this observation, we first plot the results on a logarithmic scale, as shown in Figure 5 . This demonstrates that changes of fast tuning is constant indeed, comparing to the increased change of conventional tuning. We also calculated the standard deviation of each case as shown in Table 4 . We find that the standard deviation values for the case of Fast Tuning in experiment 2-3 are very close to 1 comparing to the rest of cases. This also confirms the stability of Fast Tuning with respect to changes of the size of set T. 
Experiment 3
In this experiment we also used fixed-size samples of the datasets (1000 documents), and we vary the three sets of parameters K, B, and T simultaneously. That is, we run the experiment 10 times, at each run, the parameter sets K, B and T have the same size, namely 2, 4, · · · , 20. We measure tuning time for both conventional and Fast Tuning methods, and compute speed up (SU) and time reduction (TR) factors. The complete results are listed in Appendix A.3, and plotted in Figure 6 . We observe how the tuning time increases with the size of the parameter sets. This increase is very rapid in conventional method, whereas it is slow in our fast method. For example, for BBC dataset, when the grid size is 20 3 , the conventional method took 18,700 seconds (> 5 hours), while Fast Tuning method took only 520 sec (∼ 8.5 min), giving a Speed-Up factor of about 36, and a TimeReduction of about 97%. Moreover, we observe that the Speed-Up and Time Reduction factors are not steady, they are actually increasing too. Figure 7 depicts how these factors change. The Speed-Up factor increases linearly with the size of the parameter grid; while the Time Reduction factor increases in a logarithmic manner. This means that the Fast Tuning method is not only faster than the conventional method, but also becomes even more faster when the grid size increases. We can also observe that the values of both factors are higher for BBC dataset than for News Popularity. Recall that BBC dataset has longer documents than in News Popularity dataset, thus, we conclude that fast tuning method is also relatively more faster with longer documents.
Experiment 4
In this experiment, we use 5-fold cross-validation. We use a fixed sets of parameters, each of size 10, and varying-size samples of data sets. From BBC, we draw 10 samples of size 100 up to 1000, and from News Popularity we draw 10 samples of size 500 up to 5000 documents. Each sample is split into (80%, 20%) training-validation sets. We run conven- Once more, the results show how our Fast Tuning method outperforms the conventional method. For BBC dataset, the mean Speed-Up factor is about 18, and the mean Time-Reduction factor is about 94.5%. For News Popularity dataset, the mean Speed-Up factor is about 13.4, and the mean Time-Reduction factor is about 92%.
Experiment 5
In this experiment, we compare Fast Tuning to a simple optimization of two-steps: 1. grid search of BM25 parameters k and b 2. grid search of kNN parameter t given the best configuration of BM25.
This simple optimization reduces the tuning time comparing to the conventional approach. However, it does not guarantee to find the optimal parameter values that conventional and Fast Tuning find, because it does not scan the entire 3D grid K × B × T. We use a fixed sets of parameters: K = {1.2, 1.3, · · · , 2.0}, B = {0.0, 0.1, · · · , 1.0}, T = {5, 7, · · · , 23}, and varying-size samples of data sets.
From News Popularity we draw 10 samples of size 500 up to 5000 documents. Each sample is split into (80%, 20%) training-validation sets. Table 5 shows the optimal parameter values and F1 scores for the two-steps optimization and Fast Tuning. We observe that the optimal parameter values found by the two-steps optimization are different from those found by the Fast Tuning method. Consequently, the F1-measure obtained by two-steps optimization is lower than what we obtain using Fast Tuning, for almost all trials, as shown in Figure 9a . More interestingly, Fast Tuning outperforms the two-steps optimization even in terms of the tuning time, as shown in Table 6 and Figure 9b. Although the two-steps optimization is very fast comparing to the conventional tuning, however, it still can not beat our Fast Tuning method which is faster than the twosteps method with a speed-up ratio of 1.64 on average, and 38% time reduction factor (Table 6 ). The results of conducted experiments show that Fast Tuning is a promising technique to speed up the process of hyperparameter optimization. The efficiency of this technique is due to a smart combination of three simple ingredients:
1. separation of independent calculations, 2. utilization of an appropriate data structure, and 3. parallelisation.
Since the computation of BM25 similarity is independent from hyperparameter t of kNN, it is possible to precalculate it for all combinations of k and b values, and to store it in an indexed structure, which is accessed and used later to perform kNN classification for all t values. From an algorithmic point of view, this arrangement reduces the complexity of the tuning algorithm, in terms of parallel jobs, from |K|×|B|×|T|×|D valid | jobs in conventional tuning to only |D valid | jobs in Fast Tuning.
Here, each job is mainly a call to classify procedure, which comprises, in conventional tuning, a call to BM25 procedure |D train | times, and one call to top and vote procedures, whereas in Fast Tuning, it comprises a call to BM25 procedure |K| × |B| × |D train | times and to top and vote procedures |K| × |B| × |T| times.
More formally, let α = |K|, β = |B|, = |T|, δ = |D valid |. Let η denote the average number of related (training) documents to a validation document. Let c 1 and c 2 denote the costs of calling the procedures related and BM25, respectively, and let c 3 denotes the cost of calling top and vote procedures (together). The number of parallel jobs in conventional tuning is α.β. .δ, which is reduced to δ in Fast tuning. Moreover, the cost of each job in conventional tuning is c 1 + η.c 2 + c 3 , which increases to be c 1 + α.β(η.c 2 + .c 3 ) in Fast tuning. However, the overall cost, which is number of jobs multiplied by the job cost, of conventional tuning is still larger than of the Fast tuning, as shown in Table 7 . The difference (conventional cost minus Fast cost) corresponds to the gain in tuning time that Fast Tuning method provide, and is given by:
which is proportional to the number of validation documents δ and to the size of the grid α, β, and .
It is also worthy to note that in the case of two-steps tuning mentioned in experiment 5, the number of parallel jobs is (α.β + ).δ, which is much less than α.β. .δ in conventional tuning. The Fast Tuning method can be easily extended to other hyperparameter optimization approaches, such as Random Search [2] . For instance, with random search, combinations of hyberparameters are generated at random, and each combination is evaluated independently, where the best performing combination is considered as the optimal one. In our case of text categorization using kNN and BM25, let Y be the set of randomly-generated parameters combinations (k, b, t), then in conventional tuning with random search the procedure applykNN would be called for each combination (k, b, t) ∈ Y. To implement Fast Tuning technique for Random Search, we need to push the loop over Y inside classify procedure as shown in Figure 10 . We assume that Fast Tuning technique will outperform conventional tuning also for Random Search approach. However, a thorough investigation of Fast Tuning technique for Random Search is still necessary, and we consider it as a future work, that will also consider a comparison between Grid Search and Random Search approaches.
Despite the important advantages that Fast Tuning method provides over conventional tuning in terms of time gain, it still has some drawbacks. The efficiency of Fast Tuning method comes with a cost in terms of memory consumption. For instance, the 3-key value hash tables Z and Ω used in Fast Tuning procedure consume a large amount of main memory. Overall, this makes Fast Tuning require more memory comparing to the conventional tuning. However, this trade-off between time gain and memory consumption deserves a dedicated comparative study which we will conduct in future work.
Conclusion
In this paper, we have presented an efficient method, called Fast Tuning, for hyperparameter optimization with grid search for text categorization using k-NN approach and BM25 similarity. The main idea behind this method is to re-arrange the control flow of the conventional tuning algorithm such that the time-expensive nested loops over the parameter sets are pushed inside the classification procedure. As consequence, the classification procedure need to be executed once, instead of as many times as the size of the parameter grid (|K| × |B| × |T| in kNN approach). Moreover, since the classification procedure is easy to implement in parallel, the overall tuning time is dramatically reduced comparing to the time of conventional tuning. We also addressed how we can apply our tuning method along with cross-validation.
In order to test the efficiency of our tuning method, we run an extensive set of experiments using two popular datasets and various settings: varying dataset size, varying sets of parameters, with cross-validation, etc. In all experiments our Fast Tuning method outperforms the conventional method. Our primary finding is that Fast Tuning is at least an order of magnitude faster than conventional tuning. This Speed-Up factor exceeds 36 in some experiments. Our method reduces the tuning time by at least 90% in most cases. Another finding is that our method becomes even more faster with larger grids and longer documents.
Although we only study k-NN classification approach using BM25 similarity, we assume that the principle of Fast Tuning presented here can be adapted for any approach of text categorization or information retrieval, and for any similarity measure. Therefore, future works should address the generalization of the method to other approaches and other similarity measures. Moreover, the method will be easily extended to other hyperparameter optimization approaches, such as random search. 14.429 93.07 
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