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INTRODUCTION
Computational capabilities of modern digital computers supports the optimal integration of data from an increased number of avionic sensors on an aircraft. Extended Kdman filters [l] are employed to integrate GPS measurements with INS data on many of today's advanced avionic systems. The success of GPS/INS integration gives insight to the integration of additional avionic sensors such as SAR. SAR is a radar capable of generating very high resolution images which can be used to designate targets. Once designated, the SAR system provides measurements related to the target's location relative to the aircraft. This paper investigates relative and absolute targeting aspects of integrated INS, GPS, and SAR. Relative targeting refers to finding a target's location relative to the aircraft. Absolute targeting refers to finding a target's location in WGS-84 coordinates. Although it is not as accurate, absolute targeting is typically employed when the target's location is needed by someone other than the targeting aircraft (i.e. the target's coordinates are given to another aircraft). 
SAR MEASUREMENTS
The coordinates of a Doppler processed SAR image are range and range rate. The range measurement is obtained by measuring the round-trip transit time, denoted T, of the transmitted pulse and mapping it to an equivalent range, denoted r, by use of the following relationship
where c is the speed of the transmitted pulse. The range rate is found by measuring the doppler frequency shift, denoted Fd, and mapping it to an equivalent range rate, denoted i , with the relationship wherefis the frequency of the transmitted pulse.
Many SAR systems include a monopulse radar mode. The monopulse mode is used to measure the azimuth and elevation angles of the line-of-sight vector from the aircraft to the target. The azimuth angle is defined to be the angle between a vector pointing along the antenna frame y-axis and the line-of-sight vector. The elevation angle is defined to be the angle between a vector pointing dong the antenna frame z-axis and the line-of-sight vector. The term monopulse refers to the ability of the radar to obtain complete angle information from a single radar pulse. In general, SAR targeting algorithms need three pieces of information to compute a target's location, namely range, Doppler cone angle, and height above the target. As shown in Figure I , the intersection of the sphere of constant range, cone of constant range rate (centered about the aircraft velocity vector), and the plane of constant height above target defines the location of the target. Targeting Geometry the precise angle measurements of a monopulse radar. As a final note, the coordinate systems involved in this problem are the earth centered earth fixed (ECEF) frame, the navigation frame, the heading frame, the path frame, the body frame, and the antenna frame.
DETERMINING TARGET LOCATION
Presented in this section are the equations needed to determine a target's location from SAR measurements. This includes the computations needed for both relative . ; I , to the target in antenna coordinates.
Notice that the vector U; is a unit vector. Consequently, the components of U; are direction cosine angles (i.e. the cosine of the angles between the navigation frame coordinate axes and the line of sight vector). Using this fact the height above target is given by h, = ruiz = rcos ((p) 
(9)
where ufz is the z-component of u f .
Once the target's relative position is found using the method described above, the target's absolute location can be determined. The relationship between the relative target position vectorpe, the target position vector r:, and the aircraft position vector rz in ECEF coordinates is given by where c'p is the transformation matrix from path frame to earth frame coordinates. Hence, the absolute target location can be computed from the relative target location and the aircraft position provided by the INS. An alternative scheme is give by Burgett in [6].
TRUTH MODELS
Presented in this section are the stochastic error models for both indicated and measured quantities. The indicated quantities include the INS position, INS velocity, INS attitude, antenna attitude, and the target location. The term indicated is used to denote the fact that these quantities are not processed as measurements in the Kalman filter. Instead they are used to generate a filter based estimate of the measured quantities. The symbol '-' is used over variable names to denote indicated quantities.
The measured quantities include the GPS measurements of pseudo-range and delta-range and the SAR measurement of range, range-rate, azimuth angle, and elevation angle. The symbol "-" is used over variable names to denote measured quantities.
The truth model for the INS is described in where C: is the true coordinate transformation matrix and B is the skew symmetric matrix of p.
The indicated target location, denoted F:, is a computation of the target's location in ECEF coordinates. When performing navigation updates it's value is initialized from a priori knowledge of the target's location (usually obtained from a manual survey). When targeting on "target's of opportunity", the indicated target location is initialized from the computed relative target location, fl obtained from the first set of SAR measurements, and the INS indicated aircraft position (i.e. r: = cr: + C # where is the navigation to earth frame coordinate transformation and q i s the path to earth frame coordinate transformation). The indicated target location vector is modeled as the sum of the true target location, denoted r: , and the indicated target location error, denoted 6r:.
For stationary target's (which we assume), the target's location error vector in ECEF coordinates is modeled as a random bias. where r and i are the true range and range rate, respectively. SAR measurements of azimuth, denoted r,, and elevation angle, denoted Z, , respectively, are given by respectively, where A denotes the true azimuth angle and E denotes the true elevation angle. The GPS measurements of pseudo ran e. denoted ?,,, and delta range, denoted ?DR,, for the i s satellite ' are given by where Ri and DR, are the true range and delta range, respectively, and where A, AV and A, are the body frame-components of the aircraft acceleration. 
Measurement Models

FILTER ESTIMATES
The development that follows is based on a full order extended Kalman filter with states for all of the errors described in the previous section that are not modeled as white noise. The symbol "A" is used over variable names to denote the filter's best estimate of the quantity in question.
The , the delta-range is obtained by differencing the filter's estimate of the pseudo-range measurement at the "start" and "end" times of the integration period. One possible method of performing this computation is to store the filter's estimate of the pseudo-range at the start of the integration period and difference this with the filter's estimate at the end of the integration period. However, this method exhibits several significant drawbacks. For example, if measurements are processed during the Doppler integration interval, then the previously stored pseudo-range estimate does not benefit from this new measurement. Also, the possible step changes in the filter's state estimate due to measurement updates make it very difficult to linearizes the nonlinear measurement.
D R j ( f e ) = P R i ( t e ) -P R j ( t s )
Hence, a better method is to back-propagate the filter's estimate of satellite ephemeris error and aircraft position error from the end time back to the start time of the Doppler integration interval. Equation 41 is then used to compute the star( time pseudo-range measurement estimate from the filter's error state estimate obtained from back-propagation, the indicated aircraft position at the start time, and the satellite ephemeris position at the start time.
Under this scheme, the filter's estimate of the previous pseudo-range measurement is based on all available measurements at the end of the integration period. Also, the backpropagation process does not exhibit the step changes which are inherent in the filter's estimate during the forward propagation. Hence, linearization of Equation 42 becomes much easier. This back-propagation scheme was employed for the results shown in this paper.
LINEARIZATION
When designing an extended Kalman filter, linearized measurement equations are required. This section presents the linearized SAR and GPS measurement equations used in the extended Kalman filter design. The linearized measurement equations are obtained by computing a first order Taylor series approximation. For example, consider the following general non-linear measurement and its estimate respectively, where h, and hj are non-linear functions, x, denotes the true whole value state vector (e.g. aircraft position, velocity, and attitude), 6x denotes the true error state vector, 62 denotes the filter's estimate of the error The measurement residual, denoted LV, is expressed as the difference between the measurement and the filter's estimate of the measurement, i.e.
? 5 z, + H+ + H&.
where Hs is the "system observation matrix" and Hfis the "filter observation matrix". The filter observation matrix is used to compute the filter gain and to perform the covariance update in an extended Kalman filter. The true measurement residual given by Equation 49 is used along with the filter gain to perform state updates. This is different than a linearized Kalman filter. The system observation mamx is needed only when performing covariance analysis.
For the results presented in this paper, the filter observation matrices for SAR measurements are similar to those presented in [8, 9] . The components which make up the filter observation matrix for both SAR and GPS measurements are summarized in Tables 2,3 , and 4. The entries in these table are the elements of matrix Hr which multiply the given filter state. All components not shown in the tables are zero. 
SIMULATION RESULTS
The targeting analysis consists of performing both relative and absolute SAR targeting on a "target of opportunity" (i.e. a target whose location is unknown a priori). As is shown, the type of navigation aiding performed has a considerable impact on the targeting accuracy. Table 4 : GPS pseudo-range and delta-range measurement matrix (non-zero components of filter observation matrix).
The simulated flight profile consists of a simple straight and level flight with an aircraft velocity of 750 ft/s at an altitude of 10,OOO ft. During the flight, the aircraft passes near one surveyed landmark for possible navigation updates. Also, in the latter portion of the flight the aircraft passes near a "target of opportunity" whose relative and absolute coordinates are obtained via SAR measurements.
The initial conditions for all INS states were obtained using the filter's covariance matrix resulting from an 8 minute simulated gyro-compass alignment. This alignment process was implemented by processing zero velocity measurements in the full order, extended Kalman filter (i.e. the aircraft is assumed stationary). The initial conditions for all other errors are based on the RMS values presented in previous sections. The filter's estimate was feed back to the system after every measurement update. Due to the fact that the uuth model and the filter model are the same, this so called "discrete time feedback" is implemented by the following equations
In Figure 3 , GPS pseudo-range measurements are processed on 1 sec intervals and delta-range measurements are processed on 0.15 sec intervals. The results show that - '-- .,._,_._-. .,,,,,~-..,.,,._,.. The relative and absolute targeting errors resulting from the computation methods described above are shown in Figure 4 . Here the targeting performance is compared for each of the different types of navigation aiding.
Th.<.r>
As expected, the results show that, in general, relative targeting is more accurate than absolute targeting. Also, due to the smaller aircraft position and velocity error, the targeting error for GPS aided navigation is smaller than the SAR aided case. Finally, it is important to note that the results for the combined SAR and GPS aiding shows a significant improvement over the GPS only case. For the combined GPS and SAR aiding scenario, results show that the Kalman filter method exhibits better performance over the computed method. This improvement is achieved because the aircraft position error is much smaller (due to GPS aiding) than the initial indicated targeting location enor. Research with other scenarios such as SAR aiding only, has shown little or no improvement by use of the Kalman filter method. The Kalman filter method of SAR targeting can be viewed as the reciprocal to the navigation aiding. In SAR navigation aiding good knowledge of the landmark's location is needed. Likewise, for the Kalman filter method of SAR targeting, good knowledge of the aircraft position is needed.
CONCLUSIONS
This paper illustrates the design and optimal performance of an integrated INS, GPS, and SAR. The benign flight profiles and other simulation conditions were purposely chosen such that they would minimize most system errors. Therefore, the presented analysis illustrates the theoretical best performance available from such a system.
The results presented in this paper indicate a theoretical possibility of obtaining both aircraft and target position with a CEP less than IOfeer. This level of performance may be possible if both SAR and GPS measurements are processed in an extended Kalman filter. However, the result also show that if GPS is not employed, then little improvement in the targeting accuracy is obtained by processing the SAR measurement in a Kalman filter.
Future work in this area will focus on the sensitivity of individual errors on the overall system accuracy. A sensitivity analysis will provide a indication of the states that should be removed from the Kalman filter design (i.e. an error state that has little influence on the overall system accuracy can be removed from the Kalman filter model). The results presented here can be used as the baseline for comparison of any reduced order Kalman filter designs.
