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3.1 Bag of wordsの問題点
文章の特徴表現に使われるものとして，最もよく知られる手
法の一つに Bag of wordsがある．これは，文章に単語が含まれ

























































る）．形態素解析には MeCab を使用し，ツールとして Weka，
word2vec を使用する．word2vec の学習には 2005 年の毎日新
聞一年分のデータを使用した．また，学習モデルは Skip-gram
を使用し，ベクトルの次元数は 300，クラスタリングは k 平均
法を用いて 400のクラスに分けた．分類器には SVMを使用し，
10分割交差検定を用いて実験を行った．
各手法における S  の F 値についてまとめたものを表 2 に
示す (表中の Bow は Bag of words，we は word embedding，




表 2 各手法における S の F値
ラベル 補足 引用 独立 小見 補完 記号 全体 平均
Bow .978 .990 .939 .935 .809 .926 .972 .929
we .975 .990 .923 .929 .888 .914 .970 .936
C-bow .983 .990 .925 .945 .919 .917 .975 .946
表 2 をみると，特にデータ数の少なかった補完カテゴリにお








また，表 3 を見ると，Bag of words では，全てのカテゴリ
で原形・表層形・品詞の有無による差は最大でも 0.5ptであり，
F 値に差はほとんどなかった．さらに，表 4 をみると，word
embeddingにおいても，同様に単語の形や品詞情報ではほとん
ど差はないといえるが，O+，S+ の分類結果は O ，S  に比
べ低くなる傾向にある．一方，表 5をみると，Clustered bag of


























[2] Tomas Mikolov，Wen-tau Yih，Georey Zweig： “Linguis-
tic Regularities in Continuous Space Word Representations”，
NAACL-HLT，2013．
表 3 Bag of words
ラベル O  O+ S  S+
補足 .978 .978 .978 .978
引用 .990 .989 .990 .989
独立 .937 .938 .939 .937
小見 .933 .934 .935 .936
補完 .809 .804 .809 .809
記号 .927 .927 .926 .926
全体 .972 .972 .972 .972
平均 .929 .928 .929 .929
表 4 word embedding
ラベル O  O+ S  S+
補足 .975 .975 .975 .975
引用 .989 .988 .990 .988
独立 .916 .910 .923 .915
小見 .936 .935 .929 .928
補完 .887 .890 .888 .897
記号 .905 .909 .914 .904
全体 .969 .969 .970 .968
平均 .935 .934 .936 .934
表 5 Clustered bag of words
ラベル O  O+ S  S+
補足 .980 .978 .983 .978
引用 .990 .990 .990 .990
独立 .926 .931 .925 .925
小見 .949 .944 .945 .943
補完 .838 .863 .919 .903
記号 .932 .892 .917 .900
全体 .974 .972 .975 .972
平均 .936 .933 .946 .940
