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Abstract
The purpose of this work is to produce a regularity theory for a class of
parabolic Isaacs equations. Our techniques are based on approximation
methods which allow us to connect our problem with a Bellman parabolic
model. Under a smallness regime for the coefficients and the source term,
we establish regularity results in Sobolev and Ho¨lder spaces.
Keywords: Isaacs parabolic equations; Regularity theory; Estimates in
Sobolev and Ho¨lder spaces; Approximation methods.
MSC(2020): 35B65; 35K55; 35Q91.
1 Introduction
In the present paper, we examine the regularity of the solutions to an Isaacs
parabolic equation of the form
ut − sup
α∈A
inf
β∈B
[
−Tr(Aα,β(x, t)D
2u)
]
= f in Q1, (1)
where Q1 := B1 × (−1, 0], Aα,β : Q1 × A × B → R
d2 , A and B are compact,
separable and countable metric spaces and the source term f satisfies some con-
ditions that we specify later. We produce new, sharp, results on the regularity
for the solutions to (1). In particular, we establish gains of regularity to solu-
tions of (1) in Sobolev and Ho¨lder spaces. We argue by approximation methods
relating (1) to a Bellman parabolic model.
Approximation methods were introduced by L. Caffarelli in the groundbreak-
ing paper [4]. More recently these methods appeared in a more general contexts
in the works of E. Teixeira, J.M. Urbano and their collaborators; see for instance
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[1], [8], [26], [27], [28]. We also refer to the surveys [22], [29]. Approximation
methods in a different approach also appeared in [18], [19], just to cite a few.
The Isaacs equation first appeared in the theory of controlled diffusion pro-
cesses and differential games and it has been studied for many authors through
the years. For instance, we refer to [5], [7], [10], [11] for existence and uniqueness
of viscosity solutions and other classes of solutions to Dirichlet problems. For
the parabolic setting see [6], [12], [30] and [31].
A remarkable feature of elliptic equations is that every equation of the form
F (D2u, x) = 0 can be rewritten as
inf
γ∈G
sup
β∈B
{Lβγu(x)− fβγ(x)} = 0,
for some family Lβγ = a
βγ
ij ∂ij and some functions fβγ ; see [3]. Hence we can
get informations about solutions to F (D2u, x) = 0 by examining the solutions
to an Isaacs equation.
Another point of interest in the regularity theory of the Isaacs equation is
due to its nature. Namely, Isaacs operators are neither concave nor convex,
otherwise, we may apply the Evans-Krylov’s theory in [9], [13], [14] to obtain
C2,γ interior estimates for viscosity solutions; see also [2]. In fact, in [20] the
authors exhibited a solution to an Isaacs equation that blows up in an interior
point of the domain. Hence, it is not reasonable to expect solutions to be
more regular than C1,γ ; see [16], [17] for the Krylov-Safonov’s regularity theory.
Furthermore, since Isaacs equations are positively homogeneous of degree 1, we
can not apply the concept of recession function introduced in [24]; see also [22]
and [23].
The parabolic counterpart is the subject of [15]. In that paper, the author
proves that solutions are of class C
1+γ,1+γ2
loc (Q1), 0 < γ < 1. The assumptions
under the coefficients are different from [6] and [30].
The present paper is motivated by [21], where the author uses approximation
methods to approximate solutions of the Isaacs elliptic equation to solutions of
the Bellman one, under distinct smallness regime imposed on the coefficients.
The author established that viscosity solutions are in W 2,p(B1), C1,Log-Lip(B1),
or in C2,γ(B1), depending on the smallness regime chosen.
Under suitable adjustments, we extend the results in [21] to a parabolic
setting. As expected, our results are also dependent on the smallness regime
imposed on the coefficients. First, we study a gradient-dependent equation of
the form
ut − sup
α∈A
inf
β∈B
[
−Tr(Aα,βD
2u)− bα,β ·Du
]
= f in Q1, (2)
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and we suppose its coefficients are uniformly close to the Bellman one. Under
this assumption we prove that solutions to (2) are inW 2,1;ploc (Q1). More precisely,
we have the following:
Theorem 1.1. Let d < p < q and u ∈ C(Q1) be a viscosity solution to (2).
Assume that A1-A4, to be detailed later, are in force. Then, u ∈ W 2,1;ploc (Q1).
Moreover, there exists a universal constant C > 0 such that
‖u‖W 2,1;p(Q1/2) ≤ C
(
‖u‖L∞(Q1) + sup
α∈A
sup
β∈B
‖bα,β‖Lp(Q1) + ‖f‖Lp(Q1)
)
.
An adjustment in the smallness regime leads us to our second main result
that regards the parabolic C1,Log-Lip regularity.
Theorem 1.2. Let u ∈ C(B1) be a viscosity solution to (1) and (x0, t0) ∈ Q1/2.
Suppose A1 and A5, to be detailed later, are in force. Then u ∈ C1,Log-Liploc (Q1).
Moreover, there exist C > 0 a universal constant and 0 < r ≤ 1/2 such that
sup
Qr(x0,t0)
|u(x, t)− [u(x0, t0) +Du(x0, t0) · x]| ≤ C
(
‖u‖L∞(Q1) + ‖f‖BMO(Q1)
)
r
2 ln r−1.
Finally, assuming additional conditions on the source term, and refining the
smallness regime, we are able to obtain C2+γ,
2+γ
2 -estimates for solutions to (1).
It is the content of the next theorem.
Theorem 1.3. Let u ∈ C(Q1) be a viscosity solution to (1). Suppose that as-
sumptions A1 and A6, to be detailed later, are in force. Then u ∈ C
2+γ, 2+γ2
loc (Q1)
and there exists a universal constant C > 0 such that
‖u‖
C2+γ,
2+γ
2 (Q1/2)
≤ C‖u‖L∞(Q1).
The remainder of this paper is structured as follows: in Section 2 we gather
a few facts that are useful throughout the paper and we detail our assumptions.
In section 3, we deliver the proof of Theorem 1.1. The proof of Theorem 1.2 is
the subject of Section 4. We close the paper by giving a proof of Theorem 1.3
in Section 5.
2 Preliminaries and main assumptions
2.1 Preliminaries
In this section we fix some notations and present some results that we use
throughout the paper.
3
We denote by Br the open ball in R
d of radius r and centered at the origin.
The parabolic domain is defined by
Qr := Br × (−r
2, 0] ⊂ Rd+1
whose parabolic boundary is
∂pQr := Br × {t = −r
2} ∪ ∂Br × (−r
2, 0].
The parabolic cube of side r is denoted by Kr which is given by
Kr := [−r, r]
d × [−r2, 0].
Given p > 1 we say that u ∈ W 2,1;ploc (Qr) if there exists a constant C > 0 such
that
‖u‖W 2,1;p(Qr) ≤ C,
where
‖u‖W 2,1;p(Qr) :=
(
‖ut‖Lp(Qr) + ‖D
2u‖Lp(Qr)
)1/p
.
Also, we say that u ∈ Cγ,
γ
2 (Qr) if for all (x, t), (y, s) ∈ Qr there is a constant
C > 0 satisfying
|u(x, t)− u(y, s)| ≤ C
(
|x− y|γ + |t− s|γ/2
)
.
This means that u is γ-Ho¨lder continuous with respect to the spatial variables
and γ2 -Ho¨lder continuous with respect to the temporal variable. Similarly, u ∈
C2+γ,
2+γ
2 (Qr) if every component of the hessian D
2u is γ-Ho¨lder continuous
with respect to the spatial variables and the derivative of u with respect to the
temporal variable, ut, is
γ
2 -Ho¨lder continuous in t.
The space of d× d symmetric matrices is denoted by S(d).
Next, we recall the definition of an important fully nonlinear operator.
Definition 2.1 (Pucci extremal operators). For M ∈ S(d) we define the Pucci
extremal operators by
M+λ,Λ(M) := Λ
∑
ei>0
ei + λ
∑
ei<0
ei
and
M−λ,Λ(M) := λ
∑
ei>0
ei + Λ
∑
ei<0
ei,
where (ei)
d
i=1 are the eigenvalues of M .
In the sequel, we define the class of viscosity solutions.
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Definition 2.2 (The class of viscosity solutions). Let f ∈ C(Q1) and 0 < λ ≤ Λ.
We say that u is in the class of supersolutions S(λ,Λ, f) if
ut −M
+
λ,Λ(D
2u) ≥ f(x, t) in Q1
in the viscosity sense. Similarly, u is in the class of subsolutions S(λ,Λ, f) if
ut −M
−
λ,Λ(D
2u) ≤ f(x, t) in Q1
in the viscosity sense. Finally, the class of (λ,Λ)-viscosity solutions is defined
by
S(λ,Λ, f) = S(λ,Λ, f) ∩ S(λ,Λ, f).
In what follows we introduce some measure notions that will be useful in the
next section; see [4] for more details.
Definition 2.3. Let L : Q1 → R be an affine function and M a positive
constant. The paraboloid of opening M is defined by
PM (x, t) = L(x, t)±M(|x|
2 + |t|).
Moreover, given Q an open subset of Q1 and a function u : Q→ R we set
GM (u,Q) := {(x0, t0) ∈ Q : ∃PM that touches u by bellow at (x0, t0)},
GM (u,Q) := {(x0, t0) ∈ Q : ∃PM that touches u by above at (x0, t0)},
and
GM (u,Q) := GM (u,Q) ∩GM (u,Q).
In addition, we define
AM (u,Q) := Q \GM (u,Q), AM (u,Q) := Q \GM (u,Q)
and
AM (u,Q) := AM (u,Q) ∪ AM (u,Q).
We close this section with well-known results from the realm of measure
theory.
Lemma 2.1 (Stacked covering lemma). Let A ⊂ B ⊂ K1 and 0 < ρ < 1.
Suppose that
(i) |A| ≤ ρ|K1|;
(ii) If K is dyadic cube of K1 such that |K ∩ A| > ρ|K|, then K˜ ⊂ B, where
K˜ is the predecessor of K.
Then |A| ≤ ρ|B|.
For a proof of Lemma 2.1 we refer [12, Lemma 2.4.27]; see also [2].
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2.2 Main assumptions
Throughout this section we discuss the main assumptions of the paper. We
begin with assumptions on the matrix Aα,β .
A 1 (Uniform ellipticity). We assume that the matrix Aα,β is uniformly elliptic.
That is, there are constants 0 < λ ≤ Λ such that
λI ≤ Aα,β(x, t) ≤ ΛI.
Next, we impose some integrability conditions on the source term.
A 2 (Regularity of the source term). Let p > d + 1. We suppose f ∈ C(Q1) ∩
Lp(Q1).
Let q > d + 1 be fixed. We assume that solutions to our approximated
problem are of class W 2,1;q.
A 3 (W 2,1;q- estimates for the approximate problem). Let r ∈ (0, 1) and d <
p < q. Let v ∈ C(Qr) be a viscosity solution to
vt − inf
β∈B
[−Tr(A¯βD
2v)] = 0 in Qr,
then v ∈W 2,1;q(Qr)∩C(Q¯r). Moreover, there exists a universal constant C > 0
such that
‖v‖W 2,1;q(Qr) ≤ C.
Under the smallness regime of the matrix A¯β of the form
Θ(x0,t0)(x, t) := sup
β∈B
|A¯β(x, t)− A¯β(x0, t0)| <<
1
2
,
the assumption A3 would follow from [30].
In order to obtain Sobolev estimates to equation (2) we shall require some
assumption on the lower-order coefficients.
A 4 (Vector field bα,β). We assume that bα,β ∈ L
p(Q1) uniformly in α and β.
That is, there exists a constant C > 0 such that
sup
α∈A
sup
β∈B
‖bα,β‖Lp(Q1) ≤ C.
Our next assumption concerns to parabolic C1,Log-Lip-estimates. In order to
establish such estimates we need to refine the smallness regime on the matrix
Aα,β .
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A 5 (Smallness regime - estimates in C1,Log-Lip). We assume f ∈ BMO(Q1),
i.e., for all Qr(x0, t0) ⊂ Q1, we have
‖f‖BMO(Q1) := sup
0<r≤1
−
∫
Qr(x0,t0)
|f(x, t)− 〈f〉(x0,t0),r|dxdt <∞,
where 〈f〉(x0,t0),r := −
∫
Qr(x0,t0)
f(x, t)dxdt. For simplicity, when the point is the
origin, we denote 〈f〉r instead of 〈f〉(x0,t0),r.
In addition, for every Qr0(x0, t0) ⊂ Q1, we assume that
sup
Qr0(x0,t0)
|Aα,β(x, t) − A¯β(x0, t0)|+ ‖f‖BMO(Q1) ≤ ε2,
uniformly in α and β.
Finally, our last assumption concerns the smallness regime required to obtain
the C
2+γ,2+γ2
loc (Q1) regularity to solutions of (1).
A 6 (Smallness regime - estimates in C2+γ,
2+γ
2 ). Assume that
sup
(x,t)∈Qr
sup
α∈A
sup
β∈B
|Aα,β(x, t)− A¯β | ≤ ε3r
γ
where ε3 > 0 will be determined later. In addition we suppose f ≡ 0.
3 Estimates in Sobolev spaces
Throughout this section, we detail the proof of Theorem 1.1, namely, theW 2,1;p-
estimates to equation (2). First, we establish the same estimate for (1), i.e., the
PDE with no dependence on the gradient.
Proposition 3.1. Let d < p < q and u ∈ C(Q1) be a normalized viscosity
solution to (1). Assume A1-A3 hold true. Then, u ∈ W 2,1;ploc (Q1). Moreover,
there exists a universal constant C > 0 such that
‖u‖W 2,1;p(Q1/2) ≤ C
(
‖u‖L∞(Q1) + ‖f‖Lp(Q1)
)
.
We start with the following lemma.
Lemma 3.1 (A priori regularity inW 2,1;δloc (Q1)). Let u ∈ C(Q1) be a normalized
viscosity solution to (1). Assume A1-A2 are in force. Then, there exist some
δ > 0 and a universal constant C > 0 satisfying
|At(u,Q1) ∩K1| ≤ Ct
−δ.
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The Lemma 3.1 is a well-known result; we refer to [2] for the nonlinear
elliptic setting. In a parabolic context, it first appeared in [30]. Next, we prove
an approximation lemma that relates solutions to (1) to solutions of the Bellman
equation.
Proposition 3.2 (First approximation lemma). Let u ∈ C(Q1) be a normalized
viscosity solution to (1). Suppose that A1-A3 hold true. Then, given δ > 0,
there exists ε > 0, such that, if
|Aα,β(x, t)− A¯β(x, t)| + ‖f‖Lp(Q1) ≤ ε,
there exists h ∈W 2,1;q(Q3/4) satisfying
‖u− h‖L∞(Q3/4) ≤ δ.
Proof. Suppose the statement of the proposition is false. Then, there exists a
δ0 > 0 such that
‖u− h‖L∞(Q3/4) > δ0,
for every h ∈ W 2,1;q(Q3/4). Consider the sequences (A
n
α,β)n∈N, (fn)n∈N and
(un)n∈N such that
|Anα,β(x, t) − A¯β(x, t)|+ ‖fn‖Lp(Q3/4) ≤ 1/n,
and un solves
(un)t − sup
α∈A
inf
β∈B
[−Tr(Anα,β(x, t)D
2un(x, t))] = fn(x, t) in Q1. (3)
The regularity theory available for (3) implies that, through a subsequence if
necessary, un converges to a function u∞ in the Cγ,
γ
2 -topology; see [12], [17].
Now, by standard stability results of viscosity solutions, we have that
(u∞)t − inf
β∈B
[−Tr(A¯β(x, t)D
2u∞)] = 0;
see [6], [12]. From assumption A3 we have u∞ ∈ W 2,1;q(Q3/4). Finally, taking
h = u∞ we obtain a contradiction. This finishes the proof.
Now, we are able to establish a first level of improved decay rate. In the
sequel, Q is a parabolic domain such that Q8
√
d ⊂ Q.
Proposition 3.3. Let 0 < ρ < 1 and u ∈ C(Q) be a normalized viscosity
solution to (1) in Q8
√
d satisfying
−|x|2 − |t| ≤ u(x, t) ≤ |x|2 + |t| in Q \Q6
√
d.
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Assume that A1-A3 are satisfied and also
‖f‖Ld+1(Q8√d) ≤ ε.
Then, there exists M¯ > 1 such that
|GM¯ (u,Q) ∩K1| ≥ 1− ρ.
Proof. Consider the function h, δ-close to u, given by Proposition 3.2. Extend
h continuously to Q in such a way that
h = u in Q \Q7
√
d
and
‖u− h‖L∞(Q) = ‖u− h‖L∞(Q6√d).
By the maximum principle we obtain
‖u‖L∞(Q6√d) = ‖h‖L∞(Q6√d).
It follows that
‖u− h‖L∞(Q) ≤ 2
and
−2− |x|2 − |t| ≤ h(x, t) ≤ 2 + |x|2 + |t| in Q \Q6
√
d.
Therefore, there exists N > 1 for which Q1 ⊂ GN (h,Q).
Now, we introduce the auxiliary function
w :=
δ
2Cε
(u− h).
According to Lemma 3.1 applied to w ∈ S(λ,Λ, f) we have
|At(w,Q) ∩K1| ≤ Ct
−σ ∀ t > 0,
which leads to
|As(u − h,Q) ∩K1| ≤ Cε
σsσ ∀ s > 0.
Therefore
|GN (u− h,Q) ∩K1| ≥ 1− Cε
σs.
By choosing ε ≪ 1 sufficiently small, and taking M¯ ≡ 2N , we conclude the
proof.
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Proposition 3.4. Let 0 < ρ < 1 and u ∈ C(Q) be a normalized viscosity
solution to (1) in Q8
√
d. Assume A1-A3 are in force. In addition, suppose
‖f‖Ld+1(Q8√d) ≤ ε,
and G1(u,Q) ∩K3 6= ∅. Then
|GM (u,Q) ∩K1| ≥ 1− ρ,
with M as in Proposition 3.3.
Proof. Let (x1, t1) ∈ G1(u,Q)∩K3. It implies that there exists an affine function
L such that
−
|x− x1|2 + |t− t1|
2
≤ u(x, t)− L(x, t) ≤
|x− x1|2 + |t− t1|
2
in Q.
Now, we set
v :=
u− L
C
,
where C > 1 is such that ‖v‖L∞(Q8√d) ≤ 1 and
−|x|2 − |t| ≤ v(x, t) ≤ |x|2 + |t| in Q \Q6
√
d.
Notice that v solves
vt − sup
α∈A
inf
β∈B
(−tr(Aα,β(x, t)D
2v)) =
f
C
.
By Proposition 3.3, setting M := CM¯ , we have
|GM (u,Q) ∩K1| = |GCM¯ (u,Q) ∩K1| = |GM¯ (v,Q) ∩K1| ≥ 1− ρ.
The following result is an application of Lemma 2.1 and produces decay rates
for the sets AM ∩K1.
Proposition 3.5. Let 0 < ρ < 1 and u ∈ C(Q) be a normalized viscosity
solution to (1) in Q8
√
d. Extend f by zero outside of Q8
√
d. Suppose A1-A3
hold true. Denote
A := AMk+1(u,Q8
√
d) ∩K1
and
B :=
{
AMk(u,Q8
√
d) ∩K1
}
∪
{
(x, t) ∈ K1 : m(f
d+1)(x, t) ≥ (c1M
k)d+1
}
,
where c1 is a positive universal constant and M > 1 depends only on d. Then,
|A| ≤ ρ|B|.
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Proof. First, observe that
|u(x, t)| ≤ 1 ≤ |x|2 + |t| in Q8
√
d\Q6
√
d.
According to Proposition 3.3, we obtain
|GMk+1 (u,Q8
√
d) ∩K1| ≥ 1− ρ,
which implies
|A| = |AMk+1(u,Q8
√
d) ∩K1| ≤ ρ|K1|.
Now, consider any dyadic cube K := K1/2i of K1. Notice that
|AMk+1(u,Q8
√
d) ∩K| = |A ∩K| > ρ|K|. (4)
It remains to see that K˜ ⊂ B, where K˜ is the predecessor cube of K. We
proceed by a contradiction argument assuming that K˜ 6⊂ B. Let (x1, t1) such
that
(x1, t1) ∈ K˜ ∩GMk(u,Q8
√
d) (5)
and
m(fd+1)(x1, t1) ≤ (c1M
k)d+1. (6)
Define
v(x, t) :=
22i
Mk
u
(
x
2i
,
t
22i
)
.
Since Q8
√
d ⊂ Q2i·8
√
d, we have that v is a normalized viscosity solution to
vt − sup
α∈A
inf
β∈B
[−Tr(Aα,β(x, t)D
2v)] = f˜ in Q8
√
d,
where
f˜(x, t) :=
1
Mk
f
(
x
2i
,
t
22i
)
.
We have
‖f˜‖d+1
Ld+1(Q8
√
d)
=
2i(d+2)
Mk(d+1)
∫
Q8
√
d/2i
|f(x, t)|d+1dxdt ≤ c(d)cd+11 .
Now, by choosing c1 small enough in (6) we obtain
‖f˜‖Ld+1(Q8√d) ≤ ε.
Furthermore, the inequality (5) yields
G1(v,Q8
√
d/2i) ∩K3 6= ∅.
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From Proposition 3.4 we get
|GM (v,Q2i·8
√
d) ∩K1| ≥ (1 − ρ)
i.e.,
|GMk+1 (u,Q8
√
d) ∩K| ≥ (1− ρ)|K|,
which contradicts (4).
At this point we are ready to prove the Proposition 3.1.
Proof of Proposition 3.1. Define
αk := |AMk (u,Q8
√
d) ∩K1|
and
βk := |{(x, t) ∈ K1 : m(f
d+1)(x, t) ≥ (c1M
k)d+1}|.
From Proposition 3.5, we have that
αk+1 ≤ ρ(αk + βk).
Hence,
αk ≤ ρ
k +
k−1∑
i=1
ρk−iβi. (7)
Since f ∈ Lp(Q1), it follows that m(fd+1) ∈ Lp/(d+1)(Q1), and, for some
C > 0
‖m(fd+1)‖Lp/(d+1)(Q1) ≤ C‖f‖
d+1
Lp(Q1)
.
Therefore,
∞∑
k=0
Mpkβk ≤ C. (8)
By combining (7) and (8) and choosing ρ such that ρMp ≤ 1/2, we obtain
∞∑
k=1
Mpkαk ≤
∞∑
k=1
(ρMp)k +
∞∑
k=1
k−1∑
i=0
ρk−iMp(k−i)βiMpi
≤
∞∑
k=1
2−k +
( ∞∑
i=0
Mpiβi
) ∞∑
j=1
(ρMp)j


≤
∞∑
k=1
2−k + C
∞∑
j=1
2−j
≤ C.
This concludes the proof.
12
Finally, we detail the prove of Theorem 1.1.
Proof of Theorem 1.1. We split the proof in two steps.
Step 1
First, by a reduction argument, we see that it is enough to prove the result
in the context of Lp-viscosity solutions to (2).
Let u be a viscosity solution to (2). By [6, Proposition 3.2], u is parabolic
twice differentiable a.e. and its pointwise derivatives satisfy (2) in Q1. Define
g(x, t) := ut − sup
α∈A
inf
β∈B
[−Tr(Aα,β(x, t)D
2u)].
It is easy to see that
|g(x, t)| ≤ |f(x, t)|+ sup
α∈A
sup
β∈B
|bα,β(x, t)|,
hence g ∈ Lp(Q1). Because of [6, Proposition 4.1], we have that u is a Lp-
viscosity solution to
ut − sup
α∈A
inf
β∈B
[−Tr(Aα,β(x, t)D
2u)] = g(x, t) in Q1.
Step 2
Now, consider the equation
ut − sup
α∈A
inf
β∈B
[−Tr(Aα,β(x, t)D
2u)] = g(x, t) in Q1. (9)
Let gj ∈ C(Q1) ∩ L
p(Q1) and uj such that
‖gj − g‖Lp(Q1) → 0, as j →∞,
and
(uj)t − sup
α∈A
inf
β∈B
[−Tr(Aα,β(x, t)D
2uj)] = gj(x, t) in Q1.
By Proposition 3.1 we have that
‖uj‖W 2,1;p(Q1/2) ≤ C
(
‖uj‖L∞(Q1) + ‖gj‖Lp(Q1)
)
.
By using [6, Proposition 2.6] we obtain that uj → u¯ in CQ1 . Moreover, uj
converges weakly to u¯ in W 2,1;ploc (Q1). By stability results we have that u¯ is a
Lp-viscosity solution to (9). In addition,
‖u¯‖W 2,1;p(Q1/2) ≤ C
(
‖u¯‖L∞(Q1) + ‖g‖Lp(Q1)
)
.
Compatibility on the parabolic boundary and the maximum principle [6, Lemma
6.2] guarantee that u¯ = u. This finishes the proof.
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Remark 3.1. An important development concerning regularity of the solutions
in Sobolev spaces to fully nonlinear equations in the elliptic setting was pursuit
in [32]. In that paper, the author develops a global, up to the boundary, estimate
in W 2,p. We believe a similar line of arguments could be developed also in the
parabolic setting, leading to a global regularity also in the context of the Isaacs
model.
Remark 3.2. In [25], the author proves W 1,p-estimates in the elliptic context.
We expect that a parabolic counterpart to those results would be available in the
context of the present paper.
Remark 3.3. We believe that under further conditions on f , namely f ∈ BMO,
it would be possible to prove that D2u and ut are in BMO, locally. We refer to
[23] for the elliptic case.
4 Regularity in C1,Log-Lip spaces
This section is devoted to prove the parabolic C1,Log-Lip(Q1) interior regularity
estimates for solutions to (1). In order to prove our result, initially we establish
a second approximation lemma which unlocks the geometric argument.
Proposition 4.1 (Second approximation lemma). Let u ∈ C(Q1) be a viscosity
solution to (1). Assume A1 and A5 are in force. Given δ > 0, there exists ε2 > 0
such that we can find h ∈ C2+γ¯,
2+γ¯
2 (Q3/4), for some 0 < γ¯ < 1, satisfying{
ht − inf
β∈B
[−Tr(A¯β(0, 0)D
2h)] = 0 in Q3/4,
h = u on ∂Q3/4,
such that
‖u− h‖L∞(Q3/4) ≤ δ.
Furthermore, ‖h‖
C2+γ¯,
2+γ¯
2 (Q3/4)
≤ C, for some C > 0 a universal constant.
Proof. We prove this proposition by a contradiction argument. Suppose its
statement is false. Then, we can find δ0 > 0 and sequences (A
n
α,β)n∈N, (fn)n∈N
and (un)n∈N satisfying
(i) |Anα,β(x, t) − A¯β(0, 0)|+ ‖fn‖Lp(Q3/4) ≤ 1/n;
(ii) (un)t − sup
α∈A
inf
β∈B
[
−Tr(Anα,β(x, t)D
2un(x, t))
]
= fn(x, t);
however
‖u− h‖L∞(Q3/4) > δ0,
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for every h ∈ C2+γ¯,
2+γ¯
2 (Q3/4) and every γ¯ ∈ (0, 1).
Because of (ii), the sequence (un)n∈N is uniformly bounded in Cγ,
γ
2 , for some
γ ∈ (0, 1); see [12], [17]. Hence un converges to a function u∞ locally uniformly
in Q1. By standard stability results of viscosity solutions, we have that
(u∞)t − inf
β∈B
[−Tr(A¯β(0, 0)D
2u∞)] = 0;
see [6], [12]. Since the Bellman operator is convex, the Evans-Krylov’s regu-
larity theory assures that u∞ ∈ C2+γ¯,
2+γ¯
2 (Q3/4), for some γ¯ ∈ (0, 1) and that
‖u∞‖C2+γ¯,
2+γ¯
2 (Q3/4)
≤ C, with C > 0 a universal constant; see [13], [14] . Setting
h = u∞ we obtain a contradiction.
The Approximation Lemma provides a tangential path connecting the Bell-
man parabolic model with our problem of interest. The content of the next
Proposition is to ensure the existence of an approximating quadratic polyno-
mial, which is the key for the proof of C1,Log-Lip-estimates.
Proposition 4.2. Let u ∈ C(Q1) be a viscosity solution to (1). Assume A1
and A5 hold. Then, there exist 0 < ρ ≪ 1 and a sequence of second order
polynomials (Pn)n∈N of the form
Pn(x, t) := an + bn · x+ cn t+
1
2
xtdnx
satisfying:
cn − inf
β∈B
[
−Tr(A¯β(0, 0)dn)
]
= 〈f〉1,
sup
Qρn
|u(x, t)− Pn(x, t)| ≤ ρ
2n
and
|an−1−an|+ρn−1|bn−1−bn|+ρ2(n−1)(|cn−1−cn|+|dn−1−dn|) ≤ Cρ2(n−1), (10)
for every n ≥ 0.
Proof. First, observe that we may assume ‖u‖L∞(Q1) ≤ 1/2, by a reduction
argument. We argue by induction in n ≥ 0. For sake of simplicity we split the
proof in four steps.
Step 1
Define
P−1(x, t) = P0(x, t) =
1
2
xtQx,
15
where Q is such that
inf
β∈B
[−Tr(A¯β(0, 0)Q)] = 〈f〉1.
The case n = 0 is obviously satisfied. Suppose the induction hypotheses
have been established for n = 1, . . . , k, for some k ∈ N. Let us show that the
case n = k + 1 also holds true. Define an auxiliary function vk : Q1 → R as
vk(x, t) :=
(u− Pk)(ρkx, ρ2kt)
ρ2k
.
Observe that vk solves the equation
(vk)t −
(
sup
α∈A
inf
β∈B
[
−Tr(Aα,β(ρ
kx, ρ2kt)(D2vk + dk))
]
− ck
)
= fk(x, t) in Q1
where fk(x, t) = f(ρ
kx, ρ2kt).
Step 2
By induction hypothesis we conclude that |vk| ≤ 1. Also, from the assump-
tion A5, notice that
|Aα,β(ρ
kx, ρ2kt)− A¯β(0, 0)| ≤ ε2.
Moreover,
−
∫
Qr
|fk(x, t)− 〈fk〉r|dxdt =
1
|Qrρk |
∫
Q
rρk
|f(y, s)− 〈f〉rρk |dyds
≤ sup
0<r≤1
−
∫
Qr
|f(x, t)− 〈f〉r|dxdt
= ‖f‖BMO(Q1)
≤ ε2.
Now, observe that, if we have v ∈ C(Q1) a viscosity solution to
vt − inf
β∈B
[
−Tr(A¯β(0, 0)D
2v)
]
= 0,
from the Evans-Krylov’s parabolic regularity theory we obtain that v ∈ C
2+γ¯, 2+γ¯2
loc (Q1),
for some γ¯ ∈ (0, 1); see [13], [14]. Furthermore, the following estimate holds
‖v‖
C2+γ¯,
2+γ¯
2 (Q1/2)
≤ C1,
with C1 > 0 a universal constant.
However, from the induction hypothesis, we have
ck − inf
β∈B
[
−Tr(A¯β(0, 0)dk)
]
= 〈f〉1.
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Therefore, it follows that solutions to
vt + ck − inf
β∈B
[
−Tr(A¯β(0, 0)(D
2v + dk))
]
= 〈f〉1
are of class C
2+γ¯, 2+γ¯2
loc (Q1), for some γ¯ ∈ (0, 1), with estimate
‖v‖
C2+γ¯,
2+γ¯
2 (Q1/2)
≤ C = C(〈f〉1, C1).
Indeed, if we define the operator
G(M) := inf
β∈B
[
−Tr(A¯β(0, 0)(M + dk))
]
− inf
β∈B
[
−Tr(A¯β(0, 0)dk)
]
,
we obtain that v solves
vt −G(D
2v) = vt + ck − inf
β∈B
[
−Tr(A¯β(0, 0)(D
2v + dk))
]
− ck + inf
β∈B
[
−Tr(A¯β(0, 0)dk)
]
= 〈f〉1 − 〈f〉1
= 0.
Moreover, since the Bellman operator is uniformly elliptic and convex, it follows
that G : S(d)→ R is also a uniformly elliptic and convex operator.
Step 3
As a consequence of Step 2, we have that Proposition 4.1 holds true for vk.
Hence, we can find a function h ∈ C
2+γ¯, 2+γ¯2
loc (Q1), for some γ¯ ∈ (0, 1), satisfying
ht + ck − inf
β∈B
[−Tr(A¯β(0, 0)(D
2h+ dk))] = 〈f〉1 in Q1, (11)
such that
sup
Qρ
|vk(x, t)− h(x, t)| ≤ δ
for given δ > 0 which we choose below.
Define
P¯ (x, t) := h(0, 0) +Dh(0, 0) · x+ ht(0, 0) t+
1
2
xtD2h(0, 0)x.
Then, since h ∈ C
2+γ¯, 2+γ¯2
loc (Q1), we have that
|D2h(0, 0)|+ |ht(0, 0)|+ |Dh(0, 0)|+ |h(0, 0)| ≤ C (12)
and
sup
Qρ
|h(x, t)− P¯ (x, t)| ≤ Cρ2+γ¯ .
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Therefore, from the triangular inequality, it follows that
sup
Qρ
|vk(x, t)− P¯ (x, t)| ≤ sup
Qρ
|vk(x, t) − h(x, t)|+ sup
Qρ
|h(x, t)− P¯ (x, t)|
≤ δ + Cρ2+γ¯ .
In the sequel, we make the following universal choices
δ :=
ρ2
2
and ρ :=
(
1
2C
)1/γ¯
to obtain
sup
Qρ
|vk(x, t)− P¯ (x, t)| ≤ ρ
2. (13)
Setting
Pk+1(x, t) := Pk(x, t) + ρ
2kP¯ (ρ−kx, ρ−2kt)
we can conclude from (13)
sup
Q
ρk+1
|u(x, t)− Pk+1(x, t)| ≤ ρ
2(k+1).
Note that by choosing ρ, we fix δ which determines the value of ε2.
Step 4
From the definition of Pk+1 we have that ck+1 = ck + ht(0, 0) and dk+1 =
dk +D
2h(0, 0); therefore from (11), we have
ck+1 − inf
β∈B
[−Tr(A¯β(0, 0)dk+1)] = 〈f〉1.
To conclude the (k + 1)-th step of the induction, note that, since ak+1 =
ak + ρ
2kh(0, 0) and bk+1 = bk + ρ
kDh(0, 0), from (12) we conclude that
|ak+1 − ak|+ ρ
k|bk+1 − bk|+ ρ
2k(|ck+1 − ck|+ |dk+1 − dk|) ≤ Cρ
2k.
The proof of the proposition is now complete.
Finally, we are able to prove the Theorem 1.2 which we describe in details
below.
Proof of the Theorem 1.2. Without loss of generality, consider (x0, t0) = (0, 0).
First, it follows from (10) that the sequences (an)n∈N and (bn)n∈N are convergent
sequences to u(0, 0) and Du(0, 0), respectively. Moreover,
|an − u(0, 0)| ≤ Cρ
2n and |bn −Du(0, 0)| ≤ Cρ
n.
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Furthermore, the estimate in (10) yields
|cn| ≤
n∑
j=1
|cj − cj−1| ≤ Cn
and
|dn| ≤
n∑
j=1
|dj − dj−1| ≤ Cn.
Given 0 < r < ρ, let n ∈ N be the first integer such that (x, t) ∈ Qρn(y, s) \
Qρn+1(y, s). Hence, we estimate from the previous computations
sup
Qr
|u(x, t)− [u(0, 0) +Du(0, 0) · x]|
≤ sup
Qρn
|u(x, t)− P (x, t)|+ sup
Qρn
|P (x, t)− [u(0, 0) +Du(0, 0) · x]|
≤ ρ2n + |an − u(0, 0)|+ ρ
n|bn −Du(0, 0)|+ ρ
2n(|cn|+ |dn|)
≤ C0r2 ln r−1,
where C0 = −
2C
ρ2 ln ρ > 0 and the result follows.
Remark 4.1. In general, one of the important facts concerning the study of
CLog-Lip regularity lies on the following: assume u ∈ CLog-Lip(Ω) and let γ ∈
(0, 1). Notice that
lim
s→0+
−s1−γ ln s = 0.
Thus,
s1−γ ln(1/s) ≤ C = C(γ), for s < 1/2.
It implies that
|u(x)− u(y)| ≤ C|x− y| ln
1
|x− y|
≤ C(γ)|x− y|γ .
Hence u ∈ Cγ(Ω). Therefore, once regularity in CLog-Lip is available, it is possible
to conclude that u ∈ Cγ, for every γ ∈ (0, 1). However, functions in CLog-Lip
spaces may not be Lipschitz continuous. In fact, the Lipschitz logarithmical
modulus of continuity ω(s) := s ln(1/s) is not a Lipschitz continuous function.
5 Regularity in C2+γ,
2+γ
2 spaces
In this last section, we state and prove the local regularity in C2+γ,
2+γ
2 (Q1). As
in the previous section, this is achieved through approximation methods. We
start with the proof of a third approximation lemma.
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Proposition 5.1 (Third approximation lemma). Let u ∈ C(Q1) be a viscosity
solution to (1). Assume A1 and A6 are in force. Given δ > 0, there exists ε2 > 0
such that we can find h ∈ C2+γ¯,
2+γ¯
2 (Q3/4), for some 0 < γ¯ < 1, satisfying{
ht − inf
β∈B
[−Tr(A¯βD
2h)] = 0 in Q3/4,
h = u on ∂Q3/4,
such that
‖u− h‖L∞(Q3/4) ≤ δ.
Moreover, ‖h‖C2+γ¯,
2+γ¯
2 (Q3/4)
≤ C, where C > 0 is a universal constant.
Proof. As in Proposition 4.1, the proof is based on a contradiction argument.
Suppose that there exists δ0 > 0 for which the thesis of the statement is not
true. Hence, there exist sequences (Anα,β)n∈N and (un)n∈N satisfying
(i) |Anα,β(x, t) − A¯β | ≤ 1/n;
(ii) (un)t − sup
α∈A
inf
β∈B
[
−Tr(Anα,β(x, t)D
2un)
]
= 0;
however
‖u− h‖L∞(Q3/4) > δ0,
for every h ∈ C2+γ¯,
2+γ¯
2 (Q3/4) and every γ¯ ∈ (0, 1).
By [17], observe that the sequence (un)n∈N is uniformly bounded in Cγ,
γ
2 ,
for some γ ∈ (0, 1). This implies that un converges to a function u∞ locally
uniformly in Q1. Stability results of viscosity solutions assure that
(u∞)t − inf
β∈B
[−Tr(A¯βD
2u∞)] = 0;
[6], [12]. Because of the fact that the Bellman operator is convex, from the
Evans-Krylov’s parabolic regularity theory, we obtain u∞ ∈ C2+γ¯,
2+γ¯
2 (Q3/4),
for some γ¯ ∈ (0, 1) with estimate ‖u∞‖C2+γ¯,
2+γ¯
2 (Q3/4)
≤ C, where C > 0 is a
universal constant. Setting h = u∞ we get a contradiction.
In the next Proposition we prove the existence of a sequence of second order
polynomials which approximates viscosity solutions to (1).
Proposition 5.2. Let u ∈ C(B1) be a viscosity solution to (1). Assume A1 and
A6 hold. There exists a sequence of polynomials (Pn)n∈N of the form
Pn(x, t) := an + bn · x+ cn t+
1
2
xtdn x
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such that
sup
Qρn
|u(x, t)− Pn(x, t)| ≤ ρ
n(2+γ) (14)
for some 0 < γ < 1, and
cn − inf
β∈B
(−Tr(A¯βdn)) = 0,
for every n ≥ 0, where
|an − an−1|+ ρ
n−1|bn − bn−1|+ ρ
2(n−1)(|cn − cn−1|+ |dn − dn−1|) ≤ Cρ
(n−1)(2+γ) (15)
and the constants C > 0 and 0 < ρ << 1 are universal.
Proof. Without loss of generality, we assume that ‖u‖L∞(Q1) ≤ 1. As in the
Proposition 4.2, we prove this statement by induction in n ≥ 0. Let us split the
proof in four steps.
Step 1
Let us define
P−1(x, t) ≡ P0(x, t) ≡ 0.
Hence, the case n = 0 is obvious. Suppose the case n = k has been verified, for
some k ∈ N. Let us prove the statement for the case n = k + 1. For that, we
introduce the auxiliary function
vk(x, t) :=
(u− Pk)(ρkx, ρ2kt)
ρk(2+γ)
in Q1
which solves the equation
(vk)t −
1
ρkγ
(
sup
α∈A
inf
β∈B
[−Tr(Aα,β(ρ
kx, ρ2kt)(ρkγD2vk + dk))]− ck
)
= 0.
Step 2
In order to approximate vk by a suitable function h ∈ C
2+γ¯, 2+γ¯2
loc (Q1), set
Mk := ρ
kγM + dk.
From the assumption A6, it follows that∣∣∣∣sup
α∈A
inf
β∈B
[−Tr(Aα,β(ρ
kx, ρ2kt)Mk)]− inf
β∈B
[−Tr(A¯βMk)]
∣∣∣∣
≤ sup
α∈A
sup
β∈B
∣∣Tr[(Aα,β(ρkx, ρ2kt)− A¯β)Mk]∣∣
≤ sup
(x,t)∈Q1
sup
α∈A
sup
β∈B
|Aα,β(ρ
kx, ρ2kt)− A¯β |‖ρ
kγM + dk‖
≤ C˜(d)ε3ρ
γk(‖ρkγM + dk‖)
≤ C˜(d)ε3ρ
γk(‖M‖+ ‖dk‖).
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From the induction hypothesis and the universal choice of ρ, we compute
‖dk‖ ≤
k∑
i=1
Cρ(i−1)γ ≤
C(1− ρ(k−1)γ)
1− ργ
≤
C
1− ργ
≤ C0.
Then, we find that
1
ργk
∣∣∣∣sup
α∈A
inf
β∈B
[−Tr(Aα,β(ρ
kx, ρ2kt)Mk)]− inf
β∈B
[−Tr(A¯βMk)]
∣∣∣∣
≤ C0C˜(d)ε3(1 + ‖M‖).
(16)
Similarly as in Proposition 5.1, combining the estimate in (16) and standard
stability results, given δ > 0, there exists ε3 = ε3(δ) that ensures the existence
of h ∈ C(Q3/4) satisfying the equation{
ht −
1
ρkγ
inf
β∈B
[−Tr(A¯β(ρ
kγD2h+ dk))− ck] = 0 in Q3/4,
h = vk on ∂Q3/4,
(17)
such that
‖vk − h‖L∞(Q8/9) ≤ δ.
Now, let us prove that h ∈ C
2+γ¯, 2+γ¯2
loc (Q1). In fact, first observe that we can
rewrite the equation in (17) in the following way
ht − inf
β∈B
[
−Tr
(
A¯β
(
D2h+
dk
ρkγ
))
−
ck
ρkγ
]
= 0. (18)
Because of the Evans-Krylov’s parabolic regularity theory, we know that
viscosity solutions to
ht − inf
β∈B
[−Tr(A¯βD
2v)] = 0 in Q3/4
are locally of class C2+γ¯,
2+γ¯
2 (Q3/4), for some γ¯ ∈ (0, 1), with estimate
‖v‖
C2+γ¯,
2+γ¯
2 (Q1/2)
≤ C,
for some universal positive constant C.
Moreover, from the induction hypothesis we have
ck
ρkγ
− inf
β∈B
[
−Tr
(
A¯β
dk
ρkγ
)]
=
1
ρkγ
[
ck − inf
β∈B
[−Tr(A¯βdk)]
]
= 0.
Therefore, viscosity solutions to
vt − inf
β∈B
[
−Tr
(
A¯β
(
D2v +
dk
ρkγ
))
−
ck
ρkγ
]
= 0
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are of class C2+γ¯,
2+γ¯
2 (Q3/4) locally, for some γ¯ ∈ (0, 1), with estimate
‖v‖C2+γ¯,
2+γ¯
2 (Q1/2)
≤ C,
with C > 0 a universal constant. Combining this fact with (18), we obtain
h ∈ C
2+γ¯, 2+γ¯2
loc (Q1), for some 0 < γ¯ < 1, such that ‖h‖C2+γ¯,
2+γ¯
2 (Q1/2)
≤ C.
Hence,
sup
Qρ
∣∣∣∣h(x, t) −
[
h(0, 0) +Dh(0, 0) · x+ ht(0, 0)t+
1
2
xtD2h(0, 0)x
]∣∣∣∣ ≤ Cρ2+γ¯ .
Step 3
Setting
P¯ (x, t) = h(0, 0) +Dh(0, 0) · x+ ht(0, 0) t+
1
2
xtD2h(0, 0)x,
from the triangular inequality we have
sup
Qρ
|u(x, t)− P¯ (x, t)| ≤ sup
Qρ
|u(x, t)− h(x, t)|+ sup
Qρ
|h(x, t) − P¯ (x, t)|
≤ δ + Cρ2+γ¯ .
For 0 < γ < γ¯ fixed, we make the universal choices
ρ :=
(
1
2C
) 1
γ¯−γ
and δ :=
ρ2+γ
2
to obtain
sup
Qρ
|vk(x, t)− P¯ (x, t)| ≤ ρ
2+γ . (19)
Observe that the universal choice of δ determines ε3.
Step 4
Set
Pk+1(x, t) := Pk(x, t) + ρ
k(2+γ)P¯ (ρ−kx, ρ−2kt).
The estimate in (19) and the definition of Pk+1 lead to
sup
Q
ρk+1
|u(x, t)− Pk+1(x, t)| ≤ ρ
(k+1)(2+γ).
Furthermore, since ck+1 = ck + ρ
kγht(0, 0) and dk+1 = dk + ρ
kγD2h(0, 0),
from (17) we obtain that
ck+1 − inf
β∈B
(−Tr(A¯β dk+1)) = 0.
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Because of the C2+γ¯,
2+γ¯
2 -estimates for h we have that
|h(0, 0)|+ |Dh(0, 0)|+ |ht(0, 0)|+ |D
2(0, 0)| ≤ C,
for some universal positive constant C. Hence, from the definition of Pk+1, we
can conclude
|ak+1 − ak|+ ρ
k|bk+1 − bk|+ ρ
2k(|ck+1 − ck|+ |dk+1 − dk|) ≤ Cρ
k(2+γ).
The proof is now complete.
In what follows, we prove the C2+γ,
2+γ
2 interior regularity theorem.
Proof of the Theorem 1.3. By a change of variables, we can prove the result at
the origin. From the Proposition 5.2, we can find a sequence of polynomials
(Pn)n∈N of the form
Pn(x, t) := an + bn · x+ cn t+
1
2
xtdnx
satisfying the estimates (14) and (15). Because of (15) the sequences (an)n∈N,
(bn)n∈N, (cn)n∈N and (dn)n∈N are Cauchy sequences and, moreover, we obtain
the following estimates:
|an − u(0, 0)| ≤ Cρ
n(2+γ) ; |bn −Du(0, 0)| ≤ Cρ
n(1+γ)
|cn − ut(0, 0)| ≤ Cρ
nγ and |dn −D
2u(0, 0)| ≤ Cρnγ .
It implies that an → u(0, 0), bn → Du(0, 0), cn → ut(0, 0) and dn → D
2u(0, 0)
as n→∞.
To conclude the proof, given 0 < ρ < r, take the first integer n ∈ N satisfying
rn+1 < ρ ≤ rn. Therefore, we can estimate
sup
Qρ
∣∣∣∣u(x, t)− [u(0, 0) +Du(0, 0) · x+ ut(0, 0) t+ 12xtD2u(0, 0)x]
∣∣∣∣
≤ sup
Qrn
|u(x, t)− Pn(x, t)| + sup
Qrn
|an − u(0, 0)|+ sup
Qrn
|bn −Du(0, 0)||x|
+sup
Qrn
|cn − ut(0, 0)||t|+
1
2
sup
Qrn
|dn −D
2u(0, 0)||x|2
≤
C
r
r(n+1)(1+γ)
≤ Cρ1+γ .
Then, the proof of the theorem follows.
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