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Abstract. This article presents a P0 finite element method for boundary value problems for
linear elasticity equations. The new method makes use of piecewise constant approximating functions
on the boundary of each polytopal element, and is devised by simplifying and modifying the weak
Galerkin finite element method based on P1/P0 approximations for the displacement. This new
scheme includes a tangential stability term on top of the simplified weak Galerkin to ensure the
necessary stability due to the rigid motion. The new method involves a small number of unknowns
on each element; it is user-friendly in computer implementation; and the element stiffness matrix can
be easily computed for general polytopal elements. The numerical method is of second order accurate,
locking-free in the nearly incompressible limit, ease polytopal partitions in practical computation.
Error estimates in H1, L2, and some negative norms are established for the corresponding numerical
displacement. Numerical results are reported for several 2D and 3D test problems, including the
classical benchmark Cook’s membrane problem in two dimensions as well as some three dimensional
problems involving shear loaded phenomenon. The numerical results show clearly the simplicity,
stability, accuracy, and the efficiency of the new method.
Key words. Linear elasticity, simplified WG, weak Galerkin, error estimate, polytopal parti-
tions.
AMS subject classifications. Primary, 65N30, 65N15; Secondary, 35J50
1. Introduction. In this paper, we are concerned with the development of new
and robust finite element methods for boundary value problems of linear elasticity
equations with general polytopal finite element partitions. The kinematic model of
linear elasticity seeks a displacement vector field u satisfying
−∇ · σ(u) = f in Ω,(1.1)
u = g on ΓD,(1.2)
σn = % on ΓN ,(1.3)
where Ω is a bounded polytopal domain in Rd (d ≥ 2) with boundary Γ = ∂Ω =
ΓD
⋃
ΓN . Assume the Dirichlet boundary ΓD has positive measure in Rd−1 and
ΓN = Γ/ΓD. σ(u) is the symmetric Cauchy stress tensor. For linear, homogenous,
and isotropic materials, the Cauchy stress tensor is given by
σ(u) = 2µε(u) + λ(∇ · u)I,(1.4)
where ε(u) = 12 (∇u+∇uT ) is the linear strain tensor, µ and λ are the Lame´ constants.
For linear plane strain, the Lame´ constants are given by
λ =
Eν
(1 + ν)(1− 2ν) , µ =
E
2(1 + ν)
,(1.5)
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2where E is Young’s modulus and ν is Poisson ratio.
For the linear elasticity problem, numerical methods may experience “locking”
in that when the Poisson ratio ν is close to 12 (i.e., when the material is nearly
incompressible), poor convergence or no convergence in the displacements may be
observed for the corresponding numerical solutions. Locking occurs because for the
limit case of ν = 12 , the exact displacement of the elasticity problem must satisfy the
equation ∇ ·u = 0. A common approach of designing locking-free numerical schemes
involves the inf-sup condition of Babus˘ka [3] and Brezzi [7] for the approximating
functions for a reformulated elasticity problem which seeks u ∈ [H1(Ω)]d and p ∈
L2(Ω) such that u = g on ΓD and (2µε(u) + pI)n = % on ΓN , and satisfying
−∇ · (2µε(u))−∇p = f , in Ω,(1.6)
∇ · u− λ−1p = 0, in Ω.(1.7)
The system (1.6)-(1.7) is a generalized Stokes problem (see [8, 13, 1] and the references
cited therein) in which p = λ∇·u acts as a pseudo-pressure. It is clear that any finite
elements that are stable for the Stokes problem would provide a locking-free scheme
for the linear elasticity problem, but at the cost of solving a saddle-point problem
with an additional variable p.
“Locking” is a subtle issue when conforming finite elements are employed to ap-
proximate the linear elasticity equation. In 1983, no locking was shown to be possible
for the p-version of the finite element method on smooth domains, see Vogelius [24].
Scott and Vogelius [21] showed that locking is absence for polynomials of degree k ≥ 4
on triangular partitions. On the other hand, it was shown in [4] by Babusˇka and Suri
that, for conforming finite element methods, locking cannot be avoided on quadrilat-
eral meshes for any polynomial of degree k ≥ 1.
In discontinuous finite element methods, it was shown in [16] by Hansbo and
Larson that the numerical solutions from a discontinuous Galerkin is locking-free for
any values of k ≥ 1, see also [30] for the case of k = 1. Di Pietro and Nicaise [11]
devised a locking-free discontinuous Galerkin scheme for composite materials featuring
quasi-incompressible and compressible sections. In [2], a Mixed-Enhanced Strain finite
element method was developed within the context of the mixed formulation (in terms
of u and p) for nearly incompressible linear elasticity problems. In [12], a virtual
element method was developed for three-dimensional linear elasticity problems on
arbitrary polyhedral meshes. In [15, 23], linear elasticity equations were studied by
using HDG methods. In [25], the authors developed a locking-free weak Galerkin
finite element method for the linear elasticity equation by using Pk/P` elements (i.e.,
Pk on each element and P` on the element boundary) where ` = k − 1 or k for k > 1
and ` = k for k = 1. In [22], a locking-free face-centred finite volume method was
proposed for linear elastostatics based on a mixed hybrid formulation as a system of
first-order equations. In the realm of discontinuous finite element methods, “locking”
is no longer a difficult issue to resolve for linear elasticity equations.
The main objective of this paper is to push the boundaries of the weak Galerkin
finite element method [25] when the P1/P0 element is employed for the displacement
variable. This is a case that was not included in the stability and convergence theory
developed in [25], as one of the key assumptions targeted for the rigid motion is not
satisfied by the P1/P0 element. But our extensive numerical experiments suggest
that the P1/P0 element has a superb convergence performance on true polygonal or
polyhedral elements (i.e., non-triangular elements in 2D or non-tetrahedral elements
in 3D). The goal of this study is to establish a mathematical theory for the P1/P0
3weak Galerkin finite element method for the linear elasticity problem (1.1)-(1.3).
The main steps behind this study are as follows. First of all, we shall derive a
simplified weak Galerkin method by eliminating the unknowns associated with the
interior of each element, which shall be accomplished by following the framework
developed in [17, 18] for the second order elliptic and the Stokes equations. The
resulting numerical scheme involves only piecewise constant functions on the element
boundaries. This simplified WG method is further stabilized by using a ‘tangential
derivative’ term (see (2.13) for details) so that the modified scheme becomes to be
stable and accurate on arbitrary polytopal partitions.
Our main contribution of this work is on the development of a stable and locking-
free finite element method by using very minimal number of unknowns for the dis-
placement variable. The number of unknowns is given by the number of edges or faces
in the corresponding polygonal (2D) or polyhedral (3D) finite element partitions. The
numerical displacement is shown to be convergent at the order of O(h2) in L2 and
O(h) in H1. This mathematical convergence theory is further validated by some nu-
merical experiments. We would like to emphasize that for true polytopal partitions,
the tangential derivative stabilizer can be absent from the numerical scheme, yielding
a robust and accurate numerical method for the linear elasticity equation with P0
approximating functions.
The remaining of this paper is organised as follows. In Section 2, we shall present
the P0 finite element method for the linear elasticity problem in the mixed formulation.
In Section 3, we give an explicit form for the element stiffness matrices of our method.
In Section 4, we shall describe an equivalent formulation for the P0 finite element
method in the primitive variable u only. Section 5 is devoted to a discussion of the
stability and solvability of the new method. In Section 6, we shall prepare ourselves for
error estimates by deriving some identities. Section 7 is devoted to the establishment
of an error estimate in a discrete H1-norm. In Section 8, we shall use the duality
argument to derive an error estimate in the L2 and some negative norms for the
displacement variable. In Section 9, we shall derive some inequalities useful for error
analysis. Finally, in Section 10, numerical results are reported to demonstrate the
accuracy and locking-free nature of the new method.
Throughout the paper, we follow the usual notation for Sobolev spaces and norms.
For any open bounded domainD ⊂ Rd (d-dimensional Euclidean space) with Lipschitz
continuous boundary, we use ‖ · ‖s,D and | · |s,D to denote the norm and seminorm in
the Sobolev space Hs(D) for any s ≥ 0, respectively. The inner product in Hs(D) is
denoted by (·, ·)s,D. The space H0(D) coincides with L2(D), for which the norm and
the inner product are denoted by ‖ · ‖D and (·, ·)D, respectively. When D = Ω, we
shall drop the subscript D in the norm and inner product notation.
2. Numerical algorithm based on the mixed formulation. The variational
formulation of the mixed form for the linear elasticity problem (1.6)-(1.7) seeks u ∈
[H1(Ω)]d and p ∈ L2(Ω) such that u|ΓD = g and satisfying
2(µε(u), ε(v)) + (∇ · v, p) = (f ,v) + 〈%,v〉ΓN , ∀ v ∈ [H10,ΓD (Ω)]d,(2.1)
(∇ · u, q)− (λ−1p, q) = 0, ∀ q ∈ L2(Ω),(2.2)
where H10,ΓD (Ω) is the closed subspace of H
1(Ω) with vanishing boundary value on
ΓD.
For simplicity, we consider the case of 2D domains. Assume that the domain Ω is
of polygonal type and is partitioned into non-overlapping polygons Th = {T} that are
4(a) 2D Non-convex polygonal element (b) 3D polyhedral element
Fig. 2.1. Illustrative polygonal/polyhedral elements.
shape regular (e.g. Figure 2.1(a)). For each T ∈ Th, denote by hT its diameter and by
N the number of edges. For each edge ei, i = 1, . . . , N , denote by Mi the midpoint
and ni the outward normal direction of ei (see Fig. 2.1 for an illustration). The
meshsize of Th is defined as h = maxT∈Th hT . Denote by W (T ) the space of piecewise
constant functions on ∂T . The global finite element space Wh(Th) is constructed by
patching together all the local elements W (T ) through a single value on each interior
edge. The subspace of Wh(Th) consisting of functions with vanishing boundary value
on ΓD is denoted as W
0
h (Th). Moreover, we denote by RM(T ) the space of rigid
motions on each element T ∈ Th, given by
RM(T ) = {a+ ηx : a ∈ Rd, η ∈ so(d)},(2.3)
where x is the position vector on T and so(d) is the space of skew-symmetric d × d
matrices.
Let vb ∈ W (T ) be a piecewise constant function defined on the boundary of T ,
i.e.,
vb|ei = vb,i,
with vb,i being a constant. The weak gradient of vb on T is defined as a vector on T
such that
(2.4) ∇wvb := 1|T |
N∑
i=1
vb,i|ei|ni,
where |ei| is the length of the edge ei and |T | is the area of the element T . It is not
hard to see that the weak gradient ∇wvb satisfies the following equation:
(2.5) (∇wvb,φ)T = 〈vb,φ · n〉∂T
for all constant vector φ. Here and in what follows of the paper, 〈·, ·〉∂T stands for
the usual inner product in L2(∂T ).
We use the conventional notation of Pj(T ) for the space of polynomials of degree
j ≥ 0 on T . For each vb ∈W (T ), we associate it with a linear extension in T , denoted
5as s(vb) ∈ P1(T ), satisfying
(2.6)
N∑
i=1
(s(vb)(Mi)− vb,i)φ(Mi)|ei| = 0, ∀ φ ∈ P1(T ).
It is easy to see that s(vb) is well defined by (2.6), and its computation is local and
straightforward. In fact, s(vb) can be viewed as an extension of vb from ∂T to T
through a least-squares fitting with respect to a discrete L2(T ) norm.
On each element T ∈ Th, we introduce the following bilinear form:
ST (ub, vb) := h
−1
N∑
i=1
(s(ub)(Mi)− ub,i)(s(vb)(Mi)− vb,i)|ei|
= h−1〈Q(0)b s(ub)− ub, Q(0)b s(vb)− vb〉∂T ,
(2.7)
for ub, vb ∈ W (T ), where Q(0)b is the L2 projection operator onto W (T ). The weak
gradient and the local stabilizer defined in (2.4) and (2.7) can be extended naturally to
vector-valued functions. For example, in the two dimensional space, such an extension
would imply
∇wub :=
[∇wub
∇wvb
]
,(2.8)
ST (ub,wb) := ST (ub, wb) + ST (vb, zb)(2.9)
for ub =
[
ub
vb
]
∈ [W (T )]2 and wb =
[
wb
zb
]
∈ [W (T )]2. Using the weak gradient
definition, we may define the weak strain tensor as follows:
εw(ub) =
1
2
(∇wub +∇wuTb ).(2.10)
Analogously, the weak stress tensor is given by
σw(ub) = 2µεw(ub) + λ(∇w · u)I.(2.11)
Let us introduce the following bilinear forms:
a(ub,vb) = 2(µεw(ub), εw(vb)) + S(ub,vb),
b(vb, q) = (∇w · vb, q),
d(p, q) = λ−1(p, q),
where ub, vb ∈ [Wh(Th)]2 and p, q ∈ P0(Th), and
(µεw(ub), εw(vb)) =
∑
T∈Th
(µεw(ub), εw(vb))T ,(2.12)
S(ub,vb) =
∑
T∈Th
ST (ub,vb)T + κ
∑
e∈Eh
hγe 〈[∇w,τub]e, [∇w,τvb]e〉e,(2.13)
(∇w · vb, q) =
∑
T∈Th
(∇w · vb, q)T .(2.14)
Here and in the rest of the paper, κ ≥ 0 is a prescribed stabilization parameter, γ = 1
on interior edge e and γ = 2 on boundary edge e, ∇w,τub = ∇wub ·τ is the tangential
6component of the weak gradient ∇wub with τ being the tangential direction of the
edge e, and [·]e represents the jump on edge e. When e is on the domain boundary,
the jump term [∇w,τub]e is simply given by (∇w,τub)|e.
The P0 finite element method for the elasticity equation (2.1)-(2.2) seeks ub ∈
[Wh(Th)]2, p ∈ P0(Th) satisfying ub|Γd = Q(0)b g and the following equations
(2.15)

a(ub,vb) + b(vb, p) = (f , s(vb)) + 〈%,vb〉ΓN
b(ub, q)− d(p, q) = 0
for all vb ∈ [W 0h (Th)]2 and q ∈ P0(Th).
Remark 2.1. The numerical scheme (2.15) can be extended to 3D domains with
polyhedral partitions. The finite element space will involve piecewise constants on the
face of each element; a sample polyhedral element is illustrated in Fig. 2.1(b). Details
are left to interested readers as an exercise.
3. Computation of element stiffness matrices. The finite elmenet scheme
(2.15) is user-friendly in computer implementation. In this section, we shall present
a formula for the computation of the element stiffness matrix and the element load
vector on general 2D polygonal elements. We note that the 3D extension of the
element stiffness matrices is straightforward.
Observe that, for κ = 0, the scheme (2.15) involves no jump term for the weak
tangential derivative of the approximating functions so that the corresponding element
stiffness matrices are easier to compute than the general case of κ > 0. For κ > 0, the
scheme involves the term
∑
e∈Eh h
γ
e 〈[∇w,τub], [∇w,τvb]〉e which consists of the jump
of the tangential derivative on each edge and hence involves two elements in the local
stiffness matrix. Thus, it is effectively a ‘two-element stiffness matrix’ which shall
be called ‘edge stiffness matrix’. In practical computation, the above two types of
stiffness matrices must be each computed and assembled in the implementation of the
numerical scheme.
Fig. 3.1. A 2D non-convex polygonal element
Denote by Xub , Xvb and P the vector representation of ub, vb and ph given by
(3.1) Xub =

ub,1
ub,2
...
ub,N
 , Xvb =

vb,1
vb,2
...
vb,N
 , and P = [ph].
7Here ub,i, vb,i, 1≤i≤N are the values of ub, vb at the midpoint Mi of edge ei, and P
is the value of the numerical pseudo-pressure ph at the center of T . Subsection 3.1
is devoted to the computation of the element stiffness matrix for scheme (2.15) with
κ = 0, and Subsection 3.2 shall detail the computation of the ‘edge stiffness matrix’
for the term
∑
e∈Eh h
γ
e 〈[∇w,τub], [∇w,τvb]〉e.
3.1. Element stiffness matrix and element load vector with κ = 0. We
have the following theorem for the element stiffness matrix and the load vector for
scheme (2.15) with κ = 0:
Theorem 3.1. The element stiffness matrix and the element load vector for the
SWG scheme (2.15) when κ = 0 are given in a block matrix form as follows:
(3.2)
− µ|T |Q2 ⊗Q2 +A B
µ
|T |Q2 ⊗Q1 Q1
µ
|T |Q1 ⊗Q2 −
µ
|T |Q1 ⊗Q1 +A B Q2
Qt1 Q
t
2
−|T |
λ

XubXvb
P
 ∼=
F1F2
0
+
G1G2
0
 ,
where the block components in (3.2) can be computed explicitly as follows:
A B = A+B,
A = {ai,j}N×N = h−1(E − EM(M tEM)−1M tE),
B = {bi,j}N×N , bi,j = 2µni · nj |ei||ej ||T | ,
D = {di,j}3×N = (M tEM)−1M tE,
Q1 =
{
nx,i|ei|
}
N×1, Q2 =
{
ny,i|ei|
}
N×1,
F1 = {f (1)i }N×1, f (1)i =
∫
T
f (1)(x, y)(d1,i + d2,i(x− xT ) + d3,i(y − yT ))dT,
F2 = {f (2)i }N×1, f (2)i =
∫
T
f (2)(x, y)(d1,i + d2,i(x− xT ) + d3,i(y − yT ))dT,
G1 = {g(1)i }N×1, g(1)i =
∫
ei
g(1)(x, y)δΓNdS,
G2 = {g(2)i }N×1, g(2)i =
∫
ei
g(2)(x, y)δΓNdS,
Here Qt1 and Q
t
2 stands for the transpose of Q1 and Q2, respectively. The matrices
M and E are given by
M =

1 x1 − xT y1 − yT
1 x2 − xT y2 − yT
...
...
...
1 xN − xT yN − yT

N×3
, E =

|e1|
|e2|
. . .
|eN |

N×N
,
where MT = (xT , yT ) is any point on the plane (e.g., the center of T as a specific
case), (xi, yi) is the midpoint of ei, |ei| is the length of edge ei, ni is the outward
normal vector on ei, and |T | is the area of the element T .
Proof. The element stiffness matrix on T ∈ Th consists of four matrices corre-
sponding to the following forms:
a(ub,vb)T , b(vb, p)T , b(ub, q)T , and d(p, q)T .
8Since the stiffness matrices for b(vb, p)T , b(ub, q)T , d(p, q)T and the load vector
(f , s(vb)) have been fully discussed in [19], we shall focus only on the computation of
the stiffness matrix corresponding to a(ub,vb)T in this paper. From the definition of
the bilinear form a(ub,vb)T for κ = 0, we have:
(3.3) a(ub,vb)T = ST (ub,vb) + 2(µεw(ub), εw(vb))T .
On each element T ∈ Th, it is not hard to check the following identity:
(2µεw(ub), εw(vb))T
=(2µεw(ub),∇wvb)T
=(µ(∇wub +∇wutb),∇wvb)T
=(2µ∇wub,∇wvb)T − (µ(∇wub −∇wutb),∇wvb)T
=(2µ∇wub,∇wvb)T − (µ∇w × ub,∇w × vb)T ,
(3.4)
where the weak curl of ub on T is defined as
∇w × ub = − 1|T |
N∑
i=1
ub,i × ni|ei| = 1|T |
N∑
i=1
(ub,iny,i − vb,inx,i)|ei|.(3.5)
Note that the weak curl ∇wvb satisfies the following equation:
(3.6) (∇w × vb,φ)T = −〈vb × n,φ〉∂T
for all constant vector φ.
From ST (ub,wb) := ST (ub, wb) + ST (vb, zb), the element stiffness matrix corre-
sponding to the bilinear form ST (ub, wb) is given by
(3.7) A = {ai,j}Ni,j=1 := κh−1(E − EM(M tEM)−1M tE),
and so is the one for the bilinear form ST (vb, zb). Moreover, the element stiffness
matrix corresponding to (2µ∇wu,∇ww) is given by
(3.8) B := {bi,j}Ni,j=1, bi,j = 2µni · nj
|ei||ej |
|T | .
Readers are referred to [19] for a detailed derivation of (3.7)-(3.8).
Next, from (3.5) and the equality (3.6), we have
(µ∇w × ub,∇w × vb)T(3.9)
= (µ
1
|T |
N∑
i=1
ub,i × ni|ei|, 1|T |
N∑
j=1
vb,j × nj |ej |)T
= (µ
1
|T |
N∑
i=1
(ub,iny,i − vb,inx,i)|ei|, 1|T |
N∑
j=1
(wb,jny,j − zb,jnx,j)|ej |)T
=
[
zb,j wb,j
] [ai,j bi,j
ci,j di,j
] [
vb,i
ub,i
]
=
[
wb,j zb,j
] [di,j ci,j
bi,j ai,j
] [
ub,i
vb,i
]
,
with
ai,j = (µnx,i, nx,j)T
|ei||ej |
|T |2 , bi,j = −(µny,i, nx,j)T
|ei||ej |
|T |2 ,
ci,j = −(µnx,i, ny,j)T |ei||ej ||T |2 , di,j = (µny,i, ny,j)T
|ei||ej |
|T |2 , 1 ≤ i, j ≤ N.
9Thus, the corresponding element stiffness matrix corresponding to (µ∇w×u,∇w×v)
is given by C :=
[
di,j ci,j
bi,j ai,j
]
. Note that the matrix {ai,j} is in fact given by Q1⊗Q1,
and similarly for other terms in C. Thus, the element stiffness matrix corresponding
to a(ub,vb)T takes the following form:
(3.10) P1 =
−
µ
|T |Q2 ⊗Q2 +A+B
µ
|T |Q2 ⊗Q1
µ
|T |Q1 ⊗Q2 −
µ
|T |Q1 ⊗Q1 +A+B
 ,
with Q1 =
{
nx,i|ei|
}
N×1 and Q2 =
{
ny,i|ei|
}
N×1.
Fig. 3.2. Two adjacent polygonal elements with a common edge
3.2. Edge stiffness matrix for hγe 〈[∇w,τub], [∇w,τvb]〉e. For any interior edge
e of the partition Th, there exist two adjacent elements that share e in common (see
Figure 3.2). Observe that the stabilization term hγe 〈[∇w,τub], [∇w,τvb]〉e involves the
jump of the weak tangential derivative between the two adjacent elements denoted by
TR and TL. Thus, the corresponding stiffness matrix, called the edge stiffness matrix,
shall include the degrees of freedom from both elements. Denote by XRub , X
R
vb
and PR
(respectively XLub , X
L
vb
, PL) the vector representation of ub, vb and ph on the element
TR (respectively TL) defined as in the equation (3.1).
Theorem 3.2. The edge stiffness matrix for the term hγe 〈[∇w,τub], [∇w,τvb]〉e
in the SWG scheme (2.15) has the following representation as a block matrix:
(3.11) hγe |e|


Q
Q



XRub
XLub
XRvb
XLvb
 ,
where the block matrix Q is given by
(3.12) Q=[QR1 −QL1 ]
[
QR1
−QL1
]
+ [QR2 −QL2 ]
[
QR2
−QL2
]
,
10
with
QR1 = τx{qi}N×1, qi = |ei,R|nx,iR ,
QR2 = τy{qi}N×1, qi = |ei,R|ny,iR ,
and
QL1 = τx{qi}N×1, qi = |ei,L|nx,iL ,
QL2 = τy{qi}N×1, qi = |ei,L|ny,iL .
Proof. For any interior edge e of the partition Th, we have
hγe 〈[∇w,τub], [∇w,τvb]〉e
= hγe 〈(∇w,τubTL −∇w,τubTR ,∇w,τvbTL −∇w,τvbTR)〉e
= hγe 〈
[∇wub · τ
∇wvb · τ
]
TL
−
[∇wub · τ
∇wvb · τ
]
TR
,
[∇wwb · τ
∇wzb · τ
]
TL
−
[∇wwb · τ
∇wzb · τ
]
TR
〉
= hγe 〈

1
|TR|
NR∑
iR=1
ub,iRniR · τ
1
|TR|
NR∑
iR=1
vb,iRniR · τ
−

1
|TL|
NL∑
iL=1
ub,iLniL · τ
1
|TL|
NL∑
iL=1
vb,iLniL · τ
 ,

1
|TR|
NR∑
iR=1
wb,iRniR · τ
1
|TR|
NR∑
iR=1
zb,iRniR · τ
−

1
|TL|
NL∑
iL=1
wb,iLniL · τ
1
|TL|
NL∑
iL=1
zb,iLniL · τ
〉(3.13)
= hγe |e|
[
W Z
] 

Q
Q
 [UTV T
]
,
where U =
[
ub,iR , ub,iL
]
, V =
[
vb,iR , vb,iL
]
, W =
[
wb,jR , wb,jL
]
, and Z =[
zb,jR , zb,jL
]
. This completes the derivation of the matrix representation (3.11)
and (3.12). Note that the degree of freedom on the common edge e was treated as
independent local variables in the matrix formula (3.11) and (3.12); the shared na-
ture of the edge unknown can be easily taken care of in the matrix assembling process
through a local-to-global map of the local variables.
4. An equivalent algorithm based on the primal formulation. A weak
formulation for (1.1)-(1.3) in the primal form is given by seeking u ∈ [H1(Ω)]d satis-
fying u = g on ΓD such that
2(µε(u), ε(v)) + (λ∇ · u,∇ · v) = (f ,v) + 〈%,v〉ΓN , ∀ v ∈ [H10,ΓD (Ω)]d.(4.1)
The primitive P0 finite element method for the (1.1)-(1.3) seeks ub ∈ [Wh(Th)]d with
ub = Q
(0)
b (g) on ΓD such that
as(ub,vb) = (f , s(vb)) + 〈%,vb〉ΓN , ∀ vb ∈ [W 0h (Th)]d,(4.2)
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where the bilinear form is given by
as(ub,vb) = S(ub,vb) +
∑
T∈Th
2(µεw(ub), εw(vb))T + (λ∇w · ub,∇w · vb)T .
Lemma 4.1. The P0 finite element algorithms (4.2) and (2.15) are equivalent in
the sense that the solution ub from the two algorithms are identical to each other.
Proof. Assume that u˜b and p˜h solves (2.15). Note that the second equation of
(2.15) can be rewritten as
(∇w · u˜b, q)− λ−1(p˜h, q) = 0, ∀q ∈ P0(Th).(4.3)
Since ∇w · u˜b ∈ P0(Th), then p˜h can be solved as
p˜h = λ∇w · u˜b.(4.4)
Substituting (4.4) into the first equation of (2.15) yields exactly the same equation
as (4.2). From the solution uniqueness, the solution u˜h of (2.15) is then identical to
the numerical solution of the Algorithm (4.2).
The reformulation of the elasticity problem as a generalized Stokes system with
nonzero divergence constraint may lead to numerical approximations that are locking-
free as λ → ∞, provided that some necessary stability conditions are satisfied. In
Section 5, we shall establish these stability conditions for the mixed weak Galerkin
algorithm (2.15) so that the Algorithm (4.2) is locking-free from the equivalence of
(2.15) and the primal formulation (4.2).
5. Stability and well-posedness. This section is devoted to a stability analysis
for the mixed weak Galerkin finite element method (2.15) by establishing an inf-
sup condition necessary in the theory of Babus˘ka [3] and Brezzi [7] for saddle-point
problems. The result provides a locking-free convergence for the numerical scheme
(4.2) for the linear elasticity problem in the displacement formulation.
In the finite element space [Wh(Th)]d, we introduce the following semi-norm:
(5.1) |||ub|||2 =
∑
T∈Th
‖εw(ub)‖2T + h−1T ‖Q(0)b s(ub)− ub‖2∂T +
∑
e∈Eh
hγe [∇w,τub]2e.
Lemma 5.1. The semi-norm ||| · |||, as defined in (5.1), is a norm in the linear
subspace [W 0h (Th)]d.
Proof. We shall only verify the positivity property for ||| · |||. To this end, assume
|||ub||| = 0 for some ub ∈ [W 0h (Th)]d. It follows that
εw(ub) = 0, in T,(5.2)
Q
(0)
b s(ub)− ub = 0, on ∂T,(5.3)
[∇w,τub]
∣∣
e
= 0, on each edge e ⊂ ∂T .(5.4)
From (5.3), we have (s(ub)(Mi)− ub,i)|ei| = 0 at each edge center. Thus
∇s(ub) = 1|T |
N∑
i=1
s(ub)(Mi)⊗ ni|ei| = 1|T |
N∑
i=1
ub,i ⊗ ni|ei| = ∇wub,(5.5)
∇τ s(ub) = 1|T |
N∑
i=1
|ei|s(ub)(Mi)⊗ ni · τ = 1|T |
N∑
i=1
|ei|ub,i ⊗ ni · τ = ∇w,τub,(5.6)
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where x⊗y = {xiyj}2×2 for any two vectors x = (x1, x2) and y = (y1, y2) in 2D. That
is ∇s(ub) = ∇wub, which gives εw(s(ub)) = εw(ub) = 0 so that s(ub) ∈ RM(T ) ⊂
[P1(T )]
d. Also from s(ub)(Mi) = ub,i and [∇τ s(ub)] = [∇w,τub] = 0 on each edge,
we see that s(ub) is continuous across each edge of the partition Th and s(ub)
∣∣
ΓD
= 0.
For any interior edge e ∈ Eh, let T1 and T2 be the two elements that share e in
common. As s(ub) ∈ RM(T ), it follows that s(ub)
∣∣
T1
and s(ub)
∣∣
T2
have the following
representation:
s(ub)
∣∣
T1
= a+ ηx,(5.7)
s(ub)
∣∣
T2
= b+ ξx,(5.8)
where a, b ∈ Rd and η, ξ ∈ Rd×d are skew-symmetric. We claim that the following
holds true:
(5.9) a = b, η = ξ.
If so, then we have s(ub) ∈ RM(Ω) and s(ub)
∣∣
ΓD
= 0. It follows that s(ub) ≡ 0 in Ω,
and so does ub ≡ 0.
To verify (5.9), consider the case of d = 2 for simplicity of presentation. From
the representation (5.7)-(5.8) we obtain
∇τ s(ub)T1 −∇τ s(ub)T2 = ∇τ
[
ax + η2y
ay − η2x
]
−∇τ
[
bx + ξ2y
by − ξ2x
]
=
[
η2τy
−η2τx
]
−
[
ξ2τy,
−ξ2τx
]
,
where τ = (τx, τy)
t is the unit tangent direction of the edge e, and
η =
[
0 η2
−η2 0
]
, ξ =
[
0 ξ2
−ξ2 0
]
are two skew-symmetric matrices in 2D. It follows that η2 = ξ2, which together with
s(ub)
∣∣
T1∩e = s(ub)
∣∣
T2∩e leads to ax = bx and ay = by. This completes (5.9) and
furthermore the proof of the lemma.
Lemma 5.2. There exist positive constants α1 and α2 such that
α1|||ub|||2 ≤ a(ub,ub) ≤ α2|||ub|||2, ∀ ub ∈ [W 0h (Th)]2.(5.10)
Proof. By definition, we have
a(ub,ub) = 2(µεw(ub), εw(ub)) + S(ub,ub)
=
∑
T∈Th
2µ‖εw(ub)‖2T + h−1T ‖Q(0)b s(ub)− ub‖2∂T + κ
∑
e∈Eh
hγe‖[∇w,τub]‖2e.
Since µ and κ are bounded from below and above, it is not hard to see that (5.10) is
verified for all ub ∈ [W 0h (Th)]2.
Lemma 5.3. There exists a constant β > 0 such that
sup
ub∈[W 0h(Th)]2,ub 6=0
b(ub, q)
|||ub||| ≥ β‖q‖0, ∀ q ∈ P0(Th).(5.11)
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Proof. Consider the following auxiliary problem:
(5.12)
{ ∇ ·ϕ = q, in Ω,
ϕ = 0, on ΓD.
The problem (5.12) has a solution ϕ ∈ [H10,ΓD (Ω)]d. By setting ub = vq := Q
(0)
b ϕ, we
arrive at
b(ub, q) =
∑
T∈Th
(∇w · vq, q)T =
∑
T∈Th
(∇w · (Q(0)b ϕ), q)T
=
∑
T∈Th
〈Q(0)b ϕ · n, q〉∂T =
∑
T∈Th
〈ϕ · n, q〉∂T
=
∑
T∈Th
(∇ ·ϕ, q)T = ‖q‖20.
Furthermore, it is not hard to see that there exist a constant C0 such that
|||vq||| ≤ C0‖q‖0.(5.13)
In fact, by definition
|||vq|||2 =
∑
T∈Th
‖εw(vq)‖2T + h−1T ‖Q(0)b s(vq)− vq‖2∂T +
∑
e∈Eh
hγe‖[∇w,τvq]‖2e,(5.14)
and the following estimates hold true:∑
T∈Th
‖εw(vq)‖2T =
∑
T∈Th
‖1
2
(∇wvq +∇wvTq )‖2T
≤ C
∑
T∈Th
‖∇wvq‖2T ≤ C
∑
T∈Th
‖∇wQ(0)b ϕ‖2T
≤ C
∑
T∈Th
‖Q(0)h ∇ϕ‖2T ≤ C
∑
T∈Th
‖∇ϕ‖2T
≤ C‖q‖0, by the regularity assumption for (5.12),(5.15)
‖Q(0)b s(vq)− vq‖2∂T = 〈Q(0)b s(Q(0)b ϕ)−Q(0)b ϕ, Q(0)b s(Q(0)b ϕ)−Q(0)b ϕ〉∂T
= 〈Q(0)b s(Q(0)b ϕ)−Q(0)b ϕ, Q(0)b Q(1)h ϕ−Q(0)b ϕ〉∂T
≤ ‖Q(0)b s(Q(0)b ϕ)−Q(0)b ϕ‖∂T ‖Q(0)b Q(1)h ϕ−Q(0)b ϕ‖∂T ,
which gives
‖Q(0)b s(vq)− vq‖2∂T ≤ ‖Q(0)b (Q(1)h ϕ)−Q(0)b ϕ‖2∂T
≤ ‖Q(1)h ϕ−ϕ‖2∂T
≤ C1(h−1‖Q(1)h ϕ−ϕ‖2T + h‖∇(Q(1)h ϕ−ϕ)‖2T )
≤ C2h‖ϕ‖21,T ,
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so that
h−1
∑
T∈Th
‖Q(0)b s(vq)− vq‖2∂T ≤ C3‖ϕ‖1 ≤ C3‖q‖0.(5.16)
Moreover, we have ∑
e∈Eh
hγe‖[∇w,τvq]‖2e ≤
∑
T∈Th
∑
e∈T
hγe‖[∇w,τvq]‖2e
≤ C
∑
T∈Th
‖∇w,τvq‖2T
≤ C‖∇wvq‖2 ≤ C‖q‖20,(5.17)
By combining the estimates (5.15), (5.16), and (5.17), we arrive at |||vq||| ≤ C0‖q‖0.
Hence
sup
ub∈[W 0h(Th)]2,ub 6=0
b(ub, q)
|||ub||| ≥
b(vq, q)
|||vq||| =
‖q‖20
|||vq||| ≥ C
−1
0 ‖q‖0,(5.18)
which gives the desired inf-sup condition.
Theorem 5.4. The numerical scheme (4.2) has one and only one solution for
any positive stabilization parameter κ > 0.
Proof. Since the number of equations equals the number of unknowns in (4.2), it
suffices to prove the solution uniqueness or to show that the homogeneous problems
has only trivial solution. To this end, let ub ∈ [W 0h (Th)]d be the solution of the
numerical scheme (4.2) with homogeneous data f = 0, g = 0, and % = 0. By taking
vb = ub we arrive at∑
T∈Th
(µεw(ub), εw(ub))T +
∑
T∈Th
(λ∇w · ub,∇w · ub) + κS(ub,ub) = 0,(5.19)
which leads to |||ub||| = 0 and furthermore to ub ≡ 0 by using Lemma 5.1. This
completes the proof of the theorem.
6. Preparation for error estimates. For any given integer k ≥ 0, let Pk(Th)
be the space of piecewise polynomials of degree k. Denote by Q(k)h the L2 projection
operator onto Pk(Th), [Pk(Th)]d, or [Pk(Th)]d×d wherever appropriate in the specific
context. Recall that Q
(0)
b is the L
2 projection operator onto either the finite element
space Wh(Th) or [Wh(Th)]d, as appropriate.
Lemma 6.1. For any v ∈ [H1(Ω)]d, the following identities hold true for the
projection operators Q
(0)
b and Q
(k)
h :
∇w · (Q(0)b v) = Q(0)h (∇ · v),(6.1)
∇w(Q(0)b v) = Q(0)h (∇v),(6.2)
∇w × (Q(0)b v) = Q(0)h (∇× v).(6.3)
Consequently, one has
εw(Q
(0)
b v) = Q
(0)
h ε(v).(6.4)
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Proof. For any v ∈ [H1(Ω)]d, we have
(∇wQ(0)b v, q)T = 〈Q(0)b v, q · n〉∂T(6.5)
= 〈v, q · n〉∂T
= (∇v, q)T
= (Q(0)h (∇v), q)T ,
for all q ∈ [P0(Th)]d×d, which implies ∇wQ(0)b v = Q(0)h (∇v). The identities (6.2) and
(6.3) can be verified through a similar approach, and the details are omitted.
Lemma 6.2. Assume that (w; ρ) ∈ [H1+(Ω)]d×H1(Ω),  > 12 , and σ = 2µε(w)+
ρI satisfies the following equation
−∇ · σ = η, in Ω.(6.6)
Then we have
2(µεw(Q
(0)
b w), εw(vb))h + (∇w · vb,Q(0)h ρ)h
=(η, s(vb)) + θw,ρ(vb) + ζw,ρ(vb),
(6.7)
for all vb ∈ [W 0h (Th)]d, where θw,ρ and ζw,ρ are two functionals in the linear space
[Wh(Th)]d given by
θw,ρ(vb) =
∑
T∈Th
〈s(vb)− vb, (σ −Q(0)h σ)n〉∂T ,(6.8)
ζw,ρ(vb) = 〈vb,σn〉ΓN .(6.9)
Proof. For any T ∈ Th, from (6.4) and the integration by parts, we have
2(µεw(Q
(0)
b w), εw(vb))T
= 2(µQ(0)h ε(w), εw(vb))T
= 2〈vb, µQ(0)h ε(w)n〉∂T
= 2〈vb, µQ(0)h ε(w)n〉∂T + 2(µ∇s(vb), ε(w))T − 2(µ∇s(vb), ε(w))T(6.10)
= 2〈vb, µQ(0)h ε(w)n〉∂T + 2(∇s(vb), µε(w))T − 2(∇s(vb), µQ(0)h ε(w))T
= 2〈vb, µQ(0)h ε(w)n〉∂T + 2(∇s(vb), µε(w))T − 2〈s(vb), µQ(0)h ε(w)n〉∂T
= 2(∇s(vb), µε(w))T − 2〈s(vb)− vb, µQ(0)h ε(w)n〉∂T .
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Next, by the definition of the weak divergence, the integration by parts, and the fact
that
∑
T∈Th
〈vb, ρn〉∂T = 〈vb, ρn〉ΓN , we have
(∇w · vb,Q(0)h ρ)h =
∑
T∈Th
(∇w · vb,Q(0)h ρ)T
=
∑
T∈Th
〈vb, (Q(0)h ρ)n〉∂T
=
∑
T∈Th
[
(∇ · s(vb),Q(0)h ρ)T − (∇ · s(vb),Q(0)h ρ)T + 〈vb, (Q(0)h ρ)n〉∂T
]
=
∑
T∈Th
[
(∇ · s(vb), ρ)T − 〈s(vb), (Q(0)h ρ)n)∂T + 〈vb, (Q(0)h ρ)n〉∂T
]
=
∑
T∈Th
[
−(s(vb),∇ρ)T + 〈s(vb), ρn〉∂T − 〈s(vb)− vb, (Q(0)h ρ)n〉∂T
]
=
∑
T∈Th
[
−(s(vb),∇ρ)T + 〈s(vb)− vb, ρn〉∂T − 〈s(vb)− vb, (Q(0)h ρ)n〉∂T
]
+〈vb, ρn〉ΓN
= −(s(vb),∇ρ) +
∑
T∈Th
〈s(vb)− vb, (ρ−Q(0)h ρ)n〉∂T + 〈vb, ρn〉ΓN ,
which leads to
(s(vb),∇ρ) = −(∇w · vb,Q(0)h ρ)h + 〈vb, ρn〉ΓN(6.11)
+
∑
T∈Th
〈s(vb)− vb, (ρ−Q(0)h ρ)n〉∂T .
Now by testing (6.6) with s(vb) we arrive at
−2(∇ · (µε(w)), s(vb))− (∇ρ, s(vb)) = (η, s(vb)).
From the integration by parts, the above equation can be rewritten as∑
T∈Th
{(2µε(w),∇s(vb))T − 〈µε(w)n, s(vb)〉∂T } − (∇ρ, s(vb)) = (η, s(vb)).(6.12)
Substituting equation (6.10) and (6.11) into (6.12) yields
2
∑
T∈Th
{
(µεw(Q
(0)
b w), εw(vb))T + 〈s(vb)− vb, µQ(0)h ε(w)n〉∂T − 〈µε(w)n, s(vb)〉∂T
}
+(∇w · vb,Q(0)h ρ)h −
∑
T∈Th
〈s(vb)− vb, (ρ−Q(0)h ρ)n〉∂T − 〈vb, ρn〉ΓN = (η, s(vb)),
which implies
2
∑
T∈Th
{
(µεw(Q
(0)
b w), εw(vb))T + 〈s(vb)− vb, µ(Q(0)h ε(w)− ε(w))n〉∂T − 〈µε(w)n,vb〉∂T
}
+(∇w · vb,Q(0)h ρ)h −
∑
T∈Th
〈s(vb)− vb, (ρ−Q(0)h ρ)n〉∂T − 〈vb, ρn〉ΓN = (η, s(vb)).
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Using the boundary condition vb = 0 on ΓD, we obtain
2(µεw(Q
(0)
b w), εw(vb))h + (∇w · vb,Q(0)h ρ)h
=
∑
T∈Th
{
2〈vb − s(vb), µ(Q(0)h ε(w)− ε(w))n〉∂T + 〈s(vb)− vb, (ρ−Q(0)h ρ)n〉∂T
}
+〈vb, (2µε(w) + ρI)n〉ΓN + (η, s(vb)),
which is precisely the equation (6.7). This completes the proof.
7. An error estimate in H1. Let (ub; ph) ∈ [Wh(Th)]d × P0(Th) be the nu-
merical approximation of the linear elasticity problem (1.1)-(1.3) arising from (2.15).
The corresponding error functions eh and ξh are given by
eh = Q
(0)
b u− ub, ξh = Q(0)h p− ph,(7.1)
where (u; p) is the exact solution of the variational problem (2.1)-(2.2). It is clear
that eh ∈ [W 0h (Th)]d and ξh ∈ P0(Th).
Lemma 7.1. The error functions eh and ξh defined in (7.1) satisfy the following
error equations
a(eh,vb) + b(vb, ξh) = ϕu,p(vb), ∀vb ∈W 0h (Th),(7.2)
b(eh, q)− d(ξh, q) = 0, ∀q ∈ P0(Th),(7.3)
where
ϕu,p(vb) = S(Q
(0)
b u,vb) + θu,p(vb).(7.4)
Proof. Observe that the exact solution (u; p) satisfies the equation (6.6) with
η = f . Thus from Lemma 6.2, we have
2(µε(Q
(0)
b u), εw(vb))h + (∇w · vb,Q(0)h p)h = (f, s(vb)) + θu,p(vb) + ζu,p(vb)(7.5)
for any vb ∈W 0h (Th), which leads to
a(Q
(0)
b u,vb) + b(vb,Q
(0)
h p)(7.6)
= (f, s(vb)) + θu,p(vb) + ζu,p(vb) + S(Q
(0)
b u,vb).
Note that the boundary condition (1.3) implies σn = % on ΓN . Thus, by subtracting
the first equation of (2.15) from (7.6) we arrive at the equation (7.2).
To derive (7.3), from (6.1) we have for any q ∈ P0(Th)
(∇w · (Q(0)b u), q)− λ−1(Q(0)h p, q)
= (Q(0)h (∇ · u), q)− λ−1(Q(0)h p, q)
= (∇ · u, q)− λ−1(p, q)
= 0.
(7.7)
The difference of (7.7) and the second equation of (2.15) yields (7.3).
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The following theorem is concerned with an error estimate for the weak Galerkin
finite element approximation (ub; ph).
Theorem 7.2. Let (u; p) ∈ [H2(Ω)]d×H1(Ω) be the solution of (1.1)-(1.3), and
(ub; ph) ∈ [Wh(Th)]d×P0(Th) be the solution of the SWG scheme (2.15), respectively.
Then, the following error estimate holds true
|||Q(0)b u− ub|||+ (1 + λ−
1
2 )‖Q(0)h p− ph‖0 ≤ Ch(‖u‖2 + ‖σ‖1 + hs−1‖σ‖s,∂Ω),(7.8)
where C is a generic constant independent of (u; p), s ∈ [0, 1] is arbitrary as long as
the solution has the corresponding regularity, and σ = 2µε(u) + pI. Consequently,
the following error estimates holds true
|||u− ub|||+ (1 + λ− 12 )‖p− ph‖0 ≤ Ch(‖u‖2 + ‖σ‖1 + hs−1‖σ‖s,∂Ω).(7.9)
Proof. By choosing vb = eh and q = ξh in (7.2), we have
a(eh, eh) + λ
−1‖ξh‖2 = ϕu,p(eh).(7.10)
Using Lemma 9.3 for the term ϕu,p(eh) we arrive at
a(eh, eh) + λ
−1‖ξh‖2 ≤ C(h‖σ‖1 + hs‖σ‖s,∂Ω)|||eh|||,(7.11)
where σ = 2µε(u) + pI. Next, from Lemma 5.2 and the above estimate we obtain
α1|||eh|||+ λ−1‖ξh‖2 ≤ C(h‖σ‖1 + hs‖σ‖s,∂Ω)|||eh|||.(7.12)
To derive an error estimate for the pseudo-pressure p in a λ-independent norm,
we use the inf-sup condition 5.3 to obtain
β‖ξh‖0 ≤ sup
vb∈[W 0h(Th)]d,vb 6=0
b(vb, ξh)
|||vb||| .(7.13)
From the error equation 7.2 we have
b(vb, ξh) = −a(eh,vb) + ϕu,p(vb), ∀ vb ∈ [W 0h (Th)]d.(7.14)
Thus, from Lemma 5.2, the error estimate (7.12), and Lemma 9.3 we have
|b(vb, ξh)| = α2|||eh||||||vb|||+ |ϕu,p(vb)|
≤ C(h‖u‖2 + h‖σ‖1 + hs‖σ‖s,∂Ω)|||vb|||.
Substituting the above estimate into (7.13) yields
‖ξh‖0 ≤ C(h‖u‖2 + h‖σ‖1 + hs‖σ‖s,∂Ω).(7.15)
Combining (7.12) with (7.15) gives rise to the error estimate (7.8). Finally, (7.9)
stems from the usual triangle inequality, the estimate (7.8), and the error estimate
for the L2 projections.
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8. Error estimates in negative norms. For any given vector-valued function
η, consider the auxiliary problem of seeking ψ ∈ [H1(Ω)]d and ζ ∈ L2(Ω) satisfying
−∇ · (2µε(ψ) + ζI) = η, in Ω,(8.1)
∇ ·ψ − λ−1ζ = 0, in Ω,(8.2)
ψ = 0, on ΓD.(8.3)
(2µε(ψ) + ζI)n = 0, on ΓN .(8.4)
Assume that the dual problem (8.1)-(8.4) has the [H2+(Ω)]d×H1+(Ω)-regularity in
the sense that the solution (ψ; ζ) ∈ [H2+(Ω)]d ×H1+(Ω) and satisfies the following
a priori estimate:
‖ψ‖2+ + ‖ζ‖1+ ≤ C‖η‖,(8.5)
with some  ∈ [0, 12 ], see [10] for details.
Theorem 8.1. Assume that the solution of (1.6)-(1.7) is sufficiently smooth
such that (u; p) ∈ [H2(Ω)]d × H1(Ω). Let (uh; ph) ∈ [Wh(Th)]d × P0(Th) be the
finite element solution arising from (2.15). Under the regularity assumption (8.5)
and s = + 12 ∈ [ 12 , 1], there exists a constant C such that
‖s(Q(0)b u)− s(ub)‖− ≤Ch2(‖u‖2 + ‖%‖1,ΓN ) + Ch1+s‖σ(u, p)‖1
+ Ch2s‖σ(u, p)‖s,∂Ω.
(8.6)
Proof. Let (ψ; ζ) be the solution of (8.1)-(8.4) with η ∈ [H(Ω)]d. It follows from
Lemma 6.2, namely the identity (6.7), that
2(µεw(Q
(0)
b ψ), εw(vb))h + (∇w · vb,Q(0)h ζ)h = (η, s(vb)) + θψ,ζ(vb),(8.7)
for any vb ∈ [W 0h (Th)]d. By choosing vb = e = Q(0)b u− ub in 8.7, we obtain
(s(e),η) = a(Q
(0)
b ψ, e) + b(e,Q
(0)
h ζ)− ϕψ,ζ(e),(8.8)
where
ϕψ,ζ(e) = s(Q
(0)
b ψ, e) + θψ,ζ(e).(8.9)
From the error equation (7.3) we have
b(e,Q(0)h ζ)− d(Q(0)h ζ, ξ) = 0.(8.10)
Next, from equation (6.1) and (8.2), we have
b(Q
(0)
b ψ, ξ) =
∑
T∈Th
(∇w ·Q(0)b ψ, ξ)T =
∑
T∈Th
(Q(0)h (∇ ·ψ), ξ)T
=
∑
T∈Th
(Q(0)h λ
−1ζ, ξ)T = d(Q(0)h ζ, ξ).
Substituting the above into (8.10) yields
b(e,Q(0)h ζ) = b(Q
(0)
b ψ, ξ).(8.11)
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Combining the last equation with (8.7), we obtain
(s(e),η) = a(Q
(0)
b ψ, e) + b(Q
(0)
b ψ, ξ)− ϕψ,ζ(e),(8.12)
which, together with the error equation (7.2), leads to
(s(e),η) = ϕu,p(Q
(0)
b ψ)− ϕψ,ζ(e).(8.13)
The rest of the proof will be devoted to an analysis for the two terms on the right-hand
side of (8.13).
The following are two useful estimates in our mathematical analysis. For any
vb ∈ [W (T )]d, we have
‖Q(0)b s(vb)− vb‖∂T ≤ ‖Q(0)b ϕ− vb‖∂T , ∀ϕ ∈ [P1(T )]d,(8.14)
‖s(vb)‖∂T ≤ C‖vb‖∂T ,(8.15)
The inequality (8.14) is a direct consequence of the definition of s(vb) as the projection
of vb into the space of linear functions with respect to the norm ‖·‖∂T . The inequality
(8.15) can be derived by using an equivalent form of ‖s(vb)‖∂T arising from the edge
midpoints Mi.
Recall that the term ϕu,p(Q
(0)
b ψ) is given by
ϕu,p(Q
(0)
b ψ) = S(u, Q
(0)
b ψ) + θu,p(Q
(0)
b ψ),
which can be estimated as follows:
(1) For the stability term S(u, Q
(0)
b ψ), we have
|S(u, Q(0)b ψ)| ≤ |S1(u, Q(0)b ψ)|+ κ|S2(u, Q(0)b ψ)|.
For S1(u, Q
(0)
b ψ), from the orthogonality property of the extension operator s(·) we
have
|S1(u, Q(0)b ψ)| =
∣∣∣∣h−1∑
T
〈Q(0)b s(u)−Q(0)b u, Q(0)b s(Q(0)b ψ)−Q(0)b ψ〉∂T
∣∣∣∣
=
∣∣∣∣h−1∑
T
〈Q(0)b (Q(1)h u)−Q(0)b u, Q(0)b s(Q(0)b ψ)−Q(0)b ψ〉∂T
∣∣∣∣
≤ h−1
∑
T
‖Q(1)h u− u‖∂T ‖Q(0)b s(Q(0)b ψ)−Q(0)b ψ‖∂T .
From (8.14) with vb = Q
(0)
b ψ and φ = Q
(1)
h ψ we have
|S1(u, Q(0)b ψ)| ≤ h−1
∑
T
‖Q(1)h u− u‖∂T ‖Q(0)b s(Q(0)b ψ)−Q(0)b ψ‖∂T
≤ h−1
∑
T
‖Q(1)h u− u‖∂T ‖Q(0)b (Q(1)h ψ)−Q(0)b ψ‖∂T
≤ h−1
(∑
T
‖Q(1)h u− u‖2∂T
) 1
2
(∑
T
‖Q(1)h ψ −ψ‖2∂T
) 1
2
≤ Ch2‖u‖2‖ψ‖2.
(8.16)
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For S2(u, Q
(0)
b ψ), from equation (6.2) we have
|S2(u, Q(0)b ψ)| =
∣∣∣∣∣∑
e∈Eh
hγe 〈[∇w,τ (Q(0)b u)], [∇w,τ (Q(0)b ψ)]〉e
∣∣∣∣∣
=
∣∣∣∣∣∑
e∈Eh
hγe 〈[Q(0)h (∇u)τ ], [Q(0)h (∇ψ)τ ]〉e
∣∣∣∣∣
≤Ch2‖u‖2‖ψ‖2.
(8.17)
(2) For the second term θu,p(Q
(0)
b ψ), with σ = 2µε(u)+pI, we have from the boundary
condition ψ = 0 on ΓD and σn = % on ΓN that∣∣∣∣∣ ∑
T∈Th
〈Q(0)b ψ −ψ, (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣ =
∣∣∣∣∣ ∑
T∈Th
〈ψ −Q(0)b ψ,σn〉∂T
∣∣∣∣∣
=|〈ψ −Q(0)b ψ,%〉ΓN |
=|〈ψ −Q(0)b ψ,%−Q(0)b %〉ΓN |
≤Ch2‖ψ‖1,ΓN ‖%‖1,ΓN .
(8.18)
Next, using the fact that s(Q
(0)
b (Q
(1)
h ψ)) = Q
(1)
h ψ we obtain∣∣∣∣∣ ∑
T∈Th
〈s(Q(0)b ψ)−ψ, (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣
=
∣∣∣∣∣ ∑
T∈Th
〈s(Q(0)b ψ)− s(Q(0)b (Q(1)h ψ)) +Q(1)h ψ −ψ, (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣
≤
(∑
T
‖(Q(0)h σ − σ)n‖2∂T
) 1
2
·
(∑
T
‖Q(1)h ψ −ψ‖2∂T + ‖s(Q(0)b (ψ −Q(1)h ψ))‖2∂T
) 1
2
≤Ch‖σ‖1
(∑
T
‖Q(1)h ψ −ψ‖2∂T
) 1
2
≤Ch2‖σ‖1‖ψ‖2.
(8.19)
From (8.18) and (8.19) we arrive at the following estimate:
(8.20) |θu,p(Q(0)b ψ)| ≤ Ch2‖σ‖1‖ψ‖2 + Ch2‖ψ‖1,ΓN ‖%‖1,ΓN .
The estimates (8.16), (8.17), and (8.20), together with the regularity (8.5), col-
lectively yield
|ϕu,p(Q(0)b ψ)| ≤ Ch2(‖u‖2 + ‖σ(u, p)‖1 + ‖%‖1,ΓN )‖ψ‖2.(8.21)
To estimate the term ϕψ,ζ(e) in (8.13), we apply the inequalities (9.11)-(9.12) of
Lemma 9.3 to obtain
|ϕψ,ζ(e)| ≤ C(h‖ψ‖2 + h‖σ(ψ, ζ)‖1 + hs‖σ(ψ, ζ)‖s,∂Ω)|||e|||,
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where s ∈ [0, 1] is arbitrary and σ(ψ, ζ) = 2µε(ψ) + ζI. From the following Sobolev
trace inequality
‖σ(ψ, ζ)‖s,∂Ω ≤ C‖σ(ψ, ζ)‖s+ 12
we have
|ϕψ,ζ(e)| ≤ C(h‖ψ‖2 + h‖σ(ψ, ζ)‖1 + hs‖σ(ψ, ζ)‖s+ 12 )|||e|||.(8.22)
Now substituting (8.21) and (8.22) into (8.13) yields
|(s(e),η)| ≤ Ch2(‖u‖2 + ‖σ(u, p)‖1 + ‖%‖1,ΓN )‖ψ‖2
+C(h‖ψ‖2 + h‖σ(ψ, ζ)‖1 + hs‖σ(ψ, ζ)‖s+ 12 )|||e|||
≤ C {h2(‖u‖2 + ‖σ(u, p)‖1 + ‖%‖1,ΓN ) + h|||e|||} (‖ψ‖2 + ‖ζ‖1)
+Chs|||e||| ‖σ(ψ, ζ)‖s+ 12 .
The regularity assumption (8.5) implies the validity of the following estimate:
‖σ(ψ, ζ)‖s+ 12 ≤ C(‖ψ‖s+ 32 + ‖ζ‖s+ 12 ) ≤ C‖η‖s− 12 .
By combining the last two estimates we arrive at
|(s(e),η)| ≤ C {h2(‖u‖2 + ‖σ(u, p)‖1 + ‖%‖1,ΓN ) + h|||e|||} ‖η‖0 + Chs|||e||| ‖η‖s− 12 ,
which, together with the error estimate (7.8), leads to
|(s(e),η)| ≤ Ch1+s (h1−s(‖u‖2 + ‖σ(u, p)‖1 + ‖%‖1,ΓN ) + ‖σ(u, p)‖s,∂Ω) ‖η‖0
+Ch1+s
(‖σ(u, p)‖1 + hs−1‖σ(u, p)‖s,∂Ω) ‖η‖s− 12
for all η ∈ Hs− 12 (Ω). The desired error estimate (8.6) stems from the above estimate
without any difficulty. This completes the proof of the theorem.
9. Some technical inequalities. In this section, we present some technical
inequalities that support the error analysis established in previous sections.
Recall that Th is a shape-regular finite element partition of Ω. It is known that
there exists a constant C > 0 such that, for any edge e ⊂ T with T ∈ Th, the following
trace inequality holds true
‖φ‖2e ≤ C(h−1T ‖φ‖2T + hT ‖∇φ‖2T ), ∀φ ∈ H1(T ),(9.1)
where hT is the size of T . Furthermore, in the polynomial space Pj(T ), j ≥ 0, we
have from the inverse inequality that
‖φ‖2e ≤ Ch−1T ‖φ‖2T , ∀φ ∈ Pj(T ), T ∈ Th.(9.2)
Lemma 9.1. Assume that Th is a finite element partition of Ω satisfying the
shape regularity assumption as defined in [29]. For any w ∈ [H2(Ω)]d, ρ ∈ H1(Ω),
and 0 ≤ m ≤ 1, there holds∑
T∈Th
h2mT ‖w −Q(1)h w‖2m,T ≤ Ch4‖w‖22,(9.3) ∑
T∈Th
h2mT ‖ε(w)−Q(0)h ε(w)‖2m,T ≤ Ch2‖w‖22,(9.4) ∑
T∈Th
h2mT ‖ρ−Q(0)h ρ‖2m,T ≤ Ch2‖ρ‖21,(9.5) ∑
e∈Eh
hγe‖[Q(0)h w]‖2e ≤ Ch3‖∇w‖20 + h2‖w‖20,∂Ω,(9.6)
23
where γ = 1 on interior edges and γ = 2 on boundary edges.
Proof. Let us outline a proof for (9.6) only, as the other three can be found in
existing literature. To this end, for any interior edge e shared by two elements T1 and
T2, we have
[Q(0)h w]
∣∣
e
= (Q(0)h w
∣∣
T1∩e −w
∣∣
e
) + (w
∣∣
e
−Q(0)h w
∣∣
T2∩e).
It follows from the trace inequality (9.1) that
hγe‖[Q(0)h w]‖2e ≤ Chγ−1‖Q(0)h w −w‖2T1∪T2 + Chγ+1‖∇w‖2T1∪T2
≤ Chγ+1‖∇w‖2T1∪T2 .
(9.7)
For boundary edge e ∈ (∂Ω) ∩ (∂T ), we have
[Q(0)h w]
∣∣
e
= (Q(0)h w
∣∣
T∩e −w
∣∣
e
) +w
∣∣
e
.
Again, from the trace inequality (9.1) we have
hγ‖[Q(0)h w]‖2e ≤ Chγ−1‖Q(0)h w −w‖2T + Chγ+1‖∇w‖2T + Chγ‖w‖2e
≤ Chγ+1‖∇w‖2T + Chγ‖w‖2e.
(9.8)
Summing (9.7) and (9.8) over all the edges yields the desired estimate (9.6). This
completes the proof.
The following is a characterization of the space of rigid motions as the kernel of
the strain operator.
Lemma 9.2. Let Ω be an open bounded and connected domain in Rd. The space
of rigid motions RM(Ω) is identical to the kernel of the strain tensor operator; i.e.,
for v ∈ [H1(Ω)]d, there holds ε(v) = 0 if and only if v ∈ RM(Ω).
Proof. For any v ∈ RM(Ω), there exist a ∈ Rd and a skew-symmetric d × d
matrix η such that u = a+ ηx. It is easy to check that ε(v) = 0.
For any v ∈ [H1(Ω)]d, it is not hard to verify the following identity:
∂j∂kvi = ∂jεik(v) + ∂kεij(v)− ∂iεjk(v).(9.9)
Thus, for any v ∈ [H1(Ω)]d satisfying (v) = 0, we have ∂j∂kvi = 0 and hence
v ∈ [P1(Ω)]d. It follows that there exist a ∈ Rd and η ∈ Rd×d such that v = a+ ηx.
Since ε(v) = 0, we get
0 = ε(v) = ε(a+ ηx) =
1
2
(∇(a+ ηx) +∇(a+ ηx)t) = 1
2
(η + ηt).(9.10)
It follows that η = −ηt, which means that η is skew-symmetric, and hence v ∈
RM(Ω).
Lemma 9.3. Assume that the finite element partition Th of Ω is shape regular,
w ∈ [H2(Ω)]d, and ρ ∈ H1(Ω). Then for any vb ∈ [W 0h (Th)]d and s ∈ [0, 1], the
following estimates hold true
|S(Q(0)b w,vb)| ≤ Ch‖w‖2|||vb|||,(9.11)
|θw,ρ(vb)| ≤ C(h‖σ‖1 + hs‖σ‖s,∂Ω)|||vb|||,(9.12)
where θw,ρ(vb) is given as in (6.8) and σ = 2µε(w) + ρI.
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Proof. From the definition of the stabilizer S(·, ·), we have
|S(Q(0)b w,vb)|
=
∣∣∣∣∣ ∑
T∈Th
h−1〈Q(0)b s(Q(0)b w)−Q(0)b w, Q(0)b s(vb)− vb〉∂T + κ
∑
e∈Eh
hγe 〈[∇w,τQ(0)b w], [∇w,τvb]〉e
∣∣∣∣∣
≤
∣∣∣∣∣ ∑
T∈Th
h−1〈Q(0)b s(Q(0)b w)−Q(0)b w, Q(0)b s(vb)− vb〉∂T
∣∣∣∣∣+ κ
∣∣∣∣∣∑
e∈Eh
hγe 〈[∇w,τQ(0)b w], [∇w,τvb]〉e
∣∣∣∣∣ .
To derive (9.11), we use (9.3), the Cauchy-Schwarz inequality, the inverse inequality
and the trace inequality to obtain∣∣∣∣∣ ∑
T∈Th
h−1〈Q(0)b s(Q(0)b w)−Q(0)b w, Q(0)b s(vb)− vb〉∂T
∣∣∣∣∣
=
∣∣∣∣∣ ∑
T∈Th
h−1〈Q(0)b (Q(1)h w)−Q(0)b w, Q(0)b s(vb)− vb〉∂T
∣∣∣∣∣
≤
(∑
T∈Th
h−2‖Q(1)h w −w‖2T + ‖∇(Q(1)h w −w)‖2T
) 1
2
(
h−1
∑
T∈Th
‖Q(0)b s(vb)− vb‖2∂T
) 1
2
≤ Ch‖w‖2|||vb|||
and from (9.6) ∣∣∣∣∣∑
e∈Eh
hγe 〈[∇w,τQ(0)b w], [∇w,τvb]〉e
∣∣∣∣∣
=
∣∣∣∣∣∑
e∈Eh
hγe 〈[Q(0)h (∇w)⊗ τ ], [∇w,τvb]〉e
∣∣∣∣∣
≤
(∑
e∈Eh
hγe‖[Q(0)h ∇w]‖2e
) 1
2
(∑
e∈Eh
hγe‖[∇w,τvb]‖2e
) 1
2
≤ Ch‖w‖2|||vb|||.
Combing the last three inequalities gives the estimate (9.11).
Next, with σ = 2µε(w) + ρI, we have
|θw,ρ(vb)|
=
∣∣∣∣∣ ∑
T∈Th
〈s(vb)− vb, (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣ ,
≤
∣∣∣∣∣ ∑
T∈Th
〈s(vb)−Q(0)b s(vb), (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣
+
∣∣∣∣∣ ∑
T∈Th
〈Q(0)b s(vb)− vb, (Q(0)h σ − σ)n〉∂T
∣∣∣∣∣ .
(9.13)
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From the trace inequality (9.1), it is not hard to obtain the following estimate:∣∣∣∣∣ ∑
T∈Th
〈Q(0)b (s(vb))− vb, (Qhσ − σ)n〉∂T
∣∣∣∣∣ ≤ Ch‖σ‖1|||vb|||.(9.14)
As for the first term, we have∣∣∣∣∣ ∑
T∈Th
〈s(vb)−Q(0)b (s(vb)), (Qhσ − σ)n〉∂T
∣∣∣∣∣(9.15)
=
∣∣∣∣∣ ∑
T∈Th
〈(x− xm)∂τ s(vb), (Q(0)b σ − σ)n〉∂T
∣∣∣∣∣
=
∣∣∣∣∣∑
e∈Eh
〈(x− xm)[∂τ s(vb)], (Q(0)b σ − σ)n〉e
∣∣∣∣∣
≤ C
∑
e∈E0h
he‖[∂τ s(vb)]‖e‖Q(0)b σ − σ‖e + C
∑
e∈(Eh∩∂Ω)
he‖∂τ s(vb)‖e‖σ −Q(0)b σ‖e
≤ Ch
∑
e∈E0h
he‖[∂τ s(vb)]‖2e
 12 ‖σ‖1 + Chs
 ∑
e∈(Eh∩∂Ω)
h2e‖∂τ s(vb)‖2e
 12 ‖σ‖s,∂Ω
≤ C(h‖σ‖1 + hs‖σ‖s,∂Ω)|||vb|||.
Substituting (9.14)-(9.15) into (9.13) yields the estimate (9.12). This completes the
proof of the lemma.
10. Numerical experiments. The objective of this section is two-fold. First,
we shall numerically verify the theoretical error estimates developed in previous sec-
tions by applying the algorithm to some testing problems. Secondly, we demonstrate
the flexility and efficiency of the new numerical method via two benchmark problems,
both in 2D and 3D. For simplicity, the P0 finite element method developed in this
paper shall be called “SWG” method in this section. It is indeed a simplified WG
when the tangential stability is absent from the scheme.
10.1. Numerical experiments in 2D.
10.1.1. Test Case 1: Dirichlet boundary condition. The computational
domain in the first test case is given by Ω = (0, 1) × (0, 1), which is partitioned into
different type of meshes of size h. The exact solution of the model problem is given
by
u =
(
x2 − y2
x2 + y2
)
,
The right-hand side function and the Dirichlet boundary data are chosen to match
the exact solution. The Young modulus and the Poisson ratio are taken as E = 1.
and ν = 0.45.
The numerical deformation of the elastic material on different type of meshes are
shown in Figure 10.1, where the color is provided by the magnitude of the numerical
pseudo-pressure ph.
Tables 10.1 and 10.2 illustrate the numerical performance of the SWG scheme
when the stability includes the jump of the tangential derivatives (i.e., κ = 1). Table
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(a) Triangular mesh (b) Rectangular mesh (c) Hexagonal mesh (d) Octagonal mesh
Fig. 10.1. Numerical results of test case 1 obtained with the SWG scheme (2.15), deformation
of the elastic material with color provided by the magnitude of the numerical pseudo-pressure ph:
(a), (b), (c), (d), using polygonal meshes with h = 1/16.
10.1 does not involve the tangential derivative on the domain boundary, while Table
10.2 does with γ = 2 for all boundary edge e ∈ ∂Ω. The results indicate that the
numerical displacement is converging at the optimal order of r = 2 in the L2 norm
and r = 1 in the H1 norm, for all mesh types. For the numerical pressure, the error
at the cell center is at the order of r > 1.5, and for the numerical displacement in H1
norm is at the order of r = 1. This implies that the pressure is of superconvergent to
the exact solution at the cell centers.
Table 10.3 illustrates the numerical performance of the SWG scheme when the
stability does not include the jump of the tangential derivatives (i.e., κ = 0). We
note that, in this case, the stability of the scheme is not known from the current
theory. But it can be seen that, when κ = 0, the scheme (2.15) does not converge for
triangular meshes. However, for all other meshes (e.g., rectangular, hexagonal, and
octagonal meshes) we tested, the numerical displacement is converging at the optimal
order of r = 2 in the L2 norm. Moreover, for the numerical pressure, the convergence
at the cell center is at the order of r > 1.5, and for the numerical displacement in H1
norm, the convergence is also at the order of r > 1.5. The numerical results indicate
that the pressure and the numerical displacement in H1 norm are of superconvergent
to the exact solutions. We conjecture that the numerical method (2.15) is stable and
convergent for all polygonal finite element partitions except the triangular one.
Table 10.1
Error and convergence performance of the SWG scheme (κ = 1) for the elasticity equation on
polygonal meshes of test case 1, where r refers to the order of convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.12e-01 - 1.27e+00 - 2.00e-01 - 1.25e-01 - 4.39e-01 - 1.95e-01 -
8 3.21e-02 1.81 6.95e-01 0.87 7.17e-02 1.48 3.23e-02 1.95 1.29e-01 1.77 6.09e-02 1.68
16 8.47e-03 1.92 3.58e-01 0.95 2.29e-02 1.64 8.27e-03 1.97 3.65e-02 1.83 1.76e-02 1.79
32 2.16e-03 1.97 1.81e-01 0.99 7.72e-03 1.57 2.10e-03 1.98 1.01e-02 1.85 4.91e-03 1.84
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 9.30e-02 - 2.41e-01 - 5.63e-01 - 1.80e-01 - 3.96e-01 - 6.12e-01 -
8 2.79e-02 1.74 9.93e-02 1.28 2.06e-01 1.45 4.86e-02 1.89 1.19e-01 1.73 2.14e-01 1.51
16 8.81e-03 1.66 4.31e-02 1.20 7.10e-02 1.54 1.27e-02 1.94 3.52e-02 1.76 7.27e-02 1.56
32 2.80e-03 1.65 1.86e-02 1.21 2.38e-02 1.57 3.26e-03 1.96 1.06e-02 1.74 2.48e-02 1.55
10.1.2. Test Case 2: locking-free tests. The computational domain in test
case 2 is given by Ω = (0, 1)× (0, 1), which is partitioned into different type of meshes
of size h. The exact solution of the model problem is given by
u =
(
sin(x) sin(y)
cos(x) cos(y)
)
+ λ−1
(
x
y
)
,
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Table 10.2
Error and convergence performance of the SWG scheme (κ = 1) with the boundary stability
term for the elasticity equation on polygonal meshes of test case 1, where r refers to the order of
convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.14e-01 - 1.28e+00 - 2.26e-01 - 1.10e-01 - 3.73e-01 - 3.71e-01 -
8 3.25e-02 1.81 6.97e-01 0.87 7.39e-02 1.61 3.12e-02 1.82 1.19e-01 1.65 8.79e-02 2.08
16 8.52e-03 1.93 3.59e-01 0.96 2.32e-02 1.67 8.22e-03 1.92 3.49e-02 1.77 2.14e-02 2.04
32 2.16e-03 1.98 1.81e-01 0.99 7.84e-03 1.57 2.10e-03 1.97 9.88e-03 1.82 5.44e-03 1.98
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 9.86e-02 - 2.66e-01 - 6.62e-01 - 1.72e-01 - 3.68e-01 - 7.87e-01 -
8 2.91e-02 1.76 1.12e-01 1.24 2.27e-01 1.54 4.81e-02 1.83 1.14e-01 1.69 2.48e-01 1.67
16 9.10e-03 1.68 4.70e-02 1.26 7.48e-02 1.60 1.27e-02 1.92 3.50e-02 1.71 7.81e-02 1.67
32 2.86e-03 1.67 1.97e-02 1.25 2.45e-02 1.61 3.27e-03 1.96 1.08e-02 1.70 2.56e-02 1.61
Table 10.3
Error and convergence performance of the SWG scheme (κ = 0 or without the tangential
stability) for the elasticity equation on polygonal meshes of test case 1, where r refers to the order
of convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 2.04e-01 - 2.53e+00 - 2.38e-01 - 1.33e-01 - 4.64e-01 - 1.74e-01 -
8 1.95e-01 0.07 4.73e+00 -0.90 2.20e-01 0.12 3.40e-02 1.97 1.36e-01 1.78 5.56e-02 1.65
16 1.95e-01 -0.00 9.42e+00 -0.99 2.18e-01 0.01 8.52e-03 1.99 3.82e-02 1.83 1.64e-02 1.76
32 1.96e-01 -0.00 1.88e+01 -1.00 2.17e-01 0.00 2.13e-03 2.00 1.05e-02 1.86 4.64e-03 1.82
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.20e-01 - 3.97e-01 - 1.52e-01 - 2.23e-01 - 4.89e-01 - 2.53e-01 -
8 3.16e-02 1.92 1.43e-01 1.48 5.38e-02 1.50 6.11e-02 1.87 1.53e-01 1.68 8.13e-02 1.64
16 8.57e-03 1.88 4.77e-02 1.58 1.47e-02 1.87 1.59e-02 1.95 4.59e-02 1.74 2.44e-02 1.74
32 2.23e-03 1.94 1.59e-02 1.59 4.16e-03 1.82 4.03e-03 1.98 1.38e-02 1.74 7.09e-03 1.78
The right-hand side function and the Dirichlet boundary data are chosen to match
the exact solution. Note that this example has been considered in [25]. In this test
case, the Young modulus is taken as E = 1. Two values of the Poisson ratio ν = 0.45
and ν = 0.4999999 are considered for this test case.
The numerical deformation of the elastic material on different type of meshes are
shown in Figure 10.2, and the material is colored by the numerical pseudo-pressure
ph.
(a) Triangular mesh (b) Rectangular mesh (c) Hexagonal mesh (d) Octagonal mesh
Fig. 10.2. Numerical results for test case 2 obtained with the SWG scheme (2.15), deformation
of the elastic material with color provided by the magnitude of the numerical pseudo-pressure ph:
(a), (b), (c), (d), using polygonal meshes with h = 1/16.
Tables 10.4 and 10.5 illustrate the numerical performance of the SWG scheme
when the stability includes the tangential derivatives (i.e., κ = 1.0). Table 10.5 is
concerned with the tangential stability with boundary included, while Table 10.4
does not consider the boundary stability. It can be observed that the numerical
displacement is converging at the order of r = 2 in the L2 norm for all partitions
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except the hexagonal one for which the convergence is of order r ≈ 1.5. For the
numerical pressure, the error at the cell center is at the order of r > 1.5, and for the
numerical displacement in H1 norm is at the order of r = 1. The experiments suggest
that the pressure is of superconvergent to the exact solution at the cell centers. This
superconvergence phenomena has been observed for all mesh types. The results for
the Poisson ratio of ν = 0.4999999 (λ → ∞), as shown in the second part of Tables
10.4 and 10.5, clearly indicate a locking-free convergence for the SWG method in
various norms, which is consistent with our theory.
Table 10.6 illustrates the numerical performance of the SWG scheme when no
tangential stability is employed (i.e., κ = 0). It can be seen that the numerical
scheme does not converge for the triangular element when κ = 0. However, for
all other polygonal elements we tested, the numerical displacement converges at the
optimal order of r = 2 in the L2 norm. For the numerical pressure, the error at the
cell center is at the order of r > 1.5, and for the numerical displacement in H1 norm,
the convergence is at the order of r > 1.5. These results are similar to that for the
test case 1.
Table 10.4
Error and convergence performance of the SWG scheme (κ = 1.0 or with interior tangential
stability) for the elasticity equation on polygonal meshes of test case 2. r refers to the order of
convergence in O(hr).
ν ≈ 0.45
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 8.84e-03 - 7.46e-02 - 1.85e-02 - 9.18e-03 - 3.17e-02 - 2.41e-02 -
8 2.37e-03 1.90 3.97e-02 0.91 6.40e-03 1.53 2.15e-03 2.10 9.36e-03 1.76 7.98e-03 1.59
16 5.93e-04 2.00 2.00e-02 0.99 2.13e-03 1.59 5.12e-04 2.07 2.55e-03 1.87 2.03e-03 1.98
32 1.46e-04 2.02 9.99e-03 1.00 7.68e-04 1.47 1.24e-04 2.05 6.60e-04 1.95 4.95e-04 2.03
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.48e-02 - 5.63e-02 - 5.64e-02 - 1.93e-02 - 4.74e-02 - 5.19e-02 -
8 4.20e-03 1.82 2.36e-02 1.25 2.58e-02 1.13 5.69e-03 1.76 1.94e-02 1.29 2.45e-02 1.08
16 1.39e-03 1.60 8.83e-03 1.42 9.33e-03 1.47 1.57e-03 1.86 6.74e-03 1.53 9.09e-03 1.43
32 4.45e-04 1.64 3.37e-03 1.39 3.22e-03 1.54 3.94e-04 2.00 2.21e-03 1.61 3.13e-03 1.54
ν = 0.4999999
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 8.78e-03 - 7.43e-02 - 2.39e-02 - 9.13e-03 - 3.38e-02 - 3.49e-02 -
8 2.43e-03 1.85 3.95e-02 0.91 8.50e-03 1.49 2.12e-03 2.11 1.05e-02 1.69 1.20e-02 1.54
16 6.19e-04 1.97 2.00e-02 0.98 2.75e-03 1.63 5.08e-04 2.06 2.93e-03 1.84 3.05e-03 1.98
32 1.53e-04 2.01 9.95e-03 1.00 9.46e-04 1.54 1.23e-04 2.05 7.74e-04 1.92 7.43e-04 2.04
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.33e-02 - 5.43e-02 - 9.57e-02 - 1.77e-02 - 4.45e-02 - 8.82e-02 -
8 3.45e-03 1.95 2.25e-02 1.27 4.28e-02 1.16 4.66e-03 1.93 1.79e-02 1.31 4.06e-02 1.12
16 1.19e-03 1.53 8.41e-03 1.42 1.47e-02 1.54 1.14e-03 2.03 5.79e-03 1.63 1.43e-02 1.51
32 4.15e-04 1.52 3.31e-03 1.35 4.92e-03 1.58 2.60e-04 2.14 1.83e-03 1.66 4.70e-03 1.60
Table 10.5
Error and convergence performance of the SWG scheme (κ = 1.0 and full tangential stability
including the boundary terms) for the elasticity equation on polygonal meshes of test case 2. r refers
to the order of convergence in O(hr).
ν = 0.4999999
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.01e-02 - 1.03e-01 - 3.66e-02 - 1.04e-02 - 3.86e-02 - 5.85e-02 -
8 2.82e-03 1.84 5.00e-02 1.04 1.35e-02 1.44 2.45e-03 2.08 1.23e-02 1.65 1.73e-02 1.76
16 7.00e-04 2.01 2.34e-02 1.10 4.42e-03 1.61 5.60e-04 2.13 3.36e-03 1.87 3.96e-03 2.13
32 1.66e-04 2.08 1.09e-02 1.10 1.50e-03 1.56 1.30e-04 2.11 8.56e-04 1.97 8.81e-04 2.17
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.65e-02 - 6.72e-02 - 1.16e-01 - 2.05e-02 - 4.97e-02 - 1.05e-01 -
8 3.96e-03 2.06 2.77e-02 1.28 4.66e-02 1.32 5.05e-03 2.02 2.00e-02 1.32 4.64e-02 1.18
16 1.23e-03 2.03 6.86e-03 1.54 1.54e-02 1.59 1.23e-03 2.03 6.86e-03 1.54 1.54e-02 1.59
32 4.31e-04 1.57 4.02e-03 1.39 5.06e-03 1.61 2.78e-04 2.15 2.39e-03 1.52 4.90e-03 1.66
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Table 10.6
Error and convergence performance of the SWG scheme (κ = 0.0 or no tangential stability)
for the elasticity equation on polygonal meshes of test case 2. r refers to the order of convergence
in O(hr).
ν ≈ 0.45
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 4.64e-02 - 5.99e-01 - 5.26e-02 - 7.11e-03 - 2.56e-02 - 1.08e-02 -
8 4.82e-02 -0.06 1.19e+00 -0.99 5.00e-02 0.07 1.76e-03 2.02 7.51e-03 1.77 3.39e-03 1.67
16 4.88e-02 -0.02 2.38e+00 -1.00 4.93e-02 0.02 4.35e-04 2.01 2.12e-03 1.83 9.92e-04 1.77
32 4.89e-02 -0.00 4.75e+00 -1.00 4.91e-02 0.01 1.08e-04 2.01 5.83e-04 1.86 2.79e-04 1.83
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 7.48e-03 - 2.04e-02 - 9.97e-03 - 1.18e-02 - 2.67e-02 - 1.25e-02 -
8 1.97e-03 1.92 7.35e-03 1.47 3.53e-03 1.50 2.90e-03 2.02 7.69e-03 1.79 3.75e-03 1.74
16 5.12e-04 1.95 2.40e-03 1.62 9.31e-04 1.92 7.14e-04 2.02 2.15e-03 1.83 1.07e-03 1.81
32 1.30e-04 1.98 8.18e-04 1.55 2.68e-04 1.79 1.76e-04 2.02 6.01e-04 1.84 2.97e-04 1.84
ν = 0.4999999
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 4.65e-02 - 5.74e-01 - 6.13e-02 - 7.22e-03 - 2.77e-02 - 1.41e-02 -
8 4.88e-02 -0.07 1.14e+00 -0.99 5.89e-02 0.06 1.81e-03 2.00 8.41e-03 1.72 4.68e-03 1.59
16 4.95e-02 -0.02 2.29e+00 -1.00 5.82e-02 0.02 4.50e-04 2.00 2.43e-03 1.79 1.41e-03 1.73
32 4.97e-02 -0.00 4.57e+00 -1.00 5.80e-02 0.00 1.12e-04 2.00 6.83e-04 1.83 4.07e-04 1.80
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 8.04e-03 - 2.32e-02 - 1.38e-02 - 1.25e-02 - 2.87e-02 - 1.72e-02 -
8 2.16e-03 1.90 8.29e-03 1.49 4.99e-03 1.46 3.13e-03 2.00 8.57e-03 1.75 5.31e-03 1.69
16 5.65e-04 1.93 2.66e-03 1.64 1.33e-03 1.91 7.74e-04 2.02 2.45e-03 1.81 1.54e-03 1.79
32 1.45e-04 1.96 8.90e-04 1.58 3.83e-04 1.79 1.92e-04 2.01 6.90e-04 1.83 4.33e-04 1.83
10.1.3. Test Case 3: mixed Dirichlet/Neumann boundary conditions.
The computational domain in this test case is given by Ω = (0, 1) × (0, 1), which is
partitioned into different type of meshes of size h. The exact solution of the model
problem is given by
u =
(
sin(x) sin(y)
cos(x) cos(y)
)
,
The right-hand side function is chosen to match the exact solution. The Dirichlet
Fig. 10.3. Mixed Boundary conditions for test case 3.
boundary condition is imposed on the boundary ΓD = {x = 0, 0 ≤ y ≤ 1} and the
Neumann boundary condition is imposed on ΓN = Γ/ΓD.
Tables 10.7 and 10.8 illustrate the numerical performance of the SWG scheme
when the tangential stability S2(·) is included (i.e., κ = 1.0) in the scheme. Table
10.7 is concerned with tangential stability only on interior edges, and Table 10.8
includes all the edges. It can be seen that the numerical displacement converges at
the order of r = 2 in the L2 norm. For the numerical pressure, the convergence at the
cell center is of the order r > 1.5, and for the numerical displacement in H1 norm,
the rate of convergence is at r ≈ 1 for all element types.
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Table 10.7
Error and convergence performance of the SWG scheme (κ = 1, with tangential stability only
on interior edges) for the Elasticity equation on polygonal meshes of test case 3. r refers to the
order of convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.23e-01 - 3.24e-01 - 1.02e-02 - 3.34e-01 - 6.18e-01 - 1.93e-02 -
8 4.32e-02 1.51 1.23e-01 1.40 3.72e-03 1.46 1.82e-01 0.87 3.70e-01 0.74 1.16e-02 0.74
16 1.21e-02 1.83 3.99e-02 1.62 1.12e-03 1.73 6.74e-02 1.44 1.47e-01 1.33 4.53e-03 1.36
32 3.14e-03 1.95 1.38e-02 1.53 3.25e-04 1.79 1.94e-02 1.80 4.46e-02 1.72 1.37e-03 1.73
64 7.95e-04 1.98 5.66e-03 1.29 1.01e-04 1.68 5.06e-03 1.94 1.22e-02 1.87 3.71e-04 1.88
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 4.37e-01 - 6.38e-01 - 2.07e-02 - 5.96e-01 - 7.56e-01 - 2.22e-02 -
8 2.43e-01 0.85 3.83e-01 0.74 1.28e-02 0.69 3.62e-01 0.72 5.05e-01 0.58 1.52e-02 0.55
16 9.22e-02 1.40 1.58e-01 1.28 5.03e-03 1.35 1.52e-01 1.25 2.28e-01 1.15 6.84e-03 1.15
32 2.71e-02 1.77 4.95e-02 1.67 1.54e-03 1.71 4.68e-02 1.70 7.43e-02 1.62 2.24e-03 1.61
64 7.09e-03 1.93 1.36e-02 1.86 4.27e-04 1.85 1.25e-02 1.91 2.08e-02 1.84 6.31e-04 1.82
Table 10.8
Error and convergence performance of the SWG scheme (κ = 1, with tangential stability on all
edges including the domain boundary) for the elasticity equation on polygonal meshes of test case 3.
r refers to the order of convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 2.41e-01 0.00 5.64e-01 0.00 1.72e-02 0.00 4.22e-01 0.00 7.43e-01 0.00 2.25e-02 0.00
8 1.06e-01 1.18 2.71e-01 1.06 8.20e-03 1.07 2.52e-01 0.74 4.98e-01 0.58 1.54e-02 0.55
16 3.41e-02 1.64 9.53e-02 1.51 2.85e-03 1.53 1.05e-01 1.26 2.26e-01 1.14 6.93e-03 1.15
32 9.27e-03 1.88 2.91e-02 1.71 8.47e-04 1.75 3.24e-02 1.70 7.43e-02 1.61 2.26e-03 1.62
64 2.38e-03 1.96 9.05e-03 1.69 2.41e-04 1.81 8.63e-03 1.91 2.10e-02 1.83 6.38e-04 1.83
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 5.16e-01 - 7.33e-01 - 2.34e-02 - 5.95e-01 - 7.54e-01 - 2.26e-02 -
8 3.12e-01 0.73 4.83e-01 0.60 1.60e-02 0.54 3.72e-01 0.68 5.19e-01 0.54 1.58e-02 0.51
16 1.31e-01 1.25 2.22e-01 1.12 7.04e-03 1.19 1.61e-01 1.21 2.41e-01 1.11 7.30e-03 1.12
32 4.06e-02 1.69 7.41e-02 1.58 2.28e-03 1.62 5.02e-02 1.68 7.97e-02 1.60 2.41e-03 1.60
64 1.09e-02 1.90 2.10e-02 1.82 6.51e-04 1.81 1.35e-02 1.90 2.24e-02 1.83 6.78e-04 1.83
Table 10.9
Error and convergence performance of the SWG scheme (κ = 0, no tangential stability) for the
elasticity equation on polygonal meshes of test case 3. r refers to the order of convergence in O(hr).
Triangular elements Rectangular elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 - - - - - - 4.18e-02 - 5.87e-02 - 1.27e-03 -
8 - - - - - - 9.28e-03 2.17 1.38e-02 2.08 3.24e-04 1.98
16 - - - - - - 2.20e-03 2.08 3.38e-03 2.03 8.16e-05 1.99
32 - - - - - - 5.36e-04 2.04 8.39e-04 2.01 2.05e-05 1.99
Hexagonal elements Polygonal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
4 1.13e-02 - 1.87e-02 - 4.61e-04 - 4.29e-02 - 5.52e-02 - 1.80e-03 -
8 2.58e-03 2.14 6.20e-03 1.59 1.46e-04 1.65 1.11e-02 1.95 1.69e-02 1.71 5.66e-04 1.67
16 7.12e-04 1.86 2.29e-03 1.44 4.24e-05 1.78 2.79e-03 1.99 4.71e-03 1.84 1.65e-04 1.78
32 1.72e-04 2.04 7.96e-04 1.53 1.33e-05 1.67 6.94e-04 2.01 1.26e-03 1.90 4.70e-05 1.81
Table 10.9 illustrates the numerical performance of the SWG scheme when no
tangential stability is employed (i.e., κ = 0). Our code shows that the global stiffness
matrix of the SWG scheme obtained with the use of triangular elements is singular so
that no results are possible for reporting. However, for all other polygonal elements
(rectangular, hexagonal, octagonal etc), the numerical displacement converges at the
optimal order of r = 2 in the L2 norm. For the numerical pressure, the convergence
at the cell centers is of the order of r > 1.5. For the numerical displacement in H1
norm, the convergence is at the order of r > 1.5. We conjecture that the WG scheme
is stable for truly polygonal elements even without the use of tangential stability in
the method.
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10.1.4. Cook’s membrane test case. The Cook’s membrane is a classical
bending dominated test case employed to validate the susceptibility of linear elastic
solvers to volumetric locking. The problem consists of a tapered plate clamped on one
end and subject to a shear load, taken as g = (0, 1/16) in our numerical experiments,
on the opposite end, as illustrated in Figure 10.4.
Fig. 10.4. Domain and parameter settings of the Cook’s membrane computation.
We considered two cases for demonstrating the performance of the SWG method
proposed in this paper. The first case involves a material with Young’s modulus
E = 1 and Poisson ratio ν = 1/3, and the second case is concerned with a nearly
incompressible material with Young’s modulus E = 1.12499998125 and Poisson ratio
ν = 0.499999975. Our numerical tests are conducted on several polygonal partitions
shown as in Figure 10.5.
(a) Triangle mesh (b) Quadrilateral mesh (c) Hexagonal mesh (d) Octagonal mesh
Fig. 10.5. Polygonal partitions employed in the Cook’s membrane computation.
Out numerical experiment shows that the SWG method works really well for
both cases on all these polygonal partitions when tangential stability term S2(·) (i.e.,
κ = 1) is chosen. Figure 10.6 illustrates the deformation of the material colored
by the pseudo pressure field for the case of E = 1.12499998125 and Poisson ratio
ν = 0.499999975.
The SWG method without tangential stability (i.e., κ = 0 in the stabilizer S(·))
was also tested in the Cook’s membrane computing. Recall that the numerical results
from Test Cases 1 and 2 indicate the method is indeed stable and accurate for any non-
triangular finite element partitions. The numerical results for the Cook’s membrane
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(a) Triangles (b) Quadrilaterals (c) Hexagons (d) Octagons
Fig. 10.6. Cook’s membrane computation with the scheme (2.15), deformation and pres-
sure field: (a), (b), (c), (d) with various polygonal partitions, h = 1/16,E = 1.12499998125,
ν = 0.499999975, κ = 1.
problem obtained from the SWG method with κ = 0 are shown in Figure 10.7. It can
be seen that, when quadrilateral elements are employed, the approximate solution
obtained from the SWG scheme with κ = 0 are very close to those obtained with
κ = 1 for both cases; the performance of the SWG method is equally satisfactory on
all other polygonal partitions that we tested.
As there is no analytical solution available, the vertical displacement at the mid
point of the right end of the plate, Q = (48, 52), is compared against the reference
values reported in [2, 22], given by 16.442 for the second test case.
(a) κ = 1, case 1: E = 1, ν = 1/3, case 2: E = 1.12499998125, ν = 0.499999975,
(b) κ = 0, case 1: E = 1, ν = 1/3, case 2: E = 1.12499998125, ν = 0.499999975,
Fig. 10.7. Cook’s membrane computation using the SWG scheme (2.15) with κ = 1 and κ = 0,
contour plots of the displacement u1 and u2, quadrilateral partition with h = 1/16.
Figure 10.8 shows the convergence of the vertical displacement at the point Q for
the second case with ν = 0.499999975 on four different type of polygonal partitions.
The results indicate that convergence occurs in the fifth refinement for the triangular
mesh, with 12, 416 degree of freedom (i.e. 8, 192 triangular elements). The computed
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displacement at the mid point of the right end of the plate is within a 1% difference
with respect to the results reported in [2, 22]. The numerical solution converges with
a bit more degree of freedoms for the quadrilateral partitions, and so as for other
polygonal meshes. In general, we need less than 18, 000 degree of freedoms to achieve
an error less than 5% with respect to the reference value for all type of meshes.
Fig. 10.8. Cook’s membrane problem: evolution of the vertical displacement at the mid point
of the right end of the plate as a function of the total number of degrees of freedom with various
polygonal partitions.
10.2. Numerical experiments in 3D. For the numerical experiments in 3D,
we first consider some synthetic test cases followed by the shear loaded beam bench
mark. The computational domain is partitioned into different type of meshes, includ-
ing tetrahedron, cube and hexahedron prism as shown in Figure 10.9.
(a) Tetrahedral mesh (b) Cubic mesh (c) Hexagon-based prismal mesh
Fig. 10.9. Polyhedral partitions for 3D domains.
As the numerical method was implemented in the MatLab platform, the com-
putation for 3D problems is only performed on relatively coarse meshes. For 3D
problems, we note that tetrahedral partitions involve much more degree of freedoms
than other polyhedral partitions (e.g., cubic partition) and are thus computationally
more expensive than others.
10.2.1. Test Case 3. The computational domain in this 3D test is given by
Ω = (0, 1)× (0, 1)× (0, 1), which is uniformly partitioned into polyhedral elements of
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size h. The exact solution of the model problem is given by
u =
 sin(x) cos(y)cos(x) sin(y)
(z − 0.5)2
 ,
The right-hand side function in the linear elasticity equation and the Dirichlet bound-
ary data are chosen to match the exact solution. For simplicity, the test problem
assumed the following parameters: E = 1 and ν = 0.1.
(a) Cubic mesh (b) Tetrahedral mesh (c) Hexagon-based prismal
mesh
Fig. 10.10. Numerical results of test case 3 in 3D for the SWG scheme (2.15), deformation of
the elastic material with color provided by the magnitude of the numerical pseudo-pressure ph: (a),
(b), (c), polyhedral partitions with h = 1/8.
Tables 10.10 and 10.11 illustrate the numerical performance of the SWG scheme
when tangential stability is included in the stabilizer S(·) (i.e., κ = 1). Table 10.10
is concerned with the addition of the tangential stability at all interior faces, while
Table 10.11 includes the tangential stability at all faces. It is seen that the numerical
displacement converges at the order of r ∈ [1.5, 2] in the L2 norm. For the numerical
pressure, the convergence at the cell centers is seen to have the order of r = 1. For
the numerical displacement in H1 norm, the convergence is at the order of r = 1.
Table 10.10
Error and convergence performance of the SWG scheme (κ = 1, tangential stability at only
interior faces) for the elasticity equation on polyhedral partitions of test case 3 in 3D. r refers to
the order of convergence in O(hr).
Tetrahedral elements Cubic elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 1.06e-01 - 9.20e-01 - 3.61e-02 - 1.17e-02 - 3.47e-02 - 9.24e-04 -
4 3.81e-02 1.47 6.24e-01 0.56 2.02e-02 0.84 2.91e-03 2.01 1.15e-02 1.60 8.03e-04 0.20
8 1.15e-02 1.73 3.62e-01 0.78 1.01e-02 0.99 6.43e-04 2.18 3.10e-03 1.89 2.48e-04 1.69
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 3.64e-02 - 1.04e-01 - 6.01e-03 -
4 6.82e-03 2.42 3.18e-02 1.71 1.76e-03 1.77
8 1.55e-03 2.13 1.29e-02 1.30 7.20e-04 1.29
Table 10.12 illustrates the numerical performance of the SWG scheme with κ = 0
(i.e., no tangential stability). Our computation indicates that the stiffness matrices
for the SWG scheme on tetrahedral partitions are all singular so that no numerical
results are possible to report. For other polyhedral partitions, such as the cubic and
hexagon-based prismal elements, the numerical displacement turns out to be quite
accurate and furthermore convergent to the exact solution at the optimal order of
r = 2 in the L2 norm. For the numerical pressure and for the numerical displacement
in H1 norm, the convergence is at the order of r ≥ 1, and some are at r = 1.5.
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Table 10.11
Error and convergence performance of the SWG scheme (κ = 1, tangential stability at all
faces) for the elasticity equation on polyhedral meshes of test case 3 in 3D. r refers to the order of
convergence in O(hr).
Tetrahedral elements Cubic elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 1.14e-01 - 9.77e-01 - 4.14e-02 - 2.76e-02 - 8.02e-02 - 5.57e-03 -
4 3.99e-02 1.51 6.46e-01 0.60 2.24e-02 0.88 8.03e-03 1.78 2.84e-02 1.50 2.06e-03 1.43
8 1.18e-02 1.76 3.70e-01 0.81 1.08e-02 1.05 1.64e-03 2.29 7.40e-03 1.94 5.22e-04 1.98
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 6.96e-02 - 1.90e-01 - 1.41e-02 -
4 1.43e-02 2.29 5.55e-02 1.77 3.57e-03 1.98
8 3.07e-03 2.21 2.28e-02 1.28 1.44e-03 1.30
Table 10.12
Error and convergence performance of the SWG scheme (κ = 0, no tangential stability) for the
elasticity equation on polyhedral partitions of test case 3 in 3D. r refers to the order of convergence
in O(hr).
Tetrahedral elements Cubic elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 - - - - - - 5.74e-03 - 1.87e-02 - 4.27e-04 -
4 - - - - - - 1.34e-03 2.10 4.97e-03 1.91 1.89e-04 1.17
8 - - - - - - 3.30e-04 2.02 1.36e-03 1.87 5.92e-05 1.68
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 2.24e-02 - 7.89e-02 - 4.25e-03 -
4 5.40e-03 2.05 2.80e-02 1.49 1.39e-03 1.61
6 1.29e-03 2.06 1.12e-02 1.32 5.81e-04 1.26
10.2.2. Test Case 4. The computational domain for test case 4 is given by
Ω = (0, 1)× (0, 1)× (0, 1). The exact solution for the model problem is given by
u =
 −xyz3µz(x2 − y2)− z3
3yz2 + µy(y2 − 3x2)
 .
The right-hand side function in the linear elasticity equation and the Dirichlet bound-
ary data are computed to match the exact solution. In addition, we have E = 1 and
ν = 0.1.
(a) Tetrahedral mesh (b) Cubic mesh (c) Hexagon-based prismal
mesh
Fig. 10.11. Numerical results for the SWG scheme (2.15) for test case 4 in 3D, deformation
plot of the elastic material with color provided by the magnitude of the numerical pseudo-pressure
ph: (a), (b), (c), polyhedral partition with h = 1/16.
Table 10.13 illustrates the numerical performance of the SWG scheme when tan-
gential stability is added on interior faces (i.e., κ = 1.0). It is suggested that the
numerical displacement converges at the order of r = 2 in the L2 norm. For the
36
numerical pressure, the order of convergence at the cell centers is of r ≈ 1 or better
for cubical partitions and the hexagon-based prismal partiion. For the numerical dis-
placement in H1 norm, the convergence is at the order of r ≥ 1. The convergence for
the numerical displacement in H1 norm is lower than the optimal order of r = 1 for
tetrahedral elements, and this might be caused by the missing of tangential stability
on the boundary faces.
Table 10.13
Error and convergence performance of the SWG scheme (κ = 1, tangential stability on interior
faces only) for the elasticity equation on polyhedral partitions of test case 4 in 3D. r refers to the
order of convergence in O(hr).
Tetrahedral elements Cubic elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 2.35e-01 0.00 2.01e+00 0.00 8.99e-02 0.00 1.04e-01 - 3.02e-01 - 8.47e-03 -
4 9.47e-02 1.31 1.49e+00 0.43 5.34e-02 0.75 2.70e-02 1.95 9.67e-02 1.64 3.06e-03 1.47
8 3.03e-02 1.64 9.27e-01 0.69 2.77e-02 0.95 6.79e-03 1.99 2.90e-02 1.74 9.56e-04 1.68
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 1.46e-01 0.00 4.28e-01 0.00 1.87e-02 0.00
4 3.48e-02 2.07 1.30e-01 1.72 5.24e-03 1.83
8 8.80e-03 1.98 4.25e-02 1.61 1.81e-03 1.54
Table 10.14 illustrates the numerical performance of the SWG scheme when no
tangential stabilities are included in the stabilizer S(·) (i.e., κ = 0). The numerical
tests indicate that the stiffness matrices for the SWG scheme on tetrahedral elements
are singular so that no numerical results are possible. For other polyhedral parti-
tions such as cubic partitions and hexagon-based prismal partitions, the numerical
displacement is seen to converge at the optimal order of r = 2 in the L2 norm. For
the numerical pressure and for the numerical displacement in H1 norm, the error is
at the order of r ≥ 1.5.
Table 10.14
Test case 4: error and convergence performance of the SWG scheme (κ = 0, no tangential
stability) for the elasticity equation on polyhedral partitions. r refers to the order of convergence in
O(hr).
Tetrahedral elements Cubic elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 - - - - - - 1.04e-01 - 3.02e-01 - 8.47e-03 -
4 - - - - - - 2.70e-02 1.95 9.67e-02 1.64 3.06e-03 1.47
8 - - - - - - 6.79e-03 1.99 2.90e-02 1.74 9.56e-04 1.68
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 1.45e-01 - 4.25e-01 - 1.33e-02 -
4 3.49e-02 2.06 1.30e-01 1.71 4.44e-03 1.59
6 8.77e-03 1.99 4.19e-02 1.63 1.53e-03 1.53
10.2.3. Shear-loaded beam in 3D. The goal of this test case is to study
the performance of the SWG scheme for the cantilever beam loaded in shear. The
domain Ω for this problem is Ω = (−1, 1) × (−1, 1) × (0, L), which is occupied by
an isotropic material with Young’s modulus E and Poisson’s ratio ν, and is subject
to constant traction, given by % = [0, F, 0], on the face passing through the origin.
In the present numerical study, the length of the beam is L = 10, the shear load is
taken as F = 0.1, and the material properties are selected as E = 25 and ν = 0.3.
The Neumann boundary condition is applied on the face (z = 0) while the Dirichlet
boundary condition is applied to other sides of the domain. The displacement fields
u corresponding to these stresses, up to the addition of a rigid body motion, is given
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by
u =

−3Fν
4E
xyz
F
8E
(3νz(x2 − y2)− z3)
F
8E
(3yz2 + νy(y2 − 3x2)) + 2(1 + ν)
E
ψ(x, y, z)
 ,
where ψ(x, y, z), is the anti-derivative of the stress component σ23 (10.1) with respect
to y. The expressions for stresses are available in Barber [5, 12] and are quoted here
for completeness:
σ11 = σ22 = σ12 = 0, σ33 =
3F
4
yz,
σ31 =
3Fν
2pi2(1 + ν)
∞∑
n=1
(−1)n
n2 cosh(npi)
sin(npix) sinh(npiy),
σ23 =
3F (1− y2)
8
+
Fν(3x2 − 1)
8(1 + ν)
(10.1)
− 3Fν
2pi2(1 + ν)
∞∑
n=1
(−1)n
n2 cosh(npi)
cos(npix) cosh(npiy).
The numerical simulation is performed on three types of polyhedral partitions:
tetrahedral, cubic, and hexagon-based prismal shown as in Figure 10.12. Our numer-
ical experiments (Table 10.15) suggest that the SWG approximations are convergent
in H1 and L2 norms.
(a) Tetrahedral partition (b) Cubic partition (c) Hexagon-based prismal mesh
Fig. 10.12. Polyhedral meshes with h = 1/4 used for the 3D Shear-loaded beam.
38
(a) (b) (c)
Fig. 10.13. 3D Shear-loaded beam: numerical solution from the SWG scheme (2.1)-(2.2), κ = 1
and tangential stability for interior faces only, deformation plot of the elastic material with color
provided by the magnitude of the numerical pseudo-pressure ph under different partitions.
Table 10.15
Error and convergence performance of the SWG scheme (κ = 1, tangential stability on interior
faces only) for the Elasticity equation on polygonal meshes of the shear-loaded beam test case. r
refers to the order of convergence in O(hr).
Tetrahedron Cube
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r = ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 5.19e-01 - 6.00e-01 - 1.27e+00 - 8.97e-03 - 3.11e-03 - 2.36e-02 -
4 1.54e-01 1.76 2.84e-01 1.08 7.49e-01 0.76 5.48e-03 0.71 2.32e-03 0.43 1.49e-02 0.66
8 4.38e-02 1.81 1.54e-01 0.88 4.02e-01 0.90 2.11e-03 1.38 1.34e-03 0.79 6.39e-03 1.22
Hexagon-based prismal elements
n ‖e(u,v)‖0 r = ‖e(u,v)‖1 r = ‖ep‖0 r =
2 6.66e-01 - 3.30e-01 - 1.25e+00 -
4 3.46e-01 0.95 2.22e-01 0.57 7.36e-01 0.76
8 1.36e-01 1.34 1.03e-01 1.11 3.44e-01 1.10
REFERENCES
[1] D. N. Arnold, F. Brezzi and J. Douglas, PEERS: a new mixed finite element for plane
elasticity, Japan J. Appl. Math., 1 (1984), no. 2, 347-367.
[2] Ferdinando Auricchio, L Beirao da Veiga, Carlo Lovadina, and Alessandro Reali, An analysis
of some mixed-enhanced finite element for plane linear elasticity, Computer Methods in
Applied Mechanics and Engineering, 2005, 194(27-29):2947-2968.
[3] I. Babus˘ka, The finite element method with penalty, Math. Comp., 27 (1973), 221-228.
[4] I. Babusˇka and M. Suri, Locking effects in the finite element approximation of elasticity
problems, Numer. Math. 62 (1992), Issue 1, 439-463.
[5] J. R. Barber, Elasticity, Springer, 3rd edition, 2010.
[6] L. Beiro da Veiga, F. Brezzi, A. Cangiani, G. Manzini, L. D. Marini, and A. Russo, Basic
principles of virtual element methods, Math. Models Methods Appl. Sci. 23 (2013), no. 1,
199-214.
[7] F. Brezzi, On the existence, uniqueness, and approximation of saddle point problems arising
39
from Lagrange multipliers, RAIRO, 8 (1974), 129-151.
[8] F. Brezzi and M. Fortin, Mixed and Hybrid Finite Element Methods, Springer-Verlag, New
York, 1991.
[9] B. Cockburn and C.-W. Shu, The local discontinuous Galerkin method for time-dependent
convection-diffusion systems, SIAM Journal on Numerical Analysis, 35 (1998), 2440-2463.
[10] M. Dauge, Elliptic Boundary Value Problems on Corner Domains - Smoothness and Asymp-
totics of Solutions, Lecture Notes in mathematics, Volume 1341, Springer, Berlin, 1988.
[11] D. A. Di Pietro and S. Nicaise, A locking-free discontinuous Galerkin method for linear elas-
ticity in locally nearly incompressible heterogeneous media, J. Applied Numerical Mathe-
matics, 63 (2013), 105-116.
[12] A. L. Gain, C. Talischi, G H. Paulino, On the virtual element method for three-dimensional
linear elasticity problems on arbitrary polyhedral meshes[J], Computer Methods in Applied
Mechanics and Engineering, 2014, 282: 132-160.
[13] V. Girault and P.-A. Raviart, Finite Element Methods for Navier-Stokes Equations: Theory
and Algorithms, Springer-Verlag, 1984.
[14] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Monographs and Studies in Mathemat-
ics, Volume 24, Pitman, Boston-London-Melbourne, 1985.
[15] G. Fu, B. Cockburn, and H. Stolarski. Analysis of an HDG method for linear elasticity.
International Journal for Numerical Methods in Engineering, 2015, 102(3-4):551-575.
[16] P. Hansbo and M. G. Larson, Discontinuous Galerkin methods for incompressible and nearly
incompressible elasticity by Nitsche’s methods, Comput. Methods Appl. Mech. Engrg., vol.
191 (2002), no. 17-18, 1895-1908.
[17] D. Li, C. Wang, and J. Wang, Superconvergence of the gradient approximation
for weak Galerkin finite element methods on nonuniform rectangular partitions,
https://arxiv.org/pdf/1804.03998v2.pdf.
[18] Y. Liu and J. Wang, A simplified weak Galerkin finite element method: algorithm and error
estimates, arXiv:1808.08667v2, 2018.
[19] Y. Liu and J. Wang, Simplified weak Galerkin and new finite difference schemes for the Stokes
equation, Journal of Computational and Applied Mathematics, 2019, 361: 176-206.
[20] L. Mu, J. Wang and X. Ye, A weak Galerkin finite element method with polynomial reduction,
Journal of Computational and Applied Mathematics, vol. 285, pp. 45-58, 2015.
[21] L.R. Scott and M. Vogelius, Norm estimates for a maximal right inverse of the divergence
operator in spaces of piecewise polynomials, RAIRO Math. Modeling Num. Anal. 19 (1985),
111-143.
[22] R. Sevilla, M. Giacomini and A. Huerta, A locking-free face-centred finite volume (FCFV)
method for linear elastostatics, Computers & Structures, 2019, 212: 43-57.
[23] S-C Soon, B Cockburn, and Henryk K Stolarski, A hybridizable discontinuous Galerkin method
for linear elasticity. International Journal for Numerical Methods in Engineering, 2009,
80(8):1058-1092.
[24] M. Vogelius, An analysis of the p-version of the finite element method for nearly incompress-
ible materials, Numerische Mathematik, 41 (1983), no. 1, 39-53.
[25] C. Wang, J. Wang, R. Wang and R. Zhang, A locking-free weak Galerkin finite element method
for elasticity problems in the primal formulation, Journal of Computational and Applied
Mathematics, (2016), 307, 346-366.
[26] C. Wang and J. Wang, Primal-dual weak Galerkin finite element methods for elliptic Cauchy
problems, arXiv:1806.01583 [math.NA], submitted for publication.
[27] C. Wang and J. Wang, A primal-dual weak Galerkin finite element method for Fokker-Planck
type equations, arXiv:1704.05606, SIAM Journal of Numerical Analysis, accepted.
[28] J. Wang and X. Ye, A weak Galerkin finite element method for second-order ellliptic problems.
arXiv: 1104.2897vl. J. Comp. and Appl. Math., 241, 103-115, 2013.
[29] J. Wang and X. Ye. A weak Galerkin mixed finite element method for second order elliptic
problems, Math. Comp., 83, pp. 2101-2126, 2014.
[30] T. P. Wihler, Locking-free adaptive discontinuous Galerkin FEM for linear elasticity problems,
Math. Comp., 75(2006), no. 255, 1087-1102.
