Abstract. In this paper, we study the following elliptic problem with Dirac mass
Introduction
The main objective of this paper is to study the existence of multiple weak solutions to the following nonlinear elliptic problem with Dirac mass
where N > 2, p > 0, k > 0, δ 0 is Dirac mass at the origin, the weight function V is locally Lipchitz continuous in R N \ {0}. Problem (P k ) concerns with source term in contrast with problems with absorption terms. The semi-linear elliptic equations with absorption terms −∆u + g(u) = ν in Ω,
where ν is a bounded Radon measure, Ω is a bounded C 2 domain in R N and g : R → R is nondecreasing and g(0) ≥ 0, has been extensively studied for the last several decades. A fundamental contribution to the problem is due to Brezis [8] , Benilan and Brezis [5] , where they showed the existence and uniqueness of weak solution for problem (1.1) if the function g : R → R satisfies the subcritical assumption: The method is to approximate the measure ν by a sequence of regular functions, and find classical solutions which converges to a weak solution of (1.1). Meanwhile, it is necessary to establish uniform bounds for the sequence of classical solutions. The uniqueness is then derived by Kato's inequality. Such a method has been extended to solve the equations with boundary measure data in [13, 16, 17, 18, 19] and other subjects in [3, 4, 6, 7] . In the source term case, one adapts different approaches since it is hard to find uniform bound if one uses the approaching process in [5, 8] . Moreover, it seems that the uniqueness is no longer valid in general. Actually, for the problem −∆u = u q + λδ 0 in Ω,
where q ∈ (1, N N −2 ), λ > 0 and Ω is a bounded domain containing the origin, it was shown in [15] that there exists λ * > 0 such that (1.2) has two solutions for λ ∈ (0, λ * ). For general Radon measures µ, one weak solution was found in [4] for (1.2) with δ 0 replaced by µ. If 1 < q < N N −2 , the solutions of (1.2) are isolated singular solutions of − ∆u = u q in Ω \ {0}, (1.3)
such solutions asymptotically behave at the origin like |x| 2−N . The nonnegative solutions to (1.3) with isolated singularities have been classified in [1] for q = N N −2 , in [12] for
N −2 and in [9] for q = N +2 N −2 . Using this classification of singular solutions, one may construct solutions of the equation like (1.3) with many singular points, see for instance [20, 23] .
In the whole space, it was proved in [22] that the problem . A feature of the operator −∆ + id is that its fundamental solution decays exponentially at infinity, thus the fundamental solution belongs to L 1 (R N ). This fact plays an essential role in finding solutions of (1.4) . While in our problem (P k ), the fundamental solution of −∆ does not belong to L 1 (R N ). It brings difficulties in the process of finding solutions of (P k ).
In this paper, we will find two weak solutions for problem (P k ). By a weak solution of (P k ) we mean a nonnegative function u ∈ L 1 loc (R N ) such that V u p ∈ L 1 (R N ), lim We suppose throughout this paper that there exist a 0 < N, a ∞ > a 0 , c 1 > 0 such that the function V (x) satisfies
Condition (1.5) implies that the limiting behavior of V at the origin is controlled by |x| −a 0 and that of V (x) at infinity controlled by |x| −a∞ respectively. The first result is on the minimal solution of (P k ).
Theorem 1.1. Suppose condition (1.5) holds and p > 0 satisfies
, there exists a minimal positive solution u k,V of (P k ) and for p > 1 and k > k * , there is no solution for (P k ). Moreover, we have k * < ∞ if p > 1; k * = +∞ if 0 < p < 1 or p = 1 and c 1 > 0 small.
(ii) for p fixed, the mapping V → k * is decreasing and the mapping V → u k,V is increasing.
(iii) if V is radially symmetric, the minimal solution u k,V is also radially symmetric.
In the sequel, we denote u k,V the minimal solution obtained in Theorem 1.1 corresponding to k and V .
We remark that the minimal solution of (P k ) is derived by iterating an increasing sequence {v n } n defined by
is the Green operator defined as
To insure the convergence of the sequence {v n } n , we need to construct a suitable barrier function by using the estimate
where c 2 > 0. From the estimate (1.7), the optimal range of k for constructing super solution of (P k ) is (0, k p ], where
Here we observe that k * ≥ k p . Once the minimal solution is found, we explore further properties of the solution. Precisely, we show such a solution is regular except for the origin, and decays at infinity. These properties allow us to establish the stability of the minimal solution, whereas this stability plays the role in finding the second solution.
Denote by D 1,2 (R N ) the Sobolev space which is the closure of C ∞ c (R N ) under the norm
We say a solution u of (P k ) is stable (resp. semi-stable) if
Let k p be given in (1.8). The properties of the minimal solution are collected as follows.
Theorem 1.2.
Suppose that the function V satisfies (1.5) with a ∞ > a 0 and a 0 ∈ R, and p satisfies (1.6) .
and satisfies sup
Moreover, u k,V is stable and there exists c 3 > 0 independent of k such that
and k ∈ (0, k * ), the minimal solution u k,V is stable and satisfies (1.11) . Moreover, any positive weak solution u of (P k ) is a classical solution of problem (1.9) satisfying (1.10).
We note that in (i) and (ii) of Theorem 1.2, the parameter k is bounded by k p and k * respectively. It is not clear if k p < k * . We also remark that (1.10) implies that the singularity and the decays of u at the origin and infinity respectively are the same as the fundamental solution.
The second solution of (P k ) will be constructed by Mountain Pass Theorem. Indeed, we will look for critical points of the functional
To assure that the functional E is well defined, we establish the embedding
and 
N −2 with t ∈ R and 2 * = 2 * (0). Therefore, we may verify that the functional E satisfies the (P S) c condition. Furthermore, we may build the mountain pass structure by the stability of the minimal solution.
Taking into account the range of p for the existence of the minimal solution, we suppose
The intersection of intervals in (1.17) is not empty if we assume further that
Our result of the existence of the second solution is stated as follows. (1.8) . Then, for k ∈ (0, k p ), problem (P k ) admits a weak solution u > u k,V . Moreover, both u and u k,V are classical solutions of (1.9).
Although we are not able to show k p < k * , we may prove that if p satisfies (1.12), problem (P k ) admits a solution u such that u > u k,V for all k ∈ (0, k * ).
If V is radially symmetric, the range of p can be improved to (1.8) . Then, for k ∈ (0, k p ), problem (P k ) admits a radially symmetric solution u > u k,V , and both u and u k,V are classical solutions of (1.9) .
The paper is organized as follows. In Section 2, we show the existence of the minimal solution of (P k ). Section 3 is devoted the regularity and stability of the minimal solution. Finally, in Section 4 we find the second solution of (P k ) by the Mountain Pass theorem.
Minimal solution
In this section, we show the existence of the minimal solution for (P k ). To this end, we construct a monotone sequence of approximating solutions by the iterating technique and bound it by a super-solution. The suitable super-solution will be constructed based on the following result.
Lemma 2.1. Assume that the function V satisfies (1.5) with a 0 < N, a ∞ > 0, and that p > 0 satisfies (1.6) . There holds
where c 2 linearly depends on c 1 .
Proof. Note that
by the assumption for p, we have 3) where c N > 0 is the normalized constant depending only on N . This implies
We deduce by (2.2) and (2.3) that
where e x = x |x| . Now, we estimate R N Φ(x, y)dy. We divide it into two cases (i) |x| ≥ 1 and (ii) |x| ≤ 1 to discuss.
In the case (i) |x| ≥ 1, by (1.6), (N − 2)p + a 0 < N , we have
(e x ), we have
and then
Φ(x, y) dy ≤ c 7 |x|
(e x )), we have (N − 2)(p + 1) + a ∞ > N by (1.6). Therefore,
Φ(x, y) dy ≤ c 9 |x|
where c 9 , c 10 > 0. By the assumption on p, (N − 2)p + a ∞ ≥ N . We conclude that there exists c 11 > 0 such that for |x| ≥ 1,
Next, we treat the case (ii) |x| ≤ 1. Apparently, there exist c 12 , c 13 > 0 such that
By (1.6), there are c 14 , c 15 > 0 such that
(e x )), we have that
where c 16 , c 17 > 0. Consequently, there exists c 18 > 0 such that for |x| ≤ 1,
Therefore, the assertion follows by (2.4) and (2.5).
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. First, we prove (i). We define the iterating sequence:
and
Observing that
we deduce that
Thus, the sequence {v n } n is increasing with respect to n. Moveover, we have that
Now, we build an upper bound for {v n } n . For t > 0, denote
where c 2 > 0 is from Lemma 2.1, then
Now, we choose t such that (2.9) holds. If p > 1, since the function f (t) = (
p intersects the line g(t) = t at the unique point t p , we may choose that
(2.10)
If p = 1, we choose c 1 > 0 small such that c 2 < 1 and
Finally, if p < 1, for t > 1, we have (c 2 tk
so we may choose
Hence, for t p we have chosen, by the definition of w tp , we have w tp > v 0 and
Inductively, we obtain v n ≤ w tp (2.11) for all n ∈ N. Therefore, the sequence {v n } converges. Let u k,V := lim n→∞ v n . By (2.8), u k,V is a weak solution of (P k ).
We claim that u k,V is the minimal solution of (P k ), that is, for any positive solution u of (P k ), we always have u k,V ≤ u. Indeed, there holds
We may show inductively that u ≥ v n for all n ∈ N. The claim follows.
Similarly, if problem (P k ) has a nonnegative solution u for k 1 > 0, then (P k ) admits a minimal solution u k,V for all k ∈ (0, k 1 ]. As a result, the mapping k → u k,V is increasing. So we may define k * = sup{k > 0 : (P k ) has a minimal solution for k}, which is the largest k such that problem (P k ) has minimal positive solution, and k * > 0.
We remark that in the cases 0 < p < 1 and p = 1, c 1 > 0 small, we may always find a super-solution w tp . Hence, there exists a minimal solution for all k > 0, that is , k * = ∞. Now, we prove that k * < +∞ if p > 1. Suppose on the contrary that, problem (P k ) admits a minimal solution u k,V for k > 0 large. We observe that
Let x 0 ∈ suppV be a point such that x 0 = 0, V (x 0 ) > 0 and for some r > 0 such that
Denote by η 0 a C 2 function such that
for R > r, where χ Ω is the characterization function of Ω. Thus,
Taking ξ R as a test function with R > 4r, we obtain
Let R → +∞ in (2.12), we see that
By (2.11) and the fact that
with c 20 > 0, which is impossible if k is sufficient large. The assertion follows.
Next, we prove (ii). Let V 1 ≥ V 2 and u k,V 1 be a positive solution of problem (P k ) with V = V 1 . Therefore, u k,V 1 is a super-solution of (P k ) with V = V 2 . It implies that problem (P k ) with V = V 2 has a minimal solution u k,V 2 ≤ u k,V 1 . This shows that the mapping V → k * is decreasing and the mapping V → u k,V is increasing.
Finally, we show (iii) is valid. In fact, if V is radially symmetric, so is v n , which is defined in (2.6) since v 0 is radially symmetric. It follows that the limit u k,V of v n is radially symmetric too.
For future reference, we remark that for p > 1 and k ∈ (0, k p ] with k p := (c 2 p)
for some c 21 > 0 depending only on k p . Thus, V u k,V is locally bounded in R N \ {0}, which allows us to show that u k,V is a classical solution of (1.9).
Properties of minimal solutions
In this section, we establish the regularity and the decaying law for weak solutions, as well as the stability for the minimal solution.
First, we have the regularity results for weak solutions of (P k ).
Proposition 3.1. Assume that the function V satisfies (1.5) with a ∞ > a 0 and a 0 ∈ R, and
Then, any positive weak solution u of (P k ) is a classical solution of (1.9).
Proof. Let u be a weak solution of (P k ). Since V u p ∈ L 1 (R N ), u can be rewritten as
For any x 0 ∈ R N \ {0}, let r 0 = 1 4 |x 0 |. Then, we have that for any i ∈ N,
where C i > 0 depends on i. Obviously, there holds for some c i > 0 depending on i
.
We may verify that
So there exists i 0 such that N − 2q i 0 > 0, but N − 2q i 0 +1 < 0, and we deduce that
As a result,
On the other hand, by Proposition 5.2,
By elliptic regularity, we know from (3.3) that u is Hölder continuous in B 2 −i 0 r 0 (x 0 ), so is V u p . Hence, u is a classical solution of (1.9).
Next, we study the singularity of the weak solution of (P k ) at the origin and the decay at infinity.
Lemma 3.1. Suppose that the function V satisfies (1.5) with a 0 and a ∞ given in (1.18), and p > 1 satisfies (1.17) and (3.1) . Let u be a weak solution of (P k ). Then
Proof. It is known from Proposition 3.1 that u is a classical solution of (1.9). So we focus on the problems of the singularity of the weak solution at the origin and the decay at infinity. We first consider the singularity at the origin. We claim that
(0)) with
7) where c 22 > 0. By the definition of u 1 and (3.7), we obtain
where 1 (0) ). Hence, we know from (3.8) that u 1 (x) ≤ c 24 |x| 
Inductively, we define
So there is m 0 ∈ N such that
Therefore, (3.5) holds. Next, we establish the decay at infinity, that is,
It is known from Proposition 3.1 that u ∈ L ∞ loc (R N \ {0}) and lim |x|→+∞ u(x) = 0.
(3.11)
We divide the proof into three parts in accordance to
Case (a) a ∞ > N . Let
There exists c 25 > 0 such that
By (3.11) and the assumption on V , there exist constants A, B ≥ 1 such that
By the comparison principle,
Hence, there exists c 26 > 0 such that
We may find constants A, B ≥ 1 such that
By the comparison principle again,
Repeating the above argument, we obtain
Inductively, we define τ j = 2 − a ∞ + pτ j−1 . There exists j 0 ∈ N such that τ j 0 −1 > −N and τ j 0 < −N . If τ j 0 −1 > −N , we proceed as above. If
We reduce the problem to the case (a) a ∞ > N . Then, (3.10) holds. 
in this case we are done; and
In the case a ∞ + pγ 0 ≤ 2, let r 1 = 
where
. Inductively, we define r j = |x| γ j with γ j = (1 + 2 N )(a ∞ + pγ j ). There exists j 0 ∈ N such that a ∞ + pγ j 0 −1 ≤ 2 and a ∞ + pγ j 0 > 2. In the former case, we iterate as above; in the latter case, we have
By the proof of (b), (3.10) holds. The proof is complete.
Now, we deal with the stability of the minimal solution of (P k ). 
(3.13)
Proof. We divide the proof into two parts. At first, we show the stability of the minimal solution for k > 0 small; then, we prove this is true for full range k ∈ (0, k * ). Now we show for k > 0 small, the result holds true. By (2.13), for k > 0 small,
where c 35 > 0 is independent of k. Therefore,
we note for
there holds
It implies from (3.14) that
Hence, for any ξ ∈ C 1,1 c (R N ), by (3.15) and the Hardy-Sobolev inequality, we deduce for k > 0 small that
Inequality (3.16) holds also for ξ ∈ D 1,2 (R N ), which means that u k,V is a semi-stable solution of (P k ) for k > 0 small. Indeed, by a density argument, taking {ξ n } n in C 1,1
, and replacing ξ in (3.16) by ξ n , the result follows by passing the limit.
Next, we prove the stability of minimal solutions for all k ∈ (0, k * ). Suppose that if u k is not stable, then we have that
By the compact embedding theorem in section 4, λ 1 is achieved by a nonnegative function
Choosing t > 0 small, we obtain
which is impossible. Consequently,
Finally, we prove (3.13). For any
Hence, there exists a minimal solution u k ′ ,V of (P k ) for k ′ < k * , and the minimal solution
It implies
which together with the fact
implies (3.13). The proof is complete.
Corollary 3.1. Assume that p > 1, the function V satisfies (1.5) with a 0 < min{2, a ∞ }. Then, for k ∈ (0, k p ), the minimal solution u k,V of (P k ) is stable and satisfies (1.9) as well as (3.13) .
Proof. Since for k ≤ k p , the minimal solution u k,V of (P k ) is controlled by w tp , this yields
. It follows by Proposition 5.1 and Proposition 5.2 that u k,V is a classical solution of (1.9). The rest results follow by the proof of Proposition 3.2 and (2.13).
Proof of Theorem 1.2. The assertions in the theorem follow by Proposition 3.1, Proposition 3.2 and Corollary 3.1.
Mountain-Pass solution
In order to find the second solution of (P k ), we try to find a nontrivial function u so that u k,V + u is a solution of (P k ), which is different from the minimal solution u k,V of (P k ). We are then led to consider the problem
It is adequate to find a nontrivial solution of (4.1). Intuitively, the cancelation of the singularity of u k,V in the nonlinear term on the right hand side of (4.1) allows us to find a solution of (4.1) as a critical point of the functional
We may verify by the following lemma that the functional E is well-defined on D 1,2 (R N ).
Lemma 4.1. Let a 0 < 2, a ∞ > max{a 0 , 0} and p > 1 satisfy (1.17) . Then the inclusion
Proof. For β ∈ (0, 2), it follows by Hölder's inequality, the Hardy inequality and the Sobolev inequality that
We claim that the inclusion
If a 0 < 0, by Sobolev inequality,
Using Hölder's inequality, we obtain
Moreover, for a ∞ ∈ (0, 2], we have 2 * (a ∞ ) < q ≤ 2 * , by Hölder's inequality and (4.4),
The case a ∞ > 2 can be reduced to the case a ∞ ∈ (0, 2]. In conclusion, for all the cases, we have
Combining with the fact that
then the claim is true.
We next show that the inclusion
Let {ξ n } n be a bounded sequence in D 1,2 (R N ). For any ε > 0, there exists R > 0 such that for τ = N −
By the Sobolev embedding, ξ n → ξ in H 1 (B R (0)) up to a subsequence. This, together with (4.7), yields the result.
By the proof of Lemma 4.1, we see that the inclusion id is continuous and compact if
This is the case if q = 2. The assertion follows.
Proof of Theorem 1.3. Now we prove Theorem 1.3 by the Mountain Pass Theorem. For any ǫ > 0, there exists C ǫ > 0 such that
By (1.5) and Lemma 4.1, for any v ∈ D 1,2 (R N ),
where c ǫ > 0. It implies E is well-defined and we verify that E is
For k ∈ (0, k p ) and ǫ > 0 small enough, we infer from Corollary 3.1 that
where c 39 , c 40 > 0. So there exists t 0 > 0 small such that
On the other hand, we fix a nonnegative function v 0 ∈ D 1,2 (R N ) with v 0 D 1,2 (R N ) = 1 and its support is a subset of the suppV . Since (a + b) p ≥ a p + b p for a, b > 0 and p > 1,
There exists T > 0 such that for t ≥ T ,
Choosing e = T v 0 , we have E(e) ≤ 0.
Next, we verify that E satisfies (P S) c condition, that is, for any sequence {v n } in D 1,2 (R N ) such that E(v n ) → c and E ′ (v n ) → 0 as n → ∞, {v n }, which is called a (P S) c sequence, contains a convergent subsequence.
Let {v n } ⊂ D 1,2 (R N ) be a (P S) c at the mountain pass level 
where c p = min{1, p − 1}, we deduce from E(v n ) → c, E ′ (v n ) → 0 that for c 41 , c 42 > 0,
Therefore, v n is uniformly bounded in D 1,2 (R N ) for k ∈ (0, k * ). We may assume that there
Invoking the inequality
This, together with lim n→∞ E(v n ) = c, implies
By the Mountain Pass Theorem in [2] , there exists a nontrivial critical point v k ∈ D 1,2 (R N ) of E, which is nonnegative. Thus, v k is a weak solution of (4.1). Hence,
for ϕ ∈ D 1,2 (R N ) with 0 ∈ supp ϕ. We may show as (2.3) in [11] that for any x 0 = 0 and r < 
Therefore, we deduce by the Moser-Nash iteration, see for instance [11, 14] , that
In conclusion,
This means that v k + u k,V is weak solution of (P k ), and also implies v k + u k,V is a classical solution of (1.9). The maximum principle yields v k > 0, and then v k + u k,V > u k,V . So we obtain two positive solutions of (P k ).
Finally, we consider the case that V is radially symmetric. Denote by D 
. Suppose a 0 < 2, a ∞ > max{a 0 , 0} and p satisfy (1.19), we may show that the inclusion D 1,2
is continuous and compact.
Proof of Theorem 1.4. Since V is radially symmetric, so is the minimal solution u k,V of (P k ) for k ∈ (0, k p ]. The solution u k,V is also stable. By the Mountain Pass Theorem, we may find a critical point of the functional
r (R N ). The rest of the proof is similar to the proof of Theorem 1.3, we sketch it.
Appendix: Regularities
We recall G(x, y) =
Proposition 5.1. Suppose that Ω ⊂ R N is a bounded domain and h ∈ L s (Ω). Then, there exists c 43 > 0 such that
Proof. First, we prove (5.1). By Hölder's inequality, for any x ∈ Ω, Ω G(x, y)h(y)dy
, where s ′ = 
Proof. Since 
