This paper establishes the existence of a unique nonnegative continuous viscosity solution to the HJB equation associated with a Markovian linear-quadratic control problems with singular terminal state constraint and possibly unbounded cost coefficients. The existence result is based on a novel comparison principle for semi-continuous viscosity sub-and supersolutions for PDEs with singular terminal value. Under a mild additional assumption on the model parameters we show that the viscosity solution is in fact a π-strong solution to the HJB equation and can hence be compactly approximated by smooth functions.
Introduction
Let T ∈ (0, ∞) and let (Ω, F, (F t We assume that the cost coefficients η, λ, γ are continuous and of polynomial growth, that η is twice continuously differentiable and that the diffusion coefficients b, σ are Lipschitz continuous. We prove the existence of a unique continuous viscosity solution to the resulting HJB equation and give a representation of the optimal control in terms of the viscosity solution.
Control problems of the form (1.1)-(1.3) naturally arise in models of optimal portfolio liquidation under market impact. Starting with the work of Almgren and Chriss [1] such problems have received considerable attention in the financial mathematics and stochastic control literature in recent years; see [3, 4, 16, 17, 19, 22, 24, 26] and references therein. One of their main characteristics is the singular terminal condition of the value function induced by the terminal state constraint (1.3). The constraint translates into a singular terminal state constraint on the associated HJB equation and causes significant difficulties in proving the existence and, even more so, the uniqueness of solutions to that equation.
Under a polynomial growth condition on the cost coefficients η, λ, γ and an analyticity condition on the semigroup generated by the infinitesimal generator of the diffusion process Y it has been shown in [17] that the HJB equation admits at most one continuous viscosity solution of polynomial growth. The proof used a comparison principle for continuous viscosity solutions to PDEs with singular terminal value. Since the comparison principle applies only to continuous functions, it can not be used to establish the existence of a viscosity solution. Instead, it was shown in [17] that a (unique) classical solution to the HJB equation exists under strong boundedness and regularity assumptions on the model parameters. In this paper we prove a novel comparison principle for semi-continuous viscosity solutions for PDEs with singular terminal value from which we deduce the existence of a continuous, and hence unique viscosity solution to our HJB equation using Perron's method. The existence of a viscosity solution is enough to carry out the verification arguments and to give a representation of the optimal control in feedback form.
To the best of our knowledge, uniqueness of solutions results to HJB equations associated with control problems of the form (1.1)-(1.3) with stochastic coefficients have so far only been established under L ∞ assumptions on the model parameters; see [16] [17] [18] . Restricting the analysis to bounded cost and diffusion coefficients is unsatisfactory. For instance, in a portfolio liquidation framework, geometric Brownian motion is a canonical choice for the factor λ(Y t ).
The papers [3, 19, 22, 24] allow for unbounded coefficients. They characterize the value function as the minimal solution to some BSDE with singular terminal value. Such BSDEs were first studied in [22] . In [23] the same author showed that the minimal solutions to certain singular BSDEs yield probabilistic representations of the minimal viscosity solutions to the associated PDEs. Our comparison result yields sufficient conditions for the minimal viscosity solution being the unique solution. We also show how the uniqueness results carries over to non-Markovian models, thereby complementing the analysis in [3, 19] .
Without a uniqueness result it is typically difficult to prove regularity properties of the value function beyond integrability. Our uniqueness result allows us to prove that the viscosity solution can be compactly approximated by classical solutions to parabolic PDEs if the diffusion coefficients have bounded second derivatives. The PDEs are perturbations of the original HJB equation whose terminal conditions at an arbitrary time T 0 < T are given by the value function at that time. For the approximation result, it is important that the value function is of polynomial growth.
Since many transition Markov semigroups, even the heat semigroup, are not strongly continuous on C(R d ), we work with π-semigroups (see [6, 8] ) instead of strongly continuous ones and choose π-convergence as our approximation concept. Most of the literature on π-semigroups considers semigroups on the space of bounded uniformly continuous functions. Since we want to allow for unbounded cost coefficients this space is too small for our purposes. The papers [7, 13, 15] consider semigroups on the spaces of functions with polynomial growth, but are mainly concerned with Ornstein-Uhlenbeck semigroups. Instead, our approach is based on the work [10] where Markov semigroups for diffusion processes with possibly non-uniformly elliptic coefficients are analyzed; see also [11, 12] .
The remainder of this paper is organized as follows. In Section 2, we summarize our main results. The existence of viscosity solution is proved in Section 3.1; the verification argument is carried out in Section 3.2. Section 4 shows that the unique nonnegative viscosity solution is also a π-strong solution. Section 5 is devoted to an extension of our uniqueness result to a non-Markovian model with unbounded coefficients.
the sets of all functions φ : R d → R which are, respectively continuous, uniformly continuous, continuous and bounded, uniformly continuous and bounded together with their derivatives of order up to k on R d . The spaces
are Banach spaces when endowed with the norm
we denote the space of all functions that are differentiable infinitely often and have compact support. For a given m ≥ 0, we define C m (R d ) to be sets of continuous functions that have at most polynomial growth of order m, i.e. the set of functions φ ∈ C(R d ) such that
This space is a Banach space when endowed with the norm
For a compact subset I of R, we define the space
ϕ(t, y) is uniformly continuous in y, uniformly with respect to t ∈ I}.
It is equipped with the
if it has at most polynomial growth of order m in the second variable uniformly with respect to t ∈ I and is upper (lower) semi-continuous on I × R d . Whenever the notation T − appears in the definition of a function space we mean the set of all functions whose restrictions satisfy the respective property when T − is replaced by any s < T , e.g.,
Throughout, all equations and inequalities are to be understood in the a.s. sense. We adopt the convention that C is a constant that may vary from line to line.
Assumptions and main results
For each initial state (t, y,
the value function of our control problem subject to the state dynamics
The infimum is taken over the set A(t, x) of all admissible controls, that is, over all pairs of controls (ξ, µ) such that ξ ∈ L 4 F (t, T ; R), such that µ is predictable and such that the resulting state process
satisfies the terminal state constraint X ξ,µ
The dynamic programming principle suggests that the value function satisfies the HJB equation
where the Hamiltonian H is given by
and the quadratic cost function suggests an ansatz of the form V (t, y, x) = v(t, y)|x| 2 . The following result confirms this intuition. Its proof can be found in [17, Section 2.2].
where 6) if and only if v(t, y)|x| 2 is a (sub/super) solution to the HJB equation (2.4) . In this case the infimum in (2.4) is attained at
and H(t, y, x, ξ
Assumptions
In order to prove the existence of a unique non-negative continuous viscosity solution of polynomial growth to our HJB equation we assume throughout that the factor process 
(2.10)
Furthermore, we assume that the cost coefficients are continuous and of polynomial growth and that η is twice continuously differentiable and satisfies a mild boundedness condition. (ii) η ∈ C 2 , and 
denotes the infinitesimal generator of the factor process.
Remark 2.5. The preceding assumption is satisfied if, for instance Y is geometric Brownian motion and
We notice that the condition (2.13) in [26] is violated for m 1 = 2 if Y is geometric Brownian motion. Our assumptions are also much weaker than those in [17] . For instance, we may chose Y = (Y 1 , Y 2 ) with Y 1 being geometric Brownian motion and Y 2 being an Ornstein Uhlenbeck (OU) process. OU processes do not generate analytic semigroups, so they do not satisfy the assumptions in [17] . In a portfolio liquidation framework, they are a natural choice for describing fluctuations in markets depths. In such a setting it would be natural to choose λ(Y ) = Y 1 and
Viscosity solution
Before we state our first main result, we recall the notion of viscosity solutions for parabolic equations that will be used in this paper.
Definition 2.6. For semicontinuous functions v : [0, T ) × R d → R we use the following solution concepts for the parabolic PDE:
where
(iii) v is a viscosity solution if v is both viscosity sub-and supersolution.
We are now ready to state the main result of this paper. Its proof is given in Section 3 below. 12) with the nonlinearity F given in (2.6) admits an unique nonnegative viscosity solution in
for some m ≥ 0.
The next result states that both the value function and the optimal controls are given in terms of the unique viscosity solution to the HJB equation.
Proposition 2.8. Under Assumptions 2.2 ,2.4, let v be the unique nonnegative viscosity solution to the singular terminal value problem (2.12). Then, the value function (2.1) is given by V (t, y, x) = v(t, y)|x| 2 , and the optimal control (ξ * , µ * ) is given in feedback form by
(2.13)
In particular, the resulting optimal portfolio process (X * s ) s∈[t,T ] is given by
(2.14)
π-strong solution
It turns out that the viscosity solution to the HJB equation can be approximated by smooth functions under a mild additional assumption on the diffusion coefficients. More precisely, the viscosity solution turns out to be a π-strong solution (in the sense defined below) to our HJB equation if the diffusion coefficients have bounded second derivatives. We refer to [13, Section 4] for a detailed discussion of π-strong solutions to general parabolic PDE.
Definition 2.9. Consider the terminal value problem
and let 
such that, for every n ∈ N, w n is a classical solution of the Cauchy problem
where the notion of π-convergence is recalled in Definition A.1 in the Appendix.
The following definition extends the notion of π-strong solutions to our singular terminal value problem.
Definition 2.10. We say that a function w : [0, T ) × R d → R is a π-strong solution to the terminal value problem (2.12) if for every T 0 ∈ (0, T ), the function w is a π-strong solution to the PDE (2.5) on [0,
The following is the second main result of this paper. Its proof is given in Section 4 below.
Theorem 2.11. Assume that Assumptions 2.2 and 2.4 hold and that in addition b and σ are of class U C 2 and satisfy |b
for some L < ∞. Then, the the unique nonnegative viscosity solution v to the singular terminal value problem (2.12) is also a π-strong solution to (2.12).
3 Viscosity solution: existence and verification
Existence
In this section, we prove Theorem 2.7. In a first step we prove a novel comparison principle for semi-continuous viscosity solutions to PDEs with singular terminal value. Subsequently, we apply Perron's method to establish the existence of viscosity solution. In a final step we prove that the viscosity solution is indeed the value function to our stochastic control problem.
Comparison principle
Throughout this section, we fix δ ∈ (0, T ] and for some
be a viscosity super-and a viscosity subsolution to (2.12).
The proof of the comparison principle is based on three auxiliary results. The first lemma is taken from [17, Lemma A.2] . It is a modification of [5, Lemma 3.7] .
The next lemma constructs a smooth strict supersolution to (3.3) of polynomial growth.
Lemma 3.3. For every n ∈ N, there exists K n large enough such that
Proof. Direct calculations verify that h(t, y) := e Kn(T −t) (1+|y| 2 )
Here it is used that b and σ are Lipschitz and thus are of linear growth. Hence,
The following lemma is key to the proof of the comparison principle.
Lemma 3.4. If n ∈ N in Lemma 3.3 is chosen large enough, then independent of α > 0, the function
is either nonpositive or attains its supremum at some point
along with condition (3.1) shows that for any n > m,
Hence lim k t k < T. Furthermore, w is bounded by a function of polynomial growth uniformly away from the terminal time.
Choosing n large enough this shows that lim k |y k | < ∞. As a result, the supremum is attained at some point (t α , y α ) because Φ α is upper semicontinuous. This proves the assertion.
We are now ready to prove the comparison principle.
Proof of Proposition 3.1. Let us fix α > 0. By letting α → 0 it is sufficient to show that the function Φ α is nonpositive.
In view of Lemma 3.4, we just need to consider the case where there exists a point (t α , y α )
This inequality can be interpreted as w − ψ α having a global maximum at (t α , y α ), where
Since ψ α is smooth and w is a viscosity subsolution to (3.3),
By the mean value theorem and in view of condition (3.2),
Thus, Lemma 3.3 implies,
Since l ≤ 0, we can conclude that Φ α (t α , y α ) ≤ 0, thus Φ α ≤ 0.
Existence via Perron's method
Armed with our comparison principle, the existence of a viscosity solution to our HJB equation can be established using Perron's method as soon as suitable sub-and supersolutions can be identified. In order to establish the existence of such solutions, we notice that the quantity Lη η is well-defined and finite, due to Assumption 2.4.
Proposition 3.5. Under Assumption 2.2, 2.4 the functionsv,v are a nonnegative classical sub-and supersolution to (2.12)
Proof. To verify the supersolution property ofv, we first verify that
Recalling the definition (2.6) of F , we have sincev ≥ 0,
Next, we apply the inequality (u + v + w) 2 ≥ u 2 + 2uv for u, v, w ≥ 0 to the termv(t, y) 2 to obtain
Adding (3.6) and (3.7) yields,
We conclude that
Next, we verify the subsolution property ofv. By direct computation,
On the other hand, since λ,
We estimatev(t, y) 2 using the inequality (u − v) 2 ≤ u 2 − uv for u ≥ v ≥ 0 and obtain,
Adding (3.8) and (3.9) yields,
.
Proof of Theorem 2.7. From the definition ofv,v we have
In view of Assumption 2.4, η ∈ C m (R d ) for some m ≥ 0. Hence we obtain from (3.10) that
In order to apply Perron's method, we set S = {u|u is a subsolution of (2.12) on [T − δ 0 , T ) × R d and u ≤v}.
From Proposition 3.5 we know thatv ∈ S, so S is non-empty. Thus, the function
is well-defined and belongs to 
Hence, it follows from (3.11) that,
From our comparison principle [Proposition 3.1] we can then conclude that
shows that v is the desired viscosity solution to (2.5) that belongs to
By 
Remark 3.6.
i) If all the coefficients of the generator F and the SDE (2.9) are bounded, then one can show that twice differentiability of η is not needed; only a uniform continuity is required to obtain a unique viscosity solution.
ii) In [23] , the author showed that the minimal solution of a certain backward stochastic differential equation gives a probabilistic representation of the minimal viscosity solution of an associated partial differential equation with a singular terminal condition. Our comparison principle shows that if our assumptions of the coefficients hold, then the minimal BSDE solution in [23] is indeed the continuous viscosity solution.
Verification
This section is devoted to the verification argument.
the unique nonnegative viscosity solution to the singular terminal value problem (2.12).
Admissiblity
In a first step we are now going to show that the feedback control given in (2.13) is indeed admissible. The proof of admissibility requires an priori estimate on v. In order to state that estimate, we fix T 0 ∈ (0, T ), and consider the following PDE:
where F is given by (2.6).
Lemma 3.7. The unique viscosity solution to the singular terminal value problem (2.12) satisfies,
whereC is dependent of T 0 .
Proof. Recalling that δ := 1/ Lη η ∧ T > 0 and thatv is a viscosity super solution, we see that
If we choose C 1 = max{C 0 , 
Combing (3.15) and (3.16) yields the desired estimate (3.14).
Lemma 3.8. The pair of feedback controls (ξ * , µ * ) given by (2.13) is admissible.
The last inequality holds because lim r→T e θ(T −r) −1 e θ(T −r) (T −r) = θ. As a result, X * T − = 0 and hence X * T = 0. On the other hand,
In view of the estimate (3.16), we get
We conclude that ξ * ∈ L 4 F (0, T ; R). Thus (ξ * , µ * ) is admissible.
Verification argument
It has been shown in [17, Lemma 5.1, Lemma 5.2] that the process (X * s ) s∈[t,T ] is monotone and that we may w.l.o.g restrict ourselves to admissible controls that result in a monotone portfolio process. We denote byĀ(t, x) the set of all admissible controls under which the portfolio process is monotone. For any (ξ, µ) ∈Ā(t, x) the expected residual costs vanish as s → T as shown by the following lemma. 
Therefore, by the upper estimate in (3.17),
Letting s → T , we conclude (3.19) since ξ ∈ L 4 F (0, T ; R) and η ∈ C m R d along with Assumption 2.4 and the moment estimates of Y .
Next we give a probabilistic representation of the viscosity solution to (3.13).
Proposition 3.10. Under Assumption 2.2, 2.4, for any
associated with (3.13) admits a solution
Proof. LetC be as in (3.14). We first consider the following forward-backward system:
where F 0 (y, u) := F (y, (u ∨ 0) ∧Cη(y)). Recalling the representation of F : R d × R → R, in (2.6), we see that F 0 is continuous in (y, u) and monotone in u. In addition, for some C > 0, 
Let w(t, y) := U t,y t . By [21, Proposition 3.2], we know that w is a viscosity solution of (3.13) with driver F 0 . Since 0 ≤ v ≤Cη, we see that v is also a viscosity solution of (3.13) with driver From the previous Proposition, we see that for any T 0 < T, the solution U t,y to the corresponding FBSDE system can always be expressed by the viscosity solution v. Therefore, we can obtain a solution to the BSDE on [0, T ).
Corollary 3.11. There exists processes (U t,y , V t,y ) ∈ S 2 F (t, The following lemma is key to the verification argument.
Lemma 3.12. For every (ξ, µ) ∈Ā(t, x) and s ∈ [t, T ),
Proof. By Corollary 3.11, we know that (U t,y , V t,y ) solves the following BSDE:
This allows us to apply to U We are now ready to carry out the verification argument.
Proof of Proposition 2.8. Let (ξ, µ) ∈Ā(t, x). By Lemma 3.9 and Lemma 3.12 letting s → T , we get v(t, y)|x| 2 ≤ J(t, y, x; ξ, µ).
Finally, by Lemma 2.1 equality holds in (3.22) if ξ = ξ * and µ = µ * . Since the functions v(·) and c(·) are both nonnegative this implies that
In particular (ξ * , µ * ) has finite costs. Hence, using Lemma 3.9, it yields
This shows that the strategy (ξ * , µ * ) is indeed optimal.
Strong solution
In this section, we prove Theorem 2.11. To this end, we first introduce the transition semigroup
associated with the forward process Y . The Markov property of Y implies that P t,r = P t,s P s,r , 0 ≤ t ≤ s ≤ r, and since b and σ are time-homogenous,
As a result, we may identify the transition operators P t,s and hence the semigroup with the family of operators (P t ) where P t := P 0,t . From Proposition 2.3 , we see that for 
Proof. i) Let f ∈ C m (R d ) and for any λ > ω and y ∈ R d set
By the estimate (4.2),
Thus,
we easily deduce that F (λ)f ∈ D(K ) and
It remains to show that F (λ)(λ − K )ϕ = ϕ, for all ϕ ∈ D(K ). To prove this, let ϕ ∈ D(K ), then the π-semigroup property yields (cf. Proposition A.8),
Hence, the assertion follows by the dominated convergence theorem.
Next, we state and prove key properties of the π-continuous semigroup (P t ). 
and
(iv) For all t ≥ 0, the operator P t maps D into itself.
Proof. For the proof of (i) and (ii) we refer to [14, Theorem 4.4.3] and [10, Proposition 2.5], respectively to [10, Proposition 2.6, 2.7].
Using the estimate in (i), we have
By the dominated convergence theorem, it follows that g(t, ·) is differentiable in any direction h ∈ R d and for t ∈ [0, T ],
Consider now the map γ :
The continuity with respect to p (with q fixed) has been established by part (i). Moreover, γ(p, ·) is Borel measurable since it is the limit of the difference quotients. As a result, γ is a Borel map on
Thus, the integrand in (4.6) is Borel measurable. Using again part (i), we can obtain the continuity of Dg in (t, y).
Similarly, we can also prove that g(t, ·) is twice differentiable in any pair of directions h,
and obtain the continuity of D 2 g in (t, y). Besides, from (ii), for fixed t ∈ [0, T ],
Taking into account that
Before proving our approximation result, we recall a technical lemma from [13, Lemma B.78].
Lemma 4.3. Let m ≥ 0 and let I ⊂ R be an interval. Then,
In addition, ϕ n m ≤ κ ϕ m for some constant κ only dependent on m.
Proposition 4.4. For any λ > ω, the set
is contained in D and it is a π-core for K .
By the dominated convergence theorem, f n π − → f . In view of the preceding discussion, f n ∈ D. Hence also
Proof of Theorem 2.11. We write the backward equation of (3.20) for s = t :
Since U t,y t = v(t, y), we can obtain by taking expectations that
Recalling that f (s, y) := F (y, v(s, y)) and the estimate (3.14), we know that
To find the family v n we first need to define suitable approximation ϕ n of v(T 0 , ·) and f n of f. Subsequently, we show that the resulting functions v n enjoy the regularity properties (2.17) and the π-convergence of the sequence (ϕ n , f n , v n ).
Step 1. Construction of the approximating functions ϕ n , f n .
where R(n) := R(n, K ). Indeed, by Proposition 4.1-(i),
Moreover,
The second term goes to zero as n → ∞ by Proposition 4.1-(ii). Considering the first term,
Now we prove that for any ρ > 0, it holds:
Notice that by the estimate (4.2),
Hence, once (4.10) is verified, we can conclude that the first term in (4.9) tends to zero as n → ∞. In order to check (4.10), we apply Proposition 2.3 to see that the sets
Setting Ω n 2 = Ω Ω n 1 , we obtain,
Thus (4.10) is established by the K-convergence of φ n and the moment estimate on Y. Altogether, we see that the sequence ϕ n = nR(n)φ n satisfies
Using the same argument as above, we can find a sequence (
, and thus,
We then define
Step 2. The approximating functions v n satisfy (2.17).
Since φ n ∈ C ∞ 0 (R d ), it follows from Proposition 4.4 that nR(n)φ n ∈ D. Thus, P t,T ϕ n ∈ D by Proposition 4.2-(iv).
Let us then consider the integral term in (4.12). Using Proposition 4.4 again, we have that
Thanks to Proposition 4.2-(iv), we get that
It then follows that v n (t, ·) ∈ D, n > 2ω. The continuity of v n , Dv n , D 2 v n is deduced by Proposition 4.2-(i) and (v).
It remains to prove that v n satisfies the first regularity property in (2.17) and is a classical solution to (2.18) for a suitable g n . This result is proved in [13, Theorem 4.135] under slightly different assumptions. We sketch the proof for the reader's convenience.
An application of the Itô Formula to the process ϕ n (Y t,y s ) on the interval s ∈ [t, T 0 ] yields,
By the definition of v n ,
By (4.5), we obtain that the first term of the above right-hand side converges to −Lϕ n (y) when h ց 0. Concerning the second term, we observe first that
. Thus, using the mean square continuity estimates of Y this term converges to f n (T 0 , y) as h ց 0. Hence the equation is satisfied for t = T 0 .
For t < T 0 we observe that by the semigroup property
Hence,
Arguing as for the case t = T 0 but replacing ϕ n by v n (t, ·), we get
Since the right-hand side of the above identity is a continuous on [0, T 0 ]× R d , it follows from [13, Lemma D.19 ] that v n (·, y) is continuously differentiable. Thus we obtain that (v n ) t is continuous and v n solves the equation
The claim now follows by setting
Step 3. Proof of π-convergence.
By construction we have the π-convergence of ϕ n to v(T 0 , ·) and f n to f. The π-convergence of v n to v can then be obtained by applying the dominated convergence theorem.
Considering the item
) from the representation of g n in (4.15). Besides, the required pointwise convergence of g n to 0 follows from the π-convergence of f n to f and the continuity of F in the last argument. Therefore, we can obtain the π-convergence of g n to 0 in
Uniqueness in the non-Markovian framework
The existence of a minimal nonnegative solution
has been established in [3] under the assumption that η ∈ L 2
In this section we extend our uniqueness result to non-Markovian models and prove the existence of a unique nonnegative solution under the following conditions; they correspond to those in the Markovian setting:
• η is a positive Itô diffusion,
For any nonnegative solution (Y, Z) to (5.1) the following estimates hold for T − τ ≤ t < T :
We will show that these processes are supersolutions to (5.1) but with the singularity at t = T −ǫ,
A calculation as in the proof of Proposition 3.5 verifies that for all T − τ ≤ t < T − ǫ,
We now consider the difference of Y and Y ǫ for T − τ ≤ t ≤ s < T − ǫ:
Note that θ ≤ 0. By the explicit representation of the solution to linear BSDEs,
Letting s → T − ǫ and applying Fatou's lemma, we see that
Taking ǫ → 0 we obtain the upper estimate. The lower estimate can be established by similar arguments.
Proof. From the upper estimate in (5.2) and Jensen's inequality,
Hence, letting s → T , we conclude (5.4) by the monotone convergence theorem, where it is used that ξ ∈ L 4 F (0, T ; R).
We may again restrict ourselves to monotone controls ξ ∈Ā(t, x) [3, Lemma (1) . Recalling the setting in [3] , the admissible set just asks for measurability and liquidation constraints. But we have verified that under our assumptions the optimal strategy proved in that paper still belongs to our current admissible set. Thus V t (1) still can be characterized as the minimal nonnegative solution to (5.1). Hence, Y t = V t (1) is unique.
A π-Semigroups The Markov property of Y yields P t,r = P t,s P s,r , 0 ≤ t ≤ s ≤ r and since b and σ are timehomogeneous P t,s [ϕ](y) = P 0,s−t [ϕ](y).
We are now going to review selected properties aspects of π-continuous semigroups. For a detailed discussion of such semigroups we refer to [13] , [10] , and [25] . (i) P t ϕ ∈ D(K ) and K P t ϕ = P t K ϕ, for any t ≥ 0.
(ii) For any y ∈ R d , the mapping t → (P t ϕ)(y) is continuously differentiable and for all t ≥ 0, d dt P t ϕ(y) = K P t ϕ(y) (A.4)
