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Abstract
The deceleration of a supersonic flow to the subsonic regime inside a high-speed engine occurs
through a series of shock waves, known as a shock train. The generation of such a flow structure is
due to the interaction between the shock waves and the boundary layer inside a long and narrow
duct. The understanding of the physics governing the shock train is vital for the improvement
of the design of high-speed engines and the development of flow control strategies. The present
paper analyses the sensitivity of the shock train configuration to a back-pressure variation. The
complex characteristics of the shock train at an inflow Mach number M= 2 in a channel of constant
height are investigated with two-dimensional RANS equations closed by the Wilcox k-ω turbulence
model. Under a sinusoidal back-pressure variation, the simulated results indicate that the shock
train executes a motion around its mean position that deviates from a perfect sinusoidal profile
with variation in oscillation amplitude, frequency, and whether the pressure is first increased or
decreased.
∗ f.gnani.1@research.gla.ac.uk
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I. NOMENCLATURE
CP Specific heat of air at constant pressure [J/kgK]
Deq Equivalent duct diameter [m]
e specific internal energy
f Frequency [Hz]
H Test section height [m]
h Specific enthalpy [J/kg]
k Turbulence kinetic energy per unit mass [m2/s2]
L Test section length [m]
M Mach number
P Pressure [Pa]
Pr Prandtl number
q Heat flux
RS Ratio of accumulation of error
S Mean strain-rate tensor
T Temperature [K]
t Time [s]
U Vector of velocity [m/s]
u Component i of the velocity vector [m/s]
W Test section width [m]
x Component i of the position vector [m]
α Closure coefficients
β Closure coefficients
δ Boundary layer thickness [mm]
δij Kronecker delta
ε Back-pressure amplitude coefficient
ω Radian frequency
σ Closure coefficients
τ Viscous stress tensors
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Subscript
b Back-pressure
i Index of matrix element
j Index of vector element
0 Total condition
Superscript
∗ Steady condition
+ Maximum value
− Minimum value
II. INTRODUCTION
The study of air-breathing intakes is vital for future space transportation and hyper-
sonic flight applications. Since these intakes have no moving parts, the flow compression is
achieved by means of a shock wave structure called a shock train. The characteristics of
such a shock system depend on a number of variables including: the passage geometry, wall
friction, Mach number, Reynolds number based on the duct hydraulic diameter, boundary
layer thickness, and pressure conditions at the two extremities of the duct.1–6 It has been
reported that the shock wave structure changes depending mainly on the variation of the
boundary layer thickness upstream of the shock train.7–9 This is in agreement with Babinsky
& Harvey,10 who reported that multiple shocks are more likely to occur when the ratio of
boundary layer displacement thickness to duct height is greater than a few percent.
The shock wave/boundary layer interaction that takes place in internal flows with inflow
Mach numbers greater than 1.5 is characterised by an initial normal shock wave in the centre
of the duct.11 This shock wave splits into an oblique shock as it interacts with the boundary
layer near the wall forming the so-called normal shock train configuration, as illustrated in
Figure 1. The thick boundary layer and the shock pressure rise generate locally separated
regions with the formation of a throat-like shape between two subsequent shocks that re-
sults in a change in the effective duct cross section. Therefore, immediately downstream
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Figure 1. Shock wave/boundary layer interaction.12
of the leading shock wave, the flow is reaccelerated to supersonic speeds through a virtual
nozzle until the occurrence of the next shock.13 The process of sequential decelerations and
accelerations of the flow continues up to the point where a terminal shock occurs and the
flow remains subsonic in the remaining part of the duct.14
As the Mach number increases, the flow pattern changes shape due to the stronger inter-
action with the boundary layer. The transition takes place for a Mach number in the range
between 2 and 3, but depends also on the presence of fuel injection.15,16 All the shock waves
composing the shock train assume an inclined configuration, leading to a flow pattern called
an oblique shock train.17
The numerous variables which contribute to generating a complicated interaction between
the shocks and the boundary layer make a comprehensive analysis of the flow field extremely
difficult. Understanding the flow physics in the presence of the interaction of multiple shock
waves with the boundary layer in internal flows is particularly challenging but essential to
develop methods to predict and control the shock train. Analytical models are capable of
outlining the general behaviour of the pressure rise through the shock train, however, such
solutions rarely match experimental data. Another approach to study the shock trains is
by numerically solving the compressible Navier-Stokes (NS) equations. Computational fluid
dynamics (CFD) enables a detailed analysis of the flow field but few satisfactory results
have been found in literature.
The choice of the turbulence model that closes the NS equations depends on the flow
regime under investigation and is guided by the need for an accurate solution which can be
achieved in a reasonable timescale.18 By using the Reynolds stress transport models (RSM)
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Mousavi et al.19 successfully predicted the position and the shape of the shock train in a
convergent-divergent nozzle. The employment of the shear stress transport model (SST)
allowed Saha et al.20 to achieve a good agreement between the predicted and measured
wall pressure in an intake with freestream Mach number from 3 to 8. Zhang et al.21 found
the SST model suitable to solve the flow field in isolators with adverse pressure gradients
caused by the combustion heat release. Conversely, the numerical simulation performed by
Gawehn13 with the SST strongly deviated from experimental data.
Sun et al.22 claimed to have obtained good agreement with the experimental data us-
ing the algebraic Baldwin-Lomax turbulence model. However, the experimental data were
satisfactorily replicated only in one case. The Boussinesq approximation that is implicit
in the algebraic model limits an accurate description of separated flows.23 The use of such
a closure model gives satisfactory results in the absence of flow separation.24 Knight25 re-
ported that the Baldwin-Lomax model does not precisely predict the recovery of a turbulent
boundary layer downstream of a strong two-dimensional shock interaction. Carroll et al.26
compared the experimental data of a Mach 1.6 shock train in a rectangular duct and the
RANS equations closed with the Baldwin-Lomax and the k-ω Wilcox-Rubesin models. As
Figure 2 shows, both models fail to provide an accurate replication of the shock train. The
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Figure 2. Wall static pressure (left) and centreline Mach number distribution (right), shifted for
common pressure rise and normalised to the equivalent hydraulic diameter.26
Baldwin-Lomax model is not capable of capturing the general features of the shock trains.
The results obtained with the Wilcox-Rubesin model exhibits a more rapid pressure rise
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compared to the Baldwin-Lomax model and better agrees with the Mach number profile.
However, the pressure at the exit plane in the Wilcox-Rubesin model does not match the
experimental value. The back-pressure was above the value experimentally observed in order
to stabilise the shock train in the duct.
Compared to other turbulence models, the k-ω model seems to be the most appropriate
choice to model shock trains. This model is able to reproduce subtle features close to the solid
boundary and is more accurate for two-dimensional boundary layers with both favourable
and adverse pressure gradients, and in the presence of separation induced by the interaction
with a shock wave.27 The details of a normal shock wave interacting with the boundary
layer were well predicted in the case of attached boundary layer but, when flow separation is
present, the discrepancies of the simulated results with experiments increased as separation
becomes larger.28 On the other hand, Chan et al.29 more recently demonstrated that the
Wilcox k-ω model is suitable for supersonic and hypersonic aerothermodynamic applications.
The objective of the present study is to first numerically replicate the experimental data
collected by Sun et al.22 in a square duct with a Mach 2 shock train with two-dimensional
RANS equations closed by the Wilcox k-ω turbulence model and then explore the response
of the shock train under a periodical back-pressure forcing. Although the experimental flow
physics is three-dimensional due to the effect of sidewalls, at the centre of the duct the flow
can be assumed two-dimensional. The boundary layer affects the flow in proximity of the
wall but in the centre of the duct the flow can be simulated with a two-dimensional code. As
successfully demonstrated by Sun et al.,22 the effect of the sidewalls would not change the
structure of the shock train in the centre of the duct. Such a simplification is not completely
accurate but necessary to balance accuracy with computational resources.
III. NUMERICAL METHOD AND PHYSICAL SETUP
A. Numerical code
To validate the numerical approach, the Mach 2 shock train experimentally studied by
Sun et al.22,30 in a square duct was initially replicated. The boundary and geometrical
conditions are reported in Table I.
The numerical simulations were carried out solving two-dimensional coupled implicit
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M T0[K] P0[kPa] Pb[kPa] H[mm] W [mm] L[mm] δ/Deq
2 300 196 92.2 80 80 880 0.25
Table I. Boundary and geometry conditions of the computational domain of the validation model.22 The
subscript 0 refers to the total condition and Pb is the back-pressure.
Reynolds-averaged Navier-Stokes (RANS) equations, in Equations 1 to 3, in STAR-CCM+31
with the Wilcox k-ω turbulence model, in Equations 7 and 8.
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The symbols Uj and xj are the j-th component of the velocity and position vectors, e is the
specific internal energy, h= e+P/ρ is the specific enthalpy, t is the time, P is the pressure,
ρ is the density, qj is the heat flux, and τji is the viscous stress tensors defined as:
τij = 2µSij (4)
The mean strain-rate tensor, Sij, is specified as follows:
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1
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3
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δij (5)
where δij is the Kronecker delta. The heat flux, qj, is defined by Equation 6 in which λ is
the thermal conductivity and Pr is the laminar Prandtl number.
qj = −λ ∂T
∂xj
= −CP µ
Pr
∂T
∂xj
(6)
The Prandtl number depends on the properties of the fluid only, and is governed by the ratio
of the dynamic viscosity and heat conductivity, therefore Pr= 1 implies a perfect balance
between viscous dissipation and heat conduction, and hence the wall is adiabatic.32
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The RANS equations are discretised using the cell-centred finite volume method. The
inviscid and viscous fluxes are evaluated using respectively the Liou’s AUSM+ flux-vector
splitting scheme based on the upwind concept and the second-order central differences. The
temporal term is discretised with a second-order accuracy interpolation scheme.
B. Physical setup
The working fluid is approximated as an ideal gas.3,19 The viscosity and thermal con-
ductivity are evaluated using Sutherland’s law. Adiabatic and no-slip boundary conditions
are imposed on the walls along the channel. Initial conditions are set with an inviscid nor-
mal shock at the exit of the computational domain. Stagnation conditions are imposed at
the inlet with uniform flow properties. At the outlet boundary the flow variables except
pressure are extrapolated from the adjacent cell value using reconstruction gradients. The
back-pressure was determined from the experimental results to be approximately Pb= 92.2
kPa and assumed constant at the exit plane.
The computational domain is formed by a channel of constant height equal to 80 mm.
The effect of the flow confinement, δ/Deq, at the inlet of the computational domain plays a
fundamental role in the location of the shock train. In this study a computational domain
with L/Deq= 23 has been used because the boundary layer requires an additional length of
the channel ahead of the shock train to fully establish. This value has been chosen after
an iterative process of mesh refinement and channel length analysis. Only the portion of
channel with length 11 times the height was taken to process the data, with the inlet located
at δ/Deq equal to approximately 0.25.
22
Due to the symmetry of the problem to the channel centreline only half of the flow field is
computed. The grid is composed of structured quadrilateral cells that are clustered towards
the wall to resolve the behaviour of the boundary layer. Figure 3 shows the structure of the
numerical grid employed, where y/Deq= 0 corresponds to the wall and y/Deq= 0.5 is the
centreline of the channel.
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Figure 3. Portion of the half duct numerical grid employed in the 2D computational domain.
C. Grid independence
The quality of the solution depends on a number of variables, but mainly on the size of
the grid cells and their distribution in the computational domain. While few cells may cause
poor results because important flow characteristics are not resolved, in most cases complete
grid independence would lead to such a high number of cells that the achieved accuracy is
not justified by the increased computational cost. Seven grids, tabulated in Table II, are
employed to find the optimal combination between the requirements of adequate accuracy
and computational resources. Except for Grid 1, with all the finer grids the value of wall
Grid 1 2 3 4 5 6 7
Nx 368 921 2454 4601 6134 9200 12268
Ny 62 116 154 276 314 350 452
Table II. Number of cells in different grids.
y+ is smaller than unity in the entire domain, providing a good resolution of the boundary
layer gradients.
Static pressure with different grid sizes are compared in Figure 4. The wall static pressure,
in Figure 4(a), monotonically increases due to the diffusing effect of the boundary layer.
The pressure profiles illustrate the relative difference in the location of the shock train in
the channel with respect to the finest mesh. Figure 4(b) shows the pressure distribution
at the channel centreline shifted by the location of the initial shock wave. The pressure
undergoes a series of peaks and troughs along the channel which represent the several shock
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Figure 4. Effect of grid resolution on pressure. a) Wall pressure; b) Centreline pressure.
waves composing the shock train which are gradually damped along the channel.
The numerical pressure contour obtained with the various grids, in Figure 5, shows that
the general behaviour of the shock train is similar in the seven cases. However, a very coarse
Grid 1
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PRESSURE [kPa]
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eq
Figure 5. Numerical contours of pressure with different grid resolution.
mesh fails to adequately resolve fine structures such as the boundary layer. Fine grids better
match the experimental data because the representation of the flow field is more accurate.
In such flows, where the ratio of the thickness of the boundary layer to the channel heigh is a
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key parameter in determining the shock train characteristics, an error of only a few percent
in resolving the boundary layer can result in a considerable divergence from the experiments.
Since the back-pressure is prescribed as a boundary condition, the pressure at the end of
the shock train tends towards the experimental value. As the grid resolution increases, the
shock train moves upstream towards the inlet and increases in length. These results agree
with most cases in the literature, although Carroll et al.26 found that the shock train moves
towards the exit plane as the grid is refined in the transverse direction. Nevertheless, as the
grid is refined, the difference between two subsequent pressure profiles gradually decreases
and the location of the shock train tends to stabilise at a fixed axial coordinate, as illustrated
in Figure 6(a). The difference between Grid 6 and Grid 7 is not significant and the relative
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Figure 6. Variation with grid resolution of: a) Axial coordinate of the leading shock wave; b) Value
of pressure in different parts of the shock train.
error is less than 1.2%.
The magnitude of the pressure peaks of the first and second shocks from Figure 4(b),
respectively peak 1st shock and peak 2nd shock, as well as the pressure recovery behind the
1st shock are reported in Figure 6(b). From Grid 4 to Grid 7 the variation in magnitude
of the first and second shock is very small, respectively 0.20% and 0.17%, as it is evident
also from the pressure profiles in Figure 4(b). Taking into account both the accuracy of the
grid with the computational cost, Grid 6 is used to perform the simulations reported in this
work unless otherwise specified.
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IV. RESULTS AND DISCUSSION
A. Steady flow
The presence of the flow confinement at the inlet of the computational domain due
to viscous effects plays a fundamental role on the location of the shock train. In internal
supersonic flows, in response to the presence of a downstream pressure rise, the flow interacts
with the boundary layer forming a shock train, schematically illustrated in Figure 7. The
1st Sδ/h
λS
M>1 NSW
FOS
ROS
M<1
M<1
M<1M>1 M>1TP
BL SEPARATION
BOUNDARY LAYER
CORE FLOW
SL
2nd S
M>1
Figure 7. Schematic of the shock wave/boundary layer interaction in shock train.
flow enters the inlet at supersonic speeds and is decelerated to subsonic velocity behind
the first normal shock wave, NSW , in the core flow. The pressure rise is transmitted
upstream through the boundary layer region, causing a thickening of the boundary layer
itself. The growth of the boundary layer deflects the streamline forming an oblique shock,
FOS. Since the flow remains supersonic behind the front oblique shock, a rear oblique shock
wave, ROS, forms behind it. The two oblique shocks converge into the triple point, TP ,
and combine with the initial normal shock into a λ shock structure, λS. At the point of
bifurcation, a shear layer, SL, develops, as can be observed in the form of slip lines. In the
region confined between the slip lines, the stronger deceleration through the normal shock
produces a misalignment with the outer parts where the flow passes through the two oblique
shocks.
The thickening of the boundary layer reduces the effective area of the core flow, so that the
subsonic flow behind the rear oblique shock wave, ROS, is accelerated again to supersonic
velocity. At this point the supersonic flow interacts with the thick boundary layer and the
same process is repeated few times up to a terminal shock after which the flow is subsonic
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in the entire cross section.
B. Shock train characteristics with a periodic back-pressure
The response of the shock train to a change in the back-pressure is analysed with unsteady
simulations. The steady state solution gives an averaged position of the shock train in the
channel. However, in real supersonic air-breathing engines, the shock train behaviour is
inherently unsteady and the entire structure is subject to fluctuations due to the longitudinal
combustion instabilities.33
The coupling between the shock train motion with the pressure fluctuations may gen-
erate noise or fluctuated wall loads.34 Turbulent combustion in the combustion chamber is
characterised by a stochastic character, which give birth to stochastic oscillations of parame-
ters. However, as the pressure fluctuations produced in the combustor propagate upstream,
interactions with the shock waves in the channel generate additional disturbances. These
include self-sustained oscillations, shock-induced flow separation, and the influence of the
first shock oscillation on the subsequent shocks.35–37 The latter phenomenon leads to the
interaction of two oscillation frequencies which travel in the opposite direction and excite
each other. The acoustic waves, when interacting with the shock waves in the shock train,
establish a periodic oscillation.33 Another sources of periodic back pressure oscillations arise
also from the pulse detonation combustion mode in the engine.
In the present study the acoustic motion induced by unsteady combustion is reproduced
by means of sinusoidal pressure oscillations imposed at the exit plane with Equation 9.
P (t) = P ∗ [1 + ε sin (ωt)] (9)
The variable P ∗ identifies the back-pressure applied in the steady case and the oscillation
amplitude coefficient, ε, is varied between 0.01 and 0.1. These values are used to model
different flow conditions subject to back-pressure changes in the combustion chamber of an
air-breathing engine. In fact, if the back-pressure is too large the shock system is not able to
compensate the pressure rise and propagates upstream until it is disgorged from the inlet.
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1. Effect of numerical grid on the time step
The suitable time step is related to the dimensions of the grid cells, therefore the optimum
time step changes for grids of different resolution.38 As previously mentioned, except the
coarser grid, Grid 1, no substantial differences are observed in the shape of the first shock
wave. Since the strength of the first shock determines the structure of the entire shock train,
the first shock wave is used as a reference to detect the axial movement of the shock train
in the channel and the change in magnitude during a period of the back-pressure forcing.
In this section the solutions using Grid 2, Grid 4, and Grid 6 are compared.
Four time steps are used based on the characteristic time, Tc, defined as L/u∞, where L
is the length of the computational domain and u∞ the freestream velocity. The time step
size ∆T 1= 0.1 Tc is used as baseline case and three further refinements were taken halving
the previous time step, i.e. ∆T 2= 0.05 Tc, ∆T 3= 0.025 Tc, and ∆T 4= 0.0125 Tc. The effect
of the time step on the numerical solution is investigated with a periodic wave of amplitude
ε= 0.1 and frequency f= 2 Hz. An amplitude of approximately 10% of the steady value is
representative of the variation of the pressure in the combustion chamber of a ramjet with
inflow Mach number of M= 2. The value of the frequency is chosen because this replicates
similar flow conditions that can be established in an experimental facility at the University
of Glasgow.
Figure 8(a) shows the time history of the movement of the leading shock in the axial
direction with Grid 2, normalised by its values at the rest point before any downstream
pressure forcing is imposed. After the first cycle, the oscillatory motion settles down and all
remaining oscillations occur between the same minimum and maximum axial positions, x−
and x+, respectively. The collapsed curve in Figure 8(b) is obtained from four consecutive
oscillation periods and shows that the solution is independent of the time step.
The relation between the grid dimension and the time step size is illustrated in Figure 9.
Figure 9(a) shows that by increasing the grid size with the time step ∆T 1, the displacement
of the leading shock from its initial position decreases considerably. Moreover, by using
Grid 6 the position of the leading shock during a back-pressure cycle does not reproduce
the sinusoidal variation. On the other hand, by using a smaller time step, ∆T 2 in Figure
9(b) and ∆T 3 in Figure 9(c), the solution increases in accuracy and the variation in the
position of the first shock during a period exhibits a sinusoidal behaviour with all the grids.
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Figure 8. a) Time history of the normalised position of the leading shock in the axial direction
with Grid 2 and ∆T 2; b) Collapsed curve of the normalised location of the leading shock in the
axial direction with Grid 2 and different time steps.
The difference in the displacement of the leading shock from its initial position obtained
with Grid 4 and Grid 6 becomes gradually smaller. In particular, with ∆T 3, the solution
obtained with Grid 4 and Grid 6 overlap. Small discrepancies arise from the dependence of
the solution on the grid size. The reason of the divergence of the oscillations obtained with
Grid 2 is the large variations in the outlet velocity profile and boundary layer thickness that
are not accurately resolved with a coarse mesh. As the number of cells increase, the flow
field is replicated at a more detailed level. As a consequence, the time step confirms to be
strongly related to the dimensions of the grid. The time step ∆T 1 is not adequate to resolve
the flow with fine grids which require a smaller time step. For Grid 4 the time step ∆T 2 is
adequate, but Grid 6 requires ∆T 3.
In conclusion, from all the grids employed it emerges that the furthest upstream and
downstream axial position reached by the shock train in the channel are different. The
response of the shock train to a symmetrical variation in back-pressure in not symmetrical.
An increase in the back-pressure always leads to a movement upstream towards the inlet of
greater magnitude compared to the movement towards the outlet caused by a decrease in
the back-pressure. The influence of a pressure increase compared to a pressure drop does
not depend on neither the grid size nor the time step.
Simulations of complex unsteady flows are subject to the accumulation of errors that
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Figure 9. Position of the leading shock in the axial direction with different grid size and time step.
a) ∆T 1; b) ∆T 2; c) ∆T 3.
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depend on the spatial resolution and the numerical solver. The errors from integration
accumulate for successive time steps. Following the procedure outlined by Smirnov,39 the
accumulation of errors is determined estimating the relative error in the directions of in-
tegration in function of the cell size, the domain size, and the order of accuracy of the
numerical scheme. The allowable value of total error, defined by the user to be in the range
between 1% and 5%, allows to define the maximal allowable number of time steps for solving
a problem. The ratio of the maximal allowable number of time steps for the problem and
the actual number of time steps used to obtain the result, RS, characterises the reliability
of results. For high values of RS the error is low, while the error tends to the maximal
allowable value for RS tending to unity. For the present study, with the time step ∆T 3, RS
has been found equal to 7.03×102, 5.52×106, and 2.30×107 for Grid 2, Grid 4, and Grid 6,
respectively. This illustrates that, in terms of accumulation of errors, the unsteady solutions
with the three grids are reliable, and the accuracy increases as the grid is refined.
2. Description of periodic oscillation
Although Grid 2 provides a solution of limited accuracy, it is capable of outlining the
general characteristics of the shock train oscillation but requires a considerably smaller
amount of computational resources compared to the finer grids. Therefore, this grid is
considered adequate to perform the analysis of the shock train in the presence of a back-
pressure forcing.
Figure 10 shows that, despite the fact that the forcing imposed at the exit plane is
symmetrical, the response of the shock train does not match the same trend of the back-
pressure. During the cyclic motion, the shock train travels back and forth from its initial
position, x∗. As the temporal evolution of the Mach number, in Figure 11, illustrates, to
an increase in the back-pressure, the shock train responds by moving upstream towards the
inlet of the computational domain. On the contrary, a decrease in the back-pressure forces
the shock train to move towards the outlet. The distance covered by the shock train in the
upstream portion of the channel is approximately double of that covered in the downstream
portion, as illustrated in Figure 10. This means that the shock train moves faster upstream
than downstream since the time to move in both directions is the same. The response of
the shock train when subject to a periodic back-pressure variation shows the presence of
17
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Figure 10. Plot of normalised forcing pressure and location variation of the leading shock with
Grid 2 and ∆T 2.
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Figure 11. Temporal evolution of the computed Mach number contour with Grid 2 and time step
∆T 2.
non-linear phenomena due to the interactions between the shock waves with the boundary
layer. These effects, that have been numerically identified by Hsieh et al.,40 play a key role
in determining the time history of the shock train position along the channel. However, in
contrast to the present study, Hsieh et al.40 observed a change in the shock train configuration
during a back-pressure cycle mainly due to the non-constant cross-sectional area of the duct.
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Another interesting observation is that the extremes of the shock train position, x−
and x+, occur at different time instants compared with the corresponding extremes in the
back-pressure, P+ and P−, respectively. As Figure 10 illustrates, when the back-pressure
increases, the minimum shock train position occurs with a delay, τ1, after the maximum in the
back-pressure. The delay of the minimum shock train position, x−, from the maximum back-
pressure value, P+, shows that the flow responds to an external change with a time delay.
This result is in agreement with Xu et al.,41 who justified with inertia the movement of the
shock train for a distance when the increasing back-pressure is stopped. More interestingly,
the downstream position is reached before the minimum back-pressure of a time shift τ2, due
to the presence of a thicker boundary layer downstream that greatly influences the entire
shock train when it travels towards the outlet.
Figure 12 shows the Mach number behind the leading shock during a pressure cycle and
the temporal evolution of the centreline Mach number obtained with Grid 2 and time step
∆T 2. In Figure 12(a) the variation of the Mach number behind the first shock wave is
0 0.1 0.2 0.3 0.4 0.5
time [s]
0.53
0.55
0.57
0.59
0.61
0.63
0.65
0.67
M
∆T1= 360 µ s
∆T2= 180 µ s
∆T3= 90 µ s
∆T4= 45 µ s
8 10 12 14 16 18 20 22
x/D
eq
0.5
0.75
1
1.25
1.5
1.75
2
M
ωt= 0
ωt= pi/4
ωt= pi/2
ωt= 3pi/4
ωt= pi
ωt= 5pi/4
ωt= 3pi/2
ωt= 7pi/4
ωt= 2pi
Figure 12. a) Time history of the Mach number behind the leading shock in the shock train during
different cycles; b) Temporal evolution of the centreline Mach number.
characterised by a large oscillation due to the forcing and a small oscillation due to the
unstable nature of the flow. With an increase in the back-pressure the shock train responds
with a decrease in the flow speed meaning that the first shock is stronger and the flow is
more strongly decelerated. On the contrary, when the back-pressure is decreased, the first
shock becomes weaker and the flow speed increases. The variation of the Mach number in
Figure 12(a) does not exhibit a sinusoidal variation. In the first half of the cycle, when
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the back-pressure is increased, the variation of the Mach number exhibits a smooth wave
behaviour. On the other hand, after the time instant t= 0.25 s, when the Mach number
behind the leading shock reaches its maximum value, the second half of the cycle is no longer
characterised by a sinusoidal wave. These changes are very small since in Figure 12(b)
minimal variations are observed in the flow configuration, as also visible in the temporal
evolution of the Mach number in Figure 11. Consequently, the back-pressure change of
amplitude ε= 0.1 does not affect the shape of the shock train.
3. Effect of back-pressure variation
The asymmetric response of the leading shock position in the axial direction was further
investigated applying the forcing pressure wave either with an initial pressure increase, P (+),
or a pressure decrease, P (−). In Figure 13 P (−) has been reversed in order to make the two
plots comparable. Whether the pressure is first increased or decreased the time history of
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Figure 13. a) Position of the leading shock in the axial direction; b) Mach number behind the
leading shock in the shock train.
the shock train position exhibits the same trend. Since the forcing has the same amplitude,
the leading shock reaches the same minimum and maximum positions but the two paths do
not completely overlap as Figure 13(a) illustrates. On the other hand, the Mach number,
in Figure 13(b), shows that the strength of the leading shock varies with the same trend.
This confirms that non-linear phenomena due to the interactions between the shock waves
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with the boundary layer are present and play a key role in determining the time history of
the shock train position along the channel. These effects, however, do not affect the change
in the speed, consistently with the fact the velocity, and hence the Mach number, varies in
the same way as the pressure, but with an altered phase angle.
4. Effect of forcing oscillation amplitude
The engine of a high-speed aircraft requires different combustion conditions during the
various phases of the flight envelope. As a consequence, the flow structures which form at the
inlet and inside the isolator are subject to transient conditions. The disturbances induced
by changes in the combustion develop an oscillatory behaviour of the flow. Large oscillation
amplitudes may cause the shock train to be expelled out of the inlet. Small oscillations
of the order of a few percent of the mean pressure value characterise the dynamics of the
combustion process in the engine.
In Figure 14 the effect of the oscillation amplitude with ε= 0.01, 0.05, and 0.1 are pre-
sented with an oscillation frequency f= 2 Hz. With an oscillation amplitude of ε= 0.2
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Figure 14. Effect of the oscillation amplitude: a) Position of the leading shock in the axial direction;
b) Time history of the Mach number behind the leading shock in the shock train.
the shock train was disgorged out of the inlet. In Figure 14(a), as the oscillation ampli-
tude increases the difference between the maximum and minimum positions of the leading
shock in the axial direction becomes more pronounced, in agreement with previous numer-
ical studies.33 While with small oscillation amplitudes, the ratio of the minimum to the
maximum displacement, x−/x+, is approximately unity, with increasing ε the displacement
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of the minimum and maximum from the mean position, x− and x+, proportionally increases.
With ε= 0.1 the ratio of the minimum to the maximum displacement, x−/x+, reaches the
value of approximately 2.
Figure 14(a) illustrates that for each ε, x− and x+ are located along lines with negative
slope. As ε increases, x− is gradually delayed whereas x+ occurs earlier in time. This
means that, compared to a small oscillation amplitude, with a large oscillation amplitude
the shock train covers a greater distance along the channel but takes more time to reach
the furthest upstream axial position. After t= 0.25 s, when the back pressure is decreased,
the shock train reaches the furthest downstream position earlier with increasing value of ε.
This can be explained from the time history of the Mach number of the leading shock wave,
in Figure 14(b). With a small value of ε, the leading shock responds with a small change in
magnitude which is comparable to the oscillation inherent of the shock train unsteadiness.
After the first quarter of the cycle, the back pressure starts to decrease from its maximum
value with a gradient in the Mach number that is higher for large oscillation amplitudes, so
that the shock train is subject to a greater acceleration. With a small oscillation amplitude
the leading shock Mach number exhibits a less pronounced maximum value, and the time
history of the response resembles more a sinusoidal wave. This suggests that the non-linear
effects are enhanced as the wave amplitude increases but have a negligible influence when
the back-pressure amplitude is small.
5. Effect of forcing frequency
Figure 15 shows the effect of different forcing frequencies, f= 2 Hz, 4 Hz, 10 Hz, 20
Hz, with the same oscillation amplitude. The x-axis is normalised to the period of the
forcing wave. As Figure 15(a) illustrates, a decrease in the forcing frequency leads to a
larger difference between x− and x+, in agreement with what has been observed by previous
studies.42 In the first half of the cycle, the minimum and maximum Mach number of the
leading shock, M− and M+ in Figure 15(b), act in the opposite way compared to x− and
x+. As the forcing frequency increases, x− tends to be delayed whereas M− occurs earlier in
time compared to low forcing frequencies. While for f= 2 Hz the minimum Mach number,
M−, occurs at approximately 1/4 of the x-axis, for f= 20 Hz the minimum Mach number
is close to the mean value at the beginning of the period. A different behaviour is exhibited
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Figure 15. Effect of different forcing frequencies: a) Position of the leading shock in the axial
direction; b) Mach number behind the leading shock in the shock train.
in the second part of the pressure cycle. Compared to low forcing frequencies, both x+ and
M+ occur with an increasing time delay as the oscillating frequency assumes larger values.
After the first half of the pressure cycle the shock train position does not recover to its
initial value. Indeed, the shock train returns to its initial position with a greater delay as
the forcing frequency increases.
It in interesting to note that the variation in the forcing frequency affects also the strength
of the leading shock, in Figure 15(b). It is observed that for small frequencies the extremities
of the Mach number profile are closer to the mean position. Additionally, the mean value
itself changes, decreasing with higher frequencies. This may be caused by the establishment
of additional mechanisms in the flow once a certain frequency is reached.
Therefore, high forcing frequencies reduce the axial movement of the leading shock but
increase the range of Mach number values during a period. The interaction between the
shock waves with the viscous effects introduce additional mechanisms in the flow that appear
to be accentuated with higher frequencies in the oscillation of the back pressure. This is
believed to be the reason of the change of the time instant when the leading shock returns
to the initial location. The effect of the oscillation frequency and amplitude on the position
of the leading shock is summarised in Figure 16. The non-linear phenomena are exhibited
in the asymmetrical variation of the position of the leading shock with different oscillation
frequency.
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V. CONCLUSIONS
The formation of a shock train structure in an air-breathing engine prevents the distur-
bance induced by the combustion process affecting the flow at the inlet. The understanding
of such a flow structure is vital for the improvement of the design of high-speed engines as
well as the development of flow control methodologies. The characteristics of a shock train
at Mach number of 2 in a rectangular channel have been investigated using the 2D RANS
equations closed by the Wilcox k-ω turbulence model.
The sensitivity analysis to grid resolution has demonstrated the high dependence of these
kind of flows to the mesh resolution. The difficulties in achieving grid-independent results
reflects the characteristic of supersonic flows in long ducts being extremely complicated. The
ratio of the thickness of the boundary layer to the channel height has demonstrated to be
the key parameter in determining the shock train properties. The shock train establishment
in the channel is caused by the interaction with the boundary layer and occurs after a
determined length in the channel. A small error in resolving the boundary layer drastically
changes the shape of the leading shock, which influences the subsequent portion of the shock
train.
Under a sinusoidal forcing, the shock train executes a motion around its mean posi-
tion that deviates from a perfect sinusoidal profile with variation in oscillation amplitude,
frequency, and whether the pressure is first increased or decreased. The shock train demon-
strated to have the intrinsic property to be influenced more by a pressure increase rather
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than a pressure drop, independent of the back-pressure forcing. To an increase in the back-
pressure the shock train responds moving upstream towards the inlet of the computational
domain, whereas a decrease in the back-pressure forces the shock train to move towards
the outlet. The distance propagated depends on the amplitude of pressure change and is
exacerbated with decreasing grid size.
The need to use a two-dimensional code was driven by the setup of the validation case.
Although the experimental flow physics is three-dimensional due to the effect of sidewalls, at
the centre of the duct the flow can be assumed two-dimensional. The effect of the sidewalls
would not change the structure of the shock train since numerical schlieren has successfully
replicated the flow field observed with schlieren photography in the reference case. Taking
into account the limitation, two-dimensional simulation is a useful tool for the qualitative
understanding of the mechanism of formation of the shock train in long ducts. This work
has provided the basis to perform a more accurate and realistic investigation of the three-
dimensional flow physics in a duct of square cross-sectional area.
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