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Abstract
This report considers the problem of Byzantine fault-tolerance in homoge-
neous multi-agent distributed learning. In this problem, each agent samples
i.i.d. data points, and the goal for the agents is to compute a mathematical
model that optimally fits, in expectation, the data points sampled by all the
agents. We consider the case when a certain number of agents may be Byzantine
faulty. Such faulty agents may not follow a prescribed learning algorithm. Faulty
agents may share arbitrary incorrect information regarding their data points to
prevent the non-faulty agents from learning a correct model.
We propose a fault-tolerance mechanism for the distributed stochastic gra-
dient descent (D-SGD) method – a standard distributed supervised learning
algorithm. Our fault-tolerance mechanism relies on a norm based gradient-filter,
named comparative gradient elimination (CGE), that aims to mitigate the detri-
mental impact of malicious incorrect stochastic gradients shared by the faulty
agents by limiting their Euclidean norms. We make the following contributions
in this report.
• We show that the CGE gradient-filter guarantees fault-tolerance against
a bounded number of Byzantine faulty agents if the stochastic gradients
computed by the non-faulty agents satisfy the standard assumption of
bounded variance.
• We demonstrate the applicability of the CGE gradient-filer for distributed
supervised learning of artificial neural networks.
• We show that the fault-tolerance by the CGE gradient-filter is comparable
to that by other state-of-the-art gradient-filters, namely the multi-KRUM,
geometric median of means, and coordinate-wise trimmed mean.
• Lastly, we propose a gradient averaging scheme that aims to reduce the
sensitivity of a supervised learning process to individual agents’ data
batch-sizes. We show that gradient averaging improves the fault-tolerance
property of a gradient-filter, including, but not limited to, the CGE
gradient-filter.
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1 Introduction
The problem of distributed multi-agent learning or federated learning has gained
significant attention in recent years [7, 31, 16, 35, 36]. Unlike the case of centralized
learning, in distributed learning a central machine, i.e., a server, cannot directly
access the data points. Instead, there are multiple machines, i.e., agents, in the system
and each agent samples data points independently. In the fault-free setting, i.e.,
when all the agents are free from faults, the goal is to design a distributed algorithm
that allows the agents to collectively compute (or learn) a mathematical model that
optimally fits all the data points sampled by all the agents. We, however, consider a
scenario wherein some of agents in the system are faulty.
Specifically, we consider a system with n agents where up to f (out of n) agents are
Byzantine faulty. The server is assumed fault-free, and the identity of the Byzantine
agents is a priori unknown. Byzantine faulty agents may share malicious incorrect
information with the server [26]. Thus, in the presence of faulty agents, the reasonable
goal is to design a distributed algorithm that allows all the non-faulty agents to
learn a mathematical model that optimally fits the data points sampled only by the
non-faulty agents. The mathematical formulation of fault-tolerant distributed learning
is presented below.
1.1 Fault-tolerant distributed learning
Each non-faulty agent i samples data points independently from an unknown prob-
ability distribution D in the m-dimensional real vector space Rm. The server fixes
a mathematical model Π, for instance, a neural network [6], which is characterized
by a parameter vector w belonging to the d-dimensional real vector space Rd. Each
data point z ∈ Rm has a loss value which is determined by a real-valued loss function
` : (w, z) 7→ R. We define the non-faulty expected loss function to be
Q(w) = E
z∼D
`(w, z). (1)
The fault-tolerance objective for the non-faulty agents is to compute an optimal
parameter vector w∗ that minimizes Q(w). We define a fault-tolerant distributed
learning algorithm formally below.
Definition 1. A distributed learning algorithm is said to be fault-tolerant if it enables
the non-faulty agents to compute an optimum parameter vector w∗ such that
w∗ ∈ arg min
w∈Rd
Q(w). (2)
System architecture: We consider a server-based distributed system architec-
ture where a fault-free server collaborates with all the agents to achieve the above
fault-tolerant learning objective. For now, the system is assumed to be synchronous.
In the fault-free setting, the distributed stochastic gradient descent (D-SGD) method
described below is a commonly used algorithm for solving the distributed learning
problem using the server-based architecture [6]. However, the D-SGD method is ren-
dered ineffective in presence of faulty agents [5]. Our goal is to design a fault-tolerant
mechanism that imparts resilience to the D-SGD method against a bounded number
of Byzantine faulty agents.
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1.2 Distributed stochastic gradient descent method
The D-SGD method is an iterative algorithm in which the server maintains an
estimate of an optimal learning parameter, such as w∗ defined in (2), and updates it
iteratively using stochastic gradients computed by the individual agents. Specifically,
for an iteration t ∈ {0, 1, . . .}, let wt denote the current estimate of an optimal
learning parameter maintained at the server. The server broadcasts wt to all the
agents. Each agent i computes a stochastic gradient gti , which is a noisy estimate
of the true gradient ∇Q(wt). As elaborated in Section 2, the agents can compute
stochastic gradients independently by sampling a finite number of data points from
the probability distribution D. Upon receiving the stochastic gradients from the
agents, the server updates the current estimate wt to
wt+1 = wt − ηt
n∑
i=1
gti , (3)
where ηt is a positive real value commonly referred as the step-size for iteration t.
The above D-SGD method, however, is rendered ineffective in presence of Byzan-
tine faulty agents that may send malicious incorrect gradients to the server [5]. In
recent years, several gradient-filters have been proposed to make the D-SGD method
robust against the faulty agents [5, 11, 14, 34, 42, 45]. Section 1.4 below discusses the
existing gradient-filters. In particular, the server uses a gradient-filter to pre-process
the gradients received from all the agents, and then uses the pre-processed (or filtered)
gradients to update the estimates.
We study the fault-tolerance properties of a gradient-filter, named comparative
gradient elimination (CGE), for the above D-SGD method when solving the dis-
tributed multi-agent learning problem. In the CGE gradient-filter, to tolerate up to f
Byzantine faulty agents out of n total agents, in each iteration the server eliminates f
stochastic gradients received with the largest f Euclidean norms. That is, the server
uses the aggregate of only n− f stochastic gradients received with n− f smallest
norms for the iterative update step (3). The norm-based gradient elimination was
originally proposed for conferring fault-tolerance to the distributed gradient-descent
method when solving the multi-agent distributed optimization problem [18]. However,
unlike the distributed gradient-descent method, in the D-SGD method the agents
only send stochastic gradients, instead of the true gradients, of their individual loss
functions to the server. A detailed description of the resulting D-SGD algorithm with
the CGE gradient filter, and its formal fault-tolerance properties are presented in
Section 2. The algorithm schematic is shown in Figure 1.
The computational complexity of the CGE gradient-filter for tolerating up to
f faulty agents out of n total agents is O(n(log n + d)), which is significantly less
compared to the complexity of state-of-the-art gradient-filters, namely the multi-
KRUM gradient-filter [5], the geometric median of means gradient-filter [11], and the
spectral gradient-filters [10, 14, 15, 34]. The computational complexity of both the
mult-KRUM and the geometric median of means gradient-filters is O(n(n+ d)), i.e.,
quadratic in n. A spectral gradient-filter relies on singular value decomposition (SVD)
of a (d× n)-dimensional matrix obtained by column-wise stacking of the stochastic
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gradients computed by the n agents, and therefore, has a computational complexity
of O(ndmin{n, d}).
Unlike the previously introduced applications of norm-based gradient elimination,
for solving other unrelated problems, in the gradient-descent method [32, 38], the
CGE gradient-filter employs an adaptive threshold. Specifically, the norm threshold
for eliminating stochastic gradients in our case is not a constant but varies depending
upon the norms of the non-faulty agents’ stochastic gradients.
1.3 Summary of our contributions
In this report, we propose a gradient-filter, named comparative gradient elimination
or CGE, for providing resilience to the D-SGD method against a bounded number
of Byzantine faulty agents. We present both theoretical and experimental analyses
of our algorithm, each described briefly below. Also, we study the effect of gradient
averaging on fault-tolerance achieved by any of the competent gradient-filters.
1. Theory: We show rigorously, in Section 2.3, that our distributed learning
algorithm can tolerate up to a bounded number of Byzantine faulty agents if -
• the stochastic gradients computed by the non-faulty agents have bounded
variance,
• the gradient of the loss function `(w, z) with respect to w is Lipschitz
continuous, and
• the expected loss function Q(w), defined in (1), is strongly convex.
We note that the above assumptions are fairly standard in pragmatic machine
learning settings [6].
2. Experiments: As elaborated in Section 3, we demonstrate though experiments
the applicability of the CGE gradient-filter for distributed training of artificial
neural networks wherein the expected loss function Q(w) need not be convex.
Besides the CGE gradient-filter, we also simulate other state-of-the-art gradient-
filters, namely multi-KRUM [5], geometric median of means [11], and coordinate-
wise trimmed mean [45, 39]. For our experiments we consider two openly
available benchmark data-sets; MNIST and CIFAR-10.
To evaluate and compare the performance of different gradient-filters we conduct
experiments under different system settings, described below, each of which
distinctively affects the fault-tolerance property of a gradient-filter.
• We consider different data batch-sizes used by the agents for computing
their individual stochastic gradients.
• We consider different types of faults for the faulty agents.
• Lastly, we consider different fractions of faulty agents, i.e., f/n.
From the above experiments we demonstrate that the fault-tolerance obtained
by the CGE gradient-filter is comparable to the state-of-the-art gradient-filters.
3
3. Gradient-averaging: In Section 3.5, we present a technique of gradient
averaging wherein, in each iteration, the server computes a weighted average
of the stochastic gradients sent by the agents in all the previous and the
current iterations. The server applies a gradient-filter to the averaged stochastic
gradients, and uses the resulting filtered gradient for updating its current
estimates. Though experiments we observe that
• gradient averaging attenuates the sensitivity of gradient-filters to the
variance of the stochastic gradients, and
• stabilizes the distributed learning process in presence of faulty agents.
1.4 Related Work
In this subsection, we present comparisons between our contributions and that of the
related prior works on fault-tolerance in distributed machine learning.
Subsequent to the initial work on fault-tolerance in distributed optimization
by Su and Vaidya [40], the problem of fault-tolerance in distributed learning has
gained significant attention in recent years [1, 3, 5, 9, 11, 13, 14, 37, 42, 43, 44]. The
distributed learning problem can be modeled as a special case of the more general
distributed optimization problem where the cost function (or the loss function) for
each non-faulty agent is equal to the expected loss function defined in (1). However,
unlike distributed optimization, in distributed learning the agents may only compute
approximate or noisy gradients of their individual expected loss functions. Therefore,
it is non-trivial to extend the applicability of the algorithms originally proposed for
fault-tolerance in distributed optimization, such as the ones in [18, 21, 40, 41], to
fault-tolerance in distributed machine learning.
It should be noted that exact fault-tolerance in distributed optimization is achiev-
able in presence of up to f faulty agents if and only if the non-faulty agents’ cost
functions satisfy the 2f-redundancy property [20, 21]. In the case of homogeneous
distributed learning problem, described above in Section 1, as the non-faulty agents’
expected loss functions are identical, the 2f -redundancy property is naturally satisfied
if n > 2f . Therefore, in principle, we can compute an optimal learning parameter
defined by (2) despite the presence of some Byzantine faulty agents as long as the
faulty agents are in the minority. However, note that in pragmatic distributed
learning settings, the agents may only be able to compute and send to the server
partial information about their individual expected loss functions. In most cases, the
partial information is in the form of stochastic gradients. Therefore, even if exact
fault-tolerance is feasible in theory, its achievability relies on additional assumptions
besides 2f -redundancy as is evident from prior work on this problem [3, 5, 14, 19, 43].
The CGE gradient-filter studied in this report was originally proposed and stud-
ied for fault-tolerance in the generic distributed optimization setting in our prior
work [18, 20]. In the problem of distributed optimization, different agents have differ-
ent cost functions. Alternately, the setting of distributed optimization considered
in [18, 20] is equivalent to the setting of heterogeneous distributed learning wherein dif-
ferent agents could sample data points from different probability distributions, unlike
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in the setting of homogeneous learning described above in Section 1. However, in our
prior work we assume that the agents compute true gradients of their individual cost
functions to the server. In the learning setting the agents can only compute stochastic
gradients, i.e., noisy estimates of the true gradients. An extended applicability of the
CGE gradient-filter to fault-tolerance in stochastic gradient-descent based distributed
linear regression was presented in [19]. In the current report, however, we consider a
more general learning setting than linear regression wherein the expected loss function
Q(w) is an arbitrary strongly convex function with Lipschitz continuous gradients.
Moreover, through experiments in the current report we have also demonstrated the
applicability of the CGE gradient-filter to fault-tolerance in distributed learning of
artificial neural networks wherein the function Q(w) may be non-convex.
In recent years, several other gradient-filters have been proposed and studied
for fault-tolerance in the D-SGD method based distributed learning. For all these
gradient-filters, including the CGE gradient-filter, in each iteration the server replaces
the aggregate of the received stochastic gradients in (3) with a robust estimate of the
aggregate of the non-faulty stochastic gradients. For instance, in the multi-KRUM
gradient-filter the server uses the aggregate of only a few stochastic gradients (out of
the n) received depending upon their proximity to each other [5]. In the geometric
median of means gradient-filter [11], and the SVD based gradient-filter [14, 15, 34],
the server implements standard agnostic mean estimation techniques from the robust
statistics literature [10, 24]. The coordinate-wise trimmed mean gradient-filter [44, 45]
is an extension of the truncated mean filter which was originally proposed for scalar
gradients [40] to the case of higher-dimensional stochastic gradients.
Gradient filtering based on their Euclidean norms (or magnitude), similar to the
CGE gradient-filter, has been studied recently for fault-tolerance in the distributed
learning problem [17]. In [17], however, each agent samples apriori a finite number
of data points from the probability distribution D, and then sends to the server in
each iteration the true gradient, instead of a stochastic gradient, of its individual
expected loss function. Ghosh et al. [17] has shown that norm-based gradient filtering
achieves order optimal statistical error rate, in presence of Byzantine faulty agents,
if the probability distribution of data points D is Gaussian and the true gradients
of the agents’ individual expected loss functions have a sub-exponential probability
distribution. In the current report, we consider a more pragmatic setting wherein
the non-faulty agents may only send independently computed stochastic gradients of
the expected loss function Q(w) to the server, and we do not make any assumptions
about the probability distribution D of data points.
Finally, we also note that norm-based gradient elimination similar to the CGE
gradient-filter has been utilized in the past for solving unrelated problems, such as
mitigating the impact of gradient explosion and controlling the privacy-accuracy
trade-offs in differential privacy protocols, in the D-SGD method [32, 38]. We use
norm-based gradient elimination for Byzantine fault-tolerance. Besides this difference
in the objectives, unlike these past works, we use a dynamic (or adaptive) threshold
for eliminating the gradients instead of a static threshold. This difference is critical
for the fault-tolerance property of the CGE gradient-filter.
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2 Algorithm and its Fault-Tolerance Property
In this section, we present the comparative gradient elimination (CGE) gradient-filter
for tolerating faulty agents in the distributed stochastic gradient descent (D-SGD)
method for solving the distributed learning problem. The description of the algorithm
below is followed by its fault-tolerance guarantee in Section 2.3.
Similar to the traditional D-SGD method, the server maintains an estimate of
an optimal learning parameter, such as w∗ defined in (2), which is updated in each
iteration of the algorithm. The initial estimate, named w0, is chosen arbitrarily by
the server from Rd. In each iteration t ∈ {0, 1, . . .}, the server computes estimate
wt+1 using Steps S1 and S2 presented below. Please refer Figure 1 for an illustration
of these steps.
Figure 1: Schematic of our algorithm. Here, the fault agent 2 may concoct arbitrary
data points, and may send an arbitrary vector for its stochastic gradient gt2.
In Step S1, the server obtains from the agents their locally computed stochastic
gradients of the average loss function Q(w) at wt. Now, there are various methods
for computing stochastic gradients [6, Section 5], one of which is described below in
Section 2.2. Note that a Byzantine faulty agent may send an arbitrary vector for
its stochastic gradient. In Step S2, to mitigate the detrimental impact of incorrect
stochastic gradients, the algorithm uses a filter to “robustify" the gradient aggregation
used for computing the updated estimate wt+1. In particular, the server eliminates
the stochastic gradients with the largest f Euclidean norms, and uses the aggregate
of the remaining n − f stochastic gradients with n − f smallest Euclidean norms
to compute wt+1, as shown in Equation (7) below. We refer to the method used in
Step S2 for elimination the largest f gradients as Comparative Gradient Elimination
(CGE) gradient-filter, since the norms of the gradients are compared together to
eliminate (or filter out) the gradients with the largest f norms.
For two arbitrary real-valued vectors u, v of equal dimensions, let 〈u, v〉 denote
their inner product, i.e.,
〈u, v〉 = uT v (4)
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where (·)T denotes the transpose. For an arbitrary real-valued vector v, its Euclidean
norm, denoted by ‖v‖, is defined to be
‖v‖ =
√
〈v, v〉. (5)
2.1 Steps in each iteration
The steps executed by the server and the agents in the t-th iteration are described as
follows.
S1: The server broadcasts the current estimate wt to all the agents.
Each non-faulty agent i will then send to the server a stochastic gradient of
the expected loss function Q(w) defined by (1) at wt, i.e., a noisy estimator of
the gradient ∇Q(wt). However, a faulty agent may send an incorrect arbitrary
vector for its stochastic gradient.
The gradient received by the server from agent i is denoted as gti . If no gradient
is received from some agent i, then agent i must be faulty (because the system
is assumed to be synchronous) – in this case, the server assumes a default value
of 0 vector for the missing gradient gti .
S2: CGE gradient-filter: The server sorts the n received gradients as follows:∥∥gti1∥∥ ≤ . . . ≤ ∥∥∥gtin−f∥∥∥ ≤ ∥∥∥gtin−f+1∥∥∥ ≤ . . . ≤ ∥∥gtin∥∥ . (6)
Stochastic gradient with the j-th smallest norm, gtij , is received from agent ij .
The server updates its current estimate using only n− f stochastic gradients
with smallest n− f norms as shown below.
wt+1 = wt − ηt
n−f∑
j=1
gtij (7)
where ηt, the step-size for iteration t, is a positive real value.
The computation of the norm of the n gradients takes O(nd) time. Sorting of
these norms takes additional O(n log n) time. Hence, the per iteration computational
complexity of the CGE gradient-filter is O(n(d+ log n)).
We present below a standard method for computing stochastic gradients correctly.
2.2 Computing Stochastic Gradients
For computing a stochastic gradient of the expected loss function Q(w), in each
iteration t, an agent i chooses k data points {zti1 , . . . , ztik}. Each data point is
sampled independently and identically from the probability distribution D. As
elaborated below in Section 2.3, the average of the gradients of the loss functions
`(w, ztij ), j = 1, . . . , k, with respect to w is an unbiased noisy estimator of the true
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gradient ∇Q(w), and can be used as a stochastic gradient of Q(w). Thus, for each
non-faulty agent i,
gti =
1
k
k∑
j=1
∇`(wt, ztij ). (8)
The variance of gti is inversely proportional to k, i.e., the estimation accuracy of the
stochastic gradients is improved if agents sample more data points in each iteration.
This obviously has a concomitant computation overhead of computing higher number
of gradients. Alternately, the agents can compute stochastic gradients with improved
estimation accuracy by using other sophisticated techniques, such as the dynamic
data sampling size method and gradient aggregation method, presented in [6, section 5].
We now present the formal fault-tolerance guarantee of the above algorithm by
assuming bounded variance of the stochastic gradients, and strong convexity of the
expected loss function Q(w).
2.3 Fault-Tolerance Property
In this subsection, we present the formal convergence rate of the above algorithm.
For doing so, we assume that the stochastic gradients have bounded variance, the
gradient ∇Q(w) is Lipschitz continuous and the expected loss function Q(w) is
strongly convex. The assumptions are stated formally below.
Note, from (7), that for each iteration t the updated estimate wt+1 is a function
of the current estimate wt, and the random variables gt1, . . . , gtn. In case agent i is
non-faulty, then recall from Section 2.2 that gti , defined by (8), is a function of w
t
and the collection of k data points
zti = {zti1 , . . . , ztik} (9)
that are independent and identically distributed (i.i.d.) by D. In case agent i is
faulty, then gti is an arbitrary d-dimensional random variable. For each i = 1, . . . , n,
we define a random variable
ζti =

zti , i is non-faulty
gti , i is faulty
(10)
Let,
ζt =
{
ζt1, . . . , ζ
t
n
}
. (11)
For each agent i and each iteration t, let Eζti (·) denote the expected value of a
function of the random variable ζti given the current estimate w
t. Similarly, for each
non-faulty agent i, let Ezti(·) denote the expected value of a function of the random
variable zti given the estimate w
t.
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Now, consider an arbitrary non-faulty agent i. From (10) above, note that
Eζti
(
gti
)
= Ezti
(
gti
)
, ∀t.
Upon substituting gti from (8) on the right hand side above we obtain that
Eζti
(
gti
)
=
(
1
k
)
Ezt
k∑
j=1
(
∇`(wt, ztij )
)
(12)
where the gradient of loss function `(·, ·) is with respect to its first argument w.
From (9), recall that zt constitutes k data points that are i.i.d. as per the probability
distribution D. Upon using this fact in (12) we obtain that
Eζti
(
gti
)
=
1
k
k∑
j=1
Eztij∼D
(
∇`(wt, ztij )
)
, ∀t. (13)
Now, upon applying the gradient operation with respect to w on both sides of (1) we
obtain that
∇Q(w) = Ez∼D (∇`(w, z)) , ∀w ∈ Rd. (14)
Substituting from (14) in (13) we obtain that an arbitrary non-faulty agent i,
Eζti
(
gti
)
=
1
k
k∑
j=1
(∇Q(wt)) = ∇Q(wt). (15)
Assumption 1 (Bounded variance). For each non-faulty agent i, assume that the
variance of gti is bounded. Specifically, there exists a finite real value σ such that for
all non-faulty agent i,
Eζti
∥∥∥gti − Eζti (gti)∥∥∥2 ≤ σ2, ∀t.
As stated below, we also assume that the gradient of the expected loss function
∇Q(w) is Lipschitz continuous, and that the function Q(w) is strongly convex [6].
Assumption 2 (Lipschitz continuity of gradients). Assume that there exists a finite
positive real value µ such that for all w, w′ ∈ Rd,∥∥∇Q(w)−∇Q(w′)∥∥ ≤ µ∥∥w − w′∥∥ .
Assumption 3 (Strong convexity). Assume that there exists a finite positive real
value λ such that for all w, w′ ∈ Rd,〈
w − w′, ∇Q(w)−∇Q(w′)〉 ≥ λ ∥∥w − w′∥∥2 .
To be able to state the main convergence result of our algorithm in Theorem 1
we introduce some notation.
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• We define a fault-tolerance margin α that determines the fraction of faulty
agents f/n that can be tolerated by our algorithm for given parameters µ and
λ. Specifically,
α =
λ
2λ+ µ
− f
n
. (16)
• For each iteration t, let
ζt = {ζti , i = 1, . . . , n}. (17)
Notation Et(·) denotes the expectation of a random variable that is a function
of the collective random variables ζ0, . . . , ζt given the initial estimate w0.
Specifically,
Et(·) = Eζ0,..., ζt(·), ∀t ≥ 0. (18)
• We define a parameter
η =
(
2(2λ+ µ)n
n2 + (n− f)2µ2
)
α (19)
that determines the value for the step-size in (7).
The key result on the convergence of the proposed algorithm is stated below.
Theorem 1. Consider the iterative algorithm presented above in Section 2. Suppose
that the Assumptions 1-3 hold true, the fault-tolerance margin α is positive, and the
step-size ηt = η > 0 for all t in (7). Let,
M2 =
(
f2
(
1 +
√
n− f − 1)2
n2
+ η2(n− f)2
)
σ2. (20)
If η < η then the following holds true.
1. The value of
ρ = 1− (n2 + (n− f)2µ2) η (η − η) (21)
is positive and less than 1.
2. Recall the definition of w∗ from (2). Given the initial estimate w0, that may be
chosen arbitrarily from Rd, for all t ≥ 0,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2. (22)
The proof of Theorem 1 is deferred to Appendix A.
According to Theorem 1, if α > 0, i.e.,
f
n
<
λ
2λ+ µ
,
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then for small enough value of the step-size in (7) the proposed iterative algorithm
converges linearly in expectation to the neighborhood of an optimal learning parameter
defined by (2). Specifically, as limt→∞ ρt = 0,
lim
t→∞Et
∥∥wt+1 − w∗∥∥2 ≤ M2
1− ρ.
We now present the fault-tolerance guarantee of our algorithm in probability.
Specifically, we have the following corollary of Theorem 1. Notation Pr(·) denotes
the probability of an event.
Corollary 1. Consider the iterative algorithm presented above in Section 2. If the
conditions stated in Theorem 1 hold true then for every positive real value ,
lim
t→∞Pr
(∥∥wt − w∗∥∥2 ≤ ) ≥ 1− 1

(
M2
1− ρ
)
.
The proof for Corollary 1, presented in Appendix C, relies on Markov’s inequality.
In the subsequent section, we present the formal proof for Theorem 1.
According to Corollary 1, the D-SGD method with the CGE gradient-filer guar-
antees approximate fault-tolerance. The sequence of estimates converge within 
distance to the optimal point with a probability of at least
1− 1

(
M2
1− ρ
)
.
The factor M2, defined in (20), is directly proportional to the variance σ2 of the
stochastic gradients computed by the non-faulty agents. Thus, for a given , smaller
variance of stochastic gradients implies higher probability of convergence within 
distance from the solution w∗, and therefore, improved fault-tolerance. Note that
the stochastic gradients are unbiased estimators of the true gradient of the global
expected loss function, as shown in Section 2.2. Smaller is the variance σ2, the
more accurate are the stochastic gradients (see Assumption 1). Therefore, it is quite
intuitive that fault-tolerance of the proposed algorithm should improve when the
accuracy of the stochastic gradients computed by the non-faulty agents improves.
In the subsequent section, we demonstrate though experiments the applicability of
the CGE gradient-filter for artificial neural networks, in which case the expected loss
functionQ(w) need not be a convex function. We compare the fault-tolerance achieved
by the CGE gradient-filter with that of the other existing gradient-filters, namely
multi-KRUM [5], geometric median of means [11], and coordinate-wise trimmed
mean [45, 39].
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3 Experiments
In this section, we present our empirical studies on fault-tolerance in distributed
learning of artificial neural networks using the D-SGD method and different gradient-
filters, including our proposed CGE gradient-filter. To evaluate the fault-tolerance
of different gradient-filters we conduct experiments with different fractions of faulty
agents f/n, different fault types, and different data batch-sizes k used for computing
stochastic gradients by non-faulty agents (see Section 2.2).
3.1 Implementation and setup
We simulate the distributed server-based system architecture by spawning multiple
threads, one for a server and others for the agents, where inter-thread communication
is done through message passing interface (MPI). Our simulator is built in Python
using PyTorch [33] and MPI4py [12], and is deployed on a Google Cloud Platform
cluster made available by the Massive Data Institute at Georgetown University. The
cluster we use has 64 vCPU cores and a memory of 100 GB.
In our experiments, we consider distributed learning of artificial neural networks
for supervised classification of two benchmark datasets; the MNIST dataset [27] and
the CIFAR-10 dataset [25]. For all our experiments we consider the system to be
synchronous and n = 10 agents. The server thread initiates the D-SGD method with
the initial estimate w0, a d-dimensional vector where the value of d is equal to the
total number of parameters of the artificial neural network being learned, using the
initialization technique of Kaiming uniform[22]. For each iteration, in step S2, the
step-size ηt = 0.1 for all the gradient-filters described below.
In the subsequent sections, Section 3.2 and Section 3.3, we describe the other
gradient-filters and the different types of faults, respectively.
3.2 Other gradient-filters
Besides the CGE gradient-filter, we also evaluate fault-tolerance by four other state-of-
the-art gradient-filters: geometric median, geometric median of means [11], coordinate-
wise trimmed mean [45], and multi-KRUM [5]. Similar to the CGE gradient-filter,
these other gradient-filters are implemented by the server in the second step, i.e.,
step S2, of each iteration of the iterative algorithm described in Section 2.1.
• Geometric median (GeoMed): For a set of vectors {y1, . . . , yn} in Rd, their
geometric median denoted by med{y1, . . . , yn} is defined to be
med{y1, . . . , yn} = arg min
y∈Rd
n∑
j=1
‖yj − y‖ . (23)
The geometric median is less sensitive to outlying vectors than the arithmetic
average [28, 30].
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In GeoMed gradient-filter, in step S2 of each iteration t the server computes
the geometric median of the received stochastic gradients med{gt1, . . . , gtn}, and
updates the current estimate wt to
wt+1 = wt − ηt ·med{gt1, . . . , gtn}
where ηt denotes the step-size for iteration t.
• Geometric median of means (MoM): For the MoM gradient-filter the server
divides apriori the agents into l groups indexed from 1 to l. For simplicity,
we assume that the total number of agents n is a multiple of l. Thus, each
group has b = n/l agents. Let agents {1, . . . , b} belong to group 1, agents
{b+ 1, . . . , 2b} belong to group 2, and so on.
In step S2 of each iteration t, for each group j ∈ {1, . . . , l} the server computes
the average ĝtj of the stochastic gradients received from the agents in group j.
Specifically, for each group j ∈ {1, . . . , l},
ĝtj =
1
b
b∑
j=1
gtj .
Then, the server computes the geometric median of all the groups’ averaged
stochastic gradients med
{
ĝt1, . . . , ĝ
t
n
}
as defined in (23). Finally, the server
updates the current estimate wt to
wt+1 = wt − ηt ·med
{
ĝt1, . . . , ĝ
t
n
}
.
• Coordinate-wise trimmed mean (CWTM): For a set of real scalar values
{a1, ..., an}, with a1 ≤ . . . ≤ an, the f -trimmed mean denoted by tmf{a1, ..., an}
is defined to be
tmf{a1, . . . , an} = 1
n− 2f
n−f∑
j=f+1
aj . (24)
The CWTM gradient-filter is an extension of the scalar trimmed mean filter
which was proposed by Su and Vaidya [40]. In CWTM gradient-filter in each
iteration the server updates its current estimate using a vector whose elements
are f -trimmed means of the corresponding elements of the stochastic gradients
received. Specifically, let the l-th element of a vector y ∈ Rd be denoted by y[l].
In step S2 of each iteration t, the server computes a vector ĝt such that for
each l = 1, ..., d,
ĝt[l] = tmf
{
gt1[l], . . . , g
t
n[l]
}
.
Finally, the server updates the current estimate wt to
wt+1 = wt − ηt · ĝt.
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• Multi-KRUM: In the multi-KRUM gradient-filter, in each iteration t the
server computes the KRUM score for each stochastic gradient received from
the agents [5, Section 2]. The server chooses m stochastic gradients with m
smallest KRUM scores and computes their average gtkm. The parameter m
is chosen a priori such that 1 ≤ m ≤ n − f . The server updates the current
estimate wt to
wt+1 = wt − ηt · gtkm.
The value of m chosen for our experiments is specified later.
3.3 Fault types
Recall that Byzantine faulty agents can exhibit arbitrary faults. We conduct experi-
ments for 5 different types of faults, described below. In the first three fault types,
the faulty agents are assumed Byzantine and omniscient. In the last two fault types,
the faulty agents are assumed inadvertent.
• Gradient-reverse faults: In this particular fault type, each faulty agent
reverses its correct stochastic gradient and scales the reversed gradients by a
factor of 100. Specifically, for each iteration t and each agent j, let stj denote
agent j’s correct stochastic gradient for iteration t. If agent j is faulty then it
sends to the server an incorrect gradient
gtj = −100 · stj .
• Coordinate-wise faults: In this particular fault type, each fault agent sends
a vector whose elements are equal to the f -th smallest respective elements of
the stochastic gradients computed by the non-faulty agents. Specifically, if H
denotes the set of all non-faulty (or honest) agents then for each faulty j and
l ∈ {1, . . . , d},
gtj [l] = the f -th smallest amongst
{
gti [l], i ∈ H
}
, ∀t.
Recall that for a vector y ∈ Rd, y[l] denotes its l-th element.
• Norm-confusing faults: In this particular fault type, each faulty agent
reverses its correct stochastic gradient, and re-scales it so that its norm is equal
to the (f + 1)-th largest norm amongst the stochastic gradients computed by all
the non-faulty agents. Specifically, for each iteration t, let sti denote a correct
stochastic gradient for each agent i. Let, νt denote the non-faulty agent whose
stochastic gradient’s norm is (f + 1)-th largest amongst the norms of all the
non-faulty agents’ stochastic gradients. Then each faulty agent j sends to the
server an incorrect stochastic gradient
gtj = −
∥∥gtνt∥∥∥∥∥stj∥∥∥
 · stj , ∀t.
We also conduct experiments for a few non-Byzantine inadvertent fault types
described below. These faults are known to occur in practice due to system hardware
failures [42, 23].
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• Label-flipping faults: In this particular fault type, a faulty agent sends
incorrect stochastic gradients due to the output classification labels of their
sampled data points being erroneous. To simulate this fault in the case of
MNIST or CIFAR-10 data-sets, where there are 10 differnet labels in each of
them, for each data point sampled by a faulty agent, we change the original
label of the data point y to y˜ = 9− y.
• Random faults: As the name suggests, in this particular fault type, each
faulty agent sends a randomly chosen vector from Rd for its stochastic gradient
to the server in each iteration. In our experiments, we consider a scenario
where the faulty agents send i.i.d. Gaussian random vectors of mean 0 and an
isotropic covariance matrix with standard deviation of 200.
3.4 Results and analysis
As mentioned above, we consider supervised learning of artificial neural networks for
classifying images in two different data-sets; MNIST and CIFAR-10. First, we will
present our results for the MNIST dataset below.
3.4.1 MNIST Dataset
MNIST is an image-classification dataset of handwritten digits comprising 60, 000
training samples and 10, 000 testing samples [27]. We consider a convolutional neural
network called LeNet for the classification task that comprises of 431, 080 learning
parameters. Thus, the value of dimension d = 431, 080.
The outcomes for our different experiments are presented below.
Different fault types: To compare the performance of different gradient-filters
under the different types of faults described above in Section 3.3,
• we fix the data batch-size used for computing stochastic gradients by all the
non-faulty agents to k = 16 (see Section 2.2), and
• we consider just 1 faulty agent in the system, i.e., f = 1, out of n = 10 total
agents. Without loss of generality we let agent 1 to be the faulty agent. Note
that the identity of the faulty agent is hidden from other non-faulty agents and
the server.
The plots in Figure 2 show the learning curve for the different Byzantine faults,
while the plots in Figure 3 show the learning curve for the different inadvertent faults.
As is shown in the figures, since the fraction of faulty agents is small here, the
D-SGD method converges for all five gradient-filters. We also observe that, unlike the
other gradient-filters, the fault-tolerance by CGE gradient-filter is consistently good
for all the different types of faults. However, note that in the case of coordinate-wise
faults shown in Figure 2(b), the learning curve for all the gradient-filters is quite
erratic. There are large ‘spikes’ in the loss plots, and corresponding ‘dives’ in the
precision plots.
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Figure 2: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the different gradient-filters as mentioned in presence of f = 1
faulty agent exhibiting the different Byzantine faults. Each row corresponds to a
different fault type: (a) gradient reverse, (b) coordinate-wise, and (c) norm-confusing.
The first column plots the training loss, whilst the second column plots the testing
precision, versus the number of iterations or steps.
Different data batch-sizes: To evaluate the influence of individual agents’ data
batch-sizes, i.e., the value of k in Section 2.2, on fault-tolerance by a gradient-filter, we
simulate the multi-KRUM and CGE gradient-filters for two different data batch-sizes:
k = 16 and k = 64. The learning curves for the two filters for two different Byzantine
fault types, namely the gradient reverse faults and the norm-confusing faults, are
shown in Figures 4, 5, 6 and 7. In all these figures we plot the loss and precision
upon the completion of the 100-th step or iteration.
Upon comparing the plots in the aforementioned figures we observe that the
fault-tolerance of both multi-KRUM and CGE gradient-filter improves significantly
with increase in the data batch-size. This is indeed coherent with the theoretical anal-
ysis of CGE gradient-filter presented in Section 2.3. Intuitively, a higher batch-size
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Figure 3: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the different gradient-filters as mentioned in presence of f = 1
faulty agent exhibiting the different inadvertent faults. Each row corresponds to a
different type of fault: (a) label-flipping and (b) random. The two columns plot the
training loss and the testing precision, respectively.
results in stochastic gradients with improved accuracy and reduced noise or variance.
Thus, it is only reasonable for gradient-filters to achieve better fault-tolerance when
non-faulty agents compute stochastic gradients by sampling a larger number of data
points in each iteration. However, this improvement is accompanied by an increased
cost for computation of stochastic gradients in each iteration.
Different fractions of faulty agents: We evaluate the fault-tolerance of mult-
KRUM and CGE gradient-filters in the presence of varied fraction of faulty agents,
with different faulty behaviors. The plots are shown in Figures 8 to 11. As expected,
the learning process for both the gradient-filters deteriorates with increase in the
fraction of faults.
From the plots in the aforementioned figures, we observe that whilst the increase
in f/n has adversarial effects on the fault-tolerance, the increase in the batch-size
improves the fault-tolerance for any given fraction of faults. At large, the observed
effects on the fault-tolerance achieved by the CGE gradient-filter to change in the
fraction of faults f/n is coherent with the theoretical analysis presented in Section 2.3.
Next, we present experimental results for the case of CIFAR-10 dataset.
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Figure 4: Distributed learning of neural networks for MNIST dataset using the D-SGD
method and the multi-KRUM gradient-filter (m = 2) with different data batch-sizes.
The faulty agents exhibit the gradient reverse faults. Different rows present the cases
with different number of faults f ; (a) f = 1, (b) f = 2, (c) f = 3, and (d) f = 4.
The two columns plot the training loss and testing precision, respectively.
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Figure 5: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the multi-KRUM gradient-filter (m = 2) with different data
batch-sizes. The faulty agents exhibit the non-confusing faults. Different rows present
the cases with different number of faults f ; (a) f = 1, (b) f = 2, (c) f = 3, and (d)
f = 4. The two columns plot the training loss and testing precision, respectively.
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Figure 6: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the CGE gradient-filter with different data batch-sizes. The
faulty agents exhibit the gradient reverse faults. Different rows present the cases
with different number of faults f ; (a) f = 1, (b) f = 2, (c) f = 3, and (d) f = 4.
The two columns plot the training loss and testing precision, respectively.
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Figure 7: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the CGE gradient-filter with different data batch-sizes. The
faulty agents exhibit the norm-confusing faults. Different rows present the cases with
different number of faults f ; (a) f = 1, (b) f = 2, (c) f = 3, and (d) f = 4. The two
columns plot the training loss and testing precision, respectively.
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Figure 8: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the CGE gradient-filter under different number of faulty agents f
out of n = 10. In these experiments the data batch-size k = 16. Different rows present
different fault types: (a) gadient reverse, (b) coordinate-wise, (c) norm-confusing, (d)
label-flipping, and (e) random. The two columns plot the training loss and the testing
precision, respectively.
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Figure 9: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the multi-KRUM (m = 2) gradient-filter under different number
of faulty agents f out of n = 10. In these experiments the data batch-size k = 16.
Different rows present different fault types: (a) gadient reverse, (b) coordinate-wise,
(c) norm-confusing, (d) label-flipping, and (e) random. The two columns plot the
training loss and the testing precision, respectively.
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Figure 10: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the CGE gradient-filter under different number of faulty agents f
out of n = 10. In these experiments the data batch-size k = 64. Different rows present
different fault types: (a) gadient reverse, (b) coordinate-wise, (c) norm-confusing, (d)
label-flipping, and (e) random. The two columns plot the training loss and the testing
precision, respectively.
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Figure 11: Distributed learning of neural networks for MNIST dataset using the
D-SGD method and the multi-KRUM (m = 2) gradient-filter under different number
of faulty agents f out of n = 10. In these experiments the data batch-size k = 64.
Different rows present different fault types: (a) gadient reverse, (b) coordinate-wise,
(c) norm-confusing, (d) label-flipping, and (e) random. The two columns plot the
training loss and the testing precision, respectively.
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3.4.2 CIFAR-10 Dataset
Similar to MNIST dataset, CIFAR-10 is also an image-classification dataset compris-
ing 60, 000 small color images in 10 mutually exclusive categories, e.g. automobile,
bird, dog, etc., with equal number of images in each class [25]. The CIFAR dataset
is further divided into 50, 000 training samples and 10, 000 testing samples. Classifi-
cation in CIFAR-10 is expected to be more difficult than MNIST, since the images in
MNIST are monochromatic and has less variety. On the other hand, the images in
CIFAR-10 are quite diverse. For instance, an image of a sedan and a SUV both belong
to the class of automobiles, and different breeds of dogs can look very differently from
each other. Similar to MNIST, we again consider the convolutional neural network
LeNet with 657, 080 learning parameters. Thus, the value of dimension d = 657, 080
in this particular case. The experimental results are shown in Figure 12 with specific
details provided in the captions.
Next, we present a gradient averaging scheme that aims to reduce the sensitivity
of fault-tolerance achieved by a gradient-filter to individual agents’ data batch-size k.
3.5 Gradient averaging
We observe from the experiments above, specifically the plots in Figures 4, 5, 6
and 7, that fault-tolerance by using gradient-filters is quite sensitive to the individual
agents’ data batch-sizes. For instance, consider the case of distributed learning with
CGE gradient-filter in presence of faulty agents exhibiting coordinate-wise faults
shown in Figure 8(b). Although the different between the training losses in presence
and in absence of faults is small for more iterations (or steps), the training loss in
presence of faults is littered with spikes even in the later stages of the learning process.
However, we observe that the magnitude of these spikes attenuates significantly when
we increase the data batch-size k from 16 to 64, as shown in Figure 10(b). The reason
why this happens is the fact that larger is the batch-size for computing the stochastic
gradients smaller is the variance σ2, and therefore, as per our theoretical analysis pre-
sented in Section 2.3, better is the fault-tolerance by the CGE gradient-filter. Similar
theoretical observations have also been made for the other gradient-filters [5, 11, 45].
In general, it is safe to say that fault-tolerance of a gradient-filter improves if the
variance σ2 of the stochastic gradients computed by the non-faulty agents reduces.
Motivated from the above observations, we propose a technique of gradient aver-
aging below that allows the non-faulty agents to compute stochastic gradients with
reduced variance σ2 without increasing their data batch-size k. Now, it should be
noted that for reducing the variance of the stochastic gradients we could also use other
existing variance reduction techniques from the stochastic optimization literature [6].
For now, we consider the gradient averaging presented below.
For each iteration t and agent i, let hti denote the weighted average of the stochastic
gradients received till the t-th iteration by the server from agent i. Specifically, let
α ∈ [0, 1) and let gti denote the stochastic gradient received from agent i in iteration
t. Then, for each agent i and iteration t,
hti = αh
t−1
i + (1− α) gti . (25)
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Figure 12: Distributed learning of neural networks for CIFAR-10 dataset using the
D-SGD method and the different gradient-filters in presence of f = 1 faulty agent,
out of n = 10 total agents, exhibiting the coordinate-wise faults. In these experiments
the data batch-size k = 16. Different rows correspond to different gradient-filters:
(a) geometric median, (b) median of means, (c) coordinate-wise trimmed mean, (d)
multi-KRUM with m = 2, and (e) CGE.
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Given a set of n vectors y1, . . . , yn, let Filter{y1, . . . , yn} denote the output of a
gradient-filter, such as CGE or multi-KRUM. Then, in step S2 of each iteration t
of the D-SGD algorithm presented in Section 2.1, the server updates the current
estimate wt to
wt = wt−1 + ηt · Filter
{
ht1, . . . , h
t
n
}
.
Recall that ηt is the step-size for iteration t. It should be noted that the above aver-
aging scheme does not increase the per iteration computation cost for an individual
agent, unlike the case when we increase the data batch-size for reducing the variance
of stochastic gradients.
To evaluate the impact of gradient averaging on fault-tolerance by gradient-filter,
we repeat the above experiments on the distributed learning of LeNet neural networks
for MNIST and CIFAR-10 datasets. The outcomes of some of our experiments
are shown below in Figures 13, 14, 15 and 16. We observe that in general the
stability of the learning process improves with gradient averaging, and especially
for the case when the faulty agents exhibit the coordinate-wise faults, as shown in
Figures 13(b), 14(b), 15(b) and 16(b). Moreover, we also observe that the fault-
tolerance achieved by a gradient-filter improves with increase in the value of α.
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Figure 13: Distributed learning of neural networks for MNIST dataset using the
D-SGD method with gradient averaging and the multi-KRUM (m = 2) gradient-filter
in presence of Byzantine faulty agents exhibiting the coordinate-wise faults. The
different values of weight α are mentioned at the top. For all these experiments we
used data batch-size k = 16. Different rows correspond to different number of faults:
(a) f = 1, (b) f = 2, (c) f = 3, and (d) f = 4.
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Figure 14: Distributed learning of neural networks for MNIST dataset using the
D-SGD method with gradient averaging and the CGE gradient-filter in presence of
Byzantine faulty agents exhibiting the coordinate-wise faults. The different values of
weight α are mentioned at the top. For all these experiments we used data batch-size
k = 16. Different rows correspond to different number of faults: (a) f = 1, (b) f = 2,
(c) f = 3, and (d) f = 4.
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Figure 15: Distributed learning of neural networks for CIFAR-10 dataset using the
D-SGD method with gradient averaging and the multi-KRUM (m = 2) gradient-filter
in presence of Byzantine faulty agents exhibiting the coordinate-wise faults. The
different values of weight α are mentioned at the top. For all these experiments we
used data batch-size k = 16. Different rows correspond to different number of faults:
(a) f = 1, (b) f = 2, (c) f = 3, and (d) f = 4.
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batch size: 16, fault type: coordinate-wise, filter: CGE
fault free = 0 = 0.20 = 0.40 = 0.60
Figure 16: Distributed learning of neural networks for CIFAR-10 dataset using the
D-SGD method with gradient averaging and the CGE gradient-filter in presence of
Byzantine faulty agents exhibiting the coordinate-wise faults. The different values of
weight α are mentioned at the top. For all these experiments we used data batch-size
k = 16. Different rows correspond to different number of faults: (a) f = 1, (b) f = 2,
(c) f = 3, and (d) f = 4.
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4 Summary
In this report, we have considered the problem of Byzantine fault-tolerance in dis-
tributed learning using the distributed stochastic gradient descent (D-SGD) method,
and a norm based gradient-filter named comparative gradient elimination (CGE).
We have shown that the CGE gradient-filter guarantees fault-tolerance against a
bounded number of Byzantine faulty agents, if the stochastic gradients computed
by the non-faulty agents have bounded variance and the expected loss function is
strongly convex with Lipschitz continuous gradients.
Through experimentation we have demonstrated the applicability of our CGE
gradient-filter to fault-tolerance in distributed supervised learning of artificial neural
networks for image classification. In our experiments we considered two benchmark
image classification tasks: MNIST [27] and CIFAR-10 [25]. We have shown that the
fault-tolerance achieved by the CGE gradient-filter is comparable to that of other
state-of-the-art gradient-filters, namely the multi-KRUM [5], geometric median of
means [11], and coordinate-wise trimmed mean [45, 39].
We also have proposed a gradient averaging scheme that aims to reduce the
sensitivity of a supervised learning process to individual agents’ batch-sizes. We have
observed that gradient averaging largely improves the fault-tolerance achieved by a
gradient-filter, be it the CGE gradient-filter or the multi-KRUM gradient-filter.
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A Proof for Theorem 1
In this appendix, we present the rigorous proof for the main result of this paper,
Theorem 1, restated below.
Theorem (Review). Suppose that the Assumptions 1-3 hold true, the fault-
tolerance margin α is positive, and the step-size ηt = η > 0 for all t in (7). Recall
M2 from (20). If η < η then the following holds true.
1. The value of
ρ = 1− (n2 + (n− f)2µ2) η (η − η)
is positive and less than 1.
2. Recall the definition of w∗ from (2). Given the initial estimate w0, that may
be chosen arbitrarily from Rd, for all t ≥ 0,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2.
Throughout the rest of the appendix, the assumptions and the conditions stated
in the theorem hold true. First, in Section A.1, we will prove Part 1 of the theorem.
Subsequently, in Section A.2, we will prove Part 2 of the theorem.
A.1 Proof of Part 1 of Theorem 1
In this section we will prove that
ρ = 1− (n2 + (n− f)2µ2) η (η − η)
has value in the interval (0, 1).
Recall, from (21), that
ρ = 1− (n2 + (n− f)2µ2) η (η − η) ,
where 0 < η < η. As η (η − η) > 0, it is obvious that ρ < 1. We show as follows that
ρ > 0.
Note that for every η ∈ (0, η) there exists a real value δ in (0, η) such that
η = η − δ.
Substituting η from above in (21) we obtain that
ρ = 1− (n2 + (n− f)2µ2) (η − δ)δ
=
(
n2 + (n− f)2µ2) δ2 − η (n2 + (n− f)2µ2) δ + 1.
=
(
n2 + (n− f)2µ2)(δ − η
2
)2
+ 1− η
2
(
n2 + (n− f)2µ2)
4
. (26)
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As
(
δ − η2
)2 ≥ 0, with equality when δ = η/2, (26) implies that
ρ ≥ 1− η
2
(
n2 + (n− f)2µ2)
4
. (27)
Substituting η from (19) in (28) we obtain that
ρ ≥ 1− (2λ+ µ)
2n2α2
(n2 + (n− f)2µ2) . (28)
Recall, from (16), that
α =
λn− f(2λ+ µ)
n(2λ+ µ)
. (29)
Substituting from above in (28) we obtain that
ρ ≥ 1− (λn− f(2λ+ µ))
2
(n2 + (n− f)2µ2) = 1−
((n− f)λ− f(λ+ µ))2
(n2 + (n− f)2µ2) . (30)
Now, as α > 0, from (29) we obtain that
(n− f)λ− f(λ+ µ) > 0. (31)
Also, note that
(n− f)λ− f(λ+ µ) ≤ (n− f)λ. (32)
From (31) and (32) we obtain that
((n− f)λ− f(λ+ µ))2 ≤ (n− f)2λ2. (33)
Substituting from (33) in (30) we obtain that
ρ ≥ 1− (n− f)
2λ2
(n2 + (n− f)2µ2) . (34)
We will now show below that if Assumptions 2 and 3 hold true then λ ≤ µ.
Consider a point w∗ defined in (2), and an arbitrary finite w ∈ Rd. Note that
∇Q(w∗) = 0. Thus, Assumption 2 implies that
‖∇Q(w)‖ ≤ µ ‖w − w∗‖ . (35)
Now, Assumption 3 implies that
〈w − w∗, ∇Q(w)〉 ≥ λ ‖w − w∗‖2 . (36)
From Cauchy-Schwartz inequality we note that 〈w − w∗, ∇Q(w)〉 ≤ ‖w − w∗‖ ‖∇Q(w)‖.
Using this in (36) implies that
‖Q(w)‖ ≥ λ ‖w − w∗‖ . (37)
From (35) and (37) we obtain that λ ≤ µ. Upon using this inequality in (34) we
obtain that
ρ ≥ 1− (n− f)
2µ2
(n2 + (n− f)2µ2) . (38)
As n > 0, (n− f)2µ2 < n2 + (n− f)2µ2. Thus, (38) implies that ρ > 0.
Next, we present the proof for (22).
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A.2 Proof of Part 2 of Theorem 1
In this section, we will prove Part 2 of Theorem 1, i.e, for all t ≥ 0,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2.
Consider an arbitrary iteration t. Throughout the proof, let notation |·| denote
the set cardinality. Recall the following notation introduced in Section 2.3.
• For each agent i and iteration t, gti denotes the stochastic gradient sent by an
agent i in iteration t to the server. If agent i is non-faulty then gti is computed
as per the method described in Section 2.2. Otherwise, if agent i is faulty then
gti may be an arbitrary vector from Rd.
• In each iteration t, each non-faulty agent samples k data points {zti1 , . . . , ztik}
that are independent and identically distributed (i.i.d.) according to distribution
D. Recall from (9) that
zti = {zti1 , . . . , ztik}.
• Recall from (10) that, for each agent i,
ζti =

zti , i is non-faulty
gti , i is faulty
• Recall from (11) that
ζt =
{
ζt1, . . . , ζ
t
n
}
.
• Recall from Section 2.3 that for each agent i and iteration t, Eζti (·) denotes
the expected value of a function of the random variable ζti given the current
estimate wt. Let
Eζt(·) = Eζt1,..., ζtn(·). (39)
• Finally, recall (18) that Et(·) denotes the joint expectation of a random variable
that is a function of the random variables ζ0, . . . , ζt given the initial estimate
w0. Specifically,
Et(·) = Eζ0,..., ζt(·).
Note that for each non-faulty agent i, and a deterministic real-valued function Ψ,
Eζt Ψ
(
gti
)
= Eζt1,..., ζtn Ψ
(
gti
)
. (40)
Note that
ζti = z
t
i (41)
for each non-faulty agent i. Now, given the current estimate wt, recall from Section 2.2
that the stochastic gradient gti is a function of data points z
t
i sampled by the agent i.
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As the non-faulty agents choose their data points independently and identically from
distribution D in each iteration, (41) implies that for each non-faulty agent i,
Eζt1,..., ζtnΨ
(
gti
)
= EztiΨ
(
gti
)
. (42)
Upon substituting from (42) in (40) we obtain that for each non-faulty agent i,
EζtΨ
(
gti
)
= EztiΨ
(
gti
)
. (43)
The above observation, i.e., (43) is used in the later stages of the proof, and also in
proving the following two relevant implications, Lemmas 1 and 2, of Assumption 1.
Recall, from Assumption 1, that σ2 is the upper bound on the variance of
stochastic gradients computed by the non-faulty agents.
Lemma 1. For an arbitrary iteration t, if Assumption 1 holds true then for each
non-faulty agent i,
Eζt
∥∥gti∥∥2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 .
Note that, as there are at most f Byzantine faulty agents, there are at least n− f
non-faulty agents in the system. We define a set H with |H| = n− f that comprises
of only non-faulty agents that may be chosen arbitrarily. Note that if i ∈ H then i is
a non-faulty agent. Let B = {1, . . . , n} \ H denote the remaining f agents, some of
which may be non-faulty. However, note that the set of faulty agents is a subset of B.
Lemma 2. For each iteration t, let νt denote the non-faulty agent in H with stochastic
gradient gtνt of largest Euclidean norm, that is,∥∥gtνt∥∥ ≥ ∥∥gti∥∥ , ∀i ∈ H.
For an arbitrary iteration t, if Assumption 1 holds true then
Eζt
∥∥gtνt∥∥ ≤ σ (1 +√n− f − 1)+ ∥∥∇Q(wt)∥∥ . (44)
The proofs of Lemma 1 and Lemma 2 are presented in Appendix B. Note that the
proof of Lemma 2 relies on an existing result for an upper bound on the highest-order
statistic’s expected value [2, 4].
Now, recall from (6) in the algorithm that for j ∈ {1, . . . , n} the stochastic
gradient with the j-th smallest norm, gtij , is sent by agent ij . Let
gt =
∑
j∈{i1,..., in−f}
gtj (45)
denote the aggregate of the n− f stochastic gradients received by the server with the
n− f smallest Euclidean norms. Upon substituting ηt = η, and gt from (45), in (7)
we obtain that
wt+1 = wt − η gt, ∀t. (46)
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Thus, from the definition of Euclidean norm (5),∥∥wt+1 − w∗∥∥2 = ∥∥wt − w∗∥∥2 − 2η 〈wt − w∗, gt〉+ η2 ∥∥gt∥∥2 . (47)
Now, owing to the triangle inequality, we obtain that∥∥gt∥∥ ≤ ∑
j∈{i1,..., in−f}
∥∥gtj∥∥ . (48)
Note that |H| = n − f and {i1, . . . , in−f} represents the set of agents that have
stochastic gradients with smallest n− f norm. It follows that∑
j∈{i1,..., in−f}
∥∥gtj∥∥ ≤∑
j∈H
∥∥gtj∥∥ . (49)
Substituting from (49) in (48) we obtain that∥∥gt∥∥ ≤∑
j∈H
∥∥gtj∥∥ . (50)
Note that, as (·)2 is a convex function, for p real values a1, . . . , ap, p∑
j=1
aj
2 ≤ p p∑
j=1
a2j .
Using the above fact in (50) we obtain that∥∥gt∥∥2 ≤ |H|∑
j∈H
∥∥gtj∥∥2 = (n− f)∑
j∈H
∥∥gtj∥∥2 .
Substituting from above in (47) implies that∥∥wt+1 − w∗∥∥2 ≤ ∥∥wt − w∗∥∥2 − 2η 〈wt − w∗, gt〉+ η2 (n− f)∑
j∈H
∥∥gtj∥∥2 . (51)
We obtain below a lower bound on the inner product
〈
wt − w∗, gt〉 in terms of the
stochastic gradients sent by the non-faulty agents in the set H.
Let Ht = {i1, . . . , in−f} ∩ H, and let Bt = {i1, . . . , in−f} \ Ht. Note that∣∣Ht∣∣ ≥ |H| − f = n− 2f, and ∣∣Bt∣∣ ≤ f. (52)
Therefore, recalling from (45),
gt =
∑
i∈Ht
gti +
∑
j∈Bt
gtj . (53)
Thus, 〈
wt − w∗, gt〉 = ∑
i∈Ht
〈
wt − w∗, gti
〉
+
∑
j∈Bt
〈
wt − w∗, gtj
〉
. (54)
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Recall that the set Btj may contain some faulty agents. Therefore, for j ∈ Btj the
vector gtj may not be a correct stochastic gradient. Thus, we now obtain an upper
bound on the inner product norm
〈
wt − w∗, gtj
〉
for each j ∈ Bt in terms of the norm
of the largest stochastic gradient in set H, denoted by νt in Lemma 2 presented above.
Owing to Cauchy-Schwartz inequality, for all j we note that〈
wt − w∗, gtj
〉 ≥ −∥∥wt − w∗∥∥ ∥∥gtj∥∥ . (55)
Recall, from Lemma 2, that for iteration t agent νt ∈ H sends stochastic gradient
with the largest norm amongst the agents in H. Thus,
∥∥∥gtin−f∥∥∥ ≤ ∥∥gtνt∥∥, and∥∥gtj∥∥ ≤ ∥∥gtνt∥∥ , ∀j ∈ Bt. (56)
Substituting from (56) in (55) we obtain that〈
wt − w∗, gtj
〉 ≥ −∥∥wt − w∗∥∥ ∥∥gtνt∥∥ . (57)
Upon substituting from (57) in (54) we obtain that〈
wt − w∗, gt〉 ≥∑
i∈Ht
〈
wt − w∗, gti
〉−∑
j∈Bt
∥∥wt − w∗∥∥ ∥∥gtνt∥∥ .
As
∣∣Bt∣∣ ≤ f (see (52)), upon replacing the summation by factor f in the second term
on the right hand side above we obtain that〈
wt − w∗, gt〉 ≥∑
i∈Ht
〈
wt − w∗, gti
〉− f ∥∥wt − w∗∥∥ ∥∥gtνt∥∥ . (58)
We define,
φt =
∑
i∈Ht
〈
wt − w∗, gti
〉− f ∥∥wt − w∗∥∥ ∥∥gtνt∥∥ . (59)
Note that, upon substituting from (59) in (58),〈
wt − w∗, gt〉 ≥ φt.
Substituting from above in (51) we obtain that∥∥wt+1 − w∗∥∥2 ≤ ∥∥wt − w∗∥∥2 − 2η φt + η2 (n− f)∑
j∈H
∥∥gtj∥∥2 . (60)
Recall, from Section 2.3, that for each iteration t, wt+1 is a function of random
variables ζt1, . . . , ζtn given wt. Also, recall from definition (39) above that Eζt the
expectation of a function of random variables ζt1, . . . , ζtn given wt. Thus, upon taking
the expectation Eζt on both sides in (60) we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ Eζt ∥∥wt − w∗∥∥2 − 2η Eζt (φt) + η2 (n− f)∑
j∈H
Eζt
∥∥gtj∥∥2 .
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As Eζt
∥∥wt − w∗∥∥2 = ∥∥wt − w∗∥∥2, from above we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ ∥∥wt − w∗∥∥2 − 2η Eζt (φt) + η2 (n− f)∑
j∈H
Eζt
∥∥gtj∥∥2 . (61)
We now obtain below a lower and an upper bounds, respectively, for Eζt (φt) and∑
j∈H Eζt
∥∥∥gtj∥∥∥2, in terms of ∥∥wt − w∗∥∥.
Note, from (59), that
φt =
∑
i∈Ht
〈
wt − w∗, gti
〉− f ∥∥wt − w∗∥∥ ∥∥gtνt∥∥ .
Therefore,
Eζt (φt) =
∑
i∈Ht
〈
wt − w∗, Eζt
(
gti
)〉− f ∥∥wt − w∗∥∥ Eζt ∥∥gtνt∥∥ . (62)
Recall from (43) that, for all i ∈ H,
Eζt
(
gti
)
= Ezti
(
gti
)
where zti represent the data points sampled by the non-faulty agent i in iteration t.
As shown by (15) in Section 2.3, Ezti
(
gti
)
= ∇Q(wt) for all i ∈ H. Using this above
we obtain that
Eζt
(
gti
)
= ∇Q(wt), ∀i ∈ H.
Substituting the above in (62) implies that
Eζt (φt) =
∑
i∈Ht
〈
wt − w∗, ∇Q(wt)〉− f ∥∥wt − w∗∥∥ Eζt ∥∥gtνt∥∥ . (63)
As w∗ is a minimum of Q(w), ∇Q(w∗) = 0. Thus, Assumption 3, i.e., strong convexity
of function Q(w), implies that〈
wt − w∗, ∇Q(wt)〉 ≥ λ ∥∥wt − w∗∥∥2 . (64)
Substituting from (64) in (63) we obtain that
Eζt (φt) ≥
∣∣Ht∣∣ λ ∥∥wt − w∗∥∥2 − f ∥∥wt − w∗∥∥ Eζt ∥∥gtνt∥∥ . (65)
From Lemma 2 we know that
Eζt
∥∥gtνt∥∥ ≤ σ (1 +√n− f − 1)+ ∥∥∇Q(wt)∥∥ .
Substituting from above in (65) we obtain that
Eζt (φt) ≥
∣∣Ht∣∣ λ∥∥wt − w∗∥∥2 − f ∥∥wt − w∗∥∥(σ (1 +√n− f − 1)+ ∥∥∇Q(wt)∥∥) .
Recall from (52) that
∣∣Ht∣∣ ≥ n− 2f . Using this above we obtain that
Eζt (φt) ≥ (n− 2f)λ
∥∥wt − w∗∥∥2 − f ∥∥wt − w∗∥∥(σ (1 +√n− f − 1)+ µ∥∥wt − w∗∥∥) .
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Upon rearranging the right hand side above we obtain that
Eζt (φt) ≥ (nλ− f(2λ+ µ))
∥∥wt − w∗∥∥2 − fσ (1 +√n− f − 1)∥∥wt − w∗∥∥ . (66)
Now, owing to Lemma 1,
Eζt
∥∥gtj∥∥2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 , ∀j ∈ H.
Recall that |H| = n− f . Thus,∑
j∈H
Eζt
∥∥gtj∥∥2 ≤ |H|(σ2 + ∥∥∇Q(wt)∥∥2) = (n− f)(σ2 + ∥∥∇Q(wt)∥∥2) . (67)
As ∇Q(w∗) = 0, Assumption 2 (i.e., Lipschitz continuity of ∇Q(w)) implies that∥∥∇Q(wt)∥∥ ≤ µ ∥∥wt − w∗∥∥. Using this in (67) implies that,∑
j∈H
Eζt
∥∥gtj∥∥2 ≤ (n− f)(σ2 + µ2 ∥∥wt − w∗∥∥2) . (68)
Finally, substituting from (66) and (68) in (61) we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ ∥∥wt − w∗∥∥2 + η2 (n− f)2 (σ2 + µ2 ∥∥wt − w∗∥∥2)
− 2η
(
(nλ− f(2λ+ µ))∥∥wt − w∗∥∥2 − fσ (1 +√n− f − 1)∥∥wt − w∗∥∥) .
Upon re-arranging the right hand side above we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ (1− 2η (nλ− f(2λ+ µ)) + η2(n− f)2µ2) ∥∥wt − w∗∥∥2
+ 2ηfσ
(
1 +
√
n− f − 1
)∥∥wt − w∗∥∥+ η2(n− f)2σ2. (69)
Note that for two arbitrary real values a and b, 2ab ≤ a2 + b2. Therefore,
2ηfσ
(
1 +
√
n− f − 1
)∥∥wt − w∗∥∥ ≤ η2n2 ∥∥wt − w∗∥∥2
+
(
f
n
)2
σ2
(
1 +
√
n− f − 1
)2
. (70)
Substituting from (70) in (69) we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ {1− 2η (nλ− f(2λ+ µ)) + η2 (n2 + (n− f)2µ2)} ∥∥wt − w∗∥∥2
+
(
f2
(
1 +
√
n− f − 1)2
n2
+ η2(n− f)2
)
σ2.
Substituting M2 from (20) above we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤{1− 2η (nλ− f(2λ+ µ)) + η2 (n2 + (n− f)2µ2)} ∥∥wt − w∗∥∥2
+ M2. (71)
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Substituting α from (16), we obtain that
nλ− f(2λ+ µ) = (2λ+ µ)nα. (72)
Therefore,
2η (nλ− f(2λ+ µ))− η2 (n2 + (n− f)2µ2) = 2η(2λ+ µ)nα− η2 (n2 + (n− f)2µ2)
=
(
n2 + (n− f)2µ2) η(( 2(2λ+ µ)n
n2 + (n− f)2µ2
)
α− η
)
Substituting η from (19) above we obtain that
2η (nλ− f(2λ+ µ))− η2 (n2 + (n− f)2µ2) = (n2 + (n− f)2µ2) η (η − η) . (73)
Substituting ρ from (21) in (73) we obtain that
2η (nλ− f(2λ+ µ))− η2 (n2 + (n− f)2µ2) = 1− ρ. (74)
Substituting from (74) in (71) we obtain that
Eζt
∥∥wt+1 − w∗∥∥2 ≤ ρ ∥∥wt − w∗∥∥2 + M2. (75)
Recall from (18) that E0 = Eζ0 . Thus, the above proves the theorem for t = 0, i.e.,
E0
∥∥w1 − w∗∥∥2 ≤ ρ ∥∥w0 − w∗∥∥2 + M2. (76)
We now assume below that t in (75) is positive.
From Section 2.3, recall that the wt is a function of random variable ζt−1 =
{ζt−11 , . . . , ζt−1n } given wt−1. By retracing back to t = 0 we obtain that wt is a
function of random variables ζ0, . . . , ζt−1, given the initial estimate w0.
As wt+1 is a function of wt and ζt, from the above argument we obtain that∥∥wt+1 − w∗∥∥2 is a function of random variables ζ0, . . . , ζt−1, given the initial estimate
w0. Let, for all t > 0,
Eζt|ζ0,..., ζt−1
∥∥wt+1 − w∗∥∥2 (77)
denote the conditional expectation of
∥∥wt+1 − w∗∥∥2 given the random variables
ζ0, . . . , ζt−1 and w0. Thus,
Eζt
∥∥wt+1 − w∗∥∥2 = Eζt|ζ0,..., ζt−1 ∥∥wt+1 − w∗∥∥2 , ∀t > 0. (78)
Substituting from (78) in (75) we obtain that, given w0,
Eζt|ζ0,..., ζt−1
∥∥wt+1 − w∗∥∥2 ≤ ρ ∥∥wt − w∗∥∥2 + M2, ∀t > 0. (79)
Now, note that due to Baye’s rule, for all t > 0,
Eζ0,..., ζt
∥∥wt+1 − w∗∥∥2 = Eζ0,..., ζt−1 (Eζt|ζ0,..., ζt−1 ∥∥wt+1 − w∗∥∥2) .
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Substituting from (79) above implies that, given w0,
Eζ0,..., ζt
∥∥wt+1 − w∗∥∥2 ≤ Eζ0,..., ζt−1 (ρ ∥∥wt − w∗∥∥2 + M2)
= ρEζ0,..., ζt−1
∥∥wt − w∗∥∥2 + M2, ∀t > 0.
Recall from (18) that notation Et represents the joint expectation Eζ0,..., ζt given w0
for all t. Upon substituting this notation above we obtain that
Et
∥∥wt+1 − w∗∥∥2 ≤ ρEt−1 ∥∥wt − w∗∥∥2 + M2, ∀t > 0. (80)
Finally, we use (80) above and reasoning by induction to prove the convergence
result (22), i.e,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2, ∀t ≥ 0.
Recall that (22) is trivially true for t = 0 due to (76) above. Now, suppose
that (22) holds true for t = τ − 1 where τ is an arbitrary integer of value greater
than or equal to 2. Specifically,
Eτ−1 ‖wτ − w∗‖2 ≤ ρτ
∥∥w0 − w∗∥∥2 + (1− ρτ
1− ρ
)
M2. (81)
We show below that (22) holds true for τ .
From (80) we obtain that
Eτ
∥∥wτ+1 − w∗∥∥2 ≤ ρEτ−1 ‖wτ − w∗‖2 + M2. (82)
Substituting from (81) above we obtain that
Eτ
∥∥wτ+1 − w∗∥∥2 ≤ ρ(ρτ ∥∥w0 − w∗∥∥2 + (1− ρτ
1− ρ
)
M2
)
+ M2
= ρτ+1
∥∥w0 − w∗∥∥2 + (ρ(1− ρτ
1− ρ
)
+ 1
)
M2
= ρτ+1
∥∥w0 − w∗∥∥2 + (1− ρτ+1
1− ρ
)
M2. (83)
Inequality (83) above shows that (22) holds true for t = τ . Reasoning by induction,
the above proves (22), i.e.,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2, ∀t ≥ 0.
B Proofs of Lemma 1 and Lemma 2
In this appendix, we present the proofs for Lemma 1 and 2, respectively.
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The proofs rely on observation (43) made in Appendix A, according to which for
an arbitrary deterministic multi-variate real-valued function Ψ, for each non-faulty
agent i we have
EζtΨ
(
gti
)
= Eζti Ψ
(
gti
)
. (84)
We now present the proof of Lemma 1 restated below.
Lemma. For an arbitrary iteration t, if Assumption 1 holds true then for each
non-faulty agent i,
Eζt
∥∥gti∥∥2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 .
Proof. Let i be an arbitrary non-faulty agent. From the definition of Euclidean
norm (5), note that for each iteration t,∥∥gti − Eζt (gti)∥∥2 = ∥∥gti∥∥2 − 2 〈gti , Eζt (gti)〉+ ∥∥Eζt (gti)∥∥2 . (85)
As the expected value of a constant is the constant itself, upon taking expectations
on both sides in (85) we obtain that
Eζt
∥∥gti − Eζt (gti)∥∥2 = Eζt ∥∥gti∥∥2 − ∥∥Eζt (gti)∥∥2 . (86)
Note, from (84), that
Eζt
(
gti
)
= Ezti
(
gti
)
, and Eζt
∥∥gti − Eζt (gti)∥∥2 = Ezti ∥∥∥gti − Ezti (gti)∥∥∥2 .
Substituting the above in (86) we obtain that
Ezti
∥∥∥gti − Ezti (gti)∥∥∥2 = Eζt ∥∥gti∥∥2 − ∥∥∥Ezti (gti)∥∥∥2 . (87)
Recall from (15) in Section 2.3 that Ezti (g
t
i) = ∇Q(wt). Substituting this above we
obtain that
Ezti
∥∥∥gti − Ezti (gti)∥∥∥2 = Eζt ∥∥gti∥∥2 − ∥∥∇Q(wt)∥∥2 . (88)
As Assumption 1 holds true,
Ezti
∥∥∥gti − Ezti (gti)∥∥∥2 ≤ σ2.
Substituting the above in (88) we obtain that
Eζt
∥∥gti∥∥2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 , ∀t ≥ 0.
As i is an arbitrary non-faulty agent, the above proves the lemma.
We now present the proof of Lemma 2 restated below.
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Lemma. For each iteration t, let νt denote the non-faulty agent in H with
stochastic gradient gtνt of largest Euclidean norm, that is,∥∥gtνt∥∥ ≥ ∥∥gti∥∥ , ∀i ∈ H.
For an arbitrary iteration t, if Assumption 1 holds true then
Eζt
∥∥gtνt∥∥ ≤ σ (1 +√n− f − 1)+ ∥∥∇Q(wt)∥∥ .
Proof. We begin the proof by reviewing a generic result on the upper bounds on the
expectation of highest order statistic [2, 4].
For a positive finite integer p, let R1, . . . , Rp be p independent real-valued random
variables. Consider a random variable
Rν = max{R1, . . . , Rp}.
Let E(·) denote the mean value of a random variable. If the mean and the vari-
ance of the random variables R1, . . . , Rp are identically equal to E(R) and Var(R),
respectively, then owing to Arnold and Groeneveld [2],
E(Rν) ≤ E(R) +
√
Var(R) (p− 1). (89)
Now, the proof presented below relies on the above result.
Consider an arbitrary iteration t. Recall that H comprises of only non-faulty
agents, specifically n− f non-faulty agents. Thus, from (84) we obtain that, for all
i ∈ H,
Eζt
∥∥gti∥∥ = Ezti ∥∥gti∥∥ , (90)
and
Eζt
(∥∥gti∥∥− Eζt ∥∥gti∥∥)2 = Ezti (∥∥gti∥∥− Ezti ∥∥gti∥∥)2 . (91)
Now, recall from the definition of νt and gtνt that
∥∥gtνt∥∥ is a real-valued random
variable such that ∥∥gtνt∥∥ = max{∥∥gti∥∥ , i ∈ H} .
Therefore, substituting from (90) and (91) in (89), we obtain that for an arbitrary
agent i ∈ H,
Eζt
∥∥gtνt∥∥ ≤ Ezti ∥∥gti∥∥+
√
Ezti
(
‖gti‖ − Ezti ‖gti‖
)2
(n− f − 1). (92)
We now show below that
Ezti
∥∥gti∥∥ ≤ σ + ∥∥∇Q(wt)∥∥ , ∀i ∈ H. (93)
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Owing to Jensen’s inequality [8], for all i ∈ H,
Ezti
∥∥gti∥∥ = Ezti√‖gti‖2 ≤√Ezti ‖gti‖2. (94)
As Assumption 1 holds true, from Lemma 1 we obtain that
Ezti
∥∥gti∥∥2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 , ∀i ∈ H. (95)
Substituting from (95) in (94) we obtain that
Ezti
∥∥gti∥∥ ≤√σ2 + ‖∇Q(wt)‖2 , ∀i ∈ H. (96)
From triangle inequality,√
σ2 + ‖∇Q(wt)‖2 ≤ σ + ∥∥∇Q(wt)∥∥ .
Substituting the above in (96) proves (93), i.e,
Ezti
∥∥gti∥∥ ≤ σ + ∥∥∇Q(wt)∥∥ , ∀i ∈ H.
Next, we show that
Ezti
(∥∥gti∥∥− Ezti ∥∥gti∥∥)2 ≤ σ2 , ∀i ∈ H. (97)
Note that for all i,
Ezti
(∥∥gti∥∥− Ezti ∥∥gti∥∥)2 = Ezti ∥∥gti∥∥2 − (Ezti ∥∥gti∥∥)2 . (98)
Now, as Euclidean norm ‖·‖ is a convex function [8], using Jensen’s inequality we
obtain that
Ezti
∥∥gti∥∥ ≥ ∥∥∥Ezti (gti)∥∥∥ , ∀i ∈ H. (99)
As all agents in H are non-faulty, recall from (15) in Section 2.3 that
Ezti
(
gti
)
= ∇Q(wt), ∀i ∈ H.
Upon substituting from above in (99) we obtain that
Ezti
∥∥gti∥∥ ≥ ∥∥∇Q(wt)∥∥ , ∀i ∈ H. (100)
Substituting from (100) in (98) we obtain that
Ezti
(∥∥gti∥∥− Ezti ∥∥gti∥∥)2 ≤ Ezti ∥∥gti∥∥2 − ∥∥∇Q(wt)∥∥2 , ∀i ∈ H. (101)
Substituting from (95) in (101) we obtain that
Ezti
(∥∥gti∥∥− Ezti ∥∥gti∥∥)2 ≤ σ2 + ∥∥∇Q(wt)∥∥2 − ∥∥∇Q(wt)∥∥2 = σ2, ∀i ∈ H.
The above proves (97), i.e,
Ezti
(∥∥gti∥∥− Ezti ∥∥gti∥∥)2 ≤ σ2 , ∀i ∈ H.
Finally, substituting from (93) and (97) in (92) we obtain that
Eζt
∥∥gtνt∥∥ ≤ σ + ∥∥∇Q(wt)∥∥+√σ2 (n− f − 1)
= σ
(
1 +
√
n− f − 1
)
+
∥∥∇Q(wt)∥∥ .
As t above is an arbitrary iteration, the above proves the lemma.
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C Proof of Corollary 1
From Markov’s inequality [29], for an arbitrary positive real value ,
Pr
(∥∥wt+1 − w∗∥∥2 ≥ ) ≤ Et ∥∥wt+1 − w∗∥∥2

, ∀t ≥ 0. (102)
If the conditions in Theorem 1 hold true then for all t ≥ 0,
Et
∥∥wt+1 − w∗∥∥2 ≤ ρt+1 ∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2
where ρ ∈ (0, 1). Substituting from above in (102) we obtain, for all t ≥ 0, that
Pr
(∥∥wt+1 − w∗∥∥2 ≥ ) ≤ 1

(
ρt+1
∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2
)
.
Equivalently,
Pr
(∥∥wt+1 − w∗∥∥2 ≤ ) ≥ 1− 1

(
ρt+1
∥∥w0 − w∗∥∥2 + (1− ρt+1
1− ρ
)
M2
)
.
As ρ < 1, limt→∞ ρt = 0. Therefore, limiting t to infinity on both sides of the above
inequality proves the corollary, i.e.,
lim
t→∞Pr
(∥∥wt − w∗∥∥2 ≤ ) ≥ 1− 1

(
M2
1− ρ
)
.
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