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We study temperature and finite-size effects on the spontaneous symmetry breaking/restoration for a scalar
field model under the influence of an external magnetic field, at finite chemical potential. We use the 2PI
formalism and consider the large-N limit. We find that there is a minimal size of the system to sustain the
broken phase, which diminishes as the applied field increases but is independent of the chemical potential. We
analyze the critical curves and show that the magnetic field enhances the broken-phase regions, while increasing
the chemical potential leads to a diminishement of the critical temperature.
PACS numbers: 11.30.Qc; 11.10.Wx; 11.10.Kk
I. INTRODUCTION
Field theories defined on spaces with some of its dimen-
sions compactified is interesting for several branches of the-
oretical physics. They can be related, for instance, to studies
of finite-size scaling in phase transitions, to string theories or
to phenomena involving extra dimensions in high and low en-
ergy physics [1–9]. For a Euclidean D-dimensional space,
compactification of some coordinates means that its topology
is of the type ΓdD = (S1)d × RD−d, with 1 ≤ d ≤ D, d
being the number of compactified dimensions. Each of these
compactified dimensions has the topology of a circle S1. We
refer to ΓdD as a toroidal topology. Mathematical foundations
to deal with quantum field theories on toroidal topologies are
consolidated in recent developments [10, 11]. This provides
a general framework for results from earlier works as for in-
stance in [12–18].
Here, in the framework of the two-particle irreducible (2PI)
formalism [19, 20] in the Hartree–Fock approximation, we
perform a study of magnetic effects for a field theory defined
on a toroidal topology. The main interest of field theories de-
fined on spaces with such a topology is that the simultaneous
introduction of temperature and finite-size effects is allowed
in a natural way, leading to size-dependent phase diagrams.
We are particularly interested in how a magnetic background
affects the size-dependent phase structure of the system; we
present magnetic effects on spontaneous symmetry restora-
tion induced by both temperature and spatial boundaries, at
finite chemical potential. We will consider the system with
a fixed squared mass parameter; within the toroidal formal-
ism, the model is valid for the whole domain of temperatures,
0 ≤ T <∞.
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II. THE 2PI FORMALISM
We consider the model described by the Lagrangian density
L = 1
2
∂µϕ
∗
a∂
µϕa +
1
2
m20ϕ
∗
aϕa +
u
4!
(ϕ∗aϕa)
2 (1)
in a Euclidean D-dimensional spacetime, where m0 and u
are respectively the zero-temperature mass and the coupling
constant in the absence of boundaries, of external magnetic
field and at zero chemical potential. We consider the large-
N regime where N → ∞ and u → 0 but with Nu finite
and fixed. To simplify the notation, we drop out a-indices,
summation over them being understood in field products. We
proceed to approach symmetry restoration for this model fol-
lowing firstly the 2PI formalism [19, 20] in the absence of
external field. In this case, the stationary condition for the
effective action, in the Hartree–Fock approximation, leads to
the gap equation
G−1(x,x′) = D−1(x,x′) +
u
2
G(x,x) δD(x − x′), (2)
with x,x′ ∈ RD. The Fourier-transformed propagators,D(k)
and G(k), are given by
D(k) =
1
k2 +m20 +
u
2φ
2
; G(k) =
1
k2 +M2
. (3)
Here, φ = 〈0 |√ϕ∗ϕ| 0〉 is the vacuum expectation value of
the quantum field ϕ and M is a momentum-independent ef-
fective mass.
In the 2PI formalism, the gap equation corresponds to the
stationary condition and as such the effective mass depends
on φ and conveys all daisy and superdaisy graphs contributing
to G(k) [19, 20]. Nevertheless, in order to investigate sym-
metry restoration, we can take instead a particular constant
value M in the spontaneously broken phase. Renormalization
of the mass and of the coupling constant can be performed
with the procedure described in Ref. [20]. Then, defining the
effective renormalized mass by m2(φ) = −m2R + (uR/2)φ2,
where mR and uR are respectively the renormalized mass and
the renormalized coupling constant, both at zero temperature
and zero chemical potential, we can write the gap equation, in
2momentum space, in the large-N limit as [18, 20]
m2(φ) = M2 − λR
2
1
(2π)D
∫
dDk
1
k2 +M2
, (4)
where
λR = lim
N→∞,uR→0
(NuR). (5)
In the following, we will generalize this equation to include
effects of an external magnetic field as well as temperature,
chemical potential and size effects. We shall consider the con-
stant λR as the physical renormalized coupling constant and
focus only on the correction of the mass.
III. TWO-POINT FUNCTION IN THE PRESENCE OF A
MAGNETIC FIELD
In the presence of an external magnetic field, the La-
grangian density in Eq. (1) becomes
L = 1
2
D†µϕ
∗Dµϕ+
1
2
m20ϕ
∗ϕ+
u
4!
(ϕ∗ϕ)2, (6)
where Dµ = ∂µ − ieAµ is the covariant derivative and Aµ is
the potential of the external gauge field. We consider an uni-
form applied magnetic field H and choose a gauge such that
A = (0, x1H, 0, 0, · · ·). In this case, the part of the Hamil-
tonian quadratic in ϕ becomes, after an integration by parts,
− ∫ dDr ϕ∗Dϕ, where we have the differential operator [21]
D = ∇2 − 2iωx1∂x2 − ω2x21 −m02, (7)
with ω = eH being the cyclotron frequency. Thus the natural
basis to expand the field operators is the set of the normalized
eigenfunctions of the operatorD, the Landau basis. Then, the
free propagator can be written as [21]
G(x,x′) =
∫
dD−2q dκ
(2π)D−1
∞∑
ℓ=0
ω ξℓ,κ,q(x) ξ
∗
ℓ,κ,q(x
′)
q2 + (2ℓ+ 1)ω +m20
, (8)
with the Landau eigenfunctions given by
ξℓ,κ,q(x) =
1√
2ℓℓ!
(ω
π
) 1
4
eiq·z eiωκx2
× e− 12ω(x1−κ2)Hℓ
(√
ω(x1 − κ)
)
, (9)
where Hℓ denote the Hermite polynomials, with cartesian co-
ordinates, x = (x1, x2, z) and q the (D − 2)-dimensional
momentum associated to the vector z in the gauge we choose.
Following Ref. [21], we can extract the non-translational-
invariant phase of the propagator (8) and write
G(x,x′) = eiω(x1+x′1)(x2−x′2)/2 G¯(x− x′), (10)
where
G¯(x − x′) =
∫
dD−2q dκ
(2π)D−1
∞∑
ℓ=0
ω eiq·(z−z
′)
q2 + (2ℓ+ 1)ω +m20
× 1
2ℓℓ!
√
ω
π
eiωκ(x2−x
′
2
) e−
1
4
[(x1−x
′
1
)2+4κ]
×Hℓ
[√
ω
(
1
2
(x1 − x′1)− κ
)]
×Hℓ
[√
ω
(
−1
2
(x1 − x′1)− κ
)]
=
∫
dDk
(2π)D
eik·(x−x
′) G˜(k, ω) . (11)
Taking the coincidence limit, x = x′, and using the orthonor-
mality relations for the Hermite polynomials, we find
G˜(k, ω) = 2πδ(k1)δ(k2)
∞∑
ℓ=0
ω
k2 + (2ℓ+ 1)ω +m20
. (12)
As a consequence, to introduce temperature and finite-size ef-
fects in the gap equation we are restricted to perform compact-
ifications in the remainingD−2 coordinates; thus, to consider
both effects we have to consider a space-time with dimension
D ≥ 4.
IV. MASS CORRECTIONS IN A TOROIDAL SPACE IN
THE PRESENCE OF AN EXTERNAL FIELD
To take into account finite-size and chemical-potential ef-
fects, we consider first the changes introduced by the exter-
nal field, given in Eq. (12) . To this end, let us remember
that the parameter M is an effective mass taken as a con-
stant. In such a case, the changes due to the external applied
constant magnetic field are introduced via the minimal cou-
pling, ∂µ → Dµ = ∂µ − ieAµ and we adopt the approxi-
mation of neglecting the corrections arising from the vertices
involving the classical field φ. This means that the integral∫
dDk (k2 + M2)−1 in Eq. (4) should incorporate the mag-
netic field as dictated by Eq. (12), in such a way that Eq. (4)
takes the form
m2(φ;ω) = M2 − ωλR
2
∞∑
ℓ=0
∫
dD−2q
(2π)D−2
1
q2 +M2ℓ (ω)
,
(13)
where m2(φ;ω) is the ω-dependent effective renormalized
mass and M2ℓ (ω) = M2 + (2ℓ+ 1)ω.
In the sequel we will obtain the generalization of Eq. (13)
in such a way as to include the toroidal topology as well as the
chemical potential. Restoration of the symmetry will occur at
the set of points in the toroidal space where m2 = 0.
We now proceed to generalize Eq. (13) to a theory de-
fined on a space with a toroidal topology. In the (D − 2)-
dimensional system in thermal equilibrium at temperature
β−1 and with compactification of d − 1 spatial coordinates
(compactification lengths Lj , j = 2, 3, · · · d). We have
z = (τ, z2, ..., zd,w), where τ corresponds to imaginary time
and w is a (D−2−d)-dimensional vector; the corresponding
momentum is q = (qτ , q2, ..., qd,p), p being a (D − 2 − d)-
dimensional vector in momentum space. We consider the sim-
pler situation of d = 2, the system at temperature β−1 and
3one compactified spatial coordinate (z2 ≡ z) with a compact-
ification length L2 ≡ L. Then the Feynman rules should be
modified according to [10, 11]∫
dqτdqz
(2π)2
f(qτ , qz ,p)→ 1
βL
∞∑
nτ ,nz=−∞
fωnτ ,ωnz (p),
(14)
where the function fωnτ ,ωnz (p) is obtained from f(qτ , qz,p)
by the replacements qτ → 2nτπ/β − iµ and qz → 2nzπ/L,
where µ is the chemical potential. In this case, using Eq. (14),
we can perform a suitable generalization of the procedure
in [20], to take into account finite-size, thermal and boundary
effects in Eq. (13). The integral over the (D− 2)-dimensional
momentum in Eq. (13) becomes a double sum over nτ and nz
together with a (D− 4)-dimensional integral over the remain-
ing momentum p.
Then, following steps similar to those in [12] and using di-
mensional regularization to perform the integral, the renor-
malized (T, L, µ, ω)-dependent mass in the large-N limit can
be written in the form
m2(T, L, µ, ω) = M2 − Σ(T, L, µ, ω). (15)
We introduce dimensionless parameters,
t =
1
Mβ
, χ =
1
ML
, γ =
µ
M
, δ =
ω
M2
, λ =
λR
M4−D
(16)
and the notation M2ℓ (ω) ≡M2ℓ (δ) = M2c2ℓ (δ), where
cℓ(δ) =
√
1 + (2ℓ+ 1)δ. (17)
Then in terms of the dimensionless quantities we have,
Σ(t, χ, γ, δ)
M2
= λtχδ
π(D−4)/2
8π2
Γ
(
s− D−42
)
Γ (s)
×
∞∑
ℓ=0
Z
h2
ℓ
2
(
s− D − 4
2
; t2, χ2; b, 0
)∣∣∣∣∣
s=1
, (18)
where we define b = iγ/2πt and Zh22 (ν; {a}, {b}) =∑∞
n,l=−∞
[
a1(n− b1)2 + a2(l − b2)2 + h2
]−ν is an inho-
mogeneous Epstein–Hurwitz zeta function [22], with h2ℓ =
(2π)−1c2ℓ(δ).
The Epstein–Hurwitz zeta functions have representations in
the whole complex s-plane in terms of modified Bessel func-
tions of the second kind Kν [22]; however, the first term of
the Epstein–Hurwitz function in this representation implies
that the first term in the correction to the mass is propor-
tional to Γ ((4−D)/2), which is divergent for even dimen-
sions D ≥ 4 [12]. This term is suppressed by a minimal
subtraction, leading to a finite effective renormalized mass;
notice that we call the quantities obtained after subtraction of
this polar term renormalized quantities, in the sense of finite
quantities, even if it is not a perturbative renormalization. For
the sake of uniformity, this polar term is also subtracted for
other dimensions, where no singularity exists, corresponding
to a finite renormalization. Notice also that the polar term
which is subtracted does not depend on β, L, µ and ω.
This leads to the mass equation, written in terms of the
above dimensionless parameters,
m2(t, χ, ω, δ)
M2
= −1 + λ 1
π(2π)
D−2
2
×
∞∑
ℓ=0
[
∞∑
n=1
cosh
(γn
t
)( t
ncℓ(δ)
)D−4
2
KD−4
2
(n
t
cℓ(δ)
)
+
∞∑
n=1
(
χ
ncℓ(δ)
)D−4
2
KD−4
2
(
n
χ
cℓ(δ)
)
+2
∞∑
n,r=1
cosh
(γn
t
) 1
cℓ(δ)
√
n2
t2 +
r2
χ2

D−4
2
×KD−4
2
(
cℓ(δ)
√
n2
t2
+
r2
χ2
)]
.(19)
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FIG. 1: Plot of corrected mass m in Eq. (19) in units of M as a
function of t (χ), in the case of γ = 0.0, for the values of the reduced
magnetic field δ = 0.01, δ = 0.5 and δ = 1.5 (full, dashed and
dotted lines, respectively). We fix λ = 1.0, χ (t) = 0.001.
V. DISCUSSION
Now we analyze the effects of the finite-size and external
magnetic field on the thermodynamic behavior of the system.
In the general situation, the resulting equation does not allow
an algebraic solution, and numerical evaluations are needed.
For numerical evaluations, we fix the value λ = 1.0 and take
several values of the dimensionless parameters t, χ, δ, and γ.
In Fig. 1, it is illustrated the behavior of the effective cor-
rected mass m defined in Eq. (19) for some values of the re-
duced magnetic field, as a function of the reduced temperature
t or the reduced inverse size χ, at vanishing chemical poten-
tial. As it can be noted, the behavior of m with respect to the
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FIG. 2: Reduced critical temperature versus reduced inverse size for
a fixed value δ = 1.0 of the reduced applied field and (right to left
curves) for reduced chemical potentials γ = 0.0, 0.5, 1.0 (respec-
tively full, dashed and dotted lines). We fix λ = 1.0 The symmetry-
breaking regions are below each curve.
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FIG. 3: Reduced critical temperature as a function of the reduced
inverse size of the system, for a fixed value of the reduced chemical
potential, γ = 0.5 and the values of the reduced magnetic field δ =
0.01, δ = 0.5 and δ = 1.5 (respectively full, dashed and dot-dashed
lines). We fix λ = 1.0. The symmetry-breaking regions are below
each curve.
quantities t and χ are similar for γ = 0. The effective cor-
rected mass decreases as t, χ increase in the same way. We
see that for a given size, the critical temperature is higher for
larger values of the applied field. Conversely, the minimal size
sustaining the broken phase is smaller for higher values of the
applied field.
To explore the results discussed above in more detail, we
analyze the critical behavior of the system. Criticality is at-
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FIG. 4: Reduced critical temperature versus reduced chemical po-
tential for a fixed value χ = 0.5 and for δ = 0.01, 0.5, 1.5 (respec-
tively full, dashed and dotted lines). We fix λ = 1.0 The symmetry-
breaking regions are below each curve.
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FIG. 5: Reduced critical temperature versus the reduced chemical
potential for three values of the reduced inverse size, χ = 1.0, χ =
2.0 and χ = 2.5, for a fixed value of the reduced applied field, δ =
0.1 (respectively full, dashed and dot-dashed lines). We fix λ = 1.0
The symmetry-breaking regions are below each curve.
tained for m2(t, χ, µ, δ) = 0 in Eq. (19). The reduced critical
temperature versus the reduced inverse size of the system χ is
plotted in Fig 2. In this situation we have fixed the value of the
reduced applied field at δ = 1.0, and the full, dashed and dot-
ted lines represent the critical lines for different values of the
reduced chemical potential: γ = 0.0, 0.5, 1.0, respectively.
We notice that the critical temperature diminishes as the size
of the system increases, i.e. the broken phase is inhibited as
the size of the system decreases. Besides, this figure strongly
suggests that there is a minimal size of the system, L0, (cor-
5responding to a maximum allowed value of χ, χ0), which is
independent of the chemical potential, below which the sym-
metry breaking disappears. Also, the critical temperature de-
pends on the density, in such a way that, for fixed values of
the thickness and of the applied field, it is smaller for higher
values of the chemical potential.
In Fig. 3, the reduced critical temperature versus the re-
duced inverse size of the system, χ is plotted for different
values of the reduced applied field: δ = 0.01, δ = 0.5 and
δ = 1.5, and for a fixed value of the reduced chemical po-
tential, γ = 0.5 (respectively full, dashed and dot-dashed
lines). This figure shows that for higher applied fields the min-
imal thickness of the system for which the transition exists is
smaller. In addition, we also see that the critical temperature
is higher for a higher applied field. It means that the broken
phase for a thinner system is favored as the magnetic field is
increased; the magnetic field drives the system to the broken
phase.
Another interesting result can be seen in Fig. 4, in which
is plotted the reduced critical temperature versus the reduced
chemical potential. The full, dashed and dot-dashed lines rep-
resent the critical lines for three values of the reduced applied
field, δ = 0.01, δ = 0.5 and δ = 1.5, respectively, at fixed
value of the reduced size, χ = 0.5. It suggests that the criti-
cal temperature decreases as the chemical potential increases
and, as in Fig. 3, the broken phase is strengthened for stronger
values of the applied field.
Finally, in Fig. 5 it is plotted again the reduced critical tem-
perature versus the reduced chemical potential, but for three
values of the reduced inverse size, χ = 1.0, χ = 2.0 and
χ = 2.5, at the fixed value of the reduced applied field,
δ = 0.1 (respectively full, dashed and dot-dashed lines). We
see that the broken phase is inhibited for smaller sizes.
In summary, we have investigated how a magnetic back-
ground affects the size-dependent phase structure of the
scalar field theory in the framework of 2PI formalism, in the
Hartree–Fock approximation, considering the large-N limit.
We have found that the broken phase is strengthened for
stronger values of the applied field. Also, the minimal size
of the system, below which there is no phase transition, is
smaller for greater values of the applied field. We thus con-
clude that the magnetic field drives the system to the broken
phase.
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