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PLANAR POLYNOMIAL VECTOR FIELDS HAVING A
POLYNOMIAL FIRST INTEGRAL CAN BE OBTAINED
FROM LINEAR SYSTEMS
BELEN GARCI´A1, HE´CTOR GIACOMINI2 AND JESU´S S. PE´REZ DEL RI´O1
Abstract. We consider in this work planar polynomial differen-
tial systems having a polynomial first integral. We prove that these
systems can be obtained from a linear system through a polynomial
change of variables.
1. Introduction and main results
We consider planar vector fields of the form
(1) x′ = P (x, y), y′ = Q(x, y),
where P and Q ∈ R[x, y] are coprime polynomials, that is, there is
no non-constant polynomial which divides P and Q. Here the prime
indicates a derivative with respect the real independent variable t and
R[x, y] is the ring of all polynomials in the variables x and y with
coefficients in R. Let m be the maximun degree of the polynomials P
and Q, we say that system (1) is of degree m. We denote X = (P,Q)
the vector field associated to (1).
We say that system (1) has a polynomial first integral H ∈ R[x, y] if
and only if
∂H
∂x
P +
∂H
∂y
Q ≡ 0 on R2.
The search of first integrals is a classical tool for classifying all trajec-
tories of a polynomial system. A polynomial first integral H of (1) is
called minimal if deg(H) ≤ deg(H˜), for any polynomial first integral
H˜ of ( 1). A particular class of systems having a polynomial first inte-
gral is that of polynomial Hamiltonian systems, that is, systems of the
form P =
∂H
∂y
, Q = −
∂H
∂x
, where H ∈ R[x, y].
We say that an algebraic curve f(x, y) = 0, with f(x, y) ∈ C[x, y],
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is an invariant curve of (1) if and only if there exists a polynomial
K ∈ C[x, y] such that
∂f
∂x
P +
∂f
∂y
Q ≡ Kf . Here C[x, y] is the ring
of all polynomials in the variables x and y with coefficients in C. The
polynomialK is called the cofactor associated to the invariant algebraic
curve f .
If the polynomials P and Q are coprime then the degree of a minimal
polynomial first integral is greater than the degree of the system (see
[10]).
We recall that R(x, y) is an integrating factor of (1) if it is a function
of class C1 in some open set U of R2 and satisfies the partial differential
equation
∂(RP )
∂x
= −
∂(RQ)
∂y
.
In this case the system has a first integral given by
H(x, y) =
∫
R(x, y)P (x, y)dy + f(x),
where f(x) must be choosen in such a way that the equality
∂H
∂x
(x, y) =
−R(x, y)Q(x, y) holds. Obviously, if R is a polynomial then also H is
a polynomial and it is know (see [10] ) that if system (1) has a minimal
polynomial first integral having degree greater thanm+1 then there ex-
ists a polynomial integrating factor with degree equal to deg(H)−m−1.
We recall now the concept of remarkable value introduced by Poincare´
(see [11]) in order to obtain the classification of the polynomial vector
fields of a given degree m having a rational first integral, and, in partic-
ular, a polynomial first integral. In fact, he supposed that the degree
of the minimal polynomials that appear in the rational first integral
have an upper bound that depends of m. Nevertheless this supposi-
tion was shown to be incorrect and this classification is still an open
problem for rational first integrals, even for m = 2. Some results in
this direction were obtained in [2] and [9]. Very recently this problem
was solved for the case of polynomial first integrals and m = 2 ([3]).
They provide the necessary and sufficient conditions in order that a
quadratic system have a polynomial first integral (see also [1]). They
also give the explicit polynomial first integrals in terms of the coeffi-
cients of a set of normal forms. A remarkable fact of such study is that
quadratic systems may have polynomial first integrals of any arbitrary
degree. If the system (1) has a minimal polynomial first integral H we
say that c ∈ C is a remarkable value for H if H + c is not irreducible,
that is, if there exist values k1, .., kp ∈ N such that H + c = u
k1
1 ...u
kp
p
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where the ui are irreducible polynomials on C[x, y] called remarkable
factors associated to c. Furthermore if some ki is greater than 1 then
the remarkable value is called critical and the corresponding factor ui
is called a critical remarkable factor. The algebraic curves defined by
the remarkable factors appear to be very important in the construction
of the phase portrait of the vector field, as it is shown in [7].
In [4] the authors prove that the number of remarkable values of a
minimal polynomial first integral of a polynomial vector field is finite.
If the polynomial first integral has no critical remarkable values
Javier Chavarriga proved that the system is Hamiltonian (see [7]).
In this work we will obtain new results about the polynomial vector
fields having a polynomial first integral. First of all we present a re-
sult that caracterizes the existence of exactly one critical remarkable
value through the degree of the remarkable factors that appear in the
factorisation of the polinomial first integral, associated to a critical re-
markable value. We can suppose, without loss of generality, that this
remarkable value is c = 0.
Theorem A. A minimal polynomial first integral of system (1) of the
form H(x, y) = u1(x, y)
k1....up(x, y)
kp, where the ui(x, y) are irreducible
polynomials in C[x, y] and the ki ∈ N with some ki > 1, has exactly one
critical remarkable value if and only if deg(u1) + ...+deg(up) = m+1.
This theorem will be proved in section two.
In the following theorem we obtain the general expression of the
polynomial vector field having a given polynomial first integral. We
give conditions for the degree of this vector field to be the smallest one
and we prove that if these conditions are satisfied the polynomial first
integral has exactly one critical remarkable value. We say that the set
of irreducible algebraic curves ui(x, y) = 0 in C[x, y], with i = 1, ..., p
satisfy the Christopher-Zoladek conditions (these conditions expressed
in the same or similar form appear, for instance in [5], [12]) if:
(i) there are no points at which ui and its two first partial derivatives
simultaneously vanish,
(ii) the highest order term of ui has not repeated factors,
(iii) no more than two curves meet at each point in the finite plane
and when two curves meet at a point they are not tangent,
(iv) no two curves have a common factor in their highest order terms.
Theorem B.
Consider a polynomial H(x, y) = u1(x, y)
k1...up(x, y)
kp, with p > 1,
where the ui(x, y) are irreducible polynomials in C[x, y] and the ki ∈ N.
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Then H is a polynomial first integral of the polynomial vector field
defined by
(2) X =
p∑
l=1
kl


p∏
i=1
i 6=l
ui

Hul,
where Hul = (
∂ul
∂y
,−∂ul
∂x
) is the Hamiltonian vector field associated to
the polynomial ul. Furthermore, if the algebraic curves ui(x, y) = 0
satisfy the Christopher-Zoladek conditions, then (2) is the polynomial
system of smallest degree that has H as a polynomial first integral and
H has exactly one critical remarkable value.
The following remark shows the importance of the Christopher-Zoladek
conditions.
Remark C. If the algebraic curves ui(x, y) = 0 do not satisfy the
Christopher-Zoladek conditions, then it can exist vector fields of degree
m <
p∑
i=1
deg(ui)− 1 having H as polynomial first integral. In this case,
the polynomials P and Q of the vector field defined by (2) are not co-
prime.
This remark will be justified in section three. Finally we enonce the
more important result of this work: a non hamiltonian polynomial vec-
tor field having a polynomial first integral can be obtained from a linear
system through a polynomial change of variables.
Theorem D. If a non Hamiltonian polynomial system (1) has a
polynomial first integral then it can be obtained from a linear system
through a polynomial change of variables and a rational change of the
independent variable .
In Section two we prove Theorem A and in Section three we prove
Theorems B and D.
2. Invariant curves and remarkable critical values.
Let H be a minimal polynomial first integral of system (1) having re-
markable critical values c1, ..., cs and let u1, ..., ur be all the remarkable
factors (critical or not) associated to these remarkable critical values.
We define R =
r∏
i=1
uki−1i and V =
r∏
i=1
ui, with the ki ∈ N. The factors
that contribute in the expression of R are only the critical remarkable
factors with their corresponding exponents ki > 1. In [4] the authors
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proved that if in (1) the polynomials P and Q are coprime then R is a
polynomial integrating factor. This fact implies that V is a polynomial
inverse integrating factor because it is the quotient between the first
integral H˜ =
s∏
i=1
(H+ci) and the integrating factor R (for the definition
and properties of the inverse integrating factor see for instance [4]).
On the other hand, in [7] it is proved that if HR is the first inte-
gral associated to the polynomial integrating factor R, then HR is a
minimal polynomial first integral. Then HR and H can only differ in
multiplicative and additive constants. It is also proved in [7] that
(3) deg(V ) = (s− 1)d+ (m+ 1)s,
where s is the number of critical remarkable values of HR, d = deg(R)
and m is the degree of the polynomial vector field.
We will prove now Theorem A.
Proof of Theorem A. If the system has a minimal polynomial first
integral H with exactly one critical remarkable value c = 0 and with
H(x, y) = u1(x, y)
k1....up(x, y)
kp, where the ui are the irreducible fac-
tors, we have V =
p∏
i=1
ui. Then from (3) we have that deg(V ) =
deg(u1)+ ...+deg(up) = m+1. We will prove now the converse result.
We suppose that the last equality holds. If there exist more critical
remarkable values, then the integrating factor must be of the form
R(x, y) = u1(x, y)
k1−1...up(x, y)
kp−1w(x, y),
where w is the product of the remarkable factors associated to the other
remarkable critical values. Since H has a critical remarkable value, the
system is non Hamiltonian, and then deg(H) > m+ 1. Then we have,
as it was proved in [10], that deg(H) = m+ 1+deg(R). Hence we can
write
k1 deg(u1) + . . .+ kp deg(up) =
(k1 − 1) deg(u1) + ... + (kp − 1) deg(up) + deg(w) +m+ 1,
and we deduce that
deg(u1) + ... + deg(uk) = m+ 1 + deg(w) > m+ 1,
a contradiction. Then the proof is finished. 
3. Polynomial vector fields with polynomial first
integral obtained from linear vector fields
From the above results it is easy to prove the following Lemma.
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Lemma 1. If system (1) has a polynomial first integral and it is not
Hamiltonian, then there exists a minimal polynomial first integral H
that can be expressed as H(x, y) = u1(x, y)
k1....up(x, y)
kp, where p > 1,
the ui(x, y) are irreducible polynomials in C and at least one of the ki
is greater than 1.
Proof. The existence of a minimal polynomial first integral having at
least one remarkable critical value is clear because the non existence of
critical remarkable values implies that the system is Hamiltonian (see
[7]). If c = 0 is one of these remarkables values and p = 1 with H = uk11
and k1 > 1, then H is not minimal and therefore the Lemma is proved.

Remark 2. Since we consider real systems, if among the irreducible
polynomial factors ui there is one that is not real then its complex
conjugate must also appear as a factor, with the same exponent. Then
the product of ui and its complex conjugate is a real polynomial factor
of the first integral.
Therefore, if system (1) has a polynomial first integral and it is not
Hamiltonian, there exists a minimal polynomial first integral having at
least two real irreducible factors. In this case we can obtain a poly-
nomial vector field that has this polynomial first integral in the form
given in Theorem B.
Proof of Theorem B. In order to prove the first part of the theorem
it is sufficient to verify that
∂H
∂x
P +
∂H
∂y
Q ≡ 0. To prove the second
part of the theorem we take into account that the degree of the vector
field (2) is, by construction, m =
p∑
i=1
deg(ui) − 1. Suppose that there
exists another vector field X˜ of smaller degree that has the invariant
algebraic curves u1(x, y) = 0, ..., up(x, y) = 0. As these curves satisfy
the Cristopher-Zoladek conditions , from Theorem 1 of [6] (this theo-
rem was previously stated in others papers without proof ([5], [8])), the
vector field X˜ must be identically zero. Therefore the minimun degree
of the polynomial vector field that has the polynomial first integral H
is m. Finally, from Theorem A we deduce that H has exactly one re-
markable value. 
If the set of irreducible curves do not satisfy the Christopher-Zoladek
conditions, then it is possible to have a vector fieldX such that deg(X) <
p∑
i=1
deg(ui)−1, having H(x, y) = u1(x, y)
k1....up(x, y)
kp as a polynomial
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first integral.
In the next Lemma we show the relationship between two polynomial
vector fields having the same polynomial first integral.
Lemma 3. Let X1 and X2 be two polynomial vector fields with dif-
ferent degrees m1 and m2 where m2 > m1. We suppose that at least
one of these vector fields (say X1) has components given by coprime
polynomials. If X1 and X2 have the same polynomial first integral H
then X2 = GX1 where G is a polynomial of degree m2 −m1.
Proof. If we denote X1 = (P1, Q1) and X2 = (P2, Q2) we deduce that
∂H
∂x
P1 +
∂H
∂y
Q1 ≡ 0 and
∂H
∂x
P2 +
∂H
∂y
Q2 ≡ 0, that is, P1/Q1 = P2/Q2.
Since P1 and Q1 have no common factors we deduce that there exists a
polynomial G of degree m2 −m1 such that P2 = GP1 and Q2 = GQ1,
and the proof is completed. 
One inmediate consequence of Theorem B and the above Lemma is
the Remark C that is stated in the Introduction.
A important consequence of Theorem B is that each non Hamilton-
ian polynomial system with a polynomial first integral can be obtained
through a polynomial change of variables from a linear system having
a saddle point at the origin.
Proof of Theorem D. From Lemma 1 we can suppose that the polyno-
mial system x′ = P (x, y), y′ = Q(x, y) has a minimal first integral given
by H(x, y) = u1(x, y)
k1....up(x, y)
kp with p > 1 and at least one of the
ki > 1, i.e. we suppose that c = 0 is a critical remarkable value. Con-
sider the linear system u˙ = u, v˙ = −v, where the dot indicates a deriv-
ative with respect to an independent variable τ . We introduce now the
change of variables (u, v)→ (x, y) defined by u = uk11 (x, y)...u
kp−1
p−1 (x, y)
and v = ukpp (x, y).
A direct calculation gives
K1(x, y)x˙+K2(x, y)y˙ =
p−1∏
l=1
ul,
K3(x, y)x˙+K4(x, y)y˙ = −up,
where
K1(x, y) =
[
p−1∑
i=1
ki(ui)x
p−1∏
j=1,j 6=i
uj
]
, K2(x, y) =
[
p−1∑
i=1
ki(ui)y
p−1∏
j=1,j 6=i
uj
]
,
K3(x, y) = kp (up)x , K4(x, y) = kp (up)y .
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Here (ui)x and (ui)y indicate the partial derivatives of ui with respect
to x and y, respectively.
If we denote D(x, y) = K1(x, y)K4(x, y)−K2(x, y)K3(x, y) we obtain
in the region where the polynomial D(x, y) 6= 0
x˙ =
K4
p−1∏
l=1
ul +K2up
D(x, y)
,
y˙ =
−K1up −K3
p−1∏
l=1
ul
D(x, y)
.
We have also
K4
p−1∏
l=1
ul +K2up =

 p∑
i=1
ki(ui)y
p∏
j=1,j 6=i
uj

 ,
−K1up −K3
p−1∏
l=1
ul = −

 p∑
i=1
ki(ui)x
p∏
j=1,j 6=i
uj

 .
The vector field (
[
p∑
i=1
ki(ui)y
p∏
j=1,j 6=i
uj
]
,−
[
p∑
i=1
ki(ui)x
p∏
j=1,j 6=i
uj
]
) is
the vector field that appears in (2) and then it has the polynomial
first integral H. Therefore, as the polynomials P and Q are coprime,
by Lemma 3 there exists a polynomial G such that
 p∑
i=1
ki(ui)y
p∏
j=1,j 6=i
uj

 = GP , −

 p∑
i=1
ki(ui)x
p∏
j=1,j 6=i
uj

 = GQ.
Then we have
x˙ =
G(x, y)P (x, y)
D(x, y)
,
y˙ =
G(x, y)Q(x, y)
D(x, y)
.
Hence through a rational change of the independent variable τ → t de-
fined by dτ = D(x,y)
G(x,y)
dt in the region where D(x, y) 6= 0 and G(x, y) 6= 0,
we obtain the original system x′ = P (x, y), y′ = Q(x, y). 
Obviously, the change of variables that transforms the linear vector
field (u,−v) into the vector field (P,Q) is not a diffeomorphism in all
R2. The qualitative behaviour of the orbits is completely changed by
this change of variables. It simply enables us to obtain through alge-
braic calculations all non-hamiltonian polynomial vector fields with a
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polynomial first integral from a linear hamiltonian vector field with a
saddle point at the origin.
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