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Abstract
In this paper we construct regular real self-adjoint approximations for real self-adjoint operators
associated with the differential expression
(y)= 1
w
[−(py′)′ + qy].
If 0 is in the resolvent of the original operator, then the construction guarantees that 0 is a point
of the resolvent set of the approximating operators. The notion of strong resolvent convergence is
generalized and we prove the strong resolvent convergence of the approximations.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
We consider formally self-adjoint differential expressions of the form
(y)= 1
w
[−(py ′)′ + qy] (1)
defined on an interval I = (a, b), −∞ a < b ∞, with the standard minimal assump-
tions [4] on the real data p, q , and w,
1/p,q,w ∈ Lloc(I), w(t) > 0 a.e. (2)
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integrable in the whole interval (a, b). Otherwise, (y) is said to be singular. In particular,
the left end-point is regular if a >−∞ and if 1/p,q,w belong to L(a,β) for every β < b;
otherwise we say that the endpoint a is singular. Similarly, we define the regularity and
singularity of the right end-point b. Obviously, the expression (y) is regular if and only if
both end-points a and b are regular.
Our interest in this work is approximating the solution of the “possibly” singular direct
problem
(u)= f (3)
by a neighboring regular one.
The idea of approximating singular problems by regular ones was studied in [1] in the
course of approximating eigenvalues of Sturm–Liouville problems. While the construction
of the regular operators was adequate for their purpose, it is not the case for the direct prob-
lem (3). This is because the construction in [1] allows only for convergence with respect to
nonreal resolvent values.
What we need for the direct problem (3) is convergence with respect to the resolvent
point 0. It turns out that the construction in the case of a real resolvent point is a nontrivial
modification of the approach in [1]. This is the main task we accomplish in this paper. The
natural assumption we make here is the invertibility of the operators associated with the
formal expression , i.e., we will always assume that 0 is a point of the resolvent set. The
theoretical background needed here can be found in [4–6].
The content of this paper is as follows. After this introduction we present some prelim-
inaries. Then we introduce the so-called symmetric restrictions of the self-adjoint operator
associated with . These symmetric operators are then extended to particularly constructed
self-adjoint operators. Properties of convergence of these operators are then studied. Fi-
nally, we give examples to illustrate the construction process of the extensions.
2. Preliminaries
In this section we introduce notation, definitions, and known results. For more details,
we refer the reader to [4,6].
LetH= L2w(I) and y[1] denote the quasi-derivative of y defined by
y[1] = py ′. (4)
The formally self-adjoint differential expression (y) generates the following operators
in H. The maximal operator L is defined by
D(L)=D = {y ∈H: y, y[1] ∈ACloc(I) and (y) ∈H},
Ly = (y), y ∈D. (5)
Since D is dense in H, L has a uniquely defined adjoint. Let
L0 = L∗ and D0 = domain of L0.
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D0 ⊆ D, D0 is dense in H, and L∗0 = L. In other words, L0 ⊂ L = L∗0 and thus L0 is a
symmetric closed operator. Moreover, any self-adjoint extension S of L0 is a self-adjoint
restriction of L and vice versa, i.e.,
L0 ⊂ S = S∗ ⊂ L∗0 = L.
The minimal operator L0 is the closure of the symmetric operator L′0 defined by
D′0 =
{
y ∈D: y has compact support in int(I)},
Ly = (y), y ∈D′0.
The operator L′0 is called the pre-minimal operator of  on I .
For a fixed nonreal λ, let Rλ denote the range of L0 − λE, where E is the identity
operator onH. The deficiency spaceNλ of L0 is defined to be the orthogonal complement
of Rλ in H, i.e.,
H=Nλ ⊕Rλ.
It is shown in [4] that
Nλ =
{
y ∈H: L∗0y = Ly = λ¯y
}
,
D =D0 Nλ Nλ¯,
and
dim(Nλ)= dim(Nλ¯).
The symbol  denotes direct sum of not necessarily orthogonal spaces. We denote the
common value dim(Nλ) by d and call d the deficiency index of L0 on I . It is shown in [4]
that 0 d  2, and if one end-point is regular and the other is singular, then 1 d  2.
For y, z ∈D and x ∈ I define the sesquilinear form
[y, z](x)= y(x)z¯[1](x)− z¯(x)y[1](x). (6)
Note that the limits of the terms in (6) as x→ a+, b− exist. We denote these limits by
lim
x→a+
[y, z](x)= [y, z](a), lim
x→b−
[y, z](x)= [y, z](b).
Also, let
[y, z]βα = [y, z](β)− [y, z](α). (7)
The following characterizations of D0 are proven in [4].
Proposition 1. In general
D0 =
{
y ∈D: [y, z]ba = 0, ∀z ∈D
}
. (8)
If a and b are regular, then
D0 =
{
y ∈D: y(a)= y[1](a)= y(b)= y[1](b)= 0}. (9)
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U :Nλ¯ →Nλ such that
D(S)=D0  (U + I)Nλ¯. (10)
The following lemma characterizes the domain of definition of the self-adjoint extension
S by means of boundary conditions.
Lemma 2. Suppose the deficiency index of the operator L0 is d , where 1  d  2. Given
any self-adjoint extension S of L0, with domain D(S), D0 ⊂ D(S) ⊂ D, there exists
{η1, . . . , ηd} in D(S) satisfying
(i) η1, . . . , ηd are linearly independent modulo D0;
(ii) [ηi, ηj ]ba = 0, 1 i, j  d;
(iii) D(S)= {y ∈D: [y,ηi]ba = 0, 1 i  d}.
Conversely, the above three properties define the domain of a self-adjoint extension S ofL0.
Note that in view of the this lemma we can write
D(S)=D0  span[η1, . . . , ηd ],
i.e., D(S) is a d-dimensional extension of D0.
Real self-adjoint extensions of L0 are characterized as follows (see [3]).
Lemma 3. A self-adjoint extension S of L0 is real if and only if the functions η1, . . . , ηd of
Lemma 2 can be chosen to be real and [ηi, ηj ]βα = 0 for all α sufficiently close to a and β
sufficiently close to b.
We remark here that if d = 0 then L0 is a real self-adjoint operator and the above lemma
is vacuous. For the rest of this paper we use S to denote a real self-adjoint extension of L0.
For a given operator T , we denote its resolvent set by ρ(T ) and its spectrum by σ(T ).
The point spectrum, residual spectrum, and continuous spectrum are denoted by σp(T ),
σr(T ), and σc(T ), respectively. The set ρσ (T ) = ρ(T ) ∪ σr(T ) is the set of points of
regular type which are the points τ ∈C such that∥∥(T − τ )u∥∥ κ‖u‖, (11)
for some κ > 0 and all u in the domain of T . Note that for self-adjoint operators, σr is
empty and thus ρσ = ρ. We also note here that the minimal operator with deficiency index
 1 has no resolvent points.
3. Induced symmetric operators and their extensions
In this section we consider the operators generated by restricting  to subintervals with
regular endpoints. We extend the minimal domain to a domain of symmetric operators
which we extend further to a domain of self-adjoint operators.
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ar → a and br → b. If a (b) is singular then we assume that a < ar (br < b). Let Hr =
L2w(I
r ). For each interval Ir , let Lr be the maximal operator defined by
D(Lr )=Dr = {y ∈Hr : y, y[1] ∈ACloc(I r ) and (y) ∈Hr}, (12)
and
Lry = (y), y ∈Dr .
Let Lr0 and D0 denote the minimal operator and its domain.
We have the following remark.
Remark 4. The differential expression  of (1) is regular on I r . Therefore, the minimal
operator Lr0 always has deficiency index 2 and, consequently, any self-adjoint operator Sr
associated with  is a 2-dimensional extension of Lr0. On the other hand, from Lemma 2,
if the minimal operator L0 has deficiency index d , 0 d  2, then any self-adjoint opera-
tor S, L0 ⊂ S = S∗ ⊂ L, is a d-dimensional extension of L0.
Assume now that we are given a real self-adjoint extension S of L0 such that
(assumption) 0 ∈ ρ(S). (13)
We will show in this section that, in general, S induces a certain closed symmetric operator
S˜r in Hr for r sufficiently large. This symmetric operator will then be extended to a self-
adjoint operator Sr inHr . We will show in the next section that under our construction, for
r sufficiently large, 0 ∈ ρσ (S˜r ) and thus 0 ∈ ρ(Sr). The sense as well as the properties of
convergence of the operators Sr to S will also be introduced and investigated in the next
section.
In the next theorem we construct a closed symmetric extension of Lr0.
Theorem 5. Suppose the deficiency index of the operator L0 is d , 0  d  2. Let S be a
real self-adjoint extension of L0 defined by the functions η1, . . . , ηd of Lemma 3 and denote
their restrictions to I r by ηr1, . . . , η
r
d . Then, for sufficiently large r ,
(i) ηr1, . . . , ηrd are linearly independent modulo Dr0;
(ii) the operator S˜r defined by  on the domain
D˜r =Dr0  span
[
ηr1, . . . , η
r
d
]
is a closed symmetric extension of Lr0.
Proof. (i) Although this follows from the way the functions η1, . . . , ηd were defined in [3],
we prefer to give an alternative proof here. Suppose the statement is false. Then we will be
able to find a sequence {αr } ⊂ Cd , r ∈ N1 ⊂ N, such that ξr =∑di=1 αri ηri ∈Dr0. We may
assume without loss of generality that ‖αr‖∞ = 1. Let ξr0 be defined by
ξr0 (x)=
{
ξr (x), x ∈ I r ,
0, x ∈ I \ I r . (14)
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‖α‖∞ = 1, (15)
and a subsequence N2 ⊂ N1 on which ξr0 → ξ =
∑d
i=1 αiηi . We will show now that ξ ∈
D0. Let f ∈ D and note that the restriction of f to I r belongs to Dr (see (5)). Hence
[f, ξr ]brar = 0 for all r ∈ N2. Passing to the limit in N2 gives [f, ξ ]ba = 0. Hence, ξ ∈ D0.
On the other hand, since η1, . . . , ηd are linearly independent modulo D0 we get αi = 0,
i = 1, . . . , d . This contradicts (15).
(ii) Clearly, S˜r is an extension of Lr0. S˜r is closed since it is a finite-dimensional exten-
sion of Lr0. The symmetry of S˜
r is a consequence of the following:
〈
S˜rηri , η
r
j
〉= 〈(ηri ), ηrj 〉= [ηri , ηrj ]brar + 〈ηri , (ηrj )〉
= 〈ηri , (ηrj )〉 (see Lemma 3)
= 〈ηri , S˜rηrj 〉, i, j = 1, . . . , d.
Also for any u ∈Dr0,〈
S˜ru, ηrj
〉= 〈(u), ηrj 〉= [u,ηrj ]brar + 〈u, (ηrj )〉
= 〈u, (ηrj )〉 (by the definition of Dr0)
= 〈u, S˜rηrj 〉, j = 1, . . . , d. ✷
It follows from Theorem 5 that S˜r is a d-dimensional extension of Lr0 and thus from
Remark 4 we have
Dr0 ⊂ D˜r ⊂Dr . (16)
Consequently, if d = 2, the operators Sr = S˜r are self-adjoint. Otherwise, for d < 2, we
need to construct an appropriate subspace of dimension 2− d in Dr \ D˜r .
Now we proceed to construct self-adjoint extensions Sr of S˜r for d < 2. To achieve that,
we employ the general theory of symmetric extensions of symmetric operators (see [4]).
LetN ri ,N r−i be the deficiency spaces associated with Lr0. Then dim(N ri )= dim(N r−i )= 2.
Let
N ri = span
[
ϕr1, ϕ
r
2
]
, N r−i = span
[
ϕ¯r1, ϕ¯
r
2
]
. (17)
Define the unitary transformation U :N r−i →N ri by
Uϕ¯ri = ϕri , i = 1,2,
and define the space
Mr = (U + I)N r−i = span
[
ξr1 , ξ
r
2
]
,
where
ξri = ϕri + ϕ¯ri , i = 1,2. (18)
Note thatMr is a 2-dimensional space in Dr \Dr0. Thus when d = 0 we can construct
a self-adjoint extension Sr of Lr by0
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The next lemma establishes the property that Mr ∩ ker(Lr) = {0}. This implies that
0 is not an eigenvalue of Sr . This will be used in the next section to show that actually
0 ∈ ρ(Sr).
Lemma 6. The equation
(y)= 0
does not have any nontrivial solutions inMr .
Proof. Suppose

(
α1ξ
r
1 + α2ξr2
)= 0.
Then
α1
(
iϕr1 − iϕ¯r1
)+ α2(iϕr2 − iϕ¯r2)= 0.
Rearranging, we get(
α1ϕ
r
1 + α2ϕr2
)− (α1ϕ¯r1 + α2ϕ¯r2)= 0.
Since N ri ,N r−i are linearly independent, (α1ϕr1 + α2ϕr2)= (α1ϕ¯r1 + α2ϕ¯r2)= 0. And since
ϕr1, ϕ
r
2 are linearly independent, then α1 = α2 = 0. ✷
For the self-adjoint extension Sr of S˜r in the case d = 1 we need to construct an appro-
priate 1-dimensional space in Dr \ D˜r . For that we need the following lemma.
Lemma 7. Suppose d = 1. Let N r = span[ηr ], where ηr is as defined in Theorem 5. Then
there is a function ξr ∈Mr which is orthogonal to N r .
Proof. Since by construction,N r ⊂Mr , we can write ξ1, ξ2 in (18) as
ξr1 = h1 + αηr , ξr2 = h2 + βηr,
where h1, h2 ∈Mr N r and α,β ∈C. If α = 0 (β = 0) then ξr = ξr1 (ξr = ξr2 ) is orthog-
onal to N r . Otherwise the function ξr = ξr1 /α− ξr2 /β is orthogonal to N r . ✷
It follows from this lemma that, if d = 1, then the operator Sr defined in Hr by
Dˆr = D˜r  span[ξr ], Sru= Lru, u ∈ Dˆr ,
is a self-adjoint extension of Lr0. To see this, write ξr = αξr1 +βξr2 = (U+I)(αϕ¯r1 +βϕ¯r2).
Then span[ξr ] corresponds to the restriction of (U + I) to the subspace of N r−i spanned
by the function αϕ¯r1 + βϕ¯r2. Since ξr does not belong to D˜r from the theory of extensions
of symmetric operators [4] we get that Dˆr is the domain of a symmetric extension of S˜r .
Furthermore, since the deficiency index of S˜r is 1 (being a 1-dimensional extension of Lr0),
it follows that the deficiency index of Sr is zero. Hence, Sr is self-adjoint.
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In this section we discuss the convergence properties of the real self-adjoint extensions
Sr of Lr0, constructed in the previous section, to the real self-adjoint extensions S of L0. For
this purpose we define the following operators. Define the extension operatorEr :Hr →H
by
Erf (x)=
{
f (x), x ∈ I r ,
0, x ∈ I \ I r . (19)
Define the restriction operator Rr :H→Hr by
Rrf = f |I r . (20)
We will establish in this section that
(1) {Sr } converges strongly to S, i.e., there is a core C(S) of the operator S such that given
u ∈ C(S) we can find a sequence ur ∈ Dˆr such that Erur → u and ErSrur → Su.
This will be denoted by Sr s→ S.
(2) {Sr } converges to S in the strong resolvent sense, i.e., Er(Sr)−1Rrf → S−1f for all
f ∈H. This will be denoted by Sr sr→ S.
It will then follow that
(3) {Sr } converges to S in the strongly stable sense, i.e., Sr s→ S and {(Sr )−1} is uniformly
bounded. This will be denoted by Sr ss→ S.
We begin with the following lemma which gives some elementary properties of the
operators Er and Rr .
Lemma 8. Let Er and Rr be the operators defined by (19) and (20), respectively. Then
(1) Er is an isometry and Rr has norm 1;
(2) (Er)∗ =Rr and (Rr)∗ =Er ;
(3) RrEr :Hr →Hr is the identity;
(4) P r =ErRr is an orthogonal projection in H and P r s→ I ;
(5) ErLr0 = L′0Er on Dr0 and, by taking conjugates;
(6) LrRr = RrL on D(S).
The next theorem establishes the strong convergence Sr s→ S.
Theorem 9. Sr s→ S.
Proof. Let
C(S)=D′0  span[η1, . . . , ηd ],
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u1 ∈ span[η1, . . . , ηd ]. It follows from Lemma 3 that there is N1 ∈ N such that Rru1 ∈
span[ηr1, . . . , ηrd ] for all r N1. Also there is N2 ∈N such that Rru0 ∈Dr0 for all r  N2.
It follows that Rru ∈ D˜r ⊂ Dˆr for all r N = max{N1,N2}. Define ur ∈ D˜r by
ur =
{
0, r < N,
Rru, r N,
then, for r N, Erur = P ru→ u and
ErSrur =ErS˜rur =ErLr0Rru0 +ErLrRru1
= L′0ErRru0 +ErRrLu1 = L′0u0 + P rSu1 → L′0u0 + Su1 = Su. ✷
To establish the strong resolvent convergence, we must first show that 0 ∈ ρ(Sr). To
do this we begin by showing that, for sufficiently large r , 0 ∈ ρσ (S˜r ). The following three
lemmas are needed for that purpose.
Lemma 10. Let M = span[η1, . . . , ηd ], ηi as in Lemma 3 (M = {0} if d = 0). Then
R(L0)∩ SM= {0}.
Proof. Suppose that L0u0 = Su1 for some u0 ∈ D0 and u1 ∈ M. Since L0 ⊂ S,
S(u0 − u1)= 0. Since S is one to one, then u0 − u1 = 0. Since D0 and M are linearly
independent, u0 = u1 = 0. ✷
Lemma 11. Let X,Y be closed subspaces such that X ∩ Y = {0} and Y is finite dimen-
sional. The two sets of vectors x ∈X and y ∈ Y such that ‖x + y‖ = 1 are bounded.
Proof. If the statement were false, then at least one of the two sets is unbounded. But
the equality implies that the other set must also be unbounded. Therefore, there exist two
sequences xn ∈X and yn ∈ Y such that ‖xn + yn‖ = 1 and xn →∞, yn →∞. Let un =
xn/‖yn‖ and vn = yn/‖yn‖. Since Y is finite dimensional, we may assume that vn → v, and
this implies that ‖v‖ = 1. Now ‖un+ vn‖ = 1/‖yn‖→ 0. Hence, un+ vn → 0. Therefore,
un →−v. Since X,Y are closed, we get v ∈X∩Y and therefore v = 0. Thus 1 = ‖v‖ = 0,
a contradiction. ✷
Lemma 12. There exists γ > 0 such that ‖L0u+ P rSv‖  γ ‖L0u+ Sv‖ for all u ∈D0,
v ∈M, and all r sufficiently large.
Proof. If not, then there exist two sequences ur ∈D0, vr ∈M such that ‖L0ur+Svr‖ = 1
but ‖L0ur + P rSvr‖ → 0. Since R(L0) and SM are closed subspace and M is finite
dimensional, it follows from Lemmas 10 and 11 that ‖Svr‖ is bounded. And since 0 ∈
ρ(S), ‖vr‖ is bounded. Since M is finite dimensional, we may assume that vr → v and
Svr → Sv. Also P rSvr → Sv. This can be seen as follows:
‖P rSvr − Sv‖ ‖P rSvr −P rSv‖ + ‖P rSv − Sv‖
 ‖Svr − Sv‖ + ‖P rSv − Sv‖→ 0.
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From Lemma 10 we get Sv = 0 and hence, L0ur → 0. Thus 1 = ‖L0ur + Svr‖→ 0,
a contradiction. ✷
We are now ready to prove that 0 is a point of regular type for S˜r for sufficiently large r .
Theorem 13. For r sufficiently large, 0 ∈ ρσ (S˜r ).
Proof. For u ∈ D˜r , write u = u0 + u1, u0 ∈ Dr0, and u1 =
∑d
i=1 αiηri . Let u˜0 = Eru0,
u˜1 =∑di=1 αiηi , and u˜= u˜0 + u˜1. Then u=Rru˜ and
ErS˜ru=L′0Eru0 +ErS˜ru1 = L′0Eru0 +ErLrRr u˜1
=L′0u˜0 +ErRrLu˜1 = L′0u˜0 + P rSu˜1.
Using Lemma 12 and the assumption 0 ∈ ρ(S) we get, for sufficiently large r ,
‖S˜r u‖ = ‖ErS˜ru‖ = ∥∥L′0u˜0 + P rSu˜1∥∥
 γ ‖L0u˜0 + Su˜1‖ = γ ‖Su˜‖ γ‖S−1‖‖u˜‖ c‖R
ru˜‖ = c‖u‖,
where c= γ /‖S−1‖. The result follows from (11). ✷
As a direct consequence of this theorem and the construction of the self-adjoint exten-
sions of S˜r we get that 0 ∈ ρ(Sr). We show this in the next theorem.
Theorem 14. For r sufficiently large, 0 ∈ ρ(Sr).
Proof. It is well known that σ(Sr ) can differ from σ(S˜r ) by utmost a set of 2 − d eigen-
values. Since 0 /∈ σp(S˜r ), by Theorem 13 and by our construction, 0 is not an eigenvalue
of Sr (see Lemma 6). Thus 0 ∈ ρ(Sr). ✷
We have now established the existence of the operators (Sr )−1 which are needed for the
definition of the strong resolvent convergence.
Theorem 15. Sr sr→ S.
The proof is exactly the same as that of Theorem 6.1 of [1] and we, therefore, omit it.
This theorem and the uniform boundedness principle imply that ‖(Sr )−1‖ are uniformly
bounded. Taken together with Theorem 9, we obtain
Theorem 16. Sr ss→ S.
To summarize, given a real self-adjoint operator S associated with the differential ex-
pression , such that 0 ∈ ρ(S), we constructed a sequence of real self-adjoint operators Sr
such that 0 ∈ ρ(Sr ) and {Sr} converges to S in a generalized sense of the strong resolvent
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eral, induces a sequence of symmetric operators S˜r in Hr such that 0 is in the domain of
regularity. Second, if necessary (d < 2), self-adjoint extensions Sr of the operators S˜r are
constructed so that 0 ∈ ρ(Sr ) and convergence is guaranteed.
5. Examples
In this section we give 3 examples (one for each of the cases d = 0,1,2) to illustrate
the construction of the approximating operators.
Example 1. In this example we consider the operator
(u)=−u′′ + u
on the interval I = (−∞,∞). The only solutions of the equation (u)= 0 are ex and e−x ,
none of which is in H . For any u ∈D0,
〈L0u,u〉 =
∫
(u′)2 + u2 
∫
u2 = ‖u‖2,
since uu′|∞−∞ = 0, as proven in [2]. It follows from the Cauchy–Schwarz inequality that
‖L0u‖ ‖u‖,
and thus, according to (11), we have 0 ∈ ρσ (L0)= ρ(L0) = ρ(S). So assumption (13) is
satisfied. Therefore, the deficiency index of L0 is 0 and S = L0 = L is the only self-adjoint
operator that can be defined for the expression .
To construct the approximating operators Sr , we take two sequences {ar} and {br} with
ar →−∞ and br →∞. Then, for x ∈ Jr , Jr = (ar, br), we have
N ri = span[eγ1x, eγ2x ], N r−i = span[eγ¯1x, eγ¯2x],
where γ1, γ2 are the two roots of (1+ i). Following the construction in Section 3, we obtain
ξri = eγix + eγ¯ix = 2etix cos(six), x ∈ Jr, i = 1,2,
where ti =(γi) and si =(γi). Thus the operator Sr is defined by
Dˆr =Dr0  span
[
ξr1 , ξ
r
2
]
,
Sru(x)= Lr0u0(x)+ αet1x cos(s1x)+ βet2x cos(s2x), x ∈ Jr , (21)
where u= u0 + αξr1 + βξr2 .
According to Theorem 14, 0 ∈ ρ(Sr). Let us also verify this directly. Consider the equa-
tion
Sru= 0.
Using (9) and (21), we get the two initial value problems
(u0)=−
(
αet1x cos(s1x)+ βet2x cos(s2x)
)
, u0(ar)= u′0(ar)= 0,
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u0(br)= u′0(br)= 0,
the only solution of which is α = β = 0, u0 ≡ 0. This implies that u≡ 0 . Therefore, 0 is
not an eigenvalue of Sr . Since Sr has a discrete spectrum (Sr is regular), 0 ∈ ρ(Sr).
Example 2. In this example we take the expression  of the previous example but defined
on the interval [0,∞). In a similar fashion we can show that 0 ∈ ρσ (L0). Since in this case,
e−x ∈H , the deficiency index of L0 is 1. According to (10), self-adjoint extensions S of
L0 are characterized by complex numbers α such that |α| = 1, and
Dα(S)=D0  span[eγ1x + αeγ¯1x], Sαu= L0u0 + δ(ieγ1x − iαeγ¯1x),
where γ1 is the root of (1− i) with (γ1) < 0 and u= u0 + δ(eγ1x + αeγ¯1x). In particular,
the operator S corresponding to α = 1 is self-adjoint.
Moreover, 0 ∈ ρ(S) since, if we assume that there is u ∈D(S) such that
Su= 0,
Lu= Su = 0, and thus, u ∈ ker(L). This implies that u = θe−x , for some complex num-
ber θ . On the other hand, we can write
u= u0 + 2δetx cos(sx) (22)
with t =(γ1) and s =(γ1). By rearranging the terms in (22), we have
−δetx cos(sx)+ θe−x = u0 ∈D0.
Thus, we must have[−δetx cos(sx)+ θe−x, e−x]∞0 = 0.
This yields δ = 0. Since 0 ∈ ρσ (L0), we also get that u0 = 0. As a result, u must be 0.
Therefore, 0 cannot be an eigenvalue of S.
Turning to the approximation operators, it is easy to see that the function ξr1 of the
previous example plays now the role of the function ηr1 of Lemma 5. To extend to self-
adjoint operators in Hr , we use the function ξr2 .
Example 3. In this example we consider the expression
(u)=−(xu′)′ + α
2
x
u, x ∈ J = (0,1).
The equation
(u)= 0
has the solutions {xα, x−α}. For −1/2 < α < 1/2, both solutions are in H . Moreover, for
u ∈D0,
〈L0u,u〉 =
∫
xu′2 + α
2
u2  α2
∫
u2 = α2‖u‖2,x
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Following the construction in [3], we use the functions {xα, x−α} to construct four func-
tions {ψi}4i=1 ∈D such that
(1) ψ1 and ψ2 vanish identically in a neighborhood of 1;
(2) ψ1 ≡ xα and ψ2 ≡ x−α in a neighborhood of 0;
(3) ψ3 and ψ4 vanish identically in a neighborhood of 0;
(4) ψ3 ≡ xα and ψ4 ≡ x−α in a neighborhood of 1.
Let us give, without proofs, some details about the construction of ψ1. Let
f = c1xα + c2x−α,
where c1 and c2 are to be determined later. Let u1 be defined on [1/2,3/4] such that u1 is
a solution of
(u)= f on
[
1
2
,
3
4
]
, u1
(
3
4
)
= u′1
(
3
4
)
= 0.
Now choose c1 and c2 such that u′1(x) and xu′1(x) match the corresponding values of the
function xα at x = 1/2. Define
ψ1(x)=


xα, 0 < x  12 ,
u1(x),
1
2  x 
3
4 ,
0, 34  x  1.
It can be verified that the domain
D0  span[ψ1,ψ3 −ψ4]
is the domain of a self-adjoint extension S of L0 (which corresponds to the boundary value
problem (u)= g, u(1)= 0), and that 0 ∈ ρ(S). In this case the operator S induces self-
adjoint operators in Hr with domains
Dˆr =Dr0  span
[
ξr1 , ξ
r
2
]
,
where ξr1 and ξ
r
2 are the restrictions of ψ1 and ψ3 −ψ4, respectively, to Jr .
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