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Conversational engagement and mobile technology use 
1. Introduction 
Imagine somebody in a busy inner city district walking at a swift pace, conversing all the while 
in a raised voice over mobile video call. Imagine the same person in a quiet room sitting at a 
table conversing over video call on a static computer screen. These examples reflect the simple 
and observable fact that more and more of our critical conversations, work and personal, are 
computer-mediated. With the rise of high-bandwidth communication networks and mobile 
technologies, the use of video calls has become wide-spread. To illustrate these trends, in 2017, 
the popular video call application Skype passed one billion downloads (The Skype Team, 
2017) while Facebook’s Messenger recorded 17 billion video call episodes globally (Facebook, 
2017). 
Global statistics, however, speak little of the actual set-up of devices and environments 
in which video calls are placed. The focus of the present work is on how conversations and 
their outcomes differ depending on the physical constraints device use puts on the conversation 
partners. Whereas the medium, and the technical requirements, are highly similar in the two 
opening examples, the physical constraints are not, and the level of movement involved is 
unlikely to be the same. A device that is kept stationary on a table, or a webcam in a static 
position, is likely to fix the speaker in a seated position. In contrast, a device that is held in 
hand allows conversations in a wide range of settings and body positions. 
Associations between movement, in the sense of bodily activation and physical motion, 
and the readiness to respond socially can be found frequently in such activities as dancing, 
hiking, exercising, or performing. At present, however, there is little theory to account for such 
differences in the field of computer-mediated communication. This may be due to a mis-match 
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between established approaches to computer-mediated communication and the current spread 
of mobile communication technologies and the resulting spectrum of mobility constraints.  
Classical models of mediated communication tend to focus on the editing, sending and 
decoding of signals, either placing an emphasis on information bandwidth issues (Daft & 
Lengel, 1986; Short, Williams, & Christie, 1976) or the social-cognitive processes in a 
reduced-cues environment (Walther, 1996; Tidwell & Walther, 2002). This concerns the 
longer-term processes necessary for communication partners to establish a common 
understanding (Spitzberg, 2006; Walther, 1996; Tidwell & Walther, 2002), the inclusion of 
social validation processes in the absence of reliable online information (Walther, van der 
Heide, Hamel, & Shulman, 2009), the interplay between social presence and interpersonal 
attraction (Croes, Antheunis, Schouten, & Krahmer, 2016), as well as the intentional and 
unintentional social signalling via broadcasting technologies (Binder, Howes, & Smart, 2012; 
Joinson, Houghton, Vasalou, & Marder, 2011). 
In contrast, there is a lack of approaches to address the different levels of mobility that 
are by now available to virtually any technology user world-wide. In the following, we will 
address this gap by building on research on non-verbal communication (Burgoon, Guerrero, & 
Floyd, 2010) and embodied communication (Cook & Tanenhaus, 2009). Our core argument is 
that different levels of mobility imply different constraints on bodily movement which, in turn, 
have a differential impact on the overall psychological engagement of conversation partners 
and interaction outcomes. In pursuing this argument, we develop an integrated theoretical 
framework as well as a methodological approach suited to accommodate mobility as a novel 
dimension in CMC. We then go on to report findings from an experiment that compares 
conversations via video call with different levels of constraints on movement in place. 
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2. Background: Non-verbal communication, movement and interaction quality 
Aspects of movement during conversation are clearly related to non-verbal communication, 
often discussed in the form of facial expression, body posture and gesturing (see Burgoon et 
al., 2010; Knapp, Hall, & Horgan, 2013). Facial expressions are typically correlated with body 
gestures (e.g., Castellano, Kessous, & Caridakis, 2008), and as such, both may be affected by 
mobility constraints in mediated communication. Previous studies have investigated the link 
between facial expression and interaction quality using detailed content analysis of dyadic 
interaction. Purvis, Dabbs and Hopper (1984) found that conversation partners who were 
skilled at getting others involved and engaged used more attentive facial expressions during 
interaction. Similarly, Berry and Hansen (2000) reported that independent observer ratings of 
interaction quality were positively related to visual attention in the form of eye contact and the 
use of gaze. Other researchers have highlighted the role of facial expression in keeping the 
conversation positive and ongoing. Kaukomaa, Peräkylä and Ruusuvuori (2013) found that 
turn-opening smiles helped to shift the emotional stance of a conversation from neutral to 
positive and triggered reciprocation. Paggio and Navaretta (2013) concluded that facial signals 
of different kinds, positive, negative, and attentive, all served as feedback in the pacing of a 
conversation. While studies on facial expression help to assess the general importance of non-
verbal communication for interaction quality, this will become more pronounced when 
considering body motion as communication next. 
 Regarding body motion and its relationship with interaction quality, research has 
focused on upper torso movements, mostly head movement and hand gesturing. Again, the 
available evidence is based on detailed content analyses of recorded conversations. Hadar, 
Steiner and Rose (1985) found that head movement signalled communicative intentions, such 
that it determined the timing and tempo of positive and negative responses, and that movement 
helped to synchronize the interactional rhythm. In a similar vein, Paggio and Navaretta (2013) 
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identified a range of head movements as providing instant feedback during interaction. 
McClave (2000), in some more detail, distinguished between semantic, discourse and 
communicative functions of head movement. Further, McClave sees the fact that head 
movement can occur before related verbal content as evidence that movement does not merely 
reflect the spoken word. Next to head movement, a structuring function has also been ascribed 
to hand movement, in particular the termination of hand gesticulation which Duncan (1972) 
found to be a turn-taking signal. Further, as one of the studies most directly concerned with 
interaction quality, Berry and Hansen (2000) also report on wider body language and found 
that ratings of interaction quality were positively related to “body openness”, captured as a 
holistic observer rating.  
 Next to the functions and correlates of visible body motion, which are about external 
signalling towards the recipient, some work has looked at the internal functions of movement, 
i.e., the processes that predominantly concern the speaker. This is of particular relevance in the 
context of mediated communication and the wide variation in display size and quality. 
Research has demonstrated that non-verbal activity enables the speaker to articulate their 
thoughts more effectively, even where these gestures or motions are not visible to the listener 
(Chawla & Krauss, 1994; Krauss, Chen, & Chawla, 1996). Both facial expressions and 
gestures are routinely used even when the conversation partner cannot see them to aid in 
message generation; they act as primers to activate words and concepts that are to be part of the 
utterance (Burgoon et al., 2010). Gesturing has also been shown to reduce cognitive load while 
a speaker is generating explanations (Goldin-Meadows, Nusbaum, Kelly, & Wagner, 2001), 
which indicates that gesturing absorbs part of the cognitive effort that comes with verbal 
expressions. In the study by Chawla and Krauss (1994) participants were asked to reproduce 
recorded statements made by professional actors. They did so with the same overall proportion 
of gesturing, but also with an increased likelihood of producing gestures classified as lexical 
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movements, those which help to conjure up meanings and definitions. This also means that 
gesturing can have a direct effect on speech production and on what is being said (see Beilock 
& Goldin-Meadows, 2010; Chawla & Krauss, 1994). This range of internal and external 
functions of gesturing identified in previous studies has led to the concept of embodied 
communication (Cook & Tanenhaus, 2009), a perspective that sees movement as a potentially 
separate channel for communicating meaning, even across interaction settings. This further 
underscores the relevance of investigating the possible effects of mobility constraints during 
conversation. 
Regarding the role of technology, our assumption is that communication devices that 
differ in the level of physical freedom they afford may also differ in the quality or quantity of 
information they allow to be efficiently transmitted. Some technologies can necessitate and 
encourage movement, for example in gaming (Graves, Ridgers, & Stratton, 2008; Lindley, Le 
Couteur, & Berthouze, 2008) and in remote work-settings where gesturing facilitates 
collaboration (Kirk, Rodden, & Fraser, 2007). Other technology may hinder movement, and 
thereby social interaction, for example through the use of static displays. A core question, 
which has not been addressed so far, is whether these varying constraints lead to different 
levels of movement and thereby to different interaction outcomes. This envisaged role of 
technology affects both professional and informal settings, corresponding to the everyday 
ubiquity of CMC, including some situations where comparatively minor variations in outcomes 
could have substantial consequences. Consider, for example, the remote interviewing for job 
positions, the delivery of testimonials in legal proceedings, or the upkeep and maintenance of 
close relationships. 
3. The present study: Set-up and hypotheses 
As discussed in the preceding section, there is convergent evidence for the important and 
multi-faceted role that movement plays in conversation, coming from studies on face-to-face 
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interaction and more general work on verbal and non-verbal expression. What is lacking, 
though, is an integration with CMC and a focus on mobile conversation. In the following, we 
describe such an integrative approach, introducing a methodology and a theoretical stance that 
is owed substantially to the field of motor cognition (e.g., Jeannerod, 2006) and embodiment 
(e.g., Niedenthal, Barsalou, Winkielman, Krauth-Gruber, & Ric, 2005). Work in these fields 
focuses on the internal, psychological functions that physical movement, including gesturing, 
performs in complex cognitive and emotional processes. Studies are often characterised by 
employing high resolution, real-time motion capture and analysis, which will be triangulated 
with other data sources here. 
Developing a methodology that is suitable for complex interactive settings across 
varying technologies will enable us to establish the concept of mobility in the study of 
mediated communication. To this end, this study explores the effects of mobility constraints on 
different behavioural aspects of conversational interaction: verbal and facial expression as well 
as gesturing. We are particularly interested in those behavioural aspects that are reflected in 
interaction quality, and we see the behaviours discussed so far best captured as indicators of 
conversational engagement, conceptualised here as the psychological involvement and general 
state of focused activation during the act of conversing (e.g., Bednarik, Eivazi, & Hradis, 2012; 
Farrant, Maybery, & Fletcher, 2011). Engagement, put simply, is perceived and experienced as 
a form of commitment to the conversation. To explore the wider consequences of engagement, 
this study further investigates the relationship between mobility constraints, indicators of 
engagement and the memorability of the interaction. 
Mobility here is distinguished from movement. The former is a product of the 
technology and the set-up in which the technology is being used and refers to the general 
freedom, or affordance, to engage in movement. Movement, then, is understood as the actual 
physical motion exhibited by technology users. The level of movement displayed during 
mediated communication is expected to depend on the constraints imposed by the technology. 
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For example, the use of mobile technology may or may not involve walking around, depending 
on how exactly the device is handled and how the user is positioned.  
The type and set-up of communication technologies can be expected to facilitate or 
inhibit gesturing in two specific ways of interest here. Firstly, technology can prompt users to 
adopt a particular body posture during conversation depending on device size, display location 
and so forth. To simplify this aspect, and to allow for a systematic investigation of it, we are 
concerned with standing and seated postures in the present work, assuming that these two 
cover the majority of conversations of the average user. A standing posture implies a different 
pattern of muscular activation (see Jeannerod, 2006), provides more degrees of freedom for 
overall bodily movement and can lead to further muscular activation in case of walking around. 
A seated posture, in contrast, restricts most movement to upper torso and arm movements. 
While this still allows for gesturing, overall activation and facilitation of gesturing should be 
reduced. Previous research on hand-held device use supports these assumptions. Gustafsson, 
Johnson and Hagberg (2010) were able to record higher levels of muscular activity in the upper 
back when participants were using a mobile phone in a standing as compared to seating 
posture. Similarly, Straker, Coleman, Skoss, Maslen, Burgess-Limerick and Pollock (2008) 
found higher levels of upper back muscular activation when children used tablet computers as 
compared to desktop computers. In addition, they found a higher variability in posture for 
those using a tablet. 
As a second way in which technologies can impact on gesturing is through hand 
engagement. Technology design typically implies hand-held or hands-free use. Hand-held use, 
again, comes with different patterns of muscular activation (see Gustafsson et al., 2010) which 
should encourage more movement in the form of gesturing, compared to hands-free use. This 
means that two combinations of both modes of use provide the strongest contrast: a static mode 
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in which conversation takes place seated and hands-free and a mobile mode in which standing 
and hand-held use are combined.1 
Postulating effects of mobility on gesturing raises the question whether direct effects 
could also be expected on verbal and facial expression. As stated previously, facial expression 
and gesturing are typically seen to be correlated, and this hold also for verbal and non-verbal 
conversational behaviour more generally (Burgoon et al., 2010; Castellano et al., 2008). Facial 
expression and bodily movement are subject to the same initial processing mechanisms in the 
brain (Meeren, van Heijnsbergen, & de Gelder, 2005), and the same holds for verbal 
expression and preparedness for movement (Kemmerer & Gonzalez-Castillo, 2010; Raposo, 
Moss, Stamatakis, & Tyler, 2009). However, research to date has not looked at these 
associations in the context of technology use. Little is known about how conversation partners 
respond to constraints imposed by technology. While mobility constraints may affect verbal 
and facial expression, it is likewise plausible to assume that conversation partners will actively 
compensate for such obvious loss of information through technology (e.g., by more emphasis, 
repetition, seeking of clarification). Constraints on movement, in contrast, linked to a less 
explicit communicative function and directly affected by the set-up of technology as studied 
here, could be more difficult to overcome. In the absence of further evidence, we postulate that 
technology effects on movement will be stronger than effects on verbal and facial expression, 
notwithstanding any correlations among these variables. 
A final focus in this work is on the memorability of the conversation. To the extent that 
movement activates and communicates meanings and concepts (Chawla & Krauss, 1994; Cook 
& Tanenhaus, 2009), mobility constraints could have longer-lasting effects, beyond the 
interaction episode. For example, retrieval of autobiographical memories has been shown to be 
facilitated by movements that match movement connected with the memories (Casasanto & 
Dijkstra, 2010). Put differently, movement, conceptualised as embodied communication, opens 
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up an additional channel that helps to consolidate content of the interaction. It can therefore be 
expected that technology-imposed constraints on mobility will have a negative effect on 
memory for the conversation.  
Given the discussion so far, three specific hypotheses were postulated for further 
investigation. We expected a set-up of standing and hand-held communication to hold fewer 
constraints on gesturing compared to a set-up of seated and hands-free communication. As a 
result, the set-up imposing lower constraints should lead to more gesturing during the 
conversation compared to the one imposing higher constraints (H1). Technology effects on 
gesturing were further expected to be stronger than any effects on the two other aspects of 
engagement, verbal and facial expression (H2). Finally, a less constrained set-up was also 
expected to lead to more memories for conversational content compared to a more constrained 
set-up (H3). 
4. Method  
In the present study, participants interacted via video call with a trained interviewer using 
different set-ups of communication technology. In keeping with the scenarios in the beginning, 
set-ups were modelled on everyday contexts of communication, as far as possible. Several data 
sources were combined to capture different aspects of conversational engagement: real-time 
movement capture, content analyses of video and audio recordings as well as a range of self-
report measures. 
4.1 Design 
A 3 (movement constraints: high vs. medium vs. low) x 3 (conversation topic: self-related 
information vs. positive past episode vs. negative past episode) mixed-factorial design was 
employed with movement constraints as a between-subjects and communication topic as a 
within-subjects factor. The core dependent variables of interest consisted of observed 
indicators of conversational engagement, i.e., gesturing, facial engagement, verbal engagement, 
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and overall animation. Memory was tested using a simple recall task. In addition, a range of 
self-report measures were obtained to provide further validation and context for the observed 
measures. All variables and measures are further described in section 4.4. 
4.2 Sample 
Data were collected during a three-month period, from May to July 2015. Forty-two 
participants, 14 male and 28 female, with a mean age of M = 21.8 years (SD = 3.0) were 
recruited from departmental participant pools using opportunity sampling. Participants were 
asked about their past experience using of video calls and estimated usage frequency. Overall, 
participants had moderate experience with using video calls. From among the sample, 57% 
reported past use of video calls on a PC, 50% on a smartphone, and 21% on a tablet. Mean 
self-reported frequencies of use, asked for with reference to the past four weeks, were MPC = 
6.67 (SD = 11.89), MPHONE = 7.38 (SD = 7.55), and MTABLET = 3.56 (SD = 3.05), for those who 
confirmed use on these devices. No sample characteristic (age, past use of video calls, usage 
frequencies, and gender distribution) varied significantly across the between-subjects 
conditions for movement restriction. All participants were provided with the opportunity to 
enter in a prize draw at the end of the study for technical equipment of modest value (e.g., 
memory sticks). 
4.3 Set-Up and Procedure 
Standard ethical procedures were adhered to throughout. Participants were randomly assigned 
to one of three constraints conditions. In the low constraints condition, participants were 
standing in the middle of the room, holding a tablet PC in their non-dominant hand. In the 
medium constraints condition, participants were seated in the same location, holding the tablet 
PC in their non-dominant hand. A height-adjustable stool was used to discourage a passive 
seated position. Height was adjusted for each participant such that the upper leg was horizontal 
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in order to avoid prompting counter-balancing torso movements. In the high constraints 
condition, participants were seated in the same manner, but used a laptop PC on a table in front 
of them. No user input was needed for tablet or laptop. Consequently, the high constraints 
condition removed any need for movement or muscular activation of the arms. Stool and table 
were placed at a distance of about 90 cm for all participants in this condition. Display sizes 
were 8.9 and 11.8 inches for tablet and laptop, respectively. While these set-ups did allow for 
some uncontrolled variation, e.g., in terms of user-device distance and visual angle, they also 
mapped directly onto real-life conversational set-ups. Panels a.1, a.2, and a.3 in Figure 1 
illustrate the set-up for low, medium, and high constraints, respectively. 
Motion capture was done using two Codamotion CX1 sensor units, positioned at both 
ends of the laboratory space. The Codamotion system (Rothley, Leicestershire, UK) is an 
optoelectronic tracker, with infrared emitters placed on the participant and signals picked up by 
the sensor units. In the present study, emitters were placed on the dominant hand, the hand that 
was always free across conditions (indicated by arrows in Figure 1, panel a), and recording was 
conducted at a sampling rate of 100 Hz. This allowed for continuous and high resolution 
capture of hand movement for the duration of the experimental procedure. Across all 
constraints conditions, participants undertook highly similar familiarization tasks. First, they 
were asked to walk up and down the room. They were then put in position and asked to 
perform some simple movements to increase and decrease the distance to display in order to 
establish some general impression of the available movement space. As a final point before 
actually conversing with another person, they were asked to read out a text that was displayed 
to them via video call on the device. 
Conversations took place in the form of structured interviews. All participants were 
interviewed remotely by the same female interviewer who was always in the same adjoining 
room using the same computer equipment. A detailed interview schedule was used for all 
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sessions including rules for follow-up prompts and secondary questions. The schedule had 
been developed based on the ideas of cognitive interviewing, a technique used to elicit detailed 
and comprehensive descriptions of memories from interviewees (Memon, Holley, Milne, 
Koehnken, & Bull, 1994; Memon, Meissner, & Fraser, 2010). Further in line with interviewing 
techniques, the interviewer had received training prior to data collection on keeping an open 
and neutral stance. The interview schedule was designed to ensure that all participants would 
offer longer, continuous answers on three different topics. Conversation topics were pursued in 
three distinct blocks. In the first interview block, interviewees were led to a point where they 
provided self-related information in the form of short descriptions of themselves and their 
hobbies. In the second block, memories of a past positive episode were elicited by focussing 
interviewees on “a good time [they had] had during an outdoor activity. Some out-of-doors 
activity together with a friend, or in a group, or with family. Anything [they felt] positive 
about.” In the third block, memories of a past negative episode were elicited by focussing on 
“some disagreement or debate [they had] had with somebody. Some conversation where [they] 
had to argue [their] point with a friend, or in a group, or with family. Anything that felt like it 
could turn into an argument.” During each block, the main task of the interviewer consisted in 
preparing the participant for the topic to come, in stating the topic and in receiving any answers 
attentively. The interview blocks were marked by short breaks during which participants filled 
in self-report measures. See Figure 1, panel c for an overview of blocks and measures. All 
interviews were recorded using standard recording software for video calls. 
Full sessions typically lasted in between 30 and 40 minutes per participant. Within 
sessions, mean interview duration, across all three blocks, was M = 383.0 seconds (SD = 68.1). 
Mean durations in seconds for each topic block were M = 116.5 (SD = 32.0), M = 112.3 (SD = 
19.6) and M = 154.2 (SD = 32.6) for blocks 1, 2 and 3, respectively. 
4.4 Variables and Measures 
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Next to age, gender and video call usage, a range of observational measures were obtained: 
gesturing from motion capture and the other indicators of conversational engagement, verbal 
and facial expression as well as general animation, from content coding of interview 
recordings. In addition, several self-report measures (mood, flow, self-rated expressivity, 
ratings of the interviewer) were obtained to allow for further investigation of context factors. 
As a measure of memory performance, a simple recall task was used.  
4.4.1 Observational Measures 
A first inspection of interview recordings and motion capture data showed that participants 
were most active when delivering responses to the three interview topics. Since the whole 
interview exercise was designed to elicit these responses, as outlined in the previous section, it 
was decided to focus on participants’ chief responses for the observational measures. Chief 
responses were defined as the longest, uninterrupted answers provided to the core requests for 
descriptions for each topic. They typically followed immediately after the main prompt given 
by the interviewer. Identification of chief responses was facilitated by the fully structured 
nature of the interviews and the high uniformity of conversation patterns across participants. 
A preliminary coding scheme was developed at first, defining variables that mapped 
onto our conceptualisation of conversational engagement: overall animation, facial 
engagement, and verbal engagement (gesturing being assessed through motion capture). The 
aim was to quantify these variables through frequent and regular ratings. A first coder, 
otherwise unfamiliar with the study, worked with this coding scheme on all interview 
recordings. During this process, refinements of the variable definitions and pragmatics of 
coding were added to the scheme. 
As a next step in the coding procedure, interrater reliability was investigated by giving 
half of the recordings (i.e., from 21 participants, seven per constraints condition) to a second 
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rater who had not been involved in the first round of coding. Judgements of both raters showed 
good levels of agreement across all variables (r = .80; α = .89), with levels deemed acceptable 
for each interview topic: for self-related information r = .68 (α = .81), for positive episodes r = 
.74 (α = .84), for negative episodes r = .86 (α = .93). Based on interrater reliabilities, it was 
decided at this point in the process to accept the full set of ratings as the data for the main 
analyses. More information on reliabilities is provided for each variable below. Variables were 
defined as follows: 
Animation. As an indicator of general engagement, animation was defined as the 
intensity and overall emotionality of facial expression and those nonverbal aspects that 
indicated a lively, engaged answer. Aspects of movement were included in this variable where 
these were inseparable from facial animation (mostly in cases where gestures supported head 
posture). Animation was coded on a scale from 1 (passive, inanimate) to 7 (intense, lively), 
every 10 seconds during the chief responses that participants gave in each interview. The 
timeframe was chosen to ensure that even shorter responses were adequately represented by 
several measures. Overall interrater reliability for this variable was r = .79 (α = .88). 
Facial Valence. As an indicator of facial engagement, valence was defined as a 
supplementary aspect to animation, focussing solely on positivity of facial expression. Given a 
conversation setting that was purposefully kept in a positive tone, instances of discernible 
negative facial valence were very rare. The scale was anchored accordingly such that valence 
was coded on a scale from 1 (neutral) to 7 (very positive), every 10 seconds during the chief 
responses that participants gave in each interview block. Overall interrater reliability for this 
variable was r = .77 (α = .87). 
Dynamic Description. As an indicator of verbal engagement, dynamic description 
referred to several aspects of action in a description: behaviours being carried out, the 
unfolding of a scene, dialogue, movement or other sequences of events. Dynamic description 
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was coded on a scale from 1 (very little going on, no action markers) to 7 (lots going on, full of 
action markers). Given that complex propositions can take up significantly less than 10 
seconds (Kitsch & Keenan, 1973), it was decided to obtain ratings every five seconds during 
the chief responses that participants gave in each interview block. Overall interrater reliability 
for this variable was r = .65 (α = .79). 
Gesturing. As an indicator of gesturing, hand velocity was computed from path lengths 
and talking time for the chief responses that the participants gave in each interview block. The 
movement signal was obtained from the back of the dominant hand, which was always free to 
use across all conditions. Velocity was scaled as mm/s. 
4.4.2 Self-report Measures 
Next to memory performance, two self-report measures on mood and flow were included to 
check whether the manipulations would have any unintentional effects on emotional and 
motivational states. Further, perceptions of the interviewer were assessed to check whether this 
aspect of the setting would show any undesirable variability across conditions. Finally, a 
measure of expressivity was designed to investigate whether participants would show any 
awareness of externally observed levels of engagement. 
Conversational Recall. As a simple memory task, interviewees were instructed to 
think back to the conversation and to write down all the things they could remember from the 
situation, using keywords rather than full text. Space was provided on the page for up to ten 
entries, in the form of ten separate lines. Recall was then measured as the number of entries 
made (M = 6.23; SD = 2.10). Entries were checked by two independent coders for duplications, 
showing high levels of agreement (r = .92; α = .97). The few cases of discrepancies (two) were 
resolved by a third party. 
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Mood. A scale composed of four positive and four negative mood adjectives designed 
to assess momentary affect, taken from Parkinson, Briner, Reynolds, and Totterdell (1995), 
was used to measure mood (“cheerful”, “involved”, “alert”, “calm”, “tired”, “tense”, 
“depressed”, “disinterested”). Adjectives were rated with options ranging from 1 (I felt like this 
not at all) to 7 (I felt like this very much), and were recoded and averaged to form indices with 
higher values indicating more positive mood. Reliabilities across the three measurement points 
were mixed: αt1 = .62, αt2 = .66, and αt3 = .79. Since all attributes showed positive item-total 
correlations, and in the absence of further indicators for item reduction, the measure was used 
without further modification. 
Flow. Eight items representing two core factors of flow states, autotelic experience 
(e.g., “The conversation left me feeling great.”) and concentration (e.g., “My attention was 
focused entirely on what I was doing.”), were taken from the Flow State Scale (Jackson & 
Marsh, 1996; items included were numbers 5, 9, 14, 18, 23, 27, 32, 36) to capture those aspects 
of flow that seemed most applicable to the comparatively brief communication experience. 
Items were rated for agreement with options ranging from 1 (not at all) to 7 (very much), and 
were recoded and averaged to form reliable indices (αt1 = .69, αt2 = .77, αt3 = .84) with higher 
values indicating higher levels of flow experience. 
Ratings of the Interviewer. The interviewer was rated on a number of attributes 
(“trustworthy”, “likeable”, “attractive” as well as four attributes representing warmth in Fiske, 
Cuddy, Glick, & Xu (2002): “warm”, “good natured”, “sincere”, “tolerant”), with options 
ranging from 1 (not at all) to 7 (very much). For warmth (α = .78) items were averaged to form 
an index with higher values indicating higher levels of warmth. 
Expressivity. Six researcher-generated items intended to capture interviewees own 
perceived ability to make themselves understood during the conversation: “I was able to get my 
points across.”, “I felt what I said was inadequate.”, “I left an accurate impression of myself.”, 
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“I was not able to describe things properly.”, “I was able to express myself as I wanted.”, and 
“I was struggling with delivering my message.”. Items were rated for agreement with options 
ranging from 1 (not at all) to 7 (very much), and were recoded and averaged to form a reliable 
index (α = .75) with higher values indicating more perceived expressivity. 
4.5 Data Analysis 
In order to take account of the fully crossed two-factorial design, mixed-factorial analysis of 
variance (ANOVA) was used for the core analyses. When background variables were included 
as statistical controls, analysis of covariance (ANCOVA) was employed, to partial out overlap 
between the dependent variable and control variables. Bonferroni tests were used for post-hoc 
comparison of the three experimental conditions, to avoid error inflation. Multivariate analysis 
of variance (MANOVA) was used in one instance where conceptually interrelated dependent 
variables, all of the ratings associated with the interviewer, were scrutinised for any statistical 
effects in an exploratory fashion.  
5. Results 
5.1 Preliminary Analyses 
A general selection criterion was applied to participants imposing lower and upper limits on 
gesturing of 10 mm/s and 1000 mm/s, respectively. In addition, due to signal loss in cases of 
emitter occlusion, complete sets of velocity measures, for all three topics, could only be 
obtained for 28 participants. In seven cases where only one measure was missing, it was 
therefore decided to use mean imputation. This meant that the main analyses could be based on 
35 participants and 105 data points for gesturing.2 Mean scores for all dependent measures for 
the final sample are summarised in Tables 1 and 2. 
It was then investigated whether the interviewer had left different impressions at 
different levels of mobility constraints. All ratings of the interviewer were therefore subjected 
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to a MANOVA. This yielded no significant effects for the constraints factor, neither overall nor 
for a specific dependent measure, and it was concluded that interviewer effects could have 
played a minor role at best. 
Further, affective responses to mobility constraints were explored. Mood and flow 
ratings were subjected to 3 x 3 ANOVAs with constraints as between-subjects and 
conversation topic as within-subjects factor. The only significant effects found were for topic. 
The most positive mood ratings were observed for the relating of positive episodes (M = 6.02, 
SD = 0.68), followed by self-related information (M = 5.77, SD = 0.66) and negative episodes 
(M = 5.30, SD = 0.90): F(2, 62) = 18.29, p < .001, η2 = .37. Similarly, participants reported 
highest levels of flow experience when relating positive episodes (M = 5.28, SD = 0.76) 
compared to self-related information (M = 4.86, SD = 0.74) and negative episodes (M = 4.49, 
SD = 0.99): F(2, 62) = 12.98, p < .001, η2 = .30. It was concluded that, although mood and 
flow were sensitive to the valence of the topic of conversation, affective responses to mobility 
constraints did not play a discernible role here. 
5.2 Mobility Constraints on Conversational Engagement 
Participant gender and video call usage were correlated with all indicators of engagement 
(gesturing, animation, facial valence, dynamic description). Only two significant correlations 
emerged, between call usage and gesturing relating a negative episode (r = .41, p = .02) as well 
as between call usage and facial valence relating a positive episode (r = .34, p = .04). In 
addition, negative correlations between gender and gesturing relating self-relevant information 
(r = -.33, p < .06) as well as animation relating self-relevant information (r = -.33, p < .06) 
indicated lower scores for female participants compared to males in the first interview block 
for gesturing and animation. Gender and call usage were therefore entered as covariates in all 
analyses of engagement measures. 
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Regarding the effects of mobility constraints, H1 stated that set-ups imposing lower 
constraints would lead to more gesturing compared to those imposing higher constraints. A 3 x 
3 mixed-factorial ANCOVA was conducted on gesturing with topic as within-subjects and 
level of constraints as between-subjects factor, as well as gender and call usage as covariates. 
Results indicated a significant main effect for constraints (F(2, 30) = 5.56, p = .01, η2 = .27). 
Gender and topic showed a significant interaction (F(2, 60) = 3.42, p = .04, η2 = .10). Separate 
t-tests showed that levels of gesturing were somewhat higher for male participants compared to 
females for the first topic (t(33) = 2.03, p = .05), but not for the other topics (ps > .02). In 
addition, call usage in the ANCOVA accounted for a significant proportion of variance in 
gesturing (F(1, 30) = 7.19, p = .01, η2 = .19). No other significant effects were found. In line 
with H1, highest estimated mean scores were obtained in the low constraints condition (M = 
345.70, SD = 43.15), followed by the medium (M = 189.61, SD = 47.25) and high (M = 143.44, 
SD = 47.44) constraints conditions.3 Post-hoc Bonferroni tests on estimated means indicated a 
significant difference between high and low constraints (p = .01) as well as a marginally 
significant difference between high and medium constraints (p = .06). In sum, this means that 
free-standing, hand-held conversations led to highest levels of gesturing, thus supporting H1. 
Similar 3 x 3 ANCOVAs were carried out for the two components of gesturing, the duration of 
interviewee replies and path lengths. No similar effects for mobility constraints were found (ps 
> .45). 
Regarding the effects of mobility constraints on other aspects of conversational 
engagement, H2 stated that such effects would be smaller in comparison to gesturing. A series 
of 3 x 3 mixed-factorial ANCOVAs was conducted with gender and call usage as covariates, 
topic as within-subjects and level of constraints as between-subjects factor on the remaining 
measures of engagement: animation, facial valence and dynamic description. No significant 
effects for constraints were found in these analyses. 
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For animation, the only significant effects were for the covariates. Gender (F(1, 30) = 
6.54, p = 0.2) and call usage (F(1, 30) = 6.32, p = .02) both accounted for significant portions 
of variance in animation. For facial valence, a significant main effect for topic (F(2, 60) = 4.00, 
p = .02, η2 = .12) was found, and Bonferroni tests showed that negative episodes elicited 
significantly less positive facial valence (M = 3.84, SD = 0.55) than self-related information (M 
= 4.44, SD = 0.53) or positive episodes (M = 4.21, SD = 0.77, all ps < .01). In addition, topic 
and call usage interacted (F(2, 60) = 3.36, p = .04, η2 = .10), in line with the positive 
correlation reported earlier. No other significant effects were found for facial valence. For 
dynamic description, a significant main effect for topic (F(2, 52) = 3.80, p = .03, η2 = .13) was 
found, with Bonferroni tests showing less dynamic description for self-related information (M 
= 4.61, SD = 0.64) compared to positive episodes (M = 5.10, SD = 0.50) and negative episodes 
(M = 5.07, SD = 0.52, all ps < .01). No other significant effects were found for dynamic 
description.4 Overall, the pattern of constraint effects, significant for gesturing, non-significant 
for animation, facial valence and dynamic description, lends support to H2. 
Further associations among aspects of engagements were investigated through bivariate 
correlations between gesturing, animation, facial valence, dynamic description, and self-
reported expressivity. Gesturing was significantly related to the more general aspect of 
animation when relating self-relevant information (r = .42, p = .01) and positive episodes (r = 
.39, p = .02). Higher levels of gesturing were mirrored in higher levels of observed animation. 
Additionally, gesturing was related to facial valence when positive episodes were related (r = 
.35, p = .04). Higher levels of gesturing were accompanied by more positive facial expressions. 
Finally, gesturing was related to self-rated expressivity, again for positive episodes (r = -.59, p 
< .001). The more participants engaged in gesturing during this conversation topic, the less 
they felt able to make themselves understood. In sum, although other indicators of 
conversational engagement were in part sensitive to the topic of conversation and were 
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correlated with gesturing, they were unaffected by mobility constraints. In addition, gesturing 
seemed to be reflected in more, rather than less, effort to express meaning accurately. 
5.3 Mobility Constraints on Conversational Recall 
Regarding the effects of mobility constraints on memory of the conversation, H3 stated that 
lower mobility constraints would lead to more memories compared to higher constraints. A 1 x 
3 ANOVA was conducted comparing high, medium and low levels of constraints for 
conversational recall. The effect was significant (F(2, 31) = 3.96, p = .03, η2 = .20), and 
Bonferroni post-hoc tests indicated that low (M = 7.31, SD = 2.32) mobility constraints led to 
significantly more recall than medium constraints (M = 5.00, SD = 1.25), although high 
mobility constraints (M = 6.18, SD = 1.99) did not differ significantly from either of the other 
two conditions.5 Mean scores are displayed in Figure 2. Thus, H3 was partially supported.  
 To pursue the question whether the effects of mobility constraints on recall could be 
accounted for by gesturing, an additional 1 x 3 ANCOVA was carried out with gesturing 
during all three topics as covariates. While this did reduce the main effect to non-significance 
(F(2, 28) = 2.62, p = .09, η2 = .16), the changes could not be attributed to variance accounted 
for by the covariates. The pooled influence of the three gesturing measures remained non-
significant (F(3, 28) = 1.06, ns). As such, no evidence could be obtained that gesturing 
mediated the effects of mobility constraints on recall. 
6. Discussion 
The present work outlines a perspective that integrates body movement, mobile technology and 
conversational engagement with the aim of addressing psychological effects of mobile-
mediated interaction. A method and procedure are presented that allow for accurate 
measurement of movement in social interactive settings with high ecological validity. 
Affordance of movement is a dimension hitherto mostly ignored in CMC, but one that provides 
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a departure from scrutinising communication channels for information bandwidth. In fact, one 
and the same channel can come at different levels of mobility, which has wider psychological 
implications, as our findings suggest. 
Evidence was found for the main hypotheses, H1 and H2, relating to gesturing and 
mobility constraints. Gesturing, as expected, was greater when under lower constraints, at least 
when a standing posture with device in hand is compared to a seated posture with hands free. 
While a seated posture with device in hand led to moderate levels of gesturing, as 
hypothesised, these were not statistically significant from those in the other conditions. 
At the same time, only gesturing was sensitive to the manipulation. Other indicators of 
engagement, general animation, facial expression and verbal expression, remained unaffected. 
Further, it is unlikely that effects on gesturing are attributable to affective-motivational factors. 
Reported mood and flow levels were unaffected by the set-up of technology. Importantly, the 
set-up of technology did not by necessity require more or less hand movement. Measures were 
obtained from the arm that was not involved in the handling of the communication technology. 
Further, our measure of gesturing was a velocity measure, chosen as an indicator of activation 
and alertness, not a measure of the overall amount of movement. We therefore see our findings 
as indicating that mobile technology can bring about direct changes in conversation partners’ 
physical engagement. 
This is not to mean that gesturing was completely isolated from other indicators of 
engagement. Positive associations were found between gesturing and general animation as well 
as positive facial expression. With higher levels of gesturing participants also tended to report 
lower levels of expressivity. In other words, gesturing increased when interviewees found it 
difficult to get their points across and make themselves understood. This supports the view that 
gesturing supports more challenging explanations – not necessarily for the listener (next to no 
gesturing was discernible in the video call recordings in our study), but for cognitive 
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elaboration on the speaker’s side (Chawla & Krauss, 1994; Goldin-Meadows et al., 2001; 
Krauss et al., 1996). The study did not include an observational measure of people’s actual 
expressive difficulties when talking. It is unlikely, though, that the manipulation of mobility 
had an effect on people’s ability to relate information. Verbal expression, although variable 
across conversation topics, was not sensitive to mobility constraints. 
The present work is the first to relate such constraints to conversational engagement 
and interaction outcomes under conditions of immediate ecological validity. This inevitably 
means that the manipulation of mobility constraints used here was not without shortcomings. A 
range of factors of cognitive relevance, such as visual angle, actual volume of speech, physical 
differences between tablet and laptop (e.g., keyboard) could not be controlled for. While no 
immediate signs of experimental artefacts emerged during data analysis, these issues should be 
addressed in future studies on technology and communicative engagement. This way, it may 
also be possible to assess more fine-grained differences among set-ups and separate out the 
effects of different levels of mobility constraints. 
The choice of set-up is related to the choice of participants. While the sample used here 
did allow for a comparison of experimental conditions, it is possible that the situation did not 
suit all participants equally, in particular when it comes to experience with using video calls. It 
may have been a more desirable option to use highly experienced participants only, which 
could help to avoid any feelings of awkwardness in handling the technology. This, however, 
would have partly run counter to our aim of creating “normal situations”, with participants who 
are neither highly trained nor full novices. Sample characteristics in the present study showed 
moderate levels of video call experience. In addition, most parts of the structured interview 
were intended to lead interviewees securely up to the point where they would deliver some 
detailed descriptions. It should also be emphasised that the requirements for motion capture, 
carrying sensors and moving within the defined space that was covered by detectors, are in 
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themselves unusual, and that preliminary exercises were used to mitigate these factors. Still, for 
future studies some pre-selection of participants according to their communication experiences 
is to be recommended. 
Mobility constraints further showed an effect on conversational recall. Given that 
memory is rarely considered in studies on social interaction, this general finding in itself opens 
up novel avenues for further investigation. In line with H3, low constraints, standing with 
tablet in hand, led to the highest number of items remembered from the conversation, and this 
was significantly different from medium constraints, when participants were seated with tablet 
in hand. Contrary to expectations, however, participants who conversed seated via a laptop did 
not show significantly different recall from the tablet conditions. Based on previous research 
linking motor activation to memory (Casasanto & Dijkstra, 2010; Chawla & Krauss, 1994; 
Cook & Tanenhaus, 2009), increased motoric engagement under lower mobility constraints 
was thought to increase elaboration and encoding of conversational content. This theoretical 
argument, however, could not be supported from our data since gesturing did not account for 
mobility effects on recall when used as a covariate.  
At this point, only speculations can be offered to account for the mixed findings 
relating to H3. It is possible that a seated posture with hands free allowed for additional 
activation and elaboration that benefited memory. For example, in this condition, there is no 
need to actually handle a device and to manage visual contact with the interviewer. In other 
words, cognitive interference may have been lower with hands freed up. Our recommendation 
for future research would therefore be to include measures of cognitive load and attention, 
preferably together with additional measures of movement and bodily activation. 
The behavioural aspects of conversation as studied here are all related to commitment, 
attention, and the regulation of affect as well as content. We have therefore used the general 
term conversational engagement to refer to states of focused activation during conversation 
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(see also Bednarik et al., 2012; Farrant et al., 2011). According to our findings, mobile 
technology can have a direct effect on engagement via gesturing, while indirect effects on other 
indicators of engagement are likely to be the case. Importantly, the effects seem to be based on 
the internal functions of gesturing, those relevant to the speaker, rather than external signalling. 
Our findings therefore suggest that engagement could be affected in an immediate and 
fundamental way that is not easily noticed and compensated for by technology users. 
7. Conclusion 
Understanding movement is increasingly important as CMC routinely takes place in 
situations that come with different user constraints on mobility. The effects of such constraints 
are likely to be of wider significance in all social interactions that involve impression formation 
and the establishment of common ground, trust and credibility. In the context of mobile 
interaction, a range of applied settings can be identified for further work, from remote 
interviewing for job positions, to legal contexts where witness and testimonials are to be 
obtained, to the upkeep and maintenance of close relationships. 
Aside from applications, the concept of conversational engagement that we have 
proposed and operationalised here presents an empirically grounded theoretical device that can 
be used to expand the scope of CMC models, and relate CMC to wider theories of verbal and 
non-verbal communication. As mobile technology becomes increasingly common as a CMC 
platform, and ever more critical human interactions are conducted on it, linking users’ 
conversational engagement to their movement and mobility constraints becomes an essential 
aspect of a theoretical framework for how people present themselves and how they evaluate 
others’ presentation. It is worth noting that the presented framework for conversational 
engagement includes measures of conversational effectiveness, and this aspect may be further 
developed as mobile-platform CMC becomes an increasingly important and ubiquitous mode 
of embodied communication (Cook & Tanenhaus, 2009). 




1 A different combination, standing and hands-free use, could be thought of as 
stimulating rather than inhibiting gesturing. An investigation of all possible constellations was 
beyond the scope of the present work. 
2 Mean imputation was based on gesturing measurements within the same topic, but 
across all three conditions. Imputation therefore supported a conservative estimate of between-
condition effects. 
3 The main effect for constraints remained stable when using a smaller sample without 
mean imputation: F(2, 23) = 5.35, p = .01. 
4 Removing covariates and conducting corresponding ANOVAs did not alter the picture 
for constraints effects. 
5 Adding gender and call usage as covariates did not change the picture for 
conversational recall. Covariates were non-significant and the main effect remained virtually 
unchanged. 
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Table 1 
Mean Scores and Standard Deviations for All Variables Obtained for Each of the Conversation Topics 
DV Set-Up and Conversation Topic 


































4.46 (0.60) 4.58 (0.97) 4.44 (0.82) 4.59 (0.40) 4.61 (0.49) 4.31 (0.84) 4.27 (0.53) 4.23 (0.60) 3.86 (0.65) 
Dynamic 
Description 
4.63 (0.68) 4.78 (0.68) 5.08 (0.70) 4.57 (0.65) 4.70 (0.59) 5.14 (0.35) 4.60 (0.55) 4.80 (0.57) 5.09 (0.27) 
Animation 4.56 (0.39) 4.75 (0.45) 4.38 (0.62) 4.36 (0.94) 4.43 (1.09) 4.47 (0.55) 4.31 (0.63) 4.38 (0.65) 4.01 (0.72) 
Mood 5.64 (0.77) 5.81 (0.79) 5.06 (0.92) 5.95 (0.60) 6.10 (0.71) 5.80 (0.75) 5.60 (0.65) 6.04 (0.52) 5.03 (0.88) 
Flow 4.54 (0.71) 4.97 (0.80) 4.17 (0.96) 5.06 (0.80) 5.19 (0.87) 4.71 (1.01) 4.88 (0.71) 5.47 (0.73) 4.46 (1.12) 
Note. Standard deviations in parentheses.  
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Table 2 
Mean Scores and Standard Deviations for All Variables Assessed After the Interview 
DV Set-Up 
 Standing, 
device in hand 
Seated, 
device in hand 
Seated, 
hands free 
Conversational Recall 7.31 (2.32) 5.00 (1.24) 6.08 (1.85) 
Expressivity 4.33 (1.08) 4.80 (1.08) 4.68 (0.83) 
Likable 6.08 (0.86) 6.30 (0.68) 6.23 (0.73) 
Attractive 6.08 (0.64) 5.80 (1.23) 6.31 (0.75) 
Trustworthy 5.38 (1.39) 5.40 (1.17) 6.00 (0.82) 
Warmth 6.10 (0.63) 6.23 (0.69) 6.21 (0.75) 
Note. Standard deviations in parentheses. 
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Figure 1. Panel a depicts the set-up for different levels of movement constraints with arrows 
indicating emitter position on the dominant hand; panel b provides examples of the hand 
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movement paths obtained to measure gesturing from two participants; panel c shows the 
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Figure 2. Number of items remembered from the conversation at different levels of mobility. 
Error bars represent standard deviations. Conditions that differ significantly from each other 
are indicated by asterisk (p < .05). 
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