We present a method, based on the Routh stability criterion, for transforming the task of finding the complex roots of a polynomial of even degree n with real coefficients to that of: (a) finding their real parts as the n/2 real roots of a polynomial of degree n(n − 1)/2; (b) for each real part, calculating the corresponding imaginary part as a square root. We illustrate the method for polynomials of degree 4 and indicate its application to polynomials of any even degree.
Introduction
It is assumed that the reader is familiar with: (a) the use of the Routh stability criterion (RSC) to generate an array from which the number of roots in the right half of the complex plane can be determined; (b) the fact that, if b 11 , the single element in the next to last row of the array, happens to be zero, this indicates the existence of a pair of roots symmetric about the origin; (c) the fact that the locations of these roots may be computed by solving the auxiliary equation b 21 x 2 + b 22 = 0, where b 21 and b 22 are the the elements in the preceding row of the array.
The RSC-based iteration method
It is relatively rare that the element b 11 of the Routh array of a given polynomial equals zero. However, George R. Stibitz, while a research mathematician at the Bell Telephone Laboratories in the 1930s, recognized the root-finding potential of b 11 . He conceived what, for purposes of this paper, we shall call the RSCbased iteration method of finding complex roots.
Although the RSC, and hence our method, applies to all polynomials with real coefficients, including those which have some real roots, we will assume that any existing real roots have already been extracted, leaving a polynomial of even degree, all of whose roots are in conjugate complex pairs.
For finding the roots of such a polynomial P (x), the RSC-based iteration method consists of generating a Routh array and noting the number of roots in the right half plane and then, by an iteration process consisting of successively substituting x + h for x, where h is a real number, shifting the vertical axis of the complex plane until b 11 = 0, in which case, the cumulative shift of the vertical axis gives the real part of a pair of conjugate complex roots. Solving the quadratic equation in the Introduction above gives the corresponding imaginary parts of these roots as ±j(b 22 /b 21 ) 1/2 . When a pair of roots has thus been found, they can be extracted from the original polynomial, creating a polynomial whose degree has been reduced by 2. The iteration method may now be continued until all pairs of conjugate complex roots have been found.
Concerning the iteration method which he had conceived, Stibitz wrote to the first author in November, 1948 that "I do not think the method is very valuable because of the large amount of calculation needed . . . this process will be quite tedious unless some form of automatic calculator is available".
Although this RSC-based iteration method was, in 1948, not competitive with alternative methods of finding the roots of polynomials with real coefficients, "automatic calculators" gradually became ever more fast and powerful.
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In 1959, Chao [1] discussed the method with no mention of machine computation, but in 1996, Lucas [2] returned to the RSC-based iteration method and wrote, "the well-known Routh array, associated with polynomial coefficients, can be used to determine the roots of a polynomial to any specified accuracy" and "computational requirements are quite modest for today's computers, requiring a simple polynomial shift procedure for the coefficients of f (z + p) and calculation of the associated Routh array for each iteration". So, the RSC-based iteration method, which Stibitz conceived in the 1930's and, in 1948, considered "too tedious", has now been shown to be practical.
The RSC-based transformation method
In 1948, the first author, while teaching an electrical engineering course on "Transients in linear systems", conceived an alternative RSC-based method, to be called here the "transformation method", of exploiting the foot-finding potential of the Routh stability criterion. Because of a radical career change, he never offered for publication an article on this method. Very belatedly, we now wish to make this method known.
Like the iteration method, the transformation method exploits the fact that, if the element b 11 of a Routh array equals zero, this indicates the existence of a pair of roots which are symmetric about the origin. The novelty of the transformation method is that, in the substitution of x + h for x in P (x), h is made an unknown rather than a particular real number. The result is that the polynomial P (x) of degree n is transformed into a polynomial Q P (h) of degree n(n−1)/2 whose real roots are the real parts of the roots of P (x), the imaginary parts of which roots can be obtained by the extraction of real square roots.
Here is our method in more detail. Let P (x) = a n x n +a n−1 x n−1 +· · ·+a 1 x+ a 0 , assumed to have no real roots. When x+h is substituted for x, P (x) becomes a polynomial whose coefficients are polynomial functions both of the a i 's and of the unknown h. When the Routh array is generated for this polynomial, the divisors normally used in generating the 3rd and successive rows of the array are unnecessary because the changes of sign in the left column of the array are not sought, with the result that the key elements b 11 , b 21 , and b 22 of the array are likewise polynomial functions of the a i 's and of h.
Recall that, when b 11 is zero, P (x) has a pair of roots which are symmetric about the origin. Consequently, the n(n − 1)/2 roots of Q P (h) are all the locations in the complex plane to which the origin could be moved to create a symmetric pair of roots for P (x), i.e., these roots are the midpoints of all the possible line segments connecting two of the n roots of P (x).
Because P (x) is assumed to have no real roots, it has n/2 pairs of conjugate complex roots, whose midpoints are generally (but see below) all the real roots of Q P (h). Once the values of these real roots have been obtained, the corresponding imaginary parts can be found by inserting these values of h into b 21 and b 22 and calculating ±j(b 22 /b 21 ) 1/2 . Multiple complex roots of P (x) may be eliminated in advance if we divide P (x) by the greatest common divisor of P (x) and its derivative, but there is still a possibility that a given P (x) might have two different pairs of roots with the same imaginary parts. This will lead to "spurious" roots of Q P (h), but these will also be double roots (being the midpoints of two pairs of complex roots), and can be ignored.
In summary, the problem of finding the complex roots of any polynomial of degree n with no real or multiple roots has been reduced to: (a) finding the real parts of these roots by the n/2 simple real roots of a polynomial of order n(n-1)/2; (b) finding, for each of these real roots, the corresponding imaginary parts by simply calculating ±j(b 22 /b 21 ) 1/2 .
The method for polynomials of degree 4
When the first author conceived the RSC-based transformation method, all calculations had to be made by hand. Consequently, using the method was practical only for polynomials up to degree 4. In this section, we show how the method is applied, first to the general polynomial of degree 4 and then to a particular polynomial.
With the general polynomial written as P (x) = a 4 x 4 +a 3 x 3 +a 2 x 2 +a 1 x+a 0 , substituting x + h for x and generating the Routh array leads to the following expressions for b 11 , b 21 , and b 22 :
+ (32a 2 a 3 a 4 + 8a
Given a particular polynomial, i.e. particular values of the a i 's, we substitute these values into the expressions above, find the two real roots of (1), and find the corresponding imaginary parts by inserting these real roots into (2) and (3) to calculate ±j(b 22 /b 21 ) 1/2 . Consider, for example, the polynomial P (x) = x 4 + 8x 3 + 42x 2 + 80x + 125, whose roots are (−1 ± j2) and (−3 ± j4). Inserting the coefficients into (1), (2) , and (3) 
The two real roots of the degree 6 polynomial b 11 prove to be −1 and −3 and are, of course, the real parts of the roots of P (x). Of course, for a particular polynomial, one might bypass the general formulas (1) through (3) and go directly (by substitution of x + h for h and generation of the Routh array) to formulas like (4) through (6).
The method for polynomials of any even degree
When the first author conceived the RSC-based transformation method of finding the complex roots of higher-order polynomials, it was impractical to implement it for polynomials of degree more than 4. But modern computers remove this limitation. For any desired even value of n, a one-time application of the transformation method to a general polynomial of that order would lead to explicit expressions for b 11 , b 21 , and b 22 , which would then be the starting points for finding, by means only of real root-finding and extraction of square roots, the complex roots of any polynomial of that order. This could be carried out by a computer algebra system, such at Maple or Mathematica, with the results stored for later use. A library of such starting points could be stockpiled on a website for public use. Alternatively, for finding the roots of a particular polynomial, one might use computer algebra to carry out the substitution and generation of the Routh array to produce specific b 11 , b 21 , and b 22 to use as starting points.
Summary
We have described a new method, called the RSC-based transformation method, for finding the complex roots of polynomials with real coefficients. Once real roots and multiple roots have been removed, it requires only fnding the real roots of polynomials and calculating square roots of real numbers. We have illustrated this new method for polynomials of degree 4 and explained how it could be applied to polynomials of any even degree. The authors are not in a position to know whether, under certain conditions, this new method is superior to existing methods. We invite others to explore this, along with issues of computational efficiency and error control.
