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0/1-reppuongelma on kombinatorinen optimointiongelma, jossa joukosta paino-arvo-pareja
etsitään sitä osajoukkoa, joka tuottaa maksimaalisen kokonaisarvon siten, ettei kokonais-
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aikaan läsnä kaikessa inhimillisessä toiminnassa arkisista askareista aina liike-elämän ja
tieteen tarpeisiin. Näin ollen 0/1-reppuongelman laskennallinen vaikeus ei vähennä ongel-
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kimus auttaa ymmrtämään vaikeiden ja helppojen ongelmien luonnetta ja suhdetta sekä
koneellisen laskennan rajoituksia. Toisaalta tiede tutkii 0/1-reppuongelmaa palvellak-
seen reaalimaailman ongelmanratkaisutarpeita. Aiheen tutkimus on jatkunut enemmän tai
vähemmän aktiivisenä viimeiset 60 vuotta ja tuottanut siinä sivussa lukemattoman määrän
algoritmeja sekä erinäisiä tuloksia.
Tämä tutkielma keskittyy 0/1-reppuongelmaan sekä sen ratkaisumenetelmiin. Tutkielmassa
käsitellään niin klassisia kuin myös kehittyneempiä reppualgoritmeja. Algoritmien suori-
tuskykyä analysoidaan teoreettisesti, mutta erityisesti sitä mitataan käytännön koeajoil-
la. Tutkielman lopuksi ratkaisumenetelmille esitetään parannusehdotuksia, joita niin ikään
kokeillaan käytännön koeajoilla.
Tutkielma tarjoaa suomenkielisen ja melko kattavan esityksen 0/1-reppuongelman ratkai-
sumenetelmien nykytilasta. Menetelmät ovat tiettävästi osin samoja kuin muille vaikeille
kombinatorisille optimimointiongelmille, joten tutkielman sisältö voi olla hyödynnettävis-
sä laajemminkin. Lisäksi tämä tutkielma sisältää tuloksia käytännön koeajoista, jotka tar-
joavat uusia ja mielenkiintoisia havaintoja esim. FPTAS-menetelmän tehokkuudesta ja app-
roksimointitarkkuudesta. Lisäksi tutkielman antia ovat ratkaisumenetelmien kehitysideat,
jotka ovat tiettävästi osin uusia.
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The 0/1 knapsack problem is a combinatorial optimization problem that concerns a set of
items (weight-value pairs) and an overall capacity. The problem is to maximize the total
value of the items subject to the total weight being no more than the capacity. The 0/1
knapsack problem is a well known NP-hard problem, i.e. no algorithm is known that would
solve it in worst-case polynomial time. However, knapsack problems occur as a subproblem
in many different applications that needs to be solved algorithmically.
The problem is theoretically interesting because the study of this kind of problems clarifies
the computational complexity theory. On the other hand the 0/1 knapsack problem is stud-
ied due to its practical importance. These two reasons have jointly maintained the knapsack
problem as a relevant research topic over 50 years.
This thesis concentrates on the 0/1 knapsack problem and algorithms for it. The classical
algorithms are presented in detail but a selection of more sophisticated methods are also
covered. Also some new optimization techniques are presented. The performance of the
algorithms are analyzed based on the theory but especially by carrying out and reporting
an extensive set of computational experiments.
The purpose of this work is to review the current state of the knapsack research. The pre-
sented methods are applicable to other combinatorial optimization problems, too, and so
the content of the thesis can be more generally useful. In addition, the computational ex-
periments provide interesting information about the algorithms, and the new optimization
techniques seem to be significant in practice.
Esipuhe
Tämän tutkielman kirjoitusprosessi on ollut pitkällinen ja osin raskas vaellus, johon on
sisältynyt arkista puurtamista, samojen työvaiheiden uuvuttavaa toistoa sekä turhauttavaa
työtä, joka ei ole tuntunut johtavan mihinkään. Ennen kaikkea tämä prosessi on kuitenkin
ollut erittäin innostava ja mielenkiintoinen tutkimusmatka algoritmiikan syvyyksiin, joka
on mielestäni tietojenkäsittelytieteen olennaisin, mielenkiintoisin ja kenties kaunein osa-
alue.
Tutkielmassa olen perehtynyt reppuongelmaan, josta tiedän nyt valtavasti enemmän kuin
ennen työn aloittamista. Tunnen lisäksi sisäistäneeni tiettyjä algoritmiikan peruskäsitteitä,
joista koulukurssit jättivät vain pinnallisen tietämyksen. Erityisesti tämä työ on kuitenkin
antanut minulle kattavan pohjatietämyksen ja näppituntuman siitä, miten algoritmeja voi ja
kannattaa tutkia. Uskon vahvasti, että olen oppinut matkan varrella paljon enemmän kuin
tähän tutkielmaan on ylöskirjattu ja tämä tietotaito auttaa minua varmasti myös jatkossa.
Haluan sydämellisesti kiittää tutkielman ohjaajaa, professori Pekka Kilpeläistä hänen työ-
panoksestaan minun ja tämän työn hyväksi. Olen saanut ohjaajaltani rakentavaa palautetta
ja väsymätöntä opastusta koko prosessin ajan laadullisesti ja määrällisesti sellaisella an-
taumuksella, jollaisesta useimmat kanssaopiskelijat voivat vain haaveilla. Erityisesti olen
kiitollinen kaikista tutkimustyöhön liittyvistä käytännön vinkeistä, joita ei ole mahdollista




0/1-reppuongelma kombinatorinen optimointiongelma, jossa joukosta paino-arvo-
pareja haetaan osajoukkoa, joka tuottaa maksimaalisen kokonais-
arvon siten, ettei asetettua kokonaispainokattoa ylitetä
aikavaativuus/
muistintarve
algoritmin vaatimien operaatioiden/muistipaikkojen lukumäärän
asymptoottinen ala- ja/tai yläraja syötekoon suhteen ilmaistuna
ahne menetelmä ongelmanratkaisumenetelmä, joka approksimoi ratkaisua valitse-
malla lokaalisti parhaan vaihtoehdon
branch&bound (BB) ongelmanratkaisumenetelmä, joka läpikäy hakuavaruutta sys-
temaattisesti sivuuttaen haarat, jotka eivät voi sisältää ratkaisua
dynaaminen ohjel-
mointi (taulukointi)
ongelmanratkaisumenetelmä, joka ratkaisee osaongelmat vaiheit-
tain tukeutuen aiemmin ratkaistujen osaongelmien tuloksiin
FPTAS ongelmanratkaisumenetelmä, joka tuottaa ε-approksimaation
polynomisessa ajassa sekä syötekoon että virheen suhteen
heuristiikka ns. maalaisjärkeen tai valistuneeseen arvaukseen perustuva
peukalosääntö, joka pätee usein, muttei aina
heikosti NP-vaikea NP-vaikea ongelma, joka voidaan ratkaista pseudopolynomisesti
NP vaikeat päätösongelmat, joiden ratkaisu voi vaatia ylipolynomisen
ajan, mutta ratkaisu voidaan verifioida polynomisessa ajassa
NP-täydellinen ongelma, joka on NP-vaikea ja kuuluu lisäksi joukkoon NP
NP-vaikea ongelma, jonka ratkaisusta voidaan johtaa polynomiaikainen
ratkaisu mille tahansa joukon NP ongelmalle
P helpot päätösongelmat, joiden ratkaisu onnistuu polynomisessa
ajassa
pseudopolynominen (ongelmanratkaisumenetelmän) resurssitarve on polynomista
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Järkiperäisen ajattelun aamunkoitosta saakka ihminen on pyrkinyt ratkaisemaan ongelmia
sekä parantamaan aiempia ratkaisumenetelmiään. On ongelmia, joiden kohdalla tämä on
helppoa, kuten esimerkiksi ”poista omenakorista keltaiset omenat”, sillä pienikin lapsi
keksii, miten ongelma voidaan ratkaista kerta toisensa jälkeen tehokkaasti. Toisaalta on
ongelmia, jotka vaikuttavat helpoilta, mutta osoittautuvat tarkemman harkinnan jälkeen
vaikeiksi, kuten ”täytä omenakori mahdollisimman painavasti”, joka yleisessä tapauksessa
vaatii kaikkien koriin mahtuvien omenayhdistelmien läpikäynnin ja punnitsemisen.
Tietotekniikan vallankumous on verrattaen lyhyessä ajassa helpottanut ihmisten arkielämää
historiallisesti ennennäkemättömällä tavalla. Käytännössä tämä perustuu tietokonelaitteis-
ton kykyyn toistaa mekaanisia perusoperaatioita ihmisnäkökulmasta valtavalla nopeudel-
la väsymättä tai tylsistymättä. Näppärä ihminen esimerkiksi lajittelee pikkukaupungin
asukkaiden nimet aakkosjärjestykseen kenties viikossa, kun tietokonelaitteisto tekee saman
työn muutamassa sekunnissa. Tietokone ei ole kuitenkaan taikakalu, vaan ihmiselle vaikeat
ongelmat voivat olla myös tietokoneelle typerryttävän vaikeita. Esimerkiksi maksimipaina-
van omenakorin löytäminen on vaikea tehtävä myös tietokoneelle, sillä jo sadalla omenalla
työ ei vie minuutteja tai tunteja, vaan pahimmassa tapauksessa miljardeja vuosia, jolloin
Aurinko uhkaa sammua ennen työn valmistumista.
Omenakorin maksimipainava täyttö on itse asiassa yleisnimellä 0/1-reppuongelma (eng.
knapsack/rucksack problem) kulkevan ongelman erikoistapaus. 0/1-reppuongelmassa on
kyse valintasarjasta, jossa jokaiseen valintaan liittyy kontekstissaan haluttu sekä ei-haluttu
ominaisuus, joista ensimmäinen pyritään kokonaisuutena maksimoimaan siten, että jälkim-
mäinen alittaa (luonnollisen) kokonaisrajan. Ongelma on ikiaikainen ja se liittyy kaiken-
laiseen inhimilliseen toimintaan arkipäiväisestä selkärepun pakkaamisesta aina liikemaail-
man pääoman budjetointiin.
Sovellettu matematiikka on tutkinut 0/1-reppuongelmaa ainakin 100 vuotta ja tietojenkäsit-
telytiede ainakin 60 vuotta. Ongelma kiinnostaa tiedettä erityisesti teoreettiselta ja osin
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jopa filosofiselta kannalta, sillä 0/1-reppuongelman kaltaiset vaikeat ongelmat haastavat
tietokoneiden ongelmanratkaisukyvyn sekä auttavat hahmottamaan laskennallisesti help-
pojen ja vaikeiden ongelmien suhdetta ja ominaisuuksia. Tämä on kuitenkin vain kolikon
kääntöpuoli, sillä reaalimaailman reppuongelmat vaativat tehokkaita algoritmeja, joita ai-
hepiirin tutkimus niin ikään tuottaa. Skienan katsauksessa [Ski99] kombinatoristen algo-
ritmien hyödyllisyyttä sekä tarpeellisuutta on mitattu ja reppualgoritmit sijoittuvat ver-
tailun terävimpään kärkeen. Tätä taustaa vasten reppualgoritmien tutkimus- ja kehitystyö
eittämättä palvelee todellista tarvetta.
Tämä pro gradu -tutkielma käsittelee 0/1-reppuongelman ratkaisumenetelmiä. Tutkielman
aluksi luvussa 2 lukijalle esitellään 0/1-reppuongelma, muutamia sen variaatioista sekä esi-
merkkejä reaalimaailman reppuongelmista. Luvussa 3 käsitellään reppualgoritmien klas-
sisia ja yksinkertaisia perusmenetelmiä, jotka selitetään tarkalla pseudokooditasolla. Rep-
pualgoritmit perustuvat tyypillisesti erilaisiin peukalosääntöihin ja niiden käytännön suori-
tuskyvyn teoreettinen tarkastelu on haastavaa. Tästä syystä perusmenetelmät on altistettu
intensiiviselle koeajosarjalle, jonka tulokset on esitetty sekä osin selitetty luvussa 4. Maini-
tut perusmenetelmät eivät kuitenkaan kuvaa kaikkea sitä tietotaitoa, jota puolivuosisatainen
tutkimustyö reppuongelman parissa on tuottanut. Näin ollen luvussa 5 esitellään tunnettuja
perusmenetelmien parannuksia ja johdannaisia karkealla ideatasolla sekä kuvataan todelli-
nen algoritmi, joka edustaa tunnettujen reppualgoritmien parhaimmistoa. Mainitun huip-
pualgoritmin ylivertaista suorituskykyä verrataan perusmenetelmiin luvussa 6, mutta lisäk-
si motivoidaan jatkotutkimusta esittämällä tapauksia, joissa jopa huippualgoritmi on varsin
tehoton. Luku 7 koostuu kehittämisehdotuksista eräälle perusmenetelmistä. Näiden uusien
peukalosääntöjen vaikutusta käytännön suorituskykyyn mitataan jälleen kattavalla koea-
josarjalla ja tulokset raportoidaan. Tutkielman päättää luvussa 8 tutkielman sisällön ja an-




Tässä luvussa esitellään reppuongelma, jonka ratkaisumenetelmien läpikäyntiin ja analy-
sointiin tämä tutkielma keskittyy. Luvussa 2.1 selitetään tutkielmassa käytettävät keskeiset
notaatiot ja määritellään 0/1-reppuongelma, joka on tutkielman keskiössä. Luvussa 2.2 esi-
tellään kuitenkin lyhyesti myös muita reppuperheen ongelmia. Lisäksi luvussa 2.3 pureudu-
taan hieman P vs. NP -problematiikkaan, joka vaikuttaa myös reppuongelmien taustalla.
Lopuksi luvussa 2.4 motivoidaan tutkielmaa antamalla muutamia esimerkkejä reaalimaail-
man reppuongelmista.
2.1 0/1-reppuongelma
Kun reppureissaaja lähtee kiertämään maailmaa, hänen täytyy päättää, mitä tavaroita hän
reppuunsa pakkaa. Hyödyllisiä tavaroita voi olla enemmän kuin reppuun mahtuisi, joten
reissaajan on valittava ne tavarat, jotka hyödyttävät häntä eniten matkallaan. Jokainen rep-
pureissaaja tietää, että tehtävä on hankala, sillä vaihtoehtoja on monia ja parhaan lastin
löytääkseen reissaajan on arvotettava mielessään ne kaikki.
Edellinen reppureissaaja-esimerkki havainnollistaa, mistä reppuongelmassa (eng. knapsack/
rucksack problem) on kyse. Syötteenä on joukko paino-arvo-pareja sekä repun kapasiteet-
ti, jolloin tehtävänä on valita se paino-arvo-parien osajoukko, joka tuottaa maksimaalisen
yhteisarvon siten, ettei näiden yhteispaino ylitä repun kapasiteettia.
Jatkossa paino-arvo-pareja kutsutaan tavaroiksi ja niiden joukkoa merkitään I:llä. Tavaran
i painoa ja arvoa merkitään vastaavasti wi:llä ja pi:llä, kun i = 1, 2, ..., n, missä n on tava-
roiden lukumäärä, eli I := {(w1, p1), (w2, p2), ..., (wn, pn)}. Repun kapasiteettia merkitään










wixi ≤ c, (2)
kun xi ∈ {0, 1} (3)
Vektori x on siis reppuongelman kandidaattiratkaisun määrittävä totuustaulu, jonka in-
deksin i arvo määrää, valitaanko vai hylätäänkö kukin tavara (wi, pi) ∈ I . 0/1-ongelman
kohdalla tavaran valinta (ja hylkäys) tehdään täysimääräisenä ja ainoastaan kerran; ts.
osatavaroita tai toistuvasti samaa tavaraa ei ole mahdollista valita. Jatkossa kandidaatti-





k=1 xkpk. Edelleen arvoltaan suurinta reppuun mahtuvaa kandidaattiratkaisua, eli
optimiratkaisua merkitään xˆ:llä, jonka painoa ja arvoa merkitään puolestaan Ŵ :llä ja P̂ :llä.
Jatkossa oletetaan, että syötealkiot ovat positiivisia kokonaislukuja, eli wi, pi ja c ∈ N.
Lisäksi oletetaan, että syötetavaroiden yhteispaino ylittää kapasiteetin, ja että jokaisen yk-
sittäisen syötetavaran paino alittaa kapasiteetin, eli
∑n
i=1wi > c ja wi ≤ c. Esitetyt oletuk-
set yksinkertaistavat aiheen jatkokäsittelyä, mutta eivät rajoita käsittelyn yleiskäyttöisyyt-
tä [MaT90]. Positiiviset rationaalilukusyötteet voidaan nimittäin muuttaa kokonaisluvuik-
si sopivilla kertoimilla ja ei-positiiviset syötteet voidaan muuntaa positiivisiksi lähteessä
[MaT90] esitetyllä proseduurilla. Lisäksi syötteet, joiden kokonaispaino alittaa kapasitee-
tin, tuottavat triviaaliratkaisun ja tavarat, joiden paino ylittää kapasiteetin, voidaan poistaa
suoraan syötteestä.
On huomattava, että minimiarvoisen lastin löytäminen tietyllä painoalarajalla on ekvi-
valenttia maksimiarvoisen lastin löytämisen kanssa tietyllä painoylärajalla, kun syöte x
muunnetaan syötteeksi y lähteessä [Pis95] esitetyllä menetelmällä. Näin ollen esimerkiksi
tässä tutkielmassa esiteltävät reppuongelman ratkaisumenetelmät soveltuvat suoraan myös




Luvussa 2.1 formuloitu binääri- tai 0/1-reppuongelma (Määritelmä 1) on vain eräs monista
reppuongelmista. Muita tavallisia reppuperheen ongelmia ovat rajoitettu ja rajoittamaton,
osasumma-, monivalinta-, monireppuinen, tasajako- sekä monirajoittunut reppuongelma
[MaT90].
Rajoitetussa reppuongelmassa (eng. bounded knapsack) jokainen tavara voidaan vali-
ta korkeintaan m > 1 ∈ N-kertaa. Rajoittamattomassa reppuongelmassa (eng. un-
bounded knapsack) jokainen tavara voidaan puolestaan valita mielivaltaisen monta kertaa.
Osasumma-versiossa (eng. subset sum problem) tavaran i paino wi ja arvo pi ovat samat,
eli tehtävänä on valita mahdollisimman painava tavarajoukko, jonka kokonaispaino ei kui-
tenkaan ylitä kapasiteettia. Monivalinta-reppuongelmassa (eng. multiple-choice knapsack)
tavarat on jaettu ryhmiin, joista jokaisesta on valittava tulosjoukkoon ainakin yksi tavara.
Monireppuisessa ongelmassa (eng. 0/1 multiple knapsack) pakattavia reppuja on useita ja
jokainen tavara voidaan valita korkeintaan yhteen reppuun. Tasajako-ongelmassa (eng. bin-
packing problem) tavaran i paino wi ja arvo pi ovat samat ja tehtävänä on pakata tavarat
mahdollisimman pieneen määrään reppuja, joilla on sama kapasiteetti. Kun monireppuises-
ta ongelmasta poistetaan rajoite tavaran valintakertojen lukumäärälle, saadaan monirajoit-
teinen reppuongelma (eng. generalized assignment problem), joka on kaikkein yleismuo-
toisin reppuperheen ongelmista. Monirajoitteinen reppuongelma on itse asiassa yleinen
kokonaislukuohjelmointi-ongelma (eng. integer programming problem), joka on reppuon-
gelmia yleisempi kattotermi erilaisille numeerisille kokonaislukuongelmille [Pis95].
Edellä mainitut reppuongelmat muodostavat vain osan reppuongelmien koko kirjosta.
Mainittuja ja useita muitakin reppuongelmia on käsitelty ansiokkaasti esimerkiksi lähteissä
[MaT90] ja [Pis95]. Tässä tutkielmassa keskitytään kuitenkin ainoastaan 0/1-reppuongel-
maan, joten tästä eteenpäin reppuongelmilla viitataan juuri 0/1-reppuongelmaan, ellei erik-
seen muuta mainita. Tutkielmassa rajoitutaan vain yhteen reppuongelmaan, jotta työn laa-
juus pysyy hallittavana ja sisältö selkeänä. 0/1-reppuongelma valittiin, koska ongelma on
määritelmältään yksinkertainen ja kyseistä reppuongelmaa käsitellään laajasti kirjallisuu-
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dessa. Lisäksi muutkin reppuongelmat voidaan ratkaista oleellisesti samoilla ideoilla kuin
0/1-reppuongelmat [Pis95].
2.3 Vaikeista ongelmista — P , NP ja NP-vaikea
Varsin yksinkertaisesta luonnehdinnastaan huolimatta 0/1-reppuongelma on vaikea ongel-
ma [Pis95]. Ongelman kompleksisuus perustuu lastikombinaatioiden suureen lukumäärään,
joita voidaan muodostaa n:stä tavarasta peräti 2n kappaletta. Tällä hetkellä ainoa tiedossa
oleva täydellinen ratkaisumenetelmä on läpikäydä (mahdollisesti kaikki) 2n tavarayhdis-
telmää ja valita näistä optimi [Pis95]. Seuraavassa esitellään lyhyesti käsitteet P sekä NP
ja perustellaan näiden avulla, miksi voidaan väittää, että reppuongelmalle ei myöskään tulla
löytämään tehokasta ratkaisumenetelmää.
Päätösongelman sanotaan kuuluvan joukkoon P , mikäli ongelmalle on olemassa ratkaisu-
algoritmi, joka ratkaisee sen aina polynomisessa ajassa [GaJ79]. Päätösongelman sano-
taan puolestaan kuuluvan joukkoon NP , mikäli ongelman ratkaisu voi vaatia ylipoly-
nomisen ajan, mutta vastaus on aina mahdollista verifioida polynomisessa ajassa. Pätee
siis P ⊆ NP , mutta yhtäsuuruutta ei ole kyetty kumoamaan tai vahvistamaan. Uskotaan
kuitenkin, että P 6= NP . Edellisen perusteella joukon P ongelmat käsitetään yleisesti
helpoiksi ja sen ulkopuolelle jäävät (kuten joukon NP) ongelmat vaikeiksi.
Jos ongelmalla P on ominaisuus, että jokainen luokan NP ongelmista voidaan ratkaista
polynomisessa ajassa ratkaisemalla ensin ongelma P , sanotaan ongelman olevan NP-
vaikea. Jos ongelma P onNP-vaikea ja kuuluu lisäksi joukkoonNP , sanotaan ongelman
kuuluvan joukkoon NP-täydellinen [GaJ79].
Edelliset kompleksisuusluokat ovat eräs pyrkimys järjestää ylinumeroituvasti ääretöntä on-
gelmajoukkoa vaikeusasteensa perusteella erilaisiin joukkoihin, joiden avulla ongelmien
käsittely ja analysointi selkiintyisi. Kompleksisuusluokkien suhdetta on hahmoteltu kuvas-
sa 1.
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Kuva 1: Käsitteiden P , NP ja NP-vaikea suhde, joss P 6= NP (mittasuhteet mielival-
taiset)
0/1-reppuongelman kaltaisten haku- ja optimointiongelmien vaikeaksi todistaminen on
usein hyvin haastava tehtävä — voidaan jopa sanoa, että se on yhtä haastavaa kuin poly-
nomisen ratkaisumenetelmän löytäminen [GaJ79, MaT90]. Yleisesti on kuitenkin suh-
teessa helppoa todeta ongelman P olevan NP-vaikea formuloimalla polynomiaikainen
palautus, jolla jokinNP-täydellisistä ongelmista voitaisiin ratkaista ongelman P ratkaisun
avulla. Näin voidaan menetellä myös 0/1-reppuongelman (sekä luvun 2.2 muiden rep-
puongelmien kohdalla), minkä johdosta voidaan olla melko vakuuttuneita, että reppuon-
gelma on väistämättä vaikea, vaikka tätä ei ole osattu aukottomasti todistaa. Oletus perus-
tuu siis siihen, että mikäli 0/1-reppuongelmalle löydettäisiin polynominen ratkaisumene-
telmä, tämä tarkoittaisi samalla, että kaikki joukon NP(-täydelliset) ongelmat voitaisiin
ratkaista polynomisessa ajassa. Tätä voidaan kuitenkin pitää hyvin epätodennäköisenä, sil-
lä vuosikymmenten aikana lukemattomat henkilöt, joiden joukossa alan parhaita osaajia,
eivät ole kyenneet ratkaisemaan ensimmäistäkään tuhansista NP-täydellisistä ongelmista
polynomisessa ajassa.
Edelleen 0/1-reppuongelma voidaan luokitella NP-vaikeiden ongelmien osajoukkoon
heikosti NP-vaikeat ongelmat [MaT90]. Tämä tarkoittaa, että ongelmalle voidaan löytää
pseudo-polynominen ratkaisumenetelmä, joten ongelma kuuluu tietyssä mielessä joukon
NP-vaikea helpoimpiin ongelmiin — ollen siis kuitenkin vaikea. Pseudo-polynominen
aikavaativuus tarkoittaa, että ongelma voidaan ratkaista polynomisessa ajassa suhteessa
syötelukujen suuruuteen, mutta aikavaativuus on eksponentiaalista suhteessa syöteluku-
jen esityspituuteen. 0/1-reppuongelman kohdalla ratkaisumenetelmän aikavaativuus voi ol-
la esim. O(nc) (katso luku 3.2), joka on siis polynomista tekijöiden n ja c kasvun suhteen,
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mutta tekijöiden esityspituuden lineaarinen kasvu aiheuttaa aikavaativuuden eksponentiaa-
lisen kasvun.
Luvun 2.2 reppuongelmista tasajako-, monireppuinen ja monirajoitteinen ongelma ovat
vahvasti NP-vaikeita, eli näitä ongelmia ei voida ratkaista pseudo-polynomisessa ajassa,
mikäli NP 6= P [MaT90]. Muut ovat heikosti NP-täydellisiä.
2.4 Reaalimaailman reppuongelmat
Edellisessä luvussa kerrottiin useiden reppuongelmien, 0/1-versio mukaanluettuna, olevan
NP-vaikeiden ongelmien heikkoa muotoa. Tästä syystä reppuongelmat ovat teoreettises-
ti kiinnostavia, sillä ongelmat muodostavat tietyssä mielessä sillan P- ja NP-ongelmien
välille. Näin ollen reppuongelmien yli puoli vuosisataa aktiivisena jatkunut tutkimus poh-
jaa suurelta osin aiheen akateemiseen kiinnostavuuteen. Toisaalta reppututkimus perustuu
reaalimaailman tarpeisiin, sillä reppuongelmia esiintyy elämän eri osa-alueilla ja aiheen
tutkimus sekä ratkaisumenetelmien kehittäminen auttavat luomaan uusia ja kehittämään
olemassa olevia prosesseja — toisinaan hyvinkin yllättävissä yhteyksissä.
Klassisia esimerkkejä reaalimaailman reppuongelmista ovat mm. pääoman budjetointi,
kuorman lastaaminen ja resurssien jakaminen. Pääoman budjetointi on liike-elämässä
yleinen 0/1-reppuongelma, jossa toimija pyrkii investoimaan erilaisiin kohteisiin tarkoituk-
senaan tuotto-odotuksen maksimointi. Tällöin repun kapasiteetti on käytettävissä oleva
budjetti ja tavarat ovat sijoituskohteita, joilla on hinta (paino) ja tuotto-odotus (arvo).
Resurssien jakaminen voidaan puolestaan nähdä tasajako-reppuongelmana. Ongelma on
tavallinen teollisuudessa, missä toimijalla on jokin resurssi, jota se pyrkii jakamaan eri
kohteisiin tarkoituksenaan hävikin minimointi. Tällöin repun kapasiteetti on resurssiyk-
sikön määrä ja tavarat ovat resurssia tarvitsevia tahoja, joilla on resurssitarve (paino). Täl-
laisia tasajako-reppuongelmia esiintyy esimerkiksi paperiteollisuudessa, jossa paperikone
tuottaa vakiopituisia paperirullia, joista jaetaan osarullia eri asiakkaille tai jatkoproses-
seille. Tällöin on taloudellisesti älykästä pyrkiä minimoimaan tarvittavien raakapaperirulli-
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en lukumäärä, eli hävikki, täyttäen kuitenkin kaikkien asiakkaiden tarpeet. Optimointi kan-
nattaa, sillä prosenttiyksikön kasvu paperikoneen tuottamassa hävikissä aiheuttaa vuosita-
solla jopa miljoonan euron taloudelliset tappiot [Wik08]. Kuvassa 2 on annettu esimerkki
paperirullaongelmasta optimiratkaisuneen.
Kuva 2: Esimerkki resurssinjako-ongelmasta
Edellä mainittujen jokseenkin ilmeisten reaalimaailman reppuongelmien lisäksi reppuon-
gelmia esiintyy myös yllättävissä sovelluskohteissa. Esimerkkinä mainittakoon syyskuun
11. päivän terrori-iskujen uhreille omistettu muistomerkki, jonka toteutukseen liittyen
ongelmana oli sommitella uhrien nimet kahteen kivipaateen, kun järjestykselle asetet-
tiin lukuisia ehtoja. Tehtävän ratkaisussa hyödynnettiin useita algoritmeja, mutta osal-
taan tehtävä ratkesi konstruoimalla tilanteesta reppuongelma [Pau11]. Toinen mielenkiin-
toinen esimerkki on Peasah’n opinnäytetyö [Pea09], jossa pyritään ratkaisemaan, miten
ghanalaisen radioaseman tulisi valita mainosjoukosta eri lähetysväleihin mainokset siten,
että mainostulot maksimoituvat. Tilanne on suoraviivainen 0/1-reppuongelma.
Yleisesti ottaen reaalimaailman reppusovelluksissa on siis kyse siitä, että olemassa ole-
va ongelma mallinnetaan reppuongelmana, jonka ratkaisu ratkaisee myös alkuperäisen
ongelman. Salausmenetelmissä voidaan kuitenkin hyödyntää nimenomaan sitä, ettei rep-
puongelmaa kyetä ratkaisemaan tehokkaasti. Esimerkkinä mainittakoon Merkle–Hellman-
menetelmä, joka oli ensimmäinen julkisen avaimen salausmenetelmä [Ski98, s. 231]. Me-
netelmä perustuu tasasumma-reppuongelmaan, jossa syötetavarajoukosta A etsitään sitä
osajoukkoa B, joka täyttää repun täsmälleen, eli jolle
∑
i∈B wi = c [HeM78]. Ongelma on
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NP-vaikea, kuten luvussa 2.3 kerrottiin, eli suurilla syötteillä tasasumma-reppuongelma
on vaikea ratkaista. Ongelma on kuitenkin hyvin helppo, mikäli painon mukaan järjestetyil-
le tavaroille pätee, että jokaisen tavaran paino on suurempi kuin sen edeltävien tavaroiden
painojen summa, eli
∑j
i=1wi < wj+1. Tällöin ahne menetelmä (katso luku 3.4) ratkaisee
ongelman lineaarisessa ajassa. Merkle–Hellman-salausmenetelmässä reppuongelmat ovat
avaimia siten, että vaikea reppuongelma on julkinen avain ja yksityisen avaimen muodosta-
vat helppo reppuongelma sekä kaksi arvoa (jakaja ja jakojäännös). Tällöin helposta rep-
puongelmasta saadaan vaikea reppuongelma ja päinvastoin jakajan sekä jakojäännöksen




Tässä luvussa käydään läpi reppuongelman ratkaisumenetelmiä, joissa hyödynnetään klas-
sisia ratkaisutekniikoita suoraan, eli puhutaan perusratkaisumenetelmistä. Käsittelyssä on
pyritty pitämään oppikirjamainen ote esittämällä menetelmät pseudokoodi-muodossa ja
havainnollistamalla niiden toimintaa esimerkein. Mukana on niin optimituloksen tuottavia
kuin myös tätä approksimoivia menetelmiä.
Tämän luvun perusratkaisumenetelmät ovat tehokkaita ja käyttökelpoisia myös reaalimaa-
ilman reppuongelmissa, mutta luvun 5 hienostuneemmat ratkaisumenetelmät edustavat kui-
tenkin tämän hetken parhaita reppualgoritmeja. Tämän luvun perusratkaisumenetelmien
suorituskykyä on myös testattu empiirisesti ja tulokset on esitetty luvussa 4.
Luku alkaa johdannolla (luku 3.1). Tätä seuraa tarkkojen perusratkaisumenetelmien dy-
naaminen ohjelmointi ja branch & bound käsittely luvuissa 3.2 ja 3.3. Tämän lisäksi lu-
vuissa 3.4 ja 3.5 läpikäydään approksimointimenetelmiä ahne menetelmä sekä arvojen
skaalaaminen.
3.1 Johdanto
Kuten luvussa 2.3 todettiin, reppuongelman ainoa tiedossa oleva täydellinen ratkaisumene-
telmä on läpikäydä (mahdollisesti kaikki) kandidaattiratkaisut, joita voi olla jopa 2n kap-
paletta. Tämä tarkoittaa pahimmassa tapauksessa eksponentiaalista aikavaativuutta. Eks-
ponentiaalisen aikavaativuuden vaikutusta suoritusaikoihin on demonstroitu taulukossa 1,
kun oletetaan, että alkion käsittely vie yhden nanosekunnin, eli sekunnin miljardisosan.
Taulukko 1: Eksponentiaalisen aikavaativuuden vaikutus suoritusaikoihin
syötekoko 10 20 30 40 50 60 70 80 90
aika 0.001 ms 1 ms 1 s 18 min 13 d 37 y 4× 105 y 4× 108 y 4× 1011 y
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Edellä olevan taulukon syötekoko/suoritusaika-suhde kuvaa eksponentiaalisen kasvun luon-
netta: esimerkissä ongelmat 30 syötealkioon saakka ovat helposti ratkaistavissa, mutta jo
80 alkion syötteellä ongelman ratkaisuajat ylittävät nelinkertaisesti maailmankaikkeuden
nykyiän. Tätä taustaa vasten on helppo ymmärtää, miksi pahimmillaan eksponentiaalisen
ajan vaativa reppuongelma on vaikea.
Toisaalta reppuongelman kohdalla tilanne ei ole kuitenkaan niin toivoton, kuten edellä ole-
va esimerkki antaa ymmärtää. Reppuongelman, kuten monien muidenkin NP-vaikeiden
ongelmien kohdalla kandidaattiratkaisuja voidaan nimittäin poissulkea tehokkaasti muuta-
malla perustekniikalla, mikä nostaa käytännössä ratkaistavissa olevien ongelmien maksi-
milaajuutta huomattavasti. Tarkkojen ratkaisumenetelmien osalta tällaisia perustekniikoita
ovat dynaaminen ohjelmointi ja branch & bound.
Dynaaminen ohjelmointi, eli taulukointi, voidaan nähdä kandidaattiratkaisujen muodosta-
man hakuavaruuden leveyssuuntaisena läpikäyntinä, jossa kohti lopullista ratkaisua kulje-
taan nojautumalla aiemmin laskettuihin ja taulukoituihin osaratkaisuihin. Branch & bound
on sen sijaan kandidaattiratkaisujen läpikäyntiheuristiikka, jossa tietyn yläraja-arvion pe-
rusteella karsitaan haaroja, jotka eivät voi viedä kohti optimiratkaisua.
Optimitulosta approksimoivia perusmenetelmiä ovat puolestaan ahne menetelmä sekä
approksimointi arvoja skaalaamalla. Ahne menetelmä valitsee lastiin järjestyksessä yk-
sikköarvoltaan parhaita tavaroita sivuuttaen repusta ylivuotavat tavarat. Arvojen skaalaus
puolestaan hyödyntää taulukontia, jossa aikavaativuuden yläraja riippuu optimilastin ar-
vosta, jolloin siis kaikkien arvojen alaspäin skaalaus laskee aikavaativuutta, mutta samalla
menetetään tarkkuutta.
Seuraavissa luvuissa läpikäydään tarkemmin edellä mainittuja menetelmiä.
19
3.2 Dynaaminen ohjelmointi (tapa I)
Dynaaminen ohjelmointi, eli taulukointi, kuten sitä jatkossa nimitetään, on ongelmaratkai-
sumenetelmä, jossa vaikea ongelma jaetaan helpommin ratkaistavissa oleviin osaongelmi-
in. Bellman formuloi jo 50-luvulla taulukoinnin keskeisen teorian ja samalla vuosikym-
menellä löydetty reppuongelman ensimmäinen (ei-naiivi) ratkaisumenetelmä perustui niin
ikään taulukointiin [MaT90].
Taulukointia on tutkittu ja käytetty reppuongelmissa myös seuraavina vuosikymmeninä,
mutta hiljalleen tutkimuksen fokus on siirtynyt seuraavassa luvussa (3.3) käsiteltävään
branch & bound -menetelmään [MaT90]. Tästä huolimatta taulukointi on edelleen ajan-
kohtainen menetelmä, sillä hyvin haastavien syötetyyppien kohdalla taulukointi on ylei-
sesti paras menetelmä, kuten luvun 4 kokeilut osoittavat. Lisäksi taulukoinnin ja branch &
boundin yhdistelmäalgoritmeilla on saatu erittäin hyviä tuloksia, mistä enemmän luvuissa
5 ja 7.
Taulukoinnin lähtökohtana on siis, että monimutkainen ongelma jaetaan ensin pienempiin
osaongelmiin, joita kokoavasti ratkaisemalla edetään kohti lopullista ratkaisua. Kyse on
siis tältä osin hajoita ja hallitse -menetelmästä, johon esim. lomituslajittelu perustuu. Rep-
puongelman kohdalla syntyy kuitenkin tilanteita, että tietyt osaongelmat ovat olennaisesti
sama ongelma. Taulukoinnissa hajoita ja hallitse -menetelmää täydennetäänkin siten, et-
tä päällekkäiset osaongelmat ratkaistaan vain kertaalleen ja tulokset tallennetaan, jolloin
tuloksia voidaan hyödyntää seuraavissa osaongelmissa ilman uudelleenlaskentaa [MaT90].
Kun tavaraskaalaa lisätään asteittain ja huomioidaan lisäksi osaratkaisujen täydennysten
kattokapasiteetti c˜, 0/1-reppuongelma voidaan ratkaista taulukoimalla seuraavan rekursio-
yhtälön mukaisesti [MaT90]:
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Määritelmä 2. Olkoot tavarat {(w1, p1), (w2, p2), ..., (wi, pi)} ⊆ I ja repun kapasiteetti
c˜ ≤ c. Tällöin kyseisen (osa)reppuongelman (määritelmä 1) optimaalisen lastin arvo
Ai,c˜ =

0, jos i = 0 tai c˜ = 0
Ai−1,c˜, jos wi > c˜
max{Ai−1,c˜, Ai−1,c˜−wi + pi}, muuten
Määritelmä 2 tarkoittaa, että jos wi > c˜, eli tavara i ei mahdu tilavuuteen c˜, arvokkain lasti
tavaroista {(w1, p1), (w2, p2), ..., (wi, pi)} tilavuuteen c˜ on sama kuin tavaroista {(w1, p1),
(w2, p2), ..., (wi−1, pi−1)} tilavuuteen c˜. Toisaalta, jos wi ≤ c˜, eli tavara i mahtuu (osa)rep-
puun, arvokkain lasti saadaan joko hylkäämällä tavara i ja valitsemalla tavaroiden {(w1, p1),
(w2, p2), ..., (wi−1, pi−1)} arvokkain lasti, joka mahtuu tilavuuteen c˜, tai lisäämällä tavara i
arvokkaimpaan lastiin tavaroista {(w1, p1), (w2, p2), ..., (wi−1, pi−1)}, joka mahtuu tilavuu-
teen c˜−wi. Lisäksi kapasiteetin tai tavaroiden lukumäärän ollessa nolla optimaalisen lastin
arvo on triviaalisti nolla.
Reppuongelman optimilasti saadaan siis hyödyntämällä edellistä rekursioyhtälöä siten, että
tavaraindeksin i annetaan käydä 1:stä n:ään sekä (osa)repun kapasiteetin c˜ annetaan käydä
1:stä c:hen ja tulokset taulukoidaan, kunnes saadaan haluttuAn,c. Algoritmi voidaan kuvata
seuraavasti [Lev06, luku 8.4]:
Algoritmi 1. Dynaaminen ohjelmointi, eli taulukointi (tapa I)
procedure DYN-1a(I: integer[2][n], c: integer) returns integer:
// Ratkaisee 0/1-reppuongelman syötetavaroilla I := {(w1, p1), (w2, p2), ..., (wn, pn)},
// kun repun kokonaiskapasiteetti on c.
A := new integer[n + 1, c + 1]; // optimituotot osatavaroiden ja osatilavuuksien reppuongelmille
for i := 0 to n do Ai, 0 := 0;
for c˜ := 1 to c do A0, c˜ := 0;
for i := 1 to n do
for c˜ := 1 to c do
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Ai, c˜ := Ai−1, c˜;
if c˜ ≥ wi and Ai−1, c˜−wi + pi > Ai, c˜ then
Ai, c˜ := Ai−1, c˜−wi + pi;
return An, c;
Algoritmista 1 nähdään selvästi, että taulukoinnin aikavaativuus on Θ(nc), sillä algorit-
mi koostuu olennaisesti kahdesta sisäkkäisestä silmukasta. Muistivaatimus on niin ikään
Θ(nc), mikä on myös nähtävissä suoraan, sillä muistinkulutus koostuu olennaisesti täytet-
tävästä taulukosta. Seuraavassa annetaan esimerkki yksinkertaisesta 0/1-reppuongelmasta,
joka ratkaistaan edellisellä algoritmilla.
Esimerkki 1. Ratkaise 0/1-reppuongelma taulukoimalla, kun repun kapasiteetti c = 5 ja
tavarat on määritelty seuraavasti:





Alla on esitetty, kuinka algoritmi 1 rakentaa taulukon yllä olevan reppuongelman syötteil-
lä. Vasemmanpuoleisessa taulukossa ollaan tilanteessa, jossa puolet taulukoinnista on jo
suoritettu ja tarkastellaan solua (i, c˜) = (2, 5). Kapasiteetti c˜ = 5 voidaan täyttää kahdel-
la tavaralla käyttämällä vain ensimmäistä, eli saavutettava kokonaistuotto on vähintään
aiemmin taulukoitu (i, c˜) = (1, 5) = 3. Tarkastellaan kuitenkin kokonaistuottoa, jos myös
toista tavaraa hyödynnetään. Tavaralistan toinen tavara mahtuu tyhjään (osa)reppuun, sil-
lä w2 = 1 ≤ 5. Lisäksi repun loppuosa voidaan täyttää optimaalisesti tavalla, joka on jo
taulukoitu soluun (i, c˜) = (1, 4) = 3. Näin ollen kahta tavaraa hyödyntämällä optimituotto
on p2 + 3 = 5, joka ylittää yhdellä tavaralla saavutetun optimituoton 3. Näin ollen asete-
taan (i, c˜) = (1, 5) = 5 ja jatketaan eteenpäin vastaavasti. Oikeanpuoleisessa taulukossa
ollaan tilanteessa, jossa algoritmi on päässyt suorituksensa loppuun ja esitetyn reppuon-
gelman optimilastin arvo voidaan lukea solusta (n, c) = (4, 5) = 6.
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c
5 0 3 ? ? ?
4 0 3 3 ? ?
3 0 0 2 ? ?
2 0 0 2 ? ?
1 0 0 2 ? ?
0 0 0 0 0 0
0 1 2 3 4 i
c
5 0 3 5 5 6
4 0 3 3 3 6
3 0 0 2 2 6
2 0 0 2 2 4
1 0 0 2 2 2
0 0 0 0 0 0
0 1 2 3 4 i
Useissa käytännön tilanteissa ollaan kiinnostuttu reppuongelman optimituoton lisäksi myös
siitä, mitkä tavarat kuuluvat optimilastiin. Tätä ei nähdä suoraan (=vakioajassa) algoritmin
1 koostamasta taulukosta, mutta optimilastin tavarat saadaan kuitenkin selville kulkemal-
la taulukko läpi lopusta alkuun ajassa O(n). Algoritmi ja algoritmin toimintaa kuvaava
esimerkki on esitetty seuraavassa [MaT90]:
Algoritmi 2. Optimilastin tavarat taulukoinnin tuloksesta
procedure DYN-1b(A: integer[n][c]) returns boolean[n]:
// Lukee algoritmin DYN-1a taulukointiratkaisusta A optimiarvoisen tavarajoukon
B := new boolean[n]; // totuustaulu optimitulokseen kuuluvista ja kuulumattomista tavaroista
for j := 1 to n do Bj := false; // alustetaan optimilasti tyhjäksi
i := n; // tarkastellaan taulukointia...
c˜ := c; // ...lopusta alkuun
while i > 0 do
if Ai,c˜ 6= Ai−1,c˜
Bi := true; // tavara kuuluu optimilastiin
i := i− 1;
c˜ = c˜− wi;
else
i := i− 1;
return B;
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Esimerkki 2. Ratkaise esimerkin 1 tapauksessa, mitkä tavarat kuuluvat optimiarvon tuot-
tavaan lastiin.
Sovelletaan algoritmia 2 alla olevan kuvan 3 havainnollistamalla tavalla.
Kuva 3: Algoritmin 2 suoritus esimerkissä 2.
Kuvassa nuolet osoittavat algoritmin hakupolkua, ympyrät optimitulokseen valittuja ja
neliöt optimituloksesta hylättyjä tavaroita. Algoritmia 2 seuraamalla saadaan siis opti-
miarvon 6 tuottavaksi lastiksi {2, 4}.
3.3 Branch & bound
Branch & bound (jatkossa BB) on optimointitehtävien ratkaisumenetelmä, joka perustuu
läpikäytävän hakuavaruuden karsimiseen jollain älykkäällä tavalla [PaS98]. BB soveltuu
erityisestiNP-vaikeiden ongelmien ratkaisuun, joille ei ole löydetty aikavaativuusmielessä
parempia ratkaisumenetelmiä. BB-menetelmä löydettiin 60-luvulla ja myöhemmin samal-
la vuosikymmenellä formuloitiin ensimmäinen BB-algoritmi reppuongelmille [MaT90].
Tämän jälkeen reppuongelmille on kehitetty lukuisia tehokkaita algoritmeja, jotka perustu-
vat olennaisesti BB-menetelmään. Voidaankin sanoa, että reppuongelmia ratkaistaessa BB
on perusmenetelmistä yleensä tehokkain, mikä on nähtävissä myös luvun 4 kokeiluista.
Nimensä mukaisesti BB koostuu hakuavaruudessa etenemisestä (=branch, haaraudu) sekä
etenemisen pysäyttämisestä (=bound, rajoita) [PaS98]. Haarautuminen tarkoittaa, että BB
koostaa syötejoukosta puumaista hakuavaruutta, jonka jokaisesta solmusta haaraudutaan
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pistevieraisiin osahakuavaruuksiin. Näin ollen puun juuri edustaa koko hakuavaruutta, ja
jokainen sisäsolmu edustaa hakuavaruuden tiettyä osajoukkoa. Menetelmän tehokkuuden
kannalta on keskeistä, kuinka pitkälle tiettyä hakuavaruuden osajoukkoa läpikäydään en-
nen etenemisen pysäyttämistä. Jos etenemistä ei pysäytetä lainkaan, BB toimii kuin naiivi
menetelmä käyden kaikki ratkaisuvaihtoehdot systemaattisesti läpi.
Jotta koko hakuavaruutta ei läpikäydä, BB-menetelmään liittyy sovelluskohtainen rajafunk-
tio f , joka kertoo, voiko optimiratkaisu löytyä tietyn solmun täydennyksistä, eli kannat-
taako solmusta haarautua [MaT90]. Esimerkiksi maksimointiongelmissa rajafunktio antaa
tietylle solmulle ylärajan, jota solmun täydennykset eivät voi ylittää [Lev06]. Rajafunktion
arvoa verrataan todelliseen maksimiarvoon P˜ , jonka jo läpikäydyn solmujoukon optimi
tuottaa. Jos rajafunktion arvo alittaa maksimiarvon, ei kyseistä hakuavaruuden osajoukkoa
kannata tutkia tarkemmin.
Käytännössä BB-menetelmän tehokkuus riippuu olennaisesti etenemisheuristiikan sekä ra-
jafunktion valinnasta [MaT90]. Etenemisheuristiikka kertoo, miten haku etenee hakupuus-
sa. Tavallisia vaihtoehtoja ovat leveys- ja syvyyssuuntainen sekä best-first-haku. Rajafunk-
tio voidaan niin ikään määrittää usealla tavalla. Rajafunktion tehokkuus muodostuu sen
kyvystä poissulkea hakuavaruuden haaroja ja toisaalta funktion laskennallisesta komplek-
sisuudesta. Funktiota valittaessa on siis usein tasapainoteltava kahden edellisen välillä.
Kun reppuongelmaa ratkaistaan seuraavassa esitettävällä BB-menetelmällä, alkuehtona
on, että syötejoukko I = {(w1, p1), (w2, p2), ..., (wn, pn)} on lajiteltu yksikköarvojensa
mukaisesti laskevaan järjestykseen. Tavaran xi yksikköarvo (jatkossa lyhyemmin p1xi) on
tavaran ”kilohinta”, eli arvo jaettuna painolla. Mikäli syötejoukko I on p1-mielessä laske-












Syöte saadaan p1-järjestykseen millä tahansa tehokkaalla lajittelualgoritmilla, kuten esi-
merkiksi lomituslajittelulla, lähes lineaarisessa ajassa (O(n log n)) ja lineaarisessa tilassa
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(O(n)). Seuraavassa on esitetty esimerkin 3 tavarajoukko järjestettynä vaadittuun järjestyk-
seen:
Esimerkki 3. Järjestä esimerkin 1 tavarajoukko yksikköarvojen mukaisesti laskevaan
järjestykseen.
Käytetään esimerkiksi lomituslajittelua ja saadaan seuraava tavaralista:
tavara i paino wi arvo pi yksikköarvo piwi
1 1 2 2
2 2 4 2
3 4 3 0,75
4 3 1 0,333...
BB-algoritmi voidaan jakaa aliprosesseihin etene, palaa, laske yläraja ja päivitä optimi.
Algoritmi ottaa aluksi etenemis-askeleen ja muodostaa hakupuun tyhjästä tavarajoukos-
ta. Aina uutta solmua muodostettaessa tarkistetaan ensin, että täydennetty tavarajoukko
x mahtuu reppuun, eli Wx ≤ c. Juurisolmun kohdalla tyhjä tavarajoukko mahtuu trivi-
aalisti reppuun. Sisä- ja lehtisolmujen kohdalla näin ei kuitenkaan välttämättä ole, jol-
loin algoritmi ottaa paluu-askeleen. Paluu-askeleen suunta riippuu valitusta heuristiikasta.
Tässä luvussa käytetään syvyyssuuntaista hakua, joka on osoittautunut käytännössä varsin
tehokkaaksi vaihtoehdoksi [MaT90]. Mikäli uuden solmun edustama tavarajoukko mahtuu
reppuun, lasketaan tavarajoukon arvo Px, ja mikäli arvo on suurempi kuin tarkasteluhetken
optimituloksen arvo, eli Px > P˜ , päivitetään maksimiarvo.
Tämän jälkeen lasketaan yläraja solmun edustaman taravajoukon täydennyksille. Tässä lu-
vussa käytetty Dantzigin rajafunktio f1 on esitetty määritelmässä 3. Kyseinen funktio on
yksinkertaisuudestaan huolimatta käytännössä varsin tehokas. Itse asiassa rajafunktiota f1
käytettiin vuosikymmenten ajan lähes kaikissa BB-algoritmeissa, sillä se tarjosi tiukimman
tiedossa olevan ylärajan [MaT90]. Lisäksi intuitiivisesti on selvää, että määritelmä 3 todella
antaa lisäykselle ylärajan.
Määritelmä 3. Olkoot lasti x joukosta I` siten, että lastia voidaan täydentää tavaroilla
{(wj+1, pj+1), (wj+2, pj+2), ..., (wn, pn)}. Lastin kokonaisarvo on siis Px ja kokonaispaino
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Wx, jolloin käytettävissä oleva kapasiteetti c˜ = c−Wx. Tällöin lastin täydennyksien arvon
yläraja on
f1(x) = Px + c˜× pj+1
wj+1
(5)
Kun tavarajoukon x täydennysten arvon yläraja on laskettu, verrataan kyseistä arvoa
tarkasteluhetkellä tiedossa olevaan kokonaisarvoltaan parhaaseen lastiin, jonka arvo on P˜ .
Jos f1(x) ≤ P˜ , tiedetään, että tavarajoukkoa x ei voida täydentää optimia tuottavaksi, sil-
lä jokin jo aiemmin tarkastettu ratkaisukandidaatti tuottaa paremman kokonaistuoton kuin
mikään lastin x täydennys. Näin ollen BB-algoritmi ottaa paluu-askeleen johonkin sol-
muun, jota täydentämällä saattaisi löytyä parempi ratkaisu kuin paras tarkasteluhetkellä
tiedossa oleva ratkaisu on. Jos puolestaan f1(x) > P˜ , tiedetään, että tavarajoukko x voi ol-
la mahdollista täydentää optimiratkaisuksi, joten algoritmi ottaa toisen etenemis-askeleen
heuristiikan mukaisesti siten, että eteneminen solmun vasempaan lapseen tarkoittaa tavaran
i lisäämistä lastiin, ja eteneminen oikeaan lapseen tavaran i lisäämättä jättämistä. Jos haku
etenee lehtisolmuun, eli tilanteeseen i = n, lasketaan ratkaisukandidaatin arvo, päivitetään
tarvittaessa maksimiarvo ja otetaan paluu-askel. Mikäli ollaan tilanteessa, ettei haku voi
palata mihinkään, algoritmin suoritus on päättynyt ja tiedetään, että P̂ = P˜ ja x̂ = x˜.
Seuraavassa on esitetty edellä kuvattu algoritmi 3 mukaellen teoksen [MaT90] esitystä:
Algoritmi 3. Branch & Bound -menetelmä
procedure BB(I`: integer[2][n], c: integer) returns boolean[n]:
// Ratkaisee 0/1-reppuongelman syötetavaroilla I` = {(w1, p1),
// (w2, p2), ..., (wn, pn)}, kun c on repun kapasiteetti




x := new boolean[n]; // kandidaattiratkaisu
Px := 0; // kandidaattiratkaisun arvo
P˜ := 0; // arvokkaimman löydetyn ratkaisun arvo
j := 1; // vuorossa oleva tavara
laske_yläraja(); // suoritus käynnistyy
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procedure laske_yläraja():
u := Px + c× ( pjwj );
if u > P˜ then etene();
else palaa();
procedure etene():
if wj ≤ c then
c := c− wj;





j := j + 1;








i := max{k < j : xk = true};
if i = Nil then return x˜;
c := c + wi;
p := Px − pi;
xi := false;
j := i + 1;
laske_yläraja();
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Edellä kuvatulle algoritmille 3 ei ole löydettävissä muuta aikavaativuuden ylärajaa kuin
O(2n), sillä pahimmassa tapauksessa menetelmä toimii kuin naiivi menetelmä läpikäyden
kaikki ratkaisukandidaatit. Muistinkäytön osalta algoritmi 3 on tehokas, sillä sen muistin-
tarve kasvaa lineaarisesti syötekoon kasvaessa, eli muistivaatimus on O(n). Seuraavassa
havainnollistetaan BB-menetelmää esimerkin avulla.
Esimerkki 4. Ratkaise 0/1-reppuongelma BB-menetelmällä, kun repun kapasiteetti c = 5
ja syötetavarat on esitetty esimerkissä 3.
Algoritmin BB suoritus on esitetty kuvassa 4. Havaitaan, että algoritmi löytää optimin
13 askeleella. Punaiset solmut edustavat tilanteita, joissa tarkasteltava tavarajoukko (tai
mikään sen täydennys) ei mahdu reppuun. Keltaiset solmut edustavat puolestaan tilantei-
ta, joissa ylärajafunktio (5) onnistuu sulkemaan solmun jälkeläiset pois mahdollisten op-
timiratkaisujen joukosta. Solmujen numerointi edustaa järjestystä, jolla algoritmi etenee
solmuihin.
Kun algoritmi etenee esimerkiksi solmuun 3, havaitaan aluksi, että lasti {1, 2} mahtuu
reppuun ja lastin kokonaisarvo 6 on suurempi kuin tarkasteluhetken maksimiarvo 2, eli
päivitetään P˜ = 6. Tämän jälkeen havaitaan, että solmun täydennysten yläraja f(x) = 7, 5
on suurempi kuin päivitetty maksimiarvo 6. Näin ollen algoritmi luo lapsisolmut tavara-
joukoille {1, 2, 3} ja {1, 2}, joista se etenee ensin mainittuun syvyyshaun mukaisesti. Ky-
seisessä solmussa 4 kuitenkin havaitaan, että tavarajoukon {1, 2, 3} kokonaispaino ylittää
repun tilavuuden, eli algoritmi ottaa paluu-askeleen solmuun 5.
Solmussa 8 algoritmi puolestaan havaitsee, että lasti {1} mahtuu reppuun, mutta sen täy-
dennyksille saadaan yläraja f(x) = 5, joka on kuitenkin pienempi kuin sen tarkasteluhetken
maksimiarvo P˜ = 6. Näin ollen hakua ei ole tarpeen jatkaa solmun 8 lapsiin, vaan algo-
ritmi ottaa paluu-askeleen.
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Kuva 4: BB-algoritmin suoritus esimerkissä 4
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3.4 Ahne menetelmä
Ahne menetelmä on ongelmanratkaisumenetelmä, joka etenee kohti kokonaisratkaisua va-
litsemalla paikallisesti parhaan vaihtoehdon. Menetelmä tavoittelee optimitulosta, mutta
käytännössä tulos usein approksimoi optimia tietyllä tarkkuudella. Koska yksinkertainen
ahne menetelmä tuottaa approksimaatioita polynomisessa ajassa se soveltuu hyvin rep-
puongelman kaltaisten vaikeiden ongelmien approksimointimenetelmäksi, mikäli mah-
dollinen virhe voidaan hyväksyä.
Kun reppuongelmaa ratkaistaan ahnaasti, täytyy syötetavarajoukko järjestää ensin yk-
sikköarvojensa mukaisesti laskevaan järjestyksessä (katso kaava (4)). Lajittelun jälkeen
ahne menetelmä yksinkertaisesti käy tavaralistan läpi ja valitsee tulosjoukkoon jokaisen
vielä mukaan mahtuvan tavaran [MaT90]. Mikäli ensimmäisestä tavarasta, joka ei mah-
du lastiin, voisi valita mukaan vain murto-osan, menetelmä tuottaisi optimituloksen. 0/1-
reppuongelmassa jokainen tavara voidaan kuitenkin vain valita kokonaan tai olla valitse-
matta lainkaan. Näin ollen menetelmän approksimaatio voi jäädä mielivaltaisen kauas op-
timista, mikä voidaan todeta seuraavasta esimerkistä:
Esimerkki 5. Ratkaise 0/1-reppuongelma ahneella menetelmällä, kun repun kapasiteetti
c = k ja tavarat on määritelty seuraavasti:
tavara i paino wi arvo pi
1 1 1
2 k k − 1
Kun k ≥ 2, esitetty ahne menetelmä valitsee tulosjoukkoon vain tavaran 1, joka on yk-
sikköarvomielessä tavaraa 2 parempi. Saavutettu kokonaisarvo jää kuitenkin tällöin mieli-
valtaisen kauas optimista, kun k on riittävän suuri.
Ahnetta menetelmää on kuitenkin helppo täydentää siten, että se takaa 0,5-approksimaation,
eli tuloksen, joka on vähintään 50 % optimista [MaT90]. Olkoot P˜ lastin kokonaisarvo,
jonka edellä esitetty ahne heuristiikka tuottaa. Olkoot lisäksi pˆ arvoltaan paras tyhjään
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reppuun mahtuvista tavaroista. 0,5-approksimaatioon päästään, kun valitaan max{P˜ , pˆ},
eli parempi kahdesta edellisestä [MaT90]. Todistus sille, että kyseinen täydennetty heu-
ristiikka tuottaa 0,5-approksimaation on esitetty esimerkiksi Pekka Kilpeläisen muistiossa
[Kil10a]. Samassa muistiossa on myös näytetty, että 0,5-raja on tiukka, eli approksimaa-
tio voi todella jäädä mielivaltaisen lähelle puolta optimista. Seuraavassa on esitetty edellä
kuvattu ahne algoritmi [MaT90]:
Algoritmi 4. Ahne menetelmä
procedure greedy(I`: integer[2][n], c: integer) returns boolean[n]:
// Tuottaa 0,5-approksimaation 0/1-reppuongelmalle syötetavaroilla I` = {(w1, p1),
// (w2, p2), ..., (wn, pn)}, kun repun kokonaiskapasiteetti on c.




P˜ := 0; // kandidaattiratkaisun arvo
pˆ := 0; // arvokkaimman yksittäisen tavaran arvo
j := 1; // vuorossa oleva tavara
while j ≤ n do
if c > wj then
c := c− wj;
P˜ := P˜ + pj;
if pj > pˆ then
pˆ := pj;
j := j + 1;
returnmax{P˜ , pˆ};
Reppuongelmien ahne ratkaisumenetelmä voidaan toteuttaa lähes lineaarisessa ajassa, sillä
algoritmin työläin osa, eli lajittelu, voidaan toteuttaa esimerkiksi lomituslajittelulla ajas-
sa O(n log n). Muistivaatimus on lineaarista (O(n)), sillä muistintarve koostuu olennais-
esti syötetavaroiden säilyttämisestä. Seuraavassa on havainnollistettu ahneen menetelmän
toimintaa esimerkin avulla:
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Esimerkki 6. Ratkaise 0/1-reppuongelma ahneella menetelmällä, kun repun kapasiteetti
c = 5 ja tavarat on määritelty seuraavasti:
tavara i paino wi arvo pi yksikköarvo piwi
1 1 2 2
2 2 4 2
3 4 3 0,75
4 3 1 0,333...
Algoritmia 4 seuraamalla havaitaan, että ahne menetelmä valitsee tulosjoukkoon järjestyk-
sessä tavarat 1 ja 2, mutta hylkää loput, sillä kumpikaan jäljellä olevista tavaroista ei
mahdu enää reppuun. Näin ollen menetelmän löytämän tulosjoukon yhteisarvo p{1,2} = 6.
Yhteisarvo on suurempi kuin arvokkaimman yksittäisen tavaran (p2 = 4) arvo, joten {1, 2}
jää myös lopulliseksi tulokseksi. Voidaan havaita, että tulos on sama, jonka BB-menetelmä
antoi samalle syötejoukolle esimerkissä 3, eli tässä tapauksessa ahne menetelmä löytää op-
timituloksen. Tulos ei ole yllättävä, sillä käytännössä ahne menetelmä antaa hyvin tarkko-
ja tuloksia, vaikka se takaa vain 0,5-approksimaation. Luvun 4 empiirisistä kokeiluista
voidaan havaita, että poikkeama optimista on tyypillisesti alle prosentin.
3.5 Täysi polynominen ε-approksimaatio
Edellisessä luvussa 3.4 esitettiin yksinkertainen ahne approksimointimenetelmä 0/1-reppu-
ongelmalle. Kuten todettua, kyseinen polynomisen ajan vaativa ahne menetelmä takaa aino-
astaan 0,5-approksimaation, eli tulos voi olla heikoimmillaan puolet optimista. Tarkempia
approksimaatioita voidaan kuitenkin muodostaa ε-approksimointiskeemojen avulla, jotka
takaavat ε-approksimaation polynomisessa ajassa [PaS98, luku 17]. Tämä tarkoittaa, että
approksimaatioratkaisun arvo on vähintään osuus (1− ε) optimista. Seuraavassa esitellään
tarkan tuloksen tuottava taulukoiva algoritmi (luku 3.5.1) sekä menetelmä, jolla kyseisellä
algoritmilla saadaan muodostettuja ε-approksimaatioita (luku 3.5.2).
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3.5.1 Dynaaminen ohjelmointi (tapa II)
Luvussa 3.2 esiteltiin dynaamisen ohjelmoinnin, eli taulukoinnin periaate sekä formuloitiin
taulukointiin perustuva reppualgoritmi, jonka pseudo-polynominen aikavaativuus riippuu
tavaroiden lukumäärän lisäksi repun kapasiteetista. Tämä ei ole kuitenkaan ainoa näkökul-
ma taulukointiin. Taulukointi voidaan nimittäin toteuttaa myös listamuodossa täydentämäl-
lä aiempia kandidaattiratkaisuja iteratiivisesti uudella tavaralla säilyttäen samanarvoisista
välituloksista vain tilavuudeltaan pienin [Meh84, luku VI.7.3].
Listamuotoinen taulukointi valitsee ensimmäiseksi kandidaattiratkaisuksi tyhjän joukon
x = [0, 0, ..., 0]. Tämän jälkeen algoritmi valitsee ensimmäisen syötetavaran, jolla tyhjää
joukkoa täydennetään, eli muodostetaan uusi joukko x′ = [1, 0, 0, ..., 0]. Mikäli joukko x′
mahtuu tyhjään reppuun, eli Wx′ ≤ c, lisätään x′ kandidaattiratkaisujen listaan L, jolloin
L = {(x,Wx, Px), (x′,Wx′ , Px′)}. Näin edetään pyrkimällä täydentää iteratiivisesti listan
L lasteja vuorotellen jokaisella syötetavaralla xj ja lisäämällä reunaehdot täyttävät täyden-
nykset kandidaattiratkaisujen avaruuteen. Kokonaistilavuuden lisäksi kandidaattiratkaisu-
jen lukumäärää rajoitetaan myös toisen reunaehdon avulla. Jokaiselle reppuun mahtuvalle
täydennykselle x nimittäin lasketaan kokonaisarvo Px, jonka arvoa verrataan listalla L ole-
vien kandidaattiratkaisujen kokonaisarvoihin. Mikäli listalta L löydetään saman kokonais-
arvon jakava kandidaattiratkaisu x′, näistä arvoduplikaateista säilytetään vain kokonais-
tilavuudelta pienempi. Lopuksi algoritmi löytää optimituloksen valitsemalla arvoltaan suu-
rimman kandidaattiratkaisun listalta L. Seuraavassa on esitetty edellä kuvattu taulukoiva
algoritmi [Meh84, luku VI.7.3]:
Algoritmi 5. Dynaaminen menetelmä, eli taulukointi (tapa II)
procedure DYN-2(I: integer[2][n], c: integer) returns integer:
// Ratkaisee 0/1-reppuongelman syötetavaroilla I := {(w1, p1), (w2, p2), ..., (wn, pn)},
// kun repun kokonaiskapasiteetti on c.
L := {([0, 0, ..., 0], 0, 0)}; // kandidaattiratkaisujen avaruus
for i := 1 to n do
34
for (x,Wx, Px) ∈ L do
ifWx + wi ≤ c then
L := L ∪ {(x ∪ {i},Wx + wi, Px + pi)};
for (x,Wx, Px), (x′,Wx′ , Px′) ∈ L s.e. Px = Px′ do
ifWx > Wx′ then L := L \ {(x,Wx, Px)};
else L := L \ {(x′,Wx′ , Px′)};
valitse (x,Wx, Px) ∈ L, jolle Px on suurin;
return x;
Edellisen algoritmin 5 aikavaativuus on O(nP̂ ), jossa P̂ on optimilastin arvo. Aikavaa-
tivuuden yläraja-arvio perustuu siihen, että avaruudessa L voi olla korkeintaan P̂ + 1
ratkaisukandidaattia, sillä duplikaattiarvoisia lasteja ei ylläpidetä ja aiemmin 0/1-reppuon-
gelman (määritelmä 1) tavaroiden painot rajoitettiin kokonaislukuihin. Algoritmin 5 muis-
titarve on niin ikäänO(nP̂ ), sillä jokainen ratkaisukandidaatti voidaan esittää lineaarisessa
tilassa. Seuraavassa esimerkissä 7 havainnollistetaan algoritmin 5 toimintaa:
Esimerkki 7. Ratkaise 0/1-reppuongelma taulukoimalla, kun repun kapasiteetti c = 30 ja
tavarat on määritelty seuraavasti:





Ratkaistaan reppuongelma seuraamalla algoritmia 5. Yliviivatut lastit eivät täytä reuna-
ehtoja ja ne poistetaan kandidaattiratkaisujen joukosta. Punaisella pohjalla olevat kan-
didaattiratkaisut on poissuljettu niiden kokonaispainon ylittäessä repun kapasiteetin. Esi-
merkiksi iteraatioaskeleella i = 4 hylätään lasti [1, 1, 1, 1], sillä W[1,1,1,1] = 34 > c = 30.
Tässä tapauksessa lastien arvot lomittuvat siten, ettei arvoduplikaatteja muodostu. Viimei-
sen iteraatioaskeleen i = 4 jälkeen havaitaan, että kandidaattiratkaisujen joukossa lasti
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[0, 1, 1, 1] on arvoltaan suurin, joten se on esitetyn reppuongelman optimiratkaisu. Algorit-
mi löysi optimiratkaisun tutkimalla 16 lastia.
i L
0 ([0, 0, 0, 0], 0, 0)
1 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 5)
2 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 5), ([0, 1, 0, 0], 5, 6), ([1, 1, 0, 0], 9, 11)
3 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 5), ([0, 1, 0, 0], 5, 6), ([1, 1, 0, 0], 9, 11), ([0, 0, 1, 0], 10, 12),
([1, 0, 1, 0], 14, 17), ([0, 1, 1, 0], 15, 18), ([1, 1, 1, 0], 19, 23)
4 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 5), ([0, 1, 0, 0], 5, 6), ([1, 1, 0, 0], 9, 11), ([0, 0, 1, 0], 10, 12),
([1, 0, 1, 0], 14, 17), ([0, 1, 1, 0], 15, 18), ([1, 1, 1, 0], 19, 23), ([0, 0, 0, 1], 15, 16),
([1, 0, 0, 1], 19, 21), ([0, 1, 0, 1], 20, 22), ([1, 1, 0, 1], 24, 27), ([0, 0, 1, 1], 25, 28),
([1, 0, 1, 1], 29, 33), ([0, 1, 1, 1], 30, 34), ([1, 1, 1, 1], 34, 31)
3.5.2 ε-approksimaatio
Kuten todettua, yksinkertainen ahne menetelmä (luku 3.4) antaa NP-vaikealle reppuon-
gelmalle approksimaatioratkaisun polynomisessa, tai tarkemmin lähes lineaarisessa ajas-
sa (O(n log n)). Tämä tarkoittaa, että ahneella menetelmällä voidaan approksimoida lä-
hes mielivaltaisen suuria reppuongelmia. Kuitenkin, kuten aiemmin niin ikään todettiin,
ahne menetelmä tuottaa 0,5-approksimaation, eli heikoimmillaan approksimaatiotulos voi
jäädä puoleen optimista. Tämän voidaan olettaa olevan useissa käytännön sovelluskohteis-
sa kestämättömän suuri virhe. Edelleen voidaan olettaa, että tyypillisesti sallittu approksi-
maatiovirhe vaihtelee sovelluksesta toiseen. Näin ollen kaivataan polynomisen ajan vaati-
vaa approksimointimenetelmää, jonka approksimointivirheen ylärajaa voidaan kontrolloi-
da. Tällaista menetelmää kutsutaan polynomi-aikaiseksi approksimaatioskeemaksi (PTAS).
Kuitenkin myös PTAS-skeeman aikavaativuus voi käytännössä kasvaa epäkäytännöllisen
suureksi. Näin on, sillä PTAS takaa polynomisen aikavaativuuden kaikilla ε:n arvoilla,
mutta se ei takaa aikavaativuuspolynomin asteen riippumattomuutta tekijästä ε. Näin ollen
ε-skeema, jonka aikavaativuus on esimerkiksi O(n(1/ε)!), on edelleen PTAS, vaikka suori-
tusajat kasvavat huomattavan suuriksi pienillä approksimointivirheen arvoilla [PaS98, luku
17].
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Sen sijaan, mikäli ε-skeeman aikavaativuus on polynominen sekä syötekoon n että approk-
simointivirheen ε suhteen, sanotaan menetelmän olevan täysi polynomi-aikainen approk-
simaatioskeema (FPTAS). FPTAS-skeeman aikavaativuuden ylärajapolynomin aste on siis
kiinnitetty, eikä approksimointivirhe vaikuta siihen. FPTAS-skeemat ovat siis ominaisuuk-
siltaan erittäin hyödyllisiä käytännön approksimointitehtävissä [PaS98, luku 17].
Huomattavaa kuitenkin on, että vahvassa mielessä NP-vaikeille ongelmille ei ole löy-
dettävissä FPTAS-skeemaa, mikäli P 6= NP , kuten yleisesti uskotaan (katso luku 2.3)
[PaS98, luku 17]. Kuitenkin, kuten luvussa 2.1 todettiin, 0/1-reppuongelma on NP-
vaikeiden ongelmien heikkoa muotoa. Näin ollen ongelmalle on formuloitavissa FPTAS-
skeema.
Esitettävä FPTAS-skeema vaatii, että syöte I = {(w1, p1), (w2, p2), ..., (wn, pn)} ar-
voskaalataan tekijällä d ≥ 1. Lisäksi skaalatut arvot pyöristetään alaspäin täyteen koko-
naislukuun. Arvoskaalattua syötettä merkitään jatkossa I˜d := {(w1, bp1d c), (w2, bp2d c), ...,
(wn, bpnd c)}.
Algoritmi 6. 0/1-reppuongelman FPTAS
Kun 0/1-reppuongelma syöteellä I ratkaistaan algoritmilla 5 siten, että käytetään edel-
lä kuvattua arvoskaalattua syötettä I˜d, saadaan reppuongelman täysi polynominen ε-
approksimaatio.
Voidaan helposti näyttää (esimerkiksi [Meh84, luku VI.7.3]), että edellisen algoritmin 6
tulos on heikoimmillaan P̂ − nd, missä P̂ on siis arvoskaalaamattoman ongelman optimi-
tuloksen arvo. Tämä tulos ei ole kuitenkaan suoraan käyttökelpoinen, sillä optimituloksen
arvoa ei tiedetä etukäteen.
Kuitenkin jos reppuongelma ratkaistaan ensin ahneella algoritmilla 4, saadaan optimitu-
loksen 0,5-approksimaatio ajassa O(n log n), jonka arvoa merkitään tässä P˜0,5:lla. Tu-
loksen perusteella skaalauskerroin d ja approksimaatiotaso ε voidaan valita siten, et-
tä d := εP˜0,5/n, joka tuottaa lähteen [Meh84, luku VI.7.3] osoituksen mukaisesti ε-
approksimaation, jonka aikavaativuus on O(n2/ε) ja tilantarve O(n/ε). Esitettyä 0/1-
reppuongelman FPTAS-skeemaa havainnollistetaan seuraavalla esimerkillä 8:
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Esimerkki 8. Ratkaise esimerkin 7 reppuongelma, kun resurssikäyttö pyritään mini-
moimaan ja tuloksessa sallitaan korkeintaan 44 % poikkeama optimista.
Ratkaistaan reppuongelma hyödyntämällä edellä esitettyä FPTAS-skeemaa. Aluksi tehtävä
ratkaistaan ahneella menetelmällä (katso luku 3.4) ajassaO(n log n), jolloin kokonaistuo-
ton 0,5-approksimaatioksi saadaan P˜0,5 = 22. Tehtävässä sallitaan siis 44 % virhe, eli
ε = 0,44, jolloin skaalauskertoimeksi valitaan d = 0,44 × 22/4 = 2,42. Arvoskaalataan
syöte I , jolloin saadaan I˜2,42:





Tämän jälkeen tehtävä ratkaistaan seuraamalla algoritmia 5 ja käyttämällä arvoskaalattu-
ja tavaroita syötteinä. Suorituksen kulku on vastaava kuin esimerkissä 7. Keltaisella poh-
jalla on merkitty lastit, jotka hylätään arvoduplikaatteina. Esimerkiksi iteraatioaskeleella
i = 2 hylätään lasti [0, 0, 1, 0], lasti sillä [1, 1, 0, 0] on samanarvoinen, mutta kevyempi.
Viimeisen iteraatioaskeleen i = 4 jälkeen havaitaan, että kandidaattiratkaisujen joukossa
lasti x˜ = [1, 0, 1, 1] on arvoltaan suurin, joten se on esitetyn reppuongelman approksimaa-
tioratkaisu arvolla Px˜ = 33. Algoritmi löysi optimiratkaisun tutkimalla 14 lastia. Esimer-
kissä 7 saman tehtävän optimituloksen arvoksi saatiin 34, eli tässä tapauksessa virheeksi
muodostui noin 3% ≤ 44%.
i L
0 ([0, 0, 0, 0], 0, 0)
1 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 2)
2 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 2), ([0, 1, 0, 0], 5, 2), ([1, 1, 0, 0], 9, 4)
3 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 2), ([0, 1, 0, 0], 5, 2), ([1, 1, 0, 0], 9, 4), ([0, 0, 1, 0], 10, 4) ,
([1, 0, 1, 0], 14, 6), ([0, 1, 1, 0], 15, 6) , ([1, 1, 1, 0], 19, 8)
4 ([0, 0, 0, 0], 0, 0), ([1, 0, 0, 0], 4, 2), ([0, 1, 0, 0], 5, 2), ([1, 1, 0, 0], 9, 4), ([1, 0, 1, 0], 14, 6),
([1, 1, 1, 0], 19, 8) , ([0, 0, 0, 1], 15, 6) , ([1, 0, 0, 1], 19, 8), ([0, 1, 0, 1], 20, 8) ,




Luvussa 3 esiteltiin klassisia perusmenetelmiä, joilla reppuongelma voidaan ratkaista no-
jautumalla suoraviivaisesti tiettyyn perustekniikkaan. Osa esitellyistä menetelmistä tuottaa
tarkan tuloksen ja osa tietyn tasoisen approksimaation. Näille perusmenetelmille on hel-
posti löydettävissä pahimman mahdollisen tapauksen aikavaativuus ja muistintarve, mutta
oletettavaa on, että monissa tapauksissa kyseiset ylärajat antavat melko pessimisten kuvan
algoritmien tyypillisestä suorituskyvystä. Lisäksi teoreettinen resurssinkäyttötarkastelu ei
anna ”näppituntumaa” siitä, minkä suuruusluokan ongelmia algoritmit kykenevät ratkaise-
maan esimerkiksi muutamassa sekunnissa tavanomaisella tietokonelaitteistolla. Näin ollen
tässä luvussa pyritään valottamaan perusmenetelmien käytännön suorituskykyä, eli aika-
ja muistiresurssin käyttöä sekä approksimointimenetelmien kohdalla myös tuloksen tark-
kuutta, kun syötteen ominaisuudet vaihtelevat.
Luvussa 4.1 kokeiltavat algoritmit käydään läpi ja luvussa 4.2 selitetään, kuinka algoritmeja
kokeiltiin erilaisilla syötteillä. Kokeiluiden tulokset esitellään ja tulkitaan kattavasti luvussa
4.3. Kokeiluiden keskeiset tulokset kerrataan vielä luvussa 4.4.
4.1 Kokeiltavat algoritmit
Kuten aiemmissa luvuissa on todettu ja perusteltu, 0/1-reppuongelma on vaikea ongel-
ma, jolle ei ole löydetty polynomiaikaista ratkaisumenetelmää. Vuosikymmenten rep-
pututkimus on kuitenkin — kuten edellä on niin ikään todettu — tuottanut toinen tois-
taan hienostuneempia algoritmeja, jotka pyrkivät yleensä, tai ainakin joissakin tapauksissa
tehostamaan ratkaisun löytämistä. Näidenkin menetelmien aikavaativuus on kuitenkin eks-
ponentiaalista, eli aikavaativuusmielessä ne eivät ole tehokkaampia kuin naiivi menetelmä,
joka yksinkertaisesti käy kaikki kandidaattiratkaisut läpi ja palauttaa näistä parhaan.
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Naiivin menetelmän aikavaativuus on Θ(2n), eli menetelmä ei selvästikään ole käyt-
tökelpoinen reaalimaailman reppuongelmissa (perustelu luvussa 3.1). Se on kuitenkin valit-
tu mukaan kokeiluihin aiemmin mainituista syistä, eli naiivi menetelmä toimii verrokkina
ja simuloi muiden menetelmien suorituskykyä huonoimmassa mahdollisessa tilanteessa.
Menetelmän tilantarve on Θ(n). Naiivia toteutusta kutsutaan jatkossa nimellä naive.
Luvussa 3 esiteltiin kaksi suoraviivaista taulukointimenetelmää, jotka molemmat perustu-
vat tavaraskaalan asteittaiseen kasvattamiseen ja uusien lastien muodostamiseen aiempien
pohjalta. Ensimmäisenä esitelty menetelmä (luku 3.2) perustuu kapasiteetin lisäämiseen
asteittain ja lisääntyneen kapasiteetin optimaaliseen täyttämiseen. Menetelmän aikavaati-
vuus ja muistintarve ovat Θ(nc). Toisena esitelty menetelmä (luku 3.5.1) puolestaan pe-
rustuu repusta ylitsevuotavien ja samanarvoisista lasteista painavamman hylkäämiseen.
Menetelmän aikavaativuus ja muistintarve ovat O(nP̂ ), jossa P̂ on optimilastin arvo.
Molemmat taulukointimenetelmät on valittu mukaan kokeiluihin sellaisessa muodossa
kuin ne luvussa 3 esitettiin. Ensimmäisenä mainitun toteutusta kutsutaan jatkossa nimel-
lä dyn_c ja toisena mainitun nimellä dyn_p.
Edellä mainituista taulukointimenetelmistä jälkimmäinen, dyn_p, soveltuu myös approk-
simointimenetelmäksi, kuten luvussa 3.5.2 kuvattiin. Menetelmällä on mahdollista tuottaa
ε-approksimaatio ajassa O(n2/ε) ja tilassa O(n/ε). Luvussa 3.4 esitelty ahne menetelmä
puolestaan tuottaa 0,5-approksimaation ajassa O(n log n) ja tilassa O(n) valitsemalla las-
tiin tavaroita yksikköarvojärjestyksessä jäljellä olevan kapasiteetin niin salliessa. Menetel-
mä on siis polynomiaikainen ja se on tästä syystä mukana kokeiluissa, vaikka teoreettisesti
menetelmän approksimointivirhe voi olla suuri. Ahneen menetelmän toteutusta kutsutaan
jatkossa nimellä greedy.
BB on kokeiltavista menetelmistä ainoa, jota ei ole toteutettu suoraviivaisesti luvussa 3
esitetyllä tavalla. Sen sijaan kokeiltavaksi on otettu luvun 5.1 ns. ahne-BB. Ratkaisuun
päädyttiin, sillä kirjoittajan esitestien perusteella suoraviivainen BB on varsin tehoton me-
netelmä. Lisäksi kirjallisuus (esim. [MaT90]) esittää yleisesti BB-menetelmän ahneen ver-
sion ns. perusmenetelmänä, jota voidaan täydentää eri tavoin. Kokeiltava ahne-BB täyden-
tää siis kandidaattiratkaisuja ahneesti muodostaen samalla hakupuuta, josta kuitenkin pois-
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suljetaan haarat, jotka eivät voi tuottaa optimitulosta. Menetelmän aikavaativuus on O(2n)
ja tilantarve O(n). Menetelmän toteutusta kutsutaan jatkossa nimellä bb.
4.2 Tutkimusmetodi
Ratkaisumenetelmien tehokkuustarkastelu perustui algoritmien toteuttamiseen ja toteutuk-
sien ajamiseen erilaisilla satunnaissyötteillä. Suoritusaika ja muistinkulutushuippu mitat-
tiin ja tallennettiin käyttäen Pekka Kilpeläisen ResourceTracker-työkalua [Kil10b]. Lisäksi
tallennettiin algoritmin tuottaman ratkaisun arvo, jotta approksimointimenetelmien tark-
kuutta voitiin tutkia. Kaikki algoritmit saivat syötteikseen samat, etukäteen generoidut
tavarajoukot.
Tavarajoukkojen profiileja varioitiin siltä osin kuin näiden tiedettiin olennaisesti vaikutta-
van suoritusaikoihin ja muistinkulutukseen. Samalla syöteprofiililla suoritettiin viisitoista
(15) toistoa siten, että jokaisella ajokerralla käytettiin eri satunnaissyötettä. Toistojen tulok-
sista tarkasteluun otettiin suoritusaikojen tai muistinkulutuksen mediaani sekä minini- ja
maksimiarvot. Samoja tunnuslukuja käytettiin tarkasteltaessa approksimointimenetelmien
virhettä.
Ensimmäinen varioitavista muuttujista oli paino-arvo-parien lukumäärä, eli syötejoukon
laajuus, joka vaikuttaa kaikkien menetelmien resurssitarpeeseen. Laajuudelle annettiin
arvoja väliltä 1-2000000 siten, että pisteiden etäisyyttä kasvatettiin suhteessa laajuuden
kertaluokkaan. Esimerkiksi väliltä [10, 100] pisteistä valittiin joka kymmenes, kun väliltä
[100000, 1000000] valittiin joka sadastuhannes. Arvojen yläraja 2000000 valittiin esites-
tien perusteella siten, että menetelmien suoritusaikojen välille saatiin selviä sekunneissa
mitattavia eroja.
Toinen varioitavista muuttujista oli repun kapasiteetti, joka vaikuttaa kaikkiin meneteltiin
poislukien algoritmit naive ja greedy. Tälle muuttujalle määritettiin vaihtoehdot pieni
reppu ja suuri reppu Martellon jne. [MLM87] ideoiden mukaisesti. Pieni reppu tarkoittaa,




wk, kun wk = max{w1, w2, ..., wn}. Suuri reppu tarkoittaa, että repun kapasiteetti c




Kolmas varioitavista muuttujista oli korrelaatio paino-arvo-parien välillä, eli syötejoukon
luonne. Tämän tiedettiin vaikuttavan voimakkaasti erityisesti algoritmin bb suoritusaikoi-
hin. Muuttujalle määriteltiin kolme vaihtoehtoa: ei-korrelaatiota, heikko korrelaatio sekä
vahva korrelaatio niin ikään Martellon jne. [MLM87] ideoiden mukaisesti. Ei-korrelaatiota
tarkoittaa, että sekä tavaran painoksi wk että arvoksi pk valitaan satunnaisesti kokonaisluku
väliltä [1, n]. Heikko korrelaatio tarkoittaa, että tavaran painoksi wk valitaan satunnaisesti
kokonaisluku väliltä [1, n], jolloin tavaran arvoksi pk valitaan satunnaisesti kokonaisluku
väliltä [wk − b n10c, wk + b n10c] siten, että pk ≥ 1. Vahva korrelaatio tarkoittaa, että tava-
ran painoksi wk valitaan satunnaisesti kokonaisluku väliltä [1, n], jolloin tavaran arvo pk on
wk + b n10c. Kuva 4.2 esittää, miten korrelaatiovalinta tyypillisesti vaikuttaa tavaroiden si-
joittumiseen paino-arvo-koordinaatistossa. Esitystapa on peräisin Pisingerin väitöskirjasta
[Pis95].
Kuva 5: Korrelaatiovaihtoehdot: ei-korrelaatiota, heikko korrelaatio ja vahva korrelaatio
Algoritmin dyn_p approksimointivirheen ja resurssikäytön kehitystä tutkittiin vielä erik-
seen erilaisilla skaalaustekijöillä. Skaalaustekijät valittiin väliltä 1–50 siten, että alkupään
tekijöitä valittiin tiheämmin ja kohti loppua jakoväliä suurennettiin. Esimerkiksi väliltä 1-
2 valittujen skaalaustekijöiden väli oli 0,2, mutta väliltä 20-50 valittiin vain joka 5. teki-
jä. Menettely perustui siihen, että pienillä skaalaustekijöillä muutokset resurssikäyttöön ja
tarkkuuteen olivat suhteellisesti suurempia.
Algoritmin dyn_p skaalaustekijä-kokeiluissa tavaroiden lukumäärä vaihteli repun kiin-
nitetyn kapasiteetin sekä syöte-korrelaation perusteella. Tällä pyrittiin siihen, että kaikilla
syöteprofiileilla skaalaamattomat ongelmat ratkeaisivat tyypillisesti noin 10:ssä sekunnissa.
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Pienellä repulla korreloimattomien syötteiden laajuus oli 1500, heikosti korreloivien 3750
ja vahvasti korreloivien 3000 tavaraa. Suurilla repuilla laajuudet olivat vastaavasti 300, 350
ja 325. Johtuen syötelaajuuksien vaihtelusta, suoritusaika- ja muistinkulutustiedot on esi-
tetty tuloksissa paljaiden lukujen sijaan prosenttiosuuksina skaalaamattomien ongelmien
resurssikäytöstä.
Kaikki algoritmit toteutettiin Java-ohjelmointikielellä. Testilaitteistona oli tavanomainen
pöytä-PC (2,2 GHz CPU, 2048 MB RAM). Testiajot suoritettiin Ubuntu 10.04 -käyttöjärjes-
telmässä käyttäen Sun JRE 1.6 -Java-virtuaalikonetta.
Tulevissa luvuissa esitettäviä muistinkulutusarvoja tarkasteltaessa on huomattava, että
Java-virtuaali-kone allokoi käynnistyessään noin 15 megatavua keskusmuistia. Näin ollen
tuloksista tulee vähentää 15 MB, jos halutaan tietää algoritmien puhdas muistintarve.
4.3 Tulokset ja tulkinta
Tässä luvussa käydään läpi edellisessä luvussa kuvattujen testiajojen tulokset olennaisil-
ta osin. Tulosten käsittely on jaettu kahteen lukuun. Luku 4.3.1 vertailee kokeiltavien al-
goritmien resurssikulutusta sekä algoritmin greedy approksimointivirhettä erityyppisillä
syötteillä. Luku 4.3.2 puolestaan esittää, miten algoritmin dyn_p approksimointitarkkuus
ja resurssikäyttö kehittyvät skaalauskertoimen funktiona.
4.3.1 Algoritmien suorituskyky
Kuvan 6 kuvaajissa on esitetty tarkasteltavien algoritmien mediaanisuoritusaikojen kehit-
tyminen, kun syötejoukon laajuutta kasvatettiin vaihteittain. Syötejoukon luonne vaihtelee
kuvaajasta toiseen, mutta repun kapasiteetti on kiinnitetty pieneksi. Kuvan 7 kuvaajissa
asetelma on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi.










































































































































































































































































































































Kuva 7: Algoritmien suoritusaikavertailu repun ollessa suuri
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täviä. Naiivin algoritmin (naive) kohdalla suoritusajat lähtevät rakettimaiseen nousuun
jo muutaman kymmenen tavaran ongelmissa, kun ahne menetelmä (greedy) ratkaisee
miljoonien tavaroiden ongelmia muutamassa sekunnissa.
Yllättävintä tuloksissa on bb-algoritmin ylivertaisuus muihin tarkkoihin algoritmeihin ver-
rattuna, kun syötejoukko on helppo, eli paino-arvo-parien välillä ei ole vahvaa korrelaatiota.
Pienten reppujen kohdalla algoritmin bb ja ahneen algoritmin greedy välille ei muodostu
selvää suoritusaikaeroa edes miljoonia tavaroita pakatessa, vaikka aikavaativuustarkastelun
perusteella eron voisi olettaa suureksi. Suuria reppuja pakatessa algoritmi bb kuitenkin hi-
dastuu selvästi algoritmiin greedy verrattuna. Lisäksi vahvan korrelaation ongelmissa al-
goritmin bb suorituskyky laskee jopa samalle tasolle taulukointiin perustuvien algoritmien
dyn_c ja dyn_p kanssa.
Taulukointiin perustuvista algoritmeista dyn_c osoittautui algoritmia dyn_p nopeam-
maksi kaikissa tilanteissa, joskaan ero ei muodostu kovin suureksi. Lisäksi tuloksista
nähdään algoritmin dyn_c vakaus, sillä syötteen korrelaatio ei vaikuta suoritusaikoihin.
Algoritmiin dyn_p syötejoukon luonne vaikuttaa siten, että ei-korreloivat ongelmat ovat
algoritmille hieman korreloivia ongelmia vaikeampia.
Muistintarve ei muodostunut testiajoissa minkään algoritmin kohdalla syötejoukon laa-
juutta rajoittavaksi tekijäksi. Algoritmien naive, bb ja greedy muistinkulutus kas-
vaa lineaarisesti syötejoukon laajuuden kasvaessa, eli menetelmät ovat hyvin ennustet-
tavia ja vakaita muistinkulutuksen suhteen. Dynaamiseen ohjelmointiin perustuvat algo-
rimit dyn_c ja dyn_p kuluttavat ahnaammin muistia (myös käytännössä), mutta näi-
denkin kohdalla viiden sekunnin suoritusaika rajoitti ensisijaisesti syötejoukon laajuutta
eikä yhden gigatavun allokoitu muistimäärä. Taulukoivat menetelmät eivät eroa toisistaan
merkittävästi muistinkäytön osalta.
Seuraavissa aliluvuissa kokeiltuja algoritmeja on käsitelty yksityiskohtaisemmin ja niiden
käyttäytymiselle on pyritty löytämään selityksiä algoritmien ominaisuuksista.
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Algoritmi naive
Algoritmi naive on läpikäytävistä menetelmistä tehokkuudeltaan selvästi huonoin ja on
mukana vain demonstroimassa naiivin ratkaisumenetelmän tehottomuutta. Algoritmin suo-
ritusaikoihin tai muistinkulutukseen vaikuttaa ainoastaan tavarajoukon laajuus, sillä mene-
telmä käy kaikki ratkaisukandidaatit läpi jokaisella ajokerralla. Testiajoissa 20 tavaran on-
gelmat ratkesivat sekunnin kymmenyksessä, mutta jo 23 tavaran ongelmat ylittivät viiden
sekunnin asetetun aikarajan. Suoritusaikojen varianssi kasvoi yllättävän suureksi syötekoon
kasvaessa, vaikka ideaalitilanteessa suoritusaikojen varianssin tulisi olla nolla. Kyseessä
onkin ns. kohina, eli algoritmista ja sen ominaisuuksista riippumaton vaihtelu.
Mitattu mediaanimuistinkulutus on käytännössä nolla syötteiden pienuudesta johtuen,
kuten näin ollen myös sen minimi- ja maksimiarvot.
Algoritmi dyn_p
Kuvassa 8 on esitetty algoritmin dyn_p suoritusaikojen sekä muistinkulutuksen kehittymi-
nen, kun syötejoukon laajuutta kasvatettiin vaihteittain. Syötejoukon luonne vaihtelee ku-
vaajasta toiseen, mutta repun kapasiteetti on kiinnitetty pieneksi. Kuvan 9 kuvaajissa asetel-
ma on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi. Jokaisessa laajuus-
pisteessä on esitetty mediaani sekä minimi- ja maksimiarvo.
Tuloksista voidaan nähdä, että suuren repun ongelmat ovat algoritmille dyn_p noin ker-
taluokkaa vaikeampia kuin pienen repun ongelmat, eli algoritmi voi täyttää viiden sekun-
nin aikarajassa pienen repun, kun syötteenä on muutama tuhat tavaraa, mutta suuren repun
kohdalla vastaava luku on muutamia satoja. Samalla voidaan havaita, että suurten reppu-
jen kohdalla huippumuistinkulutus on noin kolminkertainen pieniin reppuihin verrattuna.
Tulokset selittyvät kandidaattiratkaisujen lukumäärän kasvamisella repun kapasiteetin kas-
vaessa.
Syötekorrelaation vaikutus suoritusaikoihin on jokseenkin vähäinen, mutta korreloimat-






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Kuva 9: Algoritmin dyn_p resurssikäyttö repun ollessa suuri
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korreloivat. Selityksenä tälle on, että korreloivat syötteet aiheuttavat todennäköisemmin
saman kokonaisarvon jakavia kandidaattiratkaisuja, joista vain kevyempi on tarpeen säi-
lyttää. Samalla tämä nostaa korreloimattomien ongelmien muistinkulutushuippua. Suurten
reppujen kohdalla syötekorrelaation vaikutus laskee kuitenkin olemattomaksi.
Tuloksista havaitaan myös, että suoritusaikojen ja muistinkulutuksen varianssi kasvoi
syötekoon kasvaessa. Tämä selittyy sillä, että vaikka korrelaatioluokka on kiinnitetty, väli-
tuloksiksi syntyvien samanarvoisten lastien lukumäärä voi vaihdella mielivaltaisen paljon.
Algoritmi dyn_c
Kuvassa 10 on esitetty algoritmin dyn_c suoritusaikojen sekä muistinkulutuksen kehit-
tyminen, kun syötejoukon laajuutta kasvatettiin vaihteittain. Syötejoukon luonne vaihtelee
kuvaajasta toiseen, mutta repun kapasiteetti on kiinnitetty pieneksi. Kuvan 11 kuvaajis-
sa asetelma on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi. Jokaisessa
laajuuspisteessä on esitetty mediaani- sekä minimi- ja maksimiarvo.
Tuloksista voidaan nähdä, että suuren repun ongelmat ovat niin ikään algoritmille dyn_c
noin kertaluokkaa vaikeampia kuin pienen repun ongelmat. Algoritmi dyn_c ratkaisee
viiden sekunnin aikarajassa tuhansien tavaroiden reppuongelmia, kun reppu on pieni, ja
satojen tavaroiden ongelmia, kun reppu on suuri. Ero syntyy siitä, että taulukoinnin toinen
dimensio on repun kapasiteetti, joten tämän maksimiarvon kasvattaminen nostaa suoraan
tarvittavavien laskutoimitusten lukumäärää. Algoritmi dyn_c tekee saman työn riippumat-
ta syötteiden sisäisestä rakenteesta, joten syötekorrelaatiolla ei ole vaikutusta suoritusaikoi-
hin tai muistinkulutukseen. Lisäksi molempien testisarjojen resurssitarpeiden varianssi on
hyvin pientä verrattuna esim. algoritmiin dyn_p.
Algoritmi bb
Kuvassa 12 on esitetty algoritmin bb suoritusaikojen sekä muistinkulutuksen kehittyminen,
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Kuva 11: Algoritmin dyn_c resurssikäyttö repun ollessa suuri
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ta toiseen, mutta repun kapasiteetti on kiinnitetty pieneksi. Kuvan 13 kuvaajissa asetelma
on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi. Jokaisessa laajuuspis-
teessä on esitetty mediaani- sekä minimi- ja maksimiarvo.
Tuloksista voidaan nähdä, että suuren repun ongelmat ovat algoritmille bb noin 100-kertaa
vaikeampia kuin pienen repun ongelmat, eli algoritmi kykenee ratkaisemaan viiden sekun-
nin aikarajassa muutaman miljoonan tavaran ongelmia, kun reppu on pieni, mutta vain
kymmenen tuhannen tavaran ongelmia, kun reppu on suuri. Tämä selittyy sillä, että repun
kokonaiskapasiteetin kasvaessa algoritmi joutuu läpikäymään haaroja vastaavasti syvem-
mälle ennen kuin reunaehdot (lastin paino ylittää kapasiteetin, eteneminen ei voi tuottaa
optimitulosta) katkaisevat etenemisen.
Syötekorrelaatio vaikuttaa algoritmin bb suorituskykyyn hyvin voimakkaasti. Korreloimat-
tomat ja heikosti korreloivat syötteet ovat algoritmille oleellisesti yhtä vaikeita, mutta vah-
vasti korreloivat syötteet laskevat aikarajassa ratkaistavissa olevien ongelmien tavaramäärää
noin 10-kertaisesti. Tämä perustuu siihen, että valittu heuristiikka ei kykene tehokkaasti
poissulkemaan haarassa etenemisen järkevyyttä, koska tavaroiden yksikkötuottojen skaala
on muita korrelaatiovaihtoehtoja suppeampi ja se suppenee nopeasti kohti ykköstä.
Algoritmille bb on luontaista, että syötteen sisäinen rakenne vaikuttaa hyvin keskeisesti
algoritmin toimintaan, sillä heuristiikan toiminta on syötekohtaista. Myös saman syöte-
korrelaation sisällä ongelmien vaikeus vaihtelee siten suuresti, mikä näkyy suoritusaikojen
suurena varianssina. Sen sijaan muistinkulutuksen osalta algoritmi käyttäytyy hyvin en-
nustettavasti, sillä muistintarve suhteutuu lineaarisesti syötejoukon laajuuteen.
Algoritmi greedy
Kuvassa 14 on esitetty algoritmin greedy suoritusaikojen sekä muistinkulutuksen kehit-
tyminen, kun syötejoukon laajuutta kasvatettiin vaihteittain. Syötejoukon luonne vaihtelee
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Kuva 13: Algoritmin bb resurssikäyttö repun ollessa suuri
55
sa asetelma on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi. Jokaisessa
laajuuspisteessä on esitetty mediaani- sekä minimi- ja maksimiarvo.
Algoritmi greedy läpikäy yksikköarvojen mukaan järjestetyn tavaralistan läpi alusta
loppuun riippumatta syötteen sisäisestä rakenteesta, joten algoritmin suoritusaikoihin ja
muistinkulutukseen vaikuttaa ainoastaan syötetavaroiden lukumäärä, eikä repun kapasiteet-
ti tai syötekorrelaatio. Tämä nähdään myös tuloksista, sillä lähes kaikilla syöteprofiileilla
algoritmi ratkaisee viiden sekunnin aikarajassa muutaman miljoonan tavaran ongelmia.
Edellisestä linjasta poikkeavat kuitenkin suurten reppujen heikosti korreloivat ongelmat,
jotka ratkeavat aikarajassa maksimissaan vajaalla miljoonalla tavaralla. Käyttäytymiselle
ei löydy perusteita algoritmin sisäisestä toiminnasta eikä koesarjaa ole mahdollista tois-
taa käytännön rajoitteiden vuoksi. Näin ollen ilmiö jää selittämättä. Mahdollisia syitä ovat
kuitenkin mm. muuttuneet olosuhteet koealustassa tai väärin annetut testiparametrit.
Syötteen luonteella voisi olla kuitenkin jossain tapauksissa vaikutusta suoritusaikoihin riip-
puen valitusta lajittelualgoritmista, sillä runsaat duplikaattiarvot voivat hidastaa epävakaita
lajittelualgoritmeja. Käytännössä tällä ei kuitenkaan ole merkitystä.
Muistinkäytön varsianssin osalta algoritmi greedy on erittäin vakaa. Myös suoritusaiko-
jen varianssi on pientä, mutta maksimisuoritusajat kasvavat kuitenkin tasaisesti syötekoon
kasvaessa. Tämä selittyy sillä, että aiemmin mainittu yksikköarvojen mukaan järjestäminen
vie joillakin syötteillä kauemmin kuin toisilla.
Algoritmi greedy on siis approksimointimenetelmä, joten tässä yhteydessä tarkasteltiin
myös algoritmin tulosten approksimaatiovirhettä verrattuna optimiin. Virhetarkastelussa
hyödynnettiin tässä luvussa aiemmin tarkalteltuja suorituskykymittauksia siten, että algo-
ritmin dyn_c ja algoritmin greedy tuottoja verrattiin samoilla syötejoukoilla. Pienillä
repuilla tarkasteltiin syötelaajuuksia 8000 tavaraan ja suurilla repuilla 400 tavaraan saakka.
Tarkasteluun otettiin algoritmin greedy tuottojen prosentuaalinen erotus optimituotoista,
eli suhteellinen virhe. Tunnuslukuina käytettiin edelleen mediaani- sekä minimi- ja mak-






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Kuva 16: Algoritmin greedy approksimaatiovirhe
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Yleisesti tuloksista voidaan todeta, että algoritmin greedy tulokset ovat keskimäärin muu-
tamia prosentteja tai promilleja optimeja huonompia, eli käytännössä ahneella menetelmäl-
lä saadaan aikaan tarkkoja approksimaatioita, vaikka algoritmi takaa vain 50 % tarkkuuden.
Lisäksi tietyllä syötelaajuudella saavutetut heikoimmatkin kokonaisarvot ovat samaa ker-
taluokkaa mediaanitulosten kanssa ollen tyypillisesti 3–5-kertaa alhaisempia.
Tuloksista voidaan myös nähdä approksimaatioiden paranevan, kun syötelaajuus kasvaa
— mikä on intuitiivisesti ymmärrettävää, sillä yksikkötuottojen skaala kasvaa tavaroiden
lisääntyessä. Myös repun kapasiteetin kasvaessa approksimaatiot paranevat, sillä reppuun
mahtuu enemmän tavaroita ja ahne menetelmä pääsee valitsemaan enemmän kevyitä, mutta
arvokkaita tavaroita.
Ei-korreloivat ja heikosti korreloivat syötteet ovat approksimaatiovirheen osalta oleelli-
sesti yhtä tarkkoja, mutta vahvasti korreloivien syötteiden kohdalla algoritmi käyttäytyy
poikkeuksellisesti. Pienten reppujen kohdalla vahvasti korreloivat syötteet tuottavat muu-
tamia kertoja korreloimattomia ja vahvasti korreloivia syötteitä pienempiä virheitä, kun taas
suurten reppujen kohdalla vahvasti korreloivat ongelmat tuottavat noin 10-kertaa suurem-
pia virheitä. Mediaanivirheiden kasvu suurten reppujen kohdalla selittyy sillä, että korrelaa-
tion kasvaessa yksikköarvojen huippuarvot ja skaala tyypillisesti laskevat, minkä johdosta
repun ahne täyttäminen toimii heikommin.
4.3.2 Algoritmin dyn_p tarkkuus ja suorityskyky approksimoitaessa
Kuvassa 17 on esitetty algoritmin dyn_p approksimaatiovirheen sekä suoritusaikojen ja
muistinkulutuksen kehittyminen, kun skaalaustekijää kasvatetaan vaiheittain. Syötejoukon
luonne vaihtelee kuvaajasta toiseen, mutta repun kapasiteetti on kiinnitetty pieneksi. Kuvan
18 kuvaajissa asetelma on muutoin sama, mutta repun kapasiteetti on kiinnitetty suureksi.
Jokaisessa skaalauspisteessä on esitetty mediaani- sekä minimi- ja maksimiarvo.
Yleisesti tuloksista voidaan sanoa, että algoritmin dyn_p ajaminen skaalatuilla arvoilla
tuottaa vakaasti käyttäytyvän approksimointimenetelmän, jossa skaalaustekijällä voidaan
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Kuva 17: Algoritmin dyn_p tarkkuus ja tehokkuus approksimoitaessa pienellä repulla
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Kuva 18: Algoritmin dyn_p tarkkuus ja tehokkuus approksimoitaessa suurella repulla
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kohtuullisen tarkasti rajoittaa resurssikulutusta ja virhettä. Esimerkiksi skaalaustekijä viisi
tuottaa kaikilla syöteprofiileilla korkeintaan parin prosentin virheen, joka on myös hyvin
lähellä mediaanivirhettä. Samalla kuitenkin suoritusajat ja muistinkulutus laskevat viiden-
nekseen alkuperäisestä.
Tuloksista havaitaan, että repun kapasiteetista riippumatta suhteellinen virhe kasvaa tasai-
sesti skaalaustekijän kasvaessa. Kuitenkin suurten reppujen kohdalla kasvunopeus on suu-
rempi, jolloin esimerkiksi arvolla d = 50 pienten reppujen approksimaatiot ovat lähes 10
%-yksikköä parempia kuin suurten reppujen. Tämä perustuu siihen, että repun kapasitee-
tin kasvaessa myös optimilastin laajuus kasvaa, jolloin porrasfunktion käytöstä aiheutunut
tavarakohtainen virhe korostuu. Samasta syystä myös virheen maksimi- ja minimiarvo-
jen erotus on suurenee maltillisesti, kun skaalaustekijää kasvatetaan. Tulosten perusteella
syötekorrelaatio ei vaikuta olennaisesti virheen tai resurssikäytön kehitykseen.
Tuloksista havaitaan myös, että ongelmien ratkaisuaika laskee hyvin tasaisesti kohti nollaa,
kun skaalaustekijää kasvatetaan. Niin ikään suoritusaikojen vaihteluväli laskee rajattoman
lähelle nollaa, kun skaalaustekijää kasvatetaan. Samat havainnot pätevät myös muistinku-
lutuksen kehittymiseen, joskaan muistinkäyttö ei suppene skaalaustekijän kasvaessa nol-
laan, vaan pienten reppujen kohdalla noin 20 %:iin ja suurten reppujen kohdalla noin 60
%:iin skaalaamattomien ongelmien muistinkäytöstä. Molemmissa tapauksissa tämä tarkoit-
taa noin 20 MB:a, joka on lähellä kaikkien Java-sovellusten minimimuistinkäyttöä. Näin
ollen myös muistinkäyttö suppenee kohti käytännön muistinkäyttöminimiä.
Kun algoritmin dyn_p suorituskykyä verrattiin luvussa 4.3.1 käsiteltyyn algoritmiin
greedy, havaitaan, että algoritmilla dyn_p ei saavutettu missään tilanteessa yhtä tarkko-
ja approksimaatioita kuin algoritmilla greedy. Algoritmin greedy virhe oli tyypillisesti
promilleja tai promillen kymmenyksiä, mutta algoritmin dyn_p virhe ylitti nämä lukemat
pienimmälläkin skaalaustekijällä d > 1, joka oli 1,25.
Kun palataan luvun 4.3.1 tuloksiin, havaitaan, että algoritmin greedy mediaanisuoritusa-
jat olivat valituilla syötelaajuuksilla noin tuhannes- (pienet reput) ja sadasosia (suuret reput)
algoritmin dyn_p vastaavista, kun arvojen skaalausta ei siis käytetty. Edelleen nähdään, et-
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tä nyt arvoja skaalaamalla suurimmat skaalaustekijät (30-50) tuottivat suoritusaikoja, jotka
olivat sadasosia alkuperäisestä, eli algoritmin greedy tasolla, kun pakattiin suuria rep-
puja. Lisäksi voidaan arvioida, että pienten reppujen kohdalla samantasoiset suoritusa-
jat olisi saavutettu skaalauskertoimen ollessa useita satoja. Kyseisillä skaalauskertoimil-
la mediaanivirheen voidaan nähdä ja olettaa kasvavan kokoluokkaan kymmenen prosent-
tia. Virhe olisi näin ollen tyypilisesti vähintään 100-kertainen algoritmin greedy samas-
sa ajassa tuottamaan approksimaatiovirheeseen nähden. Muistinkäytön osalta tulokset ovat
samansuuntaisia.
Edellisen perusteella voidaan todeta, että ahne menetelmä (greedy) tuottaa valituilla
syöteprofiileilla käytännössä paremman virhe/resurssinkäyttö-suhteen kuin approksimointi
arvoja skaalaamalla (dyn_p). Kuitenkin oleellista on, että algoritmi dyn_p mahdollistaa
arvoja skaalaamalla ε-approksimaatioiden tuottamisen tiedossa olevalla resurssikäyttöka-
tolla, kun algoritmi greedy takaa vain, että tulos on 50 % optimista. Näin ollen jos reppu-
ja pakataan esimerkiksi vahvasti korreloivilla syötteillä ja tuloksissa sallitaan korkeintaan
0,05 % virhe, kaikista tässä luvussa käsitellyistä algoritmeista aikatehokkain on algoritmi
dyn_p, kun käytetään sopivaa pientä skaalauskerrointa.
4.4 Yhteenveto empiiristen kokeiluiden tuloksista
Suoritetut tehokkuusmittaukset vastasivat tuloksiltaan muissa lähteissä (esim. [MaT90])
esitettyjä tuloksia. Yleisesti voidaan todeta, että tarkasteltujen menetelmien osalta aika oli
kaikissa tapauksissa tilaa kriittisempi resurssi, eli menetelmien tehostaminen vaatii en-
sisijaisesti aikavaativuuden parantamista. Tarkkojen menetelmien osalta keskeistä oli, et-
tä branch & bound -menetelmän todettiin olevan erittäin tehokas, jos syöte on ns. help-
poa muotoa. Näissä tapauksissa BB-menetelmä oli käytännössä yhtä tehokas kuin app-
roksimaatioita tuottava ahne menetelmä, vaikka menetelmien teoreettinen aikavaativuusero
on eksponentiaalinen. Ns. vaikeiden syötteiden osalta taulukointi ja BB-menetelmä olivat
tehokkuudeltaan melko tasaväkisiä.
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Approksimaatiomenetelmien osalta keskeinen havainto oli, että yksinkertainen ahne mene-
telmä tuottaa käytännössä hyvin tarkkoja approksimaatioita, vaikka teoreettisesti tulokset
voivat olla heikoimmillaan 50 % optimista. Lisäksi ahne menetelmä oli resurssikäytön osal-
ta selvästi arvojen skaalausta hyödyntävää taulukointia parempi, joten ahneen menetelmän
voidaan sanoa olevan käytännössä varsin hyvä approksimointimenetelmä. Ei sovi kuiten-




Tässä luvussa jatketaan reppuongelmien ratkaisumenetelmien käsittelyä. Edellinen luku
3 käsitteli niin sanottuja perusmenetelmiä, joita suoraan hyödyntämällä saadaan melko
yksinkertaisia, mutta silti varsin tehokkaita ratkaisualgoritmeja. Tässä luvussa paneudutaan
ideatasolla menetelmiin, joilla perusmenetelmiä voidaan tehostaa ja tuottaa kehittyneempiä,
eli tehokkaampia ratkaisumenetelmiä.
Kehitystä saavutetaan täydentämällä perusmenetelmiä tai yhdistelemällä niitä. Luku 5.1
esittelee BB-menetelmän ja luku 5.4 taulukoinnin kehitysideoita. Lisäksi tässä luvussa esi-
tellään muutamia uudenlaisia lähestysmistapoja, kuten reduktiot ja ratkaisun hakeminen
hakuavaruuden ns. ytimen avulla. Näistä kerrotaan luvuissa 5.2 ja 5.3.
Kuten todettua, käsittely on pintapuolista ideoiden esittelyä, sillä vuosikymmenten rep-
pututkimus on tuottanut suuren joukon yksityiskohdiltaan poikkevia reppualgoritmeja,
joiden tarkka käsittely ei ole tämän tutkielman puitteissa mahdollista. Luvussa 5.5 esi-
tellään kuitenkin eräs tämän hetken tehokkaimmista reppualgoritmeista, jonka suori-
tuskykyyn uusia menetelmiä tyypillisesti verrataan.
5.1 BB-menetelmän täydennyksiä
Luvussa 3.3 esiteltiin suoraviivainen BB-menetelmä 0/1-reppuongelmalle. Suoraviivainen
lähestymistapa on teoriassa toimiva, mutta tutkielmaa varten suoritettujen rajoitettujen
kokeiluiden perusteella käytännössä tehoton ratkaisumenetelmä. Seuraavassa esitellään
joitakin yksinkertaisia täydennyksiä suoraviivaiseen BB-menetelmään, joiden avulla me-
netelmästä saadaan oleellisesti tehokkaampi.
Eräs yksinkertainen täydennys luvun 3.3 BB-algoritmiin on muuttaa hakupuussa etenemis-
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strategia ahneeksi [MaT90]. Tämä ns. ahne-BB vaatii, että syötetavarat on järjestetty yk-
sikköarvojensa mukaisesti laskevaan järjestykseen (katso kaava 4). Menetelmä täydentää
tarkasteluhetken kandidaattiratkaisua niin monella peräkkäisellä syötetavaralistan tavaralla
kuin mahdollista, eli kunnes täydennetylle lastille x pätee Wx > c. Ahne-BB siis etenee
hakupuussa aggressiivisesti syvyyssuuntaan, eikä pysähdy tarkentamaan lastin lisäysten
ylärajaa jokaisen uuden tavaran jälkeen. Menetelmän tehokkuus perustuu siihen, että ahne-
BB löytää ennen ensimmäistä paluu-askelta ongelman ahneen ratkaisun (katso luku 3.4),
joka on tyypillisesti hyvin lähellä optimiratkaisua, kuten luvussa 5.3 perustellusti todetaan.
Näin ollen menetelmä löytää nopeasti hyvin lähellä optimia olevia kandidaattilasteja, joten
ylärajafunktion kyky karsia hakuavaruuden osajoukkoja paranee vastaavasti.
Toinen keino täydentää BB-menetelmää on käyttää tiukemman ylärajan antavia funktioita
[MaT90]. Kuten luvussa 3.3 kuvattiin, ylärajafunktio f karsii hakuavaruudesta kandidaat-
tiratkaisuja, jotka eivät voi tuottaa optimiratkaisua. Näin ollen on ymmärrettävää, että mitä
tiukemman ylärajan f antaa, sitä tehokkaamin se keskimäärin poissulkee läpikäytävän ha-
kuavaruuden osajoukkoja, jolloin algoritmi kykenee ratkaisemaan aikarajassa suurempia
ongelmia. Luvussa 3.3 esitelty Dantzigin ylärajafunktio f1 antaa varsin käyttökelpoisen
yläraja-arvion, mutta vuosikymmenten tutkimustyö on kuitenkin tuottanut useita tiukem-
pia ylärajoja.
Martello ja Toth löysivät ensimmäisen ylärajafunktion f2, jonka antama yläraja voi olla
vahvempi kuin Dantzigin yläraja, eli P˜ ≤ f2(x) ≤ f1(x), kun x on kandidaattiratkaisu
ja P˜ on lastin x täydennyksistä arvokkain. MT-ylärajan määrittely on esitetty seuraavassa
[MaT90]:
Määritelmä 4. Olkoot lasti x joukosta I` siten, että lastia voidaan täydentää tavaroilla
R := {(wj+1, pj+1), (wj+2, pj+2), ..., (wn, pn)}. Lastin kokonaisarvo on siis Px ja koko-
naispaino Wx. Olkoot edelleen x′ lastin x ahne täydennys, eli täydennys järjestyksessä
tavaroista R siten, että valitaan kaikki reppuun mahtuvat peräkkäiset tavarat. Tällöin
xs := (ws, ps) on ns. rajatavara, eli ensimmäinen tavara, joka hylätään täydennyksestä
ja xs−1 := (ws−1, ps−1) tätä edeltävä, eli viimeinen valittava tavara. Olkoot lisäksi arvot
67















Tällöin lastin x täydennyksille saadaan yläraja f2(x) = max{U0, U1}.
Yläraja perustuu rajatavaran xs valintavaihtoehtoihin, joita on kaksi. 0/1-reppuongelman
määritelmän mukaan osatavaroita ei ole mahdollista valita, joten tavara xs voidaan vain
joko valita lastiin tai jättää valitsematta. Jos tavara s hylätään, täydennyksen yläraja U0
saadaan täyttämällä jäljellä oleva kapasiteetti (c − Wx′) seuraaksi parhaan tavaran xs+1
yksikköarvolla. Jos tavara xs valitaan, käytettävissä olevaa kapasiteettia täytyy kasvattaa
poistamalla ainakin yksi lastin x′ tavaroista. Vapautuva tila on tällöin ainakin Wx′+ws− c,
mikä siis minimissään vaaditaan. Lisäksi poistettujen tavaroiden yksikköarvojen alarajak-
si saadaan tavaran xs−1 yksikköarvo. Edelliset huomioiden saadaan täydennykselle yläraja
U1. Ylärajafunktio f2 tuottaa lopullisen ylärajan täydennyksille, kun huomioidaan molem-
mat vaihtoehdot ja valitaan näiden ylärajoista suurempi.
On intuitiivisesti melko selvää, että f2 todella antaa lastin x täydennyksille ylärajan. Lisäksi
on melko suoraviivaista näyttää, että yläraja f2 dominoi ylärajaa f1 — todistus löytyy esi-
merkiksi Martellon ja Tothin teoksesta [MaT90]. Lisäksi on ilmeistä, että f2 on mahdollista
laskea ajassa O(n). Seuraavassa on havainnollistettu ylärajafunktion f2 käyttöä:
Esimerkki 9. Olkoot repun kapasiteetti c = 5 ja käytettävissä olevat syötetavarat I`
taulukoituna alle. Olkoon lisäksi lasti x = [1, 1, 0, 0]. Määritä lastin x täydennyksien ylära-
ja käyttäen funktioita f1 ja f2.
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tavara i paino wi arvo pi yksikköarvo piwi
1 1 2 2
2 2 4 2
3 4 3 0,75
4 3 1 0,333...
Havaitaan, että Wx = 3 ja Px = 6. Lisäksi rajatavara s = x3, joten
ps+1
ws+1




Dantzigin ylärajafunktio antaa tuloksen f1(x) = 6 + 2× 0,75 = 7,5.
Lisäksi:
U0 = 6 + b2× 0,333...c = 6
U1 = 6 + b3− (3 + 4− 5)× 2c = 5
Martello-Toth ylärajafunktio antaa siis tuloksen f2(x) = max{U0, U1} = 6 < f1(x).
Martello-Toth ylärajafunktion f2 jälkeen on löydetty useita ylärajafunktioita, jotka todistet-
tavasti tuottavat toinen toistaan tiukempia ylärajoja. Nämä ylärajat perustuvat esimerkiksi
Lagrangen menetelmään ja hakuavaruuden osittaiseen läpikäymiseen. Näitä vaihtoehtoisia
ylärajafunktioita on käsitelty muun muassa teoksessa [MaT90].
5.2 Reduktiomenetelmät
Eräs keino tehostaa reppuongelmien ratkaisua on esikäsitellä syötettä ns. reduktiolla siten,
että syötekokoa saadaan pienennettyä polynomisessa ajassa [MaT90]. Pyrkimys ja metodit
ovat osin vastaavia kuin seuraavan luvun 5.3 ydin-käsittelyssä, mutta ensimmäiset reduktio-
algoritmit löydettiin jo 70-luvulla, kun taas ratkaisun hakeminen ytimestä edustaa reppual-
goritmien nykysuuntausta.
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Reduktion tarkoituksena on jakaa syöte kolmeen osajoukkoon:
I0 := {(wi, pi) ∈ I | optimituloksessa varmasti xi = 0}, (8)
I1 := {(wi, pi) ∈ I | optimituloksessa varmasti xi = 1} ja (9)
I? := I \ (I0 ∪ I1), (10)





i=1wixi ≤ c−WI1 , kun (wi, pi) ∈ I?.
Reduktio-menetelmän idea on yksinkertainen: mikäli tavaran (wi, pi) valinta tai hylkäämi-
nen johtaa väistämättä huonompaan tulokseen kuin paras tiedossa oleva ratkaisu, luki-
taan käänteinen valinta ja valitaan tavara joukkoon I0 tai I1 [MaT90]. Yksinkertaisim-
millaan menetelmä voidaan toteuttaa ottamalla lähtökohdaksi ratkaisu, joka saadaan va-
litsemalla rajatavaraa xs edeltävät tavarat ja hylkäämällä muut. Tämän jälkeen jokaiselle
i = 1, 2, ..., s − 1 asetetaan vuorotellen xi = 0 ja ratkaisu täydennetään yritteeksi valitse-
malla rajatavara ja tätä seuraavat tavarat, kunnes ensimmäinen vuotaa repusta yli. Ratkaisun
yläraja saadaan täyttämällä yriteratkaisun ylijäämäkapasiteetti ensimmäisen hylätyn tava-
ran yksikköarvolla. Mikäli yläraja alittaa tarkasteluhetken parhaan todellisen ratkaisun ar-
von, tiedetään, että xi ∈ I1. Päinvastaisessa tapauksessa tavaran valintaa ei voida lukita, eli
xi ∈ I?.
Tämän jälkeen jokaiselle i = s, s + 1, ..., n asetetaan vuorotellen xi = 1 ja ratkaisu täy-
dennetään yritteeksi hylkäämällä rajatavaraa edeltäviä tavaroita, kunnes ratkaisu on va-
lidi. Ratkaisun yläraja saadaan täyttämällä yriteratkaisun ylijäämäkapasiteetti viimeisenä
hylätyn tavaran yksikköarvolla. Mikäli yläraja alittaa tarkasteluhetken parhaan todellisen
ratkaisun arvon, tiedetään, että xi ∈ I0. Päinvastaisessa tapauksessa tavaran valintaa ei voi-
da lukita, eli xi ∈ I?. Mikäli reduktioprosessin missään vaiheessa yriteratkaisun arvo ylittää
verrokkiratkaisun arvon, päivitetään verrokki.
Tietyn yriteratkaisun yläraja määritetään samaan tapaan kuin BB-menetelmän yhtey-
dessä [MaT90]. Yksinkertaisimmillaan voidaan siis hyödyntää Dantzigin ylärajaa (katso
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s. 26), eli kokeillaan täyttää yriteratkaisun ylijäämäkapasiteetti käyttämättömistä tavaroista
parhaan yksikköarvolla. Esitettyä menetelmää on havainnollistettu seuraavalla esimerkillä:
Esimerkki 10. Olkoot repun kapasiteetti c = 5 ja käytettävissä olevat syötetavarat I`
taulukoituna alle. Määritä reduktiolla joukot I0, I1 ja I?.
tavara i paino wi arvo pi yksikköarvo piwi
1 1 2 2
2 2 4 2
3 4 3 0,75
4 3 1 0,333...
Rajatavara xs on listan kolmas tavara (w3, p3) = (4, 3), joten verrokkiratkaisuksi aluste-
taan x˜ = [1, 1, 0, 0], jolle Wx˜ = 3 ja Px˜ = 6. Seuraavassa on taulukoitu, miten reduktio
etenee:
tavara i yrite x arvo Px verrokki Px˜ yläraja f(x) luokitus
1 [0, 1, 0, 0] 4 6 6,25 I?
2 [1, 0, 1, 0] 5 6 5 I1
3 [1, 0, 1, 0] 5 6 5 I0
4 [1, 0, 0, 1] 3 6 5 I0
Havaitaan, että alkuperäinen ongelma saa triviaalin muodon: ”ratkaise 0/1-reppuongelma
syötetavaralla (w1, p1) = (1, 2), kun repun kapasiteetti c = 3”.
Selvää on, että esitetyn reduktio-menetelmän tehokkuus on oleellisesti riippuvainen käyte-
tystä ylärajafunktiosta. Näin ollen parempia tuloksia saadaan käyttämällä Dantzigin ylära-
jaa dominoivia ylärajoja, joista eräs on esitetty luvussa 5.1. Ylärajan korvaaminen tiukem-
malla ylärajalla siis tarkoittaa, että reduktio-menetelmä valitsee keskimäärin enemmän
tavaroita joukkoihin I0 ja I1.
Esimerkissä 10 esitetty reduktio-menetelmä vaatii Dantzigin ylärajafunktiolla ajan O(n2).
Aikavaativuus on kuitenkin mahdollista saada lähes lineaariseksi (O(n log n)) laskemal-
la suorituksen aluksi summat Wj =
∑j
i=1wi ja Pj =
∑j
i=1 pi, joita hyödyntäen
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tarkasteluhetken rajatavara xs, yriteratkaisun arvo sekä kattoarvo voidaan löytää binääri-
haulla logaritmisessa ajassa [MaT90]. Menetelmää voidaan lisäksi käytännössä tehostaa
rajaamalla joukot I0, I1 ja I? vasta reduktioprosessin lopuksi, eli käyttämällä verrokkina
tarkasteluhetken parhaan ratkaisun sijaan suorituksen päättyessä tiedossa olevaa parasta
ratkaisua.
5.3 Ratkaisun hakeminen ytimestä
Kuten aiemmin määriteltiin, vaikea 0/1-reppuongelma voidaan ratkaista ainoastaan ko-
konaisilla tavaroilla. Jos kuitenkin ongelmaa lievennetään siten, että myös osatavaroita
voidaan valita, saadaan jatkuva reppuongelma. Jatkuva ongelma on suhteesssa helppo,
sillä optimiratkaisu löydetään ahneella menetelmällä valitsemalla vain osa rajatavarasta.
Taulukossa 2 on esitetty mielivaltaisen reppuongelman ratkaisu sekä ongelman 0/1- et-
tä jatkuvalle muodolle, kun syötetavarat oletetaan olevan yksikköarvojensa mukaisessa
laskevassa järjestyksessä.
Taulukko 2: Reppuongelman jatkuva ja 0/1-ratkaisu tyypillisessä tapauksessa
tavarat x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14
jatkuva ratkaisu 1 1 1 1 1 1 1 1 1 0,2 0 0 0 0
0/1-ratkaisu 1 1 1 1 1 1 0 1 1 0 1 0 0 0
Kuten taulukosta 2 havaitaan, sekä 0/1- että jatkuvan ongelman ratkaisut sisältävät pääosin
samat tavarat. Edelleen havaitaan, että ratkaisujen eroavaisuudet kasaantuvat rajatavaran
s = x10 ympäristöön (x7–x11). Tätä ympäristöä kutsutaan jatkossa ytimeksi N :=
(j1, ..., s, ..., j2). Annettu esimerkki ei ole mainittujen ominaisuuksiensa osalta yksit-
täistapaus, vaan reppuongelmien 0/1- ja jatkuvat ratkaisut ovat yleisesti lähellä toisiaan
ja erot keskittyvät ”pieneen” ytimeen [Pis95]. Tulos on intuitiivisesti jokseenkin selvä. Tu-
losta voidaan lisäksi havainnollistaa siten, että Pisingerin empiirisissä kokeiluissa [Pis93]
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tuhannen tavaran reppuongelmissa 0/1- ja jatkuvat ratkaisut erosivat keskimääräisesti vain
3,4 tavaralla 1.
Aiemmin on yksinkertaisuuden nimissä esitetty, että jatkuvan ongelman ahne ratkaisu
löytyy O(n log n)-ajassa järjestämällä syötejoukko kokonaisuudessaan yksikköarvojensa
mukaiseen laskevaan järjestykseen. Itse asiassa ratkaisu on kuitenkin mahdollista löytää
jopa ajassa O(n). Tämä perustuu rajatavaran xs ominaisuuksiin:
Ws − wxs ≤ c < Wxs (11)
p1xj ≥ p1xs ∀j := 1, 2, ..., s− 1 (12)
p1xj ≤ p1xs ∀j := s+ 1, s+ 2, ..., n, (13)
joita hyödyntämällä rajatavara voidaan löytää ”pikalajittelumaisesti” järjestämällä vain osa
tavaroista yksikköarvojen p1 perusteella, sillä haku voi keskittyä osajoukkoon, jossa ra-
jatavaran tiedetään olevan. Menetelmä vastaa lukujonon mediaanin hakua ajassa Θ(n)
[BaZ80].
Koska ajassa O(n) löytyvä jatkuva ratkaisu ja pahimmassa tapauksessa eksponentiaali-
sen ajan vaativa 0/1-ratkaisu eroavat vain ytimessä, voidaan 0/1-ongelman ratkaisumene-
telmiä selvästi tehostaa rajoittamalla vaikea 0/1-ongelma syötejoukon ytimeen. Haaste on
kuitenkin siinä, että ytimen laajuus vaihtelee ongelmittain ja eksaktin ytimen löytäminen
tehokkaasti on tyypillisesti hyvin vaikeaa, sillä lähtökohtaisesti se vaatii, että alkuperäinen
0/1-ongelma ratkaistaan.
Käytännössä ytimestä pyritäänkin löytämään vain approksimaatio, eli mahdollisimman
pieni θ < n, jolle pätee pätee j1 > s− θ ja j2 < s+ θ. Ensimmäisessä ydin-käsitettä hyö-
dyntävässä Balas-Zemel-algoritmissa [BaZ80] θ oli kiinnitetty vakioksi, mutta myöhem-
min Goldberg ym. [GMS] todistivat, että ytimen todennäköinen koko kasvaa (hyvin) hi-
taasti syötekoon n kasvaessa.
Kun ytimen approksimaatio N on löydetty, valitaan ydintä edeltävät tavarat kandidaatti-
1Toistoja 1000 kappaletta; tavaroiden painot ja arvot valittu satunnaisesti; kapasiteetti c valittu jokaiselle
ongelmalle siten, että rajatavara on x500.
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ratkaisuun, eli ∀xi /∈ N , joille p1xi < p1xs , asetetaan xi = 1. Vastaavasti ydintä seuraavat
tavarat hylätään, eli ∀xi /∈ N , joille p1xi > p1xs , asetetaan xi = 0. Kandidaattiratkaisu
täydennetään ratkaisemalla ytimen N tavaroista koostuva 0/1-reppuongelma hyödyntäen
esim. luvun 3 perusmenetelmiä. Täydennetty kandidaattiratkaisun kokonaistuotto P˜ an-
taa alarajan alkuperäisen 0/1-reppuongelman optimiratkaisun kokonaistuotolle P̂ . Monissa
tapauksissa P˜ = P̂ , eli menetelmä tuottaa suoraan optimiratkaisun.
Yhtäsuuruus P˜ = P̂ voidaan näyttää määrittämällä alkuperäisen 0/1-ongelman optimitu-
lokselle mahdollisimman tiukka yläraja (katso esim. luku 5.1), joka on parhaimmillaan P̂ .
Vaihtoehtoisesti ytimen ulkopuolisten tavaroiden valinta tai hylkääminen voidaan perustel-
la sopivalla reduktio-menetelmällä (katso luku 5.2). Mikäli kandidaattiratkaisua ei voida
näyttää optimaaliseksi, ns. epävarmoja tavaroita käytetään uuden reppuongelman syöt-
teenä. Ongelma on tyypillisesti laajuudeltaan vain murto-osa alkuperäisestä ja sen ratkaisu
täydentää alkuperäisen reppuongelman kandidaattiratkaisun optimaaliseksi.
5.4 Taulukoinnin täydennys
Luvussa 3.2 esiteltiin taulukoinnin idea ja annettiin sille ns. Bellmanin rekursiota (määritel-
mä 2) suoraviivaisesti hyödyntävä toteutus. Kyseinen toteutus on yksinkertainen ja lisäksi
luvun 4 kokeiluiden perusteella käytännössä suhteellisen suorituskykyinen. Menetelmän
heikkoutena voidaan kuitenkin pitää pseudopolynomista muistintarvetta sekä sitä, että
keskimääräinen ja pahin mahdollinen aikavaativuus ovat tyypillisesti samat [MPT00]. Seu-
raavassa on esitetty kehittyneempi Pisingerin taulukointialgoritmi [Pis97], joka perustuu
keskeisesti edellisen luvun 5.3 ydin-käsitteeseen.
Edellisessä luvussa kerrottiin, että vaikean ongelman ytimeen rajoittavien reppualgoritmin
tehokkuus riippuu siitä, miten tarkka approksimaatio ytimestä löydetään. Edellä mainit-
tu Pisingerin menetelmä [Pis97] löytää aina minimaalisen ytimen, sillä alussa asetetaan
N := {s} ja ydintä kasvatetaan tarpeen mukaan leveyssuuntaisen taulukoinnin avulla. Me-
netelmä takaa myös, että suoritetut reduktio- ja järjestämistoimenpiteet on minimoitu, joten
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tuloksena on käytännössä hyvin tehokas menetelmä. Menetelmän aikavaativuus on kuiten-
kin yhä O(nc), mutta erityisesti helpoilla syötteillä ratkaisu löydetään läpikäymällä vain
hyvin pieni osa kandidaattiratkaisuista. Pisingerin menetelmä perustuu seuraavaan rekur-
sioyhtälöön:
Määritelmä 5. Olkoot tavarat {(wa, pa), (wa+1, pa+1), ..., (ws, ps), ..., (wb−1, pb−1), (wb, pb)}
∈ I` , kun a ≥ 1 ja b ≤ n sekä repun kapasiteetti c ja merkitään c˜ ∈ 2c. Tällöin
fa,b(c˜) = max

fa,b−1(c˜), jos b ≥ s ja c˜ ≥ 0
fa,b−1(c˜− wb) + pb, jos b ≥ s ja c˜− wb ≥ 0
fa+1,b(c˜), jos a < s ja c˜ ≤ 2c
fa+1,b(c˜+ wa)− pa, jos a < s ja c˜+ wa ≤ 2c
Kun W˜ ja P˜ ovat ratkaisun kokonaispaino ja -arvo, jotka saavutetaan valitsemalla ra-
jatavaraa edeltävät tavarat, voidaan alussa asettaa selvästi fs,s−1(c˜) = −∞∀c˜ = 0, 1, ..., W˜−
1 ja fs,s−1(c˜) = P˜ ∀c˜ = W˜ , W˜ + 1, ..., 2c.
Voidaan havaita, että määritelmän 5 rekursioyhtälö on idealtaan vastaava kuin luvussa 3.2
esitetty Bellmanin yhtälö, mutta menetelmä voi täydentää ratkaisua kahteen suuntaan vaa-
tien lisädimension taulukointiin. Näin ollen 0/1-reppuongelman lopullinen ratkaisu f0,n(c)
saadaan vaihtoehtoisesti kasvattamalla muuttujaa b tai vähentämällä muuttujaa a toistuvasti
sekä kasvattamalla systemaattisesti tekijää c˜.
Pisingerin menetelmä ei kuitenkaan ratkaise reppuongelmaa suoraviivaisesti määritelmän 5
rekursioyhtälöllä pyrkien tilanteeseen f0,n(c). Kuten mainittua, menetelmä tukeutuu ydin-
käsitteeseen, joten rekursioyhtälö ratkaistaan vain niillä muuttujien a ja b arvoilla, jotka
rajoittavat ytimen. Osaydintä laajennetaan siihen suuntaan, joka on lupaavampi ja löydetty
ydin pyritään validoimaan luvussa 5.3 esitetyillä menetelmillä. Menetelmän tarkka kuvaus
löytyy Pisingerin alkuperäisestä artikkelista [Pis97].
Luvussa 3.5.1 esitelty vaihtoehtoinen näkemys taulukointiin mahdollistaa myös lukuisia
parannusehdotuksia. Näitä ideoita esitellään myöhemmin omassa luvussaan 7, jossa lähtö-
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kohtana on esitellä osin uudenlaisia kehitysideoita ja testata näiden suorituskykyä käytän-
nössä.
5.5 Algoritmi combo — reppualgoritmien ”state of the
art”
Tässä luvussa esitellään lyhyesti S. Martellon, P. Tothin ja D. Pisingerin yhteistyössä ke-
hittämä algoritmi combo, jonka voidaan sanoa edustavat nykypäivän reppualgoritmien
parhaimmistoa. Edellä mainituista kaksi ensimmäistä ovat menneinä vuosikymmeninä
tutkineet reppualgoritmeja erittäin intensiivisesti ja tuottaneet monia algoritmeja ja jul-
kaisuja, joita voidaan pitää aihepiirin kivijalkana. Jälkimmäisenä mainitun työ puolestaan
edustaa modernia reppututkimusta ja hän on löytänyt useita uudenlaisia ratkaisumalleja,
jotka määrittävät monelta osin reppututkimuksen nykysuunnan. Mainitun kolmikon julkai-
sut muodostavat myös oleellisesti tämän tutkielman lähdemateriaalin.
Algoritmi combo todetaan tutkimuspaperissaan [MPT99] tehokkuudeltaan ylivoimaisek-
si verrattuna 70- ja 80-luvun huippualgoritmeihin. Lisäksi combo-algoritmia käytetään
edelleen verrokkina useissa viime vuosien tutkimuspapereissa [BSL10, LLQ, LZA11].
Näin olleen voidaan perustellusti todeta, että algoritmi combo edustaa yhä 10 vuotta jul-
kaisunsa jälkeen reppualgoritmien huipputasoa, joten sen esittely on relevanttia.
Algoritmi combo perustuu luvussa 5.4 esiteltyyn dynaamisen ohjelmoinnin malliin, jos-
sa ratkaisun etsintä rajoitetaan minimaaliseen ytimeen [MPT99]. Menetelmää on kuiten-
kin kehitetty siten, että ydintä ei etsitä systemaattisesti rajatavaran s ympäriltä, vaan laa-
jemmin sen ympäristöstä tietyn heuristiikan mukaisesti. Määritelmän 5 rekursioyhtälöä on
muutettu vastaavasti. Tällainen menetelmä on erittäin tehokas helpoilla syötteillä, joten
mikäli läpikäytyjen kandidaattiratkaisujen lukumäärä ei kasva yli tietyn vakiomäärän, al-
goritmi combo hakee ratkaisun suoraviivaisesti edellisen taulukointimenetelmän avulla.
Mikäli kandidaattiratkaisujen lukumäärä kuitenkin kasvaa riittävän suureksi, eli syöte on
vaikea, pyritään ratkaisun löytämistä edesauttamaan monin keinoin.
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Koska algoritmin combo aikavaativuus riippuu repun kapasiteetista c, pyrkii algoritmi
pienentämään kapasiteettia, mikäli vain mahdollista [MPT99]. Tämän vuoksi algoritmi ha-
kee tavaroiden painojen w1, w2, ..., wn suurimman yhteisen nimittäjän d. Siinä tapauksessa,
että d > 1, voidaan repun kapasiteetti skaalata, eli asettaa c := dbc/dc 2.
Kenties keskeisin algoritmin combo ominaisuuksista on täydentää alkuperäistä 0/1-reppu-
ongelmaa (määritelmä 1) lisärajoitteilla, jotka rajaavat tavaroiden minimi- ja maksimimää-
rän optimiratkaisussa [MPT99]. Maksimilukumääränä voidaan käyttää rajatavaran indek-
siä, kun tavarat on järjestetty painojensa mukaan kasvavaan järjestykseen. Näin on, sillä
selvästi optimiratkaisu ei voi sisältää enempää tavaroita kuin ratkaisu, joka saadaan täyt-
tämällä reppua painojensa mukaisessa kasvavassa järjestyksessä ja lukemalla vain osittain
mahtuva tavara mukaan tavarasummaan. Minimilukumäärä saadaan vastaavasti hyödyn-
tämällä sopivaa alarajaa optimituloksen arvolle ja järjestämällä tavarat arvojensa mukaiseen
laskevaan järjestykseen, jolloin tavaroiden arvoja summatessa alarajan ylittättäneen tava-
ran indeksi antaa minimilukumäärän optimiratkaisun tavaroille. Esiteltyjen lisärajoittei-
den asettaminen sellaisenaan osaksi 0/1-reppuongelman määritelmää ei välttämättä helpota
ratkaisun löytämistä, joten rajoitteet sijaislievennetään (eng. surrogate relaxation) reppuon-
gelman kapasiteettirajoitteen (määritelmä 1, yhtälö (2)) kanssa, joka saa muodon:
n∑
i=1
(wi + λ)xi ≤ c+ λK, (14)
missä vakio K perustuu minimi- ja maksimirajoitteisiin ja vakio λ löydetään binäärihaulla
ajassa O(n2). Ongelman lievennys johtaa monissa tapauksissa optimiratkaisuun, mutta
vähintään se tuottaa hyvin tiukan ylärajan optimiratkaisulle. Ideana on siis formuloida
vaikeasta ongelmasta helppo ongelma, jonka tuloksen perusteella alkuperäinen vaikea on-
gelma helpottuu.
Jos kandidaattiratkaisujen lukumäärä on edelleen suuri, viimeisenä keinonaan algoritmi
combo yrittää yhdistellä taulukoinnin läpikäymiä lasteja ytimen ulkopuolisten tavaroiden
2Menettely on tässä esitetty, kuten artikkeli [MPT99] sen esittää. Menettely ei kuitenkaan vaikuta käytän-
nössä merkitykselliseltä ja todennäköisesti tarkoitus on asettaa c := bc/dc ja wi := (wi/d) ∀i := 1, 2, ..., n.
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kanssa. Tyypillisesti tämä tuottaa ratkaisun, jonka arvo on sama kuin aiemmin optimille
asetettu alaraja, eli ratkaisu on optimi.
Mikäli edelliset menetelmät eivät tuota optimiksi tulkittavaa tulosta, tuottavat ne vähintään
erittäin tiukat ala- ja ylärajan optimille, mikä tehostaa alkuperäisen taulukoinnin suoritusta.
Tässä luvussa lyhyesti esitellyn Martellon, Tothin ja Pissingerin combo-algoritmin yksi-
tyiskohtainen kuvaus löytyy kirjoittajien alkuperäisestä artikkelista [MPT99]. Algoritmin




Luvussa 3 esiteltiin 0/1-reppuongelman ns. perusratkaisumenetelmiä, joiden käytännön
suorituskykyä kokeiltiin ja arvioitiin luvussa 4. Edelleen luvussa 5 esiteltiin ideatasolla
menetelmiä, joilla perusmenetelmiä voidaan tehostaa ja tuottaa ns. kehittyneempiä ratkai-
sumenetelmiä. Luvussa 5 esilteltiin mm. taulukointia ja BB-menetelmää yhdistelevä algo-
ritmi combo, jonka todettiin edustavan tämän hetken reppualgoritmien huipputasoa.
Tässä luvussa pyritään kartoittamaan, miten suorituskykyisiä tämän hetken parhaat rep-
pualgoritmit ovat käytännössä. Lähtökohtana on mainittu combo-algoritmi, jonka suori-
tuskykyä verrataan perusratkaisumenetelmiin. Vertailu on esitetty luvussa 6.1. Vertailulle
haetaan perspektiiviä luvussa 6.2, jossa esitellään uusia ja entistä vaikeampia syötetapauk-
sia.
6.1 Algoritmin combo suorituskyky käytännössä
Tässä luvussa pyritään vastaamaan kysymykseen, miten suorituskykyinen combo-algoritmi
on verrattuna luvussa 4 kokeiltuihin perusratkaisumenetelmiin. Kuten todettua, algoritmi
combo edustaa tämän hetken reppualgoritmien huipputasoa, kun taas ns. perusmenetelmät
hyödyntävät suoraviivaisesti ongelman klassisia ratkaisumenetelmiä, jotka ovat osin löy-
detty jo 60 vuotta sitten. Tarkoituksena on siis selvittää, miten merkittävää reppualgorit-
mien kehitys on ollut ja ovatko perusratkaisumenetelmät enää käyttökelpoisia reaalimaail-
man reppuongelmissa.
Algoritmin combo C-kielinen koodi on vapaasti saatavilla ei-kaupalliseen käyttöön, mutta
algoritmin suorituskykyä ei kuitenkaan tässä yhteydessä arvioitu toteutusta ajamalla. Syynä
on se, että kompleksisen koodin (tuhansia rivejä) kääntäminen Java-kielellä olisi kohtuutto-
man työlästä eikä luvussa 4 käytettyjä testitapauksia ole enää saatavilla. Näin ollen algorit-
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min suhteellista suorituskykyä arvioidaan hyödyntämällä alkuperäisessä tutkimuspaperissa
sekä muussa kirjallisuudessa algoritmille combo suoritettuja rasitustestejä.
Tutkimuspaperissa [MPT00] algoritmin combo suorituskykyä on kokeiltu siten, että syöte-
laajuus vaihtelee välillä 50-10000 tavaraa. Kyseisessä kokeilussa tavaroiden painon ja ar-
von maksimiarvo eivät kuitenkaan ole sidottuja syötelaajuuteen, vaan arvojen katolle on
asetettu erikseen vaihtoehdot 1000 ja 10000, joita nimitetään tässä syöteskaalaksi. Jokai-
sella syötelaajuus ja -skaala vaihtoehdolla on suoritettu 100 testiajoa siten, että repun kapa-
sitetti c = h
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∑n
i=1wi, missä h on testiajon järjestysnumero. Syötekorrelaatiolle on asetet-
tu samat vaihtoehdot (ei-korrelaatiota, heikko ja vahva korrelaatio) kuin luvun 4 kokeiluis-
sa, mutta siis syöteskaalaan nojautuen. Kokeilussa testilaitteistona on ollut HP9000-735/99
(125 MHz CPU, 400 MB RAM), jossa algoritmia combo on siis ajettu C-kielisenä toteu-
tuksena.
Edellä kuvattu algoritmin combo koeasetelma ei vastaa kaikilta osin tilannetta luvun 4
perusmenetelmä-kokeiluissa. Koeasetelmat ovat kuitenkin vertailukelpoiset, jos tutkitaan
algoritmin combo testejä, joissa syötelaajuus ja -skaala ovat samat sekä perusmenetelmien
testejä, joissa reppu oli suuri. Näin on, sillä perusmenetelmien testeissä syötelaajuus määrit-
ti syöteskaalan ja algoritmin combo testeissä repun kapasiteetti vaihteli, mutta keskimäärin
reppuun mahtui puolet tavaroista, eli reppu oli ns. suuri.
Algoritmin combo suorituskykymittauksissa käytetty laitteisto on kuitenkin selvästi hi-
taampi kuin luvun 4 mittauksissa käytetty. Eron voidaan arvioida olevan korkeintaan 50-
kertainen perustuen SPEC1-tietokannassa esitettyihin vertailulukuihin. Taulukossa 3 on esi-
tetty algoritmin combo testiajojen tulokset artikkelista [MPT00], kun keskimääräiset suori-
tusajat on laitteistokorjattu kertoimella 50.
Kun tuloksia verrataan luvun 4 kokeiluihin, havaitaan, että vähäisen korrelaation (ei-
korrelaatiota, heikko korrelaatio) syötteillä algoritmi combo on arviolta muutamia satoja
kertoja tehokkaampi kuin paras perusmenetelmä, eli algoritmi bb. Algoritmin bb suori-
1Standardoitu suorituskykytesti tietokonelaitteistolle, joka mittaa suorittimen, keskusmuistin ja kääntäjän
yhteistehokkuutta (www.spec.org).
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Taulukko 3: Algoritmin combo arvioidut suoritusajat luvun 4 koeasetelmassa (suuri reppu)
laajuus
∖
korr. ei-korr. heikko korr. vahva korr.
1000 0 ms 1 ms 1 ms
10000 1 ms 2 ms 4 ms
tuskyky kuitenkin romahti vahvan korrelaation syötteillä, joten suoritusaikojen ero algorit-
miin combo kasvaa arviolta kertaluokkaan useita kymmeniätuhansia.
Algoritmien bb ja combo tehokkuuseroa voidaan myös arvioida hyödyntämällä teoksen
[MaT90] suoritusaikamittauksia algoritmille bb sekä artikkelin [MPT00] suoritusaikamit-
tauksia algoritmille combo ja käyttämällä linkkinä erättä kolmatta algoritmia, joka ollut
mukana molempien lähteiden testiajoissa. Tämäkin vertailu tuottaa samankaltaisia tuloksia
kuin edellä on esitetty, eli tulosten voidaan uskoa olevan oikean suuntaisia.
Tulosten perusteella voidaan arvioida, että reppualgoritmit ovat eittämättä kehittyneet vii-
meisten vuosikymmenten aikana, mutta kehitys on kuitenkin ollut jokseenkin vähäistä, jos
tarkastellaan ns. helppoja ongelmia. Toisaalta helpot ongelmat ovat ratkaistavissa kymme-
nillä tuhansilla tai jopa miljoonilla tavaroilla muutamassa sekunnissa perusmenetelmillä,
joten todennäköisesti helpot 0/1-reppuongelmat kyetään ratkaisemaan useimmissa käytän-
nön tilanteissa riittävän tehokkaasti jo nyt.
Edelleen tuloksista kuitenkin havaitaan, että reppualgoritmien kehitys on tasoittanut huo-
mattavasti välimatkaa ns. helppojen ja vaikeiden ongelmien välillä, sillä algoritmi combo
kykenee ratkaisemaan myös vahvan korrelaation ongelmia miljoonilla tavaroilla vain muu-
tamassa sekunnissa. Tämä ei kuitenkaan ongelman luonteesta johtuen tarkoita, että rep-
pututkimus olisi saavuttanut nirvana-tilan, jossa kaikki ongelmat on ratkaistu. Seuraavassa
luvussa 6.2 esitellään nimittäin ”uusia” ongelmatyyppejä, jotka ovat erittäin vaikeita myös
tämän hetken huippualgoritmeille.
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6.2 Yhä vaikeampia ongelmia
Edellisessä luvussa todettiin, että tämän hetken reppualgoritmien huippua edustava algorit-
mi combo ratkaisee kaikki tässä tutkielmassa aikaisemmin käsitellyt 0/1-reppuongelmatyy-
pit erittäin tehokkaasti ja tältä osin reppualgoritmien lisätutkimusta ei voida perustella reaa-
limaailman tarpeilla. Tässä luvussa kuitenkin esitetään Pisingerin tutkimuspaperin [Pis03]
havaintojen pohjalta yhä vaikeampia ongelmatyyppejä, jotka ovat teoreettisesti ja myös
käytännössä erittäin haastavia esimerkiksi algoritmille combo.
Luvussa 4 esiteltiin ja hyödynnettiin 0/1-reppuongelman klassisia syötetyyppejä, jotka ovat
saavuttaneet reppututkimuksessa lähes standardin aseman algoritmien testauksessa. Ky-
seiset syötetyypit ovat kuitenkin vain eräs pyrkimys järjestää ääretöntä ongelmajoukkoa
samankaltaisiin luokkiin, eivätkö ne välttämättä kuvaa kattavasti reaalimaailman ongel-
matyyppejä. Haastavampia ongelmatyyppejä voidaan formuloida ainakin kahdella tavalla:
dataskaalaa laajentamalla tai uusilla korrelaatiotyypeillä [Pis03].
Dataskaala viittaa tässä syötetavarajoukon painojen ja/tai arvojen maksimiarvoon. Klassi-
sissa syötetyypeissä dataskaala rajoittuu syötejoukon laajuuteen, eli syötejoukossa I :=
{(w1, w2), (w2, p2), ..., (wn, pn)} pätee wi ≤ n ja pi ≤ n ∀i = 1, 2, ..., n, missä n on syöte-
joukon I tavaroiden lukumäärä, eli syötejoukon laajuus. Kyseisen formuloinnin voidaan
nähdä olevan melko armelias taulukointi-menetelmille, sillä taulukoinnin aikavaativuus
riippuu keskeisesti dataskaalasta. Esimerkiksi luvun 3.2 taulukointi-menetelmän aikavaati-
vuuden Θ(nc) toinen tekijä c riippuu tyypillisesti syötetavaroiden painoista ja luvun 3.5.1
taulukointi-menetelmän aikavaativuuden Θ(nP̂ ) toinen tekijä P̂ puolestaan riippuu tyypil-
lisesti syötetavaroiden arvoista.
On siis selvää, että taulukointiin perustuvat menetelmät kärsivät dataskaalan kasvusta.
Pisingerin kokeiluissa [Pis03] dataskaalaa kasvatettiin 10, 100 ja 1000-kertaiseksi syöte-
joukon laajuuteen nähden ja algoritmin combo suorituskykyä kokeiltiin dataskaalalaajen-
netuilla syötteillä. Tulosten perusteella vähäisen korrelaation (ei-korrelaatiota, heikko kor-
relaatio) syötteillä algoritmin combo suoritusaikojen havaittiin kasvavan vain vähäisessä
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määrin (enimmillään noin 10-kertaiseksi) verrattuna klassisiin syötetapauksiin. Tämä pe-
rustuu algoritmin combo dualistiseen luonteeseen, joka yhdistelee taulukoinnin ja BB-
menetelmän ominaisuuksia. Näin ollen dataskaalan kasvu ei vaikuta helpoilla syötteil-
lä menetelmään yhtä voimakkaasti kuin se vaikuttaisi suoraviivaiseen taulukointiin. Vah-
van korrelaation syötteillä algoritmin combo suoritusajat kuitenkin repesivät noin 1000-
kertaisiksi verrattuna klassisiin syötetapauksiin, kun siis siirrytään sekä taulukoinnin että
BB-menetelmän heikkousalueelle.
BB-menetelmä ei kärsi dataskaalan kasvusta, mutta myös alhaisen dataskaalan syötteet
voivat olla tälle menetelmälle erittäin haastavia, mikäli syöte on järjestäytynyt sopivalla
tavalla. Luvun 4 testisyötteet noudattivat yksinkertaista korrelaatiomallia, jossa tavaroiden
painot saivat satunnaisarvoja, joita tavaroiden arvot korreloivat tietyllä tasolla. Havaittiin,
että vahvan korrelaation syötteet olivat erittäin haastavia suoraviivaiselle BB-menetelmälle,
mutta kuten luvussa 6.1 todettiin, algoritmi combo kykenee ratkaisemaan myös nämä
syötetapaukset erittäin laajoilla tavarajoukoilla. Tämä perustuu osaltaan algoritmin combo
dualistiseen luonteeseen, mutta myös siihen, että menetelmä hyödyntää tiukempaa yläraja-
funktiota. Pisinger on kuitenkin esittänyt uudenlaisia syötetapauksia, joiden hakuavaruuk-
sia parhaatkaan löydetyistä ylärajafunktioista eivät kykene karsimaan tehokkaasti. Syöte-
tyypit on nimetty tässä yhteydessä seuraavasti: siemensyötteet, tuplakorreloivat syötteet,
kattoarvosyötteet sekä kaarisyötteet. Uudenlaisia syötetapauksia on visualisoitu kuvan 19
kuvaajilla. Esitystapa on artikkelista [Pis03].
Kuva 19: ”Uudet” korrelaatiovaihtoehdot: siemen-, tuplakorreloiva, kattoarvo- ja
kaarisyöte esimerkkitapauksessa
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Siemensyötteet muodostetaan syötejoukon suhteessa pienestä osajoukosta S := {(w1,
p1), (w2, p2), ..., (wk, pk)} ⊂ I . Syötetavaroiden painojen ja arvojen välillä voi olla jälleen
heikko, vahva tai ei-korrelaatiota, joka välittyy edelleen siemensyötteeseen. Jokainen
siemenjoukon tavara normalisoidaan jakamalla tavaran paino sekä arvo termillä m + 1.
Syötejoukko I saadaan valitsemalla n kertaa siemenjoukon tavara ja kertomalla tämän
paino sekä arvo tekijällä d, joka on valittu satunnaisesti väliltä [1,m]. Syötejoukossa I
on lopulta siis n tavaraa, jonka jokaisen paino ja arvo on moninkerta jonkin siemenjoukon
S k tavaran painosta ja arvosta sekä k  n.
Tuplakorreloivat syötteet muodostetaan satunnaisesti väliltä [1, n] valituista painoista w1,
w2, ..., wn, jakajasta d sekä kahdesta virhetermistä λ1 ja λ2, joille n λ1 > λ2. Mikäli wi
on jaollinen jakajalla, eli wi
d
≡ 0, lisätään syötejoukkoon I tavara, jolle pi := wi+λ1; muus-
sa tapauksessa lisätään tavara, jolle pi := wi + λ2. Syötejoukossa on siis lopulta n vahvan
korrelaation tavaraa, joista yksikköarvoltaan parhaat ovat painoltaan termin d monikerto-
ja. Niillä voidaan siis täyttää korkeintaan tilavuus dbc/dc, eli tyypillisesti optimilastiin on
valittava tavaroita molemmista ryhmistä.
Kattoarvosyötteet muodostetaan väliltä [1, n] valituista painoista w1, w2, ..., wn ja jakajasta
d siten, että jokaisella painolla wi syötejoukkoon I lisätään tavara, jolle pi := ddwi/de.
Syötejoukossa on siis lopulta n vahvan korrelaation tavaraa, joiden korrelaatio on kuitenkin
eroaa klassisessa formuloinnista siten, että 1
d
-osuudelle tavaroista pätee wi = pi ja muille
wi = pi + x, missä x ∈ {1, 2, ..., d− 1}.
Kaarisyötteet muodostetaan väliltä [1, n] valituista painoista w1, w2, ..., wn ja kertoimesta d
siten, että jokaisella painollawi syötejoukkoon I lisätään tavara ellipsin kaarelta, jolle pi :=
bd√wi(4n− wi)c. Syötejoukossa on siis lopulta n tavaraa, joiden paino-arvo-korrelaatio
vaihtelee ollen kuitenkin aina merkittävä.
Pisingerin kokeiluissa edellä esitellyt uudet ongelmatyypit osoittautuvat erittäin vaikeiksi
useille reppualgoritmeille, joiden suoritusajat kasvoivat jo sadan tavaran syötteillä luok-
kaan tunti2. Voidaan olettaa, että ongelmat olisivat yhtä haastavia myös suoraviivaiselle
2Testilaitteistona Intel Pentium III, 933 MHz.
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BB-menetelmälle. Algoritmi combo suoriutui dualistisesta luonteestaan johtuen huomat-
tavasti ansiokkaammin myös uuden syötetyypin ongelmista, sillä se kykeni ratkaisemaan
jopa laajahkoja 10000 tavaran ongelmia muutamassa sekunnissa. Kuitenkin myös tämän al-
goritmin suoritusajat kasvoivat merkittävästi. Siemen- ja kattoarvosyötteiden kohdalla ero
klassisiin vahvasti korreloiviin syötteisiin oli noin 1000-kertainen sekä tuplakorreloivien ja
kaarisyötteiden kohdalla noin 100-kertainen.
Edellisistä tuloksista voidaan kootusti todeta, että reppualgoritmien jatkotutkimus on vielä
60 vuoden työn jälkeenkin perusteltua, sillä selvästi on mahdollista, että reaalimaailmassa
kohdataan reppuongelmia, joita kehittyneimmätkään algoritmit eivät kykene ratkaisemaan
riittävän tehokkaasti laajoilla syötteillä. Toisaalta voidaan todeta, että pelkästään taulu-
kointiin tai BB-menetelmään nojaavat menetelmät eivät voi johtaa hyvään lopputulokseen,
sillä näiden suorituskyky romuttuu helposti sopivilla syötteillä. Reppualgoritmien jatko-




Aiemmissa luvuissa on kuvattu reppuongelman klassisia sekä kehittyneempiä ratkaisume-
netelmiä, joiden suorituskykyä on lisäksi arvioitu todellisiin testiajoihin perustuen. Tässä
prosessissa on syntynyt havaintoja, joiden pohjalta algoritmien toimintaa voisi olla mah-
dollista tehostaa. Tämä luku keskittyy dokumentoimaan näitä havaintoja, joiden käytännön
merkitys todennetaan lisäksi laajan testiajosarjan avulla.
Esitettävät optimointiheuristiikat keskittyvät kehittämään luvun 3.5.1 taulukointi-algoritmia
dyn_p, sillä lähdeaineiston perusteella kyseinen taulukointi-malli on jäänyt kirjallisuu-
dessa suhteessa vähälle huomiolle, vaikka algoritmi dyn_p on perusmuodossaan hyvin
yksinkertainen ja siten hedelmällinen pohjaratkaisu erilaisille kehitysideoille. Lisäksi algo-
ritmi dyn_p oli luvun 4 kokeiluissa ainoa menetelmä, joka oli (hieman) suorituskykyisem-
pi ns. vaikeilla kuin ns. helpoilla syötteillä, mikä on toivottu ominaisuus, koska helppojen
syötteiden ongelmat ovat jo nyt ratkaistavissa tehokkaasti, mutta vaikeilla syötteillä reppu-
ongelma on edelleen hyvin vaikea. Esitettävät optimointiheuristiikat on siis rakennettu al-
goritmin dyn_p ympärille, mutta ne ovat potentiaalisesti hyödynnettävissä laajemminkin.
Algoritmin dyn_p toiminta kerrataan lyhyesti luvussa 7.1. Tämä jälkeen siirrytään esit-
telemään uusia optimointiheuristiikkoja ehdotus-perustelu-tyyppisesti ja ehdotusten poh-
jalta formuloidaan kaksi osin toisistaan poikkeavaa reppualgoritmia MK1 ja MK2 (luku 7.1).
Lopuksi alkuperäistä reppualgoritmia sekä sen kahta optiminointikokeilua koetellaan koea-
josarjalla ja tulokset raportoidaan luvussa 7.2.
7.1 Taulukoivan algoritmin (dyn_p) parannusehdotuksia
Tässä luvussa keskitytään siis esittämään parannusehdotuksia luvussa 3.5.1 esitellylle
ja luvun 4 testiajoissa nimellä dyn_p kulkeneelle algoritmille. Algoritmi perustuu dy-
naamiseen ohjelmointiin, jossa kohti lopullista ratkaisua kuljetaan täydentämällä johdon-
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mukaisesti aiemmin taulukoituja välituloksia ja taulukoimalla uudet (väli)tulokset jälleen
seuraavan vaiheen (osa)syötteeksi.
Algoritmin dyn_p toiminta-ajatus on hyvin yksinkertainen, sillä se muodostaa uusia las-
teja suoraviivaisesti täydentämällä aiempia lasteja uudella tavaralla ja yhdistämällä tavara-
joukot. Algoritmi kuitenkin hylkää repusta ylivuotavat lastit, koska nämä tai mitkään näi-
den täydennykset eivät voi olla valideja ratkaisuja. Lisäksi menetelmän ainoa todelli-
nen heuristiikka on hylätä samanarvoisista lasteista painavampi, koska tämä ei voi joh-
taa yksikäsitteiseen optimiin. Näin on, sillä arvoduplikaatteja täydennetään samoilla syöte-
tavaroilla, joten lastien samanarvoisuus ja painojen absoluuttinen ero säilyvät myös täyden-
nyksissä, jolloin painavamman arvoduplikaatin täydennykset vuotavat aina ensin repusta
yli. Näin ollen arvoduplikaateista kevyemmän täydennykset johtavat aina vähintään sama-
narvoiseen, mutta potentiaalisesti arvokkaampaan lopputulokseen. Tämän yksinkertaisen
heuristiikan johdosta algoritmin aikavaativuus ja tilantarve ovat O(nP̂ ), sillä arvoyksilöl-
lisiä lasteja voi olla korkeintaan P̂ kappaletta, kun P̂ on optimilastin arvo ja algoritmi
suorittaa n iteraatiota, mikä on syötetavaroiden lukumäärä.
Seuraavassa algoritmille dyn_p esitetään kehitysehdotuksia ja pyritään perustelemaan,
miksi kukin ehdotus potentiaalisesti tehostaa algoritmin suoritusta. Ehdotukset 1–4 muo-
dostavat keskeiset havainnot ja ne kootaan algoritmiksi MK1. Jälkimmäiset ehdotukset 5–7
pohjaavat osin edellisiin, mutta mahdollistavat syötejoukon osittamisen ja ne kootaan al-
goritmiksi MK2. Osa ehdotuksista on mahdollisesti esitetty jo aiemmassa kirjallisuudessa,
mutta kokonaisuus on lähdemateriaalin valossa uniikki.
On huomattava, että seuraavassa esitettävät optimointiheuristiikat on kehitetty kiinteässä
yhteistyössä tutkielman ohjaajan, professori Pekka Kilpeläisen kanssa.
Heuristiikka 1. Algoritmi dyn_p siis hylkää lastien arvoduplikaateista painavamman.
Itse asiassa algoritmi voi hylätä kaikki lastit, joille on löydetty vähintään samanarvoinen,
mutta korkeintaan yhtä painava lasti.
Perustelu. Olkoot lastit x1 ja x2. Lasteja voidaan täydentää samoilla syötetavaroilla, joista
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y1 muodostaa lastin x1 ja y2 lastin x2 arvokkaimman validin täydennyksen. Lastien x1 ja
x2 kokonaispainot voivat suhteutua toisiinsa seuraavasti:
Wx1 ≥ Wx2: Väistämättä Py1 ≤ Py2 , sillä täydennystilan pienentyessä optimitäytön arvo
ei voi kasvaa. Edelleen jos Px1 ≤ Px2 , myös Px1 + Py1 ≤ Px2 + Py2 , joten lasti x1 voidaan
hylätä, koska se ei voi johtaa parempaan tulokseen kuin x2.
Wx1 < Wx2: Kuten edellä, mutta vaihdetaan lastien x1 ja x2 roolit.
Kun algoritmin dyn_p heuristiikkaa täydennetään ehdotuksen 1 mukaisesti, välituloslaste-
ja on mahdollista ylläpitää sekä painojensa että arvojensa mukaisessa aidosti kasvavassa
järjestyksessä. Tämä on selvää, jos oletetaan, että algoritmi dyn_p ylläpitää lasteja arvo-
jen mukaisessa kasvavassa järjestyksessä. Algoritmi hylkää arvoduplikaatit, joten järjestys
on väistämättä aito. Edelleen jos mielivaltaiselle lastille x löytyisi lasti y, joka on kevyem-
pi, mutta arvokkaampi tai samanarvoinen, lastit eivät noudattaisi ehdotuksen 1 heuristiik-
kaa, koska heuristiikka olisi hylännyt lastin x. Näin ollen lastien on muodostettava sekä
painojensa että arvojensa suhteen aidosti kasvava järjestys.
Edellisen perusteella nähdään, että ylläpidettävien lastien lukumäärää rajoittaa paitsi op-
timilastin arvo myös repun kapasiteetti. Näin ollen ehdotus 1 johtaa aikavaativuuteen ja
tilantarpeeseen O(min{nc, nP̂}). Pekka Kilpeläisen havainnon mukaisesti lastit voidaan
esittää tallentamalla vain iteraatiokierroksen täydennystavara ja linkki lastiin, jota täyden-
tämällä uusi lasti muodostui. Näin menettelemällä lastit vaativat vain vakiomäärän muistia,
eli algoritmin tilavaativuus on O(min{c, P̂}).
Heuristiikka 2. Mikäli algoritmi dyn_p ylläpitää lastijoukkoa L painoiltaan kasvavassa
järjestyksessä, voidaan tavaratäydennykset keskeyttää jokaisella iteraatiolla välittömästi,
kun ensimmäinen täydennetty lasti vuotaa repusta yli.
Perustelu. Mikäli lastin x tavaratäydennykselle (wi, pi) pätee Wx + wi > c, pätee sama
väistämättä myös kaikille lastia x seuraaville lasteille yk, yk+1, ..., y|L|, eli Wyi + wi > c,
sillä Wyi > Wx ∀i ∈ {k, k + 1, ..., |L|}.
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Heuristiikan 2 teho riippuu syötetavaroiden painojen jakaumasta sekä repun kapasiteetista,
eli pahimmassa tapauksessa hyöty on mitätön. Heuristiikan hyöty lienee myös tyypillisesti
pieni, sillä esimerkiksi syötetavaroiden painojen jakautuessa jokseenkin tasaisesti ja repun
kapasiteetin ollessa noin puolet painojen summasta (ns. suuri reppu), ehdotus 2 tuottaa
kokonaisuutena säästön, joka vastaa muutaman iteraatiokierroksen sivuuttamista. Toisin
sanoen ehdotuksen 2 suhteellinen hyöty laskee tällöin olemattomiin, kun syötelaajuus on
riittävän suuri.
Heuristiikka 3. Jos syötetavat on järjestetty yksikköarvoiltaan laskevaan järjestykseen ja
arvokkaimman löydetyn lastin arvoa P˜ ylläpidetään suorituksen edetessä, voidaan tietty
lasti x hylätä, jos pätee f1(x) ≤ P˜ , missä f1 on ns. Dantzigin ylärajafunktio (kts. luku 3.3,
määritelmä 3).
Perustelu. Jos siis oletetaan, että syötetavarat ovat yksikköarvoiltaan laskevassa järjestyk-
sessä ja lastin x ylijäämäkapasiteetin täyttö jäljellä olevista syötetavaroista yksikköar-
voltaan parhaalla tuottaa alhaisemman kokonaistuoton kuin jokin todellinen kandidaat-
tiratkaisu, ei mikään lastin x todellisista täydennyksistä voi tuottaa optimiratkaisua.
Heuristiikka 3 on olennaisesti sama, jolla luvun 3.3 BB-menetelmä karsii hakuavaruutta.
Näin ollen heuristiikka muodostaa linkin BB-menetelmän ja taulukoinnin välille, jolloin al-
goritmi dyn_p saa dualistisen luonteen. Tämä on hyvän reppualgoritmin välttämätön edel-
lytys, mikä perusteltiin luvussa 6.2. Heuristiikka 3 on lisäksi luonnollinen, jos algoritmin
dyn_p toiminta mallinnetaan puumaisen hakuavaruuden leveyssuuntaisena läpikäyntinä,
jossa lehtisolmuille lisätään jälkeläiset systemaattisesti taso kerrallaan.
Heuristiikan 3 teho, eli käytetyn ylärajafunktion purevuus riippuu voimakkaasti syötteen
sisäisestä rakenteesta, eli ns. syötekorrelaatiosta. Tämä havaittiin selvästi luvun 4 kokeiluis-
sa. Samat kokeilut osoittivat kuitenkin ylärajafunktion karsivan hakuavaruutta menestyk-
sekkäästi ns. helpoilla syötteillä, eli heuristiikan 3 voidaan olettaa tehostavan algoritmia
olennaisesti näissä tapauksissa. Heuristiikkaa 3 voidaan edelleen tehostaa korvaamalla
yksinkertainen Dantzigin ylärajafunktio f1 jollain tätä dominoivalla ylärajafunktiolla (kat-
so luku 5.1).
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On huomattava, että heuristiikka 3 vaatii syötetavaroiden esijärjestämisen laskevaan yk-
sikköarvojärjestykseen, mikä vaatii lisäajan O(n log n). Menetelmän aikavaativuus domi-
noi kuitenkin tätä selvästi, joten vaikeilla syötteillä lisäaikakustannus on mitätön.
Heuristiikka 4. Heuristiikan 3 täydennyksenä arvokkaimman löydetyn ratkaisun arvo P˜
voidaan alustaa ahneella ratkaisulla, jota mahdollisuuksien mukaan korjataan ylöspäin
suorituksen edetessä.
Perustelu. Ahne ratkaisu, eli optimiratkaisun 0,5-approksimaatio löydetään polynomisessa
ajassa. Lisäksi luvun 4 kokeiluiden perusteella ahne ratkaisu on tyypillisesti hyvin lähel-
lä optimia poiketen siitä usein vain prosentin kymmenyksiä. Näin ollen ylärajafunktion
karsintavoima tehostuu suorituksen alkuvaiheessa, kun hyvä verrokkiarvo on käytettävissä
välittömästi.
Heuristiikka 4 tehostaa siis ylärajafunktion karsintavoimaa suorituksen alkuvaiheessa en-
nen kuin ns. rajatavara on saavutettu. Lisäyksen ehdotuksen voidaan olettaa olevan käy-
tännössä merkittävä, mutta sen teho myös vaihtelee, sillä ahne ratkaisu voi jäädä puoleen
optimista. On huomattava, että heuristiikka 4 vaatii lisäajan Θ(n), mutta algoritmin koko-
naisaikavaativuus dominoi tätä siis selvästi.
Seuraavassa on esitetty optimointiheuristiikkojen 1–4 pohjalta formuloitu reppualgoritmi
MK1. Heuristiikat on merkitty koodiin symboleilla (H1)–(H4). Algoritmin aikavaativuus
on O(min{nc, nP̂}) ja tilantarve O(min{c, P̂}).
Algoritmi 7. Reppualgoritmin dyn_p optimointikokeilu MK1
procedure MK1(I`: integer[2][n], c: integer) returns list[2]:
// Ratkaisee 0/1-reppuongelman syötetavaroilla I` = {(w1, p1),
// (w2, p2), ..., (wn, pn)}, kun c on repun kapasiteetti




xˆ := [Nil,Nil]; // optimiratkaisu
P˜ := 0; // arvokkaimman löydetyn (ns. huippuratkaisun) arvo
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L := [((Nil,Nil), 0, 0)]; // lupaavat kandidaattiratkaisut listana
// (H4) alustetaan huippuratkaisun arvo ahneesti
P˜ := greedy(I` , c);
// muodostetaan lupaavat lastit suorittaen lisäksi karsintaa Dantzig-ylärajalla
for i := 1 to n do
L′ := [ ]; // listan L lastit tavaratäydennettynä tavaralla (wi, pi)
for j := 1 to |L| do
(x := (ptr, ind),Wx, Px) := L[j];
ifWx + wi ≤ c then L′[|L′|+ 1] := ((x, i),Wx + wi, Px + pi);
else break; // (H2) myös lastia x seuraavat lastit tulevat ylivuotamaan
if |L′| 6= 0 then // tarkistetaan/(päivitetään) huipputulos
(x := (ptr, ind),Wx, Px) := L
′[|L′|];
if Px > P˜ then
P˜ := Px;
x˜ := x;
k := 1; k′ := 1;
Lu := [ ]; // L ja L′ yhdistettynä (vain lupaavat lastit)
while k ≤ |L| or k′ ≤ |L′| // yhdistetään listat L ja L′
if k ≤ |L| then (x := (ptr, ind),Wx, Px) := L[k];
if k′ ≤ |L′| then (x′ := (ptr′, ind′),Wx′ , Px′) := L′[k′];
if (i < n and f1(x) < P˜ ) or (i = n and Px < P˜ ) then // (H3) karsitaan ali-optimaalinen x
k := k + 1;
continue;
if (i < n and f1(x′) < P˜ ) or (i = n and Px′ < P˜ ) then // (H3) karsitaan ali-optimaalinen x′
k′ := k′ + 1;
continue;
if k = |L|+ 1 then
Lu[|Lu|+ 1] := L′[k′];
k′ := k′ + 1;
else if k′ = |L′|+ 1 then
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Lu[|Lu|+ 1] := L[k];
k := k + 1;
else // k ≤ |L| ja k′ ≤ |L′|
if Px < Px′ then
ifWx < Wx′ then Lu[|Lu|+ 1] := L[k]; // (H1) hyväksytään x, joss se on lupaava
k := k + 1;
else if Px > Px′ then
ifWx > Wx′ then Lu[|Lu|+ 1] := L′[k′]; // (H1) hyväksytään x′, joss se on lupaava
k′ := k′ + 1;
else // Px = Px′
ifWx ≤Wx′ then Lu[|Lu|+ 1] := L[k];
else Lu[|Lu|+ 1] := L′[k′];
k := k + 1;
k′ := k′ + 1;
L := Lu
return x˜;
Seuraavat heuristiikat vievät menetelmää hieman eri suuntaan, sillä ongelmaa yritetään
helpottaa jakamalla syöte kahteen osajoukkoon.
Heuristiikka 5. Jos syötejoukko puolitetaan osajoukkoihin I`1 := {(w1, p1), (w2, p2), ...,
(wbn/2c, pbn/2c)} ja I`2 := {(wbn/2c+1, pbn/2c+1), (wbn/2c+2, pbn/2c+2), ..., (wn, pn)}, voidaan
vastaavat osaongelmat ratkaista tehokkaammin erikseen ja johtaa osatuloksista tehokkaasti
reppuongelman kokonaisratkaisu.
Perustelu. Taulukoiva algoritmi dyn_p tuottaa millä tahansa tavarajoukon osajoukolla
I ′ ∈ I kaikki kyseisistä tavaroista muodostuvat lastit L′, jotka voisivat mielivaltaisilla
tavaroilla täydennettynä johtaa globaaliin optimitulokseen. Jos syötejoukko puolitetaan,
saadaan osaongelmien tuloksena lastijoukot L1 ja L2, jolloin globaali optimitulos voi olla
lastijoukon L1 tai L2 lokaali optimi, tai jokin näiden lastiyhdistelmistä. Koska vain opti-
mitulos on merkitsevä, riittää jokaiselle joukon L1 lastille etsiä arvokkain täydennyslasti
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joukosta L2. Esimerkki 11 havainnollistaa, miten globaali optimi johdetaan osaongelmien
tuloksista.
Esimerkki 11. Ratkaise reppuongelma puolittamalla syötejoukko, kun repun kapasiteetti
c = 12 ja syötetavarat on määritelty seuraavasti:











Syötteenä olevasta tavarajoukosta on erotettu kaksi tasakokoista osatavarajoukkoa I1 ja
I2. Vastaavien osaongelmien tulokset L1 ja L2 on esitetty seuraavassa. Lokaalin optimitu-
loksen lisäksi on esitetty kaikki ”lupaavat” lastit, jotka algoritmi on muodostanut.
i L1
0 ([0, 0, 0, 0, 0, 0], 0, 0)
1 ([1, 0, 0, 0, 0, 0], 2, 3)
2 ([0, 1, 0, 0, 0, 0], 4, 5)
3 ([1, 1, 0, 0, 0, 0], 6, 8)
4 ([0, 1, 1, 0, 0, 0], 9, 9)
5 ([1, 1, 1, 0, 0, 0], 11, 12)
j L2
0 ([0, 0, 0, 0, 0, 0], 0, 0)
1 ([0, 0, 0, 1, 0, 0], 1, 2)
2 ([0, 0, 0, 0, 1, 0], 6, 4)
3 ([0, 0, 0, 0, 0, 1], 7, 8)
4 ([0, 0, 0, 1, 0, 1], 8, 10)
Seuraavassa on esitetty prosessi, jolla osaongelmista koostetaan globaali optimi. Osaon-
gelmien tuloslastit ovat aidosti kasvavassa järjestyksessä sekä arvojensa että painojen-
sa suhteen. Näin ollen joukon L1 ensimmäisen tyhjän lastin i = 0 arvokkain täydennys
saadaan joukon L2 viimeisestä lastista j = 4. Edelleen lastin i = 1 arvokkain täydennys ei
voi olla painoltaan tai arvoltaan suurempi kuin edellisen lastin i = 0 täydennys, joten täy-
dennystä haetaan ensimmäisenä lastista j = 4, joka myös on huippuarvoinen täydennys,
sillä se tuottaa validin ratkaisun. Esimerkiksi lastin i = 3 täydennys lasteilla j = 3 ja j = 4
puolestaan ylivuotaa repusta, joten täydennystä kokeillaan lastilla j = 2, joka tuottaa va-
lidin ratkaisun ja siten huippuarvoisen täydennyksen. Näin etenemällä havaitaan lopulta,
että lastin i = 2 täydennys lastilla j = 4 tuottaa optimituloksen, eli xˆ = [0, 1, 0, 1, 0, 1].
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i j L
0 4 ([0, 0, 0, 1, 0, 1], 8, 10)
1 4 ([1, 0, 0, 0, 0, 1], 10, 13)
2 4 ([0, 1, 0, 0, 0, 1], 12, 15)
3 2 ([1, 1, 0, 0, 1, 0], 12, 12)
4 1 ([0, 1, 1, 1, 0, 0], 10, 11)
5 1 ([1, 1, 1, 1, 0, 0], 12, 14)
Ehdotus 5 johtaa siis siihen, että vaikea reppuongelma ratkaistaan erikseen syötetavaroiden
osajoukoilla, jotka ovat puolet alkuperäisen syötteen laajuudesta. Globaalin optimin haku
osatuloksista on esimerkin 11 mukaisesti helppoa, sillä se onnistuu kulkemalla molemmat
osatulokset kertaalleen läpi. Määritellään ns. kriittinen tekijä d := min{c, P̂}, joka rajoit-





e + 2d) = O(nd). Toisin sanoen heuristiikka 5 ei rajoita
pahimman tapauksen aikavaativuutta, mutta keskimäärin suoritus todennäköisesti tehos-
tuu, sillä täydennyskierroksen hinta kasvaa asteittain, kunnes muodostetut lastit täyttävät
välin 0–d. Näin ollen täydennysprosessin alkupuoliskon suoritus kahdesti on potentiaalis-
esti tehokkaampaa kuin prosessin suoritus kokonaisuudessaan kerran.
Määritellään edelleen ns. kriittinen attribuutti, joka on paino (w), jos d ≡ c, mutta muuten
arvo (p). Tämä tarkoittaa, että syötetavaroiden painot määrittävät olennaisesti reppuon-
gelman kapasiteetin, arvot optimilastin arvon ja molemmat tätä kautta reppuongelman
aikavaativuutta ja tilantarvetta.
Heuristiikka 6. Heuristiikan 5 täydennyksenä syötejoukon osajoukot I1 ja I2 voidaan vali-
ta tasajaon sijaan jakamalla syöte kriittisen attribuutin (paino/arvo) perusteella parittomi-
in ja parillisiin tavaroihin, jolloin ns. ”d-parillisten” tavaroiden ongelma helpottuu.
Perustelu. Jos reppuongelma ratkaistaan kriittisen attribuutin osalta parillisilla tavaroilla,
kaikki tavaroista muodostetut lastit ovat niin ikään ”d-parillisia”. Näin ollen ne eivät voi
täyttää kuin puolet kriittisen tekijän rajoittamasta lastiskaalasta, joten kriittisen attribuutin
osalta duplikaattilasteja muodostuu todennäköisesti varhaisemmassa vaiheessa kuin seka-
jaollisten tavaroiden ongelmassa.
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Luvun 4 kokeiluiden perusteella ahne menetelmä approksimoi optimilastia suurella toden-
näköisyydellä erittäin tarkasti. Näin ollen (hyvä) arvio kriittiselle tekijälle ja siten kriit-
tiselle attribuutille löytyy vakioajassa (ahne ratkaisu sisältyy ehdotukseen 4) asettamalla
d := min{c, P˜0,5}. Näin ollen ehdotus 6 johtaa aikavaativuuteenO(n+n1d+ n2d2 + 2d) =
O(nd), missä n1 on joukon I1 ja n2 joukon I2 tavaroiden lukumäärä. Ehdotus ei siis ra-
joita pahimman tapauksen aikavaativuutta, mutta käytännössä se potentiaalisesti tehostaa
suoritusta poissulkemalla aikaisemassa vaiheessa paino- tai arvoduplikaatteja lasteja.
Heuristiikka 3 esittää, kuinka lasteja voidaan karsia Dantzig-ylärajalla yksinkertaisesti seu-
raavan syötetavaran yksikköarvon perusteella. Ositetussa ongelmassa tämä ei kuitenkaan
onnistu, sillä esitetty menettely tähtää vain lokaaliin optimiin eikä siten huomioi yhdis-
telmälasteja. Seuraavassa esitetään, kuinka Dantzig-yläraja voidaan määrittää puolitetun
ongelman tapauksessa.
Heuristiikka 7. Oletetaan, että osaongelmien ratkaisu lomitetaan siten, että tavaroi-
ta läpikäydään laskevassa yksikköarvojärjestyksessä ja vuorossa olevan syötetavaran d-
pariteetti ratkaisee, eteneekö tavara d-parillisten vai d-parittomien osaongelman syötteek-
si. Osaongelman iteraatiokierroksen tuloksena on lastilista, jonka lastia x voidaan täyden-
tää d-pariteetiltaan käänteisillä lasteilla ja/tai jäljellä olevilla syötetavaroilla. Täydennyk-
sien yläraja saadaan hakemalla painavin ja samalla siis arvokkain d-pariteettikäänteinen
lasti, jolla lastia x voidaan täydentää repun ylivuotamatta ja täyttämällä ylijäämäkapa-
siteetti seuraavan syötetavaran y yksikköarvolla. Mikäli jonkin todellisen ratkaisun koko-
naisarvo ylittää edellisen ylärajan, lasti x voidaan sivuuttaa, sillä se ei voi olla optimi-
ratkaisun osa millään täydennyksellä.
Perustelu. Oletuksen perusteella syötetavarat ovat yksikköarvojärjestyksessä, joten syöte-
tavaraa y edeltävät tavarat ovat yksikköarvoltaan vähintään yhtä suuria kuin tavara y ja
seuraavat korkeintaan yhtä suuria. Tämän seurauksena myös kaikki tavaraa y edeltävistä
tavaroista muodostetut lastit ovat yksikköarvoltaan vähintään yhtä suuria kuin y. Näin
ollen lastin x täydennys d-pariteettikäänteisistä lasteista painavimmalla minimoi tilavuu-
den, joka täytetään tavaran y yksikköarvolla, eli maksimoi täydennyksen ylärajan.
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Seuraavassa on esitetty ehdotuksien 1–2 sekä 4–7 pohjalta formuloitu reppualgoritmi MK2.
Heuristiikat on merkitty koodiin symboleilla (H1)–(H2) ja (H4)–(H7). Algoritmin aikavaa-
tivuus on O(min{nc, nP̂}) ja tilantarve O(min{c, P̂}).
Algoritmi 8. Reppualgoritmin dyn_p optimointikokeilu MK2
procedure MK2(I`: integer[2][n], c: integer) returns list[2]:
// Ratkaisee 0/1-reppuongelman syötetavaroilla I` = {(w1, p1),
// (w2, p2), ..., (wn, pn)}, kun c on repun kapasiteetti




xˆ← [Nil,Nil]; // optimiratkaisu
P˜ := 0; // arvokkaimman löydetyn (ns. huippuratkaisun) arvo
d := Nil; // ns. kriittinen attribuutti (w tai p)
L0 := [((Nil,Nil), 0, 0)]; // lupaavat d-parilliset kandidaattiratkaisut listana
L1 := [((Nil,Nil), 0, 0)]; // lupaavat d-parittomat kandidaattiratkaisut listana
// (H4) alustetaan huippuratkaisun arvo ahneesti ja määritetään kriittinen attribuutti
P˜ := greedy(I` , c);
if c < P˜ then d := 0;
else d := 1;
// muodostetaan lupaavat lastit suorittaen lisäksi karsintaa Dantzig-ylärajalla
for i := 1 to n do
// (H5)&(H6) tavara (wi, pi) määrää, eteneekö d-parillisten vai d-parittomien ongelman suoritus
if (d = 0 and wi%2 = 0) or (d = 1 and pi%2 = 0) then L := L0
else L := L1
L′ := [ ]; // listan L lastit tavaratäydennettynä tavaralla (wi, pi)
for j := 1 to |L| do
(x := (ptr, ind),Wx, Px) := L[j];
ifWx + wi ≤ c then L′[|L′|+ 1] := ((x, i),Wx + wi, Px + pi);
else break; // (H2) myös lastia x seuraavat lastit tulevat ylivuotamaan
k := 1; k′ := 1;
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Lu := [ ]; // L ja L′ yhdistettynä (vain lupaavat lastit)
j := |L1−d|;
(xb := (ptr, ind),Wb, Pb) := L1−d[j];
while k ≤ |L| or k′ ≤ |L′| // yhdistetään listat L ja L′
add := false; add′ := false; // totuusarvot lastien x ja x′ lisäämisestä tulokseen
if k ≤ |L| then (x := (ptr, ind),Wx, Px) := L[k];
if k′ ≤ |L′| then (x′ := (ptr′, ind′),Wx′ , Px′) := L′[k′];
if k = |L|+ 1 then
add′ := true;
k′ := k′ + 1;
else if k′ = |L′|+ 1 then
add := true;
k := k + 1;
else // k ≤ |L| ja k′ ≤ |L′|
if Px < Px′ then
ifWx < Wx′ then add := true; // (H1) hyväksytään x, joss se on lupaava
k := k + 1;
else if Px > Px′ then
ifWx > Wx′ then add′ := true; // (H1) hyväksytään x′, joss se on lupaava
k′ := k′ + 1;
else // Px = Px′
ifWx ≤Wx′ then add := true;
else add′ := true;
k := k + 1;
k′ := k′ + 1;
if add = true or add′ = true then // ns. lupaavaa lastia yritetään karsia Dantzig-ylärajalla
if add = true then // nimetään lupaava lasti xa
(xa,Wa, Pa) := (x,Wx, Px);
else
(xa,Wa, Pa) := (x
′,Wx′ , Px′);
whileWa + Wb > c // haetaan lastille xa painavin täydennys listasta L1−d
j := j − 1;
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if j ≥ 1 then (xb := (ptr, ind),Wb, Pb) := L1−d[j]
else
Wb := 0; Pb := 0;
break; // while
if Pa + Pb > P˜ then // tarkistetaan/(päivitetään) huipputulos
P˜ := Pa + Pb;
x˜ := (xa, xb);
if f1(xa) + Pb ≥ P˜ then // (H7) hyväksytään xa, joss sen Dantzig-yläraja ylittää huipputuloksen
Lu[|Lu|+ 1] := (xa,Wa, Pa);
L := Lu
return x˜;
7.2 Optimointikokeilut MK1 ja MK2 käytännössä
Edellisessä luvussa 7.1 algoritmille dyn_p esitettiin heuristiikkoja, joiden voidaan pe-
rustellusti olettaa optimoivan algoritmin suoritusta monissa tilanteissa. Näiden heuristiik-
kojen pohjalta formuloitiin kaksi optimointikokeilua MK1 ja MK2, jotka pohjaavat samoi-
hin ideoihin, mutta jälkimmäinen osittaa lisäksi alkuperäisen reoppuongelman kahdeksi
osaongelmaksi. Esitetyt parannusehdotukset ovat luonteeltaan peukalosääntöjä, joten nii-
den käytännön merkitys on vaikea todentaa teoreettisesti. Näin ollen optimointikokeiluilla
on suoritettu kattava koeajosarja, jonka tulokset raportoidaan tässä luvussa.
Suoritetun koeajosarjan asetelma oli identtinen luvun 4 perusmenetelmä-koeajojen kanssa.
Toisin sanoen koeajoja varten generoitiin kattava syöteaineisto, jossa reppualgoritmien
suorituskyvyn kannalta kriittisiä muuttujia varioitiin systemaattisella tavalla. Muuttujat oli-
vat tavaroiden lukumäärä, repun tilavuus ja syötekorrelaatio. Jokaisella edellisten variaati-
olla generoitiin 15 testitapausta muuttujien rajoittamin satunnaisarvoin. Lopuksi jokaista
kokeiltavaa algoritmia ajettiin generoiduilla testitapauksilla siten, että jokaisen koeajon
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suoritusaika ja muistinkulutus mitattiin. Tunnuslukuna käytettiin mainitun 15 toiston me-
diaaniarvoa. Tutkimusmetodi on kuvattu yksityiskohtaisesti luvussa 4.2.
Suorituskykytesteillä tutkittiin lähtökohtaisesti optimointikokeilujen MK1 ja MK2 suori-
tuskykyä optimoitavaan algoritmiin dyn_p verrattuna, joten kaikki kolmet olivat mukana
testeissä. Lisäksi perusmenetelmät dyn_c ja bb olivat mukana tietynlaisina rajapyykkeinä.
Kaikki algoritmit koeajettiin uusilla satunnaissyötteillä, eikä aiempia tuloksia hyödynnet-
ty. Näin ollen tulokset voivat poiketa yksityiskohdiltaan aiemmin samalla koeasetelmalla
samoille algoritmeille (pl. MK1 ja MK2) suoritetuista perusmenetelmäkokeiluista (luku 4).
Seuraavissa kuvissa 20 ja 21 on esitetty optimointikokeilujen ja edellä mainittujen relevant-
tien perusmenetelmien suoritusaikojen kehittyminen syötetavaroiden lukumäärän funk-
tiona, kun pakattava reppu on pieni (kuva 20) ja suuri (kuva 21). Esitetyt arvot ovat siis
mediaaneja jokaisesta 15 toiston sarjasta. On huomattava, että kuvassa 20 tavarat-akseli on
logaritminen, mutta kuvassa 21 se on lineaarinen. Lisäksi on huomattava, että suurta rep-
pua vähäisen korrelaation tavaroilla pakatessa algoritmi bb on kertaluokkaa tehokkaampi
kuin toiseksi tehokkain MK2, joten algoritmin bb tulokset rajautuvat tältä osin kuvaajien
ulkopuolelle kuvassa 21.
Tuloksista voidaan todeta kootusti, että esitetyt optimointiheuristiikat ovat aidosti opti-
moivia sekä merkityksellisiä. Helpoilla pienen repun ongelmilla optimointikokeilut MK1 ja
MK2 parantavat optimoitavan algoritmin dyn_p suorituskykyä 2–3 kertaluokkaa ja vaikei-
den suuren repun ongelmien kohdallakin vähintään 5 kertaa, eli puoli kertaluokkaa.
Vähäisen korrelaation (ei korrelaatiota, heikko korrelaatio) tapauksissa yksinkertainen
ahne-BB (algoritmi bb) on edelleen suorituskykyisin kaikista kokeilluista menetelmistä —
erityisesti suurta reppua pakatessa, mutta pientä reppua pakatessa optimointikokeilut ovat
kaventaneet useiden kertaluokkien eron alle puoleen kertaluokkaan. Oletuksen mukaises-
ti vahvasti korreloivat syötteet ovat kuitenkin algoritmille bb erittäin haastavia ja näissä
tapauksissa sen suorituskyky romahtaa pakattavan repun koosta riippumatta, jolloin opti-
mointikokeilut MK1 ja MK2 ovat selvästi tehokkaimmat kokeilluista reppualgoritmeista.











































































































































































































































































































































































Kuva 21: Algoritmien suoritusaikavertailu repun ollessa suuri
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syötejoukon puolittava MK2 on oletetusti suorituskykyisempi kuin suoraviivaisesti etenevä
MK1. Eroa voidaan luonnehtia merkittäväksi, mikä tarkoittaa, että kokeilu MK2 on tyypil-
lisesti noin 50 % suorituskykyisempi verrattuna kokeiluun MK1. Poikkeuksen muodostavat
kuitenkin pienten reppujen vahvasti korreloivat syötteet, joilla algoritmi MK2 käyttäytyy
epästabiilisti ja jää suorituskyvyssä jälkeen algoritmista MK1. Selittävänä tekijänä lienee,
että pienten reppujen tapauksessa lastilista täyttää nopeasti välin 1–d ja siten syötejoukon
puolittaminen ei oleellisesti tehosta suoritusta. Puolittaminen kuitenkin aiheuttaa sen, et-
tä ”painava-mutta-arvoton”-lomituskarsinta (heuristiikka 1) ei pure yhtä tehokkaasti, sillä
se karsii vain lokaalisti ja ei huomioi lastiyhdistelmiä, jotka algoritmi MK1 mahdollisesti
karsii. Tällä on erityisesti merkitystä vahvasti korreloivilla syötetapauksilla, kun Dantzig-
yläraja ei pure tehokkaasti ja algoritmit tukeutuvat ensisijaisesti taulukointiominaisuuksiin.
On mahdollista, että algoritmia MK2 voitaisiin jatko-optimoida tältä osin, mutta asiaan ei
paneuduta tämän tutkielman piirissä.
Edellisen luvun optimointiheuristiikat tähtäsivät yksinomaan minimoimaan käytännön
suoritusaikoja. Suoritettujen koeajojen perusteella sivuvaikutuksena on kuitenkin saavutet-
tu myös optimoitu muistinkäyttö. Tämä ei ole yllättävää, sillä heuristiikat pyrkivät rajoitta-
maan ylläpidettävien lastien lukumäärää ja siten tehostamaan tavaratäydennysten iterointia,
mutta algoritmin dyn_p muistitarve niin ikään muodostuu olennaisesti näiden lastilistojen
pituudesta. Optimointikokeilujen muistitarvetta koeajoissa ei käydä tässä yksityiskohtais-
esti läpi, mutta todetaan, että algoritmien MK1 ja MK2 muistinkäyttöhuippu oli tyypillisesti
muutamia tai parhaimmillaan yli kymmenen kertaa algoritmia dyn_p alhaisempi. Lisäksi
algoritmi MK2 kulutti muistia noin kaksi kertaa säästeliäämmin kuin algoritmi MK1.
Optimointikokeilu MK2 näyttää käytännössä, että alkuperäisen reppuongelman osittaminen
tehostaa ongelman ratkaisua merkittävästi. Tässä tapauksessa osittaminen tarkoitti ongel-
man puolittamista, mutta avoimeksi kysymykseksi jäi, voidaanko samaa menetelmää hyö-
dyntää laajemminkin jakamalla alkuperäinen ongelma k > 2 osaongelmaksi. Reppuongel-
man k-ositusta tutkittiin, mutta tehokasta toteutusta ei löydetty tämän tutkielman piirissä.
Ongelman osittaminen mahdollistaisi kuitenkin potentiaalisesti erittäin tehokkaan reppual-
goritmin, joten aiheen jatkotutkimus on perusteltua.
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Kuten luvussa 3.5.2 todettiin, algoritmilla dyn_p voidaan tuottaa ε-approksimaatioita,
jos syötetavarat arvoskaalataan sopivalla tekijällä. Myös optimointikokeilut MK1 ja MK2
soveltuvat reppuongelman ε-approksimointiin vastaavalla tavalla. Näiden menetelmien
teoreettista tai käytännöllisesti suorituskykyä sekä approksimointitarkkuutta ei kuiten-
kaan analysoitu tutkielman piirissä. Voidaan kuitenkin olettaa, että optimointikokeilut ovat
tehostaneet esitettyä FPTAS-menetelmää huomattavasti ja tietyissä tilanteissa ne kykeni-
sivät haastamaan suoritusajoissa ahneen menetelmän takaamalla kuitenkin suhteellisen
pienen approksimaatiovirheen.
Koeajojen yhteenvetona voidaan todeta, että edellisessä luvussa esitetyt optimointiheuristii-
kat antavat käytännössä varsin merkittävän parannuksen algoritmin dyn_p suoritusaikoi-
hin ja muistinkulutukseen. Saavutettua kehitystä voidaan kuvata esimerkiksi siten, että läh-
tökohtana ollut reppualgoritmi dyn_p oli kaikista kokeilluista menetelmistä tehottomin,
mutta molemmat sen optimointikokeiluista MK1 ja MK2 näyttäytyvät näissä koeajoissa
keskimääräisesti kaikkia ns. perusmenetelmiä parempina. Näin ollen optimoitu taulukoin-
timalli sekä siihen yhdistetty Dantzig-ylärajallinen karsinta tuottavat hyvän kompromis-
simenetelmän, joka yhdistää tehokkaasti taulukoinnin ja branch & bound -menetelmän
parhaat puolet kärsimättä täysimääräisesti niiden heikkouksista. Lisäksi reppuongelman
osittaminen tuotti lupaavia tuloksia ja aiheen jatkokäsittely on tältä osin perusteltua.
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8 YHTEENVETO JA POHDINTA
Tässä luvussa tutkielman aiemmat luvut niputetaan yhteen, pohditaan tulosta ja arvioidaan
aihepiirin jatkotutkimustarpeita. Luvussa 8.1 kerrataan lyhyesti, mitä aiemmat luvut 2–
7 käsittelivät sekä sitä, mitä uutta tietoa niissä löydettiin. Luvussa 8.2 arvioidaan, miten
merkittävää uusi tieto on, sekä sitä, onko aihepiirin jatkotutkimus perusteltua ja miten sen
pitäisi suuntautua.
8.1 Yhteenveto
Tutkielmassa käsiteltiin tietojenkäsittelytieteen piirissä hyvin tunnettua 0/1-reppuongelmaa,
jonka on laskennallisesti erittäin haastava, mutta käytännössä varsin arkipäiväinen ongel-
ma. Tutkielman keskiössä olivat ongelman ratkaisumenetelmät. Klassiset perusratkaisu-
menetelmät esiteltiin yksityiskohtaisesti ja lisäksi näiden optimointi- ja täydennysideoita
esiteltiin korkeamalla abstraktiotasolla. Menetelmien todellista suorituskykyä mitattiin kat-
tavilla koeajosarjoilla, joiden tulokset raportoitiin. Lisäksi tutkielman lopuksi eräälle perus-
menetelmälle annettiin uusia optimointiehdotuksia, joita niin ikään kokeiltiin käytännössä.
Luku 2 käsitteli yleisesti 0/1-reppuongelmaa sekä sen taustaa. Kaikessa yksinkertaisuudes-
saan 0/1-reppuongelma saa syötteekseen joukon paino-arvo-pareja sekä repun kapasiteetin
ja tehtävänä on etsiä se paino-arvo-parien osajoukko, joka tuottaa maksimaalisen kokonais-
arvon siten, ettei valittujen painojen summa ylitä repun kapasiteettia. Ongelman 0/1-muoto
on vain yksi monista reppuongelmista, jotka eroavat toisistaan esimerkiksi tavaroille sallit-
tavien valintakertojen suhteen. Tutkielmassa rajoituttiin ongelman 0/1-muotoon, koska tätä
käsitellään laajasti kirjallisuudessa ja ongelma on muodoltaan selkeä. Toisaalta kaikki rep-
puongelmat ratkeavat olennaisesti samoilla menetelmillä, joten käsittely oli tässä mielessä
yleispätevää. Reppuongelmia on aina syytä tarkastella siinä viitekehyksessä, ettei ongel-
maa osata ratkaista polynomisessa ajassa. Näin ollen luvussa 2 esiteltiin kompleksisuus-
joukot P ja NP sekä muutamia näihin liittyviä määreitä. Kompleksisuusteorian avulla
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myös perusteltiin, miksi voidaan pitää todennäköisenä, ettei reppuongelmalle voida löytää
polynomiaikaista ratkaisumenetelmää. Luvussa 2 annettiin lisäksi esimerkkejä reaalimaa-
ilman reppuongelmista — sekä kirjallisuuden klassikkoesimerkkejä kuin myös uusia ja yl-
lättäviä ajankohtaisesimerkkejä. Esimerkeillä havainnollistettiin, kuinka laajalla sektorilla
reppualgoritmien kehitys tehostaa teollisuuden, tieteen ja taiteen prosesseja.
Luku 3 esitteli 0/1-reppuongelman perusratkaisumenetelmiä. Perusratkaisumenetelmil-
lä tarkoitettiin vuosikymmeniä sitten löydettyjä klassisia menetelmiä, jotka perustuvat
ratkaisun hakemiseen jonkin yksinkertaisen mallin mukaan ilman suorituksen optimointia.
Osa esitellyistä menetelmistä tuottaa tarkan optimituloksen ja osa approksimoi tätä tietyllä
tarkkuudella. Tarkat menetelmät perustuvat lähtökohtaisesti joko dynaamiseen ohjelmoin-
tiin, eli taulukointiin, ja/tai branch & bound -menetelmään. Dynaamisessa ohjelmoinnis-
sa vaikea ongelma pilkotaan helpommiksi osaongelmiksi, jotka ratkaistaan iteratiivisesti
siten, että osaongelmien tulokset tallennetaan ja niihin tukeudutaan seuraavissa iteraatiois-
sa. Branch & bound on puolestaan lähtökohtaisesti koko puumaisen hakuavaruuden sys-
temaattinen läpikäynti, mutta menetelmään liittyy ylärajafunktio, joka karsii vaihteleval-
la menestyksellä haaroja, jotka eivät voi sisältää optimiratkaisua. Ahne menetelmä on sen
sijaan yksinkertainen approksimointimenetelmä, joka valitsee tavaroita reppuun laskevas-
sa arvo/paino-järjestyksessä hyläten ylivuotavat. Lisäksi esiteltiin hienostuneempi FPTAS-
approksimointimenetelmä, joka perustuu tavaroiden arvojen skaalaamiseen ja taulukoin-
tiin.
Luku 4 käsitteli perusmenetelmien käytännön suorituskykyä. Käsittely perustui mittavaan
koeajosarjaan, jossa jokaista menetelmää ajettiin erityyppisillä syötteillä ja suurella tois-
tomäärällä. Muuttuvia tekijöitä koeajoissa olivat tavaroiden lukumäärä, repun kapasiteetti
sekä paino-arvo-korrelaatio, joiden ennakoitiin vaikuttavan menetelmien suorituskykyyn.
Suorituskykyä mitattiin suoritusaikojen ja muistinkäytön mediaaneilla. Approksimoin-
timenetelmien osalta tarkkailtiin myös tarkkuutta, eli kokonaisarvon prosentuaalista eroa
optimista. Tavaroiden arvojen skaalaukseen perustuvan approksimomenetelmän tarkkuus
sekä tehokkuus ovat riippuvaisia valitusta skaalaustekijästä, joten koeajoissa varioitiin
myös tätä. Koeajojen yleishavainto oli, että käytettävissä ollut aika rajoitti ongelmakokoa
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kautta linjan yli allokoidun muistimäärän. Tarkkojen menetelmien osalta keskeistä oli, et-
tä branch & bound -menetelmän todettiin olevan erittäin tehokas, jos syötekorrelaatio oli
vähäinen. Näissä tapauksissa BB-menetelmä oli käytännössä yhtä tehokas kuin approksi-
maatioita tuottava ahne menetelmä, vaikka menetelmien teoreettinen aikavaativuusero on
eksponentiaalinen. Syötekorrelaation kasvaessa BB-menetelmän tehokkuus kuitenkin las-
ki samalle tasolle taulukoinnin kanssa tai jopa sen alle. Approksimaatiomenetelmien osal-
ta keskeinen havainto oli, että yksinkertainen ahne menetelmä tuottaa käytännössä hyvin
tarkkoja approksimaatioita, vaikka teoreettisesti tulokset voivat jäädä 50 % päähän opti-
mista. Lisäksi ahne menetelmä oli resurssikäytön osalta selvästi arvojen skaalausta hyö-
dyntävää taulukointia parempi, joten ahneen menetelmän voidaan sanoa olevan käytännös-
sä varsin hyvä approksimointimenetelmä.
Luku 5 esitteli 0/1-reppuongelman kehittyneempiä ratkaisumenetelmiä. Kehittyneillä rat-
kaisumenetelmillä tarkoitettiin perusmenetelmiä kronologisesti seuranneita ja näitä tehok-
kaampia, mutta myös kompleksisempia ratkaisumenetelmiä. Kehittyneet menetelmät ovat
muodostuneet perusmenetelmiä optimoimalla sekä niitä yhdistelemällä tai täysin uusien
näkökulmien pohjalta. Vuosikymmenten reppututkimus on tuottanut valtaisan joukon täl-
laisia menetelmiä, jotka kuitenkin eroavat lähinnä yksityiskohdiltaan, joten luvussa 5 tyy-
dyttiin esittelemään vain ideatasolla muutamia keskeisistä suuntauksista. Luvussa esitel-
tiin tiukempi ylärajafunktio, joka välittömästi tehostaa branch & bound -menetelmää.
Lisäksi esiteltiin uusi taulukointimalli. Mitä tahansa ratkaisumenetelmää voidaan lisäksi
tehostaa esikäsittelemällä syötettä siten, että syötetavaroista osan näytetään kuuluvan op-
timitulokseen tai sen komplementtiin, jolloin alkuperäinen reppuongelma riittää ratkaista
alkuperäisen tavarajoukon osajoukolla. Tälle ns. reduktiomenetelmälle annettiin yksinker-
tainen toteutus. Eräs modernin reppututkimuksen keskeisistä tuloksista lienee oivallus, et-
tä ns. ahne ratkaisu on tyypillisesti hyvin lähellä optimiratkaisua ja ero keskittyy ns. ra-
jatavaran pieneen ympäristöön. Luvussa 5 käsiteltiin myös tätä havaintoa sekä sen hyö-
dyntämistä. Luvun lopuksi esiteltiin korkealla abstraktiotasolla monia ratkaisutekniikoita
yhdistävä reppualgoritmi combo, joka edustaa nykypäivän reppualgoritmien huippua ja
siten kaikkea tietotaitoa, jonka puolivuosisatainen reppututkimus on tuottanut.
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Luku 6 arvioi parhaiden reppualgoritmien käytännön suorituskykyä sekä niiden puuttei-
ta. Kuten todettua, reppualgoritmia combo voidaan pitää kehityksen mittapuuna, joten al-
goritmin combo suorituskykyä verrattiin ns. perusmenetelmiin ja tällä tavoin arvioitiin
saavutettua kehitystä. Algoritmia combo ei tässä yhteydessä testattu koeajosarjalla, vaan
hyödynnettiin aiemmasta kirjallisuudesta löytyviä vastaavia kokeiluita. Tulosten perusteel-
la reppualgoritmit ovat eittämättä kehittyneet, mutta saavutettua kehitystä voidaan pitää
melko maltillisena, kun tarkastellaan ns. helppoja syötetapauksia. Ero kasvaa kuitenkin
suureksi (kertaluokkaan 10000 kertaa nopeampi), kun tarkastellaan ns. vaikeita syöteta-
pauksia. Reppualgoritmit ovat siis kehittyneet erittäin suorituskykyisiksi lukuisissa reaali-
maailmassa kohdattavissa tilanteissa. Luvussa 6 esitettiin kuitenkin syötetapauksista, jot-
ka ovat osoittautuneet erittäin vaikeiksi taulukoinnille tai branch & bound -menetelmälle.
Nämä perustuvat dataskaalan (esim. repun kapasiteetti) kasvattamiseen tai uusiin korrelaa-
tiotyyppeihin. Kyseiset syötetapaukset todettiin vaikeiksi myös algoritmille combo.
Luku 7 ehdotti uusia optimointiheuristiikkoja eräälle perusmenetelmistä sekä esitteli nii-
den merkistystä käytännössä. Kyseinen perusmenetelmä esiteltiin luvussa 3 ja sen suori-
tuskykyä kokeiltiin luvussa 4. Menetelmä on kuitenkin jäänyt aiemmassa kirjallisuudes-
sa suhteessa vähälle huomiolle, vaikka onkin hedelmällinen pohjaratkaisu monille kehi-
tysideoille. Luvussa 7 näitä kehitysideoita eli uusia optimointiheurustiikkoja esiteltiin ja
lisäksi perusteltiin niiden potentiaalinen optimointivaikutus. Keskeiset optimointi-ideat oli-
vat ”painava-mutta-arvoton”-lastit hylkäävä läpikäyntimenetelmä, ylärajafunktion hyödyn-
täminen sekä alkuperäisen ongelman puolittaminen ja osaongelmien yhdistäminen. Koea-
joissa uudet optimointiheuristiikat tehostivat alkuperäistä menetelmää moninkertaisesti tai
parhaimmillaan jopa useilla kertaluokilla.
8.2 Pohdinta
Edellisessä luvussa 8.1 tutkelman keskeinen sisältö kerrattiin lyhyesti. Tässä luvussa sisäl-
lön merkittävyyttä ja aihepiirin jatkotutkimustarpeita pohditaan eri näkökulmista.
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Luvut 2 ja 3 tarjoavat lukijalle melko yksityiskohtaisen ja laajahkon yleiskatsauksen 0/1-
reppuongelmasta sekä sen keskeisistä ratkaisumenetelmistä pseudokooditasolla. Tämä tieto
voi auttaa lukijaa tunnistamaan reaalimaailman tilanteen reppuongelmaksi ja/tai implemen-
toimaan reppuongelmalle sopivan ratkaisumenetelmän. Lisäksi luvuissa on yleishyödyllistä
tietoa kaikille, jotka haluavat tutustua syvällisemmin NP-vaikeisiin ongelmiin. Lukujen
keskeinen sisältö on mahdollista löytää lukuisista oppikirjoista, mutta erityisesti osa reaa-
limaailman reppuongelmaesimerkeistä on todennäköisesti esitetty vain alkuperäislähteissä
sekä tässä tutkielmassa.
Luku 4 esittää lukijalle todellisiin koeajoihin perustuvaa dataa eri perusmenetelmien suori-
tuskyvystä, eli suoritusajoista ja muistitarpeesta. Suuren toistomäärän ja eri muuttujien
varioinnin seurauksena tulokset ovat luotettavia ja vertailukelpoisia useiden reaalimaail-
man repputilanteiden kanssa. Esitetty data sekä sen tulkinta auttavat lukijaa havaitsemaan
eri ratkaisumenetelmien heikkoudet ja vahvuudet ja näin ollen implementoimaan sopi-
van ratkaisumenetelmän reaalimaailman reppuongelmalle. Esitetty suorituskykyvertailu ei
ole kuitenkaan ainutlaatuinen, vaan vastaavia kokeiluita löytyy runsaasti kirjallisuudes-
ta. Approksimaatiomenetelmien vertailu on kuitenkin lähdeaineistoon nojautuen mahdol-
lisesti täysin uutta tietoa ja saadut tulokset ovat myös osin yllättäviä. Erityisesti ahneen
menetelmän yksinkertaisuus, tehokkuus ja erinomainen keskiarvoinen tarkkuus esittävät
menetelmän houkuttelevana vaihtoehtona monille reaalimaailman reppuongelmille.
Luku 5 palvelee kenties paremminkin akateemisia intohimoja ja syvällisesti aihepiiriin
perehtyvää henkilö kuin satunnaista lukijaa, joka hakee ratkaisumenetelmää reaalimaa-
ilman reppuongelmalle. Luku nimittäin esittelee kehittyneempiä reppualgoritmeja vain
korkealla abstraktiotasolla, eikä mene yksityiskohtaiselle pseusokooditasolle. Luvun ke-
hitysideat on kuitenkin osin kerätty suoraan alkuperäisistä tieteellisistä artikkeleista, joiden
sisältö ei ole ehtinyt oppikirjoihin. Näin ollen luku voi kiinnostaa yleisellä tasolla tai ins-
piroida lukijaa, joka pyrkii omissa töissään kehittämään reppualgoritmeja tai vastaavien
optimointiongelmien ratkaisumenetelmiä. Ennen kaikkea luku siis luo katsauksen eri kehi-
tyssuuntiin ja tarjoaa viitteitä lähteisiin, jotka käsittelevät yksityiskohtaisemmin näitä suun-
tauksia.
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Luku 6 luo katsauksen modernien reppualgoritmien suorituskykyyn sekä entistä vaikeam-
piin ongelmatapauksiin. Tulosten perustella reppualgoritmien puolivuosisatainen tutkimus-
työ on johtanut siihen, että ns. helppojen ongelmatapausten lisäksi myös ns. vaikeat ongel-
matapaukset voidaan ratkaista miljoonilla tavaroilla muutamassa sekunnissa. Tältä pohjal-
ta voitaisiin todeta, että reppualgoritmien jatkokehitys lienee tarpeentonta, sillä jo nykyiset
huippualgoritmit ratkaisevat mainitut ongelmatapaukset riittävän tehokkaasti. Kuitenkin
ongelmatapausten luokittelu helppoihin ja vaikeisiin on keinotekoista, sillä reppuongelmia
on ääretön määrä ja niiden kuvaaminen muutamalla sapluunalla yliyksinkertaistaa todel-
lisuutta. Luvussa esitetyt uudet ongelmatyypit havainnollistavat tätä, sillä uusilla ongel-
matyypeillä huipputason reppualgoritmien suorituskyky laskee voimakkaasti ja voidaan
olettaa, että vastaavissa reaalimaailman ongelmatilanteissa menetelmien suorituskyky ei
enää ole riittävä.
Luku 7 esittää yksinkertaisia optimointi-ideoita aiemmin työssä esitellylle taulukoivalle
reppualgoritmille. Esitetyt heuristiikat ovat kehittyneet pääosin tutkielman aiemmassa vai-
heessa muun työn ohessa, mutta on katsottu, että ideat on syytä dokumentoida osaksi tätä
työtä, sillä on oletettavaa, että osa havainnoista on reppututkimukselle uusia. Suoritettu-
jen koeajojen perusteella kehitysideat optimoivat alkuperäistä menetelmää merkittävästi,
mikä tarkoittaa ns. pienen repun ongelmilla useita kertaluokkia ja ns. suuren repun on-
gelmillakin puolta kertaluokkaa. Voidaan siis todeta, että esitetty ”painava-mutta-arvoton”-
lomituskarsiva taulukointi sekä siihen yhdistetty Dantzig-ylärajafunktio tarjoavat tehokkaan
kompromissimenetelmän, joka yhdistää taulukoinnin sekä branch & bound -menetelmän
parhaat puolet. Lisäksi esitetty alkuperäisen ongelman puolitus vaikuttaa lupaavalta kehi-
tyssuunnalta. Vaikka uudet optimointiheuristiikat ovat onnistuneita, ne eivät kuitenkaan ole
käänteentekeviä reppualgoritmien yleisessä viitekehyksessä. On kuitenkin mahdollista, et-
tä esitettyjä optimointi-ideoita voidaan jatkojalostaa ja kenties löytää yhä tehokkaampia
reppualgoritmeja. Erityisesti reppuongelman puolituksen laajennus k-ositukseksi vaikuttaa
potentiaalisesti tehokkaalta menetelmältä ja aiheen jatkotutkimus on perusteltua.
Kun tutkielman anti vedetään yhteen, voidaan todeta, että puolivuosisatainen reppututkimus
ei ole ollut turhaa, vaan kehitys on askel kerrallaan kasvattanut kohtuullisessa ajassa
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ratkaistavien reppuongelmien syötekokoa muutamasta kymmenestä parhaassa tapauksessa
useisiin miljooniin tavaroihin. Tästä huolimatta 0/1-reppuongelma on edelleen vaikea on-
gelma, sillä tehokkaat reppualgoritmit ovat tehokkaita vain tietyillä syötteillä, mutta voivat
olla varsin tehottomia muissa tapauksissa. Näin ollen reppuongelman sekä muiden vaikei-
den kombinatoristen ongelmien tutkimusta on perusteltua jatkaa myös tulevaisuudessa,
sillä tällaiset ongelmat liittyvät kaikkeen inhimilliseen toimintaan ja niiden ratkaisu on
arkipäiväinen osa tieteen, taiteen ja teollisuuden prosesseja. Tutkielmassa esitettiin ainakin
yksi kehityssuunta, jonka lisätutkimus vaikuttaa perustellulta, eli reppuongelman k-ositus.
On kuitenkin todettava, että tämän hetkinen reppututkimus vaikuttaa osin pimeydessä ha-
paroinnilta, koska algoritmeja kehitetään keinotekoisiin syötemalleihin perustuen, eikä re-
aalimaailman reppuongelmiin pohjaten. Näin ollen laajamittainen kartoitus reaalimaailman
reppuongelmista sekä niiden syötemalleista vaikuttaa enemmän kuin perustellulta lähtö-
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