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Abstract
Given a finite honest time, we first derive a representation of the additive (the multiplicative)
decomposition of its Aze´ma optional supermartingale in terms of the draw-down (the relative
draw-down) of some optional supermartingales with continuous running supremum. The mul-
tiplicative representation then allows us to give a characterisation of finite honest times using
a family of non-negative optional supermartingales with continuous running supremum which
converges to zero at infinity. Finally, we extend the notion of semimartingales of class-(Σ) to op-
tional semimartingales with jumps in its finite variation part, allowing one to establish formulae
similar to the Madan-Roynette-Yor option pricing formula for larger class of processes.
Key words and phrases. Honest times, Aze´ma’s supermartingale, Additive decomposition, Multiplica-
tive decomposition, Optional semimartingales, La`gla`d processes, Semimartingales of class-(Σ), Draw-down,
Relative draw-down.
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Introduction
In this article, we present in a uniform fashion results from two closely related topics. The first topic
is on the representation of the additive and the multiplicative decomposition of the Aze´ma super-
martingale associated with finite honest times or last passage times (see Definition 2.1). Existing
results on this topic has received interest from credit risk modeling and the study of asymmetric
information, e.g. Aksamit et al. [2], Fontana et al. [10], Zwierz [34] and Kardaras [19]. The second
topic is on semimartingales of class-(Σ), which was first introduced for positive continuous sub-
martingales in Yor [31] and later extended to semimartingales in Yor [32], Nikeghbali [26], Cheridito
et al. [7]. In Cheridito et al [7], the authors have shown that the introduction of class-(Σ) allows for
a martingale proof of the Madan-Roynette-Yor formula [21]. The beauty of the Madan-Roynette-
Yor formula lies in that it illustrates a deep connection between the last passage time of zero of a
semimartinagale of class-(Σ) and the price of an European put/call option. For further applications
of honest times in mathematical finance, we refer interested readers to Nikeghbali and Platen [27].
In the first part of this article, we fill the final gap in the literature on the additive and mul-
tiplicative representations of the Aze´ma supermartingale associated with a finite honest time and
provide a complete characterisation of finite honest times. More specifically, it was first shown by
Nikeghbali and Yor [28], under the assumptions that all martingales are continuous and the given
finite honest time τ avoids all stopping times (see Definition 2.2), the following representations of
the Aze´ma supermartingale Zt := P(τ > t | Ft) holds,
Zt = 1 +mt − sup
s≤t
ms (1)
Zt =
Mt
sups≤tMs
(2)
where m is a continuous local martingale and M is a non-negative continuous local martingale with
the property that limt→∞Mt = 0. In the literature, the class of continuous local martingales which
satisfies the same property as M are often referred to as class C0. The authors then goes on to show
that, conversely, given a local martingales M of class C0 the Aze´ma supermartingale of the finite
honest time τ := sup{s :Ms = supu≤sMu} must be of the form given in (2).
The above reprsentations and characterisation using the class C0 was later extended in Nikegh-
bali and Platen [27] to the case where the finite honest time τ avoids all stopping times and the
class C0 was replaced by M0, that is the class of non-negative local martingales with continuous
running supremum which converges to zero at infinity. Under similar assumptions the multiplica-
tive representation was also studied in Kardaras [18] and Acciaio and Penner [5]. To illustrate the
extend of their results, Acciaio and Penner [5] gave a counter example from [2] showing that for a
honest time which does not avoid all stopping times, the multiplicative representation (2) does not
necessarily hold. This led to the work of Song [30] where, for an arbitrary random time, the author
derived the necessary and sufficient conditions for representation of the form (2) to hold. The open
question, which we address here, is whether the representations (1) and (2), or representations of
similar nature, holds for an arbitrary finite honest time. The answer is a positive one, and it appears
that the main obstacle in removing the assumption that τ avoids all stopping times is that one is
too focused on the supermartingale Z and have insisted that m and M should be local martingales.
From recent developments in the theory of enlargement of filtration, it is becoming more evident
that Z˜t := P(τ ≥ t | Ft) is equally and if not more important than Z. In fact, in the context of
finite honest times, it is natural to consider the process Z˜ rather than Z, since any finite honest
time τ can be expressed as the end of the optional set {Z˜ = 1} (see Jeulin [17] or Proposition 4.1).
In view of this, we study the additive and multiplicative decomposition of Z˜ and from which the
reprsentations for Z can be obtained by using the fact that Z = Z˜+. This switch from Z to Z˜ is
crucial, and by doing so, we are able to remove the assumption that τ avoids all stopping times and
obtain representations of Z˜ in the form given in (1) and (2), with the key difference been that the
local martingales m and M are now replaced by optional supermartingales (see Definition 4.1).
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It is important to point out that the convenience of working with Z˜ does not come for free. The
main difficulty faced in this study is that, without the assumption that the honest time τ avoids
all stopping times, the process Z˜ is in general not a ca`dla`g process. Therefore, the standard ca`dla`g
semimartingale calculus cannot be applied and the main techniques employed in [5, 18, 27, 28],
such as the Doob maximal identity and the Skorokhod reflection lemma for ca`dla`g functions are not
directly applicable in the current setting and one needs to seek alternative methods.
To obtain our results on the representation of the additive and multiplicative decomposition of
Z˜ in Theorem 2.1, we first derive a multiplicative decompositions of Z˜, which makes use of the
strongly predictable process of finite variation in the Doob-Meyer-Mertens decomposition of the
strong optional supermartingale Z˜. Our approach is inspired by the works of Aze´ma, Meyer and
Yœurp in [4, 23, 25, 33] on multiplicative decomposition of positive submartingales. From a technique
point of view, we rely heavily on the finer properties of honest times exposed in Jeulin [17] and
stochastic calculus for la`gla`d semimartingales under the usual conditions which can be obtained as a
special case of the A-semimartingale calculus developed in Lenglart [20] or the stochastic calculus for
optional semimartingales developed around the same period by Gal’cuˇk [11, 12, 13]. For notational
convenience, we adapt in this article the framework of Gal’cuˇk.
After having identified the key properties of the optional supermartingales appearing in the
additive and the multiplicative representation of the Aze´ma optional supermartingale Z˜. We extend
the characterisation of finite honest times which avoids all stopping times (using local martingales
of class M0) and present in Corollary 2.1 a characterisation of finite honest times using a family
of optional supermartingales which we denote by N0 (see Definition 2.3). The proof is based on
an extension of techniques used to prove the Doob maximal identity. In addition, we give a la`gla`d
variant of the Skorokhod reflection lemma, which to our knowledge is not available in the literature,
and can be used to give an alternative proof of the additive representation.
In the second part of the article, we place our results on Aze´ma supermartingales in a general
framework and extend the notion of semimartingales of class-(Σ). The notion of class-(Σ) was first
introduced for positive continuous submartingales in Yor [31] and later extended in [7, 26, 28, 31, 32]
to semimartingales and more recently examined in Eyi-Obiang et al. [8, 9] in the context of signed
measures. Roughly speaking this class of processes is closely related to processes which are reflected
at the boundary point zero. Typical examples include continuous martingales, absolute value of a
continuous martingales, the positive part of a continuous martingale, the draw-down of a continuous
martingale and the Aze´ma supermartingale of finite honest times which avoids all stopping times.
In the current literature, given a semimartingale of class-(Σ), the assumption that the process of
finite variation in the semimartingale decomposition is continuous is build into the definition. This
effectively implies that such processes can only reflect off of zero in a continuous fashion. In the
context of the Aze´ma supermartingales associated with honest times, this continuity assumption is
equivalent to the assumption that the honest time avoids all stopping times.
In section 3, we extend the definition of class-(Σ) by allowing for jumps in the process of finite
variation. Under the new definition, we will generalise existing results for semimartingales of class-
(Σ) given in Cheridito et al. [7]. In particular, we show in Lemma 3.1 and Lemma 3.2 that if X
and Y are processes of class-(Σ) then (under some conditions) X+, X−, |X | and XY are again
processes of class-(Σ). The presentation is similarly to those found in Yor [32] and Cheridito et
al. [7], but we will relax the no negative or no positive jump assumption that is imposed in [7].
As our second main result, we obtain a generalisation of the Madan-Roynette-Yor type formula in
Theorem 3.1 and Theorem 3.2 (see also Madan et al. [21] or Profeta et al. in [29]). Then we study
positive optional submartingales of class-(Σ) and as an application of the results in section 3, we
illustrate in Proposition 3.1 and Example 3.1, a method to construct non-trivial examples of finite
honest times for which the additive and multiplicative representation of the Aze´ma supermartingale
can be retrieved from Theorem 2.1, but not from the results of [5, 18, 27, 28].
For the reader’s convenience, we collect in the appendix some useful definitions and results from
the theory of enlargement of filtrations and stochastic calculus for optional semimartingales. We also
give some interest results on the local time of optional semimartingales under the usual conditions.
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1 Notations and Terminologies
We work on a filtered probability space (Ω,A,F,P), where F := (Ft)t≥0 denotes a filtration satisfying
the usual conditions, we set F∞ :=
∨
t≥0 Ft ⊂ A and all martingales are taken to be ca`dla`g. Given
a real-valued process X , as convention, we set X0− = 0 and X∞ = limt→∞Xt a.s, if it exists. The
running supremum and infimum process of X are denoted by Xt := sups≤tXs and Xt := infs≤tXs.
Given a ca`dla`g non-decreasing function a on R+, we say that the measure da is carried on a
set G if
∫
[0,∞[ 1G
c(s)da(s) = 0. It is well known that the support of a, that is the smallest closed
set in R+ which carries da, is given by S(a) := {t ≥ 0 : ∀ǫ > 0, a(t− ǫ) < a(t+ ǫ) > 0} and the left
support of a is given by Sg(a) := {t ≥ 0 : ∀ǫ > 0, a(t− ǫ) < a(t) > 0}, see page 61, Chapter IV of
Jeulin [17]. We denote by T the set of all stopping times and for 0 ≤ s < t < ∞, T[s,t] the set of
all stopping times T such that s ≤ T ≤ t. A stochastic process X is said to be of class-(D) if the
family {XT1{T<∞}, T ∈ T } is uniformly integrable, and it is said to be of class-(DL) if for every
0 < t <∞, the family {XT , T ∈ T[0,t]} is uniformly integrable. For any integrable variation process
V , we denote the F-optional (predictable) projection of V by oV (pV ) and the F-dual optional
(predictable) projection of V by V o (V p). From Corollary 5.31 in He et al. [15] the process oV −V o
is a uniformly integrable F-martingale starting at zero and o(∆V ) = ∆V o holds.
The main tool used in this work is the stochastic calculus for optional semimartingales devel-
oped under the unusual conditions in Gal’cuˇk [11, 12, 13]. We stress that we do not make use of
the full power of the calculus and our situation is much simpler as the filtration F is assumed to
satisfy the usual conditions and all martingales are taken to be ca`dla`g. In this setting, an optional
martingale is a (ca`dla`g) uniformly integrable martingale, an optional local martingale is a (ca`dla`g)
local martingale and any optional semimartingale X takes the form X = X0 +M +A, where M is
a (ca`dla`g) local martingale and A is a la`gla`d process of finite variation (we shall write MX and AX
whenever there is a need to stress the dependence on X). Therefore stochastic integrals for optional
semimartingales essentially reduces to the usual stochastic integrals and one need only to take care
in counting the jumps of the integral against the process of finite variation A. As an alternative,
one can apply the A-semimartingale calculus developed in Lenglart [20] by taking A = O(F), i.e. the
optional σ-algebra generated by F, and the Itoˆ formula together with the solution to the stochastic
exponential are readily available in section VI within. However, although it is more natural to apply
the A-semimartingale calculus as formulae developed in [20] are directly applicable under the usual
conditions, we find the notations and presentations of Gal’cuˇk better suited for this work.
In the rest of this article, unless otherwise stated, all stochastic processes in concern are optional
semimartingales which are known to exhibit finite left and right limits. Given any la`gla`d process X
we denote by X− and X+ the left and right limits of X . The left and right jumps of X are denoted
by ∆X = X −X− and ∆+X = X+ −X respectively. Any la`gla`d process of finite variation V can
be decomposed into its right continuous part and left continuous part by setting V g =
∑
s<·∆
+Vs
and V r := V − V g. The right continuous part V r can be further decomposed into V r = V c + V d,
where V d =
∑
s≤·∆Vs and V
c := V r − V d. This gives us the decomposition
V = V c + V d + V g. (3)
Finally, we mention that prior to the works of Gal’cuˇk [11] and Lenglart [20], Mertens [24] intro-
duced under the usual conditions the notion of strong optional supermartingale and generalized the
Doob-Meyer decomposition to this setting. However, here we work with optional supermartingales
as defined by Gal’cuˇk (see Definition 4.1), and point out that the process Z˜ is both an optional
supermartingale and a strong optional supermartingale. Therefore, in the rest of the article, we will
abuse slightly the terminology and call the Doob decomposition for optional supermartingales, the
Doob-Meyer-Mertens-Gal’cuˇk decomposition. For more details on the general theory for stochastic
processes the reader is referred to He et al. [15], for results from the theory of enlargement of filtra-
tions to Jeulin [17]. The reader can also refer to the recent book of Aksamit and Jeanblanc [3] for
a modern english exposition of the results from the theory of enlargement of filtration.
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2 The Additive and Multiplicative Representations
In this section, given a finite honest time τ , we study the additive and multiplicative representation
of the Aze´ma supermartingale associated with τ . The main result is given in Theorem 2.1.
Definition 2.1. A random time τ is a honest time, if for all t ≥ 0, there exist a Ft-measurable
random variable τt such that τt = τ on the set {τ < t}.
Before proceeding, we first introduce some quantities that are specific to the study of random
times. For an arbitrary random time τ , we set H := 1[[τ,∞[[ and define
• the supermartingale Z associated with τ , Z := o(1[[0,τ [[) = 1−
oH ,
• the supermartingale Z˜ associated with τ , Z˜ := o(1[[0,τ ]]) = 1−
o(H−),
• the martingale m := 1− ( oH −Ho).
In the literature, the process Z is often termed the Aze´ma supermartingale. Here we shall name
the process Z˜, the Aze´ma optional supermartingale, and the process 1−Z, the Aze´ma submartingale.
From [17], we know that the above processes are linked through the following relationships:
Z = m−Ho and Z˜ = m− (Ho)− (4)
and we have Z˜ − Z = ∆Ho, Z˜+ = Z and Z˜− = Z−. From Theorem 5.22 [15], the dual optional
projection Ho is of integrable variation since H is of integrable variation. At time equal to zero, we
have 1− Z˜0 = 0 and 1− Z˜0+ = 1−Z0 = 1− (∆H
o)0 = 1− (H
o)0. We set R := inf {s : Zs = 0} and
for a random time τ , it is well know that τ ≤ R and the support of Ho is contained in J 0, R K.
The process Z˜ is a bounded positive (strong) optional supermartingale with it’s Doob-Meyer-
Mertens-Gal’cuˇk decomposition given by Z˜ = m − (Ho)−. For notational simplicity and to be
consistent with the notation later used in the additive decomposition of optional semimartingales,
we will set A := (Ho)−. Note that A is a left continuous process and to which one can apply the
decomposition in (3) to obtain the additive decomposition Z˜ = m−Ac −Ag.
Definition 2.2. A random time τ is said to avoid all F-stopping times if P(τ = T <∞) = 0 for all
F-stopping times T .
Note that in the case where τ avoids all F-stopping times, then ∆Ho = 0 and Z˜ = Z. The main
difficulty we face here is that without the assumption that τ avoids all stopping times, the process Z˜
is not ca`dla`g and the standard Skorokhod reflection lemma can not be applied to obtain the additive
representation as done in [28] and the standard Doob maximal identity cannot be applied to obtain
the multiplicative representation as done in [5, 18, 27, 28]. Also unlike the Aze´ma supermartingale
Z, the multiplicative decomposition of Z˜ is not available in the literature.
Therefore, we first obtain below the multiplicative decomposition of Z˜. The main obstacle in
constructing the multiplicative decomposition of Z˜ is that it is not bounded from below and this is
dealt with using the finer properties of honest times given in Lemma 4.1 and Proposition 4.1. We
start by considering the additive decomposition of Z˜ = m−Ac −Ag and we set
Yt :=
∫
]0,t]
Z˜−1s dA
c
s +
∫
[0,t[
Z˜−1s+ dA
g
s+ =: Y
c
t + Y
g
t .
We stress that the limit of integration in the second integral is [0, t[ and thus the process Y , once
shown to be finite for all t ≥ 0, is an increasing ca`gla`d process.
By (iii) of Proposition 4.1, both the processes Y c and Y g are increasing (possibly non-finite) and
stopped after τ . For both Y c and Y g to be well defined finite increasing processes, we need to check
that the they are finite before τ and have finite left limits at τ . We note that, by Lemma 4.1 (i)
and Lemma 4.2, the measure dA+ is carried on {Z˜ = 1} ⊂ J 0, τ K, therefore we have Y
c = Ac. We
recall that R = inf {s : Zs = 0} and point out that on the set {τ < R} both Y c and Y g are well
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defined since the support of Ac and Ag+ are both contained in the set J 0, τ K ⊂ {Z˜ > 0}. On the
set {τ = R}, for Y c we make use of the fact that Z˜τ− = Zτ− > 0 since we have the set inclusion
J 0, τ K ⊂ {Z− > 0}. For Y g, we see that∫
[0,τ [
Z˜−1s+dA
g
s+ =
∑
0≤s<τ
Z−1s ∆
+Ags
which is finite since J 0, τ J⊂ {Z > 0} by Lemma 4.1 (iii).
Next, we define D˜ to be the optional stochastic exponential of Y , that is D˜ is the unique solution
to the following equation
D˜t = 1 +
∫
]0,t]
D˜s−dY
c
s +
∫
[0,t[
D˜sdY
g
s+
= 1 +
∫
]0,t]
D˜s−Z˜
−1
s dA
c
s +
∫
[0,t[
D˜sZ˜
−1
s+ dA
g
s+ (5)
=: 1 + D˜ct + D˜
g
t .
Using Theorem 4.2, the unique solution to the optional stochastic exponential is given by
D˜ = eY
c
eY
g
∏
0≤s<·
(1 + ∆+Ys)e
∆+Ys .
The process D˜ can be further decomposed multiplicatively into D˜ = DcDg, where
Dc := eY
c
and Dg := eY
g
∏
0≤s<·
(1 + ∆+Ys)e
∆+Ys .
From the form of Y c and Y g, we see that Dc and Dg are strictly positive increasing processes and
both dDc and dDg+ are carried on the set {Z˜ = 1}.
Lemma 2.1. The process M˜ = D˜Z˜ is a local martingale.
Proof. By an application of the Itoˆ formula given in Theorem 4.1,
D˜tZ˜t − D˜0Z˜0
=
∫
]0,t]
D˜s−dZ˜
r
s +
∫
[0,t[
D˜sdZ˜
g
s+ +
∫
]0,t]
Z˜s−dD˜
r
s +
∫
[0,t[
Z˜sdD˜
g
s+ +
∑
0≤s<t
∆D˜gs∆
+Z˜s +
∑
0<s≤t
∆D˜rs∆Z˜s
=
∫
]0,t]
D˜s−dZ˜
r
s +
∫
[0,t[
D˜sdZ˜
g
s+ +
∫
]0,t]
Z˜sdD˜
c
s +
∫
[0,t[
Z˜s+dD˜
g
s+
=
∫
]0,t]
D˜s−dms
where in the last equality, we have used the fact that Z˜r = m−Ac, Z˜g = Ag and (5).
Remark 2.1. For an honest time, the process D˜ is well defined on [0,∞[. The difference between
honest times and general random times is that the support of A+ is contained in J 0, τ K rather than
J 0, R K, this allows us to handle the case where Z go to zero continuously at R on the set {τ < R}.
The key idea of this section is that, instead of the local martingales m and M˜ , we consider the
optional supermartingales
n := m−Ag and N := M˜/Dg. (6)
The main difference here is that, in general, the processes n and N are not necessarily ca`dla`g on
J 0, τ K and due to Proposition 4.1 they are only ca`dla`g on Kτ,∞J . We remark that since Ag has
only positive jumps, the processes n and N must be ca`dla`g and hence optional processes. Therefore
the sets {n = n} and {N = N} are optional sets.
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Lemma 2.2. For a finite honest time, we have {n = n} = {Z˜ = 1} = {N = N}.
Proof. From Proposition 4.1,
τ = sup {s : Z˜s = 1} = sup {s : ns = 1 +A
c
s}. (7)
From the inequality Z˜ ≤ 1, we deduce that n ≤ 1+Ac and {n = 1 +Ac} ⊆ {n = n}. Using (7) and
the fact that the process 1+A is constant after τ (from Lemma 4.1 (i) and Lemma 4.2), the process
n must equal to the constant process 1 + Ac after τ . This together with the fact that {Z˜ = 1} is
contained on J 0, τ K, we have
{n = n}∩ Kτ,∞J= {Z˜ = 1}∩ Kτ,∞J= ∅.
This implies {n = 1 +Ac} ⊆ {n = n} ⊆ J 0, τ K. By Lemma 4.1, the set {Z˜ = 1} is the largest
optional set contained in J 0, τ K from which we conclude that {n = n} = {Z˜ = 1}. Similar arguments
shows that {N = N} = {Z˜ = 1}
Remark 2.2. The set equality {n = n} = {n = 1 +Ac} implies that n = 1+Ac on the set {Z˜ = 1}.
Intuitively, the equality n = 1 + Ac should also hold everywhere, since they have the same initial
condition and both dn and dAc are carried on the set {Z˜ = 1}.
To prove the above observation and therefore the additive and multiplicative representation of
Z˜, we make use of the following time change process,
gt = sup {s ≤ t : Z˜s = 1}.
Note that Z˜τ = 1, but in general, it is not true that Z˜gt = 1.
Theorem 2.1. Let τ be a finite honest time random time.
(i) The additive representation of Z˜ is given by
Z˜ = 1 + n− n,
where n = m−Ag and 1 +Ac = n.
(ii) The multiplicative representation of Z˜ is given by
Z˜ = N/N
where N = Z˜Dc = M˜/Dg and Dc = eA
c
= N .
Proof. The goal of the proof is to show that n = 1 +Ac and N = eA
c
. Firstly, the processes n and
1+Ac have the same initial condition and it is clear that n ≤ 1+Ac. To show the reverse inequality,
we must consider two cases. Given a stopping time T , we first suppose that (ω, gT (ω)) ∈ {Z˜ = 1},
then by using the facts that Ac is continuous, dAc is carried on the set {Z˜ = 1} and, by Lemma 2.2,
that {n = n} = {n = 1 +Ac} = {Z˜ = 1}, we have
1 +AcT = 1 +A
c
gT
= ngT ≤ nT .
On the other hand, suppose (ω, gT (ω)) 6∈ {Z˜ = 1} but belongs to the right closure of {Z˜ = 1}, then
there exists an increasing sequence of random times (gnT )n∈N in {Z˜ = 1} such that g
n
T ↑ gT a.s..
Then similar to the previous case, we have
1 +AcT = 1 +A
c
gT
= ngT− ≤ nT ,
which implies 1 +Ac = n.
To prove the multiplicative representation, we first make the observation that dDc and dDg+ are
both carried on the set {Z˜ = 1} = {N = Dc}. Then one can repeat the arguments used in the proof
of the additive representation with N , N and Dc in place of n, n and 1 +Ac to conclude that N is
equal to Dc.
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Remark 2.3. The counter example given by Acciaio and Penner [5] to demonstrate that (2) does
not necessarily hold is an example of an honest time in the Poisson filtration for which Ac = 0. In
this particular example, the multiplicative representation given in Theorem 2.1 holds trivially in the
sense that N = Z˜ and N = 1. To obtain non-trivial examples, we need to find finite honest times for
which both Ac and Ag are non-zero. Honest times with such property can be constructed by taking
known examples of finite honest times τ from the Brownian filtration and consider the honest time
τ ∨ σ where σ is any finite stopping time. We will discuss this type of construction in more details
in Example 3.1 once we have developed some generic tools.
2.1 Doob Maximal Identity and Skorokhod Reflection Lemma
Having obtained Theorem 2.1, we re-examine, in hindsight, the Doob maximal identity and provide
in Corollary 2.1 a complete characterisation of finite honest times using a certain class of optional
supermartingales which extends the notion of local martingales of class C0 and M0, see Nikeghabli
and Platen [27] or Kardaras [18]. In addition, we also present a la`gla`d variant of the Skorokhod
reflection lemma, which can be used to provide an alternative proof of the additive representation.
Definition 2.3. An optional supermartingale N is said to belong to the class N0 if
(i) the process N is non-negative and limt→∞Nt = 0,
(ii) the running supremum N is continuous,
(iii) the increasing part AN in the Doob-Meyer-Mertens-Gal’cuˇk decomposition of N , given by
MN −AN , is a left continuous purely discontinuous process such that dAN+ is carried on {N = N}.
Remark 2.4. Given a finite honest time τ , by using the Itoˆ formula in Theorem 4.1, it is not hard
to check that the optional supermartingale N := Z˜Dc appearing in Theorem 2.1 is of class N0.
Lemma 2.3 (Variant of the Doob maximal identity). Suppose N is an optional supermartingale
which belongs to N0 and we let τ := sup {s : Ns = Ns}. Then τ is a finite honest time such that its
Aze´ma optional supermartingale is given by Z˜ = N/N .
Proof. It is clear that τ is a finite last passage time and hence a finite honest time. Therefore we
need only to compute Z˜. By localisation, we assume that MN is a uniformly integrable martingale.
Let σt := inf {s ≥ t : N = N} and by using the fact that N∞ = limt→∞Nt = 0, we observe that for
every stopping time T , we have
NσT = NσT 1{τ≥T} = NσT 1{τ≥T}
Note that the above equality is clear in the case where (ω, σT (ω)) ∈ {N = N}. In the case where
(ω, σT (ω)) 6∈ {N = N} but is in the left closure of the set {N = N}. That is there exists a decreasing
sequence of stopping times (σnT )n∈N such that σ
n
T ↓ σT a.s. and for every n, (ω, σ
n
T (ω)) ∈ {N = N}.
Together with the continuity of N , this implies that NσT+ = NσT ≥ NσT . On the other hand, since
∆+N = −∆+AN ≤ 0, we must have NσT ≥ NσT+ which implies that NσT = NσT on {τ ≥ T }.
By using the continuity of N , we have NσT = 1{τ≥T}NT . Then we take the FT conditional
expectation of both hand sides to obtain
E(NσT | FT ) = Z˜TNT .
From the Doob-Meyer-Mertens-Gal’cuˇk decomposition of the optional supermartingale N and the
Doob optional sampling theorem, we have
E(NσT | FT ) =M
N
T − E(A
N
σT
| FT ).
Finally, we use the fact that AN is a left-continuous process such that dAN+ is carried on the set
{N = N} to conclude that ANσT = A
N
T .
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Corollary 2.1. Suppose that τ is a finite honest time then there exists a optional supermartingale
N of class N0 such that τ is the end of the optional set {N = N} and Z˜ = N/N . Conversely, given
a optional supermartingale N of class N0, the end of the optional set {N = N} is a finite honest
time such that Z˜ = N/N .
Proof. It is sufficient to combine Lemma 2.2, Theorem 2.1 and Lemma 2.3.
Remark 2.5. We stress that the conclusion of Lemma 2.3 and therefore the statement of Corollary 2.1
is valid even without the assumption that AN is a pure discontinuous process. We point out that
Definition 2.3 is stated with the pure discontinuous condition since, if otherwise, given a finite honest
time τ both Z˜ and Z˜Dc are of class N0 and we wish to remove the trivial candidate Z˜.
Lemma 2.4 (Variant of the Skorokhod reflection lemma). Let y be a real-valued la`gla`d function on
[0,∞) such that y(0) = 0 and it’s running infimum inf y = y is continuous. Then, there exists a
unique pair of functions (z, a) on [0,∞) satisfying the following conditions:
(i) z(t) = y(t) + a(t) ≥ 0 for all t ≥ 0,
(ii) a is a increasing, continuous function with initial value zero,
(iii) the measure da is carried on the set {t : z(t) = 0}.
Proof. See subsection 4.3 in the appendix.
Remark 2.6. To this end, we point out that, in Theorem 2.1, the core of the proof is on showing
that N = eA
c
and n = 1+Ac, which gives the important property that both N and n are continuous.
In fact, one can argue that the continuity of bothN and n, where n andN are defined in (6), is the
most important property. Since if one can show that N and n are continuous, without showing that
N = eA
c
and n = 1+Ac, then the additive representation of Z˜ can be obtained through the variant
of the Skorokhod reflection lemma given in Lemma 2.4. While the multiplicative representation of
Z˜ can be obtained through the variant of the Doob maximal identity given in Lemma 2.3.
To this end, with Remark 2.6 in mind, we conclude the first part of the article by showing, for
the sack of completeness, that the processes n and N are continuous without showing that they
are equal to 1 + Ac and eA
c
(see Theorem 2.1). This gives us an alternative method to prove the
additive and the multiplicative representation of Z˜ and highlights the importance of Lemma 2.2.
Proposition 2.1. Given a finite honest time τ , the running supremum of the processes n = m−Ag
and N = Z˜Dc are continuous.
Proof. We will only present the proof of continuity for n since the proof of continuity for N follows
from similar arguments. To this end, suppose that the supremum of n is not continuous and the left
jumps of n, that is the jump of the martingale m, can take n to its supremum. More specifically,
we set T := inf {s : ∆ns > 0} and suppose that T < ∞. It is clear that JT K ∈ {n = n} which by
Lemma 2.2 is equal to {Z˜ = 1}. Then for fixed ω ∈ Ω, there are two cases to consider, (i) the point
T (ω) is a left isolated point of the set {s : Z˜s(ω) = 1} and (ii) the point T (ω) is not a left isolated
point of the set {s : Z˜s(ω) = 1}.
In case (i), we consider the random time τt = sup {s < t : Z˜s = 1}. Note that since T (ω) is a left
isolated point and dAc is carried on the set {n = 1 +Ac} = {Z˜ = 1} = {n = n}, we must have, for
the fixed ω, τT < T and A
c
τT
= AcT− = A
c
T . However this is a contraction since this will imply
1 +AcT− = 1 +A
c
τT
= nτT = nT− < nT = 1 +A
c
T .
We point out that, in this case, one does not have to distinguish whether τt(ω) belongs to the set
{s : Z˜s(ω) = 1} or is in its right closure, since n is continuous before T .
In case (ii), since T (ω) is not a left isolated point of {s : Z˜(ω)s = 1}, there exists an increasing
sequence (Tn(ω))n∈N such that ∀n ∈ N, Tn(ω) < T (ω), Tn(ω) ∈ {s : Z˜s(ω) = 1} and Tn(ω) ↑ T (ω).
This implies that for the fixed ω, 1+AcT− = nT− < nT = 1+A
c
T and this gives a contradiction.
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3 Optional Semimartingales of Class-(Σ)
In this part of the article, we study the Aze´ma supermartingale of finite honest times in a general
context and extend the notion of semimartingales of class-(Σ), which was first introduced for con-
tinous positive submartingales in Yor [32] and subsequently extended in Yor [31], Nikeghabali [26]
and Cheridito et al. [7]. More recently, processes of class-(Σ) were also studied in the context of
signed measures in Eyi-Obiang et al. [8, 9].
Typical examples of semimartingales of class-(Σ) in the literature include continuous martingales,
the absolute value of a continuous martingale, the draw-down process of a continuous martingale and
the Aze´ma submartingale 1−Z associated with finite honest times which avoids stopping time. From
these examples we make the observation that the behaviour of this class of processes is characterised
by how it reflects off of the boundary point zero, which is closely related to the Skorokhod minimal
reflection condition.
Definition 3.1. An optional semimartingale X with decomposition X = X0 +M +A where M is
a local martingale with M0 = 0 and A = A
c + Ad + Ag is a la`gla`d process of finite variation with
A0 = 0 is said to satisfy the Skorokhod minimal reflection condition at zero if∫
[0,∞[
1{Xs 6=0}(dA
c
s + dA
g
s+) = 0 and
∫
[0,∞[
1{Xs− 6=0}dA
d
s = 0.
Definition 3.2. An optional semimartingale X is said to be of class-(Σ) if it satisfies the Skorokhod
minimial reflection condition and X0 +A
d = 0.
We point out that the condition X0 +A
d = 0 together with the convention that A0 = 0 implies
X0 = 0 and X0+ = A
g
0+. This is consistent with the behaviour of the submartingales 1 − Z˜ and
1 − Z at time zero. In the rest of the article, given an optional semimartingale X , the process M
and A will denote the local martingale and the la`gla`d process of finite variation in the optional
semimartingale decomposition of X . The left jumps are given by ∆X = ∆M , the right jumps are
given by ∆+X = ∆A+ = ∆A
g
+ and {∆
+X 6= 0} ⊂ {X = 0}.
In the previously mentioned works [5, 8, 9, 18, 26, 28, 31, 32], the process of finite variation
A in the decomposition of X is continuous by definition. The main contribution of this section
of the article is that we extend the definition and previous results on semimartingales of class-
(Σ) to optional semimartingales for which the finite variation part A can have jumps. This is a
non-trival extension, since recent studies on honest times in the Poisson filtration have given us
explicit examples of positive optional submartingales of class-(Σ) whose finite variation part A is
purely discontinuous. In fact it is proven that in Theorem 4.8 of Aksamit et al. [1] that in any
discrete/jumping filtration (in particular, the Poisson filtration), the finite variation part A in the
Doob-Meyer-Mertens-Gal’cuˇk decomposition of Z˜ must be purely discontinuous.
We now explore some general property of optional semimartingales of class-(Σ) defined in Definition 3.2
and demonstrate that under conditions ‘certain’ some conditions, if X and Y are processes of class-
(Σ) then X+, X−, |X | and XY are again processes of class-(Σ). In particular, we relax the no
negative or no positive jump assumption that is imposed in Cheridito et al. [7] and replace them
with the following conditions.
Definition 3.3. An optional semimartingale X is said to
(i) cross zero continuously from the positive side if
∑
0<s≤t 1{Xs−>0}(Xs)
− = 0.
(ii) cross zero continuously from the negative side if
∑
0<s≤t 1{Xs−≤0}(Xs)
+ = 0.
(iii) cross zero continuously if it cross zero continuously from the positive and the negative side.
Lemma 3.1. Let X be an optional semimartingale of class-(Σ) then:
(i) The processes X+, X− and |X | are local optional submartingales.
(ii) If X crosses zero continuously from the positive side then X+ is of class-(Σ).
(iii) If X crosses zero continuously from the negative side then X− is of class-(Σ).
(iv) If X crosses zero continuously then |X | is of class-(Σ).
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Proof. (i) The fact that X+, X− and |X | are local submartingales follows directly from the Tanaka
formula in Lemma 4.4 and the fact that dA is carried on {X = 0}.
(ii) We prove only (ii) as the proof of (iii) and (iv) are similar. By Lemma 4.4
X+t =
∫
]0,t]
1{Xs−>0}d(A
c
s +Ms) +
∫
[0,t[
1{Xs>0} dA
g
s+ +
∑
0<s≤t
1{Xs−>0}(Xs)
−
+
∑
0<s≤t
1{Xs−≤0}(Xs)
+ +
∑
0≤s<t
1{Xs>0}(Xs+)
− +
∑
0≤s<t
1{Xs≤0}(Xs+)
+ +
1
2
L0t (X).
=
∫
]0,t]
1{Xs−>0}dMs +
∑
0<s≤t
1{Xs−≤0}(Xs)
+ +
∑
0≤s<t
1{Xs>0}(Xs+)
−
+
∑
0≤s<t
1{Xs≤0}(Xs+)
+ +
1
2
L0t (X)
where in the last equality, we have used the fact that the process X enters zero continuously from
the positive side. The process L0t (X) is called the local time of X at zero and by Theorem 4.4, the
measure dL0(X) is carried on the set {X = 0} ⊆ {X+ = 0}. Note that the right hand jumps∑
0≤s<t
1{Xs>0}(Xs+)
− + 1{Xs≤0}(Xs+)
+,
are supported on {X+ = 0} because {sign(X) 6= sign(X+)} ⊆ {∆+X > 0} and
{∆+X > 0} ⊆ {X = 0} ⊆ {X+ = 0}.
The la`gla`d process of finite variation A in the optional semimartingale decomposition of X is left
continuous and therefore predictable. This implies that there exists a localising sequence of stopping
times (Tn)n such that X
+ = (M +A)+ is integrable and MTn is a uniformly integrable martingale.
This implies that the increasing process
Vt =
∑
0<s≤t
1{Xs−≤0}(Xs)
+
stopped at Tn is of integrable variation and the dual predictable projection V
p of V exists and is
locally of integrable variation.
To show that V p is continuous, we note that on the set {∆V > 0}, the jump ∆V is bounded
by ∆M . Also the set {∆V > 0} is equal to the left support of V and from Jeulin [17] Chapter IV,
Lemma 4.2, we have Sg(V ) ⊆ Sg(V p) which is a predictable set. This shows that
∆V p = p(∆V ) ≤ p(∆M1{∆V >0})
≤ p(∆M)1Sg(V p),
and from the predictable sampling theorem, p(∆M)T = 0 for all predictable stopping times T .
Using the continuity of V p we obtain
E
( ∫
[0,Tn[
1{X+s >0}
dV ps
)
= E
( ∫
[0,Tn[
1{X+
s−
>0}dV
p
s
)
= E
( ∫
[0,Tn[
1{(X+)s−>0}1{Xs−≤0}dVs
)
= 0.
Finally, by monotone convergence theorem, we let n→∞ to show that V p is supported on {X+ = 0}.
From similarly arguments we can also conclude that X− and |X | are also positive optional
submartingales of class-(Σ).
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Lemma 3.2. Given two optional semimartingales X and Y of class-(Σ), suppose [MX ,MY ] = 0
then XY is an optional semimartingale of class-(Σ).
Proof. By application of the Itoˆ formula in Theorem 4.1
XtYt −X0Y0
=
∫
]0,t]
Ys−dX
r
s +
∫
[0,t[
YsdX
g
s+ +
∫
]0,t]
Xs−dY
r
s +
∫
[0,t[
XsdY
g
s+ + [M
X ,MY ]t +
∑
0≤s<t
∆Y gs ∆
+Xs
=
∫
]0,t]
Ys−dX
r
s +
∫
[0,t[
YsdX
g
s+ +
∫
]0,t]
Xs−dY
r
s +
∫
[0,t[
Xs+dY
g
s+.
To see that the finite variation part only moves on the set {XY = 0}, it is sufficient to note that
{XY 6= 0} = {X 6= 0} ∩ {Y 6= 0}.
For simplicity, we present the following lemma for C1-functions rather than bounded measurable,
since unlike Nikeghbali [26] or Cheridito et al. [7], we do not attempt to solve the Skorokhod
embedding problem for optional semimartingales of class-(Σ) and we only include the following
result to illustrate that class-(Σ) is closed under this transform.
Lemma 3.3. Let X = M + A be an optional semimartingale of class-(Σ) then for any given C1-
function f ,
f(At)Xt = f(0)X0 +
∫
]0,t]
f(As)dMs +
∫
[0,t[
f(As+)dAs+
is an optional semimartingale of class-(Σ).
Proof. We first note that the process A is left continuous and by an application of the Itoˆ formula
in Theorem 4.1 we obtain
f(At)Xt = f(0)X0 +
∫
]0,t]
f(As)dX
r
s +
∫
[0,t[
f(As)dX
g
s
+
∫
]0,t]
Xs−df(As)
r +
∫
[0,t[
Xsdf(As)
g +
∑
s<t
(f(As+)− f(As))∆A
+
s .
By applying the Itoˆ’s formula to f(A),
df(At) =
∫
]0,t]
f ′(As)dA
r
s +
∫
[0,t[
f ′(As)dA
g
s+ +
∑
s<t
f(As+)− f(As)− f
′(As)∆
+As
=
∫
]0,t]
f ′(As)dA
c
s +
∫
[0,t[
f ′(As)dA
g
s+ +
∑
s<t
f(As+)− f(As)− f
′(As)∆
+As.
The measure df(A)g+ carried on the set {X = 0} since dA
g
+ is carried on {X = 0}, therefore
f(At)Xt = f(0)X0 +
∫
]0,t]
f(As)dX
r
s +
∫
[0,t[
f(As)dX
g
s +
∑
s<t
(f(As+)− f(As))∆A
+
s
= f(0)X0 +
∫
]0,t]
f(As)d(X
r −Ac)s +
∫
]0,t]
f(As)dA
c
s +
∫
[0,t[
f(As+)dA
g
s+
= f(0)X0 +
∫
]0,t]
f(As)dMs +
∫
[0,t[
f(As+)dAs+.
It is sufficient to note that since dA+ is carried on {X = 0}∫
[0,t[
1{Xsf(As) 6=0}f(As+)dAs+ =
∫
[0,t[
1{Xs 6=0}1{f(As) 6=0}f(As+)dAs+ = 0,
which concludes the proof.
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3.1 Last Passage Times and Optional Semimartingales of Class-(Σ)
From the works of Madan et al. [21], Profeta et al, [29] and generalizations of Cheridito et al. [7] we
know that, under some continuity assumptions, there is a deep connection between semimartingales
of class-(Σ) and their last passage time of zero, given by
τ := sup {s : Xs = 0}.
In the following, this connection is re-discovered for optional semimartingale of class-(Σ). Deviating
from the works of [7, 8, 9, 26], we will re-examine this connection for processes of class-(DL) rather
than class-(D). To do this, we consider time change processes
gt = sup {s ≤ t : Xs = 0}
kt = inf {s > t : Xs = 0}
where {gt ≤ u} = {t < ku} and τ = g∞ = sup {s : Xs = 0}. The right jumps ∆+X = ∆Ag only are
non-negative on {X = 0} which implies Xkt = 0, but Xgt may or may not be zero. Note that by
definition X0 = 0, which allows us to circumvent the issue that gt can be undefined.
We first derive below a balayage type formula which provides us with the martingale which will
underpin later computations. We point out that the balayage type formula presented below cannot
be obtained from the standard balayage formula for ca`dla`g processes given in for example [31], since
X+ at kt might not be zero.
Lemma 3.4. Let X be an optional semimartingale of class-(Σ) and fix u ≥ 0. Then for t ≥ u
(X+)t1{gt≤u} =Mt∧ku +A
c
u + (A
g
+)u
and for t > u,
Xt1{gt≤u} =Mt∧ku +A
c
u + (A
g
+)u
Proof. The process Xt+1{gt≤u} = Xt+1{t<ku} is right continuous in t and by the usual Itoˆ formula
Xt+1{gt≤u} = Xt+1{t<ku}
= Xu+ +Mt∧ku −Mu +
∫
(u,t]
1{s≤ku}dA
c
s +
∫
(u,t]
1{s≤ku}dA
g
s+ −Xku+1{t≥ku}
=Mt∧ku +A
c
t∧u + (A
g
+)t∧ku −∆A
g
ku
1{t≥ku}
where in the last equality, we used the fact that Xku = 0 and ∆
+X = ∆Ag+. On the set {t ≥ ku}
(Ag+)t∧ku −∆A
g
ku
1{t≥ku} = (A
g)ku1{t≥ku}
= (Ag+)u1{t≥ku}.
On the complement {t < ku}, we have (A
g
+)t∧ku = (A
g
+)t = (A
g
+)u, where the last equality comes
from the fact that u ≤ t < ku and A
g
+ does not increase on Ju, kuJ . This shows that
(X+)t1{gt≤u} = X0 +Mt∧ku +A
c
u + (A
g
+)u
and (X+)t1{gt≤u} is a local martingale for t ≥ u. On the other hand, for fixed u ≥ 0 and all t > u,
(X+)t1{gt≤u} = Xt1{gt≤u},
since ∆(Ag+)t = 0 on the set {gt ≤ u < t}.
13
L. Li Characteristion of honest times and semimartingales of class-(Σ)
The first observation we make from Lemma 3.4 is that for fixed 0 ≤ u
Xt+1{gt≤u} −Xu+1{gu≤u} =M
ku
t −Mu u ≤ t, (8)
Xt1{gt≤u} −Xs1{gs≤u} =M
ku
t −M
ku
s u < s ≤ t. (9)
By examining (8), we note that if the local martingale Mku −Mu is a true martingale on [u,∞)
then one can take the conditional expectation with respect to Fu and eliminate the right hand side
using optional sampling theorem (see for example Theorem 2.58 of [15]). The second observation
we make is that the integrability properties of Mkus −M
u
s for s ∈ [u,∞) can be derived from the
integrability properties of Xs+1{gs≤u} −Xu+1{gu≤u} for s ∈ [u,∞).
Of course one can in the definition of class-(Σ) restrict ourselves to optional semimartingales for
which M is a martingale, however we wish to look for some sufficient conditions on the process X
or X+. The assumption that X and X+ are of class-(D) is likely too strong for problems that is
on a finite horizon. It is more practical to assume that M is a martingale rather than an uniformly
integrable martingale. For example, one can take the Brownian motion, which is of class-(Σ), but
does not belong to class-(D).
Theorem 3.1. (i) Suppose X+ is of class-(DL) then for 0 ≤ u ≤ s ≤ t <∞,
E(Xt+1{gt≤u}|Fs) = Xs+1{gs≤u}.
(ii) Suppose X is of class-(DL) then for 0 ≤ u < s ≤ t <∞,
E(Xt1{gt<u}|Fs) = Xs1{gs<u}.
Proof. (i) The result can be deduced from (8) given that we have shown for fixed u ≥ 0, the process
(Mkus −M
u
s )s≥u is a martingale. Inspired by the fact that a local martingale is a martingale if and
only if it is of class-(DL), we show that a sufficient condition for (Mkus −M
u
s )s≥u to be a martingale
is that for all t ≥ u the family M[u,t] := {M
kT∧u
T −M
u
T : T ∈ T[0,t]} is uniformly integrable.
Let (Tn)n∈N be a localizing sequence which makes M
Tn a martingale, then for t ≥ s > u
E[M
kTn∧u
Tn∧t
−MuTn∧t | Fs] =M
kTn∧u
Tn∧s
−MTn∧u
where we applied optional sampling theorem to the bounded stopping times kTn∧u ∧ Tn ∧ t and s.
As n→∞, the right hand side in the above converges almost surely to Mkus −Mu and by uniform
integrability of the family M[u,t], the left hand side converges to E[M
ku
t −Mu|Fs]. This shows that
(Mkus −M
u
s )s≥u is a martingale.
On the other hand, by taking t = t ∧ Tn, u = u ∧ Tn in (8), we obtain
|M
kTn∧u
Tn∧t
−MuTn | = |(X+)Tn∧t1{gTn∧t≤Tn∧u} − (X+)Tn∧u|
≤ |X+|Tn∧t + |X
u
+|Tn∧t
from which one deduce that if X+ is of class-(DL) then M[u,t] is a uniformly integrable family.
(ii) From similar arguments to (i), we deduce from (9) that if X is of class-(DL) then
E(Xt1{gt≤u}|Fs) = Xs1{gs≤u}, t > u > 0
and the claim for u > 0 follows from monotone convergences theorem applied in u. At u = 0 the
equality holds trivially since (gs)s≥0 is positive.
In the following, we will obtain similar results at t = ∞. In general, to establish the desired
result for X at infinity, one will have to first establish convergence results for non-right continuous
submartingales which are not available in the literature. We avoid this issue by supposing that the
honest time τ := sup {s : Xs = 0} is finite almost surely. This is a convenient assumption, because
dA+ is carried on the set {X = 0} and the process A is flat on Kτ,∞ K. Therefore if X+ converges
almost surely to a random variable X∞, then X must also converge almost surely to X∞.
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Theorem 3.2. (i) Suppose X+ is of class-(D) then for all s ≥ 0
E(X∞1{τ≤s}|Fs) = Xs+.
(ii) Suppose X and X+ are both of class-(D) and τ := sup {s : Xs = 0} <∞ a.s, then for all s ≥ 0,
E(X∞1{τ<s}|Fs) = Xs.
Proof. (i) From Lemma 3.1, we know that X+ can be written as the difference of two submartingales,
that is X+ = (X
+)+ − (X−)+ and |X+| = (X+)+ + (X−)+. This implies that both (X+)+ and
(X−)+ are right continuous positive submartingales of class-(D) and there exists a random variable
X∞ := (X
+)∞ − (X
−)∞ ∈ L
1.
One can now take s = u in Theorem 3.1 (i). The result then follows by taking the limit as t → ∞
and using uniform integrability of X+, the left continuity of the process 1J 0,s K and the fact that
limt↑∞ gt = τ almost surely.
(ii) Given that X+ is of class-(D) and τ <∞, we have limt→∞Xt = limt→∞Xt+ = X∞ almost
surely. From Lemma 3.1 (i), X+ and X− are local optional submartingales. Using the fact that
X is of class-(D) we can deduce that X+ and X− are submartingales of class-(D). The process
X+ is an optional submartingales because the right continuous positive submartingale (X+)+ is of
class-(D) and by optional sampling theorem we have for all stopping times T
E(X+∞ | FT ) ≥ (X
+)T+ ≥ (X
+)T .
Similar arguments shows that X− is an optional submartingale of class-(D). From the Doob-Meyer-
Mertens-Gal’cuˇk decomposition we can write X+ = m + a and X− = u + v, where m and u are
optional martingales and a and v are strongly predictable increasing process of integrable variation.
This shows that M + A = m − u + a− v. Since X is of class-(Σ), the process A is left continuous
and therefore strongly predictable. This shows that M − (m − u) = (a − v) − A, which a (ca`dla`g)
predictable optional local martingale of finite variation. This implies M = m − u and M is an
optional martingale and therefore uniformly integrable.
We set σs = inf {u ≥ s : Xu = 0} and observe that for s ≥ 0
Xσs = X∞1{τ<s} +Xσs1{τ≥s}
= X∞1{τ<s}.
The left hand side above is Xσs = Mσs − As, because A is left continuous and dA is carried on
{X = 0}. Since M is uniformly integrable, the result follows from optional sampling theorem.
3.2 Positive Optional Submartingale of Class-(Σ)
In this subsection, we let X be a positive optional submartingale and take as convention X0 = 0.
This implies that X and X+ are both of class-(D), since the uniform integrability of the families
{XT1{T<∞}, T ∈ T } and {XT+1{T<∞}, T ∈ T } follows from the definition of optional submartin-
gale given by Gal’cuˇk in Definition 4.1.
By Theorem 4.3, the optional submartingale X can be decomposed into X = X0+M +A where
M is an optional martingale and A is a strongly predictable increasing process of integrable variation.
Again we say that X is of class-(Σ) if dAc and dAg+ are carried on the set {X = 0} and X0+A
d = 0.
In the following, we again decompose the process A into A = Ac +Ag, set n :=M +Ag and denote
the Skorokhod reflection map by R, that is given function x : R→ R, R(x) = (−x) ∨ 0.
To avoid technicalities, we again assume that the honest time τ = sup {s : Xs = 0} is almost
surely finite. In this setting, as time goes to infinity, both the processes X and X+ both converges
almost surely to a random variable X∞ ∈ L1 (see for example Theorem 2.5 of [15]) and the assump-
tions of Theorem 3.1 and Theorem 3.2 are always satisfied. That is the Madan-Roynette-Yor type
formula always holds for positive optional submartingales of class-(Σ).
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Lemma 3.5. Suppose that X is a positive optional submartingale of class-(Σ) then Ac = R(n),
where n :=M +Ag.
Proof. From the fact that X ≥ 0, we have −n ≤ Ac and
{X = 0} = {−n = Ac} ⊆ {−n = −n}.
This shows that Ac = −n on the set {X = 0}. It is also evident that the processes R(n) = (−n)∨ 0
and Ac have the same initial condition. Using the the inequality −n ≤ Ac, we can conclude that
−n ≤ Ac and (−n) ∨ 0 ≤ Ac. To show the reverse inequality, given any stopping time T , either
gT = 0 or gT > 0. In the case where gT (ω) > 0 and (ω, gt(ω)) ∈ {X = 0}, we have by the continuity
of the process Ac
AcT = A
c
gT
= (−n)gT = (−n)gT ∨ 0 ≤ (−n)T ∨ 0.
In the case where gT (ω) > 0 and (ω, gT (ω)) 6∈ {X = 0}, but is in the right closure of {X = 0}, we
have by continuity of Ac
AcT = A
c
gT
= (−n)gT− ≤ (−n)gT ∨ 0 ≤ (−n)T ∨ 0.
In the case where gt(ω) = 0, we have A
c
t = A
c
0 = 0 ≤ (−n)t ∨ 0. This gives us A
c = (−n) ∨ 0.
In the following, we apply Lemma 3.2 to construct examples of processes of class-(Σ) where both
Ac and the left continuous purely discontinuous part Ag are non-zero. The idea is to look into
filtrations which are the product of a continuous filtration and a discrete/jumping filtration. The
fact that in continuous filtrations, all martingale are continuous is well known, while the case of
discrete/jumpting filtration it was shown in Theorem 1 of Jacod and Skorokhod [16] that all martin-
gales are almost surely of locally finite variation. By combining Theorem 1 of Jacod and Skorokhod
[16] and Lemma 3.2, one can produce non-trivial example of positive optional submartingales of
class-(Σ) as defined in Definition 3.2 by taking the products of known examples in the Brownian
(see Mansuy and Yor [22]) and Poisson filtrations (see Aksamit et al. [1]). We shall describe one
such example in Example 3.1, which is also gives an example where the multiplicative representation
derived in Theorem 2.1 is non trivial.
Definition 3.4. A honest time is said to be from a continuous (discrete) filtration if the martingale
in the Doob-Meyer-Mertens-Gal’cuˇk decomposition of 1−Z˜ is continuous (locally of finite variation).
Proposition 3.1. Let τc be a finite honest time from a continuous filtration and τd be a finite
honest time from a discrete filtration, then
P(τc ∨ τd ≤ t | Ft) = F˜
c
t+F˜
d
t+
P(τc ∨ τd < t | Ft) = F˜
c
t F˜
d
t .
where F˜ c := o(1 Kτc,∞J ) and F˜
d := o(1 Kτd,∞J ).
Proof. Both the processes F˜ c and F˜ d are positive optional submartingales of class-(Σ). From
Definition 2.1 the random time τc ∨ τd is an honest time and from Lemma 3.2 the process F˜ cF˜ d is
a positive submartingale of class-(Σ). We observe that
τc ∨ τd = sup {s : F˜ ds = 0} ∨ sup {s : F˜
c
s = 0} = sup {s : F˜
c
s F˜
d
s = 0}
and the result follows by applying Theorem 3.2 to F˜ cF˜ d.
The representation obtained in Proposition 3.1 is interesting in that the Aze´ma submartingale of
the maximum of two honest times is expressed as the product of the Aze´ma submartingale associated
with the each individual honest time. To the best of our knowledge, this type of representation has
not previously appeared in the literature.
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Example 3.1. Example of honest times in Brownian filtration are widely available, we consider the
following taken from Mansuy and Yor [22]. Let B be a Brownian motion and
T := inf {t : Bt = 1}
τc := sup {u ≤ T : Bu = 0}.
The random time τc is an honest time and its Aze´ma’s submartingale is given F c =M c+Ac where
M ct = B
+
t∧T −
1
2
L0t∧T
Act =
1
2
L0t∧T
where L0 is the Brownian local time at zero. In this example both M c and Ac are continuous.
For examples of honest time in a jumping filtrations, we consider the example studied in Propo-
sition 4.12 of [1]. Let X be a compound Poisson process with intensity µ. Given a ≥ 0, we set
τd := sup {t : µt−Xt ≤ a}.
Under some conditions on the intensity and the distribution of the jump size, it is known that τd
is a finite honest time. We denote by Ψ(x) the ruin probability associated with the process µt−Xt,
i.e., for every x ≥ 0, Ψ(x) := P(tx < ∞) with tx := inf {t : x+ µt−Xt < 0}. It was shown in
Proposition 4.12 [1] that the Aze´ma submartingale of τd admits the decomposition F d =Md +Ad,
Mdt = 1− (1−Ψ(0))
∑
n
1{t≥Tn} −Ψ(µt−Xt − a)1{µt−Xt≥a} − 1{µt−Xt<a}
Adt = (1−Ψ(0))
∑
n
1{t≥Tn}.
In this case, the martingale Md is of finite variation and Ad is predictable purely discontinuous
process with jump times given by (Tn)n∈N.
4 Appendix
4.1 Theory of Enlargement of Filtration
We refer the reader to Aksamit and Jeanblanc [3] for an english exposition of the following results.
Lemma 4.1 (Lemma 4.3, Chapter IV of Jeulin [17]). Given a random time τ , we have that
(i) the sets {Z˜− = 1} and {Z˜ = 1} are the largest predictable and optional set contained in the
stochastic interval J 0, τ K,
(ii) the stochastic interval J 0, τ K is contained in the sets {Z˜ > 0} and {Z˜− > 0},
(iii) the stochastic interval J 0, τ J is contained in the sets {Z > 0} and {Z− > 0}.
Proposition 4.1 (Proposition 5.1, Chapter V of Jeulin [17]). The following are equivalent;
(i) a random time τ is a finite honest time.
(ii) τ = sup {s : Z˜s = 1}, i.e. it is the end of an optional set.
(iii) Hot = H
o
t∧τ for t ≥ 0.
(iv) Z˜τ = 1.
Lemma 4.2. Let τ be a finite honest time then dHo is carried on {Z˜ = 1}.
Proof. It enough to note that E(
∫
[0,∞[ 1{Z˜s<1}
dHos ) = P(Z˜τ < 1) = 0
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4.2 Stochastic Calculus for Optional Semimartingales
Definition 4.1. A stochastic process X is said to be an optional (super or sub)martingale if it is a
(super or sub)martingale and (i) X is an optional process, (ii) for any stopping time T , XT1{T<∞}
is integrable, (iii) there exists an integrable random variable ζ such that for any stopping time T ,
XT = E(ζ|FT ) (XT ≥ E(ζ|FT ) or XT ≤ E(ζ|FT )) a.s. on the set {T <∞}.
Definition 4.2. A la`gla`d stochastic process X is said to be strongly predictable if X is predictable
and the right limit X+ is optional.
Definition 4.3. A stochastic process X is called an optional semimartingale if it can be written as
X = X0 +M +A, M0 = 0, A0 = 0,
where M is a local martingale and A is an (la`gla`d) adapted process of finite variation.
Theorem 4.1 (Itoˆ formula. Theorem 8.2 [11]). Let X = (X1, . . . , Xk) be an optional semimartingale
and Xk = Xk0 + M
k + Ak for k = 1, . . . , n. Let F (x) = F (x1, . . . , xn) be a continuously twice
differentiable function on Rn then for t ∈ R+,
F (Xt) = F (X0) +
n∑
k=1
∫
]0,t]
DkF (Xs−)d(A
k,r +Mk,r)s +
1
2
n∑
k,l=1
∫
]0,t]
DkDlF (Xs−)d
〈
Mk,c,M l,c
〉
s
+
∑
0<s≤t
[
F (Xs)− F (Xs−)−
n∑
k=1
DkF (Xs−)∆X
k
s
]
+
n∑
k=1
∫
[0,t[
DkF (Xs)dA
k,g
s+
+
∑
0≤s<t
[
F (Xs+)− F (Xs)−
n∑
k=1
DkF (Xs)∆
+Xks
]
where Dk is the partial derivative with respect to the k-th coordinate and M r =M c +Md.
Lemma 4.3. (Tanaka formula. Lemma 5.7 [14]) Let X be a (real-valued) optional semimartingale
with decomposition X = X0 +M +A
r +Ag. Let f : R→ R be a convex function. Then f(X) is an
optional semimartingale. Moreover, denoting by f ′ the left-hand derivative of f , then we have
f(Xt) = f(X0) +
∫
]0,t]
f ′(Xs−)d(A
r
s +Ms) +
∫
[0,t[
f ′(Xs)dA
g
s+
+
∑
0<s≤t
f(Xs)− f(Xs−)− f
′(Xs−)∆Xs +
∑
0≤s<t
f(Xs+)− f(Xs)− f
′(Xs)∆
+Xs + C
f
t
where Cf is a continuous increasing process.
Theorem 4.2 (Dole´ans-Dade-exponential. Theorem 5.1 [13]). Let X be an optional semimartingale.
There exists a unique (to within indistinguishably) optional semimartingale S such that
St = S0 +
∫
]0,t]
Ss−dX
r
s +
∫
[0,t[
SsdX
g
s+
The process S is given by the formula
S = S0 exp
{
X −
1
2
〈Xc, Xc〉
} ∏
0<s≤·
(1 + ∆Xs)e
−∆Xs
∏
0<s<·
(1 + ∆+Xs)e
−∆+Xs
and is termed the optional stochastic exponential X which we shall denote by E(X).
Theorem 4.3 (Doob-Meyer-Mertens-Gal’cuˇk decomposition, [12] [24]). An optional supermartin-
gale X admits a decomposition X = M − A, where M is a (local) optional martingale and A is an
increasing strongly predictable (locally) integrable process with A0 = 0 if and only if X belongs to the
class-(D) (class-(DL)). This decomposition is unique to within indistinguishably.
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To our knowledge, the local time of optional semimartingales (under the usual conditions) is not
well studied. By following similar arguments to section 6, Chapter IX of [15], we define the local
time La(X) of an optional semimartingale X at a ∈ R and show that dLa(X) is carried on {X = a}.
Lemma 4.4. Let X be an optional semimartingale and a ∈ R. Then
(Xt − a)
+ = (X0 − a)
+ +
∫
]0,t]
1{Xs−>a}d(A
r
s +Ms) +
∫
[0,t[
1{Xs>a} dA
g
s+
+
∑
0<s≤t
1{Xs−>a}(Xs − a)
− +
∑
0<s≤t
1{Xs−≤a}(Xs − a)
+
+
∑
0≤s<t
1{Xs>a}(Xs+ − a)
− +
∑
0≤s<t
1{Xs≤a}(Xs+ − a)
+ +
1
2
Lat (X),
(Xt − a)
− = (X0 − a)
− +
∫
]0,t]
1{Xs−≤a}d(A
r
s +Ms) +
∫
[0,t[
1{Xs≤a} dA
g
s+
+
∑
0<s≤t
1{Xs−>a}(Xs − a)
− +
∑
0<s≤t
1{Xs−≤a}(Xs − a)
+
+
∑
0≤s<t
1{Xs>a}(Xs+ − a)
− +
∑
0≤s<t
1{Xs≤a}(Xs+ − a)
+ +
1
2
Lat (X)
where La(X) is a continuous adapted increasing process with La0(X) = 0. The process L
a(X) is
called the local time of X at a ∈ R.
Proof. By applying the Tanaka formula in Lemma 4.3 to f(x) = (x− a)+ and g(x) = (x− a)− and
taking the difference, we obtain
(Xt − a)
+ − (Xt − a)
− = (X0 − a)
+ − (X0 − a)
− +
∫
]0,t]
dXrs +
∫
[0,t[
dXgs+ + C
f
t − C
g
t .
This gives Cf = Cg and we denote them by 12L
a(X).
Theorem 4.4. Let X be an optional semimartingale and a ∈ R then the support of La(X) is
contained in {X = a}.
Proof. The proof is similar to that of Theorem 9.44 of [15] in the ca`dla`g case. We start by supposing
0 < S ≤ T and JS, T J⊂ {X < 0}. This implies that KS, T K ⊂ {X− ≤ 0} and JS, T J⊂ {X+ ≤ 0}.
By applying the Tanaka formula in Lemma 4.3,
(XT − a)
+ − (XS − a)
+ =
∑
S<s≤T
1{Xs−≤a}(Xs − a)
+ +
1
2
LaT (X)−
1
2
LaS(X)
= (XT − a)
+ +
1
2
LaT (X)−
1
2
LaS(X)
which implies that LaT (X) = L
a
S(X). Let r be a rational number and set
S(r) =
{
r Xr < a
∞ Xr ≥ a
T (r) = inf {t > S(r) : Xt ≥ a}
H =
⋃
r>0
KS(r), T (r)J
For each ω ∈ Ω, the section H(ω) is the interior of the {t : Xt(ω) < 0}. We see that the process
La(X) does not increase in the interior of {t : Xt(ω) < 0} and by similar arguments La(X) does not
increase on the interior of {t : Xt(ω) > 0}. We conclude by noticing that the set {t : Xt(ω) 6= 0}
differs from its interior by a countable set, since the boundary set is contained in the set of jumps
of the optional semimartingale X which for each ω ∈ Ω is countable (see Theorem 1.14 [11]).
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4.3 Proof of Lemma 2.4
Proof. We first show that the pair (z∗, a∗) where z∗ = y + a∗ and a∗ = (−y ∨ 0) = −y = −y is a
solution to the Skorokhod reflection problem. To see that a∗(t) = sups≤t−y(s) is indeed a solution.
Condition (i) is clearly satisfied since for all t ≥ 0
z∗(t) = y(t)− inf
s≤t
y(s) ≥ 0
and condition (ii) is satisfied since y(0) = 0 and y has continuous running infimum.
To show that condition (iii) hold, we use the fact that a∗ is a continuous non-decreasing process
and the number of left and right jumps of y is at most countable (Theorem 5.64 in [6]) to obtain∫
[0,∞[
1{−y(s)<a∗(s)}da
∗(s) =
∫
[0,∞[
1{∆+y(s)∆y(s)=0}1{−y(s)<a∗(s)}da
∗(s).
To see that the above integral is zero, it is sufficient to notice that if s0 is a point of continuity of
−y and is such that −y(s0) < a∗(s0) then there exists ǫ(s0) > 0 such that −y(s) < a∗(s) for all
s ∈ [s0 − ǫ(s0), s0 + ǫ(s0)]. This implies that a∗(s) = a∗(s0) for all s ∈ [s0 − ǫ(s0), s0 + ǫ(s0)] and
{s : ∆+y(s)∆y(s) = 0} ∩ {s : −y(s) < a∗(s)} ⊆ S(a∗)c.
To prove uniqueness, we first show that a∗ is the smallest increasing function satisfying the
condition that z∗ = y + a∗ ≥ 0. To see this, for any s ≤ t, we note that any solution (z, a) of the
Skorokhod reflection problem must satisfy
a(t) ≥ a(s) = z(s)− y(s) ≥ −y(s)
a(t) ≥ 0
from which we deduce the inequality
a(t) ≥ sup
s≤t
(−y(s) ∨ 0) = sup
s≤t
−y(s) = a∗(t).
To this end, suppose one is given another solution (a, z) distinct from (a∗, z∗), then there exists
t > 0 such that a(t) > a∗(t). For such t > 0, we consider the time change process
g(t) = sup{s < t : a∗(s) = a(s)},
and note that g(t) is well defined since a and a∗ are both continuity and starts at zero. The interval
(g(t), t] must be non-empty since a(0) = 0 = a∗(0), a(t) > a∗(t) and both a and a∗ are continuous
(use intermediate value theorem). Moreover, by continuity, we have a (g(t)) = a∗ (g(t)) and for
s ∈ (g(t), t] we must have z(s) > z∗(s) ≥ 0 because a(s) > a∗(s). However this is a contradiction
as a(s) cannot increase on (g(t), t] since (g(t), t] ⊂ {s : z(s) > 0}. Hence (a∗, z∗) is the unique
solution.
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