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FUSION CATEGORIES AND HOMOTOPY THEORY
PAVEL ETINGOF, DMITRI NIKSHYCH, AND VICTOR OSTRIK
Abstract. We apply the yoga of classical homotopy theory to
classification problems of G-extensions of fusion and braided fu-
sion categories, where G is a finite group. Namely, we reduce such
problems to classification (up to homotopy) of maps from BG to
classifiying spaces of certain higher groupoids. In particular, to ev-
ery fusion category C we attach the 3-groupoid BrPic(C) of invert-
ible C-bimodule categories, called the Brauer-Picard groupoid of C,
such that equivalence classes of G-extensions of C are in bijection
with homotopy classes of maps from BG to the classifying space
of BrPic(C). This gives rise to an explicit description of both the
obstructions to existence of extensions and the data parametrizing
them; we work these out both topologically and algebraically.
One of the central results of the paper is that the 2-truncation of
BrPic(C) is canonically the 2-groupoid of braided autoequivalences
of the Drinfeld center Z(C) of C. In particular, this implies that the
Brauer-Picard group BrPic(C) (i.e., the group of equivalence classes
of invertible C-bimodule categories) is naturally isomorphic to the
group of braided autoequivalences of Z(C). Thus, if C = VecA,
where A is a finite abelian group, then BrPic(C) is the orthogonal
group O(A ⊕ A∗). This allows one to obtain a rather explicit
classification of extensions in this case; in particular, in the case
G = Z2, we rederive (without computations) the classical result
of Tambara and Yamagami. Moreover, we explicitly describe the
category of all (VecA1 ,VecA2)-bimodule categories (not necessarily
invertible ones) by showing that it is equivalent to the hyperbolic
part of the category of Lagrangian correspondences.
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1. Introduction
Fusion categories (introduced in [ENO1]) form a class of relatively
simple tensor categories. It would be very interesting to give a clas-
sification of fusion categories but this seems to be out of reach at the
moment. A more feasible task is to come up with some new examples
and constructions of such categories. In this paper we are making a
step in this direction. Namely, for a finite group G there is a natural
notion of G−graded fusion category, see §2.3 below1. The trivial com-
ponent of a G−graded fusion category is itself a smaller fusion category
and we say that a G−graded fusion category is G−extension of its triv-
ial component. The goal of this paper is to apply classical homotopy
theory to classify G−extensions of a given fusion category.
To do so, we introduce the Brauer-Picard groupoid of fusion cate-
gories BrPic. By definition, this is a 3-groupoid, whose objects are fu-
sion categories, 1-morphisms from C toD are invertible (C,D)-bimodule
categories, 2-morphisms are equivalences of such bimodule categories,
and 3-morphisms are isomorphisms of such equivalences. This
3-groupoid can be truncated in the usual way to a 2-groupoid BrPic and
further to a 1-groupoid (i.e., an ordinary groupoid) BrPic; the group
of automorphisms of C in this groupoid is the Brauer-Picard group
BrPic(C) of C, which is the group of equivalence classes of invertible
C-bimodule categories.
We also define the 2-groupoid EqBr, whose objects are braided fusion
categories, 1-morphisms are braided equivalences, and 2-morphisms are
isomorphisms of such equivalences. It can be truncated in the usual
way to an ordinary groupoid EqBr; the group of automorphisms of a
braided fusion category B in this groupoid is the group EqBr(B) of
isomorphism classes of braided autoequivalences of B.
Let C and D be fusion categories. Any invertible (C,D)-bimodule
categoryM naturally gives rise to a Morita equivalence between C and
D. Hence, by the result of Mu¨ger [Mu] it defines a braided equivalence
of the Drinfeld centers Z(M) : Z(C) → Z(D). This implies that the
operation Z of taking the Drinfeld center is a 2-functor BrPic→ EqBr.
Our first main result, which is a strengthening of [ENO3, Theorem
3.1], is
Theorem 1.1. The 2-functor Z is a fully faithful embedding BrPic→
EqBr. In particular, for every fusion category C we have a natural
group isomorphism BrPic(C) ∼= EqBr(Z(C)).
1We note that one can find in the literature a different (but related) notion of
graded monoidal category, see [FW, CGO].
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This result allows one to calculate the group BrPic(C) in the case
C = VecA, the category of vector spaces graded by a group A. In
particular, we immediately get the following corollary of Theorem 1.1:
Corollary 1.2. If A is an abelian group and C = VecA then BrPic(C) =
O(A ⊕ A∗), the split orthogonal group of A ⊕ A∗ (i.e. the group of
automorphisms of A ⊕ A∗ preserving the hyperbolic quadratic form
q(a, f) = f(a)).
To apply the above to classifying extensions, we recall that to the
3-groupoid BrPic one can attach its classifying space BBrPic, defined
up to homotopy equivalence. This space falls into connected compo-
nents, labeled by Morita equivalence classes of fusion categories. Each
connected component BBrPic(C) corresponding to a fusion category C
is a 3-type, i.e. it has three nontrivial homotopy groups: its funda-
mental group pi1 is BrPic(C), pi2 is the group of isomorphism classes of
invertible objects of Z(C), and pi3 = k
× (the multiplicative group of
the ground field).
It then follows from general abstract nonsense that extensions of C
by a group G are parametrized by maps of classifying spaces BG →
BBrPic(C). Thus, to classify extensions, one needs to classify the ho-
motopy classes of such maps, which we proceed to do using the classical
obstruction theory. This leads us to our second main result, which is the
following explicit description of extensions of fusion categories, which
is similar to the classical description of group extensions [EM] (and is
made more explicit in the body of the paper).
Theorem 1.3. Extensions of a fusion category C by a finite group
G are parametrized by triples (c,M, α), where c : G → BrPic(C) is a
group homomorphism,M belongs to a certain torsor T 2c over H
2(G, pi2)
(where G acts on pi2 via c), and α belongs to a certain torsor T
3
c,M over
H3(G,k×). Here the data c,M must satisfy the conditions that certain
obstructions O3(c) ∈ H3(G, pi2) and O4(c,M) ∈ H4(G,k×) vanish.
We also give a purely algebraic proof of Theorem 1.3, which does
not rely on homotopy theory. (This proof spells out the computations
that on the topological side are hidden in the machinery of homo-
topy theory). After this, we proceed to examples and applications. In
particular, we give a conceptual proof of the classification of categori-
fications of Tambara-Yamagami fusion rings [TY] (the original proof is
by a direct computation)2.
2We note that the quest for a computation-free derivation of the remarkable
result of Tambara and Yamagami was one of motivations for this work.
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At the end of the paper we discuss a number of related topics. In par-
ticular, we describe explicitly the monoidal 2-category of all bimodule
categories over C = VecA (not necessarily invertible ones). It turns out
to be equivalent to a full subcategory of the category of Lagrangian cor-
respondences for metric groups (abelian groups with a nondegenerate
quadratic form).
1.1. Organization. Section 2 contains background material from the
theory of fusion categories and their module categories. There is new
material in Section 2.6 where we give a definition (due to V. Drinfeld)
of the special orthogonal group of a metric group.
The notion of a tensor product of module categories over a fusion
category C plays a central role in this work. It extends categorically the
notion of tensor product of modules over a ring. In Section 3 we define,
following [Ta], the tensor productMCN of a right C-module category
M and a left C-module category N by a certain universal property.
We prove its existence and give several equivalent characterizations
of it useful for practical purposes. We also introduce a monoidal 2-
category Bimodc(C) of C-bimodule categories and explicitly describe
the product of bimodule categories over the categories of vector spaces
graded by abelian groups.
In Section 4 we study bimodule categories invertible under the above
tensor product. We introduce for a fusion category C its categorical
Brauer-Picard 2-group BrPic(C) consisting of invertible C-bimodule
catgeories and for a braided fusion category B its categorical Picard
2-group Pic(B) consisting of invertible B-module categories.
Section 5 contains the proof of Theorem 1.1 and its generalization
Theorem 5.2.
In Section 6 we prove that homogeneous components of a fusion
category C = ⊕g∈G Cg graded by a finite group G (i.e., a G-extension)
are invertible bimodule categories over the trivial component Ce.
In Section 7 we show that morphisms from a group G to various cat-
egorical groups attached to a (braided) fusion category C (or, equiva-
lently, maps between the corresponding classifying spaces) are in bijec-
tion with fundamental tensor category constructions involving G and
C: extensions, actions, braided G-crossed extensions, etc. Here we also
give a topological version of the proof of Theorem 1.3.
In Section 8 we give a detailed algebraic version of the proof of Theo-
rem 1.3. We give a formula for the associativity constraint obstruction
O4(c, M) in terms of the Pontryagin-Whitehead quadratic function
and prove a divisibility Theorem 8.16 for the order of O4(c, M) in
H4(G, k×).
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In Section 9 we apply our classification of extensions to recover
Tambara-Yamagami categories [TY] as Z/2Z-extensions of the cate-
gory VecA of A-graded vector spaces, where A is an abelian group.
In Section 10 we explicitly describe tensor products of (VecA−VecB)-
bimodule categories, where A, B are finite abelian groups. This de-
scription is given in terms of elementary linear algebra and uses the
language of Lagrangian correspondences.
Finally, in the appendix, written by Ehud Meir, it is explicitly shown
using the Lyndon-Hochschild-Serre spectral sequence that it the case
of pointed extensions, our classification of extensions reproduces the
usual theory of extensions of groups with 3-cocycles.
Remark 1.4. 1. We emphasize that the homotopy-theoretic approach
to monoidal categories in the style of this paper is not new, and by now
is largely a part of folklore. The principal goal of this paper is to use
this approach to obtain concrete results about classification of fusion
categories.
2. We expect that the results of this paper extend, with appro-
priate changes, to the case of not necessarily semisimple finite tensor
categories, using the methods of [EO]. One of the new features will
be that in the non-semisimple case, the groups Pic(C),EqBr(B) need
not be finite groups - they may be affine algebraic groups of positive
dimension.
1.2. Acknowledgments. We are deeply grateful to V. Drinfeld for
many inspiring conversations. Without his influence, this paper would
not have been written. In particular, he suggested the main idea -
to use homotopy theory of classifying spaces to describe extensions of
fusion categories. We also thank Jacob Lurie for useful discussions (in
particular, for explanations regarding Proposition 7.6), and Fernando
Muro for explanations and references. The work of P.E. was partially
supported by the NSF grant DMS-0504847. The work of D.N. was
partially supported by the NSA grant H98230-07-1-0081 and the NSF
grant DMS-0800545. The work of V.O. was partially supported by the
NSF grant DMS-0602263.
2. Preliminaries
2.1. General conventions. In this paper, we will freely use the basic
theory of fusion categories and module categories over them. For basics
on these topics, we refer the reader to [BK, O1, ENO1, DGNO]. All
fusion categories in this paper will be over an algebraically closed field
k of characteristic zero, and all module categories will be semisimple
left module categories (unless noted otherwise). We will also use the
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theory of higher categories and especially higher groupoids, for which
we refer the reader to [Lu]. However, for reader’s convenience, we recall
some of the most important definitions and facts that are used below.
2.2. Categorical n-groups. For an integer n ≥ 1, a categorical n-
group is a monoidal n-groupoid whose objects are invertible. In par-
ticular, a categorical 0-group is an ordinary group, and a categorical
1-group (or simply a categorical group) is also called a gr-category (if
the corresponding group of objects is abelian, such a structure is often
called a Picard groupoid). Any categorical n-group can be viewed as
an (n+ 1)-groupoid with one object, and vice versa.
Note that any categorical n-group can be truncated to a categorical
(n−1)-group by forgetting the n-morphisms and identifying isomorphic
(n − 1)-morphisms. Conversely, any categorical (n − 1)-group can be
regarded as a categorical n-group by adding the identity n-morphism
from every (n− 1)-morphism to itself.
2.3. Graded tensor categories and extensions. Let G be a finite
group. Recall that a G-grading on a tensor category C is a decomposi-
tion
(1) C =
⊕
g∈G
Cg
into a direct sum of full abelian subcategories such that the tensor
product ⊗ maps Cg ×Ch to Cgh for all g, h ∈ G. In this case, the trivial
component Ce is a full tensor subcategory of C, and each Cg is a Ce-
bimodule category. We will always assume that the grading is faithful,
i.e., Cg 6= 0 for all g ∈ G.
Definition 2.1. A G-extension of a fusion category D is a G-graded
fusion category C whose trivial component is equivalent to D.
2.4. Quadratic forms, bicharacters, metric groups, Lagrangian
subgroups. Let E be a finite abelian group. A bicharacter on E with
values in k× is a biadditive map b : E×E → k×. A symmetric bichar-
acter on E (also called an inner product or a symmetric bilinear form)
is a bicharacter b such that b(x, y) = b(y, x). A skew-symmetric bichar-
acter on E (also called a skew-symmetric bilinear form) is a bicharacter
b such that b(x, x) = 1.
Let E∗ = Hom(E,k×) be the character group of E. By acting on its
first argument, any bicharacter b on E defines a group homomorphism
b̂ : E → E∗. We say that b is nondegenerate if b̂ is an isomorphism.
Note that if E admits a nondegenerate skew-symmetric bicharacter,
then |E| is a square.
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A quadratic form on E is a function q : E → k× such that q(x) =
q(x−1), and bq(x, y) := q(x+ y)/q(x)q(y) is a symmetric bilinear form.
If the order of the group E is odd, the assignment q → bq defines a
bijection between symmetric bilinear forms and quadratic forms, but
in general, it is not a bijection.
We will say that a quadratic form q is nondegenerate if the bilinear
form bq is nondegenerate. In this case we say that (E, q) is a metric
group. To every metric group (E, q), one can attach its orthogonal group
O(E, q), which is the group of automorphisms of E preserving q. For
example, if A is any finite abelian group then A⊕A∗ is a metric group,
with hyperbolic quadratic form q(a, f) := f(a). To simplify notation,
we will denote the corresponding orthogonal group by O(A⊕ A∗).
If E is a finite abelian group with a bicharacter b, and N ⊂ E is
a subgroup, then the orthogonal complement N⊥ is the set of a ∈ E
such that b(x, a) = 1 for any x ∈ N . If b is nondegenerate, then N⊥ is
identified with E/N , so |N | · |N⊥| = |E|.
Let (E, q) be a metric group. We say that a subgroup L of E is
isotropic if q(a) = 1 for any a ∈ L. This implies that bq(L) ⊂ (E/L)∗,
which implies that |L|2 ≤ |E|. We say that an isotropic subgroup L of
E is Lagrangian if |L|2 = |E|.
2.5. Frobenius-Perron dimensions in module categories. Let C
be a fusion category and let M be a C-module category. Recall that
for a pair of objects M, N ∈ M their internal Hom is the object of C
denoted Hom(M, N) determined by the natural isomorphism
HomC(X, Hom(M, N)) ∼= HomM(X ⊗M, N), X ∈ C.
We use this notion to define canonical Frobenius-Perron dimensions of
objects of M. Let K0(C), K0(M) be the Grothendieck ring of C and
the Grothendieck group of M. It follows from [ENO1] that there is a
unique K0(C)-module map
FPdim : K0(M)→ R
determined by
(2) FPdim(Hom(M, N)) = FPdim(M)FPdim(N)
for all objects M, N ∈M.
LetM be an indecomposable left C-module category. Let O(C) and
O(M) denote the sets of isomorphism classes of simple objects in C
and M.
Proposition 2.2.
∑
M∈O(M) FPdim(M)
2 = dim(C).
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Proof. Let RC :=
∑
X∈O(C) FPdim(X)X ∈ K0(C) be the virtual regu-
lar object of C. We choose a Frobenius-Perron dimension function
d : K0(M)→ R as in [ENO1, Proposition 8.7] normalized by
∑
M∈O(M)
d(M)2 = FPdim(C)
and let RM :=
∑
M∈O(M) d(M)M . We compute
∑
M∈O(M)
FPdim(M)2 = FPdim(⊕M∈O(M)Hom(M, M))
=
∑
M∈O(M)
[RC ⊗M :M ]
=
∑
M∈O(M)
d(M)[RM :M ]
=
∑
M∈O(M)
d(M)2 = FPdim(C),
as required. 
Remark 2.3. The Frobenius-Perron dimensions in M defined in (2)
are completely determined by the following properties:
(i) FPdim(M) > 0 for all M ∈ O(M),
(ii) FPdim(X ⊗M) = FPdim(X)FPdim(M) for all X ∈ C, M ∈
M.,
(iii)
∑
M∈O(M) FPdim(M)
2 = dim(C).
2.6. The special orthogonal group. Let (M, q) be a metric group.
If L1, L2 ⊂M are Lagrangian subgroups, define d(L1, L2) ∈ Q
×
>0/(Q
×
>0)
2
to be the image of the number |L1|/|L1 ∩ L2| = |L2|/|L1 ∩ L2| =
|M |1/2/|L1 ∩ L2| ∈ N. Clearly d(L2, L1) = d(L1, L2) = d(L1, L2)−1
and d(L,L) = 1.
The following proposition and its proof were provided to us by V.
Drinfeld.
Proposition 2.4. d(L1, L2)d(L2, L3) = d(L1, L3) for any Lagrangian
subgroups L1, L2, L3 ⊂M .
The proposition follows from Lemmas 2.5 – 2.6 below.
Lemma 2.5. d(L1, L2)d(L2, L3)/d(L1, L3) ∈ Q
×
>0/(Q
×
>0)
2 is the image
of |A/B| ∈ N, where A := (L1 + L2) ∩ L3, B := (L1 ∩L3) + (L2 ∩ L3).
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Proof. By definition, d(L1, L2)d(L2, L3)/d(L1, L3) ∈ Q
×
>0/(Q
×
>0)
2 is the
image of
|L1| · |L2| · |L3| · |L1 ∩ L2|
−1 · |L1 ∩ L3|
−1 · |L2 ∩ L3|
−1 ∈ N
On the other hand,
|B| = |L1 ∩ L3| · |L2 ∩ L3|/|L1 ∩ L2 ∩ L3|,
|A| = |L1 + L2| · |L3|/|L1 + L2 + L3|
= |L1| · |L2| · |L3| · |L1 ∩ L2|
−1 · |L1 + L2 + L3|
−1.
Finally, L1∩L2∩L3 = (L1+L2+L3)⊥, so |L1∩L2∩L3|·|L1+L2+L3| =
|M | = |Li|2 is a square. 
By Lemma 2.5, proving Proposition 2.4 amounts to showing that
|A/B| is a square. To this end, it suffices to construct a non-degenerate
skew-symmetric bicharacter c : (A/B)× (A/B)→ k×.
Here is the construction. Let x, y ∈ A := (L1 + L2) ∩ L3. Represent
x and y as
x = x1 + x2, y = y1 + y2, xi, yi ∈ Li
and set c(x, y) := b(x1, y2) = b(x, y2) = b(x1, y2), where b : M ×M →
k× is the symmetric bicharacter associated to q. It is easy to see that
c : A× A→ k× is a well-defined bicharacter.
Lemma 2.6. (i) c(x, x) = 1.
(ii) The kernel of c : A×A→ k× equals B.
Proof. (i) c(x, x) = b(x1, x2) = q(x)q(x1)
−1q(x2)
−1 = 1 because x ∈ L3,
x1 ∈ L1, and x2 ∈ L2.
(ii) An element x ∈ A belongs to the kernel of c if and only if
b(x, y) = 1 for all y ∈ L2 ∩ (L1 + L3). The orthogonal complement of
L2 ∩ (L1+L3) with respect to b :M ×M → k× equals L2+ (L1 ∩L3),
so Ker c = A∩(L2+(L1∩L3)). Since A ⊂ L3 we see that Ker c ⊂ (L2∩
L3)+(L1∩L3) = B. On the other hand, B ⊂ A and B ⊂ L2+(L1∩L3),
so B ⊂ Ker c. 
Now for a metric groupE and g ∈ O(E, q) define det(g) ∈ Q×>0/(Q
×
>0)
2
to be the image of |(g − 1)E| ∈ N.
Proposition 2.7. The map det : O(E, q) → Q×>0/(Q
×
>0)
2 is a homo-
morphism.
Proof. Let g, h ∈ O(E, q), and let M = E ⊕ E with quadratic form
Q(x, y) = q(y)/q(x), x, y ∈ E. Let L1, L2, L3 ⊂ M be the graphs of
Id, g−1, and h. They are Lagrangian, and L1 ∩ L2 = Ker(g − 1), so
d(L1, L2) = det(g). Similarly, d(L1, L3) = det(h), and d(L2, L3) =
det(gh). Thus, by Proposition 2.4, det(gh) = det(g) det(h). 
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Proposition 2.8. If L is a Lagrangian subgroup of E then det(g) =
d(L, g(L)).
Proof. First, note that by Proposition 2.4, d(L, g(L)) is independent
on the choice of L. So let us call this function δ(g). Next, note that
δ(g) = δ(g, 1), where (g, 1) ∈ O(E ⊕E, q−1 ⊕ q). Finally, note that
δ(g, 1) = d(Ediag, (g, 1)(Ediag)) = det(g),
where Ediag is the diagonal copy of E. 
Definition 2.9. The kernel of the homomorphism
det : O(E, q)→ Q×>0/(Q
×
>0)
2
is called the special orthogonal group and denoted by SO(E, q).
Remark 2.10. If E is a vector space over Fp with p > 2, then it is
easy to see that det is the usual determinant (so Definition 2.9 agrees
with the familiar one from linear algebra). Indeed, in this case, any
orthogonal transformation is the composition of reflections, and it is
clear that on reflections, the two definitions of the determinant coincide.
On the other hand, if E is a vector space over F2 and q takes values
±1 (i.e., in F2), then det(g) coincides with the Dickson invariant of g
[Di], (which is also known as Dickson’s pseudodeterminant [G]), while
the usual determinant is trivial.
2.7. Module categories over VecG. Let G be a finite group and let
C := VecG be the fusion category of G-graded vector spaces. We will
denote simple objects of VecG simply by g ∈ G.
Recall that equivalence classes of indecomposable left VecG-module
categories correspond to pairs (H,ψ) where H ⊂ G is a subgroup
and ψ ∈ Z2(H,k×) is a 2-cocycle (modulo cohomological equivalence).
Namely, let M be an indecomposable left VecG-module category, and
let Y be a simple object of M. Set H := {g ∈ G | g ⊗ Y ∼= Y }
and let ψ(x1, x2), x1, x2 ∈ H be the scalar such that the associativity
constraint
(x1 ⊗ x2)⊗ Y
∼
−→ x1 ⊗ (x2 ⊗ Y )
is given by ψ(x1, x2)idx1x2Y . Let M(H,ψ) denote the VecG-module
category corresponding to (H,ψ). Note that the set of isomorphism
classes of simple objects of M(H,ψ) is in bijection with the set G/H
of right cosets of H in G.
For any x ∈ G set Hx := xHx−1 and define ψx ∈ Z2(Hx,k×) by
ψx(xy1x
−1, xy2x
−1) := ψ(y1, y2), y1, y2 ∈ H.
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Two VecG-module categoriesM(H,ψ) andM(H ′, ψ′) are equivalent if
and only if there is x ∈ G such that H ′ = xHx−1 and ψ′ is cohomolo-
gous to ψx.
If H is abelian, then H2(H,k×) is the group of skew-symmetric
bicharacters of H . Thus, if A is a finite abelian group, then the in-
decomposable left module categories over VecA are M(H,ψ), where
H ⊂ A is a subgroup, and ψ is a skew-symmetric bicharacter of H .
Let A,B be abelian groups, φ : B → A be a group homomorphism
(not necessarily injective), and ξ be a skew-symmetric bicharacter of
B with coefficients in k×. Let K = Kerφ, K⊥ be the orthogonal
complement of K in B under ξ, and H = φ(K⊥). It is easy to show
that ξ descends to a skew-symmetric bicharacter of H , which we will
denote by ψ.
Proposition 2.11. Let N be the category of A-graded vector spaces
which are right-equivariant under the action of B (via φ) with 2-cocycle
ξ. Then as a left VecA module, N ∼= m · M(H,ψ), where
m =
|K| · |K⊥|
|B|
= |K ∩ Rad(ξ)|.
Proof. The simple objects of N are obviously parameterized by pairs
(z, ρ), where z ∈ A/φ(B), and ρ is an irreducible projective represen-
tation of K with cohomology class ξ|K, which implies that the number
of simple objects of N and m · M(H,ψ) is the same.
Now consider the stabilizer S of a pair (z, ρ) in A. Obviously, S is
contained in φ(B), since an element of S must preserve z. Further,
if g ∈ B, the action of φ(g) on ρ is by tensoring with the character
ξ(g, ·). So the condition that φ(g) fixes ρ is that ξ(g, k) = 1 for any
k ∈ Rad(ξ|K) = K⊥∩K, i.e. g ∈ K+K⊥ (indeed, we have the equality
(K ∩K⊥)⊥ = K⊥⊥ +K⊥ = K +K⊥, since K⊥⊥ = K + Rad(ξ), and
K⊥ contains Rad(ξ)). Thus S = H . It is straightforward to check that
the corresponding second cohomology class on S is exactly ψ. The
proposition is proved. 
We also have the following proposition, whose proof is easy and omit-
ted.
Proposition 2.12. Let A be a finite abelian group, H,B ⊂ A sub-
groups, and ψ ∈ H2(H,k×) be a skew-symmetric bicharacter. Then
one has an equivalence of left VecB-module categories
M(H,ψ)|VecB
∼= m · M(H ∩B,ψ|H∩B),
where m is the index of B +H in A.
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2.8. The center of a bimodule category. Let C be a fusion category
with unit object 1 and associativity constraint αX,Y,Z : (X⊗Y )⊗Z
∼
−→
X ⊗ (Y ⊗ Z), and let M be a C-bimodule category. The following
definition was given in [GNN].
Definition 2.13. The center ofM is the categoryZC(M) of C-bimodule
functors from C to M.
Explicitly, the objects of ZC(M) are pairs (M, γ), where M is an
object of M and
(3) γ = {γX : X ⊗M
∼
−→ M ⊗X}X∈C
is a natural family of isomorphisms making the following diagram com-
mutative:
(4) X ⊗ (M ⊗ Y )
α−1
X,M,Y // (X ⊗M)⊗ Y
γX⊗idY

X ⊗ (Y ⊗M)
idX⊗γY
OO
α−1
X,Y,M

(M ⊗X)⊗ Y
(X ⊗ Y )⊗M γX⊗Y
// M ⊗ (X ⊗ Y )
α−1
M,X,Y,
OO
where α’s denote the associativity constraints in M.
Indeed, a C-bimodule functor F : C → M is completely determined
by the pair (F (1), {γX}X∈C), where γ = {γX}X∈C is the collection of
isomorphisms
γX : X ⊗ F (1)
∼
−→ F (X)
∼
−→ F (1)⊗X
coming from the C-bimodule structure on F .
Remark 2.14. ZC(M) is a semisimple abelian category. It has a
natural structure of a Z(C)-module category. Also, it is clear that
ZC(C) = Z(C).
2.9. The opposite module category. Let C be a fusion category,
and M a right C-module category. Let Mop be the category opposite
toM. ThenMop is a left C-module category with the C-action  given
by X M := M ⊗ ∗X. Similarly, if N is a left C-module category,
then N op is a right C-module category, with the C-action  given by
N X := X∗ ⊗N . Note that (Mop)op is canonically equivalent toM
as a C-module category.
More generally, given a (C,D)-bimodule categoryM, the above def-
initions make Mop a (D, C)-bimodule category.
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3. Tensor product of module categories
3.1. Definition of the tensor product of module categories over
a fusion category. Let C, D be fusion categories. By definition, a
(C,D)-bimodule category is a module category over C  Drev, where
Drev is the category D with reversed tensor product.
LetM = (M, m) be a right C-module category and let N = (N , n)
be a left C-module category. Here m and n are the associativity con-
straints:
mM,X,Y : M ⊗ (X ⊗ Y )→ (M ⊗X)⊗ Y,
nX,Y,N : (X ⊗ Y )⊗N → X ⊗ (Y ⊗N),
where X, Y ∈ C,M ∈M, N ∈ N .
Let A be a semisimple abelian category.
Definition 3.1. Let F :M×N → A be a bifunctor additive in every
argument. We say that F is C-balanced if there is a natural family of
isomorphisms
bM,X,N : F (M ⊗X, N) ∼= F (M, X ⊗N),
satisfying the following commutative diagram
(5)
F (M ⊗ (X ⊗ Y ), N)
bM,X⊗Y,N

mM,X,Y // F ((M ⊗X)⊗ Y, N)
bM⊗X,Y,N

F (M, (X ⊗ Y )⊗N) F (M ⊗X, Y ⊗N)
bM,X,Y⊗Nttiiii
iiii
iiii
iiii
i
F (M, X ⊗ (Y ⊗N)),
n−1
X,Y,N
jjUUUUUUUUUUUUUUUUU
for all M ∈M, N ∈ N , X, Y ∈ C.
Remark 3.2. A bifunctor M×N → A as above canonically extends
to a functor M  N → A, where M  N is the Deligne product
of abelian categories [D]. Clearly, one can formulate the balancing
property in terms of functors MN → A.
We define tensor product of C-module categories by “categorifying”
the definition of a tensor product of modules over a ring. This extends
the notion of Deligne’s tensor product of abelian categories (i.e., module
categories over Vec) to the context of module categories over tensor
categories. In the setting of additive k-linear (not necessarily abelian)
categories the notion of tensor product of module categories was given
by D. Tambara in [Ta].
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Definition 3.3. A tensor product of a right C-module categoryM and
a left C-module category N is an abelian category M C N together
with a C-balanced functor
(6) BM,N :M×N →MC N
inducing, for every abelian category A, an equivalence between the
category of C-balanced functors fromM×N to A and the category of
functors from MC N to A:
(7) Funbal(M×N , A) ∼= Fun(MC N , A).
Remark 3.4. Equivalently, bifunctor (6) is universal for all C-balanced
bifunctors from M×N to abelian categories. In other words, for any
C-balanced functor F : M× N → A there exists a unique additive
functor F ′ :MCN → A making the following diagram commutative
(8) M×N
BM,N

F
""F
FF
FF
FF
FF
FF
FF
FF
FF
FF
MC N
F ′
//______ A.
If M and N are C-bimodule categories then so is MC N .
3.2. Tensor product as a category of module functors. Let us
show that the tensor product of bimodule categories introduced in Def-
inition 3.3 does exist.
Let C be a fusion category, let M be a right C-module category and
N be a left C-module category. There is an obvious equivalence
(9) MN
∼
−→ Fun(Mop, N ) :M N 7→ HomM(−, M)⊗N,
Under the isomorphism (9) C-balanced functorsMN → A corre-
spond to functors F : Fun(Mop, N )→ A with an isomorphism
(10) F (T (X⊗?)) ∼= F (X ⊗ T (?)), where T :Mop → N ,
satisfying a coherence condition similar to diagram (5).
Proposition 3.5. There is an equivalence of abelian categories
(11) MC N ∼= FunC(M
op, N ).
Proof. Let F : M  N → A be the extension of some C-balanced
bifunctor as in Remark 3.2 and let G : A → M  N be its right
adjoint. Using the equivalence (9) and coherence (10) one can check
that for every A ∈ A the functor G(A) in Fun(Mop, N ) has a canonical
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structure of a C-module functor. Thus, G factors through the obvious
forgetful functor U : FunC(Mop, N )→ Fun(Mop, N ):
(12) Fun(Mop, N )
FunC(Mop, N )
U
OO
A.
G′
oo_ _ _ _ _ _
G
ddIIIIIIIIIIIIIIIIIIIII
Taking left adjoints we recover diagram (8). 
Remark 3.6. (i) It is easy to see that if M is a (D, C)-bimodule
category, and N is a (C, E)-bimodule category then (11) is an
equivalence of (D, E)-bimodule categories.
(ii) LetM be a right C-module category, N a (C,D)-bimodule cate-
gory, and K a left D-module category. Then there is a canonical
equivalence (MC N )D K ∼=MC (N D K) of categories.
Hence the notation MC N D K will yield no ambiguity.
We refer the reader to the work of J. Greenough [Gr] for an al-
ternative proof of Proposition 3.5. It is shown in [Gr] that for any
fusion category C its bimodule categories equipped with the tensor
product C form a (non semi-strict) monoidal 2-category in the sense
of Kapranov and Voevodsky [KV]. We denote this monoidal 2-category
by Bimodc(C).
More generally, one can define the tricategory Bimodc of bimod-
ule categories over fusion categories, in which 1-morphisms from C
to D are (C,D)-bimodule categories (with composition being tensor
product of bimodule categories as defined above), 2-morphisms are bi-
module functors between such bimodule categories, and 3-morphisms
are morphisms of such bimodule functors. Then Bimodc(C) consists
of 1-morphisms from C to C in Bimodc, and the corresponding 2-
morphisms and 3-morphisms.
Remark 3.7. The tricategory Bimodc is a categorification of the 2-
category Bimod, whose objects are rings, 1-morphisms are bimodules,
and 2-morphisms are homomorphisms of bimodules.
3.3. Tensor product as the center of a bimodule category. Let
C be a fusion category. Below we describe the tensor product of C-
module categories in a way convenient for computations. Recall that
the center of a C-bimodule category was defined in Section 2.8.
As before, let M be a right C-module category and let N be a left
C-module category. The category MN has a natural structure of a
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C-bimodule category. It turns out that its center ZC(MN ) can be
identified with MC N .
Let F :M×N → A be a C-balanced functor. Let F¯ :MN → A
be the extension of F and let G : A → M  N be the functor right
adjoint to F¯ . Let
(13) i : HomA(F¯ (V ), W ) ∼= HomMN (V, G(W ))
be the adjunction isomorphism. Let
cX,G(A) : G(A)⊗ (X  1) ∼= (1X)⊗G(A), A ∈ A,
be the image under i of the isomorphism
bV,∗X : F (V ⊗ (
∗X  1)) ∼= F ((1 ∗X)⊗ V ), V ∈ M.
Then G(A) is an object of ZC(MN ) and G′ : A → ZC(MN ) :
A 7→ G(A) satisfies UG′ = G, where
(14) U : ZC(MN )→MN
is the obvious forgetful functor. Let
(15) IM,N :MN → ZC(MN )
be the right adjoint of U .
Proposition 3.8. There is a canonical equivalence
MC N ∼= ZC(MN )
such that IM,N :MN → ZC(MN ) is identified with the extension
of the universal bifunctor BM,N :M×N →MC N .
Proof. From the above discussion we have a commutative diagram
(16) MN
ZC(MC N )
U
OO
A.
G′
oo_ _ _ _ _ _
G
ddIIIIIIIIIIIIIIIIIIII
Taking the adjoint diagram gives the result. 
Remark 3.9. There is yet one more description ofMC N . Namely,
let A ∈ CCrev be the object representing the functor ⊗ : CCrev → C.
Then A = ⊕X X∗  X (summation taken over simple objects of C) is
an algebra in C  Crev, and M C N is equivalent to the category of
left A-modules in MN . The canonical functor
MN →MC N
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is identified with the middle multiplication by A.
3.4. Tensor product of module categories over a braided cat-
egory. Let B be a braided fusion category. Since every left (or right)
B-module category is automatically a B-bimodule category (using the
braiding in B), one can tensor any two such categories, to get a third
one. Let Modc(B) denote the monoidal 2-category of (left) B-module
categories. Clearly, Modc(B) is a full subcategory of the monoidal
2-category Bimodc(B) of all B-bimodule categories.
Remark 3.10. The monoidal 2-category Modc(B) is a categorifica-
tion of the monoidal categoryMod(A) of modules over a commutative
ring A. Note that unlike Mod(A), the monoidal 2-category Modc(B)
is, in general, not symmetric or braided; in fact, in this category, X⊗Y
may be non-isomorphic to Y ⊗X.
Let C be a fusion category. Recall [EO] that there is a 2-equivalence
(17) ZC : Bimodc(C)
∼
−→Modc(Z(C)) :M 7→ ZC(M),
where the center ZC(M) is defined in Section 2.8.
The next Proposition is proved in [Gr]. We include its proof for
reader’s convenience.
Proposition 3.11. The 2-equivalence ZC is monoidal. That is, for
any pair M, N of C-bimodule categories we have a natural equivalence
(18) ZC(MC N ) ∼= ZC(M)Z(C) ZC(N ),
which satisfies appropriate compatibility conditions.
Proof. By Proposition 3.8 the left hand side of (18) is identified as a
Z(C)-module category with ZCCrev(M N ) where the left and right
actions of the object X  Y ∈ C  Crev on M N ∈MN are given
by
(X  Y )⊗ (M N) := (X ⊗M) (Y ⊗N)
(M N)⊗ (X  Y ) := (M ⊗ Y ) (N ⊗X).
On the other hand, combining Proposition 3.5 and the 2-equivalence
(17) we obtain a sequence of Z(C)-module category equivalences
ZC(M)Z(C) ZC(N ) ∼= FunZ(C)(ZC(M)
op, ZC(N ))
∼= FunCCrev(M
op, N )
∼= ZCCrev(MN ),
where the bimodule action of C  Crev on M  N is the same as the
one described above. 
FUSION CATEGORIES AND HOMOTOPY THEORY 19
Remark 3.12. It is possible to show that (17) is an equivalence of
monoidal 2-categories.
Corollary 3.13. Any Morita equivalence between fusion categories C1
and C2 canonically gives rise to an equivalence of monoidal 2-categories
Bimodc(C1) and Bimodc(C2).
Proof. By [Mu], the Morita equivalence between C1 and C2 gives rise to
an equivalence Z(C1) ∼= Z(C2) as braided fusion categories, and so the
result follows from Proposition 3.11. 
The next statement was formulated in [DGNO, Section 4.3].
Corollary 3.14. Let C1 and C2 be Morita equivalent fusion categories.
Let Ki, i = 1, 2 be the 2-category of fusion categories C equipped with a
tensor functor Ci → C. Then K1 and K2 are 2-equivalent.
Proof. This follows from the observation that Ki can be interpreted as
the 2-category of algebras in Ci, i = 1, 2 (cf. [DGNO, Remarks 4.38(i)]).

3.5. Tensor product of module categories over VecA, where A
is a finite abelian group. Let A be an abelian group and C = VecA.
Since C is a symmetric category, any left C-module category can be
viewed as a right C-module category, and thus the dual Mop of a left
C-module category M is again a left C-module category. Also, the
tensor product over C of two left C-module categories is again a left
C-module category.
For any subgroup H ⊂ A and a skew-symmetric bicharacter ψ on
H let M(H,ψ) be the C-module category constructed in Section 2.7.
The following Lemma is easy, and its proof is omitted.
Lemma 3.15. One has M(H,ψ)op =M(H,ψ−1).
Now let us give an explicit description of the tensor product of C-
module categories.
We repeat the construction preceding Proposition 2.11. LetH1, H2 ⊂
A be subgroups of a finite abelian groupA, and ψ1, ψ2 be skew-symmetric
bicharacters on them. Consider the group H1 ∩ H2 embedded antidi-
agonally (i.e., by h 7→ (−h, h)) into H1 ⊕ H2. Let (H1 ∩ H2)
⊥ be the
orthogonal complement of this group under the bicharacter ψ1×ψ2 on
H1 ⊕ H2. Let H be the image of (H1 ∩ H2)⊥ in H1 + H2 ⊂ A, under
the map (h1, h2) 7→ h1 + h2. We have an exact sequence
0→ Rad((ψ1 × ψ2)|H1∩H2)→ (H1 ∩H2)
⊥ → H → 0.
Therefore, the bicharacter (ψ1×ψ2)|(H1∩H2)⊥ descends to a bicharacter
on H , which we will denote by ψ.
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Proposition 3.16. One has
M(H1, ψ1)C M(H2, ψ2) = m · M(H,ψ),
where
m =
|(H1 ∩H2)⊥| · |H1 ∩H2|
|H1| · |H2|
= |H1 ∩H2 ∩ Rad(ψ1 × ψ2)|.
Proof. Using Lemma 3.15, we get
M(H1, ψ1)CM(H2, ψ2) = FunC(M(H1, ψ
−1
1 ),M(H2, ψ2)).
According to [O1], this category can be described as the category of
A-graded vector spaces which are left equivariant under the action of
H1 with 2-cocycle ψ1 and right equivariant under the action of H2
with 2-cocycle ψ2. Since A is abelian, this is the same as considering
A-graded vector spaces which are right-equivariant under the action
H1 ⊕H2 with cocycle ψ1 × ψ2. So the result follows immediately from
Proposition 2.11. 
Corollary 3.17. (i) The C-module category M(H,ψ) is invertible if
and only if ψ is nondegenerate.
(ii) The group of equivalence classes of invertible C-module categories
is naturally isomorphic to the group H2(A∗,k×) of skew-symmetric
bicharacters of A∗ via M(H,ψ) 7→ ψ∨|A∗, where ψ∨ is the bicharacter
on H∗ dual to ψ (i.e., ψ̂∨ = ψ̂−1).
Proof. This follows from Proposition 3.16 via a direct calculation. 
Example 3.18. Assume that H1 = H2 = A, and ψ1, ψ2 are such that
ψ1ψ2 is a nondegenerate bicharacter. In this case, Proposition 3.16
implies that H = A and
ψ̂ = ψ̂1 ◦ (ψ̂1ψ2)
−1 ◦ ψ̂2 = ψ̂2 ◦ (ψ̂1ψ2)
−1 ◦ ψ̂1.
Note that if ψ1, ψ2 are themselves nondegenerate, this is a special case
of Corollary 3.17.
3.6. Tensor product of bimodule categories. Let us now compute
the tensor product of bimodule categories over the categories of vector
spaces graded by finite abelian groups.
Let A1, A2, A3 be finite abelian groups. Let H ⊂ A1 ⊕ A2, H ′ ⊂
A2 ⊕ A3 be subgroups, and let ψ, ψ′ be skew-symmetric bicharacters
of H , H ′ respectively. Let us repeat, with some modifications, the
construction preceding Proposition 2.11. Namely, let H ◦ H ′ be the
subgroup of elements (a1,−a2, a2, a3) in H ⊕ H ′, and H ∩ H ′ ⊂ A2
be the intersection of H and H ′ with A2. We regard H ∩ H ′ as a
subgroup of H ◦H ′ via the antidiagonal embedding h→ (−h, h), and
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let (H ∩H ′)⊥ denote the orthogonal complement of H ∩H ′ in H ◦H ′
with respect to the bicharacter (ψ × ψ′)|H◦H′ . Finally, let H ′′ be the
image of (H∩H ′)⊥ in A1⊕A3. Obviously, the bicharacter (ψ×ψ
′)|H◦H′
descends to a skew-symmetric bicharacter of H ′′, which we denote by
ψ′′.
Then we have the following proposition, whose proof is parallel to
the proof of Proposition 3.16.
For a subgroup B ⊂ A of a finite abelian group A, write B⊥ for
the annihilator of B in A∗ (to avoid confusion with the orthogonal
complement with respect to a bicharacter, we use a subscript rather
than a superscript).
Proposition 3.19.
M(H,ψ)VecA2 M(H
′, ψ′) = m · M(H ′′, ψ′′),
where
m =
|H ∩H ′| · |(H ∩H ′)⊥| · |A2|
|H| · |H ′|
=
|H ∩H ′| · |(H ∩H ′)⊥| · |H⊥ ∩H ′⊥|
|H ◦H ′|
Proof. Let B := H ⊕H ′ ⊕A2, and φ : B → A1 ⊕A2 ⊕A2 ⊕A3 be the
homomorphism given by the formula φ(h, h′, a) = (h, h′)+(0, a,−a, 0).
Let ξ denote the bicharacter ψ × ψ′ × 1 of B.
Using Lemma 3.15, we get
N :=M(H,ψ)VecA2 M(H
′, ψ′) = FunVecA2 (M(H,ψ
−1),M(H ′, ψ′)).
Thus, according to [O1], N can be described as the category of A1 ⊕
A2⊕A2⊕A3-graded vector spaces which are right equivariant under the
action B with cocycle ξ. By Proposition 2.11, this means that as a left
VecA1⊕A2⊕A2⊕A3-module category, N is equivalent to r ·M(E, θ), with
E = φ(K⊥B ), θ = ξ|E (the pushforward of ξ to E, which is obviously
well-defined), and
r =
|K| · |K⊥B |
|H| · |H ′| · |A2|
,
where K = Ker(φ) = H ∩ H ′ embedded into H ⊕ H ′ ⊕ A2 via a 7→
(a,−a, a). (Here K⊥B stands for the orthogonal complement of K in
B.) Thus, by Proposition 2.12, as a left VecA1⊕A3-module category, N
is indeed a multiple of M(H ′′, ψ′′).
It remains to prove the formulas for the coefficient m. ¿From the
above we get
m =
|H ∩H ′| · |K⊥B |
|H| · |H ′| · |A2|
|Coker(K⊥B → A2 ⊕ A2)| =
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|H ∩H ′| · |A2|
|H| · |H ′|
|Ker(K⊥B → A2 ⊕ A2)| =
|H ∩H ′| · |A2|
|H| · |H ′|
|(H ∩H ′)⊥|,
which is the first formula for m. To get the second formula, note that
we have an exact sequence
0→ H ◦H ′ → H ⊕H ′ → A2 → (H⊥ ∩H
′
⊥)
∗ → 0,
so
|A2|
|H| · |H ′|
=
|H⊥ ∩H ′⊥|
|H ◦H ′|
.
Substituting this into the first formula, we get
m =
|H ∩H ′| · |H⊥ ∩H ′⊥|
|H ◦H ′|
|(H ∩H ′)⊥|,
which is the second formula for m. 
4. Higher groupoids attached to fusion categories
4.1. Invertible bimodule categories over fusion categories and
the Brauer-Picard 3-groupoid. Let C,D be fusion categories. Re-
call from Section 2.9 that given a (C,D)-bimodule category M its op-
posite Mop is a (D, C)-bimodule category.
Definition 4.1. We will say that a (C,D)-bimodule category M is
invertible if there exist bimodule equivalences
(19) Mop C M∼= D and MDM
op ∼= C.
LetM be a (C,D)-bimodule category. We will denote FunC(M,M)
(respectively, Fun(M,M)D) the category of left (respectively, right)
module endofunctors of M. Note that these categories FunC(M,M)
and Fun(M,M)D are at the same time multifusion categories and
bimodule categories (over D and C, respectively).
Note that for any object X in D (respectively, C) the right (respec-
tively, left) multiplication by X gives rise to a left (respectively, right)
C-module (respectively, D-module) endofunctor of M denoted R(X)
(respectively, L(X)). Thus, we have tensor functors
R : X 7→ R(X) : Drev → FunC(M,M) and(20)
L : X 7→ L(X) : C → Fun(M,M)D.(21)
Proposition 4.2. LetM be a (C,D)-bimodule category. The following
conditions are equivalent
(i) M is invertible,
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(ii) There exists a D-bimodule equivalence Mop C M∼= D,
(iii) There exists a C-bimodule equivalence MDMop ∼= C,
(iv) The functor (20) is an equivalence,
(v) The functor (21) is an equivalence.
Proof. By definition, (i) is equivalent to (ii) and (iii) combined.
Recall that by Proposition 3.5 Mop C M ∼= FunC(M,M) as D-
bimodule categories. We also have MDMop ∼= FunD(Mop, Mop) =
Fun(M,M)D as C-bimodule categories. So (iv) implies (ii) and (v)
implies (iii).
Next, suppose that M is invertible and let φ : D ∼= FunC(M,M)
be a D-bimodule equivalence. Let F = φ(1). Then any functor in
FunC(M,M) is isomorphic to F ◦R(X) for some X ∈ D. This is only
possible when R is an equivalence. Thus, (ii) implies (iv). The proof
that (iii) implies (v) is completely similar.
It remains to show that (iv) is equivalent to (v). If (20) is an equiva-
lence then Drev is the dual C∗M of C with respect toM and the functor
(21) identifies with the canonical tensor functor C → (C∗M)
∗
M. By [EO,
Theorem 3.27] this functor is an equivalence. So (iv) implies (v). The
opposite implication is completely similar. 
Remark 4.3. In view of Proposition 4.2 invertible (C,D)-bimodule
categories can be thought of as Morita equivalences C → D.
Corollary 4.4. An invertible (C,D)-bimodule category is indecompos-
able as both a left C-module category and a right D-module category.
Definition 4.5. The Brauer-Picard groupoid of fusion categories BrPic
is a 3-groupoid, whose objects are fusion categories, 1-morphisms from
C toD are invertible (C,D)-bimodule categories, 2-morphisms are equiv-
alences of such bimodule categories, and 3-morphisms are isomorphisms
of such equivalences.
In other words, BrPic is the subcategory of Bimodc obtained by
extracting the invertible morphisms at all levels.
The 3-groupoid BrPic can be truncated (by forgetting 3-morphisms
and identifying isomorphic 2-morphisms) to a 2-groupoid BrPic, and
further truncated (by forgetting 2-morphisms and identifying isomor-
phic 1-morphisms) to a 1-groupoid (i.e., an ordinary groupoid) BrPic.
In particular, for every fusion category C we have the following hier-
archy of objects:
• the categorical 2-group BrPic(C) of automorphisms of C in BrPic
(which is obtained by extracting invertible objects and morphisms at
all levels from Bimodc(C));
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• the categorical group BrPic(C) of automorphisms of C in BrPic;
• the group BrPic(C) of automorphisms of C in BrPic, which we will
call the Brauer-Picard group of C.
Remark 4.6. For any pair of isomorphic objects in BrPic(C) the set
of morphisms between them is a torsor over the group Inv(Z(C)) of
invertible objects of Z(C).
Remark 4.7. The 3-groupoid BrPic is a categorification of the 2-
groupoid Pic, whose objects are rings, 1-morphisms from A to B are
invertible (A,B)-bimodules, and 2-morphisms are isomorphisms of such
bimodules. In particular, the Brauer-Picard group BrPic(C) is a cate-
gorical analog of the classical Picard group Pic(A) of a ring A.
Remark 4.8. The terminology “Brauer-Picard group” is justified by
the following observation.
For a moment, let k be any field (not necessarily algebraically closed).
Proposition 4.9. BrPic(Veck) is isomorphic to the classical Brauer
group Br(k).
Proof. First of all, note that bimodule categories over C = Veck is the
same thing as module categories.
Let R be a finite dimensional simple algebra over k. ThenM(R) :=
R-mod is an indecomposable module category over C. It is easy to
see that MatN (R)-mod is naturally equivalent to R-mod as a module
category, and that
M(R)CM(S) =M(R⊗k S).
Also, any indecomposable semisimple module category over C is of the
form M(R) for a finite dimensional simple k-algebra R, determined
uniquely up to a Morita equivalence. This implies thatM(R) is invert-
ible if and only if R is central simple, which implies the claim. 
Proposition 4.10. Let C1, C2 be two fusion categories of relatively
prime Frobenius-Perron dimensions. Then
BrPic(C1  C2) = BrPic(C1)× BrPic(C2).
Proof. This follows from [ENO1], Proposition 8.55. 
4.2. Integral bimodule categories. Let C be an integral fusion cate-
gory, i.e., a category such that the Frobenius-Perron dimension of any
simple object of C is an integer. Recall that the Frobenius-Perron
dimensions in module categories were defined in Section 2.5. It is clear
that the Frobenius-Perron dimension of any object in a C-module cate-
gory is a square root of an integer.
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Definition 4.11. We will say that a C-module category M is integral
if FPdim(M) ∈ Z for every object M ∈M.
Equivalently, M is integral if for every simple object M ∈ M the
number FPdim(Hom(M, M)) is the square of an integer.
Now let M be an invertible C-bimodule category. To avoid possible
confusion let us agree that we compute Frobenius-Perron dimensions
in M by regarding it as a one-sided (left or right) C-module category.
In particular, ∑
M∈O(M)
FPdim(M)2 = FPdim(C).
Definition 4.12. We will say that an invertible C-bimodule category
M is integral if it is integral as one-sided (left or right) module category.
It is clear that here the choice of left or right C-module structure
is not important since the Frobenius-Perron dimensions in M defined
using these structures coincide.
Proposition 4.13. Let C be an integral fusion category. If M, N are
invertible integral C-bimodule categories then MC N is integral.
Proof. It is easy to see that according to our conventions the canonical
C-bimodule functor F :MN →MC N satisfies
FPdim(F (M N)) = FPdim(M)FPdim(N) for all M,N ∈M.
Since this functor F is surjective, we conclude thatMCN is integral.
Indeed, no integer can be equal to a sum of non-integer square roots.

It is easy to show that equivalence classes of invertible integral C
bimodule categories form a normal subgroup of BrPic(C), denoted by
BrPic+(C), such that BrPic(C)/BrPic+(C) is an elementary abelian 2-
group. It gives rise to a full categorical 2-subgroup BrPic
+
(C) of the
categorical 2-group BrPic(C).
4.3. The categorical 2-group of outer autoequivalences a fusion
category. Let C be a fusion category. Let us say that an invertible
(C, C)-bimodule category M is quasi-trivial if it is equivalent to C as a
left module category. It is easy to see that if M is quasi-trivial, then
there exists a tensor autoequivalence φ : C → C, such thatM = C with
the left action of C by left multiplication, and the right action of C by
right multiplication twisted by φ. Moreover, φ is uniquely determined
up to composing with conjugation by an invertible object of C. In other
words, it is uniquely determined as an outer autoequivalence.
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Now define the categorical 2-group Out(C) to be the 2-subgroup of
BrPic(C) which includes only the quasi-trivial invertible bimodule cate-
gories (and all the corresponding equivalences and isomorphisms). This
2-group can be truncated to a 1-group Out(C) and further to the usual
group Out(C), of isomorphism classes of outer tensor autoequivalences
of C (i.e. autoequivalences modulo conjugations by invertible objects).
4.4. The Picard 2-groupoid of a braided fusion category. Let
B be a braided fusion category. The monoidal 2-category Modc(B)
contains a categorical 2-group Pic(B), obtained by extracting invert-
ible objects and morphisms at all levels, which we will call the Picard
2-group of B. This categorical 2-group is a categorical analog of the
categorical 1-group of invertible modules over a commutative ring A
(or, more generally, of the Picard 1-group, or groupoid, of a scheme).
By truncating it one obtains a categorical 1-group Pic(B), and an or-
dinary group Pic(B), called the Picard group of the braided category
B.
Remark 4.14. If B is a braided fusion category then BrPic(B) contains
Pic(B) as a full categorical 2-subgroup (of bimodule categories in which
the left and right action are related via the braiding).
4.5. The 2-groupoid of equivalences. Following [Ga], we define the
2-groupoid Eq, whose objects are fusion categories, 1-morphisms are
tensor equivalences, and 2-morphisms are isomorphisms of such equiv-
alences. It can be truncated to an ordinary groupoid Eq. So for every
fusion category C, we obtain the groupoid Eq(C) of tensor autoequiva-
lences of C, and the corresponding group Eq(C) of isomorphism classes
of tensor autoequivalences of C.
4.6. The 2-groupoid of braided equivalences. Here is the braided
version of the construction of the previous subsection. We define
the 2-groupoid EqBr, whose objects are braided fusion categories, 1-
morphisms are braided equivalences, and 2-morphisms are isomorphisms
of such equivalences. It can be truncated to an ordinary groupoid EqBr.
So for every braided fusion category B, we obtain the groupoid EqBr(B)
of braided autoequivalences of B, and the corresponding group EqBr(B)
of isomorphism classes of braided autoequivalences of B.
4.7. The finiteness theorem.
Theorem 4.15. The groups BrPic(C), Out(C), Eq(C), EqBr(B), Pic(B)
are finite.
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Proof. This follows from the finiteness results from [ENO1] (Theorem
2.31, Corollary 2.35). 
5. Proof of Theorem 1.1
It is sufficient to prove for every fusion category C, the functor Z :
BrPic(C)→ EqBr(Z(C)) is an equivalence.
5.1. A monoidal functor Φ : BrPic(C)→ EqBr(Z(C)). Let M be
an indecomposable right C-module category. Let C∗M denote the dual
of C with respect to M, i.e., the category of right C-module endofuc-
nctors of M. By [O1] C∗M is a fusion category. We can regard M as
a C∗M  C
rev-module category. Its C∗M  C
rev-module endofunctors can
be identified, on the one hand, with functors of left multiplication by
objects of Z(C∗M), and on the other hand, with functors of right mul-
tiplication by objects of Z(C). Combined, these identifications yield a
canonical equivalence of braided categories
(22) Z(C)
∼
−→ Z(C∗M).
This result is due to Schauenburg, see [S].
Now suppose that M is an invertible C-bimodule category. Let us
view it as a right C-module category. By Proposition 4.2 and Re-
mark 4.3 we have an equivalence of tensor categories
(23) C∗M
∼= C
obtained by identifying right C-module endofunctors of M with the
functors of left multiplication by objects of C.
Thus, we have a braided tensor equivalence
(24) Φ(M) : Z(C)
∼
−→ Z(C∗M)
∼
−→ Z(C),
where the first equivalence is (22) and the second one is induced from
(23).
Clearly, a C-bimodule equivalence between M, N ∈ BrPic(C) gives
rise to an isomorphism of tensor functors Φ(M) and Φ(N ).
To see that the functor (24) is monoidal, observe that the C-bimodule
functor of right multiplication by an object Z ∈ Z(C) on M C N is
isomorphic to the well-defined functor of “middle” multiplication by
(Φ(N )) (Z), which, in turn, is isomorphic to the functor of left multi-
plication by (Φ(M) ◦ Φ(N )) (Z). This gives a natural isomorphism of
tensor functors Φ(M)◦Φ(N ) ∼= Φ(MCN ), i.e., a monoidal structure
on Φ.
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5.2. A functor Ψ : EqBr(Z(C))→ BrPic(C). Let α be a braided
tensor autoequivalence of Z(C). Below we recall a construction of an
invertible C-bimodule category from α given in [ENO3].
Let F : Z(C) → C and I : C → Z(C) denote the forgetful functor
and its adjoint. Given an algebra A in C let A−modC and A−bimodC
denote, respectively, the categories of left A-modules and A-bimodules
in C.
The object I(1) is a commutative algebra in Z(C) and so is
(25) L := α−1(I(1)).
Furthermore, there is a tensor equivalence
(26) C
∼
−→ L−modZ(C) : X 7→ I(X).
Note that L is indecomposable in Z(C) but might be decomposable
as an algebra in C, i.e.,
L =
⊕
i∈J
Li,
where Li, i ∈ J, are indecomposable algebras in C such that the mul-
tiplication of L is zero on Li ⊗ Lj , i 6= j . Here and below we abuse
notation and write L for an object of Z(C) and its forgetful image in
C.
For any i ∈ J let
(27) Ψi(α) := Li −modC.
Clearly, it is a right C-module category. We would like to show that
Ψi(α) is, in fact, an invertible C-bimodule category.
Consider the following commutative diagram of tensor functors:
(28)
Z(C)
Z 7→L⊗Z

Z 7→Li⊗Z // Z(Li − bimodC)
Fi

L−modZ(C)
F //
⊕
Li − bimodC ⊂ L− bimodC
pii // Li − bimodC.
Here Fi : Z(Li − bimodC) → Li − bimodC is the forgetful functor and
pii is a projection from L−bimodC = ⊕ij (Li−Lj)−bimodC to its (i, i)
component. We have pii(L⊗X) = Li⊗X for all X ∈ C. The top arrow
is an equivalence and the forgetful functor Z(Li − bimodC) → Li −
bimodC (the right down arrow) is surjective. Hence, the composition
Gi := piiF of the functors in the bottom row is surjective. But Gi is
a tensor functor between fusion categories of equal Frobenius-Perron
dimension and hence it is an equivalence by [EO, Proposition 2.20].
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In view of (26) this gives a tensor equivalence between C and C∗Ψi(α).
Hence, Ψi(α) is a C-bimodule category. It is easy to see that the above
functor Gi identifies with (21) when M = Ψi(α), therefore Ψi(α) is
invertible by Proposition 4.2.
We claim that definition (27) does not depend on a choice of i ∈ J .
Lemma 5.1. For all i, j ∈ J there is an equivalence of C-bimodule
categories Ψi(α) and Ψj(α).
Proof. Let us consider the category D := L−modC. It is a multifusion
category in the sense of [ENO1, Section 2.4], i.e., it has a decomposition
D =
⊕
ij∈J
Dij,
such that Dii is a fusion category and Dij is a (Dii,Djj)-bimodule cat-
egory for all i, j ∈ J . Furthermore for X ∈ Dij and Y ∈ Dkl we have
X ⊗ Y ∈ Dil if j = k and X ⊗ Y = 0 if j 6= k.
It follows from the result of Schauenburg [S, Corollary 4.5] that
Z(D) ∼= Vec as a tensor category. Therefore, Dij ∼= Vec for all i, j ∈ J ,
i.e., simple objects of D can be labeled Eij in such a way that the tensor
product ⊗L satisfies the usual matrix multiplication rules:
Eij ⊗L Ekl = δjkEil, i, j, k, l ∈ J.
It follows that Li = Eii and Li−modC is spanned by Eik, k ∈ J . Thus,
the functor
X 7→ Eji ⊗L X : Li −modC → Lj −modC , i, j ∈ J
is an equivalence of C-bimodule categories. 
Let us choose a C-bimodule category Ψ(α) ∈ BrPic(C) in the equiv-
alence class of C-bimodule categories Ψi(α), i ∈ J .
Let f : α
∼
−→ α′ be an isomorphism in EqBr(Z(C)). It gives rise
to an equivalence of the corresponding algebras L, L′ in Z(C) and,
consequently, to a C-bimodule equivalence Ψi(f) : Ψi(α)
∼
−→ Ψi(α′). By
Lemma 5.1 we obtain a C-bimodule equivalence Ψ(f) : Ψ(α)
∼
−→ Ψ(α′).
Thus, we have a functor
(29) Ψ : EqBr(Z(C))→ BrPic(C).
It remains to check that Ψ is an inverse of the monoidal functor Φ
introduced in Section 5.1.
30 PAVEL ETINGOF, DMITRI NIKSHYCH, AND VICTOR OSTRIK
5.3. Equivalences Φ ◦Ψ ∼= IdEqBr(Z(C)) and Ψ ◦Φ ∼= IdBrPic(C). First
we prove an equivalence Φ ◦ Ψ ∼= IdEqBr(Z(C)). Given α ∈ EqBr(Z(C))
let M = Ψ(α) ∼= Li − modC, where the algebra Li is defined as in
Section 5.2. From (24) we see that Φ(M) is defined by
Φ(M) : Z(C)
Z 7→Li⊗Z−−−−−→ Z(Li − bimodC)
ι
−→ Z(C),
where the second equivalence ι is induced from the inverse of the equiv-
alence in the bottom row of (28). Since C ∼= I(1)−modZ(C) we have
ι−1(Z) = piiFα
−1I(Z) = piiFα
−1(I(1)⊗ Z) = Li ⊗ α
−1(Z)
for all Z ∈ Z(C). Therefore, Φ ◦Ψ(α) ∼= α.
Next, we prove that Ψ ◦ Φ ∼= IdBrPic(C). Take M ∈ BrPic(C). Let
A ∈ C be an algebra such that M ∼= A − modC as a right C-module
category. SinceM is invertible, we have an equivalence C ∼= A−bimodC
by Proposition 4.2.
Construct a braided autoequivalence α := Φ(M) ∈ EqBr(Z(C)) as
in (24). Upon the identification Z(C) ∼= Z(A− bimodC) we have
α(Z) = A⊗ Z, Z ∈ Z(C),
where A⊗Z has an obvious structure of a central object in the category
of A-bimodules. So the algebra L in Z(C) defined by (25) is identified
with the algebra A ⊗ I(1) in Z(A − bimodC). Hence, the category of
L−modC is identified with the category M˜ of A− I(1)-bimodules in
C (recall that I(1) is a commutative algebra in Z(C)). Indecomposable
components of M˜ are equivalent to A−modC and so they are identified
with M as C-bimodule categories, i.e., Ψ ◦ Φ(M) ∼=M, as required.
It is easy to check that Φ and Ψ are bijective on morphisms (cf.
Remark 4.6).
This completes the proof of Theorem 1.1.
5.4. Generalization. Let B be a non-degenerate braided fusion cate-
gory (see [DGNO, Definition 2.28]). By [DGNO, Proposition 3.7] this
means that the braiding on B induces an equivalence BBrev ' Z(B).
Now let M be an invertible module category over B (see Section 4.4)
and let B∗M = FunB(M,M). Combining the equivalence above with
(22) we get an equivalence B  Brev ' Z(B∗M). The compositions
(30) α+ : B = B  1 ⊂ B  B
rev ' Z(B∗M)→ B
∗
M
and
(31) α− : B = 1 B
rev ⊂ B  Brev ' Z(B∗M)→ B
∗
M
FUSION CATEGORIES AND HOMOTOPY THEORY 31
are called alpha-induction functors, see e.g. [O1]. Proposition 4.2 says
that invertibility ofM is equivalent to α+ and α− being tensor equiv-
alences. Thus
α+ = α− ◦ θM
where θM : B → B is an autoequivalence. One verifies directly that
θM is actually a braided autoequivalence of B. Furthermore, the same
argument as the one in the end of Section 5.1 shows that θM naturally
extends to a functor Pic(B)→ EqBr(B).
Conversely, let γ ∈ EqBr(B). Then id  γ ∈ EqBr(B  Brev) =
EqBr(Z(B)). Thus Theorem 1.1 assigns to γ an invertible B−bimodule
category Mγ. It follows immediately from definitions that right and
left actions of B on Mγ are related by the braiding, so Mγ is an
invertible module category over B. It is clear that this assignment
γ 7→ Mγ extends naturally to a functor EqBr(B)→ Pic(B). A careful
examination of the constructions involved shows the following result:
Theorem 5.2. For a non-degenerate braided fusion category B the
functors above are mutually inverse equivalences of Pic(B) and EqBr(B).
Details of the proof of Theorem 5.2 will be given in a subsequent
article.
Remark 5.3. (i) We notice that the construction of θM above
makes sense for arbitrary braided fusion category B, see [O1].
Thus, we have a monoidal functor
(32) Θ : Pic(B)→ EqBr(B) :M 7→ θM.
However it is clear that (32) does not produce an equivalence
as in Theorem 5.2. For example it is clear that for a symmetric
braided fusion category α+ = α− for any M, so θM = idB for
any M in this case.
(ii) For a fusion category C the braided category Z(C) is non-
degenerate, see [DGNO, Corollary 3.9]. Thus combining Theo-
rem 1.1 and Proposition 3.11 we get an equivalence Pic(Z(C)) '
EqBr(Z(C)) in this case. One verifies that this equivalence and
equivalence from Theorem 5.2 are canonically identified.
Remark 5.4. Given a braided category B we have a monoidal functor
Θ : Pic(B) → EqBr(B) given by (32). Recall that in Section 5.1 we
constructed a monoidal equivalence Φ : BrPic(C) → EqBr(Z(C)) for
any fusion category C. The following conceptual explanation of these
functors were suggested to us by V. Drinfeld.
Namely, let A be a monoidal 2-category (see [KV]). Then the
monoidal category End(1A) of endofunctors of the unit object of A
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has a canonical structure of a braided category (this is a higher cate-
gorical version of the well known fact that endomorphisms of the unit
object in a monoidal category form a commutative monoid). The cat-
egorical group A× of invertible objects of A acts on End(1A) by tensor
conjugation. Hence, we have a monoidal functor
(33) A× → EqBr(End(1A)).
For A = Bimodc(C), the monoidal 2-category of C-bimodule cate-
gories over a fusion category C, one has End(1A) = Z(C) and the above
functor (33) is precisely the functor Φ : BrPic(C)→ EqBr(Z(C)) from
Section 5.1. For A = Modc(B), the monoidal 2-category of module
categories over a braided fusion category B, it gives the functor (32).
5.5. The truncation of the categorical 2-group of outer au-
toequivalences of a fusion category. For any fusion category C,
we have a natural homomorphism of categorical groups ξ : Eq(C) →
Out(C), attaching to every tensor autoequivalence its class of outer
autoequivalences.
Proposition 5.5. If C has no nontrivial invertible objects, then ξ is
an isomorphism of Eq(C) onto the truncation Out(C).
Proof. Let M be a quasi-trivial invertible bimodule category over C.
Then there exists a unique, up to an isomorphism, equivalence of left
module categories C → M, so we may assume that M = C as a left
module category. Then the right action of C is given by some uniquely
determined autoequivalence φ. Then we can define ξ−1(M) = φ. 
6. Invertibility of components of graded fusion
categories
Let G be a finite group and let
C =
⊕
g∈G
Cg
be a graded fusion category, cf. Section 2.3. The trivial component Ce
is a tensor subcategory of C, and each Cg is a Ce-bimodule category.
It follows that for all g, h ∈ G the tensor product of C restricts to a
Ce-balanced bifunctor
(34) ⊗ : Cg × Ch → Cgh,
which gives rise to a functor
(35) Mg,h : Cg Ce Ch → Cgh.
Theorem 6.1. Let C = ⊕g∈G Cg be a G-extension. Then:
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(i) each Cg, g ∈ G, is an invertible Ce-bimodule category;
(ii) the functor Mg,h : Cg Ce Ch → Cgh, g, h ∈ G, is an equivalence
of Ce-bimodule categories.
Proof. For each g ∈ G let us pick a non-zero object Yg in Cg. Then
Ag = Yg ⊗ Y
∗
g is an algebra in Ce (and, therefore, in C). By [EO, O1]
the regular left C-module category C is equivalent to the category of
right Ag-modules in C, and the left Ce-module category Cg is equivalent
to the category of right Ag-modules in Ce. Furthermore, there are
tensor equivalences
Fg : C
∼
−→ Ag-bimodules in C : X 7→ Yg ⊗X ⊗ Y
∗
g , g ∈ G.
Let Rg, g ∈ G denote the restriction of Fg to Ce. It establishes a tensor
equivalence
Rg : Ce
∼
−→ Ag-bimodules in Ce ∼= FunCe(Cg, Cg).
It is straightforward to see that Rg coincides with functor defined in
(20). Passing from right to left Ag-modules, one similarly obtains an
equivalence Lg : C
rev
e
∼
−→ Fun(Cg, Cg)Ce. By Proposition 4.2, Cg is an
invertible Ce-bimodule category. This proves (i).
To prove (ii), note that tensor equivalences Fg, g ∈ G, make the
category of (Ag, Ah)-bimodules in C into a C-bimodule category, with
the left (respectively, right) action of an object X in C by multipli-
cation by Fg(X) (respectively, by Fh(X)). Thus we have C-bimodule
equivalences
Fg,h : C ∼= (Ag−Ah)-bimodules in C : X 7→ Yg⊗X ⊗Y
∗
h , g, h ∈ G.
Therefore, the restriction of Fg−1,h to Cgh establishes a Ce-bimodule
equivalence between Cgh and the category of (Ag−1 , Ah)-bimodules in
Ce. The latter category is equivalent to FunCe(Cg−1 , Ch) ∼= Cg Ce Ch.
Thus, we have constructed a Ce-bimodule equivalence
Cg Ce Ch → Cgh, g, h ∈ G.
It is easy to see that it coincides with the functor (35) induced by the
Ce-balanced bifunctor ⊗ : Cg × Ch → Cgh. Indeed, both functors are
identified with
Cgh → FunCe(Cg−1 , Ch) : X 7→ ?⊗X,
so the proof is complete. 
Corollary 6.2. The dual category of Ce  Creve with respect to each
Ce-bimodule category Cg, g ∈ G is equivalent to the center Z(Ce) of Ce:
(36) (Ce  C
rev
e )
∗
Cg
∼= Z(Ce).
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Proof. This follows by [EO, Theorem 3.34] since (Ce)∗Cg
∼= Creve by The-
orem 6.1. 
Thus, a G-extension C defines a group homomorphism
c : G→ BrPic(Ce).
The tensor product and associator of C give rise to an additional data
which we will investigate next.
7. Classification of extensions (topological version)
7.1. The classifying space of a categorical n-group. It is well
known that any categorical n-group G gives rise to a (connected) clas-
sifying space BG (well defined up to homotopy), which determines the
equivalence class of G uniquely (so that BG carries the same infor-
mation as G). Moreover, the homotopy groups of BG are as follows:
pii(BG) = Mori+1(Xi, Xi) for any i-morphism Xi for i = 1, ..., n + 1,
and zero if i ≥ n+ 2.
A convenient model for the space BG is the simplicial complex given
by the well known “nerve” construction. For the convenience of the
readers, we recall this construction in the case of n = 2 (which is the
highest value of n we will need). For brevity we omit associativity
isomorphisms.
Step 0. We start with one 0-simplex.
Step 1. For every isomorphism class x of objects of G, we pick an
object representing x (which we also call x, abusing the notation) and
add a 1-simplex sx.
Step 2. For every isomorphism classes of objects x1, x2 and an
isomorphism class of 1-morphisms f : x1 ⊗ x2 → x1x2, where x1x2 is
the representative of x1 ⊗ x2 chosen in the previous step, we pick a 1-
morphism representing f (which we also call f , abusing the notation),
and add a 2-simplex sf , such that ∂sf = sx1 + sx2 − sx1x2.
Step 3. For each isomorphism classes of objects x1, x2, x3, isomor-
phism classes of 1-morphisms f1,2 : x1 ⊗ x2 → x1x2, f2,3 : x2 ⊗ x3 →
x2x3, f12,3 : x1x2 ⊗ x3 → x1x2x3, f12,3 : x1 ⊗ x2x3 → x1x2x3, where
x1x2, x1x2x3, etc., are representatives of tensor products chosen in step
1, and a 2-morphism
g : f12,3 ◦ (f1,2 ⊗ id3)→ f1,23 ◦ (id1 ⊗ f2,3)
we add a 3-simplex sg such that ∂sg = sf1,2 − sf1,23 + sf12,3 − sf2,3 .
Step 4. Given isomorphism classes of objects x1, x2, x3, x4, isomor-
phism classes of 1-morphisms f1,2 : x1 ⊗ x2 → x1x2, f2,3 : x2 ⊗ x3 →
x2x3, f3,4 : x3 ⊗ x4 → x3x4, f12,3 : x1x2 ⊗ x3 → x1x2x3, f1,23 : x1 ⊗
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x2x3 → x1x2x3, f23,4 : x2x3 ⊗ x4 → x2x3x4, f2,34 : x2 ⊗ x3x4 → x2x3x4,
f1,234 : x1 ⊗ x2x3x4 → x1x2x3x4, f123,4 : x1x2x3 ⊗ x4 → x1x2x3x4,
f12,34 : x1x2 ⊗ x3x4 → x1x2x3x4, and 2-morphisms
g1,2,3 : f12,3 ◦ (f1,2 ⊗ id3)→ f1,23 ◦ (id1 ⊗ f2,3),
g2,3,4 : f23,4 ◦ (f2,3 ⊗ id4)→ f2,34 ◦ (id2 ⊗ f3,4),
g1,23,4 : f123,4 ◦ (f1,23 ⊗ id4)→ f1,234 ◦ (id1 ⊗ f23,4),
g12,3,4 : f123,4 ◦ (f12,3 ⊗ id4)→ f12,34 ◦ (id12 ⊗ f3,4),
g1,2,34 : f12,34 ◦ (f1,2 ⊗ id34)→ f1,234 ◦ (id1 ⊗ f2,34),
such that
(11 ⊗ g2,3,4) ◦ g1,23,4 ◦ (g1,2,3 ⊗ 14) = g1,2,34 ◦ g12,3,4,
we add a single 4-simplex s whose boundary is
∂s = sg1,2,3 − sg1,2,34 + sg1,23,4 − sg12,3,4 + sg2,3,4 .
Step k, k ≥ 5. Any boundary of a k-simplex, k ≥ 5, is filled in with
a k-simplex.
Note that the obtained model is a Kan complex.
7.2. Homotopy groups of classifying spaces of higher groupoids
attached to fusion categories.
Proposition 7.1. Let C be a fusion category and let BrPic(C) be its
Brauer-Picard 2-group introduced in Section 4.1. We have:
(i) pi1(BBrPic(C)) = BrPic(C);
(ii) pi2(BBrPic(C)) = Inv(Z(C)), the group of isomorphism classes
of invertible objects in the Drinfeld center of C;
(iii) pi3(BBrPic(C)) = k×;
(iv) pii(BBrPic(C)) = 0 for all i ≥ 4.
Proof. (i) is clear. To prove (ii), we need to calculate the group of
equivalence classes of automorphisms of any object. Take the object
C regarded as a C-bimodule. Its endomorphisms as a C-bimodule is
the dual category to C with respect to C  Crev, so it is Z(C) [EO,
Corollary 3.37.]. Thus the automorphisms are the invertible objects in
Z(C). To prove (iii), we need to compute the group of automorphisms
of any 1-morphism. Take this 1-morphism to be the neutral object in
Z(C). Then the group of automorphisms is k×. (iv) is clear, since by
construction we have killed all the homotopy groups of degree ≥ 4. 
Proposition 7.2. Let C be a fusion category, and let Out(C) its cate-
gorical 2-group of outer autoequivalences introduced in Section 4.3. We
have
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(i) pi1(BOut(C)) = Out(C),
(ii) pi2(BOut(C)) = Inv(Z(C)),
(iii) pi3(BOut(C)) = k×,
(iv) pii(BPic(C)) = 0 for i ≥ 4.
Proposition 7.3. Let B be a braided fusion category, and let Pic(B)
its Picard 2-group introduced in Section 4.4. We have
(i) pi1(BPic(B)) = Pic(B),
(ii) pi2(BPic(B)) = Inv(B), the group of isomorphism classes of
invertible objects of B,
(iii) pi3(BPic(B)) = k×,
(iv) pii(BPic(B)) = 0 for i ≥ 4.
Proposition 7.4. Let C be a fusion category, and let Eq(C) be the
categorical group of autoequivalences of C introduced in Section 4.5.
We have
(i) pi1(BEq(C)) = Eq(C),
(ii) pi2(BEq(C)) = Aut⊗(IdC), the group of tensor isomorphisms of
the identity functor of C,
(iii) pii(BEq(C)) = 0 for i ≥ 3.
Proposition 7.5. Let B be a braided fusion category, and let EqBr(B)
be the categorical group of braided autoequivalences of B introduced in
Section 4.6. We have
(i) pi1(BEqBr(B)) = EqBr(B),
(ii) pi2(BEqBr(B)) = Aut⊗(IdB),
(iii) pii(BEqBr(B)) = 0 for i ≥ 3.
The proofs of Propositions 7.2, 7.3, 7.4 and 7.5 are analogous to that
of Proposition 7.1.
7.3. The Whitehead half-square and the braiding. Recall that
for any i, j > 1 we have the Whitehead bracket [, ] : pii × pij → pii+j−1
on homotopy groups of any topological space. Also, since there is a
map S3 → S2 of Hopf invariant 1, we have the Whitehead half-square
map W : pi2 → pi3 such that W (x+ y)−W (x)−W (y) = [x, y].
The following proposition was pointed out to us by V. Drinfeld.
Proposition 7.6. Let B be a braided fusion category. For the space
BPic(B), the Whitehead half-square map W : pi2 → pi3 is given by the
braiding cZZ on invertible objects Z ∈ B. Therefore, the Whitehead
bracket [ , ] : pi2 × pi2 → pi3 coincides with the squared braiding cZY cY Z
on invertible objects Y, Z ∈ B.
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Proof. For any pointed space X, the fundamental groupoid of the dou-
ble loop space Ω2(X) is a braided monoidal category (see [Q, Subsection
2.3]). Note that pi2(X) = pi0(Ω
2(X)) and pi3(X) = pi1(Ω
2(X)). So, the
map Z 7→ cZZ , where c denotes the braiding of the above category,
defines a map pi2(X)→ pi3(X). We claim that this map is the White-
head half-square map. To prove this, it suffices to treat the universal
example X = S2. That is, one needs to show that for X = S2, the map
in question is the map Z = pi2(S2) → Z = pi3(S2) given by n 7→ n2.
This is done by a straightforward verification. 
In particular, taking B = Z(C), we find that the Whitehead half-
square map and the Whitehead bracket for BBrPic(C) are given by the
braiding on invertible objects of Z(C).
Remark. Proposition 7.6 can also be derived from [B], Chapter IV.
7.4. Classification of extensions. Now we would like to classify G-
extensions C of a given fusion category D. As we have seen in The-
orem 6.1, such a category necessarily defines a group homomorphism
c : G→ BrPic(D). We would like to study additional data and condi-
tions on them that define a category C given a homomorphism c.
Theorem 7.7. Equivalence classes of G-extensions C of D are in bi-
jection with morphisms of categorical 2-groups G → BrPic(D), or,
equivalently, with homotopy classes of maps between their classifying
spaces: BG→ BBrPic(D).
Proof. Let us consider what it takes to define a continuous map ξ :
BG → BBrPic(D), using the simplicial model of BrPic(D) described
above. Note that since our model of BBrPic(D) is a Kan complex, any
map ξ is homotopic to a simplicial map, so it suffices to restrict our
attention to simplicial maps (which we will do from now on).
Step 1. Defining the map ξ at the level of 1-skeletons (up to ho-
motopy) obviously amounts to a choice of a set-theoretical map of
fundamental groups c : G → BrPic(D). On the categorical side, this
is just a choice of an assignment g 7→ c(g) = Cg, g ∈ G, where Cg is
an invertible bimodule category over D. They can be combined into a
single D-bimodule category C = ⊕gCg.
Step 2. Extendability of this ξ to the level of 2-skeletons amounts
to the condition that c is a group homomorphism. On the categorical
side, this means that one has equivalences Cg D Ch ∼= Cgh, and in
particular Ce ∼= D.
Next, any choice of an extension of ξ to the level of 2-skeletons
amounts to picking the equivalences Mg,h : Cg D Ch → Cgh, which
defines a functor ⊗ of tensor multiplication on C.
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Step 3. Further, extendability of such a ξ to the level of 3-skeletons
amounts, on the categorical side, to the condition that there exists a
functorial isomorphism
α : (• ⊗ •)⊗ • → • ⊗ (• ⊗ •)
(respecting the D-bimodule structure, but not necessarily satisfying
the pentagon relation), and once a good M (for which α exists) has
been fixed, the freedom of choosing an extension of ξ to the level of
3-skeletons is a choice of α.
Step 4. Finally, once ξ has been extended to 3-skeletons, its ex-
tendability to the level of 4-skeletons amounts to the condition that α
satisfies the pentagon relation. Once such an α has been fixed, there
is a unique extension of ξ to the level of 4-skeletons.
Step 5. Once ξ has been extended to a map of 4-skeletons, it canon-
ically extends to a map of skeletons of all dimensions.
The theorem is proved. 
7.5. Proof of Theorem 1.3. Theorem 1.3 follows from Theorem 7.7
and classical obstruction theory in algebraic topology. Let us describe
this derivation in more detail. For brevity we denote the homotopy
groups BBrPic(D) just by pii, without specifying the space.
Let us go back to the proof of Theorem 7.7. At Step 3, it may be
necessary to modifyM = (Mg,h) to secure the existence of α. But even
if we allow modifications of M , there is an obstruction O3(c) to the
existence of α. Let us discuss the nature of this obstruction.
If we have a map ξ of 2-skeletons, then the condition for this map
to be extendable to 3-skeletons is that for every 3-simplex σ ⊂ BG,
ξ(∂σ) represents the trivial element in the group pi2. Thus we get an
obstruction which is a 3-cochain of G with values in pi2. It is easy to
see that this 3-cochain is actually a cocycle (where G acts on pi2 via
the homomorphism c), i.e. we get an obstruction ψ ∈ Z3(G, pi2). Now,
M can be modified by adding a 2-cochain χ on G with coefficients
in pi2, and this modification replaces ψ with ψ + dχ. This implies
that the actual obstruction to extending ξ to 3-skeletons (allowing the
modifications of M) is the cohomology class [ψ] = O3(c) ∈ H3(G, pi2).
If the obstruction O3(c) vanishes, then, as we see from the above,
the freedom of choosing M so that ξ is extendable to 3-skeletons is
in H2(G, pi2). That is, we can modify M by adding a cocycle χ ∈
Z2(G, pi2), but if χ is a coboundary, then the homotopy class of the
extension does not change.
Further, at Step 4, there is an obstruction O4(c,M) to choosing α.
Let us discuss its nature.
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If we have a map ξ of 3-skeletons, then the condition for this map
to be extendable to 4-skeletons is that for every 4-simplex σ ⊂ BG,
ξ(∂σ) represents the trivial element in the group pi3. Thus we get an
obstruction which is a 4-cochain of G with values in pi3. It is easy to
see that this 4-cochain is actually a cocycle, i.e. we get an obstruc-
tion η ∈ Z4(G, pi3). Now, α can be modified by adding a 3-cochain
θ on G with coefficients in pi3, and this modification replaces η with
η + dθ. This implies that the actual obstruction to extending ξ to
4-skeletons (allowing the modifications of α) is the cohomology class
[η] = O4(c,M) ∈ H4(G, pi3).
If the obstruction O4(c,M) vanishes, then, as we see from the above,
the freedom of choosing α so that ξ is extendable to 4-skeletons is in
H3(G, pi3). That is, we can modify α by adding a cocycle θ ∈ Z3(G, pi3),
but if θ is a coboundary, then the homotopy class of the extension does
not change.
This proves Theorem 1.3.
7.6. Classification of group actions on fusion categories.
Proposition 7.8. (i) Actions of a group G by autoequivalences of a
fusion category C, up to an isomorphism, are in natural bijection with
homotopy classes of mappings BG→ BEq(C).
(ii) Actions of a group G by braided autoequivalences of a braided
fusion category B, up to an isomorphism, are in natural bijection with
homotopy classes of mappings BG→ BEqBr(B).
Proof. (i) We argue as in the previous subsection. Namely, a map
between 2-skeletons of the spaces in question is the same thing as an
assignment g → Fg, which attaches to every g ∈ G a tensor equivalence
Fg : C → C, and a collection of functorial isomorphisms ηg,h : Fg ◦Fh →
Fgh, g, h ∈ G. This map is extendable to 3-skeletons if and only if
ηg,h satisfies the 2-cocycle condition, i.e. if the data (Fg, ηg,h) is an
action of G on C by tensor autoequivalences. Note that the extension
to 3-skeletons is unique if exists, and extends uniquely to skeletons of
higher dimensions. So (i) is proved.
(ii) is proved similarly. 
Corollary 7.9. (i) ([Ga, Theorem 5.5]) Actions of a group G by tensor
autoequivalences of a fusion category C, up to an isomorphism, are
parametrized by pairs (c, η), where c : G→ Eq(B) is a homomorphism,
such that the corresponding first obstruction O3(c) ∈ H3(G,Aut⊗(IdC))
vanishes, and η = (ηg,h) is the equivalence class of the identification
Fg ◦ Fh → Fgh, belonging to a torsor over H
2(G,Aut⊗(IdC)).
40 PAVEL ETINGOF, DMITRI NIKSHYCH, AND VICTOR OSTRIK
(ii) Actions of a group G by braided autoequivalences of a braided
fusion category B, up to an isomorphism, are parametrized by pairs
(c, η), where c : G → EqBr(B) is a homomorphism, such that the cor-
responding first obstruction O3(c) ∈ H3(G,Aut⊗(IdB)) vanishes, and
η = (ηg,h) is the equivalence class of the identification Fg ◦ Fh → Fgh,
belonging to a torsor over H2(G,Aut⊗(IdB)).
7.7. Classification of quasi-trivial extensions. Let G be a finite
group, and D a fusion category. We call a G-extension C of D quasi-
trivial if every category Cg is a quasi-trivial bimodule category over
D. This condition is equivalent to the condition that C is strongly G-
graded in the sense of [Ga], i.e., every category Cg contains an invertible
object.
The following proposition is a corollary of Theorem 7.7.
Proposition 7.10. Quasi-trivial G-extensions of D, up to graded equiv-
alence, are in natural bijection with homotopy classes of mappings
BG→ BOut(D).
Remark 7.11. Note that a mapping τ : BG → BOut(D) is repre-
sentable as τ = Bξ ◦ ζ , where ξ : Eq(D) → Out(D) is defined in
Subsection 5.5 and ζ : BG → Eq(D) if and only if the correspond-
ing quasi-trivial extension is trivial, i.e. C is the semidirect product
category VecG nD for the G-action on D corresponding to ζ .
7.8. Classification of faithfully graded braided G-crossed fu-
sion categories. Let G be a finite group. The notion of a braided
G-crossed fusion category is due to Turaev, see [Tu1, Tu2]. By defini-
tion, it is a G-graded category
(37) C =
⊕
g∈G
Cg,
equipped with an action of G such that g(Ch) = Cghg−1 and a natural
family of isomorphisms
(38) cX,Y : X ⊗ Y
∼
−→ g(Y )⊗X, g ∈ G, X ∈ Cg, Y ∈ C,
called the G-braiding. The above action and G-braiding are required
to satisfy certain natural compatibility conditions. In particular, the
trivial component B := Ce is a braided fusion category. We refer the
reader to [Tu1, Tu2] for the precise definition and to [DGNO, §4.4.3]
for a detailed discussion of braided G-crossed categories.
Below we only consider braided G-crossed fusion categories with a
faithful grading (37). The general case will be treated elsewhere.
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Theorem 7.12. Let B be a braided fusion category. Equivalence classes
of braided G-crossed categories C having a faithful G-grading with the
trivial component B are in bijection with morphisms of categorical 2-
groups G → Pic(B), or, equivalently, with homotopy classes of maps
between their classifying spaces BG→ BPic(B).
Proof. Since Pic(B) ⊆ BrPic(B), it follows from Theorem 7.7 that a
morphism G→ Pic(B) determines a G-extension C of B. It remains to
check that the additional condition that each Cg, g ∈ G, is an invertible
B-module category is equivalent to the existence of an action of G and
a G-braiding on C.
Indeed, if the image of G is inside Pic(B) then for all g, h ∈ G the
category FunB(Cg, Cgh) of B-module functors from Cg to Cgh is identified,
on one hand, with functors of right tensor multiplication by objects of
Ch and, on the other hand, with functors of left tensor multiplication
by objects of Cghg−1. So there is an equivalence g : Ch → Cghg−1 defined
by the isomorphism of B-module functors
(39) ? ⊗ Y ∼= g(Y )⊗ ? : Cg → Cgh, Y ∈ Ch.
Extending it to C by linearity we obtain an action of G by tensor
autoequivalences of C. Furthermore, evaluating (39) on X ∈ Cg we
obtain a natural family of isomorphisms
X ⊗ Y
∼
−→ g(Y )⊗X, g ∈ G, X ∈ Cg, Y ∈ C,
which gives a G-braiding on C.
To prove the converse, one can follow the proof of Theorem 6.1 to
verify that components of a braided G-crossed category are invertible
module categories over its trivial component. 
Remark 7.13. The somewhat similar problem of classifyingG-extensions
of braided 2-groups is discussed in by E. Jenkins in [Je] (the notion of
a G-extension of a braided 2-group is defined in [DGNO], Appendix E,
Definition E.8).
8. Classification of extensions (algebraic version)
Now we would like to retell the contents of the previous section in
a purely algebraic language, without using homotopy theory, and thus
give an algebraic proof of Theorem 1.3.
8.1. Decategorification. We start by recalling a well known decate-
gorified version of Theorem 1.3. Let G be a group and let R = ⊕g∈GRg
be a G−graded ring. Recall that R is called strongly graded if the mul-
tiplication map Rg ⊗Z Rh → Rgh is surjective; in this situation we say
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that R is strongly G−graded extension of Re. By [Da] for a strongly
G−graded ring R the induced maps Rg ⊗Re Rh → Rgh are isomor-
phisms; in particular Rg is an invertible Re−bimodule for any g ∈ G.
Thus any strongly G−graded ring R defines a homomorphism g 7→ Rg
of 2-groupoids G→ Pic(Re), where Pic(Re) is the 2-groupoid of invert-
ible Re−bimodules. Conversely, it is clear that any homomorphism of
2-groupoids G→ Pic(S) determines a strongly G−graded extension of
S.
By definition, the group of 1-morphisms in Pic(S) is the group of
isomorphism classes of invertible S−bimodules Pic(S) and the group
of 2-endomorphisms of the unit 1-morphism (which is S considered as
an S−bimodule) is the group Z(S)× of invertible elements of the center
Z(S) of S. Thus the group Pic(S) acts on the abelian group Z(S)× and
the equivalence class of 2-groupoid Pic(S) is completely determined by
a class ω ∈ H3(Pic(S),Z(S)×). Thus we obtain the following result:
Theorem 8.1. (see [CG]) There exists a class ω ∈ H3(Pic(S),Z(S)×)
such that strongly G−graded extensions of a ring S corresponding to a
homomorphism φ : G → Pic(S) form an H2(G,Z(S)×)−torsor which
is nonempty if and only if φ∗(ω) = 0 ∈ H3(G,Z(S)×). 
8.2. An action determined by a G-extension. Let
C =
⊕
g∈G
Cg
be a G-graded fusion category and let Ce := D (i.e., C is a G-extension
of D). By Theorem 6.1 for each pair g, h ∈ G there is an equivalence
of D-bimodule categories
(40) Mg,h : Cg D Ch ∼= Cgh
which comes from the restriction of the tensor product of ⊗ : CC → C
to
(41) ⊗g,h : Cg  Ch → Cgh.
By Corollary 6.2 the group Zg := AutD(Cg) of D-bimodule autoe-
quivalences of Cg is abelian and is isomorphic to the group Z := Ze of
isomorphism classes of invertible objects in Z(D).
Observe that for all g, f ∈ G there are group isomorphisms if,g :
Zg ∼= Zgf and jf,g : Zg ∼= Zfg defined by
if,g(b) := Mg,f ◦ (bD IdCf ) ◦M
−1
g,f(42)
jf,g(b) := Mf,g ◦ (IdCf D b) ◦M
−1
f,g(43)
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for all b ∈ Zg. One can easily check that for all f, h, g ∈ G there are
equalities
(44) ifh,g = ih,gf if,g, and jfh,g = jf,hgjh,g.
It follows from (50) that the isomorphisms i and j commute with each
other, i.e., for all f, g, h ∈ G there is an equality
(45) if,hgjh,g = jh,gf if,g.
Define an action of G on Z by ρ : G→ Aut(Z) : g 7→ ρg where
(46) ρg := ig−1,g jg,1, g ∈ G.
Proposition 8.2. The action ρ : G → Aut(Z) depends only on the
homomorphism c : G → BrPic(Ce) and does not depend on the choice
of equivalences Mg,h : Cg D Ch ∼= Cgh.
Proof. It suffices to show that isomorphisms if,g, jf,g defined by equa-
tions (42) and (43) do not depend on the choice of equivalences Mg,h.
Indeed, if M ′g,h : Cg D Ch
∼= Cgh is another D-bimodule equivalence
thenM ′g,h = Lg,h◦Mg,h where Lg,h ∈ AutD(Cgh). It follows that isomor-
phisms AutD(Cg) ∼= AutD(Cgh) determined by Mg,h and M
′
g,h differ by
a conjugation by Lg,h. But since AutD(Cgh) is abelian, this conjugation
is trivial. 
8.3. Cohomological data determined by a G-extension. Let C =
⊕g∈G Cg be a G-extension of Ce =: D. We continue to use the notation
introduced in Section 8.2, see (40) and (41).
For all g, h ∈ G let
(47) Bg,h := BCg ,Ch : Cg  Ch → Cg D Ch
be the canonical functor coming from Definition 3.3. For all f, g, h ∈ G
consider the following diagram of D-bimodule categories and functors:
(48) Cf D Cg  Ch
Mf,g

Bg,h
))R
RR
RR
RR
Cf  Cg  Ch
Bf,goo
Bg,h //
⊗f,guull
lll
lll
lll
ll
⊗g,h
))RR
RRR
RRR
RRR
RR
Cf  Cg D Ch
Mg,h
Bf,guul
l l
l l
l l
Cfg  Ch
Bfg,h

⊗fg,h
))RR
RRR
RRR
RRR
RRR
R
Cf D Cg D Ch
Mf,g
uul l
l l
l l
l
Mg,h
))R
RR
RR
RR
Cf  Cgh
Bf,gh

⊗f,gh
uulll
lll
lll
lll
lll
Cfg D Ch
Mfg,h
// Cfgh Cf D Cgh.
Mf,gh
oo
In this diagram we will refer to polygons formed by solid lines as those
in the “front” and to polygons formed by dotted lines as the “rear”. The
four triangles in the front commute by the universal property of tensor
product of module categories. The square in the front commutes up
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to an associativity constraint, which is an isomorphism of D-bimodule
functors. Hence, the perimeter of the diagram commutes up to a nat-
ural isomorphism of D-bimodule functors. The upper rear quadrangle
commutes by Remark 3.6(ii) and the left and right rear quadrangles
commute since functors Bg,h, g, h ∈ G, come from D-balanced functors.
Therefore, the lower quadrangle in the rear commutes up to a natural
isomorphism of D-bimodule functors :
(49) αf,g,h :Mf,gh(IdCf D Mg,h)
∼=Mfg,h(Mf,g D IdCh).
Equivalently, the following D-bimodule functor
(50) Tf,g,h :=Mfg,h(Mf,g D IdCh)(IdCf D M
−1
g,h)M
−1
f,gh : Cfgh → Cfgh
is isomorphic (as a D-bimodule functor) to the identity.
The pentagon axiom for the tensor product in C implies the following
equality of natural transformations
(51)
Mf,ghk(idfDαg,h,k)◦αf,gh,k(IdCfDMg,hDIdCk)◦Mfgh,k(αf,g,hDidk)
= αf,g,hk(IdCf D IdCg D Mh,k) ◦ αfg,h,k(Mf,g D IdCh D IdCk),
for all f, g, h, k ∈ G (note that we use the notation Id for the identity
functor, and id for the identity morphism).
To summarize, a G-extension C determines the following data:
(1) a fusion category D, a collection of invertible D-bimodule cat-
egories Cg, g ∈ G such that Ce ∼= D, and an action ρ of G by
automorphisms of the group Z of invertible objects of Z(D),
(2) a collection of D-bimodule isomorphisms Mgh : Cg D Ch ∼= Cgh
such that each Tf,g,h defined by (50) is isomorphic to the identity
as a D-bimodule functor,
(3) natural isomorphisms αf,g,h (49) satisfying identity (51).
In the next few subsections we will show that, conversely, a set of
data with the above properties gives rise to a G-extension.
8.4. Obstruction to the existence of tensor product. Let us con-
sider a situation opposite to the one studied in Section 8.3. Let G be
a finite group. Suppose that we are given a fusion category D, a group
homomorphism c : G→ BrPic(D), g 7→ Cg, and there are D-bimodule
equivalences
(52) Mg,h : Cg D Ch ∼= Cgh,
for all g, h ∈ G. Let ρ : G → Aut(Z), Z := AutD(D) be the action of
G defined in Section 8.2. By Proposition 8.2, ρ depends only on c and
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not on the choice Mg,h, g, h ∈ G. We would like to parameterize fusion
category structures on C = ⊕g∈G Cg which give rise to this data.
First, let us investigate the existence of a G-graded quasi-tensor cat-
egory structure on C. By a quasi-tensor category we mean a category C
with a bifunctor ⊗ : C ×C → C such that ⊗◦ (⊗× IdC) ∼= ⊗◦ (IdC×⊗)
(so we do not yet require existence of an associativity constraint for
⊗).
As before, let Zg = AutD(Cg). Then Z := Ze is the group of invertible
objects in Z(D). We have isomorphisms ig,1 : Z ∼= Zg for all g ∈ G.
For all f, g, h ∈ G let
(53) Tf,g,h =Mfg,h(Mf,g D IdCh)(IdCf D M
−1
g,h)M
−1
f,gh
Then T¯f,g,h = i
−1
fgh,1(Tf,g,h) defines a function on G
3 with values in the
abelian group Z. One can directly check that T¯f,g,h is an element of
Z3(G,Z), i.e., a 3-cocycle on G with values in Z (the latter is a G-
module via ρ). Let us find how this function depends on the choice of
equivalences Mg,h.
Suppose eachMg,h is replaced byM
′
g,h = Lg,h◦Mg,h where Lg,h ∈ Zgh
as above. Then the corresponding function on G3 with values in Zfgh
is
T ′f,g,h = M
′
fg,h(M
′
f,g D IdCh)(IdCf D M
′−1
g,h )M
′−1
f,gh
= Lfg,hMfg,h(Lf,gMf,g D IdCh)(IdCf D M
−1
g,hL
−1
g,h)M
−1
f,ghL
−1
f,gh
= Lfg,h ih,fg(Lf,g) jf,gh(L
−1
g,h)L
−1
f,gh Tf,g,h.
Let L¯g,h := i
−1
gh,1(Lg,h) ∈ Z. We compute, using Equations (44), (45)
and definition (46) of the action ρ:
T¯ ′f,g,h = i
−1
fgh,1(T
′
f,g,h)
= L¯fg,h i
−1
fgh,1ih,fgifg,1(L¯f,g) i
−1
fgh,1jf,ghigh,1(L¯
−1
g,h) L¯
−1
f,gh T¯f,g,h
= L¯fg,h L¯f,g ρf(L¯
−1
g,h) L¯
−1
f,gh T¯f,g,h.
Thus, the function T¯ ′ differs from T¯ by a coboundary. This yields a
cohomology class in H3(G,Z) independent on the choice of the equiv-
alences Mg,h.
Definition 8.3. We will call the cohomology class of T¯ in H3(G,Z)
the tensor product obstruction class and denote it O3(c).
Theorem 8.4. Let G be a finite group and let D be a fusion category.
Let
c : G→ BrPic(D) : g 7→ Cg
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be a group homomorphism. Then there exist D-bimodule category equiv-
alences Ce ∼= D and Cg D Ch ∼= Cgh, g, h ∈ G defining a D-bimodule
tensor product ⊗ on C = ⊕g∈G Cg such that ⊗◦ (⊗ IdC) ∼= ⊗◦ (IdC 
⊗) if and only if the obstruction class O3(c) is the trivial element of
H3(G,Z).
Proof. Consider the diagram of functors (48). It was explained above
that its natural D-bimodule commutativity is equivalent to the natural
D-bimodule isomorphism Tf,g,h ∼= IdCfgh , f, g, h ∈ G. The latter is
equivalent to T¯ being cohomologous to 1 in Z3(G,Z). 
8.5. Construction of a quasi-tensor product.
Theorem 8.5. Suppose that the obstruction class O3(c) vanishes. Then
isomorphism classes of D-bimodule tensor products on C = ⊕g∈G Cg
form a torsor over the second cohomology group H2(G,Z).
Proof. Choose D-bimodule equivalences Mg,h : Cg D Ch ∼= Cgh for all
g, h ∈ G and natural isomorphisms of D-bimodule functors
(54) αf,g,h :Mfg,h(Mf,g D IdCh)
∼
−→Mf,gh(IdCf D Mg,h)
which give rise to a natural isomorphism
(55) α : ⊗ ◦ (⊗× IdC)
∼
−→ ⊗ ◦ (IdC ×⊗).
The computations done in the previous subsection show that replacing
each Mg,h by Lg,h ◦Mg,h where Lg,h ∈ Zgh makes the two sides of (54)
differ by
(56) L¯fg,h L¯f,g ρf (L¯
−1
g,h) L¯
−1
f,gh ∈ Z.
Thus, substituting Lg,h◦Mg,h forMg,h does not affect the existence of
an isomorphism α as in (54) if and only if L¯ ∈ Z2(G,Z) is a 2-cocycle.
Clearly, two 2-cocycles define isomorphic tensor products if and only if
they are cohomologous. 
Thus, in the case when O3(c) is cohomologically trivial, one defines a
tensor product on C = ⊕g∈G Cg as follows. Choose D-bimodule equiv-
alences
Mg,h : Cg D Ch ∼= Cgh
and natural isomorphisms αf,g,h as in (54). Then eachMg,h gives rise to
a product ⊗g,h : Cg  Ch → Cgh and αf,g,h gives rise to an isomorphism
⊗f,gh ◦ (IdCf ⊗g,h)
∼= ⊗fg,h ◦ (⊗f,g  IdCh).
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8.6. Obstruction to the existence of an associativity constraint.
We continue to assume that the tensor product obstruction O3(c) van-
ishes, i.e., that c gives rise to a D-bimodule quasi-tensor product on
C = ⊕g∈G Cg.
Let us determine when this quasi-tensor product is in fact a ten-
sor product, i.e., when it admits an associativity constraint satisfying
the pentagon equation. Choose a collection of D-bimodule category
equivalences
M = {Mg,h : Cg D Ch ∼= Cgh}
and natural isomorphisms αf,g,h as in (54).
Definition 8.6. We will call M = {Mg,h : Cg D Ch ∼= Cgh}g,h∈G a
system of products.
By Theorem 8.5, M is an element of an H2(G,Z)-torsor.
Note that each αf,g,h is determined up to an automorphism of a
simple object in Z(Ce), i.e. up to a nonzero scalar.
For all f, g, h, k ∈ G let us consider the following cube whose vertices
are D-bimodule categories, edges are D-bimodule equivalences Ma,b,
and faces are natural isomorphisms αa,b,c, a, b, c ∈ G, see (54) (to keep
the diagram readable, only the faces are labeled):
(57)
Cf D Cg D Ch D Ck //

,,YYYYYY
YYYYYY
YYYYYY
YYYYYY
YYYYY
Y
Cfg D Ch D Ck
,,YYYYY
YYYYY
YYYYY
YYYYY
YYYYY
YYYY







Cf D Cg D Chk

// Cfg D Chk

Cf D Cgh D Ck //______
,,YYYYYY
YYYYY
YYYYY
YYYYY
YYYYY
YYYYYY
YY
Cfgh D Ck
,,YYY
YYY
YYY
YYY
YYY
YY
Cf D Cghk // Cfghk.
αg,h,k
.6eeeeeeeeeeeeeeeeeeeeeee
eeeeeeeeeeeeeeeeeeeeeee
αf,g,h
v~ t
t
t
t
t
t
t
t
t
t
t
t
t
αfg,h,k
.6eeeeeeeeee
eeeeeeeeee
αf,gh,k +3___________ ___________
αf,g,hk
y zz
zz
zz
zz
zz
z
The composition of the natural transformations corresponding to faces
of this cube is a D-bimodule automorphism of the functor
Mfgh,k ◦ (Mfg,h D IdCk) ◦ (Mf,g D IdCh D IdCk)
i.e., the scalar
(58)
νf,g,h,k := (Mf,gD IdChD IdCk)α
−1
fg,h,k ◦ (IdCf D IdCg DMh,k)α
−1
f,g,hk
◦Mf,ghk(idfDαg,h,k)◦αf,gh,k(IdCfDMg,hDIdCk)◦Mfgh,k(αf,g,hDidk)
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The commutativity of the cube (57) is equivalent to the existence of
an associativity constraint for C satisfying the pentagon axiom. The
cube commutes if and only if {αf,g,h}f,g,h∈G can be chosen in such a
way that νf,g,h,k = 1. See [KV] regarding the notions of composition of
faces and commutativity of a polytope.
It is easy to check that the above ν is a 4-cocycle on G with values
in k×. Let us determine how ν changes when we change the choice of
α. Let
(59) α′f,g,h = αf,g,hλf,g,h, where λf,g,h ∈ k
×.
Then the corresponding scalar is
(60) ν ′f,g,h,k = νf,g,h,kλ
−1
f,g,hkλ
−1
fg,h,kλg,h,kλf,gh,kλf,g,h
Therefore, there is a canonical element in H4(G,k×) (the class of ν)
which depends only on c and the choice of M .
Definition 8.7. We will call this element the associativity constraint
obstruction class and denote it O4(c,M).
Theorem 8.8. Suppose that a homomorphism c : G → BrPic(D) is
such that C = ⊕g∈G Cg (with Ce = D) admits a D-bimodule quasi-tensor
product via a choice of a system of products M . Then this product
admits an associativity constraint satisfying the pentagon equation if
and only if O4(c,M) is the trivial element of H
4(G,k×).
Proof. Clear from the discussion above. 
Let C = ⊕g∈G Cg be a G-extension and let αX,Y,Z be the associativity
constraint for the tensor product of C, where X, Y, Z are objects in C.
Given a 3-cocycle ω ∈ Z3(G, k×) one can define a new associator
αωX,Y,Z := ω(f, g, h)αX,Y,Z
for all X ∈ Cf , Y ∈ Cg, Z ∈ Ch.
Let α′X,Y,Z be another associativity constraint for the tensor prod-
uct of C. We will say that α′ is equivalent to α if α′ = αω for some
coboundary ω. Clearly, equivalent associators determine equivalent
tensor categories.
Theorem 8.9. Suppose that the obstruction classes O3(c) and O4(c,M)
vanish. Then the equivalence classes of associativity constraints for the
tensor product of C = ⊕g∈G Cg coming from the system of products M
form a torsor T 2c over H
3(G,k×).
Proof. The proof is similar to the proof of Theorem 8.5. We need to
establish a bijection between the choices of α = {αf,g,h}f,g,h∈G leading
to associativity constraints on C and elements of H3(G,k×). If one
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such α is chosen, any other choice has a form (59). From equation (60)
we see that the corresponding coboundary ν ′f,g,h,k is equal to 1 precisely
when
(61) λf,g,hλf,gh,kλg,h,k = λfg,h,kλf,g,hk, f, g, h, k ∈ G,
i.e., when λ is a 3-cocycle. Moreover, two 3-cocycles are cohomologous
if and only if the corresponding associators on C are equivalent. 
8.7. The associativity constraint and the Pontryagin-White-
head quadratic function. Let E be a pointed braided fusion cate-
gory, and let A be the group of isomorphism classes of invertible objects
of E . Let G be a finite group acting on E by braided autoequivalences.
In this situation we can define a quadratic map PW : H2(G,A) →
H4(G,k×), which we call the Pontryagin-Whitehead quadratic func-
tion, as follows.
Let
L : G×G→ A : (f, g) 7→ Lf,g
be a 2-cocycle of G with coefficients in A, i.e. a collection of simple
objects of E , such that there exist isomorphisms
(62) ζf,g,h : Lfg,h ⊗ Lf,g ∼= Lf,gh ⊗ f(Lg,h), f, g, h ∈ G.
Then we can consider the automorphism of Lfgh,k ⊗Lfg,h⊗Lf,g (iden-
tified with a scalar) νf,g,h,k, given by the composition
Lfgh,k⊗Lfg,h⊗Lf,g → Lfgh,k⊗Lf,gh⊗f(Lg,h)→ Lf,ghk⊗f(Lgh,k)⊗f(Lg,h)
→ Lf,ghk ⊗ f(Lg,hk)⊗ fg(Lh,k)→ Lfg,hk ⊗ Lf,g ⊗ fg(Lh,k)
→ Lfg,hk ⊗ fg(Lh,k)⊗ Lf,g → Lfgh,k ⊗ Lfg,h ⊗ Lf,g,
where we suppress the associativity isomorphisms, and all the maps
except the fifth map are given by the isomorphisms ζx,y,z from (62) for
appropriate x, y, z, while the fifth map is given by the braiding acting
on Lf,g ⊗ fg(Lh,k).
Proposition 8.10. (i) ν is a 4-cocycle of G with coefficients in
k×,
(ii) if ζ is changed by a cochain ξx,y,z, then ν is multiplied by dξ (so
the cohomology class of ν does not change),
(iii) if Lf,g is changed by a coboundary, i.e. replaced by
L′f,g = Xfg ⊗ Lf,g ⊗ f(X
−1
g )⊗X
−1
f ,
where (Xf ) is a collection of simple objects, then ν is changed
by a coboundary.
Proof. Straightforward verification. 
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Definition 8.11. The map PW : H2(G,A) → H4(G,k×) is defined
by
(63) PW (L) = ν.
Note that if the action of G on E is altered by an element θ ∈
H2(G,A∗) (by changing the isomorphisms ηg,h : Fg ◦ Fh
∼
−→ Fgh), then
the map PW is modified according to the rule
PW ′(L) = PW (L)(L, θ),
where ( , ) : H2(G, A)×H2(G,A∗)→ H4(G, k×) is the evaluation map
combined with the cup product in the cohomology of G.
Let q be the quadratic form on A defined by the braiding on E
(q(Z) = cZZ), and bq be the corresponding symmetric bilinear form
(bq(Y, Z) = cY ZcZY ). The following proposition shows that PW is
indeed a quadratic function.
Proposition 8.12.
PW (L1L2) = PW (L1)PW (L2)bq(L1, L2).
Proof. This is verified by a direct computation from the definition, by
using the hexagon relations for the braiding. 
Now let us assume that |A| is odd. Then E = VecA, and the braiding
on E is canonically defined by the quadratic form q on A, which is,
in turn, determined by the corresponding symmetric bilinear form bq.
Thus, every homomorphism φ : G → O(A, q) canonically defines an
action of G on E . In this case, we can pick the associativity morphisms
and the maps ζx,y,z to be the identities, and one gets
(64) νf,g,h,k = cLf,g,fg(Lh,k).
Proposition 8.13. For the canonical action of G on E , one has
PW (L) = bq(L
1/2, L)
(i.e., PW (L) is bq applied to the cup product of L
1/2 with L). Thus,
for the canonical action shifted by θ ∈ H2(G,A∗), one has
PW (L) = bq(L
1/2, L)(L, θ).
Proof. This follows from formula (64). 
Remark 8.14. The map PW can be alternatively characterized as fol-
lows. Since G acts on E by braided autoequivalences, it acts canonically
on the Drinfeld center Z(E). Note that Z(E) is a pointed category, and
its group of simple objects is A⊕A∗. Thus, an element L ∈ H2(G,A) is
nothing but a way to alter the canonical action of G on Z(E) (keeping
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its action on isomorphism classes of objects fixed), so that its action
on E ⊂ Z(E) remains the same. By Theorem 1.1 and Theorem 1.3,
having fixed L, we fix a collection of E-bimodule categories Eg, g ∈ G,
with a tensor product functor on them. Then PW (L) is nothing but
the obstruction O4(c, L) to the existence of the associativity constraint
for this tensor product functor.
Now let D be any fusion category. Let c : G → BrPic(D) be a
group homomorphism, c(g) = Cg, and let M = (Mg,h) be a choice
of isomorphisms Cg D Ch → Cgh defining a tensor product functor on
C = ⊕gCg. Then G acts on the braided category Z(D), in particular, on
the subcategory of its invertible objects. Thus, we have the Pontryagin-
Whitehead quadratic function
PWM : H
2(G, pi2)→ H
4(G, pi3),
where pi2 = Inv(Z(D)), pi3 = k
×.
Proposition 8.15. For any L ∈ H2(G, pi2), one has
O4(c, LM)/O4(c,M) = PWM(L).
Thus, for L1, L2 ∈ H2(G, pi2), one has
O4(c, L1L2M)O4(c,M)
O4(c, L1M)O4(c, L2M)
= [L1, L2],
where [, ] is the Whitehead bracket combined with the cup product in the
cohomology of G.
Proof. The first statement follows by replacing M by LM in diagram
(57) and applying the definition of PWM . The second statement follows
from the first one and Proposition 8.12. 
Remark. A version of the map PW is discussed in [B], Chapter
V, and under additional assumptions, the above results can be derived
from the statements in [B].
8.8. A divisibility theorem. The following theorem is somewhat
analogous to the Anderson-Moore-Vafa theorem for tensor categories
(see [Et]).
Theorem 8.16. Let D be the Frobenius-Perron dimension of D. Then
the order of O4(c,M) in H
4(G,k×) divides D4.
Proof. For a ∈ G, let Ra = ⊕X∈IrrCaFPdim(X)X be the regular (vir-
tual) object of Ca (where the Frobenius-Perron dimensions in Ca are
normalized in such a way that FPdim(Ra) = D). Let us apply equation
(58) to the product Rf ⊗Rg⊗Rh⊗Rk, and compute the determinants
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of both sides (where the determinant is understood in the sense of [Et],
Section 2). Since ν is a scalar, on the left hand side we get νD
4
f,g,h,k. To
compute the right hand side, we use that Ra ⊗ Rb = DRab. Then the
right hand side takes the form
det(αfg,h,k)
−D det(αf,g,hk)
−D det(αg,h,k)
D det(αf,gh,k)
D det(αf,g,h)
D.
Thus we see that
νD
4
= d(det(α)D),
where d is the differential in the standard complex ofG with coefficients
in k×. This implies the statement. 
9. Examples of extensions
Throughout this section we freely use the notation and terminology
from the previous sections.
9.1. Extensions of finite groups. LetG be a finite group. The prob-
lem of finding all G-extensions of a fusion category D (i.e., G-graded
fusion categories C = ⊕g∈G Cg with a prescribed identity component
Ce = D) includes, as a special case, the classical theory of group exten-
sions [EM].
Indeed, let H be a finite group and let D = VecH be the fusion
category of H-graded vector spaces with the trivial associator. For any
automorphism α ∈ Aut(H) letMα be the D-bimodule category, which
is D as an abelian category, with the actions given by
kh ⊗ kx = kα(h)x, and kx ⊗ kh = kxh, h, x ∈ H,
where kh, h ∈ H are the simple objects of VecH , and with the usual
vector space associator. Note that Mα is a typical example of an
indecomposable D-bimodule category which is equivalent to D as a
right D-module category.
It is easy to check thatMα is isomorphic to the regular D-bimodule
category if and only if α is an inner automorphism and that Mα D
Mβ ∼= Mαβ for all α, β ∈ Aut(H). In particular, each Mα is an
invertible D-bimodule category.
Thus, in this case a homomorphism c : G → BrPic(D) with the
property that each Cg is equivalent to D as a right D-module category
is the same thing as a homomorphism c : G→ Out(H) to the quotient
of Aut(H) by the subgroup of inner automorphisms. For such a homo-
morphism choose a representative γg ∈ Aut(H) from each coset c(g)
and let Cg =Mγg .
If there is a fusion category structure on C = ⊕g∈G Cg then this
category is pointed and hence is equivalent to a category of K-graded
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vector spaces for some group K, possibly with a 3-cocycle ω. It is
clear that this K is an extension of G by H , i.e., there is a short exact
sequence of finite groups:
(65) 1 −→ H −→ K −→ G −→ 1.
In this case the group Z is isomorphic to Z(H)⊕ Hom(H, k×), where
Z(H) is the center of H and Hom(H, k×) is the group of homomor-
phisms from H to k×. Indeed, as we observed earlier, Z is isomorphic
to the group of invertible objects of Z(D) (= Z(VecH)).
One can easily check that the obstruction class O3(c) belongs to
H3(G,Z(H)) ⊂ H3(G,Z(H)) ⊕ Hom(H,k×), and coincides with the
Eilenberg-MacLane obstruction to the existence of extension (65), with
a given action G→ Out(H) see [EM]. When this obstruction vanishes,
we have a choice ofM = (M1,M2) whereM1 belongs to a torsor T1 over
H2(G,Z(H)), andM2 belongs to a torsor T2 over H
2(G,Hom(H,k×)).
One can check that the torsor T1 is exactly the one classifying group
extensions, see [EM]. Furthermore, the torsor T2 is canonically trivial,
since every group extension canonically determines a categorical ex-
tension. Finally, it is easy to check that the obstruction O4(c,M1,M2)
is linear in M2, and it follows from Proposition 8.15 that for any
L ∈ H2(G,Z(H)),
O4(c, LM1,M2)
O4(c,M1,M2)
= (L,M2) ∈ H
4(G,k×).
Thus, our theory of categorical extensions reproduces the classical the-
ory of group extensions.
Remark 9.1. If H is an abelian group, then it is clear that O3(c)
vanishes, and the torsor T1 is canonically trivial (T1 = H
2(G,H)). In
this case, we have
O4(c,M1,M2) = (M1,M2) ∈ H
4(G,k×).
9.2. Invertible fiber functors and Tambara-Yamagami cate-
gories. Recall that a fiber functor on a tensor category C is the same
thing as a C-module category structure on Vec.
Let G be a finite group and let C = VecG be the tensor category
of G-graded vector spaces. We will describe all invertible C-bimodule
category structures on Vec. Let φ be a 2-cocycle on G × Gop and let
Mφ denote the VecG-bimodule category based on Vec with the action
(a, b) ⊗ k = k, where k is a one-dimensional vector space, and an
associativity constraint
φ((a1, a2), (b1, b2))idk : ((a1, a2)⊗(b1, b2))⊗k
∼
−→ (a1, a2)⊗((b1, b2)⊗k).
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Every C-bimodule category structure on Vec is equivalent to Mφ.
Recall the Schur isomorphism, see [Kar, 2.2.10]:
(66) s : H2(G×G, k×)
∼
−→ H2(G, k×)×H2(G, k×)× (Gab ⊗Z Gab)
∗,
where Gab = G/G
′ is the abelianization of G. Note that (Gab ⊗Z Gab)∗
is isomorphic to the group of bicharacters on G (or, equivalently, on
Gab).
Below we will abuse notation and identify cocycles with their coho-
mology classes. Let us write
(67) s(φ) = (φ1, φ2, φ12).
Here φ1, φ2 ∈ H2(G, k×) define the left and right C-module structures
on Mφ and φ12 ∈ (Gab ⊗Z Gab)∗ defines its C-bimodule structure.
Remark 9.2. The category (Mφ)op is also a C-bimodule category
based on Vec. It is easy to check that (Mφ)op ∼=Mφ˜ where
φ˜((a, a′), (b, b′)) := φ((a′, a), (b′, b))−1.
Thus, φ˜1 = φ
−1
2 , φ˜2 = φ
−1
1 , and φ˜12(a, b) = φ12(b, a), a, b ∈ Gab.
Given two 2-cocycles φ, φ′ on G×G, the category FunC(Mφ,Mφ′)
is equivalent, as an abelian category, to the category Repµ(G) of pro-
jective representations of G with the Schur multiplier µ = φ′1/φ1. This
category is acted upon by VecG×Gop via
((a, b)⊗ pi)(x) = φ12(x, a)pi(x)φ
′
12(x, b),
where a, b, x ∈ G, pi ∈ Repµ(G). The associativity constraint isomor-
phism between ((a, a′) ⊗ (b, b′)) ⊗ pi and (a, a′) ⊗ ((b, b′) ⊗ pi) is given
by φ2(a, b)φ
′
2(b
′, a′).
Proposition 9.3. (i) Let G be a finite group and let ω ∈ H3(G, k×).
Let VecG,ω be the corresponding pointed fusion category. If Vec
has a structure of an invertible VecG,ω-bimodule category then
G is abelian and ω is cohomologically trivial.
(ii) Let G be abelian. Then Mφ is an invertible VecG-bimodule cat-
egory if and only if φ12 is a non-degenerate bicharacter on G.
(iii) The category Mφ has order 2 in BrPic(VecG) if and only if
φ1 = φ
−1
2 and φ12 is a symmetric non-degenerate bicharacter.
Proof. (i) Since VecG,ω has a fiber functor, ω must be trivial. By Propo-
sition 4.2 the dual of VecG with respect to its module category Vec must
be pointed, which forces G to be abelian. (ii) The computations done
before this Proposition show that FunC(Mφ, Mφ) ∼= C as a C-bimodule
category if and only if φ12 is non-degenerate (there are no conditions on
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φ1, φ2). (iii) This is equivalent to existence of a C-bimodule equivalence
Mopφ
∼=Mφ, so we can apply Remark 9.2. 
Example 9.4. In [TY] D. Tambara and S. Yamagami classified all
Z/2Z-graded fusion categories C = C+ ⊕ C− in which C+ is a pointed
category, and C− has a unique simple object. They showed that any
such category is determined, up to a tensor equivalence, by a finite
abelian group A, an isomorphism class of a non-degenerate symmetric
bilinear form χ : A × A → k×, and a square root of |A| in k. The
classification of [TY] uses direct calculations of associativity constraints
as solutions of a system of pentagon equations.
Let us derive this classification from our description of graded cat-
egories in Section 8 and Proposition 9.3. Let C = C0 ⊕ C1 be a fusion
category with Z/2Z-grading satisfying the above properties. Its triv-
ial component C0 is a pointed fusion category. By Proposition 9.3(i),
C0 ∼= VecA, for some finite abelian group A. The invertible VecA-
bimodule category C1 has order 2 in BrPic(VecA). By Proposition 9.3,
C1 ∼= Mφ where φ is such that φ1 = φ
−1
2 and φ12 is a non-degenerate
symmetric bicharacter of A, cf. (67).
We have Z := Inv(Z(VecA)) = A ⊕ A∗. Let us identify A with
A∗ using the bicharacter φ12; then we have Z = A ⊕ A, and as a
Z/2Z-module, Z = Fun(Z/2Z, A). Therefore, by the Shapiro lemma,
H i(Z/2Z, Z) = 0 for i > 0. Thus, O3(c) = 0, and there is no freedom
in choosing M .
Furthermore, the associativity constraint obstruction O4 vanishes
sinceH4(Z/2Z,k×) = 0 and hence there are precisely two non-equivalent
tensor category structures on C corresponding to two elements of the
group H3(Z/2Z,k×) ∼= Z/2Z.
Let τ be a tensor autoequivalence of VecA. Let Cτ1 denote the VecA-
bimodule category obtained from C1 by twisting the action of VecA by
means of τ , i.e., by letting the result of action of XY ∈ VecAVec
rev
A
on M ∈ M to be (τ(X)  τ(Y )) ⊗M . Clearly, we can replace C1 by
Cτ1 without changing the corresponding extension.
The group of tensor autoequivalnces of VecA is isomorphic to the
semi-direct productH2(A, k×)oAut(A). Choosing τ to be the element
corresponding to (φ−11 , α), where α is any automorphism of A, we see
that φ can be chosen in such a way that φ1 = 1 and the choice of φ12
matters only up to an automorphism of A.
Thus, we obtain the same parameterization as in [TY].
9.3. Categories C graded by a group G of order coprime to
FPdim(Ce). If |G| and D := FPdim(D) are coprime, the classification
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of extensions of D by G simplifies, as the cohomological obstructions
O3 and O4 automatically vanish. Namely, we have the following result.
Theorem 9.5. Let D be a fusion category of Frobenius-Perron dimen-
sion D relatively prime to |G|. Then any homomorphism c : G →
BrPic(D) can be upgraded to a G-graded fusion category with trivial
component Ce = D, and such categories are parametrized by a torsor
T 3c,M over H
3(G,k×) (up to a grading-preserving equivalence).
Proof. This follows from Theorem 1.3 and Theorem 8.16. Indeed, the
order of the group pi2 = Inv(Z(D)) divides D2 ([ENO1, Proposition
8.15]), so it is relatively prime to |G|. Thus, H i(G, pi2) = 0, i ≥
1. So O3(c) vanishes, and there is no freedom in choosing M . Also,
by Theorem 8.16, the obstruction O4(c,M) vanishes. So the graded
category C exists, and the freedom in its construction is just the freedom
of choosing α, which lies in a torsor over H3(G,k×), as desired. 
For applications of this Theorem, see [JL].
10. Lagrangian subgroups in metric groups and bimodule
categories over VecA
Let Bimodab be the category whose objects are categories VecA where
A is an finite abelian group, and morphisms from VecA to VecB are
equivalence classes of (not necessarily invertible) (VecB,VecA)-bimodule
categories, with composition of morphisms being the tensor product of
bimodule categories. The goal of this section is to describe this cate-
gory explicitly.
First we need to set up some linear algebra, which is well known, but
we work out the details for the reader’s convenience.
10.1. The category of Lagrangian correspondences. Let us de-
fine the category Lag of Lagrangian correspondences. We define the
objects of this category to be metric groups (E, q). Morphisms from
(E1, q1) to (E2, q2) are, by definition, formal Z+-linear combinations of
Lagrangian subgroups in (E1 ⊕E2, q
−1
1 ⊕ q2).
The composition of morphisms is defined as follows. Let
L ∈ Mor((E1, q1), (E2, q2)), M ∈ Mor((E2, q2), (E3, q3)) be Lagrangian
subgroups. Then we define M ◦ L to be the set of all pairs (a1, a3) ∈
E1 ⊕ E3 such that there exists a2 ∈ E2 for which (a1, a2) ∈ L and
(a2, a3) ∈ M . Also, let m(M,L) be the number of such a2. Then
the composition of morphisms is defined by the condition that it is
biadditive, and
M • L = m(M,L)M ◦ L.
To validate this definition, we must prove the following Lemma.
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Lemma 10.1. (i) M ◦L is a Lagrangian subgroup of the metric group
(E1 ⊕ E3, q
−1
1 ⊕ q3).
(ii) The function m satisfies the 2-cocycle condition,
m(N,M ◦ L)m(M,L) = m(N ◦M,L)m(N,M),
so that the operation • is associative.
Proof. (i) First of all, it is easy to check that M ◦L is an isotropic sub-
group. Next, M ◦ L is the quotient of the intersection of the subgroup
L⊕M with the diagonal copy of E1⊕E2⊕E3 in E1⊕E2⊕E2⊕E3 by
the group N =M ∩L∩E2. It is easy to see that the image of L⊕M in
E2⊕E2/E
diag
2 = E2 is the orthogonal complement N
⊥ of N . Thus, the
order of the intersection of L⊕M with E1⊕E2⊕E3 is |M | · |L|/|N⊥|,
and hence the order of M ◦ L is |M | · |L|/|E2| = (|E1| · |E3|)1/2, i.e.
M ◦ L is Lagrangian.
(ii) This is a straightforward computation. 
Thus, we have defined the category Lag. Note that the identity
morphism of (E, q) in this category is the diagonal subgroup of E⊕E.
Proposition 10.2. The groupoid of isomorphisms in Lag is naturally
isomorphic to the groupoid of isometries of metric groups. In particu-
lar, the group of automorphisms of (E, q) in Lag is naturally isomorphic
to O(E, q).
Proof. Let (E, q), (E ′, q′) ∈ Lag. Let L ⊂ E ⊕E ′ be Lagrangian under
the form q−1 ⊕ q′. If L defines an isomorphism then L ◦M = id for
some Lagrangian M ⊂ E ′ ⊕ E, which implies that the intersection L
with E ′ is zero. Similarly, the intersection of L with E is zero (because
M ◦ L = id). This means that L is the graph of some isomorphism of
groups g : E → E ′, and since L is Lagrangian, this isomorphism is an
isometry. Conversely, if g : E → E ′ is an isometry then the graph of
g is Lagrangian in E ⊕ E ′. It is easy to see that the composition of
Lagrangian subgroups goes under this identification to the composition
of isometries. The proposition is proved. 
10.2. Subgroups with a skew-symmetric bicharacter in an abe-
lian group. Let A be a finite abelian group. Denote by C(A) the set
of pairs (H,ψ), where H ⊂ A is a subgroup, and ψ is a skew-symmetric
bicharacter of H . Also, for a metric group (E, q), let L(E, q) be the
set of Lagrangian subgroups of E.
The following Proposition is a special case of a more general result
proved in [NN].
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Proposition 10.3. There is a natural bijection
(68) τ : C(A)→ L(A⊕A∗, q),
where q is the standard hyperbolic quadratic form of A ⊕ A∗ given
by q(a, f) = f(a). This bijection is given by the formula τ(H,ψ) =
{(h, z)|z ∈ ψ(h)}, where ψ(h) ∈ H∗ = A∗/H⊥ is regarded as a coset of
H⊥ in A
∗.
Proof. It is clear that the subgroup L = {(h, z)|z ∈ ψ(h)} ⊂ A ⊕ A∗
is isotropic. Also, |L| = |H| · |H⊥| = |A|, so L is Lagrangian. Thus
the map τ is well defined. Now we’ll prove that τ is invertible by
constructing the inverse map. Namely, given a Lagrangian subgroup
L ⊂ A⊕ A∗, set σ(L) = (H,ψ), where H is the image of L in A, and
ψ(h1, h2) := (h
′
1, h2),
where h′1 is any lifting of h1 into L.
To prove that σ is well defined, we need to show that ψ(h1, h2) is
independent on the choice of the lifting h′1. In other words, we must
show that if v is an element of L ∩ H∗ then for any h ∈ H we have
(v, h) = 1. But this holds because (v, h) = (v, h′) for any lifting h′ of
h to L, and (v, h′) = 1 since v, h′ ∈ L, and bq is the standard inner
product on A⊕ A∗.
Now we should prove that (ψ(h), h) = 1, i.e. that (h′, h) = 1, if
h ∈ H and h′ is a lift of h in L. We have
(h′, h) = q(h)q(h′)/q(h′ − h),
Now we see that all three factors on the RHS are equal to 1: the first
one because h ∈ A, the third one because h′ − h ∈ A∗, and the second
one because h′ ∈ L and L is Lagrangian.
Finally, we should check that σ is indeed inverse to τ . We have
(σ ◦ τ)(H,ψ) = (H,ψ′), where ψ′(h1, h2) = (z1, h2), where z1 ∈ ψ(h1).
Thus ψ′ = ψ and we are done (since τ is a map of finite sets). 
10.3. The structure of the category Bimodab. Now we will define a
functor T from the category Bimodab to the full subcategory Laghyp of
Lag, whose objects are groups of the form A⊕A∗ with the hyperbolic
quadratic form q. Namely, recall that if G is an abelian group, then
equivalence classes of indecomposable left module categories over VecG
are parametrized by the set C(G) defined in the previous subsection.
Now, for any indecomposable (VecA,VecB)-bimodule category M, re-
gard M as a VecA⊕B-module category via (a, b) ⊗M = a ⊗M ⊗ b−1,
and consider its equivalence class [M] ∈ C(A⊕B). Set
T (M) := γτ([M]) ∈ L(A⊕ A∗ ⊕ B ⊕ B∗, qA ⊕ q
−1
B ),
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where γ ∈ Aut(A⊕A∗⊕B⊕B∗) is defined by the formula γ(a, a∗, b, b∗) =
(a, a∗,−b, b∗) and τ is defined in (68). Extend T to decomposable mod-
ule categories by additivity.
Theorem 10.4. The assignment T is a functor, i.e. for any (VecA1,VecA2)-
bimodule category N and (VecA2 ,VecA3)-bimodule category N
′ one has
T (N VecA2 N
′) = T (N ) ◦ T (N ′).
Proof. Let A1, A2, A3 be abelian groups, (H,ψ) ∈ C(A1⊕A2), (H ′, ψ′) ∈
C(A2 ⊕ A3). We would like to find (H ′′, ψ′′) such that
γτ(H,ψ) • γτ(H ′, ψ′) = m · γτ(H ′′, ψ′′),
and compute the value of m.
By the definition of τ , the subgroup L := γτ(H,ψ) ⊂ A1 ⊕ A
∗
1 ⊕
A2 ⊕ A∗2 is the set of all (a1, f1, a2, f2) such that (a1,−a2) ∈ H and
(f1, f2)− ψ̂(a1,−a2) ∈ H⊥. Similarly, the subgroup L′ := γτ(H ′, ψ′) ⊂
A2⊕A∗2⊕A3⊕A
∗
3 is the set of all (a2, f2, a3, f3) such that (a2,−a3) ∈ H
′
and (f2, f3)− ψ̂′(a2,−a3) ∈ H ′⊥.
Now, L ◦ L′ = m · L′′, where L′′ is the set of all (a1, f1, a3, f3) such
that there exist a2, f2 with (a1,−a2) ∈ H , (f1, f2)− ψ̂(a1,−a2) ∈ H⊥,
(a2,−a3) ∈ H ′, and (f2, f3) − ψ̂′(a2,−a3) ∈ H ′⊥. Moreover, m is the
number of pairs (a2, f2) satisfying these conditions.
Let L′′ = γτ(H ′′, ψ′′). It can be checked directly from the above
conditions that H ′′, ψ′′ are the same as in Proposition 3.19. Moreover,
the number m is the number of pairs (a2, f2), so we have
m = |Ker((H ∩H ′)⊥ → A1 ⊕A3)| · |H⊥ ∩H
′
⊥|
(the first factor represents the number of choices of a2, and the second
one stands for the number of choices of f2). Thus,
m =
|(H ∩H ′)⊥|
|H ′′|
· |H⊥ ∩H
′
⊥|.
But H ′′ = H ◦H ′/(H ∩H ′), so we get
m =
|(H ∩H ′)⊥| · |H ∩H ′|
|H ◦H ′|
· |H⊥ ∩H
′
⊥|,
which coincides with the second formula form in Proposition 3.19. The
theorem is proved. 
Corollary 10.5. T is an equivalence of categories Bimodab → Laghyp.
Proof. This follows from Theorem 10.4 and Proposition 10.3. 
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Remark 10.6. Note that we have obtained another (direct) proof of
Corollary 1.2, which does not use Theorem 1.1. (Namely, Corollary 1.2
follows from Theorem 10.4 and Proposition 10.2.) One can check that
the two proofs provide the same isomorphism
BrPic(VecA) ∼= O(A⊕ A
∗).
Remark 10.7. The isomorphism of Corollary 1.2 can be understood
in topological terms as follows. Recall that
pi2(BBrPic(VecA)) = A⊕ A
∗, pi3(BBrPic(VecA)) = k
×,
and by Proposition 7.6, the Whitehead half-square pi2 → pi3 is the
hyperbolic quadratic form q on A ⊕ A∗. Thus, the action of pi1 on pi2
must preserve this form, i.e. we have a homomorphism
η : BrPic(VecA)→ O(A⊕ A
∗).
One can show that this η coincides with the isomorphism of Corollary
1.2, i.e. with the restriction of T to invertible VecA-bimodule categories.
10.4. The number of simple objects in an invertible bimodule
category over VecA.
Proposition 10.8. Let g ∈ O(A ⊕ A∗), and Cg be the corresponding
invertible bimodule category. Let P be the projection A⊕A∗ → A, and
K be the kernel of P ◦ g|A∗. Then the number of isomorphism classes
of simple objects of Cg equals |K|.
Proof. The Lagrangian subspace L in A⊕A∗⊕A⊕A∗ correpsonding to
g is the set of (a, f, g(a, f)), where a ∈ A, f ∈ A∗. The corresponding
subgroup H in A ⊕ A (such that Cg = M(H,ψ) for some ψ) is the
projection of L to A ⊕ A. Thus, H projects onto A (via the first
coordinate), and the kernel is the set of possible first coordinates of
g(a, f), f ∈ A∗, i.e. the image of P ◦ g|A∗. Thus, |H| = |A|/|K|, and
we re done. 
10.5. Integral VecA-bimodule categories. Recall that for an in-
tegral fusion category C we defined in Section 4.2 the categorical 2-
subgroup BrPic
+
(C) ⊂ BrPic(C) consisting of integral invertible C-
bimodule categories.
Proposition 10.9. If A is an abelian group then BrPic+(VecA) =
SO(A⊕A∗).
Proof. This follows easily from Corollary 1.2. Namely, by Proposition
4.10, we may assume without loss of generality that A is a p-group
for some prime p. In this case, the dimensions of simple objects in a
bimodule category are either integer or half-integer powers of p.
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Let C = VecA. For g ∈ BrPic(C) = O(A⊕ A∗), let P : A⊕ A∗ → A
be the projection, K be the kernel of P ◦ g|A∗, and I be the image of
P ◦ g|A∗. Then by Proposition 10.8, the dimensions of simple objects
of Cg are (|A|/|K|)1/2 = |I|1/2 (as I = A∗/K). This is an integer if and
only if |I| = pn, where n is even, i.e. if and only if d(A∗, g(A∗)) = 1,
which implies the statement by Proposition 2.8. 
11. Appendix: Group extensions as G-graded fusion
categories
by Ehud Meir
11.1. Introduction. In this appendix we will discuss a special class
of extensions of a fusion category by a finite group. Let Γ be a finite
group which fits into a short exact sequence of groups 1 → N →
Γ → G → 1. Suppose that we have a 3-cocycle ω ∈ H3(Γ,k×), and
the corresponding fusion category C = V ecΓ,ω. This category has a
subcategory D = V ecN,ω (where by ω we also mean the restriction
of ω to N), and C is a G-extension of D. It is possible to classify
directly extensions of D by G which are also pointed; one needs to give
an extension Γ of G by N , and to give an extension of the cocycle
ω on N to a cocycle on Γ. We will explain here why this solution
and the solution given by the theory of G-extensions developed in the
paper are equivalent. We will do so in the following way: we will
take a parameterization (c,M, α) of a pointed G-graded extension of
D, as in Theorem 1.3, and we will explain why this parameterization
is equivalent to giving an extension Γ of G by N and an extension
of ω to a cocycle on Γ. In order to do so we first study the groups
Aut⊗(D) and Out⊗(D) of tensor autoequivalences and outer tensor
autoequivalences of D, respectively, since these two groups will play a
decisive role in understanding the triple (c,M, α). We then describe
the group T = Inv(Z(D)) of invertible objects of the center, in order to
understand the obstruction O3(c) which lies in H
3(G, T ). Using this,
we will explain how to “translate” a triple (c,M, α) to an extension Γ
of G by N together with a 3-cocycle on Γ which is an extension of ω.
If H is any finite group and ω ∈ H3(H,k×), we will denote the simple
objects of V ecH,ω by {Vh}h∈H .
11.2. The groups Aut⊗(D) and Out⊗(D). Let Φ ∈ Aut⊗(D). By
considering the way in which Φ acts on simple objects of D (which
correspond to elements of N) we get an automorphism φ of N . The
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additional data which we need in order to turn Φ into a tensor autoe-
quivalence of D is an isomorphism, for every a, b ∈ N ,
Φ(Vφ−1(a))⊗ Φ(Vφ−1(b))→ Φ(Vφ−1(a) ⊗ Vφ−1(b)).
This isomorphism is given by a scalar which we will denote γΦ(a, b). It
is easy to see that the equation that γΦ should satisfy is
∂γΦ(a, b, c) = ω(φ
−1(a), φ−1(b), φ−1(c))ω−1(a, b, c) = φ · ω/ω.
In other words, in order for φ to furnish a tensor autoequivalence, it is
necessary and sufficient that φ · ω = ω in H3(N,k×). We will denote
the subgroup of all such automorphisms by Aut(N,ω). We thus have
an onto map pi : Aut⊗(D)  Aut(N,ω). A direct calculation shows
that the kernel of this map is H2(N,k×). We thus have a short exact
sequence
(69) 1→ H2(N,k×)→ Aut⊗(D)→ Aut(N,ω)→ 1
Notice that in the case ω 6= 1 this sequence does not necessarily split.
For every n ∈ N we have an autoequivalence Cn of conjugation by Vn.
This is the autoequivalence which sends the object Va to (Vn⊗Va)⊗Vn−1 ,
and the tensor structure is defined in the obvious way. Notice that
in particular this gives us a canonical 2-cochain tn such that ∂tn =
ω(n−1?n)/ω(?). As expected, this defines a homomorphism of groups
Con : N → Aut⊗(D). The image of Con is a normal subgroup, and
we will denote the quotient of Aut⊗(D) by im(Con) by Out⊗(D).
11.3. The group Inv(Z(D)). We will now describe the group T =
Inv(Z(D)). This is a special case of Theorem 5.2 of [GN], where the
group of invertible objects of a general group-theoretical category was
described. An invertible object of Z(D) would be an invertible object
of D (that is Vz, for some z ∈ N), such that for every a ∈ N , we have
an isomorphism Vz ⊗ Va → Va ⊗ Vz (and thus, z ∈ Z(N), the center
of N). The element z should satisfy however another condition. The
map Vz ⊗ Va → Va ⊗ Vz (if it exists) is just multiplication by a scalar.
Denote this scalar by r(a). Then a direct calculation shows that the
set of scalars r(a) will define on Vz a structure of a central object if
and only if the equation
r(a)r(b)r(ab)−1 = ω(z, a, b)ω(a, b, z)ω−1(a, z, b)
holds. We have the following fact, which can be easily proved directly:
Fact 11.1. For every z ∈ Z(N), the function
(70) cz(a, b) = ω(z, a, b)ω(a, b, z)ω
−1(a, z, b)
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is a 2-cocycle of N with values in k×. The conjugation map Con :
N → Aut⊗(D) maps Z(N) to H2(N,k×) via z 7→ cz.
So conjugation by Vz where z ∈ Z(N) is not necessarily the trivial
autoequivalence of D. It is the autoequiovalence given by the 2-cocycle
cz. An object Vz, for z ∈ Z(N) would have a structure of a central
object if and only if conjugation by Vz is trivial, that is, if and only if cz
is the trivial cocycle. We will denote the kernel of z 7→ cz by Z(N,ω)
(so this is also the kernel of N → Aut⊗(D)). Thus, we have an onto
map T  Z(N,ω). What would be its kernel? To give V1 a structure
of an object of Z(D) is the same thing as to give a function r : N → k×
which satisfies r(a)r(b) = r(ab), i.e. a 1- cocycle. Since 1-coboundaries
are trivial, we can describe T as an extension of the form
(71) 1→ H1(N,k×)→ T → Z(N,ω)→ 1.
In case ω 6= 1, this sequence does not necessarily split.
The group Aut⊗(D) acts naturally on T . As objects of T are central
in D, it is easy to see that inner automorphisms would act trivially on
T . We therefore have an induced action of Out⊗(D) on T .
11.4. The homomorphism c. If C is a pointed extension of D, it is
easy to see that for every g ∈ G, the bimodule category Dg is a quasi-
trivial bimodule (as defined in Section 4.3). It follows that there are
autoequivalences Φ(g) ∈ Aut⊗(D) for g ∈ G, such that Dg ∼= DΦ(g),
that is, Dg is the same category as D, but the action of D  Dop is
given by
(72) (Va  Vc)⊗ Vb = (Va ⊗ Vb)⊗ Φ(g)(Vc).
It can easily be seen that the bimodule category Dg defines the autoe-
quivalence Φ(g) only up to conjugation by an invertible object of D. So
Out⊗(D) is a subgroup of BrPic(D), and the image of c : G→ BrPic(D)
lies inside Out⊗(D). For each g ∈ G, choose an autoequivalence Φ(g)
of D, whose image in Out⊗(D) is c(g). We thus have an isomorphism
of functors
(73) pg,h : Φ(g)Φ(h)
∼=
→ Cn(g,h)Φ(gh),
where n(g, h) ∈ N . Notice that we need to make a choice here, as
n(g, h) is defined only up to a coset of Z(N,ω) in N . We can think
of the morphism pg,h as a 1-cochain which satisfies a certain boundary
condition. We also make a choice in choosing the pg,h’s. As explained
above, we will think of Φ(g) as an automorphism φ(g) of N , together
with a 2-cochain γg on N which satisfies
(74) ∂γg = φ(g) · ω/ω.
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Equation (73) simply means that we have equality of automorphisms
of N , φ(g)φ(h) = cn(g,h)φ(gh), where cn means the automorphism of
conjugation by n, and also that the 2-cocycle
(75) Ug,h = γg(φ(g) · γh)t
−1
n(g,h)(cn · γ
−1
gh )
where tn was described above, is trivial, and equals to ∂pg,h (this is the
boundary condition that pg,h should satisfy in order to be an isomor-
phism between the functors described above).
11.5. The first obstruction. We will explain now what the first ob-
structionO3(c) looks like in our context. Recall thatO3(c) is an element
of H3(G, T ). Assume that g, h, k are elements of G. Let us describe
O3(c)(g, h, k) ∈ T . In order to do so we need to choose equivalences
of D-bimodule categories Dg D Dh ∼= Dgh for every g, h ∈ G. By the
universal property of tensor product of bimodule categories, this is the
same as to give a balanced D-bimodule functor Fg,h : Dg  Dh → Dgh
for every g, h ∈ G, such that the universal property from Definition 3.3
holds. We choose
(76) Fg,h(Va  Vb) = (Va ⊗ Φ(g)(Vb))⊗ Vn(g,h).
The isomorphism pg,h of autoequivalences of D given by Equation (73)
equips the functor Fg,h with a structure of a balanced D-bimodule func-
tor. The idea now is that we have two functors from Dg  Dh  Dk
into Dghk, namely Fg,hkFh,k and Fgh,kFg,h. As both functors can be
used in order to identify Dghk with Dg D Dh D Dk, there is an
equivalence of D-bimodule categories yg,h,k : Dghk → Dghk such that
Fg,hkFh,k ∼= yg,h,kFgh,kFg,h. As D-bimodule equivalences of Dghk corre-
spond to elements of T as explained in Section 8.4, this yg,h,k corre-
sponds to O3(c)(g, h, k). Using these considerations, a more explicit
description of O3(c) can be given in the following way: for g, h, k ∈ G,
the isomorphisms of functors given in Equation (73) give us the follow-
ing isomorphism of functors:
(77) Cn(g,h)n(gh,k)n(g,hk)−1φ(g)(n(h,k)−1) ∼=
Cn(g,h)Cn(gh,k)C
−1
n(g,hk)Φ(g)C
−1
n(h,k)Φ(g)
−1
∼= Φ(g)Φ(h)Φ(gh)−1Φ(gh)Φ(k)Φ(ghk)−1Φ(ghk)Φ(hk)−1Φ(g)−1
Φ(g)Φ(hk)Φ(k)−1Φ(h)−1Φ(g)−1 ∼= Id.
But to give an isomorphism of functors Cn ∼= Id, is the same thing as
to give a structure of a central object on Vn. This (invertible) central
object Vn(g,h)n(gh,k)n(g,hk)−1φ(g)(n(h,k)−1) would be O3(c)(g, h, k). Notice
that choosing different isomorphisms pg,h or different coset represen-
tatives n(g, h) would change O3(c) only by a coboundary, and thus
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will give an equivalent cocycle. We will be interested in the case in
which O3(c) vanishes in H
3(G, T ). In case it vanishes, we will call an
element ρ ∈ C2(G, T ) which satisfies ∂ρ = O3(c) a solution for O3(c)
(and use similar terminology for other obstructions). The choice of
a solution in this case therefore corresponds to the choice of a sys-
tem of products. In our case this is equivalent to choosing the ele-
ments n(g, h) and the morphisms pg,h in such a way that the obstruc-
tion we get is the trivial 3-cocycle. This means that the equation
n(g, h)n(gh, k) = φ(g)(n(h, k))n(g, hk) holds in N (and not only up to
a coset of Z(N,ω)), and also that the functions pg,h satisfy a certain
boundary condition which we will consider later.
11.6. Vanishing of the first obstruction, the Eilenberg - Mac
Lane obstruction, and the choice of a solution. The description
of T as an extension of Z(N,ω) by H1(N,k×) will help us understand
the vanishing of O3(c) in two steps. Assume first that we know that
the image of O3(c) in H
3(G,Z(N,ω)) (which will be denoted by O3(c))
vanishes. This means that we can change the elements n(g, h) by el-
ements of Z(N,ω) (that is, to take different coset representatives) in
such a way that the equation
(78) n(g, h)n(gh, k) = φ(g)(n(h, k))n(g, hk)
holds in N . A solution to O3(c) in H
3(G,Z(N,ω)) would therefore be
a choice of coset representatives n(g, h) which satisfy Equation (78).
This would give us a group extension
(79) 1→ N → Γ→ G→ 1
We will think of elements of Γ as products of the form ng¯ where n ∈ N
and g ∈ G. The product of two such elements would be ng¯mh¯ =
nφ(g)(m)n(g, h)gh. Equation (78) is thus equivalent to the associativ-
ity of Γ. It can be checked that the image of O3(c) in H
3(G,Z(N))
coincides with the Eilenberg-Mac Lane obstruction for the existence of
a group extension of G by N with the given “outer” action c¯ : G →
Out⊗(D) → Out(N). See [Ma] for a description of this obstruction.
Suppose that we have chosen a solution ρ for O3(c) (and therefore we
get a group extension Γ of G by N). Lift ρ to a 2-cochain ρ˜ of G
with values in T . The cocycle O3(c)∂ρ˜
−1 has all its values in the sub-
group H1(N,k×). It is easy to see that the class of this cocycle in
H3(G,H1(N,k×)) is well defined and does not depend on the choice
of the particular lifting, but only on the choice of the solution ρ. We
will denote this cocycle by Ô3(c)ρ. It is easy to see that the vanishing
of O3(c) is equivalent to the fact that O3(c) vanishes, and that we can
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find for it a solution ρ such that Ô3(c)ρ vanishes as well. A solution for
O3(c) will then be of the form ρ˜µ, where µ is a solution for Ô3(c)ρ. So
the situation we will consider from now on is the following: we have a
group extension Γ of G by N , and we also have Ô3(c)ρ, the “remain-
der” of the first obstruction O3(c). We will now describe the second
obstruction O4(c,M), and see how all this data corresponds to data
from the spectral sequence of the group extension.
11.7. The second obstruction. Let us now describe the second ob-
struction O4(c,M) (we assume that we have a solution µ for Ô3(c)ρ).
We “almost have” the extension ω¯ of ω to Γ in the following sense: if we
knew ω¯(g¯, h¯, k¯) for every g, h, k ∈ G, we would have known ω¯(a, b, c)
for any a, b, c ∈ Γ. This is because the system of products enables
us to express any value of ω¯ solely in terms of the values ω¯(g¯, h¯, k¯) for
g, h, k ∈ G. So choose such values arbitrarly, for example, ω¯(g¯, h¯, k¯) = 1
for every g, h, k ∈ G. Now consider the hexagon diagram for g¯, h¯, k¯, l¯,
where g, h, k, l ∈ G. It will be commutative up to a scalar, which will
be O4(c,M)(g, h, k, l). A choice of different arbitrary values would give
us a cohomologous cocycle. A solution for O4(c,M) means a collection
of values ω¯(g¯, h¯, k¯) which will make ω¯ a 3-cocycle on Γ. By choosing a
different solution, we will get another extension of ω to Γ, which differs
by a pullback to Γ of a class α ∈ H3(G,k×). In the context of the data
(c,M, α), we assume that we have one fixed solution η for O4(c,M),
and that we take the solution ηα, where α ∈ H3(G,k×).
11.8. The LHS spectral sequence. We have already seen that the
data (c,M, α) yields an extension Γ of G by N . We will now explain
how it determines the extension ω¯ of ω from N to Γ. In order to do
so we will use the Lyndon-Hochshild-Serre (abbreviated LHS) spectral
sequence
(80) Ep,q2 = H
p(G,Hq(N,k×))⇒ Ep,q∞ = H
p+q(Γ,k×)
A general discussion of this spectral sequence can be found in [R] and
in [Ma]. We will use this spectral sequence to understand how the van-
ishing of the obstructions and the mere existence of c : G→ Out⊗(D)
imply that ω can be extended to a 3-cocycle on Γ, and how the choices
of c, M and α give us a specific extension of ω to Γ. The idea is the
following: we consider ω as an element of E0,32 = H
0(G,H3(N,k×)).
Using the theory of spectral sequences, we know that ω is extendable
to Γ if and only if d2(ω) = 0 in E
2,2
2 , d3(ω) = 0 in E
3,1
3 and d4(ω) = 0
in E4,04 . In case this is true, the theory of spectral sequences also
gives us all possible extensions of ω to Γ. They are parameterized
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in the following way: if d2(ω) = 0, this means that a certain equa-
tion has a “solution” (we will soon see this explicitly). We need to
choose a solution γ, and then ω and γ together will define an element
iγ,ω ∈ E3,12 = H
3(G,H1(N,k×)). This element iγ,ω will be in the kernel
of d2, and the image of i
γ,ω in E3,13 would be d3(ω) (recall that E3 is the
cohomology of (E2, d2)). The fact that d3(ω) = 0 means that for some
of the solutions γ, the cocycle iγ,ω would be trivial. We need to choose
only such γ’s. Again, the fact that iγ,ω = 0 means that some equation
has a solution, and we need once again to choose such a solution, which
we will denote by p. Exactly like at the previous step, ω, γ and p will
define an element jω,γ,p ∈ E4,02 = H
4(G,H0(N,k×)) = H4(G,k×). The
cohomology class jω,γ,p will obviously be in the kernel of d2 and d3, as
they are trivial on E4,02 and E
4,0
3 respectively. The image of j
ω,γ,p in
E4,04 would be exactly d4(ω). The fact that d4(ω) = 0 is equivalent to
the fact that we can choose γ and p such that jω,γ,p = 0 in H4(G,k×),
and we will choose only such γ’s and p’s. The construction of jω,γ,p
gives it as a cocycle rather than just as a cohomology class. Therefore
we also need a 3-cochain β ∈ C3(G,k×) which satisfies ∂β = jω,γ,p,
that is, we need a solution to this equation. The tuple (γ, p, β) will
give us, by the theory of spectral sequences, the desired extension of ω
to Γ. We will now explain the connection between the tuple (γ, p, β)
and the data (c,M, α). We do so by considering the different pages of
the spectral sequence.
11.8.1. The first differential in page E2. Let us describe d2(ω). The
cocycle ω is G-invariant, and therefore for every g ∈ G we can find
a 2-cochain γg such that ∂γg = φ(g) · ω/ω. Let g, h ∈ G. Since
φ(g)φ(h) = cn(g,h)φ(gh), we have a two cocycle on N with values in k
×,
(81) Uγg,h =
γgg · γh
tn(g,h)cn · γgh
The function which takes (g, h), for g, h ∈ G, to the cocycle Uγg,h is a
2-cocycle of G with values in H2(N,k×). Different choices of γg’s would
give us cohomologous cocycles. The cocycle Uγg,h is trivial if and only if
there is a choice of γg’s for which U
γ
g,h would be a coboundary for every
g, h ∈ G. A direct calculation shows that d2(ω) = U
γ
g,h. We claim that
the existence of Φ implies that d2(ω) is trivial. This is because we can
choose the γg’s we have in the definition of Φ, in equation (74), and
for this choice we know that Uγg,h = ∂pg,h. So the “equation” we have
here is Uγg,h = 1 in H
2(N,k×), and the solution γ is given by Φ, which
comes from the homomorphism c.
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This γ is the first part of the data needed in order to define the
extension of ω.
11.8.2. The second differential in page E3. We consider now the cocycle
iγ,ω ∈ H3(G,H1(N,k×)). In order to construct iγ,ω we need to choose
1-cochains pg,h for every g, h ∈ G in such a way that the equation
∂pg,h = U
γ
g,h holds. We have such 1-cochains given in Equation (73).
If we take the 1-cochains from Equation (73) and compute iγ,ω, we
get iγ,ω = Ô3(c)ρ. So the vanishing of the first obstruction implies
also that d3(ω) = 0, and the second part we need in order to define
the extension of ω is the collection of isomorphisms pg,h (which comes
from the system of products M). Again, p = {pg,h} is a solution to an
equation which says that Ô3(c)ρ is trivial (recall that O3(c) was defined
using the pg,h’s).
11.8.3. The third differential in page E4. Finally, consider the cocycle
jω,γ,p. A direct calculation shows that this is exactly O4(c,M). So the
vanishing of the second obstruction implies that d4(ω) = 0. The last
choice we need to make is to choose a 3-cochain β ∈ C3(G,k×) such
that ∂β = jω,γ,p. But the data (c,M, α) determines such a solution.
The solution will be β = ηα, where η is the fixed solution for O4(c,M)
we assumed we have.
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