In this article, we study the existence of non-negative solutions of the following polyharmonic Kirchhoff type problem with critical singular exponential nolinearity
Introduction
Let Ω ⊂ R n is a bounded domain with smooth boundary, n, m ∈ N with n ≥ 2m ≥ 2. We consider the following polyharmonic Kirchhoff problem: (m2) There exist constants a 1 , a 2 > 0 and t 0 > 0 such that for some σ ∈ R M (t) ≤ a 1 + a 2 t σ , for all t ≥ t 0 .
(m3)
is nonincreasing for t > 0.
The condition (m1) is valid whenever M (0) = M 0 and M is nondecreasing. A typical example of a function M satisfying the conditions (m1) − (m3) is M (t) = M 0 + at, where a ≥ 0. From (m3), we can easily deduce that m n M (t) − m 2n M (t)t is nondecreasing for t ≥ 0.
(1.1)
The above problems are called non-local because of the presence of the term M Ω |∇ m u| n m dx . Therefore the equation in (P) and (P λ ) is no longer a pointwise identity. This phenomenon causes some mathematical difficulties which makes the study of such class of problem interesting. Basically, the presence of Ω |∇ m u| n m dx as the coefficient of Ω |∇ m u| n m −2 ∇ m u∇ m φ dx in the weak formulation requires the strong convergence while taking the limit to obtain the weak solution.
The critical exponent problems with exponential type nonlinearities, motivated by MoserTrudinger inequality [30] , in the limiting cases was initially studied by Adimurthi [2] and later by several authors [15, 31, 32, 28] . These problems with singular exponential growth nonlinearities for Laplacian and n-Laplacian was studied in [3] , where an interpolation inequality of Hardy and Moser-Trudinger inequality (see [4] also) is proved for W 1,n 0 (Ω). Subsequently, this inequality is generalized to higher order spaces in [26] , known as singular Adam's-Moser inequality: Theorem 1.1 For 0 < α < n and Ω be a bounded domain in R n . Then for all 0 ≤ ν ≤ β α = 1 − (Ω) ∋ u −→ e |u| β |x| α ∈ L 1 (Ω) is compact for all β ∈ (1, β α ) and is continuous for β = β α . The non-compactness of the embedding can be shown using a sequence of functions that are obtained from the fundamental solution of −∆ m n m . The above embedding in case of the whole space R n is studied in [25] . The existence results for quasilinear polyharmonic problems with exponential terms on bounded domains is studied in [26] .
The polyharmonic problems for critical exponents have been studied by many authors, see [17, 33, 22, 18] and references therein. In [33] , authors have considered the following polyharmonic where K − 1 ∈ N, s = n+2K n−2K and n > 2K. Here authors have shown the existence of nontrivial radial solution for suitable range of λ. In [17] , authors have studied the polyharmonic problems for Sobolev critical growth nonlinearity in a bounded domain and shown the existence of a nontrivial solution. The existence results for polyharmonic equations with exponential growth nonlinearity have also been discussed by many authors, see [24, 23, 20, 37] and references therein.
The boundary value problems involving Kirchhoff equations arise in several physical and biological systems. This type of non-local problems were initially observed by Kirchhoff in 1883 in the study of string or membrane vibrations to describe the transversal oscillations of a stretched string by taking into account the subsequent change in string length caused by oscillations. In the Laplacian case the problem of the above type arises from the theory of thin plates and describes the deflection of the middle surface of a p-power-like elastic isotropic flat plate of uniform thickness, with nonlocal flexural rigidity of the plate M ( u p ) depending continuously on u p of the deflection u and subject to nonlinear source forces.
The nonlocal Kirchhoff problems with Sobolev type critical nonlinearities is initially studied in [5] . In [5] , authors considered the following critical Kirchhoff problem
where Ω ⊂ R 3 is a bounded domain with smooth boundary and f has subcritical growth at ∞. Using the mountain-pass lemma and compactness analysis of local Palais-Smale sequences authors showed the existence of solutions for large λ. Existence of positive solutions for p-Kirchhoff equations with super critical terms is studied in [12] . The critical Kirchhoff problem in bounded domains in R 2 with exponential growth nonlinearity is studied in [16, 19] .
The polyharmonic Kirchhoff problems for subcritical exponents are studied in [8] . In [8] , authors have considered the following Kirchhoff type problem for higher dimensions
for each multi-index α such that |α| ≤ K − 1 with f having subcritical growth assumptions and studied existence of multiple solutions via three critical points theorem given in [11] .
Here, authors have also extended the results to the p(x)-polyharmonic Kirchhoff problems.
The multiplicity of positive solutions for elliptic equations was initiated in [34] and later a global multiplicity result was obtained in [7] . Later, lot of works were devoted to address the multiplicity results for quasilinear elliptic problems with positive nonlinearities.
Also, many authors studied these multiplicity results with polynomial type nonlinearity with sign-changing weight functions using the Nehari manifold and fibering map analysis (see [34, 14, 35, 36, 6, 9] ). In [10] , authors studied the existence of multiple positive solution of Kirchhoff type problem with convex-concave polynomial type nonlinearities having subcritical growth by Nehari manifold and fibering map methods.
In the first part of the paper, we discuss the existence result for the polyharmonic Kirchhoff problem with nonlinearity f (x, u) that has superlinear growth near zero and exponential growth near ∞. To prove our results, we study the first critical level and study the PalaisSmale sequences below this level. Using the concentration compactness principle we show the existence of a subsequence, of Palais-Smale sequences, for which
. This combined with singular version of Lion's Lemma on higher integrability is used to show the existence of a nontrivial solution. In the later part of the paper, we discuss existence and multiplicity for sign changing nonlinearity using Nehari manifold and fibering map analysis.
In the case M ≡ 1, α = 0, in [21] , authors have considered the critical exponent problem and proved the existence of non-trivial solution. They obtained the solution as weak limit of Palais-Smale sequence below the first critical level. But when M ≡ 1, weak convergence is not enough to obtain the solution. In order to overcome this, we study the concentration phenomena of Palais-Smale sequences to obtain a convergent subsequence. We use the notation |∇ m u| to denote the Euclidean length of the vector ∇ m u. We will also use the notations u n m and u for the L n m (Ω) and W m, n m (Ω) norms of u respectively. Also we have the notation L s (Ω, |x| −α dx) for weighted Lebesgue spaces with measure |x| −α dx. The weak convergence is denoted by ⇀ and → denotes strong convergence.
Critical exponent problem with positive nonlinearity
In this section, we consider the problem
where Ω ⊂ R n is a bounded domain with smooth boundary and n ≥ 2m ≥ 2, n, m ∈ N. The nonlinearity f (x, t) = h(x, t)e |t| n/n−m , where h(x, t) satisfies
(f 3) There exist positive constants t 0 , K 0 > 0 such that
where
is increasing for t > 0 and lim
a reasonable condition for function behaving as e b|t| n/n−m at ∞. Moreover from (f 3) it follows that for each θ > 0, there exists R θ > 0 satisfying
We also have that condition (f 4) implies that for µ ∈ [0,
In this section we define the variational setting for the problem and study the existence of mountain pass solution of (P). Generally, the main difficulty encountered in non-local Kirchhoff problems is the competition between the growths of M and f . Here we generalize the result of [20] to the polyharmonic Kirchhoff equation with singular exponential growth using singular Adams-Moser inequality (1.2).
The energy functional associated with the problem (P) is J :
3)
The functional J is differentiable on W (Ω),
Now we state the existence result for the problem (P) in the following Theorem.
Theorem 2.2 If f satisfies (m1) − (m5) and (f 1) − (f 5) then the problem (P) admits a nontrivial solution.
We prove this Theorem by mountain pass Lemma. In the following Lemmas we study the mountain pass structure of the functional J .
Lemma 2.3
There exists R 0 > 0 and η > 0 such that J (u) ≥ η for all u = R 0 .
Proof. From the assumptions, (f 1) − (f 3), for ǫ > 0, r > n m , there exists C > 0 such that
Now, using continuous imbedding of W m,
Similarly, using (2.4), we get
Now choose u = R 0 > 0 such that p u n n−m < β α , and using Theorem 1.1, we get
Also from (2.4) and (2.5), we have
Since r > n m , we can choose ǫ and R 0 such that J(u) ≥ τ for some τ on u = R 0 .
Lemma 2.4
There exists e ∈ W m, n m
0
(Ω) such that J (e) < 0.
Proof. From equation (2.1), for θ > 0, there exist C 1 , C 2 > 0 such that
Now from assumption (m2), for all t ≥ t 0
(Ω) with φ 0 ≥ 0 and φ 0 = 1. Then from (2.3) and (2.6), for all t ≥ t 0 , we obtain (Ω) such that J (e) < 0.
Analysis of Palais-Smale sequence
In this section we study the first critical level of J and study the convergence of Palais-Smale sequences below this level. 
and for all φ ∈ W m,
where ǫ k → 0 as k → ∞. From (1.1), (2.1), (2.7) and (2.8), we obtain
From this and taking θ > 2n m , we obtain the boundedness of the sequence. Now we construct a sequence of functions, using Adam's function [1] . Let B denote the unit ball B(0, 1) with center 0 in R n and B l := B(0, l). We have the following results (see [23] ). For all l ∈ (0, 1), there exists
is an open set and K a relatively compact subset of E. It is defined as
, where d denotes the distance from x 0 to ∂Ω. Then the Adams functionÃ r is defined as
where 0 < r < R and U l is as in equation (2.9). Also it is easy to check that Ã r ≤ 1.
Firstly, Let δ k > 0 be such that δ k → 0 as k → ∞. We will choose the exact choice of δ k later. Now by taking x 0 = 0, R = δ k and r = δ k k , we define 
Proof. Suppose for the sake of contradiction that for all k, we have
Now using the assumption (m1), we get
Using equation (2.10), we estimate
for some constant C > 0. Now we choose δ k = (log k)
From (f 5), we see that the right hand side of (2.11) tends to ∞ as k → ∞. Thus t n m k → ∞ as k → ∞ which is a contradiction with a bounded t k . This completes the proof of Lemma.
Existence of Solution
In this subsection, we study the first critical level and study the Palais-Smale sequences below this level. Using the concentration compactness principle of Lions [27] , we show that the Palais-Smale sequence {u k } below the first critical level satisfies the property that Lemma 2.8 ). We show that weak limit of Palais-Smale sequence is the required solution of the problem (P). In order to prove that a Palais-Smale sequence converges to a solution of problem (P) we need the following convergence Lemma. We refer to Lemma 2.1 in [15] for a proof.
Lemma 2.7
Let Ω ⊂ R n be a bounded domain and f : Ω × R → R a continuous function.
and
we have up to a subsequence
|x| α and
Now we need the following Lemma, inspired by [29] , to show that weak limit of a Palais-Smale sequence is a weak solution of (P). (Ω) such that
a.e in Ω. Then using the fact that {u k } is a bounded sequence together with equations (2.7), (2.8) and by Lemma 2.7, we obtain
Claim 1: {u k } has a subsequence such that (2.12) holds. Indeed, since
Then, without loss of generality, we may assume that
where µ is a non-negative regular measure and D ′ (Ω) are the distributions on Ω. Let σ > 0 and A σ = {x ∈ Ω : ∀r > 0, µ(B r (x) ∩ Ω) ≥ σ}. We claim that A σ is a finite set. Suppose by contradiction that there exists a sequence of distinct points (x s ) in A σ . Since for
(Ω). We know that there exists positive constants β α , C 2 depending on n, m such that
Assertion 1. If we choose σ > 0 such that σ m n−m < β α , then we have
Therefore for k ∈ N sufficiently large and ǫ > 0 sufficiently small, we have
which together with Theorem 1.1 implies
if we choose q > 1 sufficiently close to 1 and δ > 0 is small enough such that
Note that, by Hölder's inequality and (2.13),
Now, we claim that I 1 → 0. Indeed, given ǫ > 0, by density we can take φ ∈ C ∞ 0 (Ω) such that u − φ q ′ < ǫ. Thus,
Applying Hölder's inequality and using (2.13) , we have
Using Lemma 2.7, we get
Also from equation (2.13), we have
and hence the claim. Now to conclude Assertion 1 we use that K is compact and we repeat the same procedure over a finite covering of balls. Assertion 2. Let ǫ 0 > 0 be fixed and small enough such that
which implies that
Now using (2.8) with v = −ψ ǫ u, we have
Using the strict convexity of function t → |t| n , we obtain that
and consequently
which can be written as
From (2.14), (2.15) and (2.16), we obtain
Now we estimate each integral in (2.17), separately. For arbitrary δ > 0, using the interpolation inequality ab ≤ δa 
(2.18)
Applying Assertion 1 with g(x, u) = ψ ǫ (x)f (x, u) and K = Ω ǫ/2 , we have that 
Now, using J ′ (u k ), ψ ǫ (u k − u) −→ 0, we conclude the Assertion 2. Finally using Assertion 2, since ǫ 0 is arbitrary we obtain that
which together with the fact that the sequence
up to a subsequence. Thus we conclude the proof of Lemma.
Now we define the Nehari manifold associated to the functional J , as Proof. Let u ∈ N , define h : (0, +∞) → R by h(t) = J (tu). Then using J ′ (u), u = 0, we get
So h ′ (1) = 0, h ′ (t) ≥ 0 for 0 < t < 1 and h ′ (t) < 0 for t > 1. Hence J (u) = max t≥0 J (tu).
(Ω) as g(t) = (t 0 u)t, where t 0 is such that J (t 0 u) < 0. We have g ∈ Γ and therefore c * ≤ max
Since u ∈ N is arbitrary, c * ≤ b and the proof is complete.
We recall the following singular version of higher integrability Lemma due to Lions [27] . Proof follows from Theorem 1.1 and Brezis-Lieb Lemma. For α = 0, details of the proof can be seen in [21] . (Ω) such that
a.e. in Ω. As {u k } is bounded, so up to a subsequence u k → ρ 0 > 0. Moreover, condition J ′ (u k ) → 0 and Lemma 2.8 implies that
Now we claim that u 0 is the required nontrivial solution.
Proof. Suppose by contradiction that
That is, J ′ (u 0 ), u 0 < 0. Using (2.2) and Sobolev imbedding, we can see that J ′ (tu 0 ), u 0 > 0 for t sufficiently small. Thus there exist σ ∈ (0, 1) such that J ′ (σu 0 ), u 0 = 0. That is, σu 0 ∈ N . Thus according to Lemma 2.9,
By lower semicontinuity of norm and Fatou's Lemma, we get
which is a contradiction and the claim 2 is proved.
|x| α dx and lower semicontinuity of norm we have J (u 0 ) ≤ c * . We are going to show that the case J (u 0 ) < c * can not occur.
which implies ρ n m
(Ω) and v 0 < 1. Thus by Lemma 2.11,
On the other hand, by Assertion 2, (1.1) and Lemma 2.9, we have
So, J (u 0 ) ≥ 0. Using this together with Lemma 2.6 and the equality, and using (2.24), we conclude that
Now by standard calculations, using Hölder's inequality and weak convergence of {u k } to u 0 , we get Ω
On the other hand, using u k ⇀ u 0 weakly and boundedness of {u k }, we get
Subtracting (2.27) from (2.26), we get
as k → ∞. Now using this and inequality by using
with a = ∇ m u k and b = ∇ m u 0 , we get
(Ω) and hence u k → u 0 . Therefore, J(u 0 ) = c * and hence the claim. 
Thus, u 0 is a solution of (P).
Multiplicity results for convex-concave problem
Let Ω ⊂ R n , n ≥ 2m ≥ 2, be a bounded domain with smooth boundary. We consider the following quasilinear polyharmonic equation in Ω:
where 1 < q < n m < 2n m < p + 2, 0 < α < n, β ∈ (1, n n−m ] and λ > 0. We assume the following: (Ω), we have
The Euler functional associated with the problem (P λ ) is
where f (u) = u|u| p e |u| β and
In this part of the paper, we show the following multiplicity result:
n−m ), h satisfying (H) and λ ∈ (0, λ 0 ), (P λ ) admits atleast two solutions.
Moreover, we have the following existence result for critical case: 
The Nehari manifold and Fibering map analysis for (P λ )
The energy functional J λ is unbounded on the space W (Ω) and a minimizer on nonempty decompositions of this set give rise to the solutions of (P λ ). We introduce the Nehari manifold N λ associated to the problem (P λ ) as (Ω) and its dual space. We note that N λ contains every solution of (P λ ). The Nehari manifold is closely related to the behavior of the fibering map φ u : R + → R defined as φ u (t) = J λ (tu), which was introduced by Drabek and Pohozaev in [14] . For u ∈ W m, n m
0
(Ω), we have
It is easy to see that tu ∈ N λ if and only if φ ′ u (1) = 0, that is φ ′ u (t) = 0. We divide N λ into three parts corresponding to local minima, local maxima and points of inflection of φ u (t) as,
To prove our result, first we prove the following important Lemma:
|x| α dx . Then there exists λ 0 > 0 such that for every λ ∈ (0, λ 0 ),
Proof.
Step 1: We have inf
Suppose not. Then there exists a sequence {u k } ⊂ Λ \ {0} such that u k → 0 and we have
From f (u) = u|u| p e |u| β , by Hölder's and Sobolev inequalities, we have
Since u k → 0 as k → ∞, we can choose γ = t(1 + δ) u k β such that γ ≤ β α . Hence for every β ≤ n n−m , using Theorem 1.1 and (3.2), we get 1
. This is a contradiction.
Step 2: Let C 1 = inf
u∈Λ\{0} Ω mp + 2m − 2n + mβ|u| β |u| p+2 e |u| β |x| α dx . Then C 1 > 0.
From
Step 1 and the definition of Λ, we obtain
Using this it is easy to check that inf u∈Λ\{0} Ω mp + 2m − 2n + mβ|u| β |u| p+2 e |u| β |x| α dx > 0.
Step 3: Let λ < 1 2n−mq (
. Then (3.1) holds. Using Hölder's inequality and (H) we have,
The above inequality combined with step 2 proves the Lemma.
Remark 3.5 From the proof of Lemma 3.4, it is clear that if I λ ′ > 0 for some λ ′ , then I λ > 0 for all λ < λ ′ . So we can assume that λ 0 is the maximum of all λ such that I λ > 0 for all λ ∈ (0, λ 0 ). Now we discuss the behavior of fibering map with respect to sign of Ω h(x)|u| q dx Case 1:
Clearly, for t > 0, t is a solution of ψ u (t) = λ Ω h(x)|u| q dx if and only if tu ∈ N λ . Now
Observe that lim
So it is easy easy to
show that there exists t * = t * (u) > 0 such that ψ ′ u (t * ) = 0 and max ψ u (t) = ψ u (t * ) > 0 . Also for any critical point of ψ u we have
3) Now using (3.3), we get ψ u (t) > 0 for any critical point t of ψ u . Therefore for small values of λ > 0, t * u ∈ Λ \ {0} and
Note that
Using Lemma 3.4, we obtain
Then there exist unique
Case 2: Ω h(x)|u| q dx≤0.
Since Ω h|u| q dx ≤ 0, and ψ u (t) → −∞ as t → ∞. Since for any critical point t of ψ u , ψ u (t) > 0. Therefore for any λ > 0 it is clear that there exists t 2 (u) such that ψ u (t 2 ) = λ Ω h(x)|u| q . Thus for 0 < t < t 2 , φ ′ u (t) > 0 and for t > t 2 , φ ′ u (t) < 0. Thus φ u has exactly one critical point t 2 (u), which is a global maximum point. Hence t 2 (u)u ∈ N − λ .
Now from above discussion we have the following Lemma 1. There exists a unique t 2 (u) > 0 such that t 2 u ∈ N − λ for every λ > 0.
2. Assume that λ satisfies conditions in Lemma 3.4. If Ω h(x)|u| q dx > 0, set t * (u) the minimal positive critical point of ψ w such that max
We note that for u ∈ W m, n m 0 (Ω), u → t 2 (u) is a continuous function for non-zero u. This follows from the uniqueness of t 2 (u) and the extremal property of t 2 (u).
Lemma 3.7
If λ be such that (3.1) holds. Then N 0 λ = {0}.
Proof.
Suppose u ∈ N 0 λ , u ≡ 0. Then by definition of N 0 λ , we have the following two equations
Then from above equations, using inequality between arithmetic and geometric mean, we can easily deduce that u ∈ Λ \ {0}. Now from (3.4), (3.5) and (3.6) we get
which violates Lemma 3.4. Hence N 0 λ = {0}. The following lemma shows that minimizers for J λ on any of subsets N + λ , N − λ of N λ are usually critical points for J λ . Proof is standard as can be seen in Lemma 3.8 of [19] .
We define θ λ := inf {J λ (u) | u ∈ N λ } and prove the following lower bound: Lemma 3.9 J λ is coercive and bounded below on N λ . Moreover, there exists a constant C > 0 depending on p, q, n and m such that θ λ ≥ −Cλ
Proof. Let u ∈ N λ . Then we have
Using F (s) ≤ 1 p+2 f (s)s for all s ∈ R, Hölder's and Sobolev inequalities in (3.7), we obtain
for some constant C 0 > 0, which shows J λ is coercive on N λ as q < n m . Again for u ∈ N λ we also have
If Ω h(x)|u| q dx < 0, then J λ (u) is bounded below by 0. If Ω h(x)|u| q dx > 0 then by using Hölder's inequality, we have
From these inequalities, we obtain
Consider the function ρ(x) : R + −→ R defines as
Then ρ(x) attains its minimum at 
(Ω) −→ R as follows: (Ω) −→ R such that ξ(0) = 1 and F u (ξ(w), w) = 0 for all w ∈ B(0, ǫ) which is equivalent to J ′ λ (ξ(w)(u − w)), ξ(w)(u − w) = 0 for all w ∈ B(0, ǫ). Hence ξ(w)(u − w) ∈ N λ . Now differentiating F u (ξ(w), w) = 0 with respect to w we obtain (3.9).
Lemma 3.11 There exists a constant
Proof. Let v be such that Ω h|v| q dx > 0. Then by the Lemma 3.6, we find
Now it can be easily seen that ρ ′ < 0 for all s ∈ R + . Also it is easy to verify that
2nq(p + 2) and lim s→∞ ρ(s) |s| p+2+β e |s| β = − mβ 2nq .
From these two estimates, we get that
Therefore, using (3.10), (3.11) and 2n m < p + 2, we get
Hence
Now from Lemma 3.9, J λ is bounded below on N λ . So, by Ekeland's Variational principle, we can find a sequence {u k } ⊂ N λ \ {0} such that
Now from (3.12) and Lemma 3.11, we have
As u k ∈ N λ , we have
This together with (3.14) and
Now we prove the following:
Step 1: lim inf
Applying Hölders inequality in (3.15), we have
Step 2: We claim that
Assume by contradiction that for some subsequence of {u k }, still denoted by {u k } we have
where o k (1) → 0 as k → ∞. From this and the fact that the sequence {u k } is bounded away from 0, we obtain that
Hence, we get u k ∈ Λ \ {0} for all k large. Using this and the fact that u k ∈ N λ \ {0}, we have
, which is a contradiction. Finally, we show that J ′ λ (u k ) * → 0 as k → ∞. By Lemma 3.10, we obtain a sequence of functions ξ k :
(Ω) such that f = 1. Let w ρ = ρf . Then w ρ = ρ < ǫ k and η ρ = ξ k (w ρ )(u k − w ρ ) ∈ N λ for all k. Since η ρ ∈ N λ , we deduce from (3.13) and Taylor's expansion,
We note that as ρ → 0,
17) by ρ and taking limit ρ → 0, by Lemma 3.10 and (3.16), we get
This completes the proof of Proposition.
Existence of a local minimum of
Lemma 3.13 Let β < n n−m and let λ satisfy (3.1). Then there exists a function
Proof. Let {u k } be a minimizing sequence for J λ on N λ \ {0} satisfying (3.12) and (3. (Ω), u k → u λ strongly in L α (Ω) for all α ≥ 1 and u k (x) → u λ (x) a.e in Ω. Also Ω h|u k | q dx → Ω h|u λ | q dx and by the compactness of Moser-Trudinger imbedding for β <
On the other hand, using u k ⇀ u 0 weakly and boundedness of M ( u k n m ),
From above two equations and inequality
(Ω) and hence u k → u 0 strongly as k → ∞. In particular, it follows that u λ solves (P λ ) and hence u λ ∈ N λ . Moreover, Proof. Since u λ ∈ N + λ , we have t 1 (u λ ) = 1 < t * (u λ ). Hence by continuity of u → t * (u), given ǫ > 0, there exists δ = δ(ǫ) > 0 such that 1 + ǫ < t * (u λ − w) for all w < δ. Also, from Lemma 3.11 we have, for δ > 0 small enough, we obtain a C 1 map t : B(0, δ) −→ R + such that t(w)(u λ − w) ∈ N λ , t(0) = 1. Therefore, for δ > 0 small enough we have t 1 (u λ − w) = t(w) < 1 + ǫ < t * (u λ − w) for all w < δ. Since t * (u λ − w) > 1, we obtain J λ (u λ ) < J λ (t 1 (u λ − w)(u λ − w)) < J λ (u λ − w) for all w < δ. This shows that u λ is a local minimizer for J λ . Now we show that u λ is a non-negative local minimum for J λ on W m, n m 0 (Ω). If u λ ≥ 0 then we are done, otherwise, if u λ ≥ 0 then we takeũ λ = t 1 (|u λ |)|u λ | which is non negative function in N + λ . As ψ u λ (t) = ψ |u λ | (t) so t * (|u λ |) = t * (u λ ) and t 1 (u λ ) ≤ t 1 (|u λ |). Hence t 1 (|u λ |) ≥ 1. Then from Lemma 3.6 we have J λ (ũ λ ) ≤ J λ (|u λ |) ≤ J λ (u λ ). Henceũ λ minimize J λ on N λ \ {0}. Thus we can proceed same as earlier to show thatũ λ is a local minimum for J λ on W Proof. We note that N − λ is a closed set, as t − (u) is a continuous function of u and J λ is bounded below on N − λ . Therefore, by Ekeland's Variational principle, we can find a sequence {v k } ∈ N − λ such that
Then {v k } is a bounded sequence in W m, n m
0
(Ω) and is easy to see that v k ∈ Λ \ {0}. Thus by following the proof of Lemma 3.12, we get J ′ λ (v k ) * → 0 as k → ∞. Thus following the proof as in Lemma 3.13, we have v λ ∈ N − λ , weak limit of sequence {v k }, is a solution of (P λ ). And moreover v λ ≡ 0, as N 0 λ = {0}.
Proof of Theorem 3.2: Now the proof follows from Lemmas 3.13 and 3.15.
To obtain the existence result in the critical case, we need the following compactness Lemma. 
Using (2.21), (3.19) in (3.18) , we have (Ω) and hence u k → u λ strongly as k → ∞. In particular, it follows that u λ solves (P λ ) and hence u λ ∈ N λ . Also we can show similarly as in Lemma 3.13 and Theorem 3.14 that u λ ∈ N + λ is a non-negative local minimizer of J λ in W m, n m 0 (Ω).
