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Abstract
This paper investigates how the Laplacian spectral radius behaves when the graph is per-
turbed by adding or grafting edges.
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1. Introduction
We shall use the standard terminology of graph theory, as it is introduced in most
textbooks on the theory of graphs (e.g., [1]). Our graphs G = (V ,E) are undirected
finite graphs without loops and multiple edges. Having chosen a fixed ordering
v1, v2, . . . , vn of the set V, let d(vi) denote the degree of vi ∈ V , i = 1, 2, . . . , n,
|G| the number of vertices of the graph G, and D = D(G) be the diagonal matrix of
vertex degrees. The matrix A = A(G) denotes the adjacency matrix of the graph G.
Since A is a real symmetric matrix, its eigenvalues must be real. We call the largest
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eigenvalue of A(G) the spectral radius of the graph G. When G is connected, A(G) is
irreducible, nonnegative and by the Perron–Frobenius Theorem, e.g., [2], the spectral
radius is simple and there is a unique positive unit eigenvector.
The Laplacian matrix is L(G) = D(G) − A(G). It is easy to see that L(G) is
a positive semidefinite symmetric matrix and its rows sum to 0, L(G) is singular.
Denote its eigenvalues by
µ1(G)  µ2(G)  · · ·  µn(G) = 0,
which are always enumerated in non-increasing order and repeated according to their
multiplicity. We call the largest eigenvalue of L(G) the Laplacian spectral radius of
the graph G, denoted by µ(G).
A graph G = (V1, V2;E) is a bipartite graph with vertex classes V1 and V2 if
V (G) = V1 ∪ V2, V1 ∩ V2 = ∅ and every edge joins a vertex of V1 to a vertex of V2.
For each edge vivj ∈ E choose one of vi and vj to be the positive end of edge
vivj and the other one to be the negative end. We refer to this procedure by saying
G has been given an orientation. The vertex-edge incidence matrix afforded by an
orientation of G is denoted by Q = Q(G) = (qij ), where
qij =


1, if vi is the positive end of edge vivj ;
−1, if vi is the negative end of edge vivj ;
0, otherwise.
It turns out that L(G) = QQT is independent of the orientation of G (see
[6, p. 168]).
The line graph (G) of a graph G = (V ,E) has vertex set E and two vertices
e, f ∈ E are adjacent if and only if they have exactly one vertex of G in common.
There is anm-by-m edge version related toL(G), namelyK(G) = QTQ. Forsman
[5] and Gutman [9] have shown how the connection between L(G) and K(G) explain
simultaneously the statistical and dynamic properties of flexible branched polymer
molecules. Unlike its vertex counterpart, K(G) depends on the orientation of G
for the signs of its off-diagonal entries. On the other hand, when G is bipartite, an
orientation can always be chosen so that K(G) is entrywise nonnegative. In this case,
K(G) = 2Im + A((G)), where A((G)) is the adjacency matrix of the line graph
(G) of the graph G and Im denotes the unit matrix of order m. It is a well-known
fact that QTQ has the same nonzero eigenvalues as QQT (see [12, p. 53]). So, if G
is a bipartite graph, then L(G) has the same nonzero eigenvalues as 2Im + A((G)).
Let X be an eigenvector of G corresponding to µ(G). It will be convenient to
associate with X a labelling of G in which vertex v is labelled xv . Such labellings
are sometimes called “valuations” [4]. If X is a unit eigenvector of G corresponding
µ(G), then we have µ(G) = XTL(G)X. Let |X| be the column vector obtained from
X by taking absolute value to each coordinate of X.
The purpose of this paper is to study the effect on the Laplacian spectral radius of
a graph by adding or grafting edges.
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2. The effect on the Laplacian spectral radius of a graph by adding edges
Let G be a graph and let G′ = G + e be the graph obtained from G by inserting
a new edge e into G. It follows by the well-known Courant–Weyl inequalities (see,
e.g., [3, Theorem 2.1]) that the following is true.
Lemma 2.1. The Laplacian eigenvalues of G and G′ interlace, that is,
µ1(G
′)  µ1(G)  µ2(G′)  µ2(G)  · · ·  µn(G′) = µn(G) = 0.
Lemma 2.2 [8,14]. Let G be a connected graph on n vertices with at least one edge,
then µ(G)  (G) + 1, where (G) is the maximum degree of the graph G, with
equality if and only if (G) = n − 1.
Now, we give the following main result of this section.
Theorem 2.3. Let v be a vertex of a connected graph G and suppose that v1, . . . , vs
are pendant vertices of G which are adjacent to v. Let G∗ be the graph obtained
from G by adding any t
(
1  t  s(s−1)2
)
edges among v1, v2, . . . , vs . Then we have
µ(G) = µ(G∗).
Proof. If (G) = n − 1, from Lemma 2.2, µ(G)  (G) + 1 = n, the result is
obvious. In the following, we suppose that (G)  n − 2.
Let G˜ be the graph obtained from G by adding s(s−1)2 edges among v1, . . . , vs . It
is obvious that (G˜)  n − 2. We have from Lemma 2.1 that
µ(G)  µ(G∗)  µ(G˜).
In order to show the result, we need only to prove that µ(G)  µ(G˜). Let X be a
unit eigenvector of G˜ corresponding to µ(G˜). Then L(G˜)X = µ(G˜)X. So, we have
(d
G˜
(vi) − µ(G˜))xvi = xv +
s∑
j=1
j /=i
xvj , 1  i  s.
Thus, for 1  i < j  s,(
d
G˜
(vi) − µ(G˜)
)
xvi −
(
d
G˜
(vj ) − µ(G˜)
)
xvj = xvj − xvi .
Since
d
G˜
(v1) = dG˜(v2) = · · · = dG˜(vs) = s,
we have(
d
G˜
(vi) − µ(G˜)
)
(xvi − xvj ) = xvj − xvi .
And since (G˜)  n − 2, we conclude that xvi = xvj , for 1  i < j  s. Otherwise,
we have µ(G˜) = d
G˜
(vi) + 1.
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From Lemma 2.2,
(G˜) + 1  µ(G˜) = d
G˜
(vi) + 1  (G˜) + 1.
Thus, we have µ(G˜) = (G˜) + 1. So, from Lemma 2.2 again, we have (G˜) =
n − 1, a contradiction with (G˜)  n − 2. Then, we have
µ(G)  XTL(G)X = XTL(G˜)X = µ(G˜).
The proof is complete. 
3. The effect on the Laplacian spectral radius of a graph by grafting an edge
In this section, we will consider the effect on the Laplacian spectral radius of a
graph by grafting an edge. Now, we first give the definition of “grafting”.
Let v be a vertex of a connected graph G with at least two vertices. Let Gk,l (l 
k  1)be the graph obtained fromGby attaching two new pathsP :v(= v0)v1v2 · · · vk
and Q:v(= v0)u1u2 · · · ul of length k and l, respectively, at v, where u1, u2, . . . , ul
and v1, v2, . . . , vk are distinct new vertices. Let Gk−1,l+1 = Gk,l − vk−1vk + ulvk .
We say that Gk−1,l+1 is obtained from Gk,l by “grafting” an edge (see Fig. 1).
Next, we give the following results which will be used in this section.
Lemma 3.1 [13]. Let uv be an edge of a graph G satisfying d(u)  2 and d(v)  2,
and suppose that two new paths P :uu1u2 · · · uk and Q:vv1v2 · · · vm of length k,m
(k  m  1) are attached to G, respectively, to form Mk,m, where u1, u2, . . . , uk
and v1, v2, . . . , vm are distinct new vertices. Then we have
λ(Mk,m) > λ(Mk+1,m−1),
where λ(G) denotes the spectral radius of the graph G.
Lemma 3.2. Let f1(x) = 1 − x, fi(x) = 2 − x − 1fi−1(x) , i  2. Then we have
fi(x) <
−x
x − 2 , for x  4.383,
and
|fi(x)| > |fi+1(x)| > 1, for x  4.
Fig. 1.
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Proof. In order to prove the result, we employ the induction on i. If i = 1, then
f1(x) = 1 − x,
and
f2(x) = 2 − x − 1
f1(x)
= 2 − x + 1
x − 1 .
It is easy to show that
f1(x) <
−x
x − 2 ,
and
|f1(x)| > |f2(x)| > 1, for x  4.
Now suppose that the result holds for i  1. Then we have
fi+1(x) = 2 − x − 1
fi(x)
< 2 − x + x − 2
x
<
−x
x − 2 ,
for x  4.383, and
|fi+2(x)| − |fi+1(x)| = 1|fi(x)| −
1
|fi+1(x)| < 0,
for x  4. The result follows. 
Lemma 3.3. Let Gk,l be the graph defined as above, and let X be a unit eigenvector
of Gk,l corresponding to µ(Gk,l). Then we have
(1) xvi = fk−i (µ)xvi+1 (0  i  k − 1), where fi(x) is a function on x defined in
Lemma 3.2 and µ = µ(Gk,l).
(2) For any fixed i (i = 0, 1, . . . , k − 1), we have |xvi+1 |  |xvi | and xvi xvi+1  0,
with equalities if and only if xv0 = 0.
(3) If l  k + 2 and µ(Gk,l)  4.383, then |xvk |  |xul−1 |, with equality if and
only if xv0 = 0.
Proof. From L(Gk,l)X = µ(Gk,l)X = µX, we have
(1 − µ)xvk = xvk−1 ,
and
(2 − µ)xvi = xvi−1 + xvi+1 , for all i = 1, 2, . . . , k − 1.
By the above two equations, it is easy to show that (1) holds. Now, we prove that
(2) holds.
Since |G|  2, and l  k  1, from Lemma 2.2, we have µ = µ(Gk,l)  4. So,
from Lemma 3.2, we have |fi(µ)| > |fi+1(µ)| > 1. Further, by similar reasoning as
Lemma 3.2, we conclude that fi(µ) < −1, for µ  4. Hence, from (1), we have if
xvi+1 /= 0, then
|xvi+1 | < |xvi | and xvi xvi+1 < 0, i = 0, 1, . . . , k − 1.
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Also from (1), we have
xv0 = fk(µ)xv1
= fk(µ)fk−1(µ)xv2
= · · ·
= fk(µ)fk−1(µ) · · · f2(µ)f1(µ)xvk . (3.1)
Thus, we have
xv0 = 0 if and only if xv1 = xv2 = · · · = xvk = 0.
We complete the proof of (2).
Finally, let us prove that (3) holds. From (1), we also have
xv0 = fl(µ)xu1
= fl(µ)fl−1(µ)xu2
= · · ·
= fl(µ)fl−1(µ) · · · f2(µ)f1(µ)xul
= fl(µ) · · · fk+1(µ)fk(µ) · · · f2(µ)xul−1 . (3.2)
Since fl(µ) = 2 − µ − 1fl−1(µ) , we have from Lemma 3.2 that
fl(µ)fl−1(µ) = (2 − µ)fl−1(µ) − 1
> (2 − µ) · −µ
µ − 2 − 1
= µ − 1
= |f1(µ)|,
for µ  4.383.
And since fi(µ) < −µµ−2 < −1, (i = 1, 2, . . . , l), for µ  4.383, we have
|fl(µ) · · · fk+1(µ)| > |f1(µ)|.
Thus, from Eqs. (3.1) and (3.2), (3) follows. 
The proof of (1) of the following result is attributed to Grone et al. (see Proposition
2.2 of [7]).
Lemma 3.4. Let G = (V1, V2;E) be a connected bipartite graph on n vertices and
suppose thatV1 = {v1, v2, . . . , vj },V2 = {vj+1, vj+2, . . . , vn}. LetX be a unit eigen-
vector of G corresponding to µ(G). Then we have
(1) [7] B(G) = D(G) + A(G) and D(G) − A(G) = L(G) are unitarily similar
and the largest eigenvalue µ(G) of L(G) is simple.
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(2) sgn(xv1) = · · · = sgn(xvj ) = −sgn(xvj+1) = · · · = −sgn(xvn) /= 0, where
sgn(a) denotes the sign of the real number a.
(3) B(G)|X| = (D(G) + A(G))|X| = ρ(B(G))|X| = µ(G)|X|, where ρ(B(G))
denotes the largest eigenvalue of the matrix B(G).
Proof. Let U = (uij ) be the diagonal matrix with
uii =
{
1, if 1  i  j ;
−1, if j + 1  i  n.
It is readily seen that
UA(G)U−1 = −A(G) and UD(G)U−1 = D(G).
So, we have UB(G)U−1 = L(G). Thus, B(G) and L(G) are unitarily simi-
lar. Since G is connected, the matrix B(G) is a nonnegative irreducible matrix.
From the Perron–Frobenius Theorem, ρ(B(G)) (= µ(G)) is simple. Thus, (1) holds.
Also from Perron–Frobenius Theorem, there exists a unique positive unit vector
Y = (y1, y2, . . . , yn)T such that B(G)Y = ρ(B(G))Y . Since UB(G)U−1 = L(G),
we immediately have
L(G)(UY) = U(B(G))U−1(UY )
= UB(G)Y
= ρ(B(G))(UY )
= µ(G)(UY).
And since ρ(B(G)) = µ(G) is simple and X is a unit eigenvector of G corre-
sponding to µ(G), namely L(G)X = µ(G)X, we have UY = ±X. Thus, the proof
of (2) and (3) is complete. 
In [16], Yuan et al. proved that if G is a tree, then
µ(Gk−1,l+1) < µ(Gk,l),
for l  k  1.
In the following, we give a similar result for general connected graphs.
Theorem 3.5. Let G be a connected graph on n  2 vertices and v be a vertex of G.
Let Gk,l be the graph defined in Lemma 3.3. If l  k  1, then
µ(Gk−1,l+1)  µ(Gk,l),
with equality if and only if there exists a unit eigenvector of Gk,l corresponding to
µ(Gk,l) taking the value 0 on vertex v.
Proof. Without loss of generality, we may assume that
V (Gk,l) = {v0, v1, v2, . . . , vk−1, vk, u1, u2, . . . , ul, w1, w2, . . . , wn−1}.
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In the following, we distinguish the following two cases:
Case 1. µ(Gk−1,l+1)  4.383. Let X be a unit eigenvector of Gk−1,l+1 correspond-
ing to µ(Gk−1,l+1). We immediately have
µ(Gk,l) − µ(Gk−1,l+1) XTL(Gk,l)X − XTL(Gk−1,l+1)X
= (xvk−1 − xvk )2 − (xul − xvk )2.
From (2) of Lemma 3.3, we have xul xvk  0, with equality if and only if xv0 = 0.
Thus, we have
µ(Gk,l) − µ(Gk−1,l+1)  (xvk−1 − xvk )2 − (|xul | + |xvk |)2.
If k − 1  1, that is k  2, from (3) of Lemma 3.3, we have for µ(Gk−1,l+1) 
4.383, |xvk−1 |  |xul |, with equality if and only if xv0 = 0. Now, we consider the
following two subcases:
Subcase 1.1. Suppose that xvk−1xvk  0. Then we have
µ(Gk,l) − µ(Gk−1,l+1)  (|xvk−1 | + |xvk |)2 − (|xul | + |xvk |)2  0,
and if the equality holds, then xv0 = 0.
Subcase 1.2. Suppose that xvk−1xvk > 0. Let
Z = (xv0 , xv1 , xv2 , . . . , xvk−1 ,−xvk , xu1 , xu2 , . . . , xul , xw1 , xw2 , . . . , xwn−1)T.
We have
µ(Gk,l) − µ(Gk−1,l+1) ZTL(Gk,l)Z − XTL(Gk−1,l+1)X
= (xvk−1 + xvk )2 − (xul − xvk )2
 0,
and if the equality holds, then xv0 = 0.
Thus, by subcases 1.1 and 1.2, we have µ(Gk,l)  µ(Gk−1,l+1), and if the equality
holds, then xv0 = 0.
If k = 1, then from (2) of Lemma 3.3, we have
|xv1 |  |xul |  · · ·  |xu1 |  |xv0 |,
with equalities if and only if xv0 = 0. So we have |xv1 |  |xv0 |, with equality if
and only if xv0 = 0. By reasoning similar to that of subcases 1.1 and 1.2, we have
µ(G1,l)  µ(G0,l+1), and if the equality holds, then xv0 = 0.
Case 2. Suppose that µ(Gk−1,l+1) < 4.383. We consider the following two subcases.
Subcase 2.1. k = 1. Since l  k and n  2, from Lemma 2.2, we have µ(Gk,l) 
(Gk,l) + 1  4.
(a) If Gk−1,l+1 /= Pn+k+l , then Gk−1,l+1 contains P4 ∪ (n + k + l − 4)K1 as a
spanning subgraph and there exists a vertex u of Gk−1,l+1 such that d(u)  3. From
Lemma 2.2, we have µ(Gk−1,l+1) > 4. From (2) of Lemma 3.3, we have |xv0 | |xul |, with equality if and only if xv = 0. By similar reasoning as above, we have
µ(Gk,l)  µ(Gk−1,l+1), and the equality holds if xv0 = 0.
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(b) If Gk−1,l+1 = Pn+k+l , then since µ(Pn+k+l ) < 4, we immediately have
µ(Gk,l)  4 > µ(Gk−1,l+1).
Subcase 2.2. k  2. Let K˜1,3 be the tree graph on 7 vertices obtained from a
star K1,3 by attaching a pendant edge at each pendant vertex of K1,3, respectively.
Using the well known mathematics software “Matlab”, it is easy to compute that
µ(K˜1,3) ≈ 4.414 > 4.383. If G /= P2, then from Lemmas 2.1, 2.2 and the above
assumption, we have
µ(Gk,l)  max
{
(G) + 1, µ(K˜1,3)
}
 4.414 > 4.383 > µ(Gk−1,L+1).
Now assume that G = P2. Then Gk−1,l+1 is a tree. So, L(Gk,l) (or L(Gk−1,l+1)) has
the same nonzero eigenvalues as 2Im + A((Gk,l)) (or 2Im + A((Gk−1,l+1))).
Thus, we have
µ(Gk−1,l+1) = 2 + λ((Gk−1,l+1)),
and
µ(Gk,l) = 2 + λ((Gk,l)).
Since k  2, from Lemma 3.1, we have
λ((Gk−1,l+1)) < λ((Gk,l)).
Then, µ(Gk,l) > µ(Gk−1,l+1).
Finally, we prove the remainder of the theorem. If µ(Gk,l) = µ(Gk−1,l+1), from
the above discussion, we conclude that xv0 = 0. From (3.1), we have
xv = 0 if and only if xv1 = xv2 = · · · = xvk = xu1 = · · · = xul = 0.
Thus, we have L(Gk,l)X = µ(Gk,l)X, namely, X is also a unit eigenvector of Gk,l
corresponding to µ(Gk,l). The proof of the necessity is complete.
Now, assume that there exists a unit eigenvectorY ofGk,l corresponding toµ(Gk,l)
such that yv = 0. We have
yv1 = yv2 = · · · = yvk = yu1 = yu2 = · · · = yul = 0.
So,
L(Gk−1,l+1)Y = L(Gk,l)Y = µ(Gk,l)Y.
Thus, we have µ(Gk−1,l+1)  µ(Gk,l). And since µ(Gk,l)  µ(Gk−1,l+1), we
have µ(Gk,l) = µ(Gk−1,l+1). The proof of the sufficiency is complete. 
The following example points out that the equality in Theorem 3.5 may hold.
Example 1. Let G1 be the graph on 9 vertices obtained from K3: wuv by attaching
two pendant edges at each vertex of K3, respectively. Assume that w1 and w2 are two
pendant vertices of G1 and ww1 ∈ E(G1), ww2 ∈ E(G1). Let G2 = G1 − ww2 +
w1w2. Using “Matlab”, it is easy to compute that µ(G1) = µ(G2) = 3 +
√
6.
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In particular, combining Theorem 3.5 with Lemma 3.4, we have
Corollary 3.6. If G is a connected bipartite graph on n  2 vertices, then
µ(Gk,l) > µ(Gk−1,l+1),
for l  k  1.
Corollary 3.7 [15]. Among all trees with a fixed number of vertices the path has the
smallest value of the greatest Laplacian eigenvalue.
Let NG(u) = {w : w ∈ V (G),wu ∈ E(G)}. We have
Theorem 3.8. Let u, v be two vertices of the connected bipartite graph G =
(V1, V2;E). Suppose that v1, v2, . . . , vs (1  s  d(v)) are some vertices of NG(v)\
NG(u) and v1, v2, . . . , vs are different from u. Let X be a unit eigenvector of G
corresponding to µ(G), and let G# be the graph obtained from G by deleting the
edges vvi and adding the edges uvi (1  i  s). If |xu|  |xv| and G# is also a
bipartite graph, then µ(G#) > µ(G).
Proof. Since both G and G# are bipartite graphs, from (1) of Lemma 3.4, we need
only to prove that ρ(B(G)) < ρ(B(G#)). From (3) of Lemma 3.4, we have
|XT|B(G)|X| = ρ(B(G)). Since |xu|  |xv|, we have
µ(G#) − µ(G) |XT|B(G#)|X| − |XT|B(G)|X|
=
s∑
i=1
(|xu| + |xi |)2 −
s∑
i=1
(|xv| + |xi |)2
 0. (3.3)
If µ(G#) = µ(G), then the equalities in (3.3) hold. So, µ(G#) = |XT|B(G#)|X|.
Since B(G#) is a real symmetric matrix, we have B(G#)|X| = µ(G#)|X|. Thus,
µ(G#)|xv| =
∑
w∈N
G# (v)
|xw| + dG# (v)|xv|. (3.4)
And since B(G)|X| = µ(G)|X|, we have
µ(G)|xv| =
∑
w∈NG(v)
|xw| + dG(v)|xv|
=
∑
w∈N
G# (v)
|xw| +
s∑
i=1
|xvi | + dG(v)|xv|. (3.5)
Since dG(v) > dG# (v) and from (2) of Lemma 3.4, we have |xv| > 0 and |xvi | >
0, 1  i  s. Hence, by Eqs (3.4) and (3.5), we have µ(G) > µ(G#), a contradic-
tion. The proof is complete. 
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Corollary 3.9 [10]. Among all trees with a fixed number of vertices the star has the
greatest value of the greatest Laplacian eigenvalue.
Proof. Let T be a tree with diameter d  3. Suppose that v1v2 · · · vdvd+1 is a path
of T with length d . Let u1, . . . , us and w1, . . . , wt be all the pendant vertices which
are adjacent to v2 and vd , respectively, of T . Then from Theorem 3.8, we have either
µ(T − v2u1 − · · · − v2us + vdu1 + · · · + vdus) > µ(T )
or
µ(T − vdw1 − · · · − vdwt + v2w1 + · · · + v2wt) > µ(T ).
We repeat the above process until we construct a tree T1 such that µ(T1) > µ(T )
and the diameter of T1 is d − 1. By induction on d  3, the result follows. 
The following example indicates that the condition: G# is also a bipartite graph in
Theorem 3.8 is necessary.
Example 2. Let G = (V1, V2;E) be a complete bipartite graph on n = i + j vertices
and assume that V1 = {v1, v2, . . . , vi}, V2 = {u1, u2, . . . , uj } and i > j  3. Let X
be the unit vector with
xv1 = xv2 = · · · = xvi =
−j√
nij
and
xu1 = xu2 = · · · = xuj =
i√
nij
.
It is easy to show thatX is a unit eigenvector ofG corresponding toµ(G). Takeu =
u1, v = v1. Then |xu| = i√nij > j√nij = |xv|. Let G# = G − v1u2 + u1u2. Since i >
j  3, it is obvious that G# is not a bipartite graph and the complement G¯# of G# is
connected. Thus, µ(G#) < n = µ(G).
Let k and n be two positive integers satisfying 2  k  n − 1. Assume that q =⌊
n−1
k
⌋
and n − 1 = kq + r, 0  r  k − 1.
Let Tn,k be the tree graph on n vertices obtained from a star K1,k and r paths with
length q and k − r paths with length q − 1 by joining each pendant vertex of K1,k to
an end vertex of one path.
Recently, Wu et al. proved the following result [17, Theorem 2]:
Of all the trees on n vertices and k pendant vertices, the maximal spectral radius
is obtained uniquely at Tn,k .
For Laplacian spectral radius, we have the following similar result.
Theorem 3.10. Of all the trees on n vertices and k pendant vertices, the maximal
Laplacian spectral radius is obtained uniquely at Tn,k .
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Proof. Let T be a tree on n vertices and k pendant vertices, and let t be the cardinality
of the vertices whose degrees are not less than 3. We distinguish the following three
cases:
Case 1. t = 0. Then T is a path with n vertices. So, T = Tn,2. Thus we have µ(T ) =
µ(Tn,2).
Case 2. t = 1. Applying Corollary 3.6 to T for suitable times, we have µ(T ) 
µ(Tn,k), and equality holds if and only if T = Tn,k .
Case 3. t > 1. Let X be a unit eigenvector of T corresponding to µ(T ). Suppose that
u, v are two vertices of T whose degrees are not less than 3 and |xu|  |xv|. Since T
is a tree, there is a unique path between u and v and only one of v′s neighbors, say
w, is on the path. Assume {v1, v2, . . . , vd(v)−2} ⊂ NG(v)\{w}. And let
T1 = T − vv1 − · · · − vvd(v)−2 + uv1 + · · · + uvd(v)−2.
Then T1 still has k pendant vertices and the cardinality of the vertices of degree not
less than 3 decreases to t − 1. Further, from Theorem 3.8, we have µ(T ) < µ(T1). By
induction on t > 1, we can finally construct a tree T ∗ such that T ∗ has k pendant ver-
tices, the cardinality of the vertices of degree not less than 3 is 1, and µ(T ) < µ(T ∗).
The result follows by reasoning similar to that of case 2. 
From Corollary 3.6, we immediately have the following.
Theorem 3.11. µ(Tn,k−1) < µ(Tn,k), 3  k  n − 1.
Corollary 3.12 [11]. Let T be a tree on n vertices with matching number β. Then
µ(T )  µ(Tn,n−β), with equality if and only if T = Tn,n−β .
Proof. Let k be the number of the pendant vertices of T . It is easy to show that
k  β + n − 2β = n − β. By Theorems 3.10 and 3.11, we have
µ(T )  µ(Tn,k)  µ(Tn,n−β),
with equality if and only if T = Tn,n−β . The proof is complete. 
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