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We show that, when a spatially localised electric pulse is applied at the edge of a quantum
spin Hall system, electron wavepackets of the helical states can be photoexcited by purely intra-
branch electrical transitions, without invoking the bulk states or the magnetic Zeeman coupling.
In particular, as long as the electric pulse remains applied, the photoexcited densities lose their
character of right- and left-movers, whereas after the ending of the pulse they propagate in opposite
directions without dispersion, i.e. maintaining their space profile unaltered. Notably we find that,
while the momentum distribution of the photoexcited wave packets depends on the temperature T
and the chemical potential µ of the initial equilibrium state and displays a non-linear behavior on
the amplitude of the applied pulse, in the mesoscopic regime the space profile of the wave packets is
independent of T and µ. Instead, it depends purely on the applied electric pulse, in a linear manner,
as a signature of the chiral anomaly characterising massless Dirac electrons. We also discuss how
the photoexcited wave packets can be tailored with the electric pulse parameters, for both low and
finite frequencies.
PACS numbers: 73.23.-b, 73.50.Pz, 78.47.J-, 85.75.-d
I. INTRODUCTION
The realization of an electron-based counterpart of
quantum optics, which may yield a dramatic boost in
the implementation of quantum information processing,
requires the ability to generate, control and detect sin-
gle electron wave packets.1 Recent studies have pro-
posed the exploitation of quantum Hall (QH) systems
to this purpose2–9: semiconductor quantum wells ex-
posed to a perpendicular magnetic field exhibit chiral
one-dimensional (1D) edge channels that propagate bal-
listically and coherently over various micrometers,10 of-
fering an interesting electronic alternative to photonic
optical fibers. However, large scale applications of QH
based electronic devices are limited by the strong values
of magnetic fields –various Teslas– needed to generate the
ballistic edge states.
The helical edge states emerging in quantum spin Hall
(QSH) effect systems11–13 may turn the tide in the field.
The appearance of these counter propagating states at
each edge of narrow gap semiconductor heterostructures,
such as HgTe/CdTe14–17 and InAs/GaSb18–21 quantum
wells, does not require any applied magnetic field, as it
originates from a spin-orbit induced topological transi-
tion. Importantly, helical edge states are also protected
from backscattering off non-magnetic impurities, as
their group velocity is locked to their spin orientation.
Furthermore, their linear Dirac spectrum implies that
a freely propagating electronic wave packet does not
undergo the usual dispersion arising in conventional
parabolic band materials from the k-dependent velocity
associated to the various wavepacket components, as
recently shown for the similar case of single walled
carbon nanotubes22. This is particularly important
since the encoding of information in electronic states
requires the generation of sequences of wavepackets that
propagate without overlapping, and the control on the
wave packet spatial extension and propagation time
is crucial to determine the information transmission
rate. For all these reasons, QSH edge states may be a
promising platform for electron quantum optics.
In order to generate electron wave packets in a con-
trolled way, optical excitation is a widespread strategy.
However, important differences emerge between QSH
edge states and systems commonly used in optoelectron-
ics. In the first instance, the vertical electric dipole tran-
sitions that typically occur between valence and conduc-
tion bands of conventional semiconductor based devices
are forbidden in QSH edge states, due to a selection rule
arising from their helical nature (see inset of Fig.1). To
circumvent this problem, some works have proposed to
exploit circularly polarised radiations, whose magnetic
field can induce magnetic dipole transitions on the edge
states via Zeeman coupling23–25. The g-factor is, how-
ever, rather small. The application of strong magnetic
fields has also been considered26, with the same draw-
back mentioned for QH edge states, though. Alterna-
tively, for frequencies exceeding the bulk gap, it is pos-
sible to induce optical transitions from the edge states
to the bulk states24,27, which, however, are not topologi-
cally protected and exhibit dispersive propagation. Most
of these approaches are based on the so called far field
regime, where a monochromatic radiation is applied over
the whole sample for a duration that is long compared to
its oscillation period.
There is, however, another reason why optoelectron-
ics is not trivial in QSH edge states: since they are
described by a massless Dirac fermion theory rather
than the conventional Schro¨dinger-like parabolic band,
their response to an electromagnetic field is intrinsically
affected by a peculiar property, known as the chiral
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2anomaly. This subtle behavior, first discovered in the
context of the pion decay into photons28,29, is on the
spotlight in condensed matter physics30–33 after the
recent observation of 3D Weyl semimetals34–37. Since
it also affects 1D Dirac fermions, it must be taken into
account appropriately in analysing the photoexcitation
of wave packets in QSH edge states38.
In this article, we investigate the response of QSH
edge states to an electromagnetic field that is applied
on a spatially localised region and for a finite time, as
sketched in Fig.1. We show that purely intra-branch
transitions on the edge states can be induced by an
electric pulse directed along the edge, without invoking
the bulk states or the Zeeman coupling. As a result,
it is possible to photoexcite electron wave packets
that are spatially localised and propagate with a well
defined spin orientation maintaining their shape without
dispersion. Notably, we shall show that, despite the
momentum distribution of the photoexcited electron
wave packets depends on the temperature T and the
chemical potential µ of the initial equilibrium state
and exhibits a non-linear dependence on the ampli-
tude E0 of the applied pulse, the space profile of the
wave packet is independent of T and µ. Instead it is
purely determined, in a linear manner, by the space-
and time- profile of the applied electric pulse. We shall
argue that this effect is a signature of the chiral anomaly.
The article is organised as follows. After presenting the
model and a short account of the chiral anomaly in Sec.II,
in Sec. III we provide some general results concerning the
coupling of 1D massless Dirac electrons to a time- and
space-dependent electromagnetic field. More specifically,
we determine the exact time evolution of the electron
field operator for this non-stationary problem and, by
exploiting a rigorous procedure that combines regularisa-
tion and gauge invariance, we compute the photoexcited
electron densities, the space correlations at equal time as
well as the time correlations at a local space point, with
a particular focus on the momentum distribution and the
local tunneling density of states. Then, in Sec.IV we fo-
cus on the case of a gaussian electric pulse, localized over
a finite region ∆ and characterized by a finite duration τ
and a frequency Ω. We shall explicitly show how the pho-
toexcited wave packets can be tailored with these electric
pulse parameters. Finally, in Sec.V we discuss our results
and hint at possible experimental realisations.
II. MODEL
The two counter-propagating helical edge states flow-
ing along one boundary of a QSH bar are known to be
described by a Dirac massless fermion theory in 1+1
dimensions15, i.e. by a Hamiltonian of the form
Hˆ◦ = vF
∫
dxΨ† σz pˆΨ . (1)
QSH
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+ _
FIG. 1. (Color online) A spatially localised electric pulse is
applied to a quantum spin Hall bar, thereby photoexciting
countepropagating electronic wave packets in the helical edge
states. The wave packets propagate without dispersion, due
to the Dirac linear spectrum of the edge states, with a well
defined spin orientation, due to their helical nature. Inset:
The two branches ± of the linear Dirac spectrum of the he-
lical edge states emerging in the topological phase of a QSH
system.
In Eq.(1) vF represents the Fermi velocity playing the
role of the speed of light c in high-energy physics, x
and t denote the space and time coordinates, respec-
tively, while pˆ = −i~∂x is the momentum operator and
σ = (σx, σy, σz) are Pauli matrices acting on the elec-
tron two-component spinor field Ψ(x). The electronic
spectrum of the Hamiltonian (1) consists of two chiral
branches with linear dispersion relation, crossing at the
Dirac point and describing electrons that propagate
rightwards and leftwards along x, respectively (see
inset of Fig.1). The two branches, henceforth labelled
by ±, are helical as they also correspond to electrons
characterized by two different eigenvalues ±1 of σz, i.e.
to two orthogonal electron fields Ψ± = P±Ψ = χ±ψ±,
where P± = (σ0 ± σz)/2 is the z-projector, σ0 the 2× 2
identity matrix, χ+ = (1, 0)
T and χ− = (0, 1)T the
eigenvectors of σz, and ψ±(x) two scalar fields.
We shall assume that at the time t → −∞ the QSH
system is in an equilibrium state, determined by Eq.(1)
and characterised by a temperature T and a chemical
potential µ. Then, a space- and time-dependent electric
pulse E(x, t) is applied along the edge direction x, excit-
ing electron density and current. The Hamiltonian (1)
thus changes to
Hˆ =
∫
dxΨ†
(
vFσz (pˆ− e
c
A(x, t)) + eV (x, t)σ0
)
Ψ =
= Hˆ◦ + e
∫
dx (nˆV − 1
c
jˆA) , (2)
3where e is the electron charge, and V and A are the
scalar and vector potentials yielding the electric field
E(x, t) = −∂xV − 1c∂tA, respectively. The Zeeman
coupling associated to the magnetic field related to the
time variation of E is assumed to be negligible. Note
that we deliberately keep the gauge (V,A) in Eq.(2)
generic. This will enable us to explicitly discuss the
gauge independence of our results for the photoexcited
density and distribution. In the second line of Eq.(2)
nˆ = Ψ†Ψ = nˆ+ + nˆ− and jˆ = vFΨ†σzΨ = vF (nˆ+ − nˆ−)
are the electron and current densities, respectively, with
nˆ± = Ψ
†
±Ψ± denoting the density in each chiral branch.
Notably, the Hamiltonian (2) still commutes with σz,
yielding the important physical consequence mentioned
in the introduction: in striking contrast to the case of
conventional semiconductors, no vertical optical transi-
tion between the lower and the upper Dirac cone is al-
lowed (see inset of Fig.1), for this would correspond to a
switch in the eigenvalue of σz, which is forbidden by the
symmetry of Eq.(2). The electric pulse is thus a purely
‘forward scattering term’, in that it does not couple the
two σz helical branches Ψ±. It can only induce separate
intra-branch transitions (+)→ (+) and (−)→ (−), and
charge and current are essentially given by the sum and
difference of the two dynamically decoupled quantities
nˆ+ and nˆ−.
Despite such decoupling, determining the photoex-
cited currents is a non-trivial problem. In the first in-
stance, it is an intrinsically out of equilibrium problem,
where the non-stationary current depends on both the
time-dependence and the space profile of the applied
pulse E(x, t). Secondly, as observed in the introduc-
tion, the response of the massless Dirac Hamiltonian (1)
to an electromagnetic field is characterised by the chi-
ral anomaly28,29,39. Because this effect plays a central
role in the present paper, before illustrating our results
about the photoexcited electronic wave packets, we shall
shortly recall the essential aspects of the chiral anomaly,
focussing on the case of 1D massless Dirac fermions that
is envisaged here.
A. The chiral anomaly in 1+1 dimensions
To illustrate the chiral anomaly for 1D massless Dirac
fermions, we observe that the time evolution of the elec-
tron field operator, obtained from the Heisenberg equa-
tion of motion dictated by the Hamiltonian (2), reads
i~∂tΨ =
(
vFσz (pˆ− e
c
A(x, t)) + eV (x, t)σ0
)
Ψ , (3)
and is the massless Dirac equation.40 Combining Eq.(3)
with the equation for Ψ†, one can in principle determine
the dynamical evolution of the field bilinear, such as the
electron densities nˆ± = Ψ†Ψ = nˆ+ + nˆ− or the so called
axial density nˆa = Ψ†σzΨ = nˆ+− nˆ−. A naive approach
to this computation would lead to conclude that two con-
servation laws exist
∂tnˆ(x, t) + ∂xjˆ(x, t) = 0 (4)
∂tnˆ
a(x, t) + ∂xjˆ
a(x, t) = 0 . (5)
Equation (4) represents the continuity equation for the
electron density, encoding the conservation of the to-
tal electron number Nˆ =
∫
nˆ dx. Furthermore, Eq.(5)
–which only holds for the present case of massless
fermions– is the continuity equation for the axial den-
sity nˆa and axial current jˆa = vFΨ
†Ψ = vF (nˆ+ + nˆ−),
which encodes the conservation of the total axial num-
ber Nˆa =
∫
nˆadx. The existence of these two conserved
quantities is seemingly consistent with two symmetries
characterizing the equation of motion (3). Indeed, if Ψ is
a solution of Eq.(3) within the gauge (V,A), then both a
gauge transformation Ψ(y, t)→ Ψ
′(y, t) = eiχ(x,t)Ψ(x, t)
V → V ′ = V − (~/e) ∂tχ
A → A′ = A+ (~c/e) ∂xχ
(6)
and a chiral transformation Ψ(x, t)→ Ψ
′(x, t) = eiχ(x,t)σzΨ(x, t)
V → V ′ = V − (~/e)∂tχσz
A → A′ = A+ (~c/e) ∂xχσz
(7)
yield a solution Ψ′ of Eq.(3) within a new gauge (V ′, A′)
that describes the same electric field E(x, t) as the orig-
inal gauge (V,A). Then, the conservation of Nˆ and Nˆa
seems to straightforwardly follow from No¨ther’s theorem.
Importantly, taking sum and difference of Eqs.(4)-(5)
would return two equivalent conservation laws
(∂t + vF∂x) nˆ+(x, t) = 0 (8)
(∂t − vF∂x) nˆ−(x, t) = 0 , (9)
i.e. the continuity equations for each chiral component,
which encode the conservation of Nˆ+ =
∫
dx nˆ+ and
Nˆ− =
∫
dx nˆ−, separately.
The seemingly straightforward derivation of these
two conservation laws is, however, physically wrong, as
can be realised by considering the initial equilibrium
state, characterised by a vanishing net current, i.e. a
perfect balance between right- and left-moving electrons,
Nˆ+ − Nˆ− = 0. Then, the separate conservation of Nˆ+
and Nˆ− would imply that no unbalance Nˆ+ − Nˆ− 6= 0,
i.e. no current, can be induced even when (V,A) 6= 0:
The metallic electronic system (1) would turn to be inert
to any applied electric field, an obviously unphysical
conclusion. A physically correct result is thus expected
to break the chiral conservation laws (8) and (9).
Equivalently, since the charge conservation (4) must be
preserved, the axial conservation law (5) should break
down, and for this reason the effect is sometimes referred
to as ‘axial anomaly’ as well.
4The critical point in the above derivation is well known
in relativistic quantum electrodynamics, and boils down
to the fact that, although Eqs.(3), (6) and (7) are correct,
the definition of densities requires some care39. Indeed
the Dirac Sea, i.e. the initial equilibrium ground state
of (1), contains an infinite number of occupied levels,
causing a divergence in the expectation values of the bi-
linear combinations nˆ± = Ψ
†
±(x, t)Ψ±(x, t) of the fields
evaluated at the same space-time point. Note that the
presence of divergences is a general feature characterising
massless Dirac fermion models: in the Luttinger liquid
theory, for instance, where Eq.(1) corresponds to a lin-
earised low energy electronic band, the effects of electron-
electron interaction are typically treated by introducing
an ultraviolet cutoff and by subtracting the contribution
due to the ground state in a controlled way41. In the
presence of an electromagnetic field, however, this is not
sufficient. The mere introduction of a cutoff would lead
to results that, despite being finite, depend on the gauge
(V,A) chosen for the electromagnetic potentials in (2)
and violate electric charge conservation.
The physically correct photoexcited wave packet den-
sity and current must necessarily be independent of the
gauge, obey the charge continuity equation (4) and vio-
late the axial conservation law (5). In the next Section,
we shall take these aspects into account by combining
an exact solution of the electron field operator with the
techniques of gauge invariant regularisation to obtain the
photoexcited currents.
III. GENERAL RESULTS
In this section we derive some general results concern-
ing the response of 1D massless Dirac electrons to an
electromagnetic excitation.
A. Solution of the electron field equation of motion
We start by proving that the solution of Eq.(3) is
Ψ(x, t) = χ+ψ+(x, t) + χ−ψ−(x, t), where
ψ±(x, t) = ψ◦±(x∓ vF t) e±iφ±(x,t) . (10)
In Eq.(10) the fields ψ◦±(x ∓ vF t) denote the space-time
evolution of the electron chiral components of Eq.(1), i.e.
in absence of the electromagnetic coupling, and describe
right-/left-moving electrons, respectively. In contrast,
the phases φ± encode the effect of the electromagnetic
potentials V (x, t) and A(x, t), and are given by
φ+(x, t) =
evF
~c
∫ t
−∞
(A− c
vF
V )(x− vF (t− t′), t′) dt′ =
=
e
~c
∫ x
−∞
(A− c
vF
V )(x′, t− x− x
′
vF
) dx′ (11)
and
φ−(x, t) =
evF
~c
∫ t
−∞
(A+
c
vF
V )(x+ vF (t− t′), t′) dt′ =
=
e
~c
∫ ∞
x
(A+
c
vF
V )(x′, t+
x− x′
vF
) dx′ .(12)
The above expressions have a straightforward physical
interpretation. The first (second) line of Eq.(11), for
instance, expresses the phase φ+(x, t) induced by the
electromagnetic field on the right-moving electron
ψ◦+(x − vF t) as a convolution over time (space) of the
values of the electromagnetic potentials at times earlier
than t and at positions located on the left of x, prop-
agating with the electron Fermi velocity vF according
to the dynamics dictated by Eq.(1). A similar result
is expressed for the phase φ−(x, t) in Eq.(12). Notice
that, while in high energy Physics the propagation of
massless Dirac fermions occurs at the same speed as the
electromagnetic wave, c, here it is characterised by the
Fermi velocity vF . We emphasise that, under the only
constraint that the electromagnetic potentials vanish for
t → −∞, the solution (10) is valid for arbitrary V (x, t)
and A(x, t), so that the space- and time-dependence of
the induced phases φ±(x, t) is not necessarily of the form
φ±(x ∓ vF t). As a consequence, in the presence of the
electromagnetic pulse the electron fields (10) lose their
right- and left-moving character, despite the absence of
any ‘back-scattering’ that couples them.
The proof of Eq.(10) follows from noticing that, by
decomposing Ψ(x, t) = χ+ψ+(x, t) + χ−ψ−(x, t) in the
two scalar chiral components ψ±, Eq.(3) is equivalent to
a set of two decoupled equations,
Lˆ± ψ± =
evF
c
(
c
vF
V (x, t)∓A(x, t)
)
ψ± , (13)
where Lˆ± = i~ (∂t±vF∂x) are chiral operators character-
ising the equation of motion Lˆ± ψ◦± = 0 dictated by the
free Hamiltonian Eq.(1). Exploiting the retarded Green
functions Gret± of such operators, Lˆ±G
ret
± (x, t;x
′, t′) =
δ(x − x′) δ(t − t′), it is straightforward to see that the
expression
ψ±(x, t) = e
evF
c
∫
dx′Gret± (x,x
′)( cvF V∓A)(x
′)
ψ◦±(x∓ vF t) ,
(14)
with x = (x, t) and x′ = (x′, t′), solves Eq.(13).
By substituting into Eq.(14) the explicit expression
i~Gret± (x, t;x′, t′) = θ(t − t′) δ(vF (t − t′) ∓ (x − x′)) for
the retarded Green function, one finds the solution (10)
with Eqs.(11) and (12).
The obtained time evolution (10) of the electron field
operator enables us to evaluate the expectation values of
electron fields, such as bilinears 〈ψ†±(x1, t1)ψ±(x2, t2)〉◦
or higher order correlations. Because we adopt the
Heisenberg picture, the whole time dependence is
5attributed here to the fields (10), with 〈. . .〉◦ =
Tr[. . . ρˆ◦±] denoting the average value with respect to
the time-independent equilibrium density matrix ρˆ◦ =
diag(ρˆ◦+, ρˆ
◦
−) at t = −∞ stemming from the Hamilto-
nian (1) and characterised by a temperature T and a
chemical potential µ. In next subsection we shall provide
general results about photoexcited densities and current
as well as electronic correlations.
B. Space profile of photoexcited electron and
current densities
The photoexcited electron and current densities, de-
fined as ∆n = 〈nˆ− nˆ◦〉◦ and ∆j = 〈jˆ− jˆ◦〉◦, respectively,
identify the deviations in the expectation value of elec-
tron and current densities induced by the electromagnetic
field with respect to the initial equilibrium values nˆ◦ and
jˆ◦. They can be straightforwardly expressed through
∆n = ∆n+ + ∆n+ (15)
∆jˆ = vF (∆n+ − ∆n+) (16)
in terms of the photoexcited chiral densities ∆n± =
〈nˆ± − nˆ◦±〉◦ = 〈ψ†±ψ± − ψ◦†±ψ◦±〉◦. Since the electromag-
netic coupling merely affects the phase of the electron
field [see Eq.(10)], one would be tempted to conclude
that nˆ±(x, t) = ψ
†
±ψ± = ψ
◦
±
†ψ◦± = nˆ
◦
±(x∓vF t), i.e. that
the densities remain unaffected (∆n± = 0), thereby re-
covering the separate conservation of Nˆ+ and Nˆ− and
Eqs.(8)-(9). As observed above, this conclusion is wrong
and an account of the infinite number of occupied states
characterising the initial equilibrium state is mandatory.
1. Regularisation with gauge invariance
Here we describe the technical procedure to obtain
physically correct results for photoexcitations in mass-
less Dirac fermions. Two physical principles underlie the
definition of suitable operators ∆nˆ± that determine the
photoexcited density and current (15) and (16): i) finite
measurable quantities can only be extracted upon con-
trolling the divergence due to the equilibrium Dirac Sea;
ii) the result must be independent of the specific gauge
chosen to describe the electric field E(x, t). Note that,
just like the Hamiltonian (2), the dynamical evolution
(10) of the electron field operator does depend on the
gauge, as appears from inspection of Eqs.(11)-(12). To
fulfil the two above requirements, one defines39
∆n±(x, t)
.
= lim
(x′,t′)→(x,t)
〈
ψ†±(x
′, t′)ψ±(x, t) e
−iWL(x,t,x′,t′)
−ψ◦±†(x′, t′)ψ◦±(x, t)
〉
◦
(17)
where ψ±(x, t) are the electron field operators in the pres-
ence of the electromagnetic field, ψ◦±(x, t) are the ones in
absence of electromagnetic field, and
WL(x, t, x
′, t′) =
e
~c
∫ (x′,t′)
(x,t)
(cV dt′′ −Adx′′) (18)
is a Wilson line, i.e. a contour integral of the electro-
magnetic potentials (V,A), performed in the space-time
along any path connecting the two split points (x′, t′) and
(x, t).
The two physical principles mentioned above are im-
plemented in the definition (17) by two mathematical
ingredients. The first one is the point-splitting, i.e. the
fact that the field bilinear is evaluated as the limit for
two different arguments (x′, t′) 6= (x, t) in the fusing
fields. To avoid any spurious dependence on the limit
direction the standard procedure is to introduce an in-
finitesimal vector µ = (vF t, x) = (vF (t
′ − t), x′ − x) in
the space-time and to perform the limit according to the
Minkowski metric tensor ηµν , i.e. lim→0 µν/2 = ηµν .
The point splitting enables one to handle the diverg-
ing contribution of the ground state. However, in ap-
plying it, the gauge invariance of the bilinear combina-
tion is explicitly broken by an amount χ(x, t)− χ(x′, t′),
where χ is the function identifying a gauge transforma-
tion [see Eq.(6)]. Although small when (x′, t′) → (x, t),
such gauge dependent amount does yield a finite contri-
bution to ∆nˆ± when combined with the diverging ex-
pectation value 〈ψ◦±†(x′, t′)ψ◦±(x, t)〉◦. Thus, in order to
obtain gauge invariant ∆nˆ±, the introduction of the sec-
ond ingredient is needed, namely the phase associated to
the Wilson line (18), which compensates for the gauge
phase difference χ(x, t) − χ(x′, t′) acquired by the fields
upon point-splitting.
The role of the Wilson line can be appreciated by
making a comparison with the case of conventional
Schro¨dinger-like model characterised by a parabolic band
with an effective mass m∗, and by considering the cur-
rent operator, given in that case by jˆ = (e/m∗)[Ψ†(pˆ −
e
cA) Ψ + H.c.]. The gauge-dependent term
e
cA compen-
sates for the gauge-dependence arising from the non local
action of the operator pˆ = −i~∂x, in order to give a gauge
invariant expectation value 〈jˆ〉. In contrast, in the mass-
less Dirac model, the current operator jˆ = vFΨ
†σzΨ is
local in space and, as a consequence, does not carry any
explicit dependence on the vector potential A. However,
as observed above, the non-locality is subtly hidden in
the field point splitting that is needed to deal with the
divergent contribution of the equilibrium ground state.
The Wilson line thus plays the same role as the term
e
cA in a Schro¨dinger-like model in restoring the gauge
invariance.
It is also worth emphasising that, despite its math-
ematical aspect, the procedure (17) of point-splitting
equipped with the Wilson line is not a merely formal
issue. Indeed any numerical implementation of massless
Dirac fermions requires the introduction of an ultravio-
let cut-off kmax, which in fact corresponds to perform-
ing a point-splitting ψ†±(x ± ia2 , t)ψ±(x ∓ ia2 , t) where
6the space coordinates are separated by a small imagi-
nary part a = 1/kmax, thereby breaking gauge invari-
ance. Thus, without the Wilson line (18) in Eq.(17), one
would obtain finite results for ∆n± and for the density
and current (15)-(16), which, however, would be gauge
dependent and violate charge conservation.
2. Explicit expressions
Applying the regularisation procedure described
above, we have computed the photoexcited helical den-
sities ∆n±. The result can be given four equivalently
useful expressions, namely
∆n+(x, t) = +
e
2pi~
∫ t
−∞
E(x− vF (t− t′), t′) dt′ =
= +
e
2pi~vF
∫ x
−∞
E(x′, t− x− x
′
vF
) dx′ =
= +
1
2pi
(
∂xφ+(x, t)− e~cA(x, t)
)
=
= − 1
2pivF
(
∂tφ+(x, t) +
e
~
V (x, t)
)
(19)
and
∆n−(x, t) = − e
2pi~
∫ t
−∞
E(x+ vF (t− t′), t′) dt′ =
= − e
2pi~vF
∫ ∞
x
E(x′, t+
x− x′
vF
) dx′ =
= +
1
2pi
(
∂xφ−(x, t) +
e
~c
A(x, t)
)
=
= +
1
2pivF
(
∂tφ−(x, t)− e~V (x, t)
)
(20)
The expressions in the third and fourth lines of
Eqs.(19)-(20) have been obtained by inserting the elec-
tron field evolution (10) into Eq.(17),
∆n±(x, t)
.
= lim
(x′,t′)→(x,t)
{〈
ψ◦±
†(x′, t′)ψ◦±(x, t)
〉
◦
×
×
(
ei(±(φ±(x,t)−φ±(x
′,t′))−WL(x,t,x′,t′)) − 1
)}
, (21)
and by performing the limit as discussed above, exploit-
ing the field-free correlation
〈ψ◦±†(x′, t′)ψ◦±(x, t)〉◦ =
=
±i e±ikF (x′−x∓vF (t′−t))
2lT sinh
[
(x′ − x∓ vF (t′ − t)) pilT
] , (22)
with lT = β~vF = ~vF /kBT denoting the thermal
length and kF = µ/~vF the Fermi wavevector of the
initial equilibrium state. The expressions in the first
and second line of Eq.(19) [Eq.(20)] are then obtained
by substituting Eq.(11) [Eq.(12)] into either the third or
the fourth line, and by exploiting the hypothesis that V
and A vanish for t→ −∞.
The properties of the obtained results (19)-(20) are
noteworthy.
i) Eqs.(19)-(20) show that the space profiles ∆nˆ±
depend only on the applied electric pulse E, in a linear
manner, whereas they are independent of the temper-
ature and chemical potential characterising the initial
equilibrium state. This behavior is a peculiarity of the
linear spectrum of massless Dirac fermions, and would
be absent in the presence of band curvature. At a more
formal level, this stems from the conformal invariance
of massless Dirac theory, which causes the correlation
functions to display the simple scaling laws of a critical
system: thus, in the field-free correlation (22) the limit
|x′ − x| , |t′ − t| → 0 of small space and time difference
is equivalent to rescaling the temperature and the Fermi
wave vector to zero (i.e. lT = ~vF /kBT → ∞ and
kF → 0), so that the dependence on these quantities
drops out.
ii) Chiral anomaly. From the first line of the obtained
solutions Eqs.(19)-(20) one can prove that
(∂t + vF∂x)∆nˆ+(x, t) = +
e
2pi~
E(x, t)
(∂t − vF∂x)∆nˆ−(x, t) = − e
2pi~
E(x, t) ,
(23)
which replace the unphysical conservation laws (8)-(9) of
chiral currents by displaying on their right-hand side an
anomalous term describing the response to the electric
field E(x, t)42. Equivalently, the sum and difference of
Eqs.(23) yield
∂t∆nˆ(x, t) + ∂x∆jˆ(x, t) = 0 (24)
∂t∆nˆ
a(x, t) + ∂x∆jˆ
a(x, t) =
e
pi~
E(x, t) . (25)
While the continuity equation is fulfilled, the axial
charge is not conserved due to the anomalous term
appearing in Eq.(25). Notably, the anomalous term on
the r.h.s. of Eq.(25) [or equivalently in Eqs.(23)] depends
only on the universal constant e/2pi~ and the electric
field E(x, t), and not on the electron degrees of freedom.
This shows the close relation between the chiral anomaly
and the above mentioned T - and µ-independence of
∆n±(x, t) for massless Dirac fermions. Indeed for
massive fermions with a non-linear dispersion relation,
Eq.(25) would display an additional (non-anomalous)
term, proportional to the mass and dependent on the
electronic state39.
iii) The equalities in the first and second lines of
Eqs.(19)-(20) directly express the photoexcited chiral
densities ∆nˆ± in terms of time and space convolution
of the electric field E(x, t), thereby proving the gauge-
invariance of the result. In contrast, the equalities
appearing in the third (fourth) lines of Eqs.(19)-(20)
7express ∆nˆ± as a combination of the space (time)
derivative of the phases φ±, given by Eqs.(11)-(12),
and of the vector (scalar) potential. The latter term
stems from the Wilson line, and compensates for the
gauge dependence of the former φ±-term, yielding a
gauge-invariant result;
iv) From the first line on the right-hand side Eqs.(19)-
(20) one can straightforwardly prove that ∆Nˆ =
∆Nˆ+ + ∆Nˆ− = 0, with ∆Nˆ± =
∫ +∞
−∞ ∆nˆ±(x, t) dx,
i.e. the total charge created by the electromagnetic
field is always vanishing, as expected in a photoex-
citation problem. Notice, however, that in general
∆Nˆ+ = −∆Nˆ− 6= 0: for massless Dirac electrons the
electric pulse does not merely redistribute electronic
states within each helical branch + and −; rather, it
effectively ‘creates’ electrons in one branch and ‘depletes’
the other branch accordingly. This peculiarity of mass-
less Dirac electrons can be illustrated by considering the
example of a uniform applied electric field E0, which
causes a shift k → k − eE0t/~ in the wave vector.
Because there is no lower bound in k, a comparison with
the initial ground state shows that at a time t the net
effect of the field corresponds to an effective creation of
electrons in one branch, with a corresponding depletion
of electrons in the other branch. This phenomenon can
be regarded to as an effective transfer of electrons from
one branch to the other, via the depth of the Dirac Sea,
despite the Hamiltonian (2) does not explicitly couple
the branches.
C. Equal time correlations: density matrix and
momentum distribution
The equal time correlations are described by the den-
sity matrix ρˆ, which in turn enables one to compute the
expectation value of any single-particle observable Oˆ as
〈Ψ†OˆΨ〉◦ = Tr[ρˆ Oˆ]. In its real space representation the
density matrix entries ρ(x2, x1; t) = 〈Ψ†(x1, t)Ψ(x2, t)〉◦
can be regarded as the generalisation of the space density
n(x, t) = 〈Ψ†(x, t)Ψ(x, t)〉◦ to off-diagonal space points.
As we discussed in the previous section, the inclusion
of a Wilson line is crucial to obtain a physically correct
density. Thus, for the case of massless Dirac fermions it
is natural to introduce a gauge-invariant density matrix
that includes a Wilson line,
ρ(x2, x1; t)
.
= e
+ ie~c
∫ x1
x2
A(x′,t) dx′× (26)
×

〈
ψ†+(x1, t)ψ+(x2, t)
〉 〈
ψ†+(x1, t)ψ−(x2, t)
〉
〈
ψ†−(x1, t)ψ+(x2, t)
〉 〈
ψ†−(x1, t)ψ−(x2, t)
〉

Notice that, because the density matrix is an equal
time bilinear, the Wilson line (18) reduces to the phase
pre-factor in Eq.(26) that only involves the vector
potential A. Thus, for a gauge with a purely scalar
potential V (x, t), Eq.(26) coincides with the ordinary
density matrix.
Because for the present case the σz projections are
dynamically decoupled in the Hamiltonian (2), the den-
sity matrix is block-diagonal in the spinor basis, ρˆ =
diag(ρˆ+, ρˆ−), where the blocks in the real space repre-
sentation are explicitly obtained by the solution Eq.(10),
ρ±(x2, x1; t) = 〈ψ†±(x1, t)ψ±(x2, t)〉◦e
ie
~c
∫ x1
x2
A(x′,t) dx′
=
= 〈ψ◦±†(x1, t)ψ◦±(x2, t)〉◦ ×
× e∓i(φ±(x1,t)−φ±(x2,t)∓ e~c
∫ x1
x2
A(x′,t) dx′)
(27)
where 〈ψ◦±†(x1, t)ψ◦±(x2, t)〉◦ is given by Eq.(22) and φ±
by Eqs.(11)-(12). In particular, the photoexcited density
matrix, describing the deviations ∆ρ± induced by the
electromagnetic field on the equilibrium density matrix
ρ◦±, is given by
∆ρ±(x− y
2
, x+
y
2
; t)
.
=
= ρ±(x− y
2
, x+
y
2
, t) − ρ◦±(x−
y
2
, x+
y
2
, t) = (28)
=
〈
ψ◦±
†(x+
y
2
, t)ψ◦±(x−
y
2
, t)
〉
◦
(
e∓i∆φ
et
±(x,y;t) − 1
)
where we have introduced the ‘center-of-mass’ x = (x1 +
x2)/2 and the relative coordinate y = x1 − x2, and the
equal time gauge invariant phase difference
∆φet±(x, y; t)
.
= (29)
φ±(x+
y
2
, t)− φ±(x− y
2
, t)∓ e
~c
∫ x+ y2
x− y2
A(x′, t) dx′,
with φ± given by Eqs.(11)-(12). With the use of Eq.(22),
it can easily be checked that, in the diagonal limit y → 0,
one recovers from Eq.(28) the gauge invariant chiral
densities ∆n(x, t) [see third lines of Eqs.(19)-(20)].
The momentum space representation of the gauge-
invariant density matrix can straightforwardly be ob-
tained by Fourier transform
ρ±(k2, k1; t) =
1
L
∫∫
dx1dx2 e
i(k1x1−k2x2)ρ±(x2, x1; t) (30)
where L denotes the length of the 1D edge states systems,
and is assumed to be the longest length scale in the prob-
lem (L→∞). By substituting Eq.(27) into Eq.(30), two
equivalent expressions can be given for the result. The
first one,
ρ±(k2, k1; t) = L
∫
dk′
2pi
Γ±k1−k′(t)Γ
±∗
k2−k′(t)f
◦
±(k
′) e±k
′a,(31)
expresses the entries of the density matrix in terms
of the equilibrium Fermi distribution f◦±(k) =
8{1 + exp [β~vF (±k − kF )]}−1 and a set of dimensionless
coefficients
Γ±k (t) =
1
L
∫
eikx e∓iφ
et
±(x,t)dx (32)
that encode the effect of the electromagnetic field on each
k-state, with φet±(x, t) = φ±(y, t)∓ (e/~c)
∫ x
0
A(x′, t) dx′,
and a denoting the ultraviolet cut-off length. In partic-
ular, the momentum distribution, given by the diagonal
entries k2 = k1 = k of Eq.(31),
f±(k; t) = L
∫
dk′
2pi
|Γ±k−k′(t)|2f◦±(k′) e±k
′a (33)
appears as a convolution of the squared Γ±-coefficients,
induced by the electromagnetic field, weighted by the
initial equilibrium distribution.
The second expression for the momentum representa-
tion of the density matrix can be obtained by switching
integration variables (x1, x2)→ (x, y) in Eq.(30), and by
introducing the average momentum k = (k1 + k2)/2 and
the transferred momentum q = k1 − k2,
ρ±(k, q; t) =
∫∫
dx dy
L
ei(qx+ky)ρ±(x− y
2
, x+
y
2
; t) . (34)
By exploiting the formula
± i lim
a→0
∫ +∞
−∞
F (y)
lT sinh[pi(y ± ia)/lT ] dy =
= F (0) ± iP
∫ +∞
−∞
F (y)
lT sinh[piy/lT ]
dy (35)
where F is an arbitrary function and P denotes the prin-
cipal value, and by using the property that (29) is odd
in the relative variable y, one obtains
ρ±(k, q; t) =
δq,0
2
+
1
2L
1
lT
∫ +∞
−∞
dx eiqx ×
×
∫ +∞
−∞
sin
(
∆φet±(x, y; t)∓ (k ∓ kF )y
)
sinh[piy/lT ]
dy . (36)
Then, the momentum distribution is also obtained from
(36) by taking q = 0, i.e. f±(k; t)
.
= ρ±(k, q = 0; t).
In particular, the momentum distribution of the pho-
toexcited wave packets reads
∆f±(k; t)
.
= f±(k; t)− f◦±(k) =
=
1
2L
1
lT
∫ +∞
−∞
dx
∫ +∞
−∞
dy (37)
× sin
[
∆φet±(x, y; t)∓ (k ∓ kF )y
]± sin [(k ∓ kF )y]
sinh[piy/lT ]
.
Importantly, the photoexcited momentum distribu-
tion (37) depends on the temperature T and on the chem-
ical potential µ, in striking contrast with the photoex-
cited density profiles ∆n±(x, t) [see Eqs.(19)-(20)] that
are independent of these quantities. It is not useless
to recall that ∆f±(k; t) is not the space Fourier trans-
form of the chiral density ∆n±(x, t), for it contains in-
formation also about the spatial correlations at different
space points. Nevertheless, it can easily be checked that∑
k ∆f±(k; t) =
∫
dx∆n±(x, t) = ∆N± 6= 0, so that the
total photoexcited charge in each branch is independent
of the temperature and the chemical potential. The sum
over all k’s yields the total photoexcited charge and is
vanishing,
∑
k(∆f+ + ∆f−)(k, t) = 0.
D. Time correlations at a space point and the local
tunneling density of states
At a given space point x, electronic correlations at dif-
ferent times are described by the matrix
G(t2, t1;x) .= e−
ie
~
∫ t1
t2
V (x′,t) dt′× (38)
×

〈
ψ†+(x, t1)ψ+(x, t2)
〉 〈
ψ†+(x, t1)ψ−(x, t2)
〉
〈
ψ†−(x, t1)ψ+(x, t2)
〉 〈
ψ†−(x, t1)ψ−(x, t2)
〉
 .
Similarly to the gauge-invariant density matrix Eq.(26),
the gauge invariance of the matrix (38) is ensured by
the Wilson line (18). Note, however, that in this case of
equal space points the phase pre-factor appearing in the
first line (38) involves only the scalar potential V .
Again, for the present case of the Hamiltonian (2),
the σz projections are dynamically decoupled, and the
matrix (38) is block-diagonal in the spinor basis, with
diagonal entries
G±(t2, t1;x) = 〈ψ†±(x, t1)ψ±(x, t2)〉◦e−i
e
~
∫ x1
x2
V (x,t′) dt′
=
〈
ψ◦±
†(x, t1)ψ◦±(x, t2)
〉
◦
×
×e∓i(φ±(x,t1)−φ±(x,t2)± e~
∫ t1
t2
V (x,t′) dt′) . (39)
In particular, the effect induced by the electromagnetic
field on the equilibrium correlation G◦± is given by
∆G±(t− t
′
2
, t+
t′
2
;x)
.
=
= G±(t− t
′
2
, t+
t′
2
;x)− G◦±(t−
t′
2
, t+
t′
2
;x) =
= 〈ψ◦±†(x, t+
t′
2
)ψ◦±(x, t−
t′
2
)〉◦
(
e∓i∆φ
es
±(t,t
′;x) − 1
)
(40)
where we have introduced the average time t = (t1+t2)/2
and the time difference t′ = t1 − t2, and the equal space
gauge invariant phase difference
∆φes±(t, t
′;x) .= (41)
φ±(x, t+
t′
2
)− φ±(x, t− t
′
2
)± e
~
∫ t+ t′2
t− t′2
V (x, t′) dt′,
9with φ± given by Eqs.(11)-(12). It can easily be checked
with the use of Eq.(22) that, in the equal time limit
t′ → 0, one recovers from Eq.(40) the gauge invariant
chiral densities [see fourth lines of (19)-(20)].
Time correlations are also suitably described in the
frequency domain, by Fourier transforming Eq.(39) with
respect to times
G±(ω, ω˜;x) =
=
vF
L
∫∫
dt dt′e−iωt
′
e−iω˜tG±(t− t
′
2
, t+
t′
2
;x) . (42)
By substituting Eq.(39) into Eq.(42) and by proceeding
in a similar way as for the density matrix, one obtains
G±(ω, ω˜;x) = piδ(ω˜)
L
∓ vF
2lTL
∫
e−iω˜tdt (43)
×
∫ +∞
−∞
sin
(
∆φes±(t
′, t;x)± (ω − µ/~)t′)
sinh[pivF t′/lT ]
dt′
whose limit ω˜ → 0 yields the local tunneling density of
states, i.e. ν(ω;x)
.
= G±(ω, ω˜ = 0;x).
In particular, the photoexcited local tunneling density of
states (LDOS) is
∆ν±(ω;x)
.
= ν±(ω;x)− ν◦±(ω;x) =
= ∓ vF
2LlT
∫ +∞
−∞
dt
∫ +∞
−∞
dt′ (44)
× sin
[
∆φes±(t
′, t;x)± (ω − µ/~)t′]∓ sin [(ω − µ/~)t′]
sinh[pivF t′/lT ]
.
Just like the momentum distribution ∆f(k; t) in Eq.(37),
the photoexcited LDOS ∆ν(ω;x) depends on the tem-
perature T and on the chemical potential µ, in striking
contrast with the photoexcited density profiles ∆n±(x, t)
[see Eqs.(19)-(20)] that are independent of these quanti-
ties.
IV. THE CASE OF A LOCALISED ELECTRIC
PULSE
We shall now apply the general results obtained in the
previous section to the case of an electric pulse that is ap-
plied for a finite duration τ and is localised over a region
of size ∆, with ∆ not necessarily equal to the longitudinal
length L of the QSH edge channels. We start by consid-
ering a monochromatic radiation with frequency Ω, with
a sharp cut-off in space and time, i.e.
E(x, t) = E0 cos(
Ωx
c
) cos(Ωt) θ(
∆
2
− |x|) θ(τ
2
− |t|) (45)
where θ is the Heaviside function. Although not very
realistic, the form (45) allows one to qualitatively illus-
trate the effects of the spatial and temporal confinements
∆ and τ , since simple expressions for the photoexcited
density profiles are straightforwardly obtained upon sub-
stituting Eq.(45) into the first two lines of Eqs.(19)-(20).
The conventional far field regime is obtained in the
limits of a long (Ωτ  1) and spatially extended pulse
∆/L 1, where the whole electron system is exposed to
the radiation for many oscillation periods, so that both
energy and momentum conservation constraints hold for
the excited electrons and the absorbed ‘photon’. Be-
cause the velocities vF and c of the electronic and pho-
tonic spectra are different, these constraints cannot be
both fulfilled, and a vanishing intra-branch response is
obtained,
∆n±(x, t) ∝ ±eE0c
2~
δ(ΩvF − Ωc) = 0 . (46)
However, when the time or/and the space confinement is
finite, either of these constraints or both are relaxed and a
non-vanishing intra-branch optical transition is possible.
In particular, if the radiation is applied everywhere (∆
L) but for a short time (Ωτ  1), the energy conservation
constraint is relaxed and one obtains
∆n±(x, t) = ±eE0τ
2pi~
cos
[
Ω
c
(x∓ vF t)
]
. (47)
In this regime only the transferred momentum q = Ω/c
is conserved, while the electron density oscillates in time
with a frequency Ωel = ΩvF /c lower than the electromag-
netic wave. Typically one has ΩL/c 1, where L is the
length for the QSH edge system, i.e. the electron system
‘sees’ the electromagnetic wave as a uniform electric field
oscillating in time. Note that the amplitude of the pho-
toexcited electron densities is governed by the product
E0τ .
In the opposite case of a radiation applied for a long
time (τ →∞) but over a short spatial region Ω∆/vF  1
one obtains, away from the exposed region (|x| > ∆/2),
∆n±(x, t) = ± eE0∆
2pi~vF
cos
[
Ω
vF
(x∓ vF t)
]
. (48)
In this case the energy is conserved, so that the electron
density oscillates in time with the same frequency Ω as
the electromagnetic wave, while the momentum conser-
vation constraint is relaxed, and the electron wave vector
qel = Ω/vF > qlight = Ω/c is higher than the radiation
field. Notice that, even if typically ΩL/c  1, ΩL/vF
is not necessarily small. In this regime the electron
system ‘sees’ the electromagnetic wave as a localised
time-dependent gate voltage that oscillates with the
frequency Ω, and the amplitude of the photoexcited
electron densities is governed by the product E0∆/vF .
In the case of a localised electric pulse, the spatial and
temporal confinement interplay, as we shall now describe
with the more realistic case of a gaussian pulse
E(x, t) = E0 e
− x2
2∆2 e−
t2
2τ2 cos(Ωt) , (49)
where ∆ and τ denote the standard deviation around
the space and time origin, respectively. Here below we
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present the result for the case (49), focussing on the
density space profile and the momentum distribution of
the photoexcited wave packets.
A. Photoexcited density profiles
Substituting the pulse (49) into Eqs.(19)-(20), one ob-
tains
∆n±(x, t) = ±eE0
2pi~
D
vF
√
pi
2
e
−Ω2D2
2v2
F e
− (x∓vF t)2
2(∆2+(vF τ)
2)× (50)
<
{
e
i ΩD
2
vF∆
2 (x∓vF t)
[
1 + Erf
(
D√
2
(
± x
∆2
+
t
vF τ2
± iΩ
vF
))]}
where
D
.
=
(
1
∆2
+
1
(vF τ)2
)−1/2
=
vF τ∆√
∆2 + (vF τ)2
(51)
is an effective length scale involving both the space ex-
tension ∆ and the time duration τ of the pulse. Let us
now analyze some specific limits of the expression (50).
1. Low frequency limit
Since the spectrum of the QSH is gapless, optical tran-
sitions are possible also in the limit of low frequency Ω.
Indeed, for Ωτ  1 and Ω∆/vF  1, Eq.(50) reduces to
∆n±(x, t) = ±eE0
2pi~
D
vF
√
pi
2
e
− (x∓vF t)2
2(∆2+T2) (52)
×
{
1 + Erf
[
D√
2
(
± x
∆2
+
vF t
T 2
)]}
providing useful physical insights. During the finite dura-
tion of the pulse (i.e. for |t| . τ), the densities ∆n±(x, t)
do not evolve, in general, as right- and left-movers. In
contrast, after the pulse, i.e. for times t  τ , Eq.(52)
reduces to
∆n±(x, t) ' ±eE0
2pi~
τ∆
√
2pi√
∆2 + (vF τ)2
e
− (x∓vF t)2
2(∆2+(vF τ)
2) , (53)
which describes two photoexcited wave packets propa-
gating rightwards and leftwards, respectively. Notably,
although the shape of the electron densities ∆n± is gaus-
sian like the applied pulse (49), their space extension
∆el =
√
∆2 + (vF τ)2 (54)
is determined by both the space extension ∆ and
the time duration τ of the electric pulse, and is
bigger than ∆. In the particular limit of a short
pulse, τ  ∆/vF , Eq.(49) can be treated as a δ-
pulse, E(x, t) = E0 δ(t) exp(−x2/2∆2) upon identifying
E0 = E0τ
√
2pi, and the profile of the photoexcited elec-
tron density has the same space extension ∆ as the pulse.
Figure 2 shows the process of electron wave packets
photoexcitation and propagation for the low frequency
case, specifically for Ω = 10GHz, τ = 50fs and ∆ =
50 nm in Eq.(49), through a series of snapshots of the
total density ∆n = ∆n+ + ∆n−. As one can see, during
the application of the electric pulse (thin solid curve) the
density is gradually modified and starts to display its two
components ∆n+ and ∆n− with opposite sign, which
counter propagate with velocity vF without dispersion
once the pulse has ended (dashed and thick solid curves).
In this case the wave packet profile is gaussian, with a
spatial extension given by Eq.(54).
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FIG. 2. (Color online) The space profile of the electron
density ∆n = ∆n+ + ∆n− photoexcited by the pulse (49)
in the regime of low frequency, namely for Ω = 10GHz,
τ = 50 fs and ∆ = 50 nm, is shown at three different snap-
shots: t = 0.01 ps (thin solid curve), t = 0.5 ps (dashed curve)
and t = 1.5 ps (thick solid curve). In this regime, the elec-
tronic density profiles reproduces the space profile of the elec-
tric pulse, with, however, a renormalised space extension pa-
rameter ∆el given by Eq.(54). The profile is independent of
the temperature and chemical potential of the initial elec-
tronic equilibrium state, and is linear in the amplitude E0 of
the applied pulse, as is emphasized by the vertical axis label.
The two photoexcited wave packets counter propagate with
velocity vF = 5× 105m/s.
2. Finite frequency: asymptotic behavior
Let us now consider a finite frequency Ω, and ana-
lyze the asymptotic behavior for long times and/or posi-
tions. More specifically, for
∣∣∣D ( x∆2 + tvF τ2 ± iΩvF )∣∣∣  1,
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Eq.(50) reduces to
∆n±(x, t) = ±eE0
2pi~
τ∆
√
2pi√
∆2 + (vF τ)2
e
−Ω2D2
2v2
F e
− (x∓vF t)2
2(∆2+(vF τ)
2)
× cos
[
Ω vF τ
2
∆2 + (vF τ)2
(x∓ vF t)
]
. (55)
The finite frequency yields an exponential suppression
exp(−Ω2D2/2v2F ) of the electric pulse amplitude E0,
where D is given by Eq.(51). Furthermore, in this case
the photoexcited electron densities exhibit, besides the
gaussian envelope, an oscillatory behavior characterised
by a frequency
Ωel = Ω
(vF τ)
2
∆2 + (vF τ)2
(56)
that depends on both the finite space extension ∆ and
time duration τ of the electric pulse, and that is lower
than the frequency Ω of the applied pulse. These features
are described in Fig.3, which shows the photo excitation
of wave packets in the high frequency regime, specifically
for Ω = 40THz, τ = 150fs, and ∆ = 50nm.
These results show how the photoexcited charge space
profile can be tailored by the applied pulse parameters.
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FIG. 3. (Color online) The space profile of the electron
density ∆n = ∆n+ + ∆n− photoexcited by the pulse (49) in
the regime of high frequency, namely for Ω = 40THz, τ =
150 fs and ∆ = 50 nm, is shown at three different snapshots:
t = 0.2 ps (thin solid curve), t = 1.0 ps (dashed curve) and t =
2.0 ps (thick solid curve). In this regime, the electronic wave
packet exhibits space and time oscillations, characterised by a
frequency Ωel, given by Eq.(56), renormalised with respect to
the pulse frequency Ω. Again, the profile is independent of the
temperature and chemical potential of the initial electronic
equilibrium state, and is linear in the amplitude E0 of the
applied pulse. The propagation velocity is vF = 5× 105m/s.
B. Photoexcited momentum distribution
The photoexcited momentum distribution ∆f(k; t) can
be obtained from Eq.(37) and depends on the equal time
gauge invariant phase difference ∆φet±(x, y; t) in Eq.(29).
The latter can be evaluated in any gauge (V,A) yielding
the gaussian electric pulse (49); two examples are note-
worthy among all possible gauges, namely a gauge with
purely scalar potential,
V (x, t) = −E0∆
√
pi
2
Erf
(
x√
2∆
)
e−
t2
2τ2 cos(Ωt)
A(x, t) = 0
(57)
and a gauge with purely vector potential,
V (x, t) = 0
A(x, t) = −cE0 τ
√
pi
2
e−
x2
2∆2 e−
(Ωτ)2
2
×
{
1 + <
[
Erf
(
1√
2
( tτ + iΩτ)
)]}
,
(58)
where Erf denotes the error function. In both cases, us-
ing Eqs.(11), (12) and (29), one finds for the gaussian
pulse (49)
∆φet±(x, y; t) = ±
eE0
~
∆
√
pi
2
∫ t
−∞
dt′ e−
t′2
2τ2 cos(Ωt′)× (59){
Erf
[
x+ y2 ∓ vF (t− t′)√
2∆
]
− Erf
[
x− y2 ∓ vF (t− t′)√
2∆
]}
,
and a numerical integration of Eq.(37) straightforwardly
enables one to determine the dependence of ∆f±(k; t) on
the amplitude E0 of the electric pulse and the temper-
ature T . In particular, for times longer than the pulse
duration, t  τ , the momentum distributions ∆f±(k; t)
of the two counter propagating wave packets shown in
Figs.2 and 3 turn out to be asymptotically indepen-
dent of time. Exploiting the spatial symmetry of the
electric pulse (49), the simple relation ∆f−(k; t)|kF =
−∆f+(k; t)|−kF can be obtained. We shall thus focus on
the case right-moving electron wave packet.
Figure 4 shows the photoexcited momentum distribu-
tion ∆f+(k; t) in the low frequency regime, for a fixed
value of the temperature and chemical potential of the
initial equilibrium state, and for various values of the
amplitude E0 of the applied pulse. Differently from the
spatial density profile ∆n±(x, t) shown above, ∆f+(k; t)
does not rescale simply linearly with E0. In particu-
lar, while for weak fields ∆f+(k; t) is roughly symmet-
ric around the Fermi wavevector kF , for stronger fields
it exhibits a negative dip below the Fermi level and a
broader positive peak above it; notably, the integral over
k is non vanishing, and increases with E0. As observed
above, for massless Dirac electrons the electric pulse ef-
fectively ‘creates’ electrons in the chiral branch e.g. +,
while ‘depleting’ the other branch −, the total created
charge remaining of course vanishing.
Figure 5 shows the strong temperature dependence of
∆f+(k). In particular, at low temperature ∆f+(k) dis-
plays sharp dips and peaks with an oscillatory pattern,
as a result of the spatial localisation ∆ of the applied
electric pulse. Indeed for a uniform field E0 applied for
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FIG. 4. (Color online) The momentum distribution ∆f+(k)
of the right-moving electron wave packet photoexcited by the
pulse (49) with ∆ = 100 nm and τ = 100 fs and Ω = 10GHz is
shown as a function of the wave vector deviation k− kF from
the Fermi wave vector kF , for different values of the electric
pulse amplitude E0 = 2kV/m (dotted curve), E0 = 5kV/m
(dashed curve), E0 = 10kV/m (thin solid curve), and E0 =
25kV/m (think solid curve). The initial equilibrium state
is characterised by a temperature T = 2K and a chemical
potential µ = ~vF kF , with vF = 5×105m/s. Differently from
the space profile of the photoexcited density shown in Figs. 2
and 3, ∆f+(k) depends non linearly on E0.
a duration τ , the photoexcited distribution would simply
be ∆f+(k) = f
◦
+(k − eE0τ/~) − f◦+(k), without oscilla-
tions, as can be obtained from the general result Eq.(37).
For higher temperature values the oscillations of ∆f+(k)
are washed out by thermal fluctuations and the dips and
peaks decrease and broaden. It is also worth mentioning
that, as a further effect of the pulse spatial localisation,
off-diagonal entries (k1 6= k2) arise in the momentum
representation of the density matrix ρ(k2, k1, t), which is
instead purely diagonal for a uniform electric pulse.
These results explicitly show the striking difference
of the photoexcitation effects in k-space as compared
to real space: with varying the initial temperature T
and the amplitude E0 of the applied pulse, the occupa-
tion of electronic states in k-space is modified in a com-
plex and non-linear way, which, however, leaves the spa-
tial electron profile ∆n(x, t) unaltered by T and linearly
rescaled by E0 (see Figs. 2 and 3). As observed at the
end of Sec.III B, such simple behavior in real space is a
signature of the chiral anomaly. In turn, the relations∫
∆n±(x, t)dx =
∑
k ∆f±(k, t) imply that, despite that
∆f±(k, t) depends on T , its integral over k does not.
V. DISCUSSION AND CONCLUSION
We have investigated the photoexcitation of electron
wave packets in QSH helical edge states, described by
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FIG. 5. (Color online) The momentum distribution ∆f+(k)
of the right-moving electron wave packet photoexcited by the
pulse (49) with E0 = 25kV/m, ∆ = 100 nm and τ = 100 fs
and Ω = 10GHz is shown as a function of the wave vector
deviation k− kF from the Fermi wave vector kF , for different
values of temperature T of the initial equilibrium state: T =
100 mK (thick solid curve), T = 1 K (dashed curve) and T =
4 K (thin solid curve). The Fermi velocity is vF = 5×105m/s.
While sharp peaks and oscillations related to the localisation
length scale ∆ of the applied pulse arise at low temperature,
with increasing T the oscillations are washed out by thermal
fluctuations and the peaks of ∆f+(k) decrease and broaden.
a massless Dirac fermion Hamiltonian, exposed to an
electric pulse applied along the QSH edge. In massless
Dirac fermions the response to an electromagnetic field
involves a non-trivial phenomenon: neither does the field
directly couple the two helical branches, nor it simply re-
distribute electronic states within each branch. Instead,
it effectively ‘creates’ electrons in one branch and ‘de-
pletes’ electrons in the other branch accordingly, leading
to an inter-branch transfer of electrons occurring via the
inner depths of the Dirac Sea. This subtle effect, known
as the chiral anomaly, breaks the conservation laws (8)
and (9) that would be expected to hold for each chiral
branch, on the basis of the Hamiltonian symmetries. We
have fully taken into account these aspects by deriving
the exact quantum dynamics of the electron field opera-
tor, and by computing electron densities and correlations
with a regularisation procedure that ensures the gauge
invariance of the results via the inclusion of a suitable
Wilson line.
Our results show that, while for an applied radiation in
the far field regime electric dipole transitions are forbid-
den by helical selection rule and only transitions involv-
ing magnetic Zeeman coupling or bulk states are allowed,
when the electric pulse is localised over a finite length and
has a finite duration, the photoexcitation of electron wave
packets is possible as a result of purely electrical intra-
branch transitions in the edge states. In particular, we
have shown that during the application of the pulse the
helical components lose their character of right- and left-
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movers, despite their mutually decoupled dynamics. In
contrast, after the ending of the pulse, the photoexcited
wave packets propagate in opposite directions maintain-
ing both their spin orientation and their spatial profile
without dispersion (see Figs. 2 and 3), as a result of the
helical nature and the linearity of the Dirac spectrum.
We have computed both the electron space correlations
at equal times, and the time correlation at a fixed space
point. In particular, for the case of a gaussian electric
pulse (49), we have discussed in detail how the momen-
tum distributions ∆f±(k; t) of the photo excited wave
packets depend on the temperature T and the chemical
potential µ of the initial electronic equilibrium state (see
Fig. 4), and we have shown its non-linear behavior as
a function of the amplitude E0 of the applied field (see
Fig. 5).
Importantly, we have proven that the space profile
∆n±(x, t) of the photoexcited wave packets is instead
independent of T and µ, and is determined uniquely and
linearly by the applied electric pulse E(x, t) [see Eqs.(19)-
(20)]. This is a signature of the chiral anomaly in 1D
massless Dirac fermions. Indeed the term on the right
hand side of Eq.(23), which breaks the chiral conserva-
tion laws and is responsible for a non-vanishing response
to the applied electric field, depends only on the uni-
versal constant e/2pi~ and the electric field E(x, t) itself,
in a linear manner, and not on the electronic degrees of
freedom.
The search for signatures of the chiral anomaly is cur-
rently on the spotlight in condensed matter physics, due
to the discovery of 3D Weyl semimetals34–37, where the
anomalous term depends on both the electric and mag-
netic field and is expected to lead to an unconventional
electron pump. Quite recently its impact has also been
envisaged in 1D QSH edge states, and a system of two
QSH quantum dots has been proposed to observe its sig-
natures in real space38. In this respect, not only our
results indicate a signature of the chiral anomaly in QSH
edge states, they also have a practical consequence, since
the shape of the propagating wave packets is shown to
be tailored through the applied electric pulse only. In-
deed its spatial extension ∆el and frequency Ωel after
the pulse ending have been shown to depend, at low as
well as at finite frequencies, on a combination of both the
space extension ∆ and the time duration τ of the pulse
[see Eq.(54) and Eq.(56)].
The results presented here are valid in the mesoscopic
regime. Before concluding, however, we would like to
discuss the possible impact of a few aspects that we have
neglected in our analysis, and a possible scheme for im-
plementation of the proposed setup.
Electron-phonon coupling effects. As observed above,
after the ending of the pulse, the photoexcited den-
sity profiles ∆n±(x, t) are shown to propagate without
dispersion, as a consequence of the linear spectrum of
the massless Dirac fermions. While elastic scattering
off non-magnetic impurities is forbidden by topologi-
cal protection, inelastic electron-phonon coupling may
in principle affect this ideal scenario. For the case of
metallic SWNTs –which are also characterised by a lin-
ear spectrum– a recent study has shown that modifica-
tions to the dispersionless propagation mainly arise from
electron-phonon backscattering terms, due in that case
to breathing phonon modes that couple the two graphene
sublattices22. However, such backscattering terms have
no counter part in the QSH edge states, as electron-
phonon coupling does not mix spin species. Yet, electron-
phonon coupling may interplay with Rashba impurities,
which do allow spin-flip processes when combined with
a momentum reversal, leading to inelastic two-particle
backscattering that would affect the wave packet prop-
agation. It should be mentioned, however, that the
backscattering current, although in principle present, has
been evaluated as extremely negligible at low applied
voltage or temperature, maintaining the QSH edge state
topological protection de facto.43
Electron-electron interaction effects. The present anal-
ysis has neglected electron-electron interaction in the
QSH edge states. As is well known, interactions in 1D
electron systems typically induce a Luttinger liquid be-
havior, leading the correlation functions to exhibit a non-
analytic behavior characterised by a non-universal Lut-
tinger parameter K ≤ 1, which depends on the interac-
tion screened by the substrate. The effective interaction
strength has been predicted to be weak in HgTe/CdTe
quantum wells44, and stronger in InAs/GaSb quantum
well45. However, it should be pointed out that, at the
moment, experimental evidence for a Luttinger liquid
behavior in QSH edge states is extremely limited46. Al-
though the analysis of interaction effects is beyond the
purpose of the present article, it is worth discussing
briefly what can be expected when the Hamiltonian (1)
is replaced by a helical Luttinger liquid (HLL) Hamil-
tonian. In the first instance, because the HLL in-
cludes both intra- and inter-branch density-density in-
teractions, the dynamical evolutions of the fields Ψ±
would be no longer decoupled. As a consequence, while
in the non-interacting case the photoexcited density pro-
files ∆n±(x, t) re-acquire their character of left and right
movers after the ending of the pulse, in the presence of
interactions, even after the pulse, each ∆n± becomes a
combination of both right- and left-moving components,
consisting of quasi-particles with a fractional charge e∗ =
eK travelling with a velocity v = vF /K. Secondly, an im-
portant question is the dependence of the photoexcited
observables on the temperature T and chemical poten-
tial µ. For the non-interacting case we have shown that
the T - and µ-independence of the photoexcited spatial
profiles ∆±(x, t) is related to the short-distance behav-
ior of the correlations functions (22), determined by their
scaling laws. Because interactions modify but do not de-
stroy the scaling properties of the correlation functions,
we expect the independence from T and µ to be robust to
interaction effects. In contrast, the photoexcited momen-
tum distribution ∆f(k), which involves also long distance
correlations, would be affected by interactions, and non
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analytical behavior are expected. While interaction ef-
fects are often masked in dc measurements by the non
interacting leads47–49, they may become observable in
time-resolved or finite-frequency measurements, as also
emphasised in various works50–53. We point out that the
natural framework to describe interaction effects is the
Bosonisation formalism41 where, by expressing electron
field operators Ψ± as exponential of bosonic fields Φ±,
the interacting HLL Hamiltonian can be rewritten as a
simply quadratic Hamiltonian for the latter fields. When
the electric pulse is applied, Φ± acquires a zero mode
φ±, whose non-interacting limit precisely corresponds to
the phases φ± given in Eqs.(11)-(12). The spatial deriva-
tive of the zero mode, up to an additional term ensuring
gauge invariance, is related to the photoexcited densities
∆n±, similarly to the third lines of Eqs.(19) and (20).
Possible implementation. Let us now discuss possi-
ble implementations of the proposed setup. QSH edge
states have been observed in both HgTe/CdTe and in
InAs/GaSb quantum wells, where they exhibit a linear
dispersion with a Fermi velocity vF ' 5 × 105m/s and
vF ' 2 × 104m/s, respectively15,20, within a bulk gap
Eg ∼ 30 meV. In these systems the phase breaking length
Lφ, i.e. the length scale for which the analysis carried out
here holds, is of the order of 1− 2µm at Kelvin temper-
atures. In order to generate a localised electric pulse,
the most straightforward way might be to utilise a side
finger electrode, contacted to the QSH bar and biased
by a pulse voltage V (t), similarly to what has been done
in GaAs/AlGaAs 2DEG54. In this case the spatial ex-
tension of the electric pulse is determined by the lateral
width ∆ ∼ 100nm of the finger electrode, and the ap-
plied frequency range is in the GHz range. Alternatively,
more localised electric pulses can be obtained with near
field scanning optical microscopes (NSOM)55 in the illu-
mination mode, as has been done both in semiconduc-
tor quantum dots56, in SWNTs57 and in QH chiral edge
states58,59: an optical fiber with a thin aperture of tens
of nm, positioned near the sample, excites a strong elec-
tric field at the tip apex due to an antenna effect. In
this case the THz frequency regime is accessible. The re-
cent impressive advances in pump-probe experiments and
photo-current spectroscopy, successfully applied to time-
resolved measurements in 2DEG54, QH edge states6,60,
graphene61,62 and also to the surface states of 3D topolog-
ical insulators63, make the detection of the photoexcited
wave packets in QSH system at experimental reach in the
near future.
Future developments. We conclude by outlining
some possible developments of the present work within
the field of electron quantum optics. We note that a
quantum point contact (QPC) realised by etching a
constriction in the quantum well could be used as a beam
splitter on the electron wave packets photoexcited on one
edge of the QSH bar, similarly to what is currently done
for the edge states of QH systems6. In the QSH case,
however, due to the spin-orbit coupling characterising
these materials, both spin-preserving and spin-flipping
inter-edge tunneling terms may emerge across the
constriction44,64–69. Due to the helical nature of the
QSH states, the control of tunneling properties at the
QPC might then open up the perspective to electrically
manipulate the spin of the photoexcited wave packets
and their partitioning into various terminals70–74.
Another interesting development may be related to
the observability of the so called ‘levitons’. These
somewhat minimal quasiparticles, characterised by
purely particle or purely hole excitations, were predicted
by Levitov and coworkers75–77 to emerge as a response
to Lorentzian-shaped voltage pulses of quantized area.
After their recent observation in 1D channels created
in ordinary semiconductor 2DEGs54, they are on the
spotlight in electron quantum optics78–80, and it would
thus be interesting to determine whether spin-polarised
levitons can be generated in QSH edge channels. To this
purpose, a time-domain analysis of the phases e±iφ±
acquired by the two-counter-propagating electron fields
(10) is needed. The present work may provide the
natural framework to address this problem: the general
expressions (11) and (12) obtained in Sec.III hold for
arbitrarily shaped pulses applied to the QSH edge states,
and are not limited to the example of gaussian pulse
discussed in Sec.IV. Work is in progress along these lines.
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