The inverter is known to be the nucleus of all digital designs. Evolutionary computation may be a competent implement for automatic design of digital integrated circuits (IC). In this paper, optimal switching characteristics of a CMOS inverter are realized using an evolutionary optimization approach called differential evolution (DE) algorithm. The real coded genetic algorithm (RGA) and particle swarm optimization (PSO) have been adopted for the sake of comparison. DE based design results have been compared also with those of the PSPICE results. The comparative simulation results establish the DE as a more competent candidate to other aforementioned evolutionary algorithms in terms of accuracy and convergence speed.
Introduction
Optimization refers to the method of input adjustments for proper characterizing a device; a mathematical process, with an objective to get minimum or maximum outputs as desired. The input may consist not only of variables and processes, but also functions including cost functions, objective functions or fitness functions. The output to such functions can be the cost or fitness; on the contrary if the process is an experiment, then the variables are restricted to physical inputs provided to the experiment. An optimization algorithm can be illustrated as combination of three key components: formulation of the optimization problem, performance evaluation engine and optimization engine. With the advancement of nano-technology in very large scale integration (VLSI), the realization of more and more complex integrated electronic circuits and systems is now a days possible. Scaling of semiconductor devices to the extent of nanometers has led to the miniaturization of the critical feature sizes resulting in ultra high integration density and drastic circuit size reduction. However, at nanometric scale, various effects of manufacturing process variations and design optimization process have pushed the entire phenomena from deterministic to stochastic domain, and the inter-relationships among the key analysis parameters (delay, power, reliability, noise and area) have become more interleaved and complex. Extensive research in developing new methodologies to minutely examine these stochastic metrics in a unified manner by various researchers and scientists has expedited the necessity of further development of multi-metric, stochastic, evolutionary optimization techniques.
Different evolutionary optimization techniques aptly used for different optimization problems are Genetic Algorithm (GA) which is inspired by the Darwin's "Survival of the Fittest" strategy (Ma and Cowan, 1996) , Biological evolutionary strategy adopted in the development of differential evolution (DE) algorithm (Storn and Price, 1995; Karaboga, 2005) and swarm intelligence mimicked in particle swarm optimization (PSO) and its variants (Luitel and Venayagamoorthy, 2010; Mondal et al., 2012) . Conventional PSO has mimicked the behaviour of bird flocking or fish schooling (Luitel and Venayagamoorthy, 2010; Hussain et al., 2011; Fang et al., 2009; Krusienski and Jenkins, Nov 2003; Mandal et al., 2011; Saha et al., 2011) . GA is a probabilistic heuristic search optimization technique developed by Holland (1975) . The features such as multi-objective, coded variable and natural selection made this technique distinct, suitable and very popular amongst researchers for finding the near global solution. GA is applied for the optimal design of FIR filters (Mastorakis et al., 2003; Lu and Tzeng, 2000) . Genetic Algorithm has also been used for the synthesis of passive analogue circuits to get optimal values of R, L and C elements from a given set of specifications (Das and Vemuri, 2007) . Circuit bi-partitioning (Gill et al., 2009) , placement and area optimization of soft modules in VLSI floor plan design (Tang and Lau, 2007) have been developed using Genetic Algorithm.
DE algorithm was first introduced by Storn and Price in 1995 (Storn and Price, 1995) . Like GA, it is a randomized stochastic search technique enriched with the operations of crossover, mutation and selection but unlike GA, stagnation and entrapment to local minima are less associated to it (Karaboga, 2005) . Karaboga has proposed DE algorithm (Karaboga and Cetinkaya, 2006) for the design of digital finite impulse response filters for different filter orders. It has been established that the performance of the design is better than those obtained by RGA and other classical approaches. DE algorithm has been useful in different fields of electrical power system optimization, such as economic load dispatch problem (Chiou, 2007) , short-term hydrothermal scheduling problem (Mandal and Chakraborty, 2008) , etc. It is established that DE yields superior results in terms of cost and computation time. A new image segmentation method using DE as reported in Pei et al. (2009) shows that DE presents good segmentation results in noisy images. Synthesis of unequally spaced linear antenna arrays by using DE has been carried out in Lin et al. (2010) . Synthesis results show that DE algorithm exhibits stronger synthesis capability, higher reliability and efficiency compared to other available optimization algorithms adopted in that paper. The use of DE algorithm to the restrictive channel routing problem in VLSI Circuit Design has been investigated in Vijayakumar et al. (2009) .
PSO is swarm intelligence based algorithm developed by Eberhart et al. (Kennedy and Eberhart, 1995; Eberhart and Shi, 1998) . Several attempts have been made towards the system identification problem with basic PSO and its modified versions (Luitel and Venayagamoorthy, 2010; Mondal et al., 2012) . The key advantage of PSO is its simplicity in computation and a few steps are required in the algorithm. PSO was effectively utilized in various application areas. Design of digital IIR filter using particle swarm optimization was proposed in Chen and Luk (2010) . PSO was adopted for the placement and routing of the field programmable gate arrays (FPGA) to reduce the distances between Configurable Logic Blocks (CLBs) (Gudise and Venayagamoorthy, 2004) . PSO was chosen for image segmentation to estimate the parameters in the mixture density function for minimization of the square error between the density function and the actual histogram (Lai, 2006) . PSO was used for the synthesis of micro strip coupler and single shunt stub matching circuits (Ulker, 2008) . Optimal designs of two basic analogue circuits such as differential amplifier with current mirror load and two stage operational amplifiers were carried out using PSO algorithm (Vural and Yildirim, 2012) .
Fall time (t f ) of output voltage for a CMOS inverter is estimated using PSO in Vural et al. (2011) . Design of CMOS inverter having symmetric output waveform with equal rise time (t r ) and fall time (t f ) is investigated using PSO in Vural et al. (2011 ), Vural et al. (2010 and Mukhopadhyay and Pandit (2012) . Design of CMOS inverter with equal output voltage delay times (t f , t r ), and propagation delay times (t pHL , t pLH ) using PSO is reported in Vural et al. (2011) .
In this paper, optimal switching characteristics of CMOS inverter are presented using real coded genetic algorithm (RGA) and DE algorithm. It has been realized that RGA is incapable for local searching (Karaboga, 2005) in a multidimensional search space and also suffers from premature convergence and easy entrapment to sub-optimal solution (Karaboga, 2009) . Simulation results obtained from RGA and DE algorithms are compared to those of PSO based results to demonstrate the effectiveness and superiority of the performance of DE in achieving the near-global optimal solutions.
The rest of the paper is organized as follows: In Section 2, different meta-heuristic optimization techniques under consideration namely RGA and DE are explained briefly. Switching characteristics of CMOS inverter are described in Section 3. In Section 4, the objective functions used in this paper are formulated and RGA, DE based inverter design examples are discussed comprehensively. Discussion of results, comparison of results with PSPICE simulator and PSO based reported results (Vural et al., 2011 (Vural et al., , 2010 Mukhopadhyay and Pandit, 2012) are given in Section 5. Finally, Section 6 concludes the paper.
Evolutionary algorithms employed
Evolutionary algorithms stand upon the platform of meta-heuristic optimization methods, which are characterized as stochastic, adaptive and learning in order to produce intelligent optimization schemes. Such schemes have the potential to adapt to their ever changing dynamic environment through the previously acquired knowledge. Here, real coded genetic algorithm (RGA) and differential evolution (DE) Algorithm are briefly discussed.
Real coded genetic algorithm (RGA)
Standard Genetic Algorithm (also known as real coded GA) is mainly a probabilistic search technique, based on the principles of natural selection and evolution built upon the Darwin's "Survival of the Fittest" strategy (Holland, 1975) . Each encoded chromosome that constitutes the population is a solution to the problem under consideration. These solutions may be good or bad, but are tested rigorously through the genetic operations such as crossover and mutation to evolve to a global optimal or near global optimal solution to the problem at hand. Chromosomes are constructed over some particular alphabet {0, 1}, so that chromosomes' values are uniquely mapped onto the real decision variable domain. Each chromosome is evaluated by a function known as error fitness function, which is usually the cost function or objective function of the corresponding optimization problem. Each chromosome has a probability of selection and has to take part in the genetic operation based upon the Roulette's wheel strategy. In the genetic operations, crossover and mutation bring the variation in alleles of gene in the chromosome population along with the effort to alleviate trapping to local optimal solution. GA has mainly two drawbacks: lack of good local search capability and premature convergence. The algorithmic steps of RGA are as follows:
Step 1: Initialize the real coded chromosome strings (ω) of n p population, each consisting of the number of parameters need to be optimized (dimension of the optimization problem (D)). Each parameter has a maximum bound and a minimum bound and is randomly generated within this range. Maximum iteration/genetic cycles (=250 or 500 depending on the case study) is defined. Mutation probability = 0.003; Crossover ratio = 0.8; Selection probability = 1/3.
Step 2: Decoding of the strings and evaluation of cost function (CF).
Step 3: Selection of elite strings in order of increasing cost function values from the minimum value.
Step 4: Copying the elite strings over the non-selected strings.
Step 5: Crossover and mutation to generate offspring.
Step 6: Genetic cycle/iteration cycle updating.
Step 7: The iteration stops when the termination criteria of maximum genetic cycles are satisfied. The grand minimum CF and its corresponding chromosome string or the desired solution is finally obtained.
Differential evolution (DE) algorithm
Differential Evolution or DE fits into the class of evolutionary algorithms. DE is a stochastic; population based heuristic approach, having the capability to solve global optimization problems. The crucial idea behind DE algorithm is a scheme for generating trial parameter vectors and adds the weighted difference between two population vectors to a third one. Like any other evolutionary algorithm, DE algorithm aims at evolving a population of n p , D-dimensional parameter vectors, so-called individuals, which encode the candidate solutions, i.e., 
The random number generator rnd returns a uniformly distributed random number from within the range [0,1]. After initialization, DE enters a loop of evolutionary operations: mutation, crossover, and selection.
(i) Mutation
Once initialized, DE mutates and recombines the population to produce new population. For each trial vector x i,g at generation g, its associated mutant vector − → v i,g = {v 1,i,g , v 2,i,g , ..., v D,i,g } can be generated via certain mutation strategy. Five most frequently used mutation strategies in the DE codes are listed as follows:
"DE/best/1" :
"
"DE/best/2" :
"DE/rand/2" :
The indices r 1 , r 2 , r 3 , r 4 , r 5 are mutually exclusive integers randomly chosen from the range [1,n p ], and all are different from the base index i. These indices are randomly generated once for each mutant vector. The scaling factor F is a positive control parameter for scaling the difference vector. x best,g is the best individual vector with the best fitness value in the population at generation 'g'.
(ii) Crossover
To complement the differential mutation search strategy, crossover operation is applied to increase the potential diversity of the population. The mutant vector v i,g exchanges its components with the target vector x i,g to generate a trial vector:
In the basic version, DE employs the binomial (uniform) crossover defined as
where j = 1, 2,. . ., D; rnd i,j returns a uniformly distributed random number from within the range [0,1]. The crossover rate C r is user-specified constant within the range (1, 0), which controls the fraction of parameter values copied from the mutant vector. j rand is a randomly chosen integer in the range [1,D] . The binomial crossover operator copies the jth parameter of the mutant vector − → v i,g to the corresponding element in the trial vector − → u i,g , if rnd i,j ≤ C r or j = j rand . Otherwise, it is copied from the corresponding target vector
To keep the population size constant over subsequent generations, the next step of the algorithm calls for selection to determine whether the target or the trial vector survives to the next generation, i.e., at g = g + 1. The selection operation is described as (10).
where f(x) is the objective/cost function to be minimized. So, if the new vector yields an equal or lower value of the objective function, it replaces the corresponding target vector in the next generation; otherwise the target is retained in the population. Hence, the population gets either better (with respect to the minimization of the objective function) or remains the same in fitness status, but never deteriorates. The above three steps are repeated generation after generation until some specific termination criteria are satisfied.
Control parameter selection of DE
Proper selection of control parameters is very important for the success and performance of an algorithm. The optimal control parameters are problem-specific. Therefore, the set of control parameters that best fit each problem has to be chosen carefully. Values of F lower than 0.5 may result in premature convergence, while values greater than 1 tend to slow down the convergence speed. Large populations help maintaining diverse individuals, but also slow down convergence speed. In order to avoid premature convergence, F or n p should be increased or crossover rate C r should be decreased. Larger values of F result in larger perturbations and better probabilities to escape from local optima, while lower C r preserves more diversity in the population, thus avoiding local optima.
The main advantages of DE are simple in concept; few control parameters, high convergence characteristics. The algorithmic steps of DE are as follows:
Step 1. Generation of initial population: Set the generation counter g = 0 and randomly initialize D-dimensional n p individuals (parameter vectors/target vectors),
where D is equal to the dimension of the parameter vector need to be optimized. Here the range of i is described as {1, 2, 3, . . ., n p }. The initial population (at g = 0) should cover the entire search space as much as possible by uniformly randomizing individuals within the search constrained by the prescribed minimum and maximum parameter bounds:
Maximum iteration cycles and target error are defined.
Step 2. Mutation:
the target vector − → x i,g via any one of 5 mutation strategies mentioned earlier.
Step 3. Crossover: Generation of a trial vector − → u i,g for each target vector − → x i,g , where
is an uniformly distributed random number generated within [0, 1] . The crossover rate C r is the user-specified constant within the range [1, 0] , which controls the fraction of parameter values copied from the mutant vector. j rand is a randomly chosen integer in the range [1,D] . The binomial crossover operator copies the jth parameter of the mutant vector − → v i,g to the corresponding element in the trial vector − → u i,g if rnd i,j ≥ C r or j = j rand . Otherwise, it is copied from the corresponding target vector, − → x i,g . Step 4. Selection:
Increment the generation count g = g + 1. The last three steps are repeated generation after generation until termination criteria are satisfied.
Statistical comparison of accuracy between two algorithms
Two-sample t-test is a hypothesis testing method for determining the statistical significance of the difference between two independent samples of an equal sample size (Walpole and Myer, 1978) . The t-test value will be positive if the second algorithm is better than the first, and it is negative if it is poorer. The t-value is defined as given in the following equation
where α 1 and α 2 are the mean values of the first and the seconds methods, respectively; σ 1 and σ 2 are the standard deviations of the first and the second methods, respectively; and β is the value of the degree of freedom. When the t-value is higher than 1.645 (β = 49), there is a significant difference between the two algorithms with a 95% confidence level. The t-value is larger than 2.15 (degree of freedom = 49), meaning that there is a significant difference between the two algorithms with a 98% confidence level. In our all the Case studies, RGA and DE are considered as algorithm 1 and algorithm 2, respectively.
Switching characteristics of CMOS inverter
The speed of operation of a digital system is determined by the switching characteristics of the logic gates used to construct the system. Since the inverter is the basic logic gate of any digital IC technology, the switching characteristics of the inverter are the fundamental parameters in characterizing the technology. Therefore, the switching speed of the circuit must be approximated and optimized at an early design phase to ensure circuit reliability and performance. Here, the optimal switching characteristics of CMOS inverter are investigated using afore-mentioned evolutionary optimization techniques. The schematic diagram of a CMOS inverter is shown in Fig. 1 . Rise time (t r ) and fall time (t f ) of the output voltage are shown in Fig. 2 . The input and output voltage waveforms of CMOS inverter circuit are shown in Fig. 3 .
The switching operation of the CMOS inverter is analyzed to determine its fall time (t f ), rise time (t r ) and propagation delay times (t pHL , t pLH ). It is presumed that a pulse waveform is applied to the input of the inverter. The fall time (t f ), is the time required for the output voltage to drop from V 90% level to V 10% level. Similarly, the rise time (t r ) is defined as the time required for the output voltage to rise from V 10% level to V 90% level. The propagation delay times t pHL and t pLH establish the input to output signal delays during high-to-low and low-to-high transitions of the output, respectively. The high-to-low propagation delay (t pHL ) is defined as the time delay between the V 50% transition of the rising input voltage and V 50% transition of the falling output voltage. Similarly, the low-to-high propagation delay (t pLH ) is the time delay between the V 50% transition of the falling input voltage and V 50% transition of the rising output voltage.
To compute fall time (t f ) of the output voltage, output load capacitance (C L ) should be discharged through the active NMOS transistor, considering PMOS transistor is in cut-off region. The fall time is given as follows (DeMassa and Ciccone, 1996) :
To calculate rise time (t r ) of the output voltage, output load capacitance (C L ) should be charged through the active PMOS transistor, considering NMOS transistor is in cut-off region. The rise time is given in (13) (DeMassa and Ciccone, 1996) .
Study of propagation delay times t pHL and t pLH involves discharging output load (C L ) capacitance through active NMOS transistor and charging output load capacitance (C L ) through active PMOS transistor, respectively. To simplify the analysis and the derivation of delay expressions, the input voltage waveform is usually supposed to be ideal step pulse with zero rise and fall times. Under this consideration, t pHL becomes the time required for the output voltage to fall from V OH to the V 50% level, and t pLH becomes the time required for the output voltage to rise from V OL to the V 50% level. For CMOS inverter, V OH = V DD and V OL = 0 are considered. The propagation delay times are given as follows (Sung-Mo- Kang and Leblebici, 2003) :
Problem formulation
This paper considers three different case studies for characterization of the CMOS inverter switching. In Case study-1, the fall time (t f ) of output voltage for a CMOS inverter is investigated. Case study-2 is for the design of CMOS Table 1 Delay limits and design parameters bound for the Case study-1.
Design set no.
Specified ranges inverter having symmetric output voltage with equal rise time (t r ) and fall time (t f ). In Case study-3, a CMOS inverter is designed with improved symmetry at output voltage with equal rise time (t r ) and fall time (t f ) and equal high-to-low propagation delay (t pHL ) and low-to-high propagation delay (t pLH ).
Case study-1
In this case, the main objective is to estimate the fall time of output voltage of an inverter, as given in (12), with the least error value. During the design phase, values of design parameters such as fall time (t f ), output load capacitance (C L ) and aspect ratio (W/L) of MOS structures (identical sized NMOS and PMOS) should be reserved in certain ranges. RGA and DE algorithms are individually employed to find out the solution set that consists of the accurate values of t f , C L and (W/L) ratio for the given ranges. The cost/error function (CF) is defined as
The error fitness function is given as
To order to obtain the accurate values of the design parameters, CF is set to a value very close to zero. Equating CF to zero means that error is equal to zero and t f is successfully estimated depending on the design parameters. Here, TSMC 0.25 micron fabrication technology parameters (MOSIS) as follows: V DD = 2.5 V, V tn = 0.3655 V and μ n C ox = 243.6 A/V 2 . All optimization programmes were run in MATLAB 7.5 version on core (TM) 2 duo processor, 3.00 GHz with 2 GB RAM.
For both the RGA and DE, the size of the initial population matrix is 10 × 3. Rows specify the number of particle vectors in the population and columns specify the dimension of each particle vector, defined as
aspect ratios for the NMOS and PMOS transistors). In this case study, (5) is chosen for mutation strategy and F is set to 0.5 for DE.
The algorithms are run with an upper limit of 250 iteration/generation cycles for all design sets, individually and independently. In this case study, estimation of fall time (t f ) of output voltage is executed for eight different ranges of design parameters (C L , (W/L) n ) and design criterion (t f ). Specified ranges and synthesized results of RGA, DE and PSO (Vural et al., 2011) are shown in Table 1 and Table 2 , respectively.
Case study-2
To achieve a symmetric switching response, it is expected to have equal rise time (t r ) and fall time (t f ) of output voltage. Due to some second order effects, a definite error between t r and t f is always observed. In this case, the main objective is to estimate the design parameters which minimize the difference between t r and t f . The design problem can be specified as follows: Table 2 Synthesized results of RGA, DE and PSO (Vural et al., 2011) Minimize
subject to
TSMC 0.25 m fabrication technology parameters (MOSIS) are also used for this design as follows: V DD = 2.5 V, V tn = 0.3655 V, V tp = −0.5466 V, μ p C ox = 51.6 A/V 2 and μ n C ox = 243.6 A/V 2 .
For both the RGA and DE, initial population matrix size is taken as 10 × 3. The number of particles in the population is defined as rows and column of any row is the dimension of each particle vector, denoted as
In this case study, (5) is chosen for mutation strategy and F is set to 0.5 for DE. Each algorithm is run with an upper bound of 250 iteration cycles for all the design sets, individually and independently. Delay limits and bounds of design parameters are shown in Table 3 . RGA, DE and PSO (Vural et al., 2011 (Vural et al., , 2010 ) based results for each specified range is reported in Table 4 .
Case study-3
In Case study-3, the main objective is to achieve an improved symmetrical output voltage of the CMOS inverter, having equal t r and t f and equal t pHL and t pLH . RGA and DE algorithms are employed to find out the optimal design parameters which minimize the error between t f and t r of the output voltage and the error between propagation delay times (t pHL , t pLH ). The design problem can be specified as follows: 
Fabrication technology parameters and the control parameters of RGA and DE are the same as used in the previous case studies. The dimension of particle vector is denoted as
The algorithms are run with an upper bound of 500 iteration cycles, individually and independently. Delay limits, bounds of design parameters and PSO based results are shown in Table 5 . RGA and DE based results are shown in Table 6 .
Results and discussion
In this work, two popular evolutionary optimization algorithms called RGA and DE are employed to achieve the near global optimal solutions for the switching characteristics of CMOS inverter circuit. Three different design cases are considered. Firstly, for the Case study-1, RGA and DE algorithms are applied to estimate the fall time (t f ) of output voltage. Here, identical aspect ratios for NMOS and PMOS transistors are considered. Eight different ranges of design parameters and design criterion are considered in the study. Fig. 4 shows the plot of J versus iteration cycle for the seventh design set of the Case study-1. J becomes −142.1209 dB at convergence in 61 cycles, 3.767 s. For DE, J converges to −157.8768 dB at iteration cycle 67 in 3.545 s. So, DE is better and faster than RGA. Table 2 depicts all simulation results for the Case study-1. RGA results in the minimum error for design set numbers 1 and 2. RGA based approach for the first design set of the Case study-1 results in C L = 1.2165 pF, (W/L) = 1.5458, t f = 4.3680 ns and the error = 2.1652 × 10 −15 . PSO based approach as reported recently in Vural et al. (2011) for this design set results in t f = 1.777 ns. So, RGA based fall time (t f ) is more than PSO based result for this design set.
RGA based approach for the second design set of the Case study-1 results in C L = 1.0804 pF, (W/L) = 1.1057, t f = 5.4413 ns and error = 1.8396 × 10 −15 . PSO based switching characterization as reported in Vural et al. (2011) for this design set results in t f = 3.536 ns. Therefore, PSO based t f is less than RGA based t f for this design set. Similarly, RGA based t f values are more than PSO based t f values for all the design sets of the Case study-1.
For the same Case study-1, DE achieves the least errors for the design set numbers 4 and 7. RGA based results for the fourth design set are C L = 3.3416 pF, (W/L) = 1.7120, t f = 10.7982 ns and error = 8.9002 × 10 −15 . DE based results Table 4 Synthesized results of RGA, DE and PSO (Vural et al., 2011 (Vural et al., , 2010 for the Case study-2.
Design set no.
RGA based results DE based results PSO based results (Vural et al., 2011 (Vural et al., , 2010 ) for this design set are C L = 1.0773 pF, (W/L) = 1.7850, t f = 3.3446 ns and error = 0.37518 × 10 −15 . PSO based results (Vural et al., 2011) for this design set are t f = 4.627 ns. So, DE based t f is the least one as compared to RGA and PSO based t f values for this design set.
RGA based results for the seventh design set of the same Case study are C L = 2.2418 pF, (W/L) = 2.8412, t f = 4.3650 ns and error = 6.1363 × 10 −15 . DE based results for this design set are C L = 0.8869 pF, (W/L) = 2.5695, t f = 1.9132 ns and error = 0.16305 × 10 −15 . PSO based results as reported in Vural et al. (2011) for this design set are t f = 2.028 ns. Therefore, DE based t f is the least one as compared to RGA and PSO based t f values for this design set. Table 2 shows DE based t f is the best compared to RGA and the PSO based t f values for all the design sets of the Case study-1. Thus, the proposed DE has proven to be the best optimizer in this case study.
For the Case study-2, the CMOS inverter having equal t r and t f of output voltage is designed. RGA and DE algorithms are applied to minimize the difference between t f and t r of the output voltage. Eight different design sets are considered to encompass a wide range of CMOS parameters. Aspect ratios of PMOS and NMOS transistors have been found from the synthesized results. Fig. 5 shows the plot of J versus iteration cycle for the fourth design set of the Case study-2. At iteration cycle 61, J converges to −109.2442 dB and it remains fixed up to 250 iteration cycles. Execution time taken by RGA up to the convergence is 3.871 s. For DE, at iteration cycle 52, J converges to −122.3028 dB and it remains constant up to maximum iteration cycles. Execution time required by DE up to the convergence is 3.214 s. So, DE proves to be better and faster than RGA in this case study also. Table 4 shows all simulation results for the Case study-2. RGA gives minimum error for design set numbers 1and 8. RGA based approach for the first design set results in C L = 1.2874 pF, (W/L) n = 1.5557, (W/L) p = 8.4922, t f = 4.5367 ns, t r = 4.5267 ns and error = 10.031 ps. PSO based approach (Vural et al., 2011) for this design set results in t f = 1.86 ns, t r = 1.86 ns. Therefore, RGA shows inferior results than PSO based results for t f and t r .
RGA based approach for the eighth design set of the Case study-2 results in C L = 3.4164 pF, (W/L) n = 1.8942, (W/L) p = 10.3060, t f = 9.8874 ns, t r = 9.8983 ns and error = 10.896 ps. PSO based approach as reported in a recent literature (Vural et al., 2010) for this design set results in t f = 7.79 ns, t r = 7.79 ns. So, RGA shows worse results in terms of t f and t r than PSO for this design set. RGA based t f and t r are more than PSO based corresponding results for all the design sets of the Case study-2.
For the same Case study, DE yields the minimum error for design set numbers 1 and 4. RGA based results for the first design set are t f = 4.5367 ns, t r = 4.5267 ns and error = 10.031 ps. DE based results for this design set are C L = 0.5433 pF, (W/L) n = 2.0307, (W/L) p = 11.0782, t f = 1.4667 ns, t r = 1.4644 ns and error = 2.2776 ps. PSO based results (Vural et al., 2011) for this design set are t f = 1.86 ns, t r = 1.86 ns. This is to be noted that (Vural et al., 2011) has considered only two decimal points for the calculation of t r and t f and hence, the error between t r and t f is apparently zero. The DE algorithm based inverter design yields the best results in terms of t f and t r than those of RGA based design and PSO based design as reported in Vural et al. (2011) for this design set.
RGA based results for the fourth design set of the Case study-2 are C L = 1.3297 pF, (W/L) n = 2.6852, (W/L) p = 14.6899, t f = 2.7148 ns, t r = 2.7029 ns and error = 11.901 ps. DE based results for this design set are C L = 0.4762 pF (W/L) n = 3.0791, (W/L) p = 16.7597, t f = 0.84778 ns, t r = 0.84836 ns and error = 0.58846 ps. PSO based results (Vural et al., 2011) for this design set are t f = 0.87 ns, t r = 0.87 ns. So, DE based design shows the best results in terms of t f and t r than RGA and PSO based results (Vural et al., 2011) for this design set. Similarly, DE based t f and t r are the least as compared to RGA and PSO based results (Vural et al., 2011) for all other design sets of the Case study-2. So, DE based results can be used for faster switching operation of CMOS inverter.
For the Case study-3, the CMOS inverter having improved symmetrical output voltage with equal t r and t f and equal t pHL and t pLH is designed. RGA and DE algorithms are applied for the eight different design sets. Fig. 6 shows the plot of J versus iteration cycle for the eighth design set of the Case study-3. It is observed that J converges to −103.2900 dB at iteration cycle 41 and it remains constant upto 500 maximum iteration cycles. Execution time taken by RGA up to convergence is 4.691 s. For DE, J converges to −112.2794 dB at iteration cycle 31 and it remains fixed up to the maximum iteration cycles. Execution time required by DE up to convergence is 3.982 s. So, DE becomes better and faster than RGA for this case study also. Table 5 shows PSO based results (Vural et al., 2011) Table 6 shows RGA and DE based results for the Case study-3. RGA results in the minimum error for design set numbers 4 and 7. RGA based approach for the fourth design set results in C L = 0.6901 pF, (W/L) n = 2.3398, (W/L) p = 12.4690, t f = 1.6169 ns, t r = 1.6291 ns, t pHL = 0.68601 ns, t pLH = 0.71666 ns and error = 42.862 ps. PSO based results (Vural et al., 2011) for this design set are t f = 0.50 ns, t r = 0.50 ns, t pHL = 0.23 ns, t pLH = 0.21 ns. Therefore, RGA shows inferior results than PSO based results for t f , t r and propagation delay times (t pHL , t pLH ).
RGA based approach for the seventh design set of the Case study-3 results in C L = 1.2290 pF, (W/L) n = 4.1733, (W/L) p = 23.2164, t f = 1.6144 ns, t r = 1.5880 ns, t pHL = 0.68495 ns, t pLH = 0.69539 ns and error = 44.063 ps. PSO based results (Vural et al., 2011) for this design set are t f = 0.53 ns, t r = 0.53 ns, t pHL = 0.25 ns, t pLH = 0.23 ns. So, RGA shows worse results than PSO for t f , t r and t pHL , t pLH . Similarly, RGA based t f , t r and t pHL , t pLH are more than PSO based corresponding results for all the design sets of the Case study-3.
For the same case study, DE yields the least errors for design set numbers 4 and 8. RGA based results for the 4th design set are t f = 1.6169 ns, t r = 1.6291 ns, t pHL = 0.68601 ns, t pLH = 0.71666 ns and error = 42.862 ps. DE based results for this design set are C L = 0.2835 pF, (W/L) n = 3.0718, (W/L) p = 16.6818, t f = 0.50601 ns, t r = 0.50752 ns, t pHL = 0.21469 ns, (Vural et al., 2011) for the same design set are t f = 0.32 ns, t r = 0.32 ns, t pHL = 0.15 ns, t pLH = 0.14 ns. So, DE shows the best results than RGA and PSO (Vural et al., 2011) based results in terms of t f , t r , t pHL , t pLH . Hence, DE produces much better symmetric output waveform for the CMOS inverter than RGA and PSO for all the design sets of the Case study-3.
Two statistical tests

Box and Whisker plots
RGA and DE have been run 50 times for each design set of all the Case studies and the resulting CF value obtained in each run has been used for box and whisker plots. Figs. 7-12 shows the box and whisker plots of the best design set of RGA and DE for all case studies, respectively. Upper and lower ends of boxes represent the 75th and 25th percentiles. Median is represented by the green colour. The whiskers are lines extending from each end of the boxes to show the 
t-test
The t-values between the best design sets for RGA and DE with different case studies are shown in Table 13 . The t-values of all the case studies are larger than 2.15 (degree of freedom = 49), meaning that there is a significant difference between RGA and DE with a 98% confidence level. Thus, from statistical analysis, it is clear that the DE based optimization technique is a much better algorithm than RGA with the 98% confidence level; DE offers more robust and promising results. 
PSPICE based results
In order to authenticate the results achieved through RGA and DE optimizations, the inverters are redesigned using PSPICE with synthesized values of output load capacitor and transistor aspect ratios as inputs. PSPICE results are shown in Tables 7-12 , respectively. The dissimilarity between PSPICE results and RGA/DE based design results occur from the fact that PSPICE calculates the rise times and fall times using more complex circuit equation sets. The delay expressions, used in RGA, DE based designs are very simple and derived from the simple current-voltage relationships of long-channel transistors. So, the effects of channel velocity saturation and small-geometry effect of transistor are not considered. Thus, PSPICE results in greater delay times compared to RGA, DE based inverter designs. 
Conclusion
In this work the utilization of evolutionary algorithms like RGA and DE is investigated to achieve the optimal switching characteristics of CMOS inverter. The algorithms are applied to three different inverter design cases with different ranges of design parameters. DE algorithm confirmed its efficiency in finding the least errors for all design cases. DE yields the best symmetric output waveform of the designed CMOS inverter.
