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ABSTRACT
There is growing evidence that a stable magnetar could be formed from the
coalescence of double neutron stars. In previous papers, we investigated the signa-
ture of formation of stable millisecond magnetars in radio and optical/ultraviolet
bands by assuming that the central rapidly rotating magnetar deposits its ro-
tational energy in the form of a relativistic leptonized wind. We found that
the optical transient PTF11agg could be the first evidence for the formation of
post-merger millisecond magnetars. To enhance the probability of finding more
evidence for the post-merger magnetar formation, it is better to extend the ob-
servational channel to other photon energy bands. In this paper we propose to
search the signature of post-merger magnetar formation in X-ray and especially
gamma-ray bands. We calculate the SSC emission of the reverse shock pow-
ered by post-merger millisecond magnetars. We find that the SSC component
peaks at 1GeV in the spectral energy distribution and extends to & 10TeV for
typical parameters. These energy bands are quite suitable for Fermi/LAT and
CTA, which, with their current observational sensitivities, can detect the SSC
emission powered by post-merger magnetars up to 1Gpc. NuSTAR, sensible in
X-ray bands, can detect the formation of post-merger millisecond magnetars at
redshift z ∼ 1. Future improvement in sensitivity of CTA can also probe the
birth of post-merger millisecond magnetars at redshift z ∼ 1. However, because
of the γ − γ collisions, strong high-energy emission is clearly predicted only for
ejecta masses lower than 10−3M⊙.
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1. Introduction
It is generally accepted that short gamma-ray bursts (SGRBs) result from compact
binary mergers, i.e. mergers of binary neutron stars (BNSs) or a neutron star (NS) and a
black hole (BH) (Paczyn´ski 1986; Eichler et al. 1989; Barthelmy et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Rezzolla et al. 2011). Such a picture of SGRBs can be confirmed by the
upcoming next generation of ground-based gravitational wave (GW) detectors (Harry 2010;
Somiya 2012; Acernese et al. 2015; Bartos et al. 2013).
The electromagnetic (EM) signals of compact binary mergers (NS-NS or NS-BH) in-
clude SGRBs, kilonovae (also known as macronovae; Li & Paczyn´ski 1998; Kulkarni 2005;
Rosswog 2005; Metzger et al. 2010; Roberts et al. 2011; Metzger & Berger 2012; Berger et al.
2013; Tanvir et al. 2013; Kasen et al. 2015; Lippuner & Roberts 2015)1, radio afterglow
(Nakar & Piran 2011; Metzger & Berger 2012; Piran et al. 2013; Rosswog et al. 2013) and
possible X-ray emission (Palenzuela et al. 2013).
The coalescence of BNSs appeals much attention because of its rich diversity of possible
outcome. In one popular scenario, the supramassive remnant of BNS merger collapses into
a black hole on a timescale of ∼ 200ms (Faber & Rasio 2012). Hyperaccretion of a torus
around the central black hole could serve as the central engine for GRBs (Popham et al. 1999;
Narayan et al. 2001; Kohri & Mineshige 2002; Liu et al. 2007, 2015; Kawanaka et al. 2013;
Xue et al. 2013; Song et al. 2016). In addition, with the assumption of delayed fall-back
disk accretion, the black hole could also be the culprit for the X-ray bump and rebrightening
following some GRBs (Wu et al. 2013; Geng et al. 2013; Yu et al. 2015a).
Dai et al. (2006) and Zhang (2013), on the other hand, put forward the suggestion
that the coalescence of BNSs could have another outcome, i.e. a long-lasting or stable
rapidly spinning magnetar. It is constantly demonstrated that the magnetars could be
responsible for the persistent emission features of non-afterglow origin following a fraction of
SGRBs (Dai et al. 2006; Rowlinson et al. 2010, 2013; Dai & Liu 2012; Wang & Dai 2013c;
Gompertz et al. 2014; Gao et al. 2015) and the statistical properties of X-ray flares from
some GRBs (Wang & Dai 2013a). The formation of a stable magnetar following the merger
1There are other possibilities for the claimed kilonova associated with GRB130603B (Takami et al. 2014;
Kisaka et al. 2015, 2016)
– 3 –
of BNSs is confirmed by recent simulations in numerical relativity (e.g. Giacomazzo & Perna
2013; Giacomazzo et al. 2015).
To help identify the formation of stable post-merger magnetars, a line of system-
atic research (Zhang 2013; Gao et al. 2013a; Wang & Dai 2013c; Yu et al. 2013, 2015b;
Metzger & Piro 2014; Wu et al. 2014; Wang et al. 2015a; Li & Yu 2016; Siegel & Ciolfi 2016a,b)
on the magnetar-aided EM signals has recently been carried out based on the energy injection
scenarios (Dai & Lu 1998a,b; Zhang & Me´sza´ros 2001; Dai 2004). One of the main findings
of these studies is that the optical/X-ray transients with a GW association could be not
associated with SGRBs. In previous papers (Wang & Dai 2013c; Wang et al. 2015a), under
the assumption of Poynting flux of the spinning-down magnetar becoming lepton dominated
(e+e− pairs; Coroniti 1990; Michel 1994; Dai 2004; Yu & Dai 2007), we studied the radio and
optical/ultraviolet emission based on the recently determined opacities of r-process material
(Barnes & Kasen 2013; Kasen et al. 2013).
The basic picture of our model is schematized in Figure 1 of Gao et al. (2013a) and Fig-
ure 1 of Wang et al. (2015a). The inspiral and final merger dynamically eject a small amount
of neutron-rich material with massMej = 10
−4–10−2M⊙ and subrelativistic velocity v = 0.1–
0.3c (Rezzolla et al. 2010; Goriely et al. 2011; Bauswein et al. 2013; Hotokezaka et al. 2013;
Rosswog et al. 2013). The merger also forms a torus with mass ∼ 10−2M⊙ if the merger
remnant is a black hole (Ferna´ndez & Metzger 2013). By assuming a constant efficiency in
converting torus mass into GRB jet energy, Giacomazzo et al. (2013) find that most of the
tori have masses . 10−2M⊙. Neutrino emission from the torus will drive a neutron-rich wind.
An even larger quantity of mass could be lost from the torus in a longer viscous time due
to outflows driven by viscous heating and recombination of free nuclei into α-particles (e.g.,
Metzger et al. 2008, 2009; Lee et al. 2009; Ferna´ndez & Metzger 2013; Metzger & Ferna´ndez
2014; Just et al. 2015). A long-lived magnetar may significantly enhance the mass loss from
the torus because of its long-lasting neutrino irradiation. Metzger & Ferna´ndez (2014) found
that a fraction of ∼ 60% of the torus mass, or equivalently 10−2M⊙ in mass, may be lost
from the torus provided that the merger remnant is a stable magnetar. The remaining torus
will be accreted in less than ∼ 1 s onto the (assumed) remnant magnetar to power an SGRB
(Zhang & Dai 2008, 2009, 2010; Giacomazzo et al. 2013). We therefore expect that the torus
disappears after the emergence of SGRB. What left around the magnetar after SGRB is the
neutron-rich outflow with mass . 10−2M⊙.
The rapidly spinning massive neutron star builds up its magnetic field to the magne-
tar level via differential rotation and begins to transfer its rotational energy to the ejecta
in the form of Poynting flux Lsd = Lsd,0/ (1 + t/Tsd)
2, where the spin-down luminosity is
Lsd,0 = 10
47 erg s−1P−40,−3B
2
p,14R
6
6, the spin-down timescale is Tsd = 2 × 10
5 sR−66 B
−2
p,14P
2
0,−3,
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P0 is the initial rotation period of magnetar, Bp is the dipole magnetic field of the magne-
tar, and R is the neutron star radius. Throughout this paper we adopt the usual conven-
tion Q = 10nQn. The Poynting flux eventually becomes e
±-dominated and the transition
from Poynting-flux-dominated wind to e±-dominated wind could be abrupt (Aharonian et al.
2012). The relativistic magnetar wind is braked by the slow ejecta as discussed above and
therefore a reverse shock develops. The accelerated ejecta drive into the ambient interstellar
medium and a forward shock develops. The ejecta can be treated as a thin shell (Wang et al.
2015a) despite the effects of radioactive heating (Rosswog et al. 2014).
We showed that the optical transient PTF11agg (Cenko et al. 2013) discovered by the
wide-field survey Palomar Transient Factory can be nicely interpreted as the reverse shock
synchrotron emission of the leptonized relativistic wind powered by a post-merger millisecond
magnetar (Wang & Dai 2013c). In the paper that follows (Wang et al. 2015a), we system-
atically investigated all three cases that were studied by Gao et al. (2013a). We found that
the very early broadband emission at different wavelengths depends on the properties of the
r-process material and an ionization breakout is expected based on current knowledge of the
r-process material.
The electrons in the reverse shock are ultra-relativistic so that inverse Compton (IC)
would have an influential effect on the radiative process of electrons. The intense flux of
UV/X-ray synchrotron photons produced at the reverse shock serves as seed photons for the
relativistic e± pairs to inverse Compton scatter them to ultrahigh energy (UHE). In Section
3.2 we show that the thermal and synchrotron photons in the reverse shock could influence
the high-energy IC radiation, especially during the early time for the highest energy photons.
We find that the IC emission during the magnetar spin-down will be completely attenuated
if the ejecta mass & 3× 10−3M⊙.
Based on this result, in this paper, we mainly restrict our attention to the IC emission for
Case I, i.e., the low ejecta mass case (Mej < 10
−3M⊙) studied by Wang & Dai (2013c). Our
knowledge about the electromagnetic emission and composition of a newborn magnetar wind
comes from the observation and modeling of PWNe. So in Section 2 we clarify the theoretical
and observational background of PWNe with an aim to justify our treatment that follows, and
leave the open questions in Section 5. Section 3 is divided into two subsections. In Section
3.1 we analytically evaluate the effects of IC on synchrotron emission, while in Section 3.2
we analytically estimate the attenuation of IC photons by the low-energy synchrotron and
thermal photons. In Section 4 we propose to detect the birth of post-merger millisecond
magnetars by gamma-ray observations. It is found that the emission at the energy band
of 1GeV and 100GeV, suitable for Fermi Large Area Telescope (Fermi/LAT, Atwood et al.
2009) and Cherenkov Telescope Array (CTA, Actis et al. 2011) respectively, can be detected
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up to distances ∼ 1Gpc (z ≈ 0.2) with their current detection sensitivities for a typical
millisecond magnetar. We conclude our main findings in Section 6.
2. Theoretical and Observational Background
Theoretically, several channels may give birth to millisecond magnetars. One channel to
form millisecond magnetars is the double neutron star mergers (Dai & Lu 1998a,b), viz. the
case investigated in this paper. The second channel is the collapse of massive stars, whereby
the formation of millisecond magnetars manifests themselves by the emergence of super-
luminous supernovae (SLSNe) (Kasen & Bildsten 2010; Woosley 2010; Chatzopoulos et al.
2012; Inserra et al. 2013; Nicholl et al. 2014; Papadopoulos et al. 2015; Wang et al. 2015b,c,
2016; Dai et al. 2016) and luminous SNe (Greiner et al. 2015; Wang et al. 2015d). The third
channel is the merger of an NS and a white dwarf (WD; Metzger 2012) with an ejecta mass
of 0.3−1M⊙. In the latter two cases the ejecta are so massive that the high energy emission
cannot be observed immediately following the formation of millisecond magnetars.
The fourth possible channel to form a millisecond magnetar is the accretion-induced
collapse (AIC) of a WD (Canal & Schatzman 1976; Ergma & Tutukov 1976). Radiation-
hydrodynamics simulations suggest that a total mass of a few times 10−3M⊙ be ejected
during the collapse of the WD to NS (Dessart et al. 2006). Such a mass is high enough to
block the gamma rays emanated from a reverse shock during the early spin-down time of
the nascent millisecond magnetar. In addition, whether or not the WD will collapse into an
NS or undergo a thermonuclear explosion as a Type Ia supernova in an AIC depends on the
mass accretion rate, the WD mass, and the WD composition (Nomoto 1982; Nomoto et al.
1984; Nomoto & Kondo 1991). The collapse rate of a WD into an NS could be very low
and the ejecta composition is also quite different from that coming from the compact binary
mergers (Fryer et al. 1999). Based on these considerations, we will restrict ourselves to the
magnetars formed during the coalescence of BNSs in this paper.
The rotational energy of the magnetar is converted as Poynting flux within the light
cylinder, as can be inferred from the large value of the magnetization parameter σ, i.e. the ra-
tio of magnetic to particle kinetic energy flux of the flow (Michel 1982; Gaensler & Slane 2006;
Hester 2008). However, to reproduce the observational properties of pulsar wind nebulae
(PWNe) the magnetar wind must become particle-dominated upstream of the reverse shock,
i.e. the termination shock of the synchrotron PWNe (Rees & Gunn 1974; Kennel & Coroniti
1984a,b; Begelman & Li 1992). The transition mechanism from a high σ wind to a low σ one,
known as the σ-problem, is as yet poorly understood despite circa five-decade investigations
(Kargaltsev et al. 2015).
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One idea that has received a great deal of attention in the past decades is the mag-
netic reconnection triggered by the annihilation of the alternating magnetic fields (striped
wind) near the equatorial plane, generated by an obliquely rotating pulsar, between the light
cylinder and the termination shock (Michel 1982, 1994; Coroniti 1990; Lyubarsky & Kirk
2001; Kirk & Skjæaasen 2003; Lyubarsky 2003, 2005, 2010a,b; Pe´tri & Lyubarsky 2007,
2008; Arons 2012; Hoshino & Lyubarsky 2012). 1D spherical and 2D axisymmetric MHD
models (Atoyan & Aharonian 1996; Volpi et al. 2008; Olmi et al. 2014) persistently require
low value of σ upstream of the termination shock. Recent 3D simulations of plasma flow
(Mizuno et al. 2011; Porth et al. 2014) suggest instead that the value of σ upstream of the
termination shock need not to be as low as previously thought, alleviating the σ-problem.
What makes things even more involved is the abrupt acceleration of the cold ultrarela-
tivistic wind at 20− 50RLC (Aharonian et al. 2012) as inferred under the plausible assump-
tion that the very high energy emission from Crab nebula results from the inverse Compton
scattering of pulsed X-ray photons. This fact indicates that the pulsar wind becomes lepton-
dominated and σ ≪ 1 far within the termination shock, challenging current theoretical
understanding of the pulsar wind magnetization. On the theoretical side, 1D spherically
symmetric MHD models found that the distance of the termination shock from the Crab
pulsar could be reproduced only if σ ∼ 0.003 upstream of the shock (Kennel & Coroniti
1984a,b). 2D simulations indicate that σ ∼ 0.02 works well in accounting for the location of
the termination shock and the nebular morphology (Bu¨hler & Blandford 2014). This value
is further raised in recent 3D simulations, σ > 1 (Mizuno et al. 2011; Porth et al. 2014).
But the price in achieving this goal is that the dipolar jet is much weaker than observed
(Porth et al. 2014). This argues for an efficient dissipation to convert magnetic energy into
dipolar jet energy, in accord with the discovery of abrupt acceleration of the cold wind, viz.
a small σ. For the newborn millisecond magnetars considered in this paper, it is expected
that σ is even smaller because of the strong dipolar magnetic field and rapid spinning. In
the striped wind model, the faster the pulsar is spinning, the shorter the stripe wavelength.
In addition, the stronger the dipolar magnetic field, the easier the magnetic reconnection to
occur. These two aspects make the dissipation of Poynting flux to particle flux more efficient
for millisecond magnetars.
If σ is low enough, i.e. σ . 10−3 (Sironi & Spitkovsky 2011a), the two-stream Weibel
instability (Fried 1959; Weibel 1959; Medvedev & Loeb 1999) in the plasma will set in and
stochastic magnetic field will grow. If, on the other hand, σ is high enough, the Weibel
instability will be suppressed and the magnetic field in the shocked wind will be dominant
due to the compression of the unshocked wind magnetic field (Zhang & Kobayashi 2005).
We cannot exactly evaluate σ for a millisecond magnetar based on current theoretical un-
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derstanding of the magnetic dissipation in relativistic wind. As we argued above, the value
of σ could be much small for a millisecond magnetar. On the observational aspect, the
electrons accelerated behind the termination shock of the pulsar wind have a power-law
distribution with an index p = 2.1 − 2.8 (Kargaltsev et al. 2015), as expected from the rel-
ativistic collisionless shock acceleration (Achterberg et al. 2001; Sironi & Spitkovsky 2009,
2011a; Bu¨hler & Blandford 2014). Furthermore, Wang & Dai (2013c) found that the optical
transient PTF11agg can be nicely interpreted as an unmagnetized reverse shock emission
powered by a millisecond magnetar. This seems to indicate that the magnetization parame-
ter of the wind blown out by the newborn millisecond magnetar powering PTF11agg is quite
low, i.e. σ . 10−3. In summary, we argue that for millisecond magnetar, σ is so low that
the Weibel instability could grow and the electrons in the reverse shock have a power-law
distribution with index 2 < p < 3.
The magnetic field in the striped wind cannot completely annihilate into electron pairs
because the field lines are poloidal near the axis rather than alternating as they are near the
equatorial plane. This seems to pose a concern for our assumption that the wind is dominated
by leptons. In fact, however, the pulsar wind is highly anisotropic so that the Poynting
flux varies with the polar angle as sin2 θ (Michel 1973; Bogovalov 1999; Komissarov 2013;
Kargaltsev et al. 2015), i.e. the Poynting flux decreases monotonically from the equatorial
plane to the polar axis. Numerical simulations show an even more anisotropic distribution
that varies as sin4 θ (Tchekhovskoy et al. 2013). Therefore the rotational energy of the
pulsar is carried away predominantly along the equatorial plane where the magnetic energy
is transferred into electron pairs efficiently and our treatment is justified.2
The particle Lorentz factor of the pulsar wind usually takes on the values of γ4 ∼
104− 107 (Kennel & Coroniti 1984a,b; Atoyan 1999; Michel & Li 1999; Fang & Zhang 2010;
Bucciantini et al. 2011; Tanaka & Takahara 2011; Wang & Dai 2013c). In this paper we
calculate the IC emission by taking two typical values of γ4 = 10
4 and 106.
The neutron star is also an astrophysical thermal emitter (Potekhin et al. 2015) whose
thermal photons from its surface should in principle be taken into consideration. However,
because the newborn neutron star cools so rapidly that when the IC photons from the reverse
shock manage to penetrate the ejecta, the thermal photons from the neutron star surface
become negligible compared with the synchrotron photons. Consequently we ignore thermal
emission from the neutron star surface.
2In some cases strong dissipation is observed near the rotation axis, where the column of baryonic material
is likely to be minimized. However, this dissipation along the rotation axis is usually negligibly small
compared to the spin-down power of the pulsar.
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However, the thermal radiation comes along with the pairs cannot be ignored. In this
paper, to be able to tackle the problem in an analytical way and also due to the uncertainty
of modeling the thermal radiation accompanied with electron pairs, we assume that the
thermal radiation generated along with the pairs takes the form Lth ∝ Lsd. This assumption
is reasonable because thermalization occurs predominantly near the light cylinder and is
independent of the ejecta and reverse shock. Figure 2 of Wang et al. (2015a) shows that the
synchrotron luminosity Lsyn during the spin-down time of the magnetar is nearly a constant.
We therefore assume that
Lth = ηthLsyn (1)
when t < Tsd. For t > Tsd the rotational energy of the magnetar is exhausted and we assume
Lth = 0.
3 We caution that although Lsyn is constant during the spin-down of the magnetar,
but Lsyn depends not only on Lsd but also on the ejecta mass. As a result, ηth is not a
universal constant and varies from case to case. In the following calculations, we assume
ηth = 0.2.
3. High-energy radiation by IC
3.1. Effects of IC on Synchrotron Emission
The inverse Compton emission of GRB afterglows has been studied and detected for
many GRBs (Panaitescu & Me´sza´ros 1998; Wei & Lu 1998; Panaitescu & Kumar 2000; Wang et al.
2001a,b; Harrison et al. 2001; Sari & Esin 2001; Nakar et al. 2009; Wang et al. 2010; Liu et al.
2013; Wang & Dai 2013b). It is expected that the IC component of the reverse shock emis-
sion in our model is prominent because of the ultrarelativistic nature of the shocked electrons.
The IC scattering will boost the cooling of radiative electrons so that the total power of one
relativistic electron is
P (γe) = Psyn (γe) (1 + Y ) , (2)
where
Psyn (γe) =
4
3
σT cγ
2β2eγ
2
e
B2
8π
, (3)
3To make the analytic calculations affordable, we simplify the problem by assuming that the spin-down
power shuts off at the spin-down time, as done in the literature (Gao et al. 2013a; Wang & Dai 2013c;
Wang et al. 2015a). In alignment with this simplification, here we assume that ηth = 0 at spin-down time.
Nevertheless, this simplification will not loss important physics because the thermal photons only affect the
IC photons at the cut-off energy, as shown in Section 3.2.
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Y is the Compton Y parameter and other parameters have their usual meanings (Sari et al.
1998). As a result, the electron cooling Lorentz factor is modified as
γc =
6πmec
σTγB2t (1 + Y )
. (4)
In determining the ejecta dynamics, we have adopted two different equations, i.e., Equa-
tions (5) and (6) in Wang & Dai (2013c) and Wang et al. (2015a), as follows,
L0min (t, Tsd) = (γ − γej,0)Mejc
2 + 2
(
γ2 − 1
)
Mswc
2, (5)
from the energy conservation of the whole system, while
dγ
dt
=
ξLsd + Lrd − Lej,e − γD
(
dE′3
dt′
+
dE′ej,int
dt′
)
− (γ2 − 1) c2
(
dMsw
dt
)
E ′3 +Mejc
2 + E ′ej,int + 2γMswc
2
, (6)
for the dynamics in the differential way, where L0 = ξLsd, with ξ the fraction of spin-
down power of the magnetar that is caught by the ejecta, Lsd the spin-down power of the
magnetar, Tsd the spin-down timescale, and γej,0 the initial Lorentz factor of the ejecta, Lrd
the radioactive heating power due to the r-process material, Lej,e the thermal luminosity of
the ejecta, D the Doppler factor, E ′3 and E
′
ej,int the respective energy in Region 3 and in
ejecta in the comoving frame. The four regions, i.e. Region 1 to 4, are defined as: unshocked
medium (Region 1), shocked medium (Region 2), shocked wind (Region 3), and unshocked
magnetar wind (Region 4), see Figure 1 in Wang et al. (2015a).
Equation (5) originates from Equation (1) in Gao et al. (2013a) and the fact that the
energy contained in forward shock and reverse shock is comparable (Blandford & McKee
1976; Wang & Dai 2013c). Equation (6), on the other hand, is determined by accounting
for all energy in different zones (Dai 2004; Yu et al. 2013; Wang et al. 2015a).
In this section we aim to evaluate the effects of IC on synchrotron spectra and light
curves in an analytical manner. To this end it is affordable to adopt Equation (5) rather
than (6) for the dynamical evolution of the ejecta because Wang et al. (2015a) showed that
Equation (5) is quantitatively equivalent to Equation (6).
As shown in Wang & Dai (2013c), to analytically calculate the ejecta dynamics and
the reverse shock light curves, several timescales have been defined (see Figures 1 and 2 in
Wang & Dai 2013c, for reference.): the transition times between Newtonian dynamics and
relativistic dynamics TN1 and TN2, the ejecta deceleration time Tdec, the spin-down time of
the magnetar Tsd, and the time, Tct, i.e. the time at which electron cooling factor γc begins
to deviate from unity. The reason for defining Tct is that the electrons in the reverse shock
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cool so efficiently at beginning that γc = 1 before Tct. There are two other timescales that
are important for the calculation of reverse shock light curves: Tac and Tmc, the respective
crossing time of cooling frequency νc with synchrotron self-absorption frequency νa and the
typical frequency νm.
IC scattering affects the cooling of electrons so we shall expect that the timescales Tct,
Tac and Tmc would be modified when IC is taken into account. The Compton Y parameter
is given by (Sari & Esin 2001)
Y =
1
2
(√
1 + 4η
ǫe
ǫ¯B
− 1
)
, (7)
which can be simplified as
Y =


ηǫe
ǫ¯B
, ηǫe
ǫ¯B
≪ 1,(
ηǫe
ǫ¯B
)1/2
, ηǫe
ǫ¯B
≫ 1,
(8)
in the limiting cases. Here η is the fraction of the electron energy that is radiated away by
synchrotron and IC emission. Compared with Sari & Esin (2001), here we introduce a new
parameter
ǫ¯B =
{
ǫB (1 + ηth) , t < Tsd
ǫB, t > Tsd
(9)
according to the discussion given in Section 2. ǫe and ǫB are the fraction of total energy
going into electrons and magnetic field, respectively. In the following analytical calculations,
we usually take the approximation ǫ¯B ≈ ǫB.
Before Tmc, i.e. the transition time between fast cooling and slow cooling, the electrons in
the reverse shock are in the fast cooling regime so that η = 1. As determined by Wang & Dai
(2013c), ǫB ≃ 0.1 so that ǫe/ǫB ≃ 9 ≫ 1. By Equation (8) and the definition of Tct
(Wang & Dai 2013c)
Tct =
3πmec
σTγB
2
3 (1 + Y )
, (10)
we find
Tct = 7.3× 10
−2 daysL
−2/3
0,47 M
5/6
ej,−4ǫ
1/12
e ǫ
1/12
B,−1. (11)
In this approximation, i.e. Y ≫ 1, the other two timescales can also be determined
Tac = 0.141 daysL
−(8p+25)/2(6p+19)
0,47 M
(5p+16)/(6p+19)
ej,−4 ǫ
(p+2)/2(6p+19)
B,−1 ǫ
(p+3)/2(6p+19)
e γ
−1/(6p+19)
4,4 , (12)
Tmc = 0.144 daysL
−5/7
0,47 M
6/7
ej,−4ǫ
1/14
B,−1ǫ
3/14
e γ
1/7
4,4 . (13)
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The above numerical values are evaluated for p = 2.2, a value preferred in Wang & Dai
(2013c). Throughout this paper we evaluate all reverse shock parameters at this value of p.
Before Tmc the effect of IC on the cooling frequency νc is just to modify it by a constant
factor so that the temporal scaling indices of νc is not amended. But after Tmc, i.e., when the
electrons are in the slow cooling regime, not only the exact value of νc, but also its temporal
scaling indices will be changed if IC dominates the electron cooling.
Wang & Dai (2013c) showed that Tdec is given by (see also Gao et al. 2013a)
Tdec = 0.28 daysL
−7/10
0,47 M
4/5
ej,−4n
−1/10, (14)
which is usually larger than Tmc. Now let us calculate the evolution of νc in the time period
Tmc < t < Tdec. Before Tmc the electrons are in the fast cooling regime and IC dominates
their cooling. So we expect that IC will continue to dominate the cooling of electrons for a
while.
In the time period Tmc < t < Tdec, if IC cooling is ignored, we have νc ∝ t
9 and νm ∝ t
−5
(Wang & Dai 2013c) so that νc/νm ∝ t
14. When IC cooling is taken into account, in the
slow IC-dominated stage, we have (Sari & Esin 2001)
νc/νm = (t/Tmc)
14 Y −2. (15)
Please note that, upon taking into account IC emission, Tmc is no longer the time when
νc = νm. Here Tmc is similar to the variable t
IC
0 defined by Sari & Esin (2001). Substitution
of Equation (8) into the above equation in the case of ηǫe/ǫB ≫ 1 and knowing that
η = (γc/γm)
−(p−2) , (16)
for slow cooling, we have
Y ≃
[(
t
Tmc
)14
1
Y 2
]−(p−2)/4√
ǫe
ǫB
, (17)
which gives
Y ≃
(
ǫe
ǫB
)1/(4−p)(
t
Tmc
)−7(p−2)/(4−p)
. (18)
We finally arrive at for the interval Tmc < t < Tdec:
νc
νm
=
(
t
Tmc
)28/(4−p)(
ǫe
ǫB
)−2/(4−p)
. (19)
– 12 –
IC emission will not dominate the electron cooling when Y = 1, which occurs at
tIC = Tmc
(
ǫe
ǫB
)1/7(p−2)
≃ 0.69 days. (20)
This time is usually later than Tdec. Consequently, IC emission usually dominates the elec-
tron cooling in the entire stage Tmc < t < Tdec. The IC emission will gradually become
less dominant for electron cooling when the temporal scaling indices of νc/νm is positive.
However, inspection of Table 1 of Wang & Dai (2013c) indicates that the temporal scaling
indices of νc/νm is non-positive when t > Tdec. In other words, the IC emission becomes
progressively dominant for electron cooling in the stage t > Tdec.
The cooling Lorentz factor in the slow IC-dominated regime is given by
γc =
[
6πmec
σTγB2t
(
ǫB
ǫe
)1/2
1
γ
(p−2)/2
m
]2/(4−p)
, (21)
from which we can analytically calculate νc for t > Tdec. The calculated temporal scaling
indices of νc are given in Table 1. It is worth mentioning that because p is very close to
2, the scaling indices of νc given in Table 1 are actually nearly identical to that given in
Table 1 of Wang & Dai (2013c). As a result, it is usually accurate enough to use Table 1 of
Wang & Dai (2013c) to assess the time evolution of the various synchrotron quantities.
To quantitatively appreciate the effects of IC on the synchrotron emission, in Figure 1
we compare the evolution of synchrotron characteristic frequencies with/without IC taken
into account. In this numerical calculation, we adopt Equation (6) to determine the ejecta
dynamics. Before Tmc, IC cooling is to introduce an extra constant factor (ǫe/ǫB)
1/2 for νc.
As a result of this factor, the three times Tct, Tac, and Tmc are all delayed relative to the
value without IC taken into account (Wang & Dai 2013c), as can be seen from Figure 1.
After Tmc, the temporal scaling indices of νc are only slightly changed because p is very close
to 2.
Compared with Equation (5), the adoption of Equation (6) is to increase νc when t >
Tmc, as can be seen from Figure 2(b) of Wang et al. (2015a). The consideration of IC is,
on the other hand, to decrease νc by a nearly same factor. Consequently, we find that the
combination of Equation (6) and the consideration of IC cooling results in a cooling frequency
that is very close to the one determined in Wang & Dai (2013c), where we showed that the
optical transient PTF11agg can be accounted for by the synchrotron emission of the reverse
shock powered by a millisecond magnetar.
The decrease of νc caused by IC cooling can be easily calculated. Substitution of ǫe/ǫB ≃
9 and η = 1 for fast cooling into Equation (7) gives Y ≃ 2.5. During Tmc < t < Tdec, Y
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declines slightly, as indicated by Equation (18). But because p is very close to 2, the decline
is not significant so that we still have Y > 1. When t > Tdec, Y begins to increase slowly
and actually remains close to ∼ 1.5. Therefore, IC cooling decreases νc by a factor ∼ 7.
3.2. Optical depth to γ–γ collisions
The photons boosted by IC scattering acquire such a high energy that they will an-
nihilate with the low-energy synchrotron and thermal photons. It is necessary to estimate
the optical depth to γ–γ collisions so that we know under what conditions γ–γ collisions
can be neglected. Figures 5–8 show that the synchrotron photons are usually scattered to a
maximum energy of ∼ 1013 eV. Therefore we set the maximum energy of the IC-scattered
photons as hνmax = 10
13e13 eV, where h is the Plank constant. The frequency of the softest
photons that can annihilate with hνmax is given by (e.g., Lithwick & Sari 2001)
νImax,an,dec =
(
γdecmec
2
h
)2
1
νmax
= 2.8× 1014HzL
3/5
0,47M
−2/5
ej,−4e
−1
13 n
−1/5. (22)
This frequency is in the optical to UV bands because e13 . 1. The above calculation is carried
out at time Tdec by setting the Lorentz factor as γdec. This is based on the observation that
Tdec ≃ 0.2 days at which the spectra of IC emission are calculated below (see Section 4.1 for
the reason why we choose this time).
Comparison of νImax,an,dec with Equations (10) and (11) of Wang & Dai (2013c) shows
that νImax,an,dec lies in the range νm < ν
I
max,an,dec < νc. At time Tdec the reverse shock is
in the slow cooling regime so that νa < νm < νc, and the synchrotron spectrum is Fν =
Fν,max (ν/νm)
−(p−1)/2
≡ g1ν
−α1 for a frequency in the range νm < ν < νc. The synchrotron
photon number with frequency above ν is
N I>ν = 4πD
2
L
g1
h
Tdec
ν−α1
α1
, (23)
where α1 = (p− 1) /2 < 1 if p < 3.
In the center-of-mass frame of the two colliding photons, the annihilation cross section
is approximately σT if their energy is just enough to create electron pair. For higher energy
photons the cross section goes to zero as a power law of the photon energy. For a power-law
distribution of the seed photons, i.e. Fν = g1ν
−α1 , the average γ–γ collision cross section can
be parameterized as σγγ = f (α1)σT with f (α1) < 1. In particular f (1) = 11/180 (Svensson
1987; Lithwick & Sari 2001).4 For harder spectrum, i.e. smaller α1, f (α1) is smaller. The
4The α1 defined in this paper is smaller by 1 than α in Lithwick & Sari (2001).
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synchrotron γ–γ annihilation optical depth is
τ Isyn,γγ =
f (α1)σTN>νImax,an,dec
4π (4γ2deccTdec)
2 = 0.97
(p− 2)p−1
(p− 1)p
n
7(p+1)/20
−1 e
(p−1)/2
13 L
(7−3p)/10
0,47 γ
p−2
4,4 ǫ
p−1
e ǫ
(p+1)/4
B,−1 M
(p+1)/5
ej,−4 .
(24)
The above numerical value is obtained by setting α1 = 1, p = 2.2. The actual value is
slightly smaller because α1 < 1 and therefore f (α1) < f (1).
We see that the optical depth τsyn,γγ at Tdec is close to unity for typical parameter
values. At t < Tdec the synchrotron radiation in the reverse shock is intense enough that the
highest energy IC photons are opaque to γ–γ collision. But in this paper we mainly focus
on the IC photons with energy 100GeV and 1GeV. Equation (24) only weakly depends
on L0,47, and γ4,4. The parameter ǫe does not concern us because ǫe ≃ 1. For the 100GeV
IC photons, a simple extrapolation of Equation (24) indicates that an ejecta mass Mej =
7.5× 10−3M⊙ will make the IC emission attenuated at Tdec. However, the ejecta as massive
as Mej = 7.5 × 10
−3M⊙ are not subject to the above analysis because the above analysis is
valid only for case I, i.e. Mej < Mej,c or equivalently Tsd > Tdec, where Mej,c is defined as
(Gao et al. 2013a)
Mej,c ∼ 10
−3M⊙n
1/8I
5/4
45 L
−3/8
0,47 P
−5/2
0,−3 ξ
5/4. (25)
To find the critical ejecta mass at which the 100GeV IC photons are completely atten-
uated by the soft photons, we need to extend the above analysis to Case III, i.e. Mej > Mej,c
or equivalently Tsd < Tdec. In case III Tdec is defined as (Gao et al. 2013a; Wang et al. 2015a)
Tdec = 0.9 daysL
−7/3
0,48 T
−7/3
sd,4 M
8/3
ej,−3n
−1/3. (26)
Tdec could be several days as long as Mej > 10
−3M⊙. We will evaluate the optical depth to
γ–γ collisions at the time Tsd ∼ 1 days. In this case we have the following softest photons
that can annihilate hνmax
νIIImax,an,sd =
(
γsdmec
2
h
)2
1
νmax
= 2.0× 1014HzL20,48T
2
sd,4M
−2
ej,−3e
−1
13 . (27)
At the time Tsd the reverse shock is in the fast cooling regime, viz. νc < νa < νm, and
inspection of Equations (28) − (30) of (Wang et al. 2015a) indicates that νm < ν
III
max,an,sd.
The synchrotron spectrum is given by Fν = Fν,max (ν/νm)
−p/2 (νm/νc)
−1/2
≡ g2ν
−α2 for
ν > νm, where α2 = p/2. The synchrotron photon number with frequency above ν is
N III>ν = 4πD
2
L
g2
h
Tsd
ν−α2
α2
. (28)
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The synchrotron γ–γ annihilation optical depth is
τ IIIsyn,γγ =
f (α2)σTN>νIIImax,an,sd
4π (4γ2sdcTsd)
2 =
6.2
p
(
p− 2
p− 1
)p−1
e
p/2
13 γ
p−2
4.4 L
−
11p
4
−
7
2
0,48 T
−
7p
2
−6
sd,4 ǫ
p−1
e ǫ
p+2
4
B,−1M
3p+5
ej,−3 .
(29)
The above numerical value is evaluated at p = 2.2 and f (α2) is set to f (1) because p is close
to 2 and therefore α2 is close to 1. For the 100GeV IC photons, adopting L0 = 10
47 erg s−1
and Tsd = 10
5 s, we find τ IIIsyn,γγ = 1 when Mej = M
IC
ej,c ≃ 3 × 10
−3M⊙. Reducing ǫB can
help raise the critical ejecta mass but its role is limited because τ IIIsyn,γγ depends on Mej very
sensitively.
Now we turn to the thermal photons. At Tdec the electrons in the reverse shock are in
slow cooling regime so that the energy is radiated dominantly by the electrons with Lorentz
factor γc. The total synchrotron power is
Lsyn = Psyn (γc)Ne, (30)
where the total number of injected electrons is
Ne =
L0t
γ4mec2
. (31)
The thermal photons in the reverse shock with (observed) temperature T give rise to a
thermal luminosity
Lth = 4πR
2σ (T/γdec)
4 γ2dec. (32)
Then Equation (1) gives the temperature at time Tdec
T = 6.1× 104Kη
1/4
th L
19/40
0,47 γ
−1/4
4,4 M
−2/5
ej,−4n
−3/40ǫ
−1/4
B,−1, (33)
or equivalently the frequency of the thermal photons
νth ≡
kBT
h
≈ 1.3× 1015Hzη
1/4
th L
19/40
0,47 γ
−1/4
4,4 M
−2/5
ej,−4n
−3/40ǫ
−1/4
B,−1. (34)
One sees that this frequency is only weakly dependent on ηth, which means that a value
of ηth = 0.1 is essentially equivalent to ηth = 1. This frequency is usually higher than
the minimum frequency (22) to annihilate the hardest IC photons (10TeV). As a result,
approximately all thermal photons, whose number density in the comoving frame is denoted
by n′th,an, can annihilate the 10TeV photons
n′th,an = 16πζ (3)
(
ν ′th
c
)3
= 16πζ (3)
(
νth
cγdec
)3
, (35)
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where ζ (z) is the Riemann zeta function and ζ (3) = 1.20206. Here the prime denotes the
quantities in the comoving frame. The optical depth for the thermal photons to annihilate
the 10TeV photons is
τth,γγ (10TeV) = n
′
ths (T
′)σT∆
′
3 = 7.1× 10
3s η
3/4
th L
1/8
0,47γ
−3/4
4,4 n
−1/8ǫ
−3/4
B,−1, (36)
where we parameterize the effective annihilation cross section of the thermal photons by
s (T ′)σT with s (T
′) < 1. The comoving width of Region 3 is given by (Wang & Dai 2013c)
∆′3 =
Ne
4πr2n3
, (37)
n3
n4
= 4γ¯3 + 3, (38)
γ¯3 =
γ4
2
Mejc
2
L0t
, (39)
n4 =
L0
4πr2γ24mec
2
. (40)
This thermal annihilation optical depth is large for a reasonably small ηth ≃ 0.1. Con-
sequently we expect that the 10TeV photons be attenuated significantly by the thermal
photons.
For the 100GeV and 1GeV radiation that we focus on in this paper, the softest photons
that annihilate the high energy IC photons have a frequency
νmax,an,dec = 2.8× 10
16HzL
3/5
0,47M
−2/5
ej,−4e
−1
11 n
−1/5, (41)
which is much harder than the thermal photons (νth). In this case the thermal photons that
can annihilate the high energy IC photons is just the photons at the exponential tail of the
thermal distribution
n′th,an =
8π
c3γ3dec
νthν
2
max,an,dec exp (−νmax,an,dec/νth) . (42)
The annihilation optical depth is therefore much small, whatever value ηth reasonably takes,
τth,γγ (100GeV) . 2.7× 10
−4. (43)
Here we suppress its parameter dependence because the most influential factor appears in
the exponent. The optical depth for 1GeV photons is even smaller.
To summarize the findings in this subsection, at time Tdec, the highest energy IC photons
(10TeV) are attenuated by thermal photons. The 100GeV photons, on which we focus in
this paper, on the other hand, are attenuated by synchrotron photons at time Tsd = 1days if
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the ejecta are more massive than 3× 10−3M⊙. In short, the γ–γ collisions have an influence
on the light curves but are usually negligible for our purpose to calculate the 1GeV and
100GeV for ejecta mass 10−4M⊙ and 10
−3M⊙. As a result in the following calculations we
neglect γ–γ collisions but mention the caveat where appropriate.
4. Detect Newborn Magnetars by IC Emission
4.1. Inverse Compton spectra and light curves
In this subsection we will analytically calculate the IC spectra and light curves in order
to determine the best observation strategy: observational energy bands and cadence. We
assume the Thomson limit in this analytical treatment and refrain the consideration of the
Klein-Nishina effect to Section 4.2 where numerical calculations are performed.
When t < Tac, we have νc < νa < νm, for which case the IC spectrum is given in
Appendix A. When t > Tac, whatever νa < νc < νm or νa < νm < νc, we adopt the IC
spectrum calculated by Sari & Esin (2001). We have discussed the calculation of νc and γc
in Section 3.1. With these results, we can easily calculate the temporal evolution of IC break
frequencies and IC flux density, which are given in Tables 1 and 2, respectively.
Provided that the observational bands lie in the range ν > max
(
νICmm, ν
IC
cc
)
, which is
usually always true if we aim in detecting GeV emission, we can read off the evolution of
IC flux density directly from Table 2. We find that the flux density always declines except
in the period Tmc < t < Tdec. This fact can be clearly seen from the numerical calculation
results, i.e., Figures 2 and 3. But owing to the fact that p is very close to 2, the light curves
in the time period Tmc < t < Tdec are almost flat. The rapid increase in the flux density
at the very beginning results from the ejecta becoming progressively transparent for γ-ray
emission. Wang et al. (2015a) showed that the opacity at X-ray and γ-ray bands is caused
by the elastic scattering of photons off free electrons in the shocked wind. Consequently the
time for the ejecta becoming transparent for γ-ray emission is given by Equation (43) in
Wang et al. (2015a):
Tγ,thin = 8.2× 10
−3 daysM
2/3
ej,−4L
−1/3
0,47 . (44)
The IC component of the reverse shock emission can be observed if it dominates over
synchrotron emission. We therefore need to determine the frequency νIC at which the syn-
chrotron component crosses the IC component.
When t < Tac, i.e. for νc < νa < νm, Appendix A shows that the IC flux density has a
spectral index of −1/2 for a wide frequency range νICca < ν < ν
IC
mm. By assuming that ν
IC lies
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in the synchrotron spectrum segment with spectral index −p/2 and between the IC break
frequencies νICca < ν < ν
IC
mm we have
νIC =


1.3× 1018Hzǫ
1/2
B,−1ǫ
2
eM
−
5−p
2(p−1)
ej,−4 γ
2p
p−1
4,4 t
4
p−1
−
3
2
3 , t < TN1;
1.5× 1017Hzǫ
1/2
B,−1ǫ
2
eL
6
p−1
−
7
2
0,47 M
−
4(3−p)
p−1
ej,−4 γ
2p
p−1
4,4 t
5(3−p)
p−1
3 , TN1 < t < Tct;
7.7× 1016Hzǫ
p+1
2(p−1)
B,−1 ǫ
2p−1
p−1
e L
−
7p−3
2(p−1)
0,47 M
2(2p−1)
p−1
ej,−4 γ
2p
p−1
4,4 t
−
5p−3
p−1
3 , Tct < t < Tac.
(45)
We see that νIC lies in the soft X-ray bands for the typical parameters if t < Tac.
When Tac < t < Tmc, i.e. for νa < νc < νm, if ν
IC < νICcc , we have
νIC = 2.5× 1015Hzǫ
−
3(4−p)
2(3p+2)
B,−1 ǫ
6p−13
3p+2
e L
7(22−3p)
2(3p+2)
0,47 M
−
12(8−p)
3p+2
ej,−4 γ
6p
3p+2
4,4 t
3(38−5p)
3p+2
4 , (46)
otherwise we have
νIC = 3.2× 1018Hzǫ
p+1
2(p−1)
B,−1 ǫ
2p−1
p−1
e L
−
7p−3
2(p−1)
0,47 M
2(2p−1)
p−1
ej,−4 γ
2p
p−1
4,4 t
−
5p−3
p−1
4 , (47)
if νIC > νICcc .
When t > Tmc, i.e. for νa < νm < νc, if ν
IC < νICmm, we have
νIC = 2.0× 1016Hzǫ
3p2−10p+4
2(p−4)(3p+2)
B,−1 ǫ
2(3p2−8p−7)
(p−4)(3p+2)
e L
−
21p2−98p+176
2(p−4)(3p+2)
0,47 M
12(p2−5p+10)
(p−4)(3p+2)
ej,−4 γ
2(p+2)(3p−11)
(p−4)(3p+2)
4,4 t
15p2−76p+148
(4−p)(3p+2)
4 ,
(48)
for Tmc < t < Tdec;
νIC = 2.7× 1018Hzǫ
3p2−10p+4
2(p−4)(3p+2)
B,−1 ǫ
2(3p2−8p−7)
(p−4)(3p+2)
e L
−
7p−34
2(p−4)(3p+2)
0,47 n
3(p2−5p+10)
2(p−4)(3p+2) γ
2(p+2)(3p−11)
(p−4)(3p+2)
4,4 t
p+2
(p−4)(3p+2)
4 , (49)
for Tdec < t < Tsd;
νIC = 6.9× 1018Hzǫ
3p2−10p+4
2(p−4)(3p+2)
B,−1 ǫ
2(3p2−8p−7)
(p−4)(3p+2)
e L
−
7p−34
2(p−4)(3p+2)
0,47 n
3(p2−5p+10)
2(p−4)(3p+2)
×T
27p2−122p+104
16(p−4)(3p+2)
sd,5 γ
2(p+2)(3p−11)
(p−4)(3p+2)
4,4 t
−
3(9p2−46p+24)
16(p−4)(3p+2)
5 , (50)
forTsd < t < TN2; and
νIC = 1.2× 1017Hzǫ
3p2−10p+4
2(p−4)(3p+2)
B,−1 ǫ
2(3p2−8p−7)
(p−4)(3p+2)
e L
3p2−338p+1688
80(p−4)(3p+2)
0,47 n
117p2−542p+872
80(p−4)(3p+2)
×T
69p2−334p+424
40(p−4)(3p+2)
sd,5 γ
2(p+2)(3p−11)
(p−4)(3p+2)
4,4 t
−
3(3p2−18p+28)
5(p−4)(3p+2)
7 , (51)
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for TN2 < t. On the other hand, if ν
IC > νICmm, we have
νIC = 9.0× 1013Hzǫ
p
2(p−4)
B,−1 ǫ
−
2(p−5)(p−1)
p−4
e L
4p2−15p−44
2(p−4)
0,47 M
−
2(p2−3p−16)
p−4
ej,−4 γ
−
2(p−5)(p−2)
p−4
4,4 t
2p2−5p−40
p−4
4 , (52)
for Tmc < t < Tdec;
νIC = 7.9× 1023Hzǫ
p
2(p−4)
B,−1 ǫ
−
2(p−5)(p−1)
p−4
e L
p2−9p+24
4(p−4)
0,47 n
−
p2−3p−16
4(p−4) γ
−
2(p−5)(p−2)
p−4
4,4 t
−
(p−5)p
2(p−4)
4 , (53)
for Tdec < t < Tsd;
νIC = 8.8×1024Hzǫ
p
2(p−4)
B,−1 ǫ
−
2(p−5)(p−1)
p−4
e L
p2−9p+24
4(p−4)
0,47 n
−
p2−3p−16
4(p−4) γ
−
2(p−5)(p−2)
p−4
4,4 T
−
8p2−33p−12
16(p−4)
sd,5 t
7
16
−
1
4−p
5 , (54)
for Tsd < t < TN2; and
νIC = 6.4× 1020Hzǫ
p
2(p−4)
B,−1 ǫ
−
2(p−5)(p−1)
p−4
e L
20p2−195p+588
80(p−4)
0,47 n
−
20p2−75p−212
80(p−4) γ
−
2(p−5)(p−2)
p−4
4,4 T
−
20p2−75p−84
40(p−4)
sd,5 t
5p−24
5(p−4)
7 ,
(55)
for TN2 < t. The above expressions are similar to Equation (5.1) in Sari & Esin (2001).
To determine the maximum energy of IC photons, we need to calculate the maximum
Lorentz factor of the electrons in the shocked wind, which is given by
γM =
3
2
mec
2√
q3B3 (1 + Y )
, (56)
if the IC cooling effect is taken into account. Here B3 is the magnetic field of Region 3, i.e.,
the shocked wind.
γM =


2.4× 105M
−1/4
ej,−4ǫ
−1/4
e t
3/4
3 , t < TN1
1.9× 105M
−3/2
ej,−4ǫ
−1/4
e L
5/4
0,47t
2
3, TN1 < t < Tmc
1.8× 107L
5p
4(4−p)
0,47 M
−
3p
2(4−p)
ej,−4 γ
−
p−2
2(4−p)
4,4 ǫ
−
p−2
4(4−p)
B,−1 ǫ
−
p−1
2(4−p)
e t
3p+2
2(4−p)
4 , Tmc < t < Tdec
1.8× 108L
−
p
16(4−p)
0,47 n
−
3p
16(4−p)γ
−
p−2
2(4−p)
4,4 ǫ
−
p−2
4(4−p)
B,−1 ǫ
−
p−1
2(4−p)
e t
8−3p
8(4−p)
4 , Tdec < t < Tsd
(57)
The maximum energy of the IC photons is given by γγMmec
2, which is & 10TeV for the
most likely observational window, i.e., Tmc < t < Tsd.
With the above calculations, we can now design the observational strategy. To clearly
detect the IC component, viz. avoid the contamination from synchrotron component, it is
best to observe in γ-ray bands. From Table 2 and also from Figures 2 and 3, it can be
seen that the IC emission declines rapidly when t > Tsd. In other words, the IC emission
can be detected only in the period t . Tsd ∼ 1 days for typical millisecond magnetars with
Bp = 10
15G.
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4.2. Numerical calculations
To accurately calculate the high-energy spectrum of IC emission of the reverse shock, the
Klein-Nishina effect should be taken into account. Unfortunately, the analytical treatment
of this effect is complicated and consists of several breaks (Nakar et al. 2009). We therefore
take a numerical approach.
The IC volume emissivity in the full precision of Klein-Nishina scattering cross section
for an electron distribution N (γ) is given by (Blumenthal & Gould 1970)
jICν = 3σT
∫
dγN (γ)
∫
∞
νs,min
ν
4γ2ν2s
g (x, y)Fνsdνs, (58)
where Fνs is the synchrotron seed flux density, νs,min = ν/4γ
2, g (x, y) is given by
g (x, y) = 2y ln y + 1 + y − 2y2 +
1
2
x2y2
1 + xy
(1− y) , (59)
and x, y are defined as
x =
4γhνs
mec2
, y =
hν
x (γmec2 − hν)
=
ν
4γ2νs − xν
. (60)
We calculate the IC emission of both the reverse shock and the forward shock numer-
ically, assuming the neutron star mergers locate at a luminosity distance DL = 10
27 cm.
In Figures 2 and 3 we choose the fiducial model (solid lines) as the one with parameters
Mej = 10
−4M⊙, Lsd = 10
47 erg s−1, and Tsd = 10
5 s. To see the effect of varying Mej, we show
the light curves for Mej = 5× 10
−4M⊙ as dashed lines. It can be seen that the more massive
the ejecta, the easier for it to be observed. The figure also shows that the IC emission from
forward shock is unlikely to be observed.
To assess the influence of a different value of Lsd, we compare the light curves for
Lsd = 5 × 10
47 erg s−1 with the fiducial model in Figure 3. What should be noted is that
the rotational energy of the magnetars is fixed to be 1052 erg. As a result, with a spin-down
power of Lsd = 5 × 10
47 erg s−1, its spin-down timescale is reduced to Tsd = 2 × 10
4 s. From
Figure 3 we see that the IC emission power is enhanced by the more powerful magnetars,
but its duration is shorten significantly. Consequently, only high-cadence observations can
reveal the formation of post-merger magnetars with a larger spin-down power.
In the above calculations we set the Lorentz factor of the unshocked wind (Region 4) as
γ4 = 10
4, as determined in the literature (Atoyan 1999; Dai 2004; Wang & Dai 2013c). The
ambient medium density is set as n = 0.1 cm−3 (Berger et al. 2005; Soderberg et al. 2006;
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Berger 2007; Wang & Dai 2013c). We will first observe the reverse shock emission at time
∼ Tγ,thin and then the forward shock emission at time ∼ Tdec if the forward shock γ ray can
be observed.
Figure 4 shows the effects of varying γ4 on the resulting IC light curves. We see that
increasing γ4 will suppress the early IC emission but enhance it later on. This behaviour
can be understood as follows. At beginning, the ejecta velocity is low and the electrons’
individual energy in the reverse shock is high enough to inverse scatter the photons to high
energy. As a result, the IC emission intensity is enhanced because of the lower Lorentz
factor of the unshocked wind and hence more numerous electrons in the shocked wind (the
wind power Lsd is fixed here). At later time, however, the ejecta become relativistic and the
electrons’ individual energy in the reverse shock is reduced. In this case, a larger Lorentz
factor of the unshocked wind is prone to produce more intense IC emission.
Here we choose the observational bands at energies of 1GeV and 100GeV. The energy
band at 100GeV is chosen here because this is in the sensitive region for CTA and far below
the high-energy cut of the reverse shock IC emission γγMmec
2. We choose the energy band
at 1GeV since this is the most sensitive observational band for Fermi/LAT and it is also
near the peak energy of the IC spectrum. These points can be easily seen from Figures 5-8.
To appreciate the IC spectrum and its evolution, we show the spectra at times t =
0.2 days and t = 1day in Figures 5 (the fiducial model, Mej = 10
−4M⊙, Lsd = 10
47 erg s−1,
and Tsd = 10
5 s), 6 (Mej = 5 × 10
−4M⊙), 7 (Lsd = 5× 10
47 erg s−1), and 8 (γ4 = 10
6). From
Figure 2 we see that the second peak occurs at t ≃ 0.2 days for the fiducial model. This
is why we choose to calculate one of the IC spectra at t = 0.2 days. The reason we do not
choose the time when the first peak occurs is that it happens too early and is therefore
not easy to be caught by a regular-cadence observation. We choose to calculate the other
spectrum at t = 1day because Tsd ≃ 1 day for a typical magnetar so that its emission is
still very strong to be caught by telescopes. These figures also show that the frequencies νIC
at which IC emission dominates over synchrotron emission usually occur in the X-ray and
γ-ray bands for typical parameters.
5. Discussions
Now our theoretical understanding of the physical processes giving rise to particle ac-
celeration is still incomplete. Fortunately the radiation spectra of PWNe can be used to
infer the particle acceleration processes. The radiation spectra of PWNe from radio to a few
hundred MeV is due to synchrotron emission and the high energy part can be interpreted
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as inverse Compton scattering. In this paper we assume that the shock accelerated electrons
have a power-law distribution index 2 < p < 3, as is the case for most PWNe. However
there are some cases that the electrons have a flat (broken) power law slope N (E) ∝ E−p,
where 1 < p < 2 (Kargaltsev et al. 2015). Such an electron distribution slope is inconsistent
with diffusive shock acceleration (DSA). Theoretical effort suggests that the flat electron
distribution could be a result of magnetic reconnection at the termination shock (Lyubarsky
2003; Lyubarsky & Liverts 2008).
Based on the idea of driven magnetic reconnection, Lyubarsky & Liverts (2008) man-
aged to show that the particle distribution can be well approximated by a power-law with
index −1 and an exponential cutoff. This result is encouraging but the power-law slop is
systematically flatter than observational data. 3D simulations (Sironi & Spitkovsky 2011b;
Kargaltsev et al. 2015) found that the electrons accelerated by driven reconnection could
have a flat distribution only if the parameter ξ = λ/σrL, where λ is the stripe wavelength,
rL the Larmor radius of the electrons upstream of the termination shock, takes on an unreal-
istic large value. Otherwise the electrons would be in a Maxwellian distribution. Therefore
the acceleration of electrons in the relativistic wind is still an unresolved puzzle. It is nev-
ertheless valuable to investigate the emission characteristics of a flat electron distribution in
future work.
Another assumption of this paper is the unmagnetized upstream of the termination
shock. This assumption is plausible for a newborn millisecond magnetar examined in this
paper. We should nevertheless consider the case where the pulsar wind is still magnetized
at the termination shock, which is the subject we will examine in an accompanying paper
(Liu et al. 2016).
6. Conclusions
It seems that we are in an era of deciphering the central engines of SGRBs, given that
the next generation of GW detectors are already begining to detect nearby compact binary
mergers (Abbott et al. 2016) and that CTA and Fermi/LAT are becoming sensitive enough
to catch the high-energy γ-ray signals.
In previous papers (Wang & Dai 2013c; Wang et al. 2015a), we calculated the radio and
optical/UV radiation of the reverse shock powered by the post-merger millisecond magnetars.
We find that the optical transient PTF11agg can be neatly interpreted by the reverse shock
synchrotron emission powered by a millisecond magnetar.
In this paper we first evaluate the effects of IC cooling on the synchrotron spectrum and
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light curves, which were ignored in previous papers. The IC cooling only affects the cooling
frequency νc of the synchrotron emission and the temporal scaling indices of νc are changed
only slightly. The IC emission enhances the cooling of electrons such that νc is reduced
relative to that when IC is ignored. We find, however, that the combination of Equation
(6) and IC effect is to result in a cooling frequency that is very close to that calculated in
Wang & Dai (2013c), where the light curves of PTF11agg were calculated.
We then further explore the high-energy emission caused by synchrotron self-Compton
(SSC) scattering powered by post-merger millisecond magnetars after analytically estimating
the attenuation caused by the γ-γ collisions between high-energy IC photons and the low-
energy thermal and synchrotron photons. The SSC emission, lasting for ∼ 1 day, usually
dominates synchrotron emission at X-ray bands and extends to the high-energy cutoff at
& 10TeV.
We find that for a typical magnetar at a distance 1027 cm, the SSC emission can be
detected by both Fermi/LAT and CTA during its whole spin-down period Tsd. Figures 5-8
show that the high-energy emission can be detected most sensitively and feasibly at the
energy bands 1GeV and 100GeV. NuSTAR (Harrison et al. 2013) can also be helpful in
some cases (see Figures 5-8) in identifying the SSC emission in X-ray.
Comparison of Figures 5-8 shows that the SSC component evolves more rapidly if the
ejecta are less massive or the spin-down power of the central magnetars is more powerful. The
difference of less massive ejecta and a more powerful magnetar can be discerned by noting
the fact that the more powerful the central magnetar, the more pronounced the synchrotron
component compared to the SSC component, as can been seen by comparing the respective
spectra at t = 0.2 days for the cases Mej = 10
−4M⊙ (Figure 5) and Lsd = 5 × 10
47 erg s−1
(Figure 7). Consequently, if the observation cadence on the same sky area is 5 times per
day, the first detection of a spectrum from optical to GeV band (at t ∼ 0.2 days from
the magnetar birth) contains much information about the central magnetars and the ejecta
mass. Meanwhile, we find that the high-energy IC emission is only clearly predicted when
Mej . 10
−3M⊙.
Fermi/LAT has been in orbit for more than 6 years since its launch. The high-energy
reverse shock emission from post-merger millisecond magnetars is, however, very rare so far
(Acero et al. 2015). This can be understood in the following ways. If SGRBs are indeed
produced by compact binary mergers and a significant fraction of such mergers results in
stable magnetars, we should be able to observe the high-energy reverse shock emission.
However, SGRBs are usually located at redshifts z ∼ 0.5 (Berger 2014), which is beyond the
detection limit, a few 1027 cm, of Fermi/LAT.
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Inspection of the sensitivity of NuSTAR, we find that NuSTAR can detect the reverse
shock emission powered by post-merger millisecond magnetars up to redshifts z & 1, i.e.
the redshifts for most frequently occurred SGRBs. Future improvement on the sensitivity of
CTA will extend the detection limit for high-energy reverse shock emission to z & 1.
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A. Analytical IC spectrum in the case of νc < νa < νm
In this appendix, we adopt the approximation by Sari & Esin (2001) to calculate the
IC spectrum for use in this paper. To our knowledge, the IC spectra of GRB afterglows for
all six cases have been analytically integrated by Gou et al. (2007) and Gao et al. (2013b),
besides Sari & Esin (2001). The relevant cases for this paper are νc < νa < νm, νa < νc < νm,
and νa < νm < νc. For the later two cases we use the result given by Sari & Esin (2001).
In the case of νc < νa < νm, Gao et al. (2013b) considered the heating of low-energy
electrons due to synchrotron absorption. For our purpose here, only the high energy IC
emission concerns us and so we ignore this low-energy heating. The synchrotron spectrum
in the case of νc < νa < νm is given by
Fν =


Fν,max (ν/νc)
2 (νc/νa)
3 , ν < νc
Fν,max (ν/νa)
5/2 (νa/νc)
−1/2 , νc < ν < νa
Fν,max (ν/νc)
−1/2 , νa < ν < νm
Fν,max (ν/νm)
−p/2 (νm/νc)
−1/2 , νm < ν < νM
(A1)
The IC spectrum is given by the following integration (Sari & Esin 2001)
f ICν = RσT
∫ ∞
min(γm,γc)
dγN(γ)
∫ x0
0
dx fνs(x), (A2)
where N(γ) is the electron number density per unit γ, fνs(x) is the synchrotron seed photon
flux density, x = ν/4γ2νs with ν the frequency of emitting IC photons.
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In fast cooling regime, the electron distribution N(γ) is given by Equation (2.2) in
Sari & Esin (2001). If ν < 4γ2νcx0, the inner integral in Equation (A2) gives
I1 ≃
5
3
Fν,maxx0
(
νc
νa
)1/2
ν
4γ2νax0
. (A3)
If 4γ2νcx0 < ν < 4γ
2νax0, this same integral is
I ′1 ≃
4
3
Fν,maxx0
(
νc
νa
)1/2
ν
4γ2νax0
. (A4)
In the following calculation we take the value given by Equation (A4) for ν < 4γ2νax0. We
summarize the inner integral as follows
I =


I1 ≃
4
3
Fν,maxx0
(
νc
νa
)1/2
ν
4γ2νax0
, ν < 4γ2νax0;
I2 ≃
2
3
Fν,maxx0
(
ν
4γ2νcx0
)−1/2
, 4γ2νax0 < ν < 4γ
2νmx0;
I3 ≃
2
p+ 2
Fν,maxx0
(
νc
νm
)1/2(
ν
4γ2νmx0
)−p/2
, 4γ2νmx0 < ν.
(A5)
For the IC break frequencies we adopt the convenient notation used by Gao et al.
(2013b), i.e.,
νICij ≡ 4γ
2
i νjx0, i = m, c, j = a,m, c. (A6)
As pointed out by Gao et al. (2013b), to get the right result for the double integral (A2),
higher order terms of (A5) should be taken into account. After integration of Equation (A2)
we finally get
f ICν ≃ RσTnFν,maxx0 (A7)

4
9
(
νc
νa
)1/2(
ν
νICca
)
, ν < νICca ;
1
3
(
ν
νICcc
)−1/2 [
1 + ln
(
ν
νICca
)]
, νICca < ν < ν
IC
mc;
1
3
(
ν
νICcc
)−1/2 [
p+ 5
3(p− 1)
+ ln
(
νm
νa
)]
, νICmc < ν < ν
IC
ma;
1
3
(
ν
νICcc
)−1/2 [
2(7− p)
3(p− 1)
+ ln
(
νICmm
ν
)]
, νICma < ν < ν
IC
mm;
1
p+ 2
(
ν
νICmm
)−p/2
νc
νm
[
6(p+ 1)
(p− 1)(p+ 2)
+ ln
(
ν
νICmm
)]
, νICmm < ν.
The result given by Gou et al. (2007) is exactly correct if we assume that all higher-order
terms in Equation (A5) can be ignored.
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Table 1: Analytical temporal scaling indices of various parameters of the reverse shock IC
emission.
νc ν
IC
ca ν
IC
ma ν
IC
cc ν
IC
mc ν
IC
mm F
IC
ν,max
t < TN1 −
3
2 −
3p+14
2(p+4) −
3p+14
2(p+4) −
3
2 −
3
2 −
3
2 −
5
2
TN1 < t < Tct −3 −
3p+14
p+4 −
5p+22
p+4 −3 −5 −7 −7
Tct < t < Tac 9 12−
3p+2
p+4 −
5(p+2)
p+4 21 7 −7 −7
Tac < t < Tmc 9
6(8−3p)
5 −
2(9p+11)
5 21 7 −7 −7
Tmc < t < Tdec
8+5p
4−p
2(p+10)
4−p −
13
5 −
23
5
7(p+4)
4−p
7p
4−p −7 −7
Tdec < t < Tsd −
2
4−p −
(
p
2(4−p) +
3
5
)
−
1
10 −
p+4
2(4−p) −
p
2(4−p)
1
2
1
2
Tsd < t < TN2 −
(
1
4−p +
9
16
)
−
(
1
4−p +
3
4
)
−
3
4 −
(
2
4−p +
9
16
)
−
(
1
4−p +
9
16
)
−
9
16 −
17
16
TN2 < t −
3
5 −
18
25 −
18
25 −
3
5 −
3
5 −
3
5 −
7
5
Table 2: Analytical temporal scaling indices of IC flux density of the reverse shock. We have
νc < νa < νm if t < Tac, νa < νc < νm if Tac < t < Tmc, and νa < νm < νc if t > Tmc.
(νc < νa < νm) ν < ν
IC
ca ν
IC
ca < ν < ν
IC
mm ν
IC
mm < ν
t < TN1 −
2p+5
2(p+4)
−
13
4
−
3p+10
4
TN1 < t < Tct −
4p+13
p+4
−
17
2
−
7p+10
2
Tct < t < Tac −
5(2p+11)
p+4
7
2
−
7(p−2)
2
(νa < νc < νm) ν < ν
IC
ca ν
IC
ca < ν < ν
IC
cc ν
IC
cc < ν < ν
IC
mm ν
IC
mm < ν
Tac < t < Tmc −
6(17−2p)
5
−14 7
2
−
7(p−2)
2
(νa < νm < νc) ν < ν
IC
ma ν
IC
ma < ν < ν
IC
mm ν
IC
mm < ν < ν
IC
cc ν
IC
cc < ν
Tmc < t < Tdec −
8
5
−
14
3
−
7(p+1)
2
7p(p−2)
2(4−p)
Tdec < t < Tsd
2
5
1
3
p+1
4
−
p(p−2)
4(4−p)
Tsd < t < TN2 −
3
8
−
7
8
−
9p+25
32
−
(
9p+34
32
+ 1
4−p
)
TN2 < t −
18
25
−
6
5
−
3p+11
10
−
3p+14
10
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Fig. 1.— The evolution of νc, νm, and νa (solid lines) when IC cooling is taken into account.
For comparison, νc without IC cooling is shown as the dotted line. In this numerical calcu-
lation, we adopt Equation (6) to calculate the ejecta dynamics. The three horizontal dashed
lines mark the X-ray, optical (R) and radio (10 GHz) bands, respectively. The vertical dotted
line indicates the time Tct.
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Fig. 2.— Inverse Compton scattered high energy light curves of the reverse shock and
forward shock emission at energy bands 1GeV (lower panel) and 100GeV (upper panel).
The light curves for Mej = 5× 10
−4M⊙ (dashed lines) are compared with the fiducial curves
for Mej = 10
−4M⊙ (solid lines). The short-duration (long-duration) light curves are the
reverse (forward) shock emission. Other parameters are Lsd = 10
47 erg s−1, Tsd = 10
5 s, and
the luminosity distance DL = 10
27 cm. The horizontal dotted line in the upper panel marks
the detection limit of CTA at 100GeV. In these calculations we neglect γ-γ collisions, which
have no effect on the light curves for the cases of Mej = 10
−4M⊙ and Mej = 5× 10
−4M⊙.
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Fig. 3.— The same as Figure 2 but with Lsd = 5 × 10
47 erg s−1 for the dashed lines. The
total rotational energy of the magnetar is the same as Figure 2 so Tsd = 2 × 10
4 s (dashed
lines). The γ-γ collisions have no influence on the resulting light curves for these cases.
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Fig. 4.— The same as Figure 2 but with γ4 = 10
6 for the dashed lines. The γ-γ collisions
have no influence on the resulting light curves for these cases.
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Fig. 5.— Synchrotron (low-frequency components) and IC (high-frequency components)
spectra at t = 0.2 days (solid lines) and t = 1days (dashed lines) for the parameters Mej =
10−4M⊙, Lsd = 10
47 erg s−1, Tsd = 10
5 s. Inclusion of γ-γ collisions would make the early
emission (solid lines) at & 10TeV dimmer. However, given that 10TeV is close to the IC
high-energy cut-off, we expect that the IC spectrum for this case is only slightly modified
by including the (thermal) γ-γ collisions. γ-γ collisions have no influence for the other case
depicted here.
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Fig. 6.— The same as Figure 5 but with Mej = 5 × 10
−4M⊙, other parameters being the
same. γ-γ collisions have no influence for the cases presented here.
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Fig. 7.— The same as Figure 5 but with Lsd = 5× 10
47 erg s−1 and therefore Tsd = 2× 10
4 s,
other parameters being the same. γ-γ collisions have no effect on the spectra for the cases
presented here.
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Fig. 8.— The same as Figure 5 but with γ4 = 10
6, other parameters being the same. γ-γ
collisions have no effect on the spectra for the cases presented here.
