Introduction
Various applications, such as communications, routing, industrial control, and production planning employ scheduling concepts. Most problems in these applications are confirmed to be NP-complete or combinatorial problems. The machine scheduling problem is to find the optimal processing order of these jobs on each machine to minimize the given objective function. [1] .
Human beings are constantly thinking since ages about the reasons for human capabilities and incapabilities. Successful attempts have been made to design and develop systems that emulate human capabilities or help overcome human incapabilities. A number of mechanisms which seems to enable human brain to handle various problems. These mechanisms include association, generalization and self-organization. A Neural Network (NN) is not programmed to solve a problem-instead, it learns to solve a problem [2] .
In 1994, Willems and Rooda [3] looked at first formulating a job shop scheduling problem as an integer programming problem, and using a NN to solve the resultant integer programming problem.
Foo and Takefuji, 1998, employed integer linear programming NNs to minimizing the total starting times of all jobs with a precedence constraint [4] .
In 2001, Chen and Huang [1] investigate the employs of the competitive Hopfield NN to resolve a multiprocessor problem with no process migration, time constraints (execution time and deadline), and limited resources.
In 2002, Hamad et al [5] , present an approach for scheduling under a common due date on static single machine problem based on artificial NN. The objective is to minimize the total earliness and the total tardiness cost.
In 2013 paper of Muralidhar and Alwarsamy [6] considers the problem of scheduling jobs on parallel machines with the combined objective to minimize the makespan, total tardiness and total earliness using NN technique.
In this paper, first we will compute the input units of NN then initialize the weights connected between the nodes of NN which is learned by BP and PSO for minimize the multiple objective functions (C i ,T i )) and single objective function (C i +T i )) then compare the learning results obtained from the learning process of NN finally, evaluate which is better in such scheduling problem employing the precedence rule concept.
Most of real world decision problems involve multiple and conflicting objectives that need to be tackled while respecting the various constraints. In multi-objective problems, there may not exist one solution, which is best w.r.t all objectives. There exists a set of solutions, which are better than the other solutions in the search space when all the objectives are considered but are inferior to the solutions in one or more objectives and these solutions are called non-dominated solutions. In multi-objective optimization, the optimal solution is generally called Pareto optimal solution [7] .
Scheduling problem with multiple objective can be formulated as follows: minimize F(s)=(f 1 (s),(f 2 (s),…,f k (s)) s.t. sS where s is a solution, S is the set of feasible solutions, k is number of objectives in the problem, F(s) is the image of s in the k-objective space and each f i (s), i=1,…,k represents one minimization objective.
The more common notations which used in scheduling are: 
II. Problem Formulation
The problem of scheduling N={1,2,…,n} the set of n jobs which are processed on a single machine to minimize the multi-criteria may be stated as follows. Each job iN has is to be processed on a single machine which can handle only one job at a time, job i has a processing time p i and due date d i , all jobs are available for processing at a time zero. If a schedule =(1,2,…,n) is given, then the earliest completion time
each job i can be computed and consequently the tardiness of job i T i =max{C i -d i ,0} is easy to compute. Our objective is to find a schedule S (where S is the set of all feasible schedules) that minimizes the multicriteria (C i ,T i ) for the 1//(C i ,T i ) problem. This problem belongs to simultaneous optimization and written as:
It's clear that there are two special cases for the problem (P 1 ). The 1 st one is: 1//Lex(C i ,T i ) problem. The 2 nd one is 1//C i +T i problem which can be written as:
The aim for the problem (P 2 ) is to find a processing order of the jobs on a single machine to minimize the sum of total completion times and the total tardiness, which is a single object and can be minimized by BAB method.
III. Dominance Rules (DR)
Reducing the current sequence is done by using several DR's. DR's usually specify whether a node can be eliminated before its lower bound (LB) is calculated. Clearly, dominance rules are particularly useful when a node can be eliminated which has a LB that is less than the optimum solution. The DR's are also used within the BAB procedure to cut nodes that are dominated by others. These improvements lead to very large decrease in the number of nodes to obtain the optimal solution.
Emmons [8] has introduced essential conditions to find an optimal solution of T i in a single machine problem after proving some theorems. Theorem (1) (Emmon's) [8] : For the 1/ /T i problem, if p i p j and d i d j then there exists an optimal sequencing in which job i sequencing before job j. Definition (1) [9] : A feasible schedule  is Pareto optimal (PO), or non-dominated (efficient) w.r.t. the performance criteria f and g if there is no feasible schedule  such that both f()f() and g()g(), where at least one of the inequalities is strict. 3.1 Digraph Representation Definition (2) [10] : A graph (G) is a finite set of points, called vertices or nodes (V), together with a finite set of edges, each of which joins a pair of vertices. An edge joining a vertex to itself is called a loop. Definition (3) [10] : If G is a graph that has n vertices, then the matrix A(G), whose i, j th element is 1 if there is at least one edge between V i and V j and zero otherwise, is called the adjacency matrix of G. Definition (4) [10] : A directed graph or a digraph is a finite set of points, called vertices or nodes (V), together with a finite set of directed edges, each of which joins a ordered pair of distinct vertices.
Remark (1):
 A digraph G contains no loops. Table ( The adjancancy matrix A(G) of grpah G is: Remark (2)  The element i,j th is 1 if J i dominated J j , otherwise it's 0.  The element i,j th is assigned to a ij since we have no information about the precedessor between J i and J j (nondominated jobs), therfore, the element j,i th a ji = ij a .
From the above remark, A(G) can obtained as follows:
Test the Subjection of A(G) to DR
Now we attempt to determine weither that A(G) is subject to DR or not? First we arise A(G) to power k=n, let B=A k (G) if B=O (where O is nn zero matrix) then A(G) is subject to DR and it's a legal matrix, then we can find the corresponding sequence , otherwise, if B=A k (G)O, kN, then the sequence  is illegal, has local loop and not subject to DR. For instance, recall example (2) The sequence  1 which can be obtained from A 1 (G) is  1 =(1,2,4,3,5) which is subject to DR shown in Table  ( So we suggest an algorithm to find out that the sequence  (or A(G)) is subject to the DR. This algorithm is called Subjection Test (ST) Algorithm.
Algorithm ST(A(G))=Boolean
Step (1): READ an nn matrix A(G).
{ A(G) adjancancy matrix } COMPUTE  from A(G).
Step (2):
ELSE  is not subject to DR, TF=False. END {ENDIF} Step(4): STOP.
Remark (3):
From example (2), notice that we can examine N nd =2 3 =8 states instead of 5! states to find number of effecient sequences for problem (P 1 ). In this mannar we can find an algorithm to find number of effecient sequences for problem (P 1 ) based on dominiance rule, we called it Some Effecient Sequences of (P 1 ) using Dominiance Rule (SESDR) algorithm.
SESDR Algorithm
Step (1): READ n-Jobs Problem Data .
Step ( , C=.
Step (4):
Step (5): FIND Set of effeceint sequences E={  i1 ,  i2 ,...,  ik } from dom. set C.
Step (6) Table (2) shows the results of applying SESDR algorithm on n=5 for problem (P 1 ). The shaded cells represent efficient points and the MOF with * sign is SPT sequence.
IV. Artificial Neural Networks (ANN)
Artificial neural networks (ANN), or simply called neural networks, refer to the various mathematical models of human brain functions such as perception, computation and memory. It is a fascinating scientific challenge of our time to understand how the human brain works. Modeling NNs facilitates us in investigating the information processing occurred in brain in a mathematical or computational manner [11] .
Feed-Forward Neural Networks: Feed-forward NN (FNN), also referred to as multilayer perceptrons (MLPs), has drawn great interests over the last two decades for its distinction as a universal function approximator.
FNN features a supervised training with a highly popular algorithm known as the Error BackPropagation (EBP) algorithm [11] .
Let us consider elementary feedforward architecture of m neurons receiving n inputs. 
The following nonlinear transformation [Equation ( This type of network can be connected in cascade to create a multilayer network. In such a network, the output of a layer is the input to the following layer. Even though the FNN has no explicit feedback connection when x(t) is mapped into o(t), the output values are often compared with the "teacher's" information, which provides the desired output value [12] .
V. NN Learning Algorithms
The user can uses several different training methods although the basic training algorithm is slow compared to other methods, it can provide, in some cases a better representation of the training set.
Back Propagation
The BP algorithm is the most effective and most widely used supervised learning method for the training of multilayered NN, which based on error correction learning rule. BP has two distinct properties; performs stochastic gradient descent in weight space and it's simple to compute locally. BP is an iterative gradient algorithm designed to minimize the mean-squared error between the desired output and the actual output for a particular input to the NN [13] .
Basically, BP learning consists of two passes through the different layers of the network: a forward pass and backward pass.
During the forward pass the synaptic weights of the network are all fixed, during the backward pass, on the other hand, the synaptic weights are all adjusted in accordance with an error -correction rule.
The learning rate () determines the portion of weight needed to be adjusted. However, the optimum value of  depends on the problem.
The momentum () determines the fraction of the previous weight adjustment that is added to current weight adjustment. It accelerates the network convergence process.
During the training process, the learning rate and the momentum are adjusted to bring the network out of its local minima, and to accelerate the convergence of the network [12] . 
BP Algorithm

Particle Swarm Optimization (PSO)
PSO was originally developed by a social-psychologist J. Kennedy and an electrical engineer R. Eberhart in 1995 and emerged from earlier experiments with algorithms that modeled the "flocking behavior" seen in many species of birds. Where birds are attracted to a roosting area in simulations they would begin by flying around with no particular destination and in spontaneously formed flocks until one of the birds flew over the roosting area. PSO has been an increasingly hot topic in the area of computational intelligence. It is yet another optimization algorithm that falls under the soft computing umbrella that covers genetic and evolutionary computing algorithms as well [14] .
PSO Algorithm
The PSO algorithm depends in its implementation in the following two relations: v id =w*v id +c 1 *r 1 *(p id -x id )+c 2 *r 2 *(p gd -id ) ...(7a) x id = x id + v id …(7b) where c 1 and c 2 are positive constants, r 1 and r 2 are random function in the range [0,1],x i =(x i1 ,x i2 ,…,x id ) represents the i th particle; p i =(p i1 ,p i2 ,…,p id ) represents the best previous position (the position giving the best fitness value) of the i th particle; the symbol g represents the index of the best particle among all the particles in the population, v=(v i1 ,v i2 ,…,v id ) represents the rate of the position change (velocity) for particle i [15] .
The original procedure for implementing PSO is as follows: 1. Initialize a population of particles with random positions and velocities on d-dimensions in the problem space. 2. PSO operation includes: a. For each particle, evaluate the desired optimization fitness function in d variables. b. Compare particle's fitness evaluation with its pbest. If current value is better than pbest, then set pbest equal to the current value, and p i equals to the current location x i . c. Identify the particle in the neighborhood with the best success so far, and assign it index to the variable g. d. Change the velocity and position of the particle according to equations (7a,b). 3. Loop to step (2) until a criterion is met.
The PSO algorithm is vastly different than any of the traditional methods of training. PSO does not just train one network, but rather training networks. PSO builds a set number of ANN and initializes all network weights to random values and starts training each one. PSO compares each network's fitness. The network with the highest fitness is considered the global best.
Each neuron contains a position and velocity. The position corresponds to the weight of a neuron. The velocity is used to update the weight. If a neuron is further away then it will adjust its weight more than a neuron that is closer to the global best [14] .
Fitness Criterion of NN
One of these stopping criterions is the fitness value. Since the BP and PSO algorithms are chosen to be a supervised learning algorithms, then there are observed values of (O i ) and desired output values of (G i ). These two values have to be compared, if they are closed to each other, then the fitness is good, else the algorithm must continue its calculations until this condition is satisfied or the specified number of iterations is finished.
The corrections to the weights are selected to minimize the residual error between O i and G i output. The Mean Squared Error (MSE) is one of the tests for the comparison process:
Where n is the number of the compared categories. The number of interconnections for NN for one hidden layer is m(n+o), where n, m and o is the number of nodes in the input, hidden and output layer respectively.
VI. Constructing of Multi-Layer Neural Network for Single Machine
In scheduling environment, jobs that complete early must be held in finished goods inventory until their due date, while jobs that complete after their due dates may cause a customer to shut down operations. Therefore, an ideal schedule is one in which all jobs finish on their assigned due dates. This can be translated to a scheduling objective in several ways.
The neural network that is proposed for the single machine to minmize the multiple objective functions (C i ,T i )) for scheduling problem is organized into three layers of processing units. There is an input layer of 10 units, a hidden layer, and an output layer that has a single unit. The number of units in the input and output layers is dictated by the specific representation adopted for the schedule problem [16] . In the proposed representation, the input layer contains the information describing the problem in the form of a vector of continuous values. The 10 input units are designed to contain the following information showed in Table ( 3) for each of the n jobs that have to be scheduled [5] . Table ( Each job is represented by a 10-input vector, which holds information particular to that job and in relation to the other jobs in the problem. The output unit assumes values that are in the range of 0.10-0.90, the magnitude being an indication of where the job represented at the input layer should desirably lie in the schedule. Low values suggest lead positions in the schedule; higher values indicate less priority and hence position towards the end of the schedule. The target associated with each input training pattern is a value that indicates the position occupied in the optimal schedule. The target value G i for the job holding the i th position in the optimal schedule is determined as in equation (10) 
... (10) Equation (10) ensures that the n target values are distributed evenly between 0.1-0.9. The number of units in the hidden layer is selected by trial and error during the training phase. The final network for single machine with multi objective has 8 units in its hidden layer and 1 unit of output layer, therefore known as 10-8-1 network. Example (4) Recall example (2) for single machine. The 5-jobs are converted first into their vectors representation by using the set of information of Table (1) input units (1-10) . The result of this pre-processing stage is presented in Table ( 3) where the vectors J 1 -J 5 represented job numbers 1-5, respectively. To solve the schedule problem, each vector is presented individually at the input layer of the NN. A feed forward procedure of calculations generates a value that appears at the output unit for each of the 5 input vectors. The output computed by the NN for each of the input vectors is given in column before the right most column of Table (4). Table ( Scheduling the jobs in the order of the increasing output values results in the job schedule J 1 -J 2 -J 4 -J 5 -J 3 for (P 1 ) (or (P 2 )) with objective value (39,6)=45, this sequence is an optimal schedule, so the NN scheduling gives one of the effecient solutions.
VII. Neural Network Training Results
To train the NN, each vector with their output is presented individually at the input layer and output layer of the NN. Before we disscuss the NN training we will describe the proposed NN-Scheduling algorithm using BP and PSO learning algorithms with or without using dominince rule.
NN-Scheduling Algorithm
Step ( Step (7): END; While the NN-scheduling algorithm when using dominiance rule will be as follows:
NN-Dom-Scheduling Algorithm
Step(1): READ (n) ⁞
Step ( Training is considered completed after an average more than 10000 cycles using a 10-8-1 configuration. A cycle is concluded after the network has been exposed once, in the course of the BP or PSO algorithms, to each one of the available training patterns. The trained NN is used to find job schedule for our problem.
Example (5)
Recall example (2) for problem (P 1 ), in this example the NN-scheduling learned by BP without DR for problem (P 1 ) , the output results are illustrated Table (5) . Table ( 5) learning the NN-scheduling using BP without DR for (P 1 ) for n=5. The total computation time is 7 seconds. The * sign indicates the effeient point.
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Now we propose the following computations of training NN for different n of (P (6, 7, 8) show the CR of BP-and PSO-NN WODR for (P 1 ) for different n. 
Number of
Constructing of an Artificial Neural Networks to Minimize Total Completion Time and Total Tardiness
www.iosrjournals.org Table ( 10) show the CR of BP-NN methods WODR and WDR for problem (P 1 ) for different n (n20). Table ( 12) shows the summery of CR of BP-NN WODR,WDR and PSO-NN for effecient points (Eff.) of problem (P 1 ) and for optimal values (OV) of (P 2 ) which is derived from results of problem (P 1 ) for n=10,(10),50. The shaded cells are the effeceint points for problem (P 1 ) and the optimal values for problem (P 2 ) in the same time copmared with effecient points coloumn.
Table (13) shows the summery of CR of BP-NN WODR,WDR and PSO NN-learning method for BV of (P 2 ) for n=10,(10),50. Table ( Where MAE is the mean absolute error. The shaded cells are the best values for problem (P 2 ) copmared with optimal values (OV) coloumn.
In figure (3) , the CR of of iterations and MSE for BP-and PSO NN methods without DR for (P 2 ) for n=10 are shown. 
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VIII. Conclusions
