INTRODUCTION
Simulation-based design is a resource efficient approach of solving inverse and/or design problems in science and engineering. The goal of inverse/design problems is to identify conditions -these can be initial conditions, boundary conditions or property/coefficient distribution -that result in a desired behavior of the engineered system. Examples of these are ubiquitous. A good example is in the identification of tailored processing conditions that result in electronic devices with high performance metrics. In most electronics manufacturing, it has been shown that varying processing conditions can critically impact device properties and the identification of optimal processing conditions is a key problem from the financial and sustainability standpoint [9, 17, 18] . Another example is in the identification/design of useful molecular architectures that exhibit a suite of desired physicochemical properties (absorption, miscibility, solubility, toxicity, among others). This has substantial implications in the pharmaceutical and the chemical industries. In all such cases of simulation-based engineering, considerable effort has been expended to construct excellent "forward" models of the engineering problem, i.e. models that map the set of input conditions, boundary conditions and property distributions to the output quantity of interest (F : input → property). The design problem, however, calls for knowledge of the reverse mapping (F −1 : property → input ) that maps a desired value of the output to a set of inputs.
Explicit construction of the reverse mapping is unfeasible in most applications with complex forward models. The design problem of identification is usually posed as an optimization problem. That is, the forward model, F , is solved multiple times within an optimization framework to identify those input conditions that minimize a cost function, with the (argument of the) minima representing the desired input values. In complex engineering applications, this cost function is often very tedious to calculate. It can involve simulations which are computationally expensive. In such situations, these 'forward' simulations are performed on large high performance computing (HPC) resources. This federated approach to simulations is quite common, and gives several benefits such as parallelization and cost effectiveness. However, such large shared compute resources often work with a job scheduler that balances the load across several processes, users and projects, leading to uncertain times of completion (queueing time + initialization time + compute time) for each simulation. Added to that is the logistical effort of managing data between a local machine and a HPC client. Therefore, in such applications, one can expect the cost function to: a) be solved on a PARyOpt 1:3 HPC cluster, b) have long, uncertain compute times, c) require some form of data transfer across computers, and d) fail with a small (but finite) probability due to hardware/network failures. In recent years, there have been various approaches proposed to solve optimization problems under such constraints.
Bayesian Optimization (BO) is a one such approach, especially for expensive cost function optimization. BO works by adaptively sampling the input parameters to construct a surrogate of the forward model through basis expansion. By efficiently constructing a surrogate, it achieves two purposes: one, to interpolate the surrogate through all existing data points and two, to give confidence estimates on the constructed surrogate. Furthermore, this information provides a rigorous way to determine the next set of evaluations/ experiments (the adaptive sampling). This form of surrogate construction helps to directly reduce the total number of function evaluations and iterations, helping to efficiently identify the optima. Additionally, the Gaussian (mean, variance) description used for construction of the surrogate enables a diversity of searches, ranging from pure exploration to pure exploitation. Exploration helps to build confidence in the constructed surrogate and exploitation takes advantage of this confidence to find optima. A mixture of exploration and exploitation avoids the optimizer to be stuck at a local optima. Hence, efficient BO usage involves strategic, possibly simultaneous, exploration and exploitation searches. This parallelized cost function evaluation can often increase the total time of optimization, often due to delays in resource availability and management. BO is superior to other algorithms in this aspect, since the update of the surrogate is Gaussian and hence the order of data assimilation does not affect the posterior surrogate. Additionally, asynchronous data assimilation [5] can also be incorporated into this algorithm, with unusually long function evaluations (could be due to difficult convergence, hardware failures and several other logistic reasons) being assimilated in later iterations. Another common challenge with integration with an HPC system is to harmonize the several runs across simulation nodes. One may also be interested to post-process simulation results to calculate the actual cost function value. That will require a complete setup to manage data across several systems, quite often using a secure shell protocol.
Utilizing these advantages and addressing the concerns, we present a parallelized implementation of Bayesian Optimization that can: a) perform asynchronous updates per iteration, b) comes with a secure shell login (SSH) module for HPC integration, and c) has fault tolerant restart capability. Using PARyOpt, the user can thus perform optimization on a local machine, with the flexibility to perform simulations either on the same local machine or a remote machine with/without a job scheduler. To tackle delays in simulation time, we provide an asynchronous evaluator class that can manage and keep track of status of simulations and adaptively assimilate them with completion. To tackle hardware/software failures, we provide functionality to restart optimization in case of head-node failure and also functionality to re-evaluate cost function in case of simulation failures. In the presented test cases, the asynchronous remote evaluator has improved the total time of optimization by up to 50%. Additionally, the software can also be used for general surface reconstruction, commonly known as Kriging.
The rest of the paper is structured as follows -in section 2, we discuss the basic math behind surrogate construction, Bayesian update and acquisition function, and potential avenues of parallelization. Section 3 discusses current implementation of the algorithm, and development and usage of the asynchronous evaluator class. In section 4, several standard optimization problems as well as kriging are considered along with a thorough analysis of the novel asynchronous evaluator class. Finally in section 5, code availability, reproducibility and future directions of this software are discussed.
In this section, we present a brief discussion of the algorithm of Bayesian Optimization. The core algorithm is well studied and not the topic of this work. We refer the reader to [2, 13] for a detailed explanation of the algorithm, its requirements and limitations.
We consider a general minimization problem:
Bayesian optimization proceeds through construction of a surrogate cost functionỹ(x). This surrogate is represented via a basis function expansion, around each evaluated point ( x i , i = 1, ..., N ). This ensures that the surrogate passes through (interpolates) the evaluated points. In the case of evaluations with noisy data, the surrogate shall pass within one standard deviation from the mean at the evaluated points. Analytically, the surrogateỹ(x) after N function evaluations is represented asỹ
Typically, k(x i , x) is a kernel function (section 2.1), i.e., it takes in two arguments, x, x i , and returns a scalar representative of correlation of the function y(x) between the points x and x i . The weights w i are calculated by solving the system of N linear equations in w i . In matrix notation, this is represented using a covariance matrix (K):
Hence the weights are calculated through the inversionw = K −1 y. Note that the covariance matrix K is a Gram matrix of a positive definite kernel function, making it symmetric and positive semi-definite (see section 2.1). Furthermore, since with every iteration only a finite number of rows are added to the covariance matrix, efficient inversion is possible through incremental Cholesky decomposition [10] . The mean and variance of the surrogate are then calculated as:
where
At each iteration, the surrogate is updated with new data from the cost function. The locations where the next evaluation is done is determined through optimization of an acquisition function (section 2.2). An acquisition function is a means to estimate the new information content at a location. It uses the mean and variance calculated in the above steps. In total, the algorithm is summarized in the following figure (figure 2). 
Kernel function
The kernel function, f i (x) = k(x, x i ), is the most important component of Bayesian Optimization. It embeds the information about continuity, periodicity and correlation lengths of the underlying cost function, y. In order to be used as a kernel function in Gaussian processes the function should be a positive semi-definite function, i.e,
for all д ∈ L(χ, µ), µ is any measure. An exhaustive description of the requirements of covariance functions can be found in [4] . Some examples of standard stationary covariance functions include:
(1) Squared Exponential covariance function
(2) Matern class of covariance functions
where K ν is the modified Bessel function, ν, l are positive constants (3) Exponential covariance function
(5) Rational quadratic covariance function
(6) Peicewise polynomials with compact support: Several algorithms are discussed in [16] , one such example with compact support in D dimensions is given by
where, j = ⌊ D 2 ⌋ + q + 1 where
While several classes of kernel functions can be used, in our implementation, we focus on stationary functions (radial basis functions). It contains some of the most commonly used kernel functions like squared exponential, Matern 3/2 and Matern 5/2. It is implemented as a separate kernel function class, so that users can derive this class and supply their own custom kernel functions. This class also contains the functionality to set the length scale parameters. This functionality is used to estimate and tune the current length scales for the construction of a better surrogate with a given class of kernel functions. This provides a rigorous means of estimating the length scale in the kernel function. Generally known as hyper-parameter estimation, this is done by minimizing the MLE of the surrogate [8] . The MLE is defined as:
The right hand side of 17 can be broken into two terms: the first term quantifies how well the model fits the data, which is simply a Mahalanobis distance [7] between the model predictions and the data; and the second term quantifies the model complexity -smoother covariance matrices will have smaller determinants and therefore lower complexity penalties. Parameters of kernel function that minimize this metric is the best set for the constructed surrogate. It should be noted here that premature kernel parameter optimization can often lead to highly skewed estimates and there should be performed only after sufficient number of data points are evaluated [1, 3] . A detailed discussion of hyper-parameter estimation in Bayesian optimization can be found in [6, 13, 15] .
Acquisition function
The acquisition function informs the selection of the next point for evaluation of the cost function, y. It is also sometimes called the 'in-fill' criterion. The acquisition function is expected to locate the most useful point for evaluation of the cost function. This is particularly necessary when dealing with very expensive cost functions. The acquisition function operates on the mean and variance of the surrogate,ỹ, and identifies the 'best' point for next evaluation. Typically, these functions are defined such that low acquisition values corresponds to a) low values of cost function (exploitation) b) high value of uncertainty (exploration) c) a balance between exploration and exploitation Minimizing the acquisition function is used as a guide to select the next point of evaluation. Some of the commonly used acquisition functions, that are implemented in the software are given below:
(1) Lower Confidence Bound: Based on the mean and variance of the surrogate, the lower confidence bound of the surrogate is defined as
κ is a manually tunable parameter that signifies exploitative search for smaller values and explorative search for large values. (2) Probability of Improvement: This estimates the probability of improvement of surrogate at a given location. It is given by:
is the effective improvement at a given location and ϕ(x) is the normal probability distribution function.
(3) Expected Improvement: This metric estimates the expectation of improvement of the surrogate at a location, given by:
Similar to lower confidence bound, expected improvement can also be parametrized for directing the optimization to exploration vs exploitation. This modified EI is called generalized EI (g-EI) and is very elaborately explained in [12] .
Parallelization
There are several strategies for parallelization of this algorithm [11, 14] . It could be parallelization of a) linear algebra during covariance matrix construction; b) acquisition function optimization for multiple optima/exploration-exploitation; c) cost function execution; and d) cost function evaluation through multiple worker threads. Of these, the first two strategies give little computational advantage as the time spent in those stages is much smaller for expensive cost functions. Therefore, we take the route of parallelizing cost function execution and evaluation. This is especially critical and useful for HPC based evaluations, which have the ability to run simultaneous multi-processor jobs. Also, parallelizing function evaluation creates a natural setup for asynchronous data assimilation. Since the update is Bayesian, the order in which the data is added to the original prior is insignificant. The choice of next function evaluation depends exclusively on the data and not the ordering of the data. This can also be seen in the construction of the covariance/correlation matrix, which is symmetric and the order of data only affects the order of rows and columns and has no effect on the characteristics of the matrix. This property of the algorithm enables asynchronocity to be built into it. The chosen 'in-fill' points for evaluation can be added later in the case of technical delays (typically long queue times or hardware failures on a HPC cluster) without affecting the progress of optimization. How much later and what are the minimum number of evaluations per iteration form a part of analysis of this algorithm which we present in the results section.
ASYNCHRONOUS FUNCTION EVALUATION
In order to abstract the cost function evaluation from the platform of evaluation, we develop a cost function evaluator class. The evaluator is a special function that takes two parameters: a list of "new" points to evaluate, and a list of "old" points to include if evaluation has completed. The function evaluator returns three lists: a list of completed points (and their cost function value), a list of pending points (that are still being evaluated), and a list of points that failed to be evaluated. The union of the two lists of input points is always equal to the union of the three lists of output points. The most straightforward implementation of a cost function evaluator is one that loops through all input points and evaluates the cost function at each point serially. We can extend this to evaluate points in parallel by spawning worker threads (or processes) that work through the list of input points in parallel until every point has been evaluated, then returning the results. In both cases, the returned pending list is always empty: all points either complete successfully or fail. We refer to both of these implementations as "synchronous" because the Bayesian optimization algorithm does not continue to the next iteration until all input points have been evaluated.
As cost function evaluation time may vary significantly, we introduce a tuneable parameter that controls the fraction of "new" points per iteration that must complete before the function evaluator returns. A value of 1.0 mimics synchronous/blocking behavior: all points must be evaluated before the function evaluator returns, and the pending list will always be empty. A value of 0.6 waits for at least 60% of points from the current iteration to be evaluated before continuing to the next iteration, returning the remaining points in the pending list. A value of 0.0 will begin evaluating the input points, then return immediately with all input points in the pending list. Only the "new" points (the first argument of the function evaluator) are considered part of this fraction to prevent a buildup of difficult-to-evaluate stale points holding up an iteration. 1 Future calls to the function evaluator pass the previously-returned pending points list as the second argument ("old" points). Once the evaluator finishes evaluating the list of "new" points, it checks to see if any of the pending "old" points have completed (or failed). If they have, they are added to the appropriate list. If they have not, they are added to the pending list. The evaluator never waits for "old" points.
Implementation details
The package comes with an evaluator class that supports asynchronous function evaluations. The basic inputs to an asynchronous evaluator class are the maximum simultaneous jobs possible on the evaluation platform and the blocking-fraction of jobs to be finished before proceeding to the next bayesian update. For example, the maximum jobs on a typical HPC cluster could be 50 but on a local 4 core machine is only 4. The blocking fraction can vary from 0 to 1, with zero indicating fully asynchronous update while one indicates fully synchronous update. This class has to be derived for a specific platform, examples are provided for a local machine and a SBATCH scheduler based HPC system. On a local machine, methods are implemented to spawn processes for each cost function evaluation. Through the process id, the operating system's process table is monitored to detect completion of each function evaluation. For a cluster, sample evaluator sub-classes are included for an SBATCH based queing system, for which methods are implemented to track the status of the job through its jobId. It comes with a complete setup for performing file transfer and remote job submission, using Paramiko SSH library for Python. The user only needs to provide external methods that can parse the output files from a simulation and classify them into either of the three categories of: a) ValueNotReady; b) EvaluationFailed; and c) EvaluateAgain; Jobs with ValueNotReady are pushed into the pending list for future Bayesian assimilation. If the evaluation is completed, the result parsing script (user-provided) is invoked and it either returns a cost-function value (float) or either of EvaluationFailed or EvaluateAgain. Jobs with a EvaluationFailed status will not be evaluated in the future. Those with a EvaluateAgain status will be submitted again.
RESULTS AND DISCUSSION

Optimization
We first show that parallelization does not affect the ability of the algorithm to find true global optima. Optimization was performed on the standard Rastrigin [21] cost function over a domain (x, y) ∈ [−12, 12] × [ −12, 12] . The global minimum is located at (0, 0) with a function value of 0.0. No asynchronocity was used and all the evaluations were used to update the surrogate. In all the cases, a squared exponential kernel function was used with LCB as the acquisition function. Across all runs, the same κ strategy was used for uniformity. Two different levels of parallelization were used: the first with 4 in-fill points per iteration and the second with 8 in-fill points per iteration. Both these cases were compared with a standard serial Bayesian optimization. Figure 4 plots the locations of function evaluations with different levels of parallelization. It should be observed that by using a parallel optimizer, the optima is not compromised. The path of evaluation is indeed affected by the degree of parallelization. The simultaneous identification of in-fill points helps to mimic exploration-exploitation search without explicitly tailoring the κ-strategy. Asynchronous evaluator. Next, we demonstrate the performance and advantages of our asynchronous evaluator. Using the same Rastrigin function [21], we show how asynchronous optimization can improve total optimization times under uncertain function evaluation time. Since the cost function in this example is cheap, function evaluations are instantaneous. Hence, to demonstrate asynchronous working, we artificially enforce a finite total evaluation time. For this, we chose to sample times from a normal distribution with a mean of 10 sec and a standard deviation of 2.5 sec. This distribution is representative of the queue wait time in standard schedulers. Other times, such as the time of evaluation and time of startup are all assumed constant. The mean time of 10 sec is chosen so that the total time is small and simultaneously not too small to be overshadowed by program (Python, here) start up time. As with the previous test, a squared exponential kernel function was used along with a LCB acquisition function. Since the completion time (wait time, here) of each evaluation is (deterministically) uncertain, several (1000) realizations of the optimization were performed to get trends in total optimization time. Figure 5 shows the total time of completion of the optimization for different values of blocking fractions. Barring the few outliers (denoted by dots in figure 5a ), it can be observed that there is a consistent reduction of total optimization time with reducing blocking fraction. The mean completion time shows an interesting linear trend with blocking fraction, indicating a strong advantage of asynchronous optimization over a fully blocking optimization. In this simple case, the improvement is upto 50% on average. However, while there is a significant reduction of the average time of completion, the uncertainty increases for lower blocking fractions. This is an expected outcome of the current test case, the asynchronous evaluator is highly influenced by the wait times more than the fully blocking optimization. Finally, it should be noted that in the worst case scenario, the total completion times for all blocking fractions were similar and not affected by the presence of asynchronocity. Benchmark Optimization. Here, we show the working of the software with standard benchmark functions. Table 1 ,2 shows the results. In all these cases, no parallelization was used. The squared exponential kernel was used with the LCB acquisition function. An annealing type κ parameter [12] was used for the LCB function. It can be observed how PARyOpt can 
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Kriging is a more general interpolation technique based on Gaussian priors and posteriors. It informs function values at various locations in terms of mean and variance, and works similar to distanceweighted-interpolation. The algorithmic basis of both Kriging and Bayesian optimization are very similar -use local basis functions to create interpolant surrogate. In engineering, there are several applications of kriging, especially in the realm of adaptive, automated design of experiments. Due to the well known curse of dimensionality and expensive experiments, engineers look to algorithms that inform regions of maximum new information content. Our current implementation easily enables this by selecting the exploratory mode of acquisition function. We demonstrate this utility by considering the following example case: what is the most efficient sampling for a given curve (1-D). We shall compare the number of evaluations of Bayesian sampling to uniformly spaced evaluations, typical of response surface reconstruction. We consider purely analytical functions in this study -although their evaluation is cheap, it provides an easy powerful way to see the dependence of number of evaluations on the complexity of the function. Table 3 shows how the current software can be used for kriging. Each row shows varying modality of the underlying curve. The left column has the result with unoptimized length parameters and the right column shows the result with (MLE) optimized (kernel) parameters. Note the importance of performing MLE minimization for achieving efficient reconstruction using Kriging. All the results were done with a pure exploration mode using the LCB acquisition function.
CONCLUSIONS AND FUTURE WORK
In this work, we presented a software for performing parallelized asynchronous Bayesian optimization. Several advantages of such asynchronous evaluations are discussed and presented through test examples. The total time of optimization improved up to 50% using asynchronous parallel evaluations. This framework is completely modular giving the user the ability to replace any functionality with tailored functions. This framework is also extensible to perform Kriging. Examples were presented to show how the current framework can do this. This software is freely Table 3 . Kriging using PARyOpt. In these examples, we perform a budgeted Kriging, i.e., the total number of function evaluations are fixed. Note how hyper-parameter optimization using MLE helps to build greater confidence in the constructed surrogate.
