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Abstract
For an operator A and a subspace E, denote by A : E the restriction of A to E and by AE
the compression of A to E. A pair (S, T ) of hermitian operators is said to be monotone if there
exist two nondecreasing functions f, g and a hermitian Z such that S = f (Z) and T = g(Z).
Using this notion: (1) We give a simple analytic characterisation of invertible operators X
such that Sing(A : X(E))  Sing(A : E) for all subspaces E, where Sing(·) stands for the
sequence of singular values. Equivalently, if A is hermitian we characterise invertible operators
X satisfying Eig(AX(E))  Eig(AE) for all subspaces E, Eig(·) standing for the sequence of
eigenvalues. (2) We prove many inequalities involving monotone pairs of positive operators.
For instance we show that detAE · detBE  det(AB)E. In some other circumstances, the op-
posite inequality holds. We also show that pairs of hermitians can be dilated into monotone
pairs.
© 2002 Elsevier Science Inc. All rights reserved.
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0. Introduction
Given an operator A acting on a finite-dimensional Hilbert space H we may
consider for each subspace E the restriction of A to E, A : E −→H that we simply
denote byA :E. Related operators are the compressions of A to the subspacesEdefined
as EA :E, where E is the projection associated to E, and usually denoted by AE.
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Section 1 of this paper deals with the problem of comparing the size of A :E and
AE for different subspaces E of same dimensionality. We measure the size of an op-
erator T acting on an n-dimensional space by the n-tuple Sing(T ) of positive numbers
corresponding to the data of the singular values of T arranged in decreasing order.
A being a fixed operator, we give a simple characterisation of invertible operators X
such that
Sing(A :X(E))  Sing(A :E)
for all subspaces E. When A is hermitian this leads to a simple characterisation of
invertible operators X such that
Eig(AX(E))  Eig(AE)
for all subspaces E, Eig(·) standing for the sequence of eigenvalues arranged in de-
creasing order.
In Section 2 we show that for monotone pairs of positive operators A and B – i.e.
when there exist a positive operator Z and two nondecreasing, positive functions f
and g such that A = f (Z) and B = g(Z) – we have
Sing(AEB)  Sing(ABE)
for every projection E. From this we derive
Eig(AEBE)  Eig((AB)E)
for each subspace E. In the opposite direction we show that a pair of invertible,
positive operators can be dilated into a monotone pair of positive operators. Section
3 is concerned with some related singular values and norms inequalities.
Our results still hold, sometimes with slight modifications, for infinite-dimensional
spaces. Also, we may consider real operators on real spaces as well as complex oper-
ators on complex spaces.
1. Restriction and compression to a subspace
We say that a pair of positive operators (A,B) is a monotone pair if there exists
an orthonormal basis {ej }nj=1 such that
A =
∑
j1
µj (A)ej⊗ej and B =
∑
j1
µj (B)ej⊗ej ,
where the numbers µj (·) are the singular values arranged in decreasing order and
counted with their multiplicities (this is equivalent to the definition given above). On
the other hand, if
A =
∑
j1
µj (A)ej⊗ej and B =
∑
j1
µn−j (B)ej⊗ej ,
we say that (A,B) is an antimonotone pair of positive operators. For an arbitrary
operator A, we associate the following set of operators:
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⇑(A) = {X |X|A| = |A|X and (|X|, |A|) is a monotone pair}.
Fix a subspace E and an operator A. We would like to find the collection of sub-
spaces F of same dimensionality for which Sing(A :E)  Sing(A :F). We have a
satisfactory answer to a closely related problem.
Theorem 1.1. Let A be an operator. For an invertible operator X the membership
to ⇑(A) is equivalent to the property that
Sing(A :X(E))  Sing(A :E)
for every subspace E.
Corollary 1.2. Let A be a positive operator. An invertible operator X has the prop-
erty that, for all subspaces E,
Sing(AX(E))  Sing(AE)
if, and only if, X belongs to ⇑(A).
The proof of these results is not difficult and follows from elementary arguments.
One of these is Lemma 1 in [2] that we reproduce here in an operator formulation
(see also [2, Proposition 3]).
Lemma 1.3. Let A, B be a pair of commuting positive operators and let h be a norm
one vector.
(a) If (A,B) forms a monotone pair,
〈h,Ah〉〈h,Bh〉  〈h,ABh〉 and ‖Ah‖ · ‖Bh‖  ‖ABh‖.
(b) If (A,B) forms an antimonotone pair,
〈h,Ah〉〈h,Bh〉  〈h,ABh〉 and ‖Ah‖ · ‖Bh‖  ‖ABh‖.
Note that to pass from the scalar product inequalities to the norm inequalities it
suffices to replace A and B by A2 and B2. We turn to the proof of the theorem and of
its corollary.
Proof. We note that, for A  0, ⇑(A) =⇑(A1/2) and Sing(AF) = Sing2(A1/2 :
F) for any subspace F. Consequently the corollary is a simple restatement of the
theorem. The proof of the theorem proceeds as follows.
Assume that X ∈⇑(A). Then, if h is a norm one vector, Lemma 1.3 implies that
‖AXh‖  ‖Ah‖ · ‖Xh‖. Equivalently, ‖Au‖  ‖Ah‖, where u = Xh/‖Xh‖. De-
noting by L the line spanned by h, this can be read as
‖A :X(L)‖  ‖A :L‖. ()
Fix a subspace E. We recall the minimax principle for singular values in a restriction
formulation: for j  dimE,
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µj (A :E) = min ‖A :F‖,
where the minimum runs over all the subspaces F ⊂ E with codimEF = j − 1.
Using this basic principle and the invertibility of X we then deduce that there exists
F ⊂ E, codimEF = j − 1, such that
µj (A :X(E))= ‖A :X(F)‖
 ‖A :X(L)‖ for all lines L ⊂F
 ‖A :L‖ for all lines L ⊂F by ().
Therefore
µj (A :X(E))  ‖A :F‖  µj (A :E).
So X ∈⇑(A) implies that Sing(A :X(E))  Sing(A :E) for all subspaces E.
Conversely, suppose that Sing(A :X(E))  Sing(A :E) for each E. Denote by
s1(A) > · · · > sl(A) the singular values of A arranged in decreasing order but not
counted with their multiplicities. LetS1, . . . ,Sl be the corresponding spectral sub-
spaces of |A|. We note the following fact, easily proved by arguing by the contrary:
If dimF = dim(S1 ⊕ · · · ⊕Sk) andF /=S1 ⊕ · · · ⊕Sk then, for at least one
integer j  dimF, we have µj (A :F) < µj (A :S1 ⊕ · · · ⊕Sk).
It follows that our operator X must satisfy
X(S1 ⊕ · · · ⊕Sk) =S1 ⊕ · · · ⊕Sk
for each integer k, k  l. Let L be a line in Sk . The preceding identity shows that
there is a line T in S1 ⊕ · · · ⊕Sk such that X(T) =L. Since ‖A :X(T)‖ 
‖A :T‖ we must have T ⊂Sk . Thus X(Sk) =Sk . This is exactly the same as
saying that X commutes with |A|. Then |X| also commutes with |A|. We claim that
(|A|, |X|) is a monotone pair. By the contrary there would exist an integer k and
two norm one eigenvectors for |X|, u and v, such that: u ∈Sk , v ∈Sk+1 and a =
‖Xu‖ < ‖Xv‖ = b. Denoting by L the line spanned by u+ v we compute
‖A :L‖2 = s
2
k (A)+ s2k+1(A)
2
and ‖A :X(L)‖ = a
2s2k (A)+ b2s2k+1(A)
a2 + b2 .
Since a < b and sk(A) > sk+1(A) we conclude that ‖A :X(L)‖ < ‖A :L‖ and we
reach a contradiction. Hence X ∈⇑(A). 
It is apparent from the preceding proof that the property that Sing(A :X(E)) 
Sing(A :E) for each subspace E is equivalent to the seemingly weakest one that
Sing(A :X(L))  Sing(A :L) for each lineL. Actually we have essentially shown
that:
Proposition 1.4. Let A, B be operators and let X be an invertible operator. As-
sume that Sing(A :X(L))  Sing(B :L) for each lineL. Then we have Sing(A) 
Sing(B).
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It is an evident fact that when Sing(A)  Sing(B) one may find a unitary U such
that Sing(A :U(E))  Sing(B :E) for each subspace E. As a straightforward conse-
quence of our theorem, a more general fact holds:
Corollary 1.5. Let A, B be operators on an n-dimensional space and let {zj }nj=1 be
a decreasing sequence of strictly positive numbers. If Sing(A)  Sing(B) then there
is an operator Z such that Sing(Z) = {zj }nj=1 and Sing(A :Z(E))  Sing(B :E) for
each subspace E.
Given a hermitian operator B acting on an n-dimensional space we denote by
Eig(B) the sequence of its eigenvalues arranged in decreasing order and counted
with their multiplicities. We observe that for any subspace F of dimension d we
have
Eig(BF) = Eig((B + ‖B‖I )F)− ‖B‖1d ,
where I stands for the identity operator and 1d for the sequence of d 1. We may then
extend Corollary 1.2 in the following way:
Theorem 1.6. Let A be a hermitian operator. An invertible operator X has the prop-
erty that, for all subspaces E,
Eig(AX(E))  Eig(AE)
if, and only if, X belongs to ⇑(A+ ‖A‖I ).
We close this section with two open problems concerning the possibility to extend
restrictions acting on a subspace to operators of simple type on the full space.
Problem 1.7. Let A and B be two operators on a finite-dimensional spaceH. When
is it possible to complete the operator on H⊕H,
T =
(
A ?
B ?
)
,
in order to obtain a normal operator? A necessary condition is that AA∗  A∗A+
B∗B; is it a sufficient condition?
Problem 1.8. Let A and B be two operators on a finite-dimensional space H. As-
sume that B is invertible. Is it always possible to complete the operator on H⊕
H,
T =
(
A ?
B ?
)
,
in order to obtain a paranormal operator? Recall that T is said to be paranormal if
T ∗T commutes with T T ∗.
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2. Monotony, compression and dilation
From Lemma 1.3 we derived in [2] the following norm inequality for any mono-
tone pair (A,B) of positive operators and any projection E:
‖AEB‖  ‖ABE‖. (1)
We may state an improvement of this inequality.
Theorem 2.1. Let A, B be two positive operators and let E be a projection. Assume
that A and B form a monotone pair. Then we have
Sing(AEB)  Sing(ABE).
Proof. Let E = rankE. By a continuity argument we may assume that B is in-
vertible. If k > rankE then, obviously, µk(AEB) = µk(ABE) = 0. Let 1  k 
rankE. By the minimax principle for singular values, we have
µk(AEB) = min
corankF=k−1 ‖AEBF‖,
therefore
µk(AEB)  ‖AEBG‖, (2)
where G is the projection to the subspace G of codimension k − 1 defined by
G = span{B−1(E⊥), B−1(E0)}
with E0 being a subspace of E such that codim(E⊥ ⊕ E0) = k − 1 and
µk(ABE) = ‖ABE(E⊥ + E0)‖ = ‖ABE0‖. (3)
By definition of G we have ‖AEBG‖ = ‖AE0BG‖ so that
‖AEBG‖  ‖AE0B‖
 ‖ABE0‖ (by (1)).
From (2) and (3) we then obtain the theorem. 
Corollary 2.2. For all monotone pairs (A,B) of positive operators and for all sub-
spaces E, we have
Eig(AEBEAE)  Eig((ABA)E).
Proof. By a limit argument we may assume that both A and B are invertible. Denot-
ing by E the projection onto E, we have
Eig(AEBEAE)= Sing2+(B1/2EAE)
 Sing2+(B1/2EA)
 Sing2+(B1/2AE) = Eig((ABA)E),
where Sing+(·) is the nonzero part of Sing(·). 
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Corollary 2.3. For all monotone pairs (A,B) of positive operators and for all sub-
spaces E, we have
Eig(AEBE)  Eig((AB)E).
Proof. By a limit argument we may assume that both A and B are invertible. Denot-
ing by E the projection onto E, we have
Eig(AEBE) = Eig+(EAEBE) = Eig+(A1/2EBEA1/2)
= Sing2+(A1/2EB1/2)
 Sing2+(EA1/2B1/2) = Eig((AB)E),
where Eig+(·) is the nonzero part of Eig(·). 
Problem 2.4. Let (A,B) be a monotone pair and let E be any subspace. Does the
estimate Sing(AEBE)  Sing((AB)E) hold?
Problem 2.5. Let A be a positive operator and let E be a projection. Consider the
map  : [0, 1] −→ l∞n defined by
(t) = Sing(A1+tEA1−t ).
Is it an increasing map?
Example 2.6. If (A,B) is an antimonotone pair the reverse inequality of the one in
Corollary 2.2 is not valid. Take
A =

9 9 89 10 9
8 9 9

 , E =

1 0 00 1 0
0 0 0

 ,
then, setting E = rankE, µ2(A−1E A2EA−1E ) = 0.667.. < 1 = µ2(IE). We also have
µ2(A
−1
E AE) = 0.706.. < 1 so that there is no problem analogous to Problem 2.4 for
antimonotone pairs.
Example 2.7. If (A,B) is an antimonotone pair the opposite inequality of the one
in Corollary 2.3 is not valid. This follows from Example 3.6 by a famous log-major-
isation theorem (see [1, p. 258]).
Theorem 2.8. Let A, B be two commuting positive operators and let E be a sub-
space.
(a) If (A,B) is monotone,
detAE · detBE  det(AB)E.
266 J.-C. Bourin / Linear Algebra and its Applications 360 (2003) 259–272
(b) If (A,B) is antimonotone and E is a hyperplane,
detAE · detBE  det(AB)E.
Proof. (a) immediately follows from Corollary 2.3. To prove (b) we first observe
that for an operator X acting on H and a k-dimensional subspace F,
| detXF| = ‖ ∧k (XF)‖ = ‖(∧kX)∧kF‖,
where ∧k stands for the kth antisymmetric tensor power. Consequently, letting dim
H = n, we have
detAE · detBE = ‖(∧n−1A)∧n−1E‖ · ‖(∧n−1B)∧n−1E‖. (4)
Since (A,B) is an antimonotone pair, there exist a family {Ej }nj=1 of mutually or-
thogonal rank one projections, a decreasing sequences {aj }nj=1 and an increasing
sequence {bj }nj=1 such that
A =
n∑
j=1
ajEj and B =
n∑
j=1
bjEj .
We infer that
∧n−1A =
n∑
j=1
(∏
k /=j
ak
)(∧
k /=j
Ek
)
and ∧n−1 B =
n∑
j=1
(∏
k /=j
bk
)(∧
k /=j
Ek
)
form an antimonotone pair of positive operators acting on ∧n−1H. We note that
∧n−1E is a line in∧n−1H. Let h be a normalised vector spanning∧n−1E. We deduce
from (b) of Lemma 1.3 that
‖(∧n−1A)∧n−1E‖ · ‖(∧n−1B)∧n−1E‖ = 〈h, (∧n−1A)h〉〈h, (∧n−1B)h〉
 〈h, (∧n−1A ∧n−1 B)h〉
= det(AB)E.
Comparing with (4) we obtain the result. 
Problem 2.9. Does part (b) of the theorem extend to all subspaces? (This is true for
lines, as a straightforward consequence of Lemma 1.3.)
Example 2.10. For a monotone pair (A,B) inequality (a) above is not valid for
other functionals such as the norm. Indeed, taking E as in Example 3.6 and
A =

1 0 00 1 0
0 0 2

 , B =

0 0 00 4 0
0 0 4

 ,
one has ‖AE‖.‖BE‖ = 6.668.. > 6.309.. = ‖(AB)E‖.
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2.1. Commuting dilations
Given two operators A, B acting on H it is not difficult to dilate them to a pair of
commuting operators; for instance we may take
S =
(
A B
B A
)
and T =
(
B A
A B
)
.
More generally if {Ak}nk=1 are operators on H, then the family {Sk}nk=1 of opera-
tors acting on H⊕ · · · ⊕H (n terms),
Sk =


Ak Ak−1 · · ·
Ak+1 Ak · · ·
...
...
.
.
.


are commuting dilations of the Ak’s.
If A, B are positive operators we may dilate them to an antimonotone pair of
commuting, positive operators; it suffices to take
S =
(
A A
A A
)
and T =
(
B −B
−B B
)
.
Since ST = T S = 0, (S, T ) is clearly an antimonotone pair. To dilate two positive
operators A and B to a monotone pair of commuting, positive operators is more
difficult. Nevertheless we have the following result.
Theorem 2.11. Let A, B be positive operators on H and assume that I  B 
(1/k)I for some integer k. Then we can dilate them into a monotone pair of positive
operators on a larger space F, dimF = k dimH.
Proof. We may write F =H⊕ · · · ⊕H, k terms. We dilate A into S with block-
matrix representation
S =


A A · · ·
A A · · ·
...
...
.
.
.


and we dilate B into
T =


B I−B
k−1 · · ·
I−B
k−1 B
.
.
.
...
.
.
.
.
.
.


We observe that ST = S hence S commutes with T. Let {aj }nj=1 be an orthonormal
basis of H such that
A =
∑
1jn
µj (A)aj⊗aj .
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Notice that {sj = (1/
√
k)(aj ⊕ · · · ⊕ aj )}nj=1 is a family of normalised eigenvectors
of S whose corresponding eigenvalues are the numbers {kµj (A)}nj=1. Moreover, set-
tingE = span{sj , 1  j  n} andEj = span{(x1aj ⊕ · · · ⊕ xkaj ) | x1 + · · · + xk =
0} we note that⊕
1jk
Ej = E⊥ ⊂ ker S.
Consequently,
S = k
∑
1jn
µj (A)sj⊗sj .
Now we observe that E reduces T and that TE is the identity operator on E. To
prove the theorem it therefore remains to check that 0  T  I . For this purpose let
{bj }nj=1 be an orthonormal basis of H such that
B =
∑
1jn
µj (B)bj⊗bj
and consider the orthogonal decomposition F = G1 ⊕ · · · ⊕ Gn in which
Gj = span
{
(bj ⊕ 0 ⊕ · · · ⊕ 0); (0 ⊕ bj ⊕ · · · ⊕ 0); . . . ; (0 ⊕ · · · ⊕ 0 ⊕ bj )
}
.
Relative to this decomposition T = T1 ⊕ · · · ⊕ Tn with
Tj =


µj (B)
1−µj (B)
k−1 · · ·
1−µj (B)
k−1 µj (B) · · ·
...
...
.
.
.

 .
Let I(k) be the k-by-k identity matrix and let P(k) be the k-by-k matrix whose
entries all equal 1. We have
Tj = 1 − µj (B)
k − 1 P(k) +
kµj (B)− 1
k − 1 I(k).
Since 1/k  µj (B)  1 we infer that Tj  0. Since ‖P(k)‖ = k we have ‖Tj‖ = 1.
Thus 0  Tj  I and consequently 0  T  I . 
We say that two hermitian operators S and T on an n-dimensional space H form
a monotone pair if there is an orthonormal basis {ej }nj=1 such that
S =
∑
j1
λj (S)ej⊗ej and T =
∑
j1
λj (T )ej⊗ej ,
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where the numbers λj (·) are the eigenvalues arranged in decreasing order and count-
ed with their multiplicities (when both S and T are positive, this definition is com-
patible with that of a positive monotone pair). Given two hermitian operators A and
B on H we easily find positive numbers a, b and c such that A+ aI  0 and I 
c(B + bI)  I/2. Applying Theorem 2.11 to A+ aI and c(B + bI) we obtain:
Corollary 2.12. Let A, B be hermitian operators acting on H. Then we can dilate
them into a monotone pair acting on H⊕H.
Corollary 2.13. Let A be an operator acting onH. Then we can dilate A into a nor-
mal operator acting on H⊕H whose real and imaginary parts form a monotone
pair.
3. Compressions AEBE and (AB)E
In this section we prove several results which strongly suggest that the answer to
Problem 2.4 is positive. A general unitarily invariant norm will be denoted by ‖ · ‖∗.
The symbols ‖ · ‖1 and ‖ · ‖2 respectively stand for the trace norm and the Frobenius
norm. These two norms with the operator norm are specially important norms. In
[2], Theorem 1, the following inequalities were established:
If (A,B) is a monotone pair and Z is a normal operator,
‖AZB‖2  ‖ZAB‖2. (5)
If (A,B) is an antimonotone pair and Z is a normal operator,
‖AZB‖2  ‖ZAB‖2. (6)
Warning: (6) may break down for operators acting on infinite-dimensional spaces.
However when Z is in the Hilbert–Schmidt class (6) is still valid. The same remark
holds for (b) below.
If T is an operator with Cartesian decomposition T = Re T + i Im T we consider
the mixed decomposition
x,yT = xRe T + iyIm T ,
where x, y are real weights. We extend (5) and (6) in the following way.
Theorem 3.1. Let A, B be commuting, positive operators, let Z be a normal opera-
tor and let x, y be real numbers.
(a) If (A,B) is monotone,
‖x,yAZB‖2  ‖x,yZAB‖2.
(b) If (A,B) is antimonotone,
‖x,yAZB‖2  ‖x,yZAB‖2.
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Proof. We note that for any operator T,
‖x,yT ‖22 = x2‖ReT ‖22 + y2‖ImT ‖22.
Moreover ImAZB = −ReA(iZ)B and ImZAB = −Re(iZ)AB so that it suffices
to prove the theorem for the real parts. We do case (a), case (b) being similar. We
have
4‖ReAZB‖22 = TrAZB2Z∗A+ Tr(AZB)2 + Tr(BZ∗A)2
= 2‖AZB‖22 + Tr(AZB)2 + Tr(BZ∗A)2
 2‖ZAB‖22 + Tr(AZB)2 + Tr(BZ∗A)2 by (5)
= 4‖Re ZAB‖22,
where the last equality follows from commutatibility of A and B. 
From (5) and (6) we derive the following trace inequalities.
Corollary 3.2. Let A, B be two commuting positive operators and let E be a sub-
space. Then:
(a) If (A,B) is monotone, TrAEBE  Tr(AB)E.
(b) If (A,B) is antimonotone, TrAEBE  Tr(AB)E.
Proof. Let E be the projection onto E. We may prove (a) by invoking Corollary 2.3
or by noticing that
TrAEBE = ‖A1/2EB1/2‖22  ‖EA1/2B1/2‖22 = Tr (AB)E.
We prove (b) in a similar way
Tr(AB)E = ‖EA1/2B1/2‖22  ‖A1/2EB1/2‖22 = TrAEBE. 
Proposition 3.3. Let A be a positive, invertible operator and let E be a subspace.
Then we have
k∏
j=1
µj (A
s
EA
t
E) 
k∏
j=1
µj (A
s+t
E ) and
k∏
j=1
µj (A
s
EA
−t
E ) 
k∏
j=1
µj (A
s−t
E )
for every 1  k  dimE and all s, t > 0.
Proof. By standard antisymetric tensor arguments it suffices to prove the norm in-
equalities
‖AsEAtE‖  ‖As+tE ‖ (7)
and
‖AsEA−tE ‖  ‖As−tE ‖. (8)
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(7) is a consequence of Proposition 3.7 below. We prove (8): Let E denote the pro-
jection onto E. We have
‖EAs−tE‖ = ‖EA(s−t)/2‖2
 ‖As/2EA−t/2‖2
= ‖As/2EA−tEAs/2‖
 ‖EA−tEAsE‖,
where at the first inequality we use [2, Proposition 6] and at the second one the simple
fact that ‖XY‖  ‖YX‖ for operators X, Y for which the product XY is normal. 
Corollary 3.4. Let A be a positive, invertible operator and let E be a subspace.
Then, for all s, t > 0 and every unitarily invariant norm, we have
‖AsEAtE‖∗  ‖As+tE ‖∗ and ‖AsEA−tE ‖∗  ‖As−tE ‖∗.
Proposition 3.5. Let A, B be two commuting positive operators and let E be a sub-
space. Then:
(a) If (A,B) is monotone, ‖AEBE‖1  ‖(AB)E‖1.
(b) If (A,B) is antimonotone, ‖AEBE‖1  ‖(AB)E‖1.
Proof. (b) follows from Corollary 3.2. To prove (a) we first observe that by a limit argu-
ment we may restrict ourselves to the case ofB = ϕ(A) for an increasing, positive func-
tion ϕ defined on [0,∞). Let  be the set of such functions ϕ which also satisfy
‖AE[ϕ(A)]E‖1  ‖[Aϕ(A)]E‖1
for every positive operator A. We remark that  is preserved under:
(α) a linear combination with positive coefficients,
(β) “dilation”: ϕ ∈ ⇒ ϕλ(x) = ϕ(λx) ∈ ,
(γ ) a pointwise limit,
(δ) if ϕ ∈  is continuous and strictly increasing, with ϕ(0) = 0 and ϕ(∞) = ∞;
then the reciprocal function ϕ−1 is also an element of . Thanks to Corollary 3.4
and reasoning as in the proof of Theorem 1 in [2] we deduce that  contains all the
positive, increasing functions. 
Example 3.6. Part (b) of the preceding proposition cannot extend to all unitarily
invariant norms. Consider
A =

1 0 00 1 0
0 0 0

 , B =

0 0 00 1 0
0 0 1

 , E = 1
3

 2 −1 −1−1 2 −1
−1 −1 2

 .
Then, E being the range of E, we have ‖AEBE‖p < ‖(AB)E‖p for any p ∈ (q,∞]
where q is a real number, 1 < q < 2.
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We denote by  the class of positive functions f defined on [0,∞) with f (0) = 0
and such that f is convex or concave. In particular the power functions x −→ xt ,
t > 0 lie in .
Proposition 3.7. Let A, B be two commuting positive operators and let E be a sub-
space. Assume that B = f (A) for some f ∈ . Then there exist unitary operators U
and V on E such that
|AEBE|  12
(
U(AB)EU
∗ + V (AB)EV ∗
)
.
We shall use a remarkable result of Bhatia and Kittaneh (see [1, p. 262]). This the-
orem, called the arithmetic–geometric mean operator inequality for obvious reasons,
states that for any operators A and B we have
Sing(AB)  12 Sing(A
∗A+ BB∗).
Proof. By a limit argument we may assume that A is invertible and f : [0,∞) −→
[0,∞) is bijective. By replacing if necessary B by A and A by f−1(B) we may then
assume that f is convex. Therefore x −→ f (x)/x is increasing on [0,∞). We write
EAEBE = EAE(f (A)A−1)1/2 · (Af (A))1/2E,
and we apply the Bhatia–Kittaneh theorem to get a unitary W such that
|EAEBE|  12W
{
(f (A)A−1)1/2EAEAE(f (A)A−1)1/2
+ (Af (A))1/2E(Af (A))1/2}W ∗.
Since ZEZ∗ and EZZ∗E are unitarily congruent for any operator Z, there are uni-
taries U0 and V0 such that
|EAEBE|  12U0(EAEf (A)A−1EAE)U∗0 + 12V0(EAf (A)E)V ∗0 .
Since (A, f (A)A−1) is a monotone pair, Corollary 2.2 implies that, for a unitary U1,
|EAEBE|  12U1(EAf (A)E)U∗1 + 12V0(EAf (A)E)V ∗0 .
We note that EU1E and EV0E can be viewed as contractions acting on E; hence,
we have
|AEBE|  12
(
U(AB)EU
∗ + V (AB)EV ∗
)
for some unitaries U and V acting on E. 
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