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Le mémoire a pour objectif spécifique l'implantation du filtre de Kalman en technolo-
gie d'intégration à très grande échelle pour la reconstruction des signaux de mesure. La 
reconstitution d'un mesurande consiste à estimer un signal x(t) qui n'est pas mesurable direc-
tement, à partir des résultats de mesure d'un autre signal y(t) qui est lié avec le premier de 
façon causale. Les méthodes de reconstitution sont généralement basées sur certaines sup-
positions concernant le modèle mathématique de la relation entre les signaux et l'informa-
tion a priori accessible sur le signal reconstruit et sur le bruit qui entache des résultats de 
conversion y(t). Le problème de reconstitution, posé d'une façon abstraite, est bien conforme 
aux nombreuses situations pratiques dans les différents domaines de la technique de mesure 
et de commande. Cela implique une demande particulière pour des processeurs spécialisés, 
dédiés à la vaste classe d'applications de reconstitution. 
La contribution originale à cette étude est la réalisation d'un premier prototype de pro-
cesseur spécialisé à la reconstitution de signaux utilisant le filtrage de Kalman. Cet algo-
rithme offre l'avantage d'opérer en temps réel par un traitement en ligne en plus de permettre 
l'ajout facile d'une contrainte de positivité pour améliorer les résultats. Par contre, il requiert 
un temps de calcul suffisamment important pour demander un temps de réponse non négli-
geable de la part d'un processeur de traitement de signal commercial. Ainsi, les calculateurs 
conventionnels munis de microprocesseurs sont insuffisants pour atteindre une vitesse de 
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calcul satisfaisant les applications où la contrainte majeure est la reconstitution en temps 
réel. 
Une étude de l'algorithme, pour les signaux stationnaires et invariants, révèle la possi-
bilité d'effectuer les calculs sur deux processus indépendants et entrelacés pour augmenter 
les performances en temps réel. L'architecture des processeurs disponibles commerciale-
ment pour le traitement des signaux n'est pas adaptée à ce traitement parallèle. Une première 
architecture spécialisée, DSP _KAL, qui tire profit du parallélisme de l'algorithme est déve-
loppée. Une deuxième version réduite de l'architecture, DSP _KAL+, est réalisée pour per-
mettre son intégration sur silicium. 
L'amélioration des performances du processeur par rapport au DSP56000 de Motorola 
a été évaluée en comparant le nombre de cycles machine requis par chacun des processeurs 
pour réaliser certaines fonctions. Pour effectuer une reconstitution, l'architecture proposée 
permet une réduction du nombre de cycles d'horloge qui tend vers 5 fois moins de cycles 
que le DSP56000 de Motorola pour une augmentation de fréquence de 2 fois supérieure. 
Un prototype a été réalisé à la Société Cannadienne de Microélectronique (SCM). Ce 
prototype a été développé pour fonctionner comme coprocesseur d'un processeur maître. TI 
est composé de deux multiplieurs/accumulateurs (MI A) et d'un microséquenceur program-
mable controlant les unités opératives servant à exécuter l'algorithme stationnaire de Kal-
man sans et avec contrainte de positivité. La conception a été réalisée au moyen d'outils 
rendu disponibles par la SCM: CADENCE, SILOS, BNR DFf, SYNFUL et un langage de 
description matériel de haut niveau VERll.,OG. Pour une réduction des coûts de fabrication, 
iv 
une architecture à chemin de données de 8-bits a été fabriquée dans une technologie CMOS 
de 1.2 um de la SCM. La complexité de la puce sans les mémoires est de 24 000 transistors 
pour une surface de silicium de 5.1 x 9.0 mm2. 
Cette version du processeur est un premier pas vers un processeur spécialisé pour la 
reconstitution des signaux basée sur le filtre de Kalman. D'autres améliorations sont envisa-
gées afin de séparer les calculs vectoriels en sections et de les distribuer sur des processeurs 
séparés. 
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Le traitement des signaux dans un système de mesure consiste en deux phases: la con-
version et la reconstitution. La figure 1-1 montre un système de mesure comportant des 
modules dédiés à ces phases. 
La conversion dans un système de mesure numérique consiste en une série de transfor-
mations de signaux analogiques, reçus d'un objet de mesure, en des signaux numériques. 
Ces derniers sont ensuite traités afin d'obtenir des estimés des grandeurs à mesurer; cette 
opération est nommée reconstitution de mesurande. 
La reconstitution de mesurande est un problème fondamental en métrologie. Suivant 
la figure 1-1, le signal de sortie du bloc de conversion d'un instrument de mesure est obtenu 
par la convolution du signal mesuré à son entrée, x(t), avec la réponse impulsionnelle, h(t), 
de l'appareil de mesure. De plus, un bruit de mesure, 11(t), qui entache le système, s'addi-
tionne à yU) pour obtenir le signal de sortie bruité y (t) . 
L'équation suivante caractérise la conversion des signaux dans un système de mesure: 
y (t) = f h (t - t') x (t') dt' + 11 (t) (1.1) 
2 
, conversion Y reconstitution x 
Objet" " - o.- Il -------------------- --------- --------11---------- --- --Jo 
système de mesure 
Figure 1-1 Schéma bloc d'un système de mesure. 
La résolution de l'équation (1.1) devient un problème de reconstitution dans le cas où 
l'on cherche à reconstruire le signal d'entrée. Plusieurs algorithmes ont été développés pour 
permettre la reconstitution des signaux. Citons à titre d'exemple les algorithmes de: Van-
Cittert, Jansson, Kalman, etc. li n'existe pas de méthode universelle pour effectuer la 
reconstitution d'un signal. On choisit l'algorithme le plus approprié en fonction des connais-
sances a priori du signal. Cependant, l'algorithme de Kalman permet la reconstitution en 
temps réel aussi bien avec des signaux à variation rapide qu'avec des signaux à variation 
lente [MAS94]. Nous avons, en partie, cherché à améliorer le temps de reconstitution pour 




+ y (t) 
x(t) y(t) 
.. 
Figure 1-2 Bloc de conversion linéaire monodimensionnel avec bruit. 
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L'algorithme de Kalman demande une importante capacité de calcul de la part du pro-
cesseur sur lequel il est mis en oeuvre. L'architecture des processeurs commerciaux pour le 
traitement des signaux n'est pas optimisée pour un algorithme en particulier. Par exemple, le 
DSP56000 requiert 2 cycles d'horloge pour une multiplication/addition et le résultat d'une 
addition doit être placé temporairement dans un registre avant d'être écrit en mémoire. 
L'exécution est répartie sur plusieurs cycles, ce qui entraîne une diminution des performan-
ces dans les applications en temps réel. Le seul processeur spécialisé ciblé vers le filtrage de 
Kalman connu au début des travaux en 1991 était CLARA [REY86]. Son architecture 
interne est semblable aux processeurs commerciaux, il n'utilise qu'un seul MlA. 
Une analyse de l'algorithme [MAS92b] a révèlé la possibilité d'effectuer les calculs 
sur deux processus indépendants mais entrelacée. Ce mémoire porte sur des travaux visant 
la mise en oeuvre d'une première architecture spécialisée, adaptée à l'algorithme, conçue 
pour tirer profit de cette distribution des calculs afin d'améliorer le temps de reconstitution. 
L'architecture utilise 2 MlA externes de 16x16 bits sur lesquels sont répartis les calculs 
Ce mémoire traite aussi d'une deuxième version de l'architecture qui intègre les MlA 
pour minimiser le nombre de broches externes. Cela améliore aussi les performances en 
réduisant le temps requis pour une propagation des données du MlA. Une version compacte 
conçue pour supporter des opérandes de 8 bits a été réalisée sous la forme d'un prototype 
intégré sur silicium (DSP _KAL+). 
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1.2 Méthodologie 
La méthodologie utilisée pour la conception et la validation de l'architecture intégrée 
est illustrée à la figure 1-3. Elle se décompose en six étapes distinctes visant: l'élaboration 
de l'algorithme, l'élaboration de l'architecture originale (DSP _KAL), la conception de 
l'architecture intégrée (DSP _KAL+), l'inclusion de structure permettant d'assurer la testabi-
lité de l'ensemble, le placement et routage du circuit et enfin la simulation fonctionnelle. On 
retrouve dans cette figure l'ensemble des outils utilisés, à savoir: Verilog, Synful, la simula-
tion fonctionnelle, Scancheck, ATPG, le placement et routage, le DRC et le PDcompare. De 
plus, la figure 1-3 décrit clairement l'ordre dans lequel ces outils permettent d'arriver à un 
circuit complet. 
La première étape est discutée au chapitre 2. Ce chapitre inclut une étude de l' algo-
rithme de Kalman utilisé pour la reconstitution. Les deuxième, troisième, quatrième et cin-
quième étapes sont décrites au chapitre 3. Elles démontrent en détailla première architecture 
DSP _KAL, les problèmes qui ont conduit au développement de l'architecture DSP _KAL+, 
l'analyse de la testabilité de l'architecture DSP _KAL+, effectuée avec l'aide d'une chaîne 
de balayage interne, et les principales étapes de l'intégration de l'architecture DSP _KAL+ 
sur silicium. Les simulations fonctionnelles réalisées pour la validation de l'architecture 
intégrée sont décrites au chapitre 4. Les chapitres 3 et 4 sont une contribution originale pro-
venant de mon travail de recherche. 
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CHAPITRE 2 
PROBLÈME DE LA RECONSTITUTION DE SIGNAUX 
2.1 Description du problème 
Dans le domaine des systèmes de mesure, nous considérons généralement qu'un ins-
trument est précis lorsque sa réponse impulsionnelle peut être approchée par une impulsion 
de Dirac: 
h (t) = a· 8 (t) 
où 8(t) = {~ si t = 0 ailleurs 
On obtient alors la grandeur à mesurer par une relation de proportionnalité : 




Cette approximation n'est acceptable que si le contenu fréquentiel du signal x(t) est 
limité à l'intérieur de la bande passante de l'instrument. Si nous utilisons l'appareil au-delà 
de ces limites, la réponse impulsionnelle ne peut plus être considérée comme une fonction 
de Dirac. Le signal à mesurer est alors convolué avec la réponse impulsionnelle réelle du 
système de mesure. Ce problème se pose à chaque fois que nous voulons mesurer une gran-
deur x(t) non directement accessible, par l'intermédiaire d'un instrument qui fournit une 





Figure 2-1 Exemple de signaux de sortie d'un système de mesure. 
TI est important de comprendre l'effet de la convolution de la réponse impulsionnelle 
h(t) sur le signal x(t). La figure 2-1 illustre trois cas possibles de signaux spectrométriques 
où la distorsion qui est induite cause des erreurs de mesure[JAN84]. Nous remarquons que 
l'information contenue dans les raies de x3(t) qui est connue a priori est perdue lors de la 
convolution avec h(t) pour obtenir Y3 (t). Cet exemple illustre un cas ou l'usager aurait 
dépassé les limites de résolution de son appareil de mesure. 
Dans un système linéaire, l'entrée x(t) d'un système et sa sortie y(t) sont reliées par une 
intégrale de première espèce [MOR93] : 




Si le système est invariant, la relation devient une convolution: 
y (t) = x (t) *h (t) = f-= h (t- t') x (t') dt' (2.4) 
Cette équation ne représente pas toujours la réalité. TI nous faut en effet tenir compte 
de la présence inévitable du bruit de mesure 11 (t) qui, même à de très faibles valeurs, rend 
parfois difficile la résolution du problème. Nous obtenons alors dans le cas dfun système 
causal. 
y(t) = fh(t-t')x(t')d(t') +11(t) (2.5) 
La solution consiste à résoudre l'équation intégrale de la convolution pour reconstruire 
ou restaurer l'entrée du système x (t) à partir de sa sortie y (t) . En général, on doit résoudre 
cette intégrale numériquement. Nous pouvons donc numériser l'équation (2.5) comme suit:. 
k 
Yk = L hk_jxj + 11 (2.6) 
j = 0 
Le terme 11 de l'équation (2.6) comporte au moins trois sources potentielles d'erreurs: 
des erreurs provenant de bruits dans la chaîne de conversion des signaux analogiques y (t) , 
des erreurs de quantification lors de l'échantillonnage des signaux y (t) pour obtenir des 
signaux numériques y k ' des erreurs de repliement dûes à un sous-échantillonnage dans la 
quadrature du signal à restaurer. 
2.2 Algorithme de Kalman pour signaux stationnaires 
L'algorithme de reconstitution de Kalman d'un signal y (t) comportant N échantillons 
est basé sur le modèle d'état discret du système de mesure représenté par les équations sui-
vantes [MAS92b]. 




pour k = 1,2,3,4, .. , N. La matrice F et le vecteur b utilisés dans les équations (2.7) 
et (2.8) sont invariants et de forme canonique contrôlable: 
° 
1 
° ° ° 
° ° 
1 
° ° F= ,dim (F) = MxM 
° ° ° ° 
1 
° ° ° ° 
1 
b = [010101 ... 1011] T, dim (b) = M 
À partir d'observations YI' Y2' ... y k' . . , y N _ l ' Y N' nous désirons effectuer une esti-
mation optimale (au sens de l'erreur quadratique moyenne minimale) zk/j de l'entrée Zk. 
Nous noterons une telle estimation par zk/n' c'est-à-dire l'estimation à l'instant k compte 
tenu des informations disponibles à l'instant n. 
Dans le cas d'un système linéaire et invariant dans le temps, le vecteur de gain peut 
être calculé indépendamment des mesures à effectuer [MAS91]. Le filtrage de Kalman se 
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Le résultat de reconstitution Xk est obtenu par l'extraction d'un élément du vecteur 
Zk/k à chaque point d'échantillonnage k [MAS95]. 
Xk = Z M 
klk' 2 
(2.13) 
2.3 Séquencement de l'algorithme pour le calcul parallèle 
Une analyse de l'algorithme révèle qu'il est possible de distribuer l'exécution des cal-
culs sur deux processus indépendants, mais entrelacés [MAS92b]. Cela est possible en cal-
culant l'estimation du signal de sortie du système de mesure y k + 1 au même moment que 
l'estimation du vecteur d'état zklk' Cette possibilité découle du fait que lors de la première 
mesure, le vecteur ZO/O est égal à zéro. Ceci implique que la première innovation, Il ' est 
égale à la première mesure bruité. 
La figure 2-1 montre la séquence des calculs en parallèle. La colonne de droite pré-
sente les calculs séquentiels pour obtenir Z kl k et la colonne de gauche montre les calculs 
séquentiels pour obtenir Yk+ 1 . 
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L'architecture de la plupart des processeurs commerciaux pour le traitement des 
signaux (DSP5600, TMS320, ... ) ne comprend qu'un seul MlA. Il est donc impossible de 
répartir le calcul sur deux processus indépendants. Une solution possible est de développer 
une architecture spécialisée capable de mettre à profit le parallélisme au niveau du traite-
ment. 
r--~::-----:------:------,~Zk_+_l/_k_. 1 ____ ---' Zklk.2 
hk+l.1Zk+l/k.l +Yk+l.O ... 
1 h k + 1,MZk+1/k,M-l +Yk+l,M-l 1 
~Yk+l.M = Yk+l 
Zk+ l/k. 2 
: Zk/k,M-l 
Figure 2-2 Séquencement des calculs en parallèles. 
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CHAPITRE 3 
PROPOSITION D'UNE ARCHITECTURE SPÉCIALISÉE ET INTÉGRÉE 
3.1 Système de reconstitution 
Pour permettre d'utiliser efficacement le parallélisme dans l'algorithme, un processeur 
spécialisé avec deux Mf A externes est proposé à la figure 3-2. Le processeur spécialisé est 
conçu pour fonctionner comme un co-processeur relié à l'ordinateur maître d'un système de 
mesure. L'ordinateur maître programme le processeur spécialisé avec les vecteurs de gain, la 
réponse impulsionnelle requise pour la reconstitution et la fréquence d'échantillonnage. Il 
reçoit ensuite les données reconstituées. Le Mf A choisi est le TMC2210 de TRW. Il est dis-
ponible en quatre versions offrant des temps de calcul de 65, 80, 100 et 160 ns respective-
ment. Ceci permet de sélectionner le délai de propagation approprié en fonction de la 
technologie sur laquelle le processeur sera implanté. Afin que les Mf A fonctionnent en 
parallèle, le temps de chargement additionné au délai de propagation interne par Mf A doit 
être inférieur à la période de deux cycles d'horloge du processeur. Les caractéristiques sur 
lesquelles sont basées le choix du Mf A sont la multiplication parallèle de 16 bits avec accu-
mulateur de 35 bits, le fonctionnement en notation complément de deux et la capacité 






Figure 3-1 Schéma général du système de reconstitution. 
3.2 Architecture avec M/A externes au processeur (DSP _KAL) 
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Le diagramme bloc de la figure 3-2 montre les blocs principaux de l'architecture du 
co-processeur, on y retrouve: les mémoires qui contiennent les vecteurs z, h et k utilisés par 
l'algorithme; les unités de génération d'adresses associées à chaque mémoire pour faciliter 
la manipulation des données; les bus internes et les multiplexeurs pour effectuer le transfert 
parallèle vers les ports d'entrée et de sortie de plusieurs données; le micro séquenceur en 
mémoire RAM avec programmation horizontale qui synchronise les transferts parallèles en 
un seul cycle; l'unité opérative qui contient un comparateur pour la reconstitution avec con-
traintes et un bloc de compteurs qui permet de gérer les boucles nécessaires au traitement de 
vecteurs. 
3.2.1 Unité de mémoire et de génération d'adresses 
L'architecture est conçue pour maximiser le nombre d'opérations exécutables en 













Figure 3-2 Diagramme bloc de l'architecture. 
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pour permettre un accès simultané aux différentes données. La décision d'utiliser des 
mémoires internes est partiellement justifiée par l'amélioration des temps d'accès. De plus, 
comme l'implantation tend à être limitée par le nombre d'entrées/sorties, ceci permet d'utili-
ser plus efficacement la surface de silicium. Précisons que dans sa forme actuelle, notre 
architecture requiert 144 broches. Les vecteurs z et h sont donc emmagasinés dans deux 
mémoires de 128 mots de 16 bits. La longueur de ces mémoires a été limitée à 128 mots 
puisque les applications envisagées ne requièrent pas un très long vecteur de réponse impul-
sionnelle pour caractériser le système de mesure. Le vecteur k est le gain stationnaire qui est 
calculé pour un niveau de bruit donné. Quatre exemplaires du vecteur k pour différents rap-
ports signal à bruit sont stockés dans une mémoire de 512 mots de 16 bits pour permettre 
une meilleure reconstitution des signaux non-stationnaires. Le vecteur gain le mieux adapté 
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à la mesure peut donc être sélectionné. La quatrième mémoire est utilisée pour emmagasiner 
des informations telles que l'innovation et les données utiles à la reconstitution avec con-
traintes. Le choix de mots de 16 bits est fondé sur une analyse quantitative de l'effet de la 
quantification sur la qualité de reconstitution avec différents types de signaux spectrométri-
ques [MAS95]. 
Pour éviter les délais en adressant les données, chaque mémoire possède sa propre 
unité de génération d'adresses contenant deux pointeurs indépendants. On retrouve à la 
figure 3-2, le diagramme bloc de l'unité de génération d'adresses avec les registres de base 
et les registres de déplacement propres à chaque pointeur [FEL90]. L'emploi de deux poin-
teurs permet de diviser la mémoire en sections que l'on adresse en sélectionnant le pointeur 
approprié. L'emploi d'un registre de déplacement avec l'additionneur facilite le traitement 
vectoriel et ne restreint l'accès aux pointeurs que dans les cas de chargement du registre. 
3.2.2 Bus de données et multiplexeurs 
Pour maximiser les transferts de données en parallèle sur un cycle, chaque mémoire 
possède son propre bus de données. L'interconnexion est assurée par un multiplexeur à 
l'entrée de chaque mémoire. Ceci permet une flexibilité au niveau de la manipulation des 
données advenant l'utilisation d'un algorithme différent. L'accès aux M/A à partir des diffé-






Figure 3-3 Unité de génération d'adresse. 
3.2.3 Ports d'entrées et de sorties 
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La communication du processeur avec l'extérieur est assurée par 5 ports indépendants. 
Un port est dédié au convertisseur analogique/numérique. Ce dernier possède une largeur de 
12 bits pour permettre la lecture d'un convertisseur en un cycle. La programmation des 
mémoires internes est accomplie par le processeur maître en utilisant le port PGM . Pour ce 
faire, il faut arrêter le processeur en activant le signal d'entrée HOLD. Avant d'autoriser la 
demande, le processeur se place en mode de programmation externe pour permettre l'accès 
à ses mémoires internes. Les ports 1,2 et 3, d'une largueur de 16 bits, servent à communi-
quer avec les MI A. Les ports 1 et 2 servent de sorties pour charger les MI A, tandis que le 
port 3 est une entrée pour effectuer les lectures. Ainsi, l'opération de chargement et de lec-
ture d'un MlA peut être effectuée en un cycle. Une erreur de quantification du résultat est 
introduite lors de la lecture parce que le résultat de la multiplication est sur 35 bits. Cette 
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erreur peut être minimisée à une résolution de 2-17 par une fonction du MI A qui arrondit à la 
valeur la plus proche. Il est important de noter que le chargement et la lecture simultanées du 
MI A impliquent que ce dernier se comporte comme un registre pipeline, dont il faut tenir 
compte dans la programmation. 
3.2.4 L'unité arithmétique et logique 
L'implantation d'une unité arithmétique et logique complète n'est pas rentable au 
niveau de la surface de silicium occupée par rapport à son utilisation. Deux unités indépen-
dantes sont implantées pour réaliser les fonctions de base nécessaires. Par conséquent, 
l'unité opérative comprend un comparateur de 16 bits pour la reconstitution avec contraintes 
[MAS92a] et un additionneur de 16 bits pour permettre la résolution de l'équation (2.12) en 
un seul cycle. De plus, le bloc des compteurs est utilisé pour supporter l'exécution des bou-
cles. Ce bloc comprend trois compteurs indépendants qui ont leurs fonctions propres. Un 
premier compteur de 16 bits sert de base de temps pour l'échantillonnage et les deux autres 
d'une largueur de 8 bits servent pour le contrôle de boucles. Un avantage de ce type de con-
ception est de permettre un fonctionnement parallèle au transfert des mémoires. 
3.2.5 Le micro séquenceur programmable 
Le micro séquenceur programmable comporte une mémoire RAM de 128 mots x 80 
bits. li supporte une programmation horizontale afin d'exécuter le maximum d'opérations en 
parallèle en un cycle tout en minimisant la logique de commande. La figure 3-2 illustre les 
blocs principaux du séquenceur. On y retrouve la mémoire qui contrôle l'exécution des opé-
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rations. Elle est séparée en différents champs et chacun contrôle une partie différente du pro-
cesseur. Le multiplexeur de condition, le bloc de polarité et le bloc de sélection de la 
prochaine adresse réalisent les fonctions de branchement dans le micro séquenceur [WHI81]. 
Le principe de fonctionnement général est le suivant: le multiplexeur de condition sélec-
tionne lequel des états du système va influencer le branchement, le bloc de polarité déter-
mine si le branchement va s'effectuer sur un état qui est présent ou non et le bloc 
d'affectation de la prochaine adresse va sélectionner d'où va provenir l'adresse de la pro-
chaine instruction. L'adresse de branchement peut provenir du compteur de micropro-
gramme de la mémoire pour un adressage immédiat ou du registre de sous-programme. La 














sel. cond. 3 
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mémoire de micro programme 
Figure 3-4 Microséquenceur programmable. 
7 
18 
3.2.6 Intégration de l'architecture 
L'intégration de l'architecture présentée dans ce chapitre pose plusieurs difficultés. Le 
nombre de broches requises évalué à 144 cause un problème au niveau du silicium. La sur-
face du circuit résultant n'est plus déterminée par le nombre de portes logiques ou la quantité 
de mémoire intégré mais par la surface requise pour implanter les plots d'entrée/sortie. Le 
circuit est alors considéré comme "I/O bound". Ceci cause un gaspillage de la surface de sili-
cium qui justifie difficilement sa fabrication. Le test du processeur après son intégration 
deviendrait difficile. Le testeur IMS disponible au laboratoire de VLSI de l'École Polytech-
nique de Montréal ne possède que 68 broches d'entrée/sortie. Un autre facteur qui affecte 
cette architecture provient de la nécessité de faire un transfert de données à chaque cycles 
d'horloge vers les multiplicateurs externes. Le délai de propagation diminue les performan-
ces du système de reconstitution. Il devient nécessaire pour permettre la fabrication du pro-
cesseur d'optimiser son architecture sans affecter les performances. 
3.3 Architecture avec MI A internes au processeur (DSP _KAL+) 
Le gaspillage de la surface de silicium avec l'architecture DSP _KAL augmente les 
coûts de fabrication et diminue les possibilités d'utilisation à grande échelle. Une deuxième 
architecture (DSP _KAL+) est développée en fonction des compromis: surface de silicium 
occupée, performances et flexibilité de programmation d~une classe d'algorithmes. Il existe 
cinq différences notables entre l'architecture DSP _KAL et DSP _KAL+: l'intégration des 
MlA, l'élimination d'un banc de mémoire, l'optimisation du micro séquenceur, la testabilité 
et le séquence ment de l'algorithme. 
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3.3.1 Intégration des multiplicateurs/accumulateurs 
L'intégration des multiplicateurs/accumulateurs externes à l'intérieur du processeur a 
pour effet de diminuer le nombre de broches externes requises et d'augmenter le nombre de 
portes logiques sur la surface de silicium. Le problème du circuit "I/O bound" de l'architec-
ture DSP _KAL est éliminé et un gain en performance est obtenu en diminuant les délais 
d'interconnections externes. La figure 3-2 représente le diagramme bloc du multiplicateur/ 
accumulateur. On remarque les registres pipelines à l'entrée et à la sortie du MI A. La sortie 
du MI A est protégée par un tampon haute impédance car les deux MI A se partagent le même 
bus de sortie. Cette solution économise un bus interne car un des MI A est utilisé exclusive-
ment pour la multiplication de deux vecteurs. Un multiplexeur à l'entrée de l'additionneur 
permet de sélectionner le MI A en mode multiplicateur seulement. 
Le choix du type de MI A est important car il influence directement les performances 
du processeur. Un deuxième facteur qui influence les performances et la latence du circuit 
est l'insertion de registres pipeline dans le M1A. Cette approche n'a pas été retenue dans 
l'architecture DSP _KAL+ pour deux raisons. La première est l'augmentation de la surface 
de silicium. La possibilité de fabrication est directement reliée à la dimension du circuit. TI 
est donc important de la réduire au minimum. La deuxième raison est l'augmentation de la 
complexité du micro séquenceur. Pour tenir compte de l'augmentation de la latence du MI A, 
le microséquenceur doit être modifié pour tenir compte du pipeline dans le cas ou un bran-
chement conditionnel est effectué. Cette augmentation de la complexité n'est pas justifiée 










Figure 3-5 Diagramme bloc du multiplicateur/accumulateur. 
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man d'utiliser une technique de pipeline par vague ("wave pipeline") pour les MI A. Cette 
technique repose sur l'utilisation du délai de propagation de la logique combinatoire pour 
servir de registre pipeline [GH095]. Pour le moment, aucun essai n'a été effectué pour 
validé l'utilisation de cette méthode sur l'architecture DSP _KAL+. 
3.3.1.1 Architecture des multiplicateurs 
Le choix de l'architecture des multiplicateurs est basé sur quatre critères précis. Le 
premier et le plus important est le nombre de portes logiques utilisées. La surface de silicium 
doit être la plus compacte possible pour augmenter les chances de se qualifier pour une 
implémentation par la Société Canadienne de Microélectronique (SCM). La proportion du 
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nombre de portes pour un MlA est d' environ 18% du nombre total de portes du processeur. 
Il est donc important de le minimiser. Le deuxième critère est la vitesse. Les performances 
globales du processeur sont directement reliées à celles des multiplicateurs. Le troisième cri-
tère est la régularité de la structure. Ce critère englobe un peu les deux premiers, une struc-
ture régulière de multiplicateur va diminuer la surface due aux interconnexions et 
augmenter la vitesse. Le quatrième et dernier critère est le format de numérisation d'entrée 
des nombres. Le multiplicateur doit être capable d'opérer avec des nombres en complément 
de deux. 
Il existe une multitude d'architectures de multiplicateurs et de publications sur le sujet. 
Il est très difficile de déterminer avec rigueur la meilleure solution à notre problème car il 
n'existe pas de solution unique. La sélection est effectuée de façon intuitive en utilisant 
l'architecture la plus populaire commercialement soit l'algorithme de Booth modifié. Con-
trairement au multiplicateur matriciel où la multiplication de deux nombres de N bits est 
équivalente à additionner des nombres de N bits décalés correctement N fois, l'algorithme 
de Booth examine plusieurs bits à la fois et permet des opérations plus complexes sur le 
nombre multiplié pour diminuer le nombre de produits partiels [ANN86]. À titre d'exemple, 
le multiplicateur de 8x8 bits employé dans le prototype du processeur comprend 631 portes 
logiques et a un délai de propagation de 28 ns dans une technologie de 1.2 Jlm. 
3.3.1.2 Architecture des accumulateurs 
La recherche de performance maximale évaluée en terme de vitesse est le critère de 
sélection principal pour l'additionneur. La table 3-1 compare la surface et les delais de pro-
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pagation des trois types d'additionneurs les plus répandus: "ripple", "carry look-ahead", 
"carry select". L'architecture choisie est du type "carry select". Elle double la vitesse par 
rapport à un additionneur classique mais cette performance est au détriment de la surface qui 
double elle aussi. Le coût requis d'environ 134 portes logiques est acceptable pour le projet. 
Ce type d'additionneur utilise quatre sections d'additionneurs de quatre bits du type "carry 
look-ahead" (CLA) pour les produits intermédiaires [ANN86]. 
"Ripple" "CLA" "Carry select" 
Nombre de portes 62 48 134 
Délai de propagation (ns) 25 20 13 
Nombre de portes*délai 1550 960 1742 
Nombre de portes*délai2 38750 19200 22646 
Table 3-1 Comparaison des architectures d'additionneur 
3.3.2 Banc de mémoire 
L'architecture de DSP _KAL comporte quatre bancs de mémoire interne. Trois des 
quatre bancs de mémoire sont attribués au vecteur d'état, au gain de Kalman et à la réponse 
impulsionnelle. Les trois vecteurs ont une dimension de 128 éléments. Le quatrième banc 
de mémoire est utilisé pour sauvegarder des données temporaires ou des constantes utilisées 
dans la reconstitution avec contraintes [MAS92a]. Ce banc de mémoire a une dimension de 
16 éléments. Pour sauvegarder le plus de surface de silicium possible, ce banc de mémoire 
est éliminé dans DSP _KAL+. Il est remplacé par quelques registres qui contiennent l'infor-
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mation nécessaire. On élimine ainsi la surface requise pour la mémoire de 16x16 bits et 
l'unité de génération d'adresse. Le nombre d'entrées des multiplexeurs de bus est réduit de 5 
à 4 puisque le nombre de bus internes diminue de un. 
3.3.3 Optimisation du micro-séquenceur 
Le micro séquenceur de l'architecture DSP _KAL+ minimise la largeur de mot de la 
mémoire programme. La version DSP _KAL du micro séquenceur utilise un mot de 80 bits 
par rapport à celle de DSP _KAL+ qui n'utilise que 64 bits. La table 3-4 présente le contenu 
du champ de microprogrammation du microséquenceur de DSP _KAL+. Une première 
réduction est obtenue avec l'abandon d'un des bancs de mémoire interne. On économise 
ainsi 11 bits pour le contrôle de l'unité de génération d'adresse. Les autres réductions pro-
viennent de la diminution du nombre de bus internes suite à l'abandon du banc de mémoire. 
Le nombre de bits requis pour le contrôle des multiplexeurs passe de trois à deux, pour une 
économie totale de six bits. 
La mémoire contenant le programme du micro séquenceur est conçue en 8 sections de 
mots de 8 bits pour améliorer le temps d'accès à la mémoire comparativement à une 
mémoire utilisant des mots de 64 bits. Ce fractionnement de la mémoire facilite aussi le 
chargement à partir de l'interface externe. La sélection des sections de la mémoire du 
micro séquenceur est faite à partir des contrôles CS4, CS3, CS2 et CS 1. La table 3-2 indique 
la relation. La mémoire D contient les bits les moins significatifs (LSB) tandis que la 
mémoire K contient les bits les plus significatifs (MSB). Nous verrons au chapitre 4 une des-
cription d'une simulation du chargement de ces mémoires. 
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CS4 CS3 CS2 CSl Mémoire sélectionnée 
0 0 0 0 mémoire A (données) 
0 0 0 1 mémoire B (données) 
0 0 1 0 mémoire C (données) 
0 0 1 1 mémoire D (J.LSéq. LSB) 
0 1 0 0 mémoire E (J.LSéq.) 
0 1 0 1 mémoire F (J.LSéq.) 
0 1 1 0 mémoire G (J.LSéq.) 
0 1 1 1 mémoire H (J.LSéq.) 
1 0 0 0 mémoire l (J.LSéq.) 
1 0 0 1 mémoire J (J.LSéq.) 
1 0 1 0 mémoire K (J.LSéq. MSB) 
1 0 1 1 sans usage 
1 1 X X sans usage 
Table 3-2 Sélection des mémoires internes 
La logique de branchement du microséquenceur est presque identique à celle de 
l'architecture DSP _KAL à l'exception du registre d'adresse pour le retour d'une sous-rou-
tine. La logique pour les sous-routines a été abandonnée pour simplifier la conception logi-
que. La figure 3-2 démontre l'architecture de la logique de branchement pour DSP _KAL+. 
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La description de la table de vérité du branchement se trouve à la table 3-3. Le signal "état" 
indique le résultat d'une opération sélectionnée par le multiplexeur de condition. Les opéra-
tions disponibles sont données à la table 3-3. Pour permettre un meilleur choix de branche-
ment conditionnel la version DSP _KAL+ utilise un bit de plus que la version DSP _KAL. La 
sélection de l'entrée est faite avec les quatre bits du micro séquenceur "sel. cond.". Le signal 
"polarité" indique si le résultat de l'opération sélectionnée est actif bas ou haut. Un "1" logi-
que repésente un état actif bas et un "0" logique représente un état actif haut. Le signal "sel. 
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Figure 3-6 Microséquenceur programmable de DSP _KAL+. 
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état polarité sel. bran. résultat 
0 0 0 PC=PC+l 
0 0 1 PC=PC+l 
0 1 0 PC=Donnée (bran. cond.) 
0 1 1 PC=PC+l 
1 0 0 PC=Donnée (bran. cond.) 
1 0 1 PC=PC+l 
1 1 0 PC=PC+l 
1 1 1 PC=PC+l 
Table 3-3 Table de vérité du micro séquenceur 
bit nom description 
0 seCptcmernA Sélectionne le pointeur d'adresse de la mémoire A 
0-> sélectionne le pointeur 1 
1 -> sélectionne le pointeur 2 
1 wcregl_mernA Chargement du registre de base 1 
note: Le signal reg_basel_mernA doit être actif au même 
moment. 
2 wcreg2_mernA Chargement du registre de base 2 
note: Le signal re~base2_mernA doit être actif au même 
moment. 
Table 3-4 Description du champ de microprogrammation du micro séquenceur 
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bit nom description 
3 reg_base1_merru\ Incrémente le registre de base du pointeur d'adresse 1 de 
la mémoire A 
4 reg_dep l_merru\ Chargement du registre de déplacement du pointeur 
d'adresse 1 de la mémoire A 
5 reg_base2_merru\ Incrémente le registre de base du pointeur d'adresse 2 de 
la mémoire A 
6 reg_dep2_merru\ Chargement du registre de déplacement du pointeur 
d'adresse 2 de la mémoire A 
7 r/w_merru\ Sélectionne l'écriture ou la lecture de la mémoire A 
o -> pour l'écriture 
1 -> pour la lecture 
[9:8] mux_merru\ Sélectionne une des 4 entrées du multiplexeur de bus de 
la RAM A 
00 -> bus RAM B 
01 -> bus RAM C 
10 -> bus M/A 
Il -> bus es_pgm 
10 seCptr_memB Sélectionne le pointeur d'adresse de la mémoire B 
0-> sélectionne le pointeur 1 
1 -> sélectionne le pointeur 2 
11 wCreg l_memB Chargement du registre de base 1 
note: Le signal re~base1_memB doit être actif au même 
moment. 
12 wcreg2_memB Chargement du registre de base 2 
note: Le signal re~base2_memB doit être actif au même 
moment. 
Table 3-4 Description du champ de microprogrammation du micro séquenceur 
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bit nom description 
13 reg_base1_meniB Incrémente le registre de base du pointeur d'adresse 1 de 
lamémoireB 
14 reg_dep l_meniB Chargement du registre de déplacement du pointeur 
d'adresse 1 de la mémoire B 
15 reg_base2_meniB Incrémente le registre de base du pointeur d'adresse 2 de 
lamémoireB 
16 reg_dep2_meniB Chargement du registre de déplacement du pointeur 
d'adresse 2 de la mémoire B 
17 r/w_meniB Sélectionne l'écriture ou la lecture de la mémoire B 
o -> pour l'écriture 
1 -> pour la lecture 
[19:18] mux_meniB Sélectionne une des 4 entrées du multiplexeur de bus de 
la RAM B 
00 -> bus RAM B 
01 -> bus RAM C 
10 -> bus MlA 
Il -> bus es_pgm 
20 sel_ptr_memC Sélectionne le pointeur d'adresse de la mémoire C 
0-> sélectionne le pointeur 1 
1 -> sélectionne le pointeur 2 
21 wr_reg1_memC Chargement du registre de base 1 
note: Le signal reg_base1_memC doit être actif au même 
moment. 
22 wr_reg2_memC Chargement du registre de base 2 
note: Le signal re~base2_memC doit être actif au même 
moment. 
Table 3-4 Description du champ de microprogrammation du microséquenceur 
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bit nom description 
23 reg_base l_memC Incrémente le registre de base du pointeur d'adresse 1 de 
la mémoire C 
24 re~dep l_memC Chargement du registre de déplacement du pointeur 
d'adresse 1 de la mémoire C 
25 reg_base2_memC Incrémente le registre de base du pointeur d'adresse 2 de 
la mémoire C 
26 reg_dep2_memC Chargement du registre de déplacement du pointeur 
d'adresse 2 de la mémoire C 
27 r/w_memC Sélectionne l'écriture ou la lecture de la mémoire C 
0-> pour l'écriture 
1 -> pour la lecture 
[29:28] mux_memC Sélectionne une des 4 entrées du multiplexeur de bus de 
laRAMC 
00 -> bus RAM B 
01 -> bus RAM C 
10 -> bus M/A 
11 -> bus es_pgm 
[31:30] mu x_in a_ma Sélectionne une des 4 entrées du multiplexeur de bus 
pour l'accès à l'entrée A des multiplicateurs/accumulateur 
00 -> bus RAM A 
01 -> bus RAM B 
10 -> bus RAM C 
11-> bus M/A 
Table 3-4 Description du champ de microprogrammation du micro séquenceur 
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bit nom description 
[33:32] mux_inb_ma Sélectionne une des 4 entrées du multiplexeur de bus 
pour l'accès à l'entrée B des multiplicateurs/accumulateur 
00 -> bus RAM A 
01 -> bus RAM B 
10 -> bus RAM C 
11-> bus MlA 
[35:34] mux_pgm_es Sélectionne une des 4 entrées du multiplexeur de bus 
pour le bus es_pgm 
00 -> bus RAM A 
01 -> bus RAM B 
10 -> bus RAM C 
11-> bus MlA 
[36] sel_char_clk Chargement du compteur de boucle sélectionné au bit 47-
48 
[40:37] mux_cond Sélectionne une des entrées de conditions 
0000 -> comparateur égale 
0001 -> comparateur plus petit 
0010 -> comparateur plus grand 
0011 -> compteur échant. 1 égale zéro 
0100 -> compteur 1 égale zéro 
0101 -> compteur 2 égale zéro 
0110 -> entrée hold 
0111 -> entrée intra 
1000 -> entrée eoc 
1001 -> entrée dv 
1010 -> '0' 
1011 -> 'l' 
[41] polarité Sélection du niveau sur lequel une entrée est active 
o -> actif haut 
1 -> actif bas 
Table 3-4 Description du champ de microprogrammation du micro séquenceur 
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bit nom description 
[42] sel_bran Sélectionne le branchement si la condition est remplie. 
a -> branchement sur condition 
1 -> prochaine addresse PC+ 1 
[43] wcma1_A Charge l'entrée A du multiplicateur accumulateur 1 
[44] rd_mal Lecture du multiplicateur/accumulateur 1 
[45] wcma2 Charge l'entrée A et B du multiplicateur/accumulateur 2 
[46] rd_ma2 Lecture du multiplicateur/ accumulateur 2 
[48:47] seCcompt Sélectionne le compteur de boucle à décrémenter ou 
charger si sel_char_clk = a 
00 -> nil 
01 -> compteur d'échantillonnage 
10 -> compteur 1 
Il -> compteur 2 
[49] holda Écriture sur la broche de sortie holda 
[50] cs_ad Écriture sur la broche de sortie cs_ad 
[51] oe Écriture sur la broche de sortie oe 
[52] sc Écriture sur la broche de sortie sc 
[57:53] donnée Champs de donnée pour le chargement des pointeurs ou 
l'adresse de branchement 
[58] add_ma1 Sélectionne le mode d'accumulation sur le multiplicateur/ 
accumulateur 1 
Table 3-4 Description du champ de microprogrammation du micro séquenceur 
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bit nom description 
[59] add_ma2 Sélectionne le mode d'accumulation sur le multiplicateur! 
accumulateur 2 
[60] intr Écriture sur la broche de sortie intr 
[61] wcmal _B Charge l'entrée B du multiplicateur/accumulateur 1 
[62] rd_résult Lecture de l' additionneur 
[63] pgm_ext Sélection du mode de programmation des mémoires in-
ternes par le processeur maître 
Table 3-4 Description du champ de microprogrammation du microséquenceur 
3.3.4 Modifications pour la testabilité 
La version originale du processeur est conçue pour fonctionner avec une horloge à 
deux phases sans recouvrement. L'emploi d'une horloge à deux phases permet d'utiliser des 
bascules actives sur un niveau à la place de bascules D ce qui permet une économie sur le 
nombre total de transistors requis. Une bascule active sur un niveau utilise 13 transistors par 
rapport à une bascule D qui en utilise 19 selon la technologie de la SCM. Cependant, l'utili-
sation d'une chaîne de balayage interne pour la testabilité du processeur requiert l'emploi de 
bascules D testables au lieu de bascules actives sur un niveau. Le remplacement des bascu-
les actives sur un niveau par des bascules D s'est fait de façon directe dans tout le circuit, 
mis à part les boucles de rétroaction des pointeurs d'adresses de mémoire où on utilise la 
caractéristique des bascules D, actives sur une transition, pour simplifier la conception. Le 
remplacement des bascules actives sur un niveau par des bascules D implique de substituer 
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les bascules actives sur la phase 1 par des bascules D actives sur un front descendant et les 
bascules actives sur la phase 2 par des bascules D actives sur un front montant. Le section 
3.4 décrit en détailla testabilité du processeur. 
3.3.5 Séquencement de l'architecture 
Le remplacement des bascules actives sur un niveau par des bascules D modifie le 
comportement de l'architecture mais le séquencement des opérations reste le même. Le dia-
gramme de PERT, présenté à la figure 3-2, donne une représentation graphique du séquence-
ment des diverses étapes dans l'opération du processeur. On remarque sur la figure que le 
graphique représentant le séquencement des opérations est replié sur lui-même. Ceci indique 
qu'au moment où une transition est effectuée entre la phase 1 et la phase 2 ou vice-versa, 
deux événements sont déclenchés et les opérations sont effectuées en parallèle. 
Phase 1 Phase 2 
Figure 3-7 Diagramme de Pert de l'architecture DSP _KAL+. 
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C'est ce qu'on appelle le pipeline du circuit [ANC86]. L'architecture de DSP _KAL+ 
utilise un pipeline à deux niveaux qui augmente la complexité du circuit mais il permet d'en 
doubler la vitesse. Les quatre étapes du séquencement sont décrites dans la table 3-5. Les 
étapes 1 et 2 sont utilisées par le micro séquenceur pour le contrôle. Les étapes 3 et 4 sont 
utilisées par le chemin de données, c'est à dire l'accès aux mémoires et aux MI A. Selon la 
figure 3-2, les étapes 1 et 3 sont effectuées en parallèle durant la phase 1 et les étapes 2 et 4 
sont effectuées en parallèle durant la phase 2. Les quatre étapes sont exécutées en un seul 
cycle en utilisant une horloge à deux phases sans recouvrement. 
Étape Opération 
1 Opération sur le compteur de programme 
2 Accès à la mémoire du micro séquenceur 
Adressage des bancs de mémoire interne 
3 Applique les signaux de contrôle du microséquenceur 
Lecture des mémoires internes 
Lecture des MI A 
4 
Écriture aux mémoires internes 
Écriture aux MlA 
Table 3-5 Étapes de séquencement de l'architecture 
35 
3.4 Testabilité de l'architecture DSP _KAL+ 
Cette section traite de la testabilité du circuit conçu. La conception d'un circuit intégré 
testable permet une diminution des coûts en permettant la détection d'une pièce défectueuse 
le plus tôt possible. La nécessité de se préoccuper de la testabilité découle du fait qu'en 
général une proportion substantielle des circuits intégrés manufacturés sont défectueux. La 
planification de la méthode de test fait donc partie intégrante du cycle de conception. Le 
choix de la méthode de test s'est porté sur l'insertion d'une chaîne de balayage interne. Ce 
choix est dicté par le coût modéré en logique additionnelle, le nombre minimum de broches . 
supplémentaires requises et par la disponibilité au laboratoire VLSI d'un logiciel de généra-
tion automatique de vecteurs de test. Ce logiciel nommé DFf provient de BNR. L'emploi 
d'un outil de génération automatique de vecteurs de test permet de générer une couverture 
élevée des pannes potentielles, tout en diminuant le temps requis pour déterminer les vec-
teurs de test. 
3.4.1 Insertion de la chaîne de balayage 
L'utilisation d'une chaîne de balayage permet d'améliorer l'observabilité et la contrôla-
bilité des noeuds internes du circuit. Cette méthode est facilement mise en oeuvre dans les 
circuits de types synchrones. La technique requiert que toutes les bascules du circuit soient 
remplacées par leur équivalent testable. Les bascules sont ensuite reliées entre elles pour 
former une chaîne de balayage. Une bascule testable opère comme une bascule durant le 






















Figure 3-8 Représentation testable d'une bascule. 
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L'emploi d'une chaîne de balayage requiert quatre broches externes: SM (mode 
balayage), TM (mode test), SI (entrée de la chaîne de balayage), SO (sortie de la chaîne de 
balayage). 
Dans le mode balayage, contrôlé par la broche SM, les éléments de la chaîne de 
balayage décalent les données le long de la chaîne, initialisant ainsi tous les éléments. Le cir-
cuit retourne en mode normal pour un cycle d'horloge et le vecteur qui est emmagasiné dans 
les bascules sert alors de stimulus pour la section combinatoire du circuit. Le.s résultats sont 
emmagasinés dans la chaîne de balayage au prochain coup d'horloge. Le circuit est remis en 
mode balayage et les données emmagasinées sont décalées vers la sortie pour être compa-
rées avec la réponse prévue. La broche TM est gardée à un niveau constant durant le mode 
balayage. Elle sert à reconfigurer la logique du circuit durant le mode balayage, pour éviter 
les boucles de rétroaction qui ne sont pas testables, ainsi que les problèmes de contention sur 
les tampons à haute impédance. 
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La génération des vecteurs de test et de la réponse prévue est réalisée automatique-
ment avec DFT (Design For Testability) [DFT91]. Le logiciel DFT est séparé en trois sec-
tions indépendantes: 
- La première section SCANCHECK vérifie la description du circuit pour détecter les 
violations aux règles de base de conception requise par le logiciel. L'annexe A décrit en 
détail les règles d'utilisation de DFT. La logique du circuit qui n'est pas connectée et les 
entrées qui sont connectées à un niveau logique constant sont enlevées du circuit. SCAN-
CHECK remplace les portes logiques par leurs primitives, c'est-à-dire des portes de types 
OU, ET, inverseur et bascule. Le modèle de panne de chaque primitive de base est assigné 
aux portes logiques. 
- La deuxième section, ATPG (Automatic Test Pattern Generator), est un générateur de 
vecteurs de test qui utilise le résultat de SCANCHECK. Ce générateur traite le circuit 
comme un circuit combinatoire accessible par la chaîne de balayage. Cet outil comporte 
aussi un simulateur de pannes. Ce dernier estime la couverture de pannes, qui sert de critère 
d'arrêt au processus de génération. 
- La troisième section, SEQUENCE, formate les vecteurs de tests en fonction de la 
structure de la chaîne de balayage et des informations sur les broches d'entrées. n faut préci-
ser que la troisième section de DFT n'est pas disponible présentement au laboratoire. Les 
résultats obtenus s'arrêteront donc à la détermination de la couverture de pannes obtenue sur 
le circuit à partir du logiciel. 
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Une des premières étapes pour utiliser DFf a été de créer une représentation Verilog 
pour toutes les portes logiques utilisées dans le circuit. Ceci a permis la génération d'une 
description Verilog de notre circuit à partir de CADENCE. Le modèle de panne pour la plu-
part des portes logiques de la bibliothèque CMOS4S était déjà fourni par la CMC. Il ne res-
tait que le développement de la représentation Verilog et du modèle fonctionnel avec les 
primitives des cellules peu utilisées telles plots d'entrée/sortie et la mémoire interne. 
3.4.2 Résultats de SCANCHECK 
La première section SCANCHECK utilise comme entrée la description Verilog du cir-
cuit et le fichier chip_DSP.scancheck. Le fichier chip_DSP.scancheck définit la broche de 
commande du mode balayage SM et les entrées qui sont gardées à un niveau constant durant 
le test de balayage: TM et RESET. Le circuit est vérifié et les violations aux règles de base 
de conception sont rapportées dans le fichier chip_DSP.lis. On retrouve dans le même fichier 
les renseignements suivants sur le circuit: le nombre total de primitives (portes) testables uti-
lisées par ATPG; le nombre de portes non-utilisées enlevées du circuit parce que leur sortie 
est constante ou non observable, le nombre de portes non testable parce que leur sortie est 
constante ou non observable durant la durée du test et le nombre total de portes. 
Le processeur contient 4503 primitives (portes) testables par ATPG. Le nombre de 
portes inutilisées parce que leur sortie est constante ou non observable s'élève à 1386. Le 
fichier chip_DSP.unused contient la liste de toutes les portes non utilisées. Ce nombre ne 
représente pas la réalité. Il comprend toutes les alimentations et masses insérées automati-
quement dans la description Verilog à chaque sous module. Le nombre de portes non-utili-
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sées descend à 576 en enlevant ces cas particuliers. Du nombre restant, on retrouve en 
majorité des portes dont la sortie est non observable. Les mémoires internes en sont la cause 
principale, elles sont traitées par l'outil comme des boîtes noires inaccessibles. Par exemple, 
les entrées de la mémoire sont considérées non observables et la logique combinatoire pro-
venant de points contrôlables jusqu'à la mémoire est enlevée et considérée comme non tes-
table. Une autre conséquence est que les sorties de la mémoire sont considérées comme non 
contrôlable et la logique combinatoire qui en découle et qui dépend de ces sorties est enle-
vées et considérées comme non testable. L'annexe B mentionne quelques méthodes pour 
améliorer la couverture de pannes. Aucune de ces méthodes n'a été retenue dans le proces-
seur pour limiter le nombre de portes logiques totales à un strict minimum. 
Le nombre de portes éliminées parce que leur sortie est constante ou non observable 
durant la durée du test s'élève à 629. Ces portes ne sont pas testées par ATPG. D'autres vec-
teurs de test doivent donc être développés pour couvrir les pannes associées à ces portes. Le 
fichier chip_DSP.pruned contient la liste de toutes les portes éliminées. La sortie d'une porte 
est constante si l'une ou plusieurs de ses entrées TM est d'une valeur constante. D'autres 
portes sont éliminées parce que leurs sorties ne sont pas observables après le retrait des por-
tes dont la sortie est constante. La presque totalité des portes éliminées fait partie des multi-
plexeurs avec un tampon haute impédance à la sortie. Pour éviter les problèmes de conten-
tion en mode test, les tampons sont forcés en haute impédance. Ceci empêche la sortie des 
multiplexeurs d'être observable. 
Le nombre total de portes équivaut au total du nombre de portes testables, du nombre 
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de portes inutilisées et du nombre total de portes éliminées. Le nombre total est égal à 5708 
portes. 
SCANCHECK crée aussi deux fichiers de sortie qui seront utilisés dans les étapes sui-
vantes. Le premier fichier chip_DSP.tgfile est utilisé par ATPG et il contient une description 
de la logique combinatoire reliée à la chaîne de balayage. Le deuxième fichier 
chip_DSP.scaninfo est utilisé par SEQUENCE et il décrit les connexions de la chaîne de 
balayage et le type des broches. 
3.4.3 Résultats produits par ATPG 
La deuxième section ATPG utilise le fichier chip_DSP.tgfile pour générer les vecteurs 
de test de la logique combinatoire. Elle réalise aussi les simulations de pannes du circuit 
combinatoire et elle écrit les résultats sur la couverture de pannes et le nombre de vecteurs 
générés à la suite du fichier chip_DSP.listing. La couverture de pannes garantie de la partie 
testable du processeur est 95.61 % avec 118 vecteurs de test. Le fichier chip_DSP.pattem 
contient les 118 vecteurs de tests. La couverture de pannes garantie (solid fault) est le rap-
port du nombre de pannes dont la détection est garantie sur le nombre de pannes total. 
Le pourcentage de pannes redondantes est de 4.39%. Une panne redondante est une 
panne pour lequel il est impossible de trouver un vecteur de test [DFf91]. Le fichier 
chip_DSP.rfl contient la liste de toutes les pannes redondantes. Le fichier rapporte beaucoup 
de pannes redondantes de manière erronée. La figure 3-2 est un schéma des mémoires du 
rnicroséquenceur. En mode test, la sortie des tampons haute impédance est non-contrôlable, 
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et la mémoire est considérée comme une boîte noire. Le bus bus_pgm_int est laissé flottant, 
cependant, le modèle DFf du tampon haute impédance propage la valeur logique 0 à sa sor-
tie. L'entrée D du registre pourrait être forcée à zéro et la fonction logique vue par ATPG 
serait identique. Une erreur de panne collée à zéro est donc rapportée pour l'entrée D du 
registre. 
Une couverture nominale de 95% sur la logique testable a été atteinte sur le proces-
seur. Ce facteur diminue à 80% si on inclut la logique non utilisée. li faut mentionner que la 
couverture de 80% exclut le test des mémoires internes. Ce pourcentage n'est pas très élevé, 
mais il s'agit d'un compromis entre la couverture de pannes et le nombre total de portes 
logiques. Ces résultats ne seraient pas acceptables en production mais il s'agit ici d'un pro-





















3.5 Intégration de l'architecture DSP _KAL+ 
3.5.1 Modèle Verilog et synthèse 
La première étape de conception du processeur intégré est le développement du 
modèle de l'architecture DSP _KAL en langage Verilog. Ce modèle permet de valider par 
simulation les décisions prises sur l'architecture. L'objectif original était d'utiliser le logiciel 
de synthèse SYNFUL de BNR [SYN92] pour convertir le code Verilog en un circuit logi-
que. Cependant, l'interface Verilog du logiciel de synthèse est très limitée. TI est impossible 
de faire la synthèse d'une boucle de rétroaction. Le logiciel est inutilisable pour les poin-
teurs d'adresses de mémoires. Pour la synthèse de logiques combinatoires le logiciel est 
utile mais la synthèse des multiplicateurs n'est pas supportée et les circuits de contrôles des 
mémoires internes introduisent des transitions parasites. Après plusieurs tentatives infruc-
tueuses pour obtenir un résultat adéquat l'approche est abandonnée au profit de la méthode 
d'entrée schématique pour l'architecture DSP _KAL+. Le modèle Verilog de DSP _KAL est 
à l'annexe C. 
3.5.2 Prototype de l'architecture DSP _KAL+ 
Le nombre total de portes requises pour une mise en oeuvre avec une largeur de mots 
de 16 bits de l'architecture DSP _KAL+ diminue de beaucoup la possibilité de fabrication du 
processeur par la Société Canadienne de Microélectronique. La SCM attribue la surface de 
silicium en fonction du nombre de demandes, de la surface requise et du mérite du projet. 
Une version réduite de l'architecture DSP _KAL+ est proposée en tant que prototype. Cette 
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version prototype avec une largeur de mots de 8 bits permet une réduction substantielle de la 
surface de silicium requise. Les multiplicateurs de 8x8 bits requièrent environ 500 portes 
logiques au lieu de 2000 pour un multiplicateur de 16x16 bits. Le nombre de portes logiques 
requises pour le reste de la logique combinatoire et des bascules à transition est diminuées 
de moitié. Une économie d'environ 2500 portes logiques est réalisée. 
Une autre économie de surface est réalisée en limitant à 32 mots de profondeur les 
bancs de mémoires A,B et C et la mémoire du microséquenceur. Normalement la profondeur 
des mémoires requise pour une reconstitution adéquate est de 64 mots [MAS92b]. La limita-
tion de la mémoire du microséquenceur empêche d'exécuter le programme de reconstruc-
tion en une seule étape mais la quantité de surface de silicium économisée est non 
négligeable puisque la mémoire possède une largeur de mots de 64 bits. Le test du proces-
seur doit cependant être fait à l'aide des opérations vectorielles de base utilisées dans l'algo-
rithme de Kalman puisqu'il devient impossible de charger le programme de reconstitution 
au complet. Nous verrons au chapitre 4 une description détaillée des programmes de test. 
3.5.3 Intégration sur silicium 
L'intégration de l'architecture DSP _KAL+ sur silicium est réalisée avec le logiciel 
Edge 2.1 de Cadence disponible au laboratoire de VLSI de l'École Polytechnique de Mon-
tréal. Les différentes étapes requises pour le transfert du processeur conçu avec une entrée 
schématique vers le silicium sont: le placement, le routage, la vérification des règles de des-
sins ("DRC"), la vérification de la fonctionnalité et la génération du fichier de transfert pour 
la fonderie ("tapeout"). 
44 
Le placement consiste à sélectionner l'emplacement des macros modules du proces-
seur. Un bon choix sur le placement des macros permet d'améliorer les performances en 
limitant les délais d'interconnexions. il faut cependant éviter la congestion pour le routage 
en plaçant une trop grande quantité d'interconnexion sur une petite surface. La figure 3-2 
démontre l'emplacement des macros du processeur. Le processeur comprend trois types de 
macro: les mémoires, les MlA et la logique diverse. Après le placement des macros, le logi-
ciel effectue le placement des cellules standards pour chaque macro. Les cellules standards 
sont placées une à la suite de l'autre en rangée. L'espacement entre les rangées peut être 
automatique ou contrôlé par le logiciel. Cet espace est utilisé comme canal par le routage. 
L'étape suivante est le routage du circuit. Le logiciel utilise les canaux d'intercon-





MlA2 MlA 1 
Mémoire interne Mémoire du micro séquenceur 
Plots d'entrée/sortie 
Figure 3-10 Placement des macros. 
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Si le logiciel ne réussit pas le routage du premier coup, on peut modifier les surfaces 
de placements pour ajuster les canaux d' interconnexion. 
Une fois le routage réussi, le circuit est vérifié pour détecter les violations des règles 
de dessin ("DRC"). Le DRC utilise les règles de dessin de la technologie CMOS4S. Les vio-
lations détectées doivent être corrigées pour assurer la fiabilité du procédé de fabrication. 
La vérification du fonctionnement du circuit après routage est réalisée avec le logiciel 
PDcompare. Le logiciel analyse les masques du circuit pour en extraire les transistors. Une 
représentation du circuit au niveau des transistors est ainsi créée. Les schématiques du pro-
cesseur sont ensuite analysés jusqu'au niveau du transistor pour extraire la représentation. 
Une comparaison entre les deux circuits extraits permet de valider l'intégrité des étapes de 
placement et routage. 
Le format de fichier de transfert pour la fonderie ("tapeout") utilisé par la SCM est le 
format "Caltech Intermediate Form" (CIF). La dernière étape est de générer ce fichier qui est 
ensuite transmis par courrier électronique à la SCM. 
Le circuit intégré est fabriqué avec le procédé CMOS4S de 1.2 micron par la Société 
Canadienne de Microélectronique (ICAQT93A). La surface de silicium requise pour la 
fabrication est de 42.8 mm2. 
3.5.4 Description du boîtier 
Après la fabrication sur silicium, le circuit intégré est encapsulé dans un boîtier de 68 
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broches du type PGA (Pin Grid Array) . La figure 3-2 représente une vue du dessous du boî-
tier avec une numérotation matricielle des broches. Pour faciliter la tâche du personnel de la 
SCM l'emplacement des entrées/sorties du boîtier du processeur (le "bonding") est laissé à 
leur discrétion. La table 3-6 montre le lien entre les broches du boîtier et les plots du circuit 
intégré. 
Les plots de sortie du processeur ont une capacité en courant de 8 mA. Cette capacité 
permet d'augmenter les fréquences d'opérations en permettant de charger et de décharger 
plus rapidement la charge capacitive à la sortie de la broche. La diminution des temps de 
transition sur les sorties cause cependant des oscillations sur les masses et les alimentations. 
Les oscillations peuvent causer un mauvais fonctionnement du circuit dans des conditions 
critiques. 
L 0 0 0 0 0 0 0 0 0 
K 0 • 0 0 0 0 0 0 0 • 0 
J 0 0 
H 0 0 
G 0 0 
F 0 0 0 0 
E 0 0 0 0 
D 0 0 0 0 
C 0 0 0 0 0 
B 0. 0 0 0 0 0 0 0 • 0 
A 00000 
1 2 3 4 5 67891011 
Figure 3-11 Vue du dessous du boîtier de 68 broches. 
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Nom Broche Nom Broche Nom Broche 
phase 2 B2 intr K5 gnd core ElO 
phase 1 BI intra L5 s_in Ell 
reset C2 gnd core K6 tm DlO 
vdd ring Cl vdd core L6 s_out Dll 
gnd ring D2 sc K7 sm ClO 
bus_ext[7] Dl cs_ad L7 vdd ring Cll 
bus_ext[6] E2 oe K8 gnd ring Bll 
bus_ext[5] El eoc KIO gcs A9 
bus_ext[4] F2 dv KU cs[4] B8 
bus_ext[3] FI vdd ring 110 cs[3] A8 
bus_ext[2] G2 gnd ring 111 cs[2] B7 
bus_ext[1] GI pgm_ext[4] HlO cs[l] A7 
bus_ext[O] H2 pgm_ext[3] HU gnd core B6 
gnd ring Hl pgm_ext[2] GlO vdd core A6 
vdd ring J2 pgm_ext[1] GU r/wext B5 
holda 11 pgm_ext[O] FlO 
Table 3-6 Emplacement des 1/0 sur le boîtier. 
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Nom Broche Nom Broche Nom Broche 
hold KI vdd core F11 
Table 3-6 Emplacement des 1/0 sur le boîtier. 
Une des solutions utilisée dans le processeur consiste à séparer les masses et les ali-
mentations du circuit de celles utilisées par les plots. Les oscillations causées par la commu-
tation des sorties sont ainsi limitées au 1/0 du circuit. Le routage interne du circuit insère 
quatre cercles indépendants sur lesquels sont distribuées les masses et les alimentations de la 
logique et des 1/0. La table 3-6 indique le type des masses et des alimentations. 
L'autre solution consiste à utiliser un nombre suffisant de plots de masses et d'alimen-
tations. Le guide d'utilisation de la technologie CMOS4S employé pour le processeur 
recommande d'utiliser pour les 1/0 un ensemble de masses et d'alimentations de chaque 
côté d'un bus de sortie de 8 bits utilisant des plots de 8 mA. Pour la logique interne, on 
recommande un ensemble de masses et d'alimentations pour chaque tranche de 1500 portes 
logiques. 
3.5.5 Description des entrées/sorties du circuit intégré 
On dénombre quatre catégories de signaux d'entrées/sorties sur le processeur: l'inter-
face externe, l'interface de contrôle, l'interface analogue/digitale et l'interface de testabilité. 
L'interface externe comprend les signaux utiles pour la communication avec le processeur 
maître: intr, intra, hold, holda, bus_ext, gcs, cs, pgm_ext et r/w ext. L'interface de contrôle 
comprend les signaux utiles pour la synchronisation du circuit: reset, phase 1 et phase 2. 
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L'interface analogue/digitale comprend les signaux utiles pour le contrôle du convertisseur 
analogue/digital: sc, cs_ad, oe, eoc et dv. L'interface de testabilité comprend les signaux uti-
les pour la chaîne de balayage: s_in, s_out, sm et tm. La description des signaux d'entrées/ 
sorties de chaque interfaces se trouve à la table 3-7. 
Nom Type Description 
phase 1 1 phase 1 de l'horloge à deux phases sans recouvrement 
phase 2 1 phase 2 de l'horloge à deux phases sans recouvrement 
reset 1 reset du processeur 
intr 0 demande d'interruption 
intra 1 interruption accordé 
hold 1 demande d'accès 
holda 0 accès accordé 
bus_ext[7:0] 1/0 bus d'entrée/sortie 
gcs 1 sélection du processeur 
cs[4:1] 1 sélection du banc de mémoire interne. Voir Table XXX 
pgm_ext[4:0] 1 addresse de la mémoire interne 
r/wext 1 lecture/écriture 
sc 1 début de conversion du convertisseur AID 
Table 3-7 Description des broches externes du processeur 
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Nom Type Description 
cs_ad 0 sélection du convertisseur AJD 
oe 0 lecture externe du convertisseur AJD 
eoc l fin de conversion du convertisseur AJD 
dv 0 écriture au convertisseur AJD 
s_in l entrée de la chaîne de balayage 
tm l mode test 
s_out 0 sortie de la chaîne de balayage 
sm l mode scan 
Table 3-7 Description des broches externes du processeur 
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CHAPITRE 4 
SIMULATION DE L'ARCHITECfURE DSP KAL+ 
La simulation fonctionnelle de toutes les possibilités de programmation du microsé-
quenceur du co-processeur spécialisé est trop complexe pour être envisageable. En effet, la 
largeur de mot du microséquenceur est de 64 bits, il en résulte que le test de toutes les confi-
gurations possibles pour ne compter que les possibilités combinatoires, requiert 264 instruc-
tions. Une deuxième option pour le test fonctionnel est choisie. Elle consiste à programmer 
et exécuter un certain nombre d'algorithmes de base sur le co-processeur. Cependant, la 
mémoire de 32 mots du micro séquenceur est trop petite pour contenir l'algorithme de Kal-
man au complet. Ceci nous incite à décomposer l'algorithme de Kalman défini aux équa-
tions (2.9) à (2.12) en opérations de bases programmables sur le co-processeur. Cet 
algorithme se décompose en quatre opérations vectorielles de base: multiplication de deux 
vecteurs, multiplication d'un vecteur par un scalaire, addition de deux vecteurs et décalage 
d'un vecteur. On retrouve les mêmes opérateurs vectoriels dans le programme de reconstitu-
tion pour le DSP56000 à l'annexe A. L'opération vectorielle de décalage d'un vecteur est 
redondante avec les trois autres, elle n'est pas considérée comme un test essentieL Par con-
séquent, il est donc possible de valider la fonctionnalité du co-processeur dans l'exécution 
de l'algorithme avec seulement les trois programmes de test énoncés. 
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Ce chapitre présente les résultats de simulations du co-processeur. Ces simulations 
consistent à réaliser les étapes suivantes: 
- Charger la mémoire du microséquenceur, 
- Charger les bancs de mémoires A, B et C, 
- Exécuter le programme du microséquenceur. 
4.1 Chargement des instructions du microséquenceur. 
La première étape pour la mise en fonction du co-processeur consiste à charger la 
mémoire du micro séquenceur. Elle contient les microcodes qui contrôlent et exécutent le 
séquencement des opérations du processeur. La programmation de cette mémoire peut être 
effectuée à n'importe quel moment mais elle perturbe le fonctionnement du co-processeur. 
La broche externe gcs permet de remplacer l'adresse générée par le compteur de programme 
par l'adresse qui provient directement des broches d'adresse externe. Les broches externes 
csl à cs4 sélectionnent la mémoire interne sur laquelle est appliquée le signal d'écriture/lec-
ture externe w/r. Une donnée de 8 bits arrive du port externe bidirectionnel bus_ext au bus 
de données de la mémoire par un tampon à haute impédance propre à chaque banc de 
mémoire interne. Ce tampon à haute impédance est nécessaire puisque le bus de données de 
la mémoire est bidirectionnel. La figure 4-1 représente la programmation de la mémoire D 
du microséquenceur. Le bus adr_buf<4:0> représente les broches d'adresse externe. Le bus 
bus_pgm<7:0> représente le port de données bidirectionnels externes utilisé pour le charge-
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est le résultat de la fonction logique ET entre le signal d'écriture/lecture externe w/r et la 
sélection du banc de mémoires. 
4.2 Chargement des données vectorielles. 
TI est important de se rappeler que l'accès aux trois bancs de mémoires internes se fait 
avec la participation du micro séquenceur pour éviter des problèmes de contentions sur les 
méinoires. Les programmes de test vectoriels font intervenir les deux instructions suivantes 
pour régir l'accès aux mémOIres: 
#0 IF hold :t:. 0 THEN pc <= 2; 
#1 holda <= 0; IF hold = 0 THEN pc <= 1; 
La première instruction vérifie si le processeur hôte demande un arrêt pour la pro-
grammation des mémoires internes (hold = 0). S'il n'y a pas de requête d'interruption le pro-
cesseur continue l'exécution du programme à l'adresse 3 autrement la deuxième instruction 
est exécutée. La sortie holda est mise à zéro pour indiquer au processeur hôte que la 
demande est accordée et le processeur boucle sur la même instruction jusqu'à la fin de la 
requête (hold = 1). Durant cette période le processeur se met en mode d'accès externe. La 
sélection de la mémoire interne sur laquelle le chargement de données est exécuté est faite à 
l'aide des broches externes cs1 à cs4. La table 3-2 indique le banc de mémoire sélectionné 
en fonction des broches externes cs1 à cs4. La sortie de l'unité de génération d'adresse du 
banc de mémoire sélectionné est remplacée par la donnée provenant directement des bro-
ches d'adresses externes. La sortie du multiplexeur de bus de données propre à la mémoire 
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interne sélectionnée provient du port de données externes bidirectionnels bus_ext. 
La figure 4-1 représente la programmation de la mémoire interne A (cs 1, cs2, cs3 et 
cs4 sont tous à 0). Le bus ptr_a représente la sortie du générateur d'adresses de la mémoire 
A. Le bus bus_la représente la sortie du multiplexeur de bus de la mémoire A. Les multi-
plexeurs de bus ont une sortie avec haute impédance, ils ne sont actifs que durant une écri-
ture à la mémoire. Le signal rw _bloca contrôle l'écriture de la mémoire, il est actif bas et est 
le résultat de la fonction logique ET entre le signal d'écriture/lecture externe w/r et la sélec-
tion du banc de mémoire. La figure 3-9 représente le schéma de l'interface mémoire. 
4.3 Simulat~on des opérations vectorielles. 
4.3.1 Addition de deux vecteurs 
Ce programme additionne le vecteur contenu dans la mémoire A avec celui de la 
mémoire B et place le résultat dans la mémoire C. La table 4-1 contient le rnicrocode du pro-
gramme d'addition de deux vecteurs. Les instructions aux adresses programme 0 et 1 per-
mettent l'accès au trois bancs de mémoires internes. Les instructions aux adresses 2 et 3 
initialisent les unités de génération d'adresses. L'instruction à l'adresse 4 programme le 
compteur pour fixer la longueur des vecteurs. L'instruction de l'adresse 5 constitue le corps 
du programme. Elle exécute 6 opérations en parallèle. Cette instruction fonctionne comme 
suit: le contenu de la mémoire A est additionné au contenu de la mémoire B, le résultat est 
placé dans la mémoire C. Le contenu des mémoires A, B et C est adressé par leur pointeur 1 
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valeurs contenues dans les registres de déplacement respectifs; le compteur de programme 
est décrémenté de 1 et le résultat est comparé avec 0; si le résultat est différent de zéro, le 
compteur de programme est remplacé par l'adresse 5. Le programme boucle sur place 
jusqu'à la fin de l'addition vectorielle. La table 4-2 contient le microcode binaire utilisé pour 
Compteur Description 
programme 
0 IF hold "# 0 THEN pc <= 2; 
1 holda <= 0; 
IF hold = 0 THEN pc <= 1; 
2 reg_base_A_1 <= IF; 
reg_base_B_1 <= IF; 
reg_base_B_1 <= IF; 
3 reg_dep_A_1 <= 01; 
reg_dep_B_1 <= 01; 
reg_dep_C_1 <= 01; 
4 compcech <= 04; 
5 mem_C(reg_base_C_1 + reg_dep_C_1) <= 
mem_A(re~base_A_1 + re~dep_A_1) + 
mem_B(reg_base_B_1 + reg_dep_B_1); 
compCech <= compcech - 1; 
reg_base_A_1 <= re~base_A_1 + reg_dep_A_1; 
re~base_B_1 <= reg_base_B_1 + reg_dep_B_1; 
re~base_C_1 <= reg_base_C_1 + reg_dep_C_1; 
IF compCech "# 0 THEN pc <= 5; 
6 pc <= 0; 
Table 4-1 Microcode pour l'addition de deux vecteurs 
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programmer le microséquenceur. La table 4-3 présente le contenu des mémoires vectorielles 
avant l'exécution du programme. 
Add. memD memE memF memG memH memI mem] memK 
0 fe f8 e3 Of dO 78 5e fc 
1 fe fb ef 3f dO 7a 3c 7c 
2 dO 40 03 Od 50 3f fe ff 
3 ae b8 e2 Oa 50 6f 3e fc 
4 fe f8 e3 Of 50 ff ge fc 
5 f6 d8 63 37 64 f8 be bc 
6 fe f8 e3 Of 50 7b le fc 
Table 4-2 Microcode binaire pour l'addition de deux vecteurs 
Add. memA memB memC 
0 1 1 1 
1 2 2 2 
2 3 3 3 
3 4 4 4 
4 5 5 5 
Table 4-3 Mémoire interne pour l'addition de deux vecteurs 
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La figure 4-1 présente une simulation du programme sur le simulateur saos. Les 
signaux ptr_a, pteb et ptec représentent la sortie des unités de génération d'adresse A, B et 
C respectivement. Les signaux bus1, bus2 et bus3 représentent les bus de données des 
mémoires A, B et C respectivement. Le signal "ecrire" représente le signal d'écriture de la 
mémoire C, il est actif haut. Le signal adcbuf représente la prochaine adresse du compteur 
de programme. Les vecteurs contenus dans les mémoires A et B sont d'une longueur de 4 
mots. Pour analyser la simulation, on se réfère au front descendant de "ecrire". Au premier 
résultat, la sortie de la mémoire A et B est OlH. Le résultat de l'addition est 02H et on le 
retrouve sur le signal bus3. Ainsi de suite pour les trois autres additions. 
4.3.2 Multiplication de deux vecteurs 
Le programme de multiplication de deux vecteurs utilise les deux MI A internes pour 
accélérer les calculs. Le MlA A reçoit les éléments impairs des vecteurs contenus dans les 
mémoires A et B. Le MI A B reçoit les éléments pairs de ces mêmes vecteurs. Les résultats 
des deux MI A sont ensuite additionnés pour obtenir le résultat final. Ce résultat est placé 
dans la mémoire C pour ensuite être transmi à l'extérieur du processeur par le bus de don-
nées bidirectionnels bus_ext. 
La table 4-4 contient le microcode du programme de multiplication de deux vecteurs. 
Les instructions 0 à 4 sont identiques à celles que l'on retrouve pour l'addition de vecteurs. 
Les instructions 5, 6, 7 et 8 représentent le corps du programme. L'instruction 5 charge le MI 
A 1 avec le contenu impair des mémoires A et B adressées par leur pointeur respectif. Les 
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est décrémenté. L'instruction 6 effectue les mêmes opérations que l'instruction 5, la seule 
différence est que le contenu vectoriel pair est dirigé vers le MI A 2. Les instructions 7 et 8 
répètent les instructions 5 et 6 auxquelles s'ajoutent une instruction pour l'accumulation des 
multiplications et une autre instruction pour la comparaison du compteur avec zéro pour 
déterminer à quel moment un branchement doit être effectué. En mode accumulation, le 
contenu précédent est additionné avec le résultat de la multiplication. Le contenu de l'accu-
mulateur doit être valide avant de programmer le mode accumulation. L'instruction des 
adresses 9 et A additionne le contenu des deux MI A pour obtenir le résultat. L'instruction de 
l'adresse B effectue une demande d'interruption externe. Elle boucle sur place en attente 
d'une réponse du processeur hôte via le signal intra. Les instructions aux adresses C et D 
sont identiques. Le délai de propagation externe est trop élevé pour un seul cycle. Au lieu 
d'allonger la période d'horloge, la même instruction est utilisée deux fois. 
Compteur Description programme 
0 IF hold ::f:. 0 THEN pc <= 2; 
1 holda <= 0; 
IF hold = 0 THEN pc <= 1; 
2 reg_base_A_1 <= IF; 
reg_base_B_1 <= IF; 
reg_base_B_1 <= IF; 
3 reg_dep_A_1 <= 01; 
reg_dep_B_1 <= 01; 
reg_dep_C_1 <= 01; 
Table 4-4 Microcode pour la multiplication de deux vecteurs 
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Compteur Description programme 
4 compcech <= 04; 
5 MAl_A <= mem_A(reg_base_A_l + re~dep_A_l); 
MAl_B <= mem_B(re~base_B_l + re~dep_B_l); 
compcech <= compCech - 1; 
re~base_A_l <= reg_base_A_l + reg_dep_A_l; 
reg_base_B_l <= reg_base_B_l + reg_dep_B_l; 
6 MA2_A <= mem_A(reg_base_A_l + reg_dep_A_l); 
MA2_B <= mem_B(reg_base_B_l + reg_dep_B_l) ; 
compcech <= compCech - 1; 
reg_base_A_l <= reg_base_A_l + reg_dep_A_l; 
reg_base_B_l <= reg_base_B_l + reg_dep_B_l; 
7 MAl_A <= mem_A(reg_base_A_l + reg_dep_A_l); 
MAl_B <= mem_B(reg_base_B_l + reg_dep_B_l) ; 
compcech <= compCech - 1; 
reg_base_A_l <= reg_base_A_l + reg_dep_A_l; 
reg_base_B_l <= reg_base_B_l + reg_dep_B_l; 
som_mal <= som_mal + mal; 
IF compCech = 0 THEN pc <= 9; 
8 MA2_A <= mem_A(reg_base_A_l + reg_dep_A_l); 
MA2_B <= mem_B(reg_base_B_l + reg_dep_B_l); 
compcech <= compcech - 1; 
reg_base_A_l <= reg_base_A_l + reg_dep_A_l; 
reg_base_B_l <= reg_base_B_l + reg_dep_B_l; 
som_ma2 <= som_ma2 + ma2; 
IF compcech '* 0 THEN pc <= 7; 
9 mem_A(reg_base_A_l + reg_dep_A_l) <= som_mal; 
A mem_C(reg_base_C_l + reg_dep_C_l) <= som_ma2 + 
mem_A(reg_base_A_l + reg_dep_A_l) ; 








intr <= 0; 
IF intra;t 0 THEN pc <= B; 
pc <= 0; 
Table 4-4 Microcode pour la multiplication de deux vecteurs 
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La table 4-5 contient le rnicrocode binaire utilisé pour programmer le rnicroséquen-
ceur. La table 4-6 présente le contenu des mémoires vectorielles avant l'exécution du pro-
gramme. 
Add. memD memE memF memG memH memI memJ memK 
0 fe f8 e3 Of dO 78 5e fc 
1 fe fb ef 3f dO 7a 3c 3c 
2 dO 40 03 Od 50 3f fe ff 
3 ae b8 e2 Oa 50 6f 3e fc 
4 fe f8 e3 Of 50 ff ge fc 
5 f6 d8 e3 Of 61 f3 3e dc 
6 f6 d8 e3 Of 61 d8 fe fc 
Table 4-5 Microcode binaire pour la multiplication de deux vecteurs 
64 
Add. memD memE memF memG memH memI memJ memK 
7 f6 d8 e3 Of 61 f3 fe d9 
8 f6 d8 e3 Of 61 d8 be f4 
9 7e fa e3 Of 50 6f le fc 
a fe f8 e3 37 5c 3f le bc 
b fe f8 e3 Of fO 78 7e ed 
c fe f8 e3 Of 58 7f le ec 
d fe f8 e3 Of 58 7f le ec 
e fe f8 e3 Of 50 7b le fc 
Table 4-5 Microcode binaire pour la multiplication de deux vecteurs 
Add. memA memB memC 
0 10 10 10 
1 20 20 20 
2 30 30 30 
3 40 40 40 
4 50 50 50 
Table 4-6 Mémoire interne pour la multiplication de deux vecteurs 
65 
La figure 4-1 présente une simulation du programme sur le simulateur SILOS. Les 
signaux sont presque tous identiques à ceux décrits dans l'addition de vecteur. On peut 
remarquer les symboles XX à gauche de la figure indiquant une indétermination causée par 
l'initialisation des unités de générations d'adresses à leur première utilisation. Les deux vec-
teurs à multiplier sont identiques. Ils contiennent les valeurs lOH, 20H, 30H et 40H. Les 
données impaires des vecteurs sont traitées par le MI A 1 et le résultat est écrit dans la 
mémoire A sur le front montant du signal rw_bloca. La donnée présente à l'entrée de la 
mémoire A est OAH ce qui est identique au résultat de lOH* lOH + 30H*30H. Le résultat du 
M1A 2 est additionné avec celui qui vient d'être placé dans la mémoire A. Le résultat de 
l'addition est écrit dans la mémoire C sur le front montant du signal rw _blocc. La donnée 
présente à l'entrée de la mémoire est lEH ce qui est identique au résultat de lOH*lOH + 
20H*20H + 30H*30H + 40H*40H. 
4.3.3 Multiplication d'un vecteur par des scalaires. 
Ce programme multiplie un vecteur situé dans la mémoire A avec des scalaires situés 
dans la mémoire C. Le programme utilise les deux multiplicateurs internes pour accélérer 
les calculs. Le multiplicateur A reçoit les éléments impairs du vecteur contenus dans la 
mémoire A et le multiplicateur B reçoit les éléments pairs du même vecteur. 
La table 4-7 contient le microcode du programme. Les instructions des adresses 0 à 4 
sont identiques à celles que l'on retrouve pour l'addition de deux vecteurs. Les instructions 
aux adresses 5 et 6 ne sont exécutées qu'une seule fois pour remplir le registre pipeline de 
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pair respectivement. Les instructions aux adresses 7 et 8 sont le corps du programme. Elles 
effectuent les mêmes opérations de base que les instructions aux adresses 5 et 6. De plus, 
comme le pipeline des multiplicateurs est remplie au moment du chargement de nouvelles 
données, le résultat de l'opération précédente est transféré dans la mémoire B. Une compa-
raison du compteur avec zéro permet de déterminer quand un branchement doit être effec-
tué. Les instructions des adresses 9 et A, ou B et C servent à vider les registres pipelines 
d'entrées des multiplicateurs. 
Compteur Description programme 
0 IF hold * 0 THEN pc <= 2; 
1 holda <= 0; 
IF hold = 0 THEN pc <= 1; 
2 reg_base_A_l <= IF; 
reg_base_B_I <= IF; 
reg_base_B_l <= IF; 
3 reg_dep_A_l <= 01; 
reg_dep_B_l <= 01; 
reg_dep_C_l <= 01; 
4 compcech <= 04; 
5 MAl_A <= mem_A(re~base_A_l + reg_dep_A_l); 
MAl_C <= mem_C(re~base_C_l + re~dep_C_l); 
compt_ech <= compCech - 1; 
reg_base_A_l <= re~base_A_l + reg_dep_A_l; 
reg_base_C_l <= re~base_C_l + reg_dep_C_l; 
Table 4-7 Microcode pour la multiplication d'un vecteur par des scalaires 
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Compteur Description programme 
6 MA2_A <= mem_A(reg_base_A_I + reg_dep_A_I); 
MA2_C <= mem_C(reg_base_C_I + reg_dep_C_I); 
compCech <= compCech - l; 
reg_base_A_I <= relLbase_A_I + relLdep_A_I; 
reg_base_C_I <= relLbase_C_I + reg_dep_C_I; 
7 MAI_A <= mem_A(reg_base_A_I + reg_dep_A_I); 
MAI_C <= mem_C(reg_base_C_I + relLdep_C_I); 
compcech <= compcech - l; 
mem_B(reg_base_B_I + reg_dep_B_I) <= MAI; 
reg_base_A_I <= reg_base_A_I + reg_dep_A_I; 
reg_base_B_I <= reg_base_B_I + reg_dep_B_I; 
reg_base_C_I <= reg_base_C_I + reg_dep_C_I; 
IF compCech = 0 THEN pc <= B; 
8 MA2_A <= mem_A(relLbase_A_I + relLdep_A_I); 
MA2_C <= mem_C(reg_base_C_I + reg_dep_C_I); 
compcech <= compCech - l; 
mem_B(reg_base_B_I + reg_dep_B_I) <= MA2; 
reg_base_A_I <= reg_base_A_I + reg_dep_A_I; 
reg_base_B_I <= reg_base_B_I + reg_dep_B_I; 
reg_base_C_I <= reg_base_C_I + reg_dep_C_I; 
IF compcech "j:. 0 THEN pc <= 7; 
9 mem_B(reg_base_B_I + reg_dep_B_I) <= MAI; 
reg_base_B_I <= relLbase_B_I + relLdep_B_I; 
A mem_B(relLbase_B_I + reg_dep_B_I) <= MA2; 
reg_base_B_I <= reg_base_B_I + reg_dep_B_I; 
pc <= D; 
B mem_B(reg_base_B_I + reg_dep_B_I) <= MA2; 
reg_base_B_I <= reg_base_B_I + reg_dep_B_I; 
C mem_B(reg_base_B_I + reg_dep_B_I) <= MAI; 





pc <= 0; 
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La figure 4-1 présente une simulation du programme sur simulateur SILOS. Les 
signaux sont presque tous identiques à ceux décrits dans l'addition de deux vecteurs. Le vec-
teur à multiplier et les scalaires sont identiques. Ils contiennent les valeurs lOH, 20H, 30H et 
40H. Le résultat de la multiplication est écrit dans la mémoire B sur le front descendant du 
signal "ecrire". La donnée présente à l'entrée de la mémoire B est en retard de deux cycles 
sur les entrées provenant des mémoires A et C. On trouve comme résultat sur le bus de don-
nées bus2les valeurs OlH, 04H, 09H et lOH. Ceci correspond aux 8 bits les plus significatifs 
des multiplications 10H*10H, 20H*20H, 30H*30H et 40H*40H. Il ne faut pas oublier que 
le résultat des MI A est tronqué aux 8 bits les plus significatifs à la sortie. 
La table 4-8 contient le microcode binaire utilisé pour programmer le microséquen-
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Add. memD memE memF memG memH memI memJ memK 
0 fe f8 e3 Of dO 78 5e fc 
1 fe fb ef 3f dO 7a 3c 3c 
2 dO 40 03 Od 50 3f fe ff 
3 ae b8 e2 Oa 50 6f 3e fc 
4 fe f8 e3 Of 50 ff ge fc 
5 f6 f8 63 8f 40 f7 le dc 
6 f6 f8 63 8f 40 df le fc 
7 f6 d8 69 8f 60 e2 7e dc 
8 f6 d8 69 8f 60 98 fe fc 
9 fe d8 e9 8f 50 6f fe ff 
a fe d8 e9 8f 50 3b be fd 
b fe d8 e9 8f 50 3f fe ff 
c fe f8 e9 8f 50 6f fe ff 
d fe f8 e3 Of 50 7b le fc 
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Add. memA memB memC 
0 10 1 10 
1 20 2 20 
2 30 3 30 
3 40 4 40 
4 50 5 50 
Table 4-9 Mémoire interne pour la multiplication d'un vecteur par un scalaire 
4.4 Synthèse des résultats 
Pour évaluer les améliorations de l'architecture proposées par rapport aux processeurs 
de traitement de signaux commerciaux, nous avons programmé quelques fonctions de calcul 
vectoriel, ainsi que l'algorithme du filtre de Kalman selon les équations (2.9) à (2.12) pour 
effectuer la reconstitution sur le DSP56000. Ces mêmes fonctions ont été simulées sur le 
processeur spécialisé original DSP _KAL et sur le processeur intégré DSP _KAL+. Nous 
avons ensuite comparé les performances en fonction du nombre de cycles requis pour exécu-
ter les programmes. La comparaison est basée sur les hypothèses que la durée d'un cycle 
d'horloge est égale pour les deux processeurs, que le pipeline du DSP56000 est plein, que 
les données du DSP56000 sont dans les mémoires internes, que le temps d'accès et le temps 
de calcul des MI A sont inférieurs ou égaux à la durée de deux cycles d'horloge. 
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Les résultats théoriques du taux minimum de réduction du nombre de cycles inclus à 
la table 4-10 démontrent l'amélioration découlant d'une architecture adaptée à l'algorithme. 
Pour une reconstitution sans contraintes, le taux minimum de réduction du nombre de cycles 
est de 88% alors que pour la reconstitution avec contraintes, ce même taux minimum est de 
80%. L'écart est causé par l'opération de comparaison qui ne peut être exécutée en parallèle. 
Dans le cas d'opérations vectorielles, le taux de réduction atteint 84% pour l'addition de 
deux vecteurs. L'écart provient du fait que le DSP56000 ne possède que deux mémoires 
internes et que le résultat de l'addition doit être placé temporairement dans un registre avant 
d'être écrit en mémoire. L'opération est alors réalisée en plusieurs cycles. Le taux de réduc-
tion pour la multiplication de deux vecteurs est significatif puisqu'il démontre que l'emploi 
de deux MI A permet de réduire de 50% le nombre de cycles requis. Les résultats démontrent 
qu'il n'existe pas d'écart entre les performances de l'architecture DSP _KAL et l'architec-
ture DSP _KAL+ sur les opérations vectorielles. 
DSP56000 Processeur original Processeur intégré (DSP_KAL) (DSP_KAL+) 
Opération vectorielles 
Nombre Nombre de % min. Nombre % min. 
de cycles cycles réduction de cycles réduction 
Multiplication par un 26+M*4 2+M 75% 5+M 75% 
scalaire 
Multiplication de 20+M*2 4+M 50% 5+M 50% 
deux vecteurs 
Table 4-10 Nombre de cycles requis pour certains calculs vectoriels de dimension M. 
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DSP56000 Processeur original Processeur intégré (DSP_KAL) (DSP_KAL+) 
Opération vectorielles 
Nombre Nombre de % min. Nombre % min. 
de cycles cycles réduction de cycles réduction 
Addition de deux vect- 20+M*6 2+M 84% 3+M 84% 
eurs 
Décalage d'un vecteur 14+M*4 2+M*2 50% 7+M*2 50% 
reconstitution sans 106+M*16 1O+(M-3)*2 88% NID NID 
contraintes 
reconstitution avec 106+M*20 14+(M-3)*4 80% NID NID 
contraintes 




Dans ce mémoire, nous avons présenté une architecture de processeur spécialisé pour 
la reconstitution de signaux basée sur le filtre de Kalman. La reconstitution de signaux est 
présente dans plusieurs domaines. Dès qu'il est nécessaire d'effectuer une prise de données 
et qu'une déformation du mesurande est obtenue durant la conversion, nous pouvons appli-
quer une méthode de reconstitution. Plusieurs méthodes sont disponibles pour reconstituer 
un signal échantillonné à la sortie d'une chaîne de conversion. La plupart des méthodes sont 
basées sur des algorithmes fort complexes qui exigent un volume de calcul suffisamment 
important pour demander un temps de réponse non négligeable de la part d'un processeur de 
traitement de signaux commercial tel que le DSP56000 de Motorola. 
Suite à des travaux algorithmiques effectués au Laboratoire de systèmes de mesure 
pour répondre à des besoins en spectrométrie et chromatographie, nous avons proposé 
d'intégrer en technologie VLSI des algorithmes basés sur le filtre stationnaire de Kalman. 
Le filtre stationnaire de Kalman a pour grand avantage: de posséder un traitement en ligne 
qui permet d'éliminer tout stockage de données échantillonnée, de permettre l'ajout d'une 
contrainte de positivité dans son traitement afin d'améliorer la reconstitution, de répondre à 
un vaste champ d'application, d'être basé sur une équation récursive permettant un traite-
ment parallèle [MAS94], [MAS95]. La découverte de ce parallélisme latent nous a permis 
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de proposer une architecture spécialisée pour la reconstitution de signaux offrant des perfor-
mances significatives en comparaison au processeur de traitement de signaux DSP56000. 
Dans une première approche d'intégration de l'algorithme, nous avons considéré que l'état 
des signaux est stationnaire, ce qui nous a permis d'utiliser le filtrage de Kalman rapide. 
Effectivement, nous avons démontré que l'utilisation de ce processeur augmente les perfor-
mances de reconstitution en temps réel, en utilisant un algorithme de calcul parallèle, qui 
répartit les calculs sur deux processus indépendants mais entrelacés. L'architecture du pro-
cesseur est conçue pour permettre un traitement en parallèle des données. Nous avons con-
servé une grande flexibilité à la mise en oeuvre d'algorithmes dans l'architecture proposée 
grâce au microséquenceur programmable qui utilise la programmation horizontale. Cette 
programmation horizontale permet d'obtenir moins d'un cycle par instruction ce qui autre-
ment dit permet l'exécution de plusieurs instructions dans un seul cycle d'horloge. Toutes les 
opérations arithmétiques (multiplication, addition, soustraction, comparaison) sont exécu-
tées en un seul cycle [SAN92]. 
L'amélioration des performances du processeur en comparaison avec le DSP56000 a 
été évaluée en comparant le nombre de cycles machines requis par chacun des processeurs 
pour réaliser certaines fonctions. Dans le cas d'une reconstitution sans contrainte de positi-
vité, la réduction du nombre de cycles tend vers une limite théorique inférieure de 88%, pour 
le cas d'une reconstitution avec contrainte de positivité, le taux de réduction tend vers une 
limite inférieure théorique de 80%. La diminution des performances est causée par la com-
paraison qui ne peut être jumelée à d'autres opérations en parallèles. Autrement dit, pour 
effectuer une reconstitution, l'architecture proposée permet une réduction du nombre de 
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cycles d'horloge qui tend à demander 5 fois moins de cycle que le DSP56000 de Motorola. 
De plus, nous projetons une augmentation de la fréquence d'un facteur de deux par rapport à 
ce même processeur. 
Un prototype a été réalisé à la Société Canadienne de Microélectronique (SCM). Ce 
prototype a été développé pour fonctionner comme co-processeur à un processeur maître. li 
est composé de deux multiplicateurs/accumulateurs (MI A) et d'un micro séquenceur pro-
grammable contrôlant les unités opératives servant à exécuter l'algorithme stationnaire de 
Kalman avec et sans contrainte de positivité. Deux unités MI A sont utilisées afin de répon-
dre au compromis vitesse et surface de silicium. Cependant, l'architecture permet d'utiliser 
plus de deux unités MI A quand une augmentation de la vitesse est justifiée pour un coût de 
surface silicium acceptable. La conception a été réalisée au moyen d'outils disponibles de la 
SCM: CADENCE, SILOS, BNR DFf, SYNFUL et un langage de description matériel de 
haut niveau VERILOG. Ainsi la conception peut se réaliser en utilisant différentes longueur 
de mots numériques pour la quantification des nombres et pour répondre à différentes tech-
nologies. Pour une réduction des coûts de fabrication, une architecture avec un chemin de 
données de 8-bits a été fabriqué dans une technologie CMOS de 1.2 um de la SCM. 
Dans ce prototype les mémoires A, B et C sont de 32x8-bits. Les unités MI A sont 
basées sur l'algorithme de Booth en arithmétique entière de 8x8-bits signée. Les nombreux 
multiplexeurs sont conçus à l'aide d'amplificateur trois états. Une horloge à deux phases sans 
recouvrement a été utilisée. La complexité du chip sans les mémoires est de 24 000 transis-
tors pour une surface de silicium de 5.1 x 9.0 mm2. Un boîtier de 68-broches de type" pin 
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grid array" a été choisi et 59 broches sont utilisées. 
Cette version du processeur est un premier pas vers un processeur spécialisé pour la 
reconstitution des signaux basée sur le filtre de Kalman. D'autres améliorations sont envisa-
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ANNEXE A 
Programme de reconstitution sur DSP56000 
.******************************************************* , 
Algorithme de Kalman sur DSP56000 
Auteur: Marc-Alain Santerre 
Le programme a pour fonction de mesurer les performances 




; Definition des macros pour les opérations vectorielles 
muCvect macro nmul,veca,vecb,result 
;cette macro multiplie deux vecteurs 
;result = veca(i) * vecb(i) i=l..nmul 
;nmul = longeur des vecteurs 
;veca = adresse de base du vecteur a 
;vecb = adresse de base du vecteur b 
















xO,yO,a x:(rO)+,xO y:(r4)+,yO 
al,x:(rl) 
dec_ vect macro vect,long 





;vect = l'adresse de base du vecteur 













mul_sca macro vect,long,sca,result 
;cette macro multiplie un vecteur par un scalaire 
;result(i)=vect(i)*sca 
;vect = adresse de base du vecteur 
;long = longueur du vecteur 
;sca = valeur du scalaire 







move y: (r4)+,xO 
do #long,_end 




add_ vect macro vecta,vectb,nadd,result 
;cette macro additionne deux vecteurs 
;result(i)= vecta(i) + vectb(i) i=l..nadd 
;nadd = longueur du vecteur 
;vecta = adresse de base du vecteur a 
;vectb = adresse de base du vecteur b 






















Les équations 2.9 à 2.12 sont implémenté pour 
résoudre la déconvolution de signaux stationnaires 
et invariants . 
. ******************************************************* ,
nb_pts equ 128 
nb_ptsh equ 80 
org x:$O 
don_so dsm nb_pts 
org x:$100 
xk dsm nb_ptsh 
org x:$300 
esCso dsm 2 
erreur dsm 2 
org y:$O 
rep_h dsm nb_ptsh 
org y:$100 
coef~ dsm nb_ptsh 
org x:$200 
temp dsm nb_ptsh 
datin equ $ffef 
sortie equ xk; sortie lissé 
sortie equ xk+nb_ptsh ; sortie filtré 
org p:$O 
; chargement de la table de réponse impulsionnelle à partir 








; chargement de la table des coefficients de gains à partir 









dec vect xk,nb_ptsh 






add_ vect xk,temp,nb_ptsh,xk 
; Sortie du résultat 
move #sortie,rO 
move #sortie2,r 1 
nop 
move x: (rO),xO 
move x:(rl),yO 
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ANNEXEB 
Utilisation du logiciel DFf 
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B.l Règles d'utilisation de DFf 
Les règles d'utilisation décrites dans la section suivante permettent au logiciel de géné-
ration automatique de vecteurs de test de générer une bonne couverture de pannes pour le 
circuit. Les règles qui nous concernent sont divisées en trois catégories: les règles de con-
ception pour un circuit synchrone, les règles de connexions de la chaîne de balayage et les 
règles pour les tampons à haute impédance. Les règles de conception sont tirées du manuel 
d'utilisation de DFT par BNR [DFf9l]. 
B.l.l Règles de conception synchrone 
Le circuit utilisé doit être complètement synchrone. Les règles de conception syn-
chrone s'appliquent sur les parties du circuit qui sont composées de logique combinatoire et 
de bascules D actives sur une transition. Les autres éléments de mémoire tels que les bascu-
les actives sur un niveau, bascule de type SR et autres doivent être utilisés de manière diffé-
rente et ils sont décrits plus en détail à la fin du chapitre. 
Règle l: L'entrée horloge d'une bascule D doit être contrôlable d'une entrée primaire. 
Le terme contrôlable permet l'insertion de tampons, d'inverseurs et autres logiques entre 
l'entrée primaire et l'entrée d'horloge tant et aussi longtemps que la logique résultante équi-
vaut à une seule entrée primaire qui contrôle l'entrée d'horloge. 
Règle 2: Toutes les bascules dont l'horloge provient de la même entrée primaire doi-
vent opérer sur le même front. Cette règle permet à toutes les bascules d'être échantillonnées 
simultanément à partir d'une source externe en mode test. 
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Règle 3: Il ne doit pas y avoir de chemin entre une entrée d'horloge de bascule et une 
entrée de donnée de bascule. Cette règle prévient les problèmes de courses sur les entrées de 
données causées par les transitions d'horloge. 
Règle 4: Les entrées remise-à-zéro/remise-à-un asynchrone d'une bascule doivent con-
trôler une entrée primaire ou être bloquées. Cette règle assure que les entrées remise-à-zérol 
remise-à-un ne changeront pas l'état d'une bascule durant le test. 
Règle 5: Les entrées remise-à-zéro/remise-à-un asynchrone des bascules contrôlées à 
partir d'une entrée primaire particulière doivent opérer sur le même niveau logique. Il serait 
impossible autrement d'opérer le circuit de façon synchrone. 
Règle 6: Ne pas utiliser une entrée primaire pour contrôler la remise-à-zéro/remise-à-
un asynchrone d'une bascule et l'entrée d'horloge. L'entrée remise-à-zéro/remise-à-un asyn-
chrone serait inévitablement activée durant le test puisque toutes les entrées d'horloges sont 
continuellement exercées. Il deviendrait donc impossible de transmettre des données par la 
chaîne de balayage. 
Règle 7: Toutes les portes logiques autre que les bascules sont reliées ensemble pour 
former un circuit combinatoire. La sortie du circuit correspondant à une entrée particulière 
est toujours la même, peu importe le vecteur d'entrée précédent qui a été appliqué. 
B .1.2 Règles pour la chaîne de balayage 
Les règles suivantes s'appliquent lorsque le circuit est en mode balayage (TM=1 et 
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SM=l). 
Règle 1: Une entrée (D) de bascule doit être contrôlable à partir de la sortie (Q) d'une 
autre bascule ou d'une entrée primaire. 
Règle 2: La sortie (Q) d'une bascule doit contrôler l'entrée (D) d'une autre bascule ou 
une sortie primaire. 
Règle 3: La chaîne de balayage doit commencer à une entrée primaire et finir à une 
sortie primaire. 
Règle 4: La chaîne de balayage doit être non-inverseuse. Les inversions à l'intérieur de 
la chaîne de balayage sont permises, en autant que les données transmises à l'entrée de la 
chaîne de balayage soit transmise à la sortie de la chaîne de balayage avec la même polarité. 
Règle 5: Une seule chaîne de balayage est permise à un moment donné. 
B.1.3 Règles pour les tampons haute-impédance 
li existe des restrictions pour l'utilisation de tampons haute-impédance à l'intérieur du 
circuit intégré. Le tampon doit apparaître comme un circuit combinatoire. Ceci est néces-
saire pour éliminer les problèmes de contention et assurer que le bus est dans un état connu 
durant tout le test. 
B.2 Test des bascules actives sur un niveau logique (latch) 
Les bascules actives sur un niveau logique ne sont pas testables à cause de la boucle 
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de rétroaction dans leur conception interne. L'entrée de la bascule est non observable et la 
logique combinatoire provenant de points contrôlables jusqu'à la bascule est enlevée et con-
sidérée comme non testable. La sortie de la bascule est non contrôlable et la logique combi-
natoire vers un point d'observation est enlevée et est aussi considérée comme non testable. 
Pour éviter de diminuer la couverture de pannes du circuit, les bascules sont mises en mode 
transparent durant la période de test. La sortie non contrôlable est ainsi remplacée par son 
entrée. 
B.3 Test des mémoires internes 
Les mémoires internes ne sont pas testables à cause de la boucle de rétroaction dans 
leur conception interne. L'entrée de la RAM est non observable et la logique combinatoire 
provenant de points contrôlables jusqu'à la RAM est enlevée et considérée comme non tes-
table. La sortie de la RAM est non contrôlable et la logique combinatoire vers un point 
d'observation est enlevée et aussi considérée comme non testable. Une solution consiste à 
contourner la RAM par l'ajout d'un multiplexeur [DFf91]. En mode test, l'entrée de la RAM 
est réinjectée à sa sortie. La sortie non contrôlable est ainsi remplacée par une autre sortie 
contrôlable. Un modèle de panne de type boîte noire est utilisé dans les deux cas pour éviter 
les erreurs rapportées par SCANCHECK. La logique combinatoire provenant de points con-
trôlable jusqu'au bus d'adresse et la ligne de contrôle d'écriturellecture peuvent être obser-
vées par l'ajout de registre fantôme (shadow). L'entrée du registre est reliée au bus d'adresse 
et a la ligne de contrôle d'écriturellecture. La fonctionnalité du circuit reste inchangée et la 
logique est maintenant testable. Il s'agit de trouver un compromis entre la couverture de 
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pannes et le nombre total de portes logiques. 
Le test des mémoires internes est possible par l'emploi d'autres techniques. li existe 
deux options: La première consiste à entourer la RAM d'un circuit de type BIST (Built-In 
Selft-Test). Le circuit comprend alors un générateur de vecteur pseudo-aléatoire conçu à 
partir d'un registre à décalage à rétroaction linéaire et d'un analyseur de signature basé sur la 
division polynômial [SAV88]. La solution permet le test interne des mémoires cependant, 
elle est limitée quant à l'algorithme de test des mémoires et elle requiert environ 300 à 400 
portes logiques. 
La deuxième solution profite de l'accès externe des mémoires. Un test fonctionnel des 
mémoires internes est effectué par un processeur extérieur. Une série de lecture et d'écriture 
permet de valider les pannes de cellules et les erreurs d'adresses. Le test fonctionnel idéal 
qui détecte toutes les défectuosités possibles devient rapidement trop coûteux pour être pra-
tique. En effet une mémoire de N cellules requiert la complexité d'un algorithme de l'ordre 
de 2N pour vérifier la sensibilité de chaque cellule face à toutes les combinaisons possibles 
des autres cellules [HAY75]. Un compromis est fait entre le pourcentage de détection des 
pannes et le temps de test requis. 
Le test choisi pour le processeur est une version modifiée de la procédure de test uti-
lisé par LSI Logic. Un patron de damier est programmé dans la RAM en écrivant la valeur 
55H sur les adresses paires suivi de la valeur AAR sur les adresses impaires. Les adresses 
sont relues et comparées avec la valeur originale. Le patron de damier inverse est pro-
grammé dans la RAM en écrivant la valeur AAH sur les adresses paires suivies de la valeur 
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55H sur les adresses impaires. Les adresses de la RAM sont relues et comparées avec la 
valeur originale. La procédure permet de tester plusieurs types de pannes: cellule ouverte, 
cellule court-circuitée, cellule sensible au voisinage, etc. 
Le test pour l'unicité des adresses est effectué en écrivant une diagonale de un logique 
sur un fond de zéro. Les adresses de la RAM sont relues et comparées avec la valeur origi-
nale. Les tests effectués permettent aussi de vérifier la logique située sur le chemin d'accès 
des RAM internes. 
ANNEXEe 






+ PROCESSEUR SPECIALISE EN RECONSTRUCTION DE SIGNAUX 
+ BASEE SUR L'ALGORITHME DE KALMAN 
+ 
+ reaIisee par: Marc-Alain Santerre 




Il Architecture du processeur specialise 
module chip (bus_es_pg, cs_ad, oe, eoc, sc, dv, adresse, gcs, csl, cs2, cs3, cs4, 
rw_ext, phasel, phase2, reset, intra, hold, ho Ida, intr); 
parameter size= 7; 
inout [size:O] bus_es_pg; 
input [4:0] adresse; 
input eoc, dv, gcs, csl, cs2, cs3, cs4, rw_ext, phasel, phase2, reset, intra, hold; 
output cs_ad, oe, sc, holda, intr; 
wire [1:0] mux_mema, mux_memb, mux_memc, mux_ina_ma, mux_inb_ma, 
mux_pgm_es, seCcompt; 
wire [size:O] busl, bus2, bus3, bus4, ina_ma, inb_ma, bus_es_pgm; 
wire [4:0] adcmema, adcmemb, adcmemc, donnee; 
micro_seq microseq(reset, phasel, phase2, egaIe, pp, pg, compcechl_zero, comptl_zero, 
compt2_zero, hold, intra, eoc, dv, sel_ptr_mema, wr_regl_mema, wcreg2_mema, 
reg_base l_mema, reg_dep l_mema, reg_base2_mema, reg_dep2_mema, rw _mema, 
mux_mema, sel_ptcmemb, wcregl_memb, wcreg2_memb, reg_basel_memb, 
reg_dep l_memb, reg_base2_memb, reg_dep2_memb, rw _memb, mux_memb, 
seCptr_memc, wcreg l_memc, wr_reg2_memc, reg_base l_memc, reg_dep l_memc, 
reg_base2_memc, reg_dep2_memc, rw _memc, mux_memc, mux_ina_ma, mux_inb_ma, 
mux_pgm_es, sel_char_clk, wcmal, rd_mal, wcma2, rd_ma2, sel_compt, donnee, holda, 
cs_ad, oe, sc, overfiow, add_mal, add_ma2, intr, wcdata, rd_result, pgm_ext, bus_es_pgm, 
gcs, csl, cs2, cs3, cs4, rw_ext, rw_bloca, rw_blocb, rw_blocc); 
memoire mema(busl, adr_mema, rw_bloca, pgm_ext, phase2); 
memoire #(7, "memb.txt") memb(bus2, adcmemb, rw_blocb, pgm_ext, phase2); 
memoire #(7, "memc.txt") memc(bus3 , adcmemc, rw_blocc, pgm_ext, phase2); 
muxhiz muxa(bus1, bus2, bus3, bus4, bus_es_pgm, rw_bloca, mux_mema); 
muxhiz muxb(bus2, bus1, bus3, bus4, bus_es_pgm, rw_blocb, mux_memb); 
muxhiz muxc(bus3, bus1, bus2, bus4, bus_es_pgm, rw_blocc, mux_memc); 
muxhiz mux_ina(ina_ma, bus1, bus2, bus3, bus4, l'bD, mux_ina_ma); 
muxhiz mux_inb(inb_ma, bus1, bus2, bus3, bus4, l'bD, mux_inb_ma); 
muxhiz mux_es_pgm(bus_es_pg, bus1, bus2, bus3, bus4, intra Il !gcs, mux_pgm_es); 
multi_addit mal (ina_ma, inb_ma, bus4, wcma1, rd_ma111(!rd_ma2), phase 1 , phase2, 
add_ma1, reset); 
multi_addit ma2(ina_ma, inb_ma, bus4, wcma2, rd_ma2I1(!rd_ma1), phase 1 , phase2, 
add_ma2, reset); 
gen_adr gen_mema(phase1, phase2, sel_ptr_mema, donnee, wcreg1_mema, 
reg_base l_mema, reg_dep l_mema, wcreg2_mema, reg_base2_mema, reg_dep2_mema, 
adresse, adr_mema, reset, pgm_ext); 
gen_adr gen_memb(phase1, phase2, seCptcmemb, donnee, wcreg1_memb, 
reg_base1_memb, reg_dep1_memb, wcreg2_memb, reg_base2_memb, reg_dep2_memb, 
adresse, adcmemb, reset, pgm_ext); 
gen_adr gen_memc(phase1, phase2, seCptcmemc, donnee, wcreg1_memc, 
reg_base1_memc, reg_dep1_memc, wcreg2_memc, reg_base2_memc, re~dep2_memc, 
adresse, adr_memc, reset, pgm_ext); 
compteur compt(phase1, phase2, donnee, sel_char_clk, sel_compt, compCech1_zero, 
comptl_zero, compt2_zero, reset); 
comparateur egal(ina_ma, inb_ma, pg, pp, egaIe, phase1); 
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/* Le module du micro sequenceur est charge de generer les signaux 
de controle du processeur. TI comprend les memoires et une logique 
de controle pour permettre l'acces a partir du processeur maître. 
ref. cadence: micro_seq 
*/ 
module micro_seq(reset, phase1, phase2, egaIe, pp, pg, compCech1_zero, comptl_zero, 
compt2_zero, hold, intra, eoc, dv, seCptr_mema, wcreg l_mema, wcreg2_mema, 
reg_base1_mema, reg_dep1_mema, reg_base2_mema, reg_dep2_mema, rw_mema, 
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mux_mema, sel_ptcmemb, wcregl_memb, wcreg2_memb, reg_basel_memb, 
reg_depl_memb, reg_base2_memb, reg_dep2_memb, rw_memb, mux_memb, 
seCptr_memc, wcreg l_memc, wcreg2_memc, reg_base l_memc, reg_dep l_memc, 
reg_base2_memc, reg_dep2_memc, rw _memc, mux_memc, mux_ina_ma, mux_inb_ma, 
mux_pgm_es, seCchar_c1k, wr_mal, rd_mal, wcma2, rd_ma2, seCcompt, donnee, holda, 
cs_ad, oe, sc, overfiow, add_mal, add_ma2, intr, wr_data, rd_result, pgm_ext, bus_es_pgm, 
gcs, csl, cs2, cs3, cs4, rw_ext, rw_bloca, rw_blocb, rw_blocc); 
parameter size= 7; 
input reset, phasel, phase2, egale, pp, pg, compCechl_zero, comptl_zero, compt2_zero, 
hold, intra, eoc, dv, overfiow, gcs, csl, cs2, cs3, cs4, rw_ext; 
input [size:O] bus_es_pgm; 
output wcreg l_mema, wcreg2_mema, reg_base l_mema, reg_dep l_mema, 
reg_base2_mema, reg_dep2_mema, rw _mema, wcreg l_memb, wcreg2_memb, 
re~base l_memb, reg_dep l_memb, reg_base2_memb, reg_dep2_memb, rw _memb, 
wr_reg l_memc, wcreg2_memc, reg_base l_memc, reg_dep l_memc, re~base2_memc, 
reg_dep2_memc, rw_memc, wcmal, rd_mal, wcma2, rd_ma2, holda, cs_ad, oe, sc, 
add_mal, add_ma2, intr, seCchar_clk, wcdata, rd_result, pgm_ext, sel_ptr_mema, 
seCptr_memb, sel_ptcmemc, rw _bloca, rw _blocb, rw _blocc; 
output [1 :0] mux_mema, mux_memb, mux_memc, mux_ina_ma, mux_inb_ma, 
mux_pgm_es, sel_compt; 
output [4:0] donnee; 
reg [4:0] prog_compt, adresse; 
wire [7:0] reg_instrd; 
wire [7:0] reg_instre; 
wire [7:0] reg_instrf; 
wire [7:0] reg_instrg; 
wire [7:0] reg_instrh; 
wire [7:0] reg_instri; 
wire [7:0] reg_instrj; 
wire [7 :0] reg_instrk; 
reg etat; 
memoire_seq memd(reg_instrd, bus_es_pgm, adresse, rw_blocd, phasel); 
memoire_seq #(7, "meme.txt") meme(reg_instre, bus_es_pgm, adresse, rw_bloce, phasel); 
memoire_seq #(7, "memf.txt") memf(reg_instrf, bus_es_pgm, adresse, rw_blocf, phasel); 
memoire_seq #(7, "memg.txt") memg(reg_instrg, bus_es_pgm, adresse, rw_blocg, phasel); 
memoire_seq #(7, "mernh.txt") mernh(reg_instrh, bus_es_pgm, adresse, rw_bloch, phasel); 
memoire_seq #(7, "memi.txt") memi(reg_instri, bus_es_pgm, adresse, rw_bloci, phasel); 
memoire_seq #(7, "memj.txt") memj(reg_instrj, bus_es_pgm, adresse, rw_blocj, phasel); 
memoire_seq #(7, "memk.txt") memk(reg_instrk, bus_es_pgm, adresse, rw_block, phasel); 
pro gram programme(gcs, csl, cs2, cs3, cs4, rw_mema, rw_memb, rw_memc, rw_ext, 
pgm_ext, rw _bloca, rw _blocb, rw _blocc, rw _blocd, rw _bloce, rw _blocf, rw _blocg, 




reg_base l_mema=reg_instrd[3] , 
reg_dep l_mema=reg_instrd[4] , 
reg_base2_mema=reg_instrd[5] , 
reg_dep2_mema=reg_instrd[6], 
rw _mema=reg_instrd[7] , 




reg_base l_memb=reg_instre[5] , 
reg_dep l_memb=reg_instre[6] , 
reg_base2_memb=reg_instre [7], 
reg_ dep2_memb=reg_instrf[0], 
















rd_ma 1 =reg_instri[4] , 
wcma2=reg_instri[5], 
rd_ma2=reg_instri[6] , 
sel_compt={ reg_instrj [0] , reg_instri[7]}, 
holda=reg_instrj [l], 
cs_ad=reg_instrj[2], 
oe=reg_instrj [3] , 
99 
sc=reg_instrj [4], 
donnee={reg_instrk[l :0], reg_instrj[7:5]} , 








1/ seCbran=reg_instr[ 42] 




a1ways @(phase1 or egaIe or pp or pg or compt_ech1_zero or compt1_zero or 
compt2_zero or hold or intra or eoc or dv or overftow) 




case ({reg_instri[O], reg_instrh[7:5]}) 
4'bOOOO:etat=egaIe; 
4'bOOO 1 :etat=pp; 
4'bOO 10:etat=pg; 
4'b0011:etat=compcech1_zero; 
4'bO 1 OO:etat=compt l_zero; 







4'b Il OO:etat=overflow; 
default etat= 1 'b 1 ; 
endcase 
if (reg_instri[l]) etat=etat; 







if (etat Il reg_instri[2]) adresse=prog_compt; 
else adresse= {reg_instrk[1 :0], refLinstrj [7 :5] }; 
//---------------------------------------------------------------------------
/* Le module genere les signaux d'ecritures et lectures provenant du 
micro sequenceur ou du processeur maitre. 
ref. cadence: controle_rw 
*/ 
module program(gcs, csl, cs2, cs3, cs4, rw_mema, rw_memb, rw_mernc, rw_ext, pgm, 
rw _bloca, rw _blocb, rw _blocc, rw _blocd, rw _bloce, rw _blocf, rw _blocg, rw _bloch, 
rw_bloci, rw_blocj, rw_block); 
input gcs, csl, cs2, cs3, cs4, rw_mema, rw_memb, rw_mernc, rw_ext, pgm; 
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output rw _bloca, rw _blocb, rw _blocc, rw _blocd, rw _bloce, rw _blocf, rw _blocg, rw _bloch, 
rw_bloci, rw_blocj, rw_block; 
reg rw _bloca, rw _blocb, rw _blocc, rw _blocd, rw _bloce, rw _blocf, rw _blocg, rw _bloch, 
rw_bloci, rw_blocj, rw_block; 
a1ways @(gcs or csl or cs2 or cs3 or cs4 or rw_mema or rw_memb or rw_memc 
or rw _ext or pgm) 
begin 
rw _bloca= l'b l; 
rw_blocb= l'bl; 
rw _blocc= l'b l; 
rw _blocd= l'b l; 
rw _bloce= l'b l; 
rw _blocf= l'b l; 
rw_blocg= l'bl; 
rw _bloch= l'b l; 
rw_bloci= l'bl; 
rw _blocj= l'b l; 
rw _block= l'b l; 
if (!pgmll!gcs) 
case ({ cs4, cs3, cs2, cs l}) 








4 1bO 100:rw _bloce= rw _ext; 
4IbOlOl:rw_blocf= rw_ext; 
4 1bO Il O:rw _blocg= rw _ext; 
4 1bO 111 :rw _bloch= rw _ext; 
4 1b 1 OOO:rw _bloci= rw _ext; 
4Ib1001:rw_blocj= rw_ext; 
41b 10 lO:rw _block= rw _ext; 
begin 
end 
rw _bloca= rw _mema; 
rw _blocb= rw _memb; 
rw _blocc= rw _memc; 
rw _blocd= lIb 1; 
rw _bloce= lIb 1; 
rw _blocf= lIb 1 ; 
rw _blocg= lIb 1; 
rw _bloch= lIb 1; 
rw_bloci= 1lbl; 
rw _blocj= lIb 1; 
rw _block= lIb 1; 
//---------------------------------------------------------------------------
/* Unite de memoire ou sont garde les vecteurs utiles a la reconstruction 
du signal. La lecture est active sur phase 1 et l'ecriture sur la phase2. 
*/ 
module memoire (data, adresse, rw_, pgm_ext, phase2); 
/ /memoire de 16 X 8 bits 
parame ter size= 7, fichiecram=" mema. txt"; 
input rw _, pgm_ext, phase2; 
input [4:0] adresse; 
inout [size:O] data; 
reg [size:O] data_reg; 
reg [size:O] memoire [0:31]; 
assign data =data_reg; 
always @(data or adresse or rw_ or phase2) 
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if (rw_) data_reg=memoire[adresse]; 
always @(data or adresse or rw_ or phase2 or pgm_ext) 









1* Unite de memoire pour la memoire de microprogrammation du micro sequenceur. 
ref. cadence: 
*1 
module memoire_seq (data, bus_es_pgm, adresse, rw_, phase1); 
Iimemoire de 32 X 8 bits 
pru:ameter size=7, fichiecram="memd.txt"; 
Il faire attention pour mettre un buffer haute impedance pour empecher 
Il les donnees de fairent collision avec le mode lecture 
input rw _, phase 1; 
input [4:0] adresse; 
input [size:O] bus_es_pgm; 
output [size:O] data; 
reg [size:O] data_reg; 
reg [size:O] memoire [0:31]; 
assign data =data_reg; 
a1ways @(data or adresse or rw_ or phase1 ) 
if (phase 1 && rw_) data_reg=memoire[adresse]; 
a1ways @(data or adresse or rw_) 





1* Module du multiplicateur/additionneur. Le delai simule est de 
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25 pas du simulateur. 
ref. cadence: mulCadd 
*/ 
module multi_addit(opa, opb, sortie, wcma, rd_ma, phase1, phase2, addit, reset); 
parameter size=7, longsize=15; 
input phase 1 , phase2, addit, wcma, rd_ma, reset; 
input [size:O] op a, opb; 
output [size:O] sortie; 
reg addiClatch; 
reg [size:O] sortie; 
reg [longsize:O] shifCopa, shifcopb, result, sortie2, resultat; 
a1ways @(phase2 or opa or opb or wcma or addit) 






if (! addiClatch) sortie2=result +sortie2; 
if (!addiclatch) resultat=sortie2; 
el se resultat=result; 
end 
a1ways @(phase2 or rd_ma or resultat) 
begin 




sortie=resultat [7:0]; Il attention!!!!! 
sortie2= 16'bO; 
a1ways @(negedge phase2) sortie=8'bz; 








/* Module du multiplexeur 4 dans 1 avec sortie a haute impedance 
ref. cadence: mux_mux_8_scan 
*/ 
module muxhiz(busout, busO, busl, bus2, bus3, enable, s); 
parameter size=7; 
parameter Zee=8'bz; 
output [size:O] busout; 
input [size:O] busO, busl, bus2, bus3; 
input enable; 
input [1 :0] s; 
reg [size:O] data; 
reg [size:O] busout; 









2'b Il :data=bus3; 
if (!enable) busout=data; 
else busout=Zee; 
//---------------------------------------------------------------------------
/* Module de buffer a haute impedance. li sert pour le bus d'entre 
sortie bidirectionnelle. 
ref. cadence: bufhiz 
*/ 
module bufhiz(busout, busin, enable); 
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parame ter size= 7; 
parameter Zee=8'bz; 
output [size:O] busout; 
input [size:O] busin; 
input enable; 
reg [size:O] busout; 
aIways @(busin or enable) 
begin 





/* Module de comparateur pour la reconstitution avec contrainte 
ref.cadence: comparateur (reaIise avec synful) 
*/ 
module comparateur(portl, port2, pg, pp, egaie, phasel); 
parameter size=7; 
input [size:O] port!, port2; 
input phasel; 
output pg, pp, egaie; 
reg pp, pg, egaie; 








if (portl < port2) pp=l'bO; 
if (portl == port2) egale=l 'bO; 
if (portl > port2) pg=l 'bO; 
//---------------------------------------------------------------------------
/* Module de compteur pour implementer les boucles 
ref.cadence: ? (realiser par synful) 
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*/ 
module compteur(phasel, phase2, donnee, sel_chacclk, sel_compt, compt_echl_zero, 
comptl_zero, compt2_zero, reset); 
input phasel, phase2, seCchacclk, reset; 
input [1:0] seCcompt; 
input [4:0] donnee; 
output comptl_zero, compt2_zero, compCechl_zero; 
reg [4:0] compCech, comptl, compt2, compt_ech_fb, comptl_fb, compt2_fb; 
reg comptl_zero, compt2_zero, compcechl_zero; 
a1ways @( phase 1 or donnee or sel_char_clk or seCcompt) 
if (phasel) 
begin 
compcech l_zero= l'b 1; 
comptl_zero=l'bl; 





2'bO 1 :compCech_fb=donnee; 
2'b lO:comptl =donnee; 

































/* Module d'additionneur 
ref.cadence: 
*/ 
module adder (data_a, data_b, wcdata, result, rd_result, overflow, phasel, phase2); 
parame ter size= 7; 
input[size:O] data_a, data_b; 
input wcdata, rd_result, phasel, phase2; 
output[size:O] result; 
output overflow; 
reg [size:O] result, resultl; 
reg overflow, overflow l; 
always @(data_a or data_b or wcdata or rd_result or phase2) 
if (phase2 && !wcdata) {overflowl , resultl }=data_a+data_b; 
always @(data_a or data_b or wcdata or rd_result or phase2) 












/* Module de generation d'addresse pour les memoires principales. Il 
est compose de deux pointeurs independants. 
ref.cadence: 
*/ 
Note: modifie pour irnplementer la testabilite avec synful mais 
realise avec l'entree schematique 
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module gen_adr(phasel, phase2, seCptr, donnee, wr_regl, reg_base 1 , reg_depl, wcreg2, 
reg_base2, reg_dep2, pgm_adr, pointeur, reset, pgm_ext); 
parameter ptcsize=4; 
input phase 1 , phase2, wCregl, reg_base 1 , reg_depl, wr_reg2, reg_base2, reg_dep2, reset, 
seCptr, pgm_ext; 
input [ptr_size:O] donnee; 
input [ptcsize:O] pgm_adr; 
output [ptcsize:O] pointeur; 
reg [ptr_size:O] addl, add2, registre_basel, registre_depl, registre_base2, registre_dep2, 
reg_fb l, reg_fb2; 
reg [ptcsize:O] pointeur; 
always @(phasel or phase2 or sel_ptr or donnee or wcregi or reg_base 1 or reg_depl or 
wcreg2 or reg_base2 or re~dep2 or pgm_adr or reset or pgm_ext) 
begin 









el se registre_depl=registre_depl; 
if (phasel && !reg_basel) 
if (!WCreg1) registre_basel=donnee; 
else registre_base 1 =reg_tb l; 
else registre_basel=registre_basel; 
addl=registre_basel +registre_dep l; 
pointeur=add l [ptr_size:O]; 
if (phase2) reg_tbl=addl; 
end 
begin 
if (phasel && !reg_dep2) registre_dep2=donnee; 
el se registre_dep2=registre_dep2; 
if (phasel && !reg_base2) 
if (!wcreg2) registre_base2=donnee; 
el se registre_base2=reg_tb2; 
el se registre_base2=registre_base2; 
add2=registre_base2+registre_dep2; 
pointeur=add2[ptr_size:0] ; 
if (phase2) reg_tb2=add2; 
end 
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Figure D-IO Contrôle d'accès aux mémoires principales. 
121 
