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A continuous-time dynamical system is constructed and analyzed in this paper to 
help locate all the zeros of nonlinear vector functions. Lyapunov stability technique 
is used to show that the zeros of the vector function become asymptotically stable 
equilibria for this dynamical system. A strict Lyapunov function is constructed to 
indicate local stability and to estimate the domains of attraction of all equilibria. 
Manifolds on which the Jacobian of the vector field is singular play a significant 
role in characterizing the global behavior of the system. Examples are provided to 
illustrate the extent of the theory. New computational techniques to determine all 
the zeros of a vector function can be developed based on the dynamical aspects of 
the theory given in this paper. CD 1990 Acadenuc Press, Inc. 
1. INTRODUCTION 
We consider the problem of determining all the solutions to 
f(x)=05 f:RN+RN, feC’ (1) 
which represents a system of coupled nonlinear algebraic equations. 
The problem of locating the roots or zeros of the vector function f is very 
common in science and engineering. In general, equation (1) may possess 
more than one root and often two questions arise when dealing with it. The 
first question is concerned with obtaining a solution to (1). The second 
question refers to locating all the solutions of the vector equation (1). This 
paper primarily focuses on the second question of finding all the roots of 
f which has significant bearing on the first question. 
Regarding obtaining a solution to (l), there exists a large body of 
literature and we give only a brief account of it here. Iterative techniques, 
usually based on the Contraction Mapping Theorem (see [27]), are a 
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notable class of methods to determine solutions to (1). The literature is vast 
in the analysis of local convergence properties of various iterative 
procedures, for details refer to [29, 32, 341. In general, all the iterative 
techniques require the initial guess to be inside a regular neighborhood 
(radius of convergence) of the root. Results given in references [3, 6, 12, 16, 
20, 30, 341 guarantee convergence to a single root when the initial guess 
falls in a prescribed region. Among the iterative techniques, the Newton- 
like methods are the most popular. It is well known that it is not always 
possible to find all the roots off by these methods alone. 
Another class of methods to determine the roots are numerical techni- 
ques based on the continuation or homotopy ideas, for details see [12, 28, 
311. When the vector field f is a polynomial, it is known that one can 
obtain all the roots, both real and complex, see [28]. Even though 
homotopic ideas are very powerful, unfortunately, they do not always yield 
the location of all the roots when f (x) is a general function of x. 
An alternative technique for finding zeros is to perform a heuristic search 
for the initial guesses before applying the local iterative procedures, see for 
instance [7]. This approach, being primarily numerical in nature, can be 
very useful but does not guarantee obtaining all the solutions to (1) 
because they usually rely on statistical principles. On the other hand, an 
exhaustive search in a fixed region of interest based on simplicial mapping 
and index theory (or equivalently the topological degree of a map) has 
been developed in [22,23] to locate all the roots off: The theory presented 
in this paper differs from that of the index theory approach with its 
emphasis on dynamical system formulation. We treat the static equation 
(1) from a dynamical point of view by formulating dynamical systems 
whose trajectories asymptotically approach solutions of (1). Besides yield- 
ing all the solutions, the dynamical theory provides additional information 
useful in conjunction with iterative and homotopic techniques. 
In this paper we study generic properties of an autonomous dynamical 
system constructed by using the vector function J The dynamical system 
vector field is such that its equilibrium points are roots off: In addition, 
these equilibrium points are guaranteed to be asymptotically stable. This 
implies that there exist trajectories which approach these equilibria 
asymptotically. A detailed stability analysis of the equilibrium points of the 
dynamical system is made using Lyapunov’s direct and indirect methods. A 
strict Lyapunov function is constructed that is valid for every root off 
which is also an equilibrium point of the system. This function helps to 
establish certain local results concerning both the asymptotic stability of 
equilibria as well as their regions of attraction. It is shown that manifolds 
where the gradient off is singular play an important role in determining 
global behavior of the dynamical system as well as in delineating the 
regions of attraction. 
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The theory formulated here may be used to implement numerical tools 
to locate all the zeros off as well as to delineate the regions of attraction 
associated with each of them. These regions may serve the purpose of 
providing a large collection of initial states which, for instance, may be 
used for further studies associated with iterative methods. Methods of 
locating all the zeros also find application in global optimization problems. 
The paper is organized as follows. Section 2 formulates a continuous- 
time dynamical system based on the vector function J: Section 3 first 
explores the behavior of this system by Lyapunov formalism. Secondly, we 
study dynamic trajectories by considering the role of the manifolds where 
the gradient off is singular. Examples are provided in Section 4 to illustrate 
the theory developed here. Concluding remarks appear in Section 5. 
2. FORMULATION OF A CONTINUOUS-TIME DYNAMICAL SYSTEM 
A great variety of dynamical systems can be formulated to help locate 
the zeros of the vector field f: Trajectories of these dynamical systems 
provide useful information about the location of zeros off. We will focus 
primarily on a continuous-time dynamical system associated with the 
system of algebraic equations (1). It makes use of the vector field F given 
by the solution of the equation 
J(x) F(x) = -f(x), F: RN -+ RN (2) 
where the Jacobian matrix J = V, f is the gradient of the vector function f: 
The autonomous dynamical system studied in here is given by 
i=F(x)= -J-‘(x)f(x), (3) 
where i is the time derivative of the vector x. The system (3) has been 
extensively used in the literature for finding a zero off (see[4, 5, 10, 361). 
Studies of (3) from a dynamical system point of view can be found in [S, 
15, 24, 331. One can verify that 
i(x) =V,f(x)i 
= -J(x)J-l(x) f(x) (4) 
= -f(x) 
which integrates to 
f (x(t)) =f (x&+‘, x0 = X(foh to E R (5) 
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A generalized version of the system (3) has been studied in [2, 12, 13, 
14, 20, 251 wherein homotopic considerations for equation (3) are 
explored. It is clear from (3) and (5) why one often defines the homotopy 
function 
h(x) =f(x) -f(x,)erop' = 0, t 2 t, 
Equation (3) is easily obtained by differentiating (6) once with respect to 
t. If a solution x(t) of equation (3) exists for all t > I,, then it is known 
from equation (6) that this solution approaches a root of f as t -+ co. 
Assuming that J is nonsingular, convergence theorems are provided and a 
number of algorithms are proposed in the above mentioned references 
where the essential aim is to follow a path that leads to a single solution. 
We deviate from this type of analysis by considering global properties of 
the dynamical system (3) and how different paths (trajectories) lead to the 
zeros off: 
2.1. Relationship Between F and the Regularity of J 
The Jacobian matrix J is called regular at x E RN if det J(x) # 0, 
otherwise it is referred to as singular or irregular at x. Let x* E RN denote 
a root off, i.e., f(x*) = 0. Then, similar definitions apply to regular and 
singular roots off: 
We will study globally how the new vector field F= -J-If, though 
completely dependent on f, brings out features of the system dynamics not 
found in commonly encountered smooth dynamical systems. Specifically, 
the role played by the singular points of J would be significant in identify- 
ing key features of the dynamical system (3). For instance, notice that there 
may be points where F is not defined. Definitely these points are contained 
in the set of points where J is singular. However, singularity of J at a point 
does not imply that F is undefined at that point as shown in the following 
lemmas. 
LEMMA 1. (a) F(xd) is defined if and only iff (xd) belongs to the image 
of J(Xd). 
(b) Let F(x,), x, E RN, be undefined. Then J(x,) is singular. 
Proof: (a) From the definition of F we have that J(x,)F(x,) = 
-f(xd). From linear algebra (see [19]) it is known that the linear system 
has a solution for F(xd) if and only if -f(xd) (or equivalently f(xd)) 
belongs to the image of J(xd). Note that J(xd) can be singular and still 
F(xd) can be defined. Even though the linear system is indeterminate in this 
case, one can choose a solution which preserves continuity of F(x) at 
x = xd (see Lemma 4). A simple example in R is f(x) =x2. Here, J(x) = 2x 
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is singular at x = 0 and JP ‘(x) = & is not defined at x = 0 because of the 
singularity of J(x). However, t’(x) = -x/2 does exist at x = 0. (b) Since f is 
Cl, f is Cl, f and J are both defined for all x. If F(x,) is undefined, then 
f (x,) does not belong to the image of J(x,). It implies that the image of 
J(x,) is strictly a subset of RN which happens if and only if J(x,) is 
singular. 1 
N LEMMA 2. Suppose thatJ(x*),x*~R , is nonsingular. Then f (x* ) = 0 if 
and only zf F(x*) = 0. In other words, x * is an equilibrium point of (3). 
ProoJ Referring to (2), J(x*)F(x*)= -f(x*) is a linear system of 
equations of full rank. Hence, it has a trivial zero solution if and only if it 
is a homogeneous system. 1 
LEMMA 3. Let F(x*)=O, x*eRN. Then f(x*)=O. 
Proof. The proof is by contradiction. Let F(x*) = J-‘(x*) f(x*) =0 
but f (x*) # 0. Then, JP’(x*) must be singular implying that J(x*) is not 
defined. This contradicts the fact that fE Cl. 1 
On the other hand, note that if x* is a root off and if J(x*) is singular, 
we cannot guarantee that x* is an equilibrium point of (3) in the classical 
sense. It will happen only when F(x*) is defined to be zero. 
LEMMA 4. F(xO), xO~RN, is defined if and only if F is continuous at 
x=x0. 
Proof As long as the algebraic expression F(x) = -J-‘(x) f(x) has a 
limit as x-+x0, then F(x) is continuous at x=x,,. From the continuity of 
J and f, the only way F can be defined at x=x,, is by the limiting value 
when x+x,,. 1 
Consequently, the following definitions will help to clarify the analysis of 
our dynamical system (3). 
DEFINITION 1. F(x) is directionally defined at x=x0 if there exists a 
sequence of points xk approaching x0 such that lim,, _ .rg F(xk) is defined. 
DEFINITION 2. F(x) is directionally undefined at x = x0 if it is not direc- 
tionally defined. 
We note that when F(x) is directionally undefined at x=x0 
1 
f’lll,, \lF(x)ll =’ 
where /) .I1 is any norm in RN. 
(7) 
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3. BEHAVIOR OF THE CONTINUOUS TIME-DYNAMICAL SYSTEM 
3.1. Lyapunov’s Indirect Method 
We employ the indirect method of Lyapunov to study the relationship 
between the zeros off and the equilibrium points x* of the dynamical 
system (3) (or the zeros of the vector field F in (3)). A linearization of the 
system around x* provides information about its local stability. The 
following stability theorem is needed for future reference. 
THEOREM. Let x* be an equilibrium point of the autonomous system in 
(3), i.e. F(x*)=O. Suppose that F is continuously differentiable in a 
neighborhood of x*. Let 
A =V,F(x*) (8) 
Then x* is (untformly) asymptotically stable if all the eigenvalues of A have 
negative real parts. 
For details, see [37]. Based on this theorem, we can state the following 
result regarding the stability character of the equilibrium points of (3). 
THEOREM 1. Suppose that J is regular and V, J-’ is defined at a zero x* 
off: Then x* is an asymptotically stable equilibrium point of (3). 
Proof By Lemma 2, x* is an equilibrium point of (3). Note that 
V,F(x)= -V,J-‘(x)f(x)-Z (9) 
where I is the identity matrix. Then, 
A=V,F(x*)= -V,J-‘(x*)f(x*)-I= --I (10) 
Since V,J-‘(x) is defined at x=.x* and f (x*) = 0, the first term in (10) 
drops out. Hence, the system (3) linearized at x=x* has the eigenvalue 
II = - 1 with multiplicity N. Therefore, asymptotic stability of x* of the 
system (3) is guaranteed by the stability theorem stated above. 1 
Theorem 1 turns out to be a weaker form of the result provided by the 
direct method as shown in the next section. 
3.2. Lyapunov’s Direct Method 
We construct a Lyapunov function for the system (3) to shed some light 
on the behavior of its trajectories. We cite the following stability theorem 
from [19] which establishes a relationship between a stable x* and an 
associated Lyapunov function V. 
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THEOREM. Let x* E W c RN be an equilibrium point of (3). Let V: U -+ R 
be a continuous function defined on a neighborhood U c W of x*, differen- 
tiable on U-x*, such that 
(a) V(x*)=O and V(x)>0 ifx#x*; 
(b) V<O in U-x*. 
Then x* is stable. Furthermore, if also 
(c) Pi<0 in U-x*, 
then x* is asymptotically stable. 
It is to be noted that the region W contains only one equilibrium point. 
A function V satisfying conditions (a) and (b) is called a Lyapunov 
function for x*. In addition, if condition (c) also holds, then V is referred 
to as a strict Lyapunov function for x*. 
It is important to mention that the above theorem is established in [ 191 
under the assumption that F in (3) is Cr. This guarantees that F is 
Lipschitzian in the region of consideration and, therefore, there exists a 
unique solution of (3) for every initial condition within that region. 
However, the Lyapunov function approach, as far as the existence of 
solutions is guaranteed, is applicable even if multiple solutions are possible 
for a given initial condition. Such nonlipschitzian systems can be studied 
under the “contingent equation” formulation of dynamical systems, see 
[35]. Within this context, the above stability results can be extended in a 
straightforward way as follows. Notice first that the uniqueness of the 
Lyapunov function is not affected by the possibility of multiple solutions. 
On the other hand, the time derivative of the Lyapunov function would, in 
general, depend on the selected trajectory. Let us consider the set Y, of all 
the possible p values along all the possible trajectories of the system. Then 
one needs max, v< 0 to guarantee stability of x* and max y PI< 0 to 
guarantee asymptotic stability. 
Based on the above results, the following theorem establishes the 
existence of a particular strict Lyapunov function V for the dyamical 
system (3). 
THEOREM 2. Given f consider the scalar function 
V(x)=fT(x)f(x)=f(x).f(x), V:RN+R (11) 
where f ‘(x) is the transpose off(x). Suppose that F(x*) = 0, x* E RN, that 
is, x* is an equilibrium point of (3). Then V is a strict Lyapunov function of 
(3) for x*. 
Proof Clearly, by Lemma 4, F is continuous at x*. Hence the existence 
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of a solution for (3) is guaranteed in some neighborhood of x*. Also, by 
Lemma 3, x* is a root ofJ: Then, 
v(x*) =fT(x*)f(x*) = 0 
V(x)= i fZ= Ilf(N’>O if x#x* 
k=l 
(12) 
(13) 
Let x* E RN be one of the equilibrium points of (3). From equations (12) 
and (13), there always exists a neighborhood U,c RN of x,? for which 
V(x*)=O and V(x)>0 for all xeUi-xF. 
The gradient of V defined by (11) is 
V,vV=JTVfV=2JTf (14) 
Since f is continuously differentiable, V is differentiable everywhere (and 
consequently in every Vi). 
Along the trajectories of the system (3), the time derivative of V is given 
by 
V(x) = (V, V)‘. i 
=(2fTJ).(-J-If) 
= -2f’f 
= -2V(x) 
(15) 
In this case p is unique, even if the uniqueness of the solution is not 
guaranteed. Referring to (13), max I ti = p < 0 in Uj - X? . This proves that 
V is a strict Lyapunov function for x,+ where x: is any equilibrium point 
of@). I 
Notice that if the roots off is a set N* of non-isolated solutions, then 
it is an invariant set for the dynamical system (3). In addition, V is also a 
strict Lyapunov function of the system with respect to N*. 
THEOREM 3. Let x* be a zero off: If F(x*) = 0, then x* is an asymptoti- 
cally stable equilibrium.point of (3). 
Proof: According to Theorem 2, V= f 'f is a strict Lyapunov function 
of (3) for x*. By invoking the stability theorem, we conclude that x* is an 
asymptotically stable equilibrium point of (3). 1 
We remark that a more general form of the Lyapunov function can be 
considered by choosing V = f ‘Af with A being a positive definite matrix. It 
is clear that p= -2f TAJ; which leads to the same results. In [ 11, this 
function is cited (but not in the context of a Lyapunov function approach) 
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to prove asymptotic stability by imposing .I to be regular and Lipschitz 
continuous in a neighborhood of x*. 
Theorem 3 has a wider scope than this result and also than Theorem 1, 
proved using the indirect method, in the following aspects: 
1. By Lemma 2, every x* satisfying conditions of Theorem 1 indeed 
satisfies conditions of Theorem 3. By Lemma 1, there may be points satisfy- 
ing conditions of Theorem 3 but not satisfying conditions of Theorem 1. To 
illustrate this consider the example f(x) = x2 mentioned in the proof of 
Lemma 1, where J- ’ is not defined at x = 0, but F is. Hence V= x4 is a 
Lyapunov function of the system (3) for x = 0. 
2. Let us consider the following example in R2: 
f,(xl) = e-“\/T;;i, 
./-2(x2) =x2, .f-E c’ 
J(x) = 
+(1~,1)-312~-wG 0 
0 1  
F(x) = 
-:(Ix,l)r3’2 0 
0 -x2 1 
Here F is continuous but non-Lipschitzian at the set of points (0, x2). 
Again V= e P2’m + xi is a Lyapunov function of (3) for x* = (0,O). 
3. The function V =S’f is a unique Lyapunov function applicable at 
once to all the equilibrium points x* of (3). 
4. Theorem 3 is also applicable to any connected set N* of non- 
isolated solutions. 
3.2.1. Local Considerations of Analytic V 
Assume that f is analytic in a neighborhood of an equilibrium point x*. 
Then, a Taylor expansion of V(x) around x* is given by 
V(x) = V(x*) + 2fr(x*) J(x*)(x -x*) 
+(x-~*)~[J~(x*)J(x*)+f~(x*)V~J(x*)] 
x(x-x*)+o(I(x-x*~~3) (16) 
which simplifies to 
V(x)=(x-x*)TJT(~*)J(~*)(~-x*)+O(~/~-x*~/3) (17) 
It is known from (13) that V(x) is locally positive definite at every x*. 
Notice that JTJ at x=x* is a positive definite and symmetric matrix as 
long as J is not singular at x=x *. Hence, the positive definiteness of V is 
indicated by the second order term in (17) whenever J is nonsingular at x*. 
278 ZUFIRIA AND GUTTALU 
In addition, higher order terms are needed in (17) to arrive at the positive 
definiteness of V when J is singular at x*. 
On the other hand, referring to Theorem 1 and [37], we know that there 
exists a Lyapunov function of the form 
Vx*(x) = (x - X*)TP(X - x*) (18) 
where the Lyapunov matrix equation 
PA+ATP= -Q (19) 
is to be satisfied by a positive definite matrix P for any given positive 
definite matrix Q. Under the regularity conditions mentioned in 
Theorem 1, for any x*, A = -I a n d we can choose Q = 2P to satisfy (19). 
This means that any positive definite matrix P can be used in (18) to make 
I’,* a Lyapunov function in a small neighborhood of x*. Referring to (17) 
the Lyapunov function V may be approximated by taking only second 
order terms. Notice that for each x* the matrix P in (18) can be obtained 
from equation (17) by setting P= J’(x*).J(x*). In this case P would 
depend on the equilibrium point x* of the dynamical system (3). Hence, it 
confirms the fact that the original Lyapunov function I’ given by (11) is 
general and applicable at once to every equilibrium point x*. 
3.2.2. Global Considerations of V 
In this section we study some properties of the Lyapunov function (11) 
when J is regular and when F is defined in a given region. This type of 
investigation helps us to understand global behavior of the system (3). 
THEOREM 4. Assume that J is regular in a region @c RN. Then, the 
Lyapunov function V given by (11) can only have minima (not a maximum 
or a saddle point). Besides, a point x, E @ can only be a minimum of V(x) 
if and only if x, is a zero off: 
Proof A necessary condition for V to have an extremum or a saddle 
point at x, is that V, V(x,) = 0. By (14), we have 
V, V(x,) = 2JT(x,).fkn) (20) 
which is a linear algebraic system of full rank. Thus it has a trivial zero 
solution if and only if this system is homogeneous. Hence, f (x,) = 0 and 
x,= x*. Finally, V(x) has a global minimum at x=x*. 1 
So far, we have stressed the importance of local characteristics of the 
Lyapunov function V. We now further investigate its applicability to 
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provide estimates of regions of initial states which lead to different zeros 
off: 
DEFINITION 3. The domain of attraction or the region of attraction D,* 
of an asymptotically stable equilibrium point x* of the system (3) is given 
by the set 
Dx.={x(to)/Ilx(t)--x*Il+Oast-+cg} (21) 
for t, > 0. For the autonomous system (3), t, is arbitrary. 
One should observe that the boundary of the level curves V(x) = 1 for 
appropriate constant I> 0 and for a given zero x* off defines a region Y. 
It can be shown from (18) and (19) that in fact there always exists a 
constant 1= l,, 1, > 0, for which Y is a subset of D,. . The constant 1, is 
usually small since it is estimated by linearization approach. Any initial 
state in Y will asymptotically approach the equilibrium solution x*. 
However, we provide in the following theorem an improved estimate of the 
domain of attraction D,,, that is an estimate lb 1,) using the Lyapunov 
function (11) without recourse to linearization. 
THEOREM 5. Let !P = (x 1 V(x) < 1} be a bounded region with the bound- 
ary a !P on which V(x) = 1, 1 E R +. Suppose that !P contains only one root x* 
off If F is defined in Y, then Y is included in the domain of attraction D,. 
associated with x* of (3). 
Proof. The vector field F defined in (3) is continuous in Y so that exist- 
ence of solutions of (3) is guaranteed. The function V: Y--t R defined in 
(11) is a Lyapunov function for x* since there is no other point that makes 
V=O in Y. 
Consider a trajectory that starts from x(t,,) E Y with t, > 0 such that 
V(x(q,)) = I,< 1. Any trajectory of (3) satisfies p<O so that V(x(t)) < 
V(x(t,,)), for all t > to. Therefore, V(x(t)) 6 l,, < 1 meaning that the trajec- 
tory cannot cross aY and x(t) E Y for all t > t,. Also, $‘< 0 whenever 
x # x*. Then, every trajectory must satisfy the condition V(x(t)) + 0 as 
t + 00. Since x* is the only point that satisfies V(x*) = 0 in Y, every 
trajectory eventually ends at x* verifying that Y indeed is included in the 
domain of attraction of x*. 1 
3.2.3. Practical Significance of V 
An estimate of 1= 1, in Theorem 5 can be obtained via Lyapunov 
approach by considering the eigenvalues of the matrix A defined in (8). 
This estimate will prove useful for determining either partially or 
completely the extent of the domain of attraction associated with a root of 
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f: The estimate of 1 may be improved by considering level curves of the 
Lyapunov function I’ given by (11). Having the estimate f, a numerical 
method based on the backward mapping of trajectories of (3) may be 
employed to obtain the domain of attraction associated with x*. Details of 
backward mapping analysis applied to autonomous systems can be found 
in [18]. 
The estimate provided by the Lyapunov function V constructed above 
can be related to the radius of convergence of the region of initial guess 
associated with Newton-like methods of finding zeros. 
Another computational method to determine the domains of attraction 
is the cell mapping technique which is based on discretization of state 
space, see [21]. The cell mapping method is applicable to highly nonlinear 
dynamical systems. 
It is worth to mention that the function V defined in (11) has been exten- 
sively studied in the literature to define alternative ways of determining the 
roots off, see [ 111. Such procedures are based on the fact that the zeros 
offare global minima of the function V. Hence, in practice one can employ 
any of the known optimization techniques for the computational purpose 
of determining a zero ofJ 
The important fact we have established is that V serves as a suitable 
Lyapunov function for the dynamical system associated with F= -J-‘J 
As far as computational schemes of determining the domains of attraction 
are concerned, it is beneficial to explore the Lyapunov function approach 
as a novel theoretical tool. 
3.3. General Behavior of the Dynamical System 
The dynamical system defined in (3) may have points where the 
Lipschitz condition for F is not satisfied. Moreover, the set of points where 
J(x) becomes singular can make F unbounded (see Lemma 1). It is impor- 
tant to find out how the global behavior of the system (3) is intimately 
related to the zeros off: 
3.3.1. Inverse Problem 
To gain some insights into the behavior of the system (3), let us consider 
the inverse problem when F(x) of (3) is provided and the function f(x) 
which generates it is to be determined. Then, f is determined by N linear 
homogeneous first order, decoupled partial differential equations of the 
form 
fi(x, 9 .‘.Y 
N af, xN)=-C-F j= 1 axj ,, 2 = L2, .*.’ N (22) 
where afi/axj are the components of J. Eachfi(x) in (22) satisfies the same 
partial differential equation which in general has an infinite number of 
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solutions. If every solutionfi is linearly independent so that the matrix J is 
regular, then F in (3) is equivalent to F in (22) (or (2)). One way to solve 
for (22) is by considering the method of characteristics, see [9]. Using time 
as a parameter, the method of characteristics provides the following set of 
ordinary differential equations to link the dynamic evolution of vectors f 
and x: 
i= F(x), XER~ (23) 
fi= -fifi, i = 1, 2, . . . . N (24) 
The parametric evolution of the state space vector x(t) gives (23) which is 
same as the original dynamical system (3). Notice that equation (24) is 
identical to equation (4) obtained by taking the time derivative of f: 
Equations (24) assume a solution of the form fi(t) =fi(xO)do-‘, meaning 
that as t + 00, h.(t) --) 0. However, the path x,(t) along which a zero off 
is approached is governed by the system (23). This result is very similar to 
the homotopy form considered in (6). 
Even though equation (24) says that f  +O as t+ co, it does not 
necessarily imply that the time evolution of x(t) governed by (23) 
approaches a constant vector. This is based on the fact that the structure 
of the set of zeros off obtained by the inverse problem could be very 
complicated (for example, a set of nonisolated nonconnected zeros). In 
general, complicated trajectory behavior can show up for (23) which is 
same as (3). It is very well known that for some specific forms of F initial 
states may lead to chaotic trajectories (for example Lorenz attractor, 
[ 17, 211). In these cases, the existence and uniqueness of a solution which 
is f  E C’ of the inverse problem (22) remains an open question. 
3.3.2. Possible Trajectory Behavior 
The global behavior of the system (3) depends on the nature of the func- 
tion f, specifically on its gradient J. When f  has only isolated roots, as the 
following theorem shows, the system trajectories behave in a predictable 
way. 
THEOREM 6. Suppose that f  has only isolated zeros. Then, every trajec- 
tory of the dynamical system (3) can only have one of the following 
behaviors: 
I. ilx(t)ll + co as t + TER+. (If T is finite we have a finite escape 
time, see [26]). 
II. x(t) + x, as t + T where F(x,) is not defined and x(t) is not 
defined for t B T. 
III. x(t) + x* as t + cc where F(x*) = 0 (that is, x* is a root off ). 
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Proof: We will assume that neither case I nor case II is satisfied and 
show by contradiction that case III must be satisfied. Consider that Ilx(t)ll 
is bounded for t > 0. Define a compact region 0 = (x 1 llxll Q M, ME R + }. 
Assume that a given trajectory never reaches a point where F is not 
defined. Suppose that a trajectory starting in 0 does not reach any point 
x), i= 1,2, . ..) which is a root ofJ This means that the trajectory initiating 
in 0 cannot reach any point belonging to the domain of attraction of x,?. 
As each x7 is an asymptotically stable equilibrium point (see Theorem 3), 
there exists an open ball of radius ri given by 
B,= {xl 11x(t)-x*11 <ri, t>O} 
which is in the domain of attraction of XT. Therefore, the trajectory x(t) 
evolves in the finite compact region 17= 0 - ui B,, and there exists E > 0 
such that V(x) > E, Vx E 17. 
Then, p< -2s < 0 for every point on the trajectory meaning that 
V(x(t)) + 0 as t increases. The only points satisfying V= 0 are the zeros 
off: Hence, the trajectories of (3) must tend to one of the zeros off as 
t -+ co contradicting the initial assumption. 1 
The following examples in one-dimension illustrate all the possibilities 
mentioned in the theorem. 
EXAMPLE 1. f(x) = e “@+l). Then, F(x) = (x2+ 1)2/2x, and x(t) = 
&- dm where T= t, + l/(x: + 1). We have Ix(t)1 -+ cc as t -+ 7’. 
EXAMPLE 2. f(x) = x/(x* + 1). Then, F(x) = x( 1 + x2)/(x2 - 1 ), and 
x(t) = 
1 + xz f J( 1 + xi)‘- 4xie2(‘OP’) 
2xoefo-’ 
If lx01 < 1, then x(t) + 0 as t + co. If 1x0] > 1, then Ix(t)/ + co as t -+ co. 
Here, the zero off is reachable only from the partial state space JxoI < 1. 
EXAMPLE 3. f(x) = x2 + 1. Then, F(x) = -(x2 + 1)/2x, and x(t) = 
f dm where T=t,+ln(l+xi). At time t=T, x(T)=0 and 
F(x(T)) is not defined. Notice that f(x) does not have a real root. 
One concludes from Theorem 6 that no periodic solutions of the dynami- 
cal system (3) can exist when all the roots offare isolated. This means that 
even in higher dimensions the system cannot possess complicated behavior 
such as chaotic motions. 
The Lyapunov function constructed previously, in addition to providing 
local stability character and estimates of domains of attraction, can also 
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give information about the behavior of system trajectories near degenerate 
points as stated in the following theorem. 
THEOREM 7. Let d(xk, xs) denote the distance between a point xk and the 
point xs where F(x,) is directionally undefined. Consider any trajectory of 
(3) containing xk, k = 1,2, . . . . for which d(xk, xs) -+ 0 as xk + xs. Then the 
angle between the trajectory of (3) and V, V at xk tends to n/2 as 
4x,, xs) -+ 0. 
Proof. The angle I$ between F and V, V at x = xk is given by 
(V, W,))‘.F(x,) 
‘OS ’ = IIV, W,)ll IIFh)ll 
From (15), (V,V(X,))~.F(X~)= -2V(x,) so that 
lim -2V(x,)= -2fT(x,)f(xs)=Ks, 
xe + xs 
where K, is a constant. In the limit as xk + xS, numerator of cos 4 is a 
finite constant and based on (7) cos ~+4 + 0, proving the theorem. 1 
3.4. Domains of Attraction and the Role of Singularities of J 
The purpose of this section is to strengthen the study of the domains of 
attraction of asymptotically stable equilibrium points of the dynamical 
system (3). We have already observed that the regularity assumptions are 
not sufficient to provide a complete picture of the global behavior of (3). 
In this section, it will be shown how the sets of points where J is singular 
are related to these attraction domains. For this purpose, we introduce the 
concepts of singular manifolds, barrier manifolds and isolated regions as 
follows. 
DEFINITION 4. A singular manifold Si, i = 1, 2, . . . . is defined as a N - 1 
dimensional manifold 
Si= {x(rank J(x)<N- l} (25) 
In general, singular manifolds separate the state space into two regions 
(denoted by @i and CD*, each a subset of RN). If we consider two points 
x, E @r and x2 E Gjz then one can define a special class of singular manifolds 
as follows. 
DEFINITION 5. A barrier manifold Bi, i = 1,2, . . . . is defined as a singular 
manifold for which any pair of directional limits satisfy 
lim (n . F(x,))(n . F(xz)) < 0 (26) x,, 52 + xg 
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or at least one of the conditions 
lim F(x,) = 0, lim F(xz) = 0 (27) .x1 - ra ‘2 4 .XB 
where n is a normal vector to the Bi manifold at x = xB and xB E Bi. 
This means that each B, belongs to the set of connected N- 1 dimen- 
sional manifolds where the matrix J is singular.’ A dynamical system of the 
type (3) may possess several barrier manifolds. 
DEFINITION 6. An isolated region 8, c RN, i = 1, 2, . . . . is any region in 
which 
1. sZj is connected; 
2. QinBj=52(, j= 1, 2, . . . . 
3. ~X2,c uj B,, where aLI, is the boundary of 52,. 
The isolated regions are the regions separated by the barrier manifolds. 
An important question arises as the number of roots off that may exist in 
Qi and how domains of attraction are related to them. 
Some conclusions about the behavior of system trajectories can be 
arrived at by making use of the above definitions. The following corollaries 
are easily deduced from the theorems already stated. 
COROLLARY 1. Let szi be an isolated region. Then the dynamical system 
(3) does not have any equilibrium point in Qj other than the zeros XT offfor 
i = 1, 2, . . . 
COROLLARY 2. Assume that J is regular in an isolated region Qj, Then, 
a point x, E szi is an extremum or a saddle point of the Lyapunov function 
V(x) given by (11) if and only if x,,, is a zero off: 
COROLLARY 3. If the Lyapunov function V(x) given by (11) has a saddle 
point at x=xs, then J(x,) is singular. 
COROLLARY 4. Assume that J is regular in an isolated region Q,. Then, 
the Lyapunov function V(x) given by (11) can only have minima (not a 
maximum or a saddle point). Besides, a point x, E Q, can only be a minimum 
of V(x) if and only if x, is a zero ofJ: 
COROLLARY 5. Let di(xk, Bj) denote the distance of a point xk to the 
manifold Bi defined by (5). Consider any sequence xk, k = 1, 2, . . . . such that 
4(x,> Bi)+O as xk+xs. Then, the angle between the trajectory of (3) and 
V, V at xk tends to 7112 as di(xk, Bi) -+ 0. 
’ In general, barrier manifolds satisfy the condition det J(x,) det J(x2) < 0 
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Corollary 1 follows from Lemma 3. Corollaries 2 and 3 can be deduced 
from Theorem 4, Corollary 4 follows from Theorem 4, and Corollary 5 
from Theorem 7. In addition, the following theorems provide information 
regarding the evolution of system trajectories and the domains of attrac- 
tion. 
THEOREM 8. Trajectories of (3) cannot cross the barrier manifolds. 
Proof Consider a trajectory xl(t) of (3) approaching a barrier 
manifold at a point xs. Without loss of generality suppose that the normal 
to the manifold at xs points to the region of origin of the trajectory. If this 
trajectory approaches the barrier manifold at xs then 
Once x,(t) reaches xg let it be denoted by x,(t). For x,(t) to continue 
towards the other side of the manifold, it must satisfy 
This implies that there exist some pair of limits for which 
lim (n .F(x,))(n .F(xz)) > 0 (30) x,, '2 + 58 
contradicting the assumption of the manifold being a barrier manifold. 
Finally, if one of the equalities (27) is satisfied, the trajectory will have an 
equilibrium point on the manifold. 1 
THEOREM 9. Every trajectory of (3) that starts in any isolated region sZi 
evolves only within G?,. 
ProoJ Consider a trajectory starting inside Qj. By definition of the 
boundary of sZj, and based on Theorem 8 this trajectory cannot cross aQj. 
Hence, the trajectory may evolve in Qj for ever or at least until it reaches 
a point (like the boundary XJj) where it is not defined any more. 1 
THEOREM 10. Let x* be a zero off such that F(x*)=O. Zf D,. is the 
domain of attraction associated with x* of the dynamical system (3), then 
D,. G Sz, for some specific j. 
Proof. Clearly, x* must be included in some Sz, for j = 1,2, . . . . without 
loss of generality let it be Q,. Since D,. is the domain of attraction 
of x*, every point in D,. must be connected to x* by a system trajectory. 
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Consider a point xi ED,, . Suppose that xi $ a,. Any path between x, and 
x* must cross XZ?, which is impossible. We conclude that xi cannot belong 
to D,, contradicting the initial assumption. Therefore, for all xi ED,, 
means xi Es2,. 1 
THEOREM 11. Suppose that J is regular in an isolated region szi. 
(a) Consider the case N = 1, x E R. Then, ai contains at most one 
asymptotically stable equilibrium point xt of the system (3) (with the 
corresponding domain of attraction given by Dx;). 
(b) Consider the case N 2 2, x E RN. Then, it is possible that Sz, may 
contain more than one asymptotically stable equilibrium ponts xz of (3), 
k = 1, 2, . . . (with their domains of attraction 0,;). 
Proof: (a) For N= 1, based on Lemma 3, it is enough to show that 
in any set Sz,, there is at most one zero x* off: Suppose that there are two 
isolated solutions XT and XT in Sz, where J is regular. This means that there 
exists a connected open set Q ~~~ containing both the points where J is 
regular. Therefore, from the Inverse Function Theorem (see, [27]) it is 
known that the function f is locally invertible at every point in Q. For 
N= 1 this implies global invertibility. Thus, there exists a function g(x) 
such that g(f(x:))=g(O)=x: andg(f(x:))=g(O)=x: meaning x:=x:. 
This contradicts with our original assumption that XT #x:. Finally, since 
Sz, cannot contain any subset of D,, of an equilibrium point x* E Sz,, k #j, 
we can only have at most one region of attraction. 
(b) For N> 2, local invertibility at every point of a set does not 
imply global invertibility in that set, see [27]. Therefore, the reasoning 
given in Case (a) does not apply here. It is possible for two or more points 
to have the same function value (for instance, several zeros off) with the 
Jacobian being regular in the entire region. In fact, Example 2 in 
Section 4.2 shows that two asymptotically stable equilibrium points of (3) 
happen to be in the same isolated region G2,. 1 
The definitions of singular manifolds, barrier manifolds and isolated 
regions have been useful in establishing certain key results regarding the 
global behavior of the dynamical system (3). These results indicate how 
isolated regions bound and restrict the extent of the domains of attraction 
associated with the zeros off: An estimate of the sizes of domains of attrac- 
tion is provided by the Lyapunov function V(x). In order to obtain 
domains of attraction completely (at least from a numerical standpoint), 
one resorts to global computational analysis. The method of cell mapping 
(see [21]) can efficiently provide results in this case. 
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3.5. Other Manifolds Where J is Singular 
As stated in Lemma 1, there may be manifolds where J is singular but 
F = - JP if is defined or at least directionally defined in some sets. A 
general analysis of the structure of these manifolds is rather complicated 
since different possible cases exist. Location of roots offin such manifolds 
seems to play a prominent role in characterizing dynamic behavior near the 
manifolds. However, in this case the classical notions of equilibrium points 
and their asymptotic stability are not applicable. For instance, the follow- 
ing behavior can take place: 
1. F(x) is defined throughout the manifold except may be at a coun- 
tably finite number of points but may or may not have roots off on it. 
2. F(x) is not defined. In addition, F(x) is directionally undefined 
except on a set of points where it is directionally defined. This set of points 
may contain some of the roots off: Even here the behavior of the dynami- 
cal system may be further classified according to the topological nature of 
trajectories approaching the root asymptotically. 
4. ILLUSTRATIVE EXAMPLES 
Examples are given in this section to illustrate the dynamical systems 
theory developed here to help lind zeros of vector fields as well as to 
provide an estimate of the domains of attraction of these zeros. 
4.1. Example 1 
The vector field f defined in R* given by 
.fl =x1 -x2 
f*=xi-x, 
(31) 
has three roots located at 
x,* = (0, Oh xb*=(L l), xf=(-1, -1) (32) 
We have 
1 
F(x) = ___ 
-x: + x1 
det J(x) 2x: det = - 1 - 3x:x, 
+x2 
1 ’ J(x) 3x: 
The singular manifolds are at x1 = +_ l/J’? which also happen to be 
barrier manifolds. The saddle points of the Lyapunov function V(x) are 
at x$“= (l/J?, 2/(3 $)) and xg’= (-l/d, -2/(3 3)) with V(xv)) = 
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FIG. 1. Level curves of the Lyapunov function V(X) for Example 1. Barrier manifolds are 
shown by dashed lines. 
V(x’$‘) = &. These saddle points are on the barrier manifolds as predicted 
by Corollary 3. We have only three isolated Qj regions such that 
It should be noted that every domain of attraction is included in a different 
isolated ~2, region. Figure 1 shows the level curves of the Lyapunov 
function V(X) together with the barrier manifolds shown by dashed lines. 
Note that Fig. 1 clearly provides an estimate of the domain of attraction 
for each root of J: Also, the maximum value of the level for each root is 
limited by the appearance of the saddle points of V(x). 
4.2. Example 2 
Consider the vector field f defined in R2 given by 
fi=x1-4x: 
fz=cosx, -x2 
(33) 
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We have 
-1 
F(x) =- 
-x,-4x;+8x,cosx, 
det J(x) x1 sin x1 -4x: sin x, + cos x, -x2 1 ’ 
detJ(x)= -(1+8x,sinx,) 
It can be verified that the vector lieldfpossesses exactly three roots located 
at 
x,* = (3.5021474, -0.9357013) 
x; = (1.0366739,0.5090859) (34) 
x,* = (2.4764680, - 0.7868399) 
which are all regular. For this example, all the singular manifolds are also 
barrier manifolds and the Q, regions are clearly defined. 
The level curves of V(x) appear in Figure 2 together with the barrier 
manifolds shown by the dashed lines. For this example also, Figure 2 
provides an estimate of the domain of attraction of each x*. Besides the 
roots (32) it can be shown that V(x) has the following extrema and saddle 
points in the region -2.0 d x1 < 8.0 and - 1.5 <x2 f 1.5. 
FIG. 2. Level curves of the Lyapunov function V(x) for Example 2. Barrier manifolds are 
shown by dashed lines. 
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x;) = (0.7567683, -0.1820630), V(x&“) = 1.2161035 
xg’= (2.9971026, -0.8681287), l’(xg’) = 0.0150561 
xy’ = (3.2859863,0.8687047), V(xf’) = 3.5247716 
x$“= (6.1822659, 1.2407157) V(x’$) = 0.0610327 
xg’= (6.3840936, - 1.2408534) V(x:“) = 5.0493780 
The saddle points of the Lyapunov function V(x) happen to be on the 
singular manifolds as predicted by Corollary 3. The local minimum of V(x) 
at xy’ is not a root off and lies on a singular manifold (this result can be 
deduced from Corollary 2). It should be noted that the two asymptotically 
stable equilibrium points x,* and xz are included in one isolated region Q,. 
4.3. Example 3 
Consider the following algebraic system in R2: 
1 
f,=,sin(x1x2)-$: 
,1;=(l-&)(e2x1-e)+~-2ex, 
(35) 
where e denotes the base of the natural logarithms. It can be verified that 
(35) has only the following solutions: 
x,* = ( - 0.2605993,0.6225309), 
x,* = (f, 71), 
x,* = (1.3374256, -4.1404396), 
x,* = (1.4813196, -8.3836137), 
x7 = ( 1.5782254, - 12.1766999), 
x; = (1.6545827, - 15.8191982), 
We have 
x; = (0.2994487,2.8369278) 
x2 = (1.2943605, - 3.1372198) 
xjf = (1.4339493, - 6.8207653) 
x,f = (1.5305053, - 10.2022579) 
x,* = (1.6045705, - 13.3629027) 
x: = (1.6634220, - 16.2827907) 
The level curves of the Lyapunov function V(x) for (35) are shown in 
Figure 3 together with the barrier manifolds (shown by dotted lines). 
Besides the zeros off, Figure 3 also shows several local extrema and saddle 
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FIG. 3. Level curves of the Lyapunov function V(x) for Example 3. Barrier manifolds are 
shown by dotted lines. 
points of V(x). All these local extrema and saddle points are obviously 
located on the barrier manifolds verifying the developed theory. The 
isolated region Q, contains the two asymptotically stable equilibrium 
points x,* and x,*. 
4.4. Example 4 
Consider the vector field f in R* given by 
fi=+1--1) 
f*=x;+x;-~ 
for which 
det J= 2x,x2(3x, - 2), F= 
-x1(x, - 1) 
3x,-2 
4(x, - 1)x’: - (3x, -2)(x? + x; - ;, 
2(3x, -2)x2 
(36) 
L 
This example illustrates broader applicability of Theorem 3 proved using 
the direct method as compared with Theorem 1 proved by indirect method. 
The matrix J is singular at the manifolds defined by xr = 0, x2 = 0 and 
x, = f. On the first manifold x, = 0, F is defined everywhere except at 
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15 
FIG. 4. Level curves of the Lyapunov function V(x) for Example 4. Singular manifolds are 
shown by dash-dot lines and barrier manifold is shown by dashed line. 
x2 = 0 which is the intersection point of the two manifolds x1 = 0 and 
x1 = 0. On the second manifold x2 = 0, F is directionally undefined except 
at x1 = +($)I/” where the value of F depends on how this point is 
approached. On the third manifold x, = 5, F is directionally undefined 
everywhere and this is a barrier manifold. 
The roots offare given by x,* = (0, <i) and xt = (0, - A). Notice that 
these are singular roots since they are on the singular manifold x, = 0. 
Hence, Theorem 1 is not applicable in this case. However, F is defined at 
these roots and F(x*) = 0. Therefore, by Theorem 3 we know that they are 
asymptotically stable equilibrium points of the dynamical system (3). 
Notice that the eigenvalues of V,F at both the roots are A, = - 4 and 
A2 = - 1 (as opposed to the case of regular roots, where - 1 is the only 
Cigenvalue with multiplicity N). 
Figure 4 shows level curves of the Lyapunov function V(x) for (36). The 
saddle points of the Lyapunov function are located in the barrier manifold 
x1 = 3. Also, there exists a minimum of V(x) in the singular manifold x2 = 0 
at xs = (0.8494427,O) which is not a root off: 
5. CONCLUDING REMARKS 
A dynamical systems theory to help locate all the zeros of a vector 
function f is developed here. Starting with the Lyapunov stability concepts, 
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a global approach for identifying system dynamics defined by the vector 
field F= - J-tf is outlined. Local results concerning the domains of 
attraction have been established by defining a strict Lyapunov function 
valid for all the zeros off which are asymptotically stable equilibria of the 
constructed differential equation. Since the resulting differential equations 
do not satisfy the usual smoothness property of the vector field F (it may 
be unbounded at some points), both the local and global behavior of the 
system are not completely understood. An attempt has been made to 
approach this problem by focusing on manifolds on which the Jacobian J 
of the vector fieldf is singular. The importance of the role played by these 
manifolds in determining the extent of the domains of attraction of the 
roots off is very well indicated by the results proved here. Further research 
is needed to study the case when a root off happens to be on a singular 
manifold where F is not defined. In this case the classical notions of 
equilibria, stability and attractivity are not applicable. 
Numerical techniques based on the theory developed here will lead to new 
constructive methods for determining zeros off: Since the theory developed 
in this paper addresses the problem of finding every zero of a vector 
function f(x), it is also applicable for determining global extrema of a 
scalar function d(x) for which f(x) = V,&x). 
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