Bilingual Lexicon Induction (BLI) aims at inducing word translations in two distinct languages. The generated bilingual dictionaries via BLI are essential for cross-lingual NLP applications. Most existing methods assume that a mapping matrix can be learned to project the embedding of a word in the source language to that of a word in the target language which shares the same meaning. However, a single matrix may not be able to provide sufficiently large parameter space and to tailor to the semantics of words across different domains and topics due to the complicated nature of linguistic regularities. In this paper, we propose a Soft Piecewise Mapping Model (SPMM). It generates word alignments in two languages by learning multiple mapping matrices with orthogonal constraint. Each matrix encodes the embedding translation knowledge over a distribution of latent topics in the embedding spaces. Such learning problem can be formulated as an extended version of the Wahba's problem, with a closed-form solution derived. To address the limited size of training data for low-resourced languages and emerging domains, an iterative boosting method based on SPMM is used to augment training dictionaries. Experiments conducted on both general and domain-specific corpora show that SPMM is effective and outperforms previous methods.
Introduction
Bilingual Lexicon Induction (BLI) aims at building a translation dictionary between two languages. Such bilingual lexicons are essential for tasks such as crosslingual information retrieval [9] , multilingual POS tagging [28] , etc. The most direct application of BLI is machine translation. The generated lexicons are used either as training data for statistical machine translation [25] , or as ground truth to incorporate with neural machine translation [4] . For low-resourced languages or emerging domains where parallel corpora are limited, such lexicons are particularly significant because they provide precise word alignments [8] .
Most methods exploit bilingual word embeddings to induce bilingual lexicons. Mikolov et al. [22] observe that similar geometric arrangements exist among vector spaces of different languages. They learn a linear matrix to establish the mappings from the source embedding space to the target embedding space. Xing et al. [30] constrain the matrix to be orthogonal with normalized word embeddings. For low-resourced languages or emerging domains, a sufficiently large bilingual lexicon may not be available for training the BLI model. Various approaches are proposed to address this issue by using a small seed dictionary [2] , identical words in both languages [26] or with no lexicons at all [17, 31] . Particularly, unsupervised BLI achieves this by formulating the problem as a natural adversarial game [13] . In the game, a generator learns the bilingual mapping matrix. Meanwhile, a discriminator tries to distinguish the languages of words given their embeddings as inputs.
Despite the significant success made in BLI so far, we suggest that the performance can be further improved by addressing the following two problems. i) Word distributions from non-parallel corpora may vary a lot depending on the languages or domains [6] . Learning a single matrix may not be able to capture the translation knowledge across different domains and topics. Consider the example in Fig. 1 . We cluster word embeddings trained over Wikipedia corpora. Each word cluster roughly corresponds to a latent topic. Hence, the performance of BLI can be improved by considering multiple, fine-grained mapping matrices.
ii) The performance of BLI is highly sensitive to the quality of word embeddings and the amount of training data. As Søgaard et al. [27] point out, the result of BLI is much worse for domain-specific corpora or morphologically rich languages.
In this paper, we propose a BLI model named Soft Piecewise Mapping Model (SPMM). The SPMM The visualization of word embeddings in two languages using t-SNE [19] .
method is an extension of Lample et al.'s work [17] by learning multiple mapping matrices with orthogonal constraint. In the initial stage, a clustering algorithm is performed over word embeddings of the source language to discover latent topics. Hence, each word pair in the training set is associated with a weight vector over all latent topics. By injecting probability distributions into the loss function of mapping errors, SPMM solves the mapping problem by minimizing the weighted projection loss with orthogonal constraint over all latent topics. The learning of each matrix is equivalent to an extended version of the Wahba's problem [29] , to which we derive a closed-form solution based on Singular Value Decomposition (SVD).
Because the size of training dataset (i.e., the training bilingual lexicon) is highly limited in low-resourced languages or emerging domains [6] , an iterative boosting method based on SPMM is further introduced. It starts with the initial training of SPMM. In the iterative process, the training lexicon is automatically expanded via a Cross-lingual Self Validation (CSV) strategy. The parameters of SPMM are updated simultaneously.
In summary, we make the following contributions:
• We propose an SPMM method to improve the performance of BLI. An extended Wahba's problem is employed to learn multiple mapping matrices, with a closed-form solution derived.
• Based on SPMM, an iterative boosting technique is presented to handle BLI in low-resourced languages or emerging domains.
• We conduct extensive experiments over both general and domain corpora to show that SPMM improves the accuracy of BLI and outperforms previous approaches.
The rest of this paper is as follows. Section 2 summarizes the related work on BLI. We introduce the SPMM approach in detail in Section 3, with experiments presented in Section 4. Finally, we draw the conclusion and discuss the future work in Section 5.
Related Work
This section summarizes the related work on BLI. Most studies in this field consist of three steps: i) representing words by low-dimensional embedding vectors; ii) learning mappings between the embedding spaces of different languages; and iii) detecting the correct translation of each word in the source language in the mapped embedding space to obtain a bilingual dictionary.
Early methods for BLI exploit statistical measures to learn the distributional representations of words, such as Pointwise Mutual Information (PMI) [12] . In recent years, deep learning techniques have become the mainstream in the NLP community. Neural language models are proposed to learn low-dimensional representations, such as Word2Vec [23] , fastText [5] , etc. As discovered by [6, 27] , the quality of word embeddings have a great impact on the performance of BLI, especially for longtail domain words or morphologically rich languages.
The major research focus of BLI is to establish the mappings between the embedding spaces of two different languages. Based on their different problem formulations and learning paradigms, existing methods can be divided into three categories. The first category is to learn cross-lingual embeddings directly. In this category, words in different languages are mapped to a uniform embedding space. Hence, there is no need to learn mapping matrices across languages for BLI. In the literature, several methods modify the Continuous Bag-of-Words (CBOW) model to learn cross-lingual embeddings [7, 11, 14] . The learning objective is to predict center words given the contexts of both languages, with mixed monolingual corpora as inputs.
The second category is to learn mappings to transform words from the source embedding space to the target one. A basic approach is to use a linear mapping matrix [22] . Several constrains are imposed to the matrices for better performance, e.g., the orthogonality of the matrix and the normalization of word embeddings [30, 1, 3] . To lower the requirement of the initial training data, self-learning strategies are proposed to boost the training dictionary for matrix refinement during iterations [2] . For extremely low-resourced languages which do not have initial lexicons to train a mapping matrix, unsupervised BLI approaches have been proposed. Inspired by adversarial game, recent studies learn the mappings without any supervised signals by learning the projection matrices and confusing the discriminator at the same time [31, 17] . Compared to previous methods, our work considers the complicated semantics of natural languages and employs multiple matrices to enhance projection learning in BLI.
The last category is to learn individual mapping matrices for both source and target languages, which project word embeddings of two languages into a third embedding space [16] . It is usually applied to BLI between two low-resourced languages, using English as the "bridging" language.
Once the mapping matrices are learned, the final step is to generate reliable translation pairs. An intuitive way is to find the nearest neighbors of the mapped embeddings in the target space for source words. However, in high-dimensional spaces, this leads to Hubness problem [24] where some "hub" vectors are highly likely to be the nearest neighbor of many source words, while others may not be the nearest neighbor of any words. Replacing mean squared loss with max-margin loss function alleviates this problem to some extent [18] . Various methods are proposed to mitigate this problem, such as correcting retrieval scores globally [10] , exploiting the earth mover's distance [32] , inverting the softmax function [26] , and considering cross-domain similarity metrics [17] .
SPMM: Soft Piecewise Mapping Model
In this section, we introduce the proposed SPMM approach in detail. Preliminaries are provided before we present SPMM in formal. We also introduce how to use the iterative boosting technique based on SPMM.
Preliminaries
In this work, we assume that embeddings of words from source and target languages are trained independently on separate monolingual corpora via fastText [5] . Denote d as the dimension of the embeddings, n as the training dictionary size aligning both languages, and x i as the embedding vector of word x i .
Mikolov et al. [22] show that the mapping from the source embedding space to the target can be modeled as a linear function by minimizing mapping errors as:
where D = {(x i , y i )} is the training set with x i and y i being words from the source and target languages that share the same meaning. W is the d × d mapping matrix that approximates W x i = y i .
Xing et al. [30] observe that the performance of BLI can be improved by imposing the orthogonality constraint on W (i.e., W T W = I where I is the identity matrix). Let X and Y be the d × n word embedding matrices of source and target languages respectively. This optimization problem, also referred to as the Procrustes problem [26] , has an exact solution based on SVD:
Soft Piecewise Mapping Model
In this part, we introduce the problem formulation of SPMM. After that, the parameter learning algorithm is derived, with the dictionary induction technique presented.
Problem Formulation
As discussed in the introduction, one mapping matrix tends to be insufficient to model how a word in the source language should be translated to its counterpart in the target language. Hence, SPMM employs multiple matrices to accommodate latent domains or topics in the vocabulary. A basic approach is to partition the training set based on the latent topics. Each subset of the training set is utilized to learn one single matrix. However, for low-resourced languages or emerging domains, such hard clustering practice is harmful to the BLI performance due to the small size of the training set [6] .
In this work, we introduce a soft piecewise mapping approach. Let R be a pre-defined number of latent topics, fine-tuned over the validation set. Each pair (x i , y i ) ∈ D is associated with a weight vector < a i,1 , a i,2 , · · · , a i,R > where a i,r > 0 models the degree that the pair (x i , y i ) belongs to the rth topic. The objective function J(W 1 , W 2 , · · · , W R ) is defined as follows:
where W 1 , · · · , W R are R mapping matrices. All training data can be used to train every mapping matrix. Each pair (x i , y i ) is associated with the weight a i,r for learning the rth mapping matrix W r .
Learning a i,r
A direct approach to learn a i,r is through the soft clustering of D, using the distributional representations of (x i , y i ) as features. We have experimented with several soft clustering algorithms with limited success, e.g., Gaussian Mixture Model (GMM), Fuzzy C-Means (FCM), etc. The possible reasons for the failure are: i) the dimensionality of word embeddings d is high, causing the so-called curse of dimensionality; and ii) the training set D is relatively small. Furthermore, clustering on D only ignores the semantics of words outside the training set.
Here, we present a heuristic clustering method to approximate a i,r . Let V S be the vocabulary set of the source language. We apply K-means to all words in V S , with their word embeddings as features. Denote c 1 , c 2 , · · · , c R as the R centroid embeddings. a i,r is defined as follows:
where sim( x i , c r ) is the cosine similarity between the word embeddings x i and the cluster centroid c r . Let the adjusting factor γ = 1 in the experiment to turn the range of the similarity function to positive. Besides this resizing technique, we have also experimented with other alternatives to adjust the cosine value such as the exponential function exp(sim( x i , c r )) and sigmoid function σ(sim( x i , c r )). 
Learning
It is trivial to prove Lemma 3.1 because the optimization process of each matrix W r is independent from each other. Hence, we omit the details here.
The optimization of Eq. (3.3) is equivalent to an extended version of the Wahba's problem [21] in applied mathematics. It is extensively applied to process threedimensional vector observations between two coordinate systems for satellite attitude determination. In this work, we extend an SVD-based solution to the original Wahba's problem [20] 
Theorem 3.1. The d-dimensional Wahba's problem can be solved by the following SVD-based solution:
We extend Markley's work [20] to prove the correctness of Theorm 3.1 as follows:
Proof. Because Eq. (3.2) ensures |D| i=1 a i,r = 1, based on [29] , we re-write Eq. (3.3) as follows:
where B r = (xi,yi)∈D a i,r y i · x T i . According to Theorem 3.1, we decompose B r based on SVD:
Based on the result of SVD, we construct two d × d orthogonal matrices and a d × d diagonal matrix:
Because U r and V r are orthogonal matrices, det(U r )det(V r ) = ±1. B r is re-decomposed by U
According to the Euler angle parameterization, we can see that J r is minimized when M r = I. Hence, the optimal solution to Eq. (3.3) is derived as: for r = 1 to R do
4:
Compute ai,r based on Eq. (3.2);
5:
end for 6: end for 7: for r = 1 to R do 
Dictionary Induction
Once the model is trained, it can find the most probable translation of the target language for a new word of the source language. Given a source word x i , SPMM computes the weights a i,r based on Eq. (3.2), and projects it to the embedding space of the target language:
The embedding vector of the most probable translation of x i should be closest to the mapped embedding y i , in terms of cosine similarity.
However, the "nearest neighbor" technique often leads to the Hubness problem in the high-dimensional space [24, 15] . It refers to the situation where a "hub" embedding vector is the nearest neighbor of many others while it can only refer to the correct translation of one source word. This problem has also been pointed out and addressed in other works, such as mapping learning based on the max-margin ranking loss [18] , the inverted softmax technique [26] .
In this paper, we apply Cross-domain Similarity Local Scaling (CSLS) [17] to the SPMM approach. Due to the asymmetry of vector spaces, if x i is the nearest neighbor of y i , y i is not necessarily the nearest neighbor of x i . The idea of CSLS is to make isolated word vectors more possible to be the nearest neighbors and to lower the probability of word vectors in the "dense" region being selected as nearest neighbors.
Denote N T (ỹ i ) as the collection of top-m nearest neighbors of a mapped embedding vectorỹ i in the target language. Let N S ( y i ) be the collection of topm nearest neighbors of an embedding vector y i in the source language. The similarity measure CSLS between the mapped embedding vectorỹ i and the embedding of a word of the target language y i can be computed as follows:
where sim(ỹ i , y i ) is the cosine similarity between the word embeddings. The last two subtracted items averages the similarities of m nearest neighbors of the embedding spaces for both source and target languages.
In summary, during the dictionary induction stage, given a previously unseen word x i of the source language, SPMM predicts the mapped embedding vector y i based on Eq. (3.6). Next, it generates the top-m most probable translations of the target language by m-nearest search using CSLS in Eq. (3.7).
Iterative Boosting Technique
This technique is an iterative process that expands the size of the training set D without human supervision. It is typically useful for BLI over low-resourced languages and emerging domains with a small training set.
For each iteration, we expand the training dictionary as follows. We first sample two collections of words (denoted as D S and D T ) from the source and target languages, respectively. Each word x i in D S is randomly drawn from the entire vocabulary set with probability ∝ count(x i ) where count(x i ) is the frequency count in large text corpora. D T is constructed in the same way. Heuristically, we constrain that |D S | = |D T | = m. We consider frequent words here due to the high qualities of their embeddings [17] .
To extract word pairs (x i , y i ) that are likely to share the same meaning without human supervision, we present a Cross-lingual Self Validation (CSV) strategy. Denote P T (x i ) as the collection of top-m most probable translations of the target language w.r.t. the word x i ∈ D S , predicted by SPMM. Symmetrically, P S (y i ) is the collection of top-m most probable translations of the source language w.r.t. the word y i ∈ D T . We treat word pairs in the following collection D * as highconfidence predictions to be added to the training set:
The reasons that the translations in D * are likely to be correct are twofolds: i) both words in the pair (x i , y i ) ∈ D * are likely to be frequent with high-quality embeddings; and ii) the correctness of the pair is selfvalidated from both language translation directions.
After the collection D * is generated, we merge D and D * to train SPMM again. This process iterates until the precision stops to increase over the validation set. Finally, we summarize the iterative boosting technique in Algorithm 2.
Algorithm 2 Iterative Boosting Technique
Train SPMM over D ∪ D * by Algorithm 1;
4:
Sample word collections DS and DT ;
5:
Generate word collection D * based on Eq. (3.8);
6:
until Precision stops to increase over validation set
Experiments
In this section, we conduct extensive experiments to evaluate the performance of SPMM. We also compare it with state-of-the-art to make the convincing conclusion.
Experiments over General Corpora
This set of experiments evaluate the performance of SPMM over general-domain corpora for BLI.
Datasets and Experimental Settings
For fair comparison, we use fastText word embeddings of six language pairs released in [17] . The embeddings are trained over Wikipedia corpora with 300 dimensions.
To evaluate the effectiveness of SPMM, we conduct the experiments over BLI. It aims at finding the correct translations in target language given a set of source words. We utilize Precision@K (K = 1, 5, 10) as the evaluation metrics, to compute the precision of top-K retrieved candidate words. The ground truth bilingual dictionaries that we use are publicly available in [17] . For each language pair, we use 5,000 unique source words and their translations and 1,500 for testing.
General Performance
The results of the bilingual word translation task for six language pairs in terms of Precision@K are summarized in Table 1 . We consider the following baselines:
• Mikolov et al. [22] : It learns a single mapping matrix without any constraints.
• Dinu and Baroni [10] : It addresses the Hubness problem by using a globally-corrected approach for dictionary induction, instead of the nearest neighbor retrieval technique in [22] .
• Artetxe et al. [2] : It improves the work [22] by using a mapping matrix with orthogonal constraint and an iterative technique.
• Smith et al. [26] : It uses the inverted softmax function for the retrieval of target words.
• Lample et al. [17] : It improves the work [2] by proposing the cross-domain similarity local scaling (CSLS) method to address the Hubness problem.
• SPMM (No-iter): It is the variant of SPMM without the iterative boosting technique.
In the experiments, we obtain the original codes of all the baselines from other papers and produce the results by ourselves. For our method, we have the following default parameter settings: R = 3, m = 10000 and run our algorithm in 5 iterations. We also tune the parameters of SPMM for further parameter analysis.
From the results in Table 1 , we can see that SPMM generally outperforms all the baselines on all six language pairs. The results of the first two baselines [22, 10] can not compete with the rest of approaches. They simply use gradient descent to learn mapping matrices by minimizing mapping errors. It shows that adding orthogonal constraint on mapping matrices improves the performance of BLI persistently. As for the strategy to address the Hubness problem, the CSLS technique used in both Lample et al. [17] and SPMM is the most effective, compared to the globally-corrected approach [10] and the inverted softmax method [26] . The iterative training algorithm in Smith et al. [26] can improve the performance, but not as much as SPMM (Full). Although the iterative version does not always boost the performance of SPMM (No-iter), our dictionary boost- ing strategy gains significant improvements for language pairs such as Vietnamese-English. As for SPMM, it generally outperforms other baseline models, especially for the language pair of English-Chinese, gaining over 10 percents in terms of Precision@1. Therefore, we can see that for language pairs that belong to different language families (e.g., English and Chinese), word distributions in corpora are more likely to be different. It is necessary to map the embeddings with multiple matrices in a fine-grained manner.
Parameter Analysis
To show how different values of parameters can effect the performance of SPMM, we conduct the following experiments over the Chinese-English language pair. In Fig. 2 , we present the word translation performance of the non-iterative version of the SPMM method. We tune the cluster number R from 1 to 10. When R = 1, SPMM is down-graded to a single matrix learning method. It can be seen that SPMM achieves the highest performance when R = 3 in terms of Precision@1,5. We also vary the similarity function Eq. (3.2) as sigmoid, resizing and exponential functions to test their effectiveness. It shows that the sigmoid similarity function is generally the most suitable for SPMM when R = 3. We further study whether the CSV technique used in the iterative boosting process can improve the translation performance. We compare two recent BLI methods which include an iterative learning process: Lample et al. [17] and SPMM. We run both models in five iterations, and report the performance in each iteration in Fig. 3 . The performance of the iterative version of Lample et al. [17] drops significantly because it uses all generated word pairs as the training set in the next iteration. Errors caused by model prediction are likely to propagate. In contrast, SPMM keeps ground-truth datasets in the training set in all iterations and employs the CSV technique to guarantee the high quality of the generated word pairs. In Table 1 , the Precision@1, Precision@5 and Precision@10 scores are improved by 1.3, 0.6 and 0.1 percents in the first five iterations.
Experiments over the Medical Domain
To test whether the SPMM method can deal with BLI in specific domains, we conduct experiments for rare words translation over the medical domain.
Dataset and Experimental Settings
The medical bilingual lexicon that we use is taken from [6] .
A medical text corpus is created by crawling the titles of medical Wikipedia articles, medical term-pairs, patents, documents from the European Medicines Agency, consisting 3,108,183 sentences in English and German. A medical rare word bilingual lexicon is created by randomly sampling words occurring between 3 and 5 times in the corpus. In total, there are 8,079 medical rare word pairs in English and German. For medical BLI, we aim at translating English medical terms into German. We spilt the dataset into 6,079 training, 1,000 validation and 1,000 testing.
Result Analysis
In the experiments, we use the same settings and baselines as in the experiments of general copora, and summarize the results in Table 2 .
The results show that SPMM gains more significant improvements in the medical domain data, compared to the results of general corpora. As seen also in Table 2 , the Precision@1, Precision@5 and Precision@10 scores are improved by 1.2, 2.1 and 2.3 percents. In contrast, for the same English-German language pair in general domain, the Precision@1, Precision@5 and Precision@10 scores are improved by 0.6, 0.3 and 0.2 percents only. Therefore, multiple mapping matrices employed by SPMM are proved to be effective for word translation task especially for domain words with lowfrequencies. In this experiment, the iterative learning strategy, SPMM (Full) does not obtain significant improvements with 0.3 percent of improvements in terms of Precision@1. This is because the size of the training 
Industrial Experience in E-commerce
In this section, we report our work on the e-commerce domain in Alibaba Group Inc. In Alibaba, there exist millions of fine-grained product names that need to be translated to other languages to support internationalization. However, the accurate translation of such product names is challenging because they contain a large amount of fine-grained, domain specific expressions. It is difficult for humans to annotate a large training set. In this work, we aim at translating product names from Chinese to English. To evaluate the performance, we ask human annotators to create a bilingual lexicon, spilt into 530 training, 250 validation and 245 testing. Word embeddings in Chinese is trained on 4000K sentences of product description from Tmall.com, containing 70K unique words. For English word embeddings, we train the fastText model on 60M sentences of product description from Alibaba.com, and finally obtain 680K unique words. Since the work of Lample et al. [17] is the state-of-the-art, we only compare the performance of iterative SPMM and Lample et al. [17] . Table 3 illustrates the performance of both models in 30 iterations. It shows SPMM outperforms Lample et al. [17] . As for the iterative version of Lample et al. [17] , we see the same trend as in Fig. 3 , where the performance does not improve with more iterations. In this experiment, the precision is not strictly decreasing similar to Fig. 3 , but with some fluctuations. The performance of iterative SPMM, however, has a large improvement with more iterations. For the e-commerce corpus, the Precision@1, Precision@5 and Precision@10 scores are improved by 3.7, 4.5 and 9.4 percents. This improvement is much higher than the result of medical domain, which further illustrates that the iterative boosting strategy is very effective for the situation where the training dictionary is small in size.
Case Studies
We specify top-5 English candidate words for three examples of Chinese product names Table 4 . As seen, correct translations rank higher in SPMM. For "接触器 (contactor)", SPMM finds manufacturing companies such as Telemecanique and NAIS, while Lample et al. [17] rank property names (watts), property values (1.2kv) and product types (89a) higher. In the case of "摄 影 头 (lens)", we also notice that SPMM finds words related to camera correctly, while Lample et al. [17] target at devices related to TV. The results is even obvious for word "指示器 (indicator)", where top-5 translations of SPMM is much more relevant compared to results of Lample et al. [17] .
Conclusion and Future Work
This paper introduces a Soft Piecewise Mapping Model (SPMM) to improve the performance of BLI. It learns word alignments in two languages by multiple mapping matrices with orthogonal constraint. We further address the BLI task for low-resourced languages and emerging domains by an iterative boosting technique. Experiments illustrate the effectiveness of the proposed approach. In the future, we aim at improving our work for unsupervised neural machine translation.
