This paper is a continuation of [1] where the authors i) showed that a payment at a random time, which we call timing risk, is decomposed into an integral of static positions of knock-in type barrier options, ii) proposed an iteration of static hedge of a timing risk by regarding the hedging error by a static hedge strategy of Bowie-Carr [5] type with respect to a barrier option as a timing risk, and iii) showed that the error converges to zero by infinitely many times of iteration under a condition on the integrability of a relevant function.
Introduction
The present paper is a continuation of our previous paper [1] , and focuses on solving mathematical difficulty by exploring various mathematical techniques.
Let us first recall the content of [1] . As the title says, the paper focuses on how the timing risk-a payment at a random time (a stopping time to be mathematically precise)-is evaluated. It answers the question by how it can be statically hedged. The first contribution of [1] was to show that a timing risk is decomposed into an integral of continuum of static positions of knockin options. This is an extension of an observation made by P. Carr and J. Picron in [8] , where just a constant payment at a stopping time was treated, and the decomposition was resulted by an elementary integration by part. The general case requires a more advanced mathematics with an argument on delta-approximating kernels. In [8] where the underlying asset price is assumed to be a geometric Brownian motion, each knock-in option is hedged by a static position of a call-type option and a put-type option, the strategy proposed by J. Bowie and P. Carr in [5] 1 . As a consequence, the timing risk is hedged without error if an integral-infinitesimal amount for each maturity-of Bowie-Carr type strategies is allowed. The integral of static positions is referred to as Carr-Picron type hedging strategy in [1] . In a general case, Bowie-Carr strategy, and therefore Carr-Picron one brings about hedging error. Since the error is again a timing risk, it is decomposed into an integral of static positions of knock-in options to which Carr-Picron type strategy can be applied. The second contribution of [1] is that to claim that the error will be dramatically reduced by repeating this procedure, and converges to zero finally.
The mathematics behind the above mentioned results of [1] is parametrix. The parametrix method is a classical way to construct a fundamental solution to a partial differential equation as an convergent series, called heat kernel expansion (see e.g. [10] ). Recently, the method has been successfully applied in finance and related fields (e.g. [9] [3] , among others). The parametrix, not like the Watanabe expansion in Malliavin calculus, does not require smoothness but ellipticity in the diffusion coefficients. It heavily depends on the integrability of the second-order differentiation of the approximating kernel, and this is obtained by the ellipticity and (Hölder) continuity of the coefficient. The conditions for the parametrix to work is postulated as assumptions in [1] . Even though many diffusion models including generic 1-dimensional ones satisfy the required condition, a construction of the iterated static hedge that is applicable to any uniformly elliptic diffusions is postponed to the present paper.
The contribution of the present paper is two-fold. Firstly, we propose a systematic way for constructing an exact static hedging strategy of (single) barrier options (instead of general timing risks, to avoid detailed economic discussions) under a general multi-dimensional diffusion setting, in contrast with the existing results based on price-expansion like [13] or [15] . Secondly, we give an example with discontinuous diffusion coefficients where the parametrix method can give a heat kernel expansion, which is convergent if the discontinuity is "controllable" (see Theorem 3.17 ).
The present paper describes a methodological proposal by stating existence and convergence of asymptotic static hedging errors by leveraging on both parametrix techniques and kernel symmetrization, a technique first introduced in [11] and generalized in [2] . This is done for a fairly large class of multi-dimensional stochastic assets' dynamics but with the uniformly elliptic condition. First order, second order and higher orders hedging errors are derived and their integral representation is reported. Existence and asymptotic convergence are then proved. The 1 It is often called semi-static hedge. Semi-static hedge represents the hedge of knock-out/knock-in options by simply holding positions in plain vanilla options: this topic has been widely discussed and extensively studied since the paper [5] . After this seminal contribution, the related financial literature has developed different directions of research. One stream of studies has focused on the extension of the reflection principle (i.e. the key tool in the Black-Scholes setting) to a 'weaker' symmetry property (see, for example, [6] ) or to a more general setting (e.g. [12] ). To provide a concrete example, as an extreme case, the paper by [7] obtained an exact semi-static hedging formula in a general one-dimensional diffusion environment by constructing an operator which maps the pay-off function (of the option to be hedged) to a function that admits an exact semi-static hedging formula. The approach has then been extended in [4] as "weak reflection principle" and may work for jump processes.
proposed methodology allows to build in a systematic manner exact static hedging strategies of barrier options; an example with discontinuous diffusion coefficients is discussed, by showing how parametrix techniques can bring to an exact heat kernel expansion with Dirichlet condition.
The paper is organized as follows: Section 2 recalls the main results achieved by [1] . Section 3 provides and discusses the main theoretical results of the proposed methodology by conducting the analysis through subsequent steps: introduction of semi-static hedges based on symmetrization under a more general mathematical setting than in [1] (Subsection 3.1); assumptions for the underlying asset price process (Subsection 3.2); integral decomposition of the hedging error and derivation of the first order hedging error (Subsection 3.3, Theorem 3.9); second order hedging error (Subsection 3.4, Theorem 3.13); Subsection 3.5 extends the basic ideas of the preceding sections to the identification of higher orders hedging errors. Section 4 provides concluding remarks and Appendix A contains the proofs of the main theoretical results presented in the paper.
A Framework of Asymptotic Static Hedges: A Quick Review of [1]
The aim of this Section is to recall the framework of asymptotic hedging error identification and expansion and the main theoretical results achieved in [1] . We first recall the strategy of semi-static hedge of barrier options. Let X be a diffusion process and τ be the first exit time of X out of a domain D ⊂ R d . We want to hedge the knockout option by holding two plain options. Suppose that its pay-off is given by f (X T )1 {τ >T } , where f is, for the moment, a bounded measurable function on R d . The hedge strategy we will be working on is as follows: long position of the option whose pay-off is f (X T )1 {X T ∈D} , and the short position of the one withf , wheref is a measurable function on R d such thatf = 0 on D. Then,
• If X never exit D, then the hedge works apparently.
• On the event {τ < T }, at time τ the hedger liquidates the portfolio. The cost is
If the latter was also zero, we could say that the static hedge works perfectly but otherwise the latter could be understood as the error of the static hedge.
We can also consider the static hedge of the knock-in pay-off f (
• If X never exit D, then the hedge works apparently; nothing versus nothing.
• At τ (< T ), the hedger sell the option of pay-offf and buy the one with pay-off f (
Then the cost is again e −r(
• At the maturity T , the pay-off is zero:
Thus in both cases, the hedge error evaluated at t (< τ ) is
where π(f )(x) := f (x)1 {x∈D} −f (x). In other words, we have
and
where
Here we assume thatf (x) = f (x)1 {x∈D} , which implies π(f ) =f , π 2 (f ) = π(f ), and so on. The first main result of the paper [1] is to replace the hedging error (1), with the integration of knock-in options maturing at s with pay-off
where L x is the infinitesimal generator of X acting on the variable x, and p is a kernel approximating Dirac's delta as t → 0 with the property that for x ∈ ∂D
We note that the joint integrability in (t, y) of
is a naive requirement but if we could assume it, then everything works properly. We assume that X has a smooth transition density q t (x, y) and that q t (x, y) is the transition density of the adjoint semigroup. The following error formula is established in [1] by using a fundamental relation in parametrix.
for each x ∈ R d . Then, the hedging error is decomposed into the integral of knock-in options:
The following asymptotic expansion formula for the semi-static hedge is obtained in [1] .
where we understand 0 h=1 (· · · ) = 0 conventionally. Furthermore, if (9) holds for any n ∈ N and the quantity goes to zero as n → ∞, then we have that n h=1
Static Hedge via Symmetrization
This Section deals with the static hedge problem by showing how to build asymptotics of static hedge error by resorting to parametrix techniques and kernel symmetrization. The main theoretical results are presented under a more general setting than the one considered in [1] . The intermediate steps underlying the analysis are presented and discussed in separate Subsections. The introduction of semi-static hedges based on symmetrization under a fairly general class of multi-dimensional models is contained in Subsection 3.1. The assumptions considered for the underlying asset price process and their implications are threated in Subsection 3.2. The integral decomposition of the hedging error and the derivation of the first order hedging error (Theorem 3.9) are contained in Subsection 3.3. The results for the second order hedging error is instead given in Theorem 3.13, Subsection 3.4. Then, Subsection 3.5 shows how to extend the basic ideas of the preceding Subsections to the identification of higher orders hedging errors.
Semi-static hedge based on symmetrization
This Subsection deals with the introduction of semi-static hedges based on symmetrization under a fairly general class of multi-dimensional models. A key element to be considered is the existence of a proper pair of the map f 1 {x∈D} →f and the density p in (5). Let us start from an example. In [1] , two specific cases are presented: the one dimensional case, and the multi-dimensional case based on put-call symmetry introduced in [2] . The one dimensional case relies on the reflection principle of 1-dimensional Brownian motion to pick up p and π, which are, respectively, the heat kernel of the standard Brownian motion and the reflection with respect to the boundary K:
When working under the one-dimensional case, almost all diffusions can be smoothly transformed to Brownian motion with drift; since the knock-out region can always be characterized as an interval, the transformation would just shift it to a different interval 2 .
When working under the multi-dimensional setting, the same does not apply. Indeed, it is not always true that a generic diffusion process can be smoothly transformed into a Brownian motion with drift. This holds only for some special cases. Moreover, the knock-out/in region D has not always the same shape, i.e. it cannot always be characterized as an interval, thus we cannot leverage on homeomorphic properties.
In this paper, we consider a multi-dimensional setting by focusing on a specific class of knock-out/in regions, i.e. those which are diffeomorphic to a hyper-halfspace 3 . Let us introduce the following notation and setting. Let define the region D as
for some γ ∈ R d with |γ| = 1 and k ∈ R, and θ being the reflection with respect to ∂D defined as
The methodological proposal is to choose function π with the same approach reported in Equation (10), by considering its multi-dimensional version as:
For the delta-approximating kernel, we rely on the symmetrization introduced in [1] . We suppose that the infinitesimal generator of X(already transformed one) is given by
where A and b are functions on R d , d × d-positive definite matrix valued, and R d valued, respectively. Let
whereÃ
and Ψ = I − 2γ ⊗ γ. Observe that this is the symmetrization of A with respect to the reflection θ introduced in [2] .
We can now state the following result linking function p t (x, y) and π(·) given, respectively, in (13) and (5) . 
Therefore,
for any bounded measurable f and x ∈ ∂D.
Thus, π of (11) and p of (13) can be chosen as a specific example of the framework of [1] , but it turns out that the integrability conditions (6) or (9) may fail.
The formula (15) may economically mean the following. The kernel p is a kind of fictitious transition probability of the underlying process. If it were the real one, the price at τ of the option with pay-off π(f ) would be zero, and therefore the static hedge by the option with pay-off f (θ(x)) works without error.
Underlying asset price dynamics
This Subsection aims to describe the mathematical setting characterizing the assumptions on the underlying asset price dynamics. Specific assumptions on both parameters A and b are provided and discussed. 
where a ij , b j have any order of derivatives, all bounded above.
Notice that A and b are Lipschitz continuous under Assumption 3.2. In particular, by considering the case
where M ≡ (TrM M * ) Under Assumption 3.2, the transition density q t (x, y) associated to X q t (x, y) = P (X t ∈ dy|X 0 = x)/dy exists, it is twice continuously differentiable in (x, y) and continuously differentiable in t. Moreover, there exists a constant C q > 0 such that for M 0 > M the transition density satisfies the following inequalities
where L x is the infinitesimal generator of X (see (12)) acting on the variable x, and L * y is the adjoint of L, acting on the variable y. The adjoint L * y can be written under the following form:
Notice that we have
for any test function g ∈ C ∞ 0 (R d ) (see e.g.
[10]). Let us consider the operator L y z defined as
Hedging error formula
We shall establish the Error formula corresponding to Theorem 2.1. Due to the lack of continuity inÃ, this requires extra efforts.
Recall that
The equation (23) is the key to the parametrix theory (see e.g. [3] ). To give a proof to Lemma 3.3 is somewhat difficult since we have explicitly, h 0 (t, z, y)
We recall here that the integrability in (t, z) ∈ [0, T ] × R d of the terms from the second order derivative are normally retrieved by the continuity of A in the classical parametrix theory (see e.g. [10, Chapter 1. Section 4.]). Here, it becomes a very naive problem since the symmetrized diffusion matrixÃ in most cases fails to be continuous at ∂D. To overcome this difficulty, we introduce a parameter that can be as sufficiently small as possible when necessary. Set
Then the constant δ controls the discontinuity in the following sense:
A proof of the Lemma 3.4 will be given in the Appendix A.1. Thus, if δ = 0, we have the Lipschitz continuity ofÃ and therefore, the integrability of h 0 . If this is the case, we can establish the convergent expansion by using standard theory (see [10] , [3] , and [1] ). Without the continuity, the standard approach does not work. However, we have the following estimate which is critical to obtain the result contained in Theorem 3.6.
with δ and a ∞ as defined in (25) and (17), respectively,
and p 2M t (x, y) = (4πM t) −d/2 e −|x−y| 2 /4M t , M being the same as the one appearing in (16) of Assumption 3.2.
The following estimates are also essential in obtaining our economic results, so we state them separately as Theorem.
Theorem 3.6 Under Assumption 3.2, we have the following inequalities.
In particular, they are integrable in (z, y)
(iii) Further, there exists a constant C 5 depending on T such that
for any y ∈ R d . In particular,
The point here is that the singularity of t −1 in the estimate (i) is handled by integration by part in (iii), using the integrability of (ii) and the Gaussian estimates (18) and (19) of q and ∇q.
Remark 3.7 We note that we do not have the integrability of (6) here, so we cannot apply Theorem 2.1.
The first assertion of Theorem 3.6 ensures that we can define an operator S t on L ∞ (D) for each t > 0 by
just as (4).
Proof: It directly follows from (i) of Theorem 3.6.
By leveraging on Lemma 3.3 that is derived mathematically from Theorem 3.6, we can now state the hedging error formula (integral decomposition) under the proposed multi-dimensional setting, corresponding to the one provided in Theorem 2.1 by [1] as follows.
Theorem 3.9 Suppose that f is bounded. Under the Assumption 3.2, the formulas (7) and (8) hold, by replacing the notation S 1 with S: in other words, for any t < T ,
Proof: See Appendix A.5.
Second order semi-static hedges
As we have seen in the previous section, the hedge error is represented by the integral with respect to s of knock-in options with pay-off S T −s f (X s ). For each of them we construct the static hedge by π ⊥ S T −s f (X s ) with infinitesimal amount ds.
To be more precise, for the knock-in option with pay-off S T −s f for each s, we adopt the Bowie-Carr type strategy by the option with pay-off π ⊥ S T −s f ; we construct a portfolio composed of options with pay-off
Once it is conditioned, however, we retrieve the integrability;
Let us consider the value of the "portfolio". Until the knock-in time τ , all the options whose maturity is before τ are cleared with pay-off zero. At the knock-in time, the hedger sells all the options at the price
Thus, the value at time t of the strategy should be defined as
Since it is integrable in s ∈ [0, T ], the total value at time t of the portfolios is given by
Remark 3.11 Lemma 3.10 ensures the change of the order of the integrals to have another expression of the totality of the portfolio as
In particular, discounted by e rt , it is a martingale. This means that the portfolio is arbitrage-free, or should we say, it is still within the classical arbitrage theory.
As we have discussed in section 2 as (2) and (3), the hedge error of the strategy that holding π ⊥ (·) for a knock-in option coincides with the one by the π(·) strategy for the corresponding knock-out option. So the error, evaluated at t for each maturity s is given by, in the infinitesimal form, 
Proof: See Appendix A.7.
Combining (31) and Lemma 3.12 we have the following Theorem 3.13 It holds that, for each t > 0,
In (33), the left-hand-hand side is the value of the knock-out option in short position and the static hedging position of the first and the second order. So the formula claims that the hedging error evaluated at time t equals to the price of the doubly integrated knock-in options.
Proof: has been already done.
Remark 3.14 Notice that the proposed framework is weaker than the one studied in [1] ; here we identify the second order hedge via two-parameters, while in [1] we have a one-parameter family of hedges. The reason why we express it by double integral is that we are missing the integrability to ensure the change of the order. The double integrability comes from (iii) of Theorem 3.6 with the aid of integration by part.
Higher orders semi-static hedges
This Subsection is devoted to the discussion of asymptotics of semi-static hedges, for orders higher than two. Let us consider for a moment the third order as an example. Equation (33) may suggest that the third order semi-static hedge can be written as function of the options with pay-off
in (u, s) is established, we can say that the value of the hedging portfolio is given by
which is equivalent to
Furthermore, for each (u, s), the error Err u,s 3,t should be defined as
Notice that, by showing the integrability of Err u,s 3,t in (u, s), by following Proposition 3.12 we can write:
Based on the above observation, we can thus construct the n-th order static hedge and the corresponding error with the aggregation of 1, · · · , n-th hedges for any n ≥ 3. The following Theorem extends the results stated in Theorem 3.6 and has a key role in the determination of higher order hedges. 
where C 1 and C 2 are the ones given in (28), and M is the constant in (16).
(ii) For y n+1 ∈ D, u n ∈ (0, T ) and f ∈ L ∞ (D),
where C 6 is a constant independent of N and δ, while C 7 is a constant depending on δ.
Proof: See Appendix A.8.
By Theorem 3.15 we can define operators S * n un for u n ∈ [0, T ], n ≥ 2, on L ∞ (D) by
Remark 3.16 For n ≥ 2,
with the convention that S * 1 t = S t .
The following Theorem contains one of our most relevant theoretical results, by extending Theorem 3.13. Theorem 3.17 Under Assumption 3.2, we have, for n ≥ 2:
(i) the options for the n-th hedge, E[π ⊥ S s−u S * (n−1)
(ii) and the corresponding error is
(iii) As a consequence, we have, for each t,
(iv) If δ is sufficiently small, the right-hand-side of (35) converges uniformly in t to 0 almost surely as n → ∞.
(v) If δ is sufficiently small, the series
is absolutely convergent uniformly in t almost surely as n → ∞, and
Proof: See Appendix A.12.
Roughly speaking, the results (i)-(iii) are obtained by repeating the procedure we did for Theorem 3.13. To get the convergence result (iv) and (v) we need extra efforts. The right-handside of (35) basically gives the error estimate as multiple integral like Taylor expansion case. If, let say, the integrand were bounded, the term would be dominated by (C n )/n! for some constant C to ensure the convergence, but in our case, the naive integrability appearing all the time in this paper prevents from such a nice estimate. Instead we work on a more precise estimate, with a reduction to a determinantal equation in Lemma A.1 and the hyper-geometrical estimate in Lemma A.4, in place of the standard exponential type estimate. In addition, a careful treatment of Gaussian type estimates is required to obtain (v).
Conclusion
In the context of static hedge, the present paper introduces a methodology allowing to obtain asymptotic static hedge results for a fairly large class of multi-dimensional underlying assets' dynamics. From a financial point of view, we consider the problem of an investor who wants to hedge a portfolio of barrier options. The present paper extends the existing literature on static hedge by discussing the existence of asymptotic static hedging error and its convergence. Starting from the main results stated in [1] , the paper extends the asymptotic static hedge error construction to a more general mathematical setting. Both parametrix techniques and kernel symmetrization are considered to build in a systematic way the exact static hedging strategies of barrier options.
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A Appendix
A.1 Proof of Lemma 3.4
Let us introduce x D defined as
representing the intersection between the hyperplane and the straight line from x to y. Notice that k − y, γ ≥ 0 and x, γ − k > 0 since x ∈ D and y ∈ D c . As a consequence, we can write:
Since Ψ = I − 2γ ⊗ γ is orthogonal and Ψ 2 = 1, we have
and Ψ(A(θ(x D )) − A(θ(y)))Ψ = A(θ(x D )) − A(θ(y)) .
Further, by using the above results we can write:
Thus, the result stated in inequality (26) follows.
A.2 Proof of Lemma 3.5
Before entering into the proof, we list below direct consequences of the inequalities (16) of Assumption 3.2. We write eigenvalues of A(y) by λ 1 (y), · · · , λ d (y). Then,
for any i and y ∈ R d , and therefore,
Moreover, since the eigenvalues of A −1 (y) are λ −1 1 (y), · · · , λ −1 d (y), we have that, for x ∈ R d ,
Since Ψ in (14) is an orthogonal matrix, the inequalities in (16), and hence the ones in the above, are valid forÃ as well. Now we start with looking at the equation (24) to see that By using the inequalities listed above, we have that
Similarly, with (36) in addition,
Thus, we obtained that, for y ∈ D,
Next, we consider the case where y ∈ D. As has been remarked already,Ã is not continuous in general. We first consider the case x ∈ D c , where we can only use, instead of (17),
We need to modify the estimates of I 1 and I 2 . By (44) instead of (17) but still with (36) and (38), we have
and with (36), (38), and (44),
Combining (45), (46) with (40), we obtain that for x, y ∈ D c ,
Finally, we consider the case x ∈ D and y ∈ D c . We can then rely on (26). We can actually combine (41) and (45) to obtain
and by (42) and (46),
Since we still have (40), we obtain
By putting (43), (48) and (47) together we have (27).
A.3 Proof of Theorem 3.6
A.3.1 Proof of (i) of Theorem 3.6
We first note that 
In the case x ∈ D, since x, γ − k > 0 and k − z ≥ 0, we have that
This completes the proof.
A.3.2 Proof of (ii) of Theorem 3.6
It is a direct consequence of (18) and Lemma 3.5.
A.3.3 Proof of (iii) of Theorem 3.6
Let us recall that, for y ∈ R d ,
Below we perform integration by parts;
Therefore we obtain that
By (16),
and since M 0 in (18) and (19) is greater than M , we have that
On the other hand, since
the inequality (19) implies that,
4M 0 s by (18). Also by (18), we see that
Combining these altogether, we have that
A.4 Proof of Lemma 3.3.
We first notice that
by (20) and (22). Since
we have,
The second equality and the last equality follows from (21) and the integrability implied by (iii) of Theorem 3.6, respectively.
A.5 Proof of Theorem 3.9.
By leveraging on the optional sampling theorem,
By applying Lemma 3.3, we have Similarly,
The right-hand-side of (50) is equal to
We know from (15) that the first term of (51) is zero, and hence we have
(52)
The right-hand-side of (52) = 1 {τ <t}
Thus,
On the other hand,
where the change of the order is valid by (ii) of Theorem 3.6 as we have seen, and by (iii) of Theorem 3.6, we have
which is jointly integrable in (s, ω) ∈ [0, T ] × {τ < s}. Therefore we can change the order of the integral with respect to s and the conditional expectation with respect to F t in (52) as
The proof is concluded by observing that we have obtained the expression given in Equation (30).
A.6 Proof of Lemma 3.10. and since {τ > s} ∩ {X s ∈ D c } = ∅, the second term is zero. Therefore we see that
Theorem 3.6 (iii) implies that
Here the change of the order of the integral is valid by (ii) of Theorem 3.6 as before. Also,
4M (T −s) ) dy by (18) and Theorem 3.6 (i). Here, we note that
where {γ i : i = 1, · · · d − 1} is an orthonormal basis of (∂D) ⊥ . Since X τ , γ = k, we notice that
Therefore, we obtain that
Further, by Theorem 3.6 (i),
and since |X τ − θ(y)| = |θ(X τ ) − y| = |X τ − y|, we have the same bound as (54). Now we see that all of II 1 , II 2 , and II 3 are jointly integrable since
A.7 Proof of Lemma 3.12.
We can apply Theorem 3.9 to Err s 2,t for each s ∈ (0, T ) since S T −s f is bounded as we have seen in Corollary 3.8. Then we obtain that
To see its integrability in s, we rather use the intermediate form (53);
Since we know that
is integrable in (y, z) by (ii) of Theorem 3.6, we have on {τ < u},
By applying (i) and (iii) of Theorem 3.6, we see that it is dominated by Then by a similar calculation we did for II ′ 2 in the proof of Lemma 3.10, we obtain that 
Proof: We first note that, by Lemma 3.5,
The integral of the right-hand-side of (56) is reduced to one dimensinal one. In fact, the change of variables (z j , z 1 j , · · · , z d−1 j ) = ( y j , γ , y j , γ 1 · · · , y j , γ d−1 ) =: G(y j ) separates both the domain D and the heat kernel p as
Therefore, for each A ⊂ {a, · · · , n},
Since z i − k ≥ 0 for all i, we have in particular
Therefore, the integral of (57) is dominated by
We can further reduce the integral I A as follows: by the shift z j → z j + k,
and for an even function f ,
These two facts imply that
Even further, since the integral is invariant under the translations z i → −z i for i ∈ A,
We note that
where z = (z 1 , · · · , z n ), H A = (h ij ) is a symmetric matrix given by
Hence, we have
The proof will be complete if we show
We first show (60). For a fixed A, we choose i 1 , · · · , i l and j 1 , · · · , j l in the following way:
One can easily confirm that
(62)
One can also prove that
Here we only prove it for J 1 for j 1 > 1, by induction with respect to i 2 . Note that i 2 ≥ 3. Since
as desired. Other cases can be treated in the same way. By noting
and n j=j l −1 s j ≥ s n , we see that (61), (62) and (63) prove (60). Now we turn to a validation of (59). By the definition (58) of q, we notice that
where (H A ) nn is the nn-th cofactor matrix of H A . By the above observations on the determinants of H I k and H J k , we now see that
where J l is such that n ∈ J l . Then by (63), det (H J l ) nn det H J l = s n s j l + · · · + s n−1 s j l + · · · + s n ≤ s n .
Hence we have (59).
Then, by Lemma A.1, we have that
we need to show that D (|h 0 (s n , y n+1 , y n )| + |h 0 (s n , y n+1 , θ(y n ))|) |g(y n )|dy n = D |h 0 (s n , y n+1 , y n )||g(y n )|dy n + D c |h 0 (s n , y n+1 , y n )||g(θ(y n ))|dy n is dominated by
By Lemma 3.5, we know that D |h 0 (s n , y n+1 , y n )||g(y n )|dy n ≤ C 2 1 s |h 0 (s n , y n+1 , y n )||g(θ(y n ))|dy n
where γ i , i = 1, · · · , d − 1 are as in the proof of Lemma 3.10, we have that
.
We need to work only on the case y n+1 ∈ D c , where we now obtain
as desired.
A.9 Proof of (i) of Theorem 3.15
Proof: Take s i = u i − u i−1 for i = 1, · · · , n, both in Lemma A.1 and Lemma A.3.
A.10 Proof of (ii) of Theorem 3.15
A.10.1 Estimates of integral with respect to time variables
In this section, we give an estimate for an integral with respect to time variables of the bound given in Lemma A.1.
Lemma A.4 Let n ≥ 3. There exists a constant C 8 independent of n such that, for any A ⊂ {1, 2, · · · , n − 1},
Then, by Lemma A.5 below, we have
as desired. Here we can take C 4 which is greater than B( 1 4 , 1 4 ). We shall inductively apply (66) and (68) to obtain (64). Firstly, we have f A (s, t) ≤ (s − 1 2 τ 1 (A) + (1 − τ 1 (A)))T τ 2 (A) (g)(s, t)
Observe that, for m 1 ≥ 0, m 2 , · · · , m n > 0 and l 1 , · · · , l n > 0, with the convention that l 0 = 0, Since beta functions are decreasing in both variables, this bound is replaced with
Notice that 
Then, by taking ξ = δ 4 , A.11 Lemmas for Theorem 3.17
A.11.1 An Estimate for the integral of (qh) times S * Lemma A.7 For any x ∈ ∂D and n ≥ 2, it holds that 
where the constant C 3 is the one given in Theorem 3.6 (i). The first integral in (79) is estimated as follows:
On the other hand, 
