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Rotating neutron stars can emit continuous gravitational waves, which have not yet been detected.
We present a search for continuous gravitational waves from unknown neutron stars in binary systems
with orbital period between 15 and 45 days. This is the first time that Advanced LIGO data and the
recently developed BinarySkyHough pipeline have been used in a search of this kind. No detections
are reported, and upper limits on the gravitational wave amplitude are calculated, which improve
the previous results by a factor of 17.
Continuous gravitational waves (CWs) are non-
transient and nearly monochromatic gravitational waves
(GWs). Neutron stars can emit CWs through a variety
of mechanisms, such as rotation with elastic or magnetic
deformations (which may be sourced from accretion by a
companion), unstable r-mode oscillations, or free preces-
sion (see [1] or [2] for a recent discussion of different emis-
sion mechanisms). Close to their core, these stars have
density values equal or higher than the nuclear density,
which make them valuable objects to study the unknown
equation of state. Continuous waves also present an op-
portunity to test deviations from General Relativity, like
searching for extra polarizations of the waves [3] or find-
ing differences between the speed of GWs and the speed
of light [4]. Several searches for CWs, both from neutron
stars in isolated and binary systems, have been previously
carried out (see [5] for a recent review of CW searches),
although none have conclusively detected a CW signal.
Nonetheless, interesting upper limits have been produced
which already help to constrain some models of neutron
star shape [6].
All-sky searches look for emission of CWs from un-
known neutron stars in our galaxy, and complement the
targeted searches which focus on CWs from known pul-
sars. Since only a small percentage of the estimated
neutron star population has been detected as pulsars,
carrying out all-sky searches is important because such
a search could discover emission by highly asymmetric
neutron stars that have not been detected electromag-
netically as pulsars. These searches need to calculate the
Doppler modulation (produced by Earths rotation and
orbit around the Sun) for many sky positions, making
their computational cost orders of magnitude higher than
the cost of a targeted search. For this reason, the most
sensitive methods like matched filtering cannot be used
and semi-coherent methods that split the full observa-
tion time in smaller chunks (which are incoherently com-
bined) are routinely used. Semi-coherent methods do not
recover as much signal-to-noise ratio as coherent methods
do, but the number of templates that need to be searched
over in order to constrain the maximum mismatch be-
tween signal and template is greatly reduced, thus highly
decreasing the computational cost of the search. A recent
comparison between different semi-coherent methods is
shown in [7].
All-sky searches for neutron stars in binary systems
pose an even more difficult problem, since the parame-
ters that describe the orbit around the binary barycen-
ter also need to be included in the search parameters.
These searches are valuable, since approximately half of
the known pulsars with rotational frequencies above 20
Hz belong to binary systems. Until recently, there was
only one mature semi-coherent pipeline which could carry
out this type of search, called TwoSpect [8]. This pipeline
has been used once in a search for CW signals using the
S6 and VSR2-3 datasets [9], reporting no detections.
Recently, we developed a new pipeline called Bina-
rySkyHough (BSH) [10]. This pipeline is an extension of
the semi-coherent SkyHough pipeline [11], which has been
used in many past all-sky searches. It replaces the search
over the spin-down/up parameter of isolated sources for
the three binary orbital parameters characterizing differ-
ent possible circular orbits. As explained in [10], this
is computationally achievable due to both the usage of
the massive parallelization which GPUs (Graphical Pro-
cessing Units) provide and the computational advantages
employed by SkyHough. Initial tests indicate that the
BSH pipeline provides roughly two times more stringent
upper limits, although these tests have been done over
a smaller parameter space. In this letter we present the
first application to real data of this new pipeline. No
detections are reported, but the improved quality of the
datasets and the new pipeline allows us to improve the
upper limits by a factor of 17.
Signal model.— A neutron star with an asymmetry
around its rotation axis emits CWs, which produce a
time-dependent strain that can be sensed with interfer-
ometric detectors. The amplitude of this signal is given
by [12]:
h0 =
4pi2G
c4
Izzf
2
d
, (1)
where d is the distance from the detector to the source,
f is the gravitational-wave frequency (equal to two times
the rotational frequency),  is the ellipticity or asymme-
try of the star, defined by (Ixx − Iyy)/Izz, and Izz is the
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2moment of inertia of the star with respect to the principal
axis aligned with the rotation axis.
The time-dependence of the gravitational-wave fre-
quency is given by [10]:
f(t) = f0 + f0
~v(t) · nˆ
c
− f0apΩ cos [Ω(t− tasc)], (2)
where ~v(t) is the velocity vector of the detector, f0 is
the gravitational-wave frequency defined at some refer-
ence time, and ap, Ω and tasc respectively represent the
projected semi-major axis amplitude (in light-seconds),
angular frequency of the binary orbit and time of ascend-
ing node (the three parameters describing the binary or-
bit). This is the frequency-time pattern that we search,
which depends on six unknown parameters that need to
be explicitly searched over: f0, α (right ascension), δ
(declination), Ω, ap and tasc.
This model assumes a circular binary orbit, but as dis-
cussed in [10], our pipeline remains fully sensitive to sig-
nals with eccentricity less than 10−2. The model also as-
sumes that the neutron star does not suffer any glitches
during the observing time, and that the effect of spin-
wandering (stochastic variations on the rotational fre-
quency due to the accretion process) as estimated in
[13], if present, can be neglected. Although we don’t
explicitly search over a spin-down/up parameter, this
search is sensitive to sources with spin-down/up up to
(TcTobs)
−1 = 4.8 × 10−11 Hz/s (where Tc = 900 s is
the coherent time and Tobs = 23170808 s is the time
span of the datasets), since sources with this value or
lower wouldn’t change the frequency-time pattern by
more than a frequency bin, thus not producing any ob-
servable change. All known pulsars in binary systems
have spin-down values lower than this quantity [10].
Search.— To perform the main search we use the BSH
pipeline [10]. The full Advanced LIGO [14] O2 dataset
[15] (publicly available in [16]) is used, comprised of data
from the H1 (Hanford) and L1 (Louisiana) detectors
without segments that contain epochs of extreme con-
tamination (the used segments are listed in [17], where
the files with the “all” tag are selected). The O2 run
started on November 30 2016 and finished on August 25
2017. The H1 detector suffered from jitter noise, and a
separate data stream (which we use) that removes this
contamination was created in order to improve the am-
plitude spectral density of the detector (more details are
given in [18]). The H1 and L1 datasets include artificially
added signals, called hardware injections, which help to
test the performance of the detectors and the sensitivity
of the different search algorithms (although no hardware
injections with binary orbital modulation are present).
The parameters of the hardware injections are given in
[19]. Furthermore, these datasets contain several lines
and combs, described with more detail in [20]. These
disturbances, usually narrow in frequency, are problem-
atic because they can imitate and/or mask the signals
we are looking for, thus lowering the sensitivity of our
pipeline.
The input data, described as a signal plus additive
noise x(t) = h(t) + n(t), is converted to the frequency-
domain and kept as a collection of “Short Fourier trans-
forms” (SFTs). Each of these SFTs has a coherence time
Tc of 900 s, in order to constrain the gravitational-wave
signal in a single frequency bin and not lose power to
neighbouring bins (due to the two orbital modulations
which affect the searched signal) [10]. From these con-
straints, 14788 and 14384 SFTs from H1 and L1 are ob-
tained, making a total of NSFTs = 29172 which are ana-
lyzed together.
Table I shows the parameter space that has been
searched. We split the search in frequency bands of 0.1
Hz, each of these covering all the sky and the full range
of binary orbital parameters. The resolution for each of
these parameters is given by [10]:
δf0 =
1
Tc
, δΘ =
c
vTcfPF
, δap =
√
6m
piTcfΩ
,
δΩ =
√
72m
piTcfapΩTobs
, δtasc =
√
6m
piTcfapΩ2
, (3)
where v/c = 10−4, Θ represents both right ascension and
declination, m is a parameter which controls the resolu-
tion of the binary parameters and PF the resolution of
the sky position parameters. Different values for m and
PF (shown in table II) are selected depending on the fre-
quency, in order to have a manageable Random Memory
Access usage and a nearly constant number of templates
per 0.1 Hz band across the frequency range.
For each of these bands the main search returns a list
with a percentage of the most significant templates or-
dered by a detection statistic. Our pipeline is divided in
two main stages which use different detection statistics
(more details are explained in [10]). The top 5% tem-
plates in each 0.1 Hz band go to the second stage, and the
final toplist only contains 0.1% of the templates passed
to the second stage. The second stage of the search uses
a complementary set of SFTs, which is generated from
the initial set by moving the initial time of each SFT by
Tc/2 and creating a new SFT at each new timestamp (if
a contiguous set of data of Tc seconds exists). This pro-
cedure slightly increases the sensitivity of the procedure
as explained in [21].
After running the main search, a clustering procedure
is applied to the returned toplists. This procedure im-
proves the parameter estimation and allows us to reduce
the number of candidates that need to be followed-up.
For this search we use a clustering distance threshold of√
14 (as used in past searches), where the distance is de-
3Parameter Start End
Frequency [Hz] 100 300
Right ascension [rad] 0 2pi
Declination [rad] −pi/2 pi/2
Period [day] 15 45
ap [s] 10 40
Time of ascension [s] tmid - P/2 tmid + P/2
TABLE I. Ranges of the different searched parameters. Pe-
riod P is given by 2pi/Ω, and tmid is the mean between the
starting and ending times of the datasets.
Frequency range m PF
[100, 125) 0.4 1
[125, 150) 0.8 1
[150, 200) 1.4 1
[200, 250) 2.4 0.75
[250, 300) 3.4 0.75
TABLE II. Resolution parameters at different frequency
ranges.
fined as:
d2 =
(
∆f
δf
)2
+
(
∆x
δθ
)2
+
(
∆y
δθ
)2
+
(
∆ap
δap
)2
+
(
∆Ω
δΩ
)2
+
(
∆tasc
δtasc
)2
. (4)
Quantities in the denominator represent the resolution in
each dimension given by equations (3), and x and y are
the Cartesian ecliptic coordinates projected in the eclip-
tic plane. Clusters are found by calculating the distance
between all templates, and keeping a list with indices
of members with distances below the threshold. After-
wards, the center of each cluster is found as a weighted
(by power significance) sum for each of the six parame-
ters. We keep the 3 most significant clusters per 0.1 Hz
band, ordered by the maximum detection statistic value
of each cluster, only keeping clusters which have at least
3 members. This produces the list of 6000 outliers from
the main search, coming from the 2000 frequency bands.
The next step consists of applying vetoes to these
outliers in order eliminate the ones produced by non-
astrophysical sources. The first veto that we apply is the
lines veto, used in many past searches such as [19]. This
veto calculates the frequency-time pattern for each out-
lier and checks if it crosses any frequency where there is
a known line or comb, listed in [20]. After applying this
veto only 4937 outliers remain.
In order to follow-up these outliers, we use the strat-
egy of repeating the search in multiple steps with an in-
creased coherence time (still using a semi-coherent ap-
proach) and a reduced range of parameter uncertainty. If
the outlier is produced by a real astrophysical signal, the
detection statistic will keep increasing, while the same
behaviour is not expected for Gaussian noise. The multi-
detector F-statistic (the frequentist maximum-likelihood
statistic), derived in [12] and [22], can be used to per-
form searches with longer coherence times without losing
power to neighbour frequency bins. The computational
cost of a gridded F-statistic search over six parameters
for such a long dataset would be too high, and for this
reason we need to use a method with stochastic place-
ment of templates.
The procedure outlined in [23] and [24] consists of us-
ing a tempered ensemble walker MCMC algorithm (called
ptemcee [25]) to draw samples of the F-statistic and con-
verge to the true signal parameters. To use this proce-
dure, the coherent time and the width in each dimension
around the cluster center that we want to follow need
to be selected. Wider regions will achieve a higher rate
of detected signals, since the centers of the clusters can
be located at several bins from their true location, but
they will incur in higher computational costs because to
reach convergence of the MCMC algorithm the number
of steps and/or walkers needs to be increased. The same
happens with Tc: longer times are able to achieve higher
sensitivity, but they require more steps to converge.
The behaviour of the follow-up is characterized by
adding simulated signals (called injections) to the
datasets. We use 4573 injections at 4 different values
of h0 and 10 different non-disturbed frequencies. The
h0 values are located near the 95% detection efficiency
point, which is derived later. Firstly, we run BSH to ob-
tain the clusters for each injection, and then we follow-up
with Tc = 60000 s (the number of segments is 387) the
injections whose cluster’s centers are within 5 bins of the
true parameters (the injections which count as detected
by BSH). All but 9 injections are recovered with a semi-
coherent F-statistic value 2Fsum of more than 2000. This
value is used as a threshold for the follow-up of the out-
liers, which implies a false dismissal of 9/4573 = 0.1%.
From the 4937 outliers, only 27 have 2Fsum values
above the threshold, listed in [26], grouped around 8 dif-
ferent frequency regions. Before running the next stage
of the follow-up, we inspect them carefully. This reveals
that for the outliers at 7 of these frequency regions, the
detection statistic in one of the detectors is much higher
than in the other one, and that most of it is accumulated
during a small portion of the run. These outliers can be
safely attributed to disturbances which were present for a
short time, thus for this reason they are not present in the
lines and combs database (since it is obtained by using
a mean amplitude spectral density of the full observing
run).
The outliers remaining at the frequency region around
190.6 Hz, present similar 2Fsum values in both detectors,
but also accumulate their statistic during a short portion
of the run. After a closer inspection, these outliers seem
to be generated by one of the hardware injections present
in the data: the recovered parameters make the template
4FIG. 1. Upper limits on the gravitational wave amplitude
h0 at 95% confidence to isotropically polarized signals. The
middle blue trace with an envelope shows the BinarySky-
Hough results and their uncertainty, the upper dashed-orange
trace shows the S6/VSR2-3 results produced by the TwoSpect
pipeline [9], and the bottom dotted-green trace shows the re-
sults for the O2 CW all-sky search for isolated neutron stars
using the SkyHough pipeline [19].
closely resemble the frequency-time pattern of the hard-
ware injection during a few days, and due to their huge h0
values, a high value of the detection statistic is accumu-
lated even for such short fractions of the run. Thus, all
search outliers are caused by non-astrophysical sources
and are vetoed. No astrophysical signals are confidently
detected in this search.
Results.— Although no detections are reported, we set
upper limits on the gravitational-wave amplitude. Again,
signals are added to the datasets in 10 different non-
disturbed frequency bands at 4 different sensitivity depth
D = √Sn/h0 values (where
√
Sn is the amplitude spec-
tral density), using 300 signals per depth and frequency.
For each of them we calculate the efficiency, which is
the number of detected signals divided by the number
of injected signals. This procedure takes into account
the first stage of the follow-up, where only the injections
which obtain a F-statistic value above the threshold are
counted as detected, and it is also required that the in-
jection cluster has a maximum detection statistic higher
than the maximum detection statistic of the third cluster
found in that 0.1 Hz frequency band, because otherwise
it would not have been detected. Then, at each of the 10
frequency bands a linear fit is done and the 95% sensitiv-
ity depth value is found. Although the resolution param-
eters (as shown in table II) decrease with frequency, the
sensitivity depth at which we achieve a 95% efficiency is
not greatly reduced, as explained in [10]. For this reason,
we calculate the mean between the 10 frequency bands
and use that sensitivity depth to calculate a unique upper
FIG. 2. Detectable ellipticity at 95% confidence, given by
equation (6), as a function of gravitational-wave frequency
for neutron stars at 10 pc (bottom trace), 100 pc, 1 kpc and
10 kpc (upper trace) for a canonical moment of inertia Izz =
1038 kg·m2 (regular traces) and Izz = 3× 1038 kg·m2 (dashed
traces).
limits trace. The result is D95% = 18.5± 2.1 Hz−1/2.
The upper limits are shown in figure 1 (they are only
strictly valid in frequency bands where lines or non-
Gaussianities are not present, a list with the non-valid
frequency bands is presented in [26]). It can be seen
that the lowest gravitational-wave amplitude is located
around 4× 10−25 near 170 Hz. This figure shows a com-
parison with the previous upper limits obtained by ana-
lyzing data from S6 and VSR2-3, discussed in [9]. The
sensitivity to h0 scales as [27]:
h0 ∝
√
Sn
Tc
N∼0.25SFTs . (5)
At 150 Hz, for S6 the amplitude spectral density was
around 2× 10−23 Hz−1/2, which compared to O2 (∼7×
10−24 Hz−1/2) gives a factor ∼3 of improvement. The S6
run covered a longer calendar period than O2, but the
duty cycle was worse so the overall NSFTs factor from
each run is comparable. Therefore, the improvement of
∼17 that can be seen in the figure is due primarily to
the improved detector data set as well as using the new
BSH pipeline. An important distinction remains that
this search covers a much smaller parameter space com-
pared to the previous TwoSpect S6/VSR2-3 search. A
more complete comparison would need to take this dis-
tinction into account. Figure 1 also shows the previously
published results for the O2 all-sky search for CWs from
isolated systems using the SkyHough pipeline [19]. The
upper limit results presented here for CWs from sources
in binary systems is only a factor of ∼2 worse, which is
a new achievement for this type of search.
The 95% upper limits on h0 can be converted to upper
5limits on ellipticity  by using equation (1):
95% =
c4
4pi2G
h95%0 d
Izzf2
. (6)
These results are shown in figure 2, where different val-
ues for the moment of inertia and distances are used.
Assuming the canonical moment of inertia of Izz = 10
38
kg·m2, for sources at 1 kpc emitting CWs at 300 Hz the
ellipticity can be constrained at  < 5× 10−6; at 100 Hz,
 < 4×10−5, while at 0.1 kpc and 300 Hz,  < 4×10−7. If
we assume Izz = 3×1038kg·m2 (as could be due to higher
masses or larger radii), these upper limits are even more
stringent, as shown by the dashed traces in this figure.
For example, at 0.1 kpc and 200 Hz,  < 3× 10−7, while
at 0.01 kpc and 300 Hz  < 2 × 10−8. Several stud-
ies indicate that neutron stars should be able to support
ellipticities greater than 10−5 [6], making our results in-
teresting in terms of constraining the asymmetry which
neutron stars in binary systems have.
The main search done by the BSH pipeline took 10000
CPU-hours to complete (by using a Power9 8335-GTH
+ Tesla V100 GPU combination), which is a very small
cost. The O2 data could be further searched for signals
in other regions of parameter space, both at higher fre-
quencies and at lower and higher orbital periods. This
could also be done with the next set of Advanced detec-
tors O3 data, which will have an improved noise floor
that will produce even tighter upper limits and enhance
the possibilities of detection.
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FIG. 1. 2Fsum values for all the 4937 outliers which have
been followed-up. The red dashed line marks the threshold
at 2000.
FOLLOW-UP PLOTS
We show the 2Fsum values for all the outliers in figure
1. Furthermore, figure 2 shows the 2Fsum values for the
injections. The threshold at 2Fsum = 2000 is marked
with a dashed red line in both plots. Due to the small
number of outliers which are above 2000, outliers which
are slightly below 2000 are also manually followed-up and
they also appear in table I.
SENSITIVITY DEPTH ESTIMATION
Figure 3 shows the 95% sensitivity depth points found
for the 10 0.1 Hz frequency bands, the mean calculated
from these 10 points and two sets of green and red lines,
which mark one and two standard deviations respectively.
The 95% sensitivity depth point for an extra set of 10
frequency bands has been calculated in order to validate
the results. All the new points fall inside the range given
by the two standard deviation range. Figure 4 shows an
example of the linear fit found at a particular frequency
band.
FIG. 2. 2Fsum values for all injections done at 10 different
frequency bands, with 4 different sensitivity depth values per
frequency band. The total number of injections is 4573, and
9 of them are above 2000.
FIG. 3. 95% sensitivity depth points for the injections done
at 10 different frequency bands. The green and red lines mark
the position of one and two standard deviations respectively.
VALID UPPER LIMITS FREQUENCY BANDS
As mentioned in the main paper, the 95% sensitivity
depth value is only valid at 0.1 Hz frequency bands which
show a Gaussian behaviour. As the non-Gaussianity of a
band increases, the values of the detection statistic also
ar
X
iv
:2
00
1.
08
41
1v
1 
 [g
r-q
c] 
 23
 Ja
n 2
02
0
2FIG. 4. Example of a fit at 127.8 Hz. The four blue crosses
show the efficiencies obtained at sensitivities of 14, 18, 22
and 26 Hz−1/2, while the green cross shows the fitted 95 %
efficiency point. The orange trace shows the linear fit, while
the two surrounding traces show the 1-σ envelope, from which
the 1-σ error for the 95% point is obtained.
FIG. 5. Minimum value of the detection statistic obtained in
the final toplist for each 0.1 Hz frequency band. The dashed
red line at 8.3 marks the threshold.
increase, making the detection of a signal producing the
same detection statistic harder than in a regular band,
since the final toplist will not include it. Bands with non-
Gaussian behaviour are usually produced by lines and
combs as discussed in the main text or by short-duration
glitches which elevate the noise floor of the detector over
a wide frequency band.
A method to localize such frequency bands is to plot
the minimum value of the detection statistic sP for all
frequency bands, as figure 5 shows. We set an empirical
threshold of 8.3, marked with a red line in the plot. 75
out of the 2000 bands have a value higher than 8.3, and
we claim that for these bands the sensitivity depth might
be smaller than the value found for Gaussian bands, al-
though we do not present a quantitative study of this
effect.
These are the 0.1 Hz non-Gaussian frequency bands:
[100.0, 100.2, 100.6, 100.8, 102.5, 102.7, 104.6, 104.8,
104.9, 105.6, 107.0, 107.1, 107.2, 107.3, 109.9, 110.0,
111.1, 111.5, 113.9, 114.0, 119.2, 119.5, 119.8, 119.9,
120.0, 120.4, 128.5, 130.8, 130.9, 133.3, 139.9, 140.0,
140.2, 145.8, 154.7, 161.3, 166.6, 173.8, 173.9, 176.2,
176.3, 176.6, 176.7, 178.5, 179.3, 179.4, 179.9, 180.0,
185.6, 192.5, 192.6, 197.5, 197.6, 197.7, 197.8, 197.9,
199.8, 199.9, 200.0, 226.6, 226.7, 226.8, 227.6, 227.7,
227.8, 246.2, 265.5, 265.6, 299.1, 299.3, 299.4, 299.5,
299.6, 299.7, 299.9].
TABLE OF OUTLIERS
See table I.
3Frequency α δ ap P tasc 2Fsum Description
[Hz] [rad] [rad] [s] [s] [GPS]
100.22026 0.013 -0.608 13.90 3913534 1176008851 2027.90 Short disturbance in H1
100.21259 -1.205 -0.585 14.26 3316110 1175772093 1992.96 Short disturbance in H1
100.22268 1.639 -0.857 13.42 1833880 1176635113 1963.22 Short disturbance in H1
103.09979 2.718 0.051 24.74 3824964 1175503115 2003.03 Short disturbance in L1
145.79107 -2.818 0.498 21.59 3429767 1174617540 1987.54 Hardware injection
145.86610 -2.410 0.797 11.98 3142246 1174797410 1978.52 Hardware injection
145.90148 2.285 1.300 9.71 3671138 1176001528 1982.27 Hardware injection
145.92549 2.487 1.335 9.62 3349536 1175854186 1981.71 Hardware injection
166.66391 1.402 -1.459 10.32 2295263 1176280470 2059.17 Short disturbance in H1
166.64618 -1.237 -1.102 12.48 2228943 1175181758 1974.85 Short disturbance in H1
173.89725 -0.263 -1.045 21.01 3229318 1177345010 3254.80 Short disturbance in H1
173.87984 -0.354 -0.766 34.48 1764911 1175470277 3436.08 Short disturbance in H1
173.89072 -0.458 -0.944 28.90 2411275 1176754746 3383.46 Short disturbance in H1
173.90550 -0.302 -0.879 13.32 2246880 1175817043 3411.56 Short disturbance in H1
173.91856 -0.441 -0.632 27.44 1671568 1176760037 3339.30 Short disturbance in H1
173.90720 0.084 -0.671 18.69 1723682 1176402358 3211.92 Short disturbance in H1
176.68644 2.112 -0.876 33.65 1517400 1176111051 2561.38 Short disturbance in H1
176.66651 2.186 -0.923 32.46 1633407 1176627316 3021.95 Short disturbance in H1
176.68301 3.056 -0.616 32.97 1501423 1176061869 2890.82 Short disturbance in H1
176.69951 2.568 -0.906 23.70 1957761 1176132478 3096.21 Short disturbance in H1
176.71434 2.319 -0.835 33.67 1408988 1175655939 2943.29 Short disturbance in H1
176.70635 2.273 -0.852 35.86 2278473 1176412120 3061.56 Short disturbance in H1
182.02284 2.498 -0.156 18.15 3410134 1175957444 1962.52 Short disturbance in L1
182.02969 -1.035 -0.182 31.57 2480680 1176772000 2071.28 Short disturbance in L1
182.03574 -0.933 -0.128 18.23 2109858 1177216961 2105.25 Short disturbance in L1
182.62066 1.298 1.317 28.20 2041602 1176047775 1952.68 Short disturbance in L1
185.68991 -0.789 0.054 12.48 3641071 1174370500 3376.22 Short disturbance in L1
185.68562 -1.285 -0.012 18.75 2824333 1176879812 3125.18 Short disturbance in L1
185.68693 -1.074 0.118 19.24 2941083 1177477791 3248.15 Short disturbance in L1
185.70359 -0.592 -0.026 29.14 3721385 1176232839 3348.67 Short disturbance in L1
185.70019 -0.833 -0.110 21.53 3050708 1177293756 3385.85 Short disturbance in L1
185.70054 -0.217 0.100 10.33 2492984 1177394628 3375.33 Short disturbance in L1
190.54188 -0.187 -0.530 17.26 3815778 1176611444 2452.27 Hardware injection
190.58117 -0.363 -0.446 15.56 3738116 1176003880 2347.43 Hardware injection
190.64508 -1.080 -0.185 9.78 2901531 1177606154 1999.52 Hardware injection
190.69765 0.044 0.051 12.33 3354700 1177521960 2261.82 Hardware injection
190.69851 0.167 0.039 13.66 3621201 1174548675 2383.19 Hardware injection
TABLE I. Outliers found by this search. All of them can be ascribed either to a hardware injection or to a noise disturbance.
The parameters correspond to the center of the cluster returned by the follow-up stage. The 2Fsum column shows the summed
semi-coherent F-statistic over segments of the top candidate obtained at the first stage of the follow-up. The reference time
for these parameters is 1164562334 GPS.
