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ON SOME NORM FORM EQUATIONS.
F. AMOROSO, D. MASSER AND U. ZANNIER
1. Introduction
In this article, we develop a new method to treat some norm form equa-
tions. The method uses in an essential way the main result of [1], i. e. height
bounds for the solutions of equations in a multiplicative torus, varying in a
pencil.
A highlight example is given by a family of Thue equations which goes
back to Thomas [7]. Let d ≥ 3 and A1(T ), . . . , Ad−1(T ) ∈ Z[T ] be monic
polynomials of degrees satisfying
0 < deg(A1) < · · · < deg(Ad−1)
We consider the polynomial
ΦT (X,Y ) = X(X −A1(T )Y ) · · · (X −Ad−1(T )Y ) + Y d.
We are interested in the diophantine equation Φt(x, y) = 1, to be solved
in t, x, y ∈ Z. Observe that ΦT (X,Y ) = 1 has trivial functional solutions,
namely
(X,Y ) = (1, 0), (0, 1), (A1(T ), 1), . . . , (Ad−1(T ), 1).
Thomas [7] conjectures that the only solutions of Φt(x, y) = 1 are given by
specializations of the above functional solutions, provided that t is a suffi-
ciently large natural integer. He proves his conjecture for d = 3 under some
assumptions on the growth of A1 and A2. Later on, Heuberger [4], proves
the conclusion of Thomas general conjecture, under some quite involved
degree conditions. Their results are obtained essentially as an application
of Baker’s estimates for linear forms in logarithms, as for the case of fixed
Thue’s equations; various devices allow to treat the equations uniformly in
the integer parameter t.
Surprisingly enough, Ziegler [9] found a functional counterexample to
Thomas conjecture. If A1(T ) = T and A2(T ) = T
4 + 3T , then
X(T ) = T 9 + 3T 6 + 4T 3 + 1, Y (T ) = T 8 + 3T 5 + 3T 2
is a solution of X(X −A1Y )(X −A2Y ) + Y 3 = 1.
In the same paper, Ziegler considers the more general functional equation
(1.1) X(X −A1(T )Y )(X −A2(T )Y ) + Y 3 = a, a ∈ C∗ fixed
with A1, A2 ∈ C[T ] such that 0 < deg(A1) < deg(A2). This equation has
trivial solutions (X,Y ) = (b, 0), (0, b), (bA1, b), (bA2, b) for b ∈ C, b3 = a.
He shows that for fixed A1, the set of (A2, X, Y ) ∈ C[T ]3 such that (X,Y ) is
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a non-trivial solution has cardinality at most 16452. (Note that this bound
can be sharpened using the results of [8] Moreover, he proves that (1.1) has
no nontrivial functional solutions if A1, A2 are non-constant polynomials
such that deg(A2) > 34 deg(A1). Then he generalizes in [10] this last result
to an arbitrary degree d, showing that Thomas equation has no nontrivial
functional solutions if deg(Ad−1) > cd deg(Ad−2) for an explicit cd ∈ N.
In this paper we develop a new approach to treat families of norm form
equations. We do not use Baker’s method, applying instead a recent spe-
cialization theorem of the authors ([1, Theorem 1.4]). This allows us to
prove that, under suitable assumptions, all solutions of a norm form dio-
phantine equation over an algebraic function field come from specialization
of functional solutions. For instance for Thomas cubic equation we get, as
a corollary of Theorem 2.2:
Theorem 1.1. All diophantine solutions (t, x, y) ∈ Z3 of Thomas cubic
equation
X(X −A1(T )Y )(X −A2(T )Y ) + Y 3 = 1
(with A1, A2 ∈ Z[T ], 0 < deg(A1) < deg(A2)) for t ∈ N (effectively) large
enough, are specializations of functional solutions (X(T ), Y (T )) ∈ Z[T ]2.
By Ziegler’s result [9], Theorem 1.1 confirms Thomas conjecture in de-
gree 3, under the assumption deg(A2) > 34 deg(A1), which is weaker than
Heuberger condition on the degrees or Thomas original growth condition.
Our method apply to more general norm form equations, as described in
the next section.
2. Main Results
Let P ∈ Z[T,X] be an irreducible polynomial, monic of degree d in X.
We denote by ξ ∈ Q(T ) a root, ξ(1), . . . , ξ(d) its conjugates over Q(T ) and
we let K0 := Q(T, ξ). Its normal closure K̂0 = Q(T, ξ(1), . . . , ξ(d)) corre-
sponds to an algebraic curve C with a rational map T : C → P1. For t ∈ N
sufficiently large (i. e. for t ≥ t0, where t0 effectively depends only on F ) we
choose once and for all a point pt of C above t ∈ A1, i.e. such that T (pt) = t.
This defines a specialization map which sends u ∈ K̂0 to ut := u(pt) ∈ Q.
We are interested in the norm form equation
(2.1) Norm(x0 + x1ξt + · · ·+ xd−1ξd−1t ) = 1
to be solved in integers t, x0, . . . , xd−1. We can obviously assume t > 0. For
t ∈ N large the numbers r1 and 2r2 of real and imaginary immersions of
the number field Q(ξt) are both constants. This can be seen looking at sign
changes, see Lemma 3.2. As usual, we let r = r1 + r2 − 1.
Note that (Z[T, ξ]∗)t ⊆ Z[ξt]∗. We make the following two assumptions.
Assumption 2.1.
1) The field Q is algebraically closed in K̂0.
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2) There exists multiplicatively independent elements u1, . . . , ur of Z[T, ξ]∗.
The assumption 1) is a ‘generic’ one. The most stringent assumption is
2), which however is basic to the context that we are studying. By the two
assumptions above, the index [Z[ξt]∗ : (Z[T, ξ]∗)t] is finite for large t (see
Lemma 3.3 2) ), and moreover uniformly bounded (see Theorem 2.3).
As a first consequence of the specialization theorem [1, Theorem 1.4]) we
get:
Theorem 2.2. Let us assume 2.1. Let W ⊆ Ad be a proper subvariety
defined over Q(T ). Then there exists an effective t0 > 0 such that for t ≥ t0
with
Z[ξt]∗ = (Z[T, ξ]∗)t,
the solutions (x0, . . . , xd−1) ∈Wt(Z) of
(2.2)
d∏
j=1
(x0 + x1σj(ξt) + · · ·+ xd−1σj(ξt)d−1) = 1
are specializations of functional solutions X = (X0, . . . , Xd−1) ∈ W (Z[T ])
of
(2.3)
d∏
j=1
(X0 +X1σj(ξ) + · · ·+Xd−1σj(ξ)d−1) = 1.
For Thomas cubic equation (thus P (T,X) = X(X−A1(T ))(X−A2(T ))+1
with A1(t), A2(t) ∈ Z[T ] monic polynomials satisfying 0 < deg(A1) <
deg(A2)) it is known by Thomas itself ([7, Lemma (4.11)]) that ξ, ξ − A1
is a fundamental system of units of the order Z[ξt], if t ∈ N is (effectively)
sufficiently large. Since Q(ξt) is totally real r = 2 and we see that the index
[Z[ξt]∗ : (Z[T, ξ]∗)t] is one. Thus Theorem 2.2 implies immediately Theo-
rem 1.1 on cubic Thomas equations, taking W = {x2 = 0}.
Another example of application of Theorem 2.2 was already in [1] (without
proof). Let ξ = (T 3 − 1)1/3 and consider the equation
(2.4) Norm(x− yξt + ξ2t ) = x3 − (t3 − 1)y3 + 3(t3 − 1)xy + (t3 − 1)2 = 1.
It is easy to see that the group of units of the ring Z[ξt] is generated by
±1 and ξt − t, at least for large t ∈ N. Indeed, if u − t is say the square
of a unit a + bu + cu2 (with u3 = t3 − 1) then taking the conjugates of
a+ bu+ cu2 =
√
u− t and solving for a, b, c gives |b|  t−1/2 and so b = 0
for large t. Similarly |c|  t−3/2 so c = 0. Now the unit is a, so |a| = 1 an
absurdity. Thus Z[ξt]∗ = (Z[T, ξ]∗)t. Moreover the equation
X3 − (T 3 − 1)Y 3 + 3(T 3 − 1)XY + (T 3 − 1)2 = 1
has no functional solutions X, Y ∈ Z[T ]. Thus the equation (2.4) has no
solutions if t ∈ N is (effectively) sufficiently large.
For a Thomas equation of degree d > 3, the results of [3, section 2]
show that if t is sufficiently large and Q(ξt) is a primitive extension, then
ξt, ξt − A1(t), . . ., ξt − Ad−2(t) generate a subgroup of uniformly bounded
4 F. AMOROSO, D. MASSER AND U. ZANNIER
rank of Z[ξt]∗. Applying the theory of Hilbertian fields and of thin sets,
primitivity is proved for almost all choice of the parameters (see again [3]).
Here we prove a a uniform bound for the index valid for all sufficiently
large t.
Theorem 2.3. Let us assume 2.1. Then, there exist effective t1, I ∈ N such
that [Z[ξt]∗ : (Z[T, ξ]∗)t] ≤ I for t ≥ t1.
This result allow us to prove a completely (i. e. without assumption on the
index) effective description of the solutions of the norm form equation 2.1
at the price of a more technical statement. Let σ1, . . . , σd be the Q(T )-
immersions of K0 := Q(T, ξ) in an algebraic closure K0 and consider the
linear isomorphism Ψ: K0
d → K0d be the linear isomorphism
Ψ(X) =
( d−1∑
i=0
Xiσ1(ξ)
i−1, . . . ,
d−1∑
i=0
Xiσd(ξ)
i−1).
By Theorem 2.3, [Z[ξt]∗ : (Z[T, ξ]∗)t] is uniformly bounded for t ≥ t1.
Thus l := lcmt≥t1 [Z[ξt]∗ : (Z[T, ξ]∗)t] is well defined and can be effectively
bounded.
Theorem 2.4. Let us assume 2.1. Let W ( Ad be a subvariety defined over
Q(T ). Then there exists an effective t2 ∈ N such that for t ∈ N, t ≥ t2, the
solutions (x0, . . . , xd−1) ∈ Wt(Z) of (2.2) are specializations of functional
solutions X = (X0, . . . , Xd−1) ∈W (K0) of (2.3) satisfying moreover
(2.5) Ψ−1
(
Ψ(X)l
) ∈ Z[T ]d.
Let’s come back to the index. the following question arises naturally:
Problem 2.5. Does there exists a t1 ∈ N such that Z[ξt]∗ = (Z[T, ξ]∗)t for
t ≥ t1?
By Theorem 2.2, a positive answer to this question would give a simple
description of the solutions of the norm form equation 2.1. We shall consider
in detail this question in a forthcoming article.
3. Notations and auxiliary results
We shall consider various function fields corresponding to (smooth models
of) projective curves, denoted Cfield. They are not necessarily absolutely
irreducible, since we shall sometimes work by adding to Q the field of `-th
roots of unity. We shall speak of points of a field referring to geometric points
of the corresponding curves. A place v of a function field F corresponds to
deg(v) geometric points of CF (Q), conjugates by Galois action. Thus, given
an extension E/F of function fields and a place v of F , the number of points
of E over a point p of CF corresponding to a place v is
∑
w | v f(w|v), where
the sum is over the places w of E above v and where f(w|v) is the inertial
degree.
For t ∈ N (we exclude the finitely many ramified ones from our discussion)
we choose once and for all a point pt above t. This pt should be in general
a place of a field L, containing functions to be calculated at pt. We denote
by Lt := Q(pt) the specialized field, i. e. the residue field of L by the place
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defined by pt (thus Lt = {ut |u ∈ L}), and similarly for other functions and
rings.
Let now assume L/Q(T ) normal. Corresponding to t and the chosen point
pt of CL we have a decomposition group ∆t = ∆L/Q(T ),pt ⊂ Gal(L/Q(T )).
(We may also have a decomposition group e.g. over some other constant
subfield over which the curve is defined.) Recall that this is the subgroup of
Gal(L/Q(T )) which stabilizes the Galois orbit of pt over Q (and thus fixes
the place corresponding to this Galois orbit).
Remark 3.1. For non ramified points the group ∆t is isomorphic (see [5]
and [6, Theorem 3.8.2]) to the Galois group of Lt/Q, the isomorphism being
given by
∆t → Gal(Lt/Q)
σ 7→ σ˜
where
σ˜(ut) = σ(u)t
for u ∈ L.
Let, as in the previous section P ∈ Z[T,X] be an irreducible polynomial,
monic of degree d in X. and ξ ∈ Q(T ) one of its roots with conjugates
ξ(1), . . . , ξ(d) over Q(T ). We recall that K0 = Q(T, ξ) and K̂0 is its normal
closure over Q(T ). We let Γ0 = Gal(K̂0/K0).
Lemma 3.2. For large t ∈ N, the number r1(t) of real immersions of the
number field Q(ξt) is constant.
Proof. This is an easy consequence of Sturm’s Theorem. Let us consider P
as a polynomial with coefficients in Q(T ) and perform the Sturm’s sequence
Pi with P0 = P , P1 = P
′ and, for i ≥ 1, Pi+1 = −rem(Pi−1, Pi), denoting
by rem the remainder of the euclidean division. Then, for each i and for
large t > 0, the sign of the specialization at t of the leading coefficient of Pi
is constant, proving that the number of real roots of x 7→ P (t, x) does not
depend on t.

According to this lemma, we let r1 and 2r2 the numbers of real and imag-
inary immersions Q(ξt) (for t ∈ N sufficiently large), and r = r1 + r2 − 1.
In the sequel of this section we tacitly assume 2.1.
Let E be an intermediate extension Q(T ) ⊆ E ⊆ K0 and u be a primitive
element for E, i. e. E = Q(T, u). Then Et = Q(ut) for t ∈ N with t
sufficiently large with respect to u. Point 7) in Lemma 3.3 below, which
is the main point in the lemma, will provide a uniform statement for units
u ∈ Z[T, ξ]∗.
Lemma 3.3. For t ∈ N sufficiently large (effectively) the following holds
(recall ξ = ξ(1)):
1) Z[T, ξ(1), . . . , ξ(d)]∗ ∩Q = {±1}.
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2) The specializations at t of multiplicatively independent units of
Z[T, ξ(1), . . . , ξ(d)]∗ remain multiplicatively independent.
3) rankZ[ξt]∗ = rankZ[T, ξ]∗ = r
4) K0,t = Q(ξt) and [K0,t : Q] = d.
5) Let E/Q(T ) be a subextension of K0/Q(T ). Then we have [Et : Q] =
[E : Q(T )].
6) For c1, . . . , cd−1 ∈ Q(T ) let u := c0 + c1ξ + · · · + cd−1ξd−1 ∈ K0. Let us
assume u to be regular at t and ut = 0. Then c1, . . . , cd−1 vanish at t.
7) Let µ ∈ Z[T, ξ]∗. Then Q(T, µ)t = Q(µt).
Proof. To show 1), note that the algebraic functions in Z[T, ξ1, . . . , ξd]∗
specialize at pt to algebraic units, since the (ξi)pt are algebraic integers. Since
the constants functions in Z[T, ξ1, . . . , ξd]∗ are in Q (by Assumption 2.1 1)
they must lie in Z∗ = {±1}.
Assertion 2) follows from [2, Theorem 1’], since units in Z[T, ξ1, . . . , ξd]
multiplicatively independent are multiplicatively independent modulo con-
stants by 1).
To prove 3), let s1 ≤ r1 be the number of real roots of the irreducible factor
(over Q) of P (t,X) vanishing at ξt, whereas let 2s2 be the number of com-
plex non-real roots, so s2 ≤ r2. By Assumption 2.1 2) ρ := rankZ[T, ξ]∗ ≥ r.
Let u1, . . . , uρ ∈ Z[T, ξ]∗ multiplicatively independent. By 2), their special-
izations at t yield multiplicatively independent units of Z[ξt]. By the above
inequalities and by the easier part of Dirichlet’s theorem, we then have
r ≤ ρ ≤ rankZ[ξt]∗ ≤ s1 + s2 − 1 ≤ r.
Thus rankZ[ξt]∗ = rankZ[T, ξ]∗ = r (and r1 = s1, r2 = s2).
We have already pointed out that K0,t = Q(ξt) for t ∈ N sufficiently large.
Moreover, the argument above shows that [Q(ξt) : Q] = s1+2s2 = r1+2r2 =
d. This proves 4).
Equality 5) for an arbitrary subextension E/Q(T ) follows as a conse-
quence of 4), taking into account that if the degree drops on specializing E,
the same would happen for K0.
To prove 6), let m ∈ Z be the least integer such that (T − t)mci are all
regular at t. Thus the specializations (T − t)mci at t are defined and not
all zero. Let us assume by contradiction that at least one of the ci’s does
not vanish at t. Then m ≥ 0 and (T − t)mu specializes to 0 at t. This gives
a non trivial Q-linear combination of 1, ξt, . . . , ξd−1t vanishing, contrary to
assertion 5) of this lemma.
We finally prove 7). Note first that the units in Z[T, ξ]∗ form a finitely
generated group, therefore all the specialization at t will be defined for t
large enough. Let E = Q(T, µ). It is clear that µt ∈ Et. We have to prove
that Et ⊆ Q(µt), or equivalently by Galois’ Theory, that Gal((K̂0)t/Q(µt))
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fixes Et. Let g ∈ Gal((K̂0)t/Q(µt)) ⊆ Gal((K̂0)t/Q). By Remark 3.1, we
can identify g to an element of the decomposition group ∆ = ∆
K̂0/Q(T ),pt
.
Thus µt = g(µt) = g(µ)t. By 2), if t is sufficiently large (w.r. to the finite
rank subgroup Z[T, ξ1, . . . , ξd]∗ and thus uniformly in µ) we have g(µ) = µ.
But then g fixes E and g ∈ ∆ ∩Gal(K̂0/E). Thus g fixes Et, the fixed field
in K̂0t of ∆ ∩Gal(K̂0/E) (viewed as a subgroup of Gal(K̂0t/Q)).

Let us now fix a subextension E/Q(T ) of K0/Q(T ), of degree d′ ≤ d.
We recall that, by Lemma 3.3 5) [Et : Q] = d′ for t ∈ N sufficiently large.
We set R := Q[T ] and OE := E ∩ Q[T, ξ]. This OE is a finitely generated
torsion-free module of rank d′ over the principal domain R, and therefore
there exists a R-basis, ω1, . . . , ωd′ . Clearly such a basis is also a basis for
the vector space E/Q(T ).
Lemma 3.4. There exists an integer δ 6= 0 such that, for t ∈ N sufficiently
large and u0 ∈ Z[ξt] ∩ Et,
δu0 ∈ Zω1t + . . .+ Zωd′t.
Proof. Let V be theQ(T )-vector subspace ofQ(T )d made up of the vectors
c = (c0, . . . , cd−1) ∈ Q(T )d such that c0 + c1ξ+ · · · cd−1ξd−1 ∈ E. For t ∈ N,
let us denote by Vt the vector space over Q obtained by specializing at t the
elements of V (those defined at t). Then we assert that
(3.1) Vt = {(b0, . . . , bd−1) ∈ Qd | b0 + b1ξt + · · ·+ bd−1ξd−1t ∈ Et}.
Indeed, to prove the non trivial inclusion “⊇”, let b = (b0, . . . , bd−1) ∈
Qd be a vector in the set on the right, i. e. such that the specialization
of v := b0 + b1ξ + · · · + bd−1ξd−1 is in Et. Then vt = ut for some u =
c0(T ) + c1(T )ξ + · · ·+ cd−1(T )ξd−1 ∈ E regular at t. Since u− v specializes
at 0, Lemma 3.3 6) shows that b = c(t) ∈ Vt as desired.
Equation (3.1) in particular implies that
(3.2) dimQ Vt = [Et : Q] = d′ = [E : Q(T )] = dimQ(T ) V.
Let now Λ := V ∩Rd. Hence, defining A1, . . . ,Ad′ ∈ Rd by
ωi = Ai,0 +Ai,1ξ + · · ·+Ai,d−1ξd−1, i = 1, . . . , d′,
we have that actually A1, . . . ,Ad′ is a basis of Λ over R. Note that the free
R-module Λ = RA1+. . .+RAd′ is saturated (or primitive) in R
d, i. e. Rd/Λ
is torsion free: this is because Λ is the intersection of Rd with Q(T )d (and
Q(T ) is the fraction field of R). Since R is principal, the d×d′ matrix having
Aτ1 , . . . ,A
τ
d′ as column vectors may be completed to a d× d matrix Γ with
entries in R and determinant 1 (this amounts to completing A1, . . . ,Ad′ to
an R-basis of Rd, and for this it suffices to lift a basis of Rd/Λ to Rd). For
t large enough, the specialization A1,t, . . . ,Ad′,t are Q-linearly independent;
thus by (3.2) they form a basis for Vt/Q.
Let now u0 ∈ Z[ξt]∩Et. Then we can write u0 = a0+a1ξt+ . . .+ad−1ξd−1t
with a = (a0, . . . , ad−1) ∈ Zd. Since u0 ∈ Et, we have that a ∈ Vt, so
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a =
∑d′
i=1 ciAi,t, with ci ∈ Q. This means that, letting x := aτ and writing
w for the column vector w := (c1, . . . , cd′ , 0, . . . , 0)
τ , we have
x = Γtw.
Inverting this equation yields w = Γ−1t x, and now the conclusion follows
because x has integer coordinates and Γ−1t has rational entries with denom-
inator bounded independently of t, since det Γ = 1 and since the entries of
Γ are fixed polynomials in R.

We deduce:
Lemma 3.5. Let t ∈ N be sufficiently large and let u0 ∈ Z[ξt]∩Et. If d′ > 1
and if u0 generates Et/Q, the maximum conjugate of u0 over Q is
 |t|
1
d′(d′−1)
in absolute value (with an implicit constant independent of u0, t).
Proof. The last proposition, applied to uj0, j = 0, 1, . . . , d
′ − 1, implies
that
δuj0 = c1jω1t + . . .+ cd′jωd′t,
for a certain integer δ 6= 0 independent of t and u0, and suitable integers
cij . Conjugating these equations d
′ = [Et : Q] times we obtain a ma-
trix equation δU = ΩC, where the rows of U are the conjugates of the
row vector (1, u0, . . . , u
d′−1
0 ), where Ω has row vectors the conjugates of
(ω1t, . . . , ωd′t) and where C is the matrix of the cij . Taking determinants we
obtain δd
′
detU = det Ω detC.
Now, detC is a nonzero integer (since u0 generates Et/Q), whereas (det Ω)2
is the value at t of a nonconstant polynomial, a generator of the discrimi-
nant (ideal) of OE/Q[T ] (this is nonconstant because d′ > 1 so there must
be ramification at some finite point). Hence |detU |  |t|1/2, and now the
conclusion follows at once.

We finally need the following remark :
Lemma 3.6. Let F/E be a finite extension of number fields. Let α ∈ F
such that E = Q(αm) for some m ≥ 1. Then there exists an integer m0,
bounded in terms only on the degree [F : Q], such that E = Q(αm0).
Proof. We define m0 as the least positive integer such that α
m0 ∈ E. Then
m0 |m and Q(αm0) ⊆ E = Q(αm) ⊆ Q(αm0). Hence Q(αm) = Q(αm0).
Moreover, since α is a root of Xm − αm ∈ E[X] we have NormFE(α) = ζαδ
where δ = [F : E] and where ζ is a m-th root of unity. Since ζ is in F , its
order k is bounded in terms on [F : Q]. This proves that αδk ∈ E. Since
m0|δk, the conclusion follows. 
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4. Proofs of the main theorems
We first prove the uniform bound for the index (Theorem 2.3), which we
recall for the reader’s convenience.
Theorem 2.3. Let us assume 2.1 1) and 2). Then, there exist effective t1,
I ∈ N such that [Z[ξt]∗ : (Z[T, ξ]∗)t] ≤ I for t ≥ t1.
Proof. We denote by c1, . . . , c4 positive constants depending only on the
algebraic function ξ. For large t we have rankZ[ξt]∗ = rank (Z[T, ξ]∗)t = r by
Lemma 3.3 3). Thus the index lt := [Z[ξt]∗ : (Z[T, ξ]∗)t] is finite. The loga-
rithmic embedding L : K∗0 → Rr provides an isomorphism of Z[ξt]∗/Z[ξt]∗tors
with a lattice, equipped with the euclidean norm ‖L(u0)‖ := h(u0). By
standard Geometry of Numbers, there exists a non-torsion u0 ∈ Z[ξt]∗ such
that
h(u0) ≤ c1Vol(Z[ξt]∗)1/r = c1(Vol((Z[T, ξ]∗)t)/lt)1/r.
Let γ(1), . . . , γ(r) ∈ Z[T, ξ]∗ be a basis modulo torsion (which equals {±1}
by Lemma 3.3 1)). Then γ
(1)
t , . . . , γ
(r)
t is a a basis of (Z[T, ξ]∗)t modulo
torsion by Lemma 3.3 2) We have h(γ
(j)
t ) ≤ c2 log t, since γ(1), . . . , γ(r) have
been fixed independently of t. Thus Vol((Z[T, ξ]∗)t) ≤ h(γ(1)t ) · · ·h(γ(r)t ) ≤
cr2(log t)
r and
(4.1) h(u0) ≤ c3(log t)/l1/rt .
To get a lower bound for h(u0), write u0 = a0 + a1ξt + . . . + ad−1ξd−1t
with a0, . . . , ad−1 ∈ Z and let u = a0 + a1ξ + . . . + ad−1ξd−1 ∈ Z[ξ] (note
that u may still depend, in a non-algebraic way, on t). By definition of the
index lt we have u
lt
0 = µt ∈ (Z[ξ, T ]∗)t for some µ ∈ Z[ξ, T ]∗ (possibly still
depending on t). Let E = Q(T, µ). By Lemma 3.3 7) Et = Q(µt) = Q(ult0 ).
By Lemma 3.6, Q(ult0 ) = Q(u
m0
0 ) for some m0 bounded only in term of
[Q(u0) : Q] and thus independently of t. By Lemma 3.5, we have
(4.2) h(u0) = h(u
m0
0 )/m0 ≥ c4 log t.
From (4.1) and (4.2) we get c4 log t ≤ c3(log t)/l1/rt which shows that
lt ≤ (c3/c4)r is bounded independently of t.

The main ingredient in the proof of theorems 2.2 and 2.4 is the specializa-
tion theorem [1, Theorem 1.4], which we recall for the reader’s convenience.
Let F be the function field of an algebraic curve C. Given a subgroup Γ
of Gdm defined over F we say that Γ is constant-free if its image Γ′ by any
surjective homomorphism Gdm → Gm satisfies Γ′ ∩Q∗ = Γ′tors.
Theorem 4.1 ([1], Theorem 1.4). Let Γ ⊂ Gdm(F) be a finitely generated
constant-free subgroup and let V be a subvariety of Gdm defined over F. Then
the points P ∈ C(Q), such that for some γ ∈ Γ \ V the value γP is defined
and lies in VP , have bounded height.
We now prove Theorem 2.2. Let us first recall the relevant notations and
the statement of that theorem. Let σ1, . . . , σd be the Q(T )-immersions of
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K0 := Q(T, ξ) in an algebraic closure K0 and let Ψ: K0
d → K0d be the
linear isomorphism
Ψ(X) =
( d−1∑
i=0
Xiσ1(ξ)
i−1, . . . ,
d−1∑
i=0
Xiσd(ξ)
i−1).
For further reference, we remark that for t ∈ N sufficiently large the special-
ized map Ψt : Q
d → Qd,
Ψt(x) =
( d−1∑
i=0
xiσ1(ξt)
i−1, . . . ,
d−1∑
i=0
xiσd(ξ)
i−1
t
)
.
is still an isomorphism (by Lemma 3.3 4).
Theorem 2.2. Let us assume 2.1. Let W ⊆ Ad be a proper subvariety
defined over Q(T ). Then there exists an effective t0 > 0 such that for t ≥ t0
with Z[ξt]∗ = (Z[T, ξ]∗)t, the solutions (x0, . . . , xd−1) ∈Wt(Z) of
(2.2)
d∏
j=1
(x0 + x1σj(ξt) + · · ·+ xd−1σj(ξt)d−1) = 1
are specializations of functional solutions X = (X0, . . . , Xd−1) ∈ W (Z[T ])
of
(2.3)
d∏
j=1
(X0 +X1σj(ξ) + · · ·+Xd−1σj(ξ)d−1) = 1.
Proof. Let t ∈ N large enough, and put lt := [Z[ξt]∗ : (Z[T, ξ]∗)t]. Recall
that lt is uniformly bounded by Theorem 2.3. We consider a solution x =
(x0, . . . , xd−1) ∈Wt(Z) of (2.2). Then
u0 := x0 + x1ξt + · · ·+ xd−1ξd−1t
is a unit of Z[ξt]. By assumption Z[ξt]∗ = (Z[T, ξ]∗)t, thus u0 ∈ (Z[T, ξ]∗)t
and there exists γ ∈ Z[T, ξ]∗ such that u0 = γt. Let γ = (σj(γ))j=1,...,d
which is in the finite rank subgroup
Γ = {(σ1(γ), . . . , σd(γ)) | γ ∈ Z[T, ξ]∗}
of (K0
∗
)d. Let Γ′ be its image by a surjective homomorphism Gdm → Gm.
Then Γ′ ⊆ Z[T, ξ1, . . . , ξd]∗ and thus Γ′∩Q∗ = {±1} by Lemma 3.3 1). This
proves that Γ is constant-free.
We have x = Ψ−1t (γt) and thus X := Ψ−1(γ) specializes to x. Moreover
X ∈ Z[T ]d (since γ is stable by the Galois action), NormK0Q(T )(γ) = ±1 and
the sign + holds since Xt = x, i. e. Norm(u0) = 1 and X satisfies (2.3).
Thus we cannot have X ∈W .
We denote by V the intersection of Ψ(W ) with Gdm. Observe that V 6= Gdm
since W is a proper subvariety of Ad. By the previous discussion, γ = ψ(X)
is not in V and1 γt = ψt(x) ∈ Vt. Theorem 4.1 then asserts that h(t) is
1We can assume xi 6= 0; otherwise, replace W by a subvariety.
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bounded, hence (t being in N) t is bounded.
The proof of Theorem 2.4 is similar. As before, we first recall the relevant
notations and the statement of that theorem. By Theorem 2.3, [Z[ξt]∗ :
(Z[T, ξ]∗)t] is uniformly bounded for t ≥ t1. Thus l := lcmt≥t1 [Z[ξt]∗ :
(Z[T, ξ]∗)t] is well defined and can be effectively bounded.
Theorem 2.4. Let us assume 2.1. Let W ( Ad be a subvariety defined over
Q(T ). Then there exists an effective t0 ∈ N such that for t ∈ N, t ≥ t0, the
solutions (x0, . . . , xd−1) ∈ Wt(Z) of (2.2) are specializations of functional
solutions X = (X0, . . . , Xd−1) ∈W (K0) of (2.3) satisfying moreover
Ψ−1
(
Ψ(X)l
) ∈ Z[T ]d.
Proof. Let t ∈ N large enough. We consider a solution x = (x0, . . . , xd−1) ∈
Wt(Z) of (2.2). Then
u0 := x0 + x1ξt + · · ·+ xd−1ξd−1t
is a unit of Z[ξt] of norm 1 and ult0 ∈ (Z[T, ξ]∗)t. Let us assume that x is not
a specialization of a functional solutions X ∈ W (Q(T )) of (2.3) satisfying
Ψ−1
(
Ψ(X)l
) ∈ Z[T ]d.
We modify the argument of the proof of Theorem 2.2 as follow. Let
lt := [Z[ξt]∗ : (Z[T, ξ]∗)t]. We select an algebraic function γ such that
γlt ∈ Z[T, ξ]∗ and we extend the specialization Ξ 7→ Ξt in such a way that
γt = u0. For j = 1, . . . , d we also extend σj to K0(γ) in such a way that
σj(γ)t = σj(u0) for j = 1, . . . , d and we denote γ = (σj(γ))j=1,...,d. Then γ
is in the finite rang group
Γl = {γ | γlt ∈ Γ}
which remains constant-free as Γ. Let X := Ψ−1(γ) ∈ K0d and ω :=
σ1(γ) · · ·σd(γ). Then ωlt = NormK0Q(T )(γlt) = ±1. Since γt = u and
Norm(u) = 1 we have ω = 1. Thus X is a solution of (2.3) which spe-
cializes to x = Ψ−1t (γt). Since γlt is stable by the Galois action, we have
Ψ−1
(
Ψ(X)lt
)
= Ψ−1(γlt) ∈ Z[T ]d. Since lt | l we deduce that Ψ−1
(
Ψ(X)l
) ∈
Z[T ]d. Thus X 6∈ W . This prove that γ is not in V and γt ∈ Vt. By
Theorem 4.1, t is bounded.

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