By means of analyzing the notion of verbal products of groups, we show that soficity, hyperlinearity, amenability, the Haagerup property, the Kazhdan's property (T) and exactness are preserved under taking k-nilpotent products of groups, while being orderable is not. We also study these properties for solvable products of groups. We then show that if two discrete groups are sofic, (respectively have the Haagerup property), their restricted verbal wreath product arising from nilpotent or solvable products are also sofic (resp. has the Haagerup Property). Finally, we prove a related result for hyperlinearity.
Introduction
Given a family of groups, the direct sum and the free product provide ways of constructing new groups out of them. Even though both operations are quite different, they share the next common properties (1) associativity;
(2) commutativity;
(3) the product contains subgroups which generate the product; (4) these subgroups are isomorphic to the original groups; (5) the intersection of a given one of these subgroups with the normal subgroup generated by the rest of these subgroups is the identity. In [17] , Kurosh asked if there were other operations on a family of groups that satisfy the above properties. This problem was solved in the affirmative in [14] , where, for each k ∈ N, Golovin defined the k-nilpotent product of groups and proved they satisfy the aforementioned five properties. We recall that the k-nilpotent product is defined as follows.
1.1. Definition. Let {G i } i∈I be a family of groups indexed on a set I and consider F := * i∈I G i , the free product of the family. Denote by 1 [G i ] F the cartesian subgroup of F, namely the normal subgroup of F generated by commutators of the form [g i , g j ] with g i ∈ G i , g j ∈ G j and i = j; and recursively
The k-nilpotent product of the family is the quotient group
Observe that the case k = 1 is the direct sum of the family. Golovin showed that nilpotent products of finite groups are finite. The articles [13, 19] and more recently [33] , further analyzed some properties of the 2-nilpotent product of groups. Furthermore, for instance in [16, 20, 21, 23, 38] some specific group theoretical properties like capability and the Baer invariant, of k-nilpotent products of finitely many finite cyclic groups were analyzed. Arguably, the study of k-nilpotent products of arbitrary groups, for k ≥ 3, was missing.
In the mid fifties, Moran extended the work of Golovin in another direction by discovering a new way of defining operations in groups that fulfilled Kurosh's requirements. They are based on the notion of verbal subgroups. Recall that, roughly speaking, given a group G and a subset W of the free group on countably many symbols, the verbal subgroup of G for the words in W , is the subgroup of G obtained by evaluating all the words of W in the elements of G, (see [30] , or section §2 of this article for more about verbal subgroups). In [26] , Moran defined the verbal product of a family of groups as follows.
1.2. Definition. Let {G i } i∈I be a family of groups indexed on a set I and consider F := * i∈I G i , the free product of the family. Let W ⊆ F ∞ be a set of words and let W (F) be the corresponding verbal subgroup of F. Denote by [G i ] F the cartesian subgroup of F, namely the normal subgroup of F generated by commutators of the form [g i , g j ] with g i ∈ G i , g j ∈ G j and i = j. The verbal product of the family is the quotient group
Albeit this definition is, in principle, different from the one given by Golovin; in [26, 27] , Moran proved that the k-nilpotent product of groups is in fact an instance of verbal product of groups, namely the verbal product obtained from a single word n k , that is recursively defined by the formulas n 1 := [x 2 , x 1 ]; n k := [x k+1 , n k−1 ].
It is apparent that having other notions of products in groups aside from the free product and the direct sum, provides "new" ways of constructing groups. Hence it is of interest to study whether several structural properties and applications of the free product and the direct sum carry over to these more general operations on groups. To the best of our knowledge, aside from some articles in the late fifties and early sixties, (see, for instance, [27, 28, 36, 37] ), and the fact that products of groups were briefly mentioned in the classic books [22, 30] , the line of research initiated by Golovin seems to have been neglected in recent years.
In [33] , the second named author took on the study of 2-nilpotent products of groups from the point of view of dynamics of groups actions and proved, among other things, that amenability, exactness, Haagerup property and Kazhdan's property (T) are preserved under taking 2-nilpotent products of two groups. The aforementioned properties of groups are of relevance in several areas of mathematics, for instance they are at the core of the connections between operator algebras and group theory (see, for instance, [2, 3, 6, 18, 41] , and references therein). As such, it was tempting to see if the work done in [33] could be extended to other nilpotent products of groups. However, since certain central sequence, that was the key ingredient in several of the proofs in [33] , is not present in other nilpotent products, a new idea was required to tackle this problem. What was even more troubling about [33] was that soficity and hyperlinearity, two other important properties of groups that arise from the study of dynamics of group actions and that have been of very much interest in recent years due to their many applications to problems of current interest (see, for instance, [5, 31, 39] ), were outside the scope of the techniques deployed there. One of the original motivations of the present article was to address this void. Here, we solve these problems by means of analyzing the structure of the verbal products of groups. Our first main result is as follows.
1.3. Theorem. Soficity, hyperlinearity, amenability, the Haagerup approximation property, the Kazhdan's property (T) and exactness are preserved under taking k-nilpotent products of two countable, discrete groups. Theorem 1.3, together with the associativity of the verbal products, will allow us to prove the next corollary.
Since Moran proved that solvable products between two finite groups can be infinite (see also Proposition 3.5), the results and examples arising from solvable products are, in general, different from the ones involving nilpotent products.
Verbal products are suited to do a construction similar to the restricted wreath product, called restricted verbal wreath products, where the direct sum is replaced by verbal products, (we refer to section §5 for the precise definition). This notion was introduced by Shmelkin in [40] to provide a generalization of the Magnus embedding. Since then, verbal wreath products have been used mainly as a tool in the realm of varieties of groups. Indeed, in the introduction to her classic book, [30] , Neumann wrote "Shmelkin's embedding theorem should, I believe, be made the starting point of the treatment of product varieties", (for further references, see for instance, [4, 24, 25] ). However, it seems that verbal wreath products had not been studied from the point of view of dynamics of group actions until [34] , where they were employed, unbeknownst to their previous uses, in the classification of von Neumann algebras, (see [33, §1] for more details about it).
Inspired by a theorem of Cornulier, Stalder & Valette asserting that the restricted wreath product of groups with the Haagerup property has the Haagerup property [8, 9] ; in [33] it was showed that a similar result holds true for the restricted second nilpotent wreath product. In this article we will explain why the same proof presented in [33] also serves to prove the following more general statement.
1.6. Theorem. Let G and H be countable, discrete groups with the Haagerup property. Let W ⊆ F ∞ be a set of words such that its corresponding verbal product preserves the Haagerup property. Then their restricted verbal wreath product has the Haagerup property. In particular, restricted nilpotent wreath products and restricted solvable wreath products between groups with the Haagerup property have the Haagerup property.
In a quite technical work, Hayes & Sales showed that soficity is preserved under taking restricted wreath products of groups, [15] . It is still unknown if extensions of the form sofic-by-sofic are sofic, and few permanence properties of soficity are well understood, hence the importance of [15] . Then, it seemed pertinent to analyze if a similar result holds true for the group extension given by the restricted second nilpotent wreath product. As it was explained above, the techniques presented in [33] were not powerful enough to deal with soficity. Hence, the second and main motivation of the work carried on in this article was to study this question. Here we adapt the proof presented in [15] to show the following theorem. 1.7. Theorem. Let G and H be countable, discrete, sofic groups. Let W ⊆ F ∞ be a set of words such that its corresponding verbal product preserves soficity. Then their restricted verbal wreath product is sofic. In particular, restricted nilpotent wreath products and restricted solvable wreath products between sofic groups are sofic.
Finally, as in [15] , we show the next variant, valid for hyperlinear groups.
1.8. Theorem. Let G be a countable, discrete, hyperlinear group and H a countable discrete sofic group. Let W ⊆ F ∞ be a set of words such that its corresponding verbal product preserves hyperlinearity. Then their restricted verbal wreath product, when the acting group is H, is hyperlinear. In particular, restricted nilpotent wreath products and restricted solvable wreath products between an hyperlinear group and an acting sofic group are hyperlinear.
A straightforward application of the Shmelkin embedding together with Theorem 1.6 and Theorem 1.7 will yield the following result.
1.9. Corollary. Let G be a normal subgroup of a free group F . If F/G is sofic (respectively Haagerup), then F/G k and F/G (k) are sofic (resp. Haagerup) for all k ∈ N, where G k and G (k) denote the k th term in the lower central series and the k th -term in the derived series, respectively.
The case F/G ′ has been already noticed by Hayes & Sale in [15, Corollary 1.2] , and it is a consequence of their main result combined with the Magnus embedding. They also observed that it could have been deduced from an earlier theorem of Păunescu, [32, Corollary 3.8] . It might well be the case that Corollary 1.9 is the first application of Shmelkin embedding in the context of dynamics of group actions.
verbal subgroups and verbal products of two groups
In this section we record several properties of verbal subgroups and of verbal products of two groups. Some of the results presented here can be found scattered, at least implicitly, in [12, 14, 26, 27, 30] and references therein. Since some of them are somewhat hard to trace and some might be obscured by lack of modern terminology, we felt compelled to present a unified and more or less detailed account.
Convention. In this article we adopt the convention
Let F ∞ be the free group on countable many letters {x i } i∈N . Its elements will be called words. If w ∈ F ∞ , the length of w will be denoted by ℓ(w). A word in n-letters is an element of F ∞ that requires at most n distinct letters to be written in reduced form. A word in n letters will be noted as w(x i 1 , . . . , x in ) or as w(x) with x = (x i 1 , . . . , x in ) ∈ F n ∞ . Given a group G, a word in n letters w(x), and an element g = (g 1 , . . . , g n ) in G n , the evaluation of w in g is the element w(g) := w(g 1 , . . . , g n ) ∈ G. The evaluation of w by the elements of G is the set w(G) = {w(g) : g ∈ G n }.
We recall the definition of verbal subgroup, considered first by B. H. Neumann in [29, §5].
2.2.
Definition. Let G be a group. Let W ⊆ F ∞ be a nonempty set of words. The verbal subgroup W (G) is defined as the subgroup of G generated by the evaluation of all the elements of W by the elements of G.
Observe that S fin , the group of finite permutations of {x i } i∈N , acts on F ∞ and if σ ∈ S fin , then σ.w(G) = w(G) for all w ∈ F ∞ . This implies that for the purpose of verbal subgroups, a word in n letters can be assumed to be of the form w(x) = w(x 1 , . . . , x n ).
2.3.
Lemma. Let ϕ : G → H be a homomorphism of groups. Let w ∈ F ∞ be a word in n letters and let g ∈ G n . Then ϕ(w(g)) = w(ϕ(g)). Hence, if W ⊆ F ∞ is a set of words, then ϕ(W (G)) ⊆ W (H). Moreover, if ϕ is surjective, then ϕ(W (G)) = W (H).
Proof. This is simply because ϕ is a group homomorphism.
Recall that if H is a subgroup of a group G, H is said to be fully invariant in G if for every endomorphism ϕ : G → G, ϕ(H) ⊆ H. We can now state an easy corollary to Lemma 2.3 that will be used often in the remaining of this section.
For the proof of the next lemma, see, for instance, [30, 12.52 ].
2.6. Lemma. Let G be a group. Let W ⊆ F ∞ be a set of words. Then C(W )(G) = W (G). In particular, each element of W (G) can be regarded as the evaluation of a single word w ∈ C(W ) of length n in an element g of G n , for some n ∈ N.
Let A and B be groups and let A * B be the free product of them. There exists natural homomorphisms π A : A * B → A and π B : A * B → B. By abuse of notation, the homomorphisms (π A ) n : (A * B) n → A n and (π B ) n : (A * B) n → A n will also be denoted by π A and π B . 
and this decomposition is unique. More precisely, if w (g) = abc, with a ∈ A, b ∈ B and c ∈ [A, B]; then a = w (π A (g)), b = w (π B (g)) and c = u.
Proof. We proceed by induction in the length of w. If ℓ(w) = 1, then w can be supposed to be of the form w(x 1 ) = x 1 or w(x 1 ) = x −1 1 . In the first case, the statement of the lemma is equivalent to show that any element a 1 b 2 a 3 b 4 . . . b k−1 a k ∈ A * B with a i ∈ A, b i ∈ B, b i = 1 and a i = 1 except perhaps for the end cases, can be written as a 1 a 3 . . .
That this holds true follows by using repetitively the identity ba = ab[b −1 , a −1 ]. The case of the word w(x 1 ) = x −1 1 follows from the case w(x 1 ) = x 1 by means of a simple computation.
Suppose that the lemma is valid for all the words of length less than k and consider w(x 1 , . . . , . They have lengths k − 1 and 1, respectively. By the inductive hypothesis, there exist 
The uniqueness of the decomposition follows by taking projections.
The same procedure shows that
By means of Theorem 2.10, it is easy to deduce that A ∩ B
2.11. Proposition. Let A and B be groups. Let W ⊆ F ∞ be a set of words. Then
Proof. By Lemma 2.6, it is enough to prove the statement for a of the form a = w(a) where w ∈ C(W ) is a word in n letters and a ∈ A n for some n ∈ N. In order to show the first part of the lemma, The following result can be found in [26, Corollary 4.2.2] . We provide a short a proof of it.
2.13. Proposition. Let A and B be groups. Let W ⊆ F ∞ be a set of words. The function
Hence Ψ is a group homomorphism. That Ψ is injective follows by Theorem 2.10. In order to show that it is surjective, take y ∈ W (A w * B). Then y = q(g) with g ∈ W (A * B). By Lemma 2.6, g is of the form g = w(g) where w ∈ C(W ) is a word in n letters and g ∈ (A * B) n , for some n ∈ N. By Lemma 2.8,
Hence y = q(w(g)) = q(w(π A (g))w(π B (g))u) = q(w(π A (g)))q(w(π B (g))) = Ψ (w(π A (g)), w(π B (g))) . 
Lemma. Let
Proof. Item (1) is well known. For the sake of completeness, we include a proof here. Since M, N ⊆
⊆ ker(φ). So, it is enough to prove the reverse inclusion. We proceed by induction on the number of factors of a reduced word g ∈ ker(φ) ⊆ A * B. If g has at most one factor, the result is immediately true. Suppose that every reduced word in ker(φ) with at most n − 1 factors belongs to M N A * B
. Let g = g 1 g 2 . . . g n be a reduced word with n ≥ 2 factors in A * B and suppose that g ∈ ker(φ). If φ(g i ) = 1 for every 1 ≤ i ≤ n, then φ(g) is a reduced word with n ≥ 2 factors in A /M * B /N, contradicting that φ(g) = 1. Then there exists k such that φ(g k ) = 1. Defineg := g 1 . . . g k−1 andĝ :=gg k+1 . . . g n . We have that φ(ĝ) = 1. By the inductive hypothesis,ĝ ∈ M N
. Let us proceed to prove (2) . For one of the inclusions it is enough to observe that
where the last equality is valid due to Corollary 2.4 and the fact that, since φ is surjective, then
In order to prove the reverse inclusion, let
Then the uniqueness assertion of Lemma 2.8 applied to the word w = x 1 and the group 
is the normal closure of the group generated by M and N inside A w * B.
Proof. We consider the following diagram
where the second equality is due to Lemma 2.14 (2) . Moreover, since φ andq are surjective, Φ is surjective. On the other hand,
where the third equality is due to equation (2.1), the second to last equality is due Lemma 2.14(1) and the last equality is because q is surjective. 
. This can be summarized with following short exact sequence
We end this section with some examples of verbal subgroups and verbal products, (see, also, [26, §5]).
2.16
. Examples (of verbal subgroups). Given a group G, the verbal subgroup given by (i) the empty word is the identity of G;
(ii) the word n 1 := [x 2 , x 1 ] is the commutator subgroup of G;
(iii) the words n k := [x k+1 , n k−1 ] with k ∈ N ≥2 recursively yield the lower central series of G;
(iv) the words
recursively yield the derived series of G; (v) the word x k 1 gives the k-Burnside's subgroup, namely, the group generated by the k th power of elements of G.
2.17.
Examples (of verbal products). The words in the examples 2.16 give the following verbal products.
Permanence properties of verbal products of two groups
With the tools developed in the previous section, here we will prove Theorems 1.3 and 1.5 from the introduction. In order to do that, we first recall that in [14, Theorem 6.11] Golovin showed that the k-nilpotent product of nilpotent groups is nilpotent, while in [27, Theorem 9.2] Moran showed that the k-solvable product of solvable groups is solvable. Both results are straightforward corollaries of Proposition 2.13. We record a more precise description in the next proposition. As it was mentioned in the introduction, the second named author showed that the second nilpotent products of groups preserves several other group theoretical properties. The key fact in most of the proofs given in [33, Proposition 3.1] was the short exact sequence
This exact sequence even allowed to compute the order of A 2 * B. However, the exact sequence relied on some unique features of the second nilpotent product that are not present in other verbal products. Proof. We refer to [2, 3, 6, 31] for the definitions and thorough treatments of the properties of groups stated above. Since A and B are subgroups of A w * B and the properties (1),(2),(3),(4) and (5) are inherited by subgroups, it follows that if A w * B satisfies one of these five properties, then both A and B must also satisfy it. We are now left to show the reverse implications. To that end, we consider the short exact sequence In order to prove (1) , recall that that W (A) × W (B) is sofic, since it is a product of subgroups of sofic groups. Then, A w * B is a sofic-by-amenable extension and by [11, Theorem 1] , it is sofic. In order to prove (2), recall that W (A) × W (B) is hyperlinear, since it is a product of subgroups of hyperlinear groups. Then, A w * B is a hyperlinear-by-amenable extension and by a suitable adaptation of [11, Theorem 1] , (also see [1, Theorem B]), it is hyperlinear.
Proposition. Let
In order to prove (3), recall that W (A) × W (B) is amenable since it is a product of subgroups of amenable groups. Therefore A w * B is amenable because it is an extension of amenable groups (see [2, Theorem G.2.2] ).
In order to prove (4), recall that the Haagerup Property is preserved by taking subgroups and finite direct products, thus the group W (A) × W (B) has the Haagerup Property. Then A w * B is a Haagerup-by-amenable extension, and by [6, Example 6.1.6], it has the Haagerup Property.
In order to prove (5) , recall that amenable groups are exact, and that subgroups and extensions of exact groups are exact [3, Proposition 5.1.11].
3.3. Remark. In [33] , it was proved that the second nilpotent product of groups satisfies items (3), (4) and (5) of Proposition 3.2. However, since it is not known whether abelian-by-sofic extensions are sofic, the short exact sequence (3.1) can not be used to show that the second nilpotent product of groups satisfies (1) . Addressing this issue was one of the first motivations to carry on the work presented in this article. We will next see that, in contrast to nilpotent products, solvable products do not preserve property (T). The reason behind is that, in general, solvable products of finite groups are not necessary finite. This last fact has already been noticed by Moran in [27, Theorem 9.4 & Corollary 9.4.1]. We provide a slightly more precise description in the next proposition. Since the direct sum and free product of two orderable groups is an orderable group, (see, for instance, [7, 10] ), it is natural to ask if the same remains true for other verbal products.
The following examples show that this is not the case.
It is easy to show that it is a leftorderable group but it is not bi-orderable, (see, for instance, [7, Example 1.9] or [10, §1.3.4]). Its abelianization is H 1 (Klein bottle) ∼ = Z × Z 2Z . Hence, the group G 2 * G is not left-orderable, since, by the exact sequence (3.1), it contains a subgroup isomorphic to Z × Z 2Z ⊗ Z × Z 2Z , thus it has torsion. One can show that for any k ≥ 2, the k-nilpotent product G k * G is not left-orderable.
Torsion free nilpotent groups are bi-orderable, (see, for instance, [10, §1.2.1]). One might ask if nilpotent products of torsion free nilpotent groups are bi-orderable. In light of Proposition 3.1 (1), this is equivalent to ask if nilpotent products of torsion free nilpotent groups are torsion free. The answer is no. The following example is borrowed from [10, §1. . Its abelianization is isomorphic to Z 2 × Z 4Z , so it has torsion. Hence, by the exact sequence (3.1), the 2-nil group G 2 * G contains a subgroup isomorphic to Z 2 × Z 4Z ⊗ Z 2 × Z 4Z , and hence it has torsion. One can show that for any k ≥ 2, the k-nilpotent product G k * G has torsion.
A question remains: is it true that solvable products of torsion free solvable groups are bi-orderable? Perhaps, in light of Proposition 3.5, solvable products of torsion free abelian groups are bi-orderable.
Verbal products of arbitrarily many groups
The purpose of this section is to prove Corollary 1.4, and more importantly, to set up the premises needed to prove the results regarding restricted verbal wreath products discussed in the introduction. To that end, we start with two definitions.
4.1.
Definition. Let {G i } i∈I be a family of subgroups of a group G. the symbol [G i ] G denotes the normal subgroup of G generated by the elements of the form [g i , g j ] with g i ∈ G i , g j ∈ G j with i = j.
In the case when G equals the free product of the groups, [G i ] G is called the cartesian subgroup of G, [30, 18.17] . When all the G i are equal to a fixed group G, we will just write [G] G .
4.2.
Definition. [26, §4] Let {G i } i∈I be a family of groups indexed on a set I and consider F := * i∈I G i the free product of the family. Let W ⊆ F ∞ be a set of words and let W (F) be the corresponding verbal subgroup of F. The verbal product of the family is the quotient group
As in section §2, the letter q will denote the quotient homomorphism. The proof of the next generalization of Theorem 2.10 is left to the reader, (see, for instance, [14, Ch. II]), 4.3. Theorem. Let {G i } i∈I be a family of groups indexed on a totally ordered set I. Let W ⊆ F ∞ be a set of words. Every element y ∈ w * i ∈ I G i admits a unique representation y = a i 1 a i 2 ...a i l u, where
A key ingredient in the proofs of the next section is the notion of the support of an element in the verbal product of arbitrarily many groups. Before defining it, we will need some technical lemmas.
4.4.
Lemma. Let {G i } i∈I be a family of groups indexed in a totally ordered set I. Let I 0 be a subset of I and let W ⊆ F ∞ be a set of words. Then the following diagram commutes *
Assuming that the sets in (4.1) are equal, the same argument given at the end of the proof of Proposition 2.15, together with the fact thatĩ I 0 is injective, shows that i I 0 is injective. Let us then prove the reverse inclusion in (4.1). To that end, let g ∈ ker(q •ĩ I 0 ). Then,
On the one hand, by Lemma 2.6, there exist w ∈ C(W ) a word of length n and g ∈ * G i it follows that w(g) =ĩ I 0 (w(π A (g)))ĩ I\I 0 (w(π B (g)))u, with u ∈ W *
then, by uniqueness of the writing in Lemma 2.8, it must be that w(g) =ĩ I 0 (w(π A (g))) and hencẽ i I\I 0 (w(π B (g))) = 1 and u = 1. Then, sinceĩ I 0 is injective, it follows that g ∈ W (A).
On the other hand, by Theorem 4.3,ĩ I 0 (g) has a writing with elements ofĩ I 0 *
, by uniqueness of the writing in Theorem 4.3, it follows that a i k = 1 for all 1 ≤ k ≤ l, Proof. It is clear that A fundamental property of verbal products is that it is an associative operation on groups. For a proof of this fact we refer to [14, Theorem 5.1] for the case of nilpotent products and to [26, Section § 5] for arbitrary verbal products. The associativity of the verbal product allows us to prove Corollary 1.4 from in the introduction. We first record a statement that is also valid for solvable products. 4.9. Corollary. Let {G i } i∈I is a countable family of discrete amenable (respectively sofic, resp. hyperlinear, resp. Haagerup, resp. exact) groups. Let W ⊆ F ∞ be a set of words as in examples 2.17(iii) and 2.17(iv) . Then the group w * i ∈ I G i is amenable (resp. sofic, resp. hyperlinear, resp. Haagerup, resp. exact).
Proof. If I is finite, the result follows from associativity together with Proposition 3.2. If I = N, then 
4.10.
Remark. Property (T) is not stable under taking k-nilpotent products of infinitely many discrete groups. This is because such a group is not finitely generated.
Restricted verbal wreath products
We start this section by recalling the definition of the restricted verbal wreath product. As it was already explained in the introduction, this notion was first introduced by Shmelkin in [40] . To that end, let G and H be countable groups. Let W ⊆ F ∞ be a set of words. Let F := * H G be the free product of |H|-many copies of G. There is an action H α F, given by permuting the copies of G, that is, if (g) h 1 denotes the element g in the copy h 1 of G in F, then α h ((g) h 1 ) = (g) hh 1 . Due to Lemma 2.3 and to the fact that for each h ∈ H, α h is an automorphism, we have that the set In [33] , it was shown that for W = {n 2 } as in example 2.17(iii), the restricted verbal product of groups with the Haagerup property has the Haagerup property. This was done following the general strategy developed by Cornulier, Stalder & Valette in [9] . The only properties of the second nilpotent product used in the proof were the notion of support and the fact that the second nilpotent product between two groups with the Haagerup property has the Haagerup property. Exactly the same proof presented in [33, Section §5] allows us to prove Theorem 1.6. As it was already mentioned in the introduction, in [15] , Hayes & Sale showed that the restricted wreath product of sofic groups is a sofic group. In [1] , Arzhantseva, Berlai, Finn-Sell & Glebsky, adapted the proof given in [15] to show that the unrestricted wreath product between a sofic group and an acting amenable group is sofic and used this, together with the Kaloujnine-Krasner theorem, to provide a new proof of the result of Elek & Szabó in [11] , asserting that sofic-by-amenable extensions are sofic. In the remaining of this section we will adapt the strategy developed in [15] in another direction, this time to prove that certain restricted verbal wreath products of sofic groups are sofic. Before further explanations, let us recall the definition of sofic groups.
Definition.
A countable discrete group G is said to be sofic if for every ε > 0 and every F ⊆ G finite set, there exist a finite set A and a function φ : G → Sym(A) satisfying that φ(1) = 1 and • (F, ε, d Hamm )-multiplicative: for all g, g ′ ∈ F we have that d Hamm (φ(g)φ(g ′ ), φ(gg ′ )) < ε;
where the normalized Hamming distance in Sym(A) is given by
Starting with sofic approximations of G and H respectively, Hayes & Sale provided an explicit sofic approximation of G ≀ H. To that end, built in their proof, there are explicit sofic approximations of finite direct sums of the form B G constructed from sofic approximations φ : G → Sym(A). This is easily done by defining Θ :
However, if we try to replicate this in the case of verbal products, the noncommutative nature of them brings additional technical difficulties. The problem being that there is no obvious way on how to define sofic approximations on elements of G w * B G . Indeed, a first attempt would be to start with a sofic approximation of G on Sym(A) and construct a coordinate-wise sofic approximation Θ, of w * B G on B Sym(A). The obstruction is that Θ([g i , g j ]) = 1, for every g i ∈ G i , g j ∈ G j with i = j, while [g i , g j ] is in general nonzero for k-nilpotent products when k ≥ 2.
For a second attempt, we could consider approximating by the group Sym [15] . Of course, on the negative side, our proof gives, in principle, less information than [15] . Before starting with the proof of Theorem 1.7, we recall the following lemma from [15] , adapted to the situation at hand. 
Let ε > 0 and let (K, d) be a group with bi-invariant metric d. Suppose Γ : G w ≀ H → K is a function with Γ(1) = 1 that verifies the following properties:
Proof . For (x, h) , (x ′ , h ′ ) ∈ F 0 , the triangular inequality, the invariance of d and properties (i),(ii),(iii) yield the following estimates
ε < ε (here we use (iv)). 
where, as usual, supp(E 1 ) = x∈E 1 supp(x).
Since H is sofic, for any ε ′ > 0, there exist a finite set B and a (E H , ε ′ )-sofic approximation σ : H → Sym(B) with σ(1) = 1.
Define the sets
and recall the following lemma from [15] . 5.6. Lemma. [15, Lemma 3.4 
5.7.
Remark. In what follows, ε ′ will be chosen to be dependent on κ according to Lemma 5.6, namely we will choose ε ′ < κ 4|E| 2 .
For each h ∈ H and each b ∈ B, call θ 
where (g h i ) h i denotes the element g h i in the h i copy of G inside * E G, and h i = h i+1 .
By the universal property of the free product,θ b is a group homomorphism. From it, we will construct a homomorphism between the groups w * E G and w * B G. To that end, let w(x 1 , . . . , x n ) ∈ W ⊆ F ∞ be a word in n letters and let (y 1 , . . . , y n ) ∈ * E G n . By Lemma 2.3, we have that
Finally, in the case when b ∈ B 1 and
(here we used the notation in Definition 4.1). Hence, all this combined tells that if b ∈ B 1 and u ∈ W *
. This shows that for each b ∈ B 1 , we have a well-defined quotient homomorphism (5.10)
We claim that for
, the sets E and T b have the same (finite) cardinal. Then θ b can be regarded as the composition of the following injective homomorphisms
To be more explicit,
In order to prove that Γ is (F 0 , ε, d Hamm )-multiplicative, it is enough to show that the four premises of Lemma 5.4 hold true. To that end, consider K = Sym(A ⊕ B) with its Hamming distance and observe that Γ(1, 1) = 1.
In order to check 5.4(i), take (x, 1), 
where the last equality is valid because, by (5.10), θ b is a group homomorphism in
Since ϕ is (E G , ε ′ , d Hamm )-multiplicative and since, by (5.12) , Since σ is (E H , ε ′ , d Hamm )-multiplicative, and since by (5.5) we have that
once we choose κ < ε/6 in Lemma 5.6 and use Remark 5.7.
In order to check 5.4(iii), a straightforward computation shows that for any (
In order to check 5.4(iv), observe that for any (x, h) ∈ G w ≀ H, equation (5.13) gives the following identity
Observe that since h ∈ E 2 , then, by (5.4), we have that
then by (5.9), (5.10) and (5.11), we have that
where the last equality is valid because h i , h ∈ E and σ(h)b ∈ B E ⊆ B 2 , then by (5.8), we have that
Moreover, if b ∈ B E then by (5.11), we have that
With all this at hand, we now proceed to estimate the Hamming distance in 5.4(iv).
≤ 2κ, (here we use lemma 5.6) and this is smaller than ε/6 once we choose κ < ε/12 in Lemma 5.6 and use Remark 5.7. This ends the proof that Γ is (F 0 , ε, d Hamm )-multiplicative.
Let us now prove that Γ is (F 0 , ε)-free, namely let us prove that d Hamm (Γ(x, h),
where the last inequalities hold because we use Remark 5.7 and we chose κ < ε/12 in Lemma 5.6. It remains to prove (F 0 , ε, d Hamm )-freeness in the case when h = 1. To that end, first observe that if (x, 1) ∈ F 0 , then by (5.1) and (5. 
where the last inequality is because we chose κ < ε/12 in Lemma 5.6.
The purpose now is to show Theorem 1.8 from the introduction, which is analogous to [15, Theorem 1.3 (ii)]. To that end, recall that if H is a finite dimensional Hilbert space with orthonormal basis β = {v 1 , . . . , v n }, the normalized trace on B(H) is given by the formula
It induces the inner product A, B := tr(AB * ) and its corresponding Hilbert-Schmidt norm A 2 := A, A 1/2 on B(H). We will denote d HS (A, B) := A − B 2 the Hilbert-Schmidt distance and U (H) the group of unitary operators on H.
Definition.
A group G is hyperlinear if for every ε > 0 and every F ⊆ G finite set, there exist a finite dimensional Hilbert space H and a function φ : G → U (H) satisfying that φ(1) = 1 and • (F, ε, d HS )-multiplicative: for all g, g ′ ∈ F we have that d HS (φ(g)φ(g ′ ), φ(gg ′ )) < ε; H , B, B 1 , B 2 , B E and the function Θ as in the proof of Theorem 1.7.
Since G is hyperlinear, the hypothesis in the statement of Theorem 1.8, together with Corollary 4.9, implies that the verbal product w * B G is hyperlinear. Hence, given the finite set
and ε ′ > 0, there exist a finite Hilbert space H, with orthonormal basisβ := {v 1 , . . . , v n } and ϕ :
As in the proof of Theorem 1.7, we will define For U ∈ U (H), we will denote U b ∈ B U (H) the image of U under the embedding of U (H) into the b th coordinate of B U (H) and let η be the diagonal embedding defined by η :
Consider the Hilbert space
The permutation by blocks of the basis β defines the homomorphism
Note that for U ∈ U (H), and for any b ∈ B, we have that P (τ )η(U b )P (τ −1 ) = η(ρ τ (U b )). Indeed, this is because for every vb i ∈ β we have, on the one hand
and on the other hand,
By taking projections and inclusions, it follows that for any (U b ) b∈B ∈ B U (H) we have that P (τ )η((U b ) b∈B )P (τ −1 ) = η(ρ τ ((U b ) b∈B )).
Using this identity, it is easy to show that the following function is a group homomorphism 
Claim: Γ is a (F 0 , ε)-hyperlinear approximation of G w ≀ H. In order to prove that Γ is (F 0 , ε, d HS )-multiplicative it is enough to show that the premises of Lemma 5.4 hold true. In order to check 5.4(i), take (x, 1), (x ′ , 1) with x, x ′ ∈ E 1 . Note that supp(x), supp(x ′ ), supp(xx ′ ) ⊆ 
≀ H it holds that Γ(x, h) = Γ(x, 1)Γ(1, h). In order to check 5.4(iv), using (5.18), we have that With this at hand, we now proceed to estimate the Hilbert-Schmidt distance in 5.4(iv).
once we choose κ < ε 2 /288 in Lemma 5.6 and use Remark 5.7.
Let us now prove that Γ is (F 0 , ε, d HS )-free, namely let us prove that d HS (Γ(x, h), 1) > √ 2−ε, whenever
d Hamm (σ(h), 1)
Hence, d HS (Γ(x, h), 1)
where the last inequalities hold because we use Remark 5.7 and we chose κ < ε 2 /288 in Lemma 5.6. It remains to prove (F 0 , ε, d HS )freeness in the case when h = 1. To that end, first observe that if (x, 1) ∈ F 0 , then by (5.1) and (5.5), supp(x) ⊆ E. Recall that b ∈ B E , then θ b is an injective homomorphism of groups when it is restricted to w * E G. It follows that if (x, 1) ∈ F 0 \ {1}, then θ b (x) = 1. We can now compute the Hilbert-Schmidt distance
where the last inequality is because we chose κ < ε 2 /288 in Lemma 5.6.
We end this section by proving the application of the Shmelkin embedding discussed in the introduction.
Proof of Corollary 1.9. In the cases at hand, the Shmelkin embedding [4, 40] gives In the first case, F n k (F ) is a free nilpotent group of order k while in the second case, F s k (F ) is a free solvable group of derived length k, hence they are sofic for all k ∈ N. Assume that the quotient group F G is sofic. Then, by Theorem 1.7, the restricted verbal wreath products in (5.19) and (5.20) are sofic. Since soficity is preserved by subgroups, it follows that F n k (G) and F s k (G) are sofic. In order to conclude, it is enough to observe that G k+1 = n k (G) and that G (k) = s k (G).
The proof in the case when F G has the Haagerup property is almost identical.
