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Conventional methods for computing maximum-likelihood estimators (MLE) often converge
slowly in practical situations, leading to a search for simplifying methods that rely on additional
assumptions for their validity. In this work, we provide a fast and reliable algorithm for maximum
likelihood reconstruction that avoids this slow convergence. Our method utilizes the state-of-the-art
convex optimization scheme—an accelerated projected-gradient method—that allows one to accom-
modate the quantum nature of the problem in a different way than in the standard methods. We
demonstrate the power of our approach by comparing its performance with other algorithms for
n-qubit state tomography. In particular, an 8-qubit situation that purportedly took weeks of com-
putation time in 2005 can now be completed in under a minute for a single set of data, with far
higher accuracy than previously possible. This refutes the common claim that MLE reconstruc-
tion is slow, and reduces the need for alternative methods that often come with difficult-to-verify
assumptions. In fact, recent methods assuming Gaussian statistics or relying on compressed sens-
ing ideas are demonstrably inapplicable for the situation under consideration here. Our algorithm
can be applied to general optimization problems over the quantum state space; the philosophy of
projected gradients can further be utilized for optimization contexts with general constraints.
PACS numbers: 03.65.Wj, 03.67.-a, 02.60.Pn
Introduction.— Efficient and reliable characterization
of properties of a quantum system, e.g., its state or the
process it is undergoing, is needed for any quantum infor-
mation processing task. Such are the goals of quantum
tomography [1], broadly classified into state tomography
and process tomography. Process tomography can be re-
cast as state tomography via the Choi-Jamiolkowski iso-
morphism [2, 3]; we hence restrict our attention to state
tomography. Tomography is a two-step process: the first
is data gathering from measurements of the quantum sys-
tem; the second is the estimation of the state from the
gathered data. This second step is the focus of this arti-
cle.
A popular estimation strategy is that of the maximum-
likelihood estimator (MLE) [4] from standard statistics.
Computing the MLE for quantum tomography is, how-
ever, not straightforward due to the constraints imposed
by quantum mechanics. While general-purpose convex
optimization toolboxes (e.g., CVX [5, 6]) are available for
small-sized problems, specially adapted MLE algorithms
are needed for tackling useful system sizes. Past MLE
algorithms [7, 8] incorporate the quantum constraints by
going to the factored space (see definition later) where the
constraints are satisfied by an appropriate parameteriza-
tion. Gradient methods are then straightforwardly em-
ployed in the now-unconstrained factored space. These
algorithms can be slow in practice, with an extreme
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example [9] of an 8-qubit situation purportedly (see
Refs. [10–13]) requiring weeks of computation time to
find the MLE, with bootstrapped error bars (10 MLE
reconstructions in all), for the measured data [14]. This
triggered a search for alternatives to the MLE strategy
[10–13, 15], specializing to circumstances where certain
assumptions about the system apply, permitting simpler
and faster reconstruction.
Yet, the MLE approach provides a principled strategy,
requiring no extraneous assumptions that may or may
not be applicable, and is still one of the most popular
methods for experimenters. The MLE gives a justifiable
point estimate for the state [16]. It is the natural start-
ing point for quantifying the uncertainty in the estimate:
One can bootstrap the measured data [17] and quantify
the scatter in the MLEs for simulated data; confidence
regions can be established starting from the MLE point
estimator; credible regions for the actual data are such
that the MLE is the unique state contained in every er-
ror region [18]. It is thus worthwhile to pursue better
methods for finding the MLE.
Here, we present a fast algorithm to accurately com-
pute the MLE from tomographic data. The computation
of the MLE for a single set of data for the 8-qubit sit-
uation mentioned above now takes less than a minute,
and can return a far more accurate answer than previous
algorithms. The speedup and accuracy originate from
two features introduced here: (i) the “CG-APG” algo-
rithm that combines an accelerated projected-gradient
(APG) approach, which overcomes convergence issues of
previous methods, with the existing conjugate-gradient
(CG) algorithm; (ii) the use of the product structure (if
present) of the tomographic situation to speed up each
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2iterative step. The CG-APG algorithm gives faster and
more accurate reconstruction whether or not the product
structure is present; the product structure, if present, can
also speed up previous MLE algorithms.
The problem setup.— In quantum tomography, N inde-
pendently and identically prepared copies of the quantum
state are measured one-by-one via a set of measurement
outcomes {Πk}Kk=1, with Πk ≥ 0 ∀k and
∑K
k=1 Πk = 1.{Πk}Kk=1 is known as a POVM (positive operator-valued
measure) or a POM (probability-operator measurement).
The measured data D consist of a sequence of detection
events {e1, e2, . . . , eN}, where eα = k indicates the click
of the detector for outcome Πk, for the αth copy mea-
sured. The likelihood for D given state ρ (the density
matrix) is
L(D|ρ) =
∏
k
pnkk =
{∏
k
[tr(ρΠk)]
fk
}N
, (1)
where pk = tr(ρΠk) is the probability for outcome Πk, nk
is the total number of clicks in detector k, and fk = nk/N
is the relative frequency.
The MLE strategy views the likelihood as a function of
ρ for the obtained D, and identifies the quantum state ρ
that maximizes L(D|ρ) as the best guess—the MLE. This
can be phrased as an optimization problem for the nor-
malized negative log-likelihood, F (ρ) ≡ − 1N logL(D|ρ):
minimize
ρ∈B(H)
F (ρ) = −
∑K
k=1
fk log
(
tr(ρΠk)
)
, (2a)
subject to ρ ≥ 0 and tr(ρ) = 1 . (2b)
The domain is the space of bounded operators B(H) on
the d-dimensional Hilbert space H. We refer to (2b)
as the quantum constraints. Any ρ ∈ B(H) satisfying
(2b) is a valid state; the convex set of all valid states is
the quantum state space. F is convex, and hence has
a unique minimum value, on the quantum state space.
F (ρ) is differentiable (except on sets of measure zero)
with gradient ∇F (ρ) = −∑Kk=1 Πk fk/pk ≡ −R, so that
δF (ρ) ≡ F (ρ + δρ) − F (ρ) = tr(δρ∇F ) = −tr(δρR) for
infinitesimal unconstrained δρ.
The problem of slow convergence.— Previous MLE
algorithms [7, 8] converge slowly because of the “by-
construction” incorporation of the quantum constraints
(2b): One writes ρ = A†A/tr(A†A) for A ∈ B(H), and
performs gradient descent in the factored space of uncon-
strained A operators, for F˜ (A) ≡ F (ρ = A†A/tr(A†A)).
Straightforward algebra yields
δF˜ (A) = −tr
(
δA
(R− 1)A†
tr(A†A)
+ h.c.
)
. (3)
to linear order in δA. δF˜ (A) is negative—hence walking
downhill—for δA = A(R− 1), for a small . This choice
of δA prescribes a ρ-update of the form
ρi→ρi+1=ρi + δρi, with δρi=[(R− 1)ρi + ρi(R− 1)]
(4)
to linear order in . δρi comprises two terms, each with
ρi as a factor. When the MLE is close to the bound-
ary of the state space—a typical situation when there
are limited data (unavoidable in high dimensions) for
nearly pure true states—ρi eventually gets close to a
rank-deficient state with at least one small eigenvalue.
Yet, ρi has unit trace, so its spectrum is highly asym-
metric. δρi inherits this asymmetry, leading to a locally
ill-conditioned problem and slow convergence.
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FIG. 1. The deviation F − Fmin = − 1N log(L/Lmax) at each
iterative step for different algorithms, for the experimental
data of [9]. Fmin is the smallest F value attained among the
algorithms (reached by APG and CG-APG when run until
further progress is hindered by machine precision); Lmax is the
corresponding likelihood value. Here, N = 38 × 100, for 100
copies for each of the 38 settings of the 8-qubit product-Pauli
POM. The dash-dotted line indicates the F value obtained in
[9] with the DG algorithm.
To illustrate, consider the situation of [9]: tomography
of a (target) 8-qubit W -state via product-Pauli measure-
ments. Figure 1 shows the trajectories taken by differ-
ent algorithms from the maximally mixed state to the
MLE—the minimum of F—for the experimental data of
[9]. The red and blue lines are for commonly used MLE
methods: the diluted direct-gradient (DG) algorithm [7]
and the CG algorithm with step-size optimization via line
search [8]. Both algorithms walk in the factored space,
with DG performing straightforward descent according
to Eq. (4), while CG follows the conjugate-gradient di-
rection. The DG and CG iterations initially decrease
F quickly, but the advances soon stall, with F stagnat-
ing at values significantly larger than attainable by APG
and CG-APG (explained below). On average the CG-
APG and DG algorithms take comparable time per it-
erative step; see Appendix A for Fig. 1 plotted against
time rather than steps.
Note that the methods of Refs. [11–13] are inappli-
cable here. Those methods assume Gaussian statistics,
valid only when every measurement outcome receives
many clicks. For the 8-qubit dataset above, 82% of
the outcomes had zero counts. This is typical of high-
3dimensional experiments with limited data. Near-zero
counts are also unavoidable for near-rank-deficient states.
The compressed-sensing approach [10], which assumes a
low-rank true state, is also a poor choice; see Appendix B.
The CG-APG algorithm.— The slowdown in conver-
gence for DG and CG puts a severe limit on the ac-
curacy of the MLE reconstruction: The analysis of [9]
stopped—after a long wait [14]—at a state with likeli-
hood L ' 0.1%Lmax. That was sufficient for [9] to show
the establishment of entanglement, but is hardly useful
for further MLE analysis. The slowdown in DG and CG
can be avoided by walking in the ρ-space. There, F (ρ)
has gradient −R which, unlike that of F˜ (A), is not pro-
portional to ρ. Walking in the ρ-space, however, does not
ensure satisfaction of constraints (2b). They are instead
enforced by projecting ρ back into the quantum state
space after each unconstrained gradient step. This is an
example of “projected-gradient” methods in numerical
optimization [19–23].
In steepest-descent methods, the local condition num-
ber of the merit function [F (ρ) or F˜ (A)] affects conver-
gence. The condition number measures the asymmetry
of the response of the function to changes in the input
along different directions. Poor conditioning (i.e., more
asymmetric) leads to a steepest-descent direction that os-
cillates. One smooths out the approach to the minimum
by giving each step some “momentum” from the previous
step. CG implements this for quadratic merit functions;
for projected gradients, accelerated gradient schemes [24]
are the state of the art. Coupled with adaptive restart
[25], the APG method indirectly probes the local con-
dition number by gradually increasing the momentum
preserved (controlled by θ in the algorithm below), and
resetting (θ = 1) whenever the momentum causes the
current step to point too far from the steepest-descent di-
rection. The APG algorithm of Refs. [24–26], in ρ-space,
thus proceeds as follows:
Algorithm: APG with adaptive restart
Given ρ0, 0 < β < 1, and t1 > 0.
Initialize %0 = ρ0, θ0 = 1.
for i = 1, · · · , do
Set ti= ti−1, ρi=proj(%i−1−ti∇F (%i−1)), δi=ρi−%i−1.
(Choose step size via backtracking)
while F (ρi) > F (%i−1) + 〈∇F (%i−1), δi〉+ 12ti ||δi||
2
F do
Set ti = βti.
Update ρi = proj(%i−1−ti∇F (%i−1)), δi = ρi−%i−1.
end while
Set δˆi = ρi − ρi−1; Termination criterion.
if 〈δi, δˆi〉 < 0 then (Restart)
ρi = ρi−1, %i = ρi−1, θi = 1;
else (Accelerate)
Set θi =
1
2
(
1 +
√
1 + 4θ2i−1
)
, %i = ρi + δˆi
θi−1−1
θi
.
end if
end for
proj(·) projects the Hermitian argument to the nearest—
in Euclidean distance—state satisfying (2b) [11]. One
can modify the backtracking portion of the algorithm for
better performance; see Sec. 3 in Appendix C. The MAT-
LAB code for our APG and CG-APG algorithms, with
accompanying documentation, is available online [27].
Applying the APG algorithm to the 8-qubit exam-
ple, one finds fast convergence to the MLE (see Fig. 1)
once the walk brings us sufficiently close; no slowdown
as seen in DG and CG is observed. APG with adap-
tive restart exhibits linear (on a log-scale) convergence
in areas of strong convexity [25] sufficiently close to the
minimum. The staircase pattern is expected in adaptive
restart APG algorithms [25]: Flat regions occur after a
reset, giving way to steep regions when the momentum
is built up again. These undulations do not affect the
overall rate of convergence.
Far from the minimum, APG can descend slowly, as
is visible in Fig. 1. CG descent in the factored space,
on the other hand, is rapid in this initial phase. Similar
behavior is observed for other states (see a representative
example in Appendix D), although the initial slow APG
phase is usually markedly shorter than in the W -state
example here. Thus, a practical strategy is to start with
CG in the factored space to capitalize on its initial rapid
descent, and switch over to APG in the ρ-space when
the fast convergence of APG sets in, provided one can
determine the switchover point cheaply.
Both APG and CG use a local quadratic approxima-
tion at each step, the accuracy of which relies on the
local curvature, measured by the Hessian of the merit
function. The advance is quick if the Hessian changes
slowly from step to step so that prior-step information
provides good guidance for the next step. Empirically,
for nearly pure true states, we observe that the Hessian
of F (ρ) changes a lot initially in APG but settles down
close to the MLE. This is because the APG trajectory
quickly comes close to the state-space boundary, so that
some pk values, which occur in the Hessian of F (ρ) as
∼ fk/p2k ≡ hk, can be small and unchecked by the fk
values away from the MLE. In contrast, the Hessian of
F˜ (A) relevant for CG is initially slowly changing, but
starts fluctuating closer to the MLE, likely due to the ill-
conditioning discussed previously. The proposal is hence
to start with CG in the factored space, detect when the
Hessian of F (ρ) settles down, at which point one switches
over to APG in the ρ-space for rapid convergence to the
minimum. The Hessian is, however, expensive to com-
pute; one can instead get a good gauge by monitoring
the hk values, cheaply computable from the pks already
used in the algorithm; see Sec. 4 in Appendix C. This
then is finally our CG-APG algorithm, with a superfast
approach to the MLE that outperforms all other algo-
rithms; see Fig. 1.
Exploiting the product structure.— Part of the speedup
in the 8-qubit example stems from exploiting the product
structure of the situation. For the four algorithms com-
pared, one of the most expensive parts of the computa-
4tion is the evaluation of the probabilities {pk = tr(ρΠk)}
needed in F and ∇F = −R, for ρ at each iterative step.
For a d-dimensional system and K POM outcomes, the
computational cost of evaluating {pk} is O(Kd2) [there
are K probabilities, each requiring O(d2) operations for
the trace of a product of two d × d matrices]. For the
8-qubit example, d = 28 = 256, and the POM has
K = 68 = 1679616 outcomes.
The computational cost can be greatly reduced if one
has a product structure: The system comprises n reg-
isters, and the POM is a product of individual POMs
on each register. For simplicity, we assume the n reg-
isters each have dimension dr, and the POM on each
register is the same, written as {pik}Krk=1. The n-register
POM outcome is Π~k = pik1 ⊗ pik2 ⊗ . . . ⊗ pikn , with
~k ≡ (k1, k2, . . . , kn) and ka = 1, . . . ,Kr. The general-
ization to non-identical registers and POMs is obvious.
Then, d = dnr and K = K
n
r . Exploiting this product
structure reduces the cost of evaluating the probabilities
from O(Knr d
2n
r ) to O(K
n+1
r ) (for Kr > d
2
r). For n qubits
with product-Pauli measurements (dr = 2, Kr = 6), this
is a huge reduction from ∼6n4n to ∼6n+1.
The computational savings come from re-using parts
of the calculation. Let ρ
(kn)
n−1 ≡ trn(ρpikn), the partial
trace on the nth register, for a given kn. This same ρ
(kn)
n−1
can be used to evaluate ρ
(kn−1,kn)
n−2 ≡ trn−1
(
ρ
(kn)
n−1pikn−1
)
for any kn−1. One does this repeatedly, partial-tracing
out the last register each time, until one arrives at
p~k = ρ
(k1,k2,...,kn)
0 . At each stage, evaluating ρ
(k`,...,kn)
`−1
from ρ
(k`+1,...,kn)
` involves computing the trace of pik` with
submatrices of ρ
(k`+1,...,kn)
` . Specifically,
ρ
(k`+1,...,kn)
` =
∑
~i(`−1),~j(`−1)
|~i(`−1)〉〈~j(`−1)| ⊗ ρ~i(`−1);~j(`−1) ,
(5)
where ~i(`−1) ≡ (i1, i2, . . . , i`−1) with ia = 1, . . . , dr (simi-
larly for ~j(`−1)), ρ~i(`−1);~j(`−1) is a dr × dr submatrix, and
ρ
(k`+1,...,kn)
` is a (dr)
`−1 × (dr)`−1 array of these sub-
matrices. Getting ρ
(k`,...,kn)
`−1 from ρ
(k`+1,...,kn)
` requires
replacing each submatrix in ρ
(k`+1,...,kn)
` by the num-
ber tr(ρ~i(`−1);~j(`−1)pik`), which takes O(d
2
r) computations.
Since each ρ
(k`+1,...,kn)
` need only be computed once for
all subsequent kj≤`, simple counting (see Appendix E)
yields a total cost of O(Kn+1r ) (for Kr > d
2
r) to evalu-
ate the full set of probabilities. Constructing R for given
{pk} also requires O(Kd2) operations; the same idea of
register-by-register evaluation applies for a speedier com-
putation.
Figure 2 shows the performance of the different algo-
rithms for a varying number of qubits with and with-
out exploiting the product structure, for the product-
Pauli measurement. The APG and CG-APG algorithms
show a substantial improvement in speed over other al-
gorithms. With the faster speed, one can perform accu-
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FIG. 2. Time taken, for a convergence criterion of L/Lmax =
99.9%, for different algorithms on a varying number of qubits
n. For each n, 50 states are used, each a Haar-random pure
state with 10% white noise to emulate a noisy preparation.
For each state, the algorithms are run for {fk = pk}, where
{pk} are the Born probabilities for the state on the n-qubit
product-Pauli POM. The MLE is hence the actual state. The
lines labeled “np” indicate runs without using the product
structure. These stop at six qubits due to the long time taken.
The lines are drawn through the average time taken for each
algorithm over the 50 states; the scatter of the timings are
shown only for the algorithms using the product structure.
For n = 8, CG did not converge within the maximum alloted
time (>20 times that taken by CG-APG/APG) in 35 of the 50
states; these points (circled) are plotted with that maximum
time, and the average time taken is a lower bound on the
actual average for CG. CG failed to converge in a reasonable
time for all states beyond 8 qubits; DG failed to converge
beyond 6 qubits.
rate MLE reconstruction for larger systems in the same
amount of time. Observe that the CG-APG and APG
runtimes are similar in Fig. 2, with CG-APG about 10%
faster than APG for n = 10 (exploiting the product struc-
ture). This is because the advantage of CG-APG over
APG occurs early on in the run, when the walk is far
from the minimum. APG works well enough if one is
seeking an accurate MLE so that most of the runtime is
spent resolving the exact MLE location in the vicinity
of the minimum. However, for long runtimes, the 10%
savings from CG-APG is not inconsequential. CG-APG
combines the advantages of CG and APG, without much
increase in implementation complexity, and works well
even in cases like that of Fig. 1 where APG spends a
long time wandering around far from the minimum.
Furthermore, significant speedup is visible when the
product structure is incorporated. Exploiting the prod-
uct structure is very different from putting in assump-
tions about the state or the noise: In the former, one
knows the structure by design of the tomographic exper-
iment; the latter requires checks of compliance, which
need not be easy or even possible. Tomography experi-
5ments beyond a couple of qubits typically employ POMs
with a product structure, because of the comparative ease
in design and construction, so this product assumption
often holds.
For comparison, we display the runtime for the general-
purpose CVX toolbox for convex optimization [5, 6]. The
clear disadvantage there is the inability to capitalize on
the product structure. All computations are conducted
with MATLAB on a desktop computer (3 GHz Intel Xeon
CPU E5-1660).
The good performance of APG/CG-APG goes beyond
the product-Pauli measurement. Appendix F gives re-
sults for the product-tetrahedron POM [28] and the sym-
metric, informationally complete (SIC) POM [29, 30],
yielding similar conclusions. This is to be expected, as
the slow convergence of DG/CG, remedied by the APG
algorithm, is independent of the measurement choice.
Conclusion.— We have demonstrated that, with the
right algorithm, MLE reconstruction can be done quickly
and reliably, with no latent restriction on the accuracy
of the MLE obtained, and no need for added, possibly
unverifiable, assumptions. As the dimension increases,
there is no getting around the fact that any tomographic
reconstruction will become expensive, but our algorithm
slows the onset of that point beyond the system size
currently accessible in experiments. We note that our
method can be immediately applied to process tomogra-
phy. Furthermore, it is a general method for optimization
in the quantum state space or other constrained spaces,
and hence useful for such problems.
Remark: Upon completion of our work, we came to
be aware [31] of Ref. [32], an earlier work employing
projected gradient techniques for optimization over the
quantum state space. In particular, MLE reconstruction
was investigated as an application. However, the discus-
sion there was restricted to two- to four-qubit tomogra-
phy, and the authors do not use accelerated gradients—
as we do here—crucial for fast convergence, and certainly
not our hybrid CG-APG method.
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Appendix A: Time taken for 8-qubit trajectories
Here we show again the trajectories taken by different
algorithms as in Fig. 1 in the main text, but now plotted
against time rather than iterative steps.
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FIG. 3. The deviation F − Fmin = − 1N log(L/Lmax) versus
time taken for different algorithms, for the experimental data
of [9].
Appendix B: The reconstructed 8-qubit state
For the 8-qubit dataset, the 12 largest eigenvalues of
the reconstructed MLE states from our CG-APG algo-
rithm and the original Ha¨ffner et al. reconstruction using
DG in the factored space [9] are given in Table I. Observe
TABLE I. The 12 largest eigenvalues of the reconstructed
MLE states.
Our reconstruction Ha¨ffner et al.
(using CG-APG) (Ref. [9], using DG)
0.7512 0.7514
0.0609 0.0609
0.0458 0.0456
0.0403 0.0400
0.0237 0.0234
0.0193 0.0189
0.0178 0.0174
0.0153 0.0149
0.0106 0.0102
0.0051 0.0048
0.0039 0.0036
0.0030 0.0030
the close correspondence between the two reconstructed
states.
The table of eigenvalues also demonstrate the prob-
lem with using the compressed sensing (CS) scheme of
6Ref. [10]. The CS approach requires an a priori choice in
the rank of the reconstructed state; specifically, it works
well when that choice is one of low rank. Looking at the
list of eigenvalues above, we see that one either uses a
rank-1 state, or one should include many more eigenval-
ues, as the subsequent ones are comparable in size. With-
out access to an unrestricted reconstruction, attainable
only by our CG-APG or other full MLE schemes, there
is no way of making a verifiable rank choice for the CS
approach.
Appendix C: The APG and CG-APG algorithms
We discuss various technical details pertaining to the
APG and/or CG-APG algorithms described in the main
text.
1. The projection algorithm used in APG
As explained in the main text, the APG algorithm
relies on a projection proj(·) to enforce the quantum
constraints after each gradient step. The argument of
proj(·) is a Hermitian operator % with eigenvalues λi (in
descending order) and eigenvectors |ψi〉. One projects
{λi} onto the probability simplex so that {λi} → {λi}
with λi ≥ 0 ∀i and
∑
i λi = 1, and then rebuilds the op-
erator with {λi}, i.e., proj(%) =
∑
i λi|ψi〉〈ψi|. The pro-
jection of λi onto the simplex is done as follows [11]:
Find u = max
{
j : λj − 1j
(∑j
i=1 λi − 1
)
> 0
}
, then de-
fine w = 1u (
∑u
i=1 λi − 1). Finally we have λi = max{λi−
w, 0}.
2. Handling negative pk values
During the gradient step of APG, one can wind up
outside the physical state space, i.e., %i at each iterative
step need not be a valid state. It can even happen that
not all pk,i ≡ tr(%iΠk)s needed in the iterative step are
positive, for which F (%i) is ill-defined because of the log-
arithm. We can prevent this by checking whether any
pk,i is negative after %i is computed, and set %i = ρi if
this happens to be the case. Empirically, we observe such
cases to occur only very rarely.
3. Convergence tweaks for APG
We also incorporated a few small adjustments to APG
recommended in Ref. [26], as well as the Barzilai-Borwein
(BB) method for computing step sizes [33], for better
step-size estimation and improved performance in the im-
plementation of the CG-APG algorithm used to produce
the figures in the main text. We list those adjustments
here.
First, for iterative step i > 1, rather than fixing the
step size as ti = ti−1, we set [33]
ti =
〈%i − %i−1,∇F (%i)−∇F (%i−1)〉
〈∇F (%i)−∇F (%i−1),∇F (%i)−∇F (%i−1)〉 (C1)
if there was no restart in the previous iteration and the
denominator is nonzero; otherwise we set ti = αti−1,
for some pre-chosen constant α. We used α = 1.1 and
β = 0.5 (see main text) as recommended in [26].
We also use the following update on θi and %i for i > 1
to prevent changes in ti from affecting convergence:
θˆi−1 = θi−1
√
ti−1/ti (C2a)
θi =
1
2
(
1 +
√
1 + 4θˆ2i−1
)
(C2b)
%i = ρi + δˆi(θˆi−1 − 1)/θi (C2c)
The rules Eqs. (C2b) and (C2c) are exactly those stated
in the APG algorithm in the main text, but with θi−1
replaced by θˆi−1 for the step-size adjustment.
Sometimes we observe that standard APG as pre-
scribed by [25] fails to restart early enough for good
performance. We hence use a stricter restart criterion:
Restart when
tr(δiδˆi)√
tr(δ2i )tr
(
δˆ2i
) < γ, (C3)
with γ set to a small positive value (0.01 for the graphs
in the main text).
We notice that the BB method can sometimes give a
larger variation in performance of the APG algorithm for
different data. This is visible in Fig. 2 of the main Let-
ter, where the 7-qubit situation for APG shows a slightly
larger scatter than for other n values. The scatter is re-
duced when the restart parameter γ is set larger so that
the restart occurs earlier, suggesting a possible interfer-
ence with adaptive restart. One can thus adjust the γ
parameter if one is concerned about the variation in per-
formance; or one can turn off the BB step-size optimiza-
tion altogether, and see only a very slight worsening of
the average runtime; see Fig. 4 below. Note that we did
not see this variation in performance for CG-APG with
the BB method for all cases tested.
4. Switchover criterion for CG-APG
For the CG-APG algorithm, as explained in the main
text, one would like to start with CG iterations and
switch to APG when the Hessian stabilizes, i.e., it
changes only by a little with further APG steps. This
happens when the trajectory is sufficiently close to the
MLE. Here, we explain the technical details of this
switchover.
The Hessian of F (ρ)—its curvature—characterizes its
local quadratic structure. It is the “second derivative”
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FIG. 4. The performance of the APG algorithm with and
without the BB step-size optimization, and with different val-
ues of γ. The data points for the three cases for the same n
are plotted with a slight horizontal offset for better visibility.
Observe, in particular, the scatter in the runtimes for n = 7
and γ = 0.01 when the BB method is used.
of F (ρ), and comes from considering the second-order
variation of F : δ2F (ρ) ≡ δF (ρ + δ˜ρ) − δF (ρ), where
δF (ρ) ≡ −tr
(
δρR(ρ)
)
, the first-order variation of F ,
with R(ρ) =
∑
k Πkfk/pk and pk ≡ tr(ρΠk) as in the
main text. Here, δρ and δ˜ρ are independent infinitesimal
variations of ρ. A little algebra gives
δ2F (ρ) = tr
(
δρ
∑
k
Πktr
(
δ˜ρΠk
)fk
p2k
)
, (C4)
and we identify the linear operator [on B(H)]
H(ρ; · ) =
∑
k
Πktr( ·Πk)fk
p2k
(C5)
as the Hessian of F at ρ.
The eigenvalues of H give the local quadratic structure
of F (ρ). Ideally, determining the right time during CG to
switch to APG requires computing how much H changes
across successive APG steps from the current value of
ρ. However, this would be very costly: It is as if one is
running APG alongside CG, and the Hessian is a large
matrix (d2×d2 in size) and hence expensive to compute.
Instead, we adopt a compromise that works well in
practice: (1) we treat the Πks as if they were all mutu-
ally orthogonal so that the eigenvalues of H would be
equal to {fk/p2k}, and (2) we look at the change in H
between iterations of CG instead of between iterations
of APG. The Πks are never exactly mutually orthogonal
for informationally complete measurements, but a good
tomographic design would seek to spread out the Πk di-
rections, and for large dimensional situations, their mu-
tual overlaps will be small and {fk/p2k} is a good enough
proxy for the eigenvalues of the Hessian. While looking
at the change in H across iterations of CG would not al-
ways guarantee a similar change for APG, a small change
with CG iterations signals closeness to the MLE, or that
CG has stagnated. In either case, one should switch to
APG.
Thus, in our implementation of CG-APG, we first ini-
tialize CG with the maximally mixed state, and switch
to APG at the first iteration when the overlap,
~qi · ~qi−1√|~qi|2|~qi−1|2 , (C6)
exceeds cosφ for some chosen small φ value. Here, ~qi ≡
(f1/p
2
1,i, f2/p
2
2,i, . . . , fK/p
2
K,i), where pk,i = tr(ρiΠk) for
state ρi of the ith CG iteration. The switchover thus
occurs when the angle between the ~qs for subsequent it-
erations is small enough. We find that φ = 0.01 radians
works well in practice.
Appendix D: Trajectories for generic states
Figure 1 in the main text shows the trajectories taken
by different algorithms for the experimental data of
Ref. [9] for a noisy W -state. There, we saw a long initial
slow phase of APG, which is in fact atypical of the be-
havior seen for generic states. Figure 5 shows the more
representative behavior for a random 8-qubit pure state
with 10% added white noise. As in Fig. 1, N = 38× 100,
with 100 copies for each of the 38 settings of the 8-qubit
product-Pauli POM. Observe the significantly shorter
length of the initial slow phase of APG than for the noisy
W -state in Fig. 1.
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FIG. 5. The plot shows the trajectories taken by different
algorithms as in Fig. 1 in the main text, but for simulated
data generated from a random 8-qubit pure state with 10%
added white noise.
8Appendix E: Exploiting the product structure:
Computational savings
Here, we present the counting argument that gives
O(Kn+1r ) as the computational cost of evaluating a full
set of Born probabilities after making use of the product
structure of the POM. To remind the reader of the nota-
tion: The system comprises n registers each of dimension
dr; the POM on each register is {pik}Krk=1; the n-register
POM outcome is Π~k = pik1 ⊗ pik2 ⊗ . . . ⊗ pikn , with ~k ≡
(k1, k2, . . . , kn) and ka = 1, . . . ,Kr; and ρ
(k`+1,...,kn)
` ≡
tr`+1{. . . trn−1{trn{ρpikn}pikn−1} . . . pik`+1}. We also need
the following basic fact: Evaluating tr{AB} for A an
n×m matrix and B an m× n matrix requires 2mn op-
erations (elementary addition/multiplication).
In each step of the procedure described in the
main text, one needs to evaluate ρ
(k`,...,kn)
`−1 =
tr`{ρ(k`+1,...,kn)` pik`} for given k`, . . . , kn. One such eval-
uation requires the computation of the trace of pik` with
each of the (dr)
`−1× (dr)`−1 submatrices of ρ(k`+1,...,kn)` .
pik` and each submatrix are dr × dr in size, so the com-
putational cost of evaluating ρ
(k`,...,kn)
`−1 is 2d
2
r×d2(`−1)r =
2d2`r operations. One incurs this cost for every choice of
k`, . . . , kn, so the total cost of evaluating ρ
(k`,...,kn)
`−1 for
all k`, . . . , kn, for given `, is 2K
n−`+1
r d
2`
r . Adding up this
cost over all values of ` = 1, 2, . . . , n gives the total cost
for evaluating a full set of Born probabilities as
2
n∑
`=1
Kn−`+1r d
2`
r = 2K
n
r d
2
r
n−1∑
`=0
(
d2r
Kr
)`
= 2Knr d
2
r
[
1− (d2r/Kr)n
1− (d2r/Kr)
]
. (E1)
For Kr > d
2
r, as is usually the case, this gives the dom-
inant computational cost of O(Kn+1r ); for Kr = d
2
r, one
has instead the cost of O(nKn+1r ).
Appendix F: Performance for different
measurements
As stated in the main text, the edge our APG and CG-
APG algorithms has over the DG and CG algorithms (in
the factored space) does not depend on the measurement
choice. Here, we demonstrate this point by benchmark-
ing the performance of APG and CG-APG against that
of DG and CG for two more measurements (in addition to
the product-Pauli POM in the main text): the product-
tetrahedron POM [28] in Fig. 6, and the symmetric, infor-
mationally complete POM (SIC-POM) [29, 30] in Fig. 7.
The parameters in both figures used are identical
(with the exception of n = 9 of the product-tetrahedron
POM for CG) to those of Fig. 2 in the main text,
repeated here for the reader’s convenience: For each n,
50 states are used, each a Haar-random pure state with
10% white noise to emulate a noisy preparation. For
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FIG. 6. Time taken for different algorithms on a varying
number of qubits n for the product-tetrahedron POM. For
the n = 9 case of the CG algorithm, due to the long runtime,
only 20 trial states were used. CG did not converge within
the maximum alloted time for 18 of those 20 states. CG failed
to converge in a reasonable time for all states for 10 qubits;
DG failed to converge beyond 6 qubits.
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FIG. 7. Time taken for different algorithms on a varying
number of qubits n for the SIC-POM. As the SIC-POMs do
not possess any product structure, only the “np” lines are
applicable. The simulations stop at 7 qubits as we do not
have the 8-qubit (and beyond) fiducial state needed for the
SIC-POM construction.
each state, the algorithms are run for {fk = pk}, where
{pk} are the Born probabilities for the state on the
respective n-qubit POM. The MLE is hence the actual
state. The lines labeled “np” indicate runs without using
the product structure. The lines are drawn through
the average time taken for each algorithm over the 50
states; the scatter of the timings are shown only for the
9algorithms using the product structure.
We note that the performance of the CG algorithm
for the SIC-POM showed exceptional sensitivity, not ob-
served in other cases, to the parameters that enter the
line minimization of the CG algorithm. The CG plot
of Fig. 7 is given for line-minimization parameters opti-
mized for the best CG runtime. While the previous pa-
rameters used for the product-Pauli measurement worked
also for the product-tetrahedron POM (in fact, there we
see little difference in the performance for different pa-
rameter choices), the CG runs did not converge at all
unless we tweak the parametrs. We do not yet under-
stand the underlying reason for this sensitivity, and it
may be mitigated with the use of a more elaborate line-
minimization procedure, but one should perhaps take
this as an added note of caution when using the CG al-
gorithm.
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