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Abstract—We present a technique for high-dynamic range
stereo for outdoor mobile robot applications. Stereo pairs
are captured at a number of different exposures (exposure
bracketing), and combined by projecting the 3D points into a
common coordinate frame, and building a 3D occupancy map.
We present experimental results for static scenes with constant
and dynamic lighting as well as outdoor operation with variable
and high contrast lighting conditions.
I. INTRODUCTION
Range sensing is a key requirement for mobile robot
applications in order to detect obstacles or target objects in
the environment. Stereo vision is an increasingly popular
range sensing technique as the capability of sensors and
computers improves while their cost is decreasing. Scanning
lasers are currently the most widely-used range sensors
for mobile robots, however stereo vision has a number of
advantages over these devices. Cameras are passive sensors,
and relatively lightweight, power efficient and inexpensive
compared to scanning lasers. Also, cameras do not have the
sensitive mirrors and optics found in scanning lasers, and are
therefore more robust to vibration, shock and the effect of
strong magnetic fields. Each pair of stereo images produce
dense 3D data, compared to the relatively sparse 2D data
of a single 2D laser scan. Stereo is well suited for use on
moving platforms, as modern sensors with a global shutter
capture an instantaneous snapshot of the world from which
3D structure is subsequently derived. Lasers on the other
hand scan the environment in a sequential manner, so any
movement during the scan sequence will skew the results
unless this is accounted for. The effect is exacerbated for 3D
laser scanners, as the scan sequence is longer. Stereo does
however have its drawbacks such as the need for accurate
calibration, the decrease in accuracy with range, and its
reliance on adequate scene texture.
One of the biggest challenges for stereo vision used
outdoors, as with other machine vision techniques, is obtain-
ing good quality images given variable lighting conditions
and high scene contrast. Stereo matching will fail in those
portions of the input image pair that are incorrectly exposed.
The dynamic range of current image sensors is orders of
magnitude less than what is required to capture detail in all
areas of a high contrast outdoor scene. Stated another way
— no single exposure will produce good enough quality
images to produce valid correspondence matches for the
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entire image. However it is possible to capture images at
a number of different exposures (exposure bracketing), and
combine the results into a high-dynamic range (HDR) image,
effectively increasing the dynamic range of the sensors.
For stereo vision there are two approaches. One is to
create a pair of HDR images and compute stereo. The
alternative, discussed in this paper, is to compute stereo
for a range of exposure settings and combine the disparity
images. For a stationary camera combining the disparity
images is straightforward, however most outdoor mobile
robot applications require range sensing while in motion.
The principal contribution of this paper is a technique for
merging multi-exposure stereo data on moving platforms by
projecting the exposure-bracketed 3D points into a common
coordinate frame, and building a 3D occupancy map.
The remainder of this paper is organized as follows. In
Section II we outline the exposure control problem and
discuss some techniques for dealing with high contrast
scenes. Section III describes how multiple exposures can
be used to extend the dynamic range of a static camera,
while Section IV details our approach to dealing with camera
motion. Experimental results are presented in Section V, and
conclusions are drawn in Section VI.
II. THE EXPOSURE CONTROL PROBLEM
The response of a pixel in a camera is
z ∝ T L
F 2
where T is the exposure time, L the scene luminance and F
is the f -number or aperture setting. One f -stop corresponds
to changing F by a factor of
√
2 or the pixel response by a
factor of 2.
A typical outdoor scene containing areas of bright sunlight
and dark shadows (Fig. 1) has a dynamic range (maximum
over minimum radiance) of approximately 2000 (66dB). The
dynamic range of a pixel is defined as the ratio of the largest
output signal to the smallest discernable signal. The largest
signal, at saturation, is defined by the capacity of the charge
well or the maximum voltage to the ADC. For small signals
the image intensity is overwhelmed by dark current and
thermal and photon noise in the charge well, as well as noise
from on-chip circuitry. Photon noise is often modelled as a
Poisson process with σ2 proportional to the mean.
For example the Micro MT9V022 sensor has 10-bit output
(a theoretical dynamic range of 4096:1 or 72dB) but its
specification gives dynamic range as > 55dB. Although
higher-end DSLR cameras have 12 and 16-bit output modes
(allowing them to represent dynamic ranges of 72dB and
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96dB respectively), the sensors used in these cameras can
only capture dynamic ranges of up to around 56dB. Recently,
High Dynamic Range cameras have also been developed.
These either use a logarithmic response or combine images
from multiple exposures on the camera [1]. These techniques
allow for sensing dynamic ranges of over 140dB. Such
devices are currently not widely available for machine vision
applications and can have problems with non-uniform pixel
characteristics.
Stereo is affected by exposure, as poor exposure eliminates
texture in the image. The core of all stereo matching systems
is the similarity measure which indicates the degree of
similarity between two image patches. For a patch in one
image centered on pixel (u, v), the corresponding point
(u, v + d) is centered on the patch in the other image
most similar to the first patch, where d is the disparity and
the images are rectified. Common similarity measures are
based on: error; sum of absolute differences (SAD), sum
of squared differences (SSD), correlation (NCC, ZNCC);
or non-parametric statistics (rank, census transorm) [2]. For
error-based measures (SAD, SSD) a low value indicates
similarity while for correlation measures a higher value
indicates similarity.
When the image is saturated all pixels will have the same
value and therefore the similarity is high irrespective of d.
Stereo system generally employ a confidence measure to
detect this situation, either auto-correlation of the patch or
that similarity has a distinct maxima as d is varied. Thus for
saturated regions the confidence is zero.
Since most sensors lack the dynamic range required to
capture detail in the entire image of a high contrast outdoor
scene, portions of the image are often over or under ex-
posed. A number of exposure control algorithms have been
developed which try to achieve the best overall exposure for
the scene. Most are based on the ‘grey-world’ assumption
— that the average reflectance of all objects in the scene
will be 18%. While this average may be correct, the scene
can contain extremes which will not be correctly exposed. If
exposure is based on all pixels in the image it will give
poor results for fisheye or catadioptric images which are
typically circular on a black background. Many cameras
perform center-weighted average metering which optimizes
exposure for the central 60–80% of the image. This works
well for normal photography, but is not always suitable for
outdoor robotic applications.
If some knowledge of the scene is available, this can be
used to optimize the exposure. A specific subset of pixels
can be chosen for the exposure control instead of using
the entire image. This ensures the areas of interest are
correctly exposed. Examples in robotic applications include
masking out known bright or dark areas of the image [3],
or selecting specific pixels based on known geometry of the
scene [4]. For high contrast scenes this can help to ensure
the desired portion of the scene is correctly exposed, however
this will result in poor exposure over the rest of the image,
so information will be lost there.
Another approach to dealing with exposure control is to
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Fig. 1. Images illustrating the exposure control problem. The left images
were auto exposed, leaving may areas over and under exposed. The right
images were manually over exposed to bring out detail in the forground.
produce a High Dynamic Range (HDR) image by combining
a set of images taken at different exposures (exposure brack-
eting) [5]. This approach can be used to extend the dynamic
range of stereo vision [6], however it is usually assumed that
the camera and scene are stationary. Extending the dynamic
range of a moving camera for vision-based mobile robot
applications has been addressed by [7]. Their approach tracks
salient features across a series of frames and uses these to
estimate the inter-frame camera motion. They assume linear
translational camera motion and a planar scene however.
Their approach does not take into account camera motions
which produce looming in the image, or rotations, affine
and projective transformations. The approach we present in
Section IV is able to cope with arbitrary camera motions, as
long as the camera motion can be measured.
The Firewire IIDC interface supports three parameters
that control exposure: shutter time, T , (SHUTTER), analog
gain stage (GAIN) and mechanical iris, F , if fitted (IRIS).
Analog gain is an adjustable gain amplifier before the ADC
and is typically only increased for very low light levels to
improve the ADC signal to noise ratio, but it also amplifies
photosite noise. Each IIDC parameter is represented by a 12-
bit integer parameter which has a camera-specific mininum
and maximum value as well as mapping to the controlled
parameter (eg. T in seconds, gain in dB, F in f -number).
We have observed a delay of around 200ms from when
an exposure control command is issued to its effect on the
images.
III. MULTI-EXPOSURE STEREO
When using exposure bracketing for stereo vision, a num-
ber of factors need to be considered such as the number of
exposures and exposure settings to use as well as the type of
exposure cycle. These issues are addressed in this section.
A. Exposure Selection
There is a trade-off between the of number exposures to
use, nE , and the rate at which the full exposure range can
be cycled. Using more exposures increases the chance that
all portions of the scene will be correctly exposed, but more
time is needed to capture the exposure set. This could be an
issue for high-speed applications as the robot may be ‘blind’
to portions of the scene when they are poorly exposed. In
practice, we found that five exposures cover the exposure
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Fig. 2. Plot showing how valid disparities N varies with exposure setting
for a particular scene. Insets show image histograms for low, medium and
high exposures.
range sufficiently, and still allows a full set of exposures to
be captured at 5Hz (since the cameras operate at 25Hz). For
most mobile robot applications this update rate is adequate.
We would like the set of exposures that, when combined,
produce the most stereo data for a given scene — the
number, N, of valid values in the disparity image. We use
this simple metric to find a good set of exposures in the
range [Emin, Emax] by varying the exposure over the full
range and determining the settings above and below which
N falls below a threshold (see Figure 2). We then choose
nE exposures equally spaced within the interval, and this
produces satisfactory results. Although we use nE = 5, we
sample the full exposure range for limit testing using eight
exposures, as this gives finer control of the exposure limits.
Since the scene and lighting conditions change over time
with a moving platform, it is necessary to continuously re-
adjust the exposure set. We periodically determine the expo-
sure limits using the technique mentioned above. Capturing
a specific exposure takes approximately 200ms on our cam-
eras, as settling time is required after the exposure command
is issued. Capturing a set of 8 exposure for determining the
exposure limits and processing the results therefore takes
approx. 2s. Note that settling time is not needed during the
rest of the exposure cycling technique, as it is not necessary
to know exactly what exposure each frame was captured at.
The frames captured to determine the exposure limits are
still used to build the occupancy map, however the sensing
response is effectively slowed during this process because
of the settling time. Hence there is a trade-off between
determining the limits more often (and therefore being more
adaptable to changes in lighting conditions), and slowing
down the sensing response. We found that determining the
limits every 5s produced suitable results. Fig. 3 shows a plot
of the exposure limits over time as a vehicle was driven from
indoors to outdoors and back indoors again. The exposure
limits can be seen to adjust to the lighting conditions, and
the exposure cycles between these limits except when the
full exposure range is sampled periodically for determining
the limits.
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Fig. 3. Plot of exposure limits over time showing how the limits are
automatically adjusted to match the lighting conditions as a vehicle is driven
from indoors, to outdoors and then back indoors. The exposure can be
seen cycling between the limits, and periodically going through the entire
exposure range to re-asses the limits.
B. Exposure Cycle Pattern
A number of exposure cycle patterns have been consid-
ered:
• A sinusoidal pattern would result in more time being
spent near the exposure limits, as these are the ‘flat’
portions of a sine wave. The exposure limits are usually
where the least stereo data is captured, so spending more
time in these areas is suboptimal.
• A saw-tooth pattern would ramp the exposure up lin-
early from Emin to Emax, and then drop back down
to Emin before repeating. This has the advantage that
the exposure limits are visited in quick succession
compared to patterns that increase and then decrease
the exposure. A drawback with the saw-tooth pattern is
the large step change in exposure that is commanded
when Emax is reached. For cameras that require more
than a few hundred ms to respond to a large exposure
change this could be a problem as capturing the images
would be delayed.
• A ramp-up ramp-down pattern linearly ramps the expo-
sure up and down between the limits. This avoids the
large step change seen in the saw-tooth pattern, and does
not dwell around the exposure limits like the sinusoidal
pattern. We currently use this pattern although our
camera is able to respond to large exposure change
commands in 200ms, so could potentially also use the
saw-tooth pattern. Since we cover the full exposure
range at 5Hz, it is unlikely that an obstacle would be
missed during one exposure cycle using this technique.
IV. DEALING WITH CAMERA MOTION
Since we are interested in stereo vision for mobile robot
applications, camera motion must certainly be taken into
account. As mentioned in Section II, image registration could
be used to merge disparity images for small, constrained
camera motions. For unconstrained motion we propose pro-
jecting the 3D points into a common coordinate frame
to merge the stereo results from exposure bracketing. 3D
occupancy maps [8] are a popular method for representing
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the environment in mobile robot mapping and navigation
and are well suited to fusing data taken from different
viewpoints. Previously we have shown that stereo-generated
3D occupancy maps can be used for UAV path planning and
obstacle avoidance [9]. Details of the occupancy mapping
technique are given in [9] but we summarize the process
here.
We assume the camera pose is known, and use this to
project the 3D points into a common world coordinate frame.
Points are binned into regular voxels, and when the bin
count for a voxel exceeds a threshold, the voxel is seen
as a ‘hit voxel’. A ray is traced from the camera origin to
the hit voxel, and all voxels it passes through have their
probabilities updated according to a simple sensor model.
Voxels between the camera and the hit voxel have their
probabilities decreased (as they represent free space), while
the hit voxel has its probability increased. Probabilities are
stored in log-odds form. The voxel size is uniform and
remains constant for a given experiment. It is however
changed to suite the environment and obstacle size. For the
experiments in Section V-D a voxel size of 25cm was used.
V. EXPERIMENTS
This sections describes the implementation, performance
metrics and the experiments with both fixed and moving
cameras.
A. Implementation
We use a 90mm baseline stereo pair from Videre Design
fitted with 8mm lenses. The unit includes Stereo On Chip
(STOC) technology, which performs the stereo correspon-
dence calculations onboard using 640×480 images at 25Hz.
Two Micron MT9V022 1/3” CMOS sensors are used. They
have a dynamic range of 55dB, and use a 10-bit ADC. Output
from the cameras is in the form of 8-bit images however. We
utilise the Small Vision System (SVS) library [10] to produce
3D point clouds from the disparity images. Interface to the
camera is via the FireWire (IEEE1394) bus, and the device
is IIDC compliant. The exposure and gain can can therefore
be controlled over the FireWire bus, and this is done with
SVS function calls.
B. Performance Metrics
We use a number of metrics to measure the effectiveness
of the exposure control techniques on stereo vision for static
cameras. As mentioned above, the total number of valid
disparities in a disparity image is a direct measure of the
information gain. Many other stereo parameters effect the
valid disparity count for a given stereo pair, however if
exposure is the only parameter varied during a test then
disparity count gives a good indication of the effect this has
on stereo performance. Another metric used is the average
correlation confidence for an image pair. SVS returns a
confidence measure for each correlation match, and we
average these over the entire image. This confidence measure
is based on the amount of texture energy within the image
patch centered on each pixel.
We also use a temporal metric to asses the performance
during changes in the lighting conditions. The disparity
count and average confidence are measured over time as the
lighting is varied. Plotting the results gives an indication of
the stereo quality during illumination changes.
The metric we use for comparing techniques on a moving
camera is the occupied voxel count (voxel fill) in the resulting
occupancy maps. This metric assumes the camera follows the
same path and captures the same number of images for the
exposure techniques being compared. A higher voxel count
indicates that more of the environment has been sensed.
This does not account for potential stereo errors such as
ghosting or occlusion boundary artifacts. These errors would
also increase the voxel count, however if we assume the
errors occur for all exposure techniques then the relative
voxel count is still a valid metric. Ideally the occupancy
maps should be compared to ground truth maps to determine
the true proportion of the environment that was detected,
however obtaining such ground truth for all the test locations
was not practical.
C. Static Camera Tests
To evaluate the effectiveness of multi-exposure stereo, a
number of tests were first performed with a static cam-
era under controlled lighting conditions. The cameras were
mounted facing an indoor scene consisting of two textured
partition dividers forming a convex 90◦ corner. The dividers
were angled at 45◦ away from the camera’s optical axis. A
bright light source (a double 500W halogen lamp) was placed
just out of frame adjacent to the left divider and pointed
towards it. This lit the left divider brightly while casting a
shadow on the face of the right divider.
Disparity images were then created of this scene using
three exposure techniques: bracketed, auto, and fixed manual
exposure. Five exposures were captured for the bracketing
technique, covering the full exposure and gain range of the
sensors. Four of these are shown in the top row of Fig. 4
— the lowest exposure was omitted from the figure in the
interest of space, as it was totally under-exposed resulting
in no valid disparities. Disparity images were combined
based on the confidence measure. For each pixel in the
combined image, the disparity was taken from the bracketed
image with the highest correlation confidence for that pixel.
For the auto and fixed manual exposures, five frames were
also captured and the resulting disparity images merged, to
ensure the comparison was fair and did not include any
unforeseen effect of combining multiple disparity images.
For manual fixed exposure, the exposure was fixed at the
value which produced the best results of the five bracketed
exposures. For each case the average confidence and total
number of valid disparities in the merged disparity images
were calculated, and these are shown in Table I. We see the
bracketed exposure technique produced vast improvements
over the auto and fixed manual exposures (improvements
of 443% and 200% over the next best technique for valid
disparity count respectively).
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TABLE I
COMPARISON OF EXPOSURE TECHNIQUES
Exposure Method Ave Conf. Valid Disparities
Auto 530 22104
Best Fixed Manual 795 48916
Bracketed 1248 97993
A second static scene test was performed to investigate the
response to changes in lighting conditions. The same scene
was used, however the halogen lamps were cycled on and
off while the various exposure techniques were tested. At
first the lamps were off, then switched on for approximately
10s, and then off again. Five exposures were used for the
bracketed exposure technique, and sets of five frames were
captured and the disparity images merged for the other
techniques. In this case two fixed manual exposure settings
were used: one correctly exposed for the lamps switched off,
and one for them switched on. Auto exposure was also tested.
After each set of five frames were captured, the disparity
images were merged, and the resulting statistics recorded.
Since the cameras require approximately 200ms to settle at
the newly commanded exposure, the merged disparity image
from the bracketed technique could only be computed at 5Hz.
Although the the other techniques do not require exposure
settling times, the same delay was applied between capturing
frames to ensure the results could be fairly compared to the
bracketed exposure technique. The results of this test are
shown in Fig. 5, which plots the performance of each tech-
nique over time. We see the bracketed exposure technique
produces the best results, both in terms of magnitude and
robustness to lighting changes. As the lamp is switched on,
there is a brief drop in performance for this technique after
which it recovers. The other techniques are severely effected
by the change however, and do not recover until the lamp
is switched off again. The auto exposure and fixed exposure
optimized for the unlit scene perform poorly when the lamp
is turned on, as most of the image becomes over-exposed.
As expected, the fixed exposure optimized for the lit scene
performs better when the lamp is turned on.
D. Moving Camera Test
To test the occupancy map-based multi-exposure stereo
technique, the stereo cameras were mounted to a vehicle
which was manually driven in a number of outdoor environ-
ments with different lighting conditions. Since the voxel fill
metric assumes the camera follows the same path and the
ambient light is constant for each technique being tested,
care was taken to fulfill these assumptions. Two exposure
techniques were tested: auto exposure, and multi-exposure
with automatic exposure limit adaption. Images were cap-
tured and processed in real time to generate occupancy maps
for comparison. Camera pose was determined by logging
laser scans from a single SICK laser scanner mounted on
the vehicle, and post-processing the data with the Atlas
framework [11]. We selected 6 representative data sets for
comparison, and the results are tabulated in Table II.
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Fig. 5. Graphs showing time response of different exposure techniques to
changing lighting conditions.
TABLE II
COMPARISON OF EXPOSURE TECHNIQUES FOR A MOVING CAMERA
Run
Distance 
Traveled (m)
Voxel Fill 
Auto Exposure Multi-Exposure
1 13.1 2703 3057
2 4.2 2235 1887
3 16.9 1212 1918
4 24.2 2198 3027
5 53.4 1753 2997
6 38.4 1763 4273
We see the multi-exposure technique significantly outper-
formed auto exposure on all but one of the runs (no. 2). This
run consisted of driving towards an obstacle in the shadowed
foreground with a sunny building facade in the background.
Although auto exposure produced a higher voxel fill count,
it failed to detect the foreground obstacle. The high voxel
count was from the building facade which had been correctly
exposed for (thereby under-exposing the foreground). The
multi-exposure technique was able to detect the foreground
obstacle as well as most of the building facade however (see
Fig. 6). This indicates that voxel fill is not always the best
performance metric — in some cases it is necessary to check
if certain features in the scene have been detected or not.
Fig. 7 shows a top view of two maps for comparison.
These were generated from data collected along path 1
where the vehicle drove from outdoors into an industrial
shed containing obstacles. The door on the opposing wall
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Auto ExposureExposure Sequence Merged Exposures
Fig. 4. Comparison of disparity image from multiple exposures and from auto exposure for a static high contrast scene. Sequence of exposures used to
create the merged disparity image (top left row), with resulting disparity images (bottle left row)
foreground
obstacle
Auto Exposure
Voxel count:
2235
Voxel count:
1887
Mult-Exposure
Fig. 6. An obstacle in the shadowed foreground is missed using auto
exposure, but detected using multi-exposures
of the shed was open, producing a high-contrast scene. We
see the multi-exposure map (right) is more complete than
the auto exposure map. A number of regions inside the shed
were missed using auto exposure, but detected using the
multi-exposure technique. Please see the attached video for
a demonstration of the multi-exposure stereo technique.
Auto Exposure
Auto ExposureVehicle path
Vehicle path
Voxel count:
   2703
Voxel count:
    3057
Multi Exposure
Multi Exposure
4m0
4m0
Fig. 7. Comparison of occupancy maps created using auto and bracketed
exposures
VI. CONCLUSIONS AND FUTURE WORK
We have presented a new technique for high-dynamic
range stereo that is well suited to outdoor mobile robot ap-
plications. Stereo pairs are captured at a number of different
exposures (exposure bracketing), and combined by projecting
the 3D points into a common coordinate frame, and building
a 3D occupancy map. We have shown experimentally that the
technique works well for outdoor operation with variable and
high contrast lighting conditions.
In the future we will look at eliminating the laser-based
pose estimator and register the partial point clouds directly
to the 3D occupancy map.
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