The aim of this paper is to present the global bounds for renormalized solutions to the following quasilinear elliptic problem:
Introduction
Our main purpose in this paper is to establish the global bound for gradient of solution (the renormalized solution) to the following quasilinear elliptic equations with respect to the given datum µ:
−div(A(x, ∇u)) = µ in Ω, u = 0 on ∂Ω, (1.1) in the Lorentz-Morrey spaces, where the given domain Ω is a bounded open subset of R n , n ≥ 2, and µ stands for a finite signed Radon measure in Ω. In particular, our domain here is assumed to satisfy the p-capacity uniform thickness condition. In [25] , G. Mingione firstly proposed the local estimates of solution at least for the case 2 ≤ p ≤ n, and the extension to global estimates has also been mentioned by using maximal function. Later, some of other researching approaches have been studied for different hypotheses of domain Ω and the case of p. In [27] , Nguyen Cong Phuc gave the global gradient estimates in the Lorentz spaces and later in [28] , author also presented his study on the Morrey global bounds to this type of equation, for the case of 2 − 1 n < p ≤ n. There have been further discussions on the global gradient estimates of solution to this equation, with different possible assumptions. For instance, authors in [21] studied the gradient estimate of solution in Lorentz space under the hypotheses of Ω-Reifenberg domain and for 3n−2 2n−1 < p ≤ 2 − 1 n . Otherwise, without the assumption of Reifenberg domain, the gradient estimates were presented under the weaker condition of domain Ω, that is the p-capacity uniform thickness, for 3n−2 2n−1 < p ≤ 2 − 1 n . The reader is referred to [27] to find the detailed proof. And later, for 3n−2 2n−1 < p ≤ 2 − 1 n , the results of the L q,s (Ω) estimates of solution (q > 0, 0 < s ≤ ∞) were given in [30] .
In the present paper, our work is studied following the series of works by G. Mingione (in [13] , [14] , [17, 18] , [24, 25] ), Nguyen Cong Phuc (in [2, 26, 27, 28] ), Nguyen Quoc Hung (in [19, 20, 21, 22] and references therein) et al., where the global bounds of solution to (1.1) were obtained. Herein, our main advantage is to provide the result of solution global bounds in Lorentz-Morrey spaces, for 3n−2 2n−1 < p ≤ 2 − 1 n , applying the same technique as our work in [30] . For the reader's convenience, for 3n−2 2n−1 < p ≤ 2 − 1 n , we remark here that we work under the hypotheses of domain Ω ⊂ R n is a bounded domain whose complement satisfies a p-capacity uniform thickness condition with constants c 0 , r 0 > 0 (see Definition from Section 2.1 in the present paper) for these following theorems. This assumption on our domain is described in Section 2.1 and in addition, the nonlinearity A here is a Carathéodory vector valued function defined on W for every (ξ, η) ∈ R n × R n \ {(0, 0)} and a.e. x ∈ R n , α and β are positive constants. This operator and its properties are emphasized in Section 2.3. Let us state some results of boundedness property of maximal function and gradient estimate of solution to (1.1) on Lorentz-Morrey spaces, for the singular case and for any renormalized solution u to (1.1) with given measure data µ, there exist Θ = Θ(n, p, α, β, c 0 ) > p and constant C > 0 depending on n, p, α, β, c 0 , diam(Ω)/r 0 such that the following estimate
holds for any λ > ε n and suppose that Ω ⊂ R n is a bounded domain whose complement satisfies a p-capacity uniform thickness condition with constants c 0 , r 0 > 0. Then, there exist Θ = Θ(n, p, α, β, c 0 ) > p, β 0 = β 0 (n, p, α, β) ∈ (0, 1 2 ] and a constant C = C(n, p, α, β, c 0 , diam(Ω)/r 0 ) > 0 such that for any 0 < q < Θ, 0 < s ≤ ∞, 1 + (p − 1)(1 − β 0 ) < θ ≤ n and for any solution u to (1.1) with a finite measure µ ∈ M b (Ω), there holds
, where
It can be noticed that in this theorem and in what follows, operators M, M 1 are introduced later in Section 2.5. The symbol L n (E) in Theorem 1.1 represents the Lebesgue measure of a set E in R n , n ≥ 2.
The following theorem provides an estimate on gradient of solution in LorentzMorrey spaces.
(Ω) and suppose that Ω ⊂ R n is a bounded domain whose complement satisfies a p-capacity uniform thickness condition with constants c 0 , r 0 > 0. Then, there exist Θ = Θ(n, p, α, β, c 0 ) > p, β 0 = β 0 (n, p, α, β) ∈ (0, 1/2] and C = C(n, p, α, β, c 0 , diam(Ω)/r 0 ) > 0 such that for any 0 < q < Θ, 0 < s ≤ ∞, 1 + (p − 1)(1 − β 0 ) < θ ≤ n and for any solution
One notices that M b (Ω) in this theorem stands for the Radon measure on Ω with bounded total variation, would be introduced in Section 2.2. And the Lorentz-Morrey function space L q,s;κ (Ω) would be presented in Section 2.5 later.
Remark 1.4
In this work, it remarks that at least for the case 2 ≤ p ≤ n, a local bounds of (1.3) was studied in [25] by G. Mingione.
This paper is organized as follows. We present in Section 2 some backgrounds and in section 3 we obtain local and global comparison estimates, including interior and boundary estimates of solution. And finally in the Section 4, the proofs of desired results were given.
Preliminaries
In this section, we give some backgrounds about the definitions and assumptions that related to our problem. Here we remark that the domain Ω is a bounded, open subset of R n (n ≥ 2) and there is no smoothness is assumed on ∂Ω.
Definitions of capacities
We begin with the definition of p-capacity. Let p and p ′ be real numbers, such that 1 ≤ p ≤ n and p ′ the Hölder conjugate exponent of p, i.e., 1/p + 1/p ′ = 1. The p-capacity cap p (B, Ω) for any set B ⊆ Ω with respect to Ω is defined as following.
The p-capacity of any compact set K ⊂ Ω is defined as:
where χ K is the characteristic function of K. The p-capacity of any open subset U ⊆ Ω is then defined by:
Consequently, the p-capacity of any subset B ⊆ Ω is defined by:
A function u defined on Ω is said to be cap p -quasi continuous if for every ε > 0 there exists B ⊆ Ω with cap p (B, Ω) < ε such that the restriction of u to Ω \ B is continuous. It is well known that every function in W 1,p (Ω) has a cap p -quasi continuous representative, whose values are defined cap p -quasi everywhere in Ω, that is, up to a subset of Ω of zero p-capacity. When we are dealing with the pointwise values of a function u ∈ W 1,p (Ω), for every subset B of Ω we have:
where v = 1 cap p -quasi everywhere on B, and v ≥ 0 cap p -quasi everywhere on Ω.
Definition 2.1 By a capacity density condition on Ω, we mention the p−capacity uniform thickness condition (with constants r 0 , c 0 > 0) imposed on R n \ Ω. That is, there exist constants c 0 , r 0 > 0 such that for all 0 < t ≤ r 0 and all x ∈ R n \ Ω:
Note that the domains satisfying (2.1) include those with Lipschitz boundaries or even those that satisfy a uniform exterior corkscrew condition, means that there exist constants c 0 , r 0 > 0 such that for all 0 < t ≤ r 0 and all x ∈ R n \ Ω, there is y ∈ B t (x) such that B t/c 0 (y) ⊂ R n \ Ω.
Assumptions on measures
Firstly, we define M b (Ω) as the space of all Radon measures on Ω with bounded total variation, C 0 b (Ω) the space of all bounded, continuous functions defined on Ω, so that´Ω ϕdµ is is well defined for ϕ ∈ C 0 b (Ω) and µ ∈ M b (Ω). The positive part, the negative part and total variation of a measure µ in M b (Ω) are denoted by µ + , µ − and |µ| -is a bounded positive measure on Ω, respectively.
2)
Remark 2.3 If µ n is nonnegative, then {µ n } converges to µ in the narrow topology of measures if and only if µ n (Ω) converges to µ(Ω) and (2.2) holds for every ϕ ∈ C ∞ c (Ω). In particular, if µ n ≥ 0, {µ n } converges to µ in the narrow topology of measures if and only if one has (2.2) holds for every ϕ ∈ C ∞ (Ω).
In addition, one defines M 0 (Ω) as the set of all measures µ in M b (Ω) which are "absolutely continuous" with respect to the p-capacity, i.e., which satisfy µ(B) = 0 for every Borel set B ⊆ Ω such that cap p (B, Ω) = 0. The measures µ 0 and µ s will be called the absolutely continuous and the singular part of µ with respect to the p-capacity.
Assumptions on operators
Let the nonlinearity operator A : Ω × R n → R n be a Carathéodory function (that is, A(., ξ) is measurable on Ω for every ξ in R n , and A(x, .) is continuous on R n for almost every x in Ω) which satisfies the following growth and monotonicity conditions: for some 1 < p ≤ n:
3)
for every (ξ, η) ∈ R n × R n \ {(0, 0)} and a.e. x ∈ R n , α and β are positive constants. A consequence of (2.3), and of the continuity of A with respect to ξ, is that, for almost every x in Ω,
From above hypotheses, the map u → −div(A(x, ∇u)) is a coercive, continuous, bounded, and monotone operator defined on W 1,p (Ω) with values in its dual space W −1,p ′ (Ω). Moreover, by the theory of monotone operators, for every µ in W −1,p ′ (Ω) there exists one and only one solution v of the problem
in the sense that:
where ., . denotes the duality between W −1,p ′ (Ω) and W
, so that this classical result gives the existence and uniqueness of a solution to (1.1) for every measure µ in M b (Ω).
Definition of renormalized solution
For each integer k > 0, and for s ∈ R we firstly define the operator T k : R → R as: 5) and this belongs to W 1,p 0 (Ω) for every k > 0, which satisfies
in the sense of distribution in Ω for a finite measure µ k in Ω.
Definition 2.5 Let u be a measurable function defined on Ω which is finite almost everywhere, and satisfies T k (u) ∈ W 1,1 0 (Ω) for every k > 0. Then, there exists a unique measurable function v : Ω → R n such that:
Moreover, the function v is so-called "distributional gradient ∇u" of u.
Let us recall the Remark 2.4, for every measure µ in M b (Ω) can be written in a unique way as µ = µ 0 + µ s , where µ 0 in M 0 (Ω) and µ s in M s (Ω).
The following Definition 2.6 of renormalized solution to equation (1.1) was introduced in [12] , and we reproduce them herein as:
A measurable function u defined in Ω and finite almost everywhere is called a renormalized solution of
for any 0 < r < n n−1 , and u has the following additional property. For any k > 0 there exist nonnegative Radon measures λ
the narrow topology of measures and that
It is known that if µ ∈ M 0 (Ω) then there is one and only one renormalized solution of (1.1) (see [12] ). However, for a general µ ∈ M b (Ω), the uniqueness of renormalized solution of (1.1) is still an open problem.
The following Remark was given in [12, Theorem 4.1] provides the gradient estimate for solution u:
Let Ω is an open bounded domain in R n . Then, there exists C = C(n, p) > 0 such that for any the renormalized solution u to (1.1) with a given finite measure data µ there holds:
Other definitions and remarks
Let us recall the definition of the Lorentz space L q,t (Ω) for 0 < q < ∞ and 0 < t ≤ ∞ (see in [16] ). It is the set of all Lebesgue measurable functions g on Ω such that:
is the usual weak L q or Marcinkiewicz space with the following quasinorm:
where L n (B) denotes the n-dimensional Lebesgue measure of a set B ⊂ R n . In (2.8), for t = q, the Lorentz space L q,q (Ω) is the Lebesgue space L q (Ω). In addition, let us recall that for 1 < r < q < ∞, one has:
Otherwise, we also give the definition of Lorentz-Morrey spaces. A function g ∈ L q,t (Ω) for 0 < q < ∞, 0 < t ≤ ∞ is said to belong to the Lorentz-Morrey functional spaces L q,t;κ (Ω) for some 0
When κ = n the space L q,t;κ (Ω) is exactly the space L q,t (Ω).
In this paper, we also define the the fractional maximal function M α of each locally finite measure µ by:
For the case α = 0, the definition of M α becomes M 0 is essentially the HardyLittlewood maximal function M defined for each locally integrable function f in R n by:
where the denotation
f (y)dy indicates the integral average of f in the variable y over the ball B r (x), i.e.
f (y)dy.
In this paper, the notion of M T α is also defined as:
for any T > 0 and 0 < α < n.
Remark 2.9 It refers to [16] 
Remark 2.10 In [16] , it allows us to present a boundedness property of maximal function M in the Lorentz space L q,s (R n ), for q > 1 as follows:
Our result in Theorem 1.3 and 1.1 will be proved in Section 4 involving both these above operators M 1 , M and M T α .
Comparison estimates
In this section, we obtain certain local interior and boundary comparison estimates that are essential to our development later. In this work, for the singular case
n , we always suppose that the domain Ω ⊂ R n is a bounded domain whose complement satisfies a p-capacity uniform thickness condition with constants c 0 , r 0 > 0 defined in Section 2.1, and the constant C we mention later always depends on some given constants n, p and α, β > 0 of Carathéodory vector valued function A.
Interior Estimates
First, let us consider the interior ones. Fix a point x 0 ∈ Ω, for 0 < 2R ≤ r 0 (r 0 was given in (2.1)) and µ ∈ M b (Ω), with u ∈ W 
We first recall the following version of interior Gehring's lemma applied to the function w defined in (3.1), that was proved in [29, Theorem 6.7] .
loc (Ω) and w be the solution to (3.1). Then, there exist constants Θ = Θ(n, p, α, β) > p and C = C(n, p, α, β) > 0 such that the following estimate
The next lemma gives an estimate for the difference ∇u − ∇w. These results were proved in [21, Lemma 2.2, 2.3].
Lemma 3.2 Let u ∈ W 1,p loc (Ω) and w be solution to (3.1). Then, for any
The following lemma comes from the standard interior Hölder continuity of solutions, that can be found in [29, Theorem 7.7] .
loc (Ω) and w be solution to (3.1). Then, there exists a constant β 0 = β 0 (n, p, α, β) ∈ (0, 1/2] such that:
. Moreover, there exists a constant C = C(n, p, α, β) > 0 such that we have the following estimate:
It can be noticed that the denotation w Bρ(y) indicates the average integral of w over the ball B ρ (y). Applying Lemma 3.2, the inequality (3.4) can be further improved as in the following lemma.
loc (Ω) and w be solution to (3.1). Then, for any Θ ∈ (0, p], there exist constants 
In order to prove this Lemma 3.5, it refers to the Lemma 3.6 in [23, Lemma 1.4] is recalled as follows, where the proof can be found therein.
Lemma 3.6 Let φ(t) be a nonnegative and nondecreasing function on
for any 0 < ρ ≤ θr < R, with A, B, α, β nonnegative constants and θ ∈ (0, 1) and β < α. Then, for any γ ∈ (β, α), there exists a constant ε 0 = ε 0 (A, α, β, γ, θ) such that if ε < ε 0 we have for all 0 < ρ ≤ r ≤ R:
where C is a positive constant depending on A, α, β, γ. In particular, we have for any 0 < r ≤ R:
Proof of Lemma 3.5.
First of all, for ρ > 0 satisfies ρ ≤ r/2, let us take B r (y) ⊂⊂ Ω, where B ρ (y) ⊂ B r (y). Applying with B 2R = B r (y) in Lemma 3.2, one gives:
and applying the Lemma 3.3 with B ρ (y) ⊂ B r (y) ⊂ B 2R (x 0 ) and p = γ 0 shows that:
Moreover, we also have that:
Therefore,
|µ|(B r (y)) r n−1
Using Hölder's inequality for the last term, one has
Let us set a function Φ : R → R as:
Thus, from (3.6) it gives
Therefore, for any δ ∈ −
Choosing ε > 0 small enough, then applying Lemma 3.6, with γ = 
According to the Remark 2.7 it gives
for any γ ∈ 0, (p − 1)n n − 1 which implies that
From both (3.9) and (3.10) we conclude that
Boundary Estimates
Next, let us give the estimates on the boundary. As R n \ Ω is uniformly p-thick with constants c 0 , r 0 > 0, let x 0 ∈ ∂Ω be a boundary point and for 0 < R < r 0 /10
In what follows we extend µ and u by zero to R n \ Ω and w by u to R n \ Ω 10R .
Lemma 3.7 Let w be the solution to (3.11). Then, there exist constants Θ = Θ(n, p, α, β, c 0 ) > p and C = C(n, p, α, β, c 0 ) > 0 such that the following estimate
holds for all B 3ρ (y) ⊂ B 10R (x 0 ), y ∈ B r (x 0 ). Lemma 3.8 Let w be the solution to (3.11). Then, there exist constants Θ = Θ(n, p, α, β, c 0 ) > p and C = C(n, p, α, β, c 0 ) > 0 such that we have the following estimate
More general, we also obtain the following lemma.
Lemma 3.9 Let w be the solution to (3.11). Then, for 0 < θ 1 < θ 2 < 1 there exist constants Θ = Θ(n, p, α, β, c 0 ) > p and C = C(n, p, α, β, θ 1 , θ 2 , c 0 ) > 0 such that we have the following estimate
holds for all B ρ (y) ⊂ B 10R (x 0 ), y ∈ B r (x 0 ). Lemma 3.10 Let w be the solution to (3.11). Then, for any
there is a constant C = C(n, p, α, β, c 0 ) > 0 such that:
Lemma 3.11 Let w be the solution to (3.11). Then, there exist constants β 0 = β 0 (n, p, α, β, c 0 ) ∈ (0, 1/2] and C = C(n, p, α, β, c 0 ) > 0 such that:
And the following Lemma gives the boundary version of Lemma 3.4.
Lemma 3.12 Let w be the solution to (3.11). Then, for any Θ ∈ (0, p], there exist constants β 0 = β 0 (n, p, α, β, c 0 ) ∈ (0, 1/2] and C = C(n, p, α, β, Θ, c 0 ) > 0 there holds:
17)
for any y ∈ B r (x 0 ) such that B ρ (y) ⊂ B r (y) ⊂ B 10R (x 0 ). Lemma 3.13 Let β 0 ∈ (0, 1/2] be as in Lemmas 3.11 and 3.12. Then, for any δ ∈ − n−p p−1 , β 0 , there exists a constant C = C(n, p, α, β, c 0 , β 0 ) > 0 such that for any B ρ (y) ∩ ∂Ω = ∅:
18)
Proof of Lemma 3.13. Take ρ ′ ≤ 2r such that B ρ ′ /4 (y) ∩ ∂Ω = ∅. Let y 0 ∈ B ρ ′ /4 (y) ∩ ∂Ω such that |y − y 0 | = dist(y, ∂Ω) ≤ ρ ′ /4. Note that |y − y 0 | ≤ ρ ′ /4 and thus B ρ ′ /4 (y 0 ) ⊂ B ρ ′ /2 (y) and B ρ ′ /2 (y 0 ) ⊂ B 3ρ ′ /4 (y). In addition, for ρ ≥ |y − y 0 |/4 claims that Bρ(y) ⊂ B 5ρ (y 0 ).
For ρ ≤ ρ ′ /4, let w be as in Lemmas 3.11 and 3.12 with B ρ (y) ⊂ B ρ ′ (y) ⊂ B 10R (x 0 ). Applying B 10R = B ρ ′ /2 (y 0 ) in Lemma 3.10 yields:
Otherwise, applying Lemma 3.11 with B ρ (y) ⊂ B ρ ′ (y) ⊂ B 10R and p = γ 0 shows that:
Moreover, since:ˆB
it follows that
Bρ(y)
According to (3.19) and (3.20), we get the estimate:
Back to the integral on the corresponding ball, this implies
Using Hölder's inequality for the last term of (3.21), it may be concluded that:
Similar to the proof of Lemma 3.5, let us set a function Φ : R → R as:
Thus, from (3.22) it gives
It suffices to show that for any δ ∈ − n−p p−1 , β 0 :
Then, taking the supremum for all 0 < ρ < T 0 that yields
It is easy to check in the Remark 2.7 that: 
As a consequence of Lemmas 3.5 and 3.13, taking the supremum both sides for all 0 < ρ < T 0 and y ∈ Ω one obtains the following lemma.
Lemma 3.14 Let β 0 ∈ (0, 1/2] be as in Lemmas 3.4 and 3.12. Then, for any δ ∈ − n−p p−1 , β 0 , there exists a constant C = C(n, p, α, β, c 0 , β 0 ) > 0 such that: 25) where θ = 1 + (p − 1)(1 − δ), T 0 = diam(Ω), 0 < ρ < T 0 .
Comparison and Lorentz-Morrey Estimates
In this section, we state the main result of this paper. The following Lemma is important and used to prove the main Theorem 1.1.
Lemma 4.1 Let 0 < ε < 1, R > 0 and the ball Q := B R (x 0 ) for some x 0 ∈ R n . Let E ⊂ F ⊂ Q be two measurable sets in R n+1 with L n (E) < εL n (Q) and satisfying the following property: for all x ∈ Q and r ∈ (0, R], we have
Proof of Theorem 1. Let u be the renormalized solution to (1.1). From Remark 2.7:
for any γ ∈ 0,
(Ω) be the unique solution to the following problem:
Note that we have u k = T k (u) and µ k → µ in the narrow topology of measures (2.6). By Proposition 2.8, there exists a subsequence {u k ′ }, but for simplicity, still denoted by {u k } k , such that
For given ε > 0, λ > 0 and r 0 > 0 as in (2.1), let us set
and
Our purpose here is to prove that there exist Θ and C such that (1.2) holds. It can be rewritten as:
and therein Lemma 4.1 has to be used, in which one needs to prove firstly that:
Indeed, we may assume that E λ,ε = ∅ (if E λ,ε = ∅, (4.3) holds obiviously). Then, for
, in the view of (4.1) with γ = γ 0 one has:
In the use of (4.4) we get that
Next we verify that for all x ∈ D 1 , r ∈ (0, R], and λ > ε
we have:
Indeed, let x ∈ Q and 0 < r ≤ R, and by contradiction, let us assume that
One needs to prove that there exists a constant C depends on n, p, α, β, c 0 , diam(Ω)/r 0 such that the following estimate holds:
To do this, firstly, for ρ > 0, firstly we have
where
Taking the supremum both sides for ρ > 0, it can be seen clearly that:
Therefore, for all λ > 0 and ε satisfies ε
In order to prove (4.10) we separately consider for the case B 4r (x) ⊂⊂ Ω and the case B 4r (x) ∩ Ω c = ∅. The proof falls naturally into two cases.
with µ = µ k and B 2R = B 4r (x), one has a constant C = C(n, p, α, β, c 0 , diam(Ω)/r 0 ) > 0 such that:
Otherwise, Lemma 3.1 is also applied to give: 14) where, the second inequality is obtained by using Hölder's inequality and for γ 0 > p − 1. For all m ≥ 2 and γ 0 < 1, since one has that 15) and so, apply for m = 3 yields that:
From Remark 2.9, for each term on right hand side of (4.16) one gives
(4.17)
Combining both estimates (4.13) and (4.14) to (4.16) we get
Letting k → ∞ and thanks to (4.8) and (4.9) one obtains:
As |x − x 1 | < r, B 4r (x) ⊂ B 5r (x 1 ). This gives:
Similarly, from |x − x 2 | < r, we can get B 4r (x) ⊂ B 5r (x 2 ) ⊂ D 2 and for all ρ > 0, it finds:
Applying (4.18) and (4.19) together with (4.8), (4.9) yields that:
which establishes our desired (4.10).
. It is not difficult to check that:
Applying Lemma 3.10 for u k ∈ W 1,p loc (Ω) and w k the solution to: 20) for µ = µ k and B 2R = B 10R (x 3 ), one has a constant C = C(n, p, α, β, c 0 , diam(Ω)/r 0 ) > 0 such that: 21) and for all ρ > 0 satisfies B ρ (y) ⊂ B 10r (x 3 ), following Lemma 3.8 one has
As a version of (4.17) in the ball B 10r (x 3 ), one gives: Since B 4r (x) ⊂ B 10r (x 3 ), similar to (4.14), we obtain:
where, the second inequality is obtained by using Hölder's inequality and for γ 0 > p − 1.
On the ball B 10r (x 3 ), applying these estimates (4.21) and (4.22) with (4.24) from above to (4.23), one obtains the following estimate:
Letting k → ∞, we can assert that:
For given x 1 , x 2 in the previous case and the definition of x 3 , since dist(x, Ω) ≤ 4r, we can easily check that these following bounds:
and the following estimates
hold. On the other hand, as |x 3 − x| = dist(x, ∂Ω), one obtains
Combining these above estimates together, one finally concludes that L n (E λ,ε ∩ B r (x)) ≤ Cr n . Finally, by applying Lemma 4.1 for E = E λ,ε , F = F λ , we will have
and the proof of theorem 1.1 is complete. Now, let us give a brief proof of Theorem 1.2.
Proof of Theorem 1.2. Let 0 < ρ < T 0 (T 0 = diam(Ω)) and x 0 be fixed in Ω. We first apply the theorem 1.1 with R = ρ and the corresponding sets
, there exist Θ = Θ(n, p, α, β, c 0 ) > p and a constant C = C(n, p, α, β, c 0 , T 0 /r 0 ) > 0 such that the following estimate holds 26) for any λ > λ 0 (ε), ε ∈ (0, 1), and for some γ 0 ∈ 2−p 2 ,
Thus, for all λ > λ 0 (ε) it gives
Since the estimate (4.27) only holds for all λ > λ 0 (ε), one splits the integral into the sum of integrals on (0, λ 0 ) and (λ 0 , +∞) to get
According to (4.28) and (4.29), one can conclude that:
Thus, it is clear that
) . Then, it gives us the estimate:
If q < Θ, let us choose ε = ε 0 > 0 such that Cε
By Lemma 3.14, it gives us that
Therefore, we obtain the following estimate: and the proof of (4.32) is complete, that yields our desired Lorentz-Morrey estimate result of our solution.
