This document supports the discussion in the main paper. The document discusses (a) the concepts of "accurate" and "precise", (b) the need for six linear terms (as opposed to one) in de Podesta et al's model equation, (c) some alternative methods for analyzing de Podesta et al's data, and (d) some general principles of data analysis.
The distinction between the concepts of "accurate" and "precise" is puzzling for many people. Here are some definitions:
The expected value of a prediction made by a model equation is the average of the predictions that we would obtain for a given single set of values of the predictor variables if we were to derive and use the model equation to make the prediction (for the given set of values of the predictor variables) over and over, each time deriving the equation from fresh data. Thus the expected value of a prediction is empirically meaningful.
For the physical sciences the true values of the fundamental quantities or variables are defined (in terms of units of measurement) in the body of the SI Brochure [9] . Approaches to measuring the true values are discussed in Appendix 2 of the Brochure.
As noted in the body, the true value underlying (the value of) a variable is sometimes called the "measurand" in the physical sciences [7, p. 53 ]. Although we can define the true value of a variable in the physical sciences, the true value itself in any given situation is unknowable. However, we can generally estimate the true value as accurately and precisely as we wish if we are prepared to spend sufficient resources. Thus the true value of a variable is empirically meaningful.
A predicted value of a response variable from a model equation is accurate if the expected values of predictions made by the equation are equal to the associated true values of the property behind the variable in nature. Since both expected values and true values are empirically meaningful, therefore the definition of an accurate prediction is also empirically meaningful.
A parameter estimate for a parameter in a model equation is accurate if the expected value of the estimate is equal to the true value of the parameter in nature, which (like the true value underlying a variable in the preceding discussion) is unknowable but estimable.
If a prediction or a parameter estimate is not accurate, then it is biased. The size of the bias is equal to the difference between (a) the expected value of the prediction or parameter estimate and (b) the true value of the predicted variable or parameter estimate in nature.
A prediction made by a model equation is "precise" if its standard uncertainty (which is estimable in many situations) is relatively small. A parameter estimate is precise if its standard uncertainty (which is also estimable in many situations) is relatively small.
Analysis 2: Using one linear term instead of six
The analysis that is discussed in the body of the published paper is Analysis 1. A second analysis, Analysis 2, was performed to confirm the need for the six linear terms for pressure in equation (1) in the body-a different term for each resonance mode. Analysis 2 fitted a model equation with only a single linear pressure term to the data. (That is, the resonance mode variable was ignored.) Then the residual scatterplots were examined. Supplementary figure 1 is a scatterplot of the Analysis 2 residuals as a function of pressure and resonance mode.
Supplementary figure 1. The 263 residuals from Analysis 2 as a function of pressure and resonance mode. Seventy-eight of the 109 individual "points" on this scatterplot actually represent between two and five points that are so close together that most of them are completely indistinguishable from each other. Supplementary figure 1 shows a pronounced set of systematic trends in the residuals suggesting that there are six linear effects in the data that are directly related to pressure and resonance mode. Since these effects are not present in the residuals for Analysis 1, clearly the six linear terms are needed in the model equation.
It is noteworthy that the six lines that are implicit in the points on supplementary figure 1 might in reality be curving lines rather than straight lines. This is because at very low pressures the lines are presumably all asymptotic to the same central line, which suggests that (barring the unlikely event that all the lines intersect at a pressure of exactly zero) the lines must curve as they become close together. Thus we might sensibly enhance or replace the six linear terms in equation (1) with other terms that enable the six lines to independently curve. This improvement to the model equation might remove the non-random patterns in the residuals that are observed in Analysis 1.
If we decide to enhance the model equation with terms for curving lines, it is important to ensure that the chosen additional terms belong in the equation. This is because including terms that do not belong adds extra random noise to the equation, which thereby increases the uncertainty of the predictions made by the equation. Unnecessary terms will add noise because the unnecessariness will cause the least-squares procedure to find that the parameter estimates for the unnecessary terms are relatively small. This will lead to the terms having small but noticeable "noise" effects on the overall equation. (The effects will be small because the terms will have been fitted to mere random noise in the data.)
Including estimated terms that do not belong in a model equation also has a second important disadvantage-such terms will always increase (often substantially) the uncertainty of the parameter estimates for the terms that do belong, as can be shown analytically for linear model equations [5, sec. 11.2.3]. This point is of central interest because we are using the estimate of 0 2 to estimate the value of the Boltzmann constant and we would like this estimate to have as small an uncertainty as possible. Therefore, we would prefer that only terms that belong are included in the equation.
We can use the statistical methods of p-values or confidence intervals to help us to decide whether a term belongs in a model equation, as discussed in many introductory statistics textbooks [10] . For example, p-values reveal that the estimated values of the parameters for the six linear terms in Analysis 1 are each highly significantly different from zero and are all highly significantly different from each other. This gives us good evidence that the six individual terms belong in the model equation.
Of course, the same evidence as is discussed in the preceding paragraph is also clearly shown in supplementary figure 1. The same evidence is visible under both the analytical and graphical approaches because the two approaches support each other, and thus both are appropriate to help us to obtain maximum information from data. Sometimes one approach will reveal information about a relationship between variables that the other has missed.
Comments about de Podesta et al's analysis approach

The 95% residual rule
Many readers will know that if the assumptions underlying a standard least-squares analysis of a linear model equation are adequately satisfied, then roughly 95% of the "standardized" residuals should lie within ±2 units of zero. We can use this rule to help us to check whether the assumptions underlying an analysis are adequately satisfied. For example, de Podesta et al report in section 2.4.3 of their article [1] that 96% of certain residuals in their analysis lie within 2 units of zero. This is very close to 95% and suggests that the residuals adequately satisfy the 95% rule.
The present analyses (using a different approach) also confirm that de Podesta et al's residuals satisfy the 95% rule. This confirmation is shown in the last two plots for Analysis 1a in the computer output that is available as supplementary material for this paper.
The fact that the standardized residuals satisfy the 95% residual rule may lead some readers to think that the residuals are acceptable and therefore de Podesta et al's analysis is valid. However, this conclusion is incorrect. This is because the 95% residual rule is only one simple ramification of the assumptions underlying the least-squares analysis of a linear model equation. For such an analysis to be valid, all of the assumptions underlying the analysis must be adequately satisfied, not just the 95% residual rule.
A more standard approach
De Podesta et al collected their data in three independent sessions that occurred on three different dates. They refer to these three sessions as "isotherms" because in each session they derived an isotherm-a curve on a graph of a relationship between speed, pressure, and resonance mode on which every point represents measurements taken at (in effect) the same temperature.
The fact that the research was done on three different dates suggests that there could be a "date" or "isotherm" effect in the data. However, the current theory of gases implies that the relationship between speed-of-soundsquared and pressure will remain constant between the three isotherms. Still, secondary changes between the three dates (e.g., decalibration of the measuring instruments or differences in the argon) might cause things to be different on the different dates.
However, figures 15 and 16 in de Podesta et al's article give good evidence that there is no isotherm effect in the data. That is, in each graph the lines for the three isotherms appear to differ from each other by no more than random noise. We could also perform statistical tests for such effects, but the graphs suggest that the tests would not find any statistically significant evidence that one or more isotherm terms belong in the model equation. Therefore, it is sensible to merge the data from the three isotherms and to ignore the isotherm variable. This merging of the data from the three isotherms is done in de Podesta et al's analyses and is also done in all the analyses in the present paper.
De Podesta et al indicate in sections 2.4.1 and 2.4.3 of their article that they generally measured the speed-squared value ten times at each pressure-resonance-mode-isotherm combination and then they used the 263 averages of each of these sets of ten (or sometimes more) measurements of speed-squared as the values of the response variable for their analyses.
(It appears that de Podesta et al properly used the standard deviation of the ten or more measurements of speed-squared divided by the square root of the number of measurements that were used in computing the average as the measure of the standard uncertainty of each of the 263 individual average speed-squared values, which they used to define their weight variable. In the physical sciences the standard deviation divided by the square root of the number of measurements is generally called the "experimental standard deviation of the mean" [7] . In the field of statistics and in the biological and social sciences the statistic is generally called the "standard error of the mean" [11] .)
The approach of averaging the sets of ten or more values of the response variable is somewhat non-standard. A more standard approach is to use all the more than 10 × 263 = 2630 raw (as opposed to the 263 averaged) speedsquared values directly in the analysis, taking proper account in the analysis of the organization of the data collection to take proper account of the different sources of variation in the data.
The approach of directly analyzing the more than 2630 raw speed-squared values requires a "hierarchical" analysis because the different sources of variation in the data form a hierarchy. Such an analysis approach is somewhat more complicated than the analysis approach that de Podesta et al used. However, the approach is arguably theoretically more reasonable. The approach is more reasonable because it performs an explicit examination of the different sources of variation in the data, including study of the more than 2630 residuals.
Thus after the problems with the non-random patterns in the residuals are resolved it would be of interest to analyze the relevant data with the hierarchical approach to see if any significant differences in the conclusions are obtained. Perhaps no such differences would be obtained, but we can only know that with certainty by performing the analysis.
The point in the preceding paragraph reflects a philosophy of performing all possible sensible analyses of data because the multiple analyses may lead to interesting findings. It is always reasonable to explore data.
However, it is noteworthy that if we perform multiple analyses of the same data, we must be careful to avoid false-positive errors that may arise due to the multiple testing. That is, if we look at data in many different ways, we will sometimes see relationships in the data that are actually simply manifestations of random noise. Of course, if such questionable phenomena are discovered in a given research project, we can easily definitively deal with them by carefully replicating the research project in independent new research to confirm (or not) that the phenomena are real.
The assumption that the predictor variables were measured without error
Section 3.1 in the body discusses some of the assumptions that underlie least-squares parameter estimation. Another assumption underlying the parameter estimation in the present analyses is the assumption that (the values of) the predictor variables were measured without error.
(In most analyses it is assumed that the response variable is measured with error. But many of the basic forms of analysis assume that the predictor variables are measured without error.)
In [1] .
Statistical procedures are available to take account of the fact that predictor (independent, regressor) variables in a model equation are measured with error [12] [13] [14] . These procedures are sometimes used in the social sciences (especially in economics and psychology) where random errors in predictor variables are often substantial. However, even when the errors in predictor variables are substantial these procedures are often not used, perhaps because the procedures are complicated, perhaps because they have an (addressable) air of arbitrariness, and perhaps because there is a sense (not always justified) in research that the errors in the measured values of the predictor variables generally have only a minimal effect on the conclusions of the analysis.
Taking proper account of the errors in the measurement of the predictor variables will provide slightly better estimates of the values of the parameters of a model equation in the sense that the parameters will have less bias. However, if the goal of the research is to use the derived model equation to make predictions, then (surprisingly) in certain standard situations the bias in the parameter estimates will not affect the RMS average accuracy of the predictions made by the equation (assuming that the equation was properly derived and that it is used in situations that are sufficiently similar to the situation in which it was derived) [15, sec. 1.6.3]. Since the (implicit) goal of research is often to use the derived model equation to make predictions, therefore researchers are sometimes not concerned about the slight bias in the values of the parameter estimates.
However, if the goal of the research is to obtain accurate estimates of the values of the parameters of a particular model equation, then bias in the estimates is obviously undesirable. Eliminating bias is especially important in the case of estimating the values of fundamental physical constants. Thus after the problems with the non-random residuals in the analyses of de Podesta et al's data have been satisfactorily addressed, it would be of interest to study the effects of performing the analysis under the assumption that the pressure values are measured with error. Such an analysis might find that the estimate of the zero-pressure limit of the squared speed of sound in argon (or its estimated standard uncertainty) is slightly different from the estimate we obtain if we assume that the pressure values are measured without error.
The idea that the pressure values are measured with error is independent of the idea in the preceding subsubsection that the variation in de Podesta et al's data is hierarchical. In subsequent analyses of similar research data it would be sensible to use an approach that takes account of both these ideas.
The preceding ideas reflect the fact that the results of data analyses are sometimes fuzzy, depending on the set of assumptions we make. Uncertain assumptions are generally inevitable at any leading edge of scientific research. We can mitigate the uncertainty of the assumptions by identifying all the assumptions and by carefully confirming as part of the analysis that they are all adequately satisfied.
Some general principles of data analyses
This section discusses some general principles that are related to the analyses in the present paper. These principles help to make research more efficient.
Choosing the model equation
Many researchers begin the study of a relationship between variables with a model equation for the relationship in mind. For example, de Podesta et al may have begun their study of the relationship between speed-of-soundsquared and pressure in argon using equation (1) We can decide whether a term belongs in a model equation by determining whether we have good evidence that the parameter that multiplies the term is significantly different from zero. (If the correct value of the parameter that multiplies a term is zero, this causes the term itself to become constantly zero. Then the term vanishes from the equation, implying that it does not belong.) However, deciding whether terms belong can be surprisingly complicated and prone to error if there are more than a few candidate terms due to the possibility of false-positive and falsenegative errors.
As noted in section 2, we can use p-values or confidence intervals to help us to determine whether a term belongs. In some situations analytically derived p-values or confidence intervals are unavailable. Then we can often use cruder methods or we can derive p-values or confidence intervals through a computer simulation.
The organization of the data table
For convenience in data analysis each variable collected in a research project should have its own single column in a data table, as opposed to being spread over multiple columns. This is because almost all modern data-analysis software expects each variable to be in one and only one column (because that is the most sensible general approach). If the data for a given variable are in multiple columns, then the analyst must restructure the data before the analyses can begin, which is somewhat complicated and prone to error. For example, de Podesta et al collected the speedsquared values that they imported to MATLAB for their least-squares analyses in three separate worksheets in an Excel workbook-one worksheet for each of their three isotherms. In each worksheet the speed-squared values were in six different columns, one column for each of the six resonance modes. They and I had to consolidate all the speed-squared values into a single column in a data table (with 263 rows and also with columns specifying values for Pressure, Resonance Mode, Uncertainty, Isotherm, and Weight) before we could begin our analyses.
Omitting rows of data from the data table
As suggested in section 3.3 in the body, it is arguably sensible to avoid omitting rows of data from a data table unless it is completely clear that one or more of the values in a row reflect uncorrectable measurement or transcription errors or unless the rows have questionable accuracy. For example, as noted in the body of this paper, de Podesta et al omitted 20 rows from their data table at low pressures because the half-widths were too large. This is arguably a sensible omission (although some purists would say that no data should be omitted unless the data are clearly in error).
However, if rows of data are omitted from a data analysis, then (regardless of the reason for the omission) the rows should never be deleted from the data table. Instead, a row that is to be omitted may be flagged with an indicator variable to tell the analysis software to omit that row from an analysis. (Omission of data rows from an analysis using an indicator variable is easily done with modern statistical software.) Using an indicator variable allows us to revisit the omitted values later, which we cannot readily do if the values are deleted from the table.
For example, in further analyses of de Podesta et al's data we might want to consider all the data that de Podesta et al collected-even the 20 or more rows of data that they decided to delete from their Excel workbook, and even the 92 or so further rows of data that they omitted for the (0,5) and (0,6) resonance modes. Studying these omitted data may help us to understand the non-random patterns in the residuals.
Statistical software
Commercial statistical software provides powerful, thorough, easy-to-use, well-documented, and reliable (heavily tested) methods for tabular, graphical, and analytical study of variables and relationships between variables. Also, good freeware statistical software is available, notably the main statistical parts of the commercial SAS system (for non-commercial use only) [16] and the system R [17] .
Using statistical software is more productive, generally more reliable, and generally more complete than trying to perform the same analysis with homegrown analysis approaches. Modern statistical software can read information from scientific instruments that have computer interfaces, which saves time and reduces errors.
The computer program that performs the data analyses for this paper (Pr0554.sas) and the output from the program are available as supplementary material for the paper. Study of the program and the output reveals how very sim-
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ple commands to statistical software can cause the software to perform proper comprehensive data analyses.
A frequent problem for users of statistical software is that the user is faced with a very wide array of methods for studying relationships between variables. Thus the user may be uncertain about which method is best to use. For example, the 9411-page SAS/STAT 13.2 User's Guide [18] gives a thorough integrated discussion of 86 different statistical "procedures" that SAS can use for analysis or presentation of data or for research design. A second 3582-page SAS manual gives an integrated discussion of 31 specialized statistical procedures for econometrics and time series [19] . Invariably for a given set of data and for a given set of research goals one or two of these procedures (or the parallel procedures in another statistical software system) will be greatly superior to all the others. How can the researcher choose the best procedure?
A good way to choose the best procedure is to consult briefly with a statistician, as discussed in the next subsection. A researcher can also learn to choose an appropriate statistical procedure and perform a proper data analysis for a research project by studying appropriate textbooks. Study of such textbooks is particularly easy for mathematically experienced researchers.
Statisticians as consultants or collaborators
If you wish to use statistical procedures in your research, and if your research is complicated, or if you are less familiar with statistical procedures, then it may be useful to consult briefly with a statistician to help you get started. It is best to consult with a statistician before you finalize your research design because the statistician may be able to suggest substantial improvements to the design, which will increase the chance that you will find and properly characterize what you are looking for (if what you looking for is there).
Some statistics departments at universities offer free or low-cost consulting services to members of the university community (and perhaps to others). The best way to communicate your research goals and proposed research design to a statistician is to send him or her a detailed written research proposal. After perhaps asking some questions, the statistician will reply with (a) detailed written comments, including recommended statistical computer procedures for analyzing the data, (b) recommended textbooks about the procedures, and perhaps (c) suggestions for possible improvements to the research design. A good statistician will focus on your goals and will consistently talk in the language of your research. The information from the statistician will usually enable you to complete the rest of the work on your own. (For statistically complicated research, many statisticians enjoy collaborating with researchers, and can usually add substantial value.)
When to specify the data-analysis approach
It is always best to fully specify the data-analysis approach of a research project before the design of the project is finalized. It is best to specify the analysis approach at this early point because thinking about the data analysis often leads to substantial improvements in the research design.
Testing the data-analysis approach
If a researcher is uncertain about the analysis approach for a research project, it is often helpful to use statistical software to generate dummy data for a proposed approach and then to perform analyses of these data to gain experience with the analyses before finalizing the research design. You can find easily-cloned examples of generating dummy data in a given statistical language by searching the Internet for "create data [language]" without the quotation marks where " [language] " is replaced by the name of the statistical language you are using, e.g., SAS.
In general, you can generate numeric values of the predictor variables in a data table using program loops or random number generators or both to generate the values, whichever approach is most appropriate in the context of your research. Then you can generate the numeric values of the response variable from the values of the predictor variables by substituting the generated numeric values of the predictor variables into a (deemed-likely) data-generating model equation, evaluating the expression, and adding an error term to the result, where the numeric value of the error term is generated by a (deemed-likely) random number generator.
Summary
Section 1 defines the concepts of accurate and precise. An analysis of de Podesta et al's data was performed using only one term that was linear in pressure (instead of the six terms that were linear in pressure, a separate term for each resonance mode). This analysis demonstrates that the six terms are necessary.
Sensible alternative approaches to analyzing de Podesta et al's data are available.
Certain general principles of research design and data analysis help to make scientific research more efficient. 
