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Resumo
Um sistema dinaˆmico p-fuzzy e´ um sistema cuja dinaˆmica e´ obtida atrave´s de um
sistema baseado em regras fuzzy. Neste trabalho, realizamos um estudo anal´ıtico da esta-
bilidade dos sistemas dinaˆmicos p-fuzzy. Estabelecemos condic¸o˜es necessa´rias e suficientes
para existeˆncia de ponto de equil´ıbrio para sistemas p-fuzzy unidimensionais e bidimen-
sionais e derivamos condic¸o˜es para estabilidade deste ponto. Vimos que, uma condic¸a˜o
suficiente para existeˆncia de ponto de equil´ıbrio e´ uma mudanc¸a de sinal na sa´ıda do
controlador.
Este trabalho mostra ainda, que a estabilidade de um ponto de equil´ıbrio depende,
principalmente, das varia´veis de entradas e sa´ıdas do sistema baseado em regras fuzzy
associado ao sistema p-fuzzy.
Ale´m dos diversos resultados matema´ticos encontrados, com demonstrac¸o˜es rigorosas,
realizamos inu´meros experimentos computacionais e obtivemos resultados que atestam a
veracidade de da teoria aqui proposta.
Apresentamos ainda, algumas aplicac¸o˜es em Biomatema´tica onde podemos comprovar,
em situac¸o˜es concretas, a efica´cia, versatilidade e robustez da teoria desenvolvida.
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Abstract
A p-fuzzy dynamic system is a system whose dynamics is obtained through a fuzzy
rule-based systems. In this work we present an analytical study of the stability of p-
fuzzy dynamic systems. We establish necessary and sufficient conditions to existence
of equilibrium point for one variable and two variable p-fuzzy systems and, we derive
conditions for stability of this point. We saw that, a sufficient condition for existence of
equilibrium point is a change of signal in the output of the controller
This work still shows, that the stability of an equilibrium point depends, mainly, fuzzy
rule-based systems’s input-output.
Many mathematical results has been found and demonstrated rigorously. We still made
many computational experiments and its results show that all developed mathematical
theory is efficient.
We still present, some applications in Biomathematics where we can prove, in real
situations, the efficiency, versatility and robustness of the developed theory in this work.
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Introduc¸a˜o
A teoria dos conjuntos fuzzy, introduzida em 1965 por Zadeh [38], vem sendo usada
com eˆxito em va´rias a´reas do conhecimento humano. A primeira aplicac¸a˜o desta teoria
que se tornou famosa foi o trabalho de Mamdani em 1974 [15]. Mamdani usou a teoria
dos conjuntos fuzzy para automatizar uma ma´quina a vapor. O trabalho publicado por
Mamdani ainda descrevia as inu´meras tentativas frustradas de controle desta ma´quina por
meio de outros tipos de controladores.
O trabalho de Mamdani impulsionou as pesquisas na a´rea de teoria de conjuntos fuzzy,
e a partir de enta˜o, muitas outras aplicac¸o˜es surgiram. Em 1983, Takagi e Sugeno, publi-
caram um trabalho onde descrevem como criar uma metodologia para derivac¸a˜o de regras
de sistemas funcionais fuzzy [32].
Os sistemas do tipo Mamdani (lingu¨´ısticos) e do tipo Takagi-Sugeno (funcionais) dife-
rem basicamente na forma de como e´ constru´ıda a varia´vel de sa´ıda do controlador. No
caso do controlador de Mamdani, a sa´ıda e´ constru´ıda por varia´veis lingu¨´ısticas, assim
como e´ a` entrada deste controlador. Ja´, no controlador de Takagi-Sugeno a sa´ıda do
controlador e´ uma func¸a˜o da entrada.
Os sistemas do tipo Takagi-Sugeno sa˜o muito menos intuitivos do que os sistemas de
Mamdani. Entretanto, devido a` existeˆncia de me´todos teo´ricos para a ana´lise de estabi-
lidade do sistema fuzzy do tipo Takagi-Sugeno [11], [16], [18], [25],[33], [35], esse me´todo,
tornou-se muito utilizado. Os sistemas de Mamdani sa˜o utilizados como uma “caixa pre-
ta” [37] e sofrem cr´ıticas devido a` inexisteˆncia de um estudo anal´ıtico de sua estabilidade.
Neste trabalho enfocaremos exatamente o tema estabilidade de sistemas dinaˆmicos obtidos
por meio de sistemas do tipo Mamdani.
As equac¸o˜es variacionais fuzzy teˆm sido usadas por distintos me´todos. Algumas ten-
tativas de se contemplar subjetividade do tipo na˜o aleato´ria ja´ foram propostas tais como
a derivada de Hokuhara, Incluso˜es diferenciais e Extensa˜o de Zadeh [26]. Nestes treˆs
me´todos, o processo adotado para se estudar os sistemas variacionais e´ sempre derivado
de sistemas cla´ssicos determin´ısticos.
Os sistemas dinaˆmicos p-fuzzy sa˜o sistemas onde a dinaˆmica na˜o se baseia em conceitos
formais de variac¸o˜es provenientes das derivadas ou de diferenc¸as expl´ıcitas ou de incluso˜es
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diferenciais. Nos sistemas p-fuzzy a dinaˆmica (processo iterativo) e´ obtida por meio de
um sistema baseado em regras fuzzy do tipo Mamdani.
Os sistemas dinaˆmicos p-fuzzy teˆm sido utilizado por va´rios autores, por exemplo: [7],
[13], [24], [28] e [39] com eficieˆncia comprovada. Entretanto, mesmo tendo sua efica´cia
comprovada, os sistemas p-fuzzy foram usados de modo emp´ırico, devido a` inexisteˆncia de
um estudo anal´ıtico de estabilidade deste tipo de sistema.
O objetivo deste trabalho e´ realizar um estudo anal´ıtico da estabilidade local dos sis-
temas dinaˆmicos p-fuzzy. Neste estudo, estabelecemos condic¸o˜es necessa´rias e suficientes
para existeˆncia de ponto de equil´ıbrio para sistemas p-fuzzy unidimensionais e bidimensi-
onais e, formulamos condic¸o˜es para estabilidade deste ponto. Vimos que, para que haja
ponto de equil´ıbrio e´ suficiente que ocorra uma mudanc¸a de sinais na sa´ıda do controlador.
Este trabalho mostra ainda que para um sistema p-fuzzy, com uma base de regras fixa,
a estabilidade de um ponto de equil´ıbrio esta´ ligada a`s func¸o˜es de pertineˆncia associa-
das a` entrada e a` sa´ıda do sistema baseado em regras fuzzy. Usamos como me´todo de
defuzificac¸a˜o da sa´ıda do sistema baseado em regras - o centro de massa.
Ale´m dos diversos resultados matema´ticos encontrados, com demonstrac¸o˜es rigorosas,
realizamos inu´meros experimentos computacionais e obtivemos resultados que atestam a
veracidade de toda teoria matema´tica desenvolvida.
Acreditamos que os diversos exemplos com figuras que ilustram os resultados ma-
tema´ticos obtidos deixem o texto claro e sua leitura mais motivante. Apresentamos ainda,
algumas aplicac¸o˜es em Biomatema´tica onde podemos comprovar, em situac¸o˜es concretas,
a efica´cia, versatilidade e robustez da teoria desenvolvida.
Este trabalho esta´ organizado como se segue.
No Cap´ıtulo 1, apresentamos conceitos ba´sicos da teoria de conjuntos fuzzy, lo´gica
fuzzy, sistemas baseados em regras fuzzy do tipo Mamdani, definimos tambe´m sistemas p-
fuzzy de ordem n e comparamos o uso dos sistemas p-fuzzy ao uso das equac¸o˜es diferenciais
ordina´rias.
No Cap´ıtulo 2, introduzimos os sistemas p-fuzzy unidimensionais, onde definimos, con-
junto via´vel de equil´ıbrio e ponto de equil´ıbrio deste sistema. Estabelecemos condic¸o˜es
para existeˆncia e unicidade de ponto de equil´ıbrio. Derivamos alguns resultados que sera˜o
usados para extender esta teoria a´ sistemas p-fuzzy bidimensionais. Damos exemplos e
contra-exemplos dos resultados matema´ticos obtidos.
No Cap´ıtulo 3, apresentamos os sistemas p-fuzzy bidimensionais. Definimos regia˜o
via´vel de equil´ıbrio e ponto de equil´ıbrio. Estabelecemos condic¸o˜es necessa´rias e suficien-
tes para existeˆncia de ponto de equil´ıbrio. Demonstramos que e´ poss´ıvel separar sistemas
p-fuzzy bidimensionais em sistemas p-fuzzy unidimensionais, a fim de estudar a sua esta-
bilidade.
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No Cap´ıtulo 4, fazemos a ana´lise de estabilidade de sistemas p-fuzzy unidimensionais
e bidimensionais. Obtivemos va´rios resultados matema´ticos para a estabilidade destes
sistemas e fizemos diversos experimentos computacionais que confirmam estes resultados.
No Cap´ıtulo 5, apresentamos algumas aplicac¸o˜es em Biomatema´tica - dinaˆmica de
populac¸o˜es e epidemiologia.
Por fim, apresentamos as concluso˜es e trabalhos futuros.
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Cap´ıtulo 1
Teoria de conjuntos fuzzy
Neste Cap´ıtulo vamos apresentar a teoria que julgamos necessa´ria para um bom en-
tendimento do nosso trabalho.
1.1 Conjuntos fuzzy
Na teoria cla´ssica de conjuntos, um subconjunto A de X e´ caracterizado por sua func¸a˜o
caracter´ıstica,
XA(x) =
{
1, se x ∈ A
0, se x 6∈ A
isto e´, um elemento x ∈ X pertence ou na˜o pertence a A. Neste caso, podemos dizer que
a fronteira de A esta´ bem definida. Entretanto, em muitos casos na˜o e´ claro quando um
elemento x pertence ou na˜o ao conjunto A. Por exemplo, se A representa o conjunto dos
indiv´ıduos altos. Podemos dizer que uma pessoa com 2, 00m e´ alta, mas o que dizer sobre
uma pessoa com 1, 80m ou 1, 72m? Sa˜o elas altas ou na˜o? Neste caso, dizemos que a
fronteira de A e´ subjetiva[2].
Pensando em resolver questo˜es como estas, Em 1965 Lotfi A. Zadeh desenvolveu a
teoria dos conjuntos fuzzy [38]. Nesta teoria, um elemento pertence a um dado conjunto
com um grau de pertineˆncia. Isto e´, um conjunto A e´ caracterizado por uma func¸a˜o de
pertineˆncia com valores em [0, 1]. No caso do exemplo acima, podemos usar a seguinte
func¸a˜o de pertineˆncia para A (Figura 1.1),
µA(x) =

0, se 0 ≤ x ≤ 1.5
x−1.5
0.5
, se 1.5 ≤ x ≤ 2
1, se x ≥ 2
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e, neste caso, uma pessoa com 1, 8m, por exemplo, seria alta com grau 0, 6 (Figura 1.1).
µA
1
0
Alto0.6
2
x ( m )
1,5 1,8
Figura 1.1: Func¸a˜o de pertineˆncia do conjunto das pessoas altas.
Definic¸a˜o 1.1. Seja X um subconjunto na˜o vazio. Um conjunto fuzzy A ⊂ X e´ caracte-
rizado por sua func¸a˜o de pertineˆncia µA : X → [0, 1], onde µA(x) e´ interpretado como o
grau com que x pertence a A.
Definic¸a˜o 1.2. Dizemos que um subconjunto fuzzy A ⊂ X e´ normal se existe xo ∈ X tal
que µA(xo) = 1.
Observac¸a˜o 1.1. Em nosso trabalho, usaremos indistintamente A ou µA para indicarmos
a func¸a˜o de pertineˆncia do subconjunto fuzzy A.
1.1.1 Operac¸o˜es com conjuntos fuzzy
Um subconjunto fuzzy, matematicamente estende a definic¸a˜o de subconjunto cla´ssico,
pois basta tomar para func¸a˜o de pertineˆncia de um subconjunto cla´ssico sua func¸a˜o carac-
ter´ıstica. A seguir vamos extender as principais operac¸o˜es sobre conjuntos cla´ssicos para
conjuntos fuzzy.
Definic¸a˜o 1.3. Sejam A e B subconjuntos fuzzy de X. A func¸a˜o de pertineˆncia da
intercessa˜o de A e B e´ definida por:
µA∩B(x) = min{µA(x), µB(x)}, ∀ x ∈ X
Definic¸a˜o 1.4. Sejam A e B subconjuntos fuzzy de X. A func¸a˜o de pertineˆncia da unia˜o
de A e B e´ definida por:
µA∪B(x) = max{µA(x), µB(x)}, ∀ x ∈ X
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µB
A
U
B
µA1
µ
x
Figura 1.2: Func¸a˜o de pertineˆncia do subconjunto A ∩B
µA
µB
1
x
µA BU
Figura 1.3: Func¸a˜o de pertineˆncia do subconjunto A ∪B
1.1.2 Nu´mero fuzzy
Definic¸a˜o 1.5. Dado α ∈ [0, 1] e U um subconjunto fuzzy de X, denominamos de α-n´ıvel
do subconjunto fuzzy U , o subconjunto [U ]α ⊂ X definido por:
i) [U ]0 = {x ∈ X; U(x) > 0}, ( α = 0);
ii) [U ]α = {x ∈ X; U(x) ≥ α}, se α ∈ (0, 1].
Definic¸a˜o 1.6. Seja U um subconjunto fuzzy de X, o suporte de U , o qual denota-se, por
supp(U), e´ o subconjunto de X cujos elementos teˆm grau de pertineˆncia na˜o nulos em U ,
isto e´,
supp(U) = {x ∈ X; U(x) > 0}.
Definic¸a˜o 1.7. Um subconjunto fuzzy A ⊂ R e´ chamado de nu´mero fuzzy se satisfaz a`s
condic¸o˜es:
(i) [A]α 6= ∅, ∀α ∈ [0, 1];
(ii) [A]α e´ um intervalo fechado, ∀α ∈ [0, 1];
(iii) O suporte de A e´ limitado.
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O teorema seguinte mostra uma caracterizac¸a˜o de nu´mero fuzzy atrave´s de func¸o˜es
mono´tonas e cont´ınuas.
Teorema 1.1. A e´ um nu´mero fuzzy se, somente se, existe um intervalo fechado [b, c] 6= ∅
e a, d ∈ R tal que,
A(x) =

1, se x ∈ [b, c]
f(x), se x ∈ (−∞, b)
g(x), se x ∈ (c,∞)
,
onde f : (−∞, b]→ [0, 1] e´ cont´ınua a` direita, crescente em [a, b] e tal que f(x) = 0, para
x ∈ (−∞, a); g : [c,∞) :→ [0, 1] e´ cont´ınua a` esquerda, decrescente em [c, d] e g(x) = 0
para x ∈ [d,∞].
Demonstrac¸a˜o. Consultar [20].
A interpretac¸a˜o geome´trica de nu´mero fuzzy geral e´ dada na Figura 1.4.
x
1
a c
A(x)
b d
f g
Figura 1.4: Interpretac¸a˜o geome´trica de nu´mero fuzzy
Em nosso trabalho suporemos que as func¸o˜es f e g, no Teorema 1.1, sa˜o cont´ınuas
como e´ o caso dos nu´meros fuzzy triangulares e trapezoidais definidos a seguir.
Definic¸a˜o 1.8. Um nu´mero fuzzy A e´ dito triangular (Figura 1.5) quando sua func¸a˜o de
pertineˆncia tem a forma,
A(x) =

0, se x ≤ a
x−a
b−a
, se a < x ≤ b
x−c
b−c
, se b < x ≤ c
0, se x > c
, com a < b < c.
Definic¸a˜o 1.9. Um nu´mero fuzzy A e´ dito trapezoidal (Figura 1.6) quando sua func¸a˜o de
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pertineˆncia tem a forma,
A(x) =

0, se x ≤ a
x−a
b−a
, se a < x ≤ b
1, se b < x ≤ c
x−d
c−d
, se b < x ≤ d
0, se x > d
, com a < b < c < d.
a
1
cb
x
Figura 1.5: Nu´mero fuzzy triangular
1
a cb d
x
Figura 1.6: Nu´mero fuzzy trapezoidal
1.2 Lo´gica fuzzy
Lo´gica se refere ao estudo de me´todos e princ´ıpios do pensamento humano. A lo´gica
cla´ssica trabalha com proposic¸o˜es que sa˜o ou verdadeiras ou falsas e se baseia na teoria
cla´ssica de conjuntos. A lo´gica fuzzy tem como base a teoria de conjuntos fuzzy e uma
proposic¸a˜o fuzzy do tipo “Se x e´ A e y e´ B, Enta˜o z e´ C ou z e´ D” e´ falsa ou verdadeira
com um certo grau. No mundo real existem situac¸o˜es onde a dicotomia verdadeiro falso
na˜o e´ suficiente para representar a realidade. Nestes casos, a lo´gica fuzzy e´ u´til, pois e´
capaz de traduzir em termos matema´ticos as informac¸o˜es contidas em frases expressas em
linguagem natural.
1.2.1 Varia´veis lingu¨´ısticas
Varia´veis lingu¨´ısticas sa˜o varia´veis cujos valores ao inve´s de nu´meros sa˜o palavras, cha-
madas de termos lingu¨´ısticos. Cada termo lingu¨´ıstico corresponde a um conjunto fuzzy.
Por exemplo, se considerarmos a temperatura como uma varia´vel lingu¨´ıstica seus termos
poderiam ser: Muito baixa, Baixa, Me´dia, Alta e Muito alta (Figura 1.7).
Formalmente, uma varia´vel lingu¨´ıstica e´ caracterizada pela qu´ıntupla (x, T (x), U,G,M),
onde:
• U e´ o universo de discurso (domı´nio da varia´vel lingu¨´ıstica);
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Figura 1.7: Varia´vel lingu¨´ıstica temperatura
• x e´ o nome da varia´vel;
• T e´ o conjunto dos termos lingu¨´ısticos, onde cada termo e´ um nu´mero fuzzy em U ;
• G e´ uma regra semaˆntica para gerar os nomes dos valores de x;
• M e´ uma regra semaˆntica para associar cada valor ao seu significado.
No caso do exemplo dado acima para a varia´vel temperatura temos T={Muito baixa,
Baixa, Me´dia, Alta, Muito alta } , U = [−5, 50].
1.2.2 Proposic¸a˜o fuzzy e operadores max - ∨ e min - ∧
Uma preposic¸a˜o fuzzy e´ uma declarac¸a˜o do tipo “Se x e´ A e y e´ B, Enta˜o z e´ C ou
z e´ D”. Para traduzir matematicamente uma proposic¸a˜o fuzzy e´ necessa´rio traduzir os
conectivos e e ou. Para isso usamos os operadores t-norma e t-conorma os quais indicamos
por ∧ e ∨ e passamos a definir.
Definic¸a˜o 1.10. Dizemos que o operador bina´rio ∧ : [0, 1]× [0, 1]→ [0, 1] e´ uma t-norma
se satisfaz:
i) Comutatividade: x ∧ y = y ∧ x;
ii) Associatividade: x ∧ (y ∧ z) = (x ∧ y) ∧ z;
iii) Monotonicidade: Se x ≤ y e w ≤ z enta˜o x ∧ w ≤ y ∧ z;
iv) Condic¸o˜es de fronteira: 0 ∧ x = 0 e 1 ∧ x = x;
Definic¸a˜o 1.11. Dizemos que o operador bina´rio ∨ : [0, 1]×[0, 1]→ [0, 1] e´ uma t-conorma
se satisfaz:
i) Comutatividade: x ∨ y = y ∨ x;
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ii) Associatividade: x ∨ (y ∨ z) = (x ∨ y) ∨ z;
iii) Monotonicidade: Se x ≤ y e w ≤ z enta˜o x ∨ w ≤ y ∨ z;
iv) Condic¸o˜es de fronteira: 0 ∨ x = x e 1 ∨ x = 1;
Proposic¸a˜o 1.1. Se A, B e C sa˜o subconjuntos fuzzy enta˜o os operadores max e min sa˜o
associativos e comutativos, isto e´:
i) min{max{A,B},max{A,C}} = max{A,min{B,C}};
ii) max{min{A,B},min{A,C}} = min{A,max{B,C}};
Demonstrac¸a˜o. Para demonstrac¸a˜o desta Proposic¸a˜o consultar [38].
Proposic¸a˜o 1.2. Seja f(x, y) = min{C(y), D(x)} e suponhamos que C seja deriva´vel em
yo e D deriva´vel em xo enta˜o:
i) ∂f
∂y
(xo, yo) = C
′(yo), se C(yo) < D(xo);
ii) ∂f
∂y
(xo, yo) = 0, se C(yo) > D(xo).
iii) ∂f
∂x
(xo, yo) = D
′(xo), se C(yo) > D(xo);
iv) ∂f
∂x
(xo, yo) = 0, se C(yo) < D(xo).
Demonstrac¸a˜o Temos que,
∂f
∂y
(xo, yo) = lim
h→0
f(xo, yo + h)− f(xo, yo)
h
⇒
⇒ ∂f
∂y
(xo, yo) = lim
h→0
min{C(yo + h), D(xo)} −min{C(yo), D(xo)}
h
(1.1)
Se tivermos C(yo) > D(xo) enta˜o C(yo + h) > D(xo) para h suficientemente pro´ximo de 0
(pois a func¸a˜o C e´ cont´ınua). Da´ı por (1.1) tem-se,
∂f
∂y
(xo, yo) = lim
h→0
D(xo)−D(xo)
h
= 0
Se, por outro lado, tivermos C(yo) < D(xo) enta˜o por (1.1) tem-se,
∂f
∂y
(xo, yo) = lim
h→0
C(yo + h)− C(yo)
h
= C ′(yo)
Os items iii) e iv) demonstram-se de modo ana´logo.
Observac¸a˜o 1.2. Quando (xo, yo) e´ tal que C(yo) = D(xo) possivelmente na˜o existem as
derivadas parciais neste ponto.
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1.3 Sistemas baseados em regras fuzzy
Sistemas baseados em regras fuzzy sa˜o conceitualmente simples [17]. Tais sistemas
consistem basicamente de treˆs esta´gios (Figura 1.8) : um esta´gio de entrada-fuzificador,
um esta´gio de processamento, composto por uma base de regras fuzzy e um me´todo de
infereˆncia e um esta´gio de sa´ıda - defuzificador.
Supondo que Rn e´ o universo de discurso, enta˜o dado xo ∈ Rn o fuzificador
Base de
fuzzy
Metodo
x
x^
y
y
^
^
regras     de
inferencia
o
o
Fuzificador
Defuzificador
Figura 1.8: Esquema de um sistema baseado em regras fuzzy.
transforma xo em um conjunto fuzzy, xˆo ∈ F(Rn). Normalmente isto pode ser feito
simplesmente tomando xˆo como a imagem da func¸a˜o caracter´ıstica de xo, isto e´, a imagem
de:
xˆo(a) =
{
1, se a = xo
0, se a 6= xo
O esta´gio de processamento e´ o nu´cleo do controlador fuzzy. Cada regra da base de
regras e´ uma sentenc¸a do tipo:
Se “Condic¸a˜o” Enta˜o “Ac¸a˜o”
Normalmente estas sentenc¸as sa˜o ligadas por conectivos: E, OU e NA˜O. O me´todo
de infereˆncia traduz estas regras matematicamente, por meio de t-norma e t-conormas,
gerando para cada regra uma sa´ıda. A combinac¸a˜o destas sa´ıdas gera uma sa´ıda fuzzy do
sistema, yˆ ∈ F(Rn).
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Figura 1.9: Sistema baseado em regras fuzzy com duas entradas e uma sa´ıda.
O me´todo de infereˆncia mais utilizado e´ o MAX-MIN, onde adota-se a t-norma ∧
(mı´nimo) para modelar o conectivo E e a t-conorma ∨ (ma´ximo) para agregar as regras
fuzzy da base de regras. Normalmente sistemas do tipo Mamdani usam o MAX-MIN como
t-normas e t-conormas [2].
A defuzificac¸a˜o e´ um processo de escolha de um elemento y ∈ supp(yˆ) tal que y seja
capaz de representar o conjunto fuzzy yˆ. Existem va´rios me´todos de defuzificac¸a˜o descritos
na literatura, o mais utilizado e´ o centro de gravidade [17].
A Figura 1.9 ilustra um controlador fuzzy com duas varia´veis de entrada e uma varia´vel
de sa´ıda, usando o me´todo de infereˆncia MAX-MIN e como defuzificador o me´todo do
centro de massa.
Na Figura 1.9 pode-se observar que dado xo ∈ supp(A1)∩ supp(A2) e yo ∈ supp(B1)∩
supp(B2) para cada regra i = 1, 2 e´ obtida uma sa´ıda, Ci
′(z) = (Ai(xo) ∧ Bi(yo) ∧ Ci(z)).
Da´ı, obte´m-se o subconjunto fuzzy yˆ = C1
′ ∨ C2′. E, com a defuzificac¸a˜o de yˆ obte´m-se
o nu´mero y, o qual e´ a abscissa do centro de massa da regia˜o limitada pela func¸a˜o de
pertineˆncia de yˆ.
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1.4 Sistemas p-fuzzy
Um sistema p-fuzzy em Rn e´ um sistema dinaˆmico discreto,
xk+1 = F (xk)
onde a func¸a˜o F e´ dada por F (xk) = xk + ∆(xk), a condic¸a˜o inicial xo ∈ Rn, e´ dada, e a
variac¸a˜o ∆(xk) ∈ Rn e´ obtida por meio de um sistema baseado em regras fuzzy. Em nosso
estudo usamos o me´todo de infereˆncia de Mamdani, ou seja, trabalhamos com sistemas
baseados em regras fuzzy do tipo Mamdani.
A arquitetura de um sistema p− fuzzy pode ser visualizada na Figura 1.10.
Modelo Matemático
xk+1= +xk ∆xk
∆xkkx
em regras fuzzy
Sistema baseado
Figura 1.10: Arquitetura de um sistema p-fuzzy.
1.4.1 Sistemas p-fuzzy e as equac¸o˜es diferenciais
Motivados pelo grande sucesso de Newton com suas: “Equac¸o˜es do movimento”,
va´rios cientistas passaram a acreditar que tudo no universo poderia ser descrito por sis-
temas determin´ısticos e, qualquer parte do sistema poderia - em princ´ıpio - ser previsto a
partir do conhecimento exato do seu estado inicial [9]. Com este pensamento, as equac¸o˜es
diferenciais tornaram-se a ferramenta mais utilizada para modelagem de problemas reais
no se´culo XV III e comec¸o do se´culo XIX.
No entanto, mesmo quando e´ poss´ıvel modelar, depois de formulado um modelo, re-
solveˆ-lo e´ algo quase sempre imposs´ıvel do ponto de vista anal´ıtico, como assinalou Ian
Stewart: “Montar as equac¸o˜es e´ uma coisa, resolveˆ-las e´ totalmente outra” [9]. Da´ı, os
me´todos nume´ricos passam a ser a u´nica esperanc¸a de uma soluc¸a˜o, aproximada, para o
modelo.
Modelar e´ uma tarefa dif´ıcil, pois depende de conhecimento pre´vio do problema [4], e
normalmente o que se tem sa˜o informac¸o˜es imprecisas. Nestes casos achamos improva´vel,
se na˜o imposs´ıvel, dizer que uma func¸a˜o definida por uma determinada lei matema´tica,
seja capaz de modelar o problema em questa˜o. Nestes casos, ao inve´s de equac¸o˜es diferen-
ciais, sugerimos uma func¸a˜o dada por uma base de regras, isto e´ um sistema p-fuzzy.
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Para fazer uma ana´lise comparativa entre as equac¸o˜es diferenciais e os sistemas p-fuzzy
vamos considerar, em detalhes, o modelo log´ıstico cla´ssico,{
dx
dt
= αx(1− x
K
)
x(to) = xo
(1.2)
o qual tem por soluc¸a˜o u´nica, a curva
x(t) =
xoK
xo + (K − xo)e−αt .
Para obter o sistema p-fuzzy utilizaremos as varia´veis lingu¨´ısticas: populac¸a˜o e variac¸a˜o.
A varia´vel populac¸a˜o sera´ a varia´vel de entrada (Figura 1.11), definida pelos termos
lingu¨´ısticos: Baixa(B), Me´dia Baixa(MB), Me´dia(M), Me´dia Alta(MA), Alta(A) e Alt´ıssi-
ma(AL) e a varia´vel de sa´ıda, variac¸a˜o (Figura 1.12) sera´ definida pelos termos lingu¨´ısticos:
Baixa Negativa(BN), Baixa Positiva(BP), Me´dia Positiva(MP) e Alta Positiva(AP).
0 50 100 150 200 250 300
0
0.2
0.4
0.6
0.8
1
População
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tinê
ncia
B MB M MA A AL
Figura 1.11: Varia´vel de entrada: Populac¸a˜o.
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Figura 1.12: Varia´vel de sa´ıda: Variac¸a˜o.
A base de regras depende do fenoˆmeno estudado. Para este caso propomos a seguinte
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base de regras:
1. Se populac¸a˜o e´ baixa enta˜o variac¸a˜o e´ baixa positiva;
2. Se populac¸a˜o e´ me´dia baixa enta˜o variac¸a˜o e´ me´dia positiva;
3. Se populac¸a˜o e´ me´dia enta˜o variac¸a˜o e´ alta positiva;
4. Se populac¸a˜o e´ me´dia alta enta˜o variac¸a˜o e´ me´dia positiva;
5. Se populac¸a˜o e´ alta enta˜o variac¸a˜o e´ baixa positiva;
6. Se populac¸a˜o e´ alt´ıssima enta˜o variac¸a˜o e´ baixa negativa;
As soluc¸o˜es: cla´ssica e p-fuzzy podem ser vistas na Figura 1.13. Para soluc¸a˜o cla´ssica
utilizamos K = 234.714951, xo = 12.7945 e α = 0.02232, em (1.2). Observe que as
soluc¸o˜es sa˜o muito “parecidas”. Isto e´, com um sistema p-fuzzy simples podemos simular
algo que na literatura e´ descrito por um modelo determin´ıtico de equac¸o˜es diferenciais.
Uma observac¸a˜o interessante e´ que o me´todo p-fuzzy pode auxiliar no ca´lculo dos
paraˆmetros de um modelo cla´ssico associado. Podemos utilizar o me´todo p-fuzzy para
obter os paraˆmetros para o modelo cla´ssico, por exemplo, atrave´s de um ajuste de curva
[30].
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Figura 1.13: Gra´ficos: modelo log´ıstico com K = 234.71 e α = 0.022 e modelo p-fuzzy.
De qualquer forma, a importaˆncia maior do modelo p-fuzzy e´ quando na˜o se teˆm
possibilidade de avaliar certos paraˆmetros ou quando as varia´veis esta˜o carregadas de
subjetividades.
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Cap´ıtulo 2
Sistema p-fuzzy unidimensional
Neste cap´ıtulo, vamos abordar os sistemas p-fuzzy unidimensionais. Inicialmente apre-
sentaremos as definic¸o˜es e os resultados matema´ticos que julgamos necessa´rios para o
bom entendimento deste cap´ıtulo. Em seguida apresentaremos teoremas que garantem a
existeˆncia e da˜o condic¸o˜es para unicidade do ponto de equil´ıbrio de um sistema p-fuzzy.
Tambe´m apresentaremos exemplos e contra-exemplos que ilustram a teoria desenvolvida.
2.1 Definic¸o˜es preliminares
Definic¸a˜o 2.1. Dado um sistema p-fuzzy unidimensional,{
xk+1 = F (xk)
xo dado e xk ∈ R
, (2.1)
F (xk) = xk + ∆(xk), dizemos que x
∗ e´ um ponto de equil´ıbrio de (2.1) se F (x∗) = x∗ ⇐⇒
∆(x∗) = 0.
Definic¸a˜o 2.2. Seja {Ai}1≤i≤k uma famı´lia finita de subconjuntos fuzzy normais associ-
ados a uma varia´vel lingu¨´ıstica x. Dizemos que {Ai}1≤i≤k e´ uma famı´lia de subconjuntos
fuzzy sucessivos (Figura 2.1) se,
i) supp(Ai) ∩ supp(Ai+1) 6= ∅, para cada 1 ≤ i < k;
ii)
⋂
j=i,i+2 supp(Aj) possui no ma´ximo um elemento para cada 1 ≤ i < k − 1;
iii)
⋃
i=1,k supp(Ai) = U , onde U e´ o domı´nio da varia´vel lingu¨´ıstica x;
iv) dados z1 ∈ supp(Ai) e z2 ∈ supp(Ai+1), se Ai(z1) = 1 e Ai+1(z2) = 1 tem-se z1 < z2
para cada 1 ≤ i < k.
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Figura 2.1: Famı´lia de subconjuntos fuzzy sucessivos.
Definic¸a˜o 2.3. Consideremos o sistema p-fuzzy (2.1) e uma famı´lia de subconjuntos fuzzy
sucessivos {Ai}1≤i≤k. Se para algum 1 ≤ i < k, z1, z2 ∈ supp(Ai ∪ Ai+1), ∆z1 e ∆z2
possuem sinais contra´rios, enta˜o o subconjunto dado por: supp(A∗), A∗ = Ai ∩ Ai+1, e´
denominado conjunto via´vel de equil´ıbrio do sistema p− fuzzy (2.1) (Figura 2.2).
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Figura 2.2: Conjunto via´vel de equil´ıbrio.
Um sistema p-fuzzy depende do tipo de sistema fuzzy associado a ele. Isto e´, da base
de regras, do me´todo de infereˆncia e do me´todo de defuzificac¸a˜o utilizado. Na Definic¸a˜o
2.3, variac¸o˜es com sinais contra´rios significa que o sistema p-fuzzy esta´ associado a um
sistema fuzzy cuja a base de regras e´ do tipo:
R1: Se x e´ Ai Enta˜o ∆(x) e´ C;
R2: Se x e´ Ai+1 Enta˜o ∆(x) e´ D.
onde supp(C) ⊂ R− e supp(D) ⊂ R+ ou vice e versa.
Definic¸a˜o 2.4. Seja A uma regia˜o limitada pela func¸a˜o cont´ınua y = f(x), as retas x = a
e x = b e pelo eixo x (Figura 2.3). O centro de gravidade ou centro´ide de A e´ o ponto
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(x, y) onde,
x =
∫ b
a
xf(x)dx∫ b
a
f(x)dx
e y =
∫ b
a
1
2
[f(x)]2dx∫ b
a
f(x)dx
.
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Figura 2.3: Interpretac¸a˜o geome´trica do centro de gravidade.
Na teoria de sistemas fuzzy, usualmente centro´ide se refere apenas a` abscissa do ponto
(x, y). Portanto estaremos particularmente interessado em x.
2.2 Defuzificac¸a˜o da sa´ıda do sistema fuzzy
Consideremos agora o sistema p-fuzzy associado ao sistema fuzzy de Mamdani (Figu-
ra 2.4). Seja supp(A∗) = [c1, c2], A
∗ = Ai ∩ Ai+1, um subconjunto via´vel de equil´ıbrio do
sistema p-fuzzy. Para facilitar a notac¸a˜o indicaremos por r a func¸a˜o de pertineˆncia de Ai,
por s a func¸a˜o de pertineˆncia de Ai+1,
z1 = min
x∈supp(Ai)
{r(x) = 1} e z2 = max
x∈supp(Ai+1)
{s(x) = 1},
e por f e g as respectivas func¸o˜es de pertineˆncias das sa´ıdas associadas a Ai e Ai+1.
Nestas condic¸o˜es, indicaremos este sistema p-fuzzy por (r, s)→ (g, f), afim de expli-
citar qual sistema fuzzy esta´ associado ao sistema p-fuzzy.
Dado x ∈ supp(A∗), ∆ˆx e´ a curva que limita a regia˜o R (Figura 2.4). Ao valor defuzi-
ficado de ∆ˆx (veja Figura 2.4), pelo me´todo de defuzificac¸a˜o centro de gravidade (usando
a Definic¸a˜o 2.4), indicaremos por ∆(x) e definimos:
∆(x) =
∫ f−1(m)
b
tf(t)dt +
∫ 0
f−1(m)
mtdt +
∫ g−1(n)
0
ntdt +
∫ a
g−1(n)
tg(t)dt∫ n
0
g−1(t)dt− ∫ m
0
f−1(t)dt
(2.2)
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Figura 2.4: Processo de infereˆncia de Mamdani de um sistema (r, s)→ (g, f).
onde (n,m) = (r(x), s(x)). A Equac¸a˜o (2.2) ainda pode ser reescrita por:
∆(x) =
h1(n) + h2(m)
A(m,n)
,
onde,
h1(n) =
∫ g−1(n)
0
ntdt +
∫ a
g−1(n)
tg(t)dt (2.3)
h2(m) =
∫ f−1(m)
b
tf(t)dt +
∫ 0
f−1(m)
mtdt (2.4)
A(m,n) =
∫ n
0
g−1(t)dt−
∫ m
0
f−1(t)dt (2.5)
Observe que A(m,n) e´ a a´rea da regia˜o R, onde optamos por escreveˆ-la em func¸a˜o das
func¸o˜es inversas de f e de g.
2.3 Preliminares matema´ticos
Nesta sec¸a˜o vamos apresentar os resultados matema´ticos necessa´rios para o bom en-
tendimento do restante do cap´ıtulo. Os resultados que seguem se referem ao sistema do
tipo (r, s) → (g, f) da Figura 2.4. Para todos os resultados do restante deste Cap´ıtulo
suporemos que as func¸a˜o r, s, f e g sa˜o cont´ınuas.
Lema 2.1. A func¸a˜o h1 (2.3) e´ crescente e sua imagem e´ dada por, Im(h1) = [0,
∫ a
0
tg(t)dt].
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Demonstrac¸a˜o. Como g e´ cont´ınua em [0, a] (portanto, limitada, o que implica que
g−1 e´ limitada) enta˜o a func¸a˜o h1 e´ deriva´vel, e,
h′1(n) =
(∫ g−1(n)
0
ntdt
)′
+
(∫ a
g−1(n)
tg(t)dt
)′
usando as propriedades de derivadas,
h′1(n) =
∫ g−1(n)
0
tdt + n
(∫ g−1(n)
0
tdt
)′
−
(∫ g−1(n)
a
tg(t)dt
)′
usando a Regra da Cadeia e o Teorema Fundamental do Ca´lculo obte´m-se
h′1(n) =
∫ g−1(n)
0
tdt + ng−1(n)(g−1)′(n)− ng−1(n)(g−1)′(n)
donde,
h′1(n) =
∫ g−1(n)
0
tdt =
(g−1(n))2
2
> 0.
e, portanto h1 e´ crescente.
Agora,
h1(0) =
∫ g−1(0)
0
0tdt +
∫ a
g−1(0)
tg(t)dt =
∫ a
a
tg(t)dt = 0
e
h1(1) =
∫ g−1(1)
0
tdt +
∫ a
g−1(1)
tg(t)dt =
∫ a
0
tg(t)dt.
Logo Im(h1) = [0,
∫ a
0
tg(t)dt].
Lema 2.2. A func¸a˜o h2 e´ decrescente e sua imagem e´ dada por, Im(h2) = [
∫ 0
b
tf(t)dt, 0].
Demonstrac¸a˜o. Basta verificar que h′2(m) = − (f
−1(m))2
2
< 0.
Lema 2.3. Seja φ : I = [d1, d2]→ R uma func¸a˜o de classe C2. Se φ′′(z) > 0, ∀ z ∈ (d1, d2)
e φ(d1) < 0, enta˜o φ possui no ma´ximo uma raiz em I.
Demonstrac¸a˜o. Suponhamos que existam z1, z2 ∈ I (z1 < z2) tal que φ(z1) = φ(z2) =
0. De φ′′(z) > 0, temos que φ na˜o e´ constante. Da´ı, pelo Teorema de Rolle, ∃ c ∈ (z1, z2)
tal que φ′(c) = 0 ⇒ c e´ ponto de mı´nimo, pois φ′′(c) > 0. Mas, φ(d1) < 0 ⇒ φ(c) > 0.
Como φ e´ cont´ınua ∃ zo ∈ (z1, z2) tal que φ(c) > φ(zo) > 0, Absurdo! Logo φ tem no
ma´ximo uma raiz.
Lema 2.4. Seja φ : I = [d1, d2] → R uma func¸a˜o de classe C2. Se φ′′(z) < 0, ∀ z ∈ I e
φ(d1) > 0, enta˜o φ possui no ma´ximo uma raiz em I.
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Demonstrac¸a˜o. Ana´loga a` demonstrac¸a˜o anterior.
Considerando ainda o sistema p − fuzzy (r, s) → (g, f) da Figura 2.4, suponhamos
que g(t) > f(−t), ∀t ∈ Dg = [0, a] e −t ∈ Df = [b, 0], enta˜o a ≥ −b. De fato: se
a < −b ⇒ −a ∈ Df e como g(t) > f(−t), ∀t ∈ Dg e −t ∈ Df enta˜o 0 = g(a) > f(−a) > 0
o que e´ um absurdo!
Observac¸a˜o 2.1. Usamos Dg e Df para representar respectivamente: supp(∆̂) ∩ R+ e
supp(∆̂) ∩ R−.
Lema 2.5. Se g(t) > f(−t), ∀ t ∈ [0,−b] enta˜o g−1(k) > −f−1(k) ∀ k ∈ [0, 1].
Demonstrac¸a˜o. Trivial (ver Figura 2.5) .
Lema 2.6. Se g(t) > f(−t), ∀t ∈ [0,−b] enta˜o para m,n ∈ [0, 1] com m ≤ n tem-se,
∆(x) =
h1(n) + h2(m)
A(m,n)
> 0.
Demonstrac¸a˜o. Seja H(m,n) = h1(n)+h2(m), e´ suficiente mostrarmos que H(m,n) >
0, pois A(m,n) > 0. Vamos mostrar inicialmente que dado k ∈ [0, 1] tem-se H(k, k) > 0,
para isto consideraremos dois casos.
Suponhamos primeiro que k ∈ [0, 1] e´ tal que g−1(k) ≤ −b. Temos que,
ab 0 −b
k
1
−f   (k)f   (k)−1 −1
g   (k)−1
f g
Figura 2.5: Sa´ıda do sistema p-fuzzy com g(t) > f(−t).
H(k, k) = h1(k) + h2(k) =
∫ g−1(k)
0
ktdt +
∫ a
g−1(k)
tg(t)dt +
∫ f−1(k)
b
tf(t)dt +
∫ 0
f−1(k)
ktdt
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Usando o Lema 2.5 tem-se
∫ g−1(k)
0
ktdt =
∫ −f−1(k)
0
ktdt +
∫ g−1(k)
−f−1(k)
ktdt, enta˜o,
H(k, k) =
∫ −f−1(k)
0
ktdt +
∫ g−1(k)
−f−1(k)
ktdt +
∫ a
g−1(k)
tg(t)dt +
∫ f−1(k)
b
tf(t)dt +
∫ 0
f−1(k)
ktdt
(2.6)
Como
∫ −f−1(k)
0
ktdt = − ∫ 0
f−1(k)
ktdt enta˜o de (2.6),
H(k, k) =
∫ g−1(k)
−f−1(k)
ktdt +
∫ a
g−1(k)
tg(t)dt +
∫ f−1(k)
b
tf(t)dt (2.7)
Temos que
∫ f−1(k)
b
tf(t)dt = − ∫ −b
−f−1(k)
tf(−t)dt = − ∫ g−1(k)
−f−1(k)
tf(−t)dt − ∫ −b
g−1(k)
tf(−t)dt,
pois g−1(k) ≤ −b. Substituindo este resultado em (2.7) tem-se,
H(k, k) =
∫ g−1(k)
−f−1(k)
ktdt +
∫ a
g−1(k)
tg(t)dt−
∫ g−1(k)
−f−1(k)
tf(−t)dt−
∫ −b
g−1(k)
tf(−t)dt (2.8)
Podemos reescrever (2.8) da forma,
H(k, k) =
∫ g−1(k)
−f−1(k)
[kt− tf(−t)]dt +
∫ a
g−1(k)
tg(t)dt−
∫ −b
g−1(k)
tf(−t)dt (2.9)
Como a > −b de (2.9) tem-se,
H(k, k) =
∫ g−1(k)
−f−1(k)
[kt− tf(−t)]dt +
∫ −b
g−1(k)
[tg(t)− tf(−t)]dt +
∫ a
−b
tg(t)dt (2.10)
Como ∀t ∈ [0,−b] tem-se k > f(t) = f(−t) ⇔ kt − tf(−t) > 0 e do Lema 2.5 tem-se
tg(t)− tf(−t) > 0 enta˜o todos os termos de (2.10) sa˜o positivos, portanto: H(k, k) > 0.
Se dado k ∈ [0, 1] tivermos g−1(k) > −b a demonstrac¸a˜o e´ ana´loga. Enta˜o, em qualquer
caso, tem-se:
H(k, k) > 0 (2.11)
Dados m,n ∈ [0, 1], m ≤ n temos de (2.11) que h1(m) + h2(m) > 0 ⇔ −h2(m) < h1(m).
Como h1 e´ crescente tem-se −h2(m) < h1(m) ≤ h1(n). Logo H(n,m) > 0⇒ ∆(x) > 0.
Lema 2.7. Se g(t) < f(−t), ∀t ∈ [0, a], e m,n ∈ [0, 1] m ≥ n enta˜o H(n,m) < 0.
Demonstrac¸a˜o. De modo ana´logo a` demonstrac¸a˜o do Lema 2.6.
Observac¸a˜o 2.2. Observe que o Lema 2.6 mostra que se g(t) > f(−t) enta˜o x∗ 6∈ [c1, zo],
pois x∗ ∈ [c1, zo]⇔ m ≤ n. Ja´ o Lema 2.7 mostra que se g(t) < f(−t) enta˜o x∗ 6∈ [zo, c2],
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pois x∗ ∈ [zo, c2]⇔ m ≥ n.
2.4 Existeˆncia de ponto de equil´ıbrio
Agora enunciaremos e demonstraremos um teorema que garante a existeˆncia de ao
menos um ponto de equil´ıbrio para cada regia˜o de equil´ıbrio de um sistema p-fuzzy. Para
isso, ainda usaremos a Figura 2.4 para motivar os resultados apresentados nesta sec¸a˜o.
Teorema 2.1. (Existeˆncia) Seja S um sistema p-fuzzy (r, s) → (g, f) e supp(A∗) 6= ∅
um conjunto via´vel de equil´ıbrio de S. Enta˜o, supp(A∗) possui ao menos um ponto de
equil´ıbrio. Isto e´, ∃x∗ ∈ supp(A∗) tal que ∆(x∗) = 0.
Demonstrac¸a˜o. Dado x ∈ supp(A∗), pela Definic¸a˜o 2.1 x e´ ponto de equil´ıbrio se, e
somente se,
∆(x) = 0⇐⇒ h1(n) + h2(m) = 0.
Se r(c1) = 0 enta˜o
∆(c1) = h1(r(c1)) + h2(s(c1)) = h1(0) + h2(0) = 0,
e, portanto c1 e´ ponto de equil´ıbrio. Se s(c2) = 0 tem-se ∆(c2) = 0 donde c2 e´ ponto de
equil´ıbrio. Suponhamos que r(c1) > 0 e s(c2) > 0. Como s(c1) = 0, enta˜o, do Lema 2.1 e
Lema 2.2 h1(r(c1)) > 0 e h2(s(c1)) = 0. Da´ı,
∆(c1) = h1(r(c1)) + h2(s(c1)) = h1(r(c1)) > 0.
Analogamente,
∆c2) = h1(r(c2)) + h2(s(c2)) = h2(s(c2)) < 0.
Como ∆ e´ cont´ınua, pelo Teorema do Valor Intermedia´rio ∃x∗ ∈ [c1, c2] tal que ∆(x∗) =
0⇒ x∗ e´ ponto de equil´ıbrio.
Observac¸a˜o 2.3. Se considerarmos no Teorema 2.1, ao inve´s de S do tipo (r, s)→ (g, f),
um sistema do tipo (r, s) → (f, g), o resultado seria ana´logo. Isto e´, dado um conjunto
via´vel de equil´ıbrio supp(A∗), existe um ponto de equil´ıbrio x∗ ∈ supp(A∗).
2.4.1 Determinac¸a˜o do ponto de equil´ıbrio - sa´ıda sime´trica
Quando a varia´vel de sa´ıda do sistema fuzzy esta´ associada a` func¸o˜es sime´tricas, o
ponto de equil´ıbrio de um conjunto via´vel de equil´ıbrio e´ u´nico. Exceto em casos extremos
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(veja Observac¸a˜o 2.4). Sena˜o vejamos,
Proposic¸a˜o 2.1. Seja S um sistema p-fuzzy (r, s)→ (g, f) e supp(A∗) 6= ∅ um conjunto
via´vel de equil´ıbrio de S. Se f e g sa˜o func¸o˜es mono´tonas e sime´tricas, isto e´ f(t) = g(−t),
enta˜o um ponto de equil´ıbrio de S e´:
x∗ = r ∩ s = max
x∈supp(A∗)
[min(r(x), s(x))].
Demonstrac¸a˜o. Como f(t) = g(−t) enta˜o f(−a) = g(a) = 0 = f(b) =⇒ b = −a,
pois f e´ mono´tona. Temos ainda que, f(t) = g(−t) ⇒ g−1(f(t)) = −t = −f−1(f(t)) ⇒
f−1(y) = −g−1(y).
Enta˜o, ∆(zo) = 0 se, somente se, h1(n) = −h2(m). Como b = −a, da Equac¸a˜o (2.4),
h2(m) =
∫ f−1(m)
−a
tf(t)dt +
∫ 0
f−1(m)
mtdt
fazendo a mudanc¸a de varia´vel u = −t tem-se,
h2(m) =
∫ −f−1(m)
a
uf(−u)du +
∫ 0
−f−1(m)
mudu⇒
⇒ h2(m) =
∫ g−1(m)
a
ug(u)du +
∫ 0
g−1(m)
mudu = −h1(m).
Isto e´, h2 = −h1. Da´ı, h1(n) = −h2(m) ⇐⇒ h1(n) = h1(m) ⇐⇒ m = n (pois h1 e´
crescente - Lema 2.1 ), portanto x∗ = r ∩ s.
Observac¸a˜o 2.4. Observemos que se tivermos r(c1) 6= 0 e s(c2) 6= 0 enta˜o x∗ = r ∩ s e´
o u´nico ponto de equil´ıbrio do sistema. Ale´m disso, se o sistema S for (r, s) → (f, g) o
resultado da Proposic¸a˜o 2.1 e´ o mesmo.
2.4.2 Exemplo - sa´ıda sime´trica
Consideremos um sistema p-fuzzy onde x e´ a varia´vel de entrada definida pela famı´lia
de nu´meros fuzzy sucessivos (Figura 2.6): B, MB, M, MA, A e AL. A varia´vel de sa´ıda,
Dx (Figura 2.7) e´ definida pelos nu´meros fuzzy: BN, BP, MP e AP.
Para base de regras consideremos:
1. Se x e´ B enta˜o Dx e´ BP;
2. Se x e´ MB enta˜o Dx e´ MP;
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Figura 2.6: Varia´vel de entrada: x .
−1 −0.5 0 0.5 1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
Dx
Pe
rtin
ênc
ia
BN BP MP AP
Figura 2.7: Varia´vel de sa´ıda: Dx.
3. Se x e´ M enta˜o Dx e´ AP;
4. Se x e´ MA enta˜o Dx e´ MP;
5. Se x e´ A enta˜o Dx e´ BP;
6. Se x e´ AL enta˜o Dx e´ BN;
Como BP e BN sa˜o tais que supp(BP ) ⊂ R+ e supp(BN) ⊂ R− observe, pelas regras
5 e 6, que supp(A∗), A∗ = A ∩ AL, e´ um conjunto via´vel de equil´ıbrio. Os nu´meros fuzzy
BP e BN sa˜o sime´tricos (Figura 2.7), enta˜o pela Proposic¸a˜o 2.1 o ponto de equil´ıbrio e´ a
intersecc¸a˜o entre as func¸o˜es de pertineˆncias de A e AL. De fato, indiquemos as func¸o˜es de
pertineˆncias de A e AL respectivamente por r e s. Enta˜o, na regia˜o de interesse tem-se,
r(x) =
{
1− 2 (x−260
35
)2
, se 225 < x ≤ 242.5
2
(
260−x
35
)2
, se 242.5 < x ≤ 260
e
s(x) =
{
2
(
x−225
35
)2
, se 225 < x ≤ 242.5
1− 2 (x−260
35
)2
, se 242.5 < x ≤ 260 .
Resolvendo a equac¸a˜o r(x) = s(x) tem-se o ponto de equil´ıbrio x∗ = 245.5882, o que
confere com os experimentos nume´ricos dado na Figura 2.8. Pode-se observar a soluc¸a˜o
do sistema p-fuzzy com xo = 200 convergindo para x
∗.
2.5 Unicidade do ponto de equil´ıbrio
De posse da teoria matema´tica apresentada anteriormente podemos agora tratar da
unicidade do ponto de equil´ıbrio de um sistema p-fuzzy unidimensional. Vamos enunciar
e demonstrar teoremas que estabelecem condic¸o˜es suficientes para unicidade do ponto de
equil´ıbrio de um sistema p-fuzzy unidimensional.
Nesta sec¸a˜o vamos supor que as regio˜es de equil´ıbrios sa˜o tais que r(c1) 6= 0 e s(c2) 6= 0,
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Figura 2.8: Soluc¸a˜o do modelo p-fuzzy - sa´ıda sime´trica, xo = 200.
para facilitar a notac¸a˜o. Ale´m disso, quando temos r(c1) = 0 ou s(c2) = 0 pode na˜o haver
unicidade de ponto de equil´ıbrio. Vamos dividir este problema em dois casos. Sejam
z1 = min
x∈supp(Ai)
{r(x) = 1} e z2 = max
x∈supp(Ai+1)
{s(x) = 1}.
Suponhamos inicialmente que o conjunto via´vel de equil´ıbrio e´ tal que c1 ≥ z1 e c2 ≤ z2
(Figura 2.9), isto e´, temos supp(A∗) ⊂ [z1, z2]. Neste caso,
2cc1
Ai Ai+1
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi











 
 
 
 
 
 
 
 
 
 
 
!!!!!!!!
!!!!!!!!
!!!!!!!!
!!!!!!!!
!!!!!!!!
" " " " " " " "
" " " " " " " "
" " " " " " " "
" " " " " " " "
" " " " " " " "
1
x
A*
r s
1z z2
Figura 2.9: Conjunto via´vel de equil´ıbrio.
Teorema 2.2. Seja S um sistema p-fuzzy (r, s) → (g, f) e supp(A∗) 6= ∅ um conjunto
via´vel de equil´ıbrio de S. Se as func¸o˜es r e s sa˜o mono´tonas por partes e A∗ e´ tal que
c1 ≥ z1 e c2 ≤ z2 enta˜o, existe um u´nico ponto de equil´ıbrio em supp(A∗).
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Figura 2.10: Sa´ıda onde f e g sa˜o mono´tonas por partes
Demonstrac¸a˜o. Dado um x ∈ supp(A∗) temos que,
∆(x) = h1(n) + h2(m) = h1(r(x)) + h2(s(x)).
Usando os Lemas 2.1 e 2.2 e a regra da cadeia temos que a derivada de ∆ e´ dada por,
∆′(x) =
[g−1(r(x))]2
2
r′(x)− [f
−1(s(x))]2
2
s′(x) (2.12)
Como, em [c1, c2], r e´ na˜o crescente e s e´ na˜o decrescente enta˜o r
′(x) ≤ 0 e s′(x) ≥ 0 e,
ale´m disso, se r′(x) = 0 tem-se s′(x) 6= 0 e se s′(x) = 0 tem-se r′(x) 6= 0. Enta˜o, de (2.12),
∆′(x) < 0 o que mostra que ∆ e´ decrescente. Como, pelo Teorema 2.1, existe um ponto
de equil´ıbrio em supp(A∗), ele e´ u´nico.
Observac¸a˜o 2.5. Se no Teorema 2.2 tive´ssemos f e g mono´tonas por parte (Figura 2.10)
ainda assim ter´ıamos um u´nico ponto de equil´ıbrio. Basta observar que neste caso ter´ıamos
h1(n) =
∫ g−11 (n)
a1
tg1(t)dt +
∫ g−12 (n)
g−11 (n)
ntdt +
∫ a2
g−12 (n)
tg2(t)dt (2.13)
h2(m) =
∫ f−11 (m)
b1
tf1(t)dt +
∫ f−12 (m)
f−11 (m)
mtdt +
∫ b2
f−12 (m)
tf2(t)dt (2.14)
donde obteˆm-se,
h′1(n) =
1
2
{
[g−12 (n)]
2 − [g−11 (n)]2
}
> 0, pois g−11 (n) < g
−1
2 (n)
e
h′2(m) =
1
2
{
[f−12 (m)]
2 − [f−11 (m)]2
}
< 0, pois f−11 (m) < f
−1
2 (m)
Observac¸a˜o 2.6. Em sistemas p-fuzzy unidimensionais, relacionados a fenoˆmenos bi-
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olo´gicos, na˜o acreditamos ser necessa´rio usar varia´vel lingu¨´ıstica de sa´ıda associada a
func¸o˜es mono´tonas por partes. No entanto, vamos utiliza´-las em sistemas bidimensionais
no cap´ıtulo seguinte
Observac¸a˜o 2.7. Pelo Teorema 1.1 temos que, se r e s sa˜o nu´meros fuzzy, r e s satisfazem
o Teorema 2.2.
2.5.1 Exemplos - unicidade de ponto de equil´ıbrio para sa´ıdas
na˜o sime´tricas
Vamos apresentar dois exemplos, sendo que ambos possuem a mesma varia´vel lingu¨´ıstica
de entrada (Figura 2.11) e varia´veis lingu¨´ısticas de sa´ıdas diferentes (Figuras 2.12 e 2.13).
Consideremos tambe´m a mesma base de regras, dada no exemplo 2.4.2. No exemplo 1
(Figura 2.12) a func¸a˜o de pertineˆncia de BN , f e´ tal que f(t) < g(−t), onde g e´ a func¸a˜o
de pertineˆncia do conjunto fuzzy BP . No exemplo 2 (Figura 2.13) temos f(t) > g(−t).
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Figura 2.11: Varia´vel lingu¨´ıstica de entrada do sistema p-fuzzy.
A intercessa˜o entre as func¸o˜es de pertineˆncias dos conjuntos fuzzy associados a` va-
ria´vel de entrada, A e AL e´ xo = 243, 076. Observe que no exemplo 1 o ponto de
equil´ıbrio (Figura 2.14) e´ dado por x∗1 = 259, 551 > zo e no exemplo 2 (Figura 2.15)
tem-se x∗2 = 215, 702 < zo. Ou seja, temos x
∗
1 > zo e zo > x
∗
2. O que esta´ em conformidade
com os Lemas 2.6 e 2.7.
Vamos mostrar a seguir alguns resultados que permitem estabelecer condic¸o˜es sufici-
entes para a unicidade de ponto de equil´ıbrio. Consideraremos o caso em que o conjunto
via´vel de equil´ıbrio, supp(A∗), pode na˜o ter o comportamento descrito anteriormente, isto
e´, pode-se ter c1 > z1 ou c2 < z2.
Subdividimos este caso em duas sec¸o˜es. Inicialmente consideremos o caso em que
g(t) > f(−t).
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Figura 2.12: Exemplo 1: f(t) < g(−t).
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Figura 2.13: Exemplo 2: f(t) > g(−t).
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Figura 2.14: Exemplo 1: soluc¸o˜es do modelo
p-fuzzy com xo = 200 e xo = 280.
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Figura 2.15: Exemplo 2: soluc¸o˜es do modelo
p-fuzzy com xo = 200 e xo = 280.
2.5.2 Caso 1: g(t) > f(−t)
Teorema 2.3. (Unicidade) Seja S um sistema p-fuzzy (r, s)→ (g, f) e supp(A∗) 6= ∅ um
conjunto via´vel de equil´ıbrio de S. Se as func¸o˜es r, s, f, g ∈ C1; r e s sa˜o mono´tonas por
partes, f e g estritamente mono´tonas, tais que:
(i) g(t) > f(−t), ∀ t ∈ (0,−b);
(ii) g
′(q)
f ′(p)
< p
3
q3
, ∀ p ∈
o
Df , q ∈
o
Dg e f(p) > g(q);
(iii)
[
s′(x)
r′(x)
]′
≤ 0, ∀ x ∈ (zo, c2), r(x) 6= s(x).
Enta˜o S possui um u´nico ponto de equil´ıbrio, x∗ em supp(A∗), e x∗ ∈ (zo, c2].
Demonstrac¸a˜o. Inicialmente, observemos que dado x ∈ (zo, c2] (Figura 2.4), x de-
termina um u´nico par (n,m) ∈ [0, 1]2 tal que n = r(x) e m = s(x). Pela monotonicidade
de r, temos que para cada n ∈ [0, r(zo)) existe um u´nico m ∈ [0, 1] tal que n = r(x) e
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Figura 2.16: Func¸a˜o h1 e h2.
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Figura 2.17: Func¸a˜o ξ, δ1 e δ2.
m = s(x). Ou seja, cada par (n,m) nestas condic¸o˜es, determina um u´nico x ∈ (zo, c2].
Pelo Teorema 2.1 existe um ponto de equil´ıbrio x∗ ∈ [c1, c2] = [c1, zo] ∪ (zo, c2]. Dado
x ∈ [c1, zo] ⇒ m = s(x) ≤ n = r(x). Enta˜o, pelo Lema 2.6 x∗ 6∈ [c1, zo] ⇒ x∗ ∈ (zo, c2].
Ou equivalentemente, existe um u´nico (n∗,m∗) com n∗ ∈ [0, r(zo)) tal que H(n∗,m∗) = 0.
Como para cada n ∈ [0, r(zo)), existe um u´nico m ∈ [0, 1] tal que n = r(x) e m = s(x),
enta˜o podemos definir uma func¸a˜o δ2 : [0, r(zo))→ [0, 1] tal que m = δ2(n) (Figura 2.17).
Observe tambe´m que δ2 e´ cont´ınua, pois r e s sa˜o cont´ınuas [23]. Utilizando a regra da
cadeia, a derivada de δ2 e´ dada por:
δ′2(n) =
s′(x)
r′(x)
(iii)
=⇒ δ′′2(n) ≤ 0, ∀n ∈ Dδ2 (2.15)
Pelo Lema 2.1 e Lema 2.2, h1 e −h2 sa˜o crescentes e pela condic¸a˜o (i), segue que (Figu-
ra 2.16): ∫ a
0
tg(t)dt > −
∫ 0
b
tf(t)dt⇔ h1(1) > −h2(1)
Enta˜o, dado n ∈ [0, h−11 (−h2(1))], existe um u´nico m ∈ [0, 1] tal que h1(n) = −h2(m) ⇔
h1(n)+h2(m) = 0. Da´ı, pode-se definir uma func¸a˜o injetiva ξ, m = ξ(n) (Figura 2.17) tal
que,
H−1(0) = {(n,m); m = ξ(n)},
onde H : [0, h−11 (−h2(1))]× [0, 1]→ R e´ dada por H(n,m) = h1(n) + h2(m).
Como ja´ vimos (Lema 2.1) que ∂H
∂n
= h′1(n) =
(g−1(n))2
2
> 0 e (Lema 2.2) ∂H
∂m
=
30
h′2(m) = − (f
−1(m))2
2
< 0 enta˜o, pelo Teorema da Func¸a˜o Impl´ıcita ([23], pg.160), ξ e´ k
vezes diferencia´vel e, ale´m disso:
ξ′(n) = −
dh1
n
dh2
m
=
[
g−1(n)
f−1(m)
]2
> 0, ∀n ∈ (0, h−11 (−h2(1))),m ∈ (0, 1) e m = ξ(n) (2.16)
Logo, ξ e´ uma func¸a˜o estritamente crescente e como H(0, 0) = 0 e H(h−11 (−h2(1)), 1) = 0
enta˜o Dξ = [0, h
−1
1 (h2(1))] e Imξ = [0, 1].
Dado m,n ∈ (0, 1) existe um u´nico p ∈ (b, 0) tal que p = f−1(m) e existe um u´nico
q ∈ (0, a) tal que q = g−1(n), pois f e g sa˜o estritamente mono´tonas, por hipo´tese.
Do Lema 2.6 temos que m ≤ n⇒ H(m,n) > 0. Da´ı H(m,n) = 0⇒ m > n. Portanto,
estamos interessados nos pares (m,n) tais que, m > n. Temos que,
m > n⇔ f(p) > g(q) (2.17)
Como f e g sa˜o mono´tonas, pelo Teorema do Valor Me´dio de Lagrange ([22], pg.213-216),
teˆm-se:
p = f−1(m)⇔ (f−1)′(m) = 1
f ′(p)
(2.18)
e
q = g−1(n)⇔ (g−1)′(n) = 1
g′(q)
(2.19)
Enta˜o,
m > n
(2.17)⇔ f(p) > g(q) (ii)⇒ g
′(q)
f ′(p)
<
p3
q3
(2.18) e (2.19)⇐⇒ (f
−1)′(m)
(g−1)′(n)
<
[f−1(m)]3
[g−1(n)]3
.
Portanto,
m > n⇒ (f−1)′(m)[g−1(n)]3 − (g−1)′(n)[f−1(m)]3 > 0. (2.20)
Derivando ξ′, de (2.16), tem-se
ξ′′(n) =
−2g−1(n)
[f−1(m)]5
{
(f−1)′(m)[g−1(n)]3 − (g−1)′(n)[f−1(m)]3}
e como −2g
−1(n)
[f−1(m)]5
> 0,∀m,n ∈ (0, 1), de (2.20) tem-se,
ξ′′(n) > 0,∀n ∈
o
Dξ (2.21)
Tomemos agora I = Dξ ∩Dδ2 = Dξ ∩ [0, r(zo)) e definamos a func¸a˜o φ : I → [0, 1] tal que,
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φ(n) = ξ(n)− δ2(n) (2.22)
Enta˜o, de (2.15) e (2.21) tem-se φ′′(n) > 0,∀n ∈ oI. Como ξ(0) = 0 e a condic¸a˜o (iv) ⇒
δ2(0) > 0, enta˜o tem-se φ(0) < 0. Da´ı, em virtude do Lema 2.3 temos que existe um u´nico
n∗ ∈ I tal que,
φ(n∗) = 0
(2.22)⇔ ξ(n∗) = δ2(n∗) (2.23)
Como ξ = H−1(0) enta˜o, temos que
0 = H(n∗, ξ(n∗))
(2.23)
= H(n∗, δ2(n
∗))
Logo, existe um u´nico x∗ ∈ (zo, c2], n∗ = r(x∗) e m∗ = δ2(n∗) = s(x∗) tal que,
∆(x∗) =
H(n∗,m∗)
A(n∗,m∗)
= 0,
o que conclui a demonstrac¸a˜o do teorema.
2.5.3 Caso 2: g(t) < f(−t)
Teorema 2.4. (Unicidade) Seja S um sistema p-fuzzy (r, s) → (g, f) e A∗ um conjunto
via´vel de equil´ıbrio de S com supp(A∗) 6= ∅. Se as func¸o˜es r, s, f, g ∈ C1; r e s mono´tonas
por partes, f e g estritamente mono´tonas, tais que:
(i) g(t) < f(−t), ∀ t ∈ (0, a);
(ii) g
′(q)
f ′(p)
> p
3
q3
, ∀ p ∈
o
Df , q ∈
o
Dg e f(p) < g(q);
(iii)
[
r′(x)
s′(x)
]′
≤ 0, ∀ x ∈ (c1, zo), r(x) 6= s(x).
Enta˜o S possui um u´nico ponto de equil´ıbrio, x∗ em A∗, e x∗ ∈ [c1, zo).
Observac¸a˜o 2.8. A demonstrac¸a˜o deste teorema e´ ana´loga a` demonstrac¸a˜o do Teore-
ma 2.3, simplesmente a reproduzimos devido aos pequenos detalhes te´cnicos.
Demonstrac¸a˜o. Dado m ∈ [0, s(zo)], existe um u´nico n ∈ [0, 1] tal que n = r(x) e
m = s(x), enta˜o podemos definir uma func¸a˜o δ1 : [0, s(zo)] → [0, 1] tal que n = δ1(m)
(Figura 2.19). A func¸a˜o δ1 e´ cont´ınua e, pela Regra da cadeia tem-se,
δ′1(m) =
r′(x)
s′(x)
(iii)
=⇒ δ′′1(m) ≤ 0, ∀m ∈ Dδ1 = [0, s(zo)] (2.24)
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Figura 2.18: Func¸a˜o h1 e h2.
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Figura 2.19: Func¸a˜o ξ, δ1 e δ2.
Pelo Lema 2.1 e Lema 2.2 h1 e −h2 sa˜o crescentes e pela condic¸a˜o (i), segue que (Figu-
ra 2.18):
h1(1) =
∫ a
0
tg(t)dt < −
∫ 0
b
tf(t)dt = −h2(1)
Enta˜o, dado m ∈ [0,−h−12 (h1(1))], existe um u´nico n ∈ [0, 1] tal que −h2(m) = h1(n) ⇔
h1(n)+h2(m) = 0. Da´ı, pode-se definir uma func¸a˜o injetiva ξ, n = ξ(m) (Figura 2.17) tal
que,
H−1(0) = {(n,m); n = ξ(m)},
onde H : [0,−h−12 (h1(1))]× [0, 1]→ R e´ dada por H(n,m) = h1(n) + h2(m).
Enta˜o, ξ e´ uma func¸a˜o crescente e como H(0, 0) = 0 e H(1,−h−12 (h1(1))) = 0 enta˜o
Dξ = [0,−h−12 (h1(1))] e Im(ξ) = [0, 1].
Como ja´ vimos (Lema 2.1) que ∂H
∂n
= h′1(n) =
(g−1(n))2
2
> 0 e (Lema 2.2) ∂H
∂m
= h′2(m) =
− (f−1(m))2
2
< 0 enta˜o, pelo Teorema da Func¸a˜o Impl´ıcita ([23], pg.160), ξ e´ k vezes dife-
rencia´vel e, ale´m disso:
ξ′(n) = −
dh1
n
dh2
m
=
[
f−1(m)
g−1(n)
]2
> 0, ∀m ∈ (0, h−11 (−h2(1))), n ∈ (0, 1) e n = ξ(m) (2.25)
Derivando ξ′, de (2.25), tem-se
ξ′′(n) =
−2f−1(m)
[g−1(n)]5
{
(g−1)′(n)[f−1(m)]3 − (f−1)′(m)[g−1(n)]3}
33
e como −2f
−1(m)
[g−1(n)]5
> 0,∀m,n ∈ (0, 1), de (2.24) tem-se,
ξ′′(n) > 0,∀n ∈
o
Dξ (2.26)
Tomemos agora, I = Dξ ∩Dδ2 = Dξ ∩ [0, s(zo)) e definamos a func¸a˜o φ : I → [0, 1] tal que,
φ(n) = ξ(n)− δ1(n) (2.27)
Enta˜o, de (2.24) e (2.26) tem-se φ′′(n) > 0,∀m ∈ oI. Como ξ(0) = 0 e a condic¸a˜o (iv) ⇒
δ2(0) > 0, enta˜o tem-se φ(0) < 0. Da´ı, em virtude do Lema 2.3 temos que, existe um
u´nico m∗ ∈ I tal que,
φ(m∗) = 0
(2.27)⇔ ξ(m∗) = δ2(m∗) (2.28)
Como ξ = H−1(0) enta˜o, temos que
0 = H(m∗, ξ(m∗))
(2.28)
= H(m∗, δ1(m
∗))
Logo, existe um u´nico x∗ ∈ (c1, zo), m∗ = s(x∗) e n∗ = δ1(m∗) = r(x∗) tal que,
∆(x∗) =
H(n∗,m∗)
A(n∗,m∗)
= 0
o que conclui a demonstrac¸a˜o do teorema.
2.5.4 Exemplos
Vamos considerar dois sistemas p-fuzzy com a mesma varia´vel de entrada (Figura 2.20)
e varia´veis de sa´ıdas distintas (Figuras 2.21, 2.22), uma onde f(−t) < g(t) (Figura 2.21)
e outra onde f(−t) > g(t) (Figura 2.22). Usaremos as mesmas regras utilizadas para o
exemplo 2.4.2.
Os resultados experimentais podem ser vistos na Figura 2.23, onde podem-se obser-
var duas curvas, uma cont´ınua, que converge para x∗1 = 284, 35 e outra pontilhada, que
converge para x∗2 = 206, 41. A curva cont´ınua se refere ao caso em que a sa´ıda satisfaz
f(−t) < g(t) e a curva pontilhada ao caso em que a sa´ıda satisfaz f(−t) > g(t). Observe
ainda, que os resultados encontrados esta˜o em conformidade com os Teoremas 2.3 e 2.4
(observe que supp(A∗) onde A∗ = A∩AL, e´ um conjunto via´vel de equil´ıbrio - Figura 2.20).
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Figura 2.20: Varia´vel de entrada do sistema fuzzy associado ao sistema p-fuzzy.
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Figura 2.21: Varia´vel de sa´ıda - f(−t) < g(t).
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Figura 2.22: Varia´vel de sa´ıda - f(−t) > g(t).
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Figura 2.23: Equil´ıbrios dos sistemas p-fuzzy.
2.5.5 Consequ¨eˆncias importantes dos Teoremas 2.3 e 2.4
Nesta sec¸a˜o, vamos enunciar algumas das consequ¨eˆncias importantes, referentes aos
Teoremas 2.3 e 2.4 dados nas sec¸o˜es anteriores.
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Lema 2.8. Se f(p) > g(q) enta˜o q > −p, onde p = f−1(m) e q = g−1(n).
Demonstrac¸a˜o. De fato, temos que f(p) > g(q) ⇒ m > n da´ı usando o Lema 2.5 e
o fato de −f−1 ser decrescente, pois f e´ crescente, enta˜o:
q = g−1(n) > −f−1(n) > −f−1(m) = −p
Lema 2.9. Se f(p) < g(q) enta˜o q < −p, onde p = f−1(m) e q = g−1(n).
Demonstrac¸a˜o. Ana´loga a` anterior.
Corola´rio 2.1. Seja S um sistema p-fuzzy e supp(A∗) 6= ∅ um conjunto via´vel de
equil´ıbrio de S. Se r, s, f e g forem nu´meros fuzzy triangulares enta˜o S possui um u´nico
ponto de equil´ıbrio em supp(A∗).
Demonstrac¸a˜o. Demonstraremos o caso em que S e´ (r, s)→ (g, f). Se S for (r, s)→
(f, g) a demonstrac¸a˜o e´ ana´loga.
Se a = b enta˜o f e g sa˜o sime´tricas, pela Proposic¸a˜o 2.1 o ponto de equil´ıbrio e´ u´nico,
x∗ = r ∩ s = max
x∈supp(A∗)
[min(r(x), s(x))].
Suponhamos que a > b, enta˜o f, g, r e s satisfazem o Teorema 2.3. De fato, (i) e
(iii) sa˜o triviais. Como f(t) = − 1
b
t + 1 e g(t) = − 1
a
t + 1 enta˜o f(p) > g(q) ⇒ b
a
< p
q
⇒ g′(q)
f ′(p)
< p
q
. Do Lema 2.8 temos que q > −p ⇒ p
q
< p
3
q3
e, portanto tem-se g
′(q)
f ′(p)
< p
3
q3
o
que satisfaz (ii).
Suponhamos agora que a < b enta˜o f, g, r e s satisfazem o Teorema 2.4. De fato, (i) e
(iii) sa˜o triviais e f(p) < g(q) ⇒ b
a
> p
q
⇒ g′(q)
f ′(p)
> p
q
. Do Lema 2.9 temos que q < −p ⇒
p
q
> p
3
q3
e, portanto tem-se g
′(q)
f ′(p)
> p
3
q3
o que satisfaz (ii). O que conclui a demonstrac¸a˜o.
Corola´rio 2.2. Seja S um sistema p-fuzzy e supp(A∗) 6= ∅ um conjunto via´vel de
equil´ıbrio de S. Se r e s sa˜o nu´meros fuzzy trapezoidais e f e g sa˜o triangulares enta˜o
S possui um u´nico ponto de equil´ıbrio em supp(A∗).
Demonstrac¸a˜o. Ana´loga a` demonstrac¸a˜o do Corola´rio 2.1.
Dado σ ∈ (0, 1) consideremos as func¸o˜es rσ e sσ tais que rσ = minx∈[c1,c2]{r(x), σ}
e sσ = minx∈[c1,c2]{s(x), σ}. Em um sistema p-fuzzy a varia´vel de entrada e a varia´vel
de sa´ıda sa˜o definidas por subconjuntos fuzzy. A um sistema p-fuzzy indicamos por:
(r, s)→ (g, f). Vamos utilizar esta mesma notac¸a˜o para sistemas onde a entrada e´ defini-
da por func¸o˜es como rσ e sσ. Claramente este na˜o e´ um sistema p-fuzzy, mas e´ um sistema
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que nos interessara´ para as sec¸o˜es posteriores. Apo´s estas considerac¸o˜es, enunciemos o
seguinte resultado.
Corola´rio 2.3. Seja S um sistema p-fuzzy (r, s) → (g, f) e supp(A∗) 6= ∅ um conjunto
via´vel de equil´ıbrio de S. Se S possui um u´nico ponto de equil´ıbrio em supp(A∗), enta˜o o
sistema (rσ, sσ) → (g, f), onde rσ(x) = min{r(x), σ}, sσ(x) = min{s(x), σ} e σ ∈ (0, 1),
possui um u´nico ponto de equil´ıbrio em supp(A∗).
Demonstrac¸a˜o. Dado σ ∈ (0, 1) temos que rσ(c1) > 0, sσ(c1) = 0, sσ(c2) > 0 e
rσ(c2) = 0 enta˜o,
H(rσ(c1), sσ(c1)) = h1(rσ(c1)) + h2(0) = h1(rσ(c1)) > 0
e
H(rσ(c2), sσ(c2)) = h1(0) + h2(sσ(c2)) = h1(rσ(c2)) < 0
Pelo Teorema do Valor Intermedia´rio, existe x ∈ [c1, c2] tal que H(rσ(x), sσ(x)) = 0.
Vamos agora provar a unicidade. No caso em que o sistema satisfaz o Teorema 2.2 a
demonstrac¸a˜o e´ simples. Demonstremos o caso em que o sistema satisfaz o Teorema 2.4.
Suponhamos que f(−t) > g(t). Dado x ∈ (zo, c2) temos que rσ(x) 6= sσ(x)⇒
rσ(x) = r(x) e sσ(x) =

σ
ou
r(x)
(veja Figura 2.24)
Portanto, s
′
σ(x)
r′σ(x)
= 0 ou s
′
σ(x)
r′σ(x)
= s
′(x)
r′(x)
. Logo, rσ e sσ satisfazem a condic¸a˜o (iii) do Teore-
ma 2.4 e, como as func¸o˜es f e g satisfazem as condic¸o˜es (i) e (ii), enta˜o existe um u´nico
ponto de equil´ıbrio.
Se, por outro lado, tivermos g(t) > f(−t), demonstra-se de modo ana´logo que sσ e
rσ satisfazem a condic¸a˜o (iii) do Teorema 2.3. O que conclui a demonstrac¸a˜o do Corola´rio.
A seguir, vamos apresentar um exemplo, afim de que, o apelo geome´trico possa tornar
mais expl´ıcito o Corola´rio 2.3.
Na Figura 2.24 temos ao lado esquerdo, dois pares de func¸o˜es (rσ1 , sσ1) e (rσ2 , sσ2) e ao
lado direito, a curva desenhada com linha mais fina representando os pares (rσ1(x), sσ1(x)),
a curva mais grossa representando os pares (rσ2(x), sσ2(x)) e a func¸a˜o ξ (imagem inversa
da func¸a˜o H). Observe que a func¸a˜o ξ intercepta cada uma das curvas uma u´nica vez. O
que mostra que existe apenas um ponto de equil´ıbrio para cada par de func¸o˜es. Isto e´,
cada um dos sistemas (rσ1 ,sσ1) → (g, f) e (rσ2 ,sσ2) → (g, f) apresenta apenas um ponto
de equil´ıbrio.
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Figura 2.24: Func¸o˜es rσ e sσ e interpretac¸a˜o geome´trica da unicidade de ponto de equil´ıbrio
para sistemas (rσ, sσ)→ (g, f).
2.5.6 Outros casos: contra-exemplo
Quando na˜o temos f(−t) > g(t) ou f(−t) < g(t) na˜o e´ poss´ıvel estabelecer condic¸o˜es
gerais para unicidade do ponto de equil´ıbrio, como fizemos nos casos anteriores. Por
exemplo, consideremos um sistema p-fuzzy ilustrado na Figura 2.25. Os conjuntos fuzzy
1m
1m + ε
−ε
1
0 5 90 100 −3 −2 2 3
1r s f g
06040
R :1 Se Então g∆x
∆xxR :2 é
é r é
Se é s Então f
x
Figura 2.25: Sistema p-fuzzy com possibilidade de existeˆncia de mais de um ponto de
equil´ıbrio.
de entrada teˆm como func¸o˜es de pertineˆncias:
r(x) =

1
40
x, se 0 < x ≤ 40
−1
50
x + 9
5
, se 40 < x ≤ 90
0, caso contra´rio
e s(x) =

1
55
x− 1
11
, se 5 < x ≤ 60
−1
40
x + 5
2
, se 60 < x ≤ 100
0, caso contra´rio
e os conjuntos fuzzy de sa´ıda teˆm como func¸o˜es de pertineˆncias: g(t) = −1
2
t + 1 e
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f(t) =

1
3
t + 1, se −3 < t ≤ 3(m1 − 1)
ε
3(m1−1)
t + m1 + ε, se 3(m1 − 1) < t ≤ 3ε(ε+m1−1)(m1−1)3(m1−1)+ε2
1
ε
t + 1, se 3ε(ε+m1−1)(m1−1)
3(m1−1)+ε2
< t ≤ 0
0, caso contra´rio
(2.29)
Se tomarmos em (2.29), por exemplo, m1 = 0.1 e ε = 0.1 o sistema p-fuzzy obtido
possui treˆs pontos de equil´ıbrio, os quais podem ser visualizados na Figura 2.26
0 10 20 30 40 50 60 70 80 90
−1.5
−1
−0.5
0
0.5
1
Figura 2.26: Gra´fico da func¸a˜o ∆, para o sistema p-fuzzy, Figura 2.25, m1 = 0.1 e ε = 0.1.
Observac¸a˜o 2.9. Observe que a func¸a˜o f na˜o e´ deriva´vel em todos os pontos de
o
Df ,
exigeˆncia feita nos casos anteriores. Entretanto, claramente pode se construir uma func¸a˜o
f que seja deriva´vel em todos os pontos de
o
Df . Por exemplo, se substituirmos a segunda
sentenc¸a de f por um polinoˆmio de quarto grau adequado, obviamente f sera´ deriva´vel em
o
Df .
Observac¸a˜o 2.10. Se tomarmos, por exemplo, ε = 0.3 e m1 = 0.3 temos que o sistema
p-fuzzy obtido possui somente um ponto de equil´ıbrio (Figura 2.27). O que mostra que os
Teoremas 2.3 e 2.4 estabelecem apenas condic¸o˜es suficientes para unicidade do ponto de
equil´ıbrio.
Observac¸a˜o 2.11. Observe que, mesmo quando existe mais de um ponto de equil´ıbrio,
estes esta˜o fora do intervalo [z1, z2] = [40, 60] (Figura 2.26), em conformidade com o
Teorema 2.2.
39
0 10 20 30 40 50 60 70 80 90
−1.5
−1
−0.5
0
0.5
1
Figura 2.27: Gra´fico da func¸a˜o ∆, para o sistema p-fuzzy, Figura 2.25, ε = 0.4 e m1 = 0.1.
2.6 Resumo do cap´ıtulo
Neste cap´ıtulo, estudamos os sistemas p-fuzzy unidimensionais. Definimos subconjunto
via´vel de equil´ıbrio e ponto de equil´ıbrio, enunciamos e demonstramos teoremas (Teoremas
2.1, 2.2, 2.3 e 2.4) que estabelecem condic¸o˜es suficientes para existeˆncia e unicidade de
ponto de equil´ıbrio numa regia˜o de equil´ıbrio. Na demonstrac¸a˜o destes teoremas fizemos
uso de va´rios resultados os quais denominamos de preliminares matema´ticos, sec¸a˜o 2.3.
Mostramos que se a varia´vel de entrada do sistema fuzzy estiver associada a nu´meros
fuzzy triangulares ou trapezoidais e a varia´vel de sa´ıda estiver associada a nu´meros fuzzy
triangulares, enta˜o o sistema p-fuzzy associado possui um u´nico ponto de equil´ıbrio em
cada regia˜o de equil´ıbrio, Corola´rios 2.1 e 2.2. Mostramos ainda que (Corola´rio 2.3), se
um sistema p-fuzzy (r, s)→ (g, f) possui um u´nico ponto de equil´ıbrio em supp(A∗), enta˜o
o sistema (rσ, sσ) → (g, f), σ ∈ (0, 1), possui um u´nico ponto de equil´ıbrio em supp(A∗).
Este resultado sera´ fundamental para o cap´ıtulo seguinte.
Em todo o cap´ıtulo apresentamos va´rios exemplos e contra-exemplos ilustrando toda
a teoria matema´tica descrita, a fim de tornar este cap´ıtulo mais intelig´ıvel.
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Cap´ıtulo 3
Sistema p-fuzzy bidimensional
Neste cap´ıtulo vamos estender a teoria desenvolvida no cap´ıtulo anterior para sis-
temas p-fuzzy bidimensionais.
3.1 Definic¸o˜es preliminares
Sejam x e y duas varia´veis de estado, um sistema dinaˆmico p-fuzzy bidimensional e´ um
sistema de equac¸o˜es de diferenc¸as, dado por:{
xn+1 = xn + ∆1(xn, yn)
yn+1 = yn + ∆2(xn, yn)
(3.1)
onde (xo, yo) ∈ R2 e´ a condic¸a˜o inicial e ∆(xn, yn) = (∆1(xn, yn), ∆2(xn, yn)) e´ obtido por
meio de um sistema baseado em regras fuzzy. O sistema (3.1), pode ser escrito como,{
xn+1 = F (xn, yn)
yn+1 = G(xn, yn)
, (3.2)
onde F (xn, yn) = xn + ∆1(xn, yn) e G(xn, yn) = yn + ∆2(xn, yn).
Dizemos que um par (x∗, y∗) e´ um ponto de equil´ıbrio de ( 3.2) se,{
x∗ = F (x∗, y∗)
y∗ = F (x∗, y∗)
⇔
{
∆1(x
∗, y∗) = 0
∆2(x
∗, y∗) = 0
Agora, vamos estender a definic¸a˜o de conjunto via´vel de equil´ıbrio (Definic¸a˜o 2.3) para
sistemas bidimensionais, lembrando que o me´todo de infereˆncia utilizado e´ o de Mamdani.
Definic¸a˜o 3.1. Sejam {Ai}1≤i≤k1 e {Bj}1≤j≤k2, famı´lias de subconjuntos fuzzy, respectiva-
mente sucessivos, associados a`s varia´veis lingu¨´ısticas x e y, respectivamente. Se supp(A∗)
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Figura 3.1: Regia˜o via´vel de equil´ıbrio.
e supp(B∗) sa˜o conjuntos via´veis de equil´ıbrios, conforme Definic¸a˜o 2.3, enta˜o dizemos
que R∗ = supp(A∗)×supp(B∗) e´ uma regia˜o via´vel de equil´ıbrio para o sistema p-fuzzy
(3.1) (Figura 3.1).
Pela Definic¸a˜o 2.3, para que o conjunto R∗ = supp(A∗)× supp(B∗), A∗ = Ai ∩ Ai+1 e
B∗ = Bj ∩ Bj+1, seja uma regia˜o via´vel de equil´ıbrio e´ necessa´rio que o sistema p-fuzzy
esteja associado a um sistema fuzzy tal que os conjuntos Ai, Ai+1 e Bj e Bj+1 estejam
associados aos conjuntos fuzzy C1, C2, D1 e D2, atrave´s das regras (ou variac¸o˜es destas):
1. Se x e´ Ai e y e´ Bj Enta˜o ∆1 e´ D1 e ∆2 e´ C2;
2. Se x e´ Ai e y e´ Bj+1 Enta˜o ∆1 e´ C1 e ∆2 e´ C2;
3. Se x e´ Ai+1 e y e´ Bj Enta˜o ∆1 e´ D1 e ∆2 e´ D2;
4. Se x e´ Ai e y e´ Bj+1 Enta˜o ∆1 e´ C1 e ∆2 e´ D2.
onde supp(C1), supp(C2) ⊂ R− e supp(D1), supp(D2) ⊂ R+.
Podemos identificar todas as poss´ıveis variac¸o˜es das regras acima. E´ um problema
simples mostrar que existem apenas 8 combinac¸o˜es poss´ıveis. Usemos a seguinte simbo-
logia: → ou ↑ (variac¸o˜es positivas) significando que o conjunto fuzzy esta´ associado a
um conjunto fuzzy com suporte em R+ e ← ou ↓ (variac¸o˜es negativas) significando que o
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Figura 3.2: Regia˜o de equil´ıbrio 1.
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Figura 3.3: Regia˜o de equil´ıbrio 2.
AAAAA
AAAAA
AAAAA
AAAAA
AAAAA
B B B B
B B B B
B B B B
B B B B
B B B B
CCCC
CCCC
CCCC
CCCC
CCCC
D D D D
D D D D
D D D D
D D D D
D D D D
EEEE
EEEE
EEEE
EEEE
EEEE
F F F F
F F F F
F F F F
F F F F
F F F F GGGGG
GGGGG
GGGGG
GGGGG
GGGGG
H H H H H
H H H H H
H H H H H
H H H H H
HHHHH
IIIIIII
IIIIIII
IIIIIII
IIIIIII
IIIIIII
J J J J J J J
J J J J J J J
J J J J J J J
J J J J J J J
J J J J J J J
R*
x
y
A A
B
B
i i+1
j
j+
1
Figura 3.4: Regia˜o de equil´ıbrio 3.
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Figura 3.5: Regia˜o de equil´ıbrio 4.
conjunto fuzzy esta´ associado a um conjunto fuzzy com suporte em R−. Assim, todas as
8 poss´ıveis regio˜es podem ser vistas nas Figuras 3.2 a 3.9. Chamaremos cada uma destas
regio˜es de diagrama de fase.
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Figura 3.6: Regia˜o de equil´ıbrio 5.
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Figura 3.7: Regia˜o de equil´ıbrio 6.
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Figura 3.8: Regia˜o de equil´ıbrio 7.
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Figura 3.9: Regia˜o de equil´ıbrio 8.
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3.2 Defuzificac¸a˜o da sa´ıda do sistema baseado em re-
gras fuzzy
Dado um (xo, yo) ∈ R∗ para obter ∆1(xo, yo) e ∆2(xo, yo), utilizando o me´todo de in-
fereˆncia de Mamdani e o me´todo de defuzificac¸a˜o centro de massa. Devemos inicialmente
traduzir matematicamente o antecedente de cada uma das regras (Figura 3.10). Isto e´,
α1 = min{A1(xo), B1(yo)} (3.3)
α2 = min{A1(xo), B2(yo)} (3.4)
α3 = min{A2(xo), B1(yo)} (3.5)
α4 = min{A2(xo), B2(yo)} (3.6)
Em seguida calculamos β1, β2, β3 e β4. Neste caso,
β1 = max{α2, α4} (3.7)
β2 = max{α1, α3} (3.8)
β3 = max{α1, α2} (3.9)
β4 = max{α3, α4} (3.10)
sendo que, β1 e β2 correspondem respectivamente a parte negativa e positiva de ∆1(xo, yo)
e, β3 e β4 correspondem respectivamente a parte negativa e positiva de ∆2(xo, yo).
Finalmente, calculamos ∆1 e ∆2,
∆1(xo, yo) =
∫ f−11 (β1)
b
tf1(t)dt +
∫ 0
f−11 (β1)
β1tdt +
∫ g−11 (β2)
0
β2tdt +
∫ a
g−11 (β2)
tg1(t)dt∫ β2
0
g−11 (t)dt−
∫ β1
0
f−11 (t)dt
(3.11)
∆2(xo, yo) =
∫ f−12 (β3)
d
tf2(t)dt +
∫ 0
f−12 (β3)
β3tdt +
∫ g−12 (β4)
0
β4tdt +
∫ a
g−12 (β4)
tg2(t)dt∫ β4
0
g−12 (t)dt−
∫ β3
0
f−12 (t)dt
(3.12)
observe que ∆1 e ∆2 esta˜o bem definidas, pois cada func¸a˜o βi e´ cont´ınua e limitada,
portanto cada func¸a˜o definida pelos integrandos e´ cont´ınua e limitada.
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Figura 3.10: Regia˜o de Equil´ıbrio.
3.3 Existeˆncia de ponto de equil´ıbrio
Teorema 3.1. (Existeˆncia) Seja S um sistema p-fuzzy e R∗ uma regia˜o via´vel de equil´ıbrio
de S. Enta˜o, R∗ possui pelo menos um ponto de equil´ıbrio, isto e´, ∃(x∗, y∗) ∈ R∗ tal que,
∆(x∗, y∗) = (∆1(x
∗, y∗), ∆2(x
∗, y∗)) = (0, 0).
Demonstrac¸a˜o. Vamos provar este resultado para o caso da Figura 3.10. Os outros
casos teˆm demonstrac¸o˜es ana´logas. As func¸o˜es ∆1 e ∆2 de [c1, c2] × [d1, d2] em R sa˜o
cont´ınuas. Se A1(c1) = 0 (ou A2(c2) = 0) mostra-se, trivialmente, que (c1, d1) (ou (c2, d2))
e´ um ponto de equil´ıbrio. Caso contra´rio, dado xo ∈ [c1, c2] consideremos as func¸o˜es
β1(y) = max{min{A1(xo), B2(y)},min{A2(xo), B2(y)}} (3.13)
β2(y) = max{min{A1(xo), B1(y)},min{A2(xo), B1(y)}} (3.14)
para y ∈ [d1, d2]. Pela Proposic¸a˜o 1.1, as func¸o˜es em (3.13) e (3.14) podem ser reescritas
por:
β1(y) = min{B2(y),max{A1(xo), A2(xo)}} (3.15)
β2(y) = min{B1(y),max{A1(xo), A2(xo)}} (3.16)
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para y ∈ [d1, d2]. Observe que Im(β1) ⊂ Im(B2) e Im(β2) ⊂ Im(B1) (Figura 3.11).
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Figura 3.11: Func¸o˜es β1 e β2.
Da´ı, ∆1(xo, y) = ∆(y), onde ∆ e´ a func¸a˜o usada na demonstrac¸a˜o do Teorema 2.1
(na˜o confundir com o “∆” = (∆1, ∆2)). Como por hipo´tese, max{A1(xo), A2(xo)} 6= 0,
∀xo ∈ [c1, c2], enta˜o β1(d1) = 0, β2(d1) 6= 0, β2(d2) = 0 e β1(d2) 6= 0. Pelo Teorema 2.1
(fazendo m = β1, n = β2, r = B2, s = B1, f = g1 e g = f1) existe yo ∈ [d1, d2]
tal que h(yo) = 0 ⇒ ∆1(xo, yo) = 0. Como xo foi tomado arbitrariamente o resultado
vale para todo x ∈ [c1, c2], isto e´, a imagem inversa do 0 por ∆1, ∆−11 (0), e´ uma curva
ω1 : [d1, d2]→ [c1, c2] cont´ınua, pois ∆1 e´ cont´ınua. De modo ana´logo mostra-se que ∆−12 (0)
e´ uma curva cont´ınua, ω2 : [c1, c2] → [d1, d2]. Da´ı, pelo Teorema do Valor Intermedia´rio,
ω1 e ω2 se interceptam em pelo menos um ponto, (x
∗, y∗), o qual e´ um ponto de equil´ıbrio
do sistema (Figura 3.12).
3.4 Identificac¸a˜o do ponto de equil´ıbrio
Dado um sistema p-fuzzy bidimensional S, seja R∗ = supp(A∗)× supp(B∗) uma regia˜o
via´vel de equil´ıbrio de S. Vamos decompor o sistema S em dois sistemas unidimensionais
S1 e S2 tais que A
∗ e´ um conjunto via´vel de equil´ıbrio de S1 e B
∗ e´ um conjunto via´vel de
equil´ıbrio de S2. Vamos mostrar que pelo menos uma das coordenadas de um dos pontos
de equil´ıbrio de S e´ igual ao ponto de equil´ıbrio de S1 ou de S2. Ale´m disso, indicaremos
um intervalo onde esta´ a` outra coordenada. A decomposic¸a˜o do sistema S nos sistemas
S1 e S2 depende das regras associadas a S. Por exemplo, no caso da Figura 3.1 S1 e´ o
sistema (A1, A2)→ (f2, g2) e S2 e´ o sistema (B1, B2)→ (g1, f1).
Observac¸a˜o 3.1. Indicaremos por zo ∈ [c1, c2] a abscissa da intercessa˜o entre as func¸o˜es
de pertineˆncias de A1 e A2 e, por wo ∈ [d1, d2] a intercessa˜o entre as func¸o˜es de pertineˆncias
de B1 e B2.
Observac¸a˜o 3.2. Para simplificar a notac¸a˜o, dado y1 ∈ [d1, d2] indicaremos por ry1
a func¸a˜o β1(x, y1) = min{A1(x),max{B1(y1), B2(y1)}} e por sy1 a func¸a˜o β2(x, y1) =
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Figura 3.12: Ponto de equil´ıbrio ( ω1 ∩ ω2).
min{A2(x),max{B1(y1), B2(y1)}}, x ∈ [c1, c2] (Figura 3.13). Dado um x2 ∈ [c1, c2] indi-
caremos por rx2 a func¸a˜o β3(x2, y) = min{B1(y),max{A1(x2), A2(x2)}} e por sx2 a func¸a˜o
β4(x2, y) = min{B2(y),max{A1(x2), A2(x2)}}, y ∈ [d1, d2] (Figura 3.13).
Teorema 3.2. Suponhamos que x1 ∈ supp(A∗) e´ o u´nico ponto de equil´ıbrio de S1 em A∗
e y1 ∈ supp(B∗) e´ o u´nico ponto de equil´ıbrio de S2 em B∗. Se x1 ∈ (c1, zo) e y1 ∈ (d1, wo)
enta˜o:
i) Se A1(x1) ≥ B1(y1), (x2, y1) e´ ponto de equil´ıbrio de S e x2 ∈ (A−11 (B1(y1)), x1];
ii) Se A1(x1) ≤ B1(y1), (x1, y2) e´ ponto de equil´ıbrio de S e y2 ∈ (B−11 (A1(x1)), y1];
iii) Se A1(x1) = B1(y1), (x1, y1) e´ ponto de equil´ıbrio de S.
Demonstrac¸a˜o. Consideremos a func¸a˜o H1(x) = ∆1(x, y1) = h
1
1(ry1(x)) + h
1
2(sy1(x)).
Por hipo´tese S1 possui um u´nico ponto de equil´ıbrio, enta˜o pelo Corola´rio 2.3 para todo
σ ∈ (0, 1) o sistema (rσ, sσ)→ (f2, g2) satisfaz o Teorema 2.3. Portanto ∃ !x2 ∈ (c1, zo) tal
que H1(x2) = ∆1(x2, y1) = 0. Ale´m disso, pela unicidade de x1 como ponto de equil´ıbrio
de S1,
x2 ∈ [A1]B1(y1) ⇒ A1(x2) ≥ B1(y1)⇒

rx2(y1) = B1(y1)
e
sx2(y1) = B2(y1)
(3.17)
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Figura 3.13: Ponto de equil´ıbrio (x2, y1).
Consideremos a func¸a˜o H2(y) = ∆2(x2, y) = h
2
1(rx2(y))+h
2
2(sx2(y)). Usando (3.17) tem-se,
H2(y1) = ∆2(x2, y1) = h
2
1(B1(y1))+h
2
2(B2(y1)) = 0 por hipo´tese. Portanto ∆2(x2, y1) = 0,
o que conclui a demonstrac¸a˜o de que (x2, y1) e´ ponto de equil´ıbrio de S.
Vamos provar agora que x2 < x1, isto e´ que x2 ∈ (A−11 (B1(y1)), x1). Observe inicial-
mente que h11 e´ uma func¸a˜o decrescente e h
1
2 e´ uma func¸a˜o crescente. Isto ocorre porque
o sistema S1 e´ do tipo (A1, A2)→ (f2, g2). Como x1 e´ ponto de equil´ıbrio de S1,
h11(A1(x1)) + h
1
2(A2(x1)) = 0 (3.18)
sy1(x1) = A2(x1) (3.19)
Como por hipo´tese A1(x1) > B1(y1) = ry1(x1) enta˜o,
h11(A1(x1)) < h
1
1(ry1(x1)). (3.20)
De (3.18)− (3.20) tem-se
h11(ry1(x1)) + h
1
2(sy1(x1)) > 0. (3.21)
Dado x2 > x1 ⇒ A2(x2) > A2(x1) ⇔ sy1(x2) > sy1(x1) ⇒ h12(sy1(x2)) > h12(sy1(x1)).
Somando h11(ry1(x1)) a esta desigualdade tem-se,
h11(ry1(x1)) + h
1
2(sy1(x2)) > h
1
1(ry1(x1)) + h
1
2(sy1(x1))
usando (3.21) tem-se
h11(ry1(x1)) + h
1
2(sy1(x2)) > 0. (3.22)
Como ry1(x1) = ry1(x2) enta˜o de (3.22), 0 < h
1
1(ry1(x2))+h
1
2(sy1(x2)) = ∆2(x2, y1). Portan-
to x2 > x1 ⇒ ∆2(x2, y1) > 0, logo x2 ∈ (A−11 (B1(y1)), x1). O que conclui a demonstrac¸a˜o
de i). A demonstrac¸a˜o de ii) e´ ana´loga a` demonstrac¸a˜o de i) e, a demonstrac¸a˜o de iii) e´
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consequ¨eˆncia direta de i) e ii).
Este teorema implica em duas consequ¨eˆncias importantes, as quais usaremos para
estudar a estabilidade dos sistemas bidimensionais no cap´ıtulo seguinte. Passemos a enun-
cia´-las.
Corola´rio 3.1. Seja S um sistema que satisfaz a condic¸a˜o i) do Teorema 3.2. Enta˜o,
numa vizinhanc¸a do ponto de equil´ıbrio (x2, y1) tem-se A2(x) < B1(y).
Demonstrac¸a˜o. Segue imediatamente do Teorema 3.2, lembrando que as sa´ıdas sa˜o
na˜o sime´trica (veja Figura 3.13).
Corola´rio 3.2. Seja S um sistema que satisfaz a condic¸a˜o ii) do Teorema 3.2. Enta˜o,
numa vizinhanc¸a do ponto de equil´ıbrio (x1, y2) tem-se B2(y) < A1(x).
Demonstrac¸a˜o. Ana´loga a` demonstrac¸a˜o do Corola´rio 3.1.
Observac¸a˜o 3.3. De modo geral, se um sistema bidimensional S e´ decomposto nos sis-
temas unidimensionais S1 e S2 enta˜o, se S1 e S2 possuem cada um, apenas um ponto de
equil´ıbrio, enta˜o podemos identificar uma coordenada de um ponto de equil´ıbrio de S e um
intervalo no qual esta´ a` outra coordenada deste ponto.
Observac¸a˜o 3.4. Para formalizar os resultados citados na Observac¸a˜o 3.3 basta supor o
ponto de equil´ıbrio em outra regia˜o, isto e´ x1 ∈ (c1, zo) e y1 ∈ (wo, d2) ou x1 ∈ (zo, c2) e
y1 ∈ (d1, wo) ou x1 ∈ (zo, c2) e y1 ∈ (wo, d2). Obviamente, as demonstrac¸o˜es destes fatos
sa˜o ana´logas a` demonstrac¸a˜o do Teorema 3.2.
3.4.1 Exemplo 1 - modelo p-fuzzy bidimensional
Consideremos o sistema bidimensional S com as varia´veis de entrada x (Figura 3.14) e
y (Figura 3.15) e varia´veis de sa´ıda ∆1 (Figura 3.16) e ∆2 (Figura 3.17) e com as regras:
1. Se x e´ B e y e´ B Enta˜o ∆1 e´ MAp e ∆2 e´ MAn;
2. Se x e´ B e y e´ MB Enta˜o ∆1 e´ MBp e ∆2 e´ An;
3. Se x e´ B e y e´ MA Enta˜o ∆1 e´ Bn e ∆2 e´ An;
4. Se x e´ B e y e´ A Enta˜o ∆1 e´ MAn e ∆2 e´ MAn;
5. Se x e´ MB e y e´ B Enta˜o ∆1 e´ Ap e ∆2 e´ Bn;
6. Se x e´ MB e y e´ MB Enta˜o ∆1 e´ Bp e ∆2 e´ Bn;
7. Se x e´ MB e y e´ MA Enta˜o ∆1 e´ Bn e ∆2 e´ Bn;
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8. Se x e´ MB e y e´ A Enta˜o ∆1 e´ MBn e ∆2 e´ Bn;
9. Se x e´ MA e y e´ B Enta˜o ∆1 e´ Ap e ∆2 e´ Bn;
10. Se x e´ MA e y e´ MB Enta˜o ∆1 e´ Bn e ∆2 e´ Bp;
11. Se x e´ MA e y e´ MA Enta˜o ∆1 e´ MBn e ∆2 e´ MBn;
12. Se x e´ MA e y e´ A Enta˜o ∆1 e´ MBn e ∆2 e´ Bp;
13. Se x e´ A e y e´ B Enta˜o ∆1 e´ MAp e ∆2 e´ MAp;
14. Se x e´ A e y e´ MB Enta˜o ∆1 e´ Bp e ∆2 e´ MBp;
15. Se x e´ A e y e´ MA Enta˜o ∆1 e´ Bp e ∆2 e´ MBp;
16. Se x e´ A e y e´ A Enta˜o ∆1 e´ MAn e ∆2 e´ Bn.
Estas regras podem ser visualizadas no “diagrama de fase”na Figura 3.18, onde e´ poss´ıvel
identificar, com maior facilidade, que R∗ = [90, 110]× [9, 11] e´ uma regia˜o de equil´ıbrio do
sistema.
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Figura 3.14: Varia´vel de entrada x.
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Figura 3.15: Varia´vel de entrada y.
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Figura 3.16: Varia´vel de sa´ıda ∆1.
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Figura 3.17: Varia´vel de sa´ıda ∆2.
O ponto de equil´ıbrio do sistema S e´ (x∗, y∗) = (94.8566, 9.8116), apresentado nas Fi-
guras 3.19 e 3.20. Vamos decompor o sistema S nos sistemas S1 e S2 tais que supp(A
∗) =
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Figura 3.18: Diagrama de fase do sistema p-fuzzy S.
[90, 110] e supp(B∗) = [9, 11] sa˜o conjuntos via´veis de equil´ıbrio de S1 e de S2, respecti-
vamente. O sistema S1 tem varia´vel de entrada x (Figura 3.21) e varia´vel de sa´ıda ∆1
(Figura 3.22) e a base de regras dada por:
1. Se x e´ MB Enta˜o ∆1 e´ Bp;
2. Se x e´ MA Enta˜o ∆1 e´ Bn.
Ja´ o sistema S2 tem varia´vel de entrada y (Figura 3.23), varia´vel de sa´ıda ∆2 (Figura 3.24)
e base de regras:
1. Se y e´ MB Enta˜o ∆2 e´ Bp;
2. Se y e´ MA Enta˜o ∆2 e´ Bn.
O u´nico ponto de equil´ıbrio do sistema S1 e o u´nico ponto de equil´ıbrio de S2 (com
erro inferior a 10−10) sa˜o, respectivamente: x∗S1 = 94.1528 e y
∗
S2
= 9.8116 . Os resultados
experimentais podem ser vistos nas Figuras 3.25 e 3.26.
Sejam r1 e s1 as func¸o˜es de pertineˆncias do sistema S1 em supp(A
∗) = [90, 110] e r2 e s2
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as func¸o˜es de pertineˆncias do sistema S2 em supp(B
∗) = [9, 11]. Temos que (Figura 3.21
e 3.23), {
r1(x) =
110−x
35
s1(x) =
x−90
35
e
{
r2(x) =
11−x
3.5
s2(x) =
x−9
3.5
(3.23)
Da´ı r1(x
∗
S1
) = r1(94.1528) = 0.4528 > 0.3395 = r2(y
∗
S2
) = r1(9.8116). Ale´m disso, r1∩s1 =
xo = 100 e r2 ∩ s2 = wo = 10 ,enta˜o S1 e S2 satisfazem a condic¸a˜o (i) do Teorema 3.2.
Observe que de fato temos y∗S2 = 9.8116 = y
∗ = 9.8116.
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Figura 3.19: Plano de fase do sistema S.
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Figura 3.20: Soluc¸a˜o do sistema S.
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Figura 3.21: Varia´vel de entrada de S1.
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Figura 3.22: Varia´vel de sa´ıda de S1.
3.4.2 Exemplo 2 - modelo p-fuzzy bidimensional
Veremos agora um exemplo de um sistema p-fuzzy bidimensional que satisfaz a con-
dic¸a˜o ii) do Teorema 3.2. Consideremos o sistema anterior S (sec¸a˜o 3.4.1) com as mesmas
entradas, a mesma base de regras e mudemos as sa´ıdas: ∆1 (Figura 3.27) e ∆2 (Figu-
ra 3.28).
A decomposic¸a˜o desse sistema dara´ origem aos sistemas S1 e S2 apenas com mudanc¸as
nas sa´ıdas: ∆1 (Figura 3.29) e ∆2 (Figura 3.30). Estas mudanc¸as influenciara˜o nos pontos
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Figura 3.23: Varia´vel de entrada de S2.
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Figura 3.24: Varia´vel de sa´ıda de S2.
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Figura 3.25: Soluc¸a˜o de S1, x
∗
S1
= 94.1528.
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Figura 3.26: Soluc¸a˜o de S2, y
∗
S2
= 9.8116.
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Figura 3.27: Nova sa´ıda ∆1 de S.
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Figura 3.28: Nova sa´ıda ∆2 de S.
de equil´ıbrio desses sistemas: o de S sera´ (x∗, y∗) = (99.2142, 9.4903) (Figuras 3.31 e
3.32), o de S1 sera´ x
∗
S1
= 99.2142 (Figura 3.33) e o de S2 sera´ y
∗
S1
= 9.5920 (Figura 3.34).
As func¸o˜es r1, s1, r2 e s2 sa˜o as mesmas dadas em (3.29). Da´ı, r1(x
∗
S1
) = r1(99.2142) =
0.3082 < 0.4023 = r2(y
∗
S2
) = r1(9.5920). Portanto, estes sistemas satisfazem a condic¸a˜o
ii) do Teorema 3.2 e de fato obtivemos x∗S1 = 99.2142 = x
∗ = 99.2142.
Um exemplo para o caso iii) do Teorema daremos na sec¸a˜o seguinte.
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Figura 3.29: Varia´vel de sa´ıda ∆1.
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Figura 3.30: Varia´vel de sa´ıda ∆2.
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Figura 3.31: Plano de fase de S.
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Figura 3.32: Soluc¸a˜o do sistema S.
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Figura 3.33: Soluc¸a˜o de S1.
0 20 40 60 80 100 120
5
5.5
6
6.5
7
7.5
8
8.5
9
9.5
10
Iteração
y
y* = 9.5920
Figura 3.34: Soluc¸a˜o de S2.
3.5 Unicidade do ponto de equil´ıbrio
Nesta sec¸a˜o, vamos discutir em que condic¸o˜es o ponto de equil´ıbrio e´ u´nico. Seme-
lhante ao que fizemos no caso unidimensional, vamos dividir em treˆs casos. Inicialmente
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consideremos o caso em que as sa´ıdas sa˜o sime´tricas. Em seguida consideraremos os outros
casos.
3.5.1 Unicidade - sa´ıdas sime´tricas
Observemos inicialmente que para sa´ıdas sime´tricas,
Proposic¸a˜o 3.1. Se (x∗, y∗) e´ tal que, A1(x
∗) = A2(x
∗) e B1(y
∗) = B2(y
∗) enta˜o (x∗, y∗)
e´ um ponto de equil´ıbrio.
Demonstrac¸a˜o. De fato,
β1(x
∗, y∗) = min{B2(y∗), max{A1(x∗), A2(x∗)}} = min{B1(y∗), max{A1(x∗), A2(x∗)}} = β2(x∗, y∗)
e
β3(x
∗, y∗) = min{A1(x∗), max{B1(y∗), B2(y∗)}} = min{A2(x∗), max{B1(y∗), B2(y∗)}} = β4(x∗, y∗).
Enta˜o, pelo Proposic¸a˜o 2.1, (x∗, y∗) e´ ponto de equil´ıbrio do sistema (3.1).
A seguir apresentaremos treˆs lemas, os quais sera˜o usados para a demonstrac¸a˜o de um
teorema que estabelece as condic¸o˜es necessa´rias e suficientes para unicidade do ponto de
equil´ıbrio.
Lema 3.1. Se A1(x
∗) > B1(y
∗) enta˜o ∀x ∈ [A∗]B1(y∗)∩[c1, c2], (x, y∗) e´ ponto de equil´ıbrio.
A1 2A B2B1
y*
y*B  (    )1
y* d1 d2c1
1 1
x yc2A   (B  (    ))−1 1 A   (B  (    ))−1 1x**y2 1
Figura 3.35: Intervalo de equil´ıbrio: [A∗]B1(y
∗) = [A−12 (B1(y
∗)), A−11 (B1(y
∗))].
Demonstrac¸a˜o. Dado x ∈ [A∗]B1(y∗) ⇔ A∗(x) ≥ B1(y∗) ⇔ min{A1(x), A2(x)} ≥
B1(y
∗). Donde tem-se (Figura 3.35),{
A1(x) ≥ B1(y∗) = B2(y∗)
A2(x) ≥ B1(y∗) = B2(y∗)
56
Enta˜o,
β1(x, y
∗) = min{B2(y∗),max{A1(x), A2(x)}} = B2(y∗) = B1(y∗) = β2(x, y∗)
e
β3(x, y
∗) = min{A1(x),max{B1(y∗), B2(y∗)}} = B1(y∗) = B2(y∗) = β4(x, y∗).
Portanto, pela Proposic¸a˜o 2.1 ∆1(x, y
∗) = ∆2(x, y
∗) = 0, para todo x em [A∗]B1(y
∗). O que
conclui a demonstrac¸a˜o.
Lema 3.2. Se A1(x
∗) < B1(y
∗) enta˜o ∀y ∈ [B∗]A1(x∗)∩[d1, d2], (x∗, y) e´ ponto de equil´ıbrio.
Demonstrac¸a˜o. Ana´loga a` demonstrac¸a˜o do Lema 3.1.
Lema 3.3. Dados a, b, c ∈ R, min{a, b} = min{c, b} se, somente se, a, c ≥ b ou a = c.
Demonstrac¸a˜o. (=⇒) Suponhamos que min{a, b} = min{c, b}. Se a, c < b, enta˜o
a = min{a, b} = min{c, b} = c ⇒ a = c. Se, por outro lado, tivermos a 6= c, enta˜o
b = min{a, b} = min{c, b} ⇒ a, c ≥ b.
(⇐=) Trivial.
Teorema 3.3. Seja R∗ = supp(A∗) × supp(B∗) uma regia˜o via´vel de equil´ıbrio de um
sistema p-fuzzy S. Se S e´ decomposto em S1 e S2 tal que A
∗ e´ um conjunto via´vel de
equil´ıbrio de S1 e B
∗ e´ um conjunto via´vel de equil´ıbrio de S2, enta˜o o ponto de equil´ıbrio
(x∗, y∗) ∈ R∗ e´ u´nico se, somente se,
A1(x
∗) = A2(x
∗) = B1(y
∗) = B2(y
∗)
A1 2A B2B1
x* y1
y*y*
d1 d2c1
1 1
c2 y*
B  (   ) = A  (   )1 1
x y
Figura 3.36: U´nico ponto de equil´ıbrio: (x∗, y∗).
Demonstrac¸a˜o. (=⇒) Suponhamos que o ponto de equil´ıbrio seja u´nico. Se tivermos
A1(x
∗) > B1(y
∗) (ou A1(x
∗) < B1(y
∗)), enta˜o pelo Lema 3.1 (ou Lema 3.2) o ponto na˜o e´
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u´nico, o que contraria a` hipo´tese. Portanto A1(x
∗) = A2(x
∗) = B1(y
∗) = B2(y
∗).
(⇐=) Suponhamos agora que A1(x∗) = A2(x∗) = B1(y∗) = B2(y∗). Dado (x1, y1) ∈
supp(A∗) × supp(B∗) com (x1, y1) 6= (x∗, y∗) vamos mostrar que (x1, y1) na˜o e´ ponto de
equil´ıbrio. Pela Proposic¸a˜o 2.1 (x1, y1) e´ ponto de equil´ıbrio se, e somente se, β1(x1, y1) =
β2(x1, y1) e β3(x1, y1) = β4(x1, y1). Ou seja, se, e somente se,
min{B2(y1),max{A1(x1), A2(x1)}} = min{B1(y1),max{A1(x1), A2(x1)}} (3.24)
min{A1(x1),max{B1(y1), B2(y1)}} = min{A2(x1),max{B1(y1), B2(y1)}} (3.25)
Suponhamos que y1 6= y∗ ⇔ B1(y1) 6= B2(y1). Pelo Lema 3.3 e Equac¸a˜o (3.24) temos
que:
B1(y1), B2(y1) ≥ max{A1(x1), A2(x2)} (3.26)
De (3.26) tem-se,
A1(x1), A2(x1) ≤ max{B1(y1), B2(y1)} (3.27)
Usando a Equac¸a˜o (3.25) e o Lema 3.3 tem-se,
A1(x1), A2(x1) ≥ max{B1(y1), B2(y1)} (3.28)
De (3.27) e (3.28) tem-se,
A1(x1) = A2(x1)⇔ x1 = x∗ ⇒ A1(x1) = A1(x∗) = B1(y∗),
por hipo´tese. Substituindo estes resultados em (3.26) tem-se,
B1(y1), B2(y1) ≥ A1(x∗) = B1(y∗)
o que e´ um absurdo, pois para todo y1 ∈ supp(B∗) com y1 6= y∗ tem-se B1(y1) < B1(y∗)
ou B2(y1) < B1(y∗) (veja Figura 3.36).
Se supormos x1 6= x∗, de modo ana´logo, chega-se a um absurdo! Portanto (x∗, y∗) e´ o
u´nico ponto de equil´ıbrio de S em R∗.
Os resultados acima sa˜o va´lidos quando as duas sa´ıdas sa˜o sime´tricas. Se, apenas uma
das sa´ıdas e´ sime´trica! O que ocorre? O teorema seguinte responde esta questa˜o.
Teorema 3.4. Seja S um sistema bidimensional, decomposto nos sistemas unidimensio-
nais S1 e S2 tal que, x1 e´ o u´nico ponto de equil´ıbrio de S1 e y1 e´ o u´nico ponto de equil´ıbrio
de S2:
i) Se S1 possui sa´ıda sime´trica e β = max{B1(y1), B2(y1)} < A1(x1) = A2(x1), enta˜o
∀ x ∈ [A∗]β ∩ [c1, c2], (x, y1) e´ ponto de equil´ıbrio de S;
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ii) Se S2 possui sa´ıda sime´trica e α = max{A1(x1), A2(x1)} < B1(y1) = B2(y1), enta˜o
∀ y ∈ [B∗]α ∩ [d1, d2], (x1, y) e´ ponto de equil´ıbrio de S.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o do Lema 3.1.
Como consequ¨eˆncia imediata do Teorema 3.4, podemos estabelecer condic¸o˜es necessa´rias
e suficientes para unicidade do ponto de equil´ıbrio quando apenas uma das sa´ıdas e´
sime´trica.
Corola´rio 3.3. S possui um u´nico ponto de equil´ıbrio se, somente se, tivermos β =
max{B1(y1), B2(y1)} ≥ A1(x1) = A2(x1) ou α = max{A1(x1), A2(x1)} ≥ B1(y1) =
B2(y1).
Demonstrac¸a˜o. Ana´loga a` demonstrac¸a˜o do Teorema 3.3.
3.5.2 Exemplo - sistema bidimensional com sa´ıdas sime´tricas
Consideremos o sistema p-fuzzy S com entradas x (Figura 3.37), y (Figura 3.38) e
sa´ıdas ∆1 (Figura 3.39) e ∆2 (Figura 3.40) e com as regras:
1. Se x e´ B e y e´ B Enta˜o ∆1 e´ MAp e ∆2 e´ MAn;
2. Se x e´ B e y e´ MB Enta˜o ∆1 e´ MBp e ∆2 e´ An;
3. Se x e´ B e y e´ MA Enta˜o ∆1 e´ Bn e ∆2 e´ An;
4. Se x e´ B e y e´ A Enta˜o ∆1 e´ MAn e ∆2 e´ MAn;
5. Se x e´ MB e y e´ B Enta˜o ∆1 e´ Ap e ∆2 e´ Bn;
6. Se x e´ MB e y e´ MB Enta˜o ∆1 e´ MAp e ∆2 e´ MAn;
7. Se x e´ MB e y e´ MA Enta˜o ∆1 e´ MAn e ∆2 e´ MAn;
8. Se x e´ MB e y e´ A Enta˜o ∆1 e´ MBn e ∆2 e´ Bn;
9. Se x e´ MA e y e´ B Enta˜o ∆1 e´ Ap e ∆2 e´ Bn;
10. Se x e´ MA e y e´ MB Enta˜o ∆1 e´ MAp e ∆2 e´ MAp;
11. Se x e´ MA e y e´ MA Enta˜o ∆1 e´ MAn e ∆2 e´ MAp;
12. Se x e´ MA e y e´ A Enta˜o ∆1 e´ MBn e ∆2 e´ Bp;
13. Se x e´ A e y e´ B Enta˜o ∆1 e´ MAp e ∆2 e´ MAp;
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14. Se x e´ A e y e´ MB Enta˜o ∆1 e´ Bp e ∆2 e´ MBp;
15. Se x e´ A e y e´ MA Enta˜o ∆1 e´ Bp e ∆2 e´ MBp;
16. Se x e´ A e y e´ A Enta˜o ∆1 e´ MAn e ∆2 e´ Bn.
O “diagrama de fase”das regras acima e´ dado na Figura 3.41, onde pode-se observar que
R∗ = [70, 130]× [9, 11] e´ uma regia˜o via´vel de equil´ıbrio de S.
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Figura 3.37: Varia´vel de entrada x.
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
y
Pe
rtin
ênc
ia
B MB MA A
Figura 3.38: Varia´vel de entrada y.
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Figura 3.39: Varia´vel de sa´ıda ∆1.
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Figura 3.40: Varia´vel de sa´ıda ∆2.
Neste caso, vamos decompor o sistema S nos sistemas S1 e S2 tais que supp(A
∗) =
[70, 130] e supp(B∗) = [9, 11] sa˜o conjuntos via´veis de equil´ıbrios de S1 e de S2, respecti-
vamente. O sistema S1 tem entrada x (Figura 3.21) e sa´ıda ∆2 (Figura 3.22) e a base de
regras dada por:
1. Se x e´ MB Enta˜o ∆2 e´ MAn;
2. Se x e´ MA Enta˜o ∆2 e´ MAp.
Ja´ o sistema S2 tem entrada x (Figura 3.42), sa´ıda ∆1 (Figura 3.24) e base de regras:
1. Se y e´ MB Enta˜o ∆1 e´ MAp;
2. Se y e´ MA Enta˜o ∆1 e´ MAn.
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Figura 3.41: Diagrama de fase de S.
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Figura 3.42: Entrada de S1: supp(A∗) = [70, 130].
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Figura 3.43: Sa´ıda ∆2 de S1.
Indiquemos por r1 e s1 as func¸o˜es de pertineˆncias do sistema S1 no conjunto via´vel
de equil´ıbrio supp(A∗) = [70, 130] e r2 e s2 as func¸o˜es de pertineˆncias do sistema S2 em
supp(B∗) = [9, 11]. Temos que (Figuras 3.42 e 3.44),{
r1(x) =
130−x
55
s1(x) =
x−70
55
e
{
r2(x) =
11−x
3.5
s2(x) =
x−9
3.5
(3.29)
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Figura 3.44: Entrada de S2: supp(B∗) = [7, 11].
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Figura 3.45: Sa´ıda ∆1 de S2.
Como as sa´ıdas dos sistemas S1 e S2 sa˜o sime´tricas, enta˜o pelo Proposic¸a˜o 2.1 o u´nico
ponto de equil´ıbrio de S1 e´ dado por x
∗ = r1 ∩ s1 = 100 e o u´nico ponto de equil´ıbrio de
S2 e´ y
∗ = r2 ∩ s2 = 10.
Temos que r1(x
∗
S1
) = r1(100) = 0.5455 > r2(y
∗
S2
) = r2(10) = 0.2857. Ou seja, os
sistemas S1 e S2 satisfazem o Lema 3.1. Como [A
∗]0.2857 = [s−11 (0.2857), r
−1
1 (0.2857)] don-
de tem-se [A∗]0.2857 = [85.7135, 114.2865], enta˜o o conjunto dado pelo produto cartesiano
[85.7135, 114.2865]× 10 e´ um conjunto de equil´ıbrio de S.
Os resultados experimentais sa˜o mostrados nas Figuras 3.46, 3.47 e 3.48, onde pode-
mos ver va´rias soluc¸o˜es do sistema S com condic¸o˜es iniciais diferentes. Para as condic¸o˜es
iniciais (86, 10), (100, 10) e (115, 10) poˆde-se observar que estes sa˜o pontos estaciona´rios,
representados na Figura 3.48 por “ ∗ ”, o que mostra que sa˜o pontos de equil´ıbrios de S
(como ja´ sab´ıamos! Pois estes pontos pertencem ao conjunto de equil´ıbrio). Ja´, para as
condic¸o˜es iniciais: (86, 10) e (115, 10) poˆde-se observar que na˜o sa˜o pontos de equil´ıbrios,
suas curvas esta˜o representadas na Figura 3.48 em preto e azul respectivamente.
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Figura 3.46: Gra´fico x× n.
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Figura 3.47: Gra´fico y × n.
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Figura 3.48: Plano de Fase.
3.5.3 Unicidade para sa´ıdas na˜o sime´tricas
Pelos Teoremas 3.3 e 3.4 pode-se observar que, quando as sa´ıdas sa˜o sime´tricas ha´
um pouco de restric¸a˜o para estabelecer condic¸o˜es para a unicidade do ponto de equil´ıbrio.
Ja´, quando as sa´ıdas sa˜o na˜o sime´tricas ha´ menos restric¸o˜es para estabelecer condic¸o˜es
para unicidade. Vamos dividir este problema em quatro casos. Antes pore´m, fazemos a
seguinte observac¸a˜o:
Observac¸a˜o 3.5. Indicaremos por zo ∈ [c1, c2] a abscissa da intercessa˜o entre as func¸o˜es
de pertineˆncias de A1 e A2 e por wo ∈ [d1, d2] a intercessa˜o entre as func¸o˜es de pertineˆncias
de B1 e B2.
Para sa´ıdas na˜o sime´tricas temos:
Teorema 3.5. Seja S um sistema bidimensional, decomposto nos sistemas unidimensio-
nais S1 e S2. Se S1 e S2 possuem, cada um, um u´nico ponto de equil´ıbrio, enta˜o S possui
um u´nico ponto de equil´ıbrio.
Demonstrac¸a˜o. Vamos fazer a demonstrac¸a˜o para o caso em que S satisfaz ao Te-
orema 3.2. Os outros casos sa˜o ana´logos. Se tivermos y1 = B
−1
1 (1) ⇒ x1 = A−11 (1), cla-
ramente (x1, y1) e´ o u´nico ponto de equil´ıbrio de S. Suponhamos enta˜o que y1 6= B−11 (1).
Seja (x3, y3) ∈ [c1, zo] × [d1, wo], (x3, y3) 6= (x2, y1). Vamos mostrar que ∆(x3, y3) =
(∆1(x3, y3), ∆2(x3, y3)) 6= O. Inicialmente, notemos que x3 6= x2 e y3 6= y1, pois as
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Figura 3.49: Ponto de equil´ıbrio (x2, y1).
imagens inversas do 0 por ∆1 e ∆2, ∆
−1
1 (0) e ∆
−1
2 (0), sa˜o func¸o˜es (aplicac¸a˜o imedia-
ta do Corola´rio 2.3). Chamemo-as respectivamente de ω1 e ω2, ω1 : [d1, d2] → [c1, c2]
e ω2 : [c1, c2] → [d1, d2]. Suponhamos que x3 ∈ [A1]B1(y1) ⇔ A1(x3) ≥ B1(y1) ⇒
∆2(x3, y1) = h
2
1(rx3(y1) + h
2
2(sx3(y1)) = 0, pois y1 e´ equil´ıbrio de S2 por hipo´tese. Da´ı
∆2(x3, y3) 6= 0, pois caso contra´rio ter´ıamos ω2(x3) = y1 e ω2(x3) = y3 o que e´ um absur-
do, pois y1 6= y3 e ω2 e´ uma func¸a˜o. Suponhamos agora que x3 6∈ [A1]B1(y1) ⇔
A1(x3) < B1(y1) (3.30)
Suponhamos ainda que
∆2(x3, y3) = h
2
1(rx3(y3)) + h
2
2(sx3(y3)) = 0 (3.31)
De (3.30) e (3.31) temos que rx3(y3) = A1(x3), pois y3 6= y1 e y1 e´ o u´nico ponto de
equil´ıbrio de S2. Da´ı,
B1(y3) > A1(x3)⇒

ry3(x3) = A1(x3)
e
sy3(x3) = A2(x3)
(3.32)
Suponhamos agora ∆1(x3, y3) = h
1
1(ry3(x3)) + h
1
2(sy3(x3)) = 0. Da´ı, usando (3.32) tem-se
h11(A1(x3)) + h
1
2(A2(x3)) = 0 ⇒ x3 = x1 pois x1 e´ u´nico ponto de equil´ıbrio de S1. De
(3.31) e de x3 = x1 tem-se,
∆2(x3, y3) = h
2
1(rx1(y3)) + h
2
2(sx1(y3)) = 0 (3.33)
Mas, A1(x1) > B1(y1)⇒
h21(rx1(y1)) + h
2
2(sx1(y1)) = 0 (3.34)
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De (3.33) e (3.34) tem-se y3 = y1 o que e´ um absurdo! Logo, na˜o e´ poss´ıvel ter ∆1(x3, y3) =
∆2(x3, y3) = 0, o que conclui a demonstrac¸a˜o de que (x2, y1) e´ o u´nico ponto de equil´ıbrio
de S.
Observac¸a˜o 3.6. O Teorema 3.5 e´ va´lido para sa´ıdas na˜o sime´tricas. O caso em que as
sa´ıdas sa˜o sime´tricas foi tratado na sec¸a˜o 3.5.
3.6 Resumo do cap´ıtulo
Neste cap´ıtulo definimos regia˜o via´vel de equil´ıbrio, vimos que existem 8 possibilidades
(Figuras 3.2 - 3.9) para garantir a existeˆncia de tais regio˜es. Enunciamos e demonstramos
um teorema (Teorema 3.1) que garante a existeˆncia de pontos de equil´ıbrios. Vimos que
e´ poss´ıvel associar um sistema bidimensional S a dois sistemas unidimensionais S1 e S2, a
fim de encontrar uma das coordenadas do ponto de equil´ıbrio de S (Teorema 3.2). Ale´m
disso, este resultado mostra que numa vizinhanc¸a do ponto de equil´ıbrio as func¸o˜es ∆1 e
∆2 possuem derivadas parciais, o que sera´ de fundamental importaˆncia para o estudo de
estabilidade que faremos no cap´ıtulo seguinte.
Estabelecemos condic¸o˜es suficientes para unicidade de ponto de equil´ıbrio, quando as
sa´ıdas sa˜o na˜o sime´tricas, Teorema 3.5 e, quando as sa´ıdas sa˜o sime´tricas, o Teorema 3.3
estabelece condic¸o˜es necessa´rias e suficientes para unicidade do ponto de equil´ıbrio.
Vale ressaltar que as demonstrac¸o˜es dos teoremas descritos neste cap´ıtulo, apesar
de na˜o serem gerais, mostram que suas generalizac¸o˜es sa˜o simples. E, para o caso em
que as sa´ıdas sa˜o sime´tricas deve-se tomar cuidado com relac¸a˜o a` unicidade de ponto de
equil´ıbrio.
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Cap´ıtulo 4
Estabilidade local de sistemas p-fuzzy
O estado de equil´ıbrio de um sistema pode desempenhar um papel importante na
ana´lise geral do sistema. Em muitos casos, e´ poss´ıvel compreender o comportamento global
das soluc¸o˜es quando se conhece o comportamento pro´ximo ao estado de equil´ıbrio [36].
Neste cap´ıtulo vamos analisar a estabilidade de sistemas p-fuzzy. Inicialmente estudaremos
o caso unidimensional e em seguida o caso bidimensional.
4.1 Estabilidade de sistemas p-fuzzy unidimensionais
Um sistema p-fuzzy unidimensional, como vimos no Cap´ıtulo 2, e´ uma equac¸a˜o de
diferenc¸as dada pela fo´rmula de recorreˆncia,
xn+1 = xn + ∆(xn) (4.1)
onde, ∆(xn) e´ a sa´ıda defuzificada do sistema baseado em regras fuzzy. Tomando F (x) =
x + ∆(x) tem-se de (4.1) que
xn+1 = F (xn) (4.2)
Suponhamos que x∗ seja um ponto de equil´ıbrio de (4.2) (x∗ e´ ponto de equil´ıbrio
de (4.1) ). Da teoria de equac¸o˜es de diferenc¸as [14, 3] a ana´lise de estabilidade de (4.2)
depende do valor de λ = F ′(x∗):
• se 0 < λ < 1, x∗ e´ assintoticamente esta´vel (a convergeˆncia e´ mono´tona);
• se −1 < λ < 0, x∗ e´ esta´vel (convergeˆncia oscilato´ria);
• se λ = 1 ou λ = −1, x∗ e´ neutralmente esta´vel (trajeto´rias oscilam em torno de x∗);
• se λ < −1, x∗ e´ insta´vel (divergeˆncia oscilato´ria);
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• se λ > 1, x∗ e´ insta´vel.
Como F (x) = x + ∆(x), temos que a ana´lise de estabilidade do sistema p-fuzzy
(Equac¸a˜o (4.1)), em func¸a˜o de ∆′(x∗), e´ dada por:
• −1 < ∆′(x∗) < 0, x∗ e´ assintoticamente esta´vel (a convergeˆncia e´ mono´tona);
• −2 < ∆′(x∗) < −1, x∗ e´ esta´vel (convergeˆncia oscilato´ria);
• ∆′(x∗) = 0 ou ∆′(x∗) = −2, x∗ e´ neutralmente esta´vel;
• ∆′(x∗) < −2, x∗ e´ insta´vel (divergeˆncia oscilato´ria);
• ∆′(x∗) > 0, x∗ e´ insta´vel.
Logo, observa-se que a ana´lise de estabilidade de um sistema p-fuzzy unidimensional
depende apenas de ∆′(x∗). Suponhamos que o me´todo de infereˆncia utilizado e´ o de
Mamdani e o processo de defuzificac¸a˜o e´ o Centro de gravidade. Neste caso,
∆(x) =
∫ f−1(m)
−b
tf(t)dt +
∫ 0
f−1(m)
mtdt +
∫ g−1(n)
0
ntdt +
∫ a
g−1(n)
tg(t)dt∫ n
0
g−1(t)dt− ∫ m
0
f−1(t)dt
onde (n,m) = (r(x), s(x)).
Derivando a func¸a˜o ∆ e lembrando que x∗ e´ ponto de equil´ıbrio se, somente se, h1(x
∗)+
h2(x
∗) = 0, tem-se:
∆′(x∗) =
1
2
[g−1(n∗)]2(n∗)′ − 1
2
[f−1(m∗)]2(m∗)′(∫ n∗
0
g−1(t)dt− ∫ m∗
0
f−1(t)dt
) (4.3)
onde, (n∗)′ e (m∗)′ sa˜o respectivamente r′(x∗) e s′(x∗).
A Equac¸a˜o (4.3) acima pode ser reescrita por:
∆′(x∗) =
H ′(n∗,m∗)
A(n∗,m∗)
(4.4)
Observac¸a˜o 4.1. Observe em (4.3) que a ana´lise de estabilidade de um dado ponto de
equil´ıbrio depende do conjunto via´vel de equil´ıbrio, traduzido nos valores (n∗)′ e (m∗)′, e
nas func¸o˜es f e g.
Proposic¸a˜o 4.1. Seja x∗ ∈ supp(A∗) um ponto de equil´ıbrio de um sistema p-fuzzy uni-
dimensional, se A∗ e´ tal que c1 ≤ z1 e c2 ≥ z2. Enta˜o x∗ e´ esta´vel ou insta´vel oscilante.
Demonstrac¸a˜o. Basta mostrarmos que ∆′(x∗) < 0. Isso e´ consequ¨eˆncia imediata do
Teoreama 2.2.
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4.1.1 Exemplo - ana´lise de estabilidade de sistemas p-fuzzy uni-
dimensionais com sa´ıda sime´trica
Como f e g sa˜o sime´tricas, isto e´ g(t) = f(−t), enta˜o g−1(t) = −f−1(t) e pela Propo-
sic¸a˜o 2.1 o sistema p-fuzzy possui um u´nico ponto de equil´ıbrio (na regia˜o de equil´ıbrio,
em questa˜o) x∗ tal que s(x∗) = m∗ = n∗ = r(x∗). Substituindo estes resultados em (4.3)
temos que,
∆′(x∗) =
[g−1(n∗)]2[(n∗)′ − (m∗)′]
4
(∫ n∗
0
g−1(t)dt
) (4.5)
Consideremos um sistema p-fuzzy S1 com varia´vel de entrada x (Figura 4.1), varia´vel
de sa´ıda Dx (Figura 4.2) e como base de regras:
1. Se x e´ B enta˜o Dx e´ BP;
2. Se x e´ MB enta˜o Dx e´ MP;
3. Se x e´ M enta˜o Dx e´ BP;
4. Se x e´ MA enta˜o Dx e´ BN;
5. Se x e´ A enta˜o Dx e´ BP;
6. Se x e´ AL enta˜o Dx e´ AP;
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Figura 4.1: x, supp(A∗) = [121, 129].
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Figura 4.2: Dx: domı´nio [−25, 40].
Observe que A∗ = M ∩ MA e´ tal que supp(A∗) e´ um conjunto via´vel de equil´ıbrio
(Definic¸a˜o 2.3). Sejam r, s, f e g respectivamente as func¸o˜es de pertineˆncias dos conjuntos
fuzzy M , MA, BP e BN . Temos que, r(x) = − 1
19
(x − 129), s(x) = 1
19
(x − 121) e
g−1(t) = 25(1− t). Resolvendo a equac¸a˜o r(x) = s(x) tem-se x∗ = 125⇒ n∗ = r(x∗) = 4
9
.
Donde obte´m-se g−1(n∗) = 375
19
. Como r′(x) = − 1
19
e s′(x) = 1
19
, substituindo estes valores
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Figura 4.3: ∆′(x) = −2.177.
em (4.5) temos que,
∆′(x) =
[375
19
]2[− 1
19
− 1
19
]
4
(∫ 4/19
0
25(1− t)dt
) = −2.1769 =⇒ ∆′(x) < −2
Os resultados experimentais podem ser vistos na Figura 4.3, onde pode-se observar
que o ponto de equil´ıbrio e´ insta´vel, como espera´vamos.
Agora vamos considerar dois outros sistemas p-fuzzy: S2 e S3 com as mesmas regras
e a mesma varia´vel de sa´ıda do sistema S1 (Figura 4.2) e mudemos as entradas. Tomemos
S2 com entrada x dada na Figura 4.4 e S3 com entrada x dada na Figura 4.5.
As mudanc¸as nas entradas sa˜o tais que S2 e S3 teˆm o mesmo ponto de equil´ıbrio de
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Figura 4.4: supp(A∗) = [120, 130].
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Figura 4.5: supp(A∗) = [110, 140].
S1, x
∗ = 125. Fazendo alguns ca´lculos, de modo ana´logo ao que fizemos para o sistema
S1, obtemos para S2: ∆
′
S2
(x∗) = −1.607 e para S3: ∆′S3(x∗) = −0.278. Os resultados
experimentais podem ser vistos respectivamente nas Figuras 4.6 e 4.7.
Consideremos tambe´m os sistemas S4 e S5 com as mesmas regras, varia´vel de entrada
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Figura 4.6: ∆′(x) = −1.607.
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Figura 4.7: ∆′(x) = −0.278.
x dada pela Figura 4.1 e varia´veis de sa´ıdas respectivamente dadas nas Figuras 4.8 e 4.9.
Aqui, mudamos apenas o domı´nio da varia´vel de sa´ıda de S1 (Figura 4.1), sendo que o
domı´nio da varia´vel de sa´ıda de S4 e´ metade do domı´nio da sa´ıda de S1 e o domı´nio da
varia´vel de sa´ıda de S5 e´ um quinto do domı´nio da sa´ıda de S1. Os valores obtidos para
S4 e S5 foram respectivamente,
∆S4(x
∗) = −1.0884 = 1
2
∗ −2.177 = 1
2
∗∆S1(x∗)
e
∆S5(x
∗) = −1.0884 = 1
5
∗ −2.177 = 1
5
∗∆S1(x∗)
(veja Figuras 4.10 e 4.11) obviamente na˜o e´ coincideˆncia! A seguinte proposic¸a˜o esclarece
o ocorrido,
Proposic¸a˜o 4.2. Multiplicar o domı´nio da varia´vel de sa´ıda de um sistema p-fuzzy uni-
dimensional (4.1) por h e´ equivalente a iterar xn+1 = xn + h∆xn.
4.1.2 Exemplo - ana´lise de estabilidade de sistemas p-fuzzy uni-
dimensionais com sa´ıda na˜o sime´trica
Nesta sec¸a˜o, vamos analisar a estabilidade do sistema p-fuzzy dado na sec¸a˜o 2.5.6
(Cap´ıtulo 2). Neste caso, vamos utilizar m1 = 0.1 ε = 0.2. Temos enta˜o, o sistema p-fuzzy
com varia´vel de entrada x dada na Figura 4.12 e varia´vel de sa´ıda Dx dada na Figura 4.13.
Usaremos a seguinte base de regras:
1. Se x e´ A enta˜o ∆ e´ g ;
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Figura 4.8: Sa´ıda: domı´nio [−12.5, 20].
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Figura 4.9: Sa´ıda: domı´nio [−5, 8].
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Figura 4.10: ∆′(x∗) = −1.088.
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Figura 4.11: ∆′(x∗) = −0.435.
2. Se x e´ B enta˜o ∆ e´ f;
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Figura 4.12: Varia´vel x de entrada.
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Figura 4.13: Varia´vel ∆ de sa´ıda.
Este sistema possui treˆs pontos de equil´ıbrios: x∗1 = 10.31, x
∗
2 = 19.13 e x
∗
3 = 69.57
(Figura 4.14). Utilizando o Software Matlab encontramos os seguintes: ∆′(x∗1) = −0.0541,
∆′(x∗2) = 0.0032 e ∆
′(x∗3) = −0.0127. Os resultados experimentais podem ser vistos
respectivamente nas Figuras 4.15, 4.16 e 4.17. Podemos observar que x∗1 e x
∗
3 sa˜o esta´veis
e x∗2 e´ insta´vel.
71
0 10 20 30 40 50 60 70 80 90
−1.5
−1
−0.5
0
0.5
1
x
∆
Figura 4.14: Gra´fico da func¸a˜o ∆ para x ∈ supp(A∗).
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Figura 4.15: Esta´vel: ∆′(x∗) = −0.0541.
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Figura 4.16: Insta´vel: ∆′(x∗) = 0.0032.
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Figura 4.17: Esta´vel: ∆′(x∗) = −0.0127.
Quando um sistema e´ esta´vel em x∗ o teorema do ponto fixo de Banach garante que
a sequ¨eˆncia xn converge para x
∗, com isso pode-se encontrar uma aproximac¸a˜o para o x∗.
A pergunta o´bvia e´: Como encontrar uma aproximac¸a˜o para o ponto de equil´ıbrio quando
este e´ insta´vel? Passamos a respondeˆ-la!
Dado um sistema p-fuzzy normalmente temos que ∆′(x) e´ uma func¸a˜o limitada numa
vizinhanc¸a de x∗. Se x∗ e´ um ponto de equil´ıbrio de (4.1) enta˜o x∗ e´ ponto de equil´ıbrio de
um sistema com a iterac¸a˜o xn+1 = xn + h∆(xn), onde h ∈ R. Se tomarmos h apropriado,
de modo que −2 < h∆′(x∗) < 0 temos que xn → x∗. Assim podemos encontrar uma
aproximac¸a˜o do ponto de equil´ıbrio, x∗. Por exemplo, consideremos o problema acima
e tomemos h = −1, isto e´ iteremos xn+1 = xn − ∆xn. Tomando como condic¸a˜o inicial
xo = 18 e xo = 20 vemos que a sequ¨eˆncia converge para x
∗
2 = 19.13 (Figura 4.18) e como
ja vimos, x∗2 e´ insta´vel!
Observac¸a˜o 4.2. E´ importante notar a necessidade da func¸a˜o ∆′ ser limitada numa
vizinhanc¸a de x∗ ([21], pg.305 exerc.12).
Observac¸a˜o 4.3. Pela Proposic¸a˜o 4.1 se A∗ e´ tal que c1 ≤ z1 e c2 ≥ z2, enta˜o basta
iterarmos xn+1 = xn + h∆xn com h ∈ (0, 1), para encontrar uma aproximac¸a˜o para o
ponto de equil´ıbrio.
Observac¸a˜o 4.4. Obviamente, em muitos casos, pode se encontrar o valor exato do ponto
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Figura 4.18: Iterac¸a˜o com a sequ¨eˆncia: xn+1 = xn −∆xn.
de equil´ıbrio de um sistema p-fuzzy, como acontece no caso em que a sa´ıda e´ sime´trica.
4.2 Estabilidade de sistemas p-fuzzy bidimensionais
Consideremos um sistema discreto autoˆnomo bidimensional S,{
xn+1 = F (xn, yn)
yn+1 = G(xn, yn)
, (4.6)
e suponhamos que (x∗, y∗) seja um ponto de equil´ıbrio de S. Enta˜o, da teoria cla´ssica
de equac¸o˜es de diferenc¸as na˜o lineares [14] sabe-se que a ana´lise de estabilidade de S em
(x∗, y∗) depende dos autovalores da matriz jacobiana de S, a qual e´ dada por:
J =
(
∂F
∂x
(x∗, y∗) ∂F
∂y
(x∗, y∗)
∂G
∂x
(x∗, y∗) ∂G
∂y
(x∗, y∗)
)
(4.7)
Para determinar a estabilidade de (x∗, y∗) basta encontrar as ra´ızes (autovalores) da
equac¸a˜o det(J−λI) = 0. Sendo λ1 e λ2 estas ra´ızes tem-se: (x∗, y∗) e´ esta´vel se, e somente
se, |λ1|, |λ2| ∈ (0, 1).
Uma outra maneira de testar a estabilidade de (x∗, y∗), sem determinar explicitamente
os autovalores, e´ verificar se: 2 > 1 + det(J) > |tr(J)|.
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Observac¸a˜o 4.5. det(J) e tr(J) sa˜o respectivamente determinante e trac¸o da matriz J.
Sabemos que um sistema p−fuzzy bidimensional, (3.1), e´ um sistema de equac¸o˜es
de diferenc¸as na˜o lineares onde F (x, y) = x + ∆1(x, y) e G(x, y) = y + ∆2(x, y). Enta˜o a
matriz jacobiana deste sistema e´:
J =
(
1 + ∂∆1
∂x
(x∗, y∗) ∂∆1
∂y
(x∗, y∗)
∂∆2
∂x
(x∗, y∗) 1 + ∂∆2
∂y
(x∗, y∗)
)
(4.8)
onde as derivadas parciais de ∆1 e de ∆2, equac¸o˜es (3.11) e (3.12), sa˜o dadas por:
∂∆1
∂x
(x∗, y∗) =
1
2
[g−11 (β2(x
∗, y∗))]2 ∂β2
∂x
(x∗, y∗)− 1
2
[f−11 (β1(x
∗, y∗))]2(∂β1
∂x
)(x∗, y∗)
A (β2(x∗, y∗), β1(x∗, y∗))
(4.9)
∂∆1
∂y
(x∗, y∗) =
1
2
[g−11 (β2(x
∗, y∗))]2 ∂β2
∂y
(x∗, y∗)− 1
2
[f−11 (β1(x
∗, y∗))]2(∂β1
∂y
)(x∗, y∗)
A (β2(x∗, y∗), β1(x∗, y∗))
(4.10)
∂∆2
∂x
(x∗, y∗) =
1
2
[g−12 (β4(x
∗, y∗))]2 ∂β4
∂x
(x∗, y∗)− 1
2
[f−12 (β3(x
∗, y∗))]2(∂β3
∂x
)(x∗, y∗)
A (β4(x∗, y∗), β3(x∗, y∗))
(4.11)
∂∆2
∂y
(x∗, y∗) =
1
2
[g−12 (β4(x
∗, y∗))]2 ∂β4
∂y
(x∗, y∗)− 1
2
[f−12 (β3(x
∗, y∗))]2(∂β3
∂y
)(x∗, y∗)
A (β4(x∗, y∗), β3(x∗, y∗))
(4.12)
Observac¸a˜o 4.6. Obviamente, nas equac¸o˜es acima, estamos supondo que as func¸o˜es β1,
β2, β3 e β4 sa˜o deriva´veis. De fato, estas func¸o˜es sa˜o deriva´veis em (x
∗, y∗) quando
satisfazem a condic¸a˜o i) ou ii) do Teorema 3.2. Quando (x∗, y∗) satisfaz a condic¸a˜o iii)
do Teorema 3.2 possivelmente, as func¸o˜es β1, β2, β3 e β4 na˜o possuem derivadas parciais
em (x∗, y∗).
Observac¸a˜o 4.7. Quando as sa´ıdas sa˜o sime´tricas, A1(x
∗) = A2(x
∗) = B1(y
∗) = B2(y
∗)
(Teorema 3.3), β1, β2, β3 e β4 sa˜o deriva´veis por partes num aberto centrado em (x
∗, y∗).
Como vimos no Cap´ıtulo 3, para sistemas p-fuzzy bidimensionais existem apenas 8
tipos de configurac¸o˜es limitando a regia˜o via´vel de equil´ıbrio. Para fazer uma ana´lise
completa da estabilidade dos sistemas p-fuzzy bidimensionais, ter´ıamos que considerar
todas as configurac¸o˜es poss´ıveis para existeˆncia de regia˜o via´vel de equil´ıbrio (Figura 4.19).
Entretanto, por ser a metodologia ana´loga para todos os casos vamos considerar apenas
dois casos: Tipo 1 e Tipo 2 (Figura 4.19).
Inicialmente, observe que se um sistema S satisfaz ao ı´tem i) do Teorema 3.2, vimos
que o ponto de equil´ıbrio (x∗, y∗) e´ tal que x∗ ∈ [A1]B1(y∗) ⇒ A1(x∗) > B1(y∗) > B2(y∗).
Da´ı, pela monotonicidade e continuidade de A1, A2, B1 e B2 existe um δ > 0 tal que, para
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Figura 4.19: Configurac¸o˜es poss´ıveis de regio˜es via´veis de equil´ıbrio para sistemas p-fuzzy
bidimensionais.
x ∈ (x∗ − δ, x∗ + δ) e y ∈ (y∗ − δ, y∗ + δ), tem-se:
A1(x) > B1(y) (4.13)
A1(x) > B2(y) (4.14)
A1(x) > A2(x). (4.15)
Se, por outro lado, S satisfaz a condic¸a˜o ii) do Teorema 3.2, enta˜o y∗ ∈ [B1]A1(x∗) ⇒
B1(y
∗) > A1(x
∗) > A2(x
∗). Enta˜o, pela monotonicidade e continuidade de A1, A2, B1 e
B2 existe um δ > 0 tal que, para x ∈ (x∗ − δ, x∗ + δ) e y ∈ (y∗ − δ, y∗ + δ), teˆm-se,
B1(y) > A1(x) (4.16)
B1(x) > A2(x) (4.17)
B1(y) > B2(y). (4.18)
4.2.1 Ana´lise de estabilidade - Tipo 1
Nesta sec¸a˜o vamos considerar regio˜es de equil´ıbrio com a configurac¸a˜o representada
pela Figura 4.19 (Tipo 1), a qual e´ traduzida pelas regras:
1. Se x e´ A1 e y e´ B1 Enta˜o ∆1 e´ g1 e ∆2 e´ g2;
2. Se x e´ A1 e y e´ B2 Enta˜o ∆1 e´ g1 e ∆2 e´ f2;
3. Se x e´ A2 e y e´ B1 Enta˜o ∆1 e´ f1 e ∆2 e´ g2;
4. Se x e´ A2 e y e´ B2 Enta˜o ∆1 e´ f1 e ∆2 e´ f2;
enta˜o, as func¸o˜es β1, β2, β3 e β4 sa˜o dadas por:
β1(x, y) = max{min{A2(x), B1(y)},min{A2(x), B2(y)}} (4.19)
β2(x, y) = max{min{A1(x), B1(y)},min{A1(x), B2(y)}} (4.20)
β3(x, y) = max{min{A1(x), B2(y)},min{A2(x), B2(y)}} (4.21)
β4(x, y) = max{min{A1(x), B1(y)},min{A2(x), B1(y)}} (4.22)
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pela Proposic¸a˜o 1.1 podemos reescrever estas equac¸o˜es:
β1(x, y) = min{A2(x),max{B1(y), B2(y)}} (4.23)
β2(x, y) = min{A1(x),max{B1(y), B2(y)}} (4.24)
β3(x, y) = min{B2(y),max{A1(x), A2(x)}} (4.25)
β4(x, y) = min{B1(y),max{A1(x), A2(x)}} (4.26)
Se (x∗, y∗) satisfaz ao ı´tem i) do Teorema 3.2, usando (4.13)-(4.15) temos que,
β2(x, y) = B1(y), β3(x, y) = B2(y), β4(x, y) = B1(y) e pelo Corola´rio 3.1 tem-se β1(x, y) =
A2(x). Enta˜o, usando a Proposic¸a˜o 1.2 ,
∂β1
∂x
(x∗, y∗) = A′2(x
∗) (4.27)
∂β2
∂x
(x∗, y∗) =
∂β3
∂x
(x∗, y∗) =
∂β4
∂x
(x∗, y∗) =
∂β1
∂y
(x∗, y∗) = 0 (4.28)
∂β2
∂y
(x∗, y∗) =
∂β4
∂y
(x∗, y∗) = B′1(y
∗) (4.29)
∂β3
∂y
(x∗, y∗) = B′2(y
∗) (4.30)
substituindo estes valores nas Equac¸o˜es (4.9)-(4.12) tem-se:
∂∆1
∂x
(x∗, y∗) =
−1
2
[f−11 (A2(x
∗))]2A′2(x
∗)
A(B1(y∗), A2(x∗))
(4.31)
∂∆1
∂y
(x∗, y∗) =
1
2
[g−11 (B1(y
∗))]2B′1(y
∗)
A(B1(y∗), B2(y∗))
(4.32)
∂∆2
∂x
(x∗, y∗) = 0 (4.33)
∂∆2
∂y
(x∗, y∗) =
1
2
[g−12 (B1(y
∗))]2B′1(y
∗)− 1
2
[f−12 (B2(y
∗))]2B′2(y
∗)
A(B1(y∗), B2(y∗))
. (4.34)
Assim, a matriz jacobiana do sistema S e´ dada por,
J =
(
1 + ∂∆1
∂x
(x∗, y∗) ∂∆1
∂y
(x∗, y∗)
0 1 + ∂∆2
∂y
(x∗, y∗)
)
. (4.35)
Os autovalores de J sa˜o: λ1 = 1 +
∂∆1
∂x
(x∗, y∗) e λ2 = 1 +
∂∆2
∂y
(x∗, y∗). Se decompormos
este sistema em sistemas unidimensionais obteremos S1 e S2 tal que S2 teria as seguintes
regras:
1. Se y e´ B1 Enta˜o ∆ e´ g2;
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2. Se y e´ B2 Enta˜o ∆ e´ f2;
donde tem-se, ∂∆2
∂y
(x∗, y∗) = ∆′(y∗) (veja equac¸o˜es (4.34), (4.3) e Teorema 3.2).
Proposic¸a˜o 4.3. Se tivermos A1(x1) ≥ B1(y∗), onde x1 e´ o ponto de equil´ıbrio de S1 e y∗
e´ o ponto de equil´ıbrio de S2, uma condic¸a˜o necessa´ria para estabilidade do ponto (x
∗, y∗)
e´ que y∗ seja esta´vel por S2.
Demonstrac¸a˜o. Segue direto da Equac¸a˜o (4.3) e Equac¸a˜o (4.34).
Suponhamos agora que o sistema S satisfac¸a ao ı´tem ii) do Teorema 3.2. Usan-
do (4.16)-(4.18) temos que, β2(x, y) = A2(x), β3(x, y) = A1(x), β4(x, y) = A1(x) e pelo
Corola´rio 3.2 tem-se β3(x, y) = B2(x). Usando a Proposic¸a˜o 1.2 , vem:
∂β1
∂x
(x∗, y∗) = A′2(x
∗) (4.36)
∂β2
∂x
(x∗, y∗) =
∂β4
∂x
(x∗, y∗) = A′1(x) (4.37)
∂β3
∂x
(x∗, y∗) =
∂β1
∂y
(x∗, y∗) =
∂β2
∂y
(x∗, y∗) =
∂β4
∂y
(x∗, y∗) = 0 (4.38)
∂β3
∂y
(x∗, y∗) = B′1(y
∗). (4.39)
Substituindo estes valores nas equac¸o˜es (4.9)-(4.12) tem-se:
∂∆1
∂x
(x∗, y∗) =
1
2
[g−11 (A1(x
∗))]2A′1(x
∗)− 1
2
[f−11 (A2(x
∗))]2A′2(x
∗)
A(A1(y∗), A2(y∗))
(4.40)
∂∆1
∂y
(x∗, y∗) = 0 (4.41)
∂∆2
∂x
(x∗, y∗) =
1
2
[g−11 (A1(x
∗))]2A′1(x
∗)
A(B1(y∗), A1(x∗))
(4.42)
∂∆2
∂y
(x∗, y∗) =
−1
2
[f−12 (B1(y
∗))]2B′1(y
∗)
A(A1(x∗), B1(y∗))
(4.43)
Neste caso, a matriz jacobiana de S e´ dada por,
J =
(
1 + ∂∆1
∂x
(x∗, y∗) 0
∂∆2
∂x
(x∗, y∗) 1 + ∂∆2
∂y
(x∗, y∗)
)
(4.44)
Decompondo o sistema S em sistemas unidimensionais, obte´m-se S1 e S2 tal que S1
tem a seguinte base de regras:
1. Se x e´ A1 enta˜o ∆ e´ g1;
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2. Se x e´ A2 enta˜o ∆ e´ f1;
donde tem-se, ∂∆1
∂x
(x∗, y∗) = ∆′(x∗) (veja Equac¸o˜es (4.40), (4.3) e Teorema 3.2).
Proposic¸a˜o 4.4. Se tivermos A1(x
∗) ≤ B1(y1), onde x∗ e´ o ponto de equil´ıbrio de S1 e
y1 e´ o ponto de equil´ıbrio de S2, uma condic¸a˜o necessa´ria para estabilidade de (x
∗, y∗) e´
que x∗ seja esta´vel por S1.
Demonstrac¸a˜o. Segue direto da Equac¸a˜o (4.3) e Equac¸a˜o (4.40).
4.2.2 Exemplos da ana´lise de estabilidade - Tipo 1
Nesta sec¸a˜o apresentaremos os resultados experimentais relativos ao estudo da esta-
bilidade descrito na sec¸a˜o 4.2.1. Inicialmente apresentaremos um sistema que satisfaz a`
condic¸a˜o i) do Teorema 3.2, isto e´, um sistema que ao ser decomposto em sistemas uni-
dimensionais S1 e S2, sendo x1 ponto de equil´ıbrio de S1 e y1 ponto de equil´ıbrio de S2;
tem-se A1(x1) ≥ B1(y1).
Exemplo 1
Consideremos o sistema bidimensional S com as regras descritas na sec¸a˜o anterior,
com as varia´veis de entrada x (Figura 4.20) e y (Figura 4.21) e varia´veis de sa´ıda ∆1
(Figura 4.22) e ∆2 (Figura 4.23). As trajeto´rias resultantes podem ser vistas nas Figu-
ras 4.24-4.26. A Figura 4.24 mostra o gra´fico x× n, a Figura 4.25 mostra o gra´fico y × n
e a Figura 4.26 mostra o plano de fase de S.
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Figura 4.20: Entrada x de S.
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Figura 4.21: Entrada y de S.
Neste caso, temos que o sistema S e´ insta´vel. Ao decompormos S nos sistemas unidi-
mensionais S1 e S2, tem-se que o ponto de equil´ıbrio de S2, y
∗, e´ tal que: ∆′(y∗) = −2.0599,
o que explica a instabilidade de S (Proposic¸a˜o 4.1).
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Figura 4.22: Sa´ıda ∆1 de S.
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Figura 4.23: Sa´ıda ∆2 de S.
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Figura 4.24: Gra´fico x× n.
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Figura 4.25: Gra´fico y × n.
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Figura 4.26: Plano de fase do sistema S.
Exemplo 2
Mudamos o sistema S, agora a sa´ıda ∆2 de S sera´ dada pela Figura 4.27. Chamemos
este novo sistema de S ′. Para este sistema, obtemos os resultados exibidos nas Figuras 4.28-
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4.30. A Figura 4.28 mostra o gra´fico x×n, a Figura 4.29 mostra o gra´fico y×n e a Figura
4.30 mostra o plano de fase de S ′.
Neste caso, o sistema S ′ e´ esta´vel. Separando S ′ em sistemas unidimensionais, temos
que o sistema S2 e´ tal que, em seu ponto de equil´ıbrio, ∆
′(y∗) = −1.7128.
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Figura 4.27: Sa´ıda ∆2 do sistema S
′.
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Figura 4.28: Gra´fico x× n.
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Figura 4.29: Gra´fico y × n.
Exemplo 3
Ainda considerando o sistema S, mudamos a sa´ıda ∆2 de S, agora dada na Figura 4.31.
Chamemos este novo sistema de S ′′. Para este sistema, obtemos os resultados ilustrados
nas Figuras 4.32-4.34. A Figura 4.32 mostra o gra´fico x×n, a Figura 4.33 mostra o gra´fico
y × n e a Figura 4.34 mostra o plano de fase de S ′′.
Neste caso, o sistema S ′′ e´ esta´vel. Separando S ′′ em sistemas unidimensionais, o
sistema S2 e´ tal que, em seu ponto de equil´ıbrio a func¸a˜o ∆
′ satisfaz: ∆′(y∗) = −0.3045.
Observac¸a˜o 4.8. Se, nos sistemas S, S ′ e S ′′ discutidos acima, trocarmos as varia´veis
de entradas x por y e y por x teremos sistemas que satisfazem ao ı´tem ii) do Teore-
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Figura 4.30: Plano de fase do sistema S ′.
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Figura 4.31: Sa´ıda ∆2 do sistema S
′′.
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Figura 4.32: Gra´fico x× n.
0 50 100 150 200 250
10
10.1
10.2
10.3
10.4
10.5
10.6
10.7
Iteração
y
Figura 4.33: Gra´fico y × n.
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Figura 4.34: Plano de fase do sistema S ′′.
ma 3.2. Assim, os resultados exibidos nos exemplos anteriores servem de exemplos para
uma ana´lise da estabilidade deste caso.
4.2.3 Ana´lise de estabilidade - Tipo 2
Nesta sec¸a˜o, vamos considerar regio˜es via´veis de equil´ıbrio cuja configurac¸a˜o e´ repre-
sentada na Figura 4.19 (Tipo 5), e e´ traduzida pelas regras:
1. Se x e´ A1 e y e´ B1 Enta˜o ∆1 e´ g1 e ∆2 e´ f2;
2. Se x e´ A1 e y e´ B2 Enta˜o ∆1 e´ f1 e ∆2 e´ f2;
3. Se x e´ A2 e y e´ B1 Enta˜o ∆1 e´ g1 e ∆2 e´ g2;
4. Se x e´ A2 e y e´ B2 Enta˜o ∆1 e´ f1 e ∆2 e´ g2;
enta˜o, as func¸o˜es β1, β2, β3 e β4 sa˜o dadas por:
β1(x, y) = max{min{A1(x), B2(y)},min{A2(x), B2(y)}} (4.45)
β2(x, y) = max{min{A1(x), B1(y)},min{A2(x), B1(y)}} (4.46)
β3(x, y) = max{min{A1(x), B1(y)},min{A1(x), B2(y)}} (4.47)
β4(x, y) = max{min{A2(x), B1(y)},min{A2(x), B2(y)}} (4.48)
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pela Proposic¸a˜o 1.1 podemos reescrever estas equac¸o˜es:
β1(x, y) = min{B2(y),max{A1(x), A2(x)}} (4.49)
β2(x, y) = min{B1(y),max{A1(x), A2(x)}} (4.50)
β3(x, y) = min{A1(x),max{B1(y), B2(y)}} (4.51)
β4(x, y) = min{A2(x),max{B1(y), B2(y)}} (4.52)
Se (x∗, y∗) satisfaz ao ı´tem i) do Teorema 3.2, usando (4.13)-(4.15) temos que,
β1(x, y) = B2(y), β2(x, y) = B1(y), β3(x, y) = B1(y) e pelo Corola´rio 3.1 tem-se β4(x, y) =
A2(x). Enta˜o, usando a Proposic¸a˜o 1.2 ,
∂β1
∂x
(x∗, y∗) =
∂β2
∂x
(x∗, y∗) =
∂β3
∂x
(x∗, y∗) =
∂β4
∂y
(x∗, y∗) = 0 (4.53)
∂β4
∂x
(x∗, y∗) = A2(x
∗) (4.54)
∂β1
∂y
(x∗, y∗) = B′2(y
∗) (4.55)
∂β2
∂y
(x∗, y∗) =
∂β3
∂y
(x∗, y∗) = B′1(y
∗) (4.56)
Substituindo estes valores nas equac¸o˜es (4.9)-(4.12) tem-se:
∂∆1
∂x
(x∗, y∗) = 0 (4.57)
∂∆1
∂y
(x∗, y∗) =
1
2
[g−11 (B1(y
∗))]2B′1(y
∗)− 1
2
[f−11 (B2(y
∗))]2B′2(y
∗)
A(B1(y∗), B2(y∗))
(4.58)
∂∆2
∂x
(x∗, y∗) =
1
2
[g−12 (A2(x
∗))]2A′2(x
∗)
A(A2(x∗), B1(y∗))
(4.59)
∂∆2
∂y
(x∗, y∗) =
−1
2
[f−12 (B1(y
∗))]2B′1(y
∗)
A(A2(x∗), B1(y∗))
(4.60)
Enta˜o, a matriz jacobiana do sistema S e´ dada por,
J =
(
1 ∂∆1
∂y
(x∗, y∗)
∂∆2
∂x
(x∗, y∗) 1 + ∂∆2
∂y
(x∗, y∗)
)
(4.61)
Se (x∗, y∗) satisfaz ao ı´tem ii) do Teorema 3.2, usando (4.13)-(4.15) temos que,
β2(x, y) = A1(x), β3(x, y) = A1(x), β4(x, y) = A2(x) e pelo Corola´rio 3.2 tem-se β1(x, y) =
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B2(y). Enta˜o, usando a Proposic¸a˜o 1.2 ,
∂β1
∂x
(x∗, y∗) =
∂β2
∂y
(x∗, y∗) =
∂β3
∂y
(x∗, y∗) =
∂β4
∂y
(x∗, y∗) = 0 (4.62)
∂β2
∂x
(x∗, y∗) =
∂β3
∂x
(x∗, y∗) = A′1(x
∗) (4.63)
∂β4
∂x
(x∗, y∗) = A′2(x
∗) (4.64)
∂β1
∂y
(x∗, y∗) = B′2(y
∗) = B′2(y
∗) (4.65)
Substituindo estes valores nas Equac¸o˜es (4.9)-(4.12) tem-se:
∂∆1
∂x
(x∗, y∗) =
1
2
[g−11 (A1(x
∗))]2A′1(x
∗)
A(B2(y∗), A1(x∗))
(4.66)
∂∆1
∂y
(x∗, y∗) =
−1
2
[f−11 (B2(y
∗))]2B′2(y
∗)
A(B2(y∗), A1(x∗))
(4.67)
∂∆2
∂x
(x∗, y∗) =
1
2
[g−12 (A2(x
∗))]2A′2(x
∗)− 1
2
[f−12 (A1(x
∗))]2A′1(x
∗)
A(A1(x∗), A2(x∗))
(4.68)
∂∆2
∂y
(x∗, y∗) = 0 (4.69)
enta˜o, a matriz jacobiana do sistema S e´ dada por,
J =
(
1 + ∂∆1
∂x
(x∗, y∗) ∂∆1
∂y
(x∗, y∗)
∂∆2
∂x
(x∗, y∗) 1
)
(4.70)
Observe que, a partir das matrizes em (4.61) e (4.70) na˜o e´ poss´ıvel fazer uma ana´lise
da estabilidade a priori, como fizemos no caso estudado na sec¸a˜o 4.2.1. Dessa forma,
a estabilidade depende de cada problema estudado. Na sec¸a˜o seguinte veremos alguns
exemplos, onde poderemos constatar a potencialidade deste de tipo de configurac¸a˜o.
Sa´ıdas sime´tricas
Estudaremos agora a estabilidade do caso em que as sa´ıdas do controlador sa˜o sime´tricas.
Obviamente, so´ tem sentido estudar estabilidade de um ponto de equil´ıbrio quando este e´
isolado. Sendo assim, para o estudo usaremos como base o Teorema 3.3. A partir deste
teorema e da Proposic¸a˜o 1.2 vemos que e´ necessa´rio calcular as derivadas parciais laterais
das func¸o˜es β1, β2, β3 e β4, visto que a derivada destas func¸o˜es podem na˜o existir no ponto
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de equil´ıbrio. Fazendo isto, obtemos:
∂∆11
∂x
(x∗, y∗) =
∂∆21
∂x
(x∗, y∗) = 0 (4.71)
∂∆12
∂x
(x∗, y∗) =
1
2
[g−12 (A2(x
∗))]2A′2(x
∗)
A(A1(y∗), A2(x∗))
(4.72)
∂∆22
∂x
(x∗, y∗) =
−1
2
[f−12 (A1(x
∗))]2A′1(x
∗)
A(A1(y∗), A2(x∗))
(4.73)
∂∆11
∂y
(x∗, y∗) =
−1
2
[f−11 (B2(y
∗))]2B′2(y
∗)
A(B1(y∗), B2(y∗))
(4.74)
∂∆21
∂y
(x∗, y∗) =
1
2
[g−11 (B1(y
∗))]2B′1(y
∗)
A(B2(y∗), B1(y∗))
(4.75)
∂∆12
∂y
(x∗, y∗) =
∂∆22
∂y
(x∗, y∗) = 0 (4.76)
Observac¸a˜o 4.9. Os expoentes que aparecem nas Equac¸o˜es (4.71)-(4.76) teˆm o seguinte
significado: 1 - derivada parcial a` esquerda e 2 - derivada parcial a` direita.
Das equac¸o˜es (4.71) e (4.76) tem-se ∂∆1
∂x
(x∗, y∗) = ∂∆2
∂y
(x∗, y∗) = 0. Enta˜o, a matriz
jacobiana e´:
J =
(
1 k1
k2 1
)
(4.77)
onde, k1 e k2 dependem das equac¸o˜es (4.72)-(4.75). Um ca´lculo simples mostra que os
autovalores de J sa˜o: λ1 = 1−
√
k1k2 e λ2 = 1 +
√
k1k2. Enta˜o, o sistema e´ insta´vel, pois,
pelo menos um dos autovalores tem mo´dulo maior do que um.
4.2.4 Exemplos - ana´lise de estabilidade - Tipo 2
Nesta sec¸a˜o apresentaremos os resultados experimentais relativos a ana´lise de estabili-
dade feita na sec¸a˜o 4.2.3, anterior.
Exemplo 1
Consideremos o sistema bidimensional S cujas regras sa˜o as mesmas descritas na
sec¸a˜o 4.2.3, com varia´veis de entrada x (Figura 4.35) e y (Figura 4.36) e varia´veis de
sa´ıda ∆1 (Figura 4.37) e ∆2 (Figura 4.38). A matriz jacobiana do sistema S no ponto de
equil´ıbrio (x∗, y∗) = (32.8109; 6.7511) e´ dada por,
J =
(
1 −0.3172
0.0357 0.7856
)
(4.78)
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Os autovalores da matriz J sa˜o λ1 = 0.9054 e λ2 = 0.8801, portanto o sistema e´ esta´vel.
Os resultados experimentais podem ser vistos nas Figuras 4.39 e 4.40. A Figura 4.39
mostra a trajeto´ria x × n (linha mais cheia) e a trajeto´ria y × n (linha menos cheia) e,
a Figura 4.40 mostra o plano de fase de S. Neste exemplo usamos a condic¸a˜o inicial
(xo, yo) = (32, 6). Podemos observar uma convergeˆncia lenta (n = 3000), isto se deve ao
fato que os autovalores teˆm magnitudes pro´ximas de 1.
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Figura 4.35: Entrada x de S.
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Figura 4.36: Entrada y de S.
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Figura 4.37: Sa´ıda ∆1 de S.
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Figura 4.38: Sa´ıda ∆2 de S.
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Figura 4.39: Trajeto´rias de x e y.
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Figura 4.40: Plano de fase: (xo, yo) = (32, 6).
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Exemplo 2
Mudamos o sistema S, agora a sa´ıda ∆1 e ∆2 de S sera˜o dadas respectivamente pelas
Figura 4.41 e 4.42. Chamemos este novo sistema de S ′. Para este sistema, o ponto de
equil´ıbrio e´ (x∗, y∗) = (32.9957; 8.4653) e, neste ponto a matriz jacobiana e´:
J =
(
1.0045 −0.7594
0.3742 1
)
(4.79)
Os autovalores da matriz J sa˜o os nu´meros complexos λ1 = 1.0023 + 0.533i e λ1 =
1.0023−0.533i, portanto |λ1| = |λ2| = 1.1352 o que mostra que o sistema S ′ e´ insta´vel. Os
resultados experimentais obtidos podem ser vistos nas Figuras 4.43 e 4.44, onde podemos
observar a existeˆncia de um ciclo limite. Neste caso, usamos (xo, yo) = (32, 8) como
condic¸a˜o inicial.
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Figura 4.41: Sa´ıda ∆1 de S
′.
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Figura 4.42: Sa´ıda ∆1 de S
′.
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Figura 4.43: Trajeto´rias de x e y.
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Figura 4.44: Plano de fase: (xo, yo) = (32, 8).
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Exemplo 3 - sa´ıdas sime´tricas
Mostraremos agora um exemplo onde a`s sa´ıdas sa˜o sime´tricas. Considere o sistema com
varia´veis de entrada x (Figura 4.45) e y (Figura 4.46) e varia´veis de sa´ıda ∆1 (Figura 4.47)
e ∆2 (Figura 4.48). O ponto de equil´ıbrio deste sistema e´ u´nico, (x∗, y∗) = (70, 17.5) e
o sistema e´ divergente. Os resultados experimentais podem ser vistos nas Figuras 4.49 e
4.50
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Figura 4.45: Entrada x.
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Figura 4.46: Entrada y.
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Figura 4.47: Sa´ıda ∆1.
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Figura 4.48: Sa´ıda ∆2.
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Figura 4.49: Trajeto´rias de x e y.
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Figura 4.50: Plano de fase: (xo, yo) = (69.9, 17.4)
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4.3 Resumo do cap´ıtulo
Neste Cap´ıtulo, apresentamos a ana´lise de estabilidade dos sistemas p-fuzzy unidimen-
sionais e bidimensionais. Vimos que as regras esta˜o fixadas a estabilidade de um ponto de
equil´ıbrio esta´ associada a` mudanc¸a do domı´nio da varia´vel de sa´ıda do controlador ou a`
mudanc¸a das func¸o˜es de pertineˆncias associadas a estas varia´veis.
No caso bidimensional, na˜o fizemos a ana´lise de estabilidade de todas as configurac¸o˜es
ilustradas na Figura 4.19, mas acreditamos que a partir dos resultados apresentados e´
simples fazer a ana´lise dos outros casos (Figura 4.19). Mostramos tambe´m que quando as
func¸o˜es associadas a`s varia´veis de sa´ıdas sa˜o sime´tricas, os sistemas p-fuzzy bidimensionais
do Tipo 2 sa˜o insta´veis.
Alguns dos resultados pra´ticos, interessantes, deste cap´ıtulo sa˜o: a estabilidade de um
sistema p-fuzzy bidimensional S depende da estabilidade do sistema unidimensional que
fornece a coordenada para o ponto de equil´ıbrio de S, Proposic¸o˜es 4.3 e 4.4. Ale´m disso,
para sistemas unidimensionais a Proposic¸a˜o 4.1 fornece um algoritmo para encontrar o
ponto de equil´ıbrio.
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Cap´ıtulo 5
Aplicac¸o˜es em Biomatema´tica
Acreditamos que os sistemas dinaˆmicos p-fuzzy possam ser utilizados nas mais varia-
das a´reas do conhecimento humano. Neste cap´ıtulo apresentaremos algumas aplicac¸o˜es em
Biomatema´tica. A partir das aplicac¸o˜es apresentadas poderemos constatar a efica´cia, ver-
satilidade e robustez da teoria desenvolvida nos cap´ıtulos anteriores. Ale´m das aplicac¸o˜es
contidas neste cap´ıtulo podemos citar trabalhos recentes do grupo de Biomatema´tica da
Unicamp, como [7], [10], [13],[19], [24] e [28].
5.1 Sistemas p-fuzzy unidimensionais inibidos
Os sistemas p-fuzzy unidimensionais podem ser utilizados para modelar situac¸o˜es em
que a varia´vel de estado e´ crescente (respectivamente decrescente) com uma capacidade
suporte (respectivamente limiar inferior). Por exemplo, consideremos o sistema p-fuzzy
com as varia´veis “populac¸a˜o”(Figura 5.1) e “Variac¸a˜o”(Figura 5.2). Um sistema p-fuzzy
unidimensional inibido tem como base de regra geral:
1. Se populac¸a˜o e´ Baixa(B) enta˜o variac¸a˜o e´ Baixa positiva(Bp);
2. Se populac¸a˜o e´ Me´dia baixa(Mb) enta˜o variac¸a˜o e´ Me´dia positiva(Mp);
3. Se populac¸a˜o e´ Me´dia(M) enta˜o variac¸a˜o e´ Alta positiva(Ap);
4. Se populac¸a˜o e´ Me´dia alta(Ma) enta˜o variac¸a˜o e´ Me´dia positiva(Mp);
5. Se populac¸a˜o e´ Alta(A) enta˜o variac¸a˜o e´ Baixa positiva(Bp);
6. Se populac¸a˜o e´ Alt´ıssima(Al) enta˜o variac¸a˜o e´ Baixa negativa(Bn);
Este sistema p-fuzzy pode ser utilizado para modelar situac¸o˜es que, na matema´tica
cla´ssica sa˜o descritas por modelos inibidos tais como: o de Gompertz, o de Verhulst, o de
Von Bertallanffy, o Exponencial Assinto´tico etc. Ale´m disso, a modelagem p-fuzzy pode
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ser utilizada tambe´m para estimar paraˆmetros destes modelos cla´ssicos.
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Figura 5.1: Varia´vel fuzzy: populac¸a˜o.
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Figura 5.2: Varia´vel fuzzy: variac¸a˜o.
Desenvolvemos um software [30], na linguagem de programac¸a˜o C++, que pode ser
utilizado para estimar paraˆmetros a partir de um conjunto de dados tabelados. Na Fi-
gura 5.3, fornecida pelo software, podemos observar: no lado esquerdo, a tabela obtida a
partir do modelo p-fuzzy (pontos amarelos), no centro da figura podem ser vistos, o gra´fico
dos dados tabelados e os gra´ficos dos modelos Verhulst (cor rosa), o de Von Bertalanffy
(cor azul), o Exponencial Assinto´tico (cor verde), Gompertz (cor verde claro) e abaixo
do gra´fico aparece o nome do modelo imediatamente utilizado no software (neste caso o
Exponencial Assinto´tico) seguido pela sua soluc¸a˜o anal´ıtica, e na parte inferior direita da
figura os valores dos paraˆmetros.
Como pode ser visto na Figura 5.3, neste caso, o modelo p-fuzzy (pontos amarelos) e
o modelo Log´ıstico (cor rosa) sa˜o muito “pro´ximos”. Mas, obviamente com pequenas mu-
danc¸as no modelo p-fuzzy poder´ıamos obter modelos pro´ximos a qualquer um dos modelos
aqui mencionados.
5.2 Sistemas interativos - p-fuzzy
Nesta sec¸a˜o, vamos apresentar sistemas p-fuzzy bidimensionais que podem ser utiliza-
dos para modelar interac¸o˜es entre duas populac¸o˜es. Veremos que os sistemas p-fuzzy bidi-
mensionais podem ser utilizados tanto para modelar situac¸o˜es discretas quanto cont´ınuas,
a partir de uma base de regras fixa.
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Figura 5.3: Sa´ıda do software.
5.2.1 Sistema presa-predador discreto
Sistema presa-predador discreto sem inibic¸a˜o
O modelo presa predador discreto, cla´ssico, sem inibic¸a˜o e´ dado por:{
x(n + 1) = x(n) + ax(n)− αx(n)y(n)
y(n + 1) = y(n) + by(n)− βx(n)y(n) (5.1)
onde x representa a populac¸a˜o de presas e y a de predadores. As trajeto´rias deste sis-
tema no plano de fase sa˜o curvas na˜o fechadas, chamadas de ciclo ecolo´gico discreto [4]
(Figura 5.4) e o ponto de equil´ıbrio e´ um no´ insta´vel.
Enta˜o, para simular algo que possa ser descrito por este modelo, presa predador dis-
creto, podemos utilizar, um sistema p-fuzzy que seja insta´vel. Por exemplo, consideremos
o sistema p-fuzzy com entradas x (presa, Figura 5.5) e y (predador, Figura 5.6) e sa´ıdas
V x (Variac¸a˜o de x, Figura 5.7) e V y (Variac¸a˜o de y, Figura 5.8) e a base de regras:
1. Se x e´ Baixo e y e´ Baixo Enta˜o V x e´ Me´dio Alto positivo e V y e´ Me´dio Alto negativo;
2. Se x e´ Baixo e y e´ Me´dio alto Enta˜o V x e´ Me´dio Baixo positivo e V y e´ Alto negativo;
3. Se x e´ Baixo e y e´ Me´dio alto Enta˜o V x e´ Baixo negativo e V y e´ Alto negativo;
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Figura 5.4: Plano de Fase: ciclo ecolo´gico.
4. Se x e´ Baixo e y e´ Alto Enta˜o V x e´ Me´dio Alto negativo e V y e´ Me´dio Alto negativo;
5. Se x e´ Me´dio baixo e y e´ Baixo Enta˜o V x e´ Alto positivo e V y e´ Baixo negativo;
6. Se x e´ Me´dio baixo e y e´ Me´dio baixo Enta˜o V x e´ Baixo positivo e V y e´ Baixo negativo;
7. Se x e´ Me´dio baixo e y e´ Me´dio alto Enta˜o V x e´ Baixo negativo e V y e´ Baixo negativo;
8. Se x e´ Me´dio baixo e y e´ Alto Enta˜o V x e´ Me´dio Baixo negativo e V y e´ Baixo negativo;
9. Se x e´ Me´dio alto e y e´ Baixo Enta˜o V x e´ Alto positivo e V y e´ Baixo negativo
10. Se x e´ Me´dio alto e y e´ Me´dio baixo Enta˜o V x e´ Baixo positivo e V y e´ Baixo positivo;
11. Se x e´ Me´dio alto e y e´ Me´dio alto Enta˜o V x e´ Baixo negativo e V y e´ Baixo positivo;
12. Se x e´ Me´dio alto e y e´ Alto Enta˜o V x e´ Me´dio Baixo negativo e V y e´ Baixo positivo;
13. Se x e´ Alto e y e´ Baixo Enta˜o V x e´ Me´dio Alto positivo e V y e´ Me´dio Alto positivo;
14. Se x e´ Alto e y e´ Me´dio baixo Enta˜o V x e´ Baixo positivo e V y e´ Me´dio Baixo positivo;
15. Se x e´ Alto e y e´ Me´dio alto Enta˜o V x e´ Baixo positivo e V y e´ Me´dio Baixo positivo;
16. Se x e´ Alto e y e´ Alto Enta˜o V x e´ Me´dio Alto negativo e V y e´ Baixo positivo.
As trajeto´rias do modelo p-fuzzy podem ser vistas nas Figuras 5.9 e 5.10, onde pode-se
observar as semelhanc¸as com o modelo discreto cla´ssico.
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Figura 5.5: Entrada x - presas
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Figura 5.6: Entrada y - predadores.
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Figura 5.7: Varia´vel de sa´ıda V x.
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Figura 5.8: Varia´vel de sa´ıda V y.
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Figura 5.9: Gra´fico x× n e y × n.
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Figura 5.10: Plano de fase
Sistema presa-predador discreto inibido
No sistema presa predador discreto sem inibic¸a˜o, Equac¸a˜o 5.2, o crescimento intr´ınseco
da populac¸a˜o de presas e´ descrito pelo modelo de Malthus. Quando consideramos um
modelo presa-predador inibido, tal como:{
x(n + 1) = x(n) + ax(n)(K−x(n))
K
− αx(n)y(n)
y(n + 1) = y(n) + by(n)− βx(n)y(n) (5.2)
95
onde K e´ capacidade suporte. As trajeto´rias deste sistema, no plano de fase, convergem
para um ciclo limite [14].
Para propor um modelo p-fuzzy para essa situac¸a˜o, faremos uma pequena mudanc¸a
nos conjuntos fuzzy das varia´veis de sa´ıdas do sistema presa-predador p-fuzzy sem inibic¸a˜o
(dado anteriormente). Isto e´, V x sera´ dado pela Figura 5.11 e V y dado pela Figura 5.12.
As Figuras 5.13 e 5.14 mostram os resultados experimentais, onde podemos observar a
trajeto´ria com condic¸a˜o inicial (xo, yo) = (100, 20) convergindo para um ciclo limite.
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Figura 5.11: Sa´ıda V x
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Figura 5.12: Sa´ıda V y
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Figura 5.13: Trajeto´ria do modelo
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Figura 5.14: Plano de fase do modelo
5.2.2 Sistema presa-predador cont´ınuo
Acreditamos que uma das grandes vantagens do modelo bidimensional p-fuzzy e´ sua
versatilidade, apesar de ser discreto veremos que e´ poss´ıvel utiliza´-lo para simular situac¸o˜es
descritas por modelos cont´ınuos.
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Sistema presa-predador cont´ınuo sem inibic¸a˜o
O modelo cla´ssico de Lotka-Volterra e´ dado pelo sistema de equac¸o˜es:{
dx
dt
= ax− αxy
dy
dt
= −by + βxy (5.3)
onde x e´ a quantidade de presas, y e´ a quantidade de predadores. As trajeto´rias deste
modelo no plano de fase sa˜o o´rbitas fechadas em volta do ponto de equil´ıbrio ( b
β
, a
α
) [4] e
duas trajeto´rias distintas na˜o se interceptam. Com estas caracter´ısticas, podemos propor
o seguinte sistema p-fuzzy: considerando ainda, o sistema p-fuzzy dado no in´ıcio desta
sec¸a˜o, mudamos as sa´ıdas, agora V x e V y sa˜o dadas respectivamente pelas Figuras 5.15 e
5.16.
As Figuras 5.17 e 5.18 mostram as trajeto´rias obtidas. Podemos observar as o´rbitas
fechadas igualmente como ocorre com o modelo cla´ssico.
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Figura 5.15: Sa´ıda V x
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Figura 5.16: Sa´ıda V y
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Figura 5.17: Gra´fico x× n e y × n
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Figura 5.18: Plano de fase
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Observac¸a˜o 5.1. Uma observac¸a˜o interessante e´ que para obter os diferentes sistemas
p-fuzzy desta sec¸a˜o, fizemos apenas pequenas modificac¸o˜es nas entradas e sa´ıdas do con-
trolador. Ou seja, na˜o foi necessa´rio modificar a base regras destes sistemas.
Apo´s todos os exemplos dados ate´ aqui, na˜o e´ dif´ıcil acreditar que e´ poss´ıvel modelar
qualquer sistema cla´ssico de interac¸o˜es entre duas espe´cies, por meio de sistemas p-fuzzy.
Entretanto, para que na˜o paire qualquer du´vida sobre isto e presunc¸a˜o alguma, faremos
mais dois exemplos na sec¸a˜o seguinte, estes em Epidemiologia.
5.2.3 Epidemiologia
O estudo de uma epidemia e´ fundamental para compreender sua evoluc¸a˜o, estabilidade
e controle [5]. Os modelos epidemiolo´gicos mais simples sa˜o aqueles em que a populac¸a˜o
e´ dividida em apenas dois compartimentos: S - suscet´ıveis e I - infecciosos. Tais modelos
sa˜o conhecidos na literatura como SI e SIS [29] e podem ter ou na˜o dinaˆmica vital. Aqui
vamos trabalhar apenas com os mais simples - sem dinaˆmica vital.
Sistema SI
O diagrama compartimentalizado do modelo SI e´ dado na Figura 5.19, onde β e´ o
coeficiente de transmissa˜o da doenc¸a.
O sistema de equac¸o˜es que descreve este modelo, normalizado, e´ dado por
S Iβ
Figura 5.19: Diagrama compartimental do modelo SI

dS
dt
= −βSI
dI
dt
= βSI
Io dado
, (5.4)
onde S + I = 1. Dada uma condic¸a˜o inicial (So, Io) a soluc¸a˜o anal´ıtica deste modelo e´:{
S(t) = 1− I(t)
I(t) = Ioe
βt
So+Ioeβt
, t ≥ 0 (5.5)
Os pontos de equil´ıbrios deste modelo sa˜o (0, 1) e (1, 0), sendo que (0, 1) e´ insta´vel
e (1, 0) e´ assintoticamente esta´vel [29]. Assim, propomos o seguinte modelo SI p-fuzzy:
varia´vel de entrada I com func¸o˜es de pertineˆncias dadas na Figura 5.20 e varia´vel de sa´ıda
V I, Figura 5.21 e base de regras (t´ıpica de um sistema p-fuzzy unidimensional inibido):
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1. Se I e´ Baixo Enta˜o V I e´ Baixa
2. Se I e´ Me´dio baixo Enta˜o V I e´ Me´dia baixa
3. Se I e´ Me´dio alto Enta˜o V I e´ Me´dia Baixa
4. Se I e´ Me´dia Enta˜o V I e´ Alta
5. Se I e´ Alto Enta˜o V I e´ Baixo
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Figura 5.20: Entrada I do modelo SI
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Figura 5.21: Sa´ıda V I do modelo SI
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Figura 5.22: Soluc¸o˜es do modelo SI determin´ıstico e p-fuzzy
A partir do modelo p-fuzzy, utilizamos o software [30] e obtivemos β = 0.22 (Equac¸a˜o 5.5).
Da´ı, usando o software Matlab obtivemos a Figura 5.22 que mostra os gra´ficos das curvas
S e I determin´ısticos (linha cont´ınua) e os gra´ficos de S e I p-fuzzy (linha tracejada), onde
pode-se observar as semelhanc¸as entre as soluc¸o˜es dos modelos.
No modelo SI determin´ıstico o ponto esta´vel e´ (1, 0). Observe que o valor 1 e´ ma´ximo
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do domı´nio da varia´vel fuzzy I (Figura 5.20). Enta˜o, na˜o e´ poss´ıvel utilizar um conjunto
via´vel de equil´ıbrio (conforme Definic¸a˜o 2.3), cujo nu´mero 1 seja ponto de equil´ıbrio deste
conjunto. Em situac¸o˜es extremas como esta, propomos as duas alternativas: aumentamos
o domı´nio da varia´vel I e procedemos como nos casos anteriores ou, como a estabilidade
e´ assinto´tica, fixamos V I = 0 quando tivermos I > 1, o que forc¸ara´ a convergeˆncia para
1. Optamos pela u´ltima alternativa.
Sistema SIS
O diagrama compartimentalizado do modelo SIS e´ dado na Figura 5.23, onde β e´ o
coeficiente de transmissa˜o da doenc¸a e γ e´ o coeficiente de recuperac¸a˜o dos infecciosos.
S SIβ γ
Figura 5.23: Diagrama compartimental do modelo SIS
O sistema de equac¸o˜es que descreve este modelo, normalizado, e´ dado por
dS
dt
= −βSI + γI
dI
dt
= βSI − γI
Io dado
, (5.6)
onde S + I = 1. Dada uma condic¸a˜o inicial (So, Io), a soluc¸a˜o anal´ıtica deste modelo e´: I(t) =
β−γ
β+( β−γ
Io
−β)e−(β−γ)t
S(t) = 1− I(t) , t ≥ 0
(5.7)
Os pontos de equil´ıbrios deste modelo SIS sa˜o ( γ
β
, 1 − γ
β
) e (1, 0), sendo que (1, 0) e´
insta´vel e ( γ
β
, 1− γ
β
) e´ assintoticamente esta´vel. Do ponto de vista biolo´gico, tem-se β ≥ γ
[29]. Observe que neste caso, por ser β ≥ γ, enta˜o 1− γ
β
< 1. Portanto, aqui na˜o temos o
problema apresentado no modelo SI, estudado anteriormente.
Apo´s ana´lise matema´tica realizada acima, propomos o seguinte modelo SIS p-fuzzy:
varia´vel de entrada I, cujas func¸o˜es de pertineˆncia sa˜o dadas na Figura 5.24 e varia´vel de
sa´ıda V I, com func¸o˜es de pertineˆncias dadas na Figura 5.25. Usaremos a mesma base de
regras utilizada para o sistema p-fuzzy SI, dada anteriormente. As soluc¸o˜es do modelo
p-fuzzy podem ser vistas na Figura 5.26. Pode-se observar a curva cont´ınua representando
a soluc¸a˜o I e a curva pontilhada representando a soluc¸a˜o S. Estas curvas sa˜o parecidas
com as soluc¸o˜es do modelo SIS cla´ssico (veja, [29]).
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Figura 5.24: Varia´vel I do modelo SIS
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Figura 5.25: Varia´vel V I do modelo SIS
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Figura 5.26: Soluc¸o˜es do modelo SIS p-fuzzy
5.3 Concluso˜es do cap´ıtulo
As aplicac¸o˜es contidas neste cap´ıtulo mostram a potencialidade dos sistemas p-fuzzy.
Obviamente, fizemos poucas aplicac¸o˜es, mas acreditamos que estas possam servir de base
para outras aplicac¸o˜es.
Acreditamos ainda que alguns dos resultados apresentados neste cap´ıtulo so´ foram
poss´ıveis devido ao estudo realizado nos cap´ıtulos anteriores, onde podemos perceber como
funciona o sistema baseado em regras fuzzy e enta˜o modelarmos com mais convicc¸a˜o e
maturidade. Por exemplo, devido a esta maturidade podemos encontrar os resultados
descritos nas Figuras 5.17 e 5.18.
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Concluso˜es
Apresentaremos aqui, concluso˜es gerais sobre o trabalho, visto que as principais con-
cluso˜es espec´ıficas ja´ foram apresentadas nos finais de cada Cap´ıtulo.
Desenvolvemos novos conceitos e te´cnicas para modelagem usando sistemas baseados
em regras fuzzy. Encontramos resultados anal´ıticos sobre a estabilidade dos sistemas p-
fuzzy unidimensionais e bidimensionais, apresentados nos Cap´ıtulos 2, 3 e 4. Enunciamos
e demonstramos diversos teoremas que estabelecem condic¸o˜es de existeˆncia, unicidade de
ponto de equil´ıbrio e condic¸o˜es para ana´lise de estabilidade deste ponto. Ale´m dos resul-
tados anal´ıticos, fizemos diversos experimentos computacionais dados atrave´s de exemplos
nos Cap´ıtulos 2, 3 e 4. Fizemos ainda algumas aplicac¸o˜es, dadas no Cap´ıtulo 5 o que
sugere formas poss´ıveis para modelar determinadas situac¸o˜es concretas.
As soluc¸o˜es obtidas dos sistemas p-fuzzy sa˜o aparentemente mais grosseiras em compa-
rac¸a˜o com as determin´ısticas, mas sa˜o mais realistas, pois englobam toda a subjetividade
descrita por um especialista do fenoˆmeno estudado. Ale´m disso, quanto mais informac¸a˜o
se teˆm sobre o fenoˆmeno, mais pro´ximas da realidade sa˜o as soluc¸o˜es. Acreditamos que
uma das grandes vantagens do sistema p-fuzzy e´ sua versatilidade, na medida em que, mes-
mo sendo discreto, e´ capaz de modelar situac¸o˜es descritas por modelos cla´ssicos cont´ınuos,
como vimos na sec¸a˜o 5.2.2.
Na realizac¸a˜o deste trabalho usamos como me´todo de defuzificac¸a˜o o me´todo centro
de gravidade, por ser o mais utilizado na literatura.
Para realizarmos este trabalho usamos o software Matlab. Fizemos va´rios programas
neste ambiente. Mas, algumas dificuldades merecem ser citadas, por exemplo, para simular
o contra-exemplo na Sec¸a˜o 2.5.6 tivemos que fazer diversos programas, pois no Toolbox
do Matlab na˜o e´ poss´ıvel trabalhar com uma func¸a˜o do tipo da func¸a˜o apresentada na
Figura 2.25 (lado direito). Uma outra dificuldade e´ encontrar a regia˜o de equil´ıbrio,
achamos que com o “diagrama de fase”essa tarefa torna-se mais fa´cil.
Trabalhos futuros
Como trabalhos futuros podemos citar os seguintes:
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Sistema dinaˆmico p-fuzzy com controle
O uso de sistemas p-fuzzy para controle, por exemplo, e´ feito atrave´s de sistemas base-
ados em regras fuzzy com duas varia´veis de entrada e uma varia´vel de sa´ıda. Acreditamos
que os sistemas p-fuzzy possam ser utilizados para modelar este tipo de problema.
Bifurcac¸o˜es em sistemas dinaˆmicos p-fuzzy
Quando estudamos a estabilidade dos sistemas p-fuzzy, no Cap´ıtulo 4, vimos que uma
simples mudanc¸a no domı´nio da varia´vel de sa´ıda do controlador ou uma mudanc¸a nas
func¸o˜es de pertineˆncias das sa´ıdas ou das entradas do controlador mudam a estabilidade
do ponto de equil´ıbrio. Tambe´m se mudarmos o me´todo de defuzificac¸a˜o pode ocorrer mu-
danc¸as no ponto de equil´ıbrio (apesar de ainda continuar pertencendo ao mesmo conjunto
via´vel de equil´ıbrio) e em sua estrutura de estabilidade. Enta˜o, seria interessante descobrir
em que condic¸o˜es ha´ bifurcac¸o˜es, ou em que condic¸o˜es e´ melhor usar um ou outro me´todo
para que haja estabilidade etc.
Sistemas com mais de um ponto de equil´ıbrio
Pretendemos usar a teoria desenvolvida aqui para simular aplicac¸o˜es determin´ısticas
que descrevem fenoˆmenos que possuem mais de um ponto de equil´ıbrio. Sistemas com dois
pontos de equil´ıbrio esta´veis sa˜o comuns em fenoˆmenos biolo´gicos.
Desenvolvimento de um software que auxilie na modelagem de
sistemas p-fuzzy
Acreditamos que para tirar melhor proveito, do ponto de vista computacional, da teoria
matema´tica desenvolvida, e´ importante construir um software que seja capaz de: gerar os
diagramas de fase, identificar pontos de equil´ıbrio e sua ana´lise de estabilidade, trabalhar
com uma diversidade maior de subconjuntos fuzzy, ale´m de realizar todas as tarefas feitas
pelo toolbox fuzzy do Matlab.
Pensando nisso, dos va´rios experimentos feitos no Matlab, sempre que poss´ıvel, na˜o
utilizamos ferramentas prontas deste aplicativo, de forma que estes programas podem
ser convertidos para linguagem C++ (ou outra!) muito rapidamente. Ja´ comec¸amos a
desenvolver este software, na linguagem C++.
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