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Agency, Kawaguchi, Japan; and ‡Department of Physics, Nanjing University, Nanjing, ChinaABSTRACT Characterizing the energy landscape of proteins at atomic resolution is still a very challenging problem, since it
simultaneously requires high accuracy in estimating specific interactions and high efficiency in conformational sampling.
Here, for these two requirements to meet, we extended the self-learning multiscale simulation (SLMS) method developed
recently and applied it to the designed b-hairpin CLN025. The SLMS integrates all-atom and coarse-grained (CG) models in
an iterative way such that the conformational sampling is performed by the CG model, the AA energy is used to calibrate the
energy landscape, and the CG model is improved by the calibrated energy landscape. We extended the SLMS in two aspects,
use of the energy decomposition for self-learning of the CG potential and a two-bead/residue CG model. The results show that
the self-learning greatly improved the CG potential, and with the derived CG potential, the b-hairpin CLN025 robustly folded
to the native structure. The self-learning iteration progressively enhanced the context dependence in the CG potential
and increased the energy gap between the native and the denatured states of the CG model, leading to a funnel-like energy
landscape. By using the SLMS method, without prior knowledge of the native structure but with the help of the AA energy,
we can obtain a tailor-made CG potential specific to the target protein. The method can be useful for de novo structure prediction
as well.INTRODUCTIONSAt this time, a major problem in the study of protein folding
is to characterize the complete energy landscape of proteins
at atomic resolution: To what extent is the energy landscape
funnelled (1)? Which of the physical interactions con-
tributes to the funnel-like shape? How does the remaining
frustration affect the folding? Characterizing the energy
landscape at high resolution is challenging, because it
requires accurate estimate of atomic interactions, especially
near the native structure, along with efficient sampling of
a broad range of conformational space, which is responsible
for the denatured state. High-resolution description calls for
an all-atom (AA) protein model, where a gold standard is
the molecular dynamics (MD) simulation with the molec-
ular mechanics force field (2–4). In practice, however, due
to the tremendous number of degrees of freedom and the
rugged energy landscape, the timescale reachable at present
by the AA simulations is below the folding timescales of
most proteins, which makes the de novo folding simulations
applicable only to very small proteins. To meet the second
requirement, i.e., efficient sampling, coarse-grained (CG)
models have been widely used in folding and functional
studies (5–11). In CG models, each residue is simplified
to one or a few CG beads. This greatly reduces the degrees
of freedom and the ruggedness of the landscape, thus
speeding up the conformational sampling. It appears that
such CG simulation is meaningful only when the CG poten-Submitted April 27, 2010, and accepted for publication August 18, 2010.
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and dynamics of the proteins. However, modeling the real-
istic interactions effectively by a reduced protein represen-
tation is not straightforward. It comes as no surprise that
very different methods have been developed and reported
in the literature (5–20).
One common problem in generic CG models is that
by reducing the side-chain representation, CG models
unavoidably lose specificity in side-chain interactions,
which tends to destabilize the native state relative to the
denatured state. To solve this problem, we put forward the
tailor-made CG model, i.e., the CG potential tuned to a
specific target protein. The specific CG model can have
context-dependent interactions by which we can take into
account specific interactions near the native structure.
Here, we address how the specific and tailor-made CG
potential can be derived by so-called multiscale simulation
methods, which have been attracting much attention in
recent years (16–32).
In a major class of the multiscale protocols, which we call
AA/CG protocol, the CG force field is derived based on
the force/energy information or the sampled conformational
distributions of the AA simulations by using a certain
learning method, e.g., force matching (18), iterative Boltz-
mann inversion (IBI) (27), fluctuation matching (17,22),
etc. By using such a bottom-up strategy, it is possible to
maintain the interaction specificity of the AA force field
during the coarse-graining. It was demonstrated that the
CG potential derived based on the above multiscale protocol
can capture a number of structural and dynamic features fordoi: 10.1016/j.bpj.2010.08.041
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accuracy of the derived CG potentials by the AA/CG
protocol is totally encoded by the parent AA simulations
used to derive them. In principle, the derived CG potential
is accurate only in the conformational space covered
by the parent AA simulations which is often quite narrow
due to the low sampling efficiency. Such a feature makes
the application scope of the above multiscale protocol
limited.
To overcome this difficulty, in our previous works, we
developed the self-learning multiscale (SLMS) method in
which CG simulation and AA simulation are tightly coupled
together and the CG potential is derived in an iterative way
based on the previously sampled CG conformations and
their corresponding AA energies (29,30). In contrast to the
AA/CG protocol, in the SLMS method, conformational
sampling is always controlled by the CG simulations and
therefore is more efficient. The AA energies are embedded
simultaneously into the CG potential to shape up the CG
energy landscape. By such a two-way integration of the
AA and CG models, the derived CG potential can be accu-
rate in a much wider conformational space and therefore can
be directly used for simulations in CG level. Alternatively,
the improved CG potential can be used as the input of
other two-way coupling multiscale methods (34–36). For
example, in the resolution exchange methodology devel-
oped by Zuckerman and co-workers (34,35), the AA MD
is coupled to a certain CG MD via trials of conformational
exchange. Since the CG MD usually covers a much wider
range of conformational space, exchange of conformations
can significantly enhance the AA MD sampling. It appears
that reasonably accurate CG potential is the prerequisite
for efficient exchange of conformations, and the SLMS
simulations can be an effective way to prepare the required
CG potential (29).
In this work, we extended the SLMS method in two ways
and applied it to the folding of a designed b-hairpin. In our
previous work, each residue was coarse-grained to one bead,
and, the self-learning of the CG potential was accomplished
by the IBI (26,27). As noticed also by other people (37), in
deriving the pairwise CG potential with Boltzmann inver-
sion, the many-body distribution functions need to be de-
composed into two-body distribution functions, which can
diminish the accuracy of the derived CG potentials since
the pairwise CG potential, optimized only by fitting the
two-body distributions, cannot always reproduce many-
body distributions. Similar discussions can also be found
in Harmandaris et al. (25). Here, instead of using the IBI,
we used energy decomposition as the learning method by
which to derive the nonlocal part of the CG potential
(30,38). Energy decomposition extracts information about
the CG potential from AA energies at the interaction level,
thus eliminating the problem encountered using IBI. In
addition, the one-bead/residue approximation implies that
the pairwise interactions between the interacting residuesBiophysical Journal 99(9) 3029–3037are isotropic and therefore cannot reflect the environment
variations around the CG beads. However, in reality, the
interactions between the interacting residues can be highly
related to their relative orientations. In this work, to improve
the interaction specificity of the derived CG potential,
each residue was coarse-grained to two beads, namely,
the backbone bead and side-chain bead, which ensured
more realistic representation of the relative orientations of
residues.
After illustrating the SLMS method by applying it to
a pentaalanine peptide, we used it to optimize the CG energy
function for the designed b-hairpin CLN025 (39). For this
b-hairpin, sufficient sampling can be achieved even by
AA simulations, and therefore, it can be used to evaluate the
SLMS method unambiguously. Test results showed that
the derived CG potential can successfully fold CLN025.
In particular, due to iterative self-learning, the energy land-
scape acquired a funnel-like behavior, with the most stable
state being highly biased to the native state. Such a feature
is essential for the successful recognition of the folded
structure, suggesting that the SLMS method is capable of
capturing the overall features of the realistic energy land-
scape in deriving the CG potential and therefore can be
used for the purposes of protein folding and de novo struc-
ture prediction.METHODS
Structure mapping between CG and AA models
Two-bead/residue coarse-graining was used in the structure mapping from
AA to CG models. For each residue, one bead located at the Ca position
represents the backbone atoms and another bead located at the center of
mass of the side chain represents all the side-chain atoms (glycine was rep-
resented by one bead). For the reverse structure mapping, from CG to AA
models, we used the software BBQ (40) and SCWRL (41), which recon-
struct the backbone and side-chain atoms, respectively. The reconstructed
AA structures were then minimized by the AA force field. During the mini-
mization, the coordinates of the Ca atom and the heavy atom closest to the
side-chain center of mass were restrained to the positions of the correspond-
ing CG beads in the CG structure. As the minimization proceeded, the
weights of the van der Waals and Coulombic interactions were gradually
increased from 0 to 1. The minimized structures were further heated to
600 K to remove possible bad interactions, with the Ca atoms being
restrained to their original positions.
The above reconstruction scheme gives only one AA structure for each
CG structure. However, in practice, each CG structure may have a number
of corresponding AA structures with different relative weights. As an effort
to remedy this problem, we conducted short AA MD simulations starting
from the above reconstructed AA structure at the target temperature
(250 K for pentaalanine and 300 K for b-hairpin CLN025). All the sampled
structures in the equilibrium MD were considered to be the corresponding
AA representations and were used in the subsequent analysis. Even so, the
above procedure does not capture all the relevant AA structures, which can
result in some errors, as discussed later.
The schematic diagram of the structure mapping is shown in Fig. 1,
with the backbone beads labeled b and the side-chain beads labeled s.
The CG potential, including the local part and the nonlocal part, is
given by
VðRÞ ¼
X
bb
VbðRbm;Rbmþ 1Þ þ
X
bs
VbðRbm;RsmÞ þ
X
bbb
VqðRbm1;Rbm;Rbmþ 1Þ þ
X
bbs
VqðRbm1;Rbm;Rbsm Þ
þ
X
sbb
VqðRsm;Rbm;Rbmþ 1Þ þ
X
bbbb
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VfðRsm;Rbm;Rbmþ 1;Rbmþ 2Þ þ
X
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VnlðRb;sm ;Rb;sn Þ; (1)
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s
m represent the positions of the backbone and side-
chain beads, respectively, of the mth residue. The Vb, Vq, Vf, and Vnl
are the bond length, bond angle, dihedral angle, and nonlocal interaction
terms, respectively. The summation index bb (bs) runs over all the bonds
formed by the adjacent CG backbone beads (backbone and side-chain
beads). In a similar way, we can define the summation indices for other
terms. The nonlocal interaction involves all the CG bead pairs separated
by N residues in sequence with N R 4, 3, and 3 for the b-b, b-s, and
s-s pairs, respectively. We used the data table to represent the interac-
tions, except in the case of the bond-length term, for which a harmonic
energy function was used. During the MD simulations, the interac-
tions in the data table were smoothed and interpolated by cubic spline
function to give the energies and forces. We emphasize that, even though
some of the amino acids are chemically identical, their CG beadsVnlðRIJÞ ¼
P
k
d

RkIJ  RIJ

UkCG;IJexpðbCGECGðXkÞ  bAAEAAðXkÞÞP
k
d

RkIJ  RIJ

expðbCGECGðXkÞ  bAAEAAðXkÞÞ
; (2)represent different types of interaction sites taking into account context
dependence.Self-learning multiscale method
In the SLMS method, the CG potential is derived in an iterative way based
on the conformations sampled by the CG model and the energies estimated
by the AA force field (see Li and Takada (29) for details). In this work, the
local part of the CG potential was derived based on the IBI learning method
(26). For the nonlocal part, we used energy decomposition (38) as the
learning method. Specifically, we started with an arbitrarily chosen CGFIGURE 1 Schematic diagram of the structure mapping.potential. After the CG simulations, we mapped all the sampled CG struc-
tures to the AA representations and computed their corresponding AA ener-
gies, simultaneously using the energy decomposition utility implemented in
AMBER software (42) to decompose the AA energy of each structure into
the interactions of atomic pairs according to the method developed in
Gohlke et al. (38). The interactions between the nonlocal interacting CG
beads in each structure were then given by UkCG;IJ ¼
P
i˛I
P
j˛J
ukAA;ij, where
the ukAA;ij is the decomposed AA interaction between atoms i and j in the
kth reconstructed AA structure. The UkCG;IJ is the CG interaction between
the corresponding beads I and J. More details on the energy decomposition
can be found in the above-mentioned studies (38,42). We can then
define the nonlocal part of the CG interaction, Vnl (RIJ), by reweighted aver-
aging (43):with bCG ¼ 1=ðkBTCGÞ and bAA ¼ 1=ðkBTAAÞ. ECG and EAA are the corre-
sponding CG and AA energies, respectively. Xk stands for the coordinate
of the kth structure. The RIJ(R
k
IJ) is the distance between residues I and J
(in the kth structure). To derive the local term of the CG potential based
on the IBI, we need to calculate the distribution function, g(q), correspond-
ing to the local coordinate q, including the bonds, bond angles, and dihedral
angles defined above. The g(q) was calculated based on the structures
sampled by the CG MD simulations. To eliminate errors resulting from
poor CG potential, these CG structures were reweighted according to their
AA energies by
gðqÞ ¼
P
k
dðqk  qÞexpðbCGECGðXkÞ  bAAEAAðXkÞÞP
k
expðbCGECGðXkÞ  bAAEAAðXkÞÞ
: (3)
From g(q), the initial guess of the local CG interactions, Vq(q), can be esti-
mated by VqðqÞ ¼ kBTlnðgðqÞ=gRðqÞÞ, where kB is the Boltzmann
constant, and the gR(r) is the reference distribution for each local coordinate
(gR(q) ¼ sin(q) for the bond angle and gR(q) ¼ 1.0 for other local coordi-
nates). The Vq(q) was further adjusted adaptively by the standard IBI
scheme (26) to reproduce the target distribution function g(q). This local
interaction, Vq(q), together with the nonlocal interaction, Vnl(RIJ), given
by Eq. 2, were then used as the CG force field for MD sampling during
the next learning iteration step.
During the above procedure, the atomic energies, which are assumed to
be accurate, were propagated to the CG potential by reweighting and
energy decomposition. The reweighting in each self-learning step cor-
rected the relative weight of the sampled structures, which validates the
subsequent calculations of the distribution Vq(q) and the averages of the
decomposed energies. The above procedure was repeated iteratively until
the derived CG potential converged (in this work, each iteration step
is considered to be one self-learning iteration). Such an iteration proce-
dure improves the accuracy of the final CG potential by progressivelyBiophysical Journal 99(9) 3029–3037
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3032 Li and Takadaintegrating the CG sampling and the AA energy, namely, the advantages of
both methods.
During the self-learning, structures with strong pairwise repulsion can
hardly be sampled. Therefore, we cannot derive the short-range repulsion
part of the nonlocal CG interactions based on the energy decomposition.
To overcome this difficulty, we defined a distance cutoff, RC, with the prob-
ability P(RIJ < RC) < 0.01. The CG potential with RIJ < RC was set as
constant: UCG(RIJ < RC) ¼ UCG(RC). The excluded volume effect was
considered separately by an additional repulsion term, 3IJ(sIJ/RIJ)
6 with
sIJ ¼ (sI þ sJ)/2 and 3IJ ¼ (3I3J)1/2. The parameters sI and 3I were taken
from other studies (44,45). We also tested the values of 3I ¼ 4.0 kcal/mol
for the side-chain beads and found that the results did not change
significantly.E F
FIGURE 2 CG potentials before self-learning (dashed lines) and after
two steps of self-learning iterations (solid lines).Simulation details
AA simulations were conducted using the AMBER10 package with the
force field ff99SB and GB/SA implicit solvent (42,46,47). For comparison,
the standard temperature-replica-exchange MD (T-REMD) (48) with eight
replicas was used to obtain a converged sampling for both the pentaalanine
peptide (100 ns) and the b-hairpin CLN025 (200 ns). The temperatures of
the T-REMD for pentaalanine and CLN025 ranged from 225.0 K to 520.0 K
and from 285.0 K to 620.0 K, respectively. The SHAKE algorithm was
used to restrain the bond lengths involving hydrogen atoms (49), and
a time step of 0.002 ps was used. For CG simulations, the Langevin
dynamics with g ¼ 0.01 was used. The initial structures of the simulations
were prepared by AA MD at 1000 K starting from an extended conforma-
tion. To construct the initial CG potential, a short AA MD simulation at
300 K was conducted for 400 ps starting from the above initial structure.
Then, Boltzmann inversion and energy decomposition were used to derive
the local and nonlocal parts, respectively, of the initial CG potential. At
each self-learning iteration step, CGMD of the SLMS simulations was con-
ducted for 5  106 MD steps. Since it is not straightforward to theoretically
prove the convergence of the current SLMS algorithm, we conducted an
independent SLMS simulation for the b-hairpin CLN025 with the a-helical
structure being the initial structure. Accordingly, in deriving the initial CG
potential, the short AA MD simulation started from the structure given by
high-temperature unfolding of the a-helices.
To characterize the folding of the b-hairpin CLN025, the reaction coor-
dinates Q (fraction of native contacts) and root-mean-square deviation
(RMSD) from the native structure were used. The weighted histogram anal-
ysis method (WHAM) was used to construct the free-energy landscape and
calculate the distributions from the T-REMD results for the b-hairpin
CLN025 (50). Software VMD was used to illustrate the protein struc-
tures (51).RESULTS AND DISCUSSION
Pentaalanine peptide
As an illustration, we conducted the SLMS simulations
for a pentaalanine peptide. Fig. 2 shows the initial CG
potentials and the CG potentials derived after two steps of
self-learning iterations. Only the interactions involving the
backbone beads are shown in Fig. 2. One can see that
self-learning can significantly change the CG potential.
For example, before the self-learning iterations, the interac-
tions of the bond angles prefer the extended structures (q >
130), suggesting that the initial CG potentials derived
based on the short AA MD simulations had significant
biases to the initial structure. After two steps of self-learning
iterations, the helical conformation (q< 100) became moreBiophysical Journal 99(9) 3029–3037stable, which is consistent with the empirical observation
that alanine has high helical propensity (52). For the dihe-
dral-angle terms, we used a quite unrealistic initial potential
in which a constant interaction is assigned to most parts of
the dihedral angles, since the initial short parent AA MD
cannot sample these regions. After two steps of self-learning
iterations, the dihedral-angle potentials were trained and
could be assigned for the entire dihedral-angle range due
to the improved sampling, demonstrating that the local
part of the CG potential can be improved by self-learning
iterations, which in turn makes the CG sampling cover a
wider range of the relevant conformational space. Fig. 2 F
shows the nonlocal potential between the first and the last
backbone beads. For clarity, the additional repulsion term
is not shown. One can see that with the self-learning itera-
tions, the interaction of the shorter-range part was derived.
The self-learning-derived CG potentials can reproduce
the conformational distributions of the AA T-REMD more
closely compared to the initial CG potentials (Fig. S1 in the
Supporting Material). These results suggest that the SLMS
method can be useful in deriving CG potentials specific to
the target system.The designed b-hairpin CLN025
The designed b-hairpin CLN025 was considered to be to our
knowledge the smallest protein with a known structure to
date (39). It was demonstrated that this b-hairpin can
robustly fold to its x-ray structure by AA MD simulations
(39). Such a feature makes it an ideal system to evaluate
the ability of the SLMS method to derive a CG potential
that can capture the overall behavior of the funnel-like
energy landscape. Fig. 3 A shows the x-ray structure of
CLN025 and its amino acid sequence. As a control experi-
ment, we first conducted AA simulations using T-REMD
A B
FIGURE 3 (A) X-ray structure and sequence of the b-hairpin CLN025.
(B) Free-energy landscape (kBT) produced by AA simulations projected
onto the conformational space of Q and RMSD.
Characterizing Protein Energy Landscape 3033and computed the folding free-energy landscape. Fig. 3 B
shows the free-energy landscape projected onto the confor-
mational space formed by Q and RMSD. One can see that
with the force field used in this study, the native state of
the CLN025 has the lowest free energy and therefore is
the most stable state, suggesting that the AA force field is
reasonable for the folding of this b-hairpin. Such results
rationalize the use of this AA force field to derive the CG
potential based on the SLMS method in this work.
By using the SLMS method described in the Methods
section, we derived CG potentials and conducted long-
time CG simulations (5  107 MD steps) for CLN025 at
each self-learning iteration stage. All CG potentials were
parameterized for simulations at 300 K. Fig. 4 A showsP
P
Q Q
SLMS SLMS
SLMS AA
iter0
iter1
iter2
iter3
T
CG 
= 500 KTCG = 300 K
T
CG 
= 1000 K
TAA = 300 K
TAA = 320 K
TAA = 340 K
TAA = 360 K
A B
DC
FIGURE 4 (A–C) Q distributions before self-learning and after one, two,
and three steps of self-learning at TCG ¼ 300 K (A), TCG ¼ 500 K (B), and
TCG¼ 1000 K (C), respectively. (D) Results of AAT-REMD simulations at
TAA ¼ 300 K, 320 K, 340 K, and 360 K.the probability distributions, P(Q), at TCG ¼ 300 K calcu-
lated at each self-learning iteration step. One can see that
before self-learning (iter0), the conformations with a Q
score of ~0.6 represent the most stable state. With the self-
learning iterations, the probability distributions are shifted
to conformations with a higher Q score. For example, after
three steps of self-learning iterations (iter3), the folded state
(Q ~ 1.0) becomes the most stable state. We also conducted
simulations at higher temperatures, e.g., TCG ¼ 500 K and
TCG ¼ 1000 K, the results of which are shown in Fig. 4, B
and C, respectively. Here, we used the CG potentials param-
eterized for simulations at 300 K, although in principle the
temperature-dependent CG potentials can be obtained by re-
weighting (53). We can see that even at TCG ¼ 1000 K, the
folded state can still be sampled with a high probability after
the self-learning iterations. The free-energy landscape pro-
jected onto the Q and RMSD plot at TCG ¼ 1000 K also
shows movement of the free-energy minimum from the
unfolded state to the nativelike state with the self-learning
iterations (Fig. S2). These results clearly demonstrate that
the CG potentials derived by the SLMS simulations effec-
tively capture the interaction features that are essential for
the folding of CLN025. Similar results were obtained for
an independent simulation with quite different initial struc-
ture and CG potential, though with somewhat different
convergence procedures, demonstrating the robustness of
this SLMS scheme (Fig. S3). We note that there are quanti-
tative differences among the CG results (Fig. 4, A–C) and
the AA results (Fig. 4 D), which will be discussed later in
detail.
To understand the folding ability of the derived CG poten-
tials, we analyzed the energy distributions of the sampled
structures. According to the energy landscape theory (1),
successful folding needs a funnel-like energy landscape.
Meanwhile, the energy gap between the native state and
the denatured state should be large enough to overcome
energy frustrations during folding. Fig. 5, A and B, shows
the energy distribution before self-learning and after three
steps of self-learning, respectively, for the nativelike struc-
tures (Q > 0.7) and the unfolded structures (Q < 0.4) at
TCG ¼ 1000 K. We fitted the energy distributions with
a Gaussian function, and the peak position as a function
of self-learning iteration step is plotted in Fig. 5 C. One
can see that before the self-learning iterations, the nativelike
structures and the unfolded structures have quite similar
energy distributions. After three steps of self-learning itera-
tions, the energy distribution of the nativelike structures is
dramatically shifted toward the low-energy end compared
to that of the unfolded structures, which implies that the
self-learning iterations increase the energy bias and improve
the ability to overcome energy frustrations. We also show
the energy-Q plot in Fig. 5 D. One can see that before
self-learning, the energy landscape is more random. After
three steps of self-learning, the energy landscape shows
a funnel-like behavior. This funnel-like energy landscapeBiophysical Journal 99(9) 3029–3037
FIGURE 5 (A and B) Energy distribution for the nativelike structures
(Q > 0.7) and the unfolded structures (Q < 0.4) before self-learning (A)
and after three steps of self-learning (B) at TCG ¼ 1000 K. (C) Peak posi-
tions of the Gaussian fitting as a function of the iteration step. (D)
Energy-Q plots before self-learning and after three steps of self-learning.
FIGURE 6 (Left) Superimposition (by aligning the heavy atoms) of the
low-energy structure produced by CG MD (the best-fitted structure) on
the x-ray structure of b-hairpin CLN025. (Right) Superimposition of the
NMR structure on the x-ray structure.
3034 Li and Takadaand the large energy bias between the native and denatured
states are essential for protein folding and structure predic-
tion, suggesting again that the SLMS method can be used to
optimize CG energy functions for the purposes of protein
folding and de novo structure prediction.
In the typical de novo protein structure predictions (54),
CG energy functions were used to generate and filter the
candidate structures at the initial stage. These candidate
structures are further subjected to refinement by a high-
accuracy model. Such a two-phase strategy requires that
the CG energy function is accurate enough to capture at
least one near-native structure during the initial CG simula-
tions. To demonstrate the ability of the above derived CG
energy function to capture the near-native structures, we
picked up the low-energy CG structures sampled by CGMD
simulations at 300 K after three steps of self-learning. These
low-energy structures were taken from the low-energy end
of the energy distribution, and they account for ~10% of
the total structures. The AA details of these low-energy
CG structures were then reconstructed according to the pro-
cedure described in the Methods section. The reconstructed
AA structure with the smallest heavy-atom RMSD from the
x-ray structure was selected and superimposed on the x-ray
structure (Fig. 6, left). For comparison, the superimposition
of the NMR structure on the x-ray structure is also shown
(Fig.6, right). We can see that the best-fitted structure
produced by the current CG energy function is quite close
to the x-ray structure. The backbone (heavy-atom) RMSD
is ~2.41 A˚ (3.16 A˚), which is quite promising considering
that the backbone (heavy-atom) RMSD between the x-rayBiophysical Journal 99(9) 3029–3037structure and the NMR structures is ~1.75 A˚ (3.23 A˚). Not
only are the backbone atoms fitted satisfactorily, but the
side-chain orientations are also roughly reproduced for
most parts of the b-hairpin. There are some large discrep-
ancies for the side-chain orientations of the terminal resi-
dues, which is possibly a result of the high flexibility of
these residues in the CG simulations. The close similarity
between the produced structure and the x-ray structure
demonstrates that the CG energy function derived by the
SLMS method is capable of capturing near-native structures
during the initial stage of the de novo structure predictions.
To investigate how the CG nonlocal interactions were
tuned in the learning iteration, we compared specific inter-
actions that make the b-hairpin with those that may stabilize
a-helices. For this small peptide, the most dramatic differ-
ence between the a-helices and the b-hairpin is the contact
modes of the terminal residues. In the b-hairpin, Y1 forms
hydrogen bonds with Y10, whereas in the a-helices, Y1
forms a hydrogen bond with E5, and Y10 forms a hydrogen
bond with T6. Fig. 7 shows the CG potential between the
backbone beads of the native residue pair Y1-Y10, as well
as between those of the nonnative residue pairs that may
form in a-helices, Y10-T6 and Y1-E5, before self-learning
and after three steps of self-learning iterations. We can see
that the interaction for the native contact Y1-Y10 became
stronger due to the self-learning iterations. In contrast, the
interactions for the nonnative residue pairs Y10-E6 and
Y1-T5 either becameweaker or did not change significantly.
These results indicate that the self-learning iterations tend to
strengthen the native interactions between Y1 and Y10,
which is consistent with the principle of minimal frustration.
We then addressed the context dependence of the CG
potential, namely, how CG nonlocal interactions of the
same amino acid types can differ after self-learning itera-
tions. In the x-ray structure of CLN025, there are two cases
where the interacting residues in different contacts share the
same amino acid types. The first is the Y-Y interaction con-
tained in Y1-Y10 and Y2-Y10, and the other is the Y-W
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FIGURE 7 CG interactions for native and nonnative contact pairs,
showing CG potentials between the backbone beads of Y1 and Y10 (A),
T6 and Y10 (B), and Y1 and E5 (C) before self-learning (circles) and after
three steps of self-learning (crosses).
A B
DC
FIGURE 8 CG potentials between the backbone beads of native contact
pairs Y1 and Y10 (A), Y1 andW9 (B), Y2 and Y10 (C), and Y2 andW9 (D)
before self-learning (circles) and after three steps of self-learning (crosses).
Characterizing Protein Energy Landscape 3035interaction in Y1-W9 and Y2-W9. In the native structure,
their side-chain arrangements are quite different and the
residue pairs Y1-Y10 and Y2-W9 are more tightly arranged,
but it should be noted that we did not use this information
a priori in the SLMS. Fig. 8 shows the CG potential between
the backbone beads of the residue pairs Y1-Y10, Y2-Y10,
Y1-W9, and Y2-W9 before and after learning iteration.
We see that the interaction between Y1 and Y10 increased
more significantly than did that between Y2 and Y10 after
the self-learning iterations, although they have the same
side chains. In addition, the minima of the derived CG
potentials for the Y1-W9 and Y2-W9 pairs correspond to
those of the native structure. For example, the potential
between Y2 and W9 prefers a closer contact (~4.0 A˚),
whereas the potential between Y1 and W9 prefers a rela-
tively lose contact (~5.5 A˚). The corresponding distances
in the x-ray structure are 4.4 A˚ and 5.4 A˚, respectively.
A similar feature is found for the CG potentials of the side-
chain beads of the above residues (Fig. S4). It is apparent
that such correlation between pairwise interactions and
contact modes in the native structure can decrease energy
frustration during folding.
The above results suggest that the interaction specificity
essential for correct folding to the b-hairpin can be captured
to a large extent by CG potentials via the self-learningprocess, which ensures robust folding of the b-hairpin
CLN025 by the CG model. Note that the above discussions
only focus on nonlocal contacts involving terminal residues
to demonstrate the ability of the SLMS method to optimize
the folding landscape, because the contact modes of these
residues have the largest difference between b-hairpin and
other structures. Actually, the pairwise interaction between
the backbone beads of Y1 and Y10 is the strongest among
all the pairwise interactions. Such strong interactions may
result partly from the strong electrostatic interactions of
the two charged termini. Although not discussed explicitly,
the local and nonlocal interactions in the turn region
undoubtedly also contributed to the robust folding.
It is worth mentioning that the CG force field derived
by the SLMS method overstabilized the folded structures.
This can be seen easily by comparing the Q distributions
from the CG simulations (Fig. 4, A–C) and from the AA
T-REMD simulations (Fig. 4 D). For example, the Q distri-
bution of the CG simulations at 500 K is quite close to that
of the AAT-REMD simulations at 300 K. This observation
is not surprising, since we directly used the average of the
decomposed AA energies as the nonlocal term of the CG
potential. Theoretically, the CG potential appropriate to
reproduce the results of the atomistic model is given by
the many-body potential of mean force (PMF), which can
be written as (11,55)
FðRÞ ¼ kBTln
Z
R
expð  EAAðR; xÞ=kBTÞdx

; (4)
where R stands for the CG coordinates, and x stands for the
fine-grained (FG) coordinates that are averaged out during
the coarse-graining. The integration is limited to the confor-
mation space covered by x with fixed R. The above many-
body PMF can be further decomposed into two parts byBiophysical Journal 99(9) 3029–3037
3036 Li and TakadaFðRÞ ¼ < EAA> R  TSFGðRÞ. Here, <EAA>R stands for
the canonical average of the AA energies among the struc-
tures with fixed R. The SFG(R) is the entropy arising from
the FG degrees of freedom. In this work, only the first
term was used as the nonlocal part of the CG potential;
therefore, the contribution of the FG entropy is lost. On
top, the structure mapping from the CG structures to the
AA structures cannot include all the possible AA structures
for each of the CG structures, which also renders incomplete
the consideration of FG entropy during reweighting, as
mentioned in the Methods section. Since entropy contrib-
utes to the relative stability of the denatured state, the CG
potential without including the contributions from such
FG entropy tends to overstabilize the folded structure and
make the protein stability less sensitive to the simulation
temperature, as shown in Fig. 4. These results suggest that
to quantitatively calculate the thermodynamics, e.g., the
folding temperature or the free-energy change during fold-
ing, we need to more thoroughly take into account the FG
entropy contributions. Actually, reproducing the many-
body PMF is one common challenge in most multiscale
methods. Recently, Voth and co-workers developed a force-
match protocol to derive the CG potential that is theoreti-
cally more rigorous and by which the many-body PMF
can be described more naturally (18). It will be interesting
to use the force-match protocol as the learning method of
SLMS simulations in further work.CONCLUSIONS
The SLMS method developed in our previous work was
extended here by introducing the two-bead/residue coarse-
graining strategy and the energy decomposition learning
method to model the interaction specificity of the AA force
field more accurately by the CG model. Studies for the
designed b-hairpin CLN025 suggested that self-learning
iterations can improve the CG potential significantly. The
derived CG force field showed a funnel-like behavior and
robustly folded CLN025 to its native structure, indicating
that the SLMS method can be useful for studies of protein
folding and structure prediction. It should be emphasized
that our aim was to derive not a CG force field of general
purpose, but one that was specific for the target protein.
Such a tailor-made feature ensures high interaction speci-
ficity of the derived CG potential. However, care must be
taken in quantitative discussions based on the SLMS used
here due to the incomplete treatment of the entropy related
to the FG degrees of freedom. Accurate treatment of the
FG entropy calls for more delicate algorithms for struc-
ture reconstruction and learning. It is worth mentioning
that recent studies have reported significant advances
in the development of structure-reconstruction algorithms
(31,56). For example, Liu and co-workers (56) developed
a theoretically rigorous reconstruction protocol by inte-
grating the configurational-bias Monte Carlo into the resolu-Biophysical Journal 99(9) 3029–3037tion exchange method. With this new method, an ensemble
of AA structures for each CG structure can be reconstructed
with correct weight. This theoretically rigorous method can
be the starting point for future development of more efficient
structure-reconstruction algorithms.SUPPORTING MATERIAL
Four figures (Figs. S1-S4) are available at http://www.biophysj.org/
biophysj/supplemental/S0006-3495(10)01036-2
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