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Abstract
There is presented an approach to find an approximation polynomial of a func-
tion with two variables based on the two dimensional discrete Fourier transform.
The approximation polynomial is expressed through Chebyshev polynomials. An
uniform convergence result is given.
Keywords: Chebyshev function, double series, discrete Fourier transform
AMS subject classification: 65D15, 40-04
1 Introduction
The purpose of the paper is to present some aspects about the construction of
an approximation polynomial for a function with two variables. The approximation
polynomial is expressed through Chebyshev polynomials.
Constructing an approximation polynomial of a function with the corresponding
applications is the subject of the Chebfun software, presented in details in [4], [2].
The Chebfun2 part of the software deals with the construction of an approximation
polynomial of a function with two variables. According to [5], [6], to this end it is used
a method based on Gaussian elimination as a low rank function approximation.
Iˆn Chebfun the approximation polynomial of a function with one variable is obtained
using an one dimensional discrete Fourier transform. The approach of this paper will
use a two dimensional discrete Fourier transform.
In spectral methods the Chebyshev polynomials are often used. The same form of
the approximation polynomial are used in [1], [9], too.
After recalling of some formulas on the Fourier series for a function with two vari-
ables and on the two dimensional discrete Fourier transform there is presented an
algorithm to obtain an approximation polynomial of a function with two variables and
a convergence result. A Lagrange type interpolation problem for a function with two
variables is studied. Two applications are mentioned: a numerical integration formula
on a rectangle and a numerical computation of the partial derivatives.
∗
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2 Two dimensional Fourier series
Let f : R2 → R be a continuous periodical function in each variable with the period
2π. The Fourier series attached to the function is [8], t.3
f(x, y) ∼
∞∑
n,m=0
(an,m cosnx cosmy + bn,m cosnx sinmy+
+cn,m sinnx cosmy + dn,m sinnx sinmy)
with the coefficients given by
a0,0 =
1
4pi2
∫∫
Ω f(x, y)dxdy an,m =
1
pi2
∫∫
Ω f(x, y) cos nx cosmydxdy
an,0 =
1
2pi2
∫∫
Ω f(x, y) cosnxdxdy bn,m =
1
pi2
∫∫
Ω f(x, y) cos nx sinmydxdy
a0,m =
1
2pi2
∫∫
Ω f(x, y) cosmydxdy cn,m =
1
pi2
∫∫
Ω f(x, y) sinnx cosmydxdy
b0,m =
1
2pi2
∫∫
Ω f(x, y) sinmydxdy dn,m =
1
pi2
∫∫
Ω f(x, y) sinnx sinmydxdy
cn,0 =
1
2pi2
∫∫
Ω f(x, y) sinnxdxdy
where Ω = [0, 2π]2.
The complex form of the Fourier series is∑
n.m∈Z
γn,me
inx+imy
with
γ0,0 = a0,0
γn,0 =
1
2(an,0 − icn,0) γ−n,0 = 12(an,0 + icn,0)
γ0,m =
1
2(a0,m − ib0,m) γ0,−m = 12(a0,m + ib0,m)
γn,m =
1
4(an,m − ibn,m − icn,m − dn,m) γ−n,m = 14(an,m − ibn,m + icn,m + dn,m)
γn,−m = 14(an,m + ibn,m − icn,m + dn,m) γ−n,−m = 14(an,m + ibn,m + icn,m − dn,m)
or
γm,n =
1
4π2
∫ ∫
Ω
f(x, y)e−inx−imydxdy, ∀n,m ∈ Z. (1)
If the function is even in any variable then the bn,m, cn,m, dn,m coefficients are all
zero.
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We shall suppose that the convergence conditions of the Fourier series to f(x, y)
are fulfilled (the function has bounded first order partial derivatives in Ω and in a
neighborhood of (x, y) there exists ∂
2f
∂x∂y
, or ∂
2f
∂y∂x
, which is continuous in (x, y), cf. [8],
t.3, 697).
3 Two dimensional discrete Fourier transform
Let be the infinite matrix (xk,j)k,j∈Z with the periodicity properties xk+p,j = xk,j, xk,j+q =
xk,j, ∀k, j ∈ Z. The discrete Fourier transform construct another infinite matrix (yr,s)r,s∈Z
with an analog periodicity properties defined by
yr,s =
p−1∑
k=0
q−1∑
j=0
xk,je
−i 2pikr
p e−i
2pijs
q ,
for r ∈ {0, 1, . . . , p − 1} and s ∈ {0, 1, . . . , q − 1}.
The complexity to compute the pq numbers with the discrete fast Fourier transform
algorithm is pq log2 pq.
As an application, if the Fourier series coefficients (1) are computed using the trape-
zoidal rule for each of the iterated integrals then:
γn,m =
1
4π2
∫ ∫
Ω
f(x, y)e−inx−imydxdy =
1
4π2
∫ 2pi
0
e−inx
(∫ 2pi
0
f(x, y)e−imydy
)
dx ≈
≈ 1
4π2
∫ 2pi
0
e−inx

2π
q
q−1∑
j=0
f(x,
2πj
q
)e
−im 2pij
q

 dx =
=
1
2πq
q−1∑
j=0
e−im
2pij
q
∫ 2pi
0
f(x,
2πj
q
)e−inxdx ≈ 1
pq
p−1∑
k=0
q−1∑
j=0
f(
2πk
p
,
2πj
q
)e−in
2pik
p e−im
2pij
q .
Thus the Fourier coefficients (γn,m) may be computed applying the discrete Fourier
transform to
(
f(2pik
p
, 2pij
q
)
)
k∈{0,1,...,p−1},j∈{0,1,...,q−1}
.
4 The Chebyshev series
Considering a continuous two real variables function f(x, y), x, y ∈ [−1, 1] there is
attached the Chebyshev series
f(x, y) ∼
∞∑
n,m=0
αn,mTn(x)Tm(y) (2)
3
where
α0,0 =
1
pi2
∫ 1
−1
∫ 1
−1
f(x,y)√
1−x2
√
1−y2dxdy αn,0 =
2
pi2
∫ 1
−1
∫ 1
−1
f(x,y)Tn(x)√
1−x2
√
1−y2dxdy
α0,m =
2
pi2
∫ 1
−1
∫ 1
−1
f(x,y)Tm(y)√
1−x2
√
1−y2dxdy αn,m =
4
pi2
∫ 1
−1
∫ 1
−1
f(x,y)Tn(x)Tm(y)√
1−x2
√
1−y2 dxdy
Changing x = cos t, y = cos s, the coefficient αn,m will be
αn,m =
4
π2
∫ pi
0
∫ pi
0
f(cos t, cos s) cosnt cosmsdtds = (3)
=
1
π2
∫ ∫
Ω
f(cos t, cos s) cosnt cosmsdtds.
Analogous formulas may be obtained for α0,0, αn,0 and α0,m, too. Thus the coefficients
of the Chebyshev series are the coefficients of the Fourier coefficients of the function
ϕ(t, s) = f(cos t, cos s).
If the function f has second order derivatives then the Fourier series attached to ϕ
converges to ϕ and consequently
f(x, y) =
∞∑
n,m=0
αn,mTn(x)Tm(y), x, y ∈ [−1, 1]. (4)
The polynomial
fn,m(x, y) =
n∑
k=0
m∑
j=0
αk,jTk(x)Tj(y)
is called the Chebyshev approximation polynomial of the function f(x, y) in the square
[−1, 1]2.
The parameters n,m are determined adaptively to satisfy the inequalities |αk,j| <
tol(= 10−15, machine precision), for k > n and j > m. This is the goal of the algo-
rithm 1. The coefficients whose absolute value are less then tol are eliminated and the
remained coefficients are stored as a sparse matrix.
The fn,m(x, y) polynomial may be obtained with the least square method as the
solution of the optimization problem
min
λk,j
∫ 1
−1
∫ 1
−1
1√
1− x2
√
1− y2

f(x, y)− n∑
k=0
m∑
j=0
λk,jTk(x)Tj(y)


2
dxdy.
Due to the Parseval equality
α20,0 +
1
2
∞∑
n=0
α2n,0 +
1
2
∞∑
m=0
α20,m +
1
4
∞∑
n,m=1
α2n,m =
1
π2
∫ 1
−1
∫ 1
−1
f2(x, y)√
1− x2
√
1− y2
dxdy
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the quality of the approximation polynomial may be evaluated by
1
π2
∫ 1
−1
∫ 1
−1
f2(x, y)√
1− x2
√
1− y2 −

α20,0 + 12
n∑
k=0
α2k,0 +
1
2
m∑
j=0
α20,j +
1
4
n∑
k=1
m∑
j=1
α2k,j

 . (5)
Algorithm 1 Algorithm to compute the Chebyshev approximation polynomial
1: procedure chebfun2(f)
2: n← 8
3: tol← 10−15
4: sw ← true
5: while sw do ⊲ The approximation polynomial is determined adaptively
6: m← 2n
7: x, y ← cos 2kpi
m
, k = 0 : m− 1
8: z ← f(x, y)
9: g ← FFT (z)/m2
10: a← 4ℜg(1 : n, 1 : n)
11: a(1, 1)← a(1, 1))/4
12: a(1, 2 : n)← a(1, 2 : n)/2
13: a(2 : n, 1)← a(2 : n, 1)/2
14: if |a(i− 1 : i, 1 : n)| < tol & |a(1 : n, i− 1 : i)| < tol then
15: sw← false
16: else
17: n← 2n
18: end if
19: end while
20: for i = 1 : n do ⊲ Removal of negligible coefficients
21: for j = 1 : n do
22: if |a(i, j)| < tol then
23: a(i, j) ← 0
24: end if
25: end for
26: end for
27: return a
28: end procedure
The value of the polynomial fn,m in a point (x, y) may be computed adapting the
Clenshaw algorithm, [9], but we find that the evaluation of the expression fn,m(x, y) =
V ′n(x)An,mVm(y), where Vν(s) = (T0(s), T1(s), . . . , Tν(s))′ and A = (ak,j)k=0:n,j=0:m is
more efficient within a matrix oriented software. V ′ denotes the transpose of the vector
V. The complexity order of both algorithms is O(nm).
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5 The Chebyshev series of partial derivatives
We assume that the function f(x, y) has first order continuous partial derivatives
and the series (4), there is required to find the coefficients (bn,m)n,m∈N such that
∂f(x, y)
∂x
=
∞∑
n,m=0
bn,mTn(x)Tm(y). (6)
Using the equalities
T ′1(x) = T0(x), T
′
2(x) = T1(x)
and
1
2
(
T ′n+1(x)
n+ 1
− T
′
n−1(x)
n− 1
)
= Tn(x), n > 1.
(6) may be written as
∂f(x, y)
∂x
=
∞∑
m=0
( ∞∑
n=0
bn,mTn(x)
)
Tm(y) =
=
∞∑
m=0
(
b0,mT
′
1(x) +
b1,m
2
T ′2(x)
2
+
∞∑
k=2
bk,m
2
(
T ′k+1(x)
k + 1
− T
′
k−1(x)
k − 1 )
)
Tm(y) =
=
∞∑
m=0
(
(b0,m − b2,m
2
)T ′1(x) +
∞∑
k=2
1
2k
(bk−1,m − bk+1,m)T ′k(x)
)
Tm(y) =
=
∞∑
m=0
( ∞∑
k=1
αk,mT
′
k(x)
)
Tm(y).
Identifying the coefficients of T ′k(x) there is obtained the linear algebraic system{
b0,m − b2,m2 = α1,m
1
2k (bk−1,m − bk+1,m) = αk,m, k ≥ 2, m ∈ N.
(7)
Summing the above equalities for k = n+ 1, n+ 3, n + 5, . . . it results
bn,m = (n+ 1)an+1,m + (n+ 3)an+3,m + (n+ 5)an+5,m + . . . ∀ n,m ∈ N.
In the same way it is deduced that the coefficients of the series
∂f(x, y)
∂y
=
∞∑
n,m=0
cn,mTn(x)Tm(y)
satisfies the relations{
cn,0 − cn,22 = αn,1
1
2j (cn,j−1 − cn,j+1) = αn,j, j ≥ 2, m ∈ N.
(8)
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Let be
∂f2(x, y)
∂x∂y
=
∂f2(x, y)
∂y∂x
=
∞∑
n,m=0
dn,mTn(x)Tm(y). (9)
Because ∂f
2(x,y)
∂x∂y
= ∂
∂y
(∂f(x,y)
∂x
) applying (8) it results
1
2j
(dk,j−1 − dk,j+1) = bk,j
and consequently, for k, j > 1,
1
4kj
(dk−1,j−1 − dk−1,j+1 − dk+1,j−1 + dk+1,j+1) = 1
2k
(bk−1,j − bk+1,j) = αk,j. (10)
Denoting△k,j = dk−1,j−1−dk−1,j+1−dk+1,j−1+dk+1,j+1), from the Parseval equality
corresponding to (9) it results that
∞∑
k=2
∞∑
j=2
△2k,j ≤ 16M21,1,
where M1,1 ≥ max{| ∂
2f
∂x∂y
(x, y)| : x, y ∈ [−1, 1]}.
6 The convergence of the Chebyshev series
Using the techniques presented in [7] and [4], in some hypotheses it may be proven
that the convergence in (4) is uniform in [−1, 1]2, for n,m→∞. First we state
Theorem 6.1 If the function f has second order continuous derivatives then
|αn,0| ≤ 2M2,0
(n− 1)2 and |αn,1| ≤
8M2,0
π(n− 1)2 , n > 1, (11)
|α0,m| ≤ 2M0,2
(m− 1)2 and |α1,m| ≤
8M0,2
π(m− 1)2 , m > 1, (12)
where M2,0 ≥ max{|∂
2f
∂x2
(x, y)| : x, y ∈ [−1, 1]}, M0,2 ≥ max{|∂
2f
∂y2
(x, y)| : x, y ∈
[−1, 1]}.
Proof. The coefficient αn,0 may be written as
αn,0 =
2
π2
∫ pi
0
(∫ pi
0
f(cos t, cos s) cosnsdt
)
ds.
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Two partial integrations are performed in the internal integral∫ pi
0
f(cos t, cos s) cosntdt =
=
1
2n
∫ pi
0
∂2f
∂y2
(cos t, cos s) sin t
(
sin (n− 1)t
n− 1 −
sin (n+ 1)t
n+ 1
)
dt.
It results that
|
∫ pi
0
f(cos t, cos s) cosntdt| ≤ π
2n
M2,0
(
1
n− 1 +
1
n+ 1
)
≤ πM2,0
(n− 1)2 (13)
and consequently |αn,0| ≤ 2M2,0(n−1)2 .
Using (13) in αn,1 =
4
pi2
∫ pi
0
(∫ pi
0 f(cos t, cos s) cosntdt
)
cos sds it results
|αn,1| ≤ 4
π
M2,0
(n− 1)2
∫ pi
0
| cos s|ds = 8M2,0
π(n− 1)2 .
The proof of (12) is similar.
Theorem 6.2 If the function f has second order continuous partial derivatives then
limn,m→∞ fn,m = f uniformly in [−1, 1]2.
Proof. From
f(x, y) =
∞∑
n,m=0
αn,mTn(x)Tm(y) and fn,m(x, y) =
n∑
k=0
m∑
j=0
αk,jTk(x)Tj(y)
it results
f(x, y)− fn,m(x, y) =
n∑
k=0
∞∑
j=m+1
αk,jTk(x)Tj(y) +
∞∑
k=n+1
∞∑
j=0
αk,jTk(x)Tj(y).
Then
|f(x, y)− fn,m(x, y)| ≤
n∑
k=0
∞∑
j=m+1
|αk,j|+
∞∑
k=n+1
∞∑
j=0
|αk,j| = (14)
=
∞∑
j=m+1
|α0,j |+
∞∑
j=m+1
|α1,j |+
n∑
k=2
∞∑
j=m+1
|αk,j|+
+
∞∑
k=n+1
|αk,0|+
∞∑
k=n+1
|αk,1|+
∞∑
k=n+1
∞∑
j=2
|αk,j|
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and using the Cauchy-Buniakowsky-Schwarz inequality it follows
(f(x, y)− fn,m(x, y))2 ≤
≤ 6



 ∞∑
j=m+1
|α0,j |


2
+

 ∞∑
j=m+1
|α1,j |


2
+

 n∑
k=2
∞∑
j=m+1
|αk,j|


2
+
+
( ∞∑
k=n+1
|αk,0|
)2
+
( ∞∑
k=n+1
|αk,1|
)2
+

 ∞∑
k=n+1
∞∑
j=2
|αk,j|


2

The following inequality holds
∑∞
i=ν+1
1
i2
<
∫∞
ν
dx
x
= 1
ν
.
Using the results of Theorem 6.1, the first, second, fourth and the fifth expression
are increased by
∞∑
j=m+1
|α0,j| ≤ 2M0,2
∞∑
j=m
1
j2
<
2M0,2
m− 1
∞∑
j=m+1
|α1,j| ≤ 8M0,2
π
∞∑
j=m
1
j2
<
8M0,2
π(m− 1) <
4M0,2
m− 1
∞∑
k=n+1
|αk,0| ≤ 2M2,0
∞∑
k=n
1
k2
<
2M2,0
n− 1
∞∑
k=n+1
|αk,1| ≤ 8M2,0
π
∞∑
k=n
1
k2
<
8M2,0
π(n− 1) <
4M2,0
n− 1 .
For the third and sixth expression we shell use (10) and then the Cauchy-Buniakowsky-
Schwarz’ inequality

 n∑
k=2
∞∑
j=m+1
|αk,j|


2
=

 n∑
k=2
∞∑
j=m+1
|△k,j|
4kj


2
≤ 1
16

 n∑
k=2
∞∑
j=m+1
△2k,j



 n∑
k=2
∞∑
j=m+1
1
k2j2

 ≤
≤M21,1
n∑
k=2
1
k2
∞∑
j=m+1
1
j2
≤ π
2M21,1
6m
,
and respectively

 ∞∑
k=n+1
∞∑
j=2
|αk,j|


2
≤

 ∞∑
k=n+1
∞∑
j=2
|△k,j|
4kj


2
≤M21,1
( ∞∑
k=n+1
1
k2
) ∞∑
j=2
1
j2

 ≤ π2M21,1
6n
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Consequently
|f(x, y)− fn,m(x, y)| ≤
√
6
(
20M20,2
(m− 1)2 +
20M22,0
(n− 1)2 +
π2M21,1
6m
+
π2M21,1
6n
) 1
2
→ 0,
when m,n→∞.
7 The Lagrange interpolation polynomial
For any grids −1 ≤ x0 < x1 < . . . < xn ≤ 1, −1 ≤ y0 < y1 < . . . < ym ≤ 1 and any
f : [−1, 1]2 → R the expression of the Lagrange interpolation polynomial is
Ln,m(x, y) =
n∑
i=0
m∑
j=0
f(xi, yj)lxi(x)lyj(y)
where
lxi(x) =
n∏
k=0,k 6=i
x− xk
xi − xk
, and lyj(x) =
m∏
l=0,l 6=j
y − yl
yj − yl
.
This polynomial satisfies the interpolation restrictions
Ln,m(xk, yl) = f(xk, yl), ∀k ∈ {0, 1, . . . , n}, and ∀l ∈ {0, 1, . . . ,m}.
In the set of (n,m) degree polynomials there exists a unique interpolation polynomial.
If xi = cos
ipi
n
, i ∈ {0, 1, . . . , n} and yj = cos jpim , j ∈ {0, 1, . . . ,m} then using the
discrete orthogonality relations, [9],
n∑
k=0
γkTp(xk)Tq(xk) =


0 if p 6= q
n
2 if p = q ∈ {1, 2, . . . , n− 1}
n if p = q ∈ {0, n}
= nαpδp,q,
where
γn,k =
{
1
2 if k ∈ {0, n}
1 if k ∈ {1, 2, . . . , n − 1} and αn,i =
{
1
2 if i ∈ {1, 2, . . . , n− 1}
1 if i ∈ {0, n}
the Lagrange interpolation polynomial may be written as
Ln,m(x, y) =
n∑
i=0
m∑
j=0
ci,jTi(x)Tj(y),
where ci,j =
4
nm
γn,iγm,j
∑n
k=0
∑m
l=0 γn,kγm,lf(xk, yl)Ti(xk)Tj(yl).
This polynomial will be called the Lagrange-Chebyshev interpolating polynomial.
As in [4], the following statements occur:
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Theorem 7.1 (Aliasing of Chebyshev polynomials, [4]) For any n ≥ 1 and 0 ≤ m ≤ n
the polynomials Tm, Tn±m, T2n±m, . . . take the same values on the grid (cos kpin )0≤k≤n.
Theorem 7.2 (Aliasing formula of Chebyshev coefficients) Let
f(x, y) =
∞∑
i=0
∞∑
j=0
αi,jTi(x)Tj(y)
and let Ln,m(x, y) =
∑n
i=0
∑m
j=0 ci,jTi(x)Tj(y) be its Lagrange-Chebyshev interpolant.
Then
ci,j =
∞∑
p,q=0
α2pn+i,2qm+j +
∞∑
p,q=1
α2pn−i,2qm−j (15)
Proof. Supposing that (ci,j)0≤i≤m,0≤j≤m are given by (15) and ϕ(x, y) =∑n
i=0
∑m
j=0 ci,jTi(x)Tj(y). For any (k, l) ∈ {0, 1, . . . , n} × {0, 1, . . . ,m}
ϕ(xk, yl) =
n∑
i=0
m∑
j=0
ci,jTi(xk)Tj(yl) =
=
n∑
i=0
m∑
j=0

 ∞∑
p,q=0
α2pn+i,2qm+j +
∞∑
p,q=1
α2pn−i,2qm−j

Ti(xk)Tj(yl).
It is observed that when the indexes i, j, p, q go through their values then (2pn±i, 2qm±
j) go through N× N and any two pairs are distinct. Thus, with Theorem 7.1,
ϕ(xk, yl) =
∞∑
s=0
∞∑
t=0
αs,tTs(xk)Tt(yl) = f(xk, yl).
The unicity of the interpolating polynomial in the set of (n,m) degree polynomials
implies Ln,m = ϕ.
A consequence of (15) is a relation between Ln,m(x, y) and the approximation poly-
nomial fn,m(x, y) =
∑n
i=0
∑m
j=0 αi,jTi(x)Tj(y) :
Ln,m(x, y) =
n∑
i=0
m∑
j=0
ci,jTi(x)Tj(y) =
=
n∑
i=0
m∑
j=0

αi,j + ∞∑
q=1
αi,2qm±j +
∞∑
p=1
α2pn±i,j +
∞∑
p,q=1
α2pn±i,2qm±j

Ti(x)Tj(y) =
= fn,m(x, y) +
n∑
i=0
∞∑
j=m+1
αi,jTi(x)Tµj (y) +
∞∑
i=n+1
m∑
j=0
αi,jTνi(x)Tj(y)+
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+∞∑
i=n+1
∞∑
j=m+1
αi,jTνi(x)Tµj (y).
Then
|Ln,m − fn,m(x, y)| ≤
n∑
i=0
∞∑
j=m+1
|ai,j |+
∞∑
i=n+1
∞∑
j=0
|ai,j |. (16)
Know, it can prove the uniform convergence of the Lagrange-Chebyshev interpola-
tion polynomials:
Theorem 7.3 If the function f has second order continuous partial derivatives then
limn,m→∞Ln,m = f uniformly in [−1, 1]2.
Proof. Using (14) and (16) we obtain
|f(x, y)− Ln,m(x, y)| ≤ |f(x, y)− fn,m|+ |fn,m(x, y) − Ln,m(x, y)| ≤
≤ 2

 n∑
i=0
∞∑
j=m+1
|ai,j|+
∞∑
i=n+1
∞∑
j=0
|ai,j|

 .
The rest of the proof follows the proof of Theorem 6.2.
8 Applications
1. Integrating fn,m(x, y) on Ω there is obtained∫ ∫
Ω
f(x, y)dxdy ≈
∫ ∫
Ω
fn,m(x, y)dxdy = 4
n∑
k=0, even
m∑
j=0, even
αn,m
(1− k2)(1− j2) . (17)
2. Computation of the first order partial derivatives. Practically, knowing the
Chebyshev approximation polynomial fn,m(x, y) =
∑n
k=0
∑m
j=0 αk,jTk(x)Tj(y), and
with the assumption that αk,j ≈ 0 for k > n > 4, and for any j ∈ {0, 1, . . . ,m}
the first n equations of the system (7) will be

b0,j − b2,j2 = α1,j
1
2k (bk−1,j − bk+1,j) = αk,j, k ∈ {2, 3, . . . , n− 2}
1
2(n−1)bn−2,j = αn−1,j
1
2nbn−1,j = αn,j
with the solution
bn−1,j = 2nαn,j
bn−2.j = 2(n − 1)αn−1,j
bk,j = 2(k + 1)αk+1,j + bk+2,j, k ∈ {n − 3, n− 4, . . . , 2, 1}
b0,j = α1,j +
b2,j
2
.
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Then ∂f(x,y)
∂x
≈∑n−1k=0∑mj=0 bk,jTk(x)Tj(y).
The partial derivative ∂f(x,y)
∂y
may be computed similarly.
Due to the truncation of the Chebyshev series the numerical result is influenced by
the truncation error as well as by rounding errors. The automatic differentiation [3]
is a method which eliminates the truncation error but it requires a specific computa-
tional environment related to the definition of the elementary functions (e.g. apache
commons-math3 v. 3.4).
9 Examples
Using a Scilab implementation the following results are obtained
1. f(x, y) = cos xy [2], Ch. 11, p. 2. The matrix of the coefficients is
0.880725579 0. - 0.117388011 0. 0.001873213
0. 0. 0. 0. 0.
-0.117388011 0. - 0.114883808 0. 0.002484444
0. 0. 0. 0. 0.
0.001873213 0. 0.002484444 0. 0.000603385
The value of the indicator given by (5) is 3.97247 · 10−10.
On an equidistant grid of size 50 × 50 in [0, 1]2 the maximum absolute error is
0.000082141.
The integral given by (17) is 3.784330902, whileMathematica gives 4SinIntegral[1] ≈
3.78433228147.
2. g(x) = cos 10xy2 + e−x2 [2], Ch. 12, p. 6. The size of matrix of coefficients is
33× 43.
The value of the indicator given by (5) is 0.
On an equidistant grid of size 50 × 50 in [0, 1]2 the maximum absolute error is
2.98594 · 10−13.
The integral given by (17) is 4.590369905, which is equal to that given by Math-
ematica.
10 Conclusions
There is presented an alternative to the Gaussian elimination method used in Cheb-
fun software in order to construct an approximation polynomial of a function with two
variables.
Because the discrete Fourier transform is a common tool for the usual mathematical
softwares, this approach has a relative simple implementation, but as a drawback, if
the tolerance is the machine precision then it may require a large amount of memory.
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