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I N T R O D U C T I O N
1.1 silicon photonics
It is history now that silicon has driven the microelectronics revolu-
tion in the last century. The success of classical information process-
ing owes much to advances in semiconductor technology, such as the
ability to make devices in silicon in an integrated and scalable man-
ner. Complementary metal-oxide semiconductor (CMOS) fabrication
technology has allowed for cheap, fast and low-power implementa-
tion of densely-packed nanometer sized transistors.
The microelectronics roadmap was set by the famous Moore’s law,
stated by Gordon E. Moore in 1965, which predicts that the number
of transistors on a microprocessor chip doubles approximately every
two years, see Figure 1.
“Theroad map was an incredibly interesting experiment,” says
Flamm. “So far as I know, there is no example of anything like this in
any other industry, where every manufacturer and supplier gets together
and figures out what they are going to do.” In effect, it converted Moore’s
law from an empirical observation into a self fulfilling prophecy: new
chips followed the law because the industry made sure that they did.
And it all worked beautifully, says Flamm — right up until it didn’t.
HEAT DEATH
The first stumbling block was not unexpected. Gargini and others had
warned about it as far back as 1989. But it hit hard nonetheless: things
got too small.
“It used to be that whenever we would scale to smaller feature size,
good things happened automatically,” says Bill Bottoms, president of
Third Millennium Test Solutions, an equipment manufacturer in Santa
Clara. “The chips would go faster and consume less power.”
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execute instructions. This effectively put a speed limit on the
electrons and limited their ability to generate heat. The maximum
rate hasn’t budged since 2004.
Second, to keep the chips moving along the Moore’s law perfor
curve despite the speed limit, they redesigned the internal circu
that each chip contained not one processor, or ‘core’, but two, f
more. (Four and eight are common in today’s desktop compute
smartphones.) In principle, says Gargini, “you can have the same 
with four cores going at 250 megahertz a  one going at 1 gigahe
practice, exploiting eight processors means that a problem ha
broken down into eight pieces — which for many algorithms
ficult to impossible. “The piece that can’t be parallelized will lim
improvement,” says Gargini.
Even so, when combined with creative redesigns to compens
electron leakage and other effects, these two solutions have en
chip manufacturers to continue shrinking their cir uits and k
their transistor counts on track with Moore’s law. The question 
what will happen in the early 2020s, whencontinued scaling is no 
possible with silicon because quantum effects have come into play
comes next? “We’re still struggling,” says An Chen, an electrical en
who works for the international chipmaker GlobalFoundries in
Clara, California, and who chairs a committee of the new road m
is looking into the question.
That is not for a lack of ideas. One possibility is to emb
compl tely new paradigm — something like quantum comp
which promises xponential speed upfo  cer ain calculatio
neuro m rphic computing, which aims to model processing ele
on neurons in the brain. But none of these alternative paradigm
made it very far out of the laboratory. And many researchers thin
quantumcomputing will offer advantages only for niche applic
rather than for the everyday tasks at which digital computing 
“What does it m an to quant m balance a chequebook?” wo
Joh  S lf, hea  of c puter science research at the Lawrence Be
Natio al Laborat ry in Berk ley, California.
MATERIAL DIFFERENCES
A different approach, which does stay in the digital re lm, i  the
to find a ‘millivolt switch’: a material that could be used for dev
least as fast as their silicon counterparts, but that would generate
less heat. There are many candidates, ranging from 2D graphen
compounds to spintronic materials that would compute by fl
electron spins rather than by moving electrons. “There is an eno
research space to be explored once you step outside the confines
established technology,” says Thomas Theis, a physicist who dire
nanoelectronics initiative at the Semiconductor Research Corpo
(SRC), a research funding consortium in Durham, North Caro
Unfortunately, no millivolt switch has made it out of the labo
either. That leaves the architectural approach: stick with silico
configure it in entirely new ways. One popular option is to g
Instead of etching flat circuits onto the surface of a silicon wafer
skyscrapers: stack many thin layers of silicon with microcir
etched into each. In principle, this should make it possible to
more computational power into the same space. In practice, ho
this currently works only with memory chips, which do not 
heat problem: they use circuits that consume power only w
memory cell is accessed, which is not that often. One example
Hybrid Memory Cube design, a stack of asmany as eight me
layers that is being pursued by an industry consortium orig
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Figure 1: Moore’s law road map. Im e taken fr m [1].
Chipmakers deliberately have chose to stay o the Moore’s law
track, which has evolved the first crude ho e comput rs of the 1970s
to the nowadays available smartphones, tablets and also exhotic wear-
able technologies [2]. Nonetheless it is becoming increasingly evident
that the Moore’s law is about to hit a brick wall: transistors are reach-
ing the size of ∼ 2-3nm, where electronic transport is governed by
quantum uncertainties that will make transistors hopelessly unreli-
able. The quest for a change of paradigm is becoming more and more
urgent.
P otonics, i.e. the sci nce of light, could be the solution f r this out-
standi g ssue of ur modern informatio society. As a matter of fact,
optic fibres have a ready star ed to replac copper ires all around
the world. Indeed, fiber-optics communic tions guarantee tra smis-
sio over longer distances and at h gher bandwidths (data rates) th n
1
2 introduction
wire cables. Moreover, optical fibres suffer less losses with respect
to metal wires and they are also immune to electromagnetic inter-
ference. Nowadays optical fibres allow light to be guided through 1
km of glass fibre with a loss as low as ∼ 0.15 dB (∼ 3.4%) at the wave-
length of maximum transparency that is at λ = 1.55µm (third telecom
window) [3].
On the other hand, optoelectronic and photonics technologies are
becoming less costly and more integrated, leading the opportunity to
increasingly miniaturize optical components. This is the framework
where silicon photonics wants to play the the leading role in this scien-
tific and technological challenge.
Despite the absolute dominion of silicon in the recent microelectron-
ics revolution, we did not face at first, the same impetuous devel-
opment in the field of Photonic Integrated Circuits (PIC). The main
bottlenecks were the intrinsic indirect band-gap structure of silicon,
which poses even today challenges to have active devices on chip;
and also the lack of second order nonlinearity which prevents the de-
velopment of modulators based on the electro-optic effect. For these
reasons the first PICs were based upon III-V semiconductors, such as
indium phosphide (InP), which allows the integration of various opti-
cally active (direct band-gap) and passive functions on the same chip.
Nevertheless the vision of optoelectronics to have the integration of
optics and electronics on the same chip, considerably pushed also the
research towards the silicon photonics.
That was also the visionary idea of Soref which stated in 1993 [4]:
"The decade of the 1990’s is an opportune time for scientists and engineers
to create cost-effective silicon “superchips” that merge silicon photonics with
advanced silicon electronics on a silicon substrate. We can expect significant
electro-optical devices from Column IV materials (Si, Ge, C,and Sn) for a
host of applications.".
Soref envisaged a silicon-based super-chip which included low-loss
coupling of optical components, plus low parasitic electrical connec-
tion of adjoining components.
Let us introduce the fundamental building blocks for the light manip-
ulation on PIC: optical waveguides and micro-resonators. These can be
thought as the optical counterpart of what transistor represents for
microelectronics, see Figure 2.
Optical waveguides can be fabricated in different geometries, but
are almost always characterized by the presence of a central core, sur-
rounded by a cladding of lower refractive index, that confines light
by means of total internal reflection (an exception to this scheme is rep-
resented by the Bragg-reflection waveguides [6]). Optical fibres are
a particular type of waveguides, made of glass and with cylindrical
geometry.
Silicon is characterized by a very high refractive index with respect
to the ones of the typically used cladding materials. For example in
1.1 silicon photonics 3
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Figure 2: Silicon Photonics road map with respect to microelectronics dur-
ing the years. From the basic building blocks, progressively more
complex circuits have been realized by connecting together several
components. Image taken from [5].
the case of the Silicon-on-Insulator (SOI) technology, at λ = 1.55µm
the refractive index of silicon is about 3.48, while the refractive index
of silica which acts as the lower cladding material is about 1.44 [7, 8].
The strong refractive index contrast allows the manufacture of very
compact photonic devices on a small footprint in a single chip. The
record to date is more than thousands per cm2 [9]. The typical cross-
section dimensions for a rectangular single-mode SOI optical waveg-
uide are 220× 450nm2. The small effective mode area of silicon opti-
cal waveguides, enhance light matter interaction. Silicon possesses a
strong χ(3) material nonlinearity, which can be effectively enhanced
by the small cross-section of the device [10].
While for certain photonics applications, such as optical fiber com-
munications or high power lasers [11], nonlinearities are detrimental
to correct device operation, in other research areas they are actually
highly sought for. As it will be discussed in detail in Section 1.2, ma-
terial nonlinearities open a plethora of interesting phenomena: wave-
length conversion, electro-optic modulation and generation of entan-
gled photon pairs among the others [12].
Now, if one takes a waveguide and bends it on itself one obtains a
planar microring resonator. Microring resonators are used in PIC for
several applications: biomolecular sensing [13], routing of light [9]
and for enhancing light matter interaction to trigger nonlinear effects
[12].
4 introduction
A so called whispering-gallery-mode-resonator, is characterized by
constructive light interference condition occuring at specific wave-
lengths. Interference effects are due to the wave nature of light. As a
matter of fact, whispering-gallery waves were first explained within
the St Paul’s Cathedral in 1878 by Lord Rayleigh for the case of acous-
tic waves [14]. He realized that whispers could be heard across the
dome but not at any intermediate position.
In the case of optical resonators, the resonance condition is given by
the following relation:
mλm = 2piRneff(T) (1)
where λm is the resonant wavelength and m is the mode number of
the ring resonator. R is the radius of the ring resonator and neff(T) is
the effective refractive index experienced by the whispering-gallery
wave which travels within the resonator. The strong thermo-optic co-
efficient in silicon allows a reconfigurable control of the microring
resonator spectral characteristics, i. e. of the resonance wavelength
in Equation 1. Again, the high refractive index contrast determines a
strong modal confinement, leading to the possibility to fabricate bend
radii below 5µm [15].
There is actually a vast literature of published works about the demon-
stration of waveguides and microring resonators circuits as building
blocks for a photonic chip [12]. The most advanced effort towards a
CMOS integrated architecture able to interface a light circuit with mi-
croelectronics, instead, was published at the end of 2015 in [16]. Here
the authors reported an electronic–photonic system on a single chip,
integrating over 70 million transistors and 850 photonic components
that work together to provide logic, memory, and interconnect func-
tions. Optical devices were fabricated using a standard microelectron-
ics foundry process that is used for modern microprocessors. In par-
ticular, the chip was fabricated using a commercial high-performance
45nm CMOS silicon-on-insulator (SOI) process. The optical modula-
tion capability was realized by means of a silicon microring resonator,
with a radius of 5µm, coupled to a waveguide. The light source used
was a 1183nm laser, still not integrated on chip. Through a Field
Programmable Gate Array (FPGA) control unit, successful execution
of the Hello world basic functionality test and the STREAM memory
benchmark, were demonstrated as examples of terminal-based pro-
grams [17].
Overall, this was an impressive demonstration of chip-scale electronic–
photonic systems integration, with the ambitious aim of revolutioniz-
ing computing system architectures.
Things get even more interesting if instead of linear classical pho-
tonic circuits, quantum mechanical phenomena, such as superposi-
tion and entanglement, are exploited to process, transmit, and encode
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information. This is the case for example of Quantum Information
(QI) applications where the generation of nonclassical states of light
by means of spontaneous nonlinear process has become a fervent re-
search area in recent years.
It is in this context that quantum integrated photonics on a silicon
based chip could provide a successful platform for the incoming
quantum revolution.
1.2 nonlinear optics
A nonlinear medium is characterized by a nonlinear relation between
the polarization density P and the incident electric field vector E. Gen-
erally this relationship is linear if |E| is small, but becomes nonlinear
when |E| acquires values comparable to the inter-atomic electric fields,
which are typically of the order 105 − 108V/m.
In the Drude-Lorentz model, one can think that the electric field of
the incident light drives the dipole of the atoms or molecules causing
them to oscillate like springs as it travels through the material. It is
possible for an high intensity light to force these dipoles to the point
that they oscillate with a nonlinear response such that the re-emitted
light contains additional frequencies.
In an ideal linear optical material, the linear polarization vector P0 is
related to the applied optical field E by [3, 18]
P0 = ε0χ(1) · E = ε0
∑
ij
χ
(1)
ij Eiuˆj, (2)
being ε0 the vacuum permittivity, χ(1) the first order susceptibility
(which is a second rank tensor whose elements are labelled by χ(1)ij ),
Ei the i−th component of the field E, while uˆj is the unitary ver-
sor. Note that if the medium is isotropic, the susceptibility becomes
simply a scalar coefficient. χ(1) describes the refraction or dispersion
characteristics of the incident wave, usually called pump wave, in the
medium.
If E is strong enough, nonlinear optical effects start to be important
in the medium, inducing a variation PNL in the polarization vector.
The polarization vector P can be written in general as:
P = P0 + PNL (3)
where PNL is due to nonlinear optical effects and is defined as:
PNL = P(2) + P(3) + ... = ε0
[
χ(2) : E2 + χ(3)
...E3 + ...
]
=
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= ε0
∑
ijk
χ
(2)
ijkEiEjuˆk +
∑
ijkl
χ
(3)
ijklEiEjEkuˆl + ...
 (4)
being P(2) and P(3) the second and third order nonlinear polariza-
tion vectors, while χ(2) and χ(3) are the second and the third order
susceptibilities. In general, the j−th order nonlinear susceptibility is
a tensor of rank (j+ 1): for isotropic or amorphous materials (such
as silica-based optical fibers) it can be considered as a scalar quantity,
while for crystalline structures (such as silicon) it must be considered
in its tensorial form. Higher order susceptibility terms are smaller
and smaller and they are effective only for large field intensities.
The propagation of light in a nonlinear medium is governed by the
wave equation, which has the form [18]
∇2E− n
2
c20
∂2E
∂t2
=
1
0c
2
0
∂2PNL
∂t2
(5)
where n is the linear refractive index of the medium and c0 is the
speed of light in vacuum. It is thus evident from Equation 4-5 that
the time-varying nonlinear polarization term PNL plays the role of a
source of new components for the electromegnetic field.
It is worthy to point out that centrosymmetric media have a vanish-
ing χ(2) coefficient in the electric-dipole approximation. Therefore, in
these types of media the lowest order available nonlinearity is the
third order. A remarkable example is silicon. A possible way to break
the centrosymmetry, and thus induce a χ(2) in silicon, can be obtained
by stressing a silicon waveguide with a silicon nitride over-layer. This
has been experimentally demonstrated in [19]. We will come back to
this in Chapter 3, in which an experiment based on strained silicon
waveguides is presented.
The second order effects can be evaluated by representing the prop-
agating electric field E in the material as the superposition of two
waves E1 and E2:
E(r, t) =
2∑
n=1
(
En(r,ωn)e−iωnt + c.c.
)
, (6)
where c.c. stands for "complex conjugate". From Equation 4, the sec-
ond order nonlinear polarization vector can be derived [18]:
P(2) = ε0χ(2) :
[
E21e
−i2ω1t + E22e
−i2ω2t + 2E1E2e−i(ω1+ω2)t+
+2E1E∗2e
−i(ω1−ω2)t + E1E∗1 + E2E
∗
2
]
+ c.c. (7)
The first two terms in Equation 7 correspond to Second Harmonic
Generation (SHG), a process where a photon at frequency 2ω is gener-
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ated from two photons at frequencyω. The third and the fourth terms
in Equation 7 correspond to Sum Frequency Generation (SFG) and to
Difference Frequency Generation (DFG). In these processes a photon
is generated (respectively) at frequencies ω1 +ω2 and ω1 −ω2. The
last terms of Equation 7 give rise to the generation of a DC component
of the polarization vector. This process is called optical rectification.
Another interesting χ(2) process is called Spontaneous Parametric
Down Conversion (SPDC). It can be viewed, at the first order, as the
fission of a pump photon into two lower frequencies photons, typi-
cally called signal and idler. The classical framework fails to provide a
full description of the SPDC process due to the fact that the process
is of spontaneous nature: SPDC can not be derived from Equation 7.
SPDC is stimulated by random vacuum fluctuations and it happens
without the coupling of any additional weak field (as it is the case of
the difference frequency generation DFG). Signal and idler photons
are generally correlated in momentum, energy and time, where the
degrees of correlation depends on the parameters of the pump, the
medium and the collection optics [20].
Following the approach used for the second order case, the third or-
der nonlinear polarization vector P(3) can be written by expanding
the total electric field as the sum of three waves [21]:
P(3) = ε0χ(3)
...
[
E31e
−i3ω1t + 3E21E2e
−i(2ω1+ω2)t + 3E21E
∗
2e
−i(2ω1−ω2)t+
6E1E2E3e−i(ω1+ω2+ω3)t + 6E1E2E∗3e
−i(ω1+ω2−ω3)t+
3 |E1|
2 E1e−iω1t + 6 |E2|
2 E1e−iω1t
]
+ c.c. (8)
In this formula, for reasons of simplicity, all the possible permutations
of the waves indices have been omitted. The first term in Equation 8
is related to Third Harmonic Generation (THG). In this process three
photons with identical frequencies ω generate a photon at triple fre-
quency 3ω. The second to fifth elements of the summation are respon-
sible of Four Wave Mixing (FWM), where in general the interaction
of three waves give rise to a fourth wave. The sixth term of the sum-
mation is responsible of both Self Phase Modulation (SPM) and Two
Photon Absorption (TPA). SPM is related to the real part of the third
order susceptibility χ(3), while TPA is related to the imaginary part
of χ(3). In semiconductor materials, TPA refers to the absorption of
two photons whose energies sum up to the energy required for the
excitation of an electron from the valence to the conduction band [22].
The last term in the summation in Equation 8 is responsible for the
cross Phase Modulation (XPM). XPM is still related to an intensity de-
pendent refractive index, but here it is a signal at frequency ω2 that
influences the propagation of a signal at frequency ω1.
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Typically, in nonlinear wave-mixing processes the energy  hω and
momentum  hk must be conserved. Note that the fulfilment of the en-
ergy conservation does not imply the momentum conservation, since
the nonlinear medium is in general dispersive. We will see in Chap-
ter 2 that this phase mismatch actually inhibits constructing interfer-
ence and therefore lowers the efficiency of the nonlinear process.
Spontaneous FWM can be viewed as the χ(3) counterpart of the χ(2)-
mediated SPDC. In particular, degenerate spontaneous FWM hap-
pens when two pump photons are spontaneously annihilated, gen-
erating a signal and idler photon, as it is sketched in Figure 3.
SPDC
𝜔𝑝
SFWM
𝜔𝑝
𝜔𝑝 𝜔𝑠
𝜔𝑖
𝜔𝑠
𝜔𝑖
Figure 3: Energy diagram of the two nonlinear spontaneous parametric pro-
cesses: SPDC and degenerate spontaneous FWM. Image taken
from [12].
It can be shown that the state generated in spontaneous parametric
processes can be in general written as [23]:
|ψ〉 =
∞∑
n=0
cn |n〉s |n〉i (9)
where n is an integer number and the subscript s,i stands for signal
and idler respectively. The coefficient which appears in the sum is
cn =
[tanh(s)]n
cosh(s) , where s is the squeezing parameter that depends on
the pump intensity [23].
In Equation 9 the braket notation was introduced, which is the stan-
dard notation used for describing quantum states in the linear algebra
formalism [23]. The state |ψ〉 denotes a vector which belongs in gen-
eral to an infinity-dimensional complex Hilbert space [24]. According
to the Copenhagen interpretation of quantum mechanics, the prob-
ability to generate the state |n〉s |n〉i in Equation 9 is given by |cn|2
[25].
The quantum state in Equation 9 expresses the fact that most of the
time the generated state is |ψ〉 = |n〉s |n〉i = |vac〉, i.e. there is no gen-
eration of photon pairs. The term with n = 1 in Equation 9 refers to
the generation of a pair of photons, while terms with n > 1 are re-
ferred to multi-pair emission. If the pump field intensity is sufficiently
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low, one can safely neglect higher order terms and approximate the
state with the generation of only a signal and an idler photon, see
Figure 3.
1.3 quantum optics
The increasing ability of exciting the spontaneous nonlinear paramet-
ric processes of SPDC and FWM, led to an impetuous development
in the study of quantum states of light. The so called second quan-
tum revolution is approaching and its importance is highlighted by
the recent huge investment of the European Commission in the 1-
billion-e-Flagship-scale initiative in quantum technology [26, 27]. In
the first quantum revolution, the fundamental laws of the microscopic
realm were discovered and the quantum mechanical formalism was
developed [28, 29]. In recent years it has been realized that informa-
tion storage, data transmission, and certain logic operations and al-
gorithms can benefit when implemented using quantum-mechanical
approaches [30]. Due to the strong interest and applications in quan-
tum technologies, quantum devices started to move from the univer-
sity laboratories to market applications. University start-up [31, 32]
as well as large multinational companies, including Google, IBM, In-
tel, Microsoft and Toshiba, have started to heavily invest in quantum
technologies [33]. This is the case, for example, of quantum compu-
tation, quantum cryptography, quantum lithography and quantum
metrology.
The unit of quantum information is called qubit, or quantum bit,
which can be thought as the quantum analogue of a classical bit. A
qubit is a two-state quantum mechanical system, which can be in a
superposition of both states at the same time as follows [30]:
|ψ〉 = α |0〉+β |1〉 (10)
where α and β are probability amplitudes, which are in general com-
plex numbers. From a topological point of view, a qubit can be de-
scribed with the Bloch sphere, represented in Figure 4.
The Bloch sphere is the geometrical representation of the C2 Hilbert
space, which is the space vector where the quantum states in Equa-
tion 10 belongs to. The points on the surface of the sphere correspond
to the pure states of the system, whereas the interior points corre-
spond to the mixed states, i.e. statistical ensembles of pure states [30].
In spherical coordinates, the two-level quantum state in Equation 10
can be also written as:
|ψ〉 = α |0〉+β |1〉 = cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉 (11)
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Figure 4: Bloch sphere.
where 0 6 θ 6 pi and 0 6 φ 6 2pi.
When we measure the qubit in the |0〉 , |1〉 basis, the probability of out-
come |0〉 is |α|2 and the probability of outcome |1〉 is |β|2. Moreover
we require the condition |α|2 + |β|2 = 1, that is to say that the quan-
tum state in Equation 10 is normalized to 1 for the total probability
conservation.
An interesting way to encode a qubit is by using the polarization
of a single photon: here the two states which appear in Equation 10
can be for example the vertical and horizontal polarization. Photons
have the advantages to interact weakly with the environment over
long distances and can be manipulated with linear optics. In 2001
a major breakthrough showed that scalable quantum computing is
possible using only single photon sources and detectors, and sim-
ple (linear) optical circuits [34]. The whole Bloch sphere, sketched in
Figure 4, is therefore accessible with linear optics operations: phase
retardation, polarizing and non-polarizing beamsplitters in the case
of polarization encoding. Together with university quantum centres,
nowadays there are also companies which pursue all-optical archi-
tecture for quantum computing, exploiting the unique properties of
photons as information carriers [35, 36].
Besides quantum computation, quantum communication is another
hot topics which has faced amazing step further in recent years. In
this field, quantum cryptography is one of the main interesting topic,
due the strong interest in the protection of sensitive data from banks
and national governments. The goal of cryptography is to enable
two parties (commonly called Alice and Bob) to mask confidential
messages such that the transmitted data are illegible to any unau-
thorized third party. Usually this is done by sharing secret keys, the
most widely use for secure data transmission is the RSA cryptosys-
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tem. RSA stands for Ron Rivest, Adi Shamir and Leonard Adleman,
who first publicly described the algorithm in 1977 [37]. RSA is based
on factorization, which is a one-way function: it is relatively easy to
compute the product of two prime integers, but it is tedious and time
consuming (especially with key lengths of 2048 or more bits) to fac-
torize a number. No efficient algorithm for factorization has ever been
disclosed, although there is no formal proof that such an algorithm
does not exist [30].
The recent development of Quantum Key Distribution (QKD) can
cover this major loophole of classical cryptography [38, 39]. It allows
Alice and Bob to establish two completely secure keys by transmitting
qubits along a quantum channel. The underlying principle of QKD is
that nature prohibits to gain information on the state of a quantum
system without disturbing it. The first QKD scheme and probable the
most famous quantum cryptography protocol is named BB84 proto-
col. It was theoretically proposed by Bennett and Brassard in 1984
[40], and make use of a single-photon source. Other QKD protocols
were also developed: B92 protocol [41], the six-state protocol [42], the
SARG protocol [43] and the Ekert protocol (E91) [44]. For example
the E91 scheme uses entangled photon pairs instead of single-photons,
as it is the case of BB84.
An entangled state is defined as a quantum state in the composite
system of two or more subsystems, which cannot be factored as a
product of states of its local constituents [45]. An important conse-
quence of this is that the measurement of the state of one particle
in a two-particle entangled state defines the state of the second par-
ticle istantaneously, whereas neither particles possess their own well
defined state before the measurement. If we consider two non inter-
acting systems A and B with respective Hilbert spaces HA and HB,
the Hilbert space of the composite system is defined as the tensor
product HA ⊗HB [46]. Given two basis vector {|0〉A , |1〉A} of HA and
two basis vector {|0〉B , |1〉B} of HB the following is an example of an
entangled state [46]:
|ψ〉AB =
1√
2
[
|0〉A ⊗ |1〉B − |1〉A ⊗ |0〉B
]
(12)
If the composite system is in this state, it is impossible to attribute to
either system A or system B a single state in the Hilbert space (pure
state). The state which appears in Equation 12 is one of the four Bell
states, which are specific maximally entangled quantum states of two
qubits [47]. Entangled photon pairs with a quantum state as the one
in Equation 12 can be produced through SPDC or spontaneous FWM
in different degrees of freedom, such as: polarization, momentum, en-
ergy, time-bin and path-encoding [38, 48].
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Now the question: does QKD protocols work in real-life applications?
The main problem in practical applications of QKD is the range limita-
tions between the communications partners Alice and Bob. The span
of current QKD systems is limited by the photon loss in the channel
(optical fibers or terrestrial free space), which normally scales expo-
nentially with the channel length. To the best of my knowledge, the
record distance of QKD based provably secure cryptographic with
low-loss optical fibres is 307 km [49]. One possible solution to increase
the distance, is to set up a network of trusted nodes, with QKD re-
peaters [50]. A remarkable real-life example of QKD in a standard
optical fiber network was demonstrated in Vienna in 2008 [51].
In order to go beyond trusted nodes, which restrict QKD to ground
systems, the next option is to get rid of the optical fiber. It is possible
to exchange keys using quantum cryptography in free space, between
a terrestrial station and a low earth orbit satellite. As a matter of fact,
China has recently launched a satellite with quantum communication
devices [52]. A sketch of the Chinese quantum satellite is reported in
Figure 5.
Figure 5: Sketch of the Chinese quantum satellite. The insets show the free
space optical set-up for the transmitter and receiver stage.
The authors demonstrated satellite-based distribution of entangled
photon pairs to two locations separated by 1203 km on the Earth. The
separation between the orbiting satellite and these ground stations
varies from 500 km to 2000 km. They observed two-photon entangle-
ment and a violation of Bell inequality by 2.37 ± 0.0.9. The Bell in-
equality is a useful metric, used to determine the degree of entangle-
ment of a quantum system [53, 54]. Bell measurement with photons
are based on timing coincidence measurements, first demonstrated
in 1970 by Burnham and Weinberg [55, 56]. With the transmission of
entangled photons through the Earth’s atmosphere in [52], it was pos-
sible to remarkably improve the maximum entanglement free-space
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distribution separation previously reported of ∼ 100 km [57].
It is thus evident that the ability to generate, manipulate and de-
tect quantum states of light is pivotal for the development of ro-
bust and scalable QKD and, more in general, for optical-based quan-
tum technology. Many proof-of-concept quantum optical experiments
have been reported so far with bulk nonlinear crystal, such as potas-
sium titanyl phosphate KTP, lithium niobate LiNbO3 and barium bo-
rate BBO [57–60]. However the quest of quantum technologies for
integrated optical architecture becomes increasingly evident for im-
proved performance, miniaturization and scalability [61, 62].
The first on-chip manipulation of entangled photon pairs was demon-
strated by Politi et al. in the seminal work published in 2008 [63],
which can be thought as the first successful demonstration of an in-
tegrated quantum photonic circuit. Still, the on-chip integration level
was only attained at the manipulation stage. Indeed, that was a-chip-
in-a-lab, while the general final goal of integrated quantum photonics
is to have a-lab-on-a-chip.
In other terms, the vision of the integrated quantum photonics com-
munity is to have all the main building blocks of a quantum photonic
circuit integrated on a chip:
• Integrated source of entangled or single-photons, depending on
the applications. This refers both to the nonlinear photon-pair
source, as well as to the on-chip integration of an active laser
pump source;
• Reconfigurable on-chip manipulation;
• On-chip single-photon detection.
The two following questions naturally arise:
What is the right platform?
What is the current lab-on-a-chip state of the art?
Numerous integrated quantum photonics chips were demonstrated
so far in the silica platform [63–70]. On the other hand, the silicon
platform is particularly appealing due to the mature CMOS (Comple-
mentary Metal-Oxide-Semiconductor) fabrication technology, which
had driven the micro-electronics revolution in the last century. We
already commented in Section 1.2 that due to the centrosymmetric
crystalline structure, silicon exhibits a vanishing χ(2). Nonetheless,
the exploitation of the χ(3) spontaneous FWM effects, led to efficient
generation of photon pairs both in waveguides and resonators geome-
tries [71–76].
In particular in [71] the generation and manipulation of so called
N00N states, or path-entangled states, in spiral waveguides was demon-
strated on the silicon-on-insulator platform. These states are such that
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N photons are in a superposition of all being in one location and all
being in a second location. The on chip reconfigurable photon state
manipulation was performed with thermal phase shifter placed on
top of the silicon waveguides. Thanks to the relatively large silicon
thermo-optic coefficient, it is indeed possible to efficiently tune the
refractive index for inducing controllable phase shifts experienced by
the photons travelling within the waveguides. A follow-up of this
work was published in [77], where the path-entangled generation
was achieved through spontaneous FWM within two microring res-
onators, as it is sketched in Figure 6.
Q
uantum entanglement is at the heart of quantum
information science: entanglement between photons
and the vacuum gives security to quantum communica-
tions channels; entanglement between photons passing through a
sample enables its super-resolution measurement; and entangle-
ment between qubits provides the tremendous power behind
quantum computation1,2. Qubit entanglement is regularly
generated in bulk- or ﬁbre-based quantum optical systems by
directly using the intrinsic polarization correlations of the
photon-pair source3,4, and on-chip using post-selected logic
gates5,6. On-chip sources of photon pairs have been recently
developed7–10, but rely on nonlinear processes in which all
ﬁelds—pump, signal and idler—are co-polarized, both due to the
increased strength of such processes and due to the difﬁculty of
controlling polarization with integrated optics (with some
exceptions11–13). Since source-based entanglement typically lies
in the photonic polarization degree of freedom, on-chip sources
of path-qubit entanglement have been scarce.
We present a silicon-on-insulator photonic chip operating in
the central telecommunications band, which can generate and
analyse the path entanglement produced by two coherently
pumped photon-pair sources. As shown in Fig. 1, a pulsed pump
laser is launched into two microring photon-pair sources that
produce pairs in a superposition between being created in one
source or the other. The device reconﬁgures this superposition,
using on-chip demultiplexers and a waveguide crossing, into an
entanglement between two photonic path qubits. Finally, these
path qubits are analysed using two on-chip Mach–Zehnder
interferometers (MZIs). Embedded thermo-optic modulators
facilitate electro-optic control and reconﬁguration of the device.
The pump laser, pump-suppressing ﬁlters and detectors are all
ﬁbre integrated, off the chip. In this work, we integrate narrow-
band photon sources, spectral demultiplexers and reconﬁgurable
optics into a single device. We describe and quantify the
performance of each of these functionalities, culminating with a
precise estimation of the on-chip path-entangled state and a strict
test of its entanglement.
Results
Resonant photon-pair generation. Spontaneous four-wave
mixing (SFWM)9,10 is an effect of the third-order nonlinear
susceptibility w(3) of the medium—the silicon waveguide core. We
use SFWM to produce photon pairs on-chip. By convention, the
two constituent of each pair are referred to as ‘signal’ and ‘idler’
photons, with frequencies ns and ni, equally spaced on either side
of the pump frequency np; we will refer to the higher-energy
photon as the signal (that is, ns4np4ni). SFWM acts to
annihilate two photons from the (degenerate) pump and create
the signal and idler at new frequencies via the phenomenological
Hamiltonian H^ / aiya2pays þ aiay2p as. Each SFWM event conserves
the energy and momentum of the input photons. In our
experiment, SFWM occurs in the optical cavities formed by two
microring resonators, which modify the density of states of the
parametric ﬂuorescence, and structure the spectrum of these
photon pairs into bright ﬂuorescent peaks around the cavity
resonances14,15. This structure differs from the characteristic ﬂat,
broad spectrum of straight-waveguide-based sources, which is
shaped by momentum conservation alone.
We pumped on resonance with the cavity at np, and collected
signal and idler photons from adjacent cavity resonances, one free
spectral range over, at ns,i¼ np±800GHz. The cavity linewidth
was 21GHz. Source resonances cause the highlighted dips in the
transmission spectrum of Fig. 2a; the peaks in that spectrum are
due to the signal–idler demultiplexers, discussed later. Our pump
laser produced 10.8-ps pulses, with a 40GHz linewidth, at a rate
of 51MHz. Since SFWM takes in two pump photons, its
efﬁciency scales quadratically with pump power for low squeezing
values. However, due to the strong two-photon absorption of
silicon in the near-infrared, this quadratic scaling only holds at
low power, before two-photon absorption starts to dominate16.
In our measureme ts, a average pump power of 150mW
(253mW peak) was delivered, leading to generation probabilities
of 0.06 and 0.09 pairs per pulse for the two sources. Sy tem losses
reduced these at-source generation rates to around 30 measured
coincidences per second, with a coincidence-to- ccidental ratio of
around 10. Hereafter, all results are derived from net coincidence
data, with accidental coincidences subtracted. An imbalance in
efﬁciency between the top and bottom sources was somewhat
compensated by the measured 54% reﬂectivity of the ﬁrst coupler,
leading to a source balance of b¼ 43%.
Quantum interference. Interference between photons from
different sources requires those photons to be indistinguishable in
all degrees of freedom, but spectral indistinguishability poses a
particular ch llenge. We refer to this spectral i distinguishability
as the overlap, s, which runs from s¼ 0 for fully distinguishable
photon pairs to s¼ 1 for indistinguishable ones. We explored the
overlap between the two microring sources by conﬁguring
the device to interfere the signal–idler superposition on the
‘idler’ interferometer of Fig. 1, which was conﬁgured as a beam
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Figure 1 | Schematic layout of the device. A picosecond pump pulse is coupled into the silicon chip where it generates a superposition of photon
pairs via spontaneous four-wave mixing. This superposition is separated into signal (blue) and idler (red) path qubits, which are analysed by two MZIs.
Thermo-optic phase shifters are shown in yellow. Photons at the output are separated from residual pump by ﬁbre wavelength-division multiplexers
(not shown) and collected by single-photon detectors.
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms8948
2 NATURE COMMUNICATIONS | 6:7948 | DOI: 10.1038/ncomms8948 | www.nature.com/naturecommunications
& 2015 Macmillan Publishers Limited. All rights reserved.
Figure 6: Sketch of the experimental layout for path-entanglement genera-
tion between ring resonator photon-pair sources on a silicon chip.
Image taken from [78].
Very recently, a chip-based quantum key distribution was demon-
strated in [78]. Here the authors adopted the III-V InP platform for the
integration of an active electrically driven laser source and the silicon
oxynitride (SiON) CMOS compatible platform for the demonstration
of three QKD protocols: BB84, coherent one-way [79] and differential
phase shift [80]. Clock rates up to 1.7GHz, low quantum bit error rate
(0.88%) and estimated secret key rates up to 568 kbps for an emulated
20 km fibre link were demonstrated.
However, even in this technologically state-of-the-art experimental
demonstration of a chip-based QKD, the on-chip single-photon de-
tector integration still lags behind. Despite worldwide global warm-
ing, the integrated quantum silicon photonics future will probably
be extremely cold. This is because, at telecom wavelength, the best
single-photon detectors which show performance close to an ideal
detector, are based on superconducting technology, which requires
cryogenic working temperature [81, 82]. Even though preliminary on-
chip integrations of Superconducting Nanowire Single Photon Detec-
tor (SNSPD) have already been published [83], the real scalability of
such architectures is inherently challenging.
Shifting the paradigm to the MIR could offer several advantages. In-
deed, beyond 2.2µm two-photon absorption (TPA) is not any more
effective in silicon. This is an important point, as it is well known that
TPA leads to a saturation in the photon pair generation rate at tele-
com wavelengths [12, 84]. The recent interest of the photonic commu-
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nity to move to the MIR spectral region has driven the development
of efficient sources [85–87]. However this effort was not followed by a
corresponding MIR detector development. As a matter of fact, SNSPD
are not as efficient in this spectral range as they are at telecom. Yet,
we were recently able to demonstrate MIR coincidence measurements
on twin photons at room temperature [88]. The detection method is
based on efficient up-conversion of the MIR photon pairs into the vis-
ible, subsequently detected by a silicon-based SPAD. The experiment
is based on a free-space configuration, but fully integrated devices
can be conceived with the up-conversion mechanism. For example,
up-conversion capability can be obtained by the exploitation of third
order nonlinear effects in the CMOS compatible SiN or SiON alloy.
Then up-converted visible photons can be efficiently detected by in-
tegrated silicon SPADs, with the control electronics eventually also
integrated on chip.
An important omission that was not discussed so far, is that SPDC
and spontaneous FWM intrinsically suffer from the fact to be proba-
bilistic sources. An ideal single-photon source, instead, would be the
one for which a single photon can be generated at any arbitrary time
defined by the user (on-demand generation), with 100% probability
and arbitrarily fast repetition rate. Examples of efficient deterministic
source of single photons are: semiconductor quantum dots [89], sin-
gle atoms [90] or molecules, ions [91] and color centers [92].
Needless to say, each platform has its own advantages and disadvan-
tages. For example, in the case of semiconductor quantum dots, if
from one side they are able to emit true, telecom, single-photons; on
the other side they are typically forced to work at cryogenic temper-
ature and the wavelength tunability is hard to attain. Only very re-
cently, it was reported that by integrating strain–released InAs quan-
tum dots on piezoelectric substrates, it was possible to achieve wave-
length tunability, albeit with still limited performances [93, 94].
Finally, it is important to remark that SPDC and spontaneous FWM,
are not true single-photon sources. In this processes photon pairs are
emitted with a super-poissonian statistics and signal and idler beam
individually exhibit thermal statistics [23, 95].
On the other hand, the fact that photons are emitted in pairs is par-
ticularly interesting, as it gives the possibility to exploit heralding
schemes. A heralded single-photon source works as follows: if the ex-
citing pump intensity is low enough to avoid multiple pair emission
[96], the presence of a photon is revealed by the detection of the corre-
sponding twin photon. Ideally one would have 100% heralding prob-
ability, i.e. 100% probability of measuring a signal photon once the
heralding idler counterpart has been detected. In general, the herald-
ing probability scales quadratically with the overall loss of the system
from generation to detection, thus putting strict requirements to the
system insertion loss and to the detector efficiency.
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1.4 the siquro project and thesis outline
The PhD thesis work here presented was carried out within the SiQuro
project at the Nanoscience laboratory of the University of Trento. The
project started in September 2013 and lasted four years. It was funded
by the Provincia Autonoma di Trento (PAT) [97].
SiQuro’s goal was to bring the quantum world into integrated pho-
tonics by using the silicon platform and, therefore, permitting the
integration of quantum photonics with electronics. The vision was to
have low cost and mass manufacturable integrated quantum photonic
circuits for a variety of different applications in quantum computing
and secure communications. It must be said that SiQuro was a chal-
lenging and ambitious project, nevertheless important achievements
in the quantum photonics arena were reached.
My thesis is concentrated on the generation, manipulation and de-
tection of quantum states of light. On one side, this was carried on
in strained silicon waveguides, with the final goal to generate MIR
entangled photon pairs via SPDC. Alongside, the generation and ma-
nipulation of correlated photon pair sources by means of spontaneous
FWM in traditional silicon waveguides and microring resonators at
telecom wavelength was also investigated. For the detection of MIR
photon pairs, a suitable detection unit was developed as well. More-
over, even though the long-term goal of the project was the realization
of a silicon quantum photonic circuit, I also implemented free-space
quantum optical experiments. For this, I exploited a bulk nonlinear
crystal, namely lithium niobate (LiNbO3), which has a well-known
sizeable χ(2) nonlinearity.
The thesis is divided into seven Chapters, presented in three main
Parts:
• Part I is dedicated to the discussion of χ(2) sources of entan-
gled photon pairs. In Chapter 2 the generation of NIR and MIR
photon pairs from Periodically Poled Lithium Niobate (PPLN)
is presented. The theoretical framework of quasi-phase match-
ing is introduced and the experimental characterization of NIR
SPDC photon pairs is presented. In Chapter 3 SHG measure-
ments based on multimodal phase matching in strained silicon
waveguides are presented and linked to the theoretical mod-
elling. This is an ongoing experiment within the Nanoscience
group, particularly interesting for the possibility to generate
MIR entangled photon pairs in silicon via SPDC.
• Part II is dedicated to the discussion of χ(3) sources of entangled
photon pairs. In Chapter 4 the experimental investigation of the
optical properties of a relatively high index silicon oxynitride
SiON is presented. In particular, we estimated the thermo-optic
coefficient of the material and its χ(3) coefficient. The precise
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knowledge of this parameters is needed for an effective design
of quantum photonics circuit in this platform. In Chapter 5 the
generation of NIR correlated photon pairs in silicon microring is
presented. The occurrence of both stimulated and spontaneous
FWM was investigated and linked to the theoretical expectation.
A one-to-one comparison with the current state-of-the-art in sil-
icon quantum integrated photonics is also addressed.
• Part III concerns the manipulation and detection of the corre-
lated photon pairs presented in Part I and Part II. In Chap-
ter 6 the theoretical and experimental analysis of an asymmet-
ric Mach-Zehnder interferometer fed by NIR entangled photon
pairs is presented. The situation of an amplitude unbalanced
interferometer asymmetrically excited is considered, where dif-
ferences in the arms imped perfect cancellation of otherwise
closed quantum channels. In Chapter 7 the development of a
novel MIR detector with single-photon detection capability is
presented. By means of spectral translation, coincidence mea-
surements on MIR twin photons at room temperatures are demon-
strated. Finally, in Chapter 8 we demonstrate both theoretically
and experimentally, how it is possible to control FWM in a
photonic molecule made by two coupled silicon microring res-
onators. Only two parameters are required to set the internal
state of the molecule: the inter-resonator phase and their rela-
tive eigenfrequency detuning. The same control can be applied
in particular to spontaneous FWM, which therefore represent
an intriguing possibility to engineer bright sources of correlated
photon pairs in integrated resonators.
The thesis will end with Chapter 9, where concluding remarks and
perspectives will be addressed.

Part I
χ ( 2 ) S O U R C E S O F E N TA N G L E D P H O T O N PA I R S
Part I is dedicated to discuss sources of entangled photon
pairs based on χ(2) optical nonlinearity. In particular in
Chapter 2 the generation of correlated NIR and MIR pairs
of photon from periodically poled nonlinear bulk material
is presented.
In Chapter 3 the activation of a second order nonlinear
effect in strained silicon waveguides is demonstrated and
linked to the possibility to generate MIR entangled photon
pairs in silicon.

2
S P O N TA N E O U S PA R A M E T R I C D O W N
C O N V E R S I O N F R O M T H E N E A R I N F R A R E D T O T H E
M I D I N F R A R E D
In this Chapter the generation of photon pairs by means of the χ(2)
process of Spontaneous Parametric Down Conversion (SPDC) is pre-
sented. In particular the discussion is focused on the generation from
a domain engineered nonlinear crystal, known as Periodically Poled
Lithium Niobate (PPLN). We will see that through the so-called quasi
phase matching, it is actually possible to generate Near infrared (NIR)
and (MIR) correlated photon pairs.
The experiment described in this Chapter was done in collaboration
with Dr. Massimo Borghi and Dr. Mattia Mancinelli.
2.1 spontaneous parametric down conversion
Spontaneous Parametric Down Conversion is a χ(2) process which
can occurs in non-centrosymmetric material. SPDC can be only fully
described within the framework of second quantization as it is of
spontaneous nature, stimulated by random vacuum fluctuations [98].
The essential feature of SPDC is that a single pump photon passing
through a nonlinear optical material can decay into two daughter pho-
tons obeying energy and momentum conservation. For historic rea-
sons, the two output waves are called signal and idler, where the out-
put wave with higher frequency is the signal. An intuitive energy dia-
gram sketch of SPDC is reported in Figure 7. These daughter photons
are correlated in general in momentum, energy and time. Depending
on the polarizations of the interacting fields, one distinguishes be-
tween type-0, type-I and type-II processes. Type-I and II processes
involve orthogonally polarized fields, whereas in type-0 processes all
photons are co-polarized.
The two photons are emitted simultaneously and are characterized, in
the case of a non-domain-engineered material, such that the energy
and momentum conservation holds [18]:
ωp = ωs +ωi (13)
kp = ks + ki (14)
The two-photon quantum mechanical state generated through SPDC
is given by [99]: ∣∣ψgen〉 = eβC†II−H.c. |vac〉 (15)
21
22 spdc from the nir to the mir
SPDC
ωp
ωs
ωi
Figure 7: Sketch of the energy diagram for the χ(2) process Spontaneous
Parametric Down Conversion. The frequency of the pump pho-
ton is denoted as ωp, while the frequency of the generated signal
(idler) as ωs (ωi).
where |β|2 is proportional to the average number of pump photons,
H.c. stands for hermitian conjugate and
C
†
II =
1√
2
∫
dωsdωiφ(ωs,ωi)aˆ†saˆ
†
i (16)
In Equation 16 we have introduced the function φ(ωs,ωi), which is
known in literature as the biphoton wavefunction. The physical inter-
pretation of the biphoton wavefunction is the following: its modulus
square sets the probability to generate a photon pair with frequencies
ωs and ωi.
In the limit of low pump power, |β|  1, the quantum state in Equa-
tion 15 can be written as:∣∣ψgen〉 ' |vac〉+βC†II |vac〉 (17)
such that C†II |vac〉 is a normalized two-photon state characterized
by the biphoton wave function φ(ωs,ωi), which depends in general
on the parameters of the nonlinear system under analysis, the pump
pulse waveform and has to fulfil the energy and momentum conser-
vation relations reported in Equation 13-14. The quantity 2|β|2 is the
average number of generated photons per pump pulse.
In the case |β|  1, it can be shown that the generated number of
photons grows linearly as a function of the incident power [98]. The
experimental verification of this power law is reported in Section 2.4.
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2.2 the phase matching problem in lithium niobate
In this Section, we consider explicitly the process of SPDC in a bulk
crystal. The χ(2) nonlinear bulk crystal medium used in the experi-
ment described in Section 2.4 is lithium niobate (LiNbO3). Lithium
niobate is a nonlinear material which naturally exhibits a strong sec-
ond order nonlinear χ(2) coefficient. The second order nonlinear po-
larization can be written as [31]:
P
(2)
x
P
(2)
y
P
(2)
z
 = 20 ×
 0 0 0 0 d31 −d22−d22 d22 0 d31 0 0
d31 d31 d33 0 0 0


E2x
E2y
E2z
2EzEy
2EzEx
2ExEy

(18)
where the 2-D matrix in Equation 18 is the second-order nonlinear ten-
sor. The highest coefficient is d33 = 14 pm/V , which is the one that
mediates type-0 interaction, i.e. when all the fields are e-polarized
(extraordinary polarized). With respect to the notation used in Equa-
tion 7, this corresponds to χ(2)zzz = 28 pm/V .
Type-0 interactions is actually the one exploited throughout the PhD
thesis with LiNbO3 and it permits us to drop the tensor notation and
consider the second second-order nonlinearity as a scalar quantity,
which we call deff.
Spontaneous Parametric Down Conversion, as any other kind of non-
linear wave mixing process, has to satisfy both energy and momen-
tum conservation laws. Mathematically these conservation laws are
expressed by Equation 13-14. The momentum conservation expressed
in Equation 14 ensures that a proper phase relationship between the
interacting waves is maintained along the propagation direction in-
side the nonlinear medium. Only if that condition is fulfilled, am-
plitude contributions from different locations sum up constructively
in phase at the end of the nonlinear crystal. Note that the accom-
plishment of the energy conservation (Equation 13) does not imply
the momentum conservation (Equation 14), also called phase matching
condition.
Considering for example the case of co-polarized collinear plane waves
propagating in a material along the z axis, with k = k zˆ, the momen-
tum relation 14 becomes
kp = ki + ks =⇒ 1
c0
n(ωp)ωp =
1
c0
[
n(ωs)ωs +n(ωi)ωi
]
(19)
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where c0 is the speed of light in vacuum and n(ω) is the index of
refraction that depends on the frequency.
It is the frequency dependence of the index of refraction that makes
phase-matching impossible in most frequency mixing processes, in-
hibiting constructing interference and therefore lowering the efficiency
of the nonlinear process.
In addition to its intrinsic wavelength dependency, the refractive in-
dex also depends on temperature. It is phenomenologically described
by the Sellmeier equation [100]:
n2e = a1 + b1f+
a2 + b2f
λ2 − (a3 + b3f)2
+
a4 + b4f
λ2 − a5
− a6λ
2 (20)
where the parameters in Equation 20 depend on the material. In par-
ticular, a3 and a5 account for poles in the UV and IR wavelengths,
with a2 and a4 weights respectively. The a1 parameter accounts for
contributions to the refractive index from plasmons in the far UV,
whereas a6 accounts for phonon absorptions in the far IR. Since the
resonance frequencies of these effects are far from the spectral range
of interest their terms have simplified expressions [100]. The bi pa-
rameters account for thermal effects, involving the temperature de-
pendent parameter f defined as f = (T − 24.5)(T + 570.82), where T is
the temperature expressed in ◦C.
In Figure 8 the magnesium doped lithium niobate (5%MgO:LiNbO3)
refractive index dispersion according to the Sellmeier equation at tem-
perature (T =30 ◦C) is reported [101].
Figure 8: Room temperature extraordinary (blue curve) and ordinary (red
curve) refractive index for 5%MgO:LiNbO3. The Sellmeier param-
eters used are the ones reported in [101]. The refractive index is
plotted for the transparency range of the material.
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It is thus evident from Figure 8 that the refractive index is a mono-
tonically decreasing function in wavelength, which forbids the mo-
mentum conservation explicitly reported in Equation 19. This gives
rise to a phase-mismatch ∆k.
In the following we are going to demonstrate that the higher the
phase mismatch ∆k, the lower the generation efficiency in the non-
linear process. To simplify the analysis, let us treat the problem in
a classical framework, i.e. considering the stimulated counterpart of
the SPDC process, namly Difference Frequency Generation (DFG).
We point out that a similar derivation can be done for Second Har-
monic Generation (SHG) as well, which will be analysed in Chapter 3
and for Sum Frequency Generation (SFG), which will be analysed in
Chapter 7. This is also rather obvious, as SHG can be viewed as a
special case of SFG, where the two incoming fields carry the same
frequency.
In DFG, in addition to the pump field at ωp, also the signal field
with frequency ωs is provided, triggering the generation of an idler
field at ωs = ωp −ωi. Here we suppose DFG occurs in a lossless
nonlinear optical medium, excited by collimated, monochromatic, e-
polarized and continuous wave input beams. Furthermore let us sup-
pose a normal incidence of the beam on the nonlinear medium, even
if the treatment could be generalized (see Chapter 7).
Let us describe the pump and signal waves with wavevectors kp
and ks so that their complex amplitudes are E(ωp) = Apeikpz and
E(ωs) = Ase
iksz. Then, one can evaluate the amplitude of the nonlin-
ear part of the polarization of Equation 7 as:
P
(2)
DFG = 40deffE(ωp)E
∗(ωs) = 20χ(2)ApA∗se
i(kp−ks)z (21)
Let us now substitute Equation 21 into the wave equation Equation 5,
and since the fields depend only on the z coordinate, we get
d2Ai
dz2
+ 2iki
dAi
dz
= −
4deffω
2
i
c20
ApA
∗
se
i∆kz (22)
Assuming that
∣∣∣d2Aidz2 ∣∣∣ ∣∣∣ki dAidz ∣∣∣, named slowly varying approxima-
tion, Equation 22 reduces to:
dAi
dz
=
2ideffω
2
i
kic
2
0
ApA
∗
se
i∆kz (23)
Equation 23 shows how the amplitude of the generated idler wave
varies as a consequence of the coupling between the pump and sig-
nal waves. If we assume for simplicity Ap and As to be constant,
known as undepleted approximation, by integrating Equation 23 over
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the nonlinear medium length L, it is possible to obtain the amplitude
of the idler generated field:
Ai(L) =
2ideffω
2
i
kic
2
0
ApA
∗
s
∫L
0
ei∆kzdz =
2ideffω
2
i
kic
2
0
ApA
∗
s
[
ei∆kL − 1
i∆k
]
(24)
It can be shown that the intensity of an optical field is given by the
magnitude of the time-averaged Poynting vector [22], which is linked
to the field amplitude by Ij = 2n(ωj)0c0|Aj|2 (for j = p, s, i).
The intensity of the generated idler is thus given by:
Ii =
2deffω
2
i IpIs
n(ωp)n(ωs)n(ωi)0c
3
0
L2 sinc2
(
∆kL
2
)
(25)
where sinc(x) = sin(x)/x.
As it is evident from Equation 25, the wavevector mismatch infor-
mation appears only in the factor sinc2(∆kL/2). This factor, which is
known as the phase mismatch factor, is plotted in Figure 9.
-4 -3 -2 -1 0 1 2 3 4
" k *L/2 :
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
si
nc
2 ("
 
k 
*L
/2
)
Figure 9: Effects of wavevector mismatch on the idler generated intensity
in Equation 25. Here the maximum generated intensity has been
normalized to one, i.e. only the phase mismatch factor quantity
has been plotted.
The phase mismatch factor is unity for ∆k = 0 and drops as ∆k in-
creases, vanishing when |∆k| = 2piL . Therefore for a given L, the larger
the mismatch ∆k the lower the efficiency. On the other hand, the
phase-matching requirement becomes more stringent as L increase.
For a given mismatch ∆k, we can define a length Lc that is called co-
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herence length, which is a measure of the maximum length where the
parametric interaction process is efficient
Lc =
2pi
|∆k|
(26)
There are various approaches to fullfill the phase matching require-
ment. A possibility is to use birefringent crystalline material, where
the refractive index depends on the polarization and direction of the
light that passes through it. Thus, the polarizations of the fields and
the orientation of the crystal are chosen such that the phase matching
condition is fulfilled. This phase matching technique is called angle
tuning.
We will see in Chapter 3, that in a guided geometry which supports
more than one mode, it is also possible to exploit another phase
matching technique, which is called modal phase matching.
Another technique to make the nonlinear process efficient is called
quasi-phase matching (QPM), which is the one exploited with LiNbO3
nonlinear crystals throughout the PhD thesis.
In QPM, frequency conversion is enhanced via a periodicity in the
nonlinear crystal. The poling is obtained by using electric fields ap-
plied through lithographically defined electrodes, for patterning of
the domain structure of ferroelectrics along the crystal [102]. In what
follows, we will refer to it as Periodically Poled Lithium Niobate
(PPLN).
2.2.1 Quasi Phase Matching
Let us describe in the following how the quasi-phase matching tech-
nique works.
If the medium possesses a position dependent nonlinear coefficient
d(r), from Equation 23-24 we find:
Ii ∝
∣∣∣∣ ∫
V
d(r) e−i∆k·r dr
∣∣∣∣2 (27)
where we have generalized the problem to 3-D. Now if d(r) is an
harmonic function d(r) = d0 eiG·r, with G = ∆k then the phase mis-
match is fully compensated. The wavevector condition of Equation 14,
in this case is replaced with
kp = ks + ki +G (28)
In reality it is rather difficult to fabricate a medium with a continu-
ously varying harmonic nonlinear coefficient, as the one considered
before. Anyhow, it is possible to fabricate simpler periodic structures,
such as as media with nonlinear coefficients of costant magnitude but
periodically reversed sign. This is the configuration exploited in the
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PPLN crystals that are used in Chapters 2-6-7.
It is well known by Fourier analysis that a periodic function can be
decomposed into a superposition of harmonic functions. The one-
dimensional case of a periodically square wave modulation of the
nonlinear coefficient, is expressed as:
d(z) =
∞∑
m=−∞dme
i 2pimzΛ (29)
where Λ is the period and {dm} are the Fourier coefficients.
Any of these components may be used for the phase matching. For
example for the mth harmonic we have that G = m2piΛ = ∆k and thus:
Λ =
m2pi
∆k
= mLc (30)
so that the grating period equals an integer multiple of the coherence
length Lc = 2pi∆k .
Let us point out more quantitatively the improvement of the conver-
sion efficiency attainable by QPM. As provided by the Fourier series
theory in the case of a periodic square wave, dm = 2mpid0 for odd m
and zero otherwise. If phase matching is obtained via the mth har-
monic =⇒ Λ = mLc, then the parametric conversion efficiency is
proportional to d2m =
(
2
pim
)2
d20. On the other hand, a homogeneous
medium with nonlinear coefficient d0 and with the same length L but
that suffers a wavevector mismatch ∆k, has a conversion efficiency
proportional to sinc2
(
∆kL
2pi
)
(equation 25). Now, with the formalism of
the nonlinear coefficient it can be expressed as d20 sinc
2
(
∆kL
2pi
)
which
falls as
(
d0 Lc
piL
)2 when L Lc. By inserting Lc = Λm in the last expres-
sion, it can be appreciated that the improvement of the conversion
efficiency is a factor 4
(
L
Λ
)2.
Thus it is clear that the use of a periodic medium can offer an im-
provement in the conversion efficiency which scales as L2, where L is
the nonlinear crystal length.
2.2.2 PPLN for generation of NIR photon pairs at telecom wavelength
In this PhD thesis work PPLN crystals are used for the generation
of photon pairs in the NIR around 1.55µm and in the MIR, to say
around 3.1µm. PPLN crystals have also been exploited to achieve
SFG, in order to up-convert the generated MIR photon pairs into the
visible. This is discussed in detail in Chapter 7. In this Chapter the
PPLN characteristics for achieving SPDC are analyzed.
In Figure 10 the phase matching curves for the PPLN crystal used in
the NIR generation are reported [31].
The curves are for normal incidence, and represent the fulfilment
of Equation 28 for different nominal poling periods Λ as a function
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Figure 10: Second Harmonic Generation phase matching curves as function
of temperature for 9 different poling periods. Image taken from
datasheet [31].
of the crystal temperature. The fine tuning of the phase matching is
performed by changing the temp rature of the sample with an oven.
Indeed, we ave seen fro the Sellmeier equation (Equation 20) that
th LiNbO3 refractive index does depend on the temperature and
this actually provides a useful degree of freedom to tune the phase
matching condition. Moreover, we will see in Chapter 7 in parametric
stimulated processes, such as SFG or DFG, due to the vectorial nature
of Equation 28, also the relative angle between two incoming fields
upon the PPLN crystal can be exploited to tune the phase matching
condition.
The phase matching curves in Figure 10 refer to SHG between 2 pump
photons around λp = 1550nm, which are nonlinearly converted to a
photon at a wavelength λp/2. This is exactly the inverse process of
degenerate SPDC where a photon at 775nm is spontaneously split
into two equal daughter photons at 1550nm.
As we will see in Section 2.4, it is also possible to excite non-degenerate
SPDC, i.e. with the signal and idler energies that are in general differ-
ent and are fixed to satisfy Equation 13.
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At the considered degenerate wavelength of 1550nm, as can be seen
from Figure 10, three of the available poling periods (18.80µm, 19.10µm,
19.40µm) are able to phase match the process.
The PPLN crystal, shown in Figure 11(a), is sandwiched between
a metal holder and an ITO coated glass. The poled regions have
500µm× 500µm cross section and are 1mm long. Each poled grating
is separated by 200µmwide regions of unpoled material. Some poled
regions are appreciable in Figure 11(b).
2 mm
0.5 mm
Figure 11: (a) Side view of the PPLN crystal. The crystal is completely trans-
parent and is sandwiched between a conductive ITO glass and
a metal holder.(b) Enlarged sideview of the PPLN crystal, show-
ing the locations of the poled regions (actually a reflection on the
metal holder) and the selective poling probing operated by the
laser beam spot. The bright spot in the picture is due to SHG
which generates an optical signal at 775nm, when the nonlinear
crystal is pumped at 1550nm.
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2.2.3 PPLN for generation of MIR photon pairs
The PPLN used for the generation of MIR correlated photon pairs
at around λdeg = 3.1µm contains 16 poled regions and it is 10mm
long. The poling periods ranges from 24.06µm to 36.95µm with a
500µm × 500µm aperture. Each region is separated from the adja-
cent one by 50µm of unpoled material. Considering SPDC process,
with the pump photons at λp = λdeg/2 = 1.55µm, the only available
poling region which could achieve the quasi-phase matching condi-
tion has a nominal poling period equal to ΛnomMIR = 34.48µm.
We will see in Chapter 7, that we experimentally observe degenerate
SPDC emission at Texpdeg = 135
◦C. Compared to the theoretical expec-
tation, this leads to a real poling period of ΛrealMIR = 34.68µm.
In Figure 12 the simulated quasi-phase matched wavelength as a func-
tion of the crystal temperature is reported . The simulation is actually
based on Equation 28 in the case of a collinear process, with the pump
photons at 1.55µm, 10mm, long crystal with the estimated poling pe-
riod of 34.68µm. From Figure 12 it can be seen that at around a tem-
Figure 12: Simulated SPDC spectra as a function of the temperature. The
simulation has been derived considering a collinear SPDC pro-
cess, with the monochromatic pump photons at 1.55µm and a
10mm long crystal with a poling period equal to 34.48µm.
perature of Tdeg = 135 ◦C there is the generation of degenerate photon
pairs at λMIRdeg = 3.1µm, with a bandwidth of 200nm. For lower tem-
perature SPDC occurs in a non-degenerate fashion, where the signal
and idler frequencies are fixed by the conservation of energy and the
process is efficient when the phase matching relation in Equation 28
is satisfied.
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2.3 experimental set-up nir
In this Section the experimental set-up used to generate and detect
SPDC generated photon pairs at telecom wavelength is presented.
The experimental set-up used to generate and detect SPDC generated
photon pairs at around 3.1µm is discussed in detail in Chapter 7.
In Figure 13 the experimental set-up used to generate NIR correlated
photon pairs is reported. The light source is a 775nm Ti:Sapphire
Figure 13: NIR photon pairs generation set-up. (1) 775nm CW laser (2) Gold
mirror (3) Input lens (4) Oven with PPLN crystal inside (5) Align-
ment stage (6) Microscope equipped with a visible camera (7)
Output lens (8) 1500nm long-wave pass filter (9) 1200nm long-
wave pass filter (10) Collimator (11) Temperature controller (TEC).
The long-wave pass filter ordering is not important in the pump
filtering operation.
laser equipped with an acousto-optic modulator that can switch the
laser operation from a quasi-CW (not mode locked) to mode locked.
The laser operates in the quasi-CW regime in our experiment. The
output beam, of approximately 440µm waist, has an average power
of 1W. Its power can be tuned using a variable optical attenuator. A
gold mirror, directs the beam into the input converging lens, which
has a focal length of 5 cm. The PPLN crystal is placed in the focal
plane of the lens, where the beam waist is minimum and equal to
12µm. The PPLN crystal used is shown in Figure 11. The crystal is
1mm long and contains 9 different poled regions of 500µm× 500µm
cross section and. As can be seen from Figure 10, it guarantees quasi
phase matching in the range 760nm - 820nm of input wavelength.
The fine tuning of the phase matching is performed by changing the
temperature of the sample with an oven. This is accomplished using
a temperature controller (TEC). The temperature can be tuned in the
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range 30-200 ◦C, with a stability ±0.1 ◦C.
The SPDC photons and the 775nm pump are collected and colli-
mated by a lens of 8.5 cm focal length. Two long-wavelength pass
filters (1200nm and 1500nm of cut-off wavelength respectively) al-
lows to filter out the pump from the IR light, providing an isolation
higher than 100 dB. Since the SPDC process is inherently inefficient,
such a strong pump filter rejection stage is needed, in order to let
only the generated photon pairs to reach the detector. Due to the
one-octave frequency difference between the pump photons and the
generated ones, this is typically easy to do with SPDC. We will see
in Chapter 5 that the filtering operation becomes less trivial in the
case of photon pairs generated by the χ(3) based nonlinear process of
spontaneous FWM.
Coming back to Figure 13, after the filtering stage, the IR beam is
coupled into a single-mode fiber using a collimator. To maximize the
coupling efficiency, the collimator can be tilted and translated in all
the directions using a micrometric alignment stage. We estimated a
total loss of 7.8 dB from the output facet of the sample to the SM fiber.
The fiber is connected to a single photon counting module (ID Quan-
tique id201) [32], a detecor based on a cooled InGaAs/InP avalanche
photodiode (APD).
2.3.1 Single-photon avalanche photodiode
Spontaneous nonlinear parametric processes, such as SPDC or spon-
taneous FWM, typically leads to extremely low generation efficiency.
Therefore, to detect the generated photon pairs one needs single-
photon counting capability. In Section 2.4 we will see that the mea-
sured SPDC generation efficiency is η ∼ −100 dB.
APD’s are used to detect very low levels of light when it is needed to
have a detector with a large gain factor. An APD is a highly sensitive
semiconductor electronic device that exploits the photoelectric effect
to convert light to electricity. It is basically a reversed-biased pn junc-
tion, with a strong electric field within the junction.
An APD can be used in linear (or proportional) mode by applying
to the pn junction a reverse-bias voltage below the breakdown volt-
age Vbr, or in geiger-mode with a voltage well above the breakdown
voltage. The two operation modes are sketched in Figure 14.
Geiger-mode avalanche photodiode, also known as Single Photon
Avalanche Diode (SPAD), works in the geiger-mode operation and
can achieve single photon counting capability. In this mode, the ab-
sorption of a single photon triggers an avalanche breakdown within
the semiconductor material, thereby creating a large current pulse
that indicates the arrival of the photon. If the primary carrier is photo-
generated, the leading edge of the pulse marks the arrival time of the
detected photons. The generated current is self-sustaining until the
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linear modegeiger
mode
Figure 14: I-V characteristic of a pn junction. A detector works in the reverse-
biased region. For |V | < |Vbr| the APD detection operation is
in linear-mode, whereas for |V | > |Vbr| the operation regime is
geiger-mode.
avalanche is quenched by lowering the bias voltage down to or be-
low the breakdown voltage. At this point, the lower electric field in
the junction is no longer able to accelerate carriers to excite other
carriers, therefore the current ceases. Then, in order to be able to
detect another photon, the bias voltage must be raised again above
breakdown. There can be adopted several quenching mechanisms in
single-photon counting units system. The one used in ID Quantique
id201, is a gated quenching mechanism. With this method, the de-
tector is periodically enabled (|V | > |Vbr|) to detect photons with an
adjustable frequency and duty cycle, which are optimised depending
on the experimental characteristics.
Why don’t we let the detector always on, to maximize the detection
probability of detecting photons?
Well, this is due to the fact that in SPAD thermal effects can produce
current pulses even in the absence of illumination. The resulting av-
erage number of counts per second is called dark count rate and is
a key parameter in defining the detector noise. Dark pulses are due
to electron-hole pairs thermally generated within the semiconductor.
The dark count rate probability PDC in a semiconductor APD gener-
ally follows a Boltzmann distribution, given by [103]:
PDC ∝ e−
∆E
kBT (31)
where ∆E is the semiconductor energy band-gap, kB is the Boltzmann
constant and T is the temperature. For a given material, i.e. fixing the
band-gap ∆E, the higher the temperature, the more the dark counts.
On the other hand, for the same working temperature, from Equa-
tion 31 one can see that, the lower the semiconductor energy band-
gap, the higher the probability to thermally promote electron-hole
pairs. This is the case for example of MIR detectors, which intrinsi-
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cally have higher dark count rate with respect to visible detectors.
In addition, MIR detectors are inherently sensitive to unwanted inci-
dent black-body radiation, which actually represents a non-negligible
source of noise. Cooling the detector generally reduces these two
noise sources, however these detectors still feature a lot of noise and
often exhibit poor signal-to-noise ratios [104], which inhibit single-
photon counting capability. We will see in Chapter 7, that a possible
solution is to efficiently up-convert MIR photons into the visible do-
main, in order to exploit the high efficient and low noise silicon-based
SPAD.
(a)
(b)
Internal trigger
Detection outputDead time
Dark count
ΔT
time
time
1/f
Figure 15: (a) Single photon detection probability versus wavelength. The
red curve reports the 10% level setting at 1550nm, while the 25%
level at 1550nm is reported in black. Image taken from [32]. (b)
Sketch of the principle of operation of a gated APD, with a f
gating frequency and a gate window ∆T .
The total dark count rate includes primary and secondary pulses.
Secondary dark pulses are due to after-pulsing effects. The physical
origin of after-pulse is the following: during an avalanche event some
carriers are captured by deep levels in the junction and subsequently
released with a statistically fluctuating delay; released carriers can re-
trigger the avalanche, generating after-pulses correlated with a pre-
vious avalanche pulse. After-pulsing may strongly enhance the total
dark count rate. Typically fast active quenching and a suitable dead
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time, a tunable time interval which follows each detection in which
the detector is off, strongly reduce the after-pulsing impact on the
detector noise [105].
In the experimental measurements reported in Section 2.4, we used
an InGaAs SPAD (ID Quantique id201) which shows sensitivity in
the range 900−1700nm. Its detection probability is reported in Fig-
ure 15(a). As it is sketched in Figure 15(b), the SPAD works in gated
configuration, i.e. it measures for a time window of ∆T with a fre-
quency f. If the device detects one photon (or a dark count), the de-
tector is then blind for the dead time time window. The SPAD sensi-
tivity has been set to 25%, gating frequency f = 10 kHz and gating
window ∆T = 100ns. We experimentally checked that the 10 kHz gat-
ing frequency actually gives us the better signal to noise ratio. With
this settings, the average dark count rate is DCR = 100Hz and the
maximum count rate is given by CR = 10 kHz (when no dead time is
set).
2.3.2 Home-made monochromator
Since the power of the generated radiation through SPDC is too low
to perform a spectrum with a standard Optical Spectrum Analyser
(OSA) (lowest limit of detection ∼ −90 dBm/nm), a free space mono-
chromator was built to acquire the spectrum of the down converted
photons. A picture of the home-made monochromator is reported in
Figure 16.
In order to be able to record the SPDC spectrum, after the colli-
mator placed in position 10 in Figure 13, the IR radiation is guided
through an optical fiber, coupled at its end to another collimator. To
study the generated spectrum at wavelength lower than 1500nm,
the two long-pass filters in Figure 13 were substituted with a visi-
ble dichroic mirror and a silicon slab.
The SPDC photons are emitted in free space towards a reflection
diffraction blazed grating mounted on a rotating platform (position 3
in Figure 16). The grating used is characterized by 600 grooves/mm
and a dispersion of 1.46nm/mrad. To calibrate the grating, the 0th-
order reflection of a reference He-Ne laser beam (position 2 in Fig-
ure 16) was traced over a graduated system which follows the rota-
tion of the grating (sketched as a ruler in the picture). A collimator
was mounted over a micrometric alignment stage to let it translate
and tilt. It was aligned to collect the 1st-order diffracted light coming
from the grating. The position of the collimator is then fixed and the
coupled 1st-order diffraction wavelengths is tuned as a function of the
grating rotation. A CW, C-band, tunable infrared laser (Tunics T100-S
HP from Yenista Optics) was used to calibrate the system: as a func-
tion of the incident wavelength, the grating was rotated to maximize
the collected radiation and according to this rotation the 0th-order re-
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Figure 16: Free space home-made monochromator. (1) Optical fiber coming
from the collimator placed in position 10 in Figure 13(a) (2) He-
Ne laser at 632.8nm (3) Grating (4) Collimator.
flected He-Ne beam that impinges on the graduates system has been
recorded. Repeating this procedure for several wavelengths, it was
actually possible to accurately calibrate the system. The spectral res-
olution of the instrument is about 0.5nm. After the collimator, the
collected signal is coupled into an optical fibre which is connected to
the id201 SPAD.
2.4 experimental measurements spdc nir
In this section, the experimental measurement to characterize the NIR
SPDC process are presented.
First of all, we studied the quasi-phase-matched wavelengths as a
function of the temperature of the crystal for different poling peri-
ods. Following the Covesion guidelines [31] (company from which
we bought the crystals), we verified that the maximum rate of gener-
ated photons is found at the particular temperatures reported on the
manufacturer datasheet (see Figure 10).
We started with a characterization of SHG, i.e. with the pump pho-
tons at 1550nm which are frequency-doubled to 775nm. The graph
reported in Figure 17(a) is a tuning curve of the generated power
at 775nm as a function of the temperature for the poling period
Λ = 19.10µm. In accordance with the data-sheet [31], the maximum
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(a)
(b)
Figure 17: (a) SHG normalized power temperature dependence for a
1550nm pump source for the poling period Λ = 19.10µm. (b)
Normalized SPDC power temperature dependence tuning curves
for 775nm pump source, for poling periods 18.80µm, 19.10µm
and 19.40µm. The PPLN crystal length is 1mm.
efficiency has been found at T = 110 ◦C. The temperature acceptance
bandwidth, defined as the Full Width at Half Maximum (FWHM), is
also compatible with the simulated one and it is found to be about
83 ◦C. Since the temperature acceptance bandwidth is quite large
(generally the longer the crystal, the narrower and more sensitive the
acceptance bandwidth), it is not possible to appreciate the side lobes
of the sinc(x) of Equation 25 in the available temperature range. We
also checked that the SHG generated radiation follows a quadratic
relation as a function of the incident power.
After having preliminary characterized the SHG process, we pro-
ceeded with SPDC measurements. According to the SHG quasi-phase
matching curves reported in Figure 10, around the degenerate wave-
length of 1550nm, only three poled regions can be exploited. The
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three suitable poling periods are: 18.80µm, 19.10µm and 19.40µm
(respectively the green, violet and light blue curves).
In Figure 17(b) the experimental SPDC generated photons as a func-
tion of the LiNbO3 crystal temperature are reported for the three pol-
ing periods. The experimental curves were obtained thanks to the
experimental set-up reported in Figure 13. The fact that the three
experimental curves depend on temperature and thus on the phase
matching condition, Equation 28, is a clear sign of the occurrence of
nonlinear parametric interaction. In particular the violet curve in Fig-
ure 17(b) resembles the one in Figure 17(a) for the SHG process.
For each studied poling period, the temperature at which the maxi-
mum generation efficiency is observed is consistent with what is ex-
pected from the curves reported in Figure 10.
However it is worthy to remark that SHG can be thought as the in-
verse process for SPDC, only if degenerate SPDC process is consid-
ered. For non-degenerate SPDC processes, the phase-matching rela-
tion of Equation 28 is in general different with respect to the one
for SHG. Note that in Figure 17, the generated photons are inte-
grated in the range 1500−1650nm. This bandwidth is defined by the
higher wavelength long-pass interference filter, which has an abrupt
decrease of the transmittance at 1500nm, and by the roll-off of the
detector efficiency, which occurs approximately at 1650nm (see Fig-
ure 15(a)).
As a matter of fact, from Figure 17 we do not get a precise informa-
tion about the spectrum of the generated photons.
The SPDC efficiency can be estimated knowing the pump power, the
total losses from the PPLN nonlinear crystal to the detection stage
and the measured count rate. The pump power incident on the PPLN
crystal has been measured through a thermopile.
The generated power was measured with the single-photon coun-ter.
A total loss of 7.8 dB from the output facet of the PPLN crystal to
the SM fiber connected to the single-photon detector was estimated.
Figure 18 reports the measured generated power as a function of
pump power, for Λ = 19.10µm at the maximum efficiency tempera-
ture T = 80 ◦C. As it is expected from the theory, at low pump power
the SPDC power has a linear relation as a function of the incident
pump power [98, 106]. This is experimentally confirmed by the lin-
ear fit in Figure 18. A conversion efficiency of (-99.6 ± 0.1) dB is esti-
mated from the linear fit slope. The maximum generated photon flux
is about 600MHz.
Commercial similar PPLN crystals have a SPDC generation effi-
ciency ∼−70 dB, [107] which is 30 dB higher then what we measured.
A possible explanation of such a low generation rate could rely on the
very poor quality of the poling of the crystal. Indeed, the microscope
image shown in Figure 19 reveals that the poling is not perfectly pe-
riodic and suffers from several fabrication imperfections. While it is
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Figure 18: Generated SPDC power as a function of the pump power Pin. The
red line is the linear fit while the scatters are experimental data.
not possible to directly see the ferroelectric patterned domain within
PPLN with a visible camera, it is actually possible to see the refer-
ence crystal etching in correspondence of the poled gratings. How-
ever, such fabrication defects are likely to be effective defects also in
the poling period.
Figure 19: (a) Microscope image of the 19.1µm poling period in our sample.
(b) Details of the poling, revealing fabrication imperfections.
The effect of random imperfections is to lower the amplitudes of
the spatial frequencies in the Fourier series in Equation 29, and, at
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the same time, to add a background of new spatial frequencies (some
of them can be phase matched with the input radiation, with the
consequence that the spectral width of the generated radiation broad-
ens). This effect is known as inhomogeneous broadening [22]. Since
the generated power is proportional to the amplitude of these spatial
frequencies, the overall efficiency of the process decreases.
Let us compare the experimentally observed conversion efficiency
with the ones reported by various groups in literature. To do this,
the typically used figure of merit for characterizing a photon pairs
source is the brightness. The brightness indicates the rate of generated
photons per unit of input power and bandwidth. A pair photon flux
of about ∼ 106 s−1mW−1nm−1 for a 10mm long bulk crystal was re-
ported in [108]. In our case, instead, the estimated brightness is about
∼ 6× 103 s−1mW−1nm−1, which is more than two orders of mag-
nitude lower. It must be considered, for a fair comparison, that our
PPLN bulk crystal is 1mm long and it is well known that SPDC effi-
ciency grows linearly with the crystal length [109]. Still, considering
also the length difference, our experienced brightness shows a limited
brilliance, probably due to the detrimental random poling imperfec-
tions already pointed out.
Let us comment also that many works in literature deal with PPLN
waveguide, rather than bulk PPLN. As a matter of fact, the use of a
guiding structure permits the confinement of the pump, signal and
idler beams over the entire length of the waveguide [110], which even-
tually results in a much more brilliant source. Bright narrowband
photon pairs sources, particularly useful for long distance quantum
communication experiments, of about ∼ 105 s−1mW−1pm−1 were
demonstrated so far by many groups [111, 112].
Let us come back to the experiment. The generated photon flux after
the collimator stage Nc (position 10 in Figure 13) is given by:
7.8 = 10 log
( N
Nc
)
=⇒ Nc = N10−0.78 ' 100MHz (32)
The corresponding generated power evaluated at λdeg = 1550nm is
given by:
P = Nc
hc0
λdeg
' 13 pW (33)
where h is Planck’s constant. We checked experimentally that it was
not possible to acquire a spectrum of the generated radiation with
a standard OSA. This suggests that the generated power is actually
broadband, symmetrically distributed around λdeg = 1550nm. This
is due to the energy conservation 13, thus if one photon of the pair is
spectrally placed on the left of λdeg the other photon must be placed
symmetrically (in energy) with respect to λdeg on the right.
In order to be able to perform spectra of the generated radiation
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through SPDC, a free-space monochromator was built as it was ex-
plained in Section 2.3. To prevent spectra to be affected to both the
fact that the grating may be not perfectly aligned with respect to the
collimator for each wavelength, and also by the varying detector re-
sponsivity as a function of wavelength, a calibration was performed.
The calibration was done by taking the spectrum of a broad band
halogen lamp either with the OSA and with the free-space monochro-
mator. The OSA responsivity is electronically compensated and there-
fore it is able to take a reference spectrum of the halogen lamp with-
out been affected by spurious effects. The calibration curve was used
to normalize the SPDC spectra, thus getting rid of spurious effects.
Spectra were taken for the three different poling periods able to achieve
phase matching at the studied pump wavelength: 18.80µm, 19.10µm
and 19.40µm. In order to not be redundant in the description, only
the analysis of the 19.10µm poling period is reported in the following.
The spectra reported in Figure 20(a) were taken with the single-photon
detector connected through a GPIB cable in real time with a Labview
software on a computer. Each experimental data was accumulated for
30 s.
Increasing the temperature, two peaks emerge and separate on the
sides of λdeg. In particular, this behaviour is clear for the peak at
shorter wavelength, while the longer wavelength peak has a wave-
length which lies beyond the spectral responsivity of our detector, see
Figure 15(a). The experimental spectra are compatible with the sim-
ulation reported in Figure 20(b), which reports the simulated quasi-
phase matched wavelength as a function of the crystal temperature.
The simulation assumes a collinear process, with monochromatic pump
photons at 775nm and a 1mm long crystal with a poling period of
19.10µm. The experimental down-converted radiation bandwidth at
T = 80 ◦C is & 400nm, compatible with the simulated one.
In Chapter 6 coincidence measurements to assess the correlated na-
ture of the NIR SPDC photon pairs will be presented. The photon
pairs will be then injected into the same input port of an asymmet-
ric free-space Mach-Zehnder interferometer (MZI). Two-photon quan-
tum interference fringes are experimentally observed as a function or
the relative time delay between the two MZI arms, which demon-
strates the colour-entangled nature of the photon pairs.
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Figure 20: (a) Spectra of the generated radiation through SPDC as a function
of LiNbO3 temperature for the poling period 19.10µm. The CW
pump wavelength was fixed at 775nm. (b) Simulated SPDC spec-
tra as a function of the temperature. The simulation was derived
by considering a collinear SPDC process, with the CW pump pho-
tons at 775nm and a 1mm long crystal with a poling period
equal to 19.10µm.

3
S E C O N D H A R M O N I C G E N E R AT I O N I N S T R A I N E D
S I L I C O N WAV E G U I D E S
In this chapter the theoretical and experimental demonstration of Sec-
ond Harmonic Generation (SHG) in strained silicon waveguides is
presented.
Bulk silicon has a centrosymmetric crystalline structure that leads to
a zero second order nonlinear χ(2) coefficient in the dipole approx-
imation. On the other hand, χ(2) effects are highly sought in Si, for
example for developing low power and fast electro-optic modulators.
Recently, it has been reported that by stressing a Si waveguide with a
silicon nitride over-layer, a sizeable χ(2) is induced [113].
Moreover, in [114] SHG measurements were reported in large area
strained silicon waveguides. However, the SHG data were affected
by different contributions caused by the interfaces, the free carrier
induced internal electric fields, the inhomogeneous strain and the un-
controlled modal structure of the waveguides.
In what follows, we present, instead, SHG in Silicon On Insulator
(SOI) strained Si waveguides, designed by a nonlinear propagation
model.
The experiment described in this Chapter was done with the collab-
oration of Mr. Alessandro Marchesini, Dr. Mattia Mancinelli and Mr.
Claudio Castellan. Mr. Claudio Castellan also performed the waveg-
uide simulation and the theoretical analysis reported in Section 3.2.2.
The samples were fabricated by Dr. Mehr Ghulynian at the Bruno
Kessler Foundation.
3.1 second harmonic generation in silicon
Second Harmonic Generation is a χ(2) process in which two photons
with the same frequency ωp interacting with a nonlinear material are
effectively converted into a photon with twice the energy.
The energy and momentum conservation laws for the SHG process
are given by [18]:
2ωp = ωp +ωp (34)
4pi
λp
n(λp/2) =
4pi
λp
n(λp) (35)
where n(λ) is the refractive index of the material involved in the pro-
cess. In Figure 21(a) the energy level scheme for the SHG process is
reported.
In general for a dispersive material n(λp/2) 6= n(λp), which intro-
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Figure 21: (a) Sketch of the energy diagram for the χ(2) process of Second
Harmonic Generation. The frequency of the pump photon is de-
noted as ωp, while the frequency of the generated signal (idler)
as ωs (ωi). (b) Bulk silicon crystalline structure.
duce a phase mismatch ∆k in the momentum relation Equation 35.
It is not difficult to show, as we did for DFG in Equation 25, that
this inhibits the conversion efficiency of the process, with a typical
sinc2
(
∆kL/2
)
dependence, where L is the length of the considered
nonlinear material. The larger the phase mismatch ∆k, the lower the
conversion efficiency.
Beside the phase matching issues, χ(2) processes are also inhibited by
the geometrical structure of the considered nonlinear material.
In particular, in the following we show that χ(2) processes are not
efficient in centrosymmetric material.
This is the case for example of bulk silicon, whose crystal structure
is reported in Figure 21(b). As it is possible to see from the image,
crystalline bulk silicon presents the diamond crystal structure, which
can also be seen as a pair of intersecting face-centred cubic lattices,
displaced by 1/4 of the width of the unit cell in each dimension[115].
Indeed, let us suppose to consider a material with a centrosymmetric
crystal lattice. Let us evaluate the result of a parity inversion transfor-
mation (a point reflection), that is to say to flip the sign of the spatial
coordinates r → −r to the polarization vector, given in Equation 3.
Under point reflection transformation, the electric field E flips, and
the polarization vector results:
P(−E) = ε0
[
− χ(1) · E+ χ(2) : E2 − χ(3)...E3 + ...] (36)
However, due to the centrosymmetry, if the electric field flips, the po-
larization has to flip too. This leads to the condition P(−E) = −P(E),
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which is only satisfied if χ(2) = 0.
Inducing second-order nonlinear effects in silicon waveguides requires
the ability of destroying its centrosymmetric crystalline structure. In
recent years, this has been achieved with the deposition of strain lay-
ers at the waveguide boundaries [116]. This idea led to the demon-
stration in (2006) of the Pockels effect [18] in silicon photonic crys-
tal waveguides strained by a silicon nitride cladding [113]. In the
experiment the authors realized a phase modulator by means of a
Mach–Zehnder interferometer (MZI). By applying a DC electric field
to one of the MZI arms, the effective refractive index of the propagat-
ing mode is altered by means of the Pockels effect. They estimated a
χ
(2)
eff ∼ 15 pm/V . Again, in (2014) a second order nonlinear coefficient
as high as χ(2)eff ∼ 340 pm/V was reported [117].
However, recent experiments introduced some doubts on the interpre-
tation of these measurements, attributing the measured electro-optic
effect to the accumulation of free-carriers [118–121].
Also the SHG process was demonstrated in strained silicon waveg-
uides, which estimated χ(2)eff = (40± 30)pm/V [114]. These measure-
ments were taken on a highly multimodal waveguide, without an
accurate analysis of the modal structure of the interacting modes. In
this scenario, the mode overlap between the optical modes and the
tensor nature of the nonlinear susceptibility χ(2) are completely ig-
nored. In addition to the uncontrolled modal waveguide structure,
the SHG data were affected by different contributions caused by the
interfaces, the free carrier induced internal electric fields and the inho-
mogeneous strain [19]. In particular, the presence of trapped charges
at the silicon/silicon nitride interface may result in the formation of
a static field inside the waveguide, that can activate a field induced
second order nonlinearity (EFISH) [122].
In what follows the modeling and the SHG measurement in Silicon
On Insulator (SOI) strained Si waveguides is presented.
The design maximizes the SHG efficiency by a detailed simulation of
the waveguide modal structure to achieve proper phase matching:
neff(λp/2) = neff(λp) (37)
where neff refers to the effective refractive index experienced by the
considered propagating mode within the waveguide. We will show
the phase matching condition can be satisfied by different optical
modes, condition known as modal phase matching.
This is actually a currently ongoing experiment within the NanoLab
and at the end of the Chapter future perspectives and next actions on
the topic will be addressed.
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3.2 theoretical modelling
In this section the theoretical modelling for the waveguides design
is presented. First of all a brief introduction to the waveguide theory
is given. Then the nonlinear propagation model to study SHG is in-
troduced together with the design of the waveguide based on FEM
simulation. Eventually the model is used to estimate the χ(2) coeffi-
cient from the measured SHG efficiency.
3.2.1 A brief introduction to the waveguide theory
Index-guiding structures are based on total internal reflection. Total in-
ternal reflection occurs when a propagated wave strikes a medium
boundary at an angle larger than a particular critical angle with re-
spect to the normal to the surface. If the refractive index is lower on
the other side of the boundary and the incident angle is greater than
the critical angle, the wave is entirely reflected. To exploit the total in-
ternal reflection, an index-guiding structure is characterized by a core
material with a higher refractive index with respect to the surround-
ing material, called cladding. Optical waveguides can be realized with
different materials and with different geometries [22]. Throughout
the thesis we will consider channel waveguide, in which the high re-
fractive index material has a typical rectangular shape and it is sur-
rounded by a lower refractive medium. A schematic of a typical chan-
nel waveguide is reported in Figure 22(a).
TE1 TE2
TM1 TM2
퐸푀퐼푁
퐸푀퐴푋
Core
Substrate
Cladding
500 nm
(a) (b)
Figure 22: (a) Sketch of a rectangular waveguide fabricated on a Silicon on
Insulator (SOI) wafer. (b) Modal profiles for the two lowest or-
der TE and TM modes supported by a (1.5 × 0.25)µm2 silicon
waveguide with a silica cladding. The profiles have been evalu-
ated using a finite element simulation software for a wavelength
of 1.55µm. Image taken from [12].
In an optical waveguide, light travels in the form of discrete modes
of electric field profiles em(x,y,ω), which are solution of the Helmholtz
equation[22]:
(∇2(x,y) + [β(m)]2)em(x,y,ω) =
ω2
c2
n2(x,y)em(x,y,ω) (38)
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Due to the invariance of the refractive index distribution n(x,y)
along the propagation direction z, the dependence in this coordinate
is of the form eiβ
(m)z, where β(m) = ωc neff,m is called the modal prop-
agation constant and neff,m the effective index.
In general, neff,m is a complex quantity. As for plane waves, the real
part is associated with propagation, the imaginary one with losses.
The field intensity exponentially decreases along z as e−αz, where
the attenuation coefficient is given by α = 2ωc Imneff,m.
In Figure 22(b) the planar profiles of the first order modes supported
by a rectangular waveguide with dimension (1.5×0.25)µm2 are shown.
The core material is silicon, while the cladding is composed by silica.
The corresponding refractive indexes are: nSi ∼ 3.48 and nSiO2 ∼ 1.44
at the wavelength 1550nm [8]. Silicon has a very high refractive in-
dex contrast with respect to silicon dioxide, which allows to achieve a
strong modal confinement and eventually to manufacture very com-
pact photonic devices [9].
In addition to the modal order m, optical modes are also classified
on the basis of their polarization. In general, for waveguides of sub-
wavelength dimension as the one in Figure 22(b), the electric and the
magnetic fields are not transverse to the propagation direction and
neither orthogonal to each other. The classification between Trans-
verse Electric (TE) and Transverse Magnetic (TM) modes is done on
the basis of their dominant electric feld component, which coincides
with the direction parallel to the waveguide width in case of TE
modes, and the direction parallel to the waveguide height for TM
modes.
More formally the modal confinement factor for the m− th mode is
defined as:
Γm =
∫
wg n
2(x,y)|em(x,y)|2dxdy∫
n2(x,y)|em(x,y)|2dxdy
(39)
where the integral in the numerator is calculated over the waveguide
area, while the integral in the denominator is calculated in all the xy
plane. In general, the higher the modal order, the lower the confine-
ment factor defined in Equation 39. As a consequence, the effective
index monotonically decreases as the modal order increases, because
the optical field senses less of the core refractive index.
Given the waveguide geometry, the maximum number of supported
modes is limited. Apart from very simple geometries, as the slab one
[123], no analytical expression exists for determining this number.
For the channel waveguides discussed within this thesis, a good rule
of thumb is to consider the fact that light of wavelength λ can not be
confined to features which are smaller than λ/2 due to the diffraction
limit [22].
In general the propagation constant β (where we have dropped for
simplicity the mode superscript) depends on the frequency, and it
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can be expanded as a Taylor series around a central frequency ω0 as
follows:
β(ω) =
∑
j
βj
j!
(ω−ω0)
j. (40)
The first term of the expansion, β1, is related to the group velocity of
the mode vg and to the group index of the mode ng by the relation
vg = 1/β1 = c/ng. The second term of the expansion β2 is called
the Group Velocity Dispersion (GVD), while β3 is the Third Order
Dispersion (TOD), and so on. When β2 > 0 the dispersion is said to
be normal, while it is anomalous if β2 < 0.
Especially for small structures, the values assumed by β(m) are dom-
inated by the waveguide geometry, and can be tailored by suitable
choice of the waveguide dimensions.
3.2.2 Optical pulses in nonlinear waveguides
In the following we want to describe the propagation of optical pulses
in a waveguide under the effect of a nonlinear perturbation given by
PNL, defined in Equation 4.
Let us consider (E0,H0) as the electromagnetic fields propagating in
the unperturbed waveguide. Due to the nonlinear perturbation PNL,
the electromagnetic fields are modified to (E1,H1). From Lorentz’s
reciprocity theorem, it follows that [124]:
∂
∂z
∫
A∞(E
∗
0 ×H1 + E1 ×H∗0) · zˆ dA = iω
∫
A∞ E
∗
0 · PNL dA. (41)
Note that Equation 41 assumes that the variation of the index of re-
fraction is small, and thus the modes of the perturbed and unper-
turbed waveguides are the same [125]. In both terms, the integration
is carried over all the plane A∞ transverse to the propagation direc-
tion zˆ. If the electromagnetic field is linearly polarized, the perturba-
tion can introduced as a modulation u(z,ω). The unperturbed and
the perturbed fields can be then rewritten as:
E0 =
1
2
e(x,y,ω0)eiβ0z E1 =
1
2
e(x,y,ω)u(z,ω)eiβz, (42)
H0 =
1
2
h(x,y,ω0)eiβ0z H1 =
1
2
h(x,y,ω)u(z,ω)eiβz. (43)
Here ω0 is the carrier frequency and β0 = β(ω0). The dimension-
less quantities e(x,y,ω) and h(x,y,ω) express the field profile in the
plane orthogonal to the main waveguide axis. They are assumed to be
not modified by the perturbation, so that e(x,y,ω) ∼ e(x,y,ω0) and
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h(x,y,ω) ∼ h(x,y,ω0). In this framework, the total optical power P0
carried by the unperturbed electromagnetic field is given by:
P0 =
1
4
∫
A∞(e× h
∗ + e∗ × h) · zˆ dA, (44)
while in the case of the perturbed field it is given by P0 |u(z,ω)|
2.
The definitions given in Equation 42, 43, and 44 can be inserted into
Equation 41. It is then possible to derive the following partial differen-
tial equation describing the spatial evolution of the mode amplitude
u(z,ω):
∂u(z,ω)
∂z
+ i(β−β0)u(z,ω) =
iω
2P0
e−iβz
∫
A∞ e
∗(ω) · PNL(r,ω) dA
(45)
If different optical pulses with frequencies sufficiently spaced far apart
are propagating in the same waveguide, it is necessary to write a sep-
arate equation of the form of Equation 45 for each of them. Otherwise,
a single equation approach should be used.
Let us specialize Equation 45 to the nonlinear three-wave mixing
process under analysis, which is SHG. Let us indicate with up(z,ω)
and ug(z,ω) the mode envelope of the pump and the generated SHG
signal. By insering Equation 4 (considering PNL up to the third order)
into Equation 45 the temporal evolution for the generated SHG signal
is given by [126]:
∂ug
∂z
+ i(βg −βg0)ug = i
ωgε0
8Pg,0
u2pe
i∆kz
∫
e∗g,0 · χ(2) : ep,0ep,0dA+
+ i
3ωgε0
16Pg,0
|ug|
2ug
∫
e∗g,0 · χ(3)
...e∗g,0eg,0eg,0dA+
+ i
3ωgε0
16Pg,0
|up|
2ug
∫
e∗g,0 · χ(3)
...e∗p,0ep,0eg,0dA
(46)
and for the mode envelope of the pump:
∂up
∂z
+ i(βp −βp0)ug = i
ωpε0
4Pp,0
ugu
∗
pe
−i∆kz
∫
e∗p,0 · χ(2) : eg,0e∗p,0dA+
+ i
3ωpε0
16Pp,0
|ug|
2up
∫
e∗p,0 · χ(3)
...e∗g,0eg,0ep,0dA+
+ i
3ωpε0
16Pp,0
|up|
2up
∫
e∗p,0 · χ(3)
...e∗p,0ep,0ep,0dA
(47)
whre βs = 2piλs n(λs) (s = p,g) is the propagation constant and
∆k = 2βp −βg is the phase mismatch which arises from Equation 35.
These equations represent the more general form of the coupled equa-
tions describing the nonlinear propagation of the pump and the SHG
field in a waveguide, considering PNL up to the third order. The sec-
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ond term on the left hand side of Equation 46-47 takes into account
pulse propagation dispersive effects, while the right hand side ac-
counts for the nonlinear effects. Since χ(3) is relatively strong in sil-
icon, we have to take it into account in the coupled equations. In
principle the χ(3) coefficient should be also sensitive to the strain.
However, as a first approximation we will consider the standard val-
ues of χ(3) for non-strained silicon.
We will now introduce 4 different effective susceptibilities. Introduc-
ing the notation Ws,0 (s = g, p) for the energy density for unit length
[125]:
Ws,0 =
ε0
2
∫
n(x,y)2|es,0(x,y)|2dA (48)
the second order effective susceptibility is given by (in analogy with
[124]):
Γ (2) =
√
A0ε
3/2
0
∫
e∗p,0 · χ(2) : eg,0e∗p,0dA
Wp,0
√
Wg,0
(49)
where A0 is the waveguide core cross-section. Analogously, the three
effective susceptibilities associated with third order nonlinearities can
be defined as:
Γ
(3)
gg =
A0ε
2
0
∫
e∗g,0 · χ(3)
...e∗g,0eg,0eg,0dA
W2g,0
Γ
(3)
pp =
A0ε
2
0
∫
e∗p,0 · χ(3)
...e∗p,0ep,0ep,0dA
W2p,0
Γ
(3)
pg =
A0ε
2
0
∫
e∗p,0 · χ(3)
...e∗g,0eg,0ep,0dA
Wp,0Wg,0
(50)
Using a FEM simulation procedure like the one described in [127,
128], it is actually possible to link the strain distribution inside the
silicon waveguide to the induced χ(2) tensor in Equation 49. As a
matter of fact, this is really a non-trivial task and it is still a work
in progress within the NanoLab group. Hereafter, we will rather con-
sider, as a first approximation, an effective coefficient χ(2)eff , which let
us take χ(2) out of the integral:
Γ (2) = χ
(2)
eff,ppg(ωp,ωg)
√
A0ε
3/2
0
∫
(e∗p,0) · (eg,0 · e∗p,0)dA
Wp,0
√
Wg,0
(51)
where χ(2)eff,ppg(ωp,ωg) is the effective element of the second order
susceptibility tensor, evaluated at frequency (ωp,ωg).
Since Wg,0  Wp,0, it is likely that some terms can be neglected in
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the third order contributions. Moreover, if we consider the extreme
case of very small Γ (2), Equation 46-47 decouple and reduce to:
∂ug
∂z
+ i(βg −βg0)ug = i
ωgn
p
g
√
n
g
g
8
√
A0εoc
3/2
0
u2pe
i∆kz Pp,0√
Pg,0
Γ (2)∗+
+ i
3ωg
16c20A0ε0
npgn
g
g|up|
2ugPp,0Γ
(3)
pg −
αg
2
ug
(52)
∂up
∂z
+ i(βp −βp0)up = i
3ωp
16c20A0ε0
(npg)
2up|up|
2Pp,0Γ
(3)
pp −
αp
2
up
(53)
where αg (αp) is the loss coefficient per unit of length for the gener-
ated (pump) wave.
We will come back to Equation 52-53 in Section 3.3, where we will
simulate the pulse propagation in the designed waveguides with the
geometrical parameters obtained from FEM simulations.
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We have seen that bulk silicon does not exhibit second order nonlin-
earities, due to its centrosymmetric crystalline structure.
In order to induce a non-vanishing χ(2) coefficient one has to break
the centrosymmetric structure. One of the possible techniques is de-
positing a layer of silicon nitride on top of the silicon. An overlayer
of silicon nitride (Si3N4) on SOI waveguide generates a strain on the
silicon waveguide core. The kind of strain depends on the stress in-
duced by the overlayer [114]. Using a simulation procedure like the
one described in [129], it is possible to determine the strain distribu-
tion inside the waveguide and eventually links the χ(2) components
to it, in any point of space in terms of the strain gradients in that
same point.
As a first step, the resulting stress induced by the silicon nitride over-
layer in the SOI wafer was determined by monitoring the change in
the bending radius of unpatterned wafers, through both mechanical
and optical profilometry. As a result, a 150nm-thick Si3N4 layer, de-
posited at 780 ◦C using a low-pressure chemical vapour deposition
technique, induces a 1.25GPa tensile stress.
The design of the waveguides is performed by taking into account
the phase matching conditions for achieving SHG, see Equation 37.
First of all one has to set the range of the pump wavelength λp. To re-
duce the role of free carriers, Two Photon Absorption (TPA) has to be
avoided. TPA competes with SHG, by limiting the maximum achiev-
able pump peak power within the waveguide and by generating free
carriers which causes losses both at the pump and SHG wavelengths.
Since the silicon band-gap is ∆E = 1.11 eV , which corresponds to a
wavelength of 1.1µm, TPA can be strongly reduced by using a MIR
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laser source with λp > 2.2µm. For this reason, the considered wave-
length range for the simulation is [2.25;2.6] µm, where the upper limit
is fixed by our available pump source, which will be discussed in Sec-
tion 3.4.
The waveguide engineering is performed by varying the waveguide
width and looking for multimodal phase matching in the range [2.25;2.6]
µm. The cross section of the simulated waveguides is sketched in
Figure 23. These are SOI waveguides with different widths around
SiO2
[1:4] μm
Si
Si3N4
250 nm
140 nm
3 μm
Figure 23: Cross section of the silicon channel waveguide with relative di-
mension. The width of the waveguide has been engineered in or-
der to achieve SHG multimodal phase matching, while the other
parameters are fixed.
2µm, an height of 250nm and a 140nm-thick overlayer of silicon ni-
tride and a 3µm thick buried oxide layer. A parametric sweeps of the
waveguide width and pump wavelength is performed with a FEM
software to find the modal combinations for which:
neff,m(λp/2) = neff,n(λp) (54)
where neff,m refers to the effective refractive index for the m − th
mode. In particular, the FEM simulations find the set of waveguide
parameters that have a modal structure which allows to pick up
two modes whose effective refractive indexes best approximate Equa-
tion 54. For the ease of experimental input coupling, the pump beam
has been fixed, as a first step, to be always in the first TE mode.
An illustrative representation of the simulation done is shown in Fig-
ure 24. Here the generated SHG signal propagates in the 7-th TM
mode. As it is possible to see from Figure 24, considering the gener-
ated SHG signal to be in the 7-th TM mode, it is possible to fulfil the
phase matching condition of Equation 54 for three different waveg-
uide widths considering λp in the range [2.4;2.6] µm.
The simulated waveguide length is 2 cm, which determines a phase
matching bandwidth of ∼ 0.5nm. As it is possible to see from Fig-
ure 24(a), for the TE1-TM7 combination, the phase matched wave-
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gure 3.1: Parametric sweep of pumpwavelength λp and waveguide width in ord
ﬁnd the combination that maximizes the SHG efﬁciency. The pump beam
nsidered to be in the ﬁrst TE mode, while the SHG signals in the 7th TMmode
SiO2
Si
Si3N4
140 nm
250 nm
2 μm
(a)
(b)
Figure 24: (a) Parametric sweep of pump wavelength λp and waveguide
width in order to find the combination that maximizes the SHG
efficiency. The pump beam is considered to be in the 1-st TE
mode, while the SHG signals in the 7-th TM mode. (b) Effective
refractive index as a function of wavelength for the 1-st TE mode
and for the 5-th TM mode. For this simulation the waveguide
width was set to 2.25µm.
length is red-shifted by 50nm, as the waveguide width is increased
by 200nm.
In Figure 24 is reported as an example the comparison of the effec-
tive refractive index as a function of the wavelength for different opti-
cal modes. Here we consider the effective refractive index dispersion
for the fundamental Transverse Electric (TE) mode at wavelengths
around 2.45µm and the dispersion for the fifth order Transverse Mag-
netic (TM) mode at the corresponding halved wavelengths. For the
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simulation reported in Figure 24, the waveguide width has been set
to 2.25µm. At λp ∼ 2.42µm the two effective indices assume the same
value, and so the phase-matching condition is satisfied.
In the end, the optimal combinations lead to a fabrication of the
sample which is an ensemble of 35 optical waveguides, divided in
5 sets. All the combinations implemented in the sample are listed
in Table 1. The first column indicates the set of waveguides consid-
Set SHG mode wmin(µm) wmax(µm) λmin(µm) λmax(µm)
1 TE5 1.55 1.6 2.471 2.551
2 TE7 2.25 2.4 2.4271 2.5863
3 TM3 0.9 1.2 2.294 2.5794
4 TM5 2.25 2.8 2.4044 2.5957
5 TM7 3.4 4.15 2.4124 2.5912
Table 1: List of the main parameters for the SHG waveguides.
ered. The second column represents the expected polarization and
the mode order of the generated waves. The third and the fourth
columns are respectively the minimum and maximum waveguide
widths of that set. Note that in order to take into account the finite
resolution of the fabrication and the accuracy in the simulation pa-
rameters with respect to the real parameters, a tolerance interval of
suitable value has been designed, instead of a single nominal value.
Finally, the last two columns represent the pump wavelength required
to obtain phase matching condition, respectively, for the thinnest and
the largest waveguide of the set, according to simulations.
3.3.1 Simulation results
In this part the nonlinear propagation model used to simulate the
SHG generation is presented. The numerical simulation is based on
the split-step Fourier method [3], which is a method to solve the pulse
propagation problem in nonlinear dispersive media. The split-step
Fourier method is an iterative algorithm, which relies on computing
the solution in small steps, and treating the linear and the nonlinear
steps separately. The equation which governs the pulse propagation,
reported in Equation 52-53 can be further simplified and written in
the form:
∂ug
∂z
+β
(g)
1
∂ug
∂t
+ i
β
(g)
2
2
∂2ug
∂t2
= iK∗χ(2)eff,xxg
Pp,0√
Pg,0
u2pe
i∆kz −
αg
2
ug
(55)
∂up
∂z
+β
(p)
1
∂up
∂t
+ i
β
(p)
2
2
∂2up
∂t2
= i
3ωp
16c20A0ε0
(npg)
2Pp,0Γ
(3)
pp up|up|
2 −
αp
2
up
(56)
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where the proportionality constant K, with reference to Equation 52,
is given by:
K =
ωgε0
8
∫
(e∗p,0)x · (eg,0 · e∗p,0)dA
Pp,0
√
Pg,0
(57)
Here we have explicitly considered the pump beam to be in the 1-
st TE mode. Equation 55-56 describe the propagation of an optical
pulse in a nonlinear waveguide. The pump beam is described in the
undepleted pump approximation and since it is expected that Pg 
Pp third order contributions have been neglected for the SHG field.
In Equation 55-56 the pulse envelopes move at the group velocity
vg = 1/β1, while the effects of group-velocity dispersion (GVD) are
governed by β2 . The GVD parameter β2 can be positive or negative.
In Figure 25(a) the temporal evolution of the pump (blue lines) and
the generated signal (red lines) is represented. In particular, the time
profiles for the two signals are shown for different positions along the
propagation direction z in the waveguide. There are 10 time profiles
for 2mm step length from the left to the right.
The simulation assumes a conservative value of χ(2) = 0.01 pm/V
and a temporal pump pulse width of ∆t = 1 ps, with a peak pump
power Ppeak = 40W. This leads to a simulated generated SHG power
∼ −90 dB lower with respect to the pump power.
In Figure 25(b) the pump spectra evaluated at the same spatial step
as Figure 25(a) are reported. It is evident that, for a peak power of
40W, SPM induces a non-negligible spectral broadening of the pump
pulse as the pump beam propagates along the waveguide. This is a
detrimental effect since SPM actually enlarges the pump spectrum
lowering the overlap with the SHG bandwidth, which in turn limits
the SHG conversion efficiency.
Moreover we note from Figure 25(a) that the generation process could
also be affected by a walk-off effect. Temporal walk-off effects arise
when different wavelength components travel with different group
velocity in a waveguide. If the temporal pump pulse width is too
short, one could loose temporal overlap between the generated and
the pump pulses, leading to significant decrease of the SHG signal. It
is possible to define a walk-off length as [3]:
Lw =
∆t
|β
p
1 −β
g
1 |
(58)
where ∆t is the FWHM of the temporal pulse width.
From FEM simulation it is possible to estimate the group index ng
for the generated and pump wave, once the waveguide geometry is
fixed in order to satisfy multimodal phase matching condition. The
group index is linked to the β1 parameter through the relation ng =
c/vg = cβ1, where vg is the group velocity. If we consider for example
n
p
g = 3.5 and n
g
g = 4.5 and ∆t = 1 ps (the case shown in Figure 25),
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Figure 25: (a) Temporal evolution of the pump (blue lines) and the generated
signal (red lines) shown for different position along the propaga-
tion in the waveguide (10 time profiles for 2mm step length from
the left to the right). The numerical simulation is based on Equa-
tion 55-56, assuming a temporal width ∆t = 1 ps, pump peak
power Pp,0 = 40W and χ
(2)
eff = 0.01 pm/V . (b) Spectra of the
pump signal during propagation along the waveguide evaluated
at the same spatial step as in (a). A spectral broadening arises
due to a non-negligible χ(3) SPM effect.
we have Lw = 0.3mm. This means that after the pump pulse has
travelled a distance of Lw, the SHG generated signal has acquired
delay of ∆t with respect to the pump. In the case of ∆t = 100 ps, the
walk-off length results Lw = 30mm.
Since our waveguides were designed for a length L = 2 cm, a pulse
width in the order of ∆t = [10;70] ps is needed for avoiding temporal
walk-off effects and optimize the SHG efficiency. This corresponds
to a pump spectral width ∆λ ∼ 1nm. As a matter of fact, our source
laser has a temporal time width ∆t = 35 fs, which poses the challenge
to be able to significantly stretch it to avoid walk-off effects.
To summarize, the key pump requirements in order to be able to
efficiently excite SHG in strained silicon waveguides are:
• The pump wavelength should be λp > 2.2µm, tunable in the
range [2.25;2.6] µm to avoid TPA within the silicon waveguide,
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which limits the maximum power which can effectively travel
into the waveguide;
• the pulse time width ∆t should be in the range ∆t = [10 : 70]ps
to avoid temporal walk-off effects and to match the simulated
phase matching bandwidth ∼ 0.5nm;
• the pump power should be high enough to efficiently trigger
SHG generation, but not too high to cause SPM which causes a
spectral broadening of the pulse, eventually inhibiting the SHG
phase matching.
In the end, the nonlinear propagation model here presented is used
for estimating the χ(2) parameter from the experimentally measured
SHG efficiency.
3.4 experimental set-up
In this Section the experimental set-up used to verify the occurrence
of SHG in strained silicon waveguides is presented. A sketch of the
optical set-up is reported in Figure 26.
It can be thought as divided in 3 main parts:
• The laser source;
• The home-made pulse shaper;
• The coupling stage and detection method.
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Figure 4.1: The experimental setup. The red arrows represent the pump optical
path. The labels M , F M and P refer to respectively mirror, ﬂipping mirror and
pinhole.
source
Pulse-shaper
Waveguide set-up
& detection stage
Figure 26: Sketch of the experimental setup used to study SHG in strained
silicon waveguides. The red arrows represent the pump optical
path. P: pinhole, FM: Flipping Mirror, ASE: Amplified Stimulated
Emission broadband source, used to set the reference optical path.
The pump travels in free space till right before the sample, where
is coupled in fiber for the ease of the waveguide coupling hand-
ing.
3.4.1 The laser source
The laser source itself is composed by 3 different stages, as it is possi-
ble to see from Figure 27.
The generation of a coherent pulsed beam is given by a solid-state
Ti:sapphire laser oscillator, optically pumped with a laser beam at
532nm with an average power of 4.33W. The laser can be operated
in quasi CW or in mode-locked operation. Mode-locked operation
is achieved thanks to an active acousto-optic modulator (AOM). The
output pulsed beam has a center wavelength of 800nm with a mea-
sured bandwidth of 70nm, a pulse duration of ∆t = 35 fs with a
repetition rate r = 82MHz. The output average power is 550mW.
The seed laser is then amplified in a regenerative amplifier system
(Newport Spectra-Physics SPITFIRE). Here the seed, i.e. the train of
pulses coming from the Ti:sapphire laser, is amplified and a pulse se-
lection is performed by means of a timing control unit. The Spitfire
system is itself a laser cavity, where a pump at 527nm, with average
power 20W and with a repetition rate of 1 kHz, generates population
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Ti:sapphire fs pulsed laser 
@ 800 nm, <P> = 550 mW  
Spitfire: Ti:Sapphire 
regenerative amplifier
Topas: optical 
parametric amplifier
  
Signal: (1.14;1.6) mm (V)
Idler: (1.6;2.6) mm (H)
<P> = 600 mW, r = 1 kHz, 
Dt = 35 fs   
Figure 27: Sketch of the laser source used.
inversion in a Ti:sapphire rod and the selected seed pulses are ampli-
fied by the stimulated emission. In this way the repetition rate of the
seed effectively passes from 82MHz to 1 kHz. To reduce the pump
peak power, before entering in the amplifier cavity, the seed pulses
are enlarged by a strecher.
The pulse selection is achieved thanks to 2 Pockel cells, driven by 2
high voltage generators. When activated with a suitable voltage sig-
nal, the Pockel cells act as 1/4-wave plate, i.e. they rotate the polariza-
tion of a beam by 45°. When the cells are off, they have no effects on
a beam. In this amplifier, the optical path is such that the seed experi-
ences a double pass though the combination of the intra-cavity Pockel
cell and a passive 1/4-wave plate. In this way, with the help of a po-
larizer, the seed pulses are effectively trapped in the cavity. A timing
and delay generator provides the synchronization between the laser
seed and Spitfire intra-cavity field. Since these optical beams have a
different repetition rate, this leads to a selective choice of the ampli-
fied seed pulses. When the seed beam reaches a saturation regime in
the amplification stage, it is released from the cavity and sent to a
compressive stage, in order to compress the pulse time width back to
a value of 35 fs. Eventually at the output of the regenerative amplifier
the average power is boosted till 3.4W at a repetition rate of 1 kHz.
The last stage is composed by an optical parametric amplifier (OPA)
(TOPAS-C from Light Conversion). This is the nonlinear stage which
acts as a tunable pump source in the MIR. Within the OPA the am-
plified pump field at 800nm is split. The small part goes to a pre-
amplification stage. Here the key optical element is a sapphire plate,
which generates a supercontinuum signal in the range (1.14;1.6) µm.
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This optical signal is then collinearly mixed with the remainder of the
pump laser beam to parametrically trigger the generation of DFG of
the idler beam in the range (1.6;2.6) µm.
In Figure 28, the spectrum measured directly at the output of the
OPA is reported. Standard OSA for telecom wavelength are based on
InGaAs detectors, which are not efficient in the whole spectral range
of our pump source. Therefore, as it is shown in Figure 26, we used a
Fourier Transform Infrared spectrometer (FTIR from Brucker optics)
for the spectral analysis of the source. Our FTIR is equipped with a
InSb detector, cooled with liquid nitrogen, which is sensitive in the
range [1;5.5.5] µm. Basically in the experiment we exploited the FTIR
as a spectrum analyzer, i.e. for studying the Fourier Transform of the
interferogram of our optical signal.
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Figure 28: Spectum taken at the output of the OPA with a FTIR. The OPA
was set to generate an idler centred at 2400nm.
Signal and idler at the output of the OPA device are cross-polarized,
so they can be easily separated with a polarizer.
The measured value of the average power at the output of OPA is
<P> = 600mW, when the instrument was set to generate a signal
beam at λs = 1200nm and correspondingly the idler at λi given by:
λi = (λs − λp)/(λsλp) = 2.4µm (59)
where λp = 800nm is the central wavelength of the pump beam
at the output of the regenerative amplifier. The corresponding peak
power can be calculated from the repetition rate r = 1 kHz and from
the pulse temporal width ∆t = 35 fs as follows:
Ppeak =
< P >
r∆t
∼ 17GW (60)
From Equation 60 one immediately realizes that the available power
at the exit of the OPA is too high to be directly coupled into the
waveguide. As a matter of fact, an incident power of the order of the
one in Equation 60, is more than enough to burn the waveguide facet.
Moreover, as it is possible to see in Figure 28, the idler beam has a
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bandwidth of 253nm, which is orders of magnitude larger with re-
spect to the simulated phase-matching bandwidth which is ∼ 0.5nm
(see Figure 24). This would also give rise to the so called walk-off ef-
fect [3], already discussed in Section 3.3.1.
We directly measured the temporal pulse width at the exit of the Spit-
fire with an interferometric autocorrelator (Newport PulseScout au-
tocorrelator), which was ∆t = 35 fs. With the help of an home-made
pulse stretcher after the OPA, we were effectively able to enlarge the
pulse width and at the same time considerably reduce the peak power
to a feasible level.
Here a final remark on the presented laser source. Overall it is re-
ally powerful and is able to deliver a pulsed, linearly polarized, tun-
able optical signal from 1.1µm to 2.6µm. The main drawback is that
the system is very sensitive to environmental fluctuations (in partic-
ular temperature and humidity) and to small misalignments which
are amplified by the long optical lever. Therefore the laser source is
not really "plug-and-play" and constitutes an active part of the experi-
mental set-up, where daily small alignments are needed, in particular
for the amplifier stage, to let the system work properly.
3.4.2 Home-made pulse shaper
Pulse shaping is needed to make the temporal pulse longer. In the
following, a Fourier transform pulse shaper based on amplitude mod-
ulation is presented.
The basic idea to be able to reshape in the time domain an optical
beam is to tailor its spectrum. More quantitatively, in the case of a
transform-limited optical pulse (in the absence of frequency chirp),
the spectral width of a Gaussian pulse is linked to its time width by
the following Fourier relation [3]:
∆ω∆t = 4 ∗ log 2 (61)
As expected, expression Equation 61 indicates that, as the width of
the pulse increases in the time domain, the spectral width decreases
in the frequency domain and vice-versa.
A photograph of the pulse shaper is reported in Figure 29.
The pulse shaper is in the so called 4f reflection configuration. Af-
ter the OPA, first of all we separate the idler beam (red arrow) from
the co-propagating signal beam (blue arrow). Since the two are lin-
early polarized with orthogonal polarization, this can be done with a
polarizer. Alternatively, as it is shown in Figure 29, due to the large
wavelength difference, they can be also separated with a 1500nm
long-wave pass filter which has a measured extinction ratio > 50 dB.
Then, the femtosecond idler pulse is first decomposed into its spectral
components by a grating, which is mounted on a rotational stage.
The grating used is characterized by 600 grooves/mm and a disper-
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Figure 29: Photograph of the experimental pulse shaper. The red arrow rep-
resent the optical path of the idler beam at λi ∼ 2.4µm. The angle
between the incoming beam on the grating and the outgoing one
is only for illustrative purposes. In the real set-up the beams are
separated only along the z-direction, to let the shaped beam exit
from the pulse shaper system. The blue arrow is the signal beam
which comes also from the OPA and is filtered with a long wave
pass filter 1500nm.
sion of 1.46nm/mrad. The angular dispersion generated by the grat-
ings is transformed into spatial dispersion by a cylindrical lens with
focal length f = 10 cm. In the back focal plane of the lens, a tunable
slit modulates the intensity of the different components. The spec-
tral components are reflected back by a mirror and they pass again
through the lens. The spectral components are then focused on the
grating and recombined, creating a collimated reshaped pulse. If the
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slits are absent, the 4f configuration forms a unit magnification tele-
scope. Assuming a non-dispersive lens, this schematic is ideally free
of frequency dispersion. A reflection geometry can be very conve-
nient to achieve the dispersion-free condition. Only two focal planes
are indeed present, instead of four as in the transmission configura-
tion, simplifying the alignment of the setup.
The pulse shaper in Figure 29 is inherently a lossy system, which is ex-
actly what we need to some extent. Indeed, we see from Equation 60,
that we need to reduce the peak power by orders of magnitude, to
have a Ppeak ∼ 1W coupled into the waveguide. Therefore, from one
side the enlarged temporal width helps to reduce the peak power, on
the other side the reconfigurable slit system which filters out the spec-
trum, effectively reduces the optical power. As a matter of fact, even
after the intrinsically lossy pulse shaper stage, additional neutral fil-
ters are needed to further reduce the optical power. Measurements
of the achieved temporal pulse width as a function of the average
pump power at the output of the pulse shaper are reported in Fig-
ure 30(a). The reported pulse time widths were estimated with Equa-
tion 61 from the bandwidth of the recorded spectra with the FTIR. We
checked the accuracy of this method at telecom wavelength, by mea-
suring the pump spectrum also with a standard OSA. In Figure 30(b),
the idler spectrum is effectively cut to ∆λ = 14nm. Experimentally
the maximum achievable shaping was obtained reducing the spectral
width till ∆λ = 0.5nm, which corresponds to ∆t = 17 ps.
Note that in the particular case of the spectrum reported in Figure 28,
it is actually crucial to effectively filter out the pump signal. Indeed,
the signal at 1.2µm could be effectively diffracted into the second or-
der by the grating collinearly to the first order of the idler, according
to the grating equation [22]:
d
[
sin(θi) + sin(θm)
]
= mλ (62)
where d is the distance between the lines of the grating, θi is the inci-
dent angle (experimentally chosen close to the grating blazed angle),
θm is the diffracted angle, λ is the diffracted wavelength and m is
the diffracted order. So this component will be transmitted from the
pulse-shaper and it has to be suppressed, since it could be source of
noise and could mislead the data analysis. As a matter of fact, with
the idler wavelength set by the OPA at 2.4µm, the corresponding sig-
nal wavelength lies exactly where we will look for the SHG generated
signal. For this reason, at the output of the pulse-shaper we placed
an AR-coated thick germanium window which provides an extinc-
tion ratio higher that 50 dB.
The manual system of grating rotation have been recently substitute
with a mechanical automatic rotation system, remotely controlled,
which can accurately and quickly tune the wavelength in the range
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Figure 4.9: Transmittance spectrum of different ﬁlters. The AR-coated germanium
(black line) is the most suitable to work in MIR region and to cut off undesired
NIR-VIS frequencies.
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Figure 30: (a) Characterization of the temporal pulse width as a function of
the average power at the output of the pulse shaper. (b) The idler
spectrum at the input (green line) and at the output (red line) of
the pulse shaper. The FWHM are respectively 253nm and 14nm.
[2.25;2.5] µm, once the slits have been fixed to have a minimum pulse
bandwidth of ∆λ = 0.5nm.
3.4.3 Coupling and detection method
In this part we will discuss the coupling of the optical signal into
the waveguide and the detection method. Hereafter, we will refer to
the reshaped idler beam as the pump beam, which is ready to be in-
serted into the waveguides. Its average peak power at the output of
the pulse shaper is less than 1µW and it is not possible to trace it to
the sample.
Moreover, we are also effectively blind in butt coupling a tapered
fiber to the waveguide, since we do not have sensitive enough camera
to check for pump signal scattering off the sample in the MIR. For
this reason, as it is shown in Figure 26, we use a reference Amplified
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Stimulated Emission (ASE) source at telecom wavelength. We make
the pump and the ASE collinear and this allows us to use the refer-
ence to make the alignment and the coupling with a NIR-VIS camera
(FIND-R-SCOPE, model 85700). Then, due to collinearity, the pump
is almost aligned and the pump coupling can be maximized.
To measure the transmitted power through the sample and charac-
terize the insertion losses, we use an extended InGaAs photodiode
(Thorlabs FD05D), whose spectral range is [800;2600]nm. Its respon-
sivity is shown in Figure 31(a). To improve the signal to noise ratio
we use a lock-in amplifier, triggered with the 1 kHz repetition rate
coming from the regenerative amplifier. With this system, with 1 s of
integration time, the limit of detection is about 200 pA.
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Once the detector is set up, we measure the pump power making a ﬁber-ﬁber
coupling. This operation tells us howmuch power will be inserted into the waveg-
uides and so the initial power Pin .
At 2.4µm the injected pump power Pin is
Pin�320 nW. (4.16)
This measurement is made with a neutral ﬁlter of 0.4OD at 2.4µm with a spectral
width of 4 nm.
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Figure 31: (a) Responsivity as a function of wavelength for the extended
InGaAs photodetector used to measure the pump beam at
λ ∼ 2.4µm and the reference power at λ = 1.55µm. (b) Voltage
traces of the trigger electrical pulse from the regenerative am-
plifier and voltage signal at the output of the extended InGaAs,
both measured with an oscilloscope. The trigger signal precedes
the optical pulse by ∼ 180ns. The trigger is in NIM logic, i.e. it
has a low-level true. The correct timing down to the 2.5ns gate
width within the SPAD is performed thanks to a delay line.
Let us discuss the method to detect the SHG signal. We have seen
from the simulations that with a conservative value for the second
order coefficient of χ(2) ∼ 0.01 pm/V , the generation level is expected
to be about −90 dB. Now, supposing to have 10nW of average optical
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power coupled within the waveguide (we will see in Section 3.5 this is
the typical orders of magnitude for the pump power), the generated
SHG signal is expected to be below the fW level. It is thus evident
that we can not use a standard OSA for this task, since its limit of
detection is ∼ 1 pW.
We used instead the id201 InGaAs single photon counter (SPAD),
whose detection efficiency as function of wavelength is reported in
Figure 15(a). The expected SHG generated at about 1.2µm actually
lies within the spectral bandwidth of the SPAD. In order to reduce
the non-negligible SPAD dark counts, the detector works in gated
configuration, triggered by the 1 kHz reference signal from the regen-
erative amplifier. Even though the pump wavelength lies well above
the detector spectral responsivity upper limit, as a side effect we ex-
perienced that the pump power is effectively detected by means of
TPA within the SPAD. We exploit this side effect for the timing fine
tuning of the SPAD gating with respect to the incoming optical signal,
see Figure 31(b).
Then, once the detection system is maximized, we simply filtered out
the pump by bending the output tapered fiber. Indeed the 2.4µm is
not really well guided by the telecom tapered fiber and it is enough
to gently bend the fiber to induce huge bending losses and filter out
the MIR signal, without inducing at the same time losses to the well
confined SHG 1.2µm mode propagation. We set the gate window to
the minimum possible time width of 2.5ns, triggered with the rep-
etition rate r = 1 kHz, which determines the dark count rate to be
CDC = 5Hz.
Let us estimate the minimum optical power that can be measured by
the detector. This is given by:
P =
hc
λ
C−CDC
DE
(63)
where DE = 23% is the SPAD detection efficiency at λ = 1.2µm. If
we suppose to set the minimum detectable value to have a signal-to-
noise SNR = 1 for 1 s of integration time, this results to be
P ∼ 0.004 fW, which is low enough to be able to detect a SHG signal
from the strained silicon waveguide even in the worst case scenario of
a second order coefficient of the order of χ(2) ∼ 0.01 pm/V . The more
the integration time, the lower the deviation of the background noise,
but, at the same time, the more time consuming the measurement.
Generally, depending on the photon flux level, the most suitable inte-
gration time has to be set case by case.
3.5 experimental measurements
In this section the experimental measurements of SHG in strained sil-
icon waveguides are reported. The experimental measurements were
3.5 experimental measurements 69
performed for the waveguide width of Set 3 and Set 4 with reference
to Table 1, i.e. for the combination TE1-TM3 and TE1-TM5 respec-
tively. In what follows only the measurement performed on Set 3 are
reported, to avoid redundancy. For the third set, the coupling losses
were estimated to (16 ± 1)dB with the cut-back technique and are
most likely equally divided between input and output. The propaga-
tion losses were measured to be (5.1± 0.5)dB/cm. The coupling and
propagation losses were characterized at 1550nm. The total insertion
loss measured at [2.25;2.5] µm is compatible with the telecom charac-
terization.
We experimentally observed that we were not able to detect any kind
of SHG signal from the designed sample length of L = 2 cm. There-
fore, we decided to cut the sample to reduce the waveguide length.
The waveguide length was reduced by a cutting procedure thanks to a
diamond tip in the range [2;5] mm. This may seems counter-intuitive,
as, following the theoretical derivation for the DFG generated power
developed in Chapter 2, this can be straightforwardly generalized
also for the SHG case, leading to [18]:
PSHG ∝ P2pumpL2 sinc2
(
∆kL
2
)
(64)
Therefore, the longer the sample the higher the generated power ∝ L2
and the smaller the bandwidth ∝ 1/L.
While the pump beam was tailored to match the phase matching
bandwidth with ∆λ ∼ 0.5nm, still the temporal width of ∆t = 16 ps
may cause walkoff effects. As a matter of fact, the walkoff length
defined in Equation 58, results Lw = 5mm. Moreover, cutting the
sample allows us to have a better signal to noise ratio in the passive
characterization of the waveguides.
In Figure 32(a) the signal measured at the waveguide output by
the InGaAs SPAD, as a function of the pump wavelength is reported.
From the measurement the presence of a peak is evident at the pump
wavelength λp = (2265.9±0.1) nmwith a phase matching bandwidth
∆λ = (1.17± 0.02) nm, both of which were estimated from a Gaussian
fit of the experimental data.
The measurement reported in Figure 32(a) was taken with a nominal
waveguide width of w = 906nm, with a waveguide length of L =
4mm and a coupled peak pump power Pp = 0.6W, which is strong
enough to excite a detectable SHG signal and at the same time low
enough to avoid SPM within the waveguide, see Figure 25(b).
This corresponds to an incident average power upon the waveguide of
<P> = 61.5nW. The SHG bandwidth is larger than the simulated one
of 0.5nm due to the use of a shorter sample. Further measurements
for nominally equal waveguide width as a function of the waveguide
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Figure 32: (a) Experimental measurement of the SHG signal as a function
of the pump wavelength. The peak is at λp = (2265.9± 0.1) nm
and the phase matching bandwidth is ∆λ = (1.17± 0.02) nm. (b)
Generated SHG power as a function of the average pump power.
The data are reported in log-log scale and the blue line is a linear
fit.
length are needed to better characterize the SHG bandwidth.
In Figure 32(b) the generated power dependence as a function of the
average pump power within the waveguide is reported. The slope of
the linear fit of the data, note that they are reported in log-log scale,
is (1.93 ± 0.05). Theoretically it is expected to be 2, since the SHG
generated power must increase quadratically with the pump power
(see Equation 64). The close agreement between theory and experi-
ment, constitutes an additional proof of the occurrence of SHG to the
narrow-band phase matching feature reported in Figure 32(a).
We found the phase matched wavelength reported in Figure 32(a)
compatible with the simulations. More in detail, in Figure 33 the
dependence of the phase matched wavelength as a function of the
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waveguide width is reported. The experimental data are reported as
blue squares, while the black line represents the theoretical expecta-
tion from FEM simulations.
Figure 33: SHG peak wavelength as a function of the waveguide width. The
blue symbols are experimental data, while the black line is the
theoretical prediction from FEM simulation. The grey shaded
area is the SHG peak wavelength theoretical uncertainty due to
the photolithographic process tolerance ±50nm.
As it is possible to see from Figure 33, the trend of the experimen-
tal data follows the one predicted from the simulations. However, the
two are slightly off-set. The physical explanation is that the real aver-
age width of the waveguide <w> is different from the nominal simu-
lated one and this has the effect to overall shift the wavelength posi-
tion of the SHG generated peak. An average deviation of (35± 1)nm
is found between the nominal values of the waveguide widths and
the fabricated ones, which is compatible with the tolerances of the
photo-lithographic process ( ±50nm) represented as the grey shaded
area in Figure 33.
Finally, the experimental data are fed into the nonlinear pulse propa-
gation model, in order to estimate the induced χ(2)eff coefficient.
Since the considered combinations are TE1-TM3 and TE1-TM5, the
estimation regards mainly the tensor element χ(2)eff,xxy. The estimated
χ(2) coefficients for the two combinations result χ(2)set4 ∼ 0.3 pm/V
and χ(2)set3 ∼ 1.5 pm/V . These are preliminary estimations, while for
an accurate evaluation more statistics on nominally equal waveguides
is needed. It is interesting to note that in the smaller waveguide, the
measured χ(2) is higher than the one in larger waveguide. This seems
to endorse the fact that the SHG detected signal comes from the strain
induced χ(2), rather than surface effects. Indeed, in that case the χ(2)
is expected to have the same value. On the contrary, it makes sense
from FEM simulations that smaller waveguides are more subjected to
strain gradient effects, which eventually leads to higher induced χ(2)
coefficient.
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Further investigations are needed in order to clearly demonstrate the
origin of the measured SHG signal. In particular, the effect of strain
has to be decoupled from other parasitic effects that could compete
to the observed signal, such as the Electric Field Induced Second Har-
monic Generation (EFISH) [19]. The presence of a positive charge sur-
face density at the Si3N4-Si interface has been recently reported in
different papers [19, 130]. As a net effect, the trapped positive charge
attracts negative charges within the silicon, eventually forming per-
manent electric fields within the waveguide. The EFISH effect actually
acts as a "dressed χ(2)", mediated by the relatively large χ(3) coeffi-
cient of silicon as χ(2)EFISH ∝ χ(3)EDC, where EDC is the static electric
field generated by the positive charge surface density.
3.5.1 Future perspectives
The experimental measurements on strained silicon waveguides are
still ongoing in the lab. In particular, a complete characterization as a
function of the waveguide length and of the pump pulse bandwidth
is still pending. Moreover, the graph reported in Figure 32(a) is not ac-
tually the SHG spectrum, as the signal is integrated over the InGaAs
SPAD bandwidth, see Figure 15(a). We plan to take the SHG spec-
trum with a home-made spectrometer, like the one presented in Fig-
ure 16, which should be sensitive down to the single-photon level. It
will be interesting to study the SHG bandwidth as a function of the
waveguide length and of the tunable pump bandwidth with the pulse
shaper directly from the measured SHG spectrum.
Besides the experimental characterization of the measured SHG sig-
nal, we also need to clarify the physical origin of the observed χ(2).
In particular, what we plan to do to disentangle the various contribu-
tions that may add up to the measured χ(2), is to repeat the SHG ex-
periment by using a screw equipped sample holder. This is reported
in Figure 34(a), a tool that was already exploited in [119].
In this way, we have the freedom to externally introduce a tunable
reconfigurable strain to the waveguide. By the evaluation of the vari-
ation of the generation efficiency as a function of the applied load, it
will be possible to clarify the role of the strain on the observed χ(2).
It will be possible to find a relationship between the amount of χ(2)
induced by strain (that varies with the applied load) and the amount
of χ(2) that may be induced by other phenomena, such as the χ(2)
of the silicon nitride cladding or the trapped charges (that should be
independent on the applied load).
Using a simulation procedure like the one described in Ref. [129], we
will determine the strain distribution inside the waveguide. In Fig-
ure 34(b) is reported, as an example, the strain distribution inside
the waveguide when the sample is stressed by means of the screw
applying a displacement of 150µm in the center of the sample. Fol-
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lowing the work reported in [127], the comparison of this simulation
with the experimental result, will give us the possibility to determine
the relationship between the strain gradient tensor and the strain-
induced second order nonlinearity, which are expected to be linearly
proportional. For this goal, it would be useful to also experimentally
evaluate the occurrence of SHG in Set 1 and Set 2 of Table 1, as they
refer to a co-polarized TE multimodal combination. This will enable
us to map another element of the χ(2) tensor, specifically χ(2)xxx, which
will eventually let us cleanly link the the strain gradient tensor and
the strain-induced second order nonlinearity [127].
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Figure 34: (a) Screw-equipped sample holder used to apply a tunable me-
chanical stress to the sample. (b) FEM simulation of the strain
distribution in the waveguide placed in the center of the sample
when the screw is applying a displacement of 150µm.
Another strategy we are currently working on, is to study the effect
of UV annealing passivation to the SHG signal in the strained silicon
waveguides. Indeed, it is well known in literature that UV irradiation
dramatically decreases the lifetime of the deep charge trapping cen-
ters at the silicon-nitride film interface [131]. If the SHG signal would
be considerably decreased after the UV annealing, this would be a
strong indication that charges by means of EFISH play a non negligi-
ble role in the observed experimental measurements. An interesting
back-up option would be the deliberate exploitation of EFISH for in-
ducing a sizeable χ(2) into the silicon waveguide.
This idea takes inspiration from the recently published work by Timur-
dogan et. all [130], where the authors presented SHG measurements
on silicon ridge waveguides, quasi-phase matched by DC electric field
spatial distributions controlled with p-i-n junctions. They reported an
induced χ(2) = 41 pm/V , which is actually comparable to the one
of non-centrosymmetric media such as LiNbO3, as discussed in Sec-
tion 2.2.
Whatever eventually will be the successful strategy to induce the
largest possible χ(2) in silicon, a sizeable χ(2) coefficient, besides en-
abling the highly sought electro-optic modulators, would also open
the possibility to generate on-chip photon pairs via SPDC. Consid-
ering a pump at telecom wavelength, entangled photon pairs in the
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MIR will be generated. This is an intriguing process, especially due
to recent interest to the photonics community to the MIR spectral re-
gion [87].
However, while we have seen that the generation of nonlinear second
order phenomena in silicon is not a trivial task, on the other side the
single-photon detection in the MIR is really an issue. To this point, we
will present in Chapter 7 that by means of spectral translation of MIR
correlated photon pairs into the visible, we were able to demonstrate
coincidence measurement at room temperature with relatively high
CAR.
Part II
χ ( 3 ) S O U R C E S O F E N TA N G L E D P H O T O N PA I R S
Part II is dedicated to discuss sources of entangled pho-
ton pairs based on χ(3) optical nonlinearity. In Chapter 4
the nonlinear and thermo-optical properties of SiON are
presented. SiON is a material that is getting more and
more appealing for photonics. Nonetheless the SiON op-
tical properties have not yet been fully characterized. In
particular, an accurate knowledge of the thermo-optic co-
efficient and of the nonlinear parameter n2 is needed for
the design of nonlinear and quantum integrated photonic
circuits.
In Chapter 5 the generation of correlated photon pairs
from silicon on insulator microring resonators is presented.
The generation efficiency is characterized and linked to
the theoretical expectations. A comparison with the ob-
tained results with the current silicon integrated quantum
photonics state of the art, is also addressed at the end of
Part II.

4
S T I M U L AT E D F O U R WAV E M I X I N G I N S I L I C O N
O X Y N I T R I D E M I C R O R I N G R E S O N AT O R
In this Chapter the optical properties of the silicon oxynitride material
(SiON) are investigated by using racetrack resonators. SiON is appeal-
ing for photonics due to the fact that it is very transparent in a wide
spectral range (it does not suffer multi-photon absorption losses), it
shows minimal insertion losses and can be easily fabricated in a com-
patible way with respect to the well established CMOS technology.
Nonetheless, the optical properties of SiON have not yet been fully
characterized. We estimated in particular the thermo-optic coefficient
of the material dn/dT and its χ(3) coefficient, whose knowledge is
essential for the design of nonlinear and quantum optical integrated
photonic circuits, where thermal reconfiguration and nonlinear pa-
rameteric processes constitutes fundamental operations.
The work described in this Chapter was done in collaboration with
Dr. Massimo Borghi. Dr. Fernando Ramiro Manzano designed the
sample, which was fabricated by Dr. Mehr Ghulynian at the Bruno
Kessler Foundation. Mr. Stefano Biasi also gave an important contri-
bution with the interferometric measurement which fixes the micror-
ing excitation regime.
4.1 stimulated four wave mixing
In this Section, the theoretical framework to predict the generation
efficiency of the χ(3) nonlinear process named stimulated Four Wave
Mixing (FWM) is presented. Stimulated FWM can be viewed as a fis-
sion process, where two pump photons are non-linearly mixed with
a signal photon to generate and idler photon. In Figure 35 the FWM
energy diagram is reported. As every nonlinear wave-mixing optical
process, the energy and momentum conservation must be fulfilled in
FWM. The energy and momentum relations are given by:
ωi = 2ωp −ωs (65)
ki = 2kp − ks (66)
where the p-subscript refers to the pump photons and the s,i-subscripts
refer respectively to the signal and idler photons. Again, the fulfil-
ment of the energy conservation (Equation 65) does not imply the
momentum conservation (Equation 66), also called phase matching con-
dition due to the frequency dependence of the refractive index.
In an optical resonator, all the waves involved in a parametric pro-
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FWM
ωp
ωp
ωs
ωi
Figure 35: Sketch of the energy diagram for the χ(3) process called Four
Wave Mixing (FWM). In stimulated FWM, in addition to the pump
photons with frequency ωp, also an additional photon, say the
signal at frequency ωs is present, to trigger the generation of
another photon, called idler at ωi = 2ωp −ωs. In spontaneous
FWM two pump photons spontaneously decay into a signal and
idler photon.
cess must be resonant within the cavity, otherwise they will undergo
destructive interference. This implies that the frequency of the pump
and of all the generated waves must be coincident with the eigen-
frequencies of the resonator. For small detuning from the pump, the
energy and phase matching condition are automatically met in a mi-
croring resonator.
4.2 microresonators : theoretical model
In this Section the optical properties of a microring resonator are in-
troduced. In planar integrated devices, light is coupled into the res-
onator by means of evanescent coupling with a bus waveguide. Only
certain wavelengths are actually coupled into the resonator. The reso-
nance condition is given by the following relation:
mλm = 2piRneff(T) (67)
where λm is the resonant wavelength and m is the mode number
of the ring resonator. R is the radius of the ring resonator and neff(T)
is the effective refractive index experienced by the whispering-gallery
wave which travels within the resonator. It is worth to note that neff(T)
depends on the temperature through the thermo-optic coefficient of
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the material, which will be analysed in detail in the final section of
this chapter.
The simplest configuration of a ring resonator is obtained with a bus
straight waveguide coupled to the ring resonator. This configuration
is called All-Pass filter. A sketch of an All-Pass filter ring resonator is
reported in Figure 36(a).
(a)
R
input through
(b)
R
drop
input through
add
Figure 36: a) Sketch of an All-pass filter ring resonator. (b) Sketch of an Add-
Drop filter ring resonator.
Whereas, as sketched in Figure 36(b), in the Add-Drop filter configu-
ration two waveguides are coupled to the ring resonator. Through the
Transfer Matrix formalism [132], it is possible to link the electric field
amplitude at the input port, to the one scattered in the through port
(and also in the drop port for the case of an Add-drop resonator).
In the following, the All-Pass transmission amplitude will be derived
in a lossless point coupling approximation: that is to say, the exchange
of energy is thought to happen in a point placed in the middle of the
coupling region, where the gap is minimal.
With reference to Figure 37, the amplitudes of the electric field Ei
(with i = 1,2,3,4) are related to each other in the coupling region by
the following matrix relation:
[
E4
E3
]
=
[
r ik
ik r
][
E1
E2
]
(68)
Energy conservation at the coupling stage requires that the coupling
coefficient k and the transmittance coefficient r satisfy: k2 + r2 = 1,
where negligible coupling induced losses are considered.
In the free propagation region inside the ring resonator we find the
following relation:
E2 = E3e
i(β+iα)L (69)
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(r,k)
E1 E4
E3E2
e -αL
Figure 37: Sketch of the theoretical model of a coupled All-pass filter ring
resonator. The coupling region is characterized by the transmis-
sion and coupling coefficients (r,k).
where β(λ) = 2piλ neff(λ) is the propagation constant inside the ring,
defined in Chapter 3, L = 2piR is the perimeter of the ring and α is
the loss coefficient.
Since only single-mode ring resonators will be analysed throughout
the thesis, higher order modes inside the resonator will not be dis-
cussed. By inserting Equation 69 into Equation 68, the solution for
the field amplitudes E3 and E4 in stationary conditions can be found.
In particular, the normalized transmittance into the through port is
given by:
T =
∣∣∣∣E4E1
∣∣∣∣2 = ∣∣∣∣ r− τei(βL)1− rτei(βL)
∣∣∣∣2 = r2 + τ2 − 2rτ cos(βL)1+ r2τ2 − 2rτ cos(βL) (70)
where τ = e−αL is the round-trip loss coefficient.
It can be shown, by expanding the exponential terms in Equation 70
to the first order in (λ− λm), where λm is the m-th order resonance
wavelength, that the peak is actually a lorentzian function [22]. In
Figure 38 the transmittance response obtained from Equation 70 is re-
ported. When Φ = βL = 2pi, typical Lorentzian-shaped transmittance
dips are found at the ring’s resonances. With respect to Figure 38, it
is possible to distinguish three different regimes:
• Under-coupling: in this regime the losses induced by the cou-
pling process (extrinsic losses) are lower with respect to the
losses associated to light propagation inside the microresonator
(intrinsic losses). In this excitation configuration, the transmit-
tance shows narrow resonances ( blue curve in Figure 38);
• Over-coupling: it is the opposite regime with respect to the under-
coupling. Here the extrinsic losses are higher with respect to
the intrinsic losses and the resonator is over-coupled. In over-
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Figure 38: Transmittance spectra for an All-Pass filter single-mode ring res-
onator for three different values of the transmission coefficient r
(r = 0.85, r = 0.7, r = 0.95). The intrinsic losses has been fixed arbi-
trarily to a value of τ = 0.85
.
coupling, the transmittance shows broader resonances with re-
spect to under-coupling configuration ( red curve in Figure 38);
• Critical coupling: in this configuration the intrinsic losses balance
the extrinsic losses. This gives rise to a complete destructive
interference process at the coupling port of the resonator, which
leads to a vanishing transmittance on resonance (Φ = m2pi, with
m integer). The critical coupling configuration is the one which
maximizes the field enhancement factor, defined as the ratio
between the power circulating within the resonator with respect
to the incoming power carried by the bus waveguide.
Let us discuss the main parameters which characterize a resonator.
It is not difficult to prove from Equation 67 that the spectral distance
between two adjacent resonances, the so called Free Spectral Range is
given by:
FSRm =
2pic
ng(λm)L
(71)
where ng = 1c
[
neff(λ) − λ
∂neff(λ)
∂λ
]
is the group index and the m-
subscript denotes that FSR is evaluated with respect to the m-th
resonance. From Equation 71 we see that the larger the resonator
perimeter L, the smaller the FSR. Moreover, since ng is wavelength-
dependent, the FSR is not constant but depends on the resonance
order m. As a consequence, resonances are not equidistant in fre-
quency.
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Another important parameter is the one related to the Full Width
at Half Maximum (FWHM) of the resonances reported in Figure 38.
The FWHM expressed in wavelength, evaluated for the m-th order, is
given by:
∆λm =
(1− rτ)λ2m
ping(λm)L
√
rτ
(72)
It is possible now to define the quality factor of the resonator, which is
given by [22]:
Q =
λm
∆λm
(73)
In general, the quality factor of a resonator is a dimensionless param-
eter which expresses how much an oscillator is under-damped. From
Equation 72-73, we see that Q is related to the resonator’s bandwidth
relative to its centre frequency. High Q indicates a low rate of energy
loss relative to the stored energy of the resonator. Typically, from the
through port of a resonator one has direct access to the total quality
factor Qtot, which can be easily estimated by recording the transmit-
tance power as a function of the input wavelength. The total quality
factor is given by the following relation:
1
Qtot
=
1
Qi
+
1
Qe
(74)
where Qi is the intrinsic quality factor and Qe is the extrinsic quality
factor. The higher the quality factor magnitude, the lower the losses,
which in turns let us interpret 1/Q as a quantity proportional to the
resonator losses.
In particular, 1/Qi takes into account the intrinsic losses, which are
given by: material absorption, bending losses (also called radiation
losses), scattering losses and surface absorption [133]. The extrinsic
losses are instead given by the coupling losses, which can be tuned
with the waveguide to resonator distance, to exploit different cou-
pling regimes. As already pointed out, when the resonator is excited
in critical coupling, this means that the intrinsic losses equals the ex-
trinsic losses. In this particular case Qtot = Qi/2.
It is also possible to express the quality factor in terms of the photon
lifetime τtot, which is related to the quality factor by Q = ωτtot2 . The
physical interpretation is straightforward: the higher the quality fac-
tor, the lower the losses, the higher the photon lifetime, which is the
time that a photon spends inside the cavity.
It is possible to show under weak coupling approximation (k2  1)
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and low intrinsic losses (α 1) that the photon lifetime τtot is related
to the parameter (α,k) by the following relation [5, 134]:
1
τtot
=
1
τi
+
1
τe
(75)
1
τi
= αvg
1
τe
=
k2vg
2L
(76)
Another important parameter which characterizes a resonator is the
Field Enhancement (FE) factor. FE represents the field gain occurring
inside the resonator volume and can be expressed as |FE|2 = PiPe ,
which is the ratio between the circulating power inside the resonator,
with respect to the incident power. By considering again the coupling
equation Equation 68, the modulus square of the field enhancement
is given by:
|FE|2 =
|E3|
2
|E1|2
=
∣∣∣∣ ik1− rτei(βL)
∣∣∣∣2 (77)
In Figure 39, the |FE|2 is plotted as a function of Φ = βL for the 3
different regimes (same parameters used in Figure 38).
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Figure 39: Modulus square of FE for an All-Pass filter single-mode ring res-
onator for three different values of the transmission coefficient
r (r = 0.85, r = 0.7, r = 0.95). The intrinsic losses have been fixed
arbitrarily to a value of τ = 0.85.
As already stated, the field enhancement factor is maximum at the
critical coupling condition, i.e. when τ = r (blue line in Figure 39).
This result is also true for an Add-Drop Filter micro-ring resonator
(see Chapter 8). FE can also be viewed as the resonator gain factor
in steady state condition, with respect to the field propagation into
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parameters all-pass add-drop
Q ping(λm)L
√
rτ
(1−rτ)λm
ping(λm)Lr
√
τ
(1−r2τ)λm
FSR 2picng(λm)L
2pic
ng(λm)L
FE ik
1−rτei(βL)
ik
1−r2τei(βL)
Table 2: Main parameters which characterize the performances of a micror-
ing resonator in the All-Pass and Add-Drop filter configuration.
They are expressed as a function of the coupler parameters (r,k),
the total perimeter L, the m-th order resonant wavelength λm and
the group index ng.
a straight optical waveguide. The presence of a strong field inside a
small volume is a peculiar property of micro-resonators, which makes
them suitable elements for the observation of nonlinear effects at low
input powers [72].
Similar results, with respect to the ones that have been achieved so far
for an All-Pass filter resonator, can be obtained also for an Add-Drop
filter micro-ring resonator with the transfer matrix formalism.
As it is sketched in Figure 36, the Add-Drop filter resonator presents
two input ports, conventionally named input and add, and two out-
put ones, named drop and through. In Table 2, the quality factor Q,
the Free Spectral Range FSR and the Field Enhancement are reported
together for the All-Pass filter and Add-Drop filter resonator. The
same results obtained with the Transfer Matrix formalism of Equa-
tion 68 for the transmittance T (Equation 70) and for the FE (Equa-
tion 77) of a resonating device, can be obtained with a different ap-
proach, based on Temporal Coupled Mode Theory [135]. It can be shown
that the dynamical equation that describes the evolution of the mode
amplitude a for a single mode All-Pass resonator for a normalized to
1 excitation source, is given by [136]:
da
dt
= i(ωm −ω)a−
1
τtot
a+ i
√
2
τe
(78)
where ωm is the resonator eigenfrequency (in general for the m-th or-
der) and τtot is the total lifetime, which satisfies the following relation
1/τtot = 1/τi + 1/τe. The temporal coupled mode theory formalism
will be exploited in this chapter for the nonlinear refractive index es-
timation of the SiON.
It will also be extremely useful for studying a system composed by
two indirectly coupled silicon micro-ring Add-Drop resonators in
Chapter 8.
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4.3 experimental set-up
In this Section the optical set-up used to characterize the thermo-optic
coefficient dn/dT and the nonlinear refractive index n2 [12] of a rela-
tively high (n ∼ 1.77) SiON is presented. The refractive index of SiON
can be tailored as a function of the relative amount of the gas mix-
ture (SiH 4, NH3 and N2O) used in a parallel-plate plasma enhanced
chemical vapour deposition (PECVD) [137].
4.3.1 SiON All-pass racetrack resonator
The device under test is a racetrack resonator in the All-Pass filter con-
figuration [138]. The waveguide has a cross-section of 1.2 × 0.55µm2,
an internal bending radius of R = 49.4µm, while the coupling with
the exciting waveguide is realized by means of a straight section of
length Lc = 20µm and a gap of 1.05 µm. An image taken from the
design of the SiON mask is shown in Figure 40.
R
Lc
g
20 µm
Figure 40: Design image for an All-Pass SiON racetrack resonator. The pa-
rameters are: R = 49.4µm, Lc = 20µm, g = 1.05µm.
The waveguide is single mode for both Transverse Electric (TE) and
Transverse Magnetic (TM) polarizations at the probe wavelength at
1550nm. The mode is confined between the lower ∼5µm thermal ox-
ide cladding and an upper one, constituted by a double stack of 400
nm Borophosphosilicate glass (BPSG) and a 2µm thick PECVD SiOx
layer.
It is worth to note that the model developed in the previous section
for an All-Pass micro-ring resonator, can also be applied in the case
of a racetrack resonator. The main advantage of using a racetrack res-
onator is that it is easier to determine the coupling strength since it
is controlled by two parameters: the length of the two straight cou-
pling guides Lc and their separation gap (see Figure 40). Spacing tol-
erances are less critical for the coupling gaps in racetrack compared
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to ring resonators, because if stronger couplings are needed only the
coupling length has to be increased without decreasing the spacing
between the input guide and the resonator. As a drawback, the total
perimeter of a racetrack resonator is longer with respect to the one
of a micro-ring with equal radius, which implies higher losses experi-
enced by the mode inside the resonator. As we will see in this section,
for the case of SiON this is not a big issue, due to the typical low
intrinsic losses associated with the material.
With respect to the model developed for the micro-ring All-Pass res-
onator, there are only few differences to take into account: Equa-
tion 69 is now E2 = E3e−(αRLR+αC2LC)ei(βRLR+βC2LC), where two
contributes are highlighted. One contribution comes from the straight
propagation along the directional coupler (C-subscript) and the other
one from the curved elements (R-subscript). LC and LR = 2piR are
the length of the directional coupler and the curved elements, respec-
tively.
First of all, the device was passively characterized. With a pigtailed
tunable C-band Continuous Wave (CW) laser (TUNICS T100S-HP,
Yenista) the optical signal is edge-coupled into and out of the waveg-
uides by means of tapered lensed fibres (OZ optics, spot diameter
of (2.5 ± 0.3) µm, working distance (14 ± 2) µm), thanks to a micro-
metric positioning stage. The signal is measured with a commercial
Ge photodetector (2033 - Newport Corporation), connected to a mul-
timeter. From the voltage signal V read by the multimeter, the imping-
ing power P on the instrument is given by the following relation:
P =
V
GR
(W) (79)
where G is the amplifier’s trans impedance gain in V/A and R = 0.8A/W
is the detector responsivity at λ = 1550nm. The amplifier’s trans
impedance gain can be set to three values (2× 103, 105, 2× 106)V/A
with a resulting dynamical range that extends from few nW up to
5mW. With the cut-back method, the total coupling losses have been
measured to be (6 ± 0.5)dB, equally divided between input and out-
put. The estimation uncertainty is due to statistic error, derived from
repeated measurements. From the analysis of nominal equal waveg-
uides but with different length, it was possible to estimate the prop-
agation losses for TE and TM mode which result to be (2 ± 0.5)dB at
a laser probe wavelength of λ = 1550nm.
With the help of a Labview programme which manages both the tun-
able laser and the multimeter, it has been possible to acquire both the
transmittance spectra for the TE and TM mode. They are reported
together in Figure 41. The decreased transmission at wavelengths
around 1530nm is attributed to the presence of residual N – H bonds
that could be minimized by additional annealing processes [139].
From a Lorentzian fit of the resonance dips in Figure 41, it is possible
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Figure 41: Transmittance spectra for both TE and TM mode for the racetrack
resonator under test.
to estimate the total quality factor Qtot (Equation 73) for the TE and
TM polarization at the different resonance orders.
Actually, in order to be able to determine the nonlinear refractive in-
dex n2 of the SiON, we also needed to know the external quality
factor Qe. A detailed analysis of the quality factor of the device is
discussed in the Section 4.5 regarding the n2 estimation.
Moreover, since the resonator is not excited in the critical coupling
condition, for an accurate estimation of n2 one also needs to know
whether the micro-resonator is in under-coupling or over-coupling.
This was fixed with an interferometric set-up, by simultaneously mea-
suring the intensity and the phase of the light transmitted from the
resonator as a function of wavelength. This was fixed by placing the
sample into one arm of a free space Mach-Zehnder [140]. The Mach-
Zehnder was set in a nearly balanced regime (both in amplitude and
phase) by using a delay line and a variable optical attenuator placed
in the free arm. Three output signals were recorded at the output of
the interferometer, which are the light transmitted from the sample Is
(when the light in the free arm is blocked), the one coming from the
free arm Iref (when the light in the arm which contains the sample is
blocked), and their interference I. The phase is than retrieved by the
relation [140]:
φ = arccos
[I− Is − Iref
2
√
IsIref
]
(80)
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The racetrack resonator under study turned out to be under-coupled
in the considered wavelength range around 1550nm. More details
about this interferometric experimental set-up are reported in [140,
141].
From a FEM simulation of the device reported in Figure 40, the group
index ng was estimated both for the TE and TM mode. From the fact
that the group index is slightly larger for the TM mode, it is possible
to recognize that in the inset of Figure 41, the shorter wavelength res-
onance is associated with the TM mode, while the other to TE mode.
The group index is computed for both the straight and the bent
waveguide (indicated as ngs and ngb respectively). The average group
index is given by:
〈ng〉 = (ngb × LR +ngs × 2Lc)/(LR + 2Lc)
The average group index 〈ng〉 is indeed the quantity that we can com-
pare with the experiment through the FSR relation (Equation 71).
From Figure 42 we see a good agreement between theory and exper-
iment. The experimental group index, evaluated at a wavelength of
1550nm, is nTEg = (1.83± 0.02) for the TE polarization and nTMg =
(1.80 ± 0.02) for the TM polarization. The corresponding FSR, ex-
pressed in wavelength, from Equation 71 resulted to be FSRTE =
(3.70± 0.04)nm and FSRTM = (3.76± 0.04)nm.
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��� �� ������������ ��� ng,TM = (1.80± 0.02) ��� ��� �� ������������� �� ���� ��������� Δneff �� � ��������
�� ������������ ��� ��������� ��� ����� �� ��� ������ ��������� ����� �� ����� �� (2.0± 0.2)× 10−5K−1� ��� �����
�� ���� ��������� �� ������� ��� ������ ����� ��������� �� ��� ���� ��������� �� ��������� �� ������� ���� ���
������ �� ����� �� ������ ��� ������������ ����� �� ��� ����� ������� ��� ���������� �� ��� ������ ����� ���������
�� ΓSiON = (2.2± 0.3) × 10−5K−1� �� ��������� ���� ����� ���� �� ��� ����� ������� ��� ������ ����� ���������
�� ��� ������ �0.9 × 10−5K−1� ��� ��� ��� �� ������������� ������� ������� �2.5 × 10−5K−1)� �� ����������� �� ��
������������� ��� 88% �� ��� �������
��� ������������� �� ��� ��������� ���������� �����
���������� ���� ���� ������ �� ��������� �� ������ ��� ���� ��� ��� ����� ����� ����������� ωp ��� ωi ����
��� �������� ���������� ������ �� ��� ���������� ��� �� ���������� ��� ��������� ������ ����� �� ��� ���������
ωs = 2ωp − ωs� ��� ������� �������� �� ��� ����� ���������� �������� �� ��� ������� ��� ����� �� ������
�
Figure 42: Measured (dots) and simulated (dashed lines) group index for
the TE and TM polarizations.
4.3.2 Waveguide set-up for SiON investigation
Let us present the optical set-up that was used for the determination
of the SiON thermo-optic coefficient dn/dT and the nonlinear coeffi-
cient n2. The set-up is sketched in Figure 43.
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As shown in Fig 43(a), the device is in thermal contact with a Peltier
cell, whose temperature can be controlled by an external Tempera-
ture Controller (TEC) in the range of 25-75 ◦C, with an approximate
accuracy of ± 1 ◦C. For the thermo-optic estimation the wavelength of
one tunable C-band CW laser was swept around the TE resonance at
1540nm and the resonance position was tracked for different Peltier
temperatures.
In the case of the n2 estimation, instead, we exploited the nonlinear
effect of stimulated FWM. As it is shown in Figure 43(b), two CW
tunable lasers are combined and injected into the input port of the
resonator. Due to the low expected efficiency of the process (consider-
ing as a lower bound the relatively low n2 of the silica [142]), a proper
targeted filtering operation was performed. This increases the signal
to noise ratio in the detection of the expected generated signal wave-
length, which is determined by energy conservation in Equation 65.
For this purpose, both the injected lasers are cleaned from the back-
ground stimulated emission at the signal wavelength. In particular,
the pump laser is cleaned with a free-space band-pass filter of central
wavelength 1550nm, a bandwidth of 5nm and an extinction ratio
higher than 50 dB. Similarly, the idler laser is filtered using a Fiber
Bragg Grating with peak reflectance at 1567nm, a bandwidth of 5nm
and an extinction ratio higher than 30 dB. After the filtering stage, the
level of background radiation is found to be lower than 110 dBm.
The injected powers (expressed in dBm) right before the coupling
with the waveguide are: Pp = 4.26 dBm and Pi = 3.08 dBm.
Light is collected at the output fibre and it is split: 1% goes to a ger-
manium detector in order to monitor the level of the total transmitted
signal to ensure that the pump and the idler wavelengths are set on
resonance. The remaining is directed to an additional filtering stage.
The generated signal is filtered from the co-propagating pump and
idler beams by using two cascaded Dense Wavelength Division Mul-
tiplexing (DWDM) modules (∼2.5 dB inserion loss), and directed to
a photon counter (ID Quantique ID210) operating in Free Running
mode, with a detection efficiency of 5% and a dead time of 40µs. The
DWMD modules achieve a signal isolation of more than 100 dB.
4.4 silicon oxynitride thermo-optic coefficient estima-
tion
It is possible to derive from Equation 67 that when the waveguide
which forms the resonator experiences a variation in temperature
∆T , each resonance gets shifted from the original wavelength λ0 by a
quantity ∆λ which is given by:
∆λ(∆T) =
∆neff(∆T)
neff(λ0)
λ0 (81)
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������ �� ��� ������ �� ��� ������������ ������ ���� ����� ������������ ����������� ���� ����� ����� ��������
���� ����� ���� ����������� ���� ����������� ����������� ����� ����� ���������� ������������� ��� ������
�� ��� ��������� ��������� ���� ��������� ��� ���� ����������� Lc� �������� ������� R� ���������� ������� �������
γi� ��������� ���� ����� γe� ��������� ���� ����� γnl� ��������� ���������� ��� ������ �� ������� ���� ��� ����� ���� ��
� ���� ��� �� ����� ����� �� λp ∼ 1550nm ��� λi ∼ 1565nm ������������� ����� ��� ��������� ������ �� λs ∼ 1535
�� ��������� �� ��� ������ �� ��� ������� �����
��� �������� ������ �� ��� ���� �������� �� 49.4µm� ����� ��� �������� ���� ��� �������� ��������� �� �������� ��
����� �� � �������� ������� �� ������ Lc = 20µm ��� � ��� �� 1.05µm� ��� ��������� �� ������ ���� ��� ����
���������� �������� ���� ��� ���������� �������� ���� ������������� �� ��� ����� ���������� �� 1550nm� ���
���� �� ������� �� � ����� �������� �� ������� ����� �� ∼ 5µm ��������� ��� �� ����� �������� ����������� ��
� ������ ����� �� ������������������� ����� ������ �� 400nm ��������� ��� � ������ �������� �������� ������
���������� ������� ����� ����� �� 2µm ���������� �� ����� �� ��������� ��� ������ �� �� ������� ������� ����
� ������� ����� ����� ����������� ��� �� ���������� �� �� �������� ����������� ���������� ����� �� ��� ����� ��
25�� − 75��� ���� �� ����������� �������� �� ±1��. ��� ��������� ���� ��� ������� ������ ��� �������� ���
�������� �� ��� ����� ���� �� ��� ���������� ��� ��������� ���� ���� ������ ������ �� ������������� ��� ����
����� �� ������� ���� ��� ���������� ����������� �������� �� ��� ������ ���������� ����� � ���������� ���������
����� �� ������� ���������� 1550nm� � ��������� �� 5nm ��� �� ��������� ����� > 50 dB� ���������� ��� ����� �����
�� ������� ����� � ����� ����� ������� ���� ���� ���������� �� 1567nm� � �������� �� 5nm ��� �� ���������
����� �� > 30 dB� ����� ��� �������� ������ ��� ����� �� ���������� ��������� �� ����� �� �� < 110 dBm� ��� �����
������������� ��� ��� �� ��� ����� ������������ ����������� ������ ��� �������� �� ����� �� ��� ��� �� ��� ���� ��
�������� �� ����� �� ��� ������� ������ ����� ��� � ����������� ����������� ������ ��� ����� ��������� ���� ���
���� �������� �� �� (5.12± 0.4) dB� ������� ������� ������� ����� ��� ������� ����� ��������� �� ��� ������ ����
�� ������ ��� 1% ���� �� � ��������� �������� �� ����� �� ������� ��� ����� �� ��� ����� ����������� ������� �����
��� 99% �� �������� �� �� ���������� ������� ������ ��� ��������� ������ ������ ��� ��������� �� ������� ���� ���
�������������� ���� ��� ����� ����� �� ����� ��� �������� ����� ���������� �������������� ������ ��������
��� �������� �� � ������ ������� ��� ��������� ������ ��������� �� ���� ������� ����� ���� � ��������� ��������
�� 5% ��� � ���� ���� �� 40µs� ��� ���� ������� ������� � ������ ��������� �� ���� ���� 100 dB�
�
Figure 43: (a) Sketch of the experimental setup. FPC: Fiber Polarization Con-
troller, FBG: Fiber Bragg Grating, 3PC: Three Port Circulator,
TEC: Temperature Controller, DWDM: Dense Wavelength Divi-
sion Multiplexing (b) Sketch of the resonator geometry, with in-
dicated the main parameters. Lc : coupling length, R : (internal)
bending radius, γi : intrinsic loss rate, γe: extrinsic loss rate, γnl :
nonlinear coefficient. The device is excited from the input port by
a pump and an idler laser at λp ∼ 1550nm and λi ∼ 1565nm re-
spectively, while the generated signal at λs ∼ 1535nm is collected
at the output of the through Port.
where ∆neff is the effective index variation caused by the temperature
variation ∆T .
As shown in Figure 44, the quantities ∆λ(∆T) and λ0 (the cold reso-
nance) can be easily extracted from the experiment. As it is possible
to see from the spectra, the temperature increase causes a red-shift to
the resonance dip, which indicates that the SiON thermo-optic coeffi-
cient is a positive quantity. In the investigated range of temperatures,
the shift ∆λ is found to be linear as a function of the temperature (see
inset of Figure 44).
For determining ∆neff(∆T), one also needs to know neff(λ0). Since the
resonator has a small refractive index (FSR ∼3.7nm), it was shown
that determining neff(λ0) is experimentally difficult [143]. This is due
to the fact that it is difficult to estimate the correct modal order m
in Equation 67 from the knowledge of the resonance wavelength and
the resonator perimeter if the FSR is small.
Therefore, as it was already done for the group index ng, the effective
refractive index has been simulated by means of a FEM simulation.
Due to the weak modal confinement, slight deviations of the waveg-
uide geometry( due to fabrication errors with respect to the design
dimensions) result in negligible variations in neff.
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Figure 44: Transmittance spectra as a function of the Peltier temperature for
the TE cold resonance (blue curve) at λ = 1540.83nm. In the inset
the wavelength shift as a function of the temperature is reported.
In this way, it is possible to determine with Equation 81 the quantity
∆neff/∆T as a function of known parameters:(
∆neff
∆T
)
exp
=
∆λ
∆T
neff(λ0)
λ0
(82)
However, since the mode extends also into the cladding, the quantity
∆neff/∆T is not simply the thermo-optic coefficient of the waveguide
core, but it contains informations about the thermo-optical properties
of both the cladding and of the core materials.
In order to be able to decouple the two contributions, ∆neff/∆T is com-
puted by FEM simulations by varying the thermo-optic coefficient of
the core material. The best estimate of the the SiON thermo-optic
coefficient will be the one which matches the experimental value
of ∆neff/∆T , reported in Equation 82. The refractive index of the
oxide cladding nox is modelled as nox(∆T) = nox,0 + Γox∆T , where
nox,0 is a reference refractive index at room temperature, and Γox =
0.95 × 10−5 K−1 is the thermo-optic coefficient of the oxyde [144].
Likewise, the refractive index of the core is changed according to
nSiON = nSiON,0 + ΓSiON∆T .
In Figure 45 the simulated slope of the relation ∆neff/∆T as a function
of the thermo-optic coefficient of the core material is reported. The
red dot shows the experimental value of the slope, which is found
from the analysis of the shift of the resonance wavelength (see Fig-
ure 44). The experimental value of the slope
(
∆neff/∆T
)
exp matches
the simulated ∆neff/∆T when the thermo-optic coefficient of the core
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Figure 45: Simulated slope of the relation ∆neff/∆T as a function of the
thermo-optic coefficient of the core material. The red dot shows
the experimental value of the slope, which is found from the anal-
ysis of the shift of the resonance wavelength as a function of tem-
perature shown in Figure 44. The vertical blue dashed lines are
guidelines and indicate the values of the SiO2 and Si3N4 thermo-
optic coefficient [144].
material is ΓSiON = (1.84 ± 0.17) × 10−5 K−1. The uncertainty in the
thermo-optic estimation comes from the error propagation of the lin-
ear fit, shown in the inset of Figure 44. As expected, the SiON thermo-
optic coefficient lies in the range between the thermo-optic coefficient
of the silica (SiO2) ΓSiO2 = 0.95× 10−5 K−1 and the one of stoichiomet-
ric silicon nitride (Si3N4) ΓSi3N4 = 2.5× 10−5 K−1. In particular, it is
approximately the 74% of the latter [144].
Following the work of Bossi et. al. [145], from the measured refractive
index at a wavelength of 850nm nSiON = (1.839 ± 0.001), we estimate
a Si3N4 molar fraction of (73 ± 2)%, and a SiO2 molar fraction of (27
± 2)%. We point out, however, that the optical properties of SiON can
not be thought simply as a linear combination of the ones of SiO2
and of Si3N4. This is because the investigated SiON is not an “effec-
tive medium”, in which SiO2 and Si3N4 coexist in separate phases,
but it is itself a new material with its own peculiar chemical bonds.
As a support of this fact, the thermo-optic coefficient is about 70% of
the one of Si3N4, while we will see that the nonlinear refractive index
is only the 30% of the latter.
The simulation shown in Figure 45 does not determine the effective in-
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dex shift by considering the thermo-optic coefficient as a weighted av-
erage between the two materials, but it is obtained solely by changing
the value of the thermo-optic coefficient of the core material, without
any additional assumption. The fact that the curve appears as a linear
interpolation of the thermo-optic coefficients of SiO2 and Si3N4 (by
some coefficients which could wrongly be thought as their respective
molar fraction) is only due to the linear relation between the change
in the refractive index and the temperature variation. Moreover, the
simulation does not take into account the impact of the photoelastic
effective index shift due to the accumulated stress in the waveguide
(called stress-optic effect), as a consequence of the temperature vari-
ation [146]. Indeed, by varying temperature to measure the thermo-
optic coefficient, sometimes the measurement may not be accurate
if the stress-optic effect is ignored. This is however a reasonable ap-
proximation in our case, as we estimated with a FEM simulation a
maximum average stress (compressive and biaxial) of only 30MPa
in the waveguide core at 65 ◦C. By assuming as a first approxima-
tion the same stress-optical coefficients of Si3N4 for the silicon oxyni-
tride core [147], this leads to a photoelastic effective index shift of
3.47× 10−7 K−1.
This value is actually two orders of magnitude lower than the one
induced by the thermo-optic effect, and thus can be safely included
within the error bar of our measurement.
4.5 silicon oxynitride nonlinear refractive index esti-
mation
In this Section, the method used to determine the nonlinear refrac-
tive index of the SiON is presented. Starting from Equation 78, it is
possible to show that in a classical undepleted pump (and idler) ap-
proximation, the signal power generated Ps is given by [99]:
Ps = (γnlLPp)
2|FE(ωp)|
4|FE(ωs)|
2|FE(ωi)|
2Pi (83)
where FE is the field enhancement, Pp and Pi are the pump and idler
power into the bus waveguide, L is the total perimeter and γnl is the
nonlinear parameter. In particular, the nonlinear parameter is defined
as:
γnl =
ωpn2n
2
g
cn2SiONAeff
(84)
where Aeff is the effective area, defined in [12].
With reference to the optical set-up shown in Figure 43, a stimulated
FWM experiment is performed for both the TE and TM polarization.
The experiment is performed by tuning the pump and the idler laser
frequencies ωp and ωi into two resonances and by monitoring the
generated signal power at the frequency ωs = 2ωp−ωi. In Figure 46
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the analysed resonance orders for both the TE and TM polarization
are reported. Due to the non-negligible group-velocity dispersion at
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Qtot (3.43± 0.04)× 104 (3.17± 0.4)× 104 (2.90± 0.4)× 104
T (3.15± 0.06)× 10−2 (3.90± 0.08)× 10−2 (11.3± 0.3)× 10−2
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Figure 46: Panels from (a) to (c) report the spectral response of the through
port of the resonator for the three TE resonances (pump, idler
and signal resonances respectively) involved in the FWM process.
Each inset shows a zoom of the resonance dip, with indicated the
laser wavelength (solid red line) for the pump and the idler reso-
nances. The solid red line in panel (c) is placed where the signal is
generated, and follows directly from energy conservation. Panels
from (d) to (f) are for TM polarization.
ωp, the generated wavelength ωs does not perfectly match the eigen-
frequency of the resonator (see solid red lines in the insets of panels
(c) and (f) of Figure 46).
Let us define a normalized detuning δ = δω/ω0s, where ω0s is the
resonator signal eigen-frequency. It can be shown that the field en-
hancement as a function of a detuning δ is given by [148]:
|FE(δ)|2 =
1
(ω0τrtQext)
1
δ2 +
(
1
2Qtot
)2 (85)
where τrt = L/vg is the roundtrip time of light within the cavity
and vg = c/ng is the group velocity. While Qtot can be extracted
from the resonance linewidth (see Equation 73), the determination
of the extrinsic quality factor requires an additional equation. This is
provided by the (on resonance) normalized transmission T :
T =
(
Qext − 2Qtot
Qext
)2
(86)
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from which one can extract Qext as:
Qext =
2Qtot
1±√T (87)
The sign at the denominator in Equation 87 depends on the regime
under which the resonator operates.
In the under-coupled regime, Qext > 2Qtot, which results in a minus
sign in Equation 87. In contrast, in the over-coupled regime, one has
to choose the plus sign. As already stated, from the measurements of
the transmitted phase, the resonator is found to be under-coupled, so
the minus sign was chosen. A summary of the main resonator param-
eters is reported in Table 3-4 for TE and TM polarization respectively.
In order to evaluate the generated flux of photons, it is important
Parameter Pump resonance Idler resonance Signal resonance
λ0 (nm) (1551.940± 0.005) (1567.045± 0.005) (1537.145± 0.005)
Qtot (3.43± 0.04)× 104 (3.17± 0.4)× 104 (2.90± 0.4)× 104
T (3.15± 0.06)× 10−2 (3.90± 0.08)× 10−2 (11.3± 0.3)× 10−2
Qext (8.3± 0.1)× 104 (7.9± 0.1)× 104 (8.7± 0.2)× 104
δ ∼ 0 ∼ 0 (0.019± 0.001)
τrt (ps) (2.14± 0.05)
|FE|2 (21.7± 0.7) (19.7± 0.7) (9.4± 0.5)
Table 3: Measured resonance wavelength λ0, total quality factor Qtot, on
resonance transmittance T , extrinsic quality factorQext, normalized
detuning δ, roundtrip time τrt and field enhancement |FE| relative
to the pump, the idler and the signal TE resonances.
to evaluate the background radiation which reaches the SPAD after
the output filtering stage. Indeed, the power measured in the signal
channel of the DWDM, contains both the power generated by stim-
ulated FWM inside the ring and the residual background radiation
which is not suppressed by the filtering stages. To isolate only the
FWM signal, the background level is evaluated in the adjacent chan-
nel of the DWDM (separated by 200GHz from the signal channel), in
which only the background noise is present. Here, we exploit the fact
that the spontaneous emission of the laser is almost uniformly spread
in wavelength, while the generated signal photons are suppressed in
the adjacent channel by more than 30 dB). In order to evaluate the on
chip power of the pump, the idler and the signal, coupling and prop-
agation losses have been subtracted from the values measured out of
the chip. Finally, Equation 83-85 have been used to estimate the value
of n2. In Table 5 a summary of the parameter used to estimate n2 is
reported. For the case of TE polarization, the result for the nonlinear
coefficient is nTE2 = (6± 1) 10−20m2W−1. While in the case of TM po-
larization it results nTM2 = (8± 1) 10−20m2W−1. As expected, these
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Parameter Pump resonance Idler resonance Signal resonance
λ0 (nm) (1551.590± 0.005) (1566.960± 0.005) (1536.540± 0.005)
Qtot (1.61± 0.01)× 104 (1.40± 0.01)× 104 (1.68± 0.02)× 104
T (2.74± 0.03)× 10−2 (3.80± 0.04)× 10−2 (8.0± 0.2)× 10−2
Qext (3.86± 0.02)× 104 (3.48± 0.02)× 104 (4.7± 0.09)× 104
δ ∼ 0 ∼ 0 (0.019± 0.001)
τrt (ps) (2.10± 0.05)
|FE|2 (10.5± 0.2) (8.9± 0.2) (6.3± 0.3)
Table 4: Measured resonance wavelength λ0, total quality factor Qtot, on
resonance transmittance T , extrinsic quality factorQext, normalized
detuning δ, roundtrip time τrt and field enhancement |FE| relative
to the pump, the idler and the signal TM resonances.
Parameter TE polarization TM polarization
Ps,ext(dBm) (−95.90± 0.03) (−99.76± 0.08)
Pp (dBm) (1.0± 0.2) (4.0± 0.2)
Pi (dBm) (−0.2± 0.2) (0.51± 0.2)
Prop. loss (dBcm−1) (4± 0.5) (at λs) / (2.0± 0.5) (at λi, λp)
Coupl. loss (dBcm−1) (3± 0.2) (3± 0.2)
Aeff (µm2) 0.99 1.58
γnl(m−1W−1) (0.26± 0.05) (0.1± 0.04)
n2(m2W−1) (6± 1)× 10−20 (8± 1)× 10−20
χ(3)(m2V−2) (6± 1)× 10−22 (9± 1)× 10−22
Table 5: List of the main parameters which appear in Equation 83 and Equa-
tion 85.
values are matched due to the isotropic nature of the material which
comes from its amorphous structure. We can also define an average
vale as 〈nSiON2 〉 = (7± 2) 10−20m2W−1. Note that in the estimation
of n2, we also considered the possible contribution in the observed
FWM process from the silica cladding, since the mode extends also
outside the waveguide core [12]. This is anyway a minor correction
in the final estimation of the nonlinear propertied of SiON. The main
source of error in the nonlinear parameters reported in Table 5, is the
limited experimental resolution for an accurate determination of the
detuning δ, which indicates the spectral distance from the signal res-
onance and the generated signal frequency ωs (see Figure 46), which
directly follows from energy conservation (Equation 65).
To conclude, as expected 〈nSiON2 〉 lies between the nonlinear coeffi-
cient of SiO2 and the one of Si3N4 [142, 149]. 〈nSiON2 〉 exhibits almost
three times the nonlinear index of silica. Therefore, in addition to
the well known appealing properties of the SiON, such as low in-
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sertion and propagation losses, wide transparency window from the
visible to the infrared, lack of multi-photon absorption effects, CMOS
compatibility and stress-free fabrication, here we evaluated a sizable
thermo-optic coefficient and nonlinear refractive index.
With this work, we demonstrated that the characterized SiON plat-
form has actually competing performances with respect to other CMOS-
compatible platforms, such as silicon nitride and and high-index doped
silica (trade-named Hydex) [150]. In these platforms, generation and
manipulation of quantum states of light have been already reported
so far in literature by many groups [67, 151, 152]. For what con-
cerns silicon nitride, however, while it shows slightly superior per-
formances in terms of n2 and thermo-optic coefficient with respect to
our SiON, it is worthy to point out that it may accumulates undesired
stress at thicknesses over 200nm, requiring thus specific design and
processing solutions [153, 154].
Hence, I think that SiON is an excellent trade-off platform for the de-
sign of nonlinear and quantum optical integrated photonic circuits, in
which thermal reconfiguration and nonlinear parameteric processes
constitute fundamental operations.

5
S P O N TA N E O U S F O U R WAV E M I X I N G F R O M
S I L I C O N - B A S E D M I C R O R I N G R E S O N AT O R S
In this Chapter the generation of correlated photon pairs in a silicon
Add-Drop filter micro-ring resonator is discussed. The integration of
sources of correlated photon pairs on a chip is a cornerstone for the
scalability of the quantum technology revolution. In particular, the
silicon-on-insulator platform offers scalable manufacture, integration,
and it can relies on the mature CMOS technology which had estab-
lished the microelectronics success.
A comparison with the obtained results with the current silicon inte-
grated quantum photonics state of the art is addressed at the end of
the Chapter.
The work described in this Chapter was done in collaboration with
Dr. Massimo Borghi. Dr. Jean-Marc Fedeli of CEA-LETI fabricated the
sample.
5.1 spontaneous four wave mixing
With reference to Figure 35, spontaneous FWM is a parametric χ(3)
process, which happens spontaneously and it is stimulated by ran-
dom vacuum fluctuations. It can be viewed at the first order as a
fission process, where two pump photons are converted into a higher
energy photon, called signal, and into a lower energy photon, called
idler. Since energy and momentum are conserved in the FWM pro-
cess (see Equation 65-66), the signal and idler photons are typically
correlated in momentum, energy and time. In general, the degree of
correlation depends on the parameters of the pump, the nonlinear
medium and the collection optics [20].
Using the temporal coupled mode theory introduced in Chapter 4 in
Equation 78, it is possible to express the amplitude equations for the
stimulated FWM process in an Add-Drop filter microring resonator.
These are given by:
dap
dt
= i
(
ωp +
i
τtot
)
ap + i
√
2
τe
√
Pp
dai
dt
= i
(
ωi +
i
τtot
)
ai + i
√
2
τe
√
Pi
das
dt
= i
(
ωs +
i
τtot
)
as + Γa
2
pa
∗
i (88)
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where 1/τtot = 2/τe + 1/τi is the relation which links the photon
lifetimes in the case of a symmetric Add-Drop filter micro-ring res-
onator and Pp(i) are the injected power into the waveguide for the
pump wave and the idler one. With this formalism, |Γ |2 is the rate
of energy conversion into the signal wave. Note that in Equation 88,
all the FWM terms have been neglected, except the one involved in
signal generation. Also thermal and free carrier induced resonance
shifts have not been taken into account. A more extended model can
be found in [136, 155].
From a closer view to Equation 88, one immediately realizes that in
the classical approximation it is not possible to describe the occur-
rence of spontaneous FWM, where correlated photon pairs are gen-
erated spontaneously from the annihilation of two pump photons.
Indeed, if one removes the external excitation Pi, the idler mode am-
plitude ai vanishes and therefore also as.
Dealing with spontaneous FWM in a microring resonator has two
main key aspects with respect to a simple straight waveguide geome-
try (see Chapter 3):
• the advantageous power enhancement provided by the resonant
structure. In particular, the enhacement factor with respect to a
waveguide of the same length is given by
(
|FEp)|
4|FEs|
2|FEi|
2
)
,
where FE is the field enhancement factor (see Equation 83);
• all the waves involved in a parametric process must be reso-
nant within the cavity, otherwise they will undergo destructive
interference. This implies that the frequency of the pump and
of all the generated waves must be coincident with the eigen-
frequencies of the resonator. For small detuning from the pump,
the energy and phase matching condition are automatically met
in a resonator [12].
Within the framework of second quantization, the spontaneous FWM
process can be described as the decay of two pump photons aˆ†p, into a
signal and idler photon mode aˆ†s and aˆ
†
i . Similarly to what was done
in Chapter 2 for the other spontaneous parametric process named
SPDC, the two-photon quantum mechanical state generated through
spontaneous FWM is given by [99]:∣∣ψgen〉 = eβC†II−H.c. |vac〉 (89)
where |β|2 is proportional to the average number of pump photons
and H.c. stands for hermitian conjugate and
C
†
II =
1√
2
∫
dωsdωiφ(ωs,ωi)aˆ†saˆ
†
i (90)
In Equation 90 we have introduced the function φ(ωs,ωi), which is
known in literature as the biphoton wavefunction [20, 156]. The phys-
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ical interpretation of the biphoton wavefunction is the following: its
modulus square set the probability to generate a photon pair with
frequencies ωs and ωi. In the limit of low pump power, |β|  1, the
quantum state in Equation 89 can be written as:∣∣ψgen〉 ' |vac〉+βC†II |vac〉 (91)
such that C†II |vac〉 is a normalized two-photon state characterized
by the biphoton wave function φ(ωs,ωi), which depends in general
on the parameters of the nonlinear system under analysis, the pump
pulse waveform and has to fulfil the energy and momentum conser-
vation relations.
It turns out that the classical description of the stimulated FWM in a
microring-resonator is useful to predict the behaviour in the quantum
mechanical counterpart. In particular, it has been shown that the effi-
ciency of spontaneous FWM can be estimated from the knowledge of
the efficiency of the corresponding stimulated process and from the
enhancement factor (FE) of the device [157]. The first can be obtained
by injecting in the device a signal seed together with the pump, and
by monitoring the power of the generated idler. The second can be
obtained from the spectral response of the device.
5.2 silicon based add-drop microring resonator
The device under test is an Add-Drop filter micro-ring resonator,
whose geometry is shown in Figure 47. It has an internal bending
radius R = 6.5µm, fabricated using 193nm Deep UltraViolet pho-
tolithography.
R
input through
drop add
g
a
Figure 47: Sketch of the symmetric Add-Drop filter micro-resonator under
test. The internal bending radius is R = 6.5µm and the gap
distance between the bus waveguide and the micro-resonator is
g = 160nm.
The cross-section of the waveguide is 500 × 220nm2, the thickness of
the Buried Oxide Layer is 2µm, while the one of the top cladding is
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745nm. The waveguide is single-mode for the TE and TM polariza-
tion at the probe wavelength around λ = 1550nm. The resonator is
evanescently coupled to the bus waveguides through a 160nm gap.
We estimated a coupling coefficient of k2 ∼ 2% at a wavelength of
1550nm from FEM modelling. The total photon lifetime is given by:
1
τtot
=
1
τi
+
2
τe
(92)
From the symmetrical coupling configuration we can say that the res-
onator is in an under-coupling regime. Indeed, by calling τ the round-
trip losses and the coupling parameters (r,k) introduced in Chapter 4,
we have the general relation for the critical coupling condition for an
Add-Drop filter micro-ring resonator given by r2τ = r1. Now, since
we are dealing with a symmetrical coupling condition we have that
r2 = r1, which implies that for a lossy micro-resonator τ = e−αL < 1
(where α is the absorption coefficient and L the resonator perimeter)
the ring resonator cannot be excited in a critical coupling regime.
In particular, in analogy with the All-pass microring resonator treat-
ment, if one defines from Equation 92 an effective intrinsic photon
lifetime which takes into account the coupling losses induced by the
upper bus waveguide 1/τeffi = 1/τi + 1/τe, this quantity will be in
general, for the lossy case, always lower than 1/τe, which fixes the
under-coupling regime.
As shown in Figure 47, the device has an input port, which is used to
excite the micro-resonator and a drop and a through port, which are
used to collect the resonantly coupled and the transmitted signal re-
spectively. We used a tunable C-band laser, fibre coupled to a tapered
lensed fibre, to inject light into the input port. A micrometric XYZ
positioning stage is used to minimize the total insertion loss. We esti-
mated 7 dB of coupling losses per facet and 3 dBcm−1 of linear prop-
agation loss. The sample is 0.5 cm long, which accounts for ∼ 15.5 dB
of total insertion losses. A fiber polarization controller allows setting
the polarization before entering into the chip. A tapered lensed fiber
is used to collect light at the output of the device, and the power is
measured with a Ge photodetector. The device spectrum, taken at the
drop port of the micro-ring resonator is shown in Figure 49.
In Figure 49 the polarization has been set to maximize the propaga-
tion of the TE mode. The TM mode is not well guided through the res-
onator, as it experiences huge losses due to the presence of a metallic
heater on top of the resonator used to tune the resonance wavelengths
[158]. From this spectrum, we extracted a Free Spectral Range of
FSR = (13.2± 0.2)nm, and a total quality factor which decreases from
(15800 ± 800) at λ = 1538.6nm to (11300 ± 400) at λ = 1565.2nm. The
main source of error in the total quality factor estimation comes from
the strong Fabry-Perot oscillations due to waveguide end facets reflec-
tions, which are superimposed on the micro-ring spectral response,
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Figure 48: Normalized spectral response of the device taken at the drop port
of the micro-resonator. The labels on the spectrum refer to the
resonances selected for the FWM experiment.
as it can be seen from Figure 49. From the total quality quality factor
and from the measurement of the propagation losses we extracted
a coupling coefficient between 2% and 3%, in good agreement with
FEM simulations. The fact that the total quality factor decreases as the
wavelength gets longer can be understood from the following quali-
tative argument: as the wavelength increases, the optical modes get
effectively less confined within the waveguide core. Therefore, the ex-
trinsic quality factor decreases as a consequence of the fact that the
waveguide-resonator coupling increases and also the intrinsic losses
increases as the optical mode feels more the roughness of the waveg-
uide side walls.
The power enhancement factor |FE|2, defined in Table 2 in the case of
a symmetric Add-Drop filter resonator is given by:
|FE|2 =
∣∣∣∣ ik1− r2τei(βL)
∣∣∣∣2 (93)
where τ is the roundtrip loss (τ ∼ 0.992 in our case). From this value
it results that |FE|2 ∼ 28 at 1568.6nm, |FE|2 ∼ 32 at 1551.8nm and
|FE|2 ∼ 40 at 1538.6nm.
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5.3 experimental set-up
In this section the experimental set-up used to perform coincidence
measurement on the correlated photon pairs generated within the sil-
icon micro-ring resonator is presented.
As a general remark, comparing to the χ(2)-based SPDC process,
spontaneous FWM is more difficult to deal with, since one has to
filter out the strong pump signal which is spectrally placed in the
middle of the generated photon pairs. Moreover, spontaneous FWM
is an inherent poor efficiency parametric processes, making the filter-
ing of the pump photons a non trivial task. As a matter of fact, we
spent a lot of effort in optimizing the filtering capability of our set-up,
trying to reduce as much as possible the associated insertion losses.
The losses problem is particular crucial after the on-chip generation
stage, as for coincidence measurement the losses scale in a quadratic
fashion rather than in a common linear way: it is enough to loose
one photon of the pair to loose the coincidence event at the correlator
stage.
Let us start describing the microring resonance wavelength tuning.
The ability of tuning the resonant wavelength of the silicon micro-
resonator relies on the relatively large thermo-optic coefficient of the
silicon dndT
Si
= 1.86× 10−4 K−1 [159].
By letting flow an electrical current into the metallic heater placed
on top of the resonator, heat is dissipated by Joule effect with the
quadratic relation in current P = RI2, where R is the metallic heater
resistance and I is the electrical current flowing through the circuit.
Now, since the resonant wavelength condition reported in Equation 67
does depend on temperature (neff = neff(T)), a temperature change is
spectrally reflected into a resonant wavelength shift.
As it is shown in Figure 49, it is enough to inject a current of 2.5mA,
to induce almost a spectral shift of 8nm. The metallic heater resis-
tance is R = 10 kΩ and we use a stabilized voltage generator as a
voltage source. As expected, the relative wavelength shift follows a
quadratic law as a function of the injected electrical current.
The wavelength resonance tuning capability allows us to match the
pump laser wavelength within the spectral bandwidth of the filtering
stage. In Figure 50 the set-up used to perform coincidence measure-
ment is reported. It can be thought as composed by different stages:
• pump source, input spectral filtering and polarization stage;
• microresonator device with thermal tuning of the resonant wave-
length. On-chip generation of correlated photon pairs;
• output filtering rejection of the pump source and selection of
the signal and idler wavelengths by means of a free-space home-
made monochromator;
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Figure 49: Transmittance spectrum taken in the through port as a function of
the applied electrical current through the metallic heater placed
on top of the resonator.
• detection stage consisting of two single-photon counter InGaAs
detectors and coincidence circuit based on a FPGA logic.
CW laser @1555 nm
SFWM 
Metallic 
heater
Photon counter
Bandpass filter Polarization control
Voltage generator
Infrared camera
Notch pump filter
Germanium detector1%
Home-made 
monochromator
FPGA
Cross Correlator
99%
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Figure 50: Sketch of the experimental set-up used to perform coincidence
measurement on the correlated photon pairs, generated through
spontaneous FWM within the silicon micro-ring resonator.
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5.3.1 Filtering stages
Let us start describing the first stage of the optical set-up reported in
Figure 50. The pump source is a C-band tunable laser (Pure Photonics
PPCL300) with a narrow linewidth of about 10 kHz and a maximum
output power equal to 18 dBm. A typical spectrum of the input laser
excitation used is reported in Figure 51(a) (black curve), where the
laser source was directly fibre coupled to an Optical Spectrum Anal-
yser OSA (Anritsu MS2850A) and the laser power was set to 0 dBm. It
is crucial for the experiment to suppress the ASE level (∼ −60 dBm) at
the wavelengths where the signal and the idler photons are expected
to be generated. The laser is filtered from the associated ASE with the
Figure 51: (a) Pump input spectrum with and without the input filtering
stage in order to reduce the unwanted amplified stimulated emis-
sion signal associated to the laser source. (b) Spectral response of
the bandpass input optical filters used in the experiment to clean
the laser pump source. (b) Tuning of one of the FBG input filter
as a function of the current.
help of two Fibre Bragg Gratings (FBG) (from AOS, Advanced Opti-
cal Solutions GmbH), which act as in-fibre narrow band-pass filters.
In particular, in the input filtering stage they are used in reflection
with the help of a 4-port circulator.
As it is possible to see from Figure 51(a), the FBG single filter rejection
rate is about 35 dB. In this way the pump laser initial ASE with 1mA
pump power is reduced from an initial value of −60 dBm to almost
−130 dBm when two FBG are used. With the dynamic range of our
OSA, limited to about −90 dBm, in Figure 51(b) it is not actually pos-
sible to appreciate the effect of the second FBG after the preliminary
filtering operation of the first one.
The overall insertion loss associated with this stage was estimated to
be 2 dB. Moreover, each FBG was placed within a home-made oven
heated by a high power dissipative resistor, in order to tune the spec-
tral response as a function of the applied electrical current. As one
can see from Figure 51(b), it is possible to red-shift the FBG bandpass
spectral characteristic as a function of the applied electrical current.
5.3 experimental set-up 107
This further degree of freedom was exploited to spectrally align in
the FBG filters at the desired wavelengths. With this method it is pos-
sible to effectively shift the pass-band central wavelength by almost
5nm, without deteriorating the spectral response of the device.
After the input laser radiation is cleaned, light is TE polarized and in-
jected into the input port of the Add-Drop filter microring resonator,
as shown in Figure 47. The microring resonator characteristics were al-
ready discussed in Section 5.2, so let us continue with the discussion
of the output filtering stage. This is composed of a pump rejection
stage and a signal and idler targeted filter in the form of a home-
made monochromator. Following the scheme in Figure 50, the light
collected at the output fibre is split: 1% goes to a germanium detector
in order to monitor the level of the total transmitted signal and so to
ensure the laser is set to a resonance. The remaining 99% is directed
to a pump rejection stage. This is composed of 3 FBG and 3 fibre
pigtailed optical isolators. They are placed "in series", alternating one
optical isolator with one FBG. The FBG filters used in this stage are
the same as the input stage, but in this case they are exploited as
notch filters in transmission in order to reject the pump laser. Optical
isolators are needed to reduce back reflections in optical fibres and
backscattering of light to the sample and eventually to the the laser
source.
As it is possible to see from Figure 52, the transmittance FBGs spec-
tra are similar to the ones discussed earlier for reflection operation.
Also in this case each FBG was placed in a home-made oven heated
by a high power resistor, in order to tune the spectral response as a
function of the applied electrical current.
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Figure 52: Spectral response of the optical filters used in the experiment.
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In Figure 52 it is shown that it is actually possible to tune the FBG fil-
ters, such that the transmission and rejection bands spectrally overlap.
The control as a function of the applied electrical current is performed
by two data acquisition devices (Measurement Computing) powered
by a stabilized voltage source, all of which are controlled with a Lab-
view program. The overall insertion loss of this stage is 3 dB, with a
pump rejection rate of −105 dB.
After this stage, we need to further filter the remaining optical sig-
nal at the wavelengths where we expect to generate the signal and
idler photons. This is actually needed, because even though the pump
has been strongly filtered, there is still a non negligible level of back-
ground radiation. The main source of noise is due to the remaining
ASE, which is effectively integrated over all the non-vanishing respon-
sivity of the InGaAs single-photon detector (see Figure 15), which
goes from 800nm to 1650nm. For this reason a double-pass home-
made free-space monochromator was built to select the generated
signal and idler wavelength. As it is possible to see from Figure 53, it
has two separated optical lines, one for the signal (blue dashed line)
and the other for the idler (red dashed line). A fibre port collimator
is used to launch collimated radiation into a polarizing free space
stage to maximize the grating first order diffraction response. This is
composed by a quarter and half waveplate, able to set the light polar-
ization perpendicular and linearly polarized before the grating. After
the two waveplates, a telescope composed by one diverging lens and
one converging lens (focal length 5 cm) is used to increase the col-
limated beam waist and so to maximize the probed grating surface.
It is well known that by increasing the number of grating lines seen
by the optical signal, the resolving power of the grating is increased
[160]. Each beam experiences a single-pass on two reflective grat-
ings close to the blaze angle, in order to reduce as much as possible
the monochromator insertion losses. Signal and idler photons pass
through two separate telescopes to reduce the beam waist and finally
are coupled in fiber by means of two fibre port collimators.
We measured a total insertion loss for the monochromator stage of
−4.5 dB for the idler line and −5 dB for the signal one. The monochro-
mator not only filters the signal and idler photons from the remaining
pump ASE, but also suppresses the remaining pump photons. Finally,
the idler photons are further cleaned with a FBG centered at 1565nm
used in reflection with the help of a 3-port circulator. The total inser-
tion loss of this final stage is 1.5 dB.
5.3.2 Detection stage
The correlated photon pair detection is performed by two InGaAs
single-photon counting detectors (ID Quantique Id210 and ID Quan-
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Figure 53: Photograph of the home-made free space monochromator, used
to separate the initially collinear signal and idler photons. The
blue line follows the signal optical path, while the red line follows
the idler optical path. Li (i =1-6) are optical lenses.
tique Id201). Id210 is operated in the so called free-running mode. In
this operation mode the detector is always allowed to detect a photon,
except for the dead time interval which follows each detection. The
dead time is an important parameter, which determines the SPAD
dark count rate. The best compromise in terms of signal to noise ra-
tion after a preliminary characterization, was achieved with 5% of
detection efficiency and 40µs of dead-time.
With these parameters, the simulated minimum detectable signal, Pois-
sonian distribution of photon arrival times, is ∼ −120dBm (with one
second of integration time), which well matches the experimental ob-
servation reported in the photon counter characterization in Figure 54.
The maximum count rate per second is given by 1/40(µs) = 25 kHz.
It is possible to see from Figure 54 that by approaching the maxi-
mum count rate, the detector counts tend to saturate as the imping-
ing power is increased. The physical interpretation is the following:
the more the incident flux of photons, the more the detection events
and associated dead-time, the more the detections lost. In Figure 54
it is also reported a polynomial fit of the experimental data, which
is used to derive the impinging photon flux on the detector from the
read count rate. The two main causes of photon detection loss are:
• In general a single-photon detector is not able to resolve the
number of impinging photons. The absorption of a photon is
enough to trigger an avalanche breakdown, thereby creating a
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Figure 54: Experimental characterization of the response of the InGaAS
id210 single-photon detector as a function of the incident power
(expressed in dBm) for a detection efficiency of 5% and a dead-
time of 40µs.
large current pulse that indicates the arrival of the photon. If
there are two or more photons incident on the active area of the
detector at the same time, if the detector is enabled at that time,
the detector will count only one photon;
• After a detection event, which could be due to a dark count
or the absorption of a photon, the generated avalanche current
within the detector is is quenched by lowering the bias voltage
down to or below the breakdown voltage. Within this time win-
dow the detector is blind and if a photon arrives on the detector,
it will not be counted.
The saturation trend implies that the detector response is not linear
as a function of the incident photon flux. Therefore the calibration
curve in Figure 54 is crucial for a correct estimation of the incident
photon flux on the detector from the count rate. In general, the higher
the dead-time, the lower the dark counts but the blinder the detector.
Note that in CW excitation, photon pairs are emitted simultaneously
at random times, therefore it is crucial to have the device enabled
as long as possible to avoid losing detection events. Ideally the best
case would be the one where the detector is always ready to detect a
photon, but this increases considerably the dark count rate. Also, the
higher the detection efficiency, the higher the probability to detect a
photon, but at the same time, the higher the dark counts. The best
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trade-off has been found by choosing 5% of detection efficiency and
40 µs of dead-time.
Let us discuss the detection scheme used in the coincidence measure-
ment. A sketch is reported in Figure 55. Signal and idler photons after
the monocromator (see Figure 53) are separately coupled to fibres and
detected by the two InGaAs single-photon counters (Id210 and Id201).
Id210 works in free running mode (40µs of dead-time) and has the
task to detect the idler photon. Id201 is triggered by Id210 and is
enabled for a gate width of 100 ns with 25% of detection efficiency.
Therefore the signal photons are heralded by the detection of the idler
ones. In this way Id201 is enabled only when the signal photons are
expected, which reduces the dark count rate. Also a dark count can
trigger Id201, which will open as well a gate width of 100ns where
there will be the probabilistic chance to detect a dark count, back-
ground radiation, or nothing.
Triggering Id201 accumulates an amount of electronic delay from the
initial idler detection event in Id210. We measured an electronic de-
lay of ∼ 60ns. Therefore the arrival of the signal photons have to be
delayed with respect the idler ones. For this purpose, a compensa-
tion signal delay line composed by 18m of single-mode patch optical
fibre is placed before Id201. Since the time delay during the propa-
gation within the fibre is roughly ∼ 5ns per meter, this is enough to
match the electronic gate signal coming from Id201. After the detec-
tion, the two SPAD output voltage traces are fed into a home-made
field programmable gate array (FPGA) digital correlator that provides
the coincidence rate. The coincidence window is 1.33ns.
Id210
Id201
time
time
TTL 
output
trigger
dead-time Dark count
Detection off
Compensation 
optical delay
Figure 55: Sketch of the detection scheme used to perform coincidence mea-
surement. The blue circle represents the signal photon, while the
idler photon is sketched with a red circle. Detector Id210 works
in free-running mode and is always enabled apart from the dead-
time. Detector Id201 is enabled by the TTL output voltage signal
coming from the Id210, where the high level logic can be either
due to the absorption of a photon or a dark count event.
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5.4 experimental measurement
In this Section, coincidence measurements performed on correlated
photon pairs generated by spontaneous FWM in integrated SOI mi-
croring resonators is discussed. First of all stimulated FWM is in-
vestigated to characterize the generation efficiency. Then coincidence
measurements on the generated photon pairs are performed, which
actually demonstrates the time-correlated nature of the photon pair.
5.4.1 Stimulated FWM
As stated at the beginning of the chapter, the efficiency of sponta-
neous FWM can be estimated from the knowledge of the efficiency of
the corresponding stimulated process and from the enhancement fac-
tor of the microring resonator [157]. This has been done with the help
of an additional seed laser, which plays the role of the idler beam. In
a set-up similar to the one shown in Figure 43, the idler laser is com-
bined using a 50/50 fibre splitter with the pump laser. Light from the
Drop port is then monitored with an OSA, providing a spectral resolu-
tion of 1nm. An example of spectra of the transmitted light is shown
in Figure 56. Here, we can identify two main peaks, corresponding
to the idler and to the pump laser, and two minor side peaks, whose
wavelengths λs1 = (1536.5± 0.2)nm and λs2 = (1570.0± 0.2)nm, are
centred at the neighbouring resonances of the microring. Note that
the dispersion β2 is quite flat and close to zero (β2 = −0.01 ps2/cm
at 1550nm) in the investigated spectral interval, which ensures that
the considered wavelength resonances closely follow the energy con-
servation [12].
These peaks are attributed to stimulated FWM, and follow the energy
conservation relations ωs1 = 2ωp −ωi and ωs2 = 2ωs1 −ωp. The
signal peak at λs2 has a lower power with respect to the one at λs1
since the enhancement factor of the corresponding resonance order is
lower than the one at λs1.
In order to assess if the signal peaks are due to stimulated FWM, we
characterized their power dependence as a function of the power of
the pump and the idler lasers. The results are shown in Figure 57(a-b)
for the peak at λs1 = 1536.5nm.
The slopes of the linear fit of the data (note that both the x and the
y axis are expressed in dBm) are (2.00 ± 0.02) in Figure 56(b) and
(0.98± 0.04) in Figure 56(c).
From the theory of stimulated FWM, these are expected to be respec-
tively equal to 2 and 1, since the generated signal must grow quadrat-
ically with the pump power and linearly with the idler power. The
close agreement between theory and experiment confirms that the
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Figure 56: (a) Transmission spectra recorded at the drop port of the micror-
ing resonator when the pump and the idler laser are coupled
into two different resonance orders. Two minor side peaks, corre-
sponding to stimulated FWM occurring between the pump and
the idler, can be observed into the neighbouring resonance orders
at λs1 = (1536.5± 0.2)nm and and λs2 = (1570.0± 0.2)nm. The
broader peaks at −75 dBm are due to the pump laser non uniform
ASE, and occur independently of the idler.
Figure 57: (a) Signal power at λs1 as a function of the power of the pump
(both values are referred at the output of the sample). The idler
power is kept constant to −16 dBm. The red dashed line is a linear
fit of the data. (b) Signal power at λs1 as a function of the power
of the idler (both values are referred at the output of the sample).
The pump power is kept constant to −16 dBm. The red dashed
line is a linear fit of the data.
signal peaks are attributed to SFWM. From Figure 56(c), the efficiency
η of the conversion process, defined as:
η(Pp) = 10 log
[
Ps
Pi
]
(94)
results η = (−42.6 ± 0.2)dB for a pump power of ∼ 1mW in the
exciting waveguide. This is one order of magnitude lower than the
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simulated efficiency, which can be calculated with the temporal cou-
pled mode equation, reported in Equation 88.
The disagreement can be attributed to the fact that the field enhance-
ment factor can be actually lower than the simulated one, due to
Fabry-Perot reflections at the end facets of the sample. Fabry-Perot os-
cillations are actually visible in the transmission spectrum reported in
Figure 49. This may slightly offset the involved waves in FWM from
a perfect on resonance excitation, thus lowering the corresponding
field enhancement factor (see Equation 85). We did not investigate
this further in detail, since the experimental conversion efficiency can
be used as a lower limit for calculating the efficiency of the sponta-
neous process.
5.4.2 Coincidence measurement
Following Ref. [157], the power of the generated signal/idler photon
pairs can be derived from the stimulated FWM as follows:
Psp(dBm) = η+ 10 ∗ log
[
 hωvg
2L|FE|2
]
(95)
where L = 2piR is the resonator perimeter and vg is the group velocity
(assumed to be non-dispersive). Using vg = 0.75× 108ms−1 (from
FEM simulations) and |FE|2 ∼ 30 (experimentally extracted from the
spectral response), we obtain Psp ∼ −97 dBm. This power refers to the
one propagating on chip, which means that the one coupled off-chip
is about −104 dBm (here we have used ∼ −7 dB of coupling losses).
In Figure 58 the result of a coincidence measurement performed is
shown. The pump laser was tuned into the resonance order at
λp = 1554.75nm, aligned with respect the FBG filters in Figure 52.
The pump power in the input waveguide was ∼ 2mW. Only a photon
pair can generate an avalanche at the same time in both the single-
photon detectors, giving rise to a coincidence event. However, also
the dark counts of the detectors contribute to generate spurious coin-
cidences. The coincidence background is the rate of coincidences that
does not result from the detection of both photons from a pair. The
counts resulting in background coincidences are uncorrelated.
In Figure 58 a clear coincidence peak appears at zero time delay over
an almost constant background, constituted by the accidental counts
(after 100 s of integration time). The peak is a manifestation of the
fact that signal and idler photons are emitted at the same time, so
they give rise to a coincidence in the photodetection. The maximum
observed coincidence rate was (9.8± 0.5)Hz. When the input pump
power is set to 2mW the on-chip generation rate is ρg = 3.5MHz,
which is −94 dBm, in close agreement with the theoretical prediction.
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Figure 58: Coincidence rate (Hz) after 100 s of integration time. The pump
power in the input waveguide is ∼ 2mW.
Starting from the generation rate, the expected coincidence rate can
be calculated as [72]:
ρ = ρg ∗ 10(Ls+Li)/10 (96)
where Ls(i) are the losses (expressed in dB) associated to the sig-
nal (idler) from the on-chip generation to the final detection. The
expected coincidence rate results to be ρ ∼ 17Hz which is close to
the experimental value shown in Figure 58.
In the theoretical estimation the losses associated to the detection ef-
ficiency, the dark counts, the dead-time and gate width of the photon
counters, have also to be taken into account. For the model Id210, the
detection efficiency was evaluated directly from the calibration curve
reported in Figure 54. It is consistent with the simulated one through
numerical simulations, in which photons are assumed to strike the
photodetectors following a Poissonian statistics.
The efficiency of the triggered photon-counter Id201 was taken sim-
ply directly from the 25% of detection efficiency. This is because in
the triggered operated mode, it is actually affected by low dark count
(∼ 0.1
√
Hz
−1
) and we also checked the detector responses in a linear
fashion in this regime.
In Table 8 the losses associated with each stage are reported. The
total loss associated to the idler line is (−31± 3 )dB, while the one
associated to the signal line is (−22± 1 )dB.
We then proceed to investigate the rate of coincidences and the Coin-
cidence to Accidental Ratio (CAR), as a function of the pump power.
The CAR is the typical figure of merit used to quantify the perfor-
mance of a coincidence measurement. CAR is defined as the ratio be-
tween the coincidence events in the main peak at zero delay and the
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Stage Idler loss (dB) Signal loss(dB)
Off-chip coupling (8± 1) (8± 1)
Pump filter (3± 0.1) (3± 0.1)
Monochromator (6.0± 0.1) (5.0± 0.1)
Detection (13.6± 1.5) 6
Total (31± 3) (22± 1)
Table 6: Losses experienced by the signal and the idler photons after that
they are generated in the microring resonator and coupled into the
drop waveguide.
mean value of the background outside this central peak. A high value
of the CAR indicates that the system is characterized by low loss and
low noise associated to both dark counts and to stray light, which
comes from the residual of the pump laser or from the unfiltered
ASE at the signal/idler wavelengths. Note that in our configuration
we are far from the ideal situation where the CAR is only limited by
multi-pair effects (usually the case for SPDC based clean photon pair
sources) [161]. The results are shown in Figure 59.
Figure 59: (a) Coincidence events as a function of the pump power coupled
into the input waveguide. The red dashed line is a quadratic fit
of the data (except the last point). (b) Coincidence to Accidental
Ratio (CAR) as a function of the pump power coupled into the
waveguide. Both the two graphs are plotted in log-log scale.
The slope of the linear fit of the data (note that both the x and the y
axis are expressed log scale) is (1.35± 0.06) in Figure 59(a). Theoret-
ically, instead, one would have expected the coincidence peak grows
quadratically with the input pump power [72]. This is due to par-
asitic effects in the resonator, most likely due to both two-photon
absorption (TPA) and associated free-carrier absorption (FCA) which
broaden the cavity linewidth, consequently decreasing the field en-
hancement factor. Moreover, there is also to consider the thermo-optic
effect induced by two-photon absorption, which slightly red-shift the
resonances with increasing pump power, inhibiting an optimal cou-
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pling of pump energy into the resonator. Eventually, at powers higher
than 2.5mW, the curve starts to saturate. Following Ref. [162], by in-
creasing the pump power, there is also surely the onset of multi-pair
emission effects. In this case the approximated expression in Equa-
tion 91 is not any more valid to represent the generated state and
higher order terms must be included in the description. It is well
known in literature that multi-pair emission by spontaneous paramet-
ric processes has a detrimental effect on coincidence measurements
[161].
The CAR, shown in Figure 59(b), exhibits a maximum value of (5±1)
at low pump powers (∼ 1mW), and then monotonically decreases as
the power increases. Ideally, in the absence of background noise, CAR
is expected to decrease as the inverse of the generation rate, that is to
say quadratically with the pump power [161, 163]. At low pump pow-
ers, however, the generated photon flux becomes comparable with the
background count rate, determining an overestimation of the acciden-
tal counts that decrease the value of the CAR. At high pump powers,
instead, we already pointed out that we faced non-negligible thermal
effects within the resonator. As a matter of fact, the pump level is
high enough to activate thermal effects, experimentally observed in a
bistable behaviour of the device, which degrades the generation effi-
ciency.
To summarize, let us compare in Table 7 the results here presented
with the current state of the art for the on-chip generation of photon
pairs using silicon-based microring resonator.
Parameter Thesis work [164] [72] [165]
Quality factor 13500 92000 7900 95000
Coupling losses (dB) 7 3.5 3.5 3
Filtering losses (dB) 8.5 6 13 5.5
Detection efficiency 5% 90% 10% 15%
Dark count rate (Hz or cps) 6000 1 100 100
Generation rate (MHzmW−2) 1 150 5 100
CAR 5 12000 250 60
Table 7: Summary and comparison of the performances of the experiment
reported in this Chapter with respect to the state of the art for
the on-chip generation and detection of photon pairs using silicon-
based micro-ring resonator.
We see that the total quality factor of the Add-Drop resonator used
here is typically lower with respect to the ones reported in literature.
We already discussed that we did not exploit the maximum achiev-
able field enhancement of the ring, as we operated it in a symmetrical
under-coupling regime.
For what concerns the coupling losse of the device, we experienced
higher losses with respect to the other works. Our waveguide presents
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a direct tapering from a waveguide width of 2µm to the nominal
waveguide width of 0.5µm in 0.6mm. The experienced 7 dB of cou-
pling loss is consistent with the overlap integral calculation between
the waveguide mode profile and the Gaussian spot size of the tapered
fiber, placed at the correct working distance. At the time the chip was
designed, it was not necessary to further engineered the the fiber to
waveguide coupling. In this direction one possibility is to design an
inverse tapering geometry. For example in [72], the authors reported
a 300µm long silicon inverse tapers ending in a 20nm tip width cov-
ered by 1.5 × 2µm2 polymer waveguides, which resulted in 3.5 dB
coupling loss. Another possible coupling strategy makes use of grat-
ing couplers, which relies on a completely different working princi-
ple [22]. Coupling losses of few dBs were reported in literature with
this kind of couplers, which have also the advantage to reduce Fabry-
Perot oscillations within the waveguide, which can be a big issue in
high-index material such as silicon [166, 167].
For what concerns the filtering stage, instead, the overall loss asso-
ciated with the presented thesis work is comparable to the ones re-
ported in literature. The values reported in Table 7 were taken as the
average value between the signal and idler losses.
What really makes the difference between the various approaches
is the detection stage. We used two InGaAs single-photon counters.
Their maximum detection efficiency can be set to 25%. At the max-
imuum efficiency however also the dark count rate of the device con-
siderably increases. For this reason we found the optimal configura-
tion to be 5% of detection efficiency, 40µm of dead time, with an asso-
ciated dark count rate of 6 kHz. Better performances of InGaAs based
single-photon counters were reported in [165]. However, these param-
eters are orders of magnitude different with respect to the supercon-
ducting nanowire single photon detectors (SNSPD), used in [72, 164]
and also operated in free-running mode. They have performances
close to the one of an ideal detector at telecom wavelength. Their
main limitation is that they have to be operate at 0.8K, in contrast to
the relatively easy internal cooling system of the InGaAs SPADs at
about −50 ◦C.
To the best of our knowledge, the detection efficiency of SNSPD can
be as high as 90%, dark count rate of 1Hz and reset time of 40ns
[82]. These values make the difference, because in coincidence mea-
surements loss scales quadratically, as can be seen from Equation 96.
Having low losses is crucial, since this lets the pump excitation be
less intense (of the order of 0.01mW in Ref. [164]), with the important
advantage to be far below the threshold value to activate nonlinear
absorption mechanisms and thermal effects within the silicon micror-
ing, as well as multi-pair emission effects.
As a net result the maximum achievable CAR resulted to be more
than three orders of magnitude higher in [164]. Still, with a reduced
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dark count rate of one order of magnitude and a factor 2-3 of better
detection efficiency lead to a CAR ∼ 100 in [72, 165].
Further comparison between recent results of photon pair generation
using silicon microring resonators ca be found in [165].
To conclude, we demonstrated the occurrence of spontaneous four
wave mixing in integrated SOI microring resonators. The results are
in good agreement with the theoretical predictions. For effectively
dealing with more complex quantum optical circuits, better perfor-
mances in terms of signal to noise ratio are needed. At telecom wave-
length, superior detection performances are provided by the super-
conducting based technology at the cost to being forced to work at
cryogenic temperature.
We will see in Chapter 7, that this is not the case in the mid-infrared
(MIR) spectral range. Indeed, at higher wavelengths, the SNSPD per-
formance substantially degrades, letting a detection approach based
on the spectral translation of MIR photons into the visible range to
show better detection performances.

Part III
M A N I P U L AT I O N A N D D E T E C T I O N S C H E M E S
O F E N TA N G L E D P H O T O N PA I R S
Part III is dedicated to discuss different ways to manipu-
late and detect quantum state of light produced by non-
linear optical processes. In Chapter 6 quantum interfer-
ence effects in an asymmetric free space Mach-Zehnder
interferometer are presented and theoretically confirmed.
In Chapter 7 the detection of MIR correlated photons by
means of coincidence measurement is addressed. This is
based on a highly efficient up-converter module, which
translates the detection of the MIR photon pairs into the
visible, where efficient single-photon detectors do exist.
Finally in Chapter 8 the manipulation of the internal de-
grees of freedom of a photonic molecule composed by
two coupled silicon microring resonators enables to en-
hance or to suppress FWM. This is demonstrated both
theoretically and experimentally as a function of the inter-
resonator phase and their relative eigenfrequency detun-
ing.

6
H I D D E N Q U A N T U M I N T E R F E R E N C E PAT H S I N A N
A S Y M M E T R I C M A C H - Z E H N D E R
I N T E R F E R O M E T E R
In this Chapter the behaviour of the SPDC generated photon pairs
discussed in Chapter 2 injected in the same input port of a free-space
Mach-Zehnder interferometer (MZI) is discussed.
We consider the situation of an amplitude unbalanced interferome-
ter, asymmetrically excited, where differences in the arms impede
perfect cancellation of otherwise closed quantum channels. We ex-
perimentally and theoretically prove the coexistence of single, two-
photon and Hong-Ou-Mandel like interference at the output of the
MZI. We experimentally demonstrate oscillation in the coincidence
rate outside the SPDC coherence time, which is a clear manifestation
of the color-entangled nature of the two-photon state created in the
down conversion process [168]. It will be shown that the tuning of
arbitrarily small unbalance in the arm transmittance, leads to sharp
changes in the coincidence detections, revealing beatings between one
particle and two particle interference patterns. Surprisingly, the com-
mon assumption used in amplitude division experiments of lossless
beamsplitter, does not allow us to theoretically predict the obtained
experimental result. We found that the role of losses in the beamsplit-
ter is actually not trivial and does affect the visibility of quantum
interference.
The experiment described in this Chapter was done in collaboration
with Dr. Massimo Borghi and Dr. Mattia Mancinelli. The theoreti-
cal analysis in Section 6.4 was developed in collaboration with Dr.
Massimo Borghi. Dr. Hannah Price gave an important contribution
through helpful discussions in Section 6.4.2.
6.1 coincidence measurement on spdc photon pairs gen-
erated from ppln
In this Section coincidence measurements performed on the NIR gen-
erated SPDC photon pairs are presented. With reference to Chapter 2,
the SPDC photons are emitted from a periodically poled LiNbO3 crys-
tal region with a poling period of 19.1µm when the operating tem-
perature was set to T = 80 ◦C. This configuration corresponds to a
broadband degenerate emission around λ = 1.55µm. After the colli-
mator placed in position 10 in Figure 13, the SPDC photon pairs are
fibre coupled and divided with a 50:50 fibre splitter. As is sketched
123
124 hidden quantum interference paths in an asymmetric mzi
in Figure 60, a photon pair (red and black circles) can actually follow
different paths after the beamsplitter:
• (A, D) One photon in each arm, the pair is divided. Each SPAD
generates an impulse at the same time. These paths contribute
to the coincidence measure giving a peak in the cross-correlation
measure.
• (B, C) Two photons in one arm, the pair is not divided. Only one
SPAD generates an impulse. These paths generate the spurious
coincidences and add an offset in the cross correlation curve.
Since only 2 paths of 4 can generate coincidence detections, half of
the total flux is wasted and generates spurious coincidences. This
will add 3 dB of loss to the 7.8 dB that have been estimated in Chap-
ter 2 from the output facet of the PPLN to the fibre. We will see in
Chapter 7 that dealing with non-degenerate SPDC process allows to
avoid the 3 dB beamsplitter loss, by a colour-dependent division of
the photon pairs with a dichroic mirror.
The detection stage used is equal to the one presented in Chapter 5,
which is composed of two InGaAs single-photon counting detectors
( Id210 and Id201). Here we exploit the same detection scheme, al-
ready discussed in Chapter 5, sketched in Figure 55. Id210 works in
free running mode (40µs of dead-time) and has the task to detect
one photon of the pair (in this case either signal or idler). Id201 is
triggered by Id210 and is enabled for a gate width of 100ns with 25%
detection efficiency. An optical delay line, sketched in Figure 60 by a
yellow rectangle, is needed to compensate the electronic delay accu-
mulated in the triggering operation between the two SPADs.
Id201
Id210
Figure 60: Sketch of the coincidence scheme. (A,B,C,D) All the possible
paths that a photon pair can take after the beam-splitter.
After the detection, the two output voltage traces from the SPADs
are fed into a field programmable gate array digital correlator that
provides the coincidence rate. The coincidence window is 5ns.
The coincidence measurement after 100 s of integration time is re-
ported in Figure 61. A clear coincidence peak appears at 25ns time
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delay over an almost constant background, constituted by the acci-
dental counts. The 25ns time delay is the excess optical delay of the
signal photon to be safely detected by Id210 within its gate width of
100ns. The coincidence peak is (48± 1)Hz, with a background of spu-
rious coincidences of (3.4±0.1)Hz. This leads to a CAR of (13.1±0.7).
The pump power has been set to 2mW, where the maximum CAR
was observed. The rate of observed coincidences is consistent with
the one expected through Equation 96. At higher pump power we ex-
perimentally observe that the CAR decreases, most likely due to the
growing onset of multi-pair emission events [96].
We already commented in Table 7 that the performances in coinci-
dence measurements that we can obtain with our instrumentations
are far from the state of the art. In the case for example of PPLN
waveguides, CAR > 10000 was already reported in literature [169].
As we said, in our implementation the main limiting factor is the
poor efficiency of our InGaAs SPADs and the huge dark count rate
with respect to superconducting-based technology detectors. A sub-
stantial improvement in the CAR can be obtained by reducing the co-
incidence window till the SPAD jitter, which is typically about 200 ps
in our case [32]. Actually, we were able to program our FPGA digital
correlator (Atlys Spartan 6 circuit board) to reduce the coincidence
window till 1.33ns for the experiments reported in Chapter 5 and
Chapter 7. Lower coincidence window was found not feasible with
our circuit board, which has a limited native clock of 100MHz. As
a matter of fact, lower coincidence window would lead to unreliable
logic operations in our digital correlator.
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Figure 61: Coincidence rate as a function of the relative time delay. The inte-
gration time is 100 s
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Nevertheless, we will see in Section 6.6 that, by an efficient aver-
aging procedure in the coincidence counts as a function of the time-
delay in the Mach-Zehnder interferometer, we are still able to resolve
with a sufficient signal-to-noise ratio quantum interference fringes.
6.2 the biphoton wavefunction
Considering a collinear process where pump, signal and idler propa-
gate along the PPLN crystal’s x-axis, the two-photon state produced
by SPDC, in the low pump approximation can be written as [170]:
∣∣ψgen〉 = NL ∫∞
0
∫∞
0
deff(λs, λi)α(λp)η(λs, λi)aˆ†saˆ
†
i |0〉dλsdλi (97)
where N is a normalization constant, L is the length of the crystal
and deff(λs, λi) is the nonlinear coefficient introduced in Chapter 2
which in general depends on the wavelength. aˆ†j with (j = s, i) is
the usual creation operator, whose action when it is applied to the
vacuum state (aˆ†j |0〉 = |1〉j), is to create a photon at wavelength λj
[23]. The function α(λp) is the pump envelope amplitude, which for
a Gaussian distribution is given by:
α(λp) = e
−
(λp−λp0)
2
2γ2 (98)
where λp0 is the central pump wavelength and λp is fixed by the
conservation energy as 1/λp = 1/λs + 1/λi.
The function η(λs, λi) which appears in Equation 97 is the quasi-phase
matching amplitude, which is given by:
η(λs, λi) = ei∆kmL/2 sinc
[
∆kmL
2
]
(99)
The function η(λs, λi) can be easily derived from Equation 24.
The quantity ∆km is the phase mismatch, which in a periodically
poled structure with poling period Λ is given by:
∆km = ∆k−m
2pi
Λ
= 2pi
[n(λp)
λp
−
n(λs)
λs
−
n(λi)
λi
−
m
Λ
]
(100)
where m is an odd integer (positive or negative), referred to as the
QPM order. Quasi-phase-matching is when ∆km = 0, i.e. when the
quasi-phase matching amplitude is maximized. This fixes the condi-
tion for the poling period to be Λ = m2pi/∆k (Equation 30).
With reference to Equation 90, we can define the biphoton wavefunc-
tion, in the literature also called Joint Spectral Amplitude JSA, for the
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type-0 collinear process in PPLN, as the product of pump and phase-
matching envelope amplitude:
φ(λs, λi) = α(λp)η(λs, λi) = e
−
(λp−λp0)
2
2γ2 ei∆kmL/2 sinc
[
∆kmL
2
]
(101)
The modulus square of the biphoton wavefunction, which is called
Joint Spectral Intensity (JSI), is the probability distribution function
of specific signal and idler wavelength pairs being emitted.
A simulation for the SPDC biphoton wavefunction, with the experi-
mental parameters discussed in Chapter 2 is reported in Figure 62.
As is possible to note from Figure 62(b), signal and idler frequen-
(a)
(b)
ωi
ωs
ωp/2
ωp/2
ΔΩ
Δωp
Figure 62: (a) Modulus square of the biphoton wavefunction as a function
of the signal and idler wavelengths (λs, λi). (b) Modulus square
of the biphoton wavefunction as a function of the signal and idler
frequencies (ωs, ωi). ∆Ω is the average spectral bandwidth of
the SPDC photons, while ∆ωp is the bandwidth of the pump
photons. The simulation parameters are: Λ = 19.10µm, T = 80 ◦C,
the Sellmeier relation in Equation 20, γ = 0.5nm, λp0 = 775nm,
L = 1mm.
cies are negatively correlated, oriented exactly at −45° due to energy
conservation ωp = ωs +ωi. In Figure 62 we indicate the average
spectral bandwidth of the SPDC photons with ∆Ω. This has been ex-
perimentally characterized in Figure 20 to be ∼ 300nm in wavelength.
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In Section 6.4 the SPDC bandwidth will be modelled with a Gaussian
distribution for the ease of calculation. We will see in Section 6.6 that
this description is accurate enough to theoretically predict the quan-
tum interference effects observed at the output of the Mach-Zehnder
interferometer. The quantity ∆ωp represents the pump bandwidth
which is inversely proportional to the parameter γ in Equation 98.
The pump bandwidth defines a finite extension of JSI along the direc-
tion which is transverse with respect to the spectral bandwidth. This
seems to violate energy conservation. However, any pump field has
always a finite coherence time, which is inversely proportional to the
spectral linewidth of ∆ωp. This uncertainty in the energy of the pump
reflects in the spectral properties of the down converted radiation. In
particular, the effect is to broaden the signal/idler spectral distribu-
tion. In Figure 62(b), the elongated shape of the JSI qualitatively man-
ifests the time-energy entanglement of the generated photon pairs.
The amount of spectral correlations can be quantified in terms of the
Schmidt decomposition, which is expressed as a linear combination:
φ(ωs,ωi) =
∑
n
√
cnfn(ωs)gn(ωi) (102)
where fn and gn both represent a complete set of orthonormal func-
tions [171]. The coefficients cn are positive real numbers known as
the Schmidt coefficients, satisfying
∑
n cn = 1 [45]. The Schmidt de-
composition can be used to quantify the degree of entanglement in
the system via the Schmidt number [172]:
K =
1∑
n c
2
n
(103)
For a non-entangled state, the biphoton wavefunction is a factorable
state, i.e. the Schmidt coefficients are cn=1 = 1 and cn 6=1 = 0 so that
the Schmidt number is K = 1. For a correlated system, as the one
reported in Figure 62, multiple Schmidt coefficients are non-zero, so
that K > 1. The bigger the Schmidt number, the more entangled the
two-photon quantum state. The Schmidt coefficients can be obtained
numerically by a singular-value decomposition of the biphoton wave-
function [173]. Experimentally, instead, the smartest way to retrieve
the biphoton wavefunction is by means of stimulated measurement
(DFG measurements in the case of SPDC). Tuning the wavelength
of a seed input signal allows mapping the biphoton wavefunction
with high fidelity. This method, called stimulated emission tomog-
raphy (SET), outperforms the quantum state tomography approach,
which aims to reconstruct the density matrix of a quantum state
[156][20][174].
However, since photon detection is proportional to the light inten-
sity, experimentally one has a direct access only to the JSI and not to
the biphoton wavefunction, with an inherent loss of phase informa-
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tion. In this case the metric used to quantify the entanglement is the
Schmidt number lower bound (SNLB) [175].
We did not retrieve experimentally the JSI simulated in Figure 62, as it
was not the goal of the experiment reported in this Chapter. Nonethe-
less, we will see in Section 6.6, we were still able to experimentally
demonstrate the color-entangled nature of the photon pairs. Indeed,
we experimentally demonstrate oscillation in the coincidence rate out-
side the SPDC coherence time, which is a clear manifestation of the
color-entangled nature of the two-photons state created in the down
conversion process [168].
To conclude the section let us discuss why separable state, the ones
yielding minimal entanglement, are also interesting. Generally, sepa-
rable states are highly sought after for heralded single-photon sources
based on spontaneous parametric processes, where the detection of
one photon of the pair should not influence the quantum mechanical
state of the other one [176][177]. Such separable states are typically
obtained with pulsed laser source and narrow-band phase matching
function, which should have a parallel or orthogonal direction [20,
178]. The figure of merit for single-photon sources is called purity,
which is defined as γ = Tr(ρˆ2), where ρˆ is the density matrix of the
quantum state. The purity defines a measure on quantum states, giv-
ing information on how much a state is mixed [30]. It is actually equal
to the inverse of the Schmidt number (Equation 103).
It is important to bear in mind that, unlike other physical system
which can generate single photons, such as colour-centers in diamond
or quantum dots [54, 179], heralded single-photon sources are not real
single-photon source. This is due to the fact that Equation 97 is only
an approximated formula and there are always some higher order
terms.
On the other hand, the time-correlation property of the emitted pairs
in spontaneous parametric processes, allows one to exploit the herald-
ing process to reveal the presence of a single photon, once the other
photon of the pair has been detected.
6.3 classical mach-zehnder interferometer
In this section the physics of a Mach-Zehnder interferometer (MZI) is
introduced from a classical point of view.
In Section 6.4 the corresponding quantum mechanical formalism is
developed, which is needed to provide a full description of the in-
terference effects generated by the two-photon quantum mechanical
state. In general, an interferometer is a device used to determine the
relative phase shift variations between two collimated beams, derived
by splitting light from a single source. The basic component of an
interferometer is the beamsplitter. Let us consider the beamsplitter
model sketched in Figure 63. Light is incident from the a, b input
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Quantum Optics Exercise 3
Quantum theory of the beam splitter
Consider the model of beam-splitter that is sketched in the ﬁgure. Light is incident from
the a, b input arms and is transmitted/reﬂected into the c, d output arms. In the classical
theory, the beam-splitter operation is summarized by the scattering matrix S(ω) connecting
the output ﬁelds to the input ones at a given frequency ω:
�
Ec(ω)
Ed(ω)
�
= S(ω)
�
Ea(ω)
Eb(ω)
�
. (1)
For a lossless beam-splitter, energy conservation arguments allow to write S in the canonical
form:
S(ω) =
�
t(ω) ir(ω)
ir(ω) t(ω)
�
(2)
with r, t real functions of ω and t(ω)2 + r(ω)2 = 1.
In a quantum description of light, the matrix S has the meaning of scattering S-matrix
connecting the amplitude of the single-photon eigenfunction of energy ω = ck on the c, d
arms to the amplitude of the same wavefunction on the a, b arms:
�
ψ¯c,ω
ψ¯d,ω
�
= S(ω)
�
ψ¯a,ω
ψ¯b,ω
�
. (3)
As usual, the eigenfunction has a plane wave spatial proﬁle on each arm, e.g.
ψa,ω(x) = eikx ψ¯a,ω. (4)
1. The states of the photon in the a, b, c, d arms at a wavevector k can be labelled as
|(a, b, c, d); k�. The Uˆ operator describing the evolution of the photon from an early
time ti to a late time tf sends the two-dimensional |(a, b); k� space into the |(c, d); k�
space. Show that the matrix elements of the Uˆ operator in this basis correspond to
the elements of the S matrix described above multiplied by an overall phase factor
exp[−ick(tf − ti)] due to the photon frequency.
Figure 63: Scheme of a beam-splitter. a, b are input arms, while c, d are out-
put arms.
arms and is transmitted/reflected into the c, d output arms. In a clas-
sical framework, the beamsplitter op ratio can be modelled by the
scattering matrix S(ω), which connects the output fields to the input
ones as follows: (
Ec(ω)
Ed(ω)
)
= S(ω)
(
Ea(ω)
Eb(ω)
)
(104)
For a lossless beam-splitter, energy conservation arguments allow
writing S in the form [180]:
S(ω) =
(
r(ω) it(ω)
it(ω) r(ω)
(105)
where r, t are real functions ofω and due to energy conservation they
satisfy the relation t(ω)2 + r(ω)2 = 1.
We r c gnize th t r is the amplitude reflection coefficient and t is the
amplitude transmission coefficient. In the case of a balanced beam
splitter, r and t are equal with amplitude r = t = 1
√
2. Remarkably,
we will see in Section 6.4 that for a lossy beam-splitter, the phase
relation between the amplitude and reflection coefficient (r,t) in Equa-
tion 105 is not a priori fixed to pi/2 [181].
Let us discuss in the following the physics of the Mach-Zehnder in-
terferometer (MZI). MZI is a device for demonstrating interference
by division of amplitude. A light beam is first split into two parts
by a beamsplitter and then recombined by a second beamsplitter. In
Figure 64 a sketch of a MZI is reported. Classically it can be demon-
strated that the light intensity at the output ports of BS2 follows an
harmonic law as a function of the relative phase ∆Φ, introduced be-
tween the two arms of the interferometer. Let us consider for example
the case of a monochromatic plane wave of intensity I0, propagating
in the z direction at the input port of a MZI, say port a. Let us sup-
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a
c
d
BS1
BS2
Figure 64: Basic scheme of a Mach-Zehnder interferometer. A collimated
beam is split by BS1. The two resulting beams are each reflected
by a mirror. In one arm is present a de-phaser which imparts a
phase-shift ∆Φ between the two waves. The two beams then in-
terferes on BS2. The result of interference can be recorded at both
the interferometer output ports c,d.
pose also for simplicity that the MZI beamsplitters are balanced and
lossless. After BS1 the intensity is equally split between the two arms
of the interferometer. Assume then that one wave is delayed by an
optical path length d with respect to the other. The term optical path
length is used to underline that d = nl where n is the refractive index
and l the distance: d can be varied by changing n, l or both at the
same time. The complex amplitudes for the two waves right before
BS2 are given by U1 =
√
I0/2 e
ik(z+d), U2 = i
√
I0/2 e
ikz, where k is
the wavevector. The intensity I at the output of the interferometer, say
c port is given by:
I =
∣∣rU1 + itU2∣∣2 = 1
2
[∣∣U1∣∣2+∣∣U2∣∣2 + iU∗1U2 − iU1U∗2] (106)
By substituting U1 and U2 in Equation 106, it gives:
I =
I0
2
[
1− cos
(
∆Φ
)]
=
I0
2
[
1− cos
(
2pid
λ
)]
(107)
where λ is the wavelength of the plane waves considered in the cal-
culus. From Equation 107 it can be noted that, when the delay d is an
integer multiple of λ, complete destructive interference occurs and
the total intensity vanishes. On the other hand, when d in an odd in-
teger multiple of λ/2, complete constructing interference occurs and
I = I0. For the d port of the interferometer, in the case of lossless beam-
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splitter, the intensity is pi-shifted with respect to the one reported in
Equation 107.
6.3.1 Coherence functions
More formally, amplitude interference fringes arising from an inter-
ferometric system based on amplitude division, are linked to the first
order correlation function.
The first order correlation G(1)(∆τ) in the case of stationary states,
such as the case of a plane wave, is given by [182]:
G(1)(∆τ) = 〈E∗(t)E(t+∆τ)〉 (108)
where <> denotes an average over time. The first order correlation is
actually the amplitude-amplitude correlation function. First order in-
terference effects are classical phenomena: the result derived in Equa-
tion 107 would have been found equal even in a full quantum me-
chanical approach, with the the electric field which appears in Equa-
tion 108 quantized [24]. Considering a source with a finite coherence
time τc, the function G(1)(∆τ) is different from zero only if |∆τ| . τc.
As we see in Equation 107, the result is an harmonic oscillation as
a function of the relative time delay ∆τ. The general definition of
coherence time is [182]:
τc =
1
|G(1)(0)|2
∫∞
−∞ |G(1)(∆τ)|2d∆τ (109)
It is thus evident that the knowledge of the coherence time of the
radiation injected in an interferometric structure is a key parameter.
In particular, in order to be able to show non-classical interference
fringes, the interferometer must be able to span a time delay which
greatly exceeds the coherence time of the injected radiation.
In the case of a box-like spectrum, which approximates the spectrum
reported in Figure 20(a) for the poling period Λ = 19.10µm at T =
80 ◦C, the time bandwidth relation is given by [182]:
τc =
1
∆ν
=
λ2
c∆λ
(110)
The fact that the coherence time of an optical signal is inversely pro-
portional to its bandwidth is a consequence of the Fourier relation-
ship between the two. In general, as the width of the pulse increases
in the time domain, the spectral width decreases in the frequency do-
main and vice-versa. With the SPDC generation set-up reported in
Figure 13, the effective spectral bandwidth is ∆λ = 150nm, shaped
by the 1500nm long-wave pass filter and by the InGaAs responsivity.
It is true that with such a filter we are cutting the spectrum of Fig-
ure 20 below 1500nm, but such photons would not have their long
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wavelength counterpart due to the sharp decrease of the detector effi-
ciency of the InGaAs-based SPAD for λ > 1600nm, see Figure 15(a).
The theoretical estimation of the coherence time of the SPDC emitted
radiation results to be τc = 53 fs, which will result consistent with
the experimental observation reported in Section 6.6.
Let us introduce the second-order correlation function, as a first
step in a classical framework. This function measures the intensity-
intensity fluctuation of an optical field. The normalized second order
coherence function g(2)(∆τ), in the simple case of a plane wave in a
stationary state, is given by:
g(2)(∆τ) =
〈I(t)I(t+∆τ)〉
〈I(t)〉2 (111)
It is worth commenting on some properties related to the intensity of
classical fields. The intensity of a classical field should have positive
variance, i.e. Var(I) = 〈I2〉− 〈I〉2 > 0, where the equality holds for
an ideal monochromatic source of radiation. The positive variance
property leads to the following inequality:
Var(I) = 〈I2〉− 〈I〉2 > 0 =⇒ 1 6 g(2)(0) <∞ (112)
Moreover, if one applies Cauchy-Schwarz-inequality for random vari-
ables to Equation 111, it is possible to derive the following properties
[106]:
|〈I1I2〉|2 6 〈I21〉〈I22〉 =⇒ g(2)(∆τ) < g(2)(0) (113)
Figure 65 reports the g(2) functions for laser light and thermal light.
As is possible to see from the graph, such classical sources of radia-
tion fulfil relations Equation 112-113.
In particular, thermal light is said to be super-Poissonian, as it exhibits
a statistical distribution which has a variance larger than the one of
Poissonian light. The intensity of thermal light fluctuates randomly,
giving rise to super-Poissonian statistics with g(2)(0) = 2.
Any light source that violates the inequalities 112-113 is inherently
non-classical. Within the framework of second quantization, it is pos-
sible to derive the g(2)(0) expression for a Fock state composed by n
photons as [23]:
g(2)(0) =
〈n(n− 1)〉
〈n〉 (114)
which for n = 0 gives g(2)(0) = 0. In a quantized fashion, we can
think about the g(2) function as the joint probability to have coinci-
dence detections as a function of the relative time delay between two
signals. Antibunching in the g(2) function indicates sub-Poissonian
photon statistics. The second-order correlation function is the quan-
tity measured to characterize a single-photon source. This is typically
performed in a Hanbury Brown–Twiss interferometer set-up, where
the emitted light is split with a 50/50 beamsplitter onto two single-
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Figure 65: g(2) as a function of the delay normalized to the coherence
time τ/τc. The blue curve is for a coherent state (an ideal laser
or a single frequency). The red curve is for Lorentzian chaotic
light (e.g. collision broadened). The green curve is for Gaussian
chaotic light (e.g. Doppler broadened). The chaotic light is super-
Poissonian and bunched. Image taken from [183].
photon detectors [184]. The observation of a dip in the coincidence
count around relative zero delay, reveals that the source dominantly
emits single photons.
6.4 quantum mach-zehnder interferometer
In a quantum description of light, the matrix S introduced in Equa-
tion 104 has the meaning of the scattering S-matrix connecting the
amplitude of the single-photon eigenfunction of energy ω = ck at
the input ports [ψa(ω),ψb(ω)] to the amplitude of the same wave-
function at the output ports of the beamsplitter [ψc(ω),ψd(ω)]:(
ψc(ω)
ψd(ω)
)
= S(ω)
(
ψa,in(ω)
ψb,in(ω)
)
(115)
A sketch of the Mach-Zehnder interferometer under analysis is re-
ported in Figure 66.
The Mach-Zehnder interferometer is characterized by the presence of
two beamsplitters, which actions are modelled as:
BS1→
(
r1e
−iδ t1
t1 r1e
−iδ
)
BS2→
(
r2ce
−iδ t2c
t2d r2de
−iδ
) (116)
where all coefficients ri and ti are real, and hence r2i and t
2
i are the
reflectivity and transmittivity respectively.
Here we have assumed that the reflection and transmission coeffi-
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Figure 66: Sketch of the Mach-Zehnder interferometer under study, with pa-
rameters defined in the text.
cients are independent from the frequency for simplicity. We also
have taken the operation of BS1 to be symmetric, while that of BS2
may be different for the light collected by detector C or D, as indi-
cated by the second subscript c,d. As described in Section 6.5, exper-
imentally we introduce such an asymmetry by tuning the position of
detector D with respect to the output of BS2, thus reducing t2d and
r2d relative to r2c and t2c. As we shall show, these coefficients con-
trol the amplitude of various photon interference effects and so this
controlled asymmetry can be used to tune between different regimes.
In the beamsplitter relation (116), we have also explicitly kept the rel-
ative phase δ between the reflection and transmission coefficients. For
an ideal lossless beamsplitter, the relative phase must be equal to pi/2
as required by energy conservation [185]. However, as derived by Bar-
nett et. al. [181], this stringent phase condition may be relaxed when a
beamsplitter is intrinsically lossy. This will be discussed in further de-
tail at the end of this Section. Note that we assume for simplicity that
the relative phase is identical and symmetric for both beamsplitters.
We will come back to this in Section 6.6.
The goal of this analysis is to study the joint probability to have
coincidence detections at t and t+ τ between the two output ports of
the interferometer (C and D) when the SPDC photon pairs enter in
the same input port of the interferometer. Therefore, to study photon
interference, we calculate the coincidence rate of photons arriving at
the two photodetectors, which operate with a resolving time TR and
efficiency K. With reference to Figure 66, the probability per unit time
of coincidence detections at the output ports C and D of the MZI at
times t and t+ τ is given by [186]:
P(τ) = K〈Eˆ−D(t)Eˆ−C(t+ τ)Eˆ+C(t+ τ)Eˆ+D(t)〉 (117)
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where Eˆ+C and Eˆ
+
D are respectively the positive frequency parts of
the electric field operator at the output ports C and D of the inter-
ferometer [23]. Equation 117 can be viewed as the non-normalized
quantum-mechanical expression of the classical second-order coher-
ence function which appears in Equation 111.
The expectation values of Equation 117 is calculated on the following
quantum-mechanical state:
|ψin〉 = |0〉+ β√
2
∫
dωsdωiφ(ωs,ωi) aˆ†ωsaˆ
†
ωi
|0〉 (118)
which represents the two-photon state produced by the SPDC in low
pump approximation. The simulation of the modulus square of the
biphoton wavefunction φ(ωs,ωi) under analysis is reported in Fig-
ure 62.
In what follows, we will consider the pump field as monochromatic,
since its coherence time is assumed to greatly exceed the one of the
down converted photons. As a consequence of this approximation,
we can use the energy conservation relation ωp = ωs+ωi to express
the frequency of one photon of the pair as ω, and the frequency of
the twin photon as ωp −ω. In this way, the biphoton wavefunction,
which we approximate to be Gaussian, can be written as:
φ(ωs,ωi) ' φ(ω) = 14√pi√σ e
−
(ω−ωp/2)
2
2σ2 (119)
in which σ is the bandwidth of the generated photons.
We can distinguish between two-photon and single-photon-like inter-
ference effects by studying Equation 117 as a function of the relative
time delay ∆τ between the two MZI arms. Experimentally, we use
a heater to vary ∆τ, and hence we indicate the upper arm with the
subscript h (heater) and the lower arm with r (reference). The propa-
gation losses along the two arms are given by γ2h and γ
2
r respectively.
Combining this with the beamsplitter relations (116), we can write
the electric fields EC and ED as:
E−C(t) = r1γhr2ce
−i2δE−in(t−∆τ) + t1γrt2cE
−
in(t)
E−D(t) = t1γrr2de
−iδE−in(t) + r1γht2de
−iδE−in(t−∆τ)
(120)
where E−in is the negative frequency part of the input electric field
operator at BS1. From these expressions for the electric fields, we can
calculate the photon coincidence rate, provided that we also specify
the input radiation state |Ψin〉. By inserting a completeness relation
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between E−C(t+ τ) and E
+
C(t+ τ) in Equation 117, and by using Equa-
tion 120 we find:
P(τ,∆τ) = K
∣∣∣∣γhcγrde−i3δ〈E−in(t)E−in(t+ τ−∆τ)〉+
+ γrdγrce
−iδ〈E−in(t)E−in(t+ τ)〉+
+ γhcγhde
−i3δ〈E−in(t−∆τ)E−in(t+ τ−∆τ)〉+
+ γhdγrce
−iδ〈E−in(t−∆τ)E−in(t+ τ)〉
∣∣∣∣2
(121)
where the expectation values are now evaluated between the initial
state |Ψin〉 and the vacuum state |0〉:
〈E−in(t)E−in(t ′)〉 = 〈Ψin|E−in(t)E−in(t ′) |0〉 (122)
In Equation 121 we have introduced the parameters:
γhc = r1γh r2c γhd = r1γh t2d
γrc = t1γr t2c γrd = t1γr r2d
(123)
where the subscript h, r refers to the path along the upper or lower
arm of the interferometer respectively, while subscript c,d denotes
whether the photon arrives at detector C or D. The expectation values
in Equation 121 can be evaluated by using the Fourier representation
of the negative frequency part of the input electric field [23]:
E−in(t) =
∫
a†ωe
iωtdω (124)
and hence that:
〈E−in(t)E−in(t ′)〉 = 2φ(t− t ′)eiωpt
′
(125)
where φ(t) is the Fourier transform of φ(ω). Substituting Equation 125
into Equation 121, we obtain that P(τ) ∝ |ph,h + pr,r + p(R)h,r + p(T)h,r |2,
where:
ph,h = 2γhcγhd e
−i(ωp∆τ+3δ)e−
σ2τ2
2 (126)
pr,r = 2γrcγrd e
−σ
2τ2
2 e−iδ (127)
p
(R)
h,r = 2γhcγrd e
−i
(
ωp∆τ
2 +3δ
)
e−
σ2(τ−∆τ)2
2 (128)
p
(T)
h,r = 2γhdγrc e
−i
(
ωp∆τ
2 +δ
)
e−
σ2(τ+∆τ)2
2 (129)
Equation 126-129 are the transition amplitudes associated with the in-
distinguishable paths through which the photon pair can travel from
the input of BS1 to the photodetectors. With reference to Figure 67,
the amplitudes ph,h and pr,r refer to bunching, when both photons
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(a) (b)
(c) (d)
Figure 67: Panels (a,b,c,d) sketch the possible paths that a photon pair can
take after BS1, to the output ports C,D. (a,b) refer to bunching
states, or N00N states with N = 2. Here the pair is not split after
BS1. (c,d) refer to antibunching states since the pair is split by BS1.
In case (c), both the photons are reflected at BS2, while in (d) both
the photons are transmitted at BS2.
are either reflected or transmitted by BS1. On the other hand, the am-
plitudes p(R)h,r and p
(T)
h,r describe antibunching, when the photon pair is
split at BS1. In these cases, the superscript R, T denotes respectively
when the photons are both either reflected or transmitted at BS2. We
emphasise that the anti-bunching paths (p(T ,R)h,r ) are not generally al-
lowed when both input ports of BS1 are excited, due to the Hong-Ou-
Mandel effect at the first beamsplitter [187]. By using only a single
input port, we therefore explore a richer interplay of interference ef-
fects where the photon pair can travel along both anti-bunching and
bunching paths.
To calculate the coincidence rate, we have to square the sum of all
the transition amplitudes in Equation 126-129, and integrate τ over
the coincidence resolving time of the photo-detectors TR. In Equa-
tion 126-129, each amplitude vanishes when τ is much greater than
the photon coherence time τc = 1/σ, while for all practical experi-
ments TR  τc. Hence, we can effectively extend the integration over
τ from −∞ to ∞, to finally obtain the coincidence rate:
Nc(∆τ) = K
′(C1 +C2 +C3) (130)
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where K ′ is a constant and the three terms on the right hand side are
defined as follows:
C1 = γ
2
hcγ
2
rd + γ
2
hdγ
2
rc + 2Aωp e
−σ2∆τ2 cos(2δ) (131)
C2 = γ
2
hcγ
2
hd + γ
2
rcγ
2
rd + 2Aωp cos(ωp∆τ− 2δ) (132)
C3 = 2e
−σ
2∆τ2
4
[
A
(1)
ωp/2
cos
(ωp∆τ
2
+ 2δ
)
+A
(2)
ωp/2
cos
(ωp∆τ
2
)]
(133)
where we have introduced the following parameters:
Aωp = γrcγrdγhcγhd (134)
A
(1)
ωp/2
= γhcγrc(γ
2
rd + γ
2
hd) (135)
A
(2)
ωp/2
= γhdγrd(γ
2
hc + γ
2
rc) (136)
It is also convenient to introduce the power-amplitude coefficient
Aωp/2 associated with the frequency component at ωp/2:
A2ωp/2 =
(
A
(1)
ωp/2
)2
+
(
A
(2)
ωp/2
)2
+ 2A
(1)
ωp/2
A
(2)
ωp/2
cos(2δ) (137)
Let us comment and give a physical interpretation to the various
terms which appear in Equation 130:
• The C1 term, Equation 131, represents the antibunching-anti-
bunching interaction between the paths (c) and (d) in Figure 67,
resulting in the well known HOM dip at the optical contact of
the MZI (∆τ = 0);
• the C2 term, Equation 132, describes the bunching-bunching
interaction between the paths (a) and (b) in Figure 67, which
is mediated by the coupling strength Aωp . This term oscillates
at frequency ωp which is two times the average single photon
frequency (ωp/2) and is responsible of two-photon interference.
• the C3 term, Equation 133, comes from the interference between
the bunching cases and the anti-bunching ones, and is mediated
by the interaction parameter Aωp/2.
It is worth noting that the interference channel described by Equa-
tion 133 is actually missing in a balanced MZI or in a MZI which is fed
symmetrically at the two input ports, due to a completely destructive
quantum interference [168, 188, 189]. This term shows fringes atωp/2,
which creates a single-photon interference pattern. The origin of the
single-photon interference channel described by Equation 133, can be
seen from the fact that the phase difference between the bunching and
the antibunching cases is always (ωp/2)∆τ. In fact, from the compari-
son of the paths (a-b) in Figure 67 with the ones in Figure 67(c-d), one
can notice that there is always one arm of the interferometer which
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carries one more photon with respect to the other.
This is analogous to the situation when a single-photon enters at the
input of BS1: it can take either the lower arm or the upper one, giving
rise to a relative phase difference of (ωp/2)∆τ between the two paths.
In general, the coincidence pattern calculated in Equation 130 will ex-
hibit competing effects between single and two-particle interference,
where their relative visibility can be evaluated by the magnitude of
an unbalancing parameter:
ξ = Aωp/2/Aωp (138)
6.4.1 Lossless beamsplitter
Let us discuss the theoretical expectation of the coincidence rates at
the output of the MZI, assuming both the beam-splitters lossless. In
the lossless case the phase that appears in Equation 116 is fixed by
the energy conservation and is given by δ = pi2 [185].
In this case Equation 138 simplifies to:
ξ =
Aωp/2
Aωp
=
(γhcγrd − γrcγhd)(γhcγhd − γrcγrd)
γrcγrdγhcγhd
(139)
and we can straightforwardly consider the two limits for ξ → 0 and
ξ→∞. In the limit when ξ→ 0, antibunching-bunching interactions
undergo complete destructive interference, and the single-particle-
like features disappear from the coincidence pattern.
This happens if we impose some symmetries losses along each arm,
or on the beamsplitter coefficients. The simplest case that we can
consider is when both the beam-splitters are 50/50 devices and the
two arms have identical loss rates. This condition implies to have
γhc = γhd = γrc = γrd (see Equation 123) and the power-amplitude
coefficient defined in Equation 137 Aωp/2 = 0.
This means that, only one frequency is observed when the device is
ideally symmetric, which is consistent with what was found in previ-
ous works [168, 186, 188]. We also note that there are actually three
other configurations for which ξ = 0, which with reference to Fig-
ure 64 are given by:
1. If BS2 is balanced, so that γhc = γhd and γrd = γrc.
2. If BS1 is balanced while the arm losses γr and γh are also equal,
so that γhc = γrc and γrd = γhd.
3. If the transmittance from the input to port C along the upper
arm is equal to the transmittance to port D along the lower arm
(i.e. γrd = γhc) or vice-versa (γhd = γrc).
In the limiting case where ξ→∞, instead, the coincidence rate shows
no signs of two-photon correlations. This happens when one of the
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four loss factors in Equation 123 is equal to zero.
If we consider for example the ideal extreme case γhc = 0, then the
photon which fires the detector at port C is forced to come from the
lower arm, providing a which-path information. The remaining uncer-
tainty between the paths which the other photon of the pair may take
to fire the other detector, gives rise to pure single-photon interference.
The lack of two-photon correlations can be also explained from the
fact that when γhc = 0, the bunching path in Figure 67(a) is sup-
pressed, so bunching-bunching interactions (which are the source of
two photon correlations) cancel.
In general, the presence of beamsplitter loss impedes a complete can-
cellation of the antibunching-bunching term (Equation 133). However,
it is again the transmittance balanced configuration which minimizes
this interference effect. Intermediate values of ξ can be realized by
changing the relative arm transmittance.
6.4.2 Lossy beamsplitter
Let us comment here in details the physical implications of a lossy
beamsplitter. In the lossless case, the input/output equations can be
written explicitly from Equation 115:
ψd(ω) = t(ω)ψa(ω) + r(ω)ψb(ω)
ψc(ω) = t(ω)ψb(ω) + r(ω)ψa(ω) (140)
Note that in Equation 140, the parameters r(ω), t(ω) are in general
complex and an explicit phase relation has been not already fixed.
The relations which appear in Equation 140 are subjected to the con-
straints imposed by unitarity:
|t(ω)|2 + |r(ω)|2 = 1
t(ω)r∗(ω) + t∗(ω)r(ω) = 0 (141)
for all frequencies ω, ensuring the conservation of energy and the or-
thogonality of the two outgoing modes. What happens instead for a
lossy beamsplitter is the following. The conditions reported in Equa-
tion 141 no longer hold exactly, but instead, they change to the fol-
lowing two inequalities [181]:
|t(ω)|2 + |r(ω)|2 6 1
|t(ω)r∗(ω) + t∗(ω)r(ω)| 6 1− |r(ω)|2 − |t(ω)|2 (142)
The first inequality appearing in Equation 142, is the probability of
survival for a single photon incident on the beam splitter. The sec-
ond inequality arises by considering the input fields with classical
or coherent amplitudes and requiring that the total output intensity
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should be less than or equal to that at the input.
Hereafter, we will drop the dependence on frequency for simplicity,
assuming that these coefficients are approximately constant over the
considered spectral range. Now, as stated above, in a lossless beam-
splitter, unitarity requires that the two outgoing modes are orthogo-
nal. Choosing the transmission coefficient to be real, this can be writ-
ten as:
t(ω) = t, r(ω) = te±ipi/2 = ±it (143)
for a symmetric beamsplitter. If we have losses, the constraint on the
phase can be relaxed. In Equation 142, we substitute r = teiφ, to write
the two inequalities as:
2t2 6 1
2t2(1+ | cosφ|) 6 1 (144)
So we can deduce the possible values of φ, provided that we know t.
For example, if the probability of a single photon passing through the
beamsplitter without being absorbed is γ, then t =
√
γ/2; the second
inequality can then be written as:
| cosφ| 6 (1/γ− 1) (145)
Of course in the limit that γ = 1 (i.e. a lossless beamsplitter), this
constrains φ = ±pi/2 as expected. When γ < 1, the phase δ can also
be higher or lower than pi/2, with important consequences. Firstly,
we notice from Equation 131 that if δ 6= pi/2, the magnitude of the
HOM dip will be smaller as the antibunching paths acquire differ-
ent phases upon exiting BS2. Therefore they no longer completely
destructively interfere. This is the reduction in the visibility of the
Hong-Ou-Mandel effect for a lossy beamsplitter with non-orthogonal
reflection and transmission coefficients, predicted also in [181].
The experimental characterization of the beamsplitter losses is re-
ported in Figure 68. The beamsplitter losses have been measured for
both S and P polarized waves in the wavelength range [1510;1570] nm,
which almost covers the spectral bandwidth of the SPDC photons in-
jected in the MZI. In the experimental set-up described in Section 6.5
we worked with S polarized photons. This corresponds to an average
loss of (21.9± 0.4)% for each BS.
With respect to the formalism previously introduced, this leads to
γ = (0.781± 0.004). Then, assuming the beamsplitter to be balanced
(i.e. |r| = |t|), the range of δ becomes:
0.82
pi
2
. |δ| . 1.12 pi
2
(146)
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Figure 68: Beamsplitter losses for P and S polarized waves as a function of
the wavelength.
While this may at first seem a small difference from δ = pi/2, it is
enough to dramatically affect the appearance of the coincidence pat-
tern, as it can be appreciated in Figure 69. We change the phase here
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Figure 69: Theoretical coincidence rate in Equation 130 as a function of
the interferometer time delay ∆τ, for different values of the
beamsplitter phase δ. The parameters of the simulation are the
same used for the solid red curve in Figure 73 for ξ = 1.34 and
are reported in Table 8. Image taken from [190].
from δ = pi/2 to δ = (0.87)pi/2, which corresponds to the phase found
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from our fit to the experimental results reported in Section 6.6 and it
is compatible with the measured beam-splitter losses in Figure 68.
Furthermore we can see that while the condition for ξ → ∞ is not
affected by the beamsplitter phase, in the limit of ξ → 0 it is. We
can understand this directly from Equation 137, by noting that if δ 6=
pi/2, there will never be a complete cancellation of the antibunching-
bunching term. However, it can be shown that this term is still min-
imised by the ideal symmetric configuration where γhc = γhd =
γrc = γrd. As we can see, this phase change affects many of the qual-
itative features in the coincidence patterns, including the envelope
behaviour around the optical contact and the fringe pattern. Again,
we emphasise that this remarkable phase sensitivity arises from the
rich interplay of multiple interference terms, going beyond previously
reported experiments [168, 188].
Recently, the lossy beamsplitter phase effect has been observed also in
other physical systems [73, 191–193]. For example, in [73] the authors
reported a quantum interference experiment in silicon-on-insulator
wire waveguide. Here, the beamsplitter-like operation is realized by
a 2x2 multi-mode interference coupler (MMI). The integrated Mach-
Zehnder interferometer therefore was formed by two multi-mode
interference coupler thermo-optic phase shifter, connected by two
waveguides, one of which with a voltage controlled phase shifter. The
authors actually found a discrepancy between the measured beam-
splitter visibility in a HOM measurement and the nominal MMI vis-
ibility. They attribute the discrepancy to the intrinsic losses within
the MMI device. In [193], instead, a plasmonic version of the HOM
effect was reported. Here is the case of another integrated version
a beamsplitter-like operation, which is formed by a directional cou-
pler. The directional coupler is composed by dielectric-loaded sur-
face plasmon polariton waveguides directly integrated into silicon
nitride waveguides. They observed high HOM visibility, consistent
with the predictions of the case of a lossy directional coupler. More
recently, in [191, 192] a study on two-photon quantum interference in
an opaque scattering medium was reported. In the experiment the au-
thors sent photon pairs generated in a bulk nonlinear crystal, through
an opaque scattering medium. The authors investigated two-photon
quantum interference in a programmable 2x2 beamsplitter made of
a multiple-scattering medium and a liquid-crystal-based spatial light
modulator. Again, the programmed beamsplitter does not need to
fulfil energy conservation over the two selected output channels and
hence could be nonunitary. Differently from the work here reported
and the previously discussed works [73, 193], here the authors have
the freedom to tune the beamsplitter phase via a spatial modulator.
They were able to tune the quantum interference between the pho-
ton pair from "the classical" bunching (Hong-Ou-Mandel-like) to the
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opposite case, where the two photons are antibunched after the beam-
splitter.
6.5 experimental set-up
Quantum interference effects have been experimentally investigated
in the free-space Mach-Zehnder reported in Figure 70. Type-0 SPDC
co-polarized and collinear signal and idler photons around the degen-
erate wavelength 1550nm, are injected in the MZI through the same
input port. The details of the SPDC generation of photon pairs is dis-
cussed in Chapter 2. The effective SPDC bandwidth is ∆λ = 150nm.
As it is possible to see from the Figure 70, in order to introduce
Figure 70: Photo of the free-space Mach-Zehnder interferometer. The inset
shows the system used to change the delay on the upper interfer-
ometer arm.
a variable time delay between the two arms of the interferometer,
an l = 12 cm long cylinder of Borosilicate Crown glass (NbK7) was
placed in both MZI arms [194]. We inserted the same NbK7 cylinder
in each arm of the MZI, otherwise the optical path difference would
have been be too far from the balanced situation (∆τ = 0). As it is
possible to see from the inset of Figure 70, in one arm, the NbK7 was
inserted into an electric heater. The home-made electric heater is com-
posed by 8 ceramic resistors of R = 10Ω connected in parallel around
a hollow copper cylinder within which the glass cylinder is placed.
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The resistors are connected to a DC power supply that delivers the
current to vary the temperature of the NbK7. In this way it is possi-
ble to exploit the thermo-optic coefficient of the NbK7 to smoothly
vary the refractive index. The induced time delay can be calculated
as follows:
∆τ =
l∆n
c
=
l
c
dn
dT
∆T (147)
where dn/dT = 2.45× 10−6 1/K is the NbK7 thermo-optic coefficient
[194] and ∆T is the temperature variation of the glass. Experimentally
it is actually not easy to estimate the effective temperature variation of
the glass material. The NbK7 is not really inserted for its entire length
in the heater and therefore the temperature is not constant along the
length of the glass cylinder. Moreover, even if the glass cylinder were
inserted completely in the heater, the temperature would not be the
same along its entire length due to an inherent temperature gradient
within the cylinder. Therefore, the time delay was more accurately
characterized by injecting in the MZI a CW laser, tuned to the central
wavelength of the SPDC radiation at 1550nm. By looking at the clas-
sical interference fringes, a fringe period of 5.16 fs was estimated. By
delivering 40W of electrical power, we were able to induce a variable
time delay between the arms as high as almost 130 fs with an electric
current of 5A (see Figure 71).
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Figure 71: Phase-shift reported in periods and time delay induced as a func-
tion of the applied electrical current through the heater.
Considering the theoretically derived coherence time τc ∼ 53 fs, the
time delays are sufficiently larger than τc and therefore all the vari-
ous interference effects theoretically predicted by Equation 130 can be
investigated. In particular, time delays larger than τc are needed in
order to show pure quantum two-photon interference effects. We ac-
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tually programmed the current generator with a LabVIEW software
to provide electrical current through the heater, in order to have a
slow, linear, increasing time delay between the two arms of the inter-
ferometer. It will be shown in Section 6.6 that the time delay between
the MZI arms can be as long as 180 fs in a 4-h measurement. The
smoothness of the refractive index change and the long duration of
the measurement allows reducing the overall noise of the system and
to produce high quality coincidence fringes with relatively low counts
( < 10Hz ).
With reference to Figure 70, the photons at the output ports of the
MZI are then focused by two lenses onto two InGaAs single-photon
counting detectors ( Id210 and Id201). One detector was used in free
running mode (40µs of deadtime) to detect one photon of the pair.
When the other detector was triggered, it was enabled for a gate
width of 100 ns. The detection scheme is the same shown in Chap-
ter 5. The outputs of the two SPADs are then fed into a FPGA dig-
ital correlator that provides the coincidence rate over a coincidence
window of 5ns in real time. As introduced above, the parameters
in Equation 123 are tuned by inducing controllable losses by slightly
misaligning the lenses in front of the photon counters.
6.6 experimental measurements
The single port (in this case port D) measured count rate as a function
of the time delay ∆τ is shown inFigure 72. Since the curve is symmet-
ric with respect to ∆τ = 0, we report only the measured values for
negative time delays.
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Figure 72: Single-photon interference fringes measured at the D output port
as a function of the time delay ∆τ. Image taken from [195].
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Following a similar approach to the one discussed in Section 6.4, it is
possible to show that the D port count rate CD is given by:
CD(∆τ) ∝ 〈Eˆ−D(t)Eˆ+D(t)〉 ∝ γ2hd + γ2rd + 2γhdγrde−
∆τ2σ2
4 cos
(ωp∆τ
2
)
(148)
We see from Equation 148 that the single port count rate should ex-
hibit oscillations with a period equal to 2piωp/2 , modulated by a slowly
varying envelope due to the finite coherence time τc of the photons.
This is experimentally confirmed in Figure 72, where the SPDC co-
herence time has been estimated from the FWHM of a Gaussian fit
to be τFWHMc = (48± 1)fs. The experimental coherence time is ac-
tually close to the theoretical estimation derived in Section 6.3 from
the SPDC spectrum, which was ∼ 53 fs. In the discussion which fol-
lows we will consider the coherence time to be τc = τFWHMc /2, as
the experimental data are reported only for ∆τ < 0. The oscillations
in Figure 72 are not quantum interference effects, since they come
from single-particle interference. It would have been possible to de-
rive Equation 148 also from a classical point of view, as it was done in
Section 6.3. In particular, since the function CD(∆τ) is symmetric with
respect to ∆τ = 0, within the experimental data uncertainty, this le-
gitimises the simplified choice to consider the relative phase identical
and symmetric for both beamsplitters in Equation 116. However, in
general the two phases are not necessarily equal. In this case, the os-
cillations reported in Figure 72 would not have been symmetric with
respect to ∆τ = 0.
We note in Figure 72 that the oscillations do not damp immediately
to zero for ∆τ  τc, but exhibit ripples. This is due to the box-like
spectral distribution of the photons entering the MZI, shaped by the
presence of the 1500nm long-pass filter and by the roll-off of the
InGaAs-based SPAD for λ > 1600nm, see Figure 15(a). As a result, it
is expected that the single port count rate shows an autocorrelation
which resembles a sinc function. However, the Gaussian distribution
introduced in Equation 119 is a good enough approximation for our
theoretical description, as we see in Figure 73. It lets us predict all the
interesting physical features experimentally observed.
The coincidence rate obtained for different values of the unbalanc-
ing parameter ξ, defined in Equation 138, is shown in Figure 73. To
change the value of ξ, we simply independently tune the position of
the focusing lenses in front of the detectors C and D. The values of
ξ reported in Figure 73 are taken from simulation, which are the red
curves in Figure 73 obtained from Equation 130. By programming
the current generator to provide a smooth, linearly increasing time
delay, this gives us the freedom to average over substantial stretches
of experimental data to improve the signal-to-noise ratio of the mea-
surement.
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Figure 73: Coincidence rates averaged over different values of the unbalance
parameter ξ (Equation 138), as a function of the time delay ∆τ.
The solid red curves are fits from Equation 130, while black scat-
ter points are experimental data. The inset shown in the panel
ξ = 1.34 shows the coincidence rate for time delays larger than
the single photon coherence time. A value of δ = 0.87pi/2 has
been used which is compatible with a measured beam-splitter
loss of 22%. The reported value of ξ is taken from the fit. Values
of the other fit parameters are reported in Table 8.
In particular we under-sampled our data points by a factor of 40 for
averaging, still having a high density of experimental points (dots in
Figure 73). This is the main reason why we do not have huge error
bars with such little counts per second. As already said, typically a
complete scan took approximately 4 hours.
Three exemplary values of the unbalancing parameter ξ were consid-
ered, showing different regimes in the coincidence interference pat-
terns of Figure 73. They are the following:
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• In the case ξ = 0.77 in Figure 73, we balanced the interferome-
ter in order to suppress antibunching-bunching interactions, C3
term in Equation 130. The residual component at ωp/2 is only
due to the beam splitter losses (approximately 22%). The coinci-
dence rate exhibits practically the same oscillating behaviour at
frequency ωp within and outside the coherence time of the sin-
gle photons. Within the coherence time, |∆τ| < τc, the observed
pattern becomes a mixture between bunching-bunching (see
Figure 67) and HOM-like interference. The latter manifests it-
self as a decrease in the average value of the coincidence counts
as we approach ∆τ = 0, as expected. We can see that the oscilla-
tion in the coincidence rate for |∆τ| > τc is a clear manifestation
of the colour-entangled nature of the two-photons state created
in the down conversion process [168]. To clearly show that the
oscillation at frequency ωp is due to purely second order inter-
ference effects, we plot in the inset of Figure 73 (panel ξ = 1.34)
the coincidence rate for time delays greatly exceeding the single
photon coherence time (|∆τ| > 100fs). As we can see from Fig-
ure 72, for such time delays any possible contribution arising
from first order interference to the coincidence pattern vanishes.
Even if not reported in Figure 73, the very same oscillations
outside τc are observed regardless of the value of ξ.
• As ξ is increased, the pattern changes significantly with respect
to the balanced situation, due to the enabling of new interfer-
ence paths. The case at ξ = 0.83 in Figure 73 includes two-photon,
one-photon and HOM interference effects all in a single coincidence
pattern. Indeed, outside the coherence time, the antibunching
terms in Figure 67(c-d) have vanishing probability, so the inter-
ference fringes at ωp are due to purely two-photon correlation
effects. For |∆τ| < τc, instead, the paths (c) and (d) in Figure 67
are allowed to interfere with the ones in (a) and (b), creating
a mixed pattern in which single-particle interference at ωp/2
and two-particle one at ωp coexist. The HOM effect again can
be seen as the decrease of the average coincidences within the
coherence time.
• We see from Figure 73 that it is sufficient to induce a value of
ξ = 1.34 to practically cancel the oscillations at ωp within the
coherence time. In general the higher the unbalance between the
arms is, the higher is the suppression of the two-photon contri-
bution at ωp and, at the same time, the higher the visibility of
the single-photon component at ωp/2.
In Figure 73, the simulations (solid red curves) match the experiment
well only if the phase δ slightly deviates from pi2 (δ = 0.87
pi
2 ).
The fit procedure is based on a differential evolution genetic algo-
rithm [196], which minimizes the cost function reported in Equa-
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tion 130. The free parameters are (γhd,γhc,γrd,γrc,σ, δ,K ′). The fre-
quency ωp was fixed to ωp = 2.448 fs−1. The algorithm was run
15 times in order to improve the accuracy of the parameters. Each
run was stopped after a fixed number of iterations (600). Further it-
erations were seen to not significantly improve the goodness of the
fit (fit quality increases only by 0.001% by doubling the number of
iterations). The fit parameters are indicated in Table 8.
Parameters ξ = 0.77 ξ = 0.83 ξ = 1.34
K ′[s−1] 1.8± 0.1 3.6± 0.4 12± 1
σ−1[fs] 24.1± 0.7
δ[rad] 1.37± 0.04
γhd 0.47± 0.01 0.300± 0.001 0.124± 0.005
γhc 0.65± 0.02 0.66± 0.04 0.55± 0.02
γrd 0.64± 0.02 0.500± 0.001 0.36± 0.01
γrc 0.65± 0.02 0.66± 0.03 0.35± 0.01
Aωp/2 (9.7± 0.7) · 10−2 (5.41± 0.3) · 10−2 (1.14± 0.04) · 10−2
Aωp (0.125± 0.002) (6.5± 0.2) · 10−2 (8± 1) · 10−3
ξ 0.77± 0.05 0.83± 0.04 1.34± 0.05
Table 8: List of the coefficients minimizing the discrepancy between the data
in Figure 73 and the curve generated by Equation 130.
The unbalancing parameters ξ reported in Figure 73 was estimated
with the fit. The fit parameters found in this way were consistent
with the controlled losses introduced in the experiment. Since the
value of σ does not depend on ξ, we computed it only for ξ = 1.34
and then kept it fixed during the optimization of the cases ξ = 0.77
and ξ = 0.83. The minimum loss measured from the input port of the
MZI to the two detectors is ∼ −7 dB, which is comparable to the value
found in the simulation (minimum lossess of ∼ −9 dB).
Importantly, the experimental data could not be fit with a phase
δ = pi/2, i.e. assuming a lossless beamsplitters. This can be seen at
a glance in Figure 69 by noting the key qualitative differences be-
tween the theoretical pattern obtained for δ = pi/2 and the one used
to fit the experimental data in Figure 73, δ = (0.87± 0.04)pi/2.
To conclude, for all three values of the unbalancing parameter in
Figure 73, a very good agreement between the experimental results
and the theoretical model is observed.

7
M I D I N F R A R E D C O I N C I D E N C E M E A S U R E M E N T S
AT R O O M T E M P E R AT U R E
In this Chapter an experimental demonstration of single-photon count-
ing in the mid infrared (MIR) spectral range is presented.
The MIR is emerging as an interesting field in photonics for several
applications, such as gas analysis and medical diagnostics [197, 198].
Modern quantum cascade lasers have been recently developed as
ideal coherent MIR excitation sources, but simple, low-noise, room-
temperature detectors and imaging systems lag behind [85, 199]. In
this framework, the Denmark Technical University (DTU) developed
a high-efficiency up-conversion system for sensitive, two dimensional
mid-infrared single-photon spectral imaging [200]. It will be shown in
this Chapter, how this powerful device can be used to break the wall
of single-photon detection in the MIR. In particular, room tempera-
ture coincidence measurements with non-degenerate twin photons at
about 3.1µm, produced by SPDC in a PPLN nonlinear crystal, were
demonstrated. To the best of our knowledge, the obtained result is
the first successful attempt towards the extension of quantum optics
experiments into the MIR spectral region.
This work was done with the collaboration of Dr. Mattia Mancinelli
and Mrs Sara Piccione. The Fotonik group in DTU designed and fab-
ricated the up-converter module.
7.1 mir detection : an open issue
What really makes MIR single-photon experiments elusive is the lack
of high sensitivity detectors. MIR detectors face many limitations,
mainly due to their inherent sensitivity to the black body radiation and
to the dark current induced by the finite temperature of the detector
itself [104].
We have already seen in Equation 31 that the probability to thermally
promote an electron-hole pair in a semiconductor material follows
a Boltzmann distribution. This will give rise to dark count events
∝ e− ∆EkBT , where ∆E is the semiconductor energy band-gap, kB is the
Boltzmann constant and T is the temperature, see Figure 74(a).
Visible semiconductor-based detectors, where silicon is the most ef-
ficient material, show an intrinsically higher energy band-gap (∆E ∼
1.17 eV) compared to NIR and MIR semiconductor detectors.
For instance, one can see that at room temperature the probability to
thermally promote an electron-hole pair, is 15 orders of magnitude
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higher in a MIR alloy compound such as HgCdTe, than in silicon
[201].
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Figure 74: (a) Electron promotion from the valence band to the conduction
band as a consequence of a thermal or optical excitation. (b) Spec-
tral radiance of black-body radiation for different temperatures.
The other major source of noise in MIR detectors is associated with
the detection process itself, due to the inherent sensitivity to black
body radiation. If the thermal generation is reduced much below the
background level, the performance of the device is typically deter-
mined by the background radiation. This regime is known as the
Background Limited Infrared Photodetector, BLIP conditions [104].
Black body radiation is the thermal electromagnetic radiation which
is absorbed and re-radiated by an ideal body in thermodynamic equi-
librium with its environment. All objects are continually emitting ra-
diation, which can in most cases be by black body radiation. The black
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body radiation spectral radiance B(λ, T) is described by the Planck’s
law, which is given by [202]:
B(λ, T) =
2hc2
λ5
1
e
hc
λkBT − 1
(149)
where h is the Planck constant. In Figure 74(b) black body spectral ra-
diances at different temperatures are reported. The integral of Equa-
tion 149 over wavelength gives the total radiant flux, known as Stefan-
Boltzmann law:
L =
σ
pi
T4 (150)
where σ is the Stefan-Boltzmann constant. Therefore as it is possible
to see from Figure 74(b), the higher is the temperature the higher
is the radiant flux, with its strong ∝ T4 dependence. Moreover, the
higher the temperature, the lower the wavelength at which the spec-
tral radiance is peaked, with the following relation:
λmax = b/T (151)
where b is a proportionality constant, called Wien’s displacement con-
stant. Equation 151 is known as Wien’s law.
Typically the spectral operational bandwidth of a semiconductor-based
detector is not narrow, and the integrated black body radiation due
to Equation 150-151 increases with T resulting in a non negligible
source of noise. At the end of the day, this influences and limits the
performance of the detector. In principle, the noise could be reduced
by cooling the detector. MIR detectors are typically cooled down to
the liquid nitrogen temperature (77K), but still the detector signal-to-
noise ratio remains poor compared to NIR and visible light detectors.
Eventually, the small MIR semiconductor-based detector sensitivity
will prevent any useful single-photon counting capability.
A possible solution could be the use of Superconducting Nanowire
Single-photon Detectors (SNSPDs). SNSPDs exploit superconductiv-
ity for achieving single-photon detection capability. Their operation
can be briefly summarized as follows [203]:
• the SNSPD is maintained well below its superconducting criti-
cal temperature, typically with a liquid helium cryostat at 4.2K
and direct current biased just below its critical current;
• in this regime, an infrared photon impinging on the SNSPD has
enough energy to disrupt hundreds of Cooper pairs, thereby
forming a so-called hotspot;
• the hotspot region acts as a resistive region, forcing the super-
current to flow around it;
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• the local current density on the sides increases beyond the criti-
cal current density, forming a resistive barrier across the width
of the SNSPD;
• the sudden increase in resistance from zero to a finite value, gen-
erates a measurable output voltage pulse across the nanowire
width, which eventually reveals the detection of a photon.
We already discussed in Table 7 that this kind of detector shows sys-
tem detection efficiency at telecom wavelengths (around 1.55µm) as
high as 93%, with a system dark count rate of about 1Hz [82].
The system detection efficiency is defined as:
ηsde = ηde × ηcoupling (152)
where ηde is the intrinsic device detection efficiency and ηcoupling
takes into account the coupling efficiency of the signal with the detec-
tor itself. Therefore, ηsde and ηde are only equal for perfect optical
coupling, i.e. when ηcoupling = 1. Basically, the system detection effi-
ciency takes into account the overall probability that a single photon
incident upon the detector is successfully detected. As a matter of
fact, until now we have always implicitly considered detector system
detection efficiency, as the ones reported in Figure 15(a) and Figure 54.
We will see in Section 7.5 that it important for the sake of clarity to
bear in mind the distinction between ηsde and ηde.
Now the question: are SNSPDs really able to detect MIR single-photons?
Well, it has been shown recently that by reducing the nanowire width
the sensitivity can be extended into the MIR. However, the system de-
tection efficiency drops dramatically to a value of about 2%, while the
dark count rate increases considerably [204]. This negative trend adds
to the always present stringent requirement dealing with SNSPDs,
that is that they are forced to inherently work at cryogenic temper-
atures. We will come back to SNSPDs at the end of the Chapter in
Table 9, where we compare their performances with what we are go-
ing to present as a MIR up-conversion scheme for achieving single-
photon counting. To the best of our knowledge, MIR single-photon
counting in transition-edge sensors (TES) [205], which are also based
on superconductivity, has never been reported in the literature.
7.1.1 MIR up-conversion
The basic idea for enabling single-photon detection in the MIR spec-
tral range relies on the χ(2) process called Sum Frequency Generation
(SFG), which is sketched in Figure 75. SFG is a three-wave mixing pro-
cess which can be described as the annihilation of two input photons
at angular frequencies ωp and ωs, which generates an idler photon
at frequency ωi = ωp +ωs. As for any nonlinear wave-mixing phe-
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Figure 75: Sketch of the energy diagram for the χ(2) process Sum Frequency
Generation (SFG). The frequency of the pump photon is denoted
as ωp and the signal photon by ωs. The generated photon is
called idler and it is indicated by ωi.
nomenon, this can only occur if the energy and momentum are con-
served in the process. In what follows we will consider the case of
three collinear plane waves propagating in a periodically poled non-
linear material (PPLN) along the z-axis, such that k = kzˆ. In this
situation the energy and momentum relation for the SFG process are
given by [18]:
ωi = ωp +ωs (153)
2pi
n(λp, T)
λp
= 2pi
[
n(λs, T)
λs
+
n(λi, T)
λi
+
1
Λ
]
(154)
where n(λ, T) is the refractive index of LiNbO3 given by the Sellmeier
relation, reported in Equation 20[100]. Λ is the poling period, which
we have seen in Equation 61 that counter-acts the dispersion between
the interacting wavelengths: Equation 154 is satisfied thanks to the
last term that is inversely proportional to Λ.
The process in which we are interested in is the up-conversion of
MIR single-photons into the visible, where efficient and low noise
rooom temperature silicon-based SPAD can detect the up-converted
photons. If we consider for example λs = 3µm and λp = 1.064µm,
from Equation 153 one immediately realizes that the up-converted
photon wavelength will be λi = [1/λp + 1/λs]−1 ∼ 0.785µm, which
falls within the detection bandwidth of commercially available effi-
cient silicon SPADs [206]. Thus, instead of performing a direct single-
photon detection in the MIR, we approached the problem differently
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by using the concept of spectral translation.
We will see that this approach is feasible thanks to the use of an
efficient up-converter module, which is used in combination with a
silicon SPAD in the detection.
7.2 the up-converter module
The concept of up-conversion is not new and it was already investi-
gated in the ’60 [207], but what has limited the applicability of the
process was the extremely low experienced quantum efficiency. Some
attempts of frequency up-conversion schemes have been reported so
far, which however exhibited limited SFG efficiencies, of the order of
∼ 10−5 [208].
The scenario changed when a group from the Denmark Technical
University (DTU) in 2012 demonstrated that the efficiency of the up-
conversion process can be dramatically enhanced, by placing the non-
linear crystal inside a resonant cavity [200]. A measured conversion
quantum efficiency (QE) of 20% was demonstrated, due to the high
circulating power within the cavity resulting from the low-loss cavity
design. This is at least three orders of magnitude higher than the one
reported in similar up-conversion schemes [208]. A sketch of the up-
converter module is reported in Figure 76.
Here, the QE of the SFG process is boosted at the maximum efficiency
by ∼ 100W of continuous-wave intracavity circulating pump power.
The QE scales linearly with the mixing power, so the high circulating
power leads to an increase in QE by a factor of ∼ 100 over a corre-
sponding single-pass configuration [208].
Let us give a closer look to the up-converter module reported in Fig-
ure 76. The module comprises of two distinct parts.
First, the up-conversion crystal is placed inside a high-finesse 1.064µm
laser cavity in order to enhance the up-conversion probability (QE).
The module consists of a Nd : YVO4 laser cavity, optically pumped
by a 4W Broad Area diode Laser (BAL) at 880nm, designed to gen-
erate an intense, continuous, TEM00, intra-cavity laser beam. The
laser cavity optical pumping power can be adjusted as a function
of the supplied electrical current in the range [0;4] A. The optimal
4W pump power is obtained at 3.6A. Higher pump powers intro-
duce thermal instabilities within the cavity, which in the end degrade
the up-converter module performances. The laser cavity is a folded
Fabry-Perot cavity, where the initial mirror is indicated as M1, while
the end mirror is labelled by M7 (see Figure 76). All mirrors are cov-
ered with a high reflection coating for 1064nm, in order to reduce
the cavity losses. Mirror M7 is constructed on a substrate of undoped
YAG substrate, which, together with anti-reflective coating, allows
high transparency in the range [2;4] µm. M4 and M5 act as a filter-
ing stage for the 880nm light and are placed in a separated black
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Figure 76: Photograph of the up-converter module. The description of the
different parts is reported in the main text.
chamber. Also M7 along with M6, through which the up-converted
radiation exits from the cavity, are located in a separate compartment
to avoid the presence of scattered radiation from possible residual
880nm BAL pump power. All the mirrors are plane, except M3 which
is concave (radius of curvature 200mm) and is the one which deter-
mines the appropriate beam waist within the PPLN nonlinear crystal.
Daily alignment is performed on cavity mirrors M3 and M7, which
are easily accessible and can be tuned with appropriate screws from
outside.
Second, there is the the up-conversion crystal, which is a 20mm
(5mm) long PPLN fabricated for SFG generation between a 1.064µm
pump laser beam and incident radiation in the range [2.8;4.2] µm.
The wavelength upper limit is set by the PPLN, which is transparent
up to 5µm [100]. The lower spectral limit is set by the available pol-
ing periods in our nonlinear crystal. The PPLN is from Covesion Ltd.
[31] and has five poling periods ranging from 21 to 23µm in steps
of 0.5µm. Each poling channel has a 1× 1mm2 aperture. In order
to reduce Fresnel reflection losses, the PPLN crystal is AR-coated for
1.064µm and 3µm radiation, respectively. As for the NIR PPLN dis-
cussed in Chapter 2, by using a temperature controller (TEC), fine
tuning of the phase-match condition can be achieved.
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7.3 up-converter module experimental characterization
In this Section the experimental characterization of the module is pre-
sented. Actually the experimental characterization was done for two
up-converter modules. Indeed, we will see in Section 7.5 that to per-
form coincidence measurement on MIR photon pairs we need two
separate up-converter modules. Section 7.3.1 reports the experimen-
tal characterization of the laser cavity, while Section 7.3.2 considers
the module spectral response characterization.
7.3.1 Up-converter module laser cavity
The first sets of measurements were performed in order to test the
behaviour of the laser cavity inside the module. In particular, for
monitoring the intra-cavity power and the beam waist, which are
the two main parameters that characterize the functionality of the
conversion system. The characterization was performed on both the
available modules, using two different PPLN crystals, whose lengths
are L1 = 20mm and L2 = 5mm. Figure 77 shows the fluctuations of
the intra-cavity power as a function of time.
The measurements were taken by setting the current of the pump
diode equal to 3.2A. From Figure 77 we see that the intra-cavity
power actually fluctuates by about ±0.02% compared to its average
value. We repeated the same measurement without the PPLN crsytal
placed within the laser cavity path, which gave a more stable aver-
age power in time. A possible explanation of these observations lies
in the temperature dependence of the LiNbO3 refractive index, which
slightly changes in time due to a weak absorption of the strong pump
field which circulates within the module. The PPLN temperature vari-
ations causes a modulation in the cavity optical path, which eventu-
ally lets the pump power fluctuates in time. Indeed, note that the
temperature of the nonlinear crystal is not really fixed, but it is rather
controlled with a PID (Proportional Integral Derivative) control loop
feedback mechanism within ±0.1 ◦C accuracy in the range [30;200]
◦C.
We have already seen in Equation 25, that the efficiency of a nonlinear
process is proportional to the intensity of the interacting waves. There-
fore, in order to fully characterize the up-conversion efficiency of our
modules, it is essential to measure the pump beam waist within the
PPLN crystal. It is not actually possible to directly measure the pump
beam waist in the middle of the PPLN crystal, therefore a 4-f system
has been exploited. The 4-f lens system utilizes two lenses of equal
focal length, in our case f = 75mm, positioned in such a way that the
distance between the object and the image is equal to 4× f. By using
standard ray optics, it can be shown that the object plane is imaged at
a distance 4× f, therefore allowing direct access to the field inside the
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the beam waist, the two main parameters which characterize the functionality of
the conversion system. The characterization was performed on both the available
modules, using two diﬀerent crystal, whose length are L1 = 20mm and L2 = 5mm.
Figure 5.1 shows the ﬂuctuations of the intra-cavity power as a function of time.
The measurements were taken setting the current of the pump diode, which pump
the laser cavity, equal to 3.2A.
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Figure 5.1: Fluctuations of the intra-cavity power normalized with respect to the mean
value, for both the modules, and using the two crystals. The injection current
was set equal to 3.2A, which corresponds to a cavity power of P = 41W .
Figure 77: Fluctuations of the module intra-cavity power normalized with
respect to the mean value, for bot the modules, and for both the
two crystals. The injected current was set equal to 3.2A, which
corresponds to a cavity power of P = 41W.
crystal [22]. A beam profiler (Thorlabs BP209-IR/M - Dual Scanning
Slit Beam Profiler) was then placed in the image plane to measure the
pump waist. The obtained results are reported in Figure 78.
The dependence of the beam waist on the cavity power can be again
attributed to the temperature variations caused by the laser itself. The
temperature fluctuations cause changes in the refractive index of the
gain medium, which can act as a thermal lens for the beam, causing
some variations of the beam dimension. The average different beam
waist dimension between the two modules likely arises from unavoid-
able fabrication differences between the two.
From now on for the sake of avoiding redundancy, we will report on
the characterization of a single module.
In Figure 79, the output spectrum from the up-converter module is
reported. It was collected at the output of mirror M6 (see Figure 76).
The measurement was taken for the poling period equal to 21.5µm
at 100 ◦C. In Figure 79 the different curves refer to different values
of the injected current intensity in the diode laser, which pumps the
up-converter module.
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Figure 5.2: Beam Waist along the x and y directions as a function of the cavity power
for the 20mm and 5mm crystal and both the two modules.
Since the conversion system has to be used as a single photon counter, it is important
the determination of the dark noise associated to the device.
For this reason, a spectrum at the output of the mirror M6 was collected, for
diﬀerent values of the injection current of the diode laser. The measure was taken
for the poled region of period equal to 21.5mum, at a temperature equal to 100.
Figure 5.3 reports the obtained results.
Figure 78: Beam Waist along the x and y directions as a function of the cavity
power for the 20mm and 5mm crystal and both the two modules.
Supplementary Figure 2. Spectra at the output of the up-converter module.  
The measure was taken for the 21.5 μm poled region, at a temperature of 100°C. The currents, which label the
different curves, are the injected currents to the Broad Area diode Laser (BAL). The black box highlight the
spectral region where the black body up-conversion may occur. The measure was taken with only a filter to cut
off the pump at 1064 nm placed in front of a visible monochromator.
To reduce all these sources of dark counts when the up-converter module is coupled to the SPAD, a
pinhole has been used to spatially filter out the noise. Moreover, since the up-converted photon pairs
are actually generated in a very narrow band, bandpass filters have been used at the output of the
up-converter  module.  In  this  way the noise is  spectrally  filtered,  reducing  the associated system
background rate and increasing the signal to noise ratio. The filter transmittance for each set of filters
is  reported in Supplementary  Figure 3.  More details  about the filters used after the module are
discussed in the Methods section in the main text.
Supplementary Figure 3. Filter transmittance for each set of filters placed after the up-converter module. 
(a) Transmittance of the set of filters used for the signal photons (centred at 778 nm). (b) Transmittance of the set
of filters used for the idler photons (centred at 807 nm). 
Figure 79: Spectra at the output of the up-converter module for different val-
ues of the inj c ed currents to the Broad Area diode Laser (BAL).
The measure was taken for a poling period Λ = 21.5µm, at a tem-
perature of 100 ◦C. The black box highlights the spectral region
where the black body up-conversion is likely to occur. The mea-
sure was taken with only a filter to cut off the pump at 1064nm
placed in front of a visible monochromator.
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The higher the injected current, the higher the intensity of the 1064nm
laser light that circulates within the module and, so the higher the
conversion efficiency. But, at the same time, the higher the current, the
higher also the noise that comes from the up-converted black body ra-
diation from the environment, as is highlighted by the black box in
Figure 79. A trade-off was found, in term of signal to noise ratio, at
a current value of 3.6A. The measurements were performed using
a filter in front of a visible monochromator (Ocean Optics USB2000)
to cut off the pump at 1064nm. In Figure 79 it is clearly possible to
see both the contributions of the residual of the diode laser pump at
880nm and of the result of the Second Harmonic Generation in the
PPLN crystal of the 1064nm pump, at 532nm. In the region, which
goes from 600nm to 700nm, the spectral lines that appear are due to
stray-light from the room illumination.
Another interesting part of the spectrum lies in the range which goes
from 790nm to 810nm, which in Figure 79 is highlighted by a rect-
angle. Here, the appearance of this spectral band is associated to the
up-conversion of the black body radiation emitted by the environ-
ment. The band is wider than expected, and the reason lies in the fact
that the black body radiation is isotropically emitted at every angle
and the phase matching is angle dependent [202].
7.3.2 Up-converter phase matching property
Here the spectral characterization of the up-converter module is pre-
sented. Since we were not equipped with a tunable MIR laser source,
we decided to approach the problem from the other end. We investi-
gated the phase matching capabilities of the up-converter module by
exploiting DFG from a tunable visible laser source which, after the
interaction with the strong laser field at 1064nm, generates MIR light
around 3µm. DFG can be seen as the inverse process of SFG and
it is characterized by the same phase matching relation reported in
Equation 154. A scheme of the experimental set-up used is reported
in Figure 80.
The light source is a a Ti:sapphire (Tsunami) visible laser, whose wave-
length can be tuned from 700nm to 1000nm. It can reach an aver-
age maximum power of 1W and is equipped with an acousto-optic
modulator that can switch the laser operation from a quasi-CW (not
mode locked) to a mode locked regime. During the experiment, the
laser was set to work in the quasi-CW mode. The laser source passes
through a variable attenuation stage, used to tune the power. After it,
light is 99:1 split. The 1% is sent to a monochromator, which moni-
tors the beam wavelength. The rest is directed to a converging lens of
focal lenght 18.5 cm, which is needed to reduce the beam waist and
make it comparable with the one of the up-conversion module.
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Figure 80: Sketch of the optical set-up used for the spectral characterization
of the up-converter module.
Note that, in order to achieve efficient nonlinear conversion, it is
necessary that the two interacting fields spatially overlap within the
PPLN crystal. The waist of the beam before passing the lens was
measured with the beam profiler. This was found to be equal to
wx = 595µm and wy = 525µm. After the lens, the Ti:sapphire
beam waist in the center of the PPLN crystal was measured to be
wx = 125µm and wy = 115µm, therefore optimal for a good spatial
overlap with the pump beam waist (see Figure 78).
Both the pump and the Ti:sapphire laser were filtered out by a germa-
nium window, which allows only the generated MIR photon to exit
the up-converter module. The alignment of the up-converter module
with respect to the external incident beam is controlled with a custom
6 axis positioning system, three linear axes and three rotational axes.
Since we do not have at our disposal a MIR Optical Spectrum Anal-
yser, we used a MIR camera (Onca-MWIR-InSb) as a detector. The
camera is based on a 320x256 array of InSb pixels, which is cooled by
a Stirling cycle refrigerator. The camera covers the spectral band from
1µm to 5.5µm [209]. We actually used the camera as a large area
detector: the pixel intensity was characterized as a function of the in-
cident reference 1.55µm power. A linear relation was found between
the integrated image frame and the incident power, which was then
normalized for the InSb responsivity as a function of the wavelength.
With a Labview program, specifically realized for the the measure-
ment, it was possible to collect the frames taken from the ONCA
camera as a function of the wavelength, monitored by the Ocean
Optics 2000+ spectrometer, for different values of temperature. We
aligned the incoming Ti:sapphire laser collinear with the intracavity
laser field. The measurement was done for all the PPLN poling peri-
ods, which ranges from 21 to 23µm in steps of 0.5µm, both for the
5mm and 20mm crystal long. The oven which heats the PPLN crystal
can cover in principle the temperature range of [20;200]◦C. However,
the feasible starting temperature was found to be about T = 60 ◦C.
This is due to the fact that the crystal, as a consequence of a little
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but non negligible absorption, warms up, and the oven is not able to
maintain the crystal temperature at values close to room temperature.
The Ti:sapphire wavelength was tuned in the range [770;850] nm at a
fixed step of 0.1nm, which covers the spectral region in which we ex-
pect to find the phase-matched MIR radiation. Figure 81(a) shows the
obtained results as a function of temperature and wavelength, for the
5mm long PPLN crystal. As it is possible to see from Figure 81(a), the
phase-matched wavelengths of the modules can be effectively tuned
as a function of the PPLN crystal temperature. With the available pol-
ing periods it is actually possible to phase match MIR wavelengths in
the range [2.9;4.2] µm.
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Figure 81: (a) Experimental normalized DFG efficiency as a function of the
converted wavelength and the crystal temperature for the 5mm
PPLN long crystal. The curves were collected for all the five dif-
ferent poling periods which are: 21µm (1), 21.5µm (2), 22µm (3),
22.5µm (4), 23µm (5). (b) Simulated DFG efficiency as a function
of the crystal temperature and the poling period in (a) for the
5mm PPLN long crystal. The simulation assumes collinear DFG
between 2 monochromatic wavelengths, one at 1064nm and the
other one in the range [770;850] nm. (c-d) Comparison of the ex-
perimental bandwidth for the 5mm long and 20mm long crystals
for the 21.5µm.
Figure 81(b) simulates, with the same experimental parameters, the
characterization reported in Figure 81(a). The simulation assumes
collinear DFG between 2 monochromatic wavelengths, one at 1064nm
and the other one in the range [770;850]nm.
We see that the theoretical simulation matches the experimental re-
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sult very well. In particular, both show the general trend that longer
phase matched wavelengths exhibit broader conversion bandwidths,
as expected. Even though the general trend of the experimental phase
matching curves is well predicted by the theory, with a fitting proce-
dure we found a slight mismatch from the nominal poling period.
For example, in the case of the nominal 21.5µm poling period, we
experimentally found that the poling period which fits the experi-
mental data is equal to (21.41± 0.01)µm. This corresponds to a dif-
ference of about 100nm with respect to the nominal value provided
by the company which fabricated the PPLN crystals [31]. However,
this mismatch implies an offset of only few nm in the phase-matched
wavelength with respect to the nominal expected behaviour, therefore
in the following, for simplicity, we will continue to consider the nom-
inal poling period values.
In Figure 81(c-d) the spectral response of the up-converter module for
the 21.5µm poling period for the two different crystal lengths are re-
ported for comparison. In Chapter 2 the generated intensity for DFG
was explicitly derived, which resulted to be:
Ii =
2deffω
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It can be shown with a Taylor expansion of Equation 155 that, at the
lowest order, the phase matching bandwidth is proportional to 1/L.
This is also evident from the experimental measurements reported in
Figure 81(c-d). The measured phase-matching bandwidth, calculated
as the FWHM, is found to be (21.9± 0.2) nm for the smaller crystal,
while it is equal to (7.7± 0.2)nm for the longer one. The experimental
result matches with the theoretical 1/L expected dependence, which
predicts a factor 4 difference between the bandwidths, which is al-
most equal to what was found also experimentally.
Let us discuss now the module conversion efficiency characterization
of the module. We proceeded as follows: first we monitored the gen-
erated MIR radiation as a function of the incident Ti:sapphire laser,
keeping the intra-cavity power of the module fixed. Then, we fixed
the Ti:sapphire incident power and we monitored the generation ef-
ficiency as a function of the intra-cavity power, determined by the
injected BAL current. Figure 82(a-b) shows the converted power as a
function of the incident power. The measurement was done both for
the 20mm and for the 5mm long crystal. The operation current of
the module was set equal to the optimal value of 3.6A, which cor-
responds to an intra-cavity power of approximately 62W using the
20mm crystal long and of 68W for the smallest crystal.
The beam waists, along the x and y direction were equal to (wx =
225µm, wy = 196µm), for L = 20mm, and (wx = 210µm, wy =
200µm) for L = 5mm. The poling period was 21µm, while the crys-
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tal temperature was set to T = 100 ◦C, in order to phase-match the
visible wavelength of λ = 780nm (see Figure 81).
Figure 82: (a) MIR generated power through DFG as a function of the in-
cident Ti:sapphire power at the PPLN facet, for the 20mm long
crystal. The diode current was set to 3.6A. (b) The same of (a) for
the 5mm long crystal. (c) Conversion efficiency as a function of
the intra-cavity power for the 20mm long crystal. The incident
power of the Ti:sapphire laser was 100µW. (d) Conversion effi-
ciency as a function of the intra-cavity power for the 5mm long
crystal. The incident power of the Ti:sapphire laser was 6.4mW.
The conversion efficiency is referred in percentage.
The generated MIR power scales linearly with the Ti:sapphire laser
power, as expected from Equation 155. In particular the conversion
efficiency was found to be equal to η20mmDFG = (0.65± 0.02)% for the
longer crystal, and η5mmDFG = (0.033± 0.002)% for the shorter crystal.
The efficiency was estimated as the mean value of all the collected
data, while the associated error is the standard deviation. We see
from Equation 155 that the generated intensity scales as L2, where L
is the crystal length. In our case, the expected efficiency is reduced by
a factor 16 for the shorter crystal, which agrees with what was found
experimentally.
Now, this is for the DFG nonlinear process. What about the efficiency
of SFG, which is actually the process which we are interested in?
By developing an analogous calculus for SFG with respect to the one
done for DFG in Chapter 2, it is possible to derive a relation which
links the efficiency of the two processes as [18]:
ηSFG =
[
λMIR
λVIS
]2
ηDFG (156)
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If we consider the particular case where λMIR = 3.1µm and λVIS =
0.792µm, it is possible to derive ηSFG = (10.0± 0.3)%, for the for L =
20mm long crystal. We will see in Section 7.4, that the chosen λMIR
actually corresponds to the degenerate SPDC generated MIR wave-
length.
Another set of measurements was performed to experimentally con-
firm the linear dependence of the generated power with respect to the
power of the interacting fields, see Equation 155. The data were col-
lected as a function of the operational current of the module, i.e. the
intra-cavity power, and are shown in Figure 82(c-d). In particular, in
Figure 82(c) the conversion efficiency as a function of the intra-cavity
power for the 20mm long crystal is reported. The incident power of
the Ti:sapphire laser was 100µW. Figure 82(d) reports the conversion
efficiency as a function of the intra-cavity power for the 5mm long
crystal, where the Ti:sapphire laser power was set to 6.4mW.
As it is observed in Figure 82(c-d) for the shorter crystal, the vari-
ation of the injection current does not influence the stability of the
laser cavity, while this is not really the case for the longer crystal. For
this set of measurements the generated MIR power was easily mea-
sured with the help of a thermopile, which was placed at the output
of the module, in correspondence to the mirror M7 (see Figure 76).
The Ti:sapphire power was set to an average value that led to a suffi-
ciently high signal-to-noise ratio in the MIR detection with the power
meter. Remember that mirror M7 is transparent only in the range [2;4]
µm, which allows only the converted power to be measured. The rea-
sons for the small deviations from the linearity in Figure 82 are insta-
bilities within the module laser cavity, which can lead to fluctuations
of the intra-cavity power and the beam waist during the measure-
ment.
A further characterization of the module was performed in order to
measure the angle dependence of the phase matching condition. Up
to now we have always considered collinear interactions, but the mo-
mentum conservation is a vectorial relation. Let us consider the geo-
metrical scheme reported in Figure 83, which shows a top view of the
system under analysis.
We consider the incoming radiation from the Ti:sapphire laser to form
an angle θ with respect to the normal of the crystal plane. Note that
the interacting waves are supposed to be parallel in the direction or-
thogonal to the drawing reported in Figure 83. The phase matching
relation reported in Equation 154 for the collinear case, is generalized
for the non-collinear case as follows:
n(λp)
λp
sin θc =
n(λi)
λi
sinφ
n(λp)
λp
cos θc =
n(λs)
λs
+
n(λi)
λi
cosφ+ 1Λ
(157)
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Figure 83: Sketch of the geometry under consideration for the non-collinear
phase-matching study.
where we are still considering DFG. Here, λp is the Ti:sapphire
wavelength, λs = 1064nm is the intra-cavity field wavelength and
λi is the MIR generated wavelength. The angle inside the crystal θc
was evaluated through Snell’s law from the external angle θ: sin θ =
n(λp, T) sin θc. The angle φ is the angle between the generated MIR
light and the normal to the crystal, i.e. with respect the intra-cavity
beam.
The spectrum of the down-converted light was collected, for different
values of θ as reported in Figure 84(a). The measurement was done by
varying the Ti:sapphire wavelength in the range [780;815] nm, for the
nominal poling periodΛ = 21.5µm, at a fixed crystal temperature T =
130 ◦C for the 5mm long crystal. From the measurements it is evident
that by increasing θ, the phase-matched wavelength red-shifts and the
bandwidth increases. For being up-converted, it is necessary that the
radiation which enters in module, overlaps with the Gaussian beam
inside the nonlinear crystal. This is the reason why there exists a
maximum acceptance angle, beyond which light cannot be efficiently
up-converted.
With reference to Figure 83, the maximum angle within the PPLN
crystal θmaxc can be determined as:
θmaxc = arctan
[
w
L
]
(158)
where w is the intra-cavity beam waist, experimentally characterized
in Figure 78. In the case under analysis L = 5mm and if we consider in
a first approximation a constant average beam waist of <w> = 150µm,
the maximum internal angle is θmaxc = 1.72°. Therefore, the max-
imum acceptance angle can be estimated from the Snell law to be
θ ∼ 3.8°, which indicates a conservative upper limit in the consid-
ered approximation limit. This is is actually greater than the experi-
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Figure 84: (a) Normalized spectra collected as a function of the relative an-
gle θ between the incident Ti:sapphire laser and the intra-cavity
beam. θ1 = 0°, θ2 = 0.17°, θ3 = 0.35°, θ4 = 0.52°, θ5 = 0.69°,
θ6 = 0.87°, θ7 = 1.04°. (b) Phase-matched wavelength as a func-
tion of the angle θ. The red dots represent the experimental data,
while the blue curve refers to the expected behaviour from Equa-
tion 157.
mentally measured angles to which the experimental curves in Fig-
ure 84(a) refer. Experimentally the angle was varied by a rotational
stage, mounted in the mechanical support, which holds the conver-
sion module. With respect to Figure 83, the θ angle was evaluated
from the relation θ = atan(x/l), where l defines the optical lever from
the output of the crystal. In the experiment we chose l = 75 cm, which
is long enough to let us resolve the different angles.
Figure 84(b) shows the phase-matched wavelength, experimentally
measured in Figure 84(a), as a function of the relative angle between
the intra-cavity field and the incoming visible light, compared with
the expected behaviour from Equation 157. The experimental result
agrees with the theoretical expectation.
Thus, another degree of freedom to tune the phase-matched wave-
length of an incoming MIR radiation (in the case of SFG) can be the
variation of the relative angle between the light and the up-converter
module. However, it is not easy to guarantee the optimal overlap be-
tween the Gaussian profiles of both the intra-cavity field and the one
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of the incoming beam. It is actually experimentally easier to tune the
phase matched wavelength with the PPLN crystal temperature in a
collinear geometry, as it is shown in Figure 81(a).
For this reason, in the experimental measurements reported in Sec-
tion 7.5, the temperature phase-matching tuning will be only exploited
in a collinear three-wave mixing geometry.
7.4 mid infrared coincidence measurement set-up
In this Section the experimental set-up used to detect MIR photon
pairs is presented. This is sketched in Figure 85(a).
A fibre-coupled, continuous-wave laser with tuning range [1.52;1.565]
µm and maximum output power of 70mW (PPCL300 Pure Photonics)
is amplified using an erbium-doped fibre amplifier with maximum
output power of 800mW. We controlled the polarization of the light
from the laser with a free-space polarization controller stage com-
posed of two quarter-wave plates and one half-wave plate. The pump
beam at 1.55µm is focused by L1 into a PPLN crystal pumping the
SPDC process. Lens L1 has a focal length of 150mm and focuses the
beam, whose waist before L1 is 2.25mm, to a beam waist of 35µm in
the PPLN crystal. We found that the optimum condition in term of
SPDC generation efficiency was achieved when the Rayleigh range is
approximatively half the length of the crystal [31].
Note that, the overall efficiency in collecting the generated MIR pho-
tons is strictly determined by the dimension of the beam waist. Hence,
the various focal lengths and the relative distances between the lenses
and the nonlinear crystals have to be carefully selected. For this rea-
son a numerical simulation, based on the evaluation of the beam
along the optical path with standard Gaussian optics, was performed
in order to achieve the optimum condition. This is reported in Fig-
ure 85(b). The colours refer to: pump beam at 1.55µm (black), SPDC-
generated beam at around 3.1µm (red), up-converted beam 792nm
(blue). This is particularly important for the up-conversion stage. In-
deed, let us remember that the incoming MIR beam waist should be
comparable to the beam waist of the module laser to be efficiently
up-converted.
The SPDC PPLN crystal contains 16 different poled regions each
with a transverse cross section of 500× 500 µm2. The nominal poling
period used is 34.48µm. The fine-tuning of the phase-matching con-
dition is performed by changing the crystal temperature. The degen-
erate SPDC emission at 3.1µm was experimentally phase-matched
when the SPDC PPLN was set to Texpdeg = 135
◦C, which, compared
to the nominal one Tsimdeg = 187
◦C, leads to a real poling period of
ΛrealMIR = 34.68µm. The oven housing with the nonlinear crystal can
be translated, allowing for selection of the required poling period. Af-
ter the SPDC PPLN crystal, the generated MIR photon pairs and the
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Figure 85: (a) Experimental set-up used for coincidence measurements on
SPDC generated MIR photon pairs. (b) Simulation of the beam
waist as a function of the distance along the optical axis of the
system from the laser to the silicon-based SPAD detector. The
colours refer to: pump beam at 1.55µm (black), SPDC-generated
beam at about 3.1µm (red), up-converted beam at about 792nm
(blue).
residual 1.55µm pump are collimated by a CaF2 converging lens L2,
whose focal length is 18mm.
In the case of the coincidence measurement, reported in Figure 89, the
generated photon pairs are non-degenerate and they can be spectrally
separated thanks to an optical bandpass filter centred at 3µm, with a
measured bandwidth of 500nm. The idler wavelength at 3.343µm is
reflected and sent to one up-conversion detection module, while the
signal photon at 2.89µm is transmitted through the bandpass filter to
the second up-conversion detection module. Residual pump photons
at 1.55µm are eliminated by Germanium windows, placed at the en-
trance of each of the up-conversion modules. After the up-conversion
process, the generated visible light is collimated and focused to match
the small sensitive area of the silicon-based SPAD (SPCM-AQRH Ex-
celitas) by lens L3. L3 has a focal length of 75mm and it is placed
at a distance of 73.8mm from the photon counter. The up-converted
beam waist is about 300µm. The SPCM-AQRH is based on a silicon
avalanche photodiode with a circular active area. It achieves a peak
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photon detection efficiency of about 65% at 792nm over a 180µm di-
ameter with unmatched uniformity over the full active area.
The visible SPAD detection efficiency is reported in Figure 86(a). The
detector works in free running mode with a dead time of 20ns and
a linear dynamic range of 36 dB. The typical maximum count rate
before 100% saturation is 40MHz. In the experiment the SPAD is op-
erated at a maximum count rate ∼ 100 kHz  40MHz, where the
detector responds in a linear fashion and we do not have to really
worry about nonlinear correction. We saw in Figure 54, instead, that
this is not often the case for the InGaAs SPAD modules.
Better visible SPADs are available on the market if improved perfor-
mances are needed [32]. The output TTL voltage of the Si SPADs
is fed into a Field Programmable Gate Array (FPGA) digital correla-
tor that provides the coincidence rate. The FPGA is programmed to
make a real-time cross-correlation between the TTL signals of the two
Si SPADs. The coincidence window is 1.33ns.
Figure 4. Typical Photon Detection Efficiency (PDE) vs. Wavelength  
 
 
 
Figure 5. Photon detection probability (PD) uniformity vs. Light spot size 
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Figure 86: (a) Detection Efficiency of the silicon-based Excelitas SPAD. Im-
age taken from the device datasheet [206]. (b) Transmittance of
the set of filters placed after the up-converter module, used for
the signal photons (centred at 778nm) (c) Transmittance of the
set of filters placed after the up-converter module, used for the
idler photons (centred at 807nm).
We will show in Section 7.5 that the up-converter module coupled to
the visible SPAD actually constitutes an efficient MIR single-photon
detector. Now, what about the noise?
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In Section 7.1 we commented that MIR detector performances are typ-
ically limited by black body radiation, see Figure 74(b). This is also the
case of our MIR single-photon detector, therefore the right filtering of
unwanted background radiation is crucial. To reduce the noise when
the up-converter module is coupled to the SPAD, a pinhole has been
used to spatially filter out the noise. Moreover, since the up-converted
photon pairs are actually generated in a very narrow band, bandpass
filters have been used at the output of the up-converter module. In
this way the noise presents at the output of the up-converter module
(see for example Figure 79), is spectrally filtered, thus reducing the
associated system background rate and increasing the signal to noise
ratio. The filter transmittance for each set of filters used is reported in
Figure 86(b-c). The set of filters is composed by: short pass (cut-off at
1000nm), short pass (cut-off at 850nm), long pass (cut-off at 600nm).
For the signal photons it was also possible to insert an additional
short pass (cut-off at 800nm), with the advantage to further narrow
the transmittance bandwidth.
The total loss from the output facet of the SPDC PPLN to the single-
photon detector was estimated to be about 25 dB. The various contri-
butions are:
• 10 dB comes from the module up-conversion efficiency (10% of
efficiency);
• 0.45 dB comes from the transmission losses of L2;
• 0.5 dB comes from the transmission losses of the filtering stage
between the module and the SPAD (∼90% transmittance);
• 1.9 dB comes from the SPAD detection efficiency (65% DE ac-
cording to the datasheet);
• the remaining 12.15 dB are due to a non-optimized overlap be-
tween the up-converted photons and the SPAD circular active
area.
Let us comment in the following the loss that comes from the non-
optimized overlap between the up-converted photons and the SPAD
circular active area. The effective up-converted beam radius was mea-
sured to be 300µm. This was measured by varying the detector po-
sition within the plane of the beam. With this procedure, the beam-
detector overlap is mapped for different relative position and the ef-
fective beam radius can be derived.
As a matter of fact, in our implementation, a tighter focus was not
feasible. More in details, actually we tried to use lenses with shorter
focal lengths in place of L3, whose focal length is 7.5 cm. However, it
was not possible to increase the signal to noise ratio. There are some
technical issues that led this result. On one hand a tighter focus de-
creases the up-converted spot size, while on the other hand it also
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reduces the Rayleigh range making the alignment procedure more
and more sensitive.
To better understand this, it is worth explaining how the alignment
procedure works in the experimental set-up sketched in Figure 85(a).
The alignment on the correct poled region of the SPDC PPLN was
done by looking at the radiation generated by the random errors
in the poling periods. Indeed, during the experiment it was noticed
that the nonlinear crystal was able to phase-match different nonlinear
processes, e.g. SHG at 775nm. Moreover, another nonlinear process
arises from the interaction between the light generated by the SHG
and the pump beam at 1.55µm. The two beams, via the process of
SFG, generate radiation at a wavelength equal to 516nm, which, by
the way, contributes to increase the external noise associated with the
measurements.
Also the up-converter module itself generates as a side effect radia-
tion at 532nm, by means of SHG of the 1064nm intra-cavity pump
beam (see Figure 79). We exploited actually these higher order effects
of the two PPLN crystals, to perform a first rough alignment of the
up-converter module with respect to the optical axis of the incom-
ing 1.55µm pump photons. In particular, the alignment was done
by removing the Germanium windows at the entrance of the up-
conversion modules and by matching the overlap between the two
greenish signals. Then the SPAD is aligned with respect to the up-
converter 532nm signal. As a second step, the detector alignment is
optimized by maximizing the counts of the SPDC up-converted pho-
tons (at this point, the filter stage and the Ge window are in place).
We experienced that the alignment of the 532 nm signal was slightly
different from to the up-converted radiation, due to chromatic aberra-
tion of the lens L3. Since these higher order effects are generated from
random poling imperfections, it is not certain that they are collinear
with the nonlinear processes of SPDC and SFG of interest.
The alignment issue is actually amplified by using shorter focal lengths,
as the alignment is more sensitive in that case. Moreover, spherical
aberrations are also present, and they are amplified by shorter focal
lengths as well. In light of these reasons, we think that in order to re-
duce the optical coupling losses it would be easier the use of a larger
area detector instead of a tighter focus.
At the same time, we are currently working to couple both the input
and the output of the up-converter module with optical fibres. This
will significantly ease the input-output manipulation of the light to
and from the module, as well as, at the same time, drastically reduce
the coupling losses with the detector.
We will come back to this at the end of the Chapter, when in Table 9
we will compare our MIR single-photon detection method with the
one of Superconducting Nanowire Single Photon Detectors (SNSPDs).
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7.5 experimental measurements
In this Section MIR single-photon experimental measurements are
presented.
To summarize, the up-converter module experimental characteriza-
tion described in Section 7.3 shows that the proposed system can
be tuned to any MIR wavelength within the transparency range of
the nonlinear material. Furthermore, the up-conversion process in-
herently acts as a spectral and spatial filter for the incoming light
radiation. For example, in the case of the 5mm long crystal at 3.1µm,
the spectral and angular acceptance bandwidths are 24nm and 3.8°.
Therefore, it allows both spectrally and spatially resolved measure-
ments at the single-photon level. This is in strong contrast with com-
mon direct MIR detection systems.
On the other hand, the fact that a detector has a limited bandwidth
has also drawbacks. Working with a broad- band MIR source, it is not
possible to get the entire source spectrum in a single measurement. In
this case, it is required to scan the phase-matching condition in order
to reconstruct the entire source spectrum.
In Figure 87(a) an illustrative sketch of the experiment under analysis
is reported. In correspondence, in Figure 87(b) the simulated SPDC
generated spectra with the up-converter module bandwidth are re-
ported.
In the SPDC case, the calculation assumes collinear interaction using
pump photons at 1.55µm in a 10mm long PPLN crystal, with an ex-
perimentally determined real poling period of ΛrealMIR = 34.68µm.
In particular, the degenerate process, where the signal and idler pho-
tons have the same wavelength of 3.1µm, is achieved at a nonlin-
ear crystal temperature of Tdeg = 135 ◦C (solid blue curve in Fig-
ure 87). By tuning the PPLN crystal temperature to 68 ◦C, two side
lobes appear symmetrically distributed in energy around the degen-
erate wavelength 3.1µm. This is due to energy conservation. The spec-
tral bandwidths of the two SPDC peaks, defined as their FWHM, are
50nm for the 2.89µm peak and 66nm for the 3.34µm peak, respec-
tively. In the case of degenerate SPDC, the bandwidth is 200nm.
The bandwidths of the two up-converter modules are reported also
in Figure 87, along with the SPDC spectra.
In order to phase-match the degenerate SPDC photons, the two up-
converter modules were set to T = 145 ◦C with a poling period of
21.5µm (solid green curve in Figure 87). The spectral acceptance
bandwidth of the two modules is 7nm, using 20 mm long PPLN
crystals, see Figure 81.
For the coincidence measurements, the non-degenerate SPDC emis-
sion configuration was exploited. Here, one module is tuned to phase-
match the signal wavelength at 2.89µm using a poling period of
7.5 experimental measurements 177
2.8 3.0 3.2 3.4
0
2
4
6
8
0 SPDC degen
SPDC nonde
SFG (3.34µm
SFG (2.89µm
SFG (3.10µm
200nm50nm 66nm
5nm 7nm 10nm
a SFG 145°C
SFG 54°C
SFG 53°C
3.1 μm
2.89 μm
1.55 μm
1.55 μm
3.34 μm
0.792 μm
0.778 μm
APD
APD
APD
0.807 μm
SPDC 135°C
SPDC 68°C
(a)
2.8 3.0 3.2 3.4
0.0
0.2
0.4
0.6
0.8
1.0 SPDC degenerate
SPDC nondegenerate
SFG (3.34µm)
SFG (2.89µm)
SFG (3.10µm)
N
or
m
al
iz
ed
Ef
fic
ie
nc
y
Wavelength(µm)
200nm50nm 66nm
5nm 7nm 10nm
a SFG 145°C
SFG 54°C
SFG 53°C
3.1 μm
2.89 μm
1.55 μm
1.55 μm
3.34 μm
0.792 μm
0.778 μm
APD
APD
APD
0.807 μm
SPDC 135°C
SPDC 68°C
(b)
Figure 87: (a) Sketch of the generation and detection stages. (b) Simulated
down-conversion spectra and module bandwidth as a function of
the temperature. Image taken from [88].
21µm and a crystal temperature of T = 54 ◦C (dashed black curve
in Figure 87 b). The other module is set to phase-match the idler pho-
ton at a wavelength of 3.34µm, using a poling period of 22.5µm and
a PPLN temperature of 53 ◦C (solid black curve in Figure 87(b)). The
bandwidths of the up-conversion modules are 5nm for the shorter
2.89µm, and 10nm for the longer 3.34µm wavelength.
Comparing the SPDC bandwidths with the bandwidths of the up-
conversion modules, it is clear that the detection system is more ef-
ficient for the non-degenerate process with respect to the degenerate
case. Considering the spectral overlap of the degenerate SPDC spec-
trum and of the module bandwidth, each module is only able to up-
convert about 3% of the emitted photons.
In the non-degenerate case, instead, we estimated 11% up-conversion
efficiency from the signal band, centred at 2.89µm, and 16% up-
conversion efficiency from the idler band, centred at 3.34µm. The
wavelength dependece of the spectral overlap arises from the fact that
longer phase matched wavelength exhibit broader conversion band-
widths, as expected [200].
The difference in the up-conversion efficiency between the degener-
ate and non-degenerate case is the main reason to exploit the non-
degenerate SPDC process. In addition, there are also other experi-
mental issues favouring the non-degenerate process.
By spectrally separating the photon pairs with a simple dichroic filter,
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we avoid losing 3 dB as it would be the case with a 50:50 beam-splitter
(see Figure 60). Also, the non-degenerate configuration permits to op-
erate the SPDC and intra-cavity PPLN crystals at lower temperatures,
which significantly reduces the noise due to black body radiation.
Figure 88 shows the SPDC signals while temperature scanning the
SPDC crystal and keeping fixed the module, with the constant pa-
rameters at 21.5µm poling period at 145 ◦C.
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Figure 88: (a) Collected photons at 3.1µm as a function of the SPDC crystal
temperature. The module settings were constant during the mea-
surement (21.5µm poling period, 145 ◦C crystal temperature). Er-
ror bars: ± 1 standard deviation due to Poissonian statistics. (b)
Experimental spectrum of the SPDC nonlinear process as a func-
tion of the SPDC crystal temperature measured by the module.
Different poling periods (labelled as 1, 2, 3 regions in the figure)
of the SFG crystal in the module were used to scan the phase-
matched wavelength. The SFG phase-matched wavelength was
also tuned as a function of the crystal temperature.
According to the simulation reported in Figure 81, in Figure 87 the
maximum signal was found at a nonlinear SPDC crystal temperature
of Tdeg = 135 ◦C. Tuning the SPDC crystal to different temperatures
the detected signal drops, as expected (see Figure 87).
In Figure 88(b) the experimental SPDC spectrum is reported. The data
were collected as a function of the SPDC crystal temperature, in order
to show the degenerate and non-degenerate processes. To cover a
wide spectral region, we used three different poling periods in the
up-converter module: (1) 21µm, (2) 21.5µm and (3) 22µm. For each
poling period, we scan the phase-matched wavelength with the SFG
crystal temperature, according to the experimental characterization
reported in Figure 81. The discrepancies with the simulated SPDC
spectrum reported in Figure 12, have to be primarily attributed to the
difficulties encountered in the alignment of the laser cavity for the
different poled regions by scanning the crystal temperature.
Let us discuss in the following the coincidence measurements per-
formed on non-degenerate SPDC MIR photon pairs. In Figure 89(a)
a photograph of the real MIR coincidence set-up is reported. In both
modules the longer L = 20mm crystals were used, which guarantees
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an up-conversion efficiency of about 10%. One module is tuned to
phase-match the signal wavelength at 2.89µm using a poling period
of 21µm at T = 54 ◦C. The other module is set to phase-match the
idler photon at a wavelength of 3.34µm, using a poling period of
22.5µm at T = 53 ◦C.
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Figure 89: (a) Photograph of the MIR coincidence set-up. (b) Coincidence
rate after 10 s of integration with a pump power of 70mW, in-
cident on the SPDC crystal. The coincidence window is 1.33ns.
The coincidence peak rate is 105± 1 Hz. (c) CAR as a function
of the pump power on the SPDC crystal. The data were collected
for 50 s of integration time to reduce the errors in the high-power
regime. (d) CAR as a function of the injected current for the opti-
cal pumping of the module laser cavity. The data were collected
for 50 s of integration time. Error bars are derived from the stan-
dard deviation of the coincidence peak and the standard error of
the mean accidental background rate.
A clear peak of coincidences in time between the signal and idler pho-
tons is observed in Figure 89(b). This coincidence peak demonstrates
the time-correlated nature of the MIR generated photon pairs and the
capability of our systems to perform this kind of measurement. Ide-
ally, the coincidence peak should have appeared at a zero delay, but
due to differences in the propagation delays of the electrical signals
between detectors and the correlation unit, it appears at 8ns. The
coincidence background rate is dominated by background noise pho-
tons, which are uncorrelated in contrast to the time correlated nature
of the SPDC photon pairs.
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The coincidence to accidental ratio (CAR) is calculated as the number
of coincidences within the coincidence window of 1.33ns, divided
by the average of the background counts on the same time window
taken apart from the peak, which is represented as an horizontal red
line in Figure 89(b). It is enough to integrate for 10 s to have a CAR of
15.7± 0.4, with a coincidence rate of (105± 1) Hz and an accidental
mean rate of coincidence of (6.7± 0.1) Hz. Clearly, the longer the inte-
gration time, the smaller is the error in the final measure. The exper-
imental coincidence measurement was performed with an incident
pump power set to an optimal value of 70mW. After optimization
of the PPLN crystal temperatures, the count rate for Module 1 was
153 kHz (signal photons), with a background rate of 9 kHz. The count
rate for Module 2 was 150 kHz (idler photons), with a background
rate of 14 kHz. The main contribution to the background count rate
in both up-converter modules originates from spurious signals at the
output of the module itself. The average dark count rate of the sili-
con SPAD is ∼ 100Hz which is 2 orders of magnitude lower than the
black-body back-ground noise, which is still integrated after the fil-
ters, see Figure 79 and Figure 86(c-d).
From the measured count rate it is possible to estimate the conver-
sion efficiency of the SPDC process. The conversion efficiency of the
SPDC process is ηSPDC ∼ −92 dB. The estimation takes into account
the spectral acceptance of the modules, which actually reduces the
overall number of SPDC detected photon pairs. As was shown in
Equation 96, from ηSPDC ∼ −92 dB it is possible to calculate the gen-
eration rate and then estimate the expected coincidence rate by know-
ing the total losses. The estimated coincidence rate is comparable to
the experimental result. The CAR was characterized as a function of
the pump power, as reported in Figure 89(c). We experimentally ob-
served that above 70mW the CAR decreases. The reason for that is
the increasing probability of multi-pair emission which has a detri-
mental effect on the coincidence measurement [96, 161]. Moreover,
the high power regime actually considerably increases the level of
the accidental background noise, which eventually contributes to the
effective CAR decrease at high pump powers.
Finally, in Figure 89(d) an experimental characterization of the CAR
as a function of the intra-cavity pump power is reported. This mea-
surement supports the choice of working with an injected current
value of 3.6A, as it gives the best CAR. We already commented in
Section 7.3 that, at higher laser cavity optical pumping, thermal ef-
fects determines instabilities within the module. This leads to a CAR
drop due to an effective decrease in the up-conversion efficiency.
Let us now compare the presented MIR single-photon capabilities
with the other currently available technology, which is based on su-
perconductivity. A one to one comparison is reported in Table 9. We
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Parameter Module + SPAD SNSPDs
Quantum efficiency 6.5% 2%
Coupling efficiency 5.5% ∼100%
System detection efficiency 0.35% 2%
System dark count rate (kHz) 1 >10
Dead time (ns) 20 <10
Working temperature (K) 300 1.5
Reference This work [204]
Table 9: Summary and comparison of the performances between the two
MIR single photon-photon counting technologies.
already introduced in Section 7.1 that, by moving from telecom wave-
lengths to the MIR, the SNSPDs performances decrease drastically.
To the best of our knowledge, we found only one reference work
which deals with 30-nm-wide SNSPDs in the MIR, by Marsili et.
al (2012) ref [204]. Compared to these SNSPDs, the quantum effi-
ciency (QE) of our MIR single-photon detector composed by the up-
converter module + SPAD is more than three times higher. The QE of
the module + SPAD is given by the product between the up-conversion
efficiency of the module (10%) and the SPAD quantum efficiency
(65%). Even though our detection system effectively shows an higher
QE with respect to SNSPDs, the overall system detection efficiency
remains lower. This is due to the non-negligible coupling losses that
we experienced between the up-converter module and the SPAD ac-
tive area.
We are currently working on to improve the detection method. In
more details, it was demonstrated previously that the SFG QE can be
pushed as high as 20% [200] (in the present work, instead, it was mea-
sured to be about 10%). Moreover, commercially available Si SPAD
can reach a detection efficiency as high as 80% (ID 120) [32]. Id120
has also the advantage to have 500µm of diameter which defines the
active area (it was 180µm in the experimental set-up in Figure 89(a)).
The use of this SPAD, together with an optimized design of the up-
converted visible photon waist at the detector, will allow reducing
the ∼ 12 dB of coupling losses and, eventually, substantially eliminat-
ing them. Therefore, in the optimized system the system detection
efficiency ηsde would be given by:
ηsde = ηde × ηcoupling = (20%× 80%)× 90% = 15% (159)
Furthermore, we are currently working to couple the input and the
output of the up-converter module with optical fibres. This will sig-
nificantly ease input-output manipulation of light, as well as, at the
same time, drastically reduce the coupling losses with the detector.
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Let us comment on the system dark count rate which appears in
Table 9. The system dark count rate reported in [204] is 100Hz, at T
= 1.5K. However, this measure was done by blocking the optical cou-
pling between the input optical fibres and the devices with a metal
shutter kept at T = 1.5K. Since black body radiation is the main source
of noise in the MIR, we reported in Table 9 the dark count rate mea-
sured with a room temperature shutter, for the sake of a fair compar-
ison of the two technologies.
However, what is evident between the two technologies is the huge
gap between the device operational temperature. Since SNSPDs rely
on the superconductivity phenomenon, they are forced to work at
cryogenic temperature, while our detection system works at room
temperature. Furthermore, the timing properties of our method (re-
sponse time and timing jitter), is primarily determined by the elec-
tronics of the silicon SPAD and not by the up-conversion process it-
self, which can be considered instantaneous at most time scales em-
ployed. We point out that with pulsed upconversion schemes, instead,
by triggering the SPADs with the pulsed source (as it was done in
Chapter 3), one can actually obtain a very fast detector, whose timing
properties are eventually limited by the detector jitter (about 350 ps
in our case [206]).
To conclude, we were able for the first time to demonstrate that it is
possible to extend quantum optics experiments in the MIR spectral re-
gion. The current experiment can be considered as a proof of concept
demonstration for correlation experiments, suggesting a proper set-
up that exploits the benefits that the up-conversion technology can
offer. To the best of our knowledge, no further works have followed
ref [204] concerning MIR single-photon capabilities based on SNSPDs
in the MIR spectral region.
Instead, a follow-up of our work was recently published in [210].
Here, the authors report on generation and detection of highly non-
degenerate photon pairs at room temperature, one at 780nm and the
other at 3950nm. The 780nm photons are directly measured with
a silicon SPAD, while the MIR photons are up-converted by using
a PPLN waveguide, which attains 34% internal conversion efficiency.
They demonstrated with this approach a CAR as high as (54± 7).
8
F O U R WAV E M I X I N G C O N T R O L I N A P H O T O N I C
M O L E C U L E
In this Chapter the generation properties of FWM in a system com-
posed by two side coupled microring resonators will be discussed
both from a theoretical and experimental point of view. We can think
this physical system as a photonic molecule [211].
Through the manipulation of the inter-resonator phase and their rel-
ative eigenfrequency detuning, we will show that coherent collec-
tive excitations, analogous to sub-radiance and super-radiance of di-
atomic systems, can be activated. The increased photon lifetime as-
sociated to the sub-radiant state is exploited to enhance the inter-
nal field of the constituents of the molecule, thus boosting the FWM
signal. On the other hand, we can reconfigure the state to have en-
ergy equipartition among the resonators, and, consequently, suppress
FWM by making the two signal waves to interfere destructively in the
bus waveguides.
The work described in this Chapter was done in collaboration with
Dr. Massimo Borghi. Dr. Jean-Marc Fedeli of CEA-LETI fabricated the
sample.
8.1 theoretical description of two side-coupled micror-
ing resonators
A sketch of the structure under analysis is reported in Figure 90.
R1
input through
drop add
R2
a1
L
a2
Pp(i)
ϕ
ϕ
Figure 90: Sketch of two side coupled Add-Drop filter micro-resonators.
The two microrings are in the Add-Drop filter configuration, i.e. with
two common bus waveguides evanescently coupled to them. The
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physical properties of the microrings are similar to the one discussed
in Chapter 5, but with the advantage of an additional degree of
freedom. This is provided by the tuning of the relative phase φ =
β(ω)L =
ωneff(ω)L
c between the two rings which actually mediates
their coupling. Here, β(ω) = ωneff(ω)c is the mode propagation con-
stant and neff its effective index, as usual.
Another degree of freedom which is going to be exploited, is the
eigenfrequency difference δ between the two rings. As it is possible
to see from Figure 90, the two rings have similar radius, i.e. spectrally
close eigenfrequencies. It will be shown in Section 8.2 how it is possi-
ble to independently thermally tune the inter-resonator phase φ and
the resonator eigenfrequency detuning δ.
The inter-resonator phase φ and their eigenfrequency difference δ ac-
tually set the internal state of the molecule. Through the control of
these parameters, coherent collective excitations, analogous to sub-
radiance and super-radiance of diatomic systems, can be activated.
The increased photon lifetime associated with the sub-radiant state
is exploited to enhance the internal field of the constituents of the
molecule, thus boosting the FWM signal. On the other hand, we
can reconfigure the state to have energy equipartition among the res-
onators, and consequently suppress FWM by making the two signal
waves to interfere destructively in the bus waveguides. Moreover, we
show that the same control can be applied to spontaneous FWM.
In the following the theoretical formalism which describes stimu-
lated FWM in the photonic molecule is presented. It will be assumed
that the two rings posses equal intrinsic photon lifetime τi and equal
energy decay rates γe = 1/τe into the bus waveguides. The set of
pump, signal and idler resonances involved in the FWM process will
be labelled as ω1(2),j, with j = p, s, i and 1(2) refers to the ring.
The structure is excited at the input port with two continuous wave
lasers, with frequency ωp and ωi, which can be slightly detuned
from the two resonators eigenfrequencies by the quantities ∆ω1(2),p
and ∆ω1(2),i respectively. The two lasers carry a power Pp = |pp|2
and Pi = |pi|2 respectively.
The FWM coupled mode equations for the slowly varying energy en-
velopes ai,p,s in the two resonators are given by [136]:
da1,p(i)
dt
= i
(
ω1,p(i) −ωp(i) +
i
τtot
)
a1,p(i) − µa2,p(i) + i
√
2
τe
pp(i)
da2,p(i)
dt
= i
(
ω2,p(i) −ωp(i) +
i
τtot
)
a2,p(i) − µa1,p(i) + i
√
2
τe
e−iφp(i)pp(i)
da1,s
dt
= i
(
ω1,s −ωs +
i
τtot
)
a1,s − µa2,s + Γa
2
1,pa
∗
1,i
da2,s
dt
= i
(
ω2,s −ωs +
i
τtot
)
a2,s − µa1,s + Γa
2
2,pa
∗
2,i (160)
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where τtot = τeτiτe+2τi is the total photon lifetime, µ =
2
τe
e−iφ is the cou-
pling constant and |Γ |2 is the rate of energy conversion into the signal
wave. In Equation 160, we neglect all the FWM terms except the one
involved in signal generation, as well as thermal and free carrier in-
duced resonance shifts, since their effect will be negligible in the ex-
periment described in Section 8.2. Under the undepleted pump (and
idler) approximation [18], the pump and idler amplitudes a1(2),p(i)
are given by a1(2),p(i) = E1(2),p(i)pp(i), where:
E1,p(i) =
τtot
(
τtot
(
iµ2
√
τe − 2∆ω2,p(i)
√
1
τe
)
− 2i
√
1
τe
)
√
2
(
τ2tot
(
∆ω1,p(i)∆ω2,p(i) + µ
2
)
+ i(∆ω1,p(i) +∆ω2,p(i))τtot − 1
)
E2,p(i) =
iµτtot
(
2
√
1
τe
τtot +
√
τe
(
i∆ω1,p(i)τtot − 1
))
√
2
(
τ2tot
(
∆ω1,p(i)∆ω2,p(i) + µ
2
)
+ i(∆ω1,p(i) +∆ω2,p(i))τtot − 1
)
(161)
are the Energy Enhancement factors (EE) for resonator 1 and 2, respec-
tively, which have units of √s.
It is interesting to compare the expressions in Equation 161, to the on
resonance EE of a single Add-Drop resonator. We will refer to it as
the isolated resonator, in order to distinguish this configuration from
the one in which the two rings are coupled. To simplify the analysis,
we can set φ = 2mpi, with m integer, so that the coupling term µ is a
real number. It is not difficult to show that this choice actually maxi-
mizes the modulus of Equation 161.
The EE of the isolated resonator is given by |Eiso| =
√
2
τe
τtot, and we can
evaluate the quantity E1,p(i)Eiso as:
E1,p(i)
Eiso
=
τ2e
(
(2+ i∆p(i))τtot − 1
)
4τ2tot + τ
2
e
(
∆p(i)τtot + i
)(
(δp(i) +∆p(i))τtot + i
) (162)
in which the quantities ∆p(i) = (ω2p(i)−ωp(i)) and δp(i) = (ω1p(i) −ω2p(i))
have been introduced.
By differentiating the modulus of Equation 162 with respect to δp(i)
and solving for d
∣∣E1,p(i)/Eiso∣∣
dδp(i)
= 0, we obtain the relation between δp(i)
and ∆p(i) which maximizes the EE ratio. This is given by:
δmaxp(i) =
∆p(i)
(
τ2e + τ
2
tot
(
∆p(i)2τ
2
e + 4
))
τ2e
(
∆2
p(i)
τ2tot + 1
) (163)
which inserted into Equation 162, gives the maximum EE induced by
the coupling of the two resonators:
∣∣∣∣E1,p(i)Eiso
∣∣∣∣
max
=
τe
√(
∆2
p(i)
τ2tot + 1
)(
τ2e + τ
2
tot
(
∆2
p(i)
τ2e + 4
)
− 4τeτtot
)
τ2e + τ
2
tot
(
∆2
p(i)
τ2e − 4
) (164)
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This quantity is plotted in Figure 91 for τe = 1 ps and for different
values of the total photon lifetime τtot. From Figure 91 we see that
Figure 91: Modulus of the ratio of the energy enhancement (EE) factor of
ring 1 coupled to ring 2 and of an on resonance isolated ring. The
different curves refer to different value of τtot, where τe = 1 ps
have been set.
when δp(i)τe  1,
∣∣E1,p(i)/Eiso∣∣→ 1.
This makes sense, as for large detuning ring 1 is not any more cou-
pled to ring 2 and therefore the numerator tends to be equal to the de-
nominator in Equation 164. In the opposite limit, i.e. when δp(i)τe  1
(hence ∆p(i) → 0 from Equation 163), the two rings have the same
eigenfrequencies and are excited on resonance. In this regime the
internal EE of ring 1 decreases. The physical interpretation of this
parameter configuration will be discussed in detail in Section 8.4,
where it will be shown that the supermode supported by the photonic
molecule has the maximum photon lifetime, but it is strongly under-
coupled to the bus waveguides, hence the internal field enhancement
drops.
Between the two limits there exists an optimal value of resonator de-
tuning δp(i), which maximizes the ratio of Equation 164. We see from
Figure 91 that the ratio gets bigger and bigger as the total lifetime
tends to τtot = 0.5 ps, which means for τe = 1 ps, to the critical coupling
condition. We already commented in Chapter 5 that a real symmetric
Add-Drop ring resonator cannot be excited in critical coupling condi-
tion, as it would be lossless in that case.
Here, we limit ourselves to note that the energy enhancement factor
of ring 1 coupled to ring 2 gets higher with respect to the one of an
on-resonance ring, as we approach the critical coupling condition. In
this configuration, the energy stored by ring 1 within the molecule
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exceeds the one of the isolated resonator, a condition that we denote
as Coupled Resonator Field Enhancement (CRFE).
By inserting Equation 161 into Equation 160 and solving for the signal
amplitude a1(2),s, we have:
a1,s =
Γp2pp
∗
iτtot
(
µE22,pE
∗
2,iτtot + E
2
1,pE
∗
1,i
(
i∆ω2,sτtot − 1
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τ2tot
(
∆ω1,s∆ω2,s + µ2
)
+ i(∆ω1,s +∆ω2,s)τtot − 1
(165)
The signal power in the drop port PD is the coherent sum of the sig-
nals generated by the two resonators and coupled into the output
waveguide, and is given by PD = 2τe |a1,s + e
−iφ(ωs)a2,s|
2.
By using Equation 165, this expression reduces to the simple form
PD = Γ
2P2pPi(γ1 + γ2 + γ12), in which:
γ1 =|E1,p|
4|E1,i|
2|E1,s|
2
γ2 =|E2,p|
4|E2,i|
2|E2,s|
2
γ12 =2Re(E21,p(E
∗
2,p)
2E∗1,sE2,sE1,iE
∗
2,i) (166)
In Equation 166, we identify the term γ1 (γ2) as the signal generated
by ring 1 (ring 2) and coupled into the drop port. Since the two are
coherent, the term γ12 takes into account the interference between
them. From Equation 161-162, it is evident that it is possible to change
the relative phase between the two signal waves by acting on the
resonator detuning δ and the inter-resonator phase φ (for the pump,
idler and signal). In this way, constructive or destructive interference
can be realized. If no CRFE occurs, the EE factors in Equation 166
are lower than |Eiso|, so that the maximum level of generated signal
will never exceed 4PDs,iso, in which PDs,iso is the signal generated for
an isolated resonator coupled to the drop port. This simple check can
be used to distinguish whether the increase of the FWM efficiency is
due to the coherent interference of the signal waves generated by the
two resonators, or if it is due to the CRFE effect.
8.2 device and experimental set-up
In this section the experimental set-up used to investigate FWM in
the photonic molecule composed of two side-coupled ring resonators
is presented. A sketch of the experimental set-up is reported in Fig-
ure 92(a). The set-up used for this experiment is similar to the one
reported in Figure 43 in Chapter 4.
Two tunable CW C-band lasers are set on resonance to the pump
and idler resonances of ring 2. The two lasers are both TE polar-
ized, combined and injected to the input port of the system, see Fig-
ure 92(b). The pump and idler powers were set to 300µW (within the
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Figure 92: (a) Experimental set-up for studying stimulated FWM.
FPC = Fiber Polarization Controller, BS = Beam Splitter,
DWDM = Dense Wavelength Division Multiplexing Module,
TEC = Thermo-electric Controller. (b) Sketch of the device under
test. The resonance wavelength of ring 1(2) is tuned with the
electrical current flowing into the micro-heater I1(2). The phase
φ instead is varied as a function of the Peltier temperature,
placed beneath the device. (c) Scheme of the measurement
procedure: for different values of the inter-resonators phase φ,
pump (idler) laser is kept fixed and resonant with ring 2. Ring
1 resonance wavelengths are then swept over the ones of ring 2.
The generated signal is detected by the single-photon counter
and the top-scattered light is acquired by the infrared camera.
input waveguide), which leads to a sufficient detectable signal with-
out activating thermal or two-photon absorption effects within the
two rings. The device presents nominally equal performances with
respect to the ones discussed in Chapter 5, as it underwent the same
fabrication process. Here the inner radii are respectively, R1 = 6.495µm
and R2 = 6.505µm. Ring 1 refers to the resonator with internal radius
R1, and ring 2 to the one with internal radius R2. The center-to-center
distance between the two rings is L = 53.01µm. Above each resonator, a
micro-metallic heater is placed. In this way it is possible to tune sep-
arately, through the thermo-optic effect, the resonance wavelength of
each resonator. The simulated external lifetime (k2 ∼ 2%, k coupling
coefficient) is τe = 50 ps, while by considering the measured value of
−3 dBcm−1 for the linear propagation losses, the intrinsic lifetime is
τi = 70 ps. This leads to a total quality factor of Qtot = 15 000, consis-
tent with the measured one from the device spectrum, discussed in
Chapter 5. The free spectral range of both the rings is about 13.5 nm.
We estimated −7 dB of coupling losses per facet, which sum up to
∼ −15.5 dB of total insertion losses (the sample is 0.5 cm long).
The sample is in thermal contact with a Peltier cell, whose tempera-
ture can be controlled by an external Temperature Controller (TEC) in
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the range of 25-75 ◦C, with an approximate accuracy of ± 1 ◦C. This pro-
vides the control of the relative phase φ between the two resonators.
The temperature variation is translated into a phase change from the
relation:
∆φ =
∂neff
∂T
ωL
c
∆T (167)
where ∂neff∂T is the thermo-optic coefficient and ∆T the temperature in-
crease with respect to a reference value (Tref = 25 ◦C).
The upper temperature limit of 70 ◦C is actually fixed by thermal in-
stabilities of the whole chip which arise at high temperature. Due to
this limitation, we are able to induce a maximum phase variation of
∆φ = 0.7pi.
Light is collected at the output fibre and it is split: 1% goes to a
germanium detector in order to monitor the level of the total trans-
mitted signal and so to ensure that the pump and the idler lasers are
set on resonance. The remaining is directed to an additional filtering
stage. The generated signal inside the resonator is filtered from the
co-propagating pump and idler beams by using two cascaded Dense
Wavelength Division Multiplexing (DWDM) modules (∼2.5 dB inser-
tion loss), and directed to a photon counter (ID Quantique ID220)
operating in Free Running mode, with a detection efficiency of 5%
and a dead time of 40 µs. The DWMD modules achieve a signal isola-
tion of more than 100 dB. Since the pump and idler wavelengths are
always kept fixed and locked to ring 2 resonances, also the generated
signal wavelength is fixed. Note that due to unwanted Fabry-Perot
reflections between the waveguide end facets, this condition may be
slightly detuned from a perfect on-resonance excitation.
In this way, we set the generated signal wavelength such that it fits
within our Dense Wavelength Division Multiplexing (DWDM) mod-
ule (λs = 1544nm). This allows us to perform an efficient and easier
filtering of the generated signal photons with respect to the one re-
ported in Chapter 5 for the coincidence measurement.
On top of the sample an infrared camera (Xenics Xeva-2.5-320) is
placed. It actually has two tasks. On one side, it helped during the
alignment procedure of the butt coupling of the light in and out of the
device. On the other side, it was used to record the top-scattered light
from the two rings during the FWM measurements. In Figure 92(c)
an intuitive sketch of the measurement procedure is reported. Start-
ing from room temperature (T = 25 ◦C), the Peltier temperature is in-
creased, and the corresponding induced thermal red-shift of the ring
2 resonance is compensated with a controlled reduced current into
the corresponding heater. In this way, the ring 2 signal resonance
remains effectively locked within the chosen DWDM channel regard-
less of the Peltier temperature, and the net effect of the temperature
increase is to change the value of φ.
Ring 1 resonance wavelengths are then swept over the ones of ring
2. During the ring 1 sweep, the generated signal is detected by the
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single-photon counter and the top-scattered light is acquired by the
infrared camera.
8.3 experimental measurements
In this section the experimental results achieved will be presented
and compared with the theoretical expectation. In Figure 93 the ex-
perimental normalized map of the stimulated FWM intensity as a
function of the resonators wavelength detuning ∆λ = λ1 − λ2 (called
δ = −2pic∆λ
λ2
in Section 8.1) and the Peltier temperature T is reported.
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Figure 93: Normalized measured signal intensity in the parameter space de-
fined by the resonance wavelength detuning ∆λ between the two
rings and the Peltier temperature. In the measurement the pump
and idler wavelengths are kept fixed and locked to ring 2 reso-
nances.
As it is possible to appreciate from the 3D plot, there is actually a
non trivial trend of the FWM efficiency in the parameter space (∆λ,T)
and different regions of the parameter space reveal distinct regimes.
It is possible to see that at T ∼ 60 ◦C, a steep generation enhancement is
observed. Moreover, in general, when the detuning between the two
rings is > ±0.3nm, which corresponds approximately to three times
the ring resonance linewidth, the two rings become effectively decou-
pled and the generated signal is due to only ring 2. In this regime,
as one would expect, the generated signal does not depend on the
inter-resonator phase φ (in Figure 93 reported as the direct physical
quantity T). As |∆λ| → 0, the resonators coupling gets important, and
the generated signal strongly depends on the the Peltier temperature.
For a more direct comparison with the theory, the experimental map
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is reported in Figure 94(a) as a function of ∆λ and the inter-resonator
phase φ, which is derived from Equation 167. In order to validate the
experimental result, the signal intensity has been simulated by using
Equation 166. The result of the simulation is shown in Figure 94(b).
A good agreement is found between theory and experiment.
(a) (b)
N
or
m
al
iz
ed
 si
gn
al
 in
te
ns
ity
(c) (d)
Si
gn
al
 in
te
ns
ity
 (n
or
m
. u
.)
Si
gn
al
 in
te
ns
ity
 (n
or
m
. u
.)
Figure 94: (a) Measured signal intensity in the parameter space defined by
the resonance wavelength detuning ∆λ between the two rings and
inter-resonator phase φ. The two dashed black lines refer to the
cross section graphs (c)-(d). (b) Simulated signal intensity in the
same parameter space defined in (a). (c) Signal intensity at the
phase φ = 0.45pi as a function of ∆λ for the coupled (red) and the
isolated (black, only ring 1 excited) configuration. (d) Same as in
(c), but for the enhancing phase φ = 0.85pi. The data in panels (c)
and (d) have been normalized for the signal intensity relative to
the isolated configuration at φ = 0.45pi.
The best match between simulation and experiment is found by set-
ting the input pump and idler wavelengths slightly blue detuned
(−0.015 nm and −0.025 nm respectively) with respect to the correspond-
ing resonance wavelengths of ring 2. We already commented on this
fact in Section 8.2, and attributed the wavelength mismatch to the
Fabry-Perot reflections at the input-output facets of the sample. We
point out that also the double enhancement spots at φ = 0.75pi and
φ = 0.85pi in Figure 94(a) are due to these reflections which affect the
pump and idler intensities. Indeed, as suggested by the simulation in
Figure 94(b), the maximum enhancing phase should be unique and
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placed approximately at φ = 0.8pi.
We excluded the possibility that the observed enhancement is due to
the coherent interference of these reflections by averaging the signal
generated by the isolated resonator over multiple temperatures. The
same was done for the signal recorded in the coupled configuration,
by varying the temperature across the enhancement point.
In Figure 94(c) a cross section of the colour-map of panel (a) at φ =
0.45pi, is reported. When the two rings are slightly detuned (|∆λ| . 0.1nm),
we observe a complete suppression of the FWM signal. This suppres-
sion ends when the resonance wavelengths of the two rings are al-
most overlapped (∆λ ∼ 0). In this case, a narrow peak emerges in the
generated signal. In order to compare the performance of the coupled
configuration to the one of an isolated resonator, we tuned the reso-
nance wavelength of ring 2 very far from the pump (idler) wavelength,
so that the system reduces to a single cavity, where only ring 1 is ef-
fective. In this case, the detuning ∆λ which appears in Figure 94(c,d)
for the isolated case has to be interpreted as the detuning of λ1 with
respect to the pump (idler) wavelength. As emerges from Figure 94(c),
the signal intensity of the coupled system never exceeds the one of
the isolated resonator, as expected also from the simulation.
In the interval defined by 0.7pi < φ < 0.9pi, FWM suppression is still
observed for |∆λ| . 0.1nm, but when the two resonators become almost
overlapped, a clear enhancement of the generated signal occurs. In
particular, in Figure 94(d) a cross section of the colourmap of panel
(a) at φ = 0.85pi is reported. As it is possible to see from the plot, when
the two rings are almost overlapped the coupled configuration ex-
ceeds the ring 1 isolated emission by (7.0± 0.2) dB. As discussed in
Section 8.1, since this value corresponds to an enhancement of more
than a factor of 4, it has to be necessarily attributed to the CRFE effect.
We have seen that the experimental map, Figure 94(a), closely matches
the simulated one in Figure 94(b). Let us look it into more details, by
analyzing the various terms that appear in Equation 166 and linking
them to the experimental observation of the top-scattering images.
In Figure 95(a), the terms γ1, γ2 and γ12 have been plot normalized
with respect to (γ1 + γ2) in the parameter space (∆λ,φ). As already
stated, at large detunings, indicated with black and white stars in
Figure 95(a), only ring 2 is excited, and FWM will only occur within
this resonator, i.e., γ2/(γ1 + γ2)→ 1. This is clearly seen in Figure 95(b),
where the top-scattered light from the two rings were recorded for
different resonators detuning ∆λ at the theoretical enhancing phase
φ = 0.8pi. This measurement actually gives a qualitative description of
the amount of energy stored inside the rings in different configura-
tions. In particular, at large detunings the light is scattered only by
ring 2, as expected.
As ring 1 is progressively tuned on resonance, the energy coupled
inside the resonator increases accordingly. When the two rings are
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Figure 95: (a) From top to bottom: signal generated ring 1 (γ1 in Equa-
tion 166), signal generated by ring 2 (γ2 in Equation 166) and
effect of mutual interference (γ12 in Equation 166). The coloured
stars refer to the points in the parameter space defined by ∆λ and
φ in which the top scattering patterns in panel (b) have been mea-
sured. (b) Elaborated top images of the light scattered by the two
resonators at different detunings ∆λ and for a fixed value of the
phase φ = 0.8pi (enhancing phase of the simulation). The leftmost
ring corresponds to ring 1. Peaks and valleys in the scattering
patterns are due to the inhomogeneities of the scattering centres.
slightly detuned (|∆λ| . 0.1 nm), we see from Figure 95(b) that the two
rings share almost the same energy. In this regime, the signal waves
generated by FWM have equal amplitudes but they are out of phase,
giving raise to destructive interference in the drop channel (red and
green stars in Figure 95). This is the origin of FWM suppression ob-
served in Figure 94, in particular at φ = 0.85pi.
Intriguingly, from Figure 95(a), we observe that at φ = 0.45pi, the inter-
ference between the two signal waves is constructive for (|∆λ| . 0.1nm),
but in Figure 94(c) we still observe signal suppression with respect to
large detunings ∆λ, i.e., when only ring 2 is excited. This ambiguity is
solved by looking at the simulation shown in Figure 94(b). Here, we
see that at φ = 0.45pi, the FWM signal is always very low when the two
resonators are coupled (|∆λ| . 0.1nm), meaning that the fields inside
both rings are suppressed by mutual interference. Thus, even though
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the interference of the signal waves is constructive, the overall inten-
sity at |∆λ| . 0.1nm is still lower than the one at large detunings, thus
appearing in Figure 94(c) as an effective suppression of the signal.
It is possible to see from Figure 95(b) that when the two rings are al-
most spectrally overlapped, the energy stored by ring 1 is increased,
while ring 2 is inhibited. By looking at Figure 95(a), this feature seems
to be independent on the value of φ, so one may wonder why en-
hancement occurs only for specific values of the inter-resonator phase
φ. This fact will be explained in detail in Section 8.4 in terms of the
excitation of a high-Q supermode (sub-radiant mode) in the photonic
molecule, which is highly localized in phase space. At this stage, we
limit ourselves to note that the strength of the localized energy in ring
1 should depend on the phase φ. Anyway, in general we see from
Figure 95(b), that the field distribution between the two resonators
closely follows the theoretical predictions shown in Figure 95(a). In
particular, when signal suppression is observed, both resonators ap-
pear equally bright, and, when signal enhancement occurs, the fields
are found mostly localized in ring 1.
We also tried to link the generated signal waves coupled into the
drop channel in the various regimes quantitatively to the internal
field enhancement inside the rings, evaluated by integrating the top-
scattered light. Figure 96(a-b) reports the simulated internal field en-
hancement of ring 1 and ring 2 in the coupled and isolated (for ring
1) configurations as a function of the resonators detuning ∆λ. Panel
(a) refers to the experimental enhancing phase φ = 0.85pi and panel (b)
for the considered not-enhancing phase φ = 0.45pi. These quantities are
proportional to the energy stored inside the rings. As a comparison,
Figure 96(c-d) reports the corresponding experimental integrated top-
scattered light. We see a good qualitative agreement between theory
and experiment. At the experimental enhancing phase φ = 0.85pi in
Figure 96(a), it is possible to see that ring 1, in the coupled config-
uration, is brighter by almost a factor of 2 with respect to the iso-
lated case, Figure 96(a). This is due to the CRFE effect. In contrast, at
φ = 0.45pi, the coupling with ring 2 does not increase the field inside
ring 1, Figure 96(b). These trends are also found from the experimen-
tal curves shown in Figure 96(c,d). Here the difference in brightness
is less marked than in the simulation. This is an experimental limita-
tion of the measurement due to the poor dynamic range of the image
sensor. At φ = 0.45pi, CRFE is not effective, and we cannot resolve the
difference between the coupled and the isolated configuration.
We obtained an additional evidence of the occurrence of the CRFE
also from measurements of spontaneous FWM. In this case, the idler
laser in Figure 92(a) was off and the spontaneously generated signal
photons were acquired as a function of the resonators detuning ∆λ for
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Figure 96: (a) Simulated internal field enhancement of ring 1 (black dot-
ted line) and ring 2 (red dotted line) in the coupled configura-
tion. The field enhancement of ring 1 when it is isolated from
ring 2 is shown by the blue dotted line. Here, the detuning ∆λ
in the isolated configuration has the same meaning as in Fig-
ure 94(c,d). This simulation assumes φ = 0.85pi. (b) Same as in
(a) for φ = 0.45pi. (c) Top-scattering intensity integrated over the
area of ring 1 and 2 when φ = 0.85pi. The colours have the same
meaning as in (a). (d) Same as in (c) for φ = 0.45pi. Here, the in-
tensity relative to ring 2 near zero detuning is negative because of
the background subtraction. In all panels the field enhancement
refers to the pump wave.
the experimental enhancing phase φ = 0.85pi.
In Figure 97 the spontaneous FWM generated signal is reported as a
function of ∆λ for the coupled case (red curve) and isolated case (black
curve). In order to have a sufficient signal-to-noise ratio in detection,
the pump power within the input waveguide was increased from
300 µW to 1mW. As it is possible to see from the triangular-shaped res-
onance in the isolated case, the pump level is high enough to activate
thermal effects within the resonator. The increase in the internal en-
ergy in the system in the coupled configuration is manifested by the
onset of a bistability effect when the two rings are brought spectrally
closed, which increases the signal counts. This clearly qualitatively
shows that the energy stored inside the photonic molecule is higher
in the coupled case with respect to the isolated one.
196 four wave mixing control in a photonic molecule
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
∆λ (nm)
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Sp
on
ta
ne
ou
s 
FW
M
 in
te
ns
ity
 (n
orm
. u
.)
Isolated
Coupled
Figure 97: Spontaneous FWM intensity at the experimental enhancing phase
φ = 0.85pi for the coupled (red curve) and isolated configuration
(black curve).
The enhancement is a factor of two, which is less than the 7 dB-enhancing
effect experienced in the stimulated measurement, Figure 94(d).
However, the signal detected in the spontaneous process is integrated
over all the generation bandwidth of the coupled resonator system,
while the corresponding stimulated process generates photons only
at the signal frequency determined by ωs = 2ωp −ωi. Thus, the two
efficiencies should not be directly proportional [212]. The two will
progressively overlap if a narrow bandpass filter, whose bandwidth
is much lower than the one of the coupled system, is applied to the
spontaneous signal before detection.
Moreover, the activation of thermal effects modifies the effective de-
tuning ∆λ between the two resonators through the thermo-optic effect,
and losses induced by two-photon absorption decreases the quality
factor of the individual resonators. These effects are detrimental for
the observation of CRFE, and can lead to significant deviations from
the predictions of Equation 166, in which thermal induced resonance
shifts as well as nonlinear absorption phenomena have not been taken
into account.
The impact of two-photon absorption can be considerably reduced
by lowering the input pump power from 1mW to a few hundred µW
[164]. As already discussed at the end of Chapter 5 in Table 7, this
is possible at telecom wavelength if superconducting nanowire single
photon detectors are exploited, which show superior performance in
terms of detection efficiency and dark counts. In our experiment, this
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was not possible due to the very low signal-to-noise ratio imposed by
the high dark counts of our single-photon detector (> 6.5 kHz).
8.4 supermode analysis
An alternative approach to solve the set of Equation 160 for the pump
and the idler energy amplitudes a1(2),p(i) is to make a change of basis,
such that the equations of motion becomes uncoupled. The physical
meaning of this mathematical theoretical reformulation is to find the
supermodes supported by the photonic molecule, looking for collec-
tive excitations considering the system as a whole. We rewrite the
equation for the pump (or the idler) amplitude a of Equation 160,
using the following compact matrix notation:
Ma¯− iωp1+ b¯ = 0 (168)
where
M =
iω1 − 1τtot −µ
−µ iω2 −
1
τtot
 1 =
1 0
0 1

and
a¯ =
a¯1
a¯2
 b¯ =
 i
√
2
τe
i
√
2
τe
e−iφ

For simplicity, here we set the input power equal to one. We now
look for a change of coordinates a¯ → a¯s described by a¯ = Pa¯s, such
that P−1MP is diagonal. The matrix P will then have on its columns
the eigenvectors of M, and the diagonal elements of P−1MP will be
the eigenvalues of P. By solving the characteristic equation, the eigen-
values η1,2 are given by:
η1,2 = −
1
τtot
+
i(ω1 +ω2)
2
± 1
2
√
16
τ2e
(
cos 2φ− i sin 2φ
)
−δ2 (169)
where δ = ω1 −ω2 is the eigenfrequency detuning between the two
resonators. The matrix P has the following form:
P =
√4µ2−δ2−iδ2µ −√4µ2−δ2−iδ2µ
1 1
 (170)
while its inverse P−1 is given by:
P−1 =
1
det(P)
 1 √4µ2−δ2+iδ2µ
−1
√
4µ2−δ2−iδ
2µ
 (171)
The real part of Equation 169 gives the photon lifetimes τs1,s2 of the su-
permodes of the structure, while the imaginary part represents their
198 four wave mixing control in a photonic molecule
eigenfrequencies ωs1,s2. The supermode energy amplitudes as1 and
as2 are given by:
as1 =
−i
√
2
τdowne,s1
i(ωs1 −ωp) − 1/τs1
(172)
as2 =
−i
√
2
τdowne,s2
i(ωs2 −ωp) − 1/τs2
(173)
where we have defined τdowne,s1 = τe/
(
P−111 + P
−1
12 e
−iφ
)2 and
τdowne,s2 = τe/
(
P−121 + P
−1
22 e
−iφ
)
)2.
The total energy amplitude coupled into the drop port is given by:
adrop = i
√
2
τe
a1 + i
√
2
τe
e−iφa2
=
[ √ 2
τdowne,s1
√
2
τ
up
e,s1
i(ωs1 −ωp) − 1/τs1
+
√
2
τdowne,s2
√
2
τ
up
e,s2
i(ωs2 −ωp) − 1/τs2
]
(174)
where we have defined τupe,s1 = τe/
(
P11 + P21 e
−iφ
)2 and
τ
up
e,s2 = τe/
(
P12 + P22 e
−iφ
)
)2.
From Equation 174, it is possible to recognize that the system com-
posed by two symmetrical side-coupled ring resonators can be equiv-
alently described by a single photonic molecule sustaining two un-
coupled modes as1(2) which are asymmetrically coupled to the two bus
waveguides.
Therefore, even though the symmetric coupling of the two cavities
inherently forbids the critical coupling condition in presence of loss,
the supermodes supported by the system do show an effective asym-
metric coupling, hence they could be critically coupled by some com-
binations of the parameters δ and φ.
Some considerations about the validity of the supermode descrip-
tion of the system need to be discussed. The main stringent require-
ment is that the matrix P should be invertible:
det(P) =
τe
2
eiφ
√
16
τ2e
e−i2φ − δ2 6= 0 (175)
This is clearly not satisfied if δ2 → 16/τ2e and φ = mpi (where m is an
integer), for which we have that τdowne,s1 ,τdowne,s2 → 0.
As we approach to this condition, the weak coupling approximation
which underlies the validity of coupled mode equations τdown
e,s1(2)  2τrt,
in which τrt is the roundtrip time of light in the cavity, does not hold
any more [213].
It is worth to note that in the strong coupling regime, the inade-
quacy of Equation 172 and Equation 173 is reflected in the violation
of energy conservation. The extreme condition δ = 4τe corresponds
to the onset of Coupled Resonator Induced Transparency (CRIT) in
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the structure, since the supermode lifetimes become equal, and their
eigenfrequecies start to be symmetrically split with respect to the cen-
ter frequency (ω1 +ω2)/2 [214].
Figure 98(a,b) shows the photon lifetimes of the two supermodes,
which have been normalized with respect to the total lifetime of the
isolated cavity modes τtot.Research Article Vol. X, No. X / April 2016 / Optica 8
where we have deﬁned τupe,s1 = τe/
�
P11 + P21 e−iφ
�2 and
τ
up
e,s2 = τe/
�
P12 + P22 e−iφ
�
)2.
From Eq.14, it is possible to recognize that the system composed
by two symmetrical side-coupled ring resonators can be equiva-
lently described by a single photonic molecule sustaining two
uncoupled modes as1(2) which are asymmetrically coupled to the
two bus waveguides. Therefore, even though the symmetric
coupling of the two rings inherently forbids the critical coupling
condition in presence of loss, the supermodes supported by the
system do show an effective asymmetric coupling, hence they
could be critically coupled by some combinations of the parame-
ters δ and φ.
Some considerations about the validity of the supermode de-
scription of the system need to be discussed. The main strin-
gent requirement is that the matrix P should be invertible, i.e.,
det(P) = τe2 e
iφ
�
16/τ2e e−i2φ − δ2 �= 0. This is clearly not satisﬁed
if δ2 → 16/τ2e and φ = mπ (where m is an integer), for which we
have that τdowne,s1 ,τ
down
e,s2 → 0. As we approach to this condition, the
weak coupling approximation which underneaths the validity
of coupled mode equations τdowne,s1(2) � 2τrt (τrt is the roundtrip
time of light in the cavity), does not hold any more. It is worth
to note that in the strong coupling regime, the inadequacy of
Eq.12 and Eq.13 could be reﬂected in the violation of energy
conservation. The extreme condition δ = 4τe corresponds to the
onset of Coupled Resonator Induced Transparency (CRIT) in the
structure, since the supermode lifetimes become equal, and their
eigenfrequecies start to symmetrically split with respect to the
center frequency (ω1 +ω2)/2 [24].
Figure 7(a,b) shows the photon lifetimes of the two supermodes,
which have been normalized with respect to the total photon
lifetime of the isolated ring τtot.
The green contour lines are placed where the quantity
1/τs1(2) − 1/τupe,s1(2) − 1/τdowne,s1(2) = 0, i.e., they enclose the regions
where energy conservation is violated (dark-shaded zones in
Fig.7). Within these regions, 1/τs1(2) − 1/τupe,s1(2) − 1/τdowne,s1(2) < 0, so
they have no physical meaning. One can see that at φ = π and
δ = 0, the supermode 1 has the maximum lifetime, correspond-
ing to τs1 = τi. On the contrary, at φ = 0 and δ = 0, its photon
lifetime is minimized. Supermode 2 has instead the opposite
behaviour. The energy stored by the two supermodes |as1(2)|2,
evaluated at the Pump frequncy ωp of the experiment, is shown
in Fig.7(c,d). At the coordinate point in the parameter space (φ, δ)
where FWM enhancing is experimentally observed (white dot in
Fig.7(c,d)), we can see that the total energy is essentially carried
by supermode 1, which is a consequence of its increased photon
lifetime. Since a¯ = Pa¯s, the high-Q of this supermode is shared
by the two rings, which means that they become sub-irradiant
[27]. This is at the origin of the CRFE effect introduced in sec-
tion 2. As it can be noticed from Fig.7(c,d), the highest energy
is not localized where the supermode 1 shows the maximum
sub-irradiance. This is due to the fact that when φ = π and δ→ 0,
from Eq.11 we have that τdowne,s1 → ∞ (the same occurs for τupe,s1),
which is equivalent to say that the supermode becomes com-
pletely decoupled from any external excitation. Consequently,
as experimentally observed, the point where FWM is maximized
will be located nearby the point of maximal sub-irradiance, in a
position determined by the Pump(Idler) exciting frequency and
waveguide dispersion. Indeed, at a ﬁxed Peltier temperature
and heater current, the phase φ and the detuning δ will be dif-
ferent for the Pump, the Signal and the Idler ﬁeld, since these
quantities are all wavelength dependent.
In general, the maximum of the ﬁeld enhancement for these
(a) (b)
(c) (d)
Fig. 7. (a) Lifetime τs1 of supermode 1 normalized with re-
spect to the lifetime of of the isolated ring τtot. (b) Lifetime τs2
of supermode 2 normalized with respect to the lifetime of the
of the isolated ring τtot. (c) Normalized energy carried by su-
permode 1 when excited with a laser at frequency ωp (we used
the same value of ωp implemented in the simulation shown
in Fig.3(b)). (d) Normalized energy carried by supermode 2
when excited with a laser at frequency ωp. In all the panels,
the dashed white lines indicate where the respective super-
modes are critically coupled, while the shaded regions indi-
cate where energy conservation is violated due to the lost of
the weak coupling regime. The white dots in panels (c) and (d)
are placed where FWM enhancing is observed (see Fig.3(a,b)).
three frequencies will be reached in three different points of the
parameter space (all nearby the maximal sub-irradiance), and
as shown by Eq.7, the overall enhancement of the FWM process
will be reached where their product is maximized.
6. CONCLUSIONS
In this article we presented both theoretically and experimen-
tally a novel way to actively control the generation efﬁciency
of FWM in two side coupled silicon microring resonators. In
particular, an increased brightness of almost one order of mag-
nitude is found with respect to the maximum attainable level
of FWM of each single constituent of the molecule. This arises
from a manipulation of some of the internal degrees of freedom
of the molecule, such as the inter-resonators phase and their
eigenfrequency detuning, which excites a sub-irradiant mode
in the structure. We called this effect Coupled Resonator Field
Enhancement. In this way, it is also possible to induce a coherent
suppression of the FWM Signal.
Due to the close correspondence between the stimulated and
the spontaneous process, by implementing the same control we
induced a twofold enhancement of the photon-pair generation
rate, which in our experiment is mainly limited by Two Pho-
ton Absorption. Higher enhancements could be obtained by
lowering the input Pump power and by implementing single
photon detectors with lower dark counts. This could represent
an innovative on-chip source of correlated photon pairs, where
the ability to increase the generation efﬁciency is particularly
Figure 98: (a) Lifetime τs1 of supermode 1 normalized with respect to the
lifetime of the single cavity τtot. (b) Lifetime τs2 of supermode
2 normalized with respect to the lifetime of the single cavity
τtot. (c) Normalized energy carried by supermode 1 when ex-
cit d ith a laser at frequency ωp (defined in Section 8.3). (d)
Normalized energy carried by supermode 2 whe excited with a
laser at frequency ωp. In all the panels, the dashed white lines
indicate where the respective supermodes are critically coupled,
while the shaded regions indicate where energy conservation is
violated due to the lost of the weak coupling regime. The white
dots in panels (c) and (d) are placed where FWM enhancement is
observed (see Figure 94(a,b)).
The green contour lines are placed where the quantity
1/τs1(2) − 1/τ
up
e,s1(2) − 1/τ
down
e,s1(2) = 0, i.e. they define the boundaries where
energy conservation is violated. The shaded regions in Figure 98,
characterized by 1/τs1(2) − 1/τupe,s1(2) − 1/τ
down
e,s1(2) < 0, have then no phys-
ical meaning. One can see that at φ = pi and δ = 0, the supermode 1
has the maximum lifetime, corresponding to τs1 = τi. In contrast, at
φ = 0 and δ = 0, its photon lifetime is minimized. Supermode 2 has the
opposite behaviour.
The energy stored by the two supermodes |as1(2)|2, evaluated at the
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pump frequency ωp of the experiment, is shown in Figure 98(c,d).
At the coordinate point in the parameter space (φ, δ) where FWM en-
hancement is experimentally observed, white dot in Figure 98(c,d),
we can see that the total energy is essentially carried by supermode 1,
which is a consequence of its increased photon lifetime. This high-Q
supermode is actually a collective excitation of the photonic molecule,
which shows sub-radiant property [215]. This is at the origin of the
CRFE effect introduced in Section 8.1.
As it can be noticed from Figure 98(c,d), the highest energy is not
localized where supermode 1 shows the maximum sub-radiance. This
is due to the fact that when φ = pi and δ → 0, from Equation 171 we
have that τdowne,s1 →∞ (the same occurs for τupe,s1), which is equivalent to
say that the supermode becomes completely decoupled from any ex-
ternal excitation. Consequently, as experimentally observed, the point
where FWM is maximized will be located nearby the point of maxi-
mal sub-radiance, in a position determined by the pump (idler) excit-
ing frequency and waveguide dispersion.
Indeed, at a fixed Peltier temperature and heater current, the phase
φ and the detuning δ will be different for the pump, the signal and
the idler field, since these quantities are all wavelength dependent. In
general, the maximum of the field enhancement for these three fre-
quencies will be reached in three different points of the parameter
space (all nearby the maximal sub-radiance), and as shown by Equa-
tion 166, the overall enhancement of the FWM process will be reached
where their product is maximized.
9
C O N C L U S I O N S
This thesis work was carried out within the framework of the SiQuro
project, which was focused on the study of integrated devices for
quantum optics applications.
I did concentrate on the generation, manipulation and detection of
sources of quantum states of light. Even though the long-term goal
of the project was the realization a silicon-based quantum photon-
ics chip, at first I studied a bulk nonlinear crystal, called Lithium
Niobate (LiNbO3), which has a well-known sizeable χ(2) nonlinearity,
χ(2) = 28 pm/V. The crystal is a domain-engineered material, named
Periodically Poled Lithium Niobate (PPLN), which permits to ob-
tain through the quasi-phase-matching technique, efficient nonlinear op-
tical processes.
In particular, in Chapter 2 a suitable PPLN was used for achieving
Spontaneous Parametric Down Conversion (SPDC). The photon pair
source was characterized by means of coincidence measurements and
by its tunable spectral emission property. For this goal, single-photon
resolved spectra were investigated.
To further manipulate the generated photons, they were injected into
an asymmetric Mach-Zehnder interferometer, to study quantum inter-
ference effects. This part is addressed in Chapter 6. In the experiment,
a pair of 1550 nm colour-entangled photons enters in the same input
port of the interferometer. Photon antibunching (split) and bunch-
ing (N00N) states are created after the first beamsplitter, and the
strength of their self and mutual interaction is changed by tuning the
asymmetry of the transmittance between the two arms. A theoretical
description was developed, which demonstrates that the amplitude
probabilities associated to the possible ways that the two photons
can reach the two single-photon detectors at the output ports of the
MZI, strongly depend on the arm losses, detector misalignment and
beamsplitter loss. Surprisingly, some of these paths are forbidden by
destructive quantum interference, and, thus, hidden in the ideal description.
The next step was to transfer the acquired know-how in quan-
tum optics into integrated silicon photonics. The long-term goal is
the demonstration of the generation of Mid-infrared (MIR) entangled
photon pairs by SPDC in strained silicon waveguides. It is worth to
remark that silicon has a centrosymmetric crystalline structure, that
leads to a null second order nonlinear χ(2) coefficient. However, re-
cently it has been reported that by stressing a Si waveguide with a sil-
icon nitride over-layer, a sizeable χ(2) is induced. In 2012 Second Har-
monic Generation (SHG) measurements were reported in large area
201
202 conclusions
strained Si waveguides by our laboratory [114]. Actually, the SHG
data were affected by different contributions caused by the interfaces,
the free carrier induced internal electric fields, the inhomogeneous
strain and the uncontrolled modal structure of the waveguides [19].
I built an optical set-up able to reveal at first the occurrence of SHG
in strained silicon waveguides (Chapter 3), since it is orders of mag-
nitude more efficient with respect to the opposite process, SPDC. The
silicon waveguides were designed according to a nonlinear propaga-
tion model. The design maximizes the SHG efficiency by a detailed
simulation of the waveguide modal structure to achieve multimodal phase
matching. Waveguides of different widths were measured for different
pump powers and wavelengths. SHG was observed and by quanti-
fying the generation efficiency, I estimated the value of the strain
induced second order nonlinearity to be χ(2) ∼ 1 pm/V. While I was
able to demonstrate consistently the occurrence of multimodal SHG,
unfortunately, it is still not possible to clearly determine the physical
origin of the observed χ(2). There could still be parasitic charge effects
within the sample playing a non-negligible role in the final estimation
of the strain-induced second order nonlinearity.
Having been successful in the observation of SHG in strained sili-
con waveguides, the opposite process, SPDC, could be looked for as
well. Considering a pump at telecom wavelength, entangled photon
pairs in the MIR will be generated in that case. This is an intriguing
process, especially due to recent interest to move quantum optics ap-
plications to the MIR. The experimental set-up in itself is challenging,
since single-photon detection is mandatory and in the MIR it is re-
ally an issue. This is due to the fact that MIR detectors face many
limitations, mainly due to the inherent sensitivity to unwanted in-
cident black-body radiation and dark current, induced by the finite
temperature of the detector itself. Cooling the detectors generally im-
proves the signal to noise ratio, but the resulting sensitivity still is not
enough to achieve single-photon counting capabilities in the MIR.
The proposed solution presented in this thesis work (Chapter 7), is to
exploit the concept of spectral translation. The idea is to up-convert the in-
frared radiation into the visible domain by means of optical nonlinear
effects. Thanks to a collaboration with the Danish Technical Univer-
sity, I developed two up-converter modules with single-photon capa-
bility in the MIR. In this way, I was able to demonstrate room temper-
ature coincidence measurement with non-degenerate twin photons
at about 3.1 µm. Both the generation of MIR photon pairs and the
nonlinear up-conversion are based on free-space PPLN crystals. To
asses the single-photon capability of the detection unit, I performed
coincidence measurements on the generated photon pairs by SPDC,
with a coincidence to accidental ratio of 15.7± 0.4. The presented detec-
tion system outperforms single-photon detectors based on supercon-
ducting nanowires in the MIR, which are operated in the few Kelvin
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regime, in terms of quantum efficiency, speed and noise. This was
the first demonstration of coincidence measurement in the MIR and
actually could pave the way for future quantum optical experiments
in the MIR. The experiment is based on a free-space configuration,
but fully integrated devices can be conceived with the up-conversion
mechanism. For example, up-conversion capability can be obtained
by the exploitation of third order nonlinear effects in the CMOS com-
patible SiN or SiON alloy. Then, the up-converted visible photons can
be efficiently detected by integrated silicon SPADs, with the control
electronics eventually also integrated on chip.
The SiON platform was specifically addressed and optically character-
ized in Chapter 4. SiON is an appealing material in photonics: it is
transparent from the UV to the Mid-infrared (it does not suffer multi-
photon absorption losses), it shows minimal insertion losses and it is
CMOS compatible. Nonetheless, the SiON optical properties have not
yet been fully characterized. In particular, very few studies on its lin-
ear and nonlinear optical properties have been reported so far. I stud-
ied the thermo-optic coefficient and the nonlinear refractive index n2
of a relatively high refractive index (n ∼ 1.83 at 1.55 µm) SiON. The de-
vice under test was an integrated racetrack resonator in the All-Pass
filter configuration. The nonlinear characterization was performed by
determining the efficiency of stimulated Four Wave Mixing (FWM).
The results envisaged that SiON has thermal and nonlinear optical
properties which are competing to the other silica or silicon based
materials. This shows that SiON is an excellent trade-off platform for
the design of nonlinear and quantum optical integrated photonic cir-
cuits, in which thermal reconfiguration and nonlinear parameteric
processes constitutes fundamental operations.
In Chapter 5 I investigated the generation of correlated photon
pairs from Silicon On Insulator (SOI) microring resonators coupled
with single-mode waveguides. In this case the nonlinear process un-
der study is spontaneous FWM and it relies on the strong silicon χ(3).
While χ(2)-based nonlinear optical phenomena in silicon still need
to be fully characterized and developed, robust photon pair sources
from silicon microring resonators at telecommunications wavelengths
at room temperature have been already reported so far [165]. Com-
paring to the χ(2)-based SPDC, spontaneous FWM is more difficult
to deal with, since one has to filter out the pump photons that are
spectrally placed close to the generated photon pair. Due to the gen-
erally inherent poor efficiency of spontaneous parametric processes,
the filtering of the pump photons in SFWM is actually a non trivial
task to be accomplished. I performed a correlation measurement of
the arrival times of the signal and idler photons to verify the time-
correlated nature of the pair. The results are in good agreement with
the theoretical predictions. From this work, it is clear that to deal
with more complex quantum optical circuits, better performances in
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terms of signal to noise ratio in the detection are needed. At tele-
com wavelength, superior detection performances are provided by
the superconducting-based technology, at the cost to work at cryo-
genic temperature.
In Chapter 8 I investigated a photonic molecule made by two cou-
pled silicon microring resonators. I demonstrated, both theoretically
and experimentally, that the photonic molecule possesses sufficient
degrees of freedom for a FWM control which goes beyond the stan-
dard enhancement regime, including also the possibility to suppress
the FWM output. Only two parameters are required to set the in-
ternal state of the molecule: the inter-resonator phase and their rela-
tive eigenfrequency detuning. Through their manipulation, coherent
collective excitations, analogous to sub-radiance and super-radiance
of diatomic systems, can be activated. The increased photon lifetime
associated to the sub-radiant state is exploited to enhance the inter-
nal field of the constituents of the molecule, thus boosting the FWM
signal. On the other hand, the state can be reconfigured to have en-
ergy equipartition among the resonators, and consequently suppress
FWM by making the two signal waves to interfere destructively in
the bus waveguides. Moreover, I showed that the same control can
be applied to spontaneous FWM. The device is then also appealing
for the realization of bright sources of correlated photon pairs. Beside
the increased brightness with respect to isolated resonators enabled
by sub-radiance, the coherent control of the amplitude probabilities
of the photons generated in the two resonators, and scattered in a
common output channel, could be used to reconfigure the quantum
state.
The performance of the molecule, considered as a whole, is supe-
rior with respect to its internal constituents. In particular, it was ex-
perimentally confirmed that through sub-radiance, it is possible to
overcome the maximum field enhancement of each isolated resonator,
which is unavoidably fixed by the critical coupling condition.
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