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ABSTRACT

SHAPE MATCHING, RELEVANCE FEEDBACK, AND INDEXING
WITH APPLICATION TO SPINE X-RAY IMAGE RETRIEVAL

Xiaoqian Xu
Department of Electrical and Computer Engineering
Doctor of Philosophy

The National Library of Medicine (NLM), an institute in the National Institutes of Health (NIH), maintains a collection of 17,000 digitized spine X-ray images obtained from the second National Health and Nutrition Examination Survey
(NHANES II). Research effort has been devoted to develop a web-accessible retrieval
system that allows retrieval of images from the NHANES II database on relevant and
frequently found pathologies.
A comprehensive and successful image retrieval system requires effective image
representation and matching methods, relevance feedback algorithms to incorporate
user opinions, and efficient indexing schemes for fast access to image databases. This
dissertation studies and develops approaches for all of the above areas within the
context of Content-Based Image Retrieval (CBIR) of spine X-ray images from the
NHANES II collection.

Shape is an important characteristic for describing pertinent pathologies in
various types of medical images, including spine X-ray images. Retrieving images
with shapes similar to a specific user query can be useful for finding pathologies
exhibited in images in large survey collections. In this work, vertebral outlines are
extracted for image retrieval using shape matching methods to detect the presence
of anterior osteophytes. The Multiple Open Triangle (MOT) shape representation
method is proposed for partial shape matching (PSM), and a Corner-Guided Dynamic
Programming (DP) strategy is developed to search partial intervals for matching comparison based on a 9-point model marked by a board-certified radiologist. The MOT
method demonstrates higher retrieval accuracy compared to other approaches and
the retrieval speed is improved significantly through the use of Corner-Guided DP.
Computer-calculated low-level image features fall short when imitating highlevel human visual perception. Relevance Feedback (RF) attempts to bridge the gap
between the two by analyzing and employing user feedback. The need for overcoming this gap is more evident in medical image retrieval. Existing RF approaches are
analyzed and a weight-updating formula for RF is developed. A hybrid retrieval approach is proposed that utilizes both CBIR with RF and RF history. This hybrid
approach uses short-term memory to store the feedback history, which contributes to
the retrieval results and helps select images for user feedback. An approximate 20%
average increase in retrieval recall percentage is achieved within two RF iterations.
Efficient indexing methods are desired for fast database access. An agglomerative clustering algorithm is adopted to pre-index the database based on pre-calculated
pair-wise distances between indexed parts. Retrieval with this pre-indexing procedure
is shown to offer faster retrieval and maintain a comparable recall percentage.
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Chapter 1

Introduction

This dissertation studies and develops shape-based retrieval methods, relevance feedback algorithms, and indexing schemes, with specific application to spine
X-ray image retrieval. Shape matching, relevance feedback and indexing comprise
the key components of any effective image retrieval system.

1.1

Overview
Various medical imaging techniques including X-rays, magnetic resonance imag-

ing (MRI), computerized tomography (CT), and positron emission tomography (PET)
have been increasingly producing vast amounts of patient images, which require a considerable amount of diagnostic work. There are thus numerous emerging needs for
computerized decision support in medical research, especially in the area of medical
imaging.
Content-Based Image Retrieval (CBIR) has also recently gained popularity
for medical image management. Based on the characteristics of different pathologies
visible in medical images, one or more relevant pathology described using image or
anatomy color, shape, and texture features can be extracted and represented for
1

computing similarity between images. Since images possessing similar features can
be expected to share similar pathology, CBIR results can provide for a diagnostic
reference through retrieval of visually similar images which could include even past
diagnosis history (when available).
A critical limitation to CBIR techniques is the gap between high-level human
visual perception and the low-level computerized features that CBIR relies on. To
address this issue, relevance feedback (RF) is proposed to establish an interaction
between the user and the retrieval system. Users opinions are solicited and utilized
to refine retrieval results. RF is an important tool for incorporating and consolidating
different medical expert opinions in medical image diagnosis.
An interactive and effective image retrieval system can be developed through
combination of appropriate CBIR and RF techniques. With the increasing scale
of image databases, however, an efficient indexing mechanism is also needed. Such
indexing mechanisms tend to be dependent on image feature representation methods
and retrieval techniques.
In summary, CBIR, RF, and indexing mechanisms are all crucial for an efficient
image retrieval system. This dissertation presents several developments in these areas
for the special case of spine X-ray image retrieval.

1.2

Content-Based Image Retrieval
Traditionally, images have been annotated with text data for keyword-based

retrieval. Currently, Google image retrieval is an example of such an approach. Although such an approach simplifies image retrieval, the difficulty has always been
obvious when attempting to use one or multiple keywords to accurately describe or
2

represent an image. Text annotation of images has become a formidable and impractical task with the advent of powerful computers which make large collections of
images available.
Content-Based Image Retrieval (CBIR) was first proposed in the early 1990s
to address this challenge [1]. As its name indicates, the CBIR image search makes
use of the visual content in the image itself, rather than relying on human-annotated
metadata such as captions or keywords. Such image content can be captured through
visual features such as color, texture, and shape.
Color information of a digital image is typically expressed using red, green,
and blue channels, a.k.a. the RGB color space. Other color spaces such as HSV (hue,
saturation, and brightness), CMYK (cyan, magenta, yellow, and black), etc. are
derived from the RGB space. Different color spaces are usually defined with different
emphases or criteria.
It is difficult, however, to perform similarity measurements directly on a color
space since color information is represented in pixel levels. Therefore, various color
representation methods were proposed for efficient retrieval [2, 3, 4, 5]. The most
fundamental and well-known color representation method is the color histogram, i.e.
the probability distribution of the colors in an image. Color histograms can be constructed for each color space and the number of histogram bins can be chosen based
on precision requirements and other preferences.
A common definition of texture is the repetition of basic structure elements.
Texture information is represented by variations in pixel intensity rather than color,
and thus is more often used for grayscale images. Frequency, direction, phase, etc. are
quantities used to describe the properties of image texture. Methods derived from
3

Gabor wavelets, the conventional discrete wavelet transform, and discrete wavelet
frames [6, 7, 8] and co-occurrence matrices such as Grey Level Co-occurrence Matrix
are often used to describe texture information.
To build a successful CBIR system for any particular image collection, the
unique visual feature(s) (i.e. color, or texture, or shape) of the collection need to first
be identified. For a collection of generic color images such as those shown in Figure
1.1, color is often the most distinguishing feature. For the grayscale images shown in
Figure 1.2, texture is instead the preferred feature to be used for retrieval.

Figure 1.1: Color image examples

Figure 1.2: Texture image examples

After identifying appropriate feature(s) for retrieval, various representation
methods such as color histograms, Gabor wavelets, etc. are then employed to describe
4

the feature(s). Thereafter, retrieval is based on the measurement of similarity between
feature representations so as to decide the level of similarity between images. There
exist many similarity measures which include the commonly used Euclidean distance,
quadratic distance, cosine distance metrics, histogram intersection, etc. [9].

1.3
1.3.1

Shape-Based Image Retrieval
Shape Contour
Besides color and texture, shape is another very important image character-

istic and could be very powerful in certain image types. Shape is defined to be the
geometric appearance of an object and is commonly described by its outline or surface. Intuitively, most objects have their own distinguishing shapes. For instance,
the shape of a cat is very distinguishable from that of a bird as shown in 1.3. Furthermore, people are skillful at recognizing objects based purely on their shapes. An
effective shape-based image retrieval approach can be very beneficial for retrieving
images from different types of image databases.

Figure 1.3: Shape contours of a bird and a cat

5

In medical images, organ shapes often exhibit pathological deformation and
can provide the basis for clinical diagnosis. For example, at an initial evaluation,
radiologists classify tumoral masses detected in mammograms based on lesion shapes
[10]. As shown in Figure 1.4, a malignant tumor generally possesses an irregular or
difficult-to-distinguish contour, while a benign one has a smooth contour.

(a) Malignant

(b) Benign

Figure 1.4: Typical breast tumor masses

When images possess low quality and/or contrast such as images shown in
Figure 1.4, shape segmentation can be a challenging task. The deformable template
matching algorithm proposed in [11] was employed to extract spine shape data points
used in this dissertation.

1.3.2

Shape Representation and Similarity Measurement
The following two factors are crucial for the successful operation of a shape-

based image retrieval system:

6

• An effective computer-calculated shape representation method, and
• An appropriate shape similarity measure.
As with all image representation methods, shape representation methods face
the challenge of: invariance to scaling, translation, and rotation. When dealing with
2-D images, these transformations are limited to be in 2-D as well. Figure 1.5 demonstrates all three transformations.

(a) Original shape

(b) Enlarged shape

(c) Translated shape (d) Rotated shape

Figure 1.5: Scaling, translation, and rotation

Shape contours are often represented by a set of contour points obtained
through segmentation. In the 2-D image domain, each shape contour point is recorded
and stored as an (x, y) coordinate. The density of the contour points may vary from
application to application and also depends on the segmentation procedure. Specific
requirements may be added to the segmentation procedure to simplify shape matching
constraints. For example, contours with equally-spaced points automatically simplify
the scaling issue.

7

Various shape representation methods can then be derived based on contour
points. For a closed contour, geometric parameters can be calculated. Such parameters include perimeter, area, elongation, compactness, etc [12]. One or more of these
parameters may differentiate simple object shapes.
A set of 2-D (x, y) coordinates can be used to represent a 2-D function. Therefore, a series of moments (mpq ) can be used for retrieval according to a theorem [13].
Each contour point (x, y) can also be represented as a complex number x+jy. Fourier
coefficients calculated through use of the Discrete Fourier Transform (DFT) can then
be used to represent the shape in the frequency domain. Fourier coefficients calculated in this way are referred to as Fourier Descriptors (FD) [14]. Chapter 2 presents
an extensive review of shape representation methods including moments and FD and
their use in image retrieval.
Various shape similarity measurements are proposed and employed in the literature. The Procrustes distance method takes the raw shape contour point data in
matrix form and determines a linear transformation to best conform it to the point
data of another shape [15]. When various parameter values are normalized, they
are often included to form a feature vector. Euclidean distance is normally used to
compare such vectors. For some specific shape representations such as FD, similarity
is often measured as the L2 distance obtained using a set of appropriate parameters
to minimize the effects of translation, scaling, rotation, etc. There are also other
well-known distance metrics for shape similarity measurement such as the reflection
metric [16], Hausdorff distance [17], turning function distance [18], etc.

8

1.3.3

Shape-Based Spine X-ray Image Retrieval
This dissertation is focused on the application of spine X-ray image retrieval.

Spine X-rays are one type of medical image with shape-distinguishable pathologies.
A digital archive of 17,000 cervical and lumbar spine X-ray images from the second
National Health and Nutrition Examination Survey (NHANES II) is maintained by
the Lister Hill National Center of Biomedical Communications in the National Library
of Medicine (NLM) at the National Institutes of Health (NIH). Among these 17,000
images, approximately 10,000 are cervical spine X-rays and 7,000 are lumbar X-rays.
Text data (including gender, age, symptom, etc.) are associated with each image.
This collection has long been suggested to be very valuable for research into the
prevalence of osteoarthritis and musculoskeletal diseases. It is a goal of intramural
researchers at NLM to develop a biomedical information resource useful to medical
researchers and educators.
Two sample images from the database are shown in Figure 1.6. As shown in
Figure 1.6, spine X-ray images generally have low contrast and poor image quality.
They do not provide meaningful information in terms of texture or color. Shape is the
feature that most effectively describes the various pathologies identified by medical
experts in this image collection.
Pathologies found on these spine X-ray images that are of interest to the
medical researchers are generally expressed along the vertebral boundary. These
pathologies include anterior osteophytes (AO), intervertebral disc degeneration and
resulting disc space narrowing, subluxation and spondylolisthesis. Among them, work
presented in this dissertation focuses on AOs that are bony protrusions along the

9

(a) Cervical image

(b) Lumbar image

Figure 1.6: Two sample images from NHANES II

anterior inferior and superior edges of the vertebra. They are expressed as protruding
“corners” in the sagittal view. Figure 3.1.1 shows a schematic that depicts landmark
points of interest to medical researchers. Points 8 and 9 indicate the locations of
possible AO. Figure 1.7(b) shows an example image from the NHANES II collection
that is cropped around a vertebra with landmark points.
In the spine X-ray image retrieval application, the original contour data segmented from the spine X-ray images consists of 36 points. Each contour is recorded
starting from the right superior corner and proceeding counter-clockwise. These
points are not evenly-distributed along the contour. As shown in Figure 1.8, denser
data points are used to describe anterior corners where radiologists look for osteophytes. This dissertation studies and develops shape matching algorithms based on
spine shape contours for retrieval of spine X-ray images.
10

(a)

(b)

Figure 1.7: (a) Radiologist-marked 9-point model, (b) an example spine with inferior
AO

(a)

(b)

Figure 1.8: Spine shape contours
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1.4

Relevance Feedback
Substantial research effort has been devoted to exploiting effective image fea-

tures such as color, shape, and texture for CBIR since the early 1990s [19, 1]. These
techniques attempt to determine human perceived “high level” visual characteristics in the query to identify similar candidate images through computed similarity
of these images using computer-calculated “low-level” features. It is challenging to
address individual perception of images using a set of fixed computer-calculated lowlevel features. Inevitably, this results in a performance “gap” due to either erroneous
determination of the query semantics or limitations in CBIR techniques. This gap
limits the effectiveness in use of image features and similarity measurement methods
for CBIR.
This gap becomes more evident in medical image retrieval since medical images
of the same anatomy but with different pathology often exhibit very subtle differences
which lead to different subjective opinions even among experts. It is therefore critical that a CBIR system applied to medical images be less susceptible to this gap.
Traditionally, user interaction has helped in minimizing similar problems with text retrieval and user feedback has often been analyzed and employed to improve retrieval
relevance. Such feedback, often referred to as “relevance feedback” (RF), has also
been used in CBIR [20, 21, 22, 23, 24, 25, 26].
A fundamental concept of RF is to establish an interaction between the user
and the retrieval system and to refine the retrieval results based on user feedback.
Such an interactive system can be illustrated as shown in Figure 1.9. The system
typically can conduct multiple relevance feedback iterations upon request although
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the number of iterations can not get unrealistically large given the time needed for
user-system interaction. In an actual retrieval process, the user decides the number
of feedback iterations for each query to achieve a desired tradeoff between the results
and the amount of time required to obtain them.

Image
Query

Retrieval
Results

Relevance
Feedback
Figure 1.9: Interactive image retrieval system with relevance feedback

User feedback is often in the form of an opinion. It can simply be one of
the followings: relevant, no opinion, and irrelevant. Finer granularity in opinion may
also be used, although caution should be used when increasing the number of opinions
since a lay user (non-expert) may not be capable of providing fine judgments.
The two major aspects of RF are (1) image selection strategy: the method
of selecting images on which the user provides feedback, and (2) learning strategy:
the way in which relevance feedback is used to refine the retrieval results. Most RF
research work in the literature is focused on learning strategies and overlooks the
image selection strategy. Studies have demonstrated that image selection strategy is
13

actually crucial to RF performance. In most prior work, only the images that are
most similar to the user query are selected for feedback [20, 24, 26]. This approach has
some drawbacks. More details are discussed in Chapter 2 and a new image selection
scheme is introduced in Section 4.2.
In the literature, Neural Network (NN) and statistical approaches comprise the
majority of RF learning schemes. NN-based approaches often require an appropriate
training set and RF is performed during the network training process [21, 22, 23].
This requirement makes NN-based approaches unsuitable for rapid refinement of the
retrieval results. There are also various statistical approaches, which often depend on
the retrieval model. A weight-updating approach is commonly used when similarity
is calculated as a weighted summation through a hierarchical model [20].

1.5

Image Indexing
A database with sequentially organized entries requires exhaustive processing

of each single data item for retrieval. The resulting computational complexity makes
such an approach unrealistic as the database size increases. Indexing is a technique
for organizing the database in such a way that only a fraction of the data entries need
to be accessed during the retrieval search.
Indexing algorithms have been well-explored and become an indispensable
part of various databases. There are many basic and prevalent indexing structures
including B-Tree [27], KD-Tree [28], R-Tree [29], Quadtree [30], Slim-Tree [31], etc.
Variations of each tree structure have also been developed over the years for performance improvements or specific applications.
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Fast image retrieval has become a critical issue in recent years with the creation
of large medical image databases. Sequentially searching the entire database for
similar matches is becoming less and less feasible, especially in medical image area.
Hospitals produce an ever-increasing number of patient images every day which are
added to these databases. Therefore, efficient indexing algorithms are in great demand
for image retrieval systems.
Coordinate-based (vector-indexing in an N -dimensional feature vector space)
and metric-based methods (similarity-indexing in a pre-defined metric space) comprise the majority of indexing techniques [32, 33, 34, 35]. For feature-based similarity
searches, coordinate-based methods assume a high-dimensional feature vector and
map the data items as points in the feature space, which is then indexed using a multidimensional data structure. A retrieval search then corresponds to a range search
over the indexed data structure.
Coordinate-based methods often encounter a performance limitation called
the curse of dimensionality for high dimensional feature spaces. This is due to the
drastically-increased computational and disk I/O complexity for indexing a tree structure when the dimension is greater than about 15. Further explanation is provided
in Chapter 2.
Metric-based methods, on the other hand, only assume a metric space and
use metric-defined spheres to partition data items. Clustering is a simple way to
construct a metric-based tree structure. In comparison with spatial access methods,
metric-based methods can accommodate various feature similarity metrics and thus
possess more generality for indexing in conjunction with existing CBIR techniques.
However, they are usually computationally inefficient.
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1.6

Research Objectives
Vertebral shape contours contain valuable information regarding various patholo-

gies including anterior osteophytes (AO), intervertebral disc degeneration and resulting disc space narrowing, subluxation and spondylolisthesis. Manual extraction of
information involving vertebral shapes from large X-ray image databases such as
NHANES II is tedious and time-consuming. Therefore, automated techniques for
query-based image retrieval are of great interest to medical practitioners. The overall
objective is to develop techniques that allow large image databases to be efficiently
and effectively searched using minimal user interaction and feedback.
The overarching goal of this research effort is to develop a few components of
such a system. In particular, methods are required for taking a large volume of data
in a given image and extracting from it only the information relevant to the particular
search in question. Since such techniques are inherently error prone, some level of user
interaction is required to reduce the number of missed detections and false alarms.
Feedback from the user during the course of the retrieval process can dramatically
improve system performance, and techniques are required to allow such feedback to
occur in the most efficient manner possible. The way in which the image database
is organized also has an important impact on retrieval performance. An intelligently
indexed database is necessary to reduce search time to manageable levels.
All of the objectives mentioned above must be addressed before automated
CBIR approaches can be incorporated into multimedia medical database programs.
The following section outlines the specific contributions of this dissertation, and explains how they help achieve the objectives of an effective CBIR system.
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1.7

Contributions of the Dissertation
The specific application considered in this dissertation is the retrieval of spine

X-ray images, and the specific pathology under investigation is the anterior osteophyte. As explained above, the general objectives of this dissertation are to study
and develop algorithms for CBIR, RF, and indexing for developing an effective and
efficient system for retrieving spine X-ray images. Major contributions towards accomplishing these objectives are described in this dissertation, and have been presented in the following papers [36, 37, 38]. These contributions are briefly described
below:
• A new Multiple Open Triangle (MOT) method was developed for representing
partial shapes on vertebral outlines, in order to detect the presence of AO and
quantify its severity. In the MOT method, an open triangle is formed by drawing
a line between the current point and its adjacent point on each side, and the
length and angle associated with the open triangle are used to calculate the
similarity measurement between the query and the current image.
• Dynamic Programming (DP) was used as the search strategy for matching
shapes using the MOT representation. The traditional DP approach was modified and a Corner-Guided DP algorithm was developed for fast retrieval utilizing
the specific characteristics of spine shapes.
• A hierarchical retrieval model was developed by integrating different shapebased matching methods for both Whole Shape Matching (WSM) and Partial
Shape Matching (PSM) modalities. Each method could operate on various
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shape representations and each representation could contain multiple components. A weight, indicating the degree of contribution, was associated with
each element in the retrieval model and the overall similarity was calculated
hierarchically as a weighted summation.
• A weight-updating formula was developed to modify the weights according to
user relevance feedback. Short-term memory was used to store the RF history,
which was used to develop a new strategy for selecting images for user feedback.
A hybrid approach to CBIR that directly utilizes feedback history and modified
CBIR results through RF was developed.
• A simple Graphical User Interface (GUI) was developed for the X-ray image
retrieval system. The addition of the GUI enables the user to select a whole or
partial query and, when desired, provide relevance feedback for better retrieval
results.
• A pre-indexing approach for fast retrieval of spine X-ray images was proposed
based on the characteristics of spine shapes. An agglomerative clustering algorithm was employed to construct a metric-based tree indexing structure. The
proposed method makes it possible to index an otherwise unmanageably large
number of partial shapes by employing the 9-point model used by radiologists.
The remainder of the dissertation is organized as follows:
Chapter 2 reviews related work in the literature. It includes work in shapebased CBIR, relevance feedback, and indexing for image databases. Throughout
the review, the challenges associated with this research area are introduced, and
motivation for the approaches taken in the dissertation are discussed.
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Chapter 3 introduces the proposed partial shape matching approaches. The
new 9-point auto-localization algorithm is presented, and the new shape representation method referred to as the Multiple Open Triangle algorithm is defined. The use
of Dynamic Programming (DP) for searching matches is then explained. Based on
the 9-point model, the Corner-Guided DP strategy is developed by modifying traditional DP to provide fast retrieval. Experimental results demonstrate the superior
performance of the Multiple Open Triangle method with Corner-Guided DP in terms
of retrieval accuracy and time efficiency compared to other methods.
Chapter 4 demonstrates the hierarchical retrieval model for spine shape matching by integrating various WSM and PSM methods. The weight-updating formula
is presented that incorporates relevance feedback from the user to refine the results.
Based on this weight-updating RF approach, Short-Term Memory is employed to
develop a hybrid retrieval approach that integrates the refined shape-based retrieval
through RF and feedback history to provide final retrieval results after each feedback
iteration. Experiments show an average 20% increase in retrieval recall percentage
within two iterations of RF.
Chapter 5 begins with a discussion of the challenges associated with indexing
partial shapes. A solution is then proposed based on the use of 9-point data. A metricbased indexing method referred to as the agglomerative algorithm is applied to the
indexing task. The construction of the indexing structure and the subsequent retrieval
process are both documented. The retrieval performance obtained in our experimental
studies demonstrates that this indexing method is a fair trade-off between recall
percentage and the need for fast retrieval.
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Finally, Chapter 6 summarizes the research work presented in this dissertation
and outlines potential future research directions.
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Chapter 2

Related Work

A comprehensive review of research work in shape-based image retrieval, relevance feedback, and indexing trees is presented in this chapter.

2.1
2.1.1

Shape-Based Image Retrieval
Whole Shape Matching
Shape matching is a well-explored research area, and many shape representa-

tion and similarity measurement techniques have been presented in the literature.
There are two types of shape-based matching methods: Whole Shape Matching
(WSM) and Partial Shape Matching (PSM). Much of the published work in the
shape-matching literature as briefly introduced in Section 1.3 relates to WSM.
Shape representation methods for WSM include Fourier Descriptors (FD) [39,
40, 41], polygonal approximation [42], invariant moments [43, 44], B-splines [45, 46],
deformable templates [47], Curvature Scale Space (CSS) [48, 49], etc. As introduced
in Chapter 1, each contour point (x, y) can be considered to be a complex number
x + jy. The DFT can be employed to represent the shapes in the frequency domain
using a set of Fourier Descriptors. The number of coefficients employed depends on
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the desired accuracy. To match two shapes, a difference measurement is used to
calculate the distance between two FDs. Suppose a(k) and b(k) are the FDs of two
shape boundaries (k = 0, 1, ..., N − 1), the distance between them is expressed as:
X
d = min{
|a(k) − αb(k) exp[j(kφ + θ0 ]|2 }
φ

where φ = φ(n0 ) =

−2πn0
,
N

(2.1)

k

n0 = 0, 1, ..., N −1, and α and θ0 are chosen to minimize the

effects of translation, rotation, scaling, and starting point shift. Because of starting
point, rotation, and reflection invariance properties, FD magnitudes |a(k)| are often
used as an alternative for shape matching.
For a 2-D discrete function f (x, y), Equation 2.2 defines its ijth moment:
PN PN
mij =

x=1

y=1

PN PN
x=1

xi y i f (x, y)

y=1 f (x, y)

.

(2.2)

The mean of x component µx and the mean of y component µy then correspond to
m10 and m01 , respectively. The ijth central moment is then defined as:
PN PN
µij =

x=1

(x − µx )i (y − µy )j f (x, y)
.
PN PN
f
(x,
y)
x=1
y=1

y=1

(2.3)

These moments can be used to provide useful descriptors of shape. Suppose the
pixels outside the shape have value 0 and the pixels inside the shape have value
1, the moments µ20 and µ02 are thus the variances of x and y respectively. The
moment µ11 is the covariance between x and y. The eigenvalues and eigenvectors of
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the covariance matrix C expressed in Equation 2.4 are useful to calculate geometric
parameters mentioned in 1.3.2:




 µ20 µ11 
C=
.
µ11 µ02

(2.4)

For example, the eccentricity of the shape can be determined by looking at the
ratio of the eigenvalues and the direction of elongation can be determined by using
the direction of the eigenvector with whose corresponding eigenvalue has the largest
absolute value. The orientation can also be calculated using:

θ=

1
2µ11
tan−1
.
2
µ20 − µ02

(2.5)

In a sense, the sequence of moments is analogous to the components of a Fourier
sequence: the first few terms give the general shape, and the later terms fill in finer
detail. Moments have been shown to be a useful set of descriptors for WSM.
The CSS shape representation method has been selected for the MPEG-7
standard [48, 49, 50]. However, based on curvature zero-crossings, the CSS method is
more suitable for shapes with distinct curvature variations such as leaf shapes than
for smooth shapes with subtle curvature variations. FD was recently shown to possess
greater efficiency and robustness than CSS in a relatively complete review of shape
representation and description techniques [51].
Mehrotra and Gary used a polygonal approximation of the contour with very
few key boundary points [52]. Structural features of the polygon boundary are defined
based on pairs of adjacent vertices of the polygon. For each vertex, the corresponding
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features include the internal angle at the vertex, the distance from its adjacent vertex
in a clockwise direction, and its coordinates.
Research on shape-based medical image retrieval can also be found in the literature [53, 54, 55, 56, 57, 58]. Obviously, different shape representations and features
are desired for different anatomy and pertinent pathology in the variety of medical
images. Coefficients of size distribution, a representation equivalent to the pattern
spectrum, have been used to represent tumor shapes in [54]. The distance between two
shapes was calculated as the Lp norm of the difference feature vector. The NearestNeighbor algorithm was used for a fast search of similar shapes. Region-based shape
features including the ventricular index, ventricular angle, frontal horn radius, etc.,
were extracted and used for CT brain image retrieval in [56] for effectively classifying
hydrocephalus and atrophy. As another example, skin lesions can be diagnosed based
on contour irregularities [57]. In this work, twenty shape features including diameter,
bending energy, contour sequence moments, convex hull area, lesion area, etc., were
calculated and stored as a feature vector. Principal component analysis was then used
for relevant image retrieval. Periapical disease can be presented in dental radiographs
by the extracted shape contour around the periodontal area. Modal shape description provided by the finite element method (FEM) and eigen-analysis was proposed
to represent dental contours in [58], and shown to better model non-rigid deformation
of the objects shapes.
Although WSM is useful in many situations, PSM can be very valuable in
medical imaging where pathologies are only exhibited in a certain interval on the whole
contour, e.g., anterior osteophytes can be considered localized contour segments on
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the vertebral boundary. Not all methods reviewed above can be extended to support
PSM. Such approaches are discussed in next section.

2.1.2

Partial Shape Matching
In general, there is very limited information in the literature on partial shape

matching for medical image retrieval. For spine X-ray images, PSM allows querying
on specific intervals along the vertebral boundary shape and searches for the best
matching intervals on other whole shapes. This PSM concept theoretically addresses
the same problem as region-based image retrieval which divides the whole image into
several regions and weighs regions differently in order to emphasize certain regions of
interest [59, 60].
PSM also provides a way to deal with occlusion and distortion when comparing
two incomplete or distorted shapes [61, 62, 63, 64, 65]. Different shape representations
such as the wedge wave, inflection points, and line segments have been used. Petrakis
et al. [64] presented an approach for open shape matching using DP. Inflection points
served as inputs to the shape representation method. Extracted shape features included length, area, and rotation angle. DP selected the most promising merges
and searched for the match path with the least cost (highest similarity). Allowing
merging points made this approach capable of addressing matching problems in the
presence of occlusion and distortion. However, inflection points are not suitable for
rectangular spine shapes since a rectangular shape does not have significant number
of inflection points. Gdalyahu et al. constructed a syntactic shape representation
whose primitives were line segments and whose attributes were length and absolute
orientation [63]. Searching was also achieved using DP.
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Arica et al. introduced the concept of perceptual shape descriptors [65]. In
this approach, each point on the boundary was represented by the moments of the
angles formed by a pair of the bearings joining at the current point. The limitation of
this perceptual shape descriptor was that it required equally-distributed shape data
points.
Saber et al. proposed a method for fast matching of occluded shapes in [66].
Given a user-specified template, this method conducted a partial- matching-guided
whole shape similarity search in images. Based on low-level image feature analysis,
an initial content tree and adjacency matrix were generated. Instead of searching all
possible combinations of sub-regions for a suitable match, this method started with a
partial match in the largest elementary region and expanded about its neighborhood
by considering combinations of neighboring regions until the visible portion of the
occluded object has been identified.
A few of the PSM methods for occluded objects reviewed above are not hard
to adapt for matching actual partial shape queries. However, as mentioned earlier,
inflection points are not suitable for rectangular spine shapes since a rectangular
shape does not have significant number of inflection points. Shape data points for the
spine X-ray application are not equally distributed along the contour because dense
data points are needed to better describe pathological details of the region of interest,
such as the anterior osteophyte regions shown in Figure 1.8.
More often, shapes are represented by different numbers of points and different
data point distributions or data sample spacings, which is the case for the spine shapes
considered. Also, noise may occur during the process of contour segmentation. Thus,
DP’s capability of merging data points is preferred.
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Based on the perceptual shape descriptor in [65], a Multiple Open Triangle
shape representation method is developed in this dissertation. This method does
not require equally-distributed shape data points. A Corner-guided DP method is
developed by modifying the traditional DP approach, and is used as the searching
strategy for fast retrieval.

2.2

Relevance Feedback
RF is proposed to address the semantic gap between low-level image features

and high-level human visual systems. The fundamental concept of RF is to interactively obtain feedback and learn the user’s preferences on system-selected images to
refine retrieval results. The purpose of RF is thus to integrate a machine learning
process into an image retrieval system for higher retrieval accuracy.

2.2.1

Relevance Feedback Learning Approaches
In the literature, Neural Network (NN) and statistical approaches comprise

the majority of RF learning schemes. Since NN-based approaches normally require
substantial RF input during the training process, they are unsuitable for rapid refinement of retrieval results. Statistical approaches are therefore the main focus of this
section.
Two types of image retrieval systems, target search and category search systems, need to be defined before discussing various statistical RF learning approaches.
A target search system searches for a specific target (query) image in a database, while
a category search system searches for a certain number of images that are most similar
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to the query (target); i.e. it retrieves images most similar to the query’s “class”, e.g.
pathology, type, or modality, etc. A category search is also known as a k-Nearest
Neighbor (k-NN) search. A given RF learning scheme may not be applicable to both
types of image retrieval systems due to the different assumptions that underlie them.
Probability-estimating approaches have been the subject of considerable research interest [26, 67, 68]. An integrated probability function for calculating the
similarity between images was introduced in [26]. It was based on a posterior probability estimator and a weight-updating scheme. RF from the user was used to update
the weight and re-estimate the posterior probability. This method was tested on
trademark images and demonstrated a retrieval performance improvement from 75%
to 95% after two RF iterations.
In the target search retrieval system proposed in [67], a Bayesian rule was used
to estimate the probability of each image being the user’s query, or target. The probability was conditioned on the entire feedback history from the user and was updated
globally at each feedback iteration. The resulting system was quite sophisticated and
the updating process was computationally expensive and proportional to the size of
the image database. In addition, this Bayesian retrieval system was for target search
only, and it was based on the assumption that the target was in the database.
Unlike the non-parametric Bayesian approach [67], a method that estimates
statistical parameters using Expectation-Maximization (EM) has been used to determine the mean and variance of the user’s target distribution assuming a Gaussian
distribution [68]. This EM-based algorithm was applied to a maximum likelihood
function chosen to make most images appear in the medium likelihood area.
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Optimal adaptive learning is another approach for relevance feedback that has
appeared in the literature. In [69], adaptive filters were used to imitate the human
vision system. Both Least Mean Squares and Recursive Least Squares algorithms
were proposed to approximate an optimal Wiener filter solution. The user’s feedback
was taken to be the ground truth in guiding the algorithm to an optimal solution.
These methods have been tested on real images and showed promising performance.
Few existing RF methods have been applied to medical image databases. E1Naqa et al. described a relevance feedback approach incorporated into a similarity
learning-based framework for digital mammography [70]. With the focus on similarity learning, a simple updating formula was employed to re-compute the Similarity
Coefficient. In their earlier paper [71], incremental learning was proposed to incorporate each of the user’s feedback responses into an existing Support Vector Machine
(SVM). However, the method was only tested on similarity data from experienced
radiologists rather than extracted low-level image features.
Rui et al. proposed a straightforward and effective method based on hierarchical weight updating [20]. Like most statistical RF approaches, Rui’s method requires
prior statistical information for all images in the database. During each iteration,
this method simply displays the most similar objects to the user for feedback. The
user groups the objects into 5 categories according to user perception: highly relevant, relevant, no opinion, non-relevant, or highly non-relevant, and a score (positive,
negative, or zero) is assigned to each image accordingly based on the category it lies
in. Two different weight-updating approaches were taken for the feature level and the
component level, respectively. For the feature level, weights were updated by adding
the score to the original weights. For the component level, weights were updated as
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the reciprocal of the standard deviation of the component similarity value sequence
from the relevant set specified by the user.
The retrieval model for spine X-ray images proposed in this dissertation is
constructed in a manner similar to Rui’s retrieval model. It thus may appear reasonable to use Rui’s weight-updating scheme for the spine X-ray application. However,
statistical information is difficult or even impossible to obtain for PSM given the fact
that there are an unmanageably large number of partial queries that could be specified by the user. In addition, PSM dissimilarity always depends on a specific partial
query and has to be calculated on the fly.
Rui’s method also shows some deficiencies. For example, it is possible that
a component which is able to differentiate relevant sets from irrelevant sets has a
larger deviation within the relevant sets than another component which is not able to
achieve the same level of differentiation. Therefore, the reciprocal of the standard deviation may not be appropriate in some cases. Furthermore, independently-updating
weights for the feature level and component level causes inefficiency and other possible problems. Suppose a given feature does not perform well according to the user’s
feedback, and thus is assigned a lower weight during the weight-updating process.
However, if the independently-updated components of the feature happen to be assigned weights which make the feature a better indicator of the user perceptions, the
logical conclusion is that the feature itself should have been assigned a higher weight.
A weight-updating formula for RF learning based on a newly developed hierarchical retrieval model is proposed in this dissertation. This method also addresses
the deficiencies observed in Rui’s method.

30

2.2.2

Image Selection Schemes in RF
As discussed in the previous section, most RF papers have focused on learning

algorithms while overlooking the other key aspect of RF, image selection strategy, the
method of selecting images for which the user provides feedback. Studies have shown
that the image selection strategy is actually crucial to RF performance. In most prior
work, only images that are most similar to the user query are selected for feedback
[20, 24, 25, 26]. However, if the retrieval accuracy for one specific query increases from
iteration to iteration, there will be a large overlap between the image sets that are
selected at each step. Such methods are not efficient and can possibly lead to “overlearning.” They also ignore useful information that can be obtained from feedback
on “negative” images, i.e., the irrelevant images retrieved by the system.
Image selection strategies can be different for target search and category search
retrieval systems. The display updating scheme for the target search retrieval system
in [67] determined how to choose ND images for subsequent display to the user, a
process which essentially served the same purpose as the image selection strategies
in RF. In an attempt to minimize the number of iterations required to search for the
target, a Maximum Entropy method was employed for display in [67, 68]; it claimed
to maximize and fully utilize the information possibly elicited from the user and was
referred to as the “most-informative scheme”. A Monte Carlo approach was implemented as an alternate solution because of the high complexity level of this approach.
Although it appears to be an optimal display scheme, the most-informative approach
is limited to target search and therefore infeasible for category search retrieval systems
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like most medical image retrieval systems, including the proposed spine X-ray image
retrieval system.
A new image selection mechanism based on the employment of short-term
memory (STM) is developed in this dissertation. It is considerably less computationally expensive than the Monte Carlo approach, while maintaining the “most
informative” characteristic.

2.3

Image Indexing Trees
With the rapid development of information technology, image databases have

become increasingly large and important in many application areas such as face recognition, geography, computer-aided diagnosis, etc. Therefore, indexing algorithms for
efficiently constructing and accessing large image databases have been a very active
research area for over a decade.
In order to utilize well-developed indexing tree structures, a prevalent approach
is to represent each image in a high-dimensional feature space. More specifically, a
feature vector is formed by including all appropriate extracted features to represent
each image in the database. Therefore, coordinate-based indexing methods such as
KD-tree, B-tree, R-tree, etc., can be applied to index image databases.
However, the curse of dimensionality is a limitation to the performance of
coordinate-based methods. In this indexing application, the curse of dimensionality refers to the exponential growth in complexity with feature vector size, which
will eventually make an indexed search worse than a sequential search. In practice,
this limitation takes effect when the dimension of a feature vector exceeds about 15.
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Gaede and Gunther presented a comprehensive survey of most multidimensional indexing methods with primary focus on low-dimensional indexing problems [72]. For
generality, approaches endeavoring to overcome the curse of dimensionality for indexing in high-dimensional feature space are reviewed here.
Kanth et al. proposed novel techniques for fast computation of the singular value decomposition (SVD) which was used to reduce the dimension of the data
[73]. The remaining data was then indexed in a lower-dimensional space using a conventional multidimensional index structure. They also experimented with different
methodologies to incorporate the recomputed SVD-transform matrix in an existing
condensed-dimensional index structure. While the SVD along with other approaches
such as the discrete cosine transform (DCT) provide a solution to the curse of dimensionality, these techniques have several drawbacks including loss of precision in the
query result and high dimensionality even after the dimensionality reduction process.
Cha and Chung introduced a new dynamic index structure GC-tree (or the grid
cell tree) for efficient high-dimensional image indexing [74]. This GC-tree employed
a density-based approach to partition the data space into non-overlapping hypersquare cells with all points that lie inside each cell. The fundamental idea of this
density-based partitioning is to identify cells whose point densities are higher than
a threshold and focus the partitioning on such cells. Sparse cells can be treated as
a single virtual cell since the volume covered by sparse cells may not be pruned in
the search. This index structure adapts well to strongly clustered distributions in
high-dimensional image datasets. However, the process of how to adaptively control
the density threshold must be investigated.
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Qian et al. developed a method to re-embed the shape space in a Euclidean
space and employed a KD-tree for database indexing [34]. In Qian’s subsequent
dissertation [75], he demonstrated how the performance of the KD-tree was related
to the so-called intrinsic data dimension instead of the actual dimension of the feature
vector space. The “intrinsic” dimension was then estimated to provide the basis for
tree adaptation procedures so that the adapted indexing structures perform no worse
than a linear search.
Besides the curse of dimensionality, another limitation of coordinate-based
methods is their inability to index image databases when the database entries cannot
be represented by a feature vector. Under such circumstances, however, there still
exists notions of similarity between images. As an alternative, metric-based indexing
methods can be incorporated with various metric measurements and the distances
can be employed directly to index databases in a metric space.
The basis of metric-based indexing methods is a matrix of pair-wise distances
between each object in the database. Clustering algorithms have been investigated for
this task. Lau and King experimented with two unsupervised neural network clustering algorithms, Competitive Learning (CL) and Rival Penalized Competitive Learning
(RPCL) for image database indexing [76]. They also compared the performance of
these two methods with the k-means and VP-tree algorithms. The experiment included three sets of data: synthetic data in a Gaussian distribution, synthetic data in
a uniform distribution, and feature vectors extracted from synthetic images. It was
concluded that, among the four approaches, RPCL was the best method with fastest
retrieval and satisfactory precision.
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Bhatia presented a hierarchical clustering data structure for image database
organization [77]. The clustering process represented each cluster by an average image
whose values are the average of corresponding pixels over all images in the cluster
and updated clusters by assigning each image to a cluster that is the closest match.
The implementation utilized the Haar wavelet for scaling the images at different
resolution levels. In the paper, the author planned to extend this implementation
using Debauchies wavelets to index JPEG 2000 images.
For shape-based image retrieval applications, the biggest merit of a metricbased indexing method over a coordinate-based method is that it can be applied
to a large group of shape representations or shape matching algorithms which may
have been developed for specific image retrieval applications. For instance, metricbased methods can cooperate with shape representations that are not merely a simple
feature vector, and with shape matching algorithms that employ various distance
measurements. However, due to the existence of many well-explored tree structures,
coordinate-based methods are usually expected to have higher indexing efficiency
than metric-based indexing methods.
For shape-based spine image retrieval application, a hierarchical retrieval model
is constructed in this work by including different shape representations and matching
methods. Some shape characteristic values have to be calculated on the fly in order
to perform PSM. Therefore, the proposed retrieval model for spine X-ray retrieval
cannot be replaced by a pre-calculated feature vector to represent each shape in the
database. As the result of this limitation, coordinate-based indexing methodologies
are not suitable for organizing the spine shape database. Instead, an agglomera-
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tive clustering algorithm is employed to hierarchically cluster shapes to pre-index the
database.
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Chapter 3

Partial Shape Matching for Spine Image Retrieval

This chapter introduces the Multiple Open Triangle partial shape representation method and the Corner-Guided Dynamic Programming (DP) matching strategy.
In order to better explain these new approaches, other related methods are presented
along the way, including 9-point auto-localization, Line Segment shape representation, and traditional DP.

3.1

9-point Auto-Localization Algorithm
A 9 morphometric landmark-point model schematic was shown previously in

Figure 1.7. Because of the significance of the 9-point model to radiologists and bone
morphometrists in marking AO pathology, a detailed explanation of the 9-point model
is presented in this section. An automatic 9-point localization algorithm is also developed and introduced, which provides the basis for the Corner-Guided DP method
proposed in Section 3.4.
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3.1.1

9-point Semantic Relevance
As shown in Figure 3.1, Points 8 and 9 indicate the existence of AO. For

Figure 3.1: Radiologist-marked 9-point model

normal vertebrae, points 8 and 9 will coincide with points 3 and 6, respectively. The
semantic relevance of the 9 points in the sagittal view is as follows:
• Points 1 and 4 mark the upper and lower posterior corners of the vertebra,
respectively.
• Points 3 and 6 mark the upper and lower anterior corners of the vertebra,
respectively.
• Points 2 and 5 are the medians along the upper and lower vertebra edges,
respectively.
• Point 7 is the median along the anterior vertical edge of the vertebra.
• Points 8 and 9 indicate the presence of the upper and lower anterior osteophytes,
respectively. These points are typically marked at the osteophyte extremities.
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3.1.2

9-point Auto-Localization Algorithm
In what follows, an algorithm is developed to automatically localize the above

points by making heuristic assumptions based on their semantic relevance described in
the previous section [78]. This auto-localization algorithm provides corner information
for the proposed corner-guided DP method and thus is an essential part of the retrieval
system.
A curve evolution technique [79, 80] is employed to remove the least significant
data points while retaining ones with the most shape significance. This is achieved
by iteratively comparing the relevance measure of all remaining vertices on the shape
using the following expression:

K(s1 , s2 ) =

|(β(s1 , s2 ) − 180)|l(s1 )l(s2 )
l(s1 ) + l(s2 )

(3.1)

where β(s1 , s2 ) is the angle (in degrees) between two adjacent line segments s1 and s2 ,
and l(s1 ) and l(s2 ) represent the lengths of s1 and s2 normalized to the total length
of the whole shape. A higher relevance value for K(s1 , s2 ) means that the vertex
has a more significant contribution to the shape of the curve. The angle β(s1 , s2 )
is calculated as the outer angle between the two line segments. The curve evolution
process stops when the number of remaining vertices is reduced to 20. The bend angle
as illustrated in Figure 3.2 is then calculated for each of the remaining 20 points in
such a way that clockwise turns give a negative angle and counter-clockwise turns
give a positive angle. Thus, only vertices with a positive bend angle (convex curve)
can be a corner. The 9 data points of the 9-point model are detected according to
the following algorithm:
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Figure 3.2: Bend angle

1. Remove vertices with a negative bend angle.
2. If there are two adjacent vertices, both with a positive bend angle, remove the
vertex with the smaller bend angle.
3. If there are more than 4 points left after the first two steps, sequentially connect
all remaining vertices and recalculate their bend angles. Repeat steps 1 through
3 until there are only four points left.
4. Localize Points 2, 5 and 7 as the median points along the edge in the sagittal
view. The sagittal view is formed from a straight line drawn between two
corners, and the median is the point along the edge which has the smallest
distance to the mid point of the straight line.
5. Identify the presence of an osteophyte(s) according to the following: First,
calculate the bend angle of each of the seven points (four corners and three
median points); Second, check whether the bend angles of Points 2, 5 and 7 are
greater than a threshold, and if so, an osteophyte(s) is present.
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6. If an osteophyte(s) is present, go to Step 7; otherwise, terminate the process
by assigning Points 8 and 9 to overlap with the anterior superior and anterior
inferior corners (Points 3 and 6), respectively.
7. If an osteophyte is present at the anterior superior corner, Point 3 is selected to
satisfy the following conditions: (1) a point that is between the anterior superior
corner and Point 2 on the original 20-point data set, and that has a sufficiently
large bend angle, (2) a point which is the closest point to the anterior superior
corner.
8. If Point 3 is selected due to the contribution of Point 2, reexamine the bend
angle formed by connecting Points 8, 3 and 1. If this bend angle is not greater
than a pre-selected threshold, repeat Step 7 and exclude the current Point 3
from consideration.
9. If an osteophyte is present at the anterior inferior corner, Point 6 is selected to
satisfy the following conditions: (1) a point that is between the anterior inferior
corner and Point 5 on the original 20-point data set and that has a sufficiently
large bend angle, (2) a point which is the closest point to the anterior inferior
corner.
10. If Point 6 is selected due to the contribution of Point 5, reexamine the bend
angle formed by connecting Points 9, 6 and 4. If this bend angle is not greater
than a pre-selected threshold, repeat Step 8 and exclude the current Point 6
from consideration.
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3.1.3

Evaluation of 9-point Auto-Localization Algorithm
The auto-localization algorithm was tested on a subset of 250 vertebral shapes

from those marked by a board-certified radiologist. The evaluation was done by comparing the automatically-localized 9 points with the expert-marked 9 points. However,
a possible bias factor in the evaluation occurs due to the fact that the expert marks
9 points on the original X-ray image while the auto-localization algorithm localizes
9 points on the segmented shape contour. As shown in Figure 1.7, spine X-ray contours typically have a broad edge. This inevitably induces a slight difference of a few
pixels between the visual contours on the images and the segmented spine shapes,
even though the segmented shapes retain the spine silhouettes quite well.
Figure 3.3 shows two samples of the 9-point auto-localization algorithm’s performance, one with 7 points (without AO) and one with 9 points (with AO). The
crosses represent the points marked by the radiologist on the X-ray images and the
circles represent the points localized by the algorithm described above. The two sets
of 9-points are not identical due to a possible edge shift caused by the broad edge.
However, the algorithm performs fairly well in detecting the AOs and the relative
positions of the 9 points.
To provide a statistical evaluation, the L2 distance is employed to measure the
distance in pixels between the auto-localized and expert-marked points. Among the
250 shapes evaluated, there are 145 shapes with 7 points, 49 shapes with 8 points, and
55 shapes with 9 points. Suppose (xj , yj ) denotes the j th point on the auto-localized
0

0

9-point model and (xj , yj ) denotes the j th point on the expert-marked 9-point model.
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Figure 3.3: Auto-localization of 9-point model

The distance between two sets of 9-point data is calculated as follows:
n

1X
D=
n j=1

q
0 2
0 2
(xj − xj ) + (yj − yj )

(3.2)

where n is equal to 7, 8, or 9.
Although it is hard to find a global shift that would eliminate the bias between
the segmented contours and the original contours caused by the broad edge of the Xray images, the effect of the overall contour shift can still be minimized. The following
equation calculates a modified distance measure compared to that in Equation 3.2:
n

Dmin =

1X
n j=1

q
0

2

0

2

(xj − xj − δx ) + (yj − yj − δy )

(3.3)

where δx and δy are the overall contour shift in the x− and y− directions, respectively.
The shifts are obtained by taking the derivatives of Dmin with respect to δx and δy
separately and setting the derivatives to zero. Dmin is a more accurate distance
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Table 3.1: Comparison between D and Dmin for a few sample shapes
Shape Index
D
Dmin

1
8.4341
3.5222

4
5.3689
5.1134

22
11.0767
7.4792

68
14.1777
11.5854

117
21.0441
11.1038

119
6.191
3.4198

182
6.8872
6.537

183
12.9497
10.341

measurement between the two sets of 9-point data than the value D calculated in
Equation 3.2.
Table 3.1 shows a comparison between D and Dmin for a few sample shapes.
Both the D and Dmin distances are expressed in pixels. The difference between
the distances represents the overall shift between the two sets of contours. The
distribution of Dmin is shown in Figure 3.4 to better illustrate the performance of the
9-point auto-localization algorithm. The values of Dmin for 250 shapes were sampled
into 7 regions: 0 ∼ 5 (pixels), 5 ∼ 10, 10 ∼ 15, etc. Corresponding to the histogram
shown in Figure 3.4, Table 3.2 shows the percentage of shapes in each region. As
shown, 55.2% of the Dmin values are below 10 pixels; 77.6% are below 15 pixels and
93.6% are below 20 pixels. The edges of each spine contour presented in its X-ray
image are about 10 ∼ 15 pixels wide. Therefore, the evaluation result suggests a
fairly good performance of the algorithm.
From the distribution of Dmin measurements and the relative relationships
between the two sets of 9 points shown in Figure 3.3, it is concluded that the 9point selection algorithm performs its function effectively. In particular, localization
performance for the 4 corners shows good accuracy. Therefore, the algorithm provides
a reliable set of corners to the Corner-guided DP method discussed in Section 3.4.
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Figure 3.4: Distribution of Dmin

Table 3.2: Percentage of shapes with corresponding Dmin
Dmin
0∼5
5∼10 10∼15 15∼20 20∼25 25∼30
Percentage of Shapes 10.4% 44.8% 22.4%
16%
4%
1.16%

3.2

30∼35
0.8%

Shape Representation Methods for PSM
Various shape representation methods were reviewed in Chapter 2, and their

advantages and disadvantages were discussed. Most shape representation methods
developed in the literature attempt to match whole shapes rather than partial shapes.
Modifying these methods to support PSM is a difficult task. Methods based on
inflection points [64] have been developed to deal with occluded shapes in an attempt
to recover the occluded portion of the shape and could be used for PSM. However,
inflection points in particular are not well suited to represent vertebral shapes since
a rectangular shape does not have significant number of inflection points. Very few if
any other techniques have been developed with the specific aim of matching partial
shapes.
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Two shape representation methods, the Line Segment and Multiple Open Triangle approaches, are introduced and described in this section. More particularly,
the Line Segment method based on [63] is modified and a new method referred to
as Multiple Open Triangle is defined. Multiple Open Triangle method is especially
developed for PSM.

3.2.1

Line Segment
A line segment is formed by connecting two adjacent points on a shape contour.

A closed shape described using N points has N line segments, while an open shape
described using N points has N − 1 line segments. Besides the two shape features
length and absolute orientation used by Gdalyahu, relative orientation is proposed
here as a third feature. They are defined as follows and illustrated in Figure 3.5:
• Length: L2 norm of the line segment.
• Absolute Orientation: The angle between the abscissa axis and the line segment
that starts from the original point and has the same length and orientation as
the original line segment.
• Relative Orientation: The bend angle between two adjacent line segments.
The similarity between two line segments can be calculated based on these
0

three shape features. Suppose al (from the whole shape A) and al (from the whole
0

shape A ) are two line segments under consideration. The shape features of the line
0

segments al , al – length, absolute orientation, and relative orientation – are denoted
0

0

0

as (l, θ, θrel ) and (l , θ , θrel ), respectively. In order to calculate the similarities Sl and
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Figure 3.5: Properties of the Line Segment method

0

Sθ , a reference feature vector has to be calculated for both shapes A and A and is
0

0

denoted as (θ0 , l0 ) and (θ0 , l0 ), respectively. The reference feature value l0 is calculated
as the mean of the lengths of all line segments on shape A, while θ0 is calculated as
the mean of the absolute orientation values of all line segments on shape A. Values
0

0

0

for l0 and θ0 are calculated in a similar way for shape A . In order to obtain a scaleinvariant length similarity measurement, the global alignment will be calculated and
0

denoted as c0 = l0 /l0 , which is the overall average scale ratio between the two shapes
0

0

A and A . Then with c = l/l , the length similarity between two line segments can
be expressed as:
0

0

Sl (l, l |l0 , l0 ) =

4cc0 + (c2 − 1)(c20 − 1)
.
(c2 + 1)(c20 + 1)

(3.4)

The length similarity equation calculates the difference between the overall scale factor
of the whole shapes and the individual scale factor of two line segments from each
shape. The absolute orientation similarity is computed as:

0

0

0

0

Sθ (θ, θ |θ0 , θ0 ) = cos[(θ − θ ) − (θ0 − θ0 )].
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(3.5)

The relative orientation similarity is:

0

Srel = cos(θrel − θrel ).

(3.6)

All similarities are defined to range from 0 to 1 and the overall similarity is
the average of the three:
1
S = (Sl + Sθ + Srel ).
3

(3.7)

However, since DP is employed for searching paths to match a series of similar line
segments, a cost function is needed for the DP process. For each shape feature described above, the cost is defined as 1−S(imilarity). This similarity/cost relationship
is also applied to the Multiple Open Triangle shape representation method defined
in Section 3.2.2. Costs are denoted as Cl , Cθ , and Crel , respectively. Thus the total
cost is defined as:
1
C = (Cl + Cθ + Crel ).
3

(3.8)

This cost will be used by the DP process introduced in Section 3.3.

3.2.2

Multiple Open Triangle
An open shape can be expressed as M = M1 , M2 , M3 , ..., MN , where Mi is the

ith point on the shape with the coordinate (xi , yi ). Besides the two end points M1 and
MN , each point has at least one previous point and one subsequent point. An open
triangle is defined as the structure formed by connecting the previous point to the
current point and the current point to the subsequent point. For example, the open
triangle associated with point M2 is constructed by connecting M1 to M2 and M2 to
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M3 . For points that have more than one previous and subsequent point, a second
open triangle is constructed by connecting Mi−2 to Mi and Mi to Mi+2 . Third and
higher-order open triangles can be formed analogously. Therefore, a data point can
be represented by multiple open triangles as shown in Figure 3.6.

M6

K =1
K =2

K =3

M2

θ

Figure 3.6: Multiple open triangles for points on a partial shape with 11 data points

As shown in Figure 3.6, point M2 has only one open triangle while point M6
has five open triangles. Considering the density of the data points and the required
computational load, the maximum number of such open triangles associated with one
point for the spine X-ray application is set to 3. Therefore, point M2 is represented by
one open triangle while point M6 is represented by three open triangles as indicated
in Figure 3.6.
Length and angle features are calculated based on the Multiple Open Triangle
(MOT) representation. The lengths of the two sides of each open triangle are calculated. A reference feature vector is also needed for calculating length similarity Sl ,
which is defined in the same way as for the line segment representation method. The
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angle θ associated with an open triangle is also illustrated in Figure 3.6. This angle
is actually the supplementary angle of the Relative Orientation that is calculated for
0

the line segment method. Suppose θ and θ are the angles associated with the open
triangles of two data points considered for matching, the overall angle similarity is
then calculated as:
i=n

1X
0
cos(θi − θi ), n= 1, 2, or 3
Sθ =
n i=1

(3.9)

where n is the number of open triangles. For instance, when using three open triangles
to represent one data point, the overall angle similarity is the average of the three
individual angle similarities (one for each open triangle).
The cost of matching two data points represented by the Multiple Open Triangle method is therefore defined as:
1
C = [(1 − Sl ) + (1 − Sθ )].
2

(3.10)

This cost is used in the DP search process.

3.3

Traditional Dynamic Programming
DP is a powerful tool for finding a desired path from among a large collection of

possible paths. The desired path is typically the path with the minimum associated
cost, which is defined differently for each specific application. During the search
process, DP is capable of choosing a path which may ignore some of the original
data. For partial shape matching, DP allows shape data points to be merged so as to
achieve a closer matching result. This merging characteristic can match two partial
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shapes with a different number of points. As illustrated in Figure 1.8, most spine
shapes in the database have different point distributions. The ability to merge data
points allows DP to work with different point distributions.
The traditional DP searching strategy for PSM is explained as follows. Suppose there is a query open/partial shape A consisting of 5 points, and an object shape
B which is a closed shape consisting of 7 points. In the search for the best match of
query A to a portion of shape B, the searching algorithm builds a DP table (Figure
3.7), where rows and columns correspond to the points on A and B, respectively. The
number of columns of the DP table is twice the number of points on B. This is to
ensure that every point on B could be a starting point of a partial shape on B that
matches query A.
The DP search starts from the cells in the bottom row, which is denoted as
the Initialization Area, and proceeds upwards and to the right. Each cell of the table
contains the previous matching node location and the total cost associated with the
matching path up to the current cell. After filling out the top row, or Termination
Area, all possible matches on shape B to query A have been explored. Each path is
able to be traced back starting from the Termination Area. The matching path with
the minimum cost is finally picked to determine the most similar part of shape B to
query A.
During the process of filling out the DP table, data points are merged if a
lower cost can be obtained. For example, if the cost of matching points 2 and 3 on
query A with points 4 and 6 on shape B is smaller than the cost of matching points
2 and 3 on query A with points 4 and 5 on shape B, the DP algorithm will choose to
merge or remove point 5 on shape B to achieve a matching path with lower cost.
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Figure 3.7: A searching table for traditional DP

The cost used by DP as the search criterion is defined to include the cost
contributed by the corresponding shape features and a merging cost when a contour
point merging occurs. The merging cost serves as the penalty for removing a point
that is actually on the shape since it is not guaranteed to be noise. The merging cost
is measured as the sine of the merged points bend angle or Relative Orientation. This
value reflects the significance of the point being merged. When more than one point
is merged, the total merging cost expressed in Equation 3.11 is the sine of the sum of
the bend angle associated with each merged point:

Cmer = sin(θmerg1 + θmerg2 + θmerg3 + ...).

(3.11)

For instance, as shown in Figure 3.8, suppose there are four points and the matching
path is from point 1 directly to point 4. Therefore, a new line segment is formed
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as a straight line by connecting points 1 to 4 and merging/removing points 2 and 3.
Then the merging cost associated with this matching path is computed as Cmer =
sin(θmerg2 + θmerg3 ). The overall cost employed by DP is thus:
1
C = (Cf ea + Cmer ).
2

(3.12)

Figure 3.8: Merging process

Considering the data noise level and the fact that DP is computationally expensive, the maximum number of consecutive points one allows to be merged is set to
be 3 to reduce the processing time for the DP matching process. However, even with
this restriction, DP still requires a large amount of time to try every point on the
object shape as a possible starting matching point and every possible matching path
that does not violate any restriction. For a Pentium IV processor, approximately 30
seconds is required to find the best matching segment from a whole shape to a partial
query. This makes it impractical to employ the algorithm for web-based search with
large medical image databases.
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Traditional DP has been implemented for both Line Segment and Multiple
Open Triangle shape representations. Experiments have been conducted to test the
retrieval results of both representation methods with DP, and it has been shown that
the Multiple Open Triangle method performs better than the Line Segment method
[81]. Intuitively, this result makes sense since the Multiple Open Triangle method
provides information about the contribution and importance of a point to the curve
from multiple aspects. Thus, the Multiple Open Triangle method is chosen as the
shape representation method for the implementation of the proposed Corner-Guided
DP method introduced in the following section.

3.4

Corner-Guided Dynamic Programming
As addressed previously, DP possesses desired characteristic needed for flex-

ible matching with various data sampling conditions, but is also a time-consuming
process. Improvements, however, may be achieved by avoiding the effort of trying
impossible paths. One restriction that can be applied to DP is limiting the maximum
number of consecutive points that can be merged. Further improvements may be
made depending on specific applications.
Repeated observations of various vertebral shapes reveal that the vertebrae
tend to be rectangular and that the AO pathology occurs at the “corners” of the
shape. PSM allows the user to query on any part of the whole shape that the user
is interested in. However, in order for the partial shape query to be meaningful, it is
necessary for it to include a “corner”, i.e., the partial shape query should not be a
straight line.
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Through the introduction of 9 critical landmark points that help indicate the
AO pathology, the importance of the four “corners” is also demonstrated. With
the developed 9-point auto-localization algorithm, “corners” are available as prior
knowledge when performing shape matching. Prompted by this, a Corner-Guided
DP searching method is proposed which employs corner information to speed up the
traditional DP process.
The 9-point auto-localization algorithm introduced previously localizes the 9
points for each shape in the database and stores them in a local file. They are precalculated and stored so that the “corners” can be provided to the Corner-Guided
DP method at run time.

Figure 3.9: Corner-Guided DP search table

Traditional DP needs to be modified when guided by the corners. As a first
step, the corner on query shape A is aligned with a corner on an object shape B.
This restricts the similarity search to the segments at each corner. Thus, for a whole
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vertebral shape with four corners, four potential partial shapes will be identified, each
of which contains a corner. Among these four partial shape matches, the one with
the smallest cost is selected as the most similar partial shape that matches query A.
Figure 3.9 illustrates the Corner-Guided DP searching strategy, which shares
the same layout as the traditional DP table except that it has two termination areas.
Suppose query A has 7 points and object shape B has 9 points. Instead of starting
from the Initialization Area in traditional DP shown in Figure 3.7, Corner-Guided
DP first matches the corners indicated as ‘C’ in Figure 3.9 on both the query and
the object shape, which is actually a point in the Computation Area in Figure 3.7.
Starting from ‘C’, the DP search is then performed in both directions simultaneously
and independently until reaching the termination areas. The cost and the previous
matching node location are stored at each cell. The total cost at each cell is computed
and compared with the costs of other paths to determine which path to keep. As
mentioned earlier, because of its better performance, the Multiple Open Triangle
representation method is chosen to represent shapes for Corner-Guided DP. Therefore,
cost is computed according to the following equation:

Ctotal =

1
(W1 × Cl + W2 × Cθ + W3 × Cmer )
W1 + W2 + W3

(3.13)

where Wi is an adjustable weight. These weight values are initially chosen to provide
desired retrieval results for a few selected partial queries.
The Corner-Guided DP search for one matching path is described step by step
as follows:
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1. Search for one line segment on each side of a corner for the two corners (i.e. the
query’s corner and the corner under consideration on the object shape), which
forms an open triangle. Calculate the cost of each individual possible matching
path and find the first best matched open triangle originating at the corners
with the lowest cost. For example in Figure 3.9, Points 4 and 7 on shape B are
chosen to be the best match to Points 1 and 4 on query A, respectively.
2. If one side reaches its corresponding termination area first, go to step 4; otherwise, search for the next line segment on both sides of the corners. The new
cost is produced by matching the second open triangles of the corners and the
first open triangles of the two points selected in Step 1.
3. If one side reaches the termination area first, go to step 4; otherwise, search
for the next line segment on both sides. The new cost is then produced by
matching the third open triangles of the corners, the second open triangles of
the two points selected in Step 1, and the first open triangles of the two points
selected in Step 2. Since the maximum number of open triangles associated
with each point is limited to 3, this step completes the matching of all three
possible open triangles associated with the corner.
4. Take each side of the corner and continue the matching process according to the
searching strategy for traditional DP. Each side stops independently whenever
it reaches the corresponding termination area. The whole matching process
terminates when both sides reach their corresponding termination area.
Based on the above description, it can be concluded that Corner-Guided DP
only selects four best matching paths for each individual whole shape. However,
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traditional DP selects a best matching path for every point on the object shape.
Although the time for completing a best matching path varies from point to point,
the assumption that the time is equal for each point can be made for the purpose
of statistical analysis. Thus, if an object shape has N points, Corner-Guided DP
will only require 4/N of the time needed for traditional DP. As easily seen, the more
points the object shape contains, the more efficient Corner-Guided DP is compared
to traditional DP. This is a significant improvement in terms of time efficiency and
is especially significant when retrieving images from a large database. Experimental
performance results for the Multiple Open Triangle method with Corner-Guided DP
are presented and analyzed in the next section.

3.5
3.5.1

Experiments and Evaluations
Sample Experimental Results and Analysis
The retrieval algorithms and a test system were implemented in Matlab. Fig-

ure 3.10 shows the user interface of the retrieval system. “Load Query” allows the
user to select a spine shape from the database and the selected shape is then plotted
in blue and displayed in the window below. “PSM Select” allows the user to specify
a specific region of interest on the whole shape, which is then highlighted in red. In
order to evaluate the Multiple Open Triangle method with Corner-Guided DP, the
Corner-Guided Procrustes distance is also implemented for comparison. Therefore,
the user is allowed to choose one of these two retrieval methods from the system GUI.
The system gives a set of default weight values for angle, length, and merging cost,
which can also be customized by the user if desired.
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The Procrustes method performs a linear transformation including translation,
rotation, and scaling on one shape to find the best match between two shapes. There
is no explicit requirement that the two shapes be closed or open. Suppose (x, y)
0

0

and (x , y ) are n boundary point coordinates of shapes of A and B, respectively. The
Procrustes distance is then represented by Equation 3.14, where shape A is translated
by (Tx , Ty ), scaled by S, and rotated by θ:
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Figure 3.10: System User Interface
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As mentioned earlier, the major limitation of the Procrustes distance is that
it requires an equal number of points on the two shapes. Therefore, the first step of
calculating Corner-Guided Procrustes distance is also to localize the corresponding
corners on both the query and the object shape. The potential partial shape match is
chosen from the object shape so that the number of points on each side of the corner
is the same as the query. For example, if the query has 6 points on the left side of the
corner and 5 points on the right side of the corner, the potential partial shape match
is chosen so that it also has 6 points on the left side of the corner and 5 points on
the right side of the corner. The Procrustes distance is then calculated between the
query and the potential partial shape match according to Equation 3.14.
A set of 801 cervical shapes and 972 lumbar shapes segmented from a total of
400 images have been chosen for performance evaluations. Ten partial shape queries
(five cervical and five lumbar shapes) are picked and the best 15 matches to each
query are retrieved for analysis. Because of the subjective nature of human vision,
human judgment was used to provide the ground truth in most shape retrieval result
evaluations [64]. Therefore, human relevance judgments are also used to evaluate
the effectiveness of the two methods. Specifically, three human reviewers inspect the
retrieval results of a query and judge each of the retrieved shape as whether it is a
similar match to the query.
Figure 3.11 shows the retrieval results of a partial query using Multiple Open
Triangle with Corner-Guided DP, while Figure 3.12 shows the retrieval results of
the same query using Corner-Guided Procrustes distance. As shown, the Multiple
Open Triangle method performs better in detecting the details of the angle changes
on the query. Based on Multiple Open Triangle, Corner-Guided DP extends the
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matching path line segment by line segment. The Procrustes distance treats the
partial query as a whole and performs the alignments globally to find the minimum
distance. Therefore, the Multiple Open Triangle method is superior to Procrustes
distance in detecting local details.

Figure 3.11: Matching results by Multiple Open Triangle method using CornerGuided DP

Furthermore, as opposed to requiring the same number of points on two shapes
to calculate the Procrustes distance, Corner-Guided DP allows merging of data points
and does not require the same number of points to match two partial shapes. This
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enables DP to overcome noise on the contour by merging/removing noisy data points.
It is also desirable for DP to remove some unnecessary or dispensable points for more
matching options. This characteristic also contributes to the better performance
of Multiple Open Triangle method with Corner-Guided DP compared with CornerGuided Procrustes distance.

Figure 3.12: Matching results using Corner-Guided Procrustes distance
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Figure 3.13: Matching results for a different query using Multiple Open Triangle
method with Corner-Guided DP

Based on human judgment and comparing with other shapes in the database,
each of the retrieved shapes shown in Figure 3.11 is considered as a successful match.
However, use of the Corner-Guided Procrustes distance led to the misretrieval of at
least four shapes as shown in Figure 3.12. The obvious mismatches are retrievals
#3 and #11. Figure 3.13 shows the retrieval results of another query using Multiple
Open Triangle method with Corner-Guided DP. Each of the retrieved shapes is also
judged as a successful match to the query. But the retrieval result seems to be slightly
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better than the one shown in Figure 3.11. This is probably due to the unique shape
characteristic of the query in Figure 3.11.

3.5.2

Statistical Evaluation
A simplified method for computing Precision and Recall is used to give a

statistical evaluation of Multiple Open Triangle method with Corner-Guided DP,
Corner-Guided Procrustes distance, and the Multiple Open Triangle method with
traditional DP:
• Precision is the percentage of matched shapes retrieved with respect to the total
number of retrieved shapes.
• Recall is the percentage of matched shapes retrieved with respect to the total
number of matched shapes in the database.
Due to the large volume of the database, it is very difficult to manually find
all the matched shapes in the database for a specific query. The matched shapes for
all 10 queries from half of the entire database were picked by human judges and the
assumption was made that there are an equal number of matched shapes to a specific
query in both halves of the database.
The precision-recall results using the selected 801 cervical and 972 lumbar
shapes are plotted in Figure 3.14. The horizontal axis corresponds to the measured
recall while the vertical axis corresponds to precision. The plot contains 15 points,
which corresponds to the 15 best matches retrieved, and each point in the plot is the
average of all 10 queries. The first point from the left of the plot corresponds to the
average (of all 10 queries) precision and recall values for the best match, while the
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second point from the left corresponds to the average precision and recall values for
the top 2 matches, and so on. Higher precision and higher recall represent better
retrieval performance. The precision of the proposed Multiple Open Triangle method
with Corner-Guided DP starts from 100% (successfully retrieves the top match for
all 10 queries) and drops gradually as a larger number of matches is considered. For
the 10 queries selected for experimentation, the lowest precision of the Multiple Open
Triangle method is still above 85%, and it has consistently higher precision than the
Corner-Guided Procrustes distance. Multiple Open Triangle method with traditional
DP, on the other hand, presents very comparable precision as Corner-Guided DP.
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Figure 3.14: Precision-Recall results

The time efficiency of these three methods is also examined. First of all, 9
points for each shape in the database are pre-calculated and stored for run-time use.
Therefore, the processing time for 9-point localization does not contribute to the
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processing times presented. Average processing times per query for Multiple Open
Triangle method with Corner-Guided DP, Corner-Guided Procrustes, and traditional
DP are 14 seconds, 11 seconds, and 120 seconds, respectively. Therefore, compared
to traditional DP, Corner-Guided DP speeds up the retrieval process by a factor of
approximately 9 times, which is consistent with the expectation that Corner-Guided
DP on spine shapes should take

4
N

(N = 36 for the spine shapes) of the time required

by traditional DP. Although Corner-Guided DP is relatively slower than the CornerGuided Procrustes distance method, its average processing time is still reasonable for
an image retrieval system. Especially considering its higher retrieval accuracy, the
Multiple Open Triangle method with Corner-Guided DP is determined to be the best
method among the three.
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Chapter 4

Relevance Feedback

This chapter first introduces a hierarchical retrieval model for shape-based
spine X-ray image retrieval. Details are then devoted to the demonstration of the
new techniques developed for relevance feedback: a new image selection scheme and
a novel weight-updating approach. Through the use of Short-Term Memory, a hybrid
approach is finally presented which combines CBIR results and RF history.

4.1

Shape Retrieval Model
Instead of using only the PSM option for spine shape retrieval, in this work

various WSM and PSM methods are integrated into a hierarchical retrieval model
as shown in Figure 4.1. This model allows the user to select WSM, PSM, or both
for retrieval. This is achieved through assigning different weights to WSM and PSM.
More detailed information on this hierarchical retrieval model is presented below.
As shown in Figure 4.1, similarity between the query shape and a candidate
shape in the database is determined along one of two paths labeled as WSM and
PSM. WSM is a representative label for all shape matching approaches that belong to
WSM, while PSM is a similar label for all PSM methods. As seen from the bottom to
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top of this model, there are three hierarchical levels: component level, representation
level, and method level. One method can utilize multiple feature representations, and
each representation can be computed from multiple components. For example, the
three representations Geometric Properties, Fourier Descriptor (FD) and Procrustes
distance are used by the WSM method; Geometric Properties consists of two feature
components Elongation and Compactness. There is a weight associated with each
component, representation, and method indicated by the upper case W . The overall
dissimilarity/distance is calculated hierarchically as a weighted summation.
For ease of understanding, the following expressions compute dissimilarity instead of similarity, which is usually expressed as: 1 − similarity. For example, for
PSM methods, dissimilarity is calculated as:

DP SM = W21 DDP + W22 DF D + W23 DP ro

(4.1)

DDP = W211 Dlen + W212 Dang + W213 Dmer .

(4.2)

where

DF D is the L2 distance between two Fourier Descriptor vectors representing two
partial shapes and DP ro is the Procrustes distance between two sets of shape data
points. Similarly, for the WSM method, dissimilarity is calculated as:

DW SM = W11 DGP + W12 DF D + W13 DP ro

(4.3)

DGP = W111 DElo + W112 DCom .

(4.4)

where
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The overall dissimilarity is then defined as the weighted sum:

Doverall = W1 DW SM + W2 DP SM .

(4.5)

All weights are normalized weights and the dissimilarities at each level are all
normalized to be in the range of (0, 1). Obviously, weights represent the importance
of the corresponding components, representations, or methods. These weights can
be initialized by the user and adjusted through relevance feedback to reflect user
preference on different components, representations or methods.

4.2

Image Selection Scheme
This retrieval system has two modes: Mode R (Retrieval) and Mode F (Feed-

back). Mode R displays retrieved images most similar to the user’s query, while Mode
F displays selected images to the user for feedback. The default mode is Mode R. The
user can specify the desired number of matching shapes to be retrieved. For experimental purposes, this number has been arbitrarily set to 20 as the system default;
i.e., Mode R retrieves and displays the top 20 matches to a specific query. If the
user is not satisfied with the current retrieval results, the system switches to Mode F
and waits for feedback. The system then switches back to Mode R after refining the
retrieval results using feedback information from the user.
Providing relevance feedback should be made simple to allow easy adaptation
by practitioners who are not trained in CBIR concepts and are only able to make
visual judgments. Therefore, in Mode F the user is only required to express an
opinion on each image as being relevant, not-sure, or irrelevant. Mode F actually
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Figure 4.1: Hierarchical retrieval model for spine shapes
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includes two displays: one for negative examples (shown in Figure 4.2) and the other
for positive examples (shown in Figure 4.3). Specifically, Mode F includes 20 positive
examples, plus 10 negative examples. The system sets the default “opinion” to be
relevant for the positive examples, while irrelevant for negative examples.
Instead of simply selecting the 20 most similar matches at each iteration as
positive examples for feedback, a short-term memory is employed to store both positive and negative image examples chosen for feedback on the fly. Figure 4.4 illustrates
the procedure for selecting positive images for feedback for one specific query.

Figure 4.2: Mode F: Negative Examples
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Figure 4.3: Mode F: Positive Examples
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The short-term memory is first refreshed whenever a new query is presented.
Images in the database are ranked in order of increasing dissimilarity based on lowlevel image features. Images are processed sequentially starting from Rank #1: images that are not currently stored in short-term memory (STM) will be stored in STM
and at the same time are output to Mode F for feedback. This selection procedure
stops when the 20 slots for positive examples in Mode F are filled up. During the first
feedback iteration, the top 20 matches are all selected as positive examples in Mode
F and stored in STM. In the second iteration, not every retrieved image in the top 20
will be selected as a positive example. Therefore, the STM ensures that any image
that appeared as a positive example in previous iterations will not be reselected as a
positive example for feedback.
This feedback image selection approach insures that any image in the database
can be selected as a positive example for feedback at most once. Thus it avoids the
repetitive appearance of certain images in Mode F and greatly improves the efficiency
of obtaining relevance feedback from the user.
Mode F also includes 10 negative examples, which are selected sequentially
starting from matches ranked above 200. The number “200” is related to (ten times
of) the number of desired matches, which is 20 in this case. It is believed that
any images ranked ten times lower than the number of desired matches should be
considered as negative examples, since the user is much less likely to select them. The
inclusion of both positive and negative examples ensures possible corrections on severe
miss for the positive matches while still retaining sufficient feedback information on
the positive matches.

74

4.3

Weight-Updating Approach
For shape-based retrieval systems such as the proposed system shown in Figure

4.1, weight-updating approaches are preferred for relevance feedback. The weightupdating method proposed by Rui et. al. [20] was one of the first RF approaches and
has served as the basis for many other weight-updating techniques. Rui’s method is
reviewed in Section 2.2.1, where its weight-updating concepts and deficiencies are introduced. In this section, a new weight-updating approach is proposed that addresses
the deficiencies of Rui’s method.
First of all, a generic weight-updating formula for updating weights at each
level is developed and shown in Figure 4.1. For simplicity, this weight updating scheme
is introduced at the component level. As an example, the dissimilarity values of a
given representation for the relevant and irrelevant sets could be distributed as shown
in Figure 4.5. The ideal distribution is one for which the two dissimilarity ranges,
one for the relevant set and the other for the irrelevant set, do not overlap, which
indicates that this representation matches the user’s preference perfectly. In cases
when these two ranges do overlap, the range of all dissimilarity values of all images in
the relevant set is denoted as [min R, max R]. Therefore, at least one dissimilarity
value dIR of one of the images from the irrelevant set lies in [min R, max R]. For
this scenario, an ambiguous range is defined and shown in Figure 4.5. A difference
related to this ambiguous range can be calculated as:

Dif = dIR − max R
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(4.6)

so that the sign of Dif indicates the occurrence of such an ambiguous range in the
following manner:

Dif > 0, no ambiguous range occurs, and
Dif < 0, ambiguous range occurs.

(4.7)

the range of relevant set

0

1

min_ R

d IR

max_ R

: relevant set
: irrelevant set
Ambiguous range Dif = d IR − max_ R

Figure 4.5: Distribution of the dissimilarity values of a given representation

Suppose this given representation consists of N components and the weights
associated with these components are Wi , i = 1, ..., N , respectively. For every occurrence of an ambiguous range in the representation level, i.e., when the representation
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dissimilarity value of an image from the irrelevant set lies in [min R, max R], all
weights are updated once according to the following formula:

Wi = Wi
+

(
max
j

Difi −Difj >0

+

min
j

Difi −Difj <0

(

Difi − Difj
|Wi − Wj |
×
max{|Difi |, |Difj |} max{Wi , 12 (Wi + Wj )}
|Wi − Wj |
Difi − Difj
×
max{|Difi |, |Difj |} max{Wi , 12 (Wi + Wj )}

)

)
.

(4.8)

In the equation above, Difi is a difference calculated for the dissimilarity values at
the component level. In other words, Difi is defined in the same way as in Equation
4.6 but for the distribution of the dissimilarity values of the ith component of the
current representation.
This approach updates the weights “dependently” by comparing the ambiguous ranges of different components, Difi − Difj , and the values of their corresponding weights, |Wi − Wj |. For instance, in order to update W1 , a sequence of values Dif1 − Dif2 , Dif1 − Dif3 , ..., Dif1 − DifN are calculated. If Dif1 − Difj is
positive, it indicates that the 1st component produces a smaller ambiguous range
or a bigger separation between the relevant and irrelevant sets than the j th component. Therefore, the 1st component deserves a larger weight than the j th component. Under this circumstance, the proposed weight-updating method calculates
Dif1 −Difj
max{|Dif1 |,|Difj |}

×

|W1 −Wj |
,
max{W1 , 21 (W1 +Wj )}

a positive value, to add to W1 . Instead of just

adding some random value (for instance, 1 or 2), the term |W1 − Wj | serves as the
size of the weight increment so that it is of appropriate magnitude. However, in order
to provide a gradual increase in the change of the weights and avoid huge fluctuations, the term max{W1 , 1/2(W1 + Wj )} is employed as the denominator to provide a
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smaller and more stable increment. The coefficient of the incremental unit is based on
Dif1 − Difi , and calculated as
unit. The value

Dif1 −Difj
max{|Dif1 |,|Difj |}

Dif1 −Difj
max{|Dif1 |,|Difj |}

×

in a manner similar to the incremental

|W1 −Wj |
max{W1 , 12 (W1 +Wj )}

is calculated for each component

which satisfies Dif1 − Difj > 0, and the maximum value is then added to W1 .
If Dif1 − Difj is negative, an analogous explanation holds for the third term
½
min
j

Difi −Difj <0

Difi − Difj
|Wi − Wj |
×
max{|Difi |, |Difj |} max{Wi , 21 (Wi + Wj )}

¾
(4.9)

in Equation 4.8, except that a minimum negative value will be added to W1 .
Based on the discussion above, this new weight-updating approach compares
the ambiguous ranges of all components of a certain representation and updates the
weights based on the inter-relationship of the existing weights as well as the interrelationship of the ambiguous ranges. This dependent updating approach preserves
the true meaning of the weight since a mere weight value does not provide any information about its emphasis unless it is compared with other weights. The weights
associated with the representations (the middle level) and methods (the top level)
are updated using the same scheme by observing every occurrence of an ambiguous
range in the corresponding upper dissimilarity level.
A bottom-up procedure (shown in Figure 4.6) is also designed for the weightupdating process within the same RF iteration. This procedure recognizes and utilizes
the relationship between the weights of different levels. Specifically, the weights of
the components are updated first. Subsequently, the dissimilarity value of the corresponding representation is updated using the new set of weights for its components.
Once the weights of all components are updated according to feedback information,
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the dissimilarity values of all representations are updated as well. Therefore, instead
of using the old dissimilarity values of the representations, the weights of the representations are updated by analyzing the new, updated dissimilarity values. The same
strategy applies to the update of weights at the top level. This bottom-up approach
addresses the disadvantages of Rui’s method which updated the weights of all levels
independently. It insures that the weights are updated dependently through different
levels and therefore avoids the possible conflicts so as to be more efficient and effective
as well.

Update the
weights of the
components of
representation 1
.
.
.
Update the
weights of the
components of
representation N

Update the
dissimilarity value
of representation 1
using the new
weights
.
.
.
Update the
dissimilarity value
of representation
N using the new
weights

Update the
weights of the
representations
using the new
representation
dissimilarity values

Figure 4.6: Bottom-up updating procedure

4.4
4.4.1

Hybrid Approach Based on CBIR and RF
Foundation of the Hybrid Approach
In most typical RF approaches, final retrieval results during any iteration

come directly from refined CBIR retrieval results. As an example, the proposed
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weight-updating approach calculates a set of new weights after each feedback iteration
which is intended to enhance the query expression. Therefore, the refined retrieval
result after each feedback iteration comes purely from CBIR results obtained by using
the new set of weights. As shown in the literature [20, 26, 67, 68], this approach
provides a performance improvement over traditional CBIR techniques. However,
the implicit assumption made in this approach is that there exists one single set of
weights (for example, a single set of all the weights shown in Figure 4.1 for calculating
similarity) for each query and for each user that can retrieve all possible good matches
to the query in the database. However, this assumption has not been borne out in
experimental results.
The human vision system is very complicated, and the concept of “similarity”
is subjective and imprecise. Research has been conducted to learn what the concept
of “similarity” means to humans [82, 83, 84, 85]. Due to the subjective nature of
humans’ vision systems, different users often have significantly different perceptions
about the same image. In addition, the same user perceives images from multiple
aspects, such as color, shape, etc. For example, consider Figure 4.7, which includes
three chrysanthemum images. Suppose the one in the middle is the query, and the
user can consider both of other two images as matches to the query: match a is similar
to the query in color while match b is similar to the query in overall shape. Thus,
a single set of weights in favor of color or shape is less likely to be able to retrieve
both images as matches at the same time. Therefore, no matter how many feedback
iterations the user tries, a typical RF algorithm will not refine the CBIR retrieval
results to include both types of matches.
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match a

query

match b

Figure 4.7: Chrysanthemum images

The above argument can be supported not only by generic color images but
also by medical images such as the spine X-ray images considered here. As mentioned
earlier, only shape is employed as a meaningful feature for spine X-ray image retrieval.
Figure 4.8 shows three spine shapes. Considering the part highlighted in red on each
shape as the region of interest, match a and match b can both be considered as good
candidate matches to the query. Match a is similar to the query in terms of its local
angle details, while it does not look so similar to the query overall; match b is similar
to the query in terms of the overall shape, while it does not contain many similar
local angle details. This again demonstrates the multiple aspects of a human vision
system. It again indicates that one single set of optimal weights may not exist to
reflect the multiple aspects of human vision.
In Section 4.4.2, a hybrid retrieval model is proposed which integrates this
refined shape-based retrieval through RF and feedback history to provide the final
retrieval results after each feedback iteration.
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Figure 4.8: Spine shapes

4.4.2

Hybrid Approach
Short-Term Memory (STM) is proposed here to fully utilize feedback informa-

tion already provided by the user in the previous iterations. STM stores three sets
of images: images selected by the system as positive examples for user feedback purposes, images that received positive feedback from the user, and images that received
negative feedback from the user. Since this STM stores all images selected as positive
examples in Mode F, it can substitute for the STM required in the image selection
process proposed in Section 4.2. The integration of STM into a traditional CBIR
system with RF is shown in Figure 4.9. The STM portion is drawn with dashed lines
to emphasize the difference between the proposed hybrid approach and a traditional
CBIR system which connects the “RF from current iteration” box directly to the
“Weight-Updating formula” box.
Traditional RF approaches usually employ just the relevance feedback information from the current iteration to refine the CBIR results, which are the final
retrieval results after each feedback iteration. As shown in Figure 4.9, without STM,
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Figure 4.9: Hybrid approach with Short-Term Memory

RF from the current iteration would be fed directly into the weight-updating process
and the final retrieval results would be provided directly by the original or refined
CBIR results. This traditional approach of employing RF for CBIR is not able to
address the complexity of the human vision system as discussed in 4.4.1.
Feedback history, however, has been employed in several papers [86, 87, 88].
For example, in [86], a high-dimensional feature vector was used to represent each
lung image and the images were initially retrieved based on an unweighted K-nearestneighbor method. A decision tree, which classified each image to be either relevant
or irrelevant, was constructed or trained with the knowledge of all relevance feedback
history gained on the current query. The decision tree, in turn, returned all images
classified as relevant from which another K images closest to the query were retrieved
for further feedback. Similarly, the other two papers also employed feedback history
for training purposes. However, through the employment of STM, the proposed
hybrid method not only uses feedback history for the current weight-updating process,
83

but also directly contributes feedback history to the refined retrieval results at each
iteration.
The STM shown in Figure 4.9 is reset when the system starts to process the
retrieval for a new query. During each feedback iteration, images are classified into
the three sets described earlier based on user feedback and are stored in STM. With
all images that received positive and negative feedback from the user being stored in
STM up to the current iteration, all available relevance feedback information can be
used by the weight-updating procedure for weight adjustment.
A new set of weights is therefore obtained at each iteration using the weightupdating formula proposed in Section 4.3. The CBIR results are then refined using
the new set of weights. Instead of using the refined CBIR results as the final retrieval
results, the system provides a combination of both the refined CBIR results and the
RF results stored in STM. Since STM stores the intermediate CBIR images that
already received positive feedback from the user in the previous iterations, these
images should be considered as matches in the final results. The 20 matches in the
final results may all come from STM if there exist 20 matches in STM for the current
query. However, the user is more likely to already be satisfied by the results before
20 images with positive feedback are stored in the STM. The system can be easily
adapted to handle different numbers of retrieved images desired by the user.
The intermediate images stored in STM that received positive feedback from
the user are likely obtained from the results of different iterations. Since weights are
updated or modified from iteration to iteration, these images correspond to multiple
sets of weights. Therefore, by granting priority for these images to be included in the
final retrieval results, the proposed hybrid approach provides matches retrieved with
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multiple sets of weights instead of just one single set of weights. This approach better
addresses multiple aspects of the human vision system.
In addition, this hybrid approach is theoretically more reasonable than typical
RF approaches because it does not ignore the necessity and efficiency of having the
already retrieved-by-the-system and proven-by-the-user images available as matches
in the final retrieval results.

4.5
4.5.1

Experiments and Evaluations
Ground-truth Establishment
The testing data set for this experiment consists of a total of 888 shapes which

were generated from a total of 207 spinal X-ray images (107 cervical and 100 lumbar
films) selected from the NHANES II collection. As briefly introduced in Chapter 1,
each vertebral shape boundary is composed of 36 points consistently segmented with
the first point at the posterior superior “corner” (Point 1 in 9-point model). A set of
21 queries are selected for the experiments.
In order to evaluate the proposed RF approach, it is necessary to establish the
ground truth interpretation of these shapes. Two classification schemes for AOs are
chosen to establish ground truth. One is the Macnab classification [89, 90, 91]. Two
types of osteophytes are adapted from the Macnab classification: claw and traction.
As shown in Figure 4.10, a claw spur rises from the vertebral rim and curves toward
the adjacent disk. It often possesses a triangular shape and is curved at the tips. A
traction spur protrudes horizontally with moderate thickness, does not curve at the
tips, and never extends across the inter-vertebral disk space. The second classification
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Severity
Features

Table 4.1: AO Severity Grading Criteria
Slight
Moderate
Severe
No narrowing or a Mild narrowing or Sharp/severe nar< 15◦ angle by the a [15◦ , 45◦ ] angle by rowing or a >= 45◦
osteophyte from the the osteophyte from angle by the osexpected
normal the expected nor- teophyte from the
normal
anterior face of the mal anterior face expected
vertebra or protru- of the vertebra or anterior face of the
sion’s length being protrusion’s length vertebra or protru< 1/5 of vertebra being
[1/5, 1/3] sion’s length being
width (traction) or of vertebra width > 1/3 of vertebra
height (claw)
(traction) or height width (traction) or
(claw)
height (claw)

is a severity grading system defined by a medical expert consistent with reasonable
criteria for assigning a severity level to the AO. Three severity levels of AO are defined:
slight, moderate, and severe. The criteria listed in Table 4.1 are developed based on
[92].

(a) severe claw

(b) moderate traction

(c) slight/normal

Figure 4.10: Some examples of the Macnab classification and osteophyte severity
grades
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By combining the two classification schemes above, six categories of pathology
can be established. Some examples of these categories are shown in Figure 4.10.
Besides these six categories, there is another category: normal shapes. Normal shapes
are classified to be of slight severity without any of the Macnab types. Because of the
very subtle differences within the slight severity level, normal shapes are considered
to be in the same category as any slight shape although a slight claw shape is still
considered to be in a different category than a slight traction shape. Ground truth
is established according the medical expert’s observation of the spine shapes and
it is recorded in a Microsoft Access database table as shown in Figure 4.11. For
each shape, both anterior inferior and superior corners are classified and recorded
separately. As with any medical diagnosis, classification must be regarded as an
opinion. While necessary for evaluation, caution must be taken in considering this
set as a gold standard. Ideally, a ground truth set should be developed through
some form of consensus from multiple experts and reflect observer variability. The
development of such a ground truth database is an ongoing task at NLM.

Figure 4.11: Ground Truth Table
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Severe
Moderate
Slight
Normal

Table 4.2: Ground Truth Statistics
Inferior Claw Inferior Traction Superior Claw Superior Traction
70 C / 12 L
28 C / 13 L
12 C / 16 L
21 C / 3 L
92 C / 8 L
53 C / 26 L
1 C / 12 L
20 C / 31 L
79 C / 24 L
24 C / 91 L
3C /2L
57 C / 58 L
89 C / 295 L
318 C / 337 L
* C = Cervical, L = Lumbar

Once ground truth is established, it is expected that the six categories of
pathologies will not be distributed evenly throughout the established database. Most
shapes in the database belong to the slight severity categories, and there are very few
samples for several other categories. A complete analysis of the category distribution
for the ground truth data is shown in Table 4.2. In Table 4.2, the categories which
have fewer than 10 samples in the database are boldfaced and the ones which have
between 10 to 19 samples are italicized and highlighted. The statistical data can give
a rough view about the popularity of each category of AO pathology. For example,
superior claw seems to be rare in the whole database regardless of severity.

4.5.2

Experimental Results and Evaluation
Based on Table 4.1, a set of 24 queries, one for each unique combination of

the severity levels (slight, moderate, and severe), Macnab types (claw and traction),
locations of the osteophytes (superior and inferior) and image types (cervical and
lumbar), are selected for experiments and algorithm evaluation. However, the queries
that belong to the three boldfaced categories in Table 4.2 are excluded from the
experiments because of their low representation in the database. For all other 21
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queries, two independent sets of evaluation are performed as shown in Table 4.3:
Severity and Type. For the Severity column, a shape is considered to be a good match
if it has the same severity level as the query according to the ground truth. Therefore
during the relevance feedback process, such shapes are considered as “relevant” and
all others are considered as “irrelevant”. In this case, the provided RF is insensitive to
type. The same strategy applies to the Type column. Normal shapes are considered
as “relevant” to any slight shape even though a slight claw shape is still considered
as “irrelevant” to a slight traction shape in the evaluation results which correspond
to the Type column.
For both sets of testing, i.e., Severity and Type, up to two iterations of relevance feedback are conducted. For each query, the top 20 matches are retrieved for
study. The recall percentage is calculated for each feedback iteration. In the Severity
column, the recall is defined as the percentage of shapes with the same severity level
as the query among the top 20 matches; in the Type column, the recall is defined as
the percentage of shapes with the same Macnab type as the query among the top
20 matches. In both the Severity and Type columns, the results are presented for
each category as well as all the 21 queries. For instance, in the Severity column, the
average recall percentages are calculated for all the severe, moderate, slight, and 21
queries. Similarly, in the Type column, the recall results are calculated for all the
claw, traction, and 21 queries.
For comparison, experiments were conducted independently using the following three approaches: the proposed hybrid approach, the hybrid approach without
“negative examples” in the RF process, and the original approach based entirely on
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the weight-updating scheme. Results for these approaches are shown in Table 4.3, Table 4.4, and Table 4.5, respectively. In both sets of experiments, the proposed hybrid
approach shows significant improvements in only two feedback iterations. The overall
improvement for the Severity test is 22.00% with an 82.75% recall percentage after
the 2nd feedback iteration, and the overall improvement for the Type test is 17.50%
with an impressive 94.75% recall percentage after the 2nd feedback iteration.
When the “negative examples” in the RF process are excluded, results in Table
4.4 show a slightly lower improvement after the 2nd feedback iteration compared to
the results in Table 4.3. However, in the Severity test, the exclusion of “negative examples” seems to produce higher retrieval accuracy after the 1st iteration. Therefore,
more experiments are needed for a conclusive judgment on the role of “negative examples”. The new hybrid approach clearly outperforms the original weight-updating
approach. Its overall improvement percentage is almost twice of that of the original
method.
Finally, it is worth noticing that the recall percentage is inevitably lowered
due to the fact that some categories (italicized in Table 4.2) still possess less than 20
samples in the database. This can be justified by the overall lower recall percentage
for severe queries compared to slight queries. Under certain circumstances with extremely few samples, RF shows no improvement in the 2nd or even the 1st feedback
iteration because of the lack of samples. Better performance is expected for such
queries with a more comprehensive database.
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Table 4.3: Recall Results: Hybrid Approach
(a) Severity Test: RF insensitive to Type, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Severe
47.14%
55.71%
68.57%
21.43%

Moderate
48.33%
62.50%
79.17%
30.84%

Slight
85.00%
97.14%
100%
15%

21 queries
60.75%
72.25%
82.75%
22.00%

(b) Type Test: RF insensitive to Severity, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Claw
74.44%
82.78%
88.89%
14.45%

Traction 21 queries
79.55%
77.25%
90.45%
87.00%
99.55%
94.75%
20%
17.50%

Table 4.4: Recall Results: Hybrid Approach without ”Negative Examples” in RF
(a) Severity Test: RF insensitive to Type, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Severe
47.14%
57.43%
65.71%
18.57%

Moderate
48.33%
62.50%
75.83%
27.50%

Slight
85.00%
97.86%
99.29%
14.29%

21 queries
60.75%
73.75%
80.50%
19.75%

(b) Type Test: RF insensitive to Severity, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Claw
74.44%
82.33%
88.39%
13.95%
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Traction 21 queries
79.55%
77.25%
88.59%
85.50%
98.59%
93.50%
19.04%
16.25%

Table 4.5: Recall Results: Original Weight-Updating Approach
(a) Severity Test: RF insensitive to Type, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Severe
47.14%
54.83%
59.47%
12.33%

Moderate
48.33%
58.50%
66.75%
18.42%

Slight
85.00%
92.43%
97.29%
12.29%

21 queries
60.75%
64.50%
73.68%
12.93%

(b) Type Test: RF insensitive to Severity, Position, and Location

Without Feedback
After 1st Feedback Iteration
After 2nd Feedback Iteration
Overall Improvement

Claw
74.44%
79.03%
84.49%
10.05%
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Traction 21 queries
79.55%
77.25%
83.27%
81.75%
91.33%
88.23%
11.78%
10.98%

Chapter 5

Indexing Trees

This chapter first discusses the challenges associated with indexing partial
shapes. A solution for indexing partial vertebral shapes is then introduced based on
the use of an agglomerative clustering algorithm together with 9-point data.

5.1

Challenges of Indexing Partial Shapes
Corner-Guided DP can achieve faster retrieval performance than traditional

DP, however, it does not scale well with database size. Therefore, a fast and scalable
retrieval method is preferred, especially to enable web-based access to large image
sets. A fast indexing approach is one possible solution.
In the literature, such efforts have been conducted and have contributed to
image retrieval research work [32, 33, 34, 35]. However, DP cannot be pre-calculated
and must be performed on the fly for each query. Besides other general difficulties,
indexing for partial shapes is much more complicated since users are provided with
the flexibility of selecting the extent of the partial shape in the query. This flexibility
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suggests an unmanageably large number of partial queries that could be specified by
the user. This is illustrated in Figure 5.1, which shows 4 random partial queries that
could possibly be selected on the same whole shape.

Figure 5.1: Various partial queries from the same whole shape

It is intractable to index for every possible partial query regardless of whether
spatial access methods or metric-based indexing methods are used. A feasible novel
alternative indexing approach for the specific spine X-ray image retrieval application
is proposed in the following sections of this chapter.

5.2

Solution for Indexing Partial Spine Shapes
Spine shapes are generally rectangular with protrusions or distortions that

exhibit osteophyte pathology. The focus of this work has been on anterior osteophytes
and the radiologist-marked 9-point landmark model was introduced in Section 1.2
(shown in Figure 1.7). Prompted by the 9-point model, a solution is proposed as
follows to pre-index partial shapes around anterior corners.
The 9-point model for each shape in the database is pre-calculated by the
automatic localization algorithm and stored in the hard disk for run-time use by
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Figure 5.2: Two partial queries selected from each shape for indexing

Corner-Guided DP. By using the auto-localized 9-point data, two partial shapes are
selected from each whole shape and indexed for retrieval. As demonstrated in Figure
5.2, one partial shape (superior corner) is the contour segment between Points 2 and
6, while the other one (inferior corner) is the segment between Points 3 and 5. These
two partial shapes cover both the superior and inferior AO areas; they are referred
to as “indexed shapes” and are indexed separately. It is apparent that this indexing
approach is only intended for providing preliminary matching results for an individual
partial query so that Corner-Guided DP can be performed on a selected set of shapes
instead of the whole database.
As reviewed in Section 2.3, there are two types of indexing approaches: coordinatebased and metric-based indexing. In order to employ coordinate-based methods, a
pre-calculated feature vector is required to represent these two partial or “indexed”
shapes. This pre-calculated feature vector is not available from the retrieval model
shown in Figure 4.1. Therefore, a metric-based indexing approach using Procrustes
distance (see Equation 3.14) for pre-indexing is chosen.
The two indexed shapes are indexed independently. For instance, in order to
index the indexed shape at a superior corner, the Procrustes distance is calculated
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between every two selected superior corner indexed shapes. When computing the
Procrustes distance between two indexed shapes, the one that has more data points
needs to drop points starting from the end-point until it has the same number of points
as the other indexed shape. This is due to the requirement that both shapes possess
the same number of points when using the Procrustes distance method. Subsequently,
a distance matrix DM is created by including all pair-wise distances. Suppose there
are N shapes in the database. Then the distance matrix DM will be N × N in size,
with the element DMij representing the Procrustes distance between the two superior
corner indexed shapes of the ith and j th shapes in the database. This distance matrix
provides the basis for metric-based indexing.
In the retrieval process, the algorithm will first identify which corner the query
includes and extract the corresponding indexed shape from the whole shape to which
the query belongs. It then searches for similar matches in the indexing results that
correspond to a specific corner. The retrieval results are preliminary, and provide a
selected subset of images on which Corner-Guided DP will be conducted to find the
actual matches to the query.

5.3

Agglomerative Clustering Algorithm
To construct a metric tree is essentially to hierarchically cluster the whole

database based on pair-wise distances. An agglomerative clustering algorithm [93]
is employed to hierarchically cluster shapes in a bottom-up manner. The following
procedure outlines this algorithm:
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1. Initially, put each indexed shape in a cluster of its own.
2. Among all current clusters, pick the two clusters with the smallest distance.
3. Combine these two clusters into a new single cluster.
4. Repeat Steps 2 and 3 until there is only one cluster remaining.
A key technical detail associated with this algorithm is how to measure the
distance between two clusters which contain multiple objects. In general, there are
three common approaches: single linkage, complete linkage, and comparison of centroids. The single linkage method defines the distance between two clusters as the
distance between their closest members, while the complete linkage method defines
it as the distance between their farthest members. The proposed approach is similar
to the “comparison of centroids” method. An indexed shape is selected from each
cluster as its representative shape. The distance between two clusters is then defined
as the distance between their representative indexed shapes.
Two approaches are employed for selecting the representative shape for the new
cluster. The choice of which approach to use depends on the circumstances. When
merging two clusters that contain only a single indexed shape, the shape that has
the maximum overall distance from all other clusters is selected as the representative
shape for the new cluster; otherwise, the indexed shape which has the minimum overall
distance from all other shapes in the new cluster is selected as the representative
shape. Each cluster is considered as a sphere whose radius is the biggest distance
between its representative shape and any other shapes in the cluster. By repeatedly
merging the two clusters with the closest distance, the agglomerative algorithm finally
converges when only one big cluster remains.
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5.4

Retrieval Process
The user is allowed to specify any partial query on a whole shape which may

not be identical to one of its “indexed shapes”. The retrieval process consists of two
phases: pre-retrieval and final retrieval. In the pre-retrieval phase, regardless of the
actual partial query specified, its corresponding indexed shape is taken as the query
and the retrieval is performed based on the metric tree constructed in the previous
section. Depending on the number of matches the user desires to retrieve and the
distribution of data across the whole database, pre-retrieval returns some number
larger than the desired number of matches. For instance, suppose the user wants to
retrieve the top 20 matches; the pre-retrieval phase could select the top 100 matches
to the query’s corresponding indexed shape.
A range search is the same as a KN N (K-Nearest-Neighbor ) search when
the range is equal to the distance between the k th nearest neighbor and the query.
Therefore, a threshold T is selected for a range search so that it equals a 100-nearestneighbor search. Retrieval is performed in a typical tree-search manner. It starts from
the biggest cluster and proceeds toward the smallest one. Suppose that in the metric
tree, each cluster can be treated as a node. Then each node has a representative shape
and a radius R. The search can be achieved by two node tests: one compares the
distance d between the query and the representative shape against the threshold T ,
while the other compares d against the summation of T and R. For the first node test,
if d ≤ R, the representative shape of that node will be included in the pre-retrieval
results; otherwise, it will be excluded. For the second node test, if d < T +R, all child
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nodes will be accepted for further search; otherwise, all child nodes will be excluded
from further searches.

Final retrieval
output

query input

indexed shape

Pre-retrieval

query input

database input
output

database input
the whole database

Figure 5.3: Retrieval process with pre-indexing

The threshold T is selected based on empirical data so that the process described above retrieves around 100 shapes at the end. Final retrieval is then performed
only on the selected matches from the pre-retrieval process. Final retrieval uses the
method proposed in Chapter 3: Multiple Open Triangle with Corner-Guided DP.
It conducts a real-time search and calculation to find matches to the actual query.
Therefore, Corner-Guided DP is performed only on the selected shapes (around 100
in this case) from the pre-retrieval process as opposed to the whole database. This
huge reduction in processing time would allow for a web-based search. The whole
retrieval flow is shown in Figure 5.3.

99

5.5

Experiments and Evaluations
Based on the Procrustes distance distribution for indexed shapes, the threshold

is set to be T = 0.08 in the experiments. The new retrieval model with pre-indexing
shown in Figure 5.3 is evaluated in terms of both time efficiency and retrieval accuracy
and compared against the approach without pre-indexing.
The testing data set is the same as the data set used for the RF experiments.
It consists of a total of 888 shapes with 431 cervical and 457 lumbar shapes generated
from a total of 207 spinal X-ray images (107 cervical and 100 lumbar films). Each
shape contour is composed of 36 points. The ground truth used for the evaluation is
the same as the one developed in Section 4.5.1. The same set of 21 queries is used for
testing and evaluation. Each query is tested using both methods: with and without
pre-indexing. The top 20 matches are returned using each method for comparison
and evaluation.
Figure 5.4 and Figure 5.5 show the top 10 matches (ranked from left to right)
to the same partial query selected from the shape “C01235 4” using both methods.
The query itself is included and ranked first by both methods. With pre-indexing,
the retrieval takes only 10 seconds, while the method without pre-indexing takes 16
seconds. Among the top 10 matches, 7 are retrieved by both methods.
Time efficiency is evaluated by average processing time per query. The average time is 9 seconds for the approach with pre-indexing, while it is 16 seconds for
the method without pre-indexing. The pre-retrieval process takes about 6 seconds,
so the Corner-Guided DP process requires an average of 3 seconds per query from
the pre-select image set, which is approximately 1/5 of time required by the method
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Figure 5.4: With Pre-indexing: Top 10 matches to a partial query selected from
“C01235 4” as shown in the first grid

Figure 5.5: Without Pre-indexing: Top 10 matches to a partial query selected from
“C01235 4” as shown in the first grid
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Table 5.1: Recall results using both approaches

With Pre-indexing
Without Pre-indexing

Severe
55%
60%

Severity
Moderate Slight
61%
81%
65%
85%

All queries
69%
73%

Claw
80%
94%

Type
Traction All queries
86%
84%
79%
84%

without pre-indexing. This verifies our assumption that the selected threshold T
makes the range search roughly equal to a 100-nearest-neighbor search. The proportion of processing time required by Corner-Guided DP over the time required by
the method without pre-indexing decreases linearly with the growth of the database
size. However, pre-retrieval processing time per query does not increase linearly with
the growth of the database. Therefore, the time efficiency of using pre-indexing is
obviously more significant when the size of database grows.
Two sets (Severity and Type) of tests are conducted for evaluation and comparison. The criteria are the same as explained in Section 4.5.1. For convenience,
they are briefly restated here. In Severity, a shape is considered as a good match if it
has the same severity level as the query according to ground truth. Therefore, recall
for Severity is calculated as the percentage of shapes with the same severity level as
the query among the top 20 matches. Similar to Severity, Type recall is defined as the
percentage of shapes with the same Macnab type as the query. Besides the average
recall over all queries for Severity, average recall percentages are also calculated for
all severe, moderate, and slight queries, respectively. Similarly, Type recall results are
calculated for all claw and traction queries as well.
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Table 5.5 compares the recall results of both approaches. The method with
pre-retrieval provides a lower recall percentage in most categories, except for Traction
and All queries in Type. The reason that this method has lower recall percentages is
that the pre-retrieval process in most cases excludes a few potential good matches and
stops them from reaching the final retrieval phase. However, the recall percentages of
the method with pre-indexing are very comparable to the results obtained using the
approach without pre-indexing. It is therefore concluded to provide a useful tradeoff
for faster retrieval.
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Chapter 6

Summary

With the rapid development of computing technologies, digital images have
become ubiquitous and are endlessly being produced. Therefore, effective retrieval
methods and efficient database organization are of great practical interest. Related
research in the medical imaging area is particularly critical since the efficient retrieval
of medical images can provide statistical data on diseases and even diagnosis decision
support to physicians. This dissertation has presented research on the development of
an efficient and effective retrieval system for spine X-ray images, with particular focus
on the Anterior Osteophyte pathology. Different aspects of the conducted research
work are summarized here.
Shape is identified as a meaningful feature for spine X-ray image retrieval. A
new shape representation method, Multiple Open Triangle, was first proposed. Based
on the 9-point model used by radiologists, a Corner-Guided DP method was introduced which modified traditional DP by incorporating the auto-localized 9-point data.
Experimental results have demonstrated that the Multiple Open Triangle method
with Corner-Guided DP provides higher retrieval recall percentage and higher retrieval speed than other methods.
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A retrieval system with a hierarchical retrieval model was implemented by integrating various WSM and PSM methods. Weight-updating RF approaches were
determined to be desirable for this hierarchical retrieval model.

A new weight-

updating formula was developed for incorporating user feedback to refine retrieval
results. Based on the proposed weight-updating RF approach, Short-Term Memory
was further employed in the retrieval process. Therefore, a hybrid retrieval framework which integrates refined shape-based retrieval through RF and feedback history
was constructed to provide final retrieval results after each feedback iteration. Experiments showed approximately a 20% average increase in retrieval recall percentage
within two feedback iterations.
Research in the database indexing area was also addressed in this dissertation.
The challenges of indexing shapes, especially partial shapes, were discussed. Based
on 9-point data, a solution was proposed specifically for the spine X-ray image retrieval application. A metric-based indexing method, the agglomerative algorithm,
was employed for this indexing task. Experiments showed that retrieval with this
pre-indexing procedure offered faster retrieval and maintained a comparable recall
percentage.
A ground truth based on the radiologist’s opinion was developed for evaluations. However, a more comprehensive and trustworthy ground truth is in great
demand for future research. Such data should contain more sample shapes with more
evenly populated distributions for the different categories. It is also desirable that
the ground truth database be built through a consensus from multiple board-certified
radiologists.
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Possible future work also includes improvements to existing techniques. More
experiments and evaluations are needed, especially with a more comprehensive ground
truth. Currently, efficient indexing methods for image databases have only been
explored at a preliminary stage. More research work should be directed into this area.
The three topics addressed in this dissertation including CBIR, RF, and indexing
are interrelated. For example, certain RF methods can only be applied to certain
CBIR techniques. Therefore, research on the relationships and tradeoffs between
these methods is essential in developing an efficient retrieval system for large image
databases.
Instead of querying on a single spine shape, there could be advantages to
querying on a set of adjacent vertebral shapes and searching for similar vertebral
geometrical relationships as shown in Figure 6.1. Therefore, research into CBIR techniques with support for spatial geometrical relationships between adjacent vertebral
shapes is also a future direction and is currently an undergoing project in our lab. Image retrieval techniques enhanced with such capabilities could be expected to match
not only similar visual patterns in each candidate query object, but also find them
within a certain spatial locality. These techniques can help in the retrieval of images
exhibiting diseases including disc space narrowing (DSN), subluxation, spondylolisthesis, etc.
In certain images, shape can be combined with other features such as color and
texture for enhanced image retrieval. For example, both color and shape are valuable
in classifying uterine cervix images. The general problem of combining multidimensional metadata for retrieval purposes in multimedia databases remains an open and
interesting research area. Image content such as shape, color, and texture could also
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Figure 6.1: Query with multiple vertebral shapes

be combined with appropriately annotated text metadata and possibly other multimedia information including audio, video, etc, and exploited for retrieval. For spine
X-ray images, in particular, doctor diagnoses data and user feedback can be treated
as valuable annotated text metadata to aid in the retrieval process. Text data can be
represented using words or even simply pre-defined scale levels. As another example,
one could envision combining together a cardiac video sequence, EKG signals, and
the audio heart beat signal together for diagnosing heart conditions.
Work in relevance feedback may also be extended to deal with multidimensional information. User preference in color or shape, for example, could be learned
and reflected in retrieval results through relevance feedback. This may require relevance feedback algorithms to be capable of handling and incorporating independent
user feedback on both color-based and shape-based retrieval.
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Research into indexing a database with multidimensional data is also needed.
Efficient indexing tree structures may be modified and extended for this task. Because
of the different nature of various types of data, e.g., text and image data, for best
performance different indexing algorithms would likely be required for different types
of data in the database. The construction and management of the entire database
would involve learning how to incorporate and index each individual data type.
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