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Abstract
Let V,W be finite dimensional vector spaces over a field K, each with n distinguished
subspaces, with a dimension-preserving correspondence between intersections. When does
this guarantee the existence of an isomorphism between V and W matching corresponding
subspaces? The setting where it happens requires that the distinguished subspaces be generat-
ed by subsets of a given redundant base of the space; this gives rise to a (0,1)-incidence table
called tent, an object which occurs in the study of Butler B(1)-groups.
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An m × n table of zeros and ones is possibly the most common item in mathemat-
ics. It can be viewed as a geometric object, or as a combinatorial one; or as a matrix
over any field. Here we view such a table as an incidence table, with a twist giving it
a combinatorial nature, and subject to transformations with a complex composition
law [5]. Let m  1, n  0 be integers, V an (m − 1)-dimensional vector space over
a field K, with n distinguished subspaces V1, . . . , Vn. Consider another (m − 1)-
dimensional K-vector space W with distinguished subspaces W1, . . . ,Wn such that
the following intersection condition is satisfied:
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dim
(⋂
{Vr | r ∈ π}
)
= dim
(⋂
{Wr | r ∈ π}
)
, (∩)
for each subset π of  = {1, . . . , n} (in particular, dimVr = dimWr for each r ∈ ).
The question: does the intersection condition ensure the existence of an isomorphism
ϕ : V → W such that ϕ(Vr) = Wr for all r ∈ ? has, in this generality, easy coun-
terexamples (Section 6). But here comes the twist, in the form of a generating condi-
tion: we require that the subspaces Vr be generated by subsets of a redundant base
{e1, . . . , em} of V , by which we mean that {e1, . . . , em} is an (m − 1)-wise indepen-
dent subset of V , and (w.l.o.g.) the dependency condition is e1 + · · · + em = 0. Let
the subspaces Wr of W satisfy the analogous requirement with respect to a redundant
base {f1, . . . , fm} of W . The object of this paper is to prove that in this situation the
existence of the desired isomorphism is ensured.
To put the problem into perspective, note that, if we asked that the subspacesVr and
Wr be generated by subsets of a bona fide base ofV resp.W , the answer would be posi-
tive (Corollary 3.2); while if the given generating set is bigger than dimV + 1, or if the
dependency condition involves less than m elements, counterexamples can be found
(Section 6); thus the case in question is the discriminant one.
The generating condition prompts the construction of an incidence table describ-
ing at each place (i, r) the truth (1) or falsity (0) of ei ∈ Vr ; in the above setting, such
a table is called a tent. It is soon clear that the intersection condition is better put to
work if the columns of the tent are interpreted as partitions of the set I = {1, . . . , m};
this is how combinatorics enter the algebraic game.
Since the intersection condition implies in particular that inclusions between the
distinguished subspaces of V are matched in W , all this could be reworded in terms
of representations [1]; tents are in fact finite representations satisfying the above
generating condition for their distinguished subspaces.
We would like to point out that the extremely technical nature of some of the
proofs becomes intuitive if the reader draws the relative tents; the included examples
should help to familiarize the reader with their behaviour.
We are indebted to the Referee for some very effective suggestions.
1. Notation and first definitions
The definitions given in the introduction hold. In particular,
I = {1, . . . , m} is the row index set; its subsets are A,B,C, . . .
 = {1, . . . , n} is the column index set; its subsets (called types) are π , ρ, σ ,
τ , . . .
Calligraphic lettersA,B,C, . . . , p, denote partitions of I .
Vector spaces will be taken over a given field K. A vector space V of dimension
m − 1, together with a family of subspaces V1, . . . , Vn generated by subsets of a
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redundant base, is called an (m, n)-tent; we indicate the tent with the same symbol
V , and if the redundant base is {e1, . . . , em}, then the incidence table
(δi,r | i ∈ I, r ∈ , δi,r = 1 if ei ∈ Vr, δi,r = 0 if ei /∈ Vr)
will also be called tent; the subspace Vr determines the rth column vector, e.g., for
I = {1, 2, 3, 4, 5},  = {1, 2, 3, 4}:
V1 V2 V3 V4
e1 1 1 0 0
e2 0 1 1 0
e3 0 0 1 1
e4 1 0 0 1
e5 0 0 1 0
V1 = 〈e1, e4〉
· · ·
· · ·
Observation 1.1. It is useful to point out on the table that there are two ways for a
vector of the form, say, e1 + e4 to be seen to belong to a Vr : explicitly, as in V1, or
‘from the outside’, as its opposite −(e2 + e3 + e5), in V3.
A tent V is trivial if for each r ∈  either Vr = V or Vr = 0. The redundant base
of V will be called base of the tent.
A subset π ⊆  is called a type, and is also represented as a characteristic row
vector in {0, 1}n: π = (εr | r ∈ ) with εr = 1 if r ∈ π , εr = 0 if r /∈ π ; in this case
we will use as the order relation ‘’ rather than the containment ‘⊆’ of the subset
of . The type of a nonzero vector v of V is the row vector t (v) = (εr | r ∈ ) with
εr = 1 if v ∈ Vr , εr = 0 if v /∈ Vr . In particular, the rows of the tent V are the types
τi = t (ei ) of the base vectors, and are called the base types of V ; e.g., a tent is trivial
if and only if all its (base) types are equal. The set t (V ) = {t (v) | v ∈ V \ {0}} is the
typeset of V ; its types are called the types of V . The maximal types of t (V ), called
maximal types of V , will play an important role. (Note that a maximal type π of V
is a subset of  maximal under the condition
⋂{Vr | r ∈ π} /= 0. In particular, if⋂{Vr | r ∈ } = 0 then  is not a type of V .)
For the vector space W the redundant base will be {f1, . . . , fm}, the distinguished
subspaces W1, . . . ,Wn, the base types υi = t (fi ).
For a type π let V (π) =⋂{Vr | r ∈ π}; then v ∈ V (π) if and only if t (v)  π ;
when π is a maximal type of V , if and only if t (v) = π . The intersection condition
states
dimV (π) = dimW(π) for each type π ⊆ . (∩)
A vector space isomorphism ϕ : V → W such that ϕ(Vr) = Wr for all r ∈  is
called an R-isomorphism;1 we will say ‘V and W are R-isomorphic’, or ‘the tents
V and W are R-isomorphic’. Note that (∩) is necessary for the existence of ϕ.
1 R stands for ‘representation’. We cannot use ‘tent isomorphism’ because in [3] this term had a more
restrictive meaning. There, R-isomorphic tents were called ‘equigroupal’.
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The base elements of V and W , hence the rows of the two tables, can be re-
ordered independently, while (∩) allows to reorder the columns of V and W only
simultaneously; we will often use such reorderings without further notice.
A column in a tent cannot have only one zero: base redundancy implies that, if
Vr contains all but one of the base elements, it equals V , thus contains the remaining
base element as well. Hence when, from some construction, a solitary zero will occur
in a column, it will be changed into a one.
We end with a simple consequence of (∩).
Lemma 1.2. If (∩) holds, then for any two types π ′, π ′′ ⊆ , we have
dim(V (π ′) + V (π ′′)) = dim(W(π ′) + W(π ′′)).
Proof. If X′, X′′ are subspaces of a vector space X, then dim(X′ +X′′)= dim(X′) +
dim(X′′)−dim(X′ ∩ X′′). 
2. Analysing the problem
Base redundancy for V of dimension 1 requires m = 2; the case m = 1, i.e. V = 0,
is trivial. Form = 2 and anyn the result is clearly true (in particular, e1 + e2 = 0 means
e1 = −e2). It is also true for anym ifn = 1, since then a suitable reordering of the rows
of W yields ei 	→ fi as the desiredR-isomorphism. Therefore we may apply finite in-
duction to the rows or to the columns of V , starting with m = 2 resp. n = 1.
Remarks
1. Eliminating some columns (simultaneously in V and W ) limits the intersection
condition to a smaller set of subspaces of V .
2. Eliminating rows τj+1, . . . , τm (0 < j < m) presents us with a subspace V ′ =
〈e1, . . . , ej ,−(e1 + · · · + ej )〉 of V of dimension j , whose table is completed by
adding to the first j rows the incidence row of e1 + · · · + ej ; the distinguished
subspaces are V ′r = V ′ ∩ Vr . If V ′′ = 〈ej+1, . . . , em,−(ej+1 + · · · + em)〉, we
have trivially V∼=(V ′ ⊕ V ′′)/〈e1 + · · · + ej , ej+1 + · · · + em〉. To do induction
by cutting the tent horizontally into two ‘complementary’ tents V ′ and V ′′ (for
2 < j < m − 1), we first need to find analogous tents W ′, W ′′ for which (∩)
holds, in order to get by induction R-isomorphisms ϕ′ : V ′ → W ′, ϕ′′ : V ′′ →
W ′′. Even so, to conclude with a common extension ϕ : V → W we need ϕ′(e1 +
· · · + ej ) = −ϕ′′(ej+1 + · · · + em); a blending condition that is not ensured by
the induction hypothesis. On the plus side, if all the above works and Vr = V ′r +
V ′′r , we have ϕ(Vr) = Wr , since dimVr = dim(V ′r + V ′′r ) = dimϕ(V ′r + V ′′r ) =
dim(ϕ(V ′r ) + ϕ(V ′′r )) = dim(ϕ′(V ′r ) + ϕ′′(V ′′r )) = dim(W ′r + W ′′r )  dimWr =
dimVr .
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3. A better situation (where at least (∩) holds automatically) arises if, for some
type π , we consider the two tents: V (π) with distinguished subspaces V (π)r =
V (π) ∩ Vr = V (π ∪ {r}), and its analog W(π). To complete the definition of
tent we must provide a redundant base for V (π) such that the subspaces V (π)r
satisfy the generating condition; we will do it by associating to each V (π) (to
each π) a partition of I , called the partition of I under π .
For a subset A ⊆ I set
I \ A = A−1, eA =
∑
i∈A
ei = −eA−1 .
A partition H = {H1, . . . , Hk} of I = {1, . . . , m} is a family of nonempty, dis-
joint subsets Hi ⊆ I whose union is I ; the Hi are the blocks ofH. Partitions form a
lattice under the ordering “greater = coarser” [2]. For ∅ /= E ⊆ I and i ∈ I set:
• pE = {{i} | i ∈ E} ∪ {E−1}, the pointed partition pointed on E;
• pi = p{i} = {{i}, {i}−1}, the pointed bipartition pointed on i;
• p∅ = {I } is the maximum partition, viewed as pointed on ∅.
The minimum partition is min = {{1} . . . {m}} = pI (= p{i}−1 for all i ∈ I ). The
nonsingleton block E−1 of pE /= pI is called the zero-block of pE . For instance, if
m = 5, we have p{1,2,3} = {{1}, {2}, {3}, {4, 5}}, with {4, 5} its zero-block. For the
distinguished subspace Vr , define Ar ⊆ I by
Ar = {i ∈ I | ei ∈ Vr }.
Then a redundant base for Vr is
{ei | i ∈ Ar } ∪ {eA−1r }.
Since ei = e{i}, the indices of the base elements of Vr describe the pointed parti-
tion pAr = {{i} | i ∈ Ar} ∪ {A−1r }; we will write Vr = V (pAr ). In general, if H ={H1, . . . , Hk} is a partition of I , the set {eH1 , . . . , eHk } is a redundant base of the
subspace
V (H) = 〈eH1 , . . . , eHk 〉; (∗)
in particular, V = V (pI ), 0 = V ({I }).
A couple (b, c) of elements of a lattice L is called ∧-distributive if a ∧ (b ∨ c) =
(a ∧ b) ∨ (a ∧ c) for every a ∈ L. By [3], a couple (H,K) of partitions of I is
∧-distributive if and only if each block ofH ∧K is either a block ofH or ofK.
Lemma 2.1. IfH,K are partitions of I then V (H)=〈eC | {C,C−1}H〉. Hence
V (H ∨K) = V (H) ∩ V (K), and in particular
V (π) = V
(∨
{pAr | r ∈ π}
)
. (∗∗)
Moreover, V (H ∧K)  V (H) + V (K); and if (H,K) is an ∧-distributive
couple, equality holds.
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Proof. Since {Hi,H−1i } H ∀i = 1, . . . , k, we have V (H) = 〈eH1 , . . . , eHk 〉 
〈eC | {C,C−1} H〉. Conversely, let {C,C−1} H; then for some subset J of
{1, . . . , k} we have C =⋃{Hj | j ∈ J } and eC =∑{eHj | j ∈ J } ∈ V (H). The
second and third equalities and the inequality follow immediately. If (H,K) is
∧-distributive, by the [3] result the converse inequality holds as well. 
We now proceed to show how to recognize on the table the base {eC1 , . . . , eCk } of
V (π) = V (∨{pAr | r ∈ π}) = V (C), where C = {C1, . . . , Ck}. If pAr = min (that
is, the rth is a column of ones), then Vr = V ; once these Vr are dealt with, we are
left with columns with at least two zeros, i.e. with |Ar |  m − 2.
pA1 is the partition of the first column into its ones (the singletons) and its zero-
block A−11 .
pA1 ∨ pA2 can be of two kinds. If the two zero-blocks are connected (i.e. A−11 ∩
A−12 /= ∅) then pA1 ∨ pA2 = pA1∩A2 is a pointed partition. The connection appears
on the table as two zeros on a same row (the ith if i ∈ A−11 ∩ A−12 ). If the two zero-
blocks are not connected (i.e. A−11 ∩ A−12 = ∅) then pA1 ∨ pA2 is not a pointed par-
tition any more: it has exactly two nonsingleton blocks, A−11 and A
−1
2 , e.g. for m = 5,
connection yields p{2,5}∨p{1,2,3} =p{2}, while p{1,2,3}∨p{1,4,5} ={{1}, {2, 3},
{4, 5}}:
More generally, a (0, 1)-table indexed in I ×  defines two equivalence
relations, one on I (viewed as the set of rows) and one on  (viewed as the set
of columns), both called connectedness. The best way to describe them is the
following. String together zeros lying on the same row and (separately) zeros on
the same column. Pick any element and pull: the rows that come out strung
together form a block of a partition of I ; the columns, a block of a partition of .
If π ⊆ , we call connectedness under π the equivalence relations on the subtable
indexed in I × π ; it will yield a partition of I (the partition of I under π) and one
of π ; the blocks of this last one will be called component of π . Example 1 shows
connectedness under π = {1, 3, 5, 7}.
The correspondence between blocks of rows and of columns (coming out together
when one pulls) is pictured in Example 3, after reordering rows and columns suitably.
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A row of ones will be in a singleton block, with no corresponding block of columns;
and this is the only case where the corresponding component is empty. The main
computational result on connectedness is now straightforward:
Lemma 2.2. The partition of I under π is C =∨{pAr | r ∈ π}.
In the following Example 1, where m = n = 7, we have (marked by asterisks)
π = {1, 3, 5, 7}(= τ1) ⊆ ; pA1 = {{1}, {2, 4}, {3}, {5}, {6}, {7}}, etc.; pA1 ∨ pA3 ∨
pA5 ∨ pA7 = {{1}, {2, 4}, {3, 5, 6, 7}} = {C1, C2, C3} = C1, hence V (π) = V1 ∩ V3∩ V5 ∩ V7 = V (C1) = 〈e1, e2 + e4, e3 + e5 + e6 + e7〉.
Example 2 shows how the rows of the tent can be rearranged so that the blocks of
the partition C are consecutive, with singletons first: C = {{1}, {2, 3}, {4, 5, 6, 7}},
and the columns so that π = {1, 2, 3, 4}, and that connected columns are adjacent:
π = {1} ∪ {2, 3, 4} = π2 ∪ π3, a disjoint union (πi is the set of connected columns
relative to the block Ci). Note here that if we take only some columns of πi , e.g.
columns 2 and 3 of π3, they need not be connected any more.
In general, we may suppose C = {{1}, . . . , {j}, Cj+1, . . . , Ck} with 0  j  k
the number of singleton blocks. Let πi be the component of π associated to the
row block Ci . A column indexed in πi cannot have zeros out of Ci , otherwise Ci
would be connected to some other block Ci′ ; so the subtable (Ci, πi) has all its zeros
connected, while (C−1i , πi) and (Ci, π \ πi) consists of ones.
As in Example 2, we can reorder the columns in the table of V so that π =
{1, . . . , s} = π1 ∪ · · · ∪ πk (disjoint union), with the empty components πi (i  j )
first, and with the nonempty πi consecutive subsets of π . The subtables (Ci, πi) for
i > j have connected rows, while all the rest of the table under π consists of ones.
Nothing can be said of the columns s + 1, . . . , n. This is how we can represent the
described situation:
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Example 3
Lemma 2.3. (a) In the partition C of I under π, the block Ci is (the ith) singleton
if and only if ei ∈ V (π), that is π  τi . (b) If π is a maximal type of V, for every
r /∈ π the column vector of Vr has a zero entry on every block Ci; in particular, if
the partition of I under π has a singleton block {i}, then π = τi , a base type.
Proof. (a) From the definition (∗) of V (C), it is easy to see that ei ∈ V (C) if and
only if C has the block {i}; since V (C) = V (π), this is equivalent to τi  π .
(b) π is a maximal type of V if and only if V (π) /= 0 and V (π) ∩ Vr = 0 for all
r /∈ π . In that case, since for every r /∈ π the join of C with pAr is {I }, in Example
3 something more can be said of the dotted columns: the column vector of Vr has a
zero entry on every block Ci . In particular if the first j blocks of C are singletons
then the first j rows of V are equal, of type π = τ1 = · · · = τj ; hence π is a base
type. 
Note that if the partitionC = {{1}, . . . , {k − 1}, Ck} of I under π is pointed, there
is under π only one connected subtable (Ck, π).
Defining now Br , for r ∈ , by Wr = W(pBr ), we have analogously W(π) =
W(
∨{pBr | r ∈ π}) = W(D) = W({D1, . . . , Dk}) = 〈fD1 , . . . , fDk 〉, with the same
k, because k − 1 = dimV (π) = dimW(π) by (∩). Reordering the rows we get D
with the Di consecutive (singletons first); note that the number of singletons need
not match the one for C. But the columns of W are fixed; the component ρi of π in
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W , that is the set of columns of W that have zeros on Di , remains scattered inside π .
Then πi = (πi ∩ ρ1) ∪ · · · ∪ (πi ∩ ρk), and since this puts us in V we may suppose
that each subset πi ∩ ρj consists of adjacent columns; but the columns in this subset
need not be connected (see the last comment in Example 2).
Going back to V , a crucial observation at this point is that, if Ci is a nonsingleton
block of C with component πi, the partition of V (πi) is pointed, with zero-block Ci;
in fact, V (πi) = 〈eCi , ej | j /∈ Ci〉; its partition is pC−1i .
Lemma 2.4. If πi is a component of a type π of V, the tent of V (πi)(= V (pC−1i ))
is obtained from the tent of V by substituting the block Ci of rows with a row of type
t (eCi ); in particular, if π is maximal, substituting it with a row of type π .
Proof. As in Remark 2, we need to show that, for all j ∈ C−1i and all r ∈ , ej ∈ Vr
if and only if ej ∈ V (πi)r = Vr ∩ V (πi) = V (pAr ∨ pC−1i ); while the type of eCi
is π . Clearly the ‘if’ part is true. Let then ej ∈ Vr , i.e. j ∈ Ar ; j ∈ C−1i by hy-
pothesis. Then ej ∈ V (pAr∩C−1i ) which is clearly contained in V (pAr ) ∩ V (pC−1i ) =
V (pAr ∨ pC−1i ) by Lemma 2.1. To compute the type of eCi note that eCi ∈ V (π)
means t (eCi )  π ; if π is maximal, we have equality. 
For instance, this is the tent of V (π3) = V2 ∩ V3 ∩ V4 in Example 2:
τ ′1 = 1 1 1 1 0 0 0
τ ′2 = 0 1 1 1 0 1 0
τ ′3 = 0 1 1 1 1 0 1
τ ′C3 = 1 1 1 1 0 0 0
If the partitionC of the maximal type π has at least two nonsingleton blocks Ck−1
and Ck , then V (πk−1) + V (πk) = V ; and V (πk−1) ∩ V (πk) = 〈eCk−1 , eCk , ej | j /∈
Ck−1 ∪ Ck〉 (the zero-blocks Ck−1 and Ck are disjoint). We then have tents V (πk−1)
and W(πk−1) satisfying the intersection condition by Remark 3, hence by inductive
hypothesis there exists an R-isomorphism ϕk−1 : V (πk−1) → W(πk−1); and analo-
gously ϕk : V (πk) → W(πk). Moreover, since C−1k ∪ C−1k−1 = I , every ei belongs
either to V (πk) = V (pC−1k ) or to V (πk−1) = V (pC−1k−1); hence Vr = V (πk−1)r +
V (πk)r . By Remark 2 considerations, if ϕk−1 and ϕk coincide on V (πk−1) ∩ V (πk)
(the blending condition) then, by Lemma 1.2, ϕk−1 and ϕk can be blended into an
R-isomorphism ϕ of V into W . Unfortunately the obstacle proves big, except for a
first case.
Lemma 2.5. Let tents V and W satisfy (∩). If some type π has in V a partition
C = {C1, C2} with C1, C2 nonsingleton blocks, then V and W are R-isomorphic.
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Proof. If π is not a type of V , substitute it with t (eC1), which is maximal in V .
By induction, arguing as above with k = 2, we haveR-isomorphisms ϕ1 : V (π1) →
W(π1) and ϕ2 : V (π2) → W(π2), while V (π1) ∩ V (π2) = 〈eC1 , eC2〉 = 〈eC1〉 (here
C2 = C−11 ); we only need to show that ϕ1(eC1) = ϕ2(eC1). Let W(π1) ∩ W(π2) =〈w〉. Note that V (π1) ∩ V (π2) =⋂{V (π1)r | r ∈ π2}; since ϕ1 preserves the dis-
tinguished subspaces V (π1)r , it also preserves their intersections: ϕ1(〈eC1〉) =
ϕ1(V (π1) ∩ V (π2))= ϕ1(⋂{V (π1)r | r ∈ π2})=⋂{W(π1)r | r ∈ π2} =W(π1) ∩
W(π2) = 〈w〉. The same happens to ϕ2; hence the desired conclusion. 
3. Special cases
We now settle three situations where there is no need for a blending tool (Propo-
sitions 3.1, 3.5, 3.8).
First let us examine our problem when every π ⊆  has a pointed partition both
in V and in W ; that is, when each V (π) and each W(π) is generated by (redundant-)
base elements.
Proposition 3.1. Let tents V,W satisfy (∩). If for every π ∈  the partitions of
V (π) and of W(π) are pointed, then a suitable reordering of the rows of W yields
ei 	→ fi as an R-isomorphism.
Proof. We do induction on n, since the case n = 1 satisfies our request. Suppose
then that the tables of the two tents V ′, W ′ obtained from V resp. W by taking
only the columns indexed in π ′ = {1, . . . , n − 1} are equal. We want to show that
by a reordering of the rows the whole tables will become equal as well. The next
Example 4 can be of help.
Let Vn = V (pAn), Wn = W(pBn), V (π ′) = V (pC). Reorder the rows of V ′ so
that equal rows are adjacent, and do the same on W ′. We will show that to make
the nth columns equal it is enough to reorder separately each package of rows
of W that are equal under π ′. Let I = S1 ∪ · · · ∪ Sh where each Si is a maximal
set of equal rows of V ′; and call σi (⊆ π ′) the common type of the rows of Si
in V ′.
Let σ1 be maximal among σ1, . . . , σh; then in our hypotheses V (σ1) = V (pS1),
W(σ1) = W(pS1). We have
V (σ1) ∩ Vn = V (pS1∩An), W(σ1) ∩ Wn = W(pS1∩Bn);
then by the intersection condition |S1 ∩ An| = |S1 ∩ Bn|. In other words, the number
of entries 1 of the column of Vn on the rows of S1 is the same as the number of entries
1 of Wn on the same rows. We therefore can reorder the package of S1-rows of W so
that they match those of V , including the nth entry.
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After repeating this procedure on all maximal types of V ′, if we have not exhausted
the rows, let us examine a package of rows that have in V ′ a sub-maximal type ρ,
that is, ρ is exceeded only by maximal types of V ′: say ρ < σ1, . . . , σk (1  k  h).
Set V (σr) = V (pSr ), W(σr) = W(pSr ) (r = 1, . . . , k). Then, if Sk′ = R is the set of
rows of type ρ in V ′, we have
V (ρ)= V (pS1∪···∪Sk∪R),
W(ρ)= W(pS1∪···∪Sk∪R),
V (ρ) ∩ Vn = V (p(S1∪···∪Sk∪R)∩An),
W(ρ) ∩ Wn = W(p(S1∪···∪Sk∪R)∩Bn),
hence by the intersection condition
|(S1 ∪ · · · ∪ Sk ∪ R) ∩ An| = |S1 ∪ · · · ∪ Sk ∪ R) ∩ Bn|.
Here all unions are disjoint; and since |Sr ∩ An| = |Sr ∩ Bn| for all r = 1, . . . , k,
we have |R ∩ An| = |R ∩ Bn|. Thus the number of entries 1 of the column of Vn on
the package of R-rows is the same as for Wn; hence we can reorder the R-rows of W ,
making the two tables equal on rows of S1 ∪ . . . ∪ Sk ∪ R. Proceeding with the other
sub-maximal types, and then with the sub-sub-maximal ones, after a finite number
of steps we will have the desired equality. 
V1 V2 V3 V4 V5 V6 n = 6
1 1 1 0 0 0
S1 = {1, 2, 3} 1 1 1 0 0 1 σ1 = {1, 2, 3}
1 1 1 0 0 1
S2 = {4, 5} 1 1 0 1 0 0 σ2 = {1, 2, 4}
1 1 0 1 0 1
S3 = {6} 1 1 0 0 1 1 σ3 = {1, 2, 5}
S4 = R1 = {7, 8} 1 1 0 0 0 1 ρ1 = {1, 2} < σ1, σ2, σ3
1 1 0 0 0 0
S5 = R2 = {9} 1 0 0 0 1 0 ρ2 = {1, 5} < σ3
0 1 0 0 0 0
0 0 0 0 1 1
m = 12 1 0 0 0 0 1
Example 4
Strengthening the generating condition we have in particular
Corollary 3.2. If (∩) holds and all distinguished subspaces of V and W are gen-
erated by elements of a linear base of V resp. W, then a suitable reordering of the
rows of W yields ei 	→ fi as an R-isomorphism.
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Say two tents V and W indexed on I ×  coincide under π ⊆  if for each r ∈ π
the column vector of Vr is equal to the one of Wr .
Corollary 3.3. Let tents V and W satisfy (∩). If for some i, j ∈ I we have τi  υj ,
the rows of W can be reordered so that V and W coincide under  \ τi .
Proof. W.l.o.g. i = j = m. Then Corollary 3.2 applies to the tents V ′, W ′ obtained
from V , W by disregarding subspaces indexed in τm: in fact, in V ′ and W ′ the mth
row consists of zeros, hence all the distinguished subspaces in V ′ and W ′ are gener-
ated by elements of a linear base. 
We investigate now two cases where maximal types satisfy some special condi-
tion. Call dimension of a type π the dimension of V (π); if C = {C1, . . . , Ck} is its
partition, then dimπ = k − 1, e.g., the type π of Lemma 2.5 is of dimension 1.
Lemma 3.4. Let τi = υh be a base type of V and of W . If there is in V a base type
τj  τi with j /= i then, under (∩), V and W are R-isomorphic.
Proof. W.l.o.g. let τ2  τ1 = υ1. Set
V ′ = 〈e1,−e1〉 (= 〈e1〉),
V ′′ = 〈e3, . . . , em, e1 + e2〉 (= V (p{3,...,m})),
so V = V ′ ⊕ V ′′. Observe that, by the condition posed on types, if e2 ∈ Vr then also
e1 ∈ Vr , hence e2 = (−e1) + (e1 + e2) ∈ (Vr ∩ V ′) ⊕ (Vr ∩ V ′′), thus Vr = (Vr ∩
V ′) ⊕ (Vr ∩ V ′′); this is trivially true if e2 /∈ Vr . By Corollary 3.3 the rows of W can
be reordered so that V and W coincide under  \ τ1; therefore the new υ2 is zero
under  \ τ1 =  \ υ1; hence υ2  υ1.
τ1  \ τ1
e1 1 1 1 1 0 0 . . . 0
e2 1 1 0 0 0 0 . . . 0
. . . . . . . . . . . . 0 0 . . . 1 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . 0 1 . . . 1 . . .
Example 5
Setting W ′ = 〈f1,−f1〉, W ′′ = 〈f1 + f2, f3, . . . , fm〉, we get for W the same de-
compositions as for V ; and since the sums are direct, we only need to determine
R-isomorphisms ϕ′ : V ′ → W ′, ϕ′′ : V ′′ → W ′′. The first is trivial; for the second it
is enough to show that (∩) holds. For a type π let V (π) = V (C), W(π) = W(D);
by hypothesis C and D have the same number of blocks. Observe that rows of V
connected via zeros on row 1 are already connected via zeros on row 2: in other
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words, either C has the singleton block {1} (that is, π  τ1 = υ1) or 1 and 2 are in
the same block; and the same is true for D. Since V ′′(π) = V (p{3,...,m} ∨ C), in the
first case the partition of I under π in V ′′ has one less block than C, in the second
case it coincides with C. Since the same happens for W ′′(π) = W(p{3,...,m} ∨D),
the partitions maintain the same number of blocks. 
Proposition 3.5. Let all maximal types of V and W have dimension 1. Then if (∩)
holds, V and W are R-isomorphic.
Proof. If there is a maximal type of dimension 1 whose partition is not pointed, the
result is proved in Lemma 2.5. Therefore we may suppose that all maximal types
have pointed bipartitions; in particular by Lemma 2.3(b), all maximal types are base
types both for V and for W . If all base types are maximal (and of dimension 1, hence
pairwise noncomparable) a reordering of the rows of W yields the R-isomorphism.
If not, we fall into the hypotheses of Lemma 3.4. 
We can now assume that V has a maximal type of dimension 2. Let us consider
a case where a little trick achieves the blending.
Lemma 3.6. If the tents V,W satisfy (∩) and τ1 = υ1, then also the tents V ′,W ′
obtained by adding to the distinguished subspaces the subspace Vn+1 = 〈e1〉 resp.
Wn+1 = 〈f1〉, satisfy (∩).
Corollary 3.7. Under inductive hypothesis on m, if V and W of dimension < m
satisfy (∩), and τ1 = υ1, there is anR-isomorphism of V into W sending e1 into f1.
Proof. If every pair of tents of dimension less than m satisfying (∩) are R-isomor-
phic––and V , W are such––the tents V ′, W ′ obtained by increasing n as in Lemma
3.6 without spoiling (∩) are also R-isomorphic. An R-isomorphism of V ′ into W ′
sends each Vr into Wr , hence V into W and e1 into f1. 
Proposition 3.8. Letπ be a maximal type ofV of dimension k − 1  2,with partition
C inV andD inW . If (∩) holds, and, after suitably reorderingD, each componentπi
of π in V equals the component ρi of π in W, then V and W areR-isomorphic.
Proof. The hypothesis ensures in particular that C and D have the same number of
singleton blocks; hence, by Lemmas 2.3 and 3.4, we may assume that C has at most
one singleton block and so does D. Since, for each i ∈ I , V (p
C−1i
) = V (πi) has
the same dimension as W(πi) = W(ρi) = W(pD−1i ), we have |Ci | = |Di |, hence
C = D. Let
σk =
⋃
{πi | i /= k}, σk−1 =
⋃
{πi | i /= k − 1}.
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A repeated application of Lemma 2.4 yields
V (σk)= 〈eC1 , eC2 , . . . , eCk−1ej | j ∈ Ck〉,
W(σk)= 〈fD1 , fD2 , . . . , fDk−1 , fj | j ∈ Dk〉.
Observe that eC1 , eC2 , . . . , eCk−1 have type π , as fC1 , fC2, . . . , fCk−1 ; thus by Cor-
ollary 3.7 the induction R-isomorphism ϕk : V (σk) → W(σk) can be required to
send eC1 into fC1 , . . . , eCk−1 into fCk−1 (hence their sum −eCk into −fCk ). The same
for ϕk−1 : V (σk−1) → W(σk−1), where
V (σk−1) = 〈eC1 , eC2 , . . . , eCk−2 , eCk , ej | j ∈ Ck−1〉;
but then ϕk and ϕk−1 coincide on V (σk) ∩ V (σk−1) = 〈eC1 , eC2 , . . . , eCk 〉, hence
define an R-isomorphism ϕk,k−1 of
V (σk) + V (σk−1) = 〈eC1 , eC2 , . . . , eCk−2 , ej | j ∈ Ck ∪ Ck−1〉
onto W(σk) + W(σk−1). Define analogously ϕk−2 : V (σk−2) → W(σk−2) and com-
bine it with ϕk,k−1; it is easy to see that a repeated application of this process leads
to an R-isomorphism of V onto W . 
4. A blending tool
In Section 3 we examined cases where there is no need for a blending tool; here
we build such a tool, to be used in the main proof in Section 5.
Lemma 4.1. Let j, h ∈ I with j /= h, v =∑i∈I ciei . If τj , τh  t (v) then τj 
t (v + ej ), τh  t (v + eh). If moreover cj = ch, then τj = t (v + ej ), τh = t (v + eh).
Proof. Since ej ∈ Vr implies v ∈ Vr , it also implies v + ej ∈ Vr ; analogously, eh ∈
Vr implies v + eh ∈ Vr ; this proves the first assertion. Suppose now v + ej ∈ Vr but
ej /∈ Vr , i.e. j /∈ Ar ; then h /∈ Ar , otherwise with eh also v would belong to Vr , hence
ej ∈ Vr , a contradiction.
From Lemma 2.1 with H = pAr , there follows that, if eC ∈ V (pAr ), then ei-
ther C or C−1 contains A−1r . Set then di = ci for i ∈ I \ {j}, and dj = cj + 1, so
v + ej =∑i∈I diei . Let C = {i ∈ I | di = dj }. Then j ∈ C, but h /∈ C; this is a
contradiction, since j, h ∈ A−1r . 
If K ⊆ I set VK = 〈ei | i ∈ K〉, and note that if K /= I the generating set {ei |
i ∈ K} is a vector space base of VK . Observe that, if (as in the next lemma) we have
(a) τi = π for all i ∈ K and (b) τh  π for some h ∈ I \ K , then the induced tent
on VK is trivial. In fact, by (a) the old base elements ei (i ∈ K) inherited by VK have
type π ; by (b), so does the additional base element eK , as noted in Observation 1.1.
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Blending Lemma 4.2. Let θ be anR-isomorphism of V onto W . If for some K ⊂ I
we have τi = π for all i ∈ K and τh  π for some h ∈ I \ K, then any isomorphism
ψ : VK → θ(VK) extends to an R-isomorphism ϕ of V onto W .
Proof. The statement is trivially true if |K| < 2. Let then w.l.o.g. K = {1, . . . , k}
with 1 < k < m; choose for W the redundant base fi = θ(ei ), so the type of fi in
W is τi for each i ∈ I ; and set θ(VK) (= 〈f1, . . . , fk〉) = WK . In our hypotheses
the tents of VK and WK are trivial, therefore any vector space isomorphism is an
R-isomorphism; we can thus use the classical theorem by Gauss to decompose the
isomorphism ψ into transvections, modulo a diagonal matrix : ψ =  ◦ χ1 ◦ · · · ◦
χq−1 ◦ χq , where each χi sends all but one of the base vectors ei of VK into the
corresponding base vector fi of WK . Observe that every element v of VK has type π
in V (because τh  π); the same happens in W .
Let us first deal with the case ψ = , setting (ei ) = aifi for all i ∈ K . De-
fine ϕ : V → W by ϕ(ei ) = (ei ) for all i ∈ K , ϕ(ei ) = fi for all i ∈ K−1 \ {h},
hence ϕ(eh) = fh −∑i∈K(ai − 1)fi . From τh  π and t (
∑
i∈K(ai − 1)fi ) = π we
get t (ϕ(eh)) ∩ π = τh. Any Wr with r /∈ π is contained in 〈fi | i /∈ K, i /= h〉. If
ϕ(eh) belonged to such a Wr , we would have
ϕ(eh) = fh −
∑
i∈K
(ai − 1)fi =
∑
i∈K,i /=h
fi .
But this is only possible if all ai = 0, hence t (ϕ(eh)) = τh, and ϕ is an R-isomor-
phism.
If now ψ = χq , let χq(ei ) = fi for all i ∈ K \ {j}, χq(ej ) = fj +∑i∈K\{j} aifi .
Set w = χq(ej ) − fj =∑i∈K\{j} aifi = χq(
∑
i∈K\{j} aiei ), which thus has type π
(= τj ); hence τj , τh  t (w). Setting ci = ai for i ∈ K \ {j}, cj = 0 for i ∈ K−1 ∪
{j}, we have w =∑i∈I cifi , with cj = ch = 0: therefore, by Lemma 4.1, τj = t (w +
fj )= t (χq(ej )). Following the same line, since τh  π = t (−w), we get τh = t (−w +
fh). We are ready to define ϕq : V → W by: ϕq(ei )= fi for all i ∈ I \ {j, h}, ϕq(ej ) =
w + fj = χq(ej ), hence ϕq(eh) = −w + fh, obtaining an R-isomorphism ϕq of V
onto W which extends χq .
If q = 1, we are done. If q > 1, since the hypotheses on the types hold for ϕq(V ),
we can apply finite induction to ψ ′ = χ1 ◦ · · · ◦ χq−1 : ϕq(VK) → WK to get the
desired conclusion. 
5. The main theorem
We are ready to prove the general statement.
Theorem 5.1. If the (m, n)-tents V and W satisfy the intersection condition, they
are R-isomorphic.
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Proof. The existence of an R-isomorphism has been proved in Proposition 3.5 in
the hypothesis that all maximal types of V and W have dimension 1; therefore we
start with a maximal type π of V with partition C = {C1, . . . , Ck} where k  3;
D = {D1, . . . , Dk} is the partition of I under π in W .
For 1  i, j  k, πi a component of π in V , ρj a component of π in W , set
πi,j = πi ∩ ρj . If atmost one πi,j for each i and atmost one πi,j for each j is non-
empty (w.l.o.g. πi,j = ∅ if i /= j ), we have πi,i = πi = ρi for each i = 1, . . . , k, the
case proved in Proposition 3.8. Hence (possibly switching the roles of V and W )
w.l.o.g. we suppose πk,k /= ∅, πk,k−1 /= ∅.
Let σk =⋃{πi | i < k}, σ ′ = σk ∪ πk,1 ∪ πk,2 ∪ · · · ∪ πk,k−2. Since σ ′  σk , we
haveV (σ ′)V (σk); in fact,V (σ ′) is generated by eC1, eC2 , . . . , eCk−1 , eL1 , . . . , eLq ,
where {L1, . . . , Lq} is a partition of Ck (since the component πk of π has been split,
we cannot expect a connected subtable under
⋃{πk,j | j /= k − 1, k}).
Consider W(σ ′): since πk,k, πk,k−1 lie in ρk resp. ρk−1, which are different com-
ponents of π in W , a base of W(σ ′) will consist of fD1 , fD2 , . . . , fDk−2 , and other
generators fG′ with G′ ⊆ Dk−1, and fE′ with E′ ⊆ Dk . Thus there are k − 2 base
elements of type π , one less than in V (σ ′). By suitably reordering rows we can thus
make the two tables of V (σ ′) and of W(σ ′) coincide under  \ π (Corollary 3.3).
This means that also one of the base types υE = t (fE) or υG = t (fG) of W(σ ′) is 
π . If it is υE (E ⊆ Dk), set σk,k = σ ′ ∪ πk,k−1 (if it is υG (G ⊆ Dk−1) set σk,k−1 =
σ ′ ∪ πk,k; w.l.o.g. consider the first case). Note that now σk,k contains all but one of
the components ρi of π , and its partition is obtained by uniting all blocks G′ ⊆ Dk−1
into the block Dk−1, while the blocks E′ contained in Dk remain unchanged. A
base of W(σk,k) then consists of fD1 , fD2 , . . . , fDk−1 , fE (all of type  π) and of the
other fE′’s. Now go back to V (σk,k), generated by eC1 , eC2 , . . . , eCk−1 and by some
eB ′ with B ′ ⊆ Ck; again by Corollary 3.3, one of the base types τB ′ must be  π .
We can thus apply the Blending Lemma 4.2 to prescribe the inductive R-isomor-
phism ϕ′ : V (σk,k) → W(σk,k) on the subspace 〈eC1 , eC2 , . . . , eCk−1 , eCk 〉. This sub-
space is V (π) = V (σk,k ∪ πk,k) = V (σk,k) ∩ V (πk,k); hence the R-isomorphisms
ϕ′ : V (σk,k) → W(σk,k), ϕ′′ : V (πk,k) → W(πk,k) can be blended into one of
V (σk,k) + V (πk,k) onto W(σk,k) + W(πk,k).
We will be finished once we prove
(a) V = V (σk,k) + V (πk,k), (1)
(b) Vr = V (σk,k)r + V (πk,k)r for all r ∈ .
For
Vr = V (pAr ), V (πk) = 〈eCk , ej | j ∈ C−1k 〉,
V (σk) = 〈eC1 , eC2 , . . . , eCk−1 , ej | j ∈ Ck〉
we have by direct inspection
V = V (σk) + V (πk), Vr = V (σk)r + V (πk)r , (2)
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and as a consequence, by Lemma 1.2,
W = W(σk) + W(πk), Wr = W(σk)r + W(πk)r .
Let us first show that
W(σk,k) + W(πk,k ∪ σk) = W(σk). (3)
We have W(π) = W(D), with blocks Di and components ρi . Since
σk =
⋃
{πi | i /= k} =
⋃
{ρi \ πk,i | i = 1, . . . , k};
σk,k = σk ∪
(⋃
{πk,i | i /= k}
)
=
(⋃
{ρi | i /= k}
)
∪ (ρk \ πk,k);
πk,k  πk (whose partition is pD−1k ),
setting W(πk,k) = W(Pk,k), W(σk) = W(Sk), W(σk,k) = W(Sk,k), we have
W(σk ∪ πk,k) = W(Sk ∨Pk,k); denoting singletons with thick dots, the partitions
look as follows:
D = { D1, . . . Dk−1, Dk }
Sk = { D1,1, . . . , D1,d1, . . . Dk−1,1, . . . , Dk−1,dk−1 , Dk,1, . . . , Dk,dk }
Pk,k = { • • • • • • . . . • • • • • • P1, . . . , Ps }
Sk ∨Pk,k = { D1,1, . . . , D1,d1, . . . Dk−1,1, . . . , Dk−1,dk−1 , Dk }
Sk,k = { D1, . . . Dk−1, Dk,1, . . . , Dk,dk }
where each Di,j is contained in Di and each Pi is contained in Dk . In particular the
block Dk occurs inSk ∨Pk,k because σk ∪ πk,k ⊇ ρk .
Clearly, the couple (Sk ∨Pk,k,Sk,k) is ∧-distributive; thus by Lemma 2.1 we
have W(Sk,k) + W(Sk ∨Pk,k) = W(Sk,k ∧ (Sk ∨Pk,k)) = W(Sk); hence (3)
is proved.
Now to conclude with (1) (a) it is enough to observe that, since πk,k  πk and
πk,k  πk,k ∪ σk , W(πk,k) contains both W(πk) and W(πk,k ∪ σk); therefore
W(σk,k) + W(πk,k)  W(σk) + W(πk) = W ; and by Lemma 1.2 the same is true
for V .
To prove (1) (b) Vr = V (σk,k)r + V (πk,k)r for all r ∈ , observe that if r ∈
π = σk,k ∪ πk,k then either r ∈ σk,k or r ∈ πk,k , hence either Vr  V (σk,k) or Vr 
V (πk,k). In either case the modular law applies, to yield
Vr = Vr ∩ (V (σk,k) + V (πk,k)) = V (σk,k)r + V (πk,k)r ,
as desired.
Let then r /∈ π , and revert to W ; let us first show that
W(σk,k)r + W(πk,k ∪ σk)r = W(σk)r . (4)
Set Wr = pBr , and observe that, if H is a partition, pBr ∨H consists of all the
blocks Hi contained in Br , plus the complement in I of their union; moreover, since
π is maximal, the zero-block B−1r of pBr intersects every block Di of the partition
D of I under π .
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Let K = {1, . . . , k}. For the blocks Dh,j ofSk , set, for each h ∈ K ,
Jh = {j = 1, . . . , dh | Dh,j ⊆ Br }.
We have
pBr ∨Sk = {Dh,j | h ∈ K; j ∈ Jh}∪
{⋃
{Dh,j | h ∈ K; j /= Jh}
}
;
pBr ∨ (Sk ∨Pk,k)= {Dh,j | h ∈ K \ {k}; j ∈ Jh}
∪
{
Dk ∪
(⋃
{Dh,j | h ∈ K \ {k}; j /= Jh}
)}
;
pBr ∨Sk,k = {Dk,j | j ∈ Jk} ∪
{
D−1k ∪
(⋃
{Dk,j | j /= Jk}
)}
.
Therefore, by direct inspection,
W(pBr ∨ (Sk ∨Pk,k)) + W(pBr ∨Sk,k) = W(pBr ∨Sk) = W(σk)r ,
hence (4). To conclude with (1) (b) it is enough to observe as before that W(πk,k)r
contains both W(πk)r and W(πk,k ∪ σk)r ; so W(σk,k)r + W(πk,k)r  W(σk)r +
W(πk)r = Wr ; and the same is true for Vr . 
6. A frame for the problem
Let V be a k-dimensional vector space over K with distinguished subspaces
V1, . . . , Vn, B a vector-space-base of V . Denote by (B ∪ S) (where S is a subset of
V disjoint from B) the generating condition requiring the distinguished subspaces
of V to be generated by elements of B ∪ S. Clearly, the generating condition on
the subspaces becomes laxer with the increase of |S| (empty, if B ∪ S = V ). If W
is a k-dimensional vector space over K, with distinguished subspaces W1, . . . ,Wn
satisfying the analogous generating conditions, consider also other dimension con-
ditions besides (∩): let (∑)mean dim (∑{Vr | r ∈ π}
) = dim(∑{Wr | r ∈ π}) for
all π ⊆  = {1, . . . , n}; (∩∑) mean preservation of dimensions of intersections of
sums of corresponding distinguished subspaces; and so on with
(∑∩), (∩∑∩),(∑∩∑), . . . The dimension condition becomes more stringent with the length of
the symbol within brackets. A framing question for our problem might be, which
mix of generating and dimension conditions guarantees the existence of an iso-
morphism ϕ : V → W such that ϕ(Vr) = Wr for all r ∈ ? This paper answers
completely the question for (∩)& (B ∪ S), once we consider the following exam-
ple, which, suitably applied, settles the case (B ∪ S) for S /= ∅, S /= {e} where e =∑
i∈I aiei , ai /= 0 for all i ∈ I (in the two cases S = ∅ and S = {e} the existence of ϕ
is proved).
Example 6.1. Let B = {e1, e2, . . . , ek} with k  3; B ′ = {f1, f2, . . . , fk} a base for
W . Set V1 = 〈e1〉, V2 = 〈e2〉, V3 = 〈e3〉, W1 = 〈f1〉, W2 = 〈f2〉, W3 = 〈f1 + f2〉. Here
(∩) is obvious, and the non-existence of ϕ is clear when we note that dim(V1 + V2 +
V3) /= dim(W1 + W2 + W3).
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For
(∑)
& (B), observe that if Vr = 〈ei | i ∈ Ar 〉, with Ar ⊆ B, then∑{Vr | r ∈
π} = V∪{Ar |r∈π}; the dimension condition on sums of subspaces becomes a cardi-
nality condition on the unions of their indexing sets. But if unions of corresponding
sets have the same cardinality, so do intersections; this translates into the dimension
condition for the intersections of our subspaces, i.e. (∩)& (B): hence ϕ exists. For
(B ∪ S), S /= {0} we have a counterexample:
Example 6.2. Let B = {e1, e2, . . . , ek} with k  3; B ′ = {f1, f2, . . . , fk}; V1 =
〈e1, e2〉, V2 = 〈e1, e3〉, V3 = 〈e2, e3〉, W1 = 〈f1, f2〉, W2 = 〈f1, f3〉, W3 = 〈f1, f1 +
f2 + f3〉. Here
(∑)
holds trivially, but (∩) fails, hence no ϕ exists.
Observe though that none of the above examples would be a counterexample for
(∩), (∑)& (B ∪ S). We have a counterexample of this mix if |S|  2:
Example 6.3. Let B = {e1, e2, . . . , ek} with k  4, B ′ = {f1, f2, . . . , fk}. Set V1 =
〈e1, e2〉, V2 = 〈e3〉, V3 = 〈e1 + e3, e4〉, V4 = 〈e1, e3, e1 + e2 + e3 + e4〉; W1, W2,
W3 the analogues in W , while W4 = 〈f2, f3, f4〉; then S = {e1 + e3, e1 + e2 + e3 +
e4}. Here (∩),
(∑)
hold, but there is no ϕ, since
(∑∩) fails: dim((V1 ∩ V4) + (V2 ∩
V4) + (V3 ∩ V4)) /= dim((W1 ∩ W4) + (W2∩W4) + (W3 ∩ W4)).
Finally the following simple example shows that, if K /= Z2,Z3 and |S|  2, all
the dimension conditions together (∩), (∑), (∑∩), (∩∑), (∩∑∩), . . . are not
enough to guarantee the existence of such an isomorphism:
Example 6.4. Let B = {e1, e2}, B ′ = {f1, f2}. Set V1 = 〈e1〉, V2 = 〈e2〉, V3 = 〈e1 +
e2〉, V4 = 〈e1 + ae2〉, W1 = 〈f1〉, W2 = 〈f2〉, W3 = 〈f1 + af2〉, W4 = 〈f1 + f2〉, where
a is a scalar different from 0, 1,−1 (hence K /= Z2,Z3). Here all the dimension
conditions hold; but one can easily check that no ϕ exists.
We summarize as follows, with e =∑i∈I aiei where ai /= 0 for all i in I :
dimension conditions generating conditions
(∩) (B) ∃ϕ (Cor. 3.2)
(∩) (B ∪ {e}) ∃ϕ (Thm. 5.1)
(∩) (B ∪ S) for S /= ∅, {0}, {e} ϕ (Ex. 6.1)(∑)
(B) ∃ϕ ((∑)⇒ (∩))(∑)
(B ∪ S), S /= ∅, {0} ϕ (Ex. 6.2)
(∩), (∑) (B ∪ {v}), v /= 0, e ?
(∩), (∑) (B ∪ S), |S|  2 ϕ (Ex. 6.3)(∑∩) , (∩∑) , . . . (B ∪ S), |S|  2, K /= Z2,Z3 ϕ (Ex. 6.4)(∑∩) , (∩∑) , . . . (B ∪ S), |S|  2, K = Z2,Z3 ?
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Finally, let us point out that tents have been used for quite some time to solve
problems of torsionfree Abelian groups of finite rank. A Butler B(1)-group G is a
group that can be obtained as the quotient of a direct sum of finitely many additive
subgroups ofQmodulo a pure subgroup of rank 1. Associate to each element g ∈ G
the group of its rational coefficients RG(g) = {q ∈ Q | qg ∈ G}. The isomorphism
classes tG(g) (called types!) of these groups form an order structure that is associated
to a tent [3]. The properties of the tent determine many of the structural proper-
ties of the group G [4]. The results in this paper can be applied to obtain directly
a characterization of B(1)-groups up to quasi-isomorphism that was proved in [8,
Cor. 1] using [7, 3.2] and deep categorical results. It will also be applied to decom-
pose R-isomorphisms (and hence B(1)-group quasi-isomorphisms) into transvec-
tions [6].
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