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THE (2, 3)-GENERATION OF THE FINITE UNITARY GROUPS
M.A. PELLEGRINI AND M.C. TAMBURINI BELLANI
Abstract. In this paper we prove that the unitary groups SUn(q2) are (2, 3)-
generated for any prime power q and any integer n ≥ 8. By previous results this
implies that, if n ≥ 3, the groups SUn(q2) and PSUn(q2) are (2, 3)-generated,
except when (n, q) ∈ {(3, 2), (3, 3), (3, 5), (4, 2), (4, 3), (5, 2)}.
1. Introduction
A group is said to be (2, 3)-generated if it can be generated by an element of order
2 and an element of order 3. It is well known that such groups are epimorphic images
of the infinite unimodular group PSL2(Z). By a famous result of Liebeck and Shalev
[8], the finite classical simple groups are (2, 3)-generated, apart from the two infinite
families PSp4(q) with q = 2
f , 3f and a finite list L of exceptions. This list L includes
the ten groups PSL2(9),PSL3(4),PSU3(9),PSU3(25),PSL4(2),PSU4(4),PSU4(9),
PSU5(4) (see [12] and the references therein), PΩ
+
8 (2),PΩ
+
8 (3) (see [19]). How-
ever, the problems of determining whether other exceptions exist and finding (2, 3)-
generating pairs for the positive cases are still open (see [5, Problem 18.98]).
It is known that L contains no other linear group PSLn(q) and no other clas-
sical simple group of dimension less than 8 (see [10, 12]). Here, in particular, we
show that L contains no other unitary group PSUn(q2). More precisely, we give a
constructive proof of the following result.
Theorem 1.1. The groups SUn(q
2) are (2, 3)-generated for any prime power q and
any integer n ≥ 3, except when (n, q) ∈ {(3, 2), (3, 3), (3, 5), (4, 2), (4, 3), (5, 2)}.
The groups SUn(q
2) with n ≤ 7 have been studied in [9, 11, 13, 14]: so here
we assume n ≥ 8. Actually, it was proved by Gavioli, Tamburini and Wilson that
SU2n(q
2) is (2, 3)-generated for all q and all n ≥ 37 and that SU2n+1(q2) is (2, 3)-
generated for all odd q and all n ≥ 49 [17, 18]. Their bounds on the rank were
slightly improved in [15]. We point out that the problem of the (2, 3)-generation of
the following groups is still open:
• PSp2n(q), where 4 ≤ n ≤ 24 and q is odd;
• Ω2n+1(q) and PΩ+2n(q), where 4 ≤ n ≤ 40, any q;
• PΩ−2n(q), where 4 ≤ n ≤ 43 if q is odd and n ≥ 4 if q is even.
Following a successful idea introduced in [16], our (2, 3)-generators x, y are very
close to being permutations and tend to be uniform with respect to n and q. They
are described in Section 2, where we also give some preliminary results. The proof
of Theorem 1.1 uses the knowledge of the maximal subgroups of a classical group.
An important step is proving the existence of a bireflection, that is, of an element
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with a fixed points space of dimension n − 2. This allows us to use the following
result due to Guralnick and Saxl.
Theorem 1.2. [3, Theorem 7.1] Let V be a finite dimensional vector space of
dimension n ≥ 9 over an algebraically closed field F of characteristic p ≥ 0. Let G be
a finite irreducible subgroup of GL(V ) which is primitive and tensor-indecomposable
on V . Define νG(V ) to be the minimum dimension of (λg − 1)V for g ∈ G, λ a
scalar with λg 6= 1. Then either νG(V ) > max
{
2,
√
n
2
}
or one of the following
holds:
(a) G is classical in a natural representation;
(b) G is alternating or symmetric of degree c ≥ 7 and V is the deleted permu-
tation module of dimension c− 1 or c− 2;
(c) G normalizes the group PSU5(4) with p 6= 2 and n = 10.
In Section 3 we analyse the characteristic polynomial of the commutator [x, y]: its
roots play an important role, e.g, for the irreducibility of 〈x, y〉 and the application
of Theorem 1.2. The (2, 3)-generation of SUn(q
2) for n 6= 8, 11 is proved in Section
4. Unfortunately, the cases q ∈ {2, 3, 5, 7, 8, 11} require an ad-hoc analysis, see
Section 5. Finally, in Sections 6 and 7 we consider the cases n = 8, 11, respectively.
2. Generators and preliminary results
Let q = pf , where p is a prime. Suppose n = 3m + r ≥ 8 with r = 0, 1, 2 and
denote by C = {e1, . . . , en} the canonical basis of V = Fn, where F is the algebraic
closure of Fp. Denote by ω ∈ F a primitive cubic root of unity. Making GLn(q2)
act on the left on V , we define our generators xn = xn(a), yn = yn(a) of respective
orders 2 and 3, via their action on C . For q > 2 they depend on the parameter
a ∈ Fq2 , for which we will always assume that{
Fq2 = Fp[a
3], c := aq+1 − 4 6= 0 and
γ := a3 + a3q − 6aq+1 + 8 6= 0 if p 6= 3,(2.1)
Fq2 = F3[a] and a
q + aq−1 + 1 = 0 if p = 3.(2.2)
We will show that there always exists a satisfying the above conditions and further
ones which are sufficient to guarantee that 〈(−1)nxn(a), yn(a)〉 = SUn(q2) (see
Propositions 3.2 and 3.3).
The matrices xn = xn(a), yn = yn(a) act on C as follows:
• if r = 0 and n > 9 then xn fixes both e1 and e2; if r = 1 then xn swaps e1
and e2 and, if (n, q) 6= (10, 2), xn fixes e3; if r = 2 then xn swaps e1 with
e3 and e2 with e4;
• if n 6= 8, 11 then xn fixes both en−7 and en−4 when q > 2 and it swaps en−7
and en−4 when q = 2;
• if n = 9 then x9 fixes e1; if n = 11 then x11 fixes e7;
• xn fixes e3j+5+r for any j = 0, . . . ,m− 5;
• xn swaps e3j+3+r and e3j+4+r for any j = 0, . . . ,m− 3;
• xn acts on 〈en−3, en−2, en−1, en〉 as the matrix

0 1 0 0
1 0 0 0
0 0 −1 a
0 0 0 1

 if q > 2 and p 6= 3,
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
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 if p = 3,


1 1 ω 0
1 0 ω ω
ω2 ω2 0 1
0 ω2 1 1

 if q = 2;
• yn acts on 〈e1, . . . , en−3〉 as the permutation
m−2∏
j=0
(e3j+1+r, e3j+2+r , e3j+3+r) ;
• yn acts on 〈en−2, en−1, en〉 as the matrix
bc−1 −aqγc−2 2γc−21 −bc−1 −bqc−1
0 1 0

 if q > 2 and p 6= 3,

 1 0 a−aq 1 a
0 0 1

 if p = 3,

0 0 11 0 0
0 1 0

 if q = 2,
where b := 2a− a2q.
Note that γ = −(aqb+ abq + 2c) = γq.
For q > 2 the similarity invariants (i.e., the nontrivial invariant factors) of xn
and yn are, respectively,
(2.3) d1(t) = . . . = dm−r(t) = t− 1, dm−r+1(t) = . . . = d2m(t) = t2 − 1
and
(2.4) d1(t) = . . . = dr(t) = t− 1, dr+1(t) = . . . = dm+r(t) = t3 − 1.
Notice that det(yn) = 1 and that det(xn) = (−1)n. More precisely, det(xn) = −1
when m is odd and r = 0, 2, or when m is even and r = 1.
Now, recalling the definition of c and γ given in (2.1), let
Jn =


In if q = 2,
diag(cIn−2, J2) if p 6= 3 and q > 2,
diag(In−2, J2) if p = 3,
where J2 = γc
−1
(
2 −aq
−a 2
)
if p 6= 3 and J2 =
(
0 1
1 0
)
if p = 3.
Clearly JTn = J
ψ
n , where ψ : GLn(q
2)→ GLn(q2) is defined by ψ((ai,j)) = (aqi,j).
Also, det(Jn) = −cn−3γ2 if p 6= 3 and q > 2, and det(Jn) = −1 if p = 3. Since
xTnJnx
ψ
n = Jn and y
T
n Jny
ψ
n = Jn,
it follows that 〈xn, yn〉 ≤ Un(q2) and 〈(−1)nxn, yn〉 ≤ SUn(q2). We will use the ob-
vious fact that, if the projective image of 〈xn, yn〉 is PSUn(q2), then 〈(−1)nxn, yn〉 =
SUn(q
2) with (−1)nxn again an involution.
From now on, we set
H = 〈(−1)nxn, yn〉.
and we simply write x, y for xn, yn.
Lemma 2.1. Let q > 2. For p 6= 3 assume that b + ac = aq+2 − a2q − 2a 6= 0.
Then, a belongs to the subfield generated by the traces of the elements of H. Thus,
H is not conjugate to a subgroup of GLn(q0) for any q0 < q by the assumption
Fp[a
3] = Fq2 .
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Proof. Suppose first that p 6= 3 and consider the traces of the following elements:
tr(xy) = a+ bc , tr(yxy) = a
q + b
q
c 6= 0,
tr((yxy)2) = b
2q−(c+2)bc
c2 , tr((yxy)
3) = b
2q−(c+1)bc
c2 · tr(yxy).
Note that these values do not depend on n. It follows that
tr(xy) + tr((yxy)2)− tr((yxy)
3)
tr(yxy)
= a.
Finally, if p = 3, then tr(xy) = a. 
Lemma 2.2. Recall q = pf . If f is not a 2-power, write f = f¯ ℓ, where ℓ is the
smallest odd prime dividing f . Given the polynomials
g1(t) = t
q+1 − κ (κ ∈ F∗q) and g2(t) = tq+1 + tq + t,
call N1 the number of roots α of g1(t) such that Fp[α3] = Fq2 , N2 the number of
roots α of g2(t) such that Fp[α] = Fq2 . Then:
if f = 2s, s ≥ 0 if f is an odd prime otherwise
N1 ≥ q − 5 q − 3p− 8 p3f¯−1
N2 ≥ q − 1 q − p p3f¯−1
Proof. Since the norm function F∗q2 → F∗q is an epimorphism, g1(t) has q+1 distinct
roots in F∗q2 . Clearly g2(t) is separable: we show that all its roots belong to Fq2 .
To this purpose, let α be a root of g2(t). Then (i) α
q(α + 1) + α = 0 and (ii)
αq = −α(αq + 1). Raising (i) to the q we get αq = −αq2(αq + 1) whence, using
(ii), (αq +1)(αq
2 −α) = 0. Now, αq = −1 gives the contradiction −α− 1+ α = 0.
We conclude that αq
2
= α.
Calling M1 the number of roots α of g1(t) such that Fp[α
3] 6= Fq2 and M2 the
number of roots α of g2(t) such that Fp[α] 6= Fq2 , we have
Ni = q + 1−Mi.
Note that the roots α of g1(t) such that α
3 ∈ Fq are roots of t6−κ3: so they are at
most 6. Similarly, g2(t) has 2 roots in Fq, namely 0,−2 ∈ Fp. In particular, when
f = 2s, we have M1 ≤ 6 and M2 ≤ 2 as Fq is the unique maximal subfield of Fq2 .
Case 1. f = 2k + 1 an odd prime. For g1(t) we need to exclude also the roots
α such that α3 ∈ Fp2 , i.e., those such that α3p2 = α3. It follows α3q = α3p2k+1 =
α3p
2kp = α3p. So these roots satisfy the equation t3p+3 = κ3. We deduce M1 ≤
6+ 3p+ 3 = 3p+ 9. For g2(t) we need to exclude also the roots α ∈ Fp2 , i.e., those
for which αp
2
= α. It follows αq = αp
2k+1
= αp. So these roots satisfy the equation
tp+1 + tp + t = 0. Thus M2 ≤ p, since 0,−2 ∈ Fp.
Case 2. f = ℓf¯ , where ℓ is as in the statement and f¯ > 1. The elements β ∈ Fq2\Fq
such that Fp[β] 6= Fq2 lie in subfields of order ps with s ≤ 2f¯ . Hence they are at
most:
M =
2f¯∑
i=1
pi = p+ p2 + · · ·+ p2f¯ = p
p− 1
(
p2f¯ − 1
)
≤ 2p2f¯ .
For each β ∈ Fq2 , there are at most 3 roots α of g1(t) such that α3 = β.
Hence there are at most 3M roots α of g1(t) such that Fp[α
3] = Fq0 6= Fq,Fq2 . If
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(p, f¯) 6∈ {(2, 2), (2, 3), (3, 2)}, we obtain
N1 ≥ q − 5− 6p2f¯ ≥ p3f¯ − 6p2f¯ − 5 = p2f¯ (pf¯ − 6)− 5 ≥ p3f¯−1.
If (p, f¯) = (2, 2), thenM = 30 and soN1 ≥ 22ℓ−95; if (p, f¯) = (2, 3), thenM = 126,
whence N1 ≥ 23ℓ− 383. In both cases, if ℓ 6= 3, then N1 ≥ 23f¯−1. If (p, f¯) = (3, 2),
then M ≤ 120 and so again N1 ≥ 32ℓ− 365 ≥ 36− 365 ≥ 33f¯−1. When q = 64, 512,
a direct computation shows that N1 ≥ 60 and N1 ≥ 486, respectively.
Recalling that the roots of g2(t) which are in Fq are also in Fp we have:
N2 ≥ q + 1− 2p2f¯ ≥ p2f¯ (pf¯ − 2) + 1 ≥ p3f¯−1.

Lemma 2.3. Suppose q > 2. If W is an 〈x, y〉- or an 〈x, y〉T -invariant subspace
of Fn such that en−1 ∈ W or en ∈ W , then W = Fn.
Proof. The subspace 〈en−2, en−1, en〉 is y-invariant and yT -invariant.
If p 6= 3, the 3 × 3 matrix whose columns are the last three components of
ej, yej, y
2ej has determinant (a
3q − 8)γc−3 or (a3 − 8)γc−3 according to j = n− 1
or j = n. Similarly, the matrix whose columns are the last three components of
ej, y
T ej ,
(
yT
)2
ej has determinant −1 for j = n− 1, n. It follows that en−2 ∈W .
If p = 3, then xen = x
T en = en−1 and a−1(yen − en) − xen = −a−q(yT en−1 −
en−1 − axT en−1) = en−2. Again, we obtain that en−2 ∈W .
By induction, one can see that, for any j ≤ n− 3, there exists an element gj of
〈x, y〉 such that gjen−2 = ej . The same holds also for 〈x, y〉T . We conclude that
C = {e1, . . . , en} ⊆W , whence our claim. 
Given g ∈ Matn(F), λ ∈ F and a g-invariant subspace W of Fn, define
Wλ(g) = {w ∈W | gw = λw} .
Lemma 2.4. Let U be a G-invariant subspace of V = Fn, where G ≤ GLn(F).
(1) There exists a complement U of U which is GT -invariant;
(2) for each g ∈ G and any λ ∈ F,
dim Vλ(g) ≤ dimUλ(g) + dimUλ(gT ).
In particular, if σ is a simple eigenvalue of g ∈ G (i.e., σ is a root of multiplicity
1 of the characteristic polynomial of g), then either
(i) g|U has the eigenvalue σ; or
(ii) gT|U has the eigenvalue σ.
Proof. (1) Choose a basisB = {u1, . . . , uh, w1, . . . , wn−h} of Fn, where {u1, . . . , uh}
is a basis of U and consider the matrix P whose columns are the vectors of B. Then
P−1GP and its transpose PTGTP−T consist of matrices of respective shapes:
(2.5) g =
(
A B
0 C
)
, gT =
(
AT 0
BT CT
)
.
It easily follows that the subspace U =
〈
P−T eh+1, . . . , P−T en
〉
is GT -invariant.
(2) Substituting G with P−1GP we may suppose that U = 〈e1, . . . , eh〉, U =
〈eh+1, . . . , en〉 and g = g as in (2.5). Call π : Fn → Fn−h the projection onto the
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last n − h coordinates. Then π (Vλ(g)) coincides with the subspace W of Fn−h
defined by:
W =
{
w ∈ Fn−h | Cw = λw, Bw ∈ Im(λIh −A)
}
.
Moreover Ker(π)∩Vλ(g) = Uλ(g). Since C and CT are conjugate, we have dimW ≤
dim{w ∈ Fn−h | Cw = λw} = dim{w ∈ Fn−h | CTw = λw} = dimUλ(gT ). It
follows dimVλ(g) = dimUλ(g) + dimW ≤ dimUλ(g) + dimUλ(gT ). 
Given a finite group G, let ̟(G) be the set of the prime divisors of |G|. For
simplicity, if g ∈ G, we write ̟(g) for ̟(〈g〉). In Proposition 5.2 we use the
following result due to Liebeck, Praeger and Saxl. Namely, we construct suitable
elements gi ∈ H such that ∪̟(gi) = ̟(SUn(q2)) and conclude that H = SUn(q2).
For the order of the unitary groups, one can refer to [2].
Lemma 2.5. Let M be a subgroup of G = PSUn(q
2), n ≥ 7. If ̟(M) = ̟(G),
then M = G.
Proof. It follows from [7, Corollary 5 and Table 10.7]. 
3. Action of the commutator for n 6= 8, 11 and q > 2
For q > 2 consider the commutator [x, y] = x−1y−1xy and set
S = {en−7, en−4, en−3, en−2, en−1, en} .
If xen−7 = en−7, which happens precisely when n 6= 8, 11, then [x, y]en−3 = en−7.
In this case, the subset C \S and the subspace 〈S 〉 are [x, y]-invariant. This is
why, in this section, we always assume that n = 9, 10 or n ≥ 12.
The commutator [x, y] acts on C \S as the permutation:
(e3, e4)
n−12
3∏
i=0
(e2+3i, e7+3i, e6+3i), if r = 0 and n ≥ 9;
(e1, e5, e4, e2)
n−13
3∏
i=0
(e3+3i, e8+3i, e7+3i), if r = 1 and n ≥ 10;
(e1, e6, e5, e3, e4, e9, e8, e2)
n−14
3∏
i=1
(e4+3i, e9+3i, e8+3i), if r = 2 and n ≥ 14.
It follows that the restriction of [x, y] to 〈C \S 〉 has order

2 if n = 9;
4 if n = 10;
8 if n = 14;
3 · 2r+1 if n = 12, 13 or n ≥ 15.
The characteristic polynomial of the restriction of [x, y] to 〈S 〉 is χ(t) = (t −
1)(t+ 1)χ0(t) with
(3.1) χ0(t) =
{
t4 + (c+2)(γ−c
2)
c2 t
3 + γ+2cc t
2 + (c+2)(γ−c
2)
c2 t+ 1 if p 6= 3,
(t− 1)2(t2 − aq+1t+ 1) if p = 3.
By the previous discussion, the 24-th power of the commutator
C = [x, y]24
has a fixed points space of codimension ≤ 4. Moreover, for a fixed a, its order
does not depend on n. When possible, we impose conditions on a that make C a
bireflection.
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Lemma 3.1. Suppose p 6= 3 and aq+1 = 3. Then γ = a3 − 10 + 27a3 and
χ0(t) = (t+ ω)(t+ ω
−1)(t2 + γt+ 1).
The order of the roots of t2 + γt+ 1 does not divide 48 whenever
(1) γ + j 6= 0, j ∈ {0,±1,±2}; (2) γ2 − j 6= 0, j = 2, 3;
(3) γ4 − 4γ2 + j 6= 0, j = 1, 2; (4) γ8 − 8γ6 + 20γ4 − 16γ2 + 1 6= 0.
Under such conditions, there are exactly two eigenvalues of [x, y] whose order does
not divide 48: they are
σ±1 = a±3 if p = 2 and σ±1 =
−γ ±
√
γ2 − 4
2
if p ≥ 5.
Proof. The factorization of χ0(t) is routine. While, over Q, we have:
t48 − 1 = (t8 + t6 − t2 − 1)(t8 − t6 + 2t4 − t2 + 1) ·
·(t16 − t12 + 2t8 − t4 + 1)(t16 − t8 + 1).
The conditions are obtained calculating XGCD
(
pi(t), t
2 + γt+ 1
)
in MAGMA [1],
where pi(t) runs among the factors of t
48−1. Conditions (1) are obtained consider-
ing the irreducible factors pi(t) of t
8 + t6 − t2 − 1. Conditions (2)–(4) are obtained
in a similar way considering the other irreducible factors.
The fact that σ 6= σ−1 follows from conditions (1). Namely, if p = 2 these
conditions imply γ = a3 + a−3 6= 0 and, if p ≥ 5, they imply γ 6= ±2. 
Proposition 3.2. If p 6= 3 and q 6= 2, 5, 7, 8, 11, there exists a satisfying the fol-
lowing condition, which includes (2.1):
(3.2)
Fq2 = Fp[a
3], aq+1 = 3 and the roots of
t2 + γt+ 1 have order not dividing 48.
Proof. By Lemma 3.1 it suffices to check that N1 > 6 · 5+ 12 · 2+ 24 · 2+48 = 150.
We apply Lemma 2.2 taking g1(t) = t
q+1 − 3. If f = 2s, s ≥ 0, we have N1 ≥ q− 5
and q− 5 > 150 for all q > 155. If f is an odd prime, we have N1 ≥ q− 3p− 8 and
p3 − 3p − 8 > 150 for all p ≥ 7. For the other values of f , we have N1 ≥ p5 and
p5 > 150 for all p ≥ 5. So, we are left to check the following cases:
(1) p = 2 and 1 ≤ f ≤ 7; (2) p = 5 and 1 ≤ f ≤ 3;
(3) p = 7, 11 and f = 1, 2; (4) 13 ≤ q = p ≤ 151.
Note that for p = 2, conditions (1)–(4) of Lemma 3.1 simply become a9 + 1 6=
0. Hence, if q = 2f with f > 3, our claim is true as N1 ≥ 11 > 9. For q ∈
{4, 25, 49, 121, 125} take a ∈ Fq2 according to Table 1. If q = p ∈ {17, 23, 29, 41, 47,
53, 59, 71, 83, 89, 101, 107, 113, 131, 137, 149}, take a = √−3; if q = p ∈ {13, 43, 61,
73, 79, 109, 127, 139, 151}, take a = 1+
√−11
2 ; if q = p ∈ {37, 103}, take a = −3+
√
6;
if q = p ∈ {19, 31, 67, 97}, take a = −5+
√
13
2 . 
q m(t) q m(t) q m(t)
4 t4 + t3 + t2 + t+ 1 25 t4 + 2t3 + t− 1 49 t4 + 3t3 + 2t+ 2
121 t4 − t3 − t2 − 3t− 2 125 t6 − t5 + t+ 2
Table 1. Minimal polynomial m(t) of a over Fp.
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We now consider the case p = 3.
Proposition 3.3. Suppose p = 3. Then there exists a satisfying (2.2). For any
such a, provided that q 6= 3 and a4 − a3 + a2 + a − 1 = 0 when q = 9, the factor
χ1(t) = t
2 − aq+1t+ 1 of χ0(t) defined in (3.1) has two distinct roots
σ±1 =
a2 ± (a− 1)√a2 − a− 1
a+ 1
whose order does not divide 48.
Proof. The polynomial χ1(t) has two distinct roots unless a
2 − a− 1 = 0, in which
case a ∈ F32 . Now we impose that σ16 6= 1. Writing t16 − 1 = (t8 − 1)(t8 + 1), we
get:
gcd(χ1(t), t
8 − 1) 6= 1 ⇐⇒ a4 + a2 − a+ 1 = 0;
gcd(χ1(t), t
8 + 1) 6= 1 ⇐⇒ (a4 + a3 − 1)(a4 − a3 + a+ 1) = 0.
In both cases, it follows that a ∈ F92 : it suffices to take a as in the statement. 
4. The case n 6= 8, 11 and q 6= 2, 3, 5, 7, 8, 11
Throughout this section, we suppose that q 6= 2, 3, 5, 7, 8, 11 and n = 9, 10 or
n ≥ 12. Moreover we assume that a satisfies conditions (3.2) when p 6= 3, conditions
(2.2) when p = 3 and the further condition a4 − a3 + a2 + a− 1 = 0 when q = 9.
By the results of Section 3, the subspaces 〈S 〉 and 〈C \ S 〉 are both [x, y]-
invariant and [x, y]T -invariant. Moreover, [x, y]|〈C\S 〉 has order dividing 24. On
the other hand, [x, y]|〈S 〉 has characteristic polynomial:
χ(t) =
{
(t− 1)(t+ 1)(t+ ω)(t+ ω−1)(t− σ)(t − σ−1) if p 6= 3,
(t− 1)3(t+ 1)(t− σ)(t − σ−1) if p = 3.
Recall that σ24 6= ±1. The fixed points space of [x, y]|〈S 〉 is generated by
(4.1) v =
{
(0n−9, 0, a3 − 6, 0, 0, a, a3 − 6, a3 − 6, 2a2, 4a) if p 6= 3,
(0n−9, 0, a+ 1, 0, 0, 1, a+ 1, a+ 1,−1,−1) if p = 3,
where 0i means a sequence of i zeros. Thus, denoting by Jor(i) a unipotent Jordan
block of size i, the Jordan form of [x, y]|〈S 〉 is:
(4.2)


diag(1,−1,−ω,−ω−1, σ, σ−1) if p ≥ 5,
diag(Jor(2), ω, ω−1, σ, σ−1) if p = 2,
diag(Jor(3),−1, σ, σ−1) if p = 3.
It follows that C = [x, y]24 is a bireflection and that C and CT are diagonalizable.
We now determine some relevant eigenvectors of [x, y]|〈S 〉 and of its transpose.
Case p 6= 3. Taking b = 2a− a2q, c, γ as in (2.1), from conditions (3.2), we get
b =
2a3 − 9
a2
, bq =
6− a3
a
, c = −1, a3γ = a6 − 10a3 + 27 6= 0.
Observe that b 6= 0, since a3 − 6 = 0 contradicts the hypothesis Fp[a3] = Fq2 . The
eigenspaces 〈S 〉σ±1([x, y]) and 〈S 〉σ±1 ([x, y]T ) are generated, respectively, by:
sσ±1 =
(
0n−9, 0, 1, 0, 0, (γ + 1)b−q, σ±1, σ∓1,−ab−q(σ±1 + 1), (γ − 2)b−q
)T
,
sσ±1 =
(
0n−9, 0, 1, 0, 0,
(γ+1)
b , σ
∓1, σ±1, ±3γ(σ−σ
−1)
ab ,
γ(σ∓1−2σ±1−1)
b
)
.
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Case p = 3. The eigenspaces 〈S 〉σ±1 ([x, y]) and 〈S 〉σ±1 ([x, y]T ) are generated,
respectively, by:
sσ±1 =
(
0n−9, 0, 1, 0, 0, a
2+1
a2−1 , σ
±1, σ∓1, −a±a(a−1)
√
a2−a−1
(a+1)2(a−1) ,
−a∓a(a−1)√a2−a−1
(a+1)2(a−1)
)T
,
sσ±1 =
(
0n−9, 0, 1, 0, 0,−a2+a−1a−1 , σ∓1, σ±1, a(a+1)
2
a−1 ∓ a
√
a2 − a− 1,
a(a+1)2
a−1 ± a
√
a2 − a− 1
)T
.
For any value of p, from [x, y]x = [x, y]−1 it follows xsσ = sσ−1 and xT sσ = sσ−1 .
Theorem 4.1. The group 〈x, y〉 is absolutely irreducible.
Proof. Let U be an 〈x, y〉-invariant subspace of Fn. By Lemma 2.4 there exists an
〈xT , yT 〉-invariant complement U . Since σ and σ−1 are simple eigenvalues of [x, y],
by the same lemma we may assume either (i) sσ ∈ U or (ii) sσ ∈ U .
Case (i). From xsσ = sσ−1 it follows that sσ, sσ−1 ∈ U . Hence w ∈ U, where
(4.3) w =


1√
γ2−4 (sσ − sσ−1) = (0n−4, 1,−1,−ab
−q, 0)T ∈ U if p 6= 3,
σ
σ2−1 (sσ − sσ−1) =
(
0n−4, 1,−1, aa2−1 , −aa2−1
)T
∈ U if p = 3.
Direct calculation gives:
en−1 =
−bq(aγ + b)
a2
w +
aγ − b
a2
(y2 − xy2)w,
if p 6= 3;
u :=
(a− 1)2
a2
(
y2w − xy2w + 1
a2 − 1w
)
= en−1 − en
and
en−1 = −a+ 1
a2
(
u+ yu+ y2u
)
if p = 3. It follows that en−1 belongs to U for all p, whence U = Fn by Lemma 2.3.
Case (ii). From xT sσ = sσ−1 it follows that sσ, sσ−1 ∈ U . Hence, w ∈ U , where
w =


1√
γ2−4 (sσ − sσ−1) =
(
0n−4,−1, 1, 6γ(ab)−1,−3γb−1
)T
if p 6= 3,
σ
1−σ2 (sσ − sσ−1) =
(
0n−4, 1,−1, a2+aa−1 ,−a
2+a
a−1
)T
if p = 3.
For p ≥ 5, we have:
(ab)2
18γ
(
xT yT − yT )w +
(
2a6 − 24a3 + 81) b
18a2γ
w = u˜,
where u˜ = en−1 − a2 en, and
en =
−2
a3 − 8
(
a2u˜+ 2ayT u˜+ 4(yT )2u˜
)
.
For p = 2 we get:
en =
1
a8 + a2
w +
1
a6 + 1
(
yT + xT yT
)
w.
For p = 3, setting
u˜ = en−1 − en = (a− 1)
2
a2
(
xT yTw − yTw − (a+ 1)
2
a− 1 w
)
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we get u˜ ∈ U and
en =
a+ 1
a2
(
u˜+ yT u˜+ (yT )2u˜
)
.
From en ∈ U for all p we get U = Fn by Lemma 2.3, whence U = {0}. 
Lemma 4.2. The matrix C does not centralize
〈
Cy, Cy
2
〉
.
Proof. If the claim is false, then Cy
i
fixes 〈sσ〉 and 〈sσ−1〉, namely yisσ and yisσ−1
are eigenvectors of C for i = 1, 2. Note that ysσ±1 = (0n−9, 0, 0, 1, ∗) and y2sσ±1 =
(0n−9, 1, 0, 0, ∗) does not belong to 〈S 〉. It follows that C(yisσ±1) = yisσ±1 . From
here we get C(yiw) = yiw, i = 1, 2, with w as in (4.3). Using Cx = C−1 we deduce
C(xyiw) = xyiw. As C fixes en−5 and en−6, it also fixes the vectors v1 = yw−en−5,
v2 = y
2w, v3 = xyw − en−6 and v4 = xy2w, where, setting β = (a− 1)(a+ 1)2:
(a3 − 6)v1 = (0n−5, 0, 0,−a(γ + 1), a3 − 3, a2)T ,
a(a3 − 6)v2 = (0n−5, a4 − 6a, 0, a6 − 8a3 + 18, 0, a4 − 3a)T ,
(a3 − 6)v3 = (0n−5, 0,−a(γ + 1), 0, 3, a2)T ,
a(a3 − 6)v4 = (0n−5, a4 − 6a, a6 − 8a3 + 18, 0, a5 − 3a2, a4 − 3a)
if p 6= 3 and
(a2 − 1)v1 = (0n−5, 0, 0, a2 + 1, a2 − a,−a)T ,
βv2 = (0n−5, β, 0, a+ 1, a2(a− 1),−a(a+ 1))T ,
(a2 − 1)v3 = (0n−5, 0, a2 + 1, 0,−a, a2 − a)T ,
βv4 = (0n−5, β, a+ 1, 0,−a(a+ 1), a2(a− 1))T
if p = 3. Clearly S0 = 〈vi | 1 ≤ i ≤ 4〉 is contained in 〈S 〉. Considering coordinates
of the vi’s of position n − 4, n − 3, n − 1, n, we see that these vectors are linearly
independent unless p ≥ 3 and 2a6− 12a3+27 = 0 or p = 3 and a4+ a2− a+1 = 0.
In the first case, raising to the q, one easily gets a3 = 274 = a
3q = 27a3 = 4, in
contradiction with the hypothesis Fp[a
3] = Fq2 . In the second case, one gets q = 9,
but for such value of q our a is a root of t4 − t3 + t2 + t− 1.
Thus S0 has dimension 4. The vector v defined in (4.1) is fixed by C. Clearly,
v 6∈ S0, as its coordinate of position n − 7 is nonzero. It follows that C|〈S 〉 fixes
pointwise a 5-dimensional space, an absurd, since from (4.2) we see that C|〈S 〉 has
Jordan form diag(ρ, ρ−1, I4), where ρ = σ24 6= ±1. 
Theorem 4.3. The group 〈x, y〉 is primitive.
Proof. By contradiction let Fn = T1⊕· · ·⊕Tℓ, ℓ ≥ 2, be a decomposition preserved
by 〈x, y〉. By the irreducibility of 〈x, y〉 (Theorem 4.1), the Tj’s must be permuted
transitively, so their common dimension is k, say. Recall that C has Jordan form
diag(ρ, ρ−1, In−2), where ρ = σ24 6= ±1.
Case 1. CTj = Tj for all 1 ≤ j ≤ ℓ.
In this case we may assume sσ ∈ T1 and either (i) sσ−1 ∈ T1 or (ii) sσ−1 ∈ T2 6= T1.
If (i) holds, from xsσ = sσ−1 , we have xT1 = T1. Hence, by the transitivity,
T1 6= yT1 = T2, say, and yT2 = T3. The restriction of y to T1 ⊕ T2 ⊕ T3, for
an appropriate basis, has shape
(
0 0 Ik
Ik 0 0
0 Ik 0
)
. Since C|Tj = id for the Tj’s in the
remaining orbits of y (if any), Cy and Cy
2
commute with C, against Lemma 4.2.
If (ii) holds then [x, y]Tj = Tj for j = 1, 2 and, from xsσ = sσ−1 we have
xT1 = T2. If y fixes T1 or T2, then it fixes both. This gives ℓ = 2, x conjugate to
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(
0 Ik
Ik 0
)
, in contrast with the similarity invariants (2.3) of x. So T1 and T2 lie in
orbits of length 3. They cannot be the same: indeed from yT1 = T2, say, we get
the contradiction yT2 = T1. We conclude that T1 and T2 are in different orbits of y
of length 3. Again Cy and Cy
2
commute with C, the same contradiction as above.
Case 2. CT1 6= T1.
Let Ω be the orbit of T1 under C. The sum W of the Tj ∈ Ω is a C-invariant
subspace. Setting s = |Ω| > 1, we have CsT1 = T1. Since Cs is semisimple, T1 has
a basis v1, . . . , vk consisting of eigenvectors of C
s. From Csvi = λivi, 1 ≤ i ≤ k, it
follows that C|W has characteristic polynomial
χW (t) =
k∏
i=1
(ts − λi).
Now, p cannot divide s, as it does not divide the order of C. Thus, gcd(p, s) = 1
and ts − λi has s distinct roots. If χW (t) does not have the roots ρe for some
e = ±1, it can only have the root 1. This gives s = 1, a contradiction. So we may
assume that ρe is a root of χW (t) and λ1 = ρ
es. Since Cs has at most 3 distinct
eigenvalues, we have s = 2, 3. If s = 2, then C acts as a 2-cycle on the Tj’s, a
contradiction since C must act as an even permutation. If s = 3, then gcd(p, s) = 1
gives p 6= 3 and χW (t) has roots ρe, ωρe, ω2ρe. This implies that ρe = ω±1, whence
the order of [x, y] is divisible by 9. Thus τ = [x, y]8 has order 9. Since C = τ3
does not fix all Tj ’s, it follows that τ has an orbit of length 9 and C has 3 orbits of
length 3, a contradiction. 
Lemma 4.4. The group 〈x, y〉 is tensor-indecomposable.
Proof. Suppose that V = V1 ⊗ V2 is a tensor decomposition for the 〈x, y〉-module
V = Fn, where 1 < d1 = dimV1 ≤ d2 = dimV2. We can write C = A ⊗ B,
where we may assume A = diag(ρ, α2, . . . , αd1) and B = diag(1, β2, . . . , βd2), as
C is diagonalizable. Since the fixed points space of C has dimension n − 2, the
only possibility is A = diag(ρ, 1) and B = diag(1, ρ−1), which is impossible since
n = d1d2 ≥ 9. 
Proposition 4.5. The group 〈x, y〉 is not contained in any maximal subgroup M
of class C5 of Un(q2).
Proof. Suppose, by contradiction, that there exists g ∈ Un(q2) such that
〈x, y〉g ≤ GLn(q0)
(
F∗q2In
) ≤ SUn(q2),
where Fq0 is a proper subfield of Fq2 . Set
xg = ϑ1x0, y
g = ϑ2y0, x0, y0 ∈ GLn(q0), ϑi ∈ F∗q2 .
Recall that we are assuming n ≥ 9, hence m ≥ 3. So, x has the similarity invariant
t−1, see (2.3). It follows that x0 must have the similarity invariant t−ϑ−11 , whence
ϑ1 ∈ Fq0 . Similarly, y has the similarity invariant t3 − 1 by (2.4), hence ϑ32 ∈ Fq0 .
Now, the relations tr(xy) + tr((yxy)2) − tr((yxy)3)tr(yxy) = a for p 6= 3 and tr(xy) = a
for p = 3 (see Lemma 2.1) give a = a0ϑ2 with a0 ∈ Fq0 , whence a3 ∈ Fq0 . Thus
Fq2 = Fp[a
3] ≤ Fq0 gives q0 = q2 in contrast with the assumption that Fq0 is a
proper subfield of Fq2 . 
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Theorem 4.6. Suppose q 6∈ {2, 3, 5, 7, 8, 11} and n = 9, 10 or n ≥ 12. Let a ∈ Fq2
be an element satisfying assumption (3.2) if p 6= 3, assumption (2.2) if p = 3, with
the additional condition a4 − a3 + a2 + a− 1 = 0 when q = 9. Then H = SUn(q2).
Proof. The existence of a satisfying (3.2) or (2.2) is guaranteed by Propositions 3.2
and 3.3, respectively. In virtue of these hypothesis, the group 〈x, y〉 is absolutely
irreducible and primitive by Theorems 4.1 and 4.3. Furthermore, 〈x, y〉 is also
tensor-indecomposable by Lemma 4.4. Recall that C = [x, y]24 is a bireflection:
one of the cases (a), (b) or (c) of Theorem 1.2 holds for 〈x, y〉. If cases (b) or
(c) hold, then the projective image of 〈x, y〉 is contained in a symplectic or in an
orthogonal group defined over Fq (see [2, pp. 409–417] and [6, pp. 186–187]). The
statement follows now from Proposition 4.5. 
5. The case q = 2, n ≥ 8 and other cases for q small
We start with a general result, used below in a special case. For a subset B of
the canonical basis C such that J|B is non-degenerate, we denote by SB the group
acting on 〈B〉 as SU|B|(q2), with respect to J|B, and as the identity on 〈C \B〉.
Theorem 5.1. If H contains SBℓ with Bℓ = {ej | ℓ ≤ j ≤ n} for some ℓ ≤ n− 4,
then H = SUn(q
2).
Proof. Let k ≤ ℓ be the smallest positive integer for which H ≥ SBk . So, we need
to show that k = 1. Assume, by contradiction, k > 1. Consider first the cases
r = 0, 1 or r = 2 and k ≥ 4. Then either ek−1 ∈ xˆBk or ek−1 ∈ y2Bk, where
xˆ = (−1)nx. Setting g = xˆ or g = y2, accordingly, we have
(SBk)
g = SB, with B = (Bk \ {ek}) ∪ {ek−1} .
Indeed, (SBk)
g fixes J|B and every vector of C \ B. Then (SBk)g ≤ SB. Since
|SBk | = |SB|, we have the equality. It follows 〈SBk , (SBk)g〉 ≤ SBk−1 . Moreover, as
the unique maximal subgroup of SBk−1 which contains SBk is the stabilizer of ek−1
we get 〈SBk , (SBk)g〉 = SBk−1 , against the minimality of k.
Finally, when r = 2 and k = 2, 3, we have〈
SB4 , (SB4)
xˆ
〉
= SB4∪{e2} and
〈
SB3 , (SB3)
xˆ
〉
= SB3∪{e1}.
It follows that
〈
SB4 , (SB4)
xˆ, SB3 , (SB3)
xˆ
〉
= SUn(q
2). 
In this section we assume that q = 2 and n ≥ 8 or q = 3, 5, 8 and n 6= 11 or
q = 7, 11 and n 6= 8, 11. Consider the decomposition V = T1 ⊕ T2 where
T1 = 〈ei | 1 ≤ i ≤ n− 9〉 and T2 = 〈ei | n− 8 ≤ i ≤ n〉.
When q ∈ {3, 5, 7, 8, 11}, set K = 〈ζ, y〉, with ζ = [x, y]3. By the analysis of [x, y]
in Section 2, the subspaces T1 and T2 are K-invariant for n = 15, 16 and for all
n ≥ 18. Moreover, K|T1 is contained in Sym(11)×C3. When q = 2, set K = 〈ζ, y〉
with ζ = [x, y]24: if n = 10, 14, 15, 16 or n ≥ 18 again T1 and T2 are K-invariant
and ζ|T1 = In−9.
Proposition 5.2. If q > 2, let a be an element of Fq2 whose minimal polynomial
m(t) over Fp is as in Table 2. Then H = SUn(q
2).
Proof. Case 1. q = 3, 5, 7, 8, 11 and n = 15, 16 or n ≥ 18. Set ζ˜ = ζ|T2 and
y˜ = y|T2 , and take Λq as in Table 2. Since ∪h∈Λq̟(h) = ̟(SU9(q2)), by Lemma
2.5, we obtain that the projective image of 〈ζ˜, y˜〉 is isomorphic to PSU9(q2). Note
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that the order of PSU9(q
2) is divisible by a prime p1 ≥ 13. Under our assumptions,
there exists k ∈ K such that k|T2 is non-scalar and has order p1. Clearly k|T1
and k|T2 have coprime orders. Hence, 〈k〉 = 〈k|T1〉 × 〈k|T2〉 contains the subgroup
generated by diag(In−9, k|T2) of order p1. It follows that the normal closure G of
this subgroup acts as the identity on T1 and as SU9(q
2) on T2. Our claim now
follows from Theorem 5.1.
Case 2. q = 2 and n = 9, 10, 14, 15, 16 or n ≥ 18. The subgroup K ′ acts as the
identity on T1 and as SU9(2) on T2: the statement follows again from Theorem 5.1.
Case 3. q = 2 and n ∈ {8, 11, 12, 13, 17} or q = 3, 5, 8 and n ∈ {8, 9, 10, 12, 13, 14,
17} or q = 7, 11 and n ∈ {9, 10, 12, 13, 14, 17}. Take Λn,q as in Table 3: the
statement follows from Lemma 2.5, as ∪h∈Λn,q̟(h) = ̟(SUn(q2)). 
q m(t) Λq
2 {(ζ˜3y˜)j y˜ : j = 1, 6, 8, 15, 33}
3 t2 − t− 1 {(ζ˜ y˜)j y˜ : j = 3, 5, 6, 12, 23}
5 t2 − t+ 2 {(ζ˜ y˜)j y˜ : j = 1, 3, 8, 23, 26}
7 t2 + t+ 3 {(ζ˜y˜)j y˜ : j = 1, 3, 4, 7, 12, 25}
8 t6 + t4 + t3 + t+ 1 {(ζ˜y˜)j y˜ : j = 3, 4, 5, 6, 9, 11}
11 t2 + 7t+ 2 {(ζ˜y˜)j y˜ : j = 5, 6, 7, 8, 18}
Table 2. Sets Λq for q = 2, 3, 5, 7, 8, 11.
6. The case n = 8 and q 6= 2, 3, 5, 8
In this section we suppose that n = 8, q 6= 2, 3, 5, 8 and that a satisfies conditions
(2.2) when p = 3 and the following conditions if p 6= 3:
(1) Fp[a
3] = Fq2 and a
q+1 = 1;
(2) 4a4 − 11a3 + 24a2 − 11a+ 4 6= 0;
(3) a = ι, a primitive fourth root of unity, if q = p ≡ 3 (mod 4).
When p 6= 3, we have γ = (a3+1)2a3 , with a3 + 1 6= 0 by (1), and so condition
(2.1) holds. The value of a in (3) satisfies (1) and (2). By Lemma 2.2 there exists
a ∈ Fq2 satisfying the above conditions for all the values of q under consideration
except for q = 4 and q = 9, in which cases we can take a respectively with minimal
polynomial t4 + t3 + t2 + t+ 1 and t4 − t3 + t2 + t− 1 over Fp. The characteristic
polynomial of [x, y] is χ(t) = (t2 + t+ 1)χ0(t), with
χ0(t) = t
6 − γ
9
t5 − γ
9
t4 +
2γ + 3b+ 3bq
9
t3 − γ
9
t2 − γ
9
t+ 1.
Under assumption (2) above, the factors t2+ t+1 and χ0(t) are coprime. It follows
that ω±1 are simple roots of χ(t) and the eigenspaces of [x, y] and [x, y]T relative
to ω are respectively generated by:
(6.1) sω =
(
1, ω,−1,−ω2,−ω, ω2, 3a
2(2a− 1)ω
(ω − 1)(a2 − a+ 1)2 ,
3a(2a− 1)
(2ω + 1)(a2 − a+ 1)2
)
,
and
(6.2) sω =
(
1, ω2,−1,−ω,−ω2, ω, (a+ 1)
2(2− a)
3a2
,
(a+ 1)2(2− a)ω
3a
)
.
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n Γn,2 Γn,3
8 {1, 2, 6, 8} {1, 4, 5, 8}
9 {1, 2, 4, 8, 15}
10 {1, 2, 11, 13, 17, 21}
11 {1, 2, 6, 7, 8, 30}
12 {4, 6, 10, 20, 30, 46} {2, 4, 5, 6, 13, 29}
13 {1, 6, 7, 8, 21, 39, 44} {2, 3, 5, 6, 8, 11, 13}
14 {1, 2, 4, 5, 23, 30, 32}
17 {2, 4, 6, 7, 13, 14, 17, 19, 44, 46} {4, 10, 12, 15, 16, 18, 19, 24, 33, 40}
n Γn,5 Γn,8
8 {4, 10, 11, 13} {1, 2, 4, 7, 34}
9 {1, 2, 4, 8, 13} {2, 5, 8, 10, 11}
10 {2, 7, 10, 15, 16} {1, 3, 5, 7, 13, 14, 17}
12 {4, 7, 10, 13, 25, 27} {1, 2, 4, 9, 14, 15, 43}
13 {3, 6, 13, 14, 15, 20, 23} {2, 4, 6, 8, 11, 18, 26, 40}
14 {2, 4, 5, 7, 14, 19, 23} {1, 4, 5, 7, 16, 19, 34}
17 {5, 9, 13, 25, 27, 28, 32, 33, 41} {2, 5, 7, 9, 10, 12, 13, 18, 21, 41}
n Γn,7 Γn,11
9 {1, 2, 3, 4, 6, 11} {1, 3, 13, 16, 24}
10 {3, 4, 5, 18, 35} {2, 3, 7, 12, 13}
12 {1, 2, 7, 22, 26, 33} {1, 6, 9, 16, 19, 69}
13 {3, 8, 9, 15, 17, 21, 25} {2, 7, 8, 11, 21, 22, 25, 41}
14 {1, 4, 6, 9, 10, 26, 29, 35} {3, 4, 6, 15, 20, 30, 35, 37}
17 {4, 6, 9, 11, 13, 14, 15, 18, 19, 31} {1, 4, 5, 6, 13, 14, 15, 21, 23}
Table 3. Sets Λn,q = {[x, y](xy)j : j ∈ Γn,q} for q = 2, 3, 5, 7, 8, 11.
When p = 3, the characteristic polynomial of B =
(
[x, y]2y
)3
y is (t − 1)χ1(t),
where
χ1(1) = −a
13(a− 1)
(a+ 1)7
.
It follows that 1 is a simple eigenvalue of B and BT . The corresponding eigenspaces
are generated respectively by
(6.3) s1 = (a, a
q, 1, 1, 1, 0, 0, 0) , and s1 =
(
1,−(a+ 1), a−q, a−q, a−q, 0, 0, 0) .
Lemma 6.1. The subgroup H = 〈x, y〉 is absolutely irreducible.
Proof. Let U be an H-invariant subspace of V = F8 and U be the corresponding
HT -invariant subspace. Assume first p 6= 3.
Case 1. The restriction [x, y]|U has the eigenvalue ω. Then sω as in (6.1) belongs
to U and xsω = −sω−1 ∈ U . Consider the matrixM whose columns are the vectors
(6.4) sω, sω−1 , ysω, ysω−1 , y
2sω, y
2sω−1 , xy
2sω, xy
2sω−1 .
Then det(M) = 81a(2a−1)(a+1)
4
(a2−a+1)2 6= 0 and so the vectors in (6.4) are linearly inde-
pendent. We conclude that U = F8.
Case 2. If Case 1 does not occur, then [x, y]T|U has the eigenvalue ω. It follows
that sω ∈ U and xT sω = −sω−1 ∈ U . Consider the matrix N whose columns are
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the vectors
(6.5) sω, sω−1 , y
T sω, y
T sω−1 , (y
T )2sω, (y
T )2sω−1 , x
T yT sω, x
T yT sω−1 .
Then det(N) = −3γ(a+1)
6(a−2)
a5 6= 0 and hence the vectors in (6.5) are linearly
independent. We conclude that U = F8 and hence U = {0}.
Now suppose p = 3.
Case 1. The restriction B|U has the eigenvalue 1. Then s1 ∈ U . Consider the
matrix M whose columns are the vectors
(6.6) s1, xs1, yxs1, y
2xs1, xyxs1, xy
2xs1, (yx)
2s1, [y
2, x]s1.
Then det(M) = a
15(a−1)
(a+1)9 6= 0. So, the vectors in (6.6) are linearly independent and
we conclude that U = F8.
Case 2. If Case 1 does not occur, then (BT )|U has the eigenvalue 1. It follows
that s1 ∈ U . Consider the matrix N whose columns are the vectors
(6.7)
s1, x
T s1, y
TxT s1, (y
T )2xT s1, x
T yTxT s1, x
T (yT )2xT s1,
(yTxT )2s1, [(y
T )2, xT ]s1.
Then det(N) = −a7(a2−1) 6= 0, and so the vectors in (6.7) are linearly independent.
We conclude that U = F8 and hence U = {0}. 
When p 6= 3, the characteristic polynomials of xy and xy−1 are:
ψ1(t) = t
8 − a
3 + 1
3a2
t7 − a
3 − 2
3a
t6 +
2a3 − 1
3a2
t2 − a
3 + 1
3a
t+ 1,(6.8)
ψ−1(t) = t8 − a
3 + 1
3a
t7 +
2a3 − 1
3a2
t6 − a
3 − 2
3a
t2 − a
3 + 1
3a2
t+ 1.
When p = 3, the characteristic polynomials of xy and xy−1 are:
(6.9)
ψ1(t) = t
8 − at7 − t6 − t2 + aa+1 t+ 1,
ψ−1(t) = t8 + aa+1 t
7 − t6 − t2 − at+ 1.
Lemma 6.2. The subgroup H is primitive.
Proof. Suppose, by contradiction, that V = V1 ⊕ . . . ⊕ Vℓ is a decomposition per-
muted by H . By the irreducibility (Lemma 6.1), the permutation action is transi-
tive. In particular dim Vi =
8
ℓ , 1 ≤ i ≤ ℓ. Since ℓ 6≡ 0 (mod 3), in all cases we may
set yV1 = V1.
Case 1. ℓ = 8. Set Vi = 〈vi〉 = i. We may suppose xv1 = v3, yv3 = v4, yv4 = v5.
Moreover, substituting y with y2 if necessary, xv5 = v6, yv6 = v7, yv7 = v8. It
follows yv2 = v2. We consider the various possibilities for the restriction x|{2,4,7,8}
of x to {2, 4, 7, 8} and the corresponding characteristic polynomial ψ(t) of xy.
x|{2,4,7,8} xy x|{2,4,7,8} xy
(2, 4) (1, 3, 2, 4, 6, 7, 8, 5) (2, 4)(7, 8) (1, 3, 2, 4, 6, 8, 5)
(2, 7) (1, 3, 4, 6, 2, 7, 8, 5) (2, 7)(4, 8) (1, 3, 8, 5)(2, 7, 4, 6)
(2, 8) (1, 3, 4, 6, 7, 2, 8, 5) (2, 8)(4, 7) (1, 3, 7, 2, 8, 5)(4, 6)
In the three cases on the left ψ(t) has shape t8 + λ. In the cases on the right ψ(t)
has respective shapes t8 + λt7 + µt + ν, t8 + λt4 + µ and t8 + λt6 + µt2 + ν. In
all cases the term of degree 1 or 2 is missing. Comparison with ψ±1(t) gives the
contradiction a3 ∈ Fp (or 1 = 0 when p = 3 and ψ(t) = t8 + λt7 + µt+ ν).
Case 2. ℓ = 4. Set V1 = 〈v1, v2〉, V2 = 〈v3, v6〉, V3 = 〈v4, v7〉 and V4 = 〈v5, v8〉. We
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may assume xV1 = V2, yV2 = V3 and yV3 = V4. Hence, considering the similarity
invariants of y, we may assume yvi = vi, i = 1, 2, and xv1 = v3, xv2 = v6,
yv3 = v4, yv4 = v5, yv6 = v7 and yv7 = v8. Moreover, we have either (i) xV3 = V3,
xV4 = V4, or (ii) xV3 = V4. In case (i), setting xv4 = λv4 + µv7, xv7 = νv4 + ζv7,
xv5 = εv5 + ξv8, xv8 = τv5 + ςv8, we get that ψ(t) has shape t
8 + αt4 + β. In
case (ii), set xv4 = λv5 + µv8, xv7 = νv5 + τv8, xv5 = εv4 + ξv7, xv8 = ζv4 + ςv7.
If ε = 0, then τ = 0, ζ = µ−1, ξ = ν−1 and λ = −ςµν, while if ε 6= 0, then
µ = −ξτε−1, ν = −τζε−1 and λ = ξτζ+εε2 . We get that the coefficients of t5 and t
in ψ(t) coincide. In all cases, comparison with ψ±1(t) gives the absurd a3 ∈ Fp.
Case 3. ℓ = 2. Clearly yV2 = V2, xV1 = V2 whence [x, y]V1 = V1, [x, y]V2 = V2.
When p 6= 3 we may suppose sω ∈ V1. It follows that the subspace generated by
sω, ysω, y
2sω, xy
2xsω , xyxy
2sω
is contained in V1. The matrix consisting of coordinates 1, 2, 3, 5, 8 of these five
vectors has determinant −ω2 (a+1)4(a+ω2)a 6= 0, an absurd.
When p = 3 it is easy to see that B fixes both V1 and V2. So we may assume
that s1 ∈ V1. Then the five linearly independent vectors
s1, xyxs1, xy
2xs1, (yx)
2s1, [y
2, x]s1
of (6.6) lie in V1, an absurd. 
Lemma 6.3. The subgroup H is tensor-indecomposable.
Proof. Suppose, by contradiction, that H is conjugate to a subgroup of GL2(F) ⊗
GL4(F) and set x = x˜2 ⊗ x˜4 and y = y˜2 ⊗ y˜4. We must have x˜2 and y˜2 non scalar,
otherwise the group 〈x˜2, y˜2〉 would be reducible, in contrast with the irreducibility
of H (Lemma 6.1). Since the fixed points space of y has dimension 4, we may
assume that there is a 2-dimensional subspace W of F4 on which y˜4 acts as the
identity. By the irreducibility of H we must have xW ∩W = {0}. Let w1, w2 be a
basis of W . Then B4 = {w1, w2, x˜4w1, x˜4w2} is a basis of F4. Call B2 = {v1, v2}
a basis of F2 on which y˜2 acts in Jordan form. With respect to the basis B2 ⊗B4
we have:
x =
(
α1 α2
α3 −α1
)
⊗
(
0 I2
I2 0
)
and y =
(
1 λ
0 ω−1
)
⊗


1 0 β1 β2
0 1 β3 β4
0 0 ω ν
0 0 0 ω


with λ = ν = 0 if p 6= 3, ω = λ = 1 and ν ∈ {0, 1} if p = 3. By the irreducibility of
H we get α3 6= 0 and, if p 6= 3, we also have α2 6= 0. Conjugating by an element of
the centralizer of y˜2 we may suppose α2 = 1, α3 = 1− α21.
When p 6= 3, computing the characteristic polynomial of (x˜2 ⊗ x˜4)(y˜2 ⊗ y˜4) we
obtain that the coefficients of the terms of degree 2 and 6 are equal. Then, from
(6.8) it follows a = ±1, an absurd.
When p = 3 and ν = 1 we must have β1 = β3 = 0 in order that the fixed points
space of y˜2 ⊗ y˜4 has dimension 4. For both values of ν = 0, 1 the characteristic
polynomial of (x˜2 ⊗ x˜4)(y˜2 ⊗ y˜4) has the coefficients of the terms of degree 1 and 7
which are equal. Comparison with (6.9) gives the contradiction a ∈ {0,−1}. 
Lemma 6.4. The subgroup H is not contained in any maximal subgroup M of
class C5 of SU8(q2).
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Proof. Suppose, by contradiction, that there exists g ∈ U8(q2) such that
〈x, y〉g ≤ GL8(q0)
(
F∗q2I8
) ≤ SU8(q2),
where Fq0 is a proper subfield of Fq2 . Set
xg = ϑ1x0, y
g = ϑ2y0, x0, y0 ∈ GL8(q0), ϑi ∈ F∗q2 .
Since y has the similarity invariant t− 1, we obtain that ϑ2 ∈ Fq0 . Now, for p 6= 3,
from (6.8) we get tr(xy) 6= 0 and, by a direct calculation, tr(yxy)tr(xy) = a. For p = 3,
from (6.9) we get − tr(xy)tr(xy2) = a+1. In both cases, a ∈ Fq0 . Thus Fq2 = Fp[a3] ≤ Fq0
gives q0 = q
2, against the assumption that Fq0 is a proper subfield of Fq2 . 
Lemma 6.5. The subgroup H is not contained in any maximal subgroup M of
class C6.
Proof. Suppose H ≤ M . By the classification of [2, Tables 8.46 and 8.47] we
may assume q = p ≡ 3 (mod 4): in particular a = ι by the assumptions at the
beginning of this section. Moreover ME
∼= Sp6(2), where E = Zd ◦ 21+6 is an
absolutely irreducible 2-group in which all squares are scalar. Here, Zd is a cyclic
group of order d = (p+1, 8). Call g = E[x, y] the image of [x, y] in Sp6(2) andm the
order g. Recall that [x, y] has the eigenvalues ω±1. So, from [x, y]m ∈ E it follows
that 3 divides m and, moreover, that [x, y]2m = I8. Inspection of the orders of the
elements in Sp6(2) gives m ∈ {3, 6, 9, 12, 15}. If m = 3, 6, 12, then [x, y]24 = I8:
consideration of the entry of position (3, 1) excludes this possibility. If m = 9, then
[x, y]18 = I8, which can be excluded considering the entry of position (3, 2). Finally,
the case m = 15 can be excluded looking at the entries of [x, y]30 = I8 of position
(1, 4) and (1, 5). 
Lemma 6.6. The subgroup H is not contained in any maximal subgroup M of
class S.
Proof. Suppose H ≤M . As in the previous lemma, by [2, Table 8.47], we may as-
sume 11 ≤ q = p ≡ 3 (mod 4), a = ι. MoreoverN0.PSL3(4) ≤M ≤ N0.PSL3(4).23,
where N0 is a 2-group such that N
4
0 ≤ 〈−I〉. We recall that the commutator [x, y]
must belong to the derived subgroup, hence [x, y] ∈ N0.PSL3(4). The elements of
PSL3(4) have orders 1, 2, 3, 4, 5, 7. Let s be the order of N0[x, y] in PSL3(4). Then,
the order of [x, y] divides 2αs. Since 3 divides the order of [x, y], the only possibility
is that N0[x, y] has order 3, namely that [x, y]
12 = ±I8. Consideration of the entry
of position (1, 3) leads to an absurd. 
We can now conclude, recalling all our assumptions for the reader’s convenience.
Proposition 6.7. Suppose q 6= 2, 3, 5, 8. If p 6= 3, let a ∈ Fq2 be such that
(1) Fq2 = Fp[a
3] and aq+1 = 1;
(2) 4a4 − 11a3 + 24a2 − 11a+ 4 6= 0.
Moreover if q = p ≡ 3 (mod 4), let a be a primitive fourth root of unity.
If p = 3, let a ∈ Fq2 be such that
Fq2 = F3[a] and a
q + aq−1 + 1 = 0.
Then the group H = 〈x, y〉 coincides with SU8(q2).
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Proof. The subgroup H is absolutely irreducible by Lemma 6.1. It follows from
Lemmas 6.2 and 6.3 that H is primitive and tensor-indecomposable. Suppose that
H is contained in a maximal subgroupM of SU8(q
2). According to the classification
of [2, Tables 8.46 and 8.47], M is then a subgroup belonging to C5∪C6 ∪S. Classes
C6 and S, which must be considered only when q = p ≡ 3 (mod 4), are ruled out by
Lemmas 6.5 and 6.6. Finally, class C5 is excluded by Proposition 6.4. We conclude
that H = SU8(q
2). 
7. The case n = 11 and q > 2
Our generators work also for n = 11 but, for a shorter proof, we use different
ones. More precisely we extend to n = 11 the generators used in [9] for n = 7. So,
let C = {e1, . . . , e11} be the canonical basis of V = F11. Let a ∈ Fq2 be such that
Fq2 = Fp[a] and define H = 〈x, y〉, where x and y are matrices of respective order
2 and 3, acting on C as follows:
• xe2j+1 = e2j+2 for any j = 0, . . . , 4;
• xe11 = a(e1 + e2) + e5 + e6 − (e9 + e10 + e11);
• ye1 = e1 and ye11 = (a+ aq + 1)e1 − (e10 + e11);
• ye2j = e2j+1 for any j = 1, . . . , 5;
• ye2j+1 = −(e1 + e2j + e2j+1) and ye2j+5 = e1 − (e2j+4 + e2j+5) for any
j = 1, 2.
The similarity invariants of x and y are, respectively,
d1(t) = t+ 1, d2(t) = d3(t) = d4(t) = d5(t) = d6(t) = t
2 − 1
and
(7.1) d1(t) = d2(t) = d3(t) = d4(t) = t
2 + t+ 1, d5(t) = t
3 − 1.
We then obtain that x, y ∈ SL11(q2). The characteristic polynomial of z = xy is
χz(t) = t
11 − t9 + 2t7 − (a+ 1)t6 + (aq + 1)t5 − 2t4 + t2 − 1.
Lemma 7.1. If H is absolutely irreducible, then H ≤ SU11(q2).
Proof. Let C(g) be the centralizer of g in Mat11(q
2). Applying Frobenius formula
[4, Theorem 3.16], we obtain that dimC(x) = 61 and dimC(y) = 51. By the
absolute irreducibility of H and applying Scott’s formula (see [14]), we obtain that
dimC(z) = 11 and, in particular, that z has a unique similarity invariant. From
[14, Theorem 3.1] it follows that H ≤ SU11(q2). 
We now consider the absolute irreducibility of H . Define
f1(a) = a
2q − aq+1 − 3aq + a2 − 3a+ 9,
f2(a) = a
5q + 5a4q+1 + 16a4q + 10a3q+2 + 64a3q+1 + 92a3q + 10a2q+3+
128a2q+2 + 436a2q+1 + 424a2q + 5aq+4 + 64aq+3 + 436aq+2+
1168aq+1 + 1008aq + a5 + 16a4 + 92a3 + 424a2 + 1008a+ 864.
Lemma 7.2. Let a ∈ Fq2 be such that f1(a)f2(a) 6= 0. Then H is absolutely
irreducible.
Proof. Assume that f1(a)f2(a) 6= 0 and let U 6= V be an H-invariant subspace
of V . A direct calculation shows that, for all u ∈ V , the element u + yu + y2u
always belongs to the subspace 〈e1〉. On the other hand, we have xe2i+1 = e2i+2
and ye2i+2 = e2i+3 for all i = 0, . . . , 4. It follows that, if v = u + yu + y
2u 6= 0
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for some u ∈ U , then the H-submodule generated by v is the whole space V , in
contradiction with the assumption U 6= V . Hence, every element u ∈ U satisfies
the following condition:
(7.2) u+ yu+ y2u = 0.
We will show that this condition implies U = {0}.
Case 1. Suppose that u+ xu = 0 for all u ∈ U . Then all vectors in U have shape
(λ1, a(λ5 + λ6)− λ1, λ3,−λ3, λ5, λ6, λ7,−λ7, λ9,−(λ5 + λ6 + λ9),−(λ5 + λ6)).
Fix a nonzero u ∈ U . From yu+x(yu) = 0 and y2u+x(y2u) = 0 we get λ5 = −(λ1+
(a+ 1)λ3), λ6 = λ1 + aλ3, λ7 = −λ3, λ9 = λ1 + (a + 1)λ3 and (λ1, λ3)A = (0, 0),
where
A =
(
a− 3 aq − 3
a2 − 2a− aq aq+1 − 2a− 3
)
.
Since det(A) = f1(a) 6= 0, we obtain λ1 = λ3 = 0 and hence u = 0. This means
that U = {0}, as desired.
Case 2. Suppose that there exists v ∈ U such that v + xv 6= 0. Then, the vector
w = v+xv has shape (λ1, λ1, λ3, λ3, λ5, λ5, λ7, λ7, λ9, λ9, 0). Equation (7.2) applied
to w gives the condition 2λ3 = 2(λ1 + λ7) + (a + a
q + 2)λ9. Assume first that
p = 2. Since f2(a) = (a + a
q)5 is nonzero by hypothesis, it follows that λ9 = 0.
Application of (7.2) to the vectors (xy)iw ∈ U for i = 1, 2, 3, 4 gives λ9−2i = 0. So,
u = 0 and hence U = {0}. Now, assume p 6= 2 and set λ3 = λ1 + λ7 + a+aq+22 λ9.
Application of (7.2) to the vector xyw ∈ U gives λ1 = λ5 + a+aq2 λ7 − a+3a
q+6
2 λ9.
Finally, application of the same equation to the vectors (xy)iw ∈ U for i = 2, 3, 4
gives (λ5, λ7, λ9)B = (0, 0, 0), where B is the following matrix

a+ aq + 4 4(aq + 2) 4(aq + 3)
−2(aq + 2) −(a+ aq + 2)2 − 8(aq + 2) −2(a2q + aq+1 + 7aq + a+ 12)
2(aq + 3) 2(a2q + 7aq + aq+1 + a+ 12) −(a+ aq)2 + 4(a2q − 2a+ 2aq + 3)

 .
Since det(B) = f2(a) 6= 0, we obtain λ5 = λ7 = λ9 = 0 and so u = 0. It follows
that also in this case U = {0}, proving that H is absolutely irreducible. 
Lemma 7.3. If H is absolutely irreducible, then H is not monomial.
Proof. Let {v1, v2, . . . , v11} be a basis on which H acts as a monomial, transitive
group. We may then assume yv1 = v2, yv2 = v3, yv3 = λ1v1, yv4 = v5, yv5 = v6,
yv6 = λ4v4, yv7 = v8, yv8 = v9 and yv9 = λ7v7. As y
3 = I11, we must have
λ1 = λ4 = λ7 = 1. This implies that y has the similarity invariant t
3 − 1 with
multiplicity 3, a contradiction with (7.1). 
Lemma 7.4. Assume that H is absolutely irreducible. Then, H is not contained
in any maximal subgroup of SU11(q
2) of class C5.
Proof. Suppose, by contradiction, that there exists g ∈ U11(q2) such that
〈x, y〉g ≤ GL11(q0)
(
F∗q2I11
) ≤ SU11(q2),
where Fq0 is a proper subfield of Fq2 . Set x
g = ϑ1x0, y
g = ϑ2y0, where x0, y0 ∈
GL11(q0) and ϑi ∈ F∗q2 . Recall that x has the similarity invariant t + 1 and y has
the similarity invariant t2+ t+1. It follows that x0 and y0 must have, respectively,
the similarity invariants t+ϑ−11 and t
2+ϑ−12 t+ϑ
−1
2 : we conclude that ϑ1, ϑ2 ∈ Fq0 .
Now, the relation tr((xy)9) = −9a gives a ∈ Fq0 , unless p = 3. In this case, we use
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tr((xy)5) = −(a+ 1), which gives again a ∈ Fq0 . Thus, Fq2 = Fp[a] ≤ Fq0 returns
q0 = q
2 in contrast with the assumption that Fq0 is a proper subfield of Fq2 . 
Lemma 7.5. Assume that H is absolutely irreducible. Then, H is not contained
in any maximal subgroup M of SU11(q
2) of class S.
Proof. Suppose thatH ≤M . By [2, Tables 8.73] we have q = p ≥ 5 andM = Z×K,
where Z has order gcd(q + 1, 11) and K ∈ {PSL2(23),PSU5(4)}. It easily follows
that x, y ∈ K. Note that tr(x) = −1 and tr(y) = −4. Considering the irreducible
characters χ of PSL2(23) and ψ of PSU5(4) of degree 11, we see that if g has order
3 then χ(g) = −1, in contrast with tr(y) = −4 (since p 6= 3); if g has order 2 then
ψ(g) ∈ {−5, 3}, in contrast with tr(x) = −1 (since p 6= 2). 
Proposition 7.6. Take x, y as before and let H = 〈x, y〉. If a ∈ Fq2 is such that
(7.3) Fq2 = Fp[a] and f1(a)f2(a) 6= 0,
then H = SU11(q
2). Moreover, if q > 2, then there exists a ∈ Fq2 satisfying (7.3).
Proof. Since f1(a)f2(a) 6= 0, the group H is absolutely irreducible, as shown in
Lemma 7.2 and hence, by Lemma 7.1, H is subgroup of SU11(q
2). Suppose that H
is contained in a maximal subgroup M of SU11(q
2). According to the classification
of [2, Tables 8.72 and 8.73], M is a subgroup belonging to C2 ∪C5 ∪C6 ∪S. Classes
C2, C5 and S are excluded using Lemmas 7.3, 7.4 and 7.5. Since (xy)6 is not a
scalar matrix (the element of position (5, 1) is 1), we can apply [13, Lemma 2.3]
to prove that H is not contained in a maximal subgroup of class C6. We conclude
that H = SU11(q
2).
Now, suppose q > 2. Clearly, there are ϕ(q2 − 1) different generators a of F∗q2 ;
on the other hand, there are at most 7q values a such that f1(a)f2(a) = 0. For
q ∈ {16, 25, 27} and for q ≥ 31 we get ϕ(q2 − 1) > 7q and hence we can choose
a ∈ F∗q2 such that (7.3) is satisfied. For each of the remaining values of q, in Table
4 we exhibit a value a which satisfies (7.3). The inequality ϕ(q2 − 1) > 7q can
be proved by direct computations for q ∈ {16, 25, 27} and for 31 ≤ q ≤ 337; for
q > 337 we use the fact that ϕ(q2 − 1) > (q2 − 1)2/3, see [13, Lemma 2.1]. 
q m(t) q m(t) q m(t)
3, 5 t2 − t+ 11 4, 9 t4 + t3 + t2 + t+ 1 7, 13, 17, 19, 29 t2 + t+ 3
8 t6 + t3 + 1 11 t2 + 5t+ 3 23 t2 + 3t+ 3
Table 4. Minimum polynomial m(t) of a over Fp.
8. Conclusions
Proof of Theorem 1.1. For 3 ≤ n ≤ 7, the result was already proved in [9, 11, 13,
14]. So, suppose n ≥ 9 and n 6= 11. If q = 2, 3, 5, 7, 8 the statement follows from
Proposition 5.2 and for the other values of q we apply Theorem 4.6. The statement
for n = 8 follows from Propositions 5.2 and 6.7. Finally, the statement for n = 11
follows from Propositions 5.2 and 7.6. 
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