Missing data present challenges in data analysis. Naive analyses such as complete-case and available-case analysis may introduce bias and loss of efficiency, and produce unreliable results. Multiple imputation (MI) is one of the most widely used methods for handling missing data which can be partly attributed to its ease of use. However, existing MI methods implemented in most statistical software are not applicable to or do not perform well in high-dimensional settings where the number of predictors is large relative to the sample size. To remedy this issue, we develop an MI approach that uses dimension reduction techniques. Specifically, in constructing imputation models in the presence of high-dimensional data our approach uses sure independent screening followed by either sparse principal component analysis (sPCA) or sufficient dimension reduction (SDR) techniques. Our simulation studies, conducted for high-dimensional data, demonstrate that using SIS followed by sPCA to perform MI achieves better performance than the other imputation methods including several existing imputation approaches. We apply our approach to analysis of gene expression data from a prostate cancer study.
Introduction
Appropriate handling of missing data requires an understanding of its source and structure. It is well known that naive analyses such as complete-case and available-case analysis may introduce bias and loss of efficiency, and produce unreliable results. Multiple imputation (MI) 1, 2 is one of the most widely used methods which can be partly attributed to its ease of use. The basic idea underlying MI is to replace missing values M times by "plausible values" drawn from their posterior predictive distributions given the observed data. Multiply imputed data sets are generated to account for sampling variability and uncertainty of imputing missing values. Then each data set completed by imputation is analyzed using the standard complete-data methods and the estimates obtain from these analyses are combined using Rubin's rule 2 to create one statistical inference summary. A key advantage of MI is that the imputation model can be operationally distinct from the subsequent analyses (target analysis that would be performed in the absence of missing data). The use of MI has been investigated in various settings and detailed reviews are provided elsewhere. 3, 4 The Problem
The validity of MI is predicated on several assumptions. First, the missing at random (MAR) 5 mechanism is often assumed and implies the missingness is not associated with the missing values conditional on observed data. 1 Our current work assumes that the incomplete data are MAR. Second, Meng 6 suggested that the imputation model be congenial or general enough to preserve any associations among variables that may be the target in the imputed data analyses. Furthermore, a general imputation model that is close to the true model allows for accommodation of a wide range of statistical models that can be used on the imputed data sets. In order to construct a reasonable, general imputation model, a major issue is to not exclude any important predictors, since excluding important variables may lead to imputation models that are not as general than the subsequent analysis and will potentially bias the results. However, in practice it is not feasible to specify all possible relevant predictors and their interactions in an imputation model. A more challenging problem arises in the presence of highdimensional data where the number of variables is larger than or approximately equal to the sample size. Largely due to the advancement of technology, the amount of data collected is rapidly increasing which give rise to high-dimensional data.
Examples of high-dimensional data include genomics, proteomics and functional magnetic resonance imaging data. These data often contain missing values, yet there has been limited work in developing approaches for handling missing data in the presence of high-dimensional data. Standard MI approaches implemented in most statistical software perform poorly or fail in the presence of high-dimensional data.
7
Existing approaches for MI in the Presence of High-Dimensional Data
Model trimming is essential to construct imputation models in the presence of high-dimensional data. Stekhoven et al. 8 used a classification technique, namely random forest (RF), to impute missing values in high-dimensional data. The variable with missing values is treated as the response variable and other (auxiliary) variables are used for bootstrap aggregation of multiple regression trees to potentially reduce overfitting. The predictions are combined from trees to improve accuracy of prediction
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of the missing values. However, the selection of tuning parameters such as the number of trees and number of nodes needs further investigation. Liao et al. 9 proposed another imputation approach for high-dimensional data which is a variation of a K-nearest-neighbor imputation. For a missing value, the method seeks its K nearest variables (KNN V) or subjects (KNN S) and imputes by a weighted average of observed values of the similar neighbors. Although the method was shown to perform well in their simulations where the performance was evaluated based on comparisons between true and imputed values, it does not properly propagate the uncertainty in estimating the parameters in the imputation model and hence it is not proper in the sense of Rubin 2 . Improper imputation can lead to biased inference in the subsequent analyses.
Zhao and Long 7 proposed an MI approach for high-dimensional data based on regularized regression that does account for the uncertainty in imputation. Specifically, they investigated the use of MI through direct and indirect use of regularized regression. In the former, regularized regression is used for both variable selection and parameter estimation for imputation models; in the latter regularized regression is only used for model trimming. Direct use of regularized regression in MI was
shown to achieve superior performance in the settings considered in their work. They also proposed an MI method using the Bayesian lasso (Blasso) 10 to estimate and select important variables in imputation models. However, these methods also have some limitations and particularly they may not yield good performance when the true imputation model is large. To tackle this challenge, we consider an alternative approach to constructing imputation models by incorporating dimension reduction techniques.
Dimension Reduction Techniques for High-Dimensional Data
Screening is an effective strategy to deal with high dimensionality. In particular, sure independent screening (SIS) 11 is a method which is based on correlation learning which filters out the features that have weak correlation with the response.
Another dimension reduction technique is sparse principal component analysis (sPCA). 12 The commonly used principal component analysis (PCA) seeks linear combinations of p variables such that the derived components capture maximum variance.
Yet, a drawback of PCA is that the loadings of all p variables are typically nonzero, which is often hard to interpret. Zou et al. 12 modified PCA by using the lasso penalty (sPCA ST) to shrink some loadings to zero, allowing for identification of important features. More recently, other authors proposed adjustments to sparse principal component analysis. Witten et al. 13 used penalized matrix decomposition (sPCA PMD), a regularized version of the singular value decomposition, to create sparse loadings. Lee et al. 14 proposed two approaches to modify sPCA by using the lasso 15 (sPCA L) and adaptive lasso 16 (sPCA AL) penalty terms.
Alternatively, we can use sufficient dimension reduction regression 17 (SDR) to find relevant predictors in imputation models. SDR seeks to find d linearly independent linear combinations such that all the information about the regression is contained in the d linear combinations and d is typically considerably less than the number of variables (namely, p). There are several variations of SDR including sliced inverse regression (SIR) 18 , sliced average variance estimates (SAVE) 19 , and principal Hessian directions (PHD) 20 .
In this paper, we propose a new MI approach that imputes the missing values by first screening for relevant predictors of
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a variable with missing values. Using the screened variables, we further reduce dimensions by applying SDR or sPCA and use the resulting linear combinations to construct imputation models. The remainder of this paper is organized as follows.
In the next section, we describe the proposed approach based on SPCA and SDR. In the following section, we perform simulations to evaluate the performance of the proposed approach in comparison with several existing approaches including Blasso, DAlasso, KNN S, KNN V, and RF in the presence of high-dimensional data. In the fourth section we illustrate the new proposed approach using genomics data from a prostate cancer study. We conclude with a discussion in the last section.
Methodology
To β β β is a set of parameters and the missing data mechanism is missing data at random (MAR). Under ignorability, the standard imputation framework can be represented by (1) 
Specifically, one can first generate a random draw from the posterior distribution of β β β
and then generate a random draw of the missing values from their posterior predictive distributions
where m = 1, ..., M and M is the number of imputed data sets. 21 For ease of exposition, we describe our proposed approach in a setting where only one variable y y y 1 
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To complete the imputation model (1), we can posit a regression model with y y y 1 as the outcome
where ε ∼ N(0 0 0, σ 2 I n 1 ) and β β β = (δ 0 , δ δ δ , σ 2 ) T . Model (3) can be fitted using the set of complete cases. However, when p ≫ n, standard regression techniques such as ordinary least squares fail and it is imperative to perform variable selection or dimension reduction when fitting model (3) . As demonstrated in our simulations, when the true model for (3) is large, i.e., the number of important predictors in (3) is large relative to n, imputation methods based on regularized regression may yield unsatisfactory performance.
We propose to use dimension reduction techniques when constructing imputation models, specifically, applying SIS followed by either sPCA or SDR before fitting model (3). The proposed imputation approach is detailed as follows:
1. In the first step, SIS is performed using the complete cases to find a subset of v variables that are predictive of the incomplete variable y 1 . Let {t 1 , ...,t v } index the subset of v variables selected from y 2 , . . . , y p using SIS, where v < p − 1.
2. In the second step, we achieve further dimension reduction via either sPCA or SDR, as v can be still large relative to n. where y y y 1 is used as the response variable, γ's are the estimated coefficients in SDR using the set of complete cases, and d (d < v) is chosen by using an asymptotic test for PHD and permutation tests for SAVE and SIR 17 .
The most notable difference between sPCA and SDR is that SDR uses the variable with missing values, namely y y y 1 , as the outcome to guide dimension reduction.
After 
Simulation studies
We conduct simulation studies to evaluate the performance of our proposed approach. In the second step of our proposed ap- 9 , and Stekhoven et al. 8 . Zhao and Long 7 used Bayesian lasso regression (Blasso) and adaptive lasso with direct use of regularized regression (DAlasso) to conduct MI in high-dimensional data. Liao et al. 9 used variations of k-nearest neighbors, namely, KNN S and KNN V for imputation of missing values.
Stekhoven et al. 8 proposed random forest (RF) for MI. We also include the standard parametric MI procedure implemented in the R package mice 23 with the default method of Bayesian linear regression.
In our simulations we focus on estimating the regression coefficientsθ from linear regression in the presence of missing data. We useθ obtained from the imputed data sets to compare the performance across different imputation methods. To have a point of reference for bias and efficiency for estimating θ , we apply a gold standard (GS) method that estimates θ using the underlying complete data before missing data are generated. We also perform a complete-case analysis (CC), in which only the set of complete cases are used in data analysis.
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Simulation setup
We vary several factors including the total number of variables (p), the number of variables in the true imputation model We conduct imputation of y mis,1 using each imputation approach considered. The subsequent analysis for the imputed data is performed using a linear regression of w w w on the imputed y y y 1 and fully observed y y y 2 and y y y 10 . For our proposed method and the existing MI based methods, we use the R package mice to multiply impute the missing data with its default method of Bayesian linear regression with a ridge parameter value of 10 − 5. Thirty imputed data sets are generated for each MI method to use in subsequent analyses. Rubin's rule 2 is used to pool the estimates to obtainθ θ θ and their standard errors.
Results
The simulation results are summarized forθ 1 which is the parameter estimate that is associated with the incomplete variable y y y 1 . Tables 1 to 4 Tables 1 and   2 , the covariance structure is an autoregressive matrix. More specifically, c = 4 in Table 1 and c = 100 in Table 2 . In Table   3 and Table 4 , the covariance structure is a block diagonal matrix with compound symmetric blocks. We let c = 4 in Table 3 and let c = 100 in Table 4 . In our proposed approach, we use the R package SIS 24 with the default vanilla method to find a subset of v variables that are predictive of the incomplete variable y 1 . In each setting, SIS selects between 10 and 17 variables.
SPCA is conducted using four variations and the number of principal components (PCs) are selected by either choosing the first principal component or the first d principal components that explain at least 60 or 80% of the total variance. However, we observe superior performance using one principal component; as a result, we only present the results based on one principal component.
In comparing the existing methods to our new proposed methods, we observe that our new proposed method outperforms the existing methods. When the size of the true imputation model is small (c = 4) relative to n, the Blasso imputation method of Zhao and Long 7 yields modest bias. In contrast, the CC, MI, DAlasso, KNN and RF methods, in general, yield substantial bias and inadequate CRs. More importantly, our methods outperform all the existing methods, including Blasso, in terms of bias, MSE, and coverage rates. Furthermore, as c increases to 100, there is considerably more pronounced deterioration in the performance of Blasso compared to our proposed approach. Our proposed method has minimal bias, coverage rates near the nominal level, and overall superior performance as compared to the existing methods, irrespective of whether the true imputation model is small or large relative to n.
Among the two proposed methods, sPCA generally achieves better performance than SDR. When the size of the true active set in the imputation model is small, that is, c = 4 (Table 1) , all sPCA and SDR variations exhibit negligible bias and coverage near the nominal level. Within SDR methods, SDR SIR tends to achieve slightly better performance than SDR SAVE and SDR PHD in terms of bias, MSE, and coverage. When the size of the true active set is large (c = 100), the improved performance of sPCA compared to SDR is more pronounced when correlation among the data is small (ρ = 0.1) or moderate (ρ = 0.5). As the number of variables in the true imputation model increases, the performance of the SDR methods slightly deteriorates. While SDR achieves satisfactory performance in terms of bias and MSE when c is small (c = 4), it exhibits modest bias when c = 100 and the correlation is small (ρ = 0.1 or ρ = 0.5), whereas the performance of sPCA methods remains satisfactory. The sPCA methods capture the maximum variance in the data and ultimately yields more favorable results. Although, SDR has modest bias for the case when c = 100, it outperforms the existing methods which exhibit substantial bias. The correlation among the data appears to have no effect on the performance of SDR. However, when c = 100, the sPCA methods have improved performance with increasing correlation. This suggest that when variables are strongly correlated, the sPCA methods provide sufficient information for imputation even though the variables screened in SIS may not be identical to the variables in the imputation model. As the dimension of data increases from p = 200 to p = 1000, the results are comparable for all values of p, c, and ρ. This result suggest that our methods can accommodate different size imputation models. In the case of c = 100, both our sPCA and SDR proposed methods have improved performance
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when the covariance structure is block diagonal with compound symmetric blocks (Table 4) as compared to the setting where the covariance matrix is first-order autoregressive (Table 2) . Although SDR SIR has superior performance within the SDR methods, it is important to note that among the sPCA methods, no method is preferred over the other.
Within the existing methods, in the case where c = 4, Blasso has better performance in terms of bias, MSE, and coverage rates except in the case p = 200 and ρ = 0.9. In that exception, DAlasso has better performance. Yet all existing methods underperform our proposed methods when c = 100. The KNN and RF methods exhibit extreme bias in all scenarios with the exception of KNN S with c = 100, p = 200, ρ = 0.5, and block diagonal covariance structure. In addition, correlation amongst the data and the number of predictors also appear to have very little influence on the results of existing methods. In general, the existing methods do not perform well and our proposed approach using dimension reduction techniques yield more favorable results.
Data example
We apply the proposed methodology to a prostate cancer study (GEO GDS3289). The data set contains 104 samples of which 34 are benign epithelium samples and 70 nonbenign samples. There were 1,894 fully observed variables which were all used for screening in SIS. In this analysis, we are interested in conducting a logistic regression where we have a binary outcome (y)
which is 1 if a sample is benign and 0 otherwise. The goal is to test whether a genomic biomarker VPS36 is associated with the outcome. However, VPS36 has 51% of its values subjected to missingness. For illustration purposes, we also include two fully observed biomarkers as predictors in the logistic regression model. In this analysis, the GS method is not applicable since we do not the underlying true data. In addition, the mice package used to conduct MI in R gives error messages, therefore are not included in our results.
In Table 5 , we present the results of our analysis for estimating the parameter θ 1 , that is the regression parameter associated with VPS36. There were 11 variables screened by SIS for VPS36. The sPCA, SDR, and existing methods give differing results in terms of estimates and p-value. For example, VPS36 is statistically significant using the sPCA methods for dimension reduction before MI but not in SDR. Yet, the direction of the point estimates are the same for all methods except RF.
However, RF had extreme bias in the simulations and may be questionable in this application. In addition, the magnitude of the estimates for the sPCA methods are considerably larger but consistent across the four sPCA methods. In contrast, the parameter estimates and p-values are more variable in the three SDR methods. For example, the regression coefficients for VPS36 in the SDR method range from 0.517 to 1.260, with p-values of 0.542 and 0.190, respectively. Our simulations show that performing sPCA before MI generally yields minimal bias and adequate coverage rates, therefore, may be more preferred over the other methods in this application.
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Discussion
Our work demonstrates the value of dimension reduction techniques in constructing imputation models in the presence of highdimensional data, particularly when the size of the true imputation model is large. In the settings considered, the proposed methods outperform the existing methods, irregardless of the size of the true imputation model, the number of variables in the data set, and the correlation among the data. In comparing sPCA and SDR to construct imputation models, the sPCA method outperformed SDR in terms of bias, MSE, and coverage rate. A data example using genomics data from a prostate cancer study is used to further illustrate the usefulness of our proposed method.
We have considered settings under the MAR assumption where a single variable has missing values. In practice, more than one variable of interest may have missing values. Future work can extend our methods to the setting of general missing data patterns with more than one variable missing. In addition, it is of interest to develop methods to handle missing data under the assumption of missing not a random in the presence of high-dimensional data. 
