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Abstract
The topic of this masters thesis is to investigate when a regular set A is
reducible to a regular set B in the following sense:
A ≤au B iff there is an automatic function f such that for all a, b ∈ A, it
holds that f(a), f(b) are defined in B, and f(a) = f(b)⇒ a = b.
A ≤tr B iff there is a function f computed by a finite nondeterministic
transducer such that for all a, b ∈ A, it holds that f(a), f(b) are defined in
B, and f(a) = f(b)⇒ a = b.
One of the central questions investigated is whether it holds for every two
regular languages that they are comparable under the given reduction.
For the first reducibility: ≤au, it is shown that any two polynomial sized regu-
lar sets are comparable and every polynomial sized regular set is reducible to
every exponential sized regular set. Comparability between two exponential
sized regular sets remains an open problem.
For the second reducibility: ≤tr, it is shown that any two regular sets are
comparable and exponential sized regular sets form a single equivalence class




This thesis studies reducibilities between regular languages. The reductions
studied are (i) automaton reductions: A ≤au B iff there is an automatic and
injective function f : A → B; and (ii) transducer reductions: A ≤tr B iff
there is a injective function f : A→ B computed by a finite nondeterministic
transducer.
The important results included in this thesis are that both of the reductions
are transitive; all regular sets are comparable under ≤tr; all polynomial sized
regular sets are comparable under ≤au; and a version of the Cantor-Bernstein
theorem for ≤au. This thesis also provides a characterization of polynomial
sized regular sets in terms of their regular expressions, and some number
theoretical results on regular sets.
1.1 Motivation
The reducibilities ≤au and ≤tr are modelled according to the counterparts
in recursion theory, set theory and complexity theory. In set theory one
says that |A| ≤ |B| iff there is a one-one function from A to B. To a
1
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certain extent, ≤au and ≤tr are the effective notions of this comparison of
cardinalities. Indeed, for regular sets A,B, A ≤tr B iff either the cardinality
of A is below that of B and A is a finite set or if both sets are infinite
and the growth-rate of A is below that of B in the scale of linear growth,
quadratic growth, cubic growth, . . ., exponential growth. There are further
reducibilities which stood out as an example when defining ≤au and ≤tr. The
following small sections describe these reducibilities and say to which extent
those parallels hold.
Recursion Theory
An important notion of recursion theory is one-one-reducibility [1]: Given
sets of natural numbers A and B, define A ≤1 B, if there is a recursive and
injective function f such that for all x ∈ N, x ∈ A iff f(x) ∈ B.
Following this notion, define for regular sets A and B, A ≤1,au B, if there is
an automatic and injective function f such that for all strings x ∈ Σ∗, x ∈ A
iff f(x) ∈ B. Then we have the following result.
Theorem 1.1. A ≤1,au B iff A ≤au B and Σ∗\A ≤au Σ∗\B.
Proof. Assume A ≤1,au B, so there is an automatic and injective function f
such that for all x ∈ Σ∗, x ∈ A iff f(x) ∈ B. Then f ◦ idA is automatic by
Theorem 2.3 and witnesses A ≤au B. Similarly, f ◦ idΣ∗\A is automatic by
Theorem 2.3 and witnesses Σ∗\A ≤au Σ∗\B.
Conversely, if A ≤au B and Σ∗\A ≤au Σ∗\B, then let automatic functions g1
and g2 witness A ≤au B and Σ∗\A ≤au Σ∗\B respectively. Since g1 and g2
are automatic, conv(g1) and conv(g2) are regular, hence the function f given
by conv(f) = conv(g1) + conv(g2) witnesses A ≤1,au B.
Note that ≤1,au depends not only on the sets A,B but also on the alphabet
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size of the underlying alphabet considered. Enlarging this alphabet might
change whether the relation holds; for example {0}∗ ≤1,au {0, 1}∗ − {1}∗
iff the alphabet size of the underlying alphabet is at least 3. One of the
motivations behind considering ≤au is that only the sets A,B are important
and not the size of the underlying alphabet, as long as it contains all the
symbols appearing in words of A and B.
Dekker’s isols
Dekker introduced the following notion [2]: Given subsets A and B of N,
define A is recursively equivalent to B, denoted A ∼=part B if there is a
partial recursive function f such that for every a ∈ A, f(a) ↓ and f [A] = B.
As an example, two finite sets are recursively equivalent iff they have the
same number of elements.
∼=part partitions the subsets of N into equivalence classes. Denote the equiv-
alence class a set A belongs to as R(A). Define R(A) ⊕ R(B) = R(A ⊕ B),
where A ⊕ B = {2x|x ∈ A} ∪ {2y + 1|y ∈ B}. Amongst these equivalence
classes are those classes R(A) for which R(A) 6= R(A⊕ 1). These classes are
called isols, and sets belonging to an isol are precisely sets which contain no
recursively enumerable subset. The isols form a proper subcollection of the
equivalent classes [3].
Also define A ≤part B if there an injective partial recursive function f such
that for every a ∈ A, f(a) ↓ and f [A] ⊆ B.
Following this notion, we can define for regular sets A and B, A ∼=au B, if
there is a bijective automatic function f : A→ B. Using regular expressions,
define A⊕B = 0A+1B. Then we can identify two differences between ≤part
and ≤au.
Firstly, A ≤part B does not imply there exists a set C, (A ⊕ C) ∼=part B.
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However A ≤au B iff there is a regular set C, (A⊕ C) ∼=au B.
Theorem 1.2. A ≤au B iff there is a regular set C, (A⊕ C) ∼=au B.
Proof. If A ≤au B, then let f be the automatic function witnessing this.
Define C = B\f [A], and g : A⊕ C → B,
g(y) =
f(x) , if y = 0x ∧ x ∈ A;x , if y = 1x ∧ x ∈ C.
So g is first order definable and thus automatic by Theorem 2.4.
Conversely, if there is a regular set C, (A⊕C) ∼=au B, then there is a bijective
automatic function f witnessing it. Then f ◦ idA is automatic by Theorem
2.3 and witnesses A ≤au B.
Secondly, infinite recursively enumerable sets belong to the same equivalence
class under ∼=part, while infinite regular sets fall into many different equiva-
lence classes under ∼=au as seen in Lemma 4.30.
Borel Equivalence
If E and F are Borel equivalence relations on Polish spaces X and Y respec-
tively, then E is defined to be Borel reducible to F if there is a Borel function
f : X → Y such that (x, y) ∈ E iff (f(x), f(y)) ∈ F [4].
Borel equivalence relations is an important topic in the field of descriptive set
theory. Borel equivalence relations with countably many equivalent classes
are bi-reducible iff they have the same number of equivalent classes. For Borel
equivalence relations with uncountably many equivalence classes, there is the
Silver Dichotomy and the Harrington-Kechris-Louveau (HKL) Dichotomy.
Silver Dichotomy states that if E is a Borel equivalence relation with un-
countably many equivalence classes, then equality on 2ω is Borel reducible
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to E [5]. HKL Dichotomy states that if E is a Borel equivalence relation not
Borel reducible to equality on 2ω, then equality modulo finite on 2ω is Borel
reducible to E [6].
Fokina, Friedman and To¨rnquist also studied effectively Borel reducibility:
If E and F are effectively Borel equivalence (∆11) relations on effectively pre-
sented Polish spaces X and Y respectively, then E is defined to be effectively
Borel reducible to F if there is a effectively Borel function f : X → Y such
that (x, y) ∈ E iff (f(x), f(y)) ∈ F [7].
Following this idea, let E and F be automatic equivalence relations on regular
sets X and Y respectively. Define E to be automaton reducible to F if there
is a automatic function f : X → Y such that (x, y) ∈ E iff (f(x), f(y)) ∈ F .
Then we have the following theorem.
Theorem 1.3. Let E and F be automatic equivalence relations on regular
sets X and Y respectively. Let A = {x ∈ X : ∀y ∈ X[(x, y) ∈ E → x ≤ll y]},
B = {x ∈ Y : ∀y ∈ Y [(x, y) ∈ F → x ≤ll y]}. Then (i) A, B are both regular;
and (ii) E is automaton reducible to F iff A ≤au B.
Proof. (i) Let Σ be an alphabet from which E and F are constructed. Enu-
merate Σ, then





| bi, bj ∈ Σ, i < j
}
conv(Σ,Σ)∗
∪ {( bb ) | b ∈ Σ}∗ {( ∗b ) | b ∈ Σ}∗ .
Thus ≤ll is regular. Since both A and B are first order definable in regular
E, F , and ≤ll, thus they are regular by Theorem 2.4.
(ii) If E is automaton reducible to F , then define g(x) = minll{y ∈ Y |
(y, f(x)) ∈ F . Then g is automatic by Theorem 2.4 as it is first order
definable. g is also injective and g : A → B. Thus A ≤au B. Conversely, if
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A ≤au B, then there is an injective automatic map g witnessing it. Define
f : X → Y via f(x) = g(minll{y ∈ X | (x, y) ∈ E}). Then f is first
order definable and thus automatic by Theorem 2.4. Hence E is automaton
reducible to F .
These initial results give an insight to which extent ≤au is parallel to the
corresponding notions in recursion theory and set theory. The main results
of this thesis address the question on whether all regular sets are comparable
with respect to ≤au and ≤tr. This is completely solved for the case of ≤tr
where also a full characterisation of the equivalence classes is obtained; the
order type of the degrees of regular sets under this reducibility is a well-order
isomorphic to ω · 2 + 1. For ≤au, an important partial result is obtained by
showing that the polynomial sized regular sets are always comparable.
For the rest of this chapter, we will lay the principle mathematical ideas and
notation used for this thesis.
1.2 Deterministic finite automaton
A deterministic finite automaton (DFA) has a set of states and the state
can change whenever an input symbol is read. There is one and only one
transition out of each state (possibly back to itself) for each input symbol,
hence the adjective deterministic. There is one state where the automaton
starts. Some states are classified as final states and they decide which strings
the DFA accepts.
A DFA is formally denoted by a 5-tuple (Q, Σ, δ, q0, F ), where Q is a finite
set of states, Σ is an alphabet, q0 ∈ Q is the initial state, F ⊆ Q is the set
of final states, and δ : Q× Σ→ Q is the transition function.
We usually extend the definition of δ to apply to a state and a string rather
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than just a state and a symbol:
Definition 1.4. δˆ is a function from Q× Σ∗ to Q, such that:
1. δ′(q, ) = q, where  is the empty string and
2. for all strings w and input symbols a, δ′(q, wa) = δ(δ′(q, w), a). ♦
Thus (1) says that the DFA cannot change states without reading any input
symbol; and (2) instructs how to process the next input symbol of a string.
Again by (2), since δ′(q, a) = δ(δ′(q, ), a) = δ(q, a), δ and δ′ are the same for
input symbols. Hence for convenience, δ is also used to denote this extension.
A string x is said to be accepted by a DFA M if δ(q0, x) ∈ F . The language
accepted by M , denoted by L(M), is the set {x | δ(q0, x) ∈ F}. A set is
regular if it is the language accepted by some DFA. When a set A is said to
be accepted by M , it means A = L(M) and not just A ⊆ L(M).
A directed graph, called a transition diagram, is associated with a DFA as
follows: The vertices of the graph correspond to the states of the DFA, and
are represented by rectangles. The vertex corresponding to the initial state
can be found at the head of the arrow labelled “Start”. Vertices correspond-
ing to final states are those with double rectangles. If there is a transition
from state q to state p on input a, then there is a (directed) edge labelled
a from vertex q to vertex p in the transition diagram. The DFA accepts a
string x if the sequence of transitions corresponding to the symbols of x leads
from q0 to a final state.
Example 1.5. The transition diagram of a DFA is illustrated in Figure 1.1.
There is only one final state, also q0 in this case. The DFA accepts all binary
strings with an even number of 1’s. ♦
There are extensions of DFAs that are known to be equivalent to the DFA
model itself [8]:
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Figure 1.1: The transition diagram of a DFA accepting all binary strings
with an even number of 1’s
1. Nondeterministic finite automata (NFA): δ now maps Q × Σ to 2Q,
i.e. the image is now a subset of states instead of a single state.
2. Nondeterministic finite automata with -transitions (NFA): δ now
maps Q × (Σ ∪ {}) to 2Q, i.e. transitions can be allowed even on no
input.
1.3 Regular expressions
Let A and B be sets of strings using symbols from an alphabet Σ. The
concatenation of A and B, denoted AB, is the set
AB = {xy | x ∈ A and y ∈ B}.
Define A0 = {} and Ai = AAi−1 for i ≥ 1. The Kleene closure of A, denoted





Definition 1.6 (Regular expressions). Let Σ be an alphabet. The regular
expressions over Σ and the sets that they denote are as follows:
1. ∅ is the regular expression denoting the empty set.
2.  is the regular expression denoting the set {}.
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3. For each a in Σ, a is the regular expression denoting the set {a}. When-
ever there are no confusions, we denote both the regular expression and
the symbol by a.
4. If a and b are regular expressions denoting the languages A and B
respectively, then (a + b), (ab), and (a∗) are regular expressions that
denote the sets A ∪ B, AB, and A∗ respectively. The parenthesis can
be omitted if no confusion arises from the omissions. ♦
Example 1.7. Let Σ = {0, 1}. Then 1 denotes the set {1}; (0 + 1)∗ is the
set of all binary strings; 0∗1 is the set of all strings that begins with a row
of 0’s followed by a single 1; (011)∗ is the set of all strings that are finite
concatenations of the string ‘011’. ♦
It is also a known fact that every regular expression is a regular language
and vice versa [8].
1.4 Moore machines
We formally denote a Moore machine by a 6-tuple M = (Q, Σ, ∆, δ, λ, q0),
where Q is a finite set of states, Σ is a finite input alphabet, q0 in Q is
the initial state, δ is the transition function mapping Q × Σ to Q, hence
δ(q, a) is a state for every state q and input symbol a. ∆ is the output
alphabet, and λ is a mapping from Q to ∆ giving the output associated with
each state. The output of M in response to input a1a2 · · · an, n ≥ 1, is
λ(q0)λ(q1) · · ·λ(qn), where q0, q1, . . . , qn is the sequence of states such that
δ(qi−1, ai) = qi for i ∈ {1, 2, . . . , n}. Note that the Moore machine gives
output λ(q0) in response to input .
Example 1.8. The transition diagram shown in Figure 1.2 belongs to a
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Figure 1.2: Moore machine calculating the remainder (mod 2) of ternary
numbers
Moore machine that determines the remainder (mod 2) for ternary numbers
(descending order of indices). The outputs are labelled at the top right corner
of each state. The transition function δ is designed to mimic the calculation
of the remainder.
As an illustration, on input 1021, the sequence of states entered is q0, q1, q1,
q1, q0, giving output sequence 01110. That is, when divided by 2, 0 (which
is represented by ) has remainder 0, 1 has remainder 1, 3 has remainder 1,
11 has remainder 1, and 34 has remainder 0. ♦
1.5 Automatic Transducers
We formally denote an automatic (nondeterministic) transducer as a 7-tuple
M = (Q, Σ, ∆, δ, λ, q0, F ), where Q, Σ, ∆, q0 are as in a Moore machine.
λ is a mapping from Q to ∆∗, δ is a mapping from Q× (Σ∪ {}) to 2Q, and
F is a set of final states.
The purpose of modifying the range of λ to ∆∗ is to allow the machine to
output a string (possibly empty) instead of a symbol for each input symbol.
Furthermore, the modification of the codomain of δ to 2Q allows the machine
to ‘guess’ the output needed for future inputs. This allows future inputs to
influence the current output. However, we lose uniqueness of outputs as a
result. This can be counteracted, although not totally, by the introduction
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of the set of final states F , where an output string is accepted if and only if
the sequence of transitions taken to produce the output string terminates at
a final state.
When a machine M gives a unique output for every input, we call this ma-
chine a function, and use M(x) to denote the output of x by M .
Example 1.9. The transition diagram in Figure 1.3 belongs to a transducer
that converts the last 0 of a binary string to a 1. This cannot be done with
a Moore machine due to determinism (input 0 prints 1 while input 00 prints
01). Note the use of nondeterminism and final states, and that q0 has an
empty output. It is also clear that the machine is a function. ♦
Figure 1.3: Transducer that converts the last 0 to a 1
Convention. There are two ways to represent a transducer: either a worded
definition of Q, δ, λ, etc., or a transition diagram. When we try to prove
that an algorithm can be modelled by a transducer, it is generally simpler to
draw out a transition diagram for the transducer rather then formally stating
it’s formal definition. Hence transition diagrams are used in this thesis to
represent the transducers whenever the definition is complicated.
It is useful to note that if the state labels (q0, q1, etc.) are removed from
a transition diagram, then it can easily be relabelled if a translation from
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the transition diagram representation to a worded definition representation
is needed. Hence it is sufficient to just show the input and output labels,
and leave out the state labels. We then transfer the label of the output of
λ to inside the box. For example, we can simplify the transition diagram in
Figure 1.3 to the one in Figure 1.4.
Figure 1.4: Simplified transition diagram of a transducer that converts the
last 0 to a 1
1.6 Functions
Similar to the notation of a n-dimension real space Rn, we let Σn be the
alphabet of all n-tuples of Σ, where Σ is an alphabet. We also let Σn∗ denote
the set of all strings over Σn.
Definition 1.10 (Convolution). Consider the alphabet Σ. The convolution
of strings w1, w2, . . ., wn from Σ
∗, denoted conv(w1, w2, . . . , wn), is the string
in (Σ∪{∗})n∗ obtained by first appending a special symbol ∗ to those strings
in the tuple which does not have the length max{|w1|, |w2|, . . . , |wn|} and
then taking a string of n-tuples over Σ ∪ {∗} where the m-th symbol of this
string consists of the n-tuple formed by the m-th symbols of w1, w2, . . . , wn,
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respectively. Note that the convoluted string is as long as the longest of the
strings put together.
The convolution of a n-ary relation R is the set of convolutions of the mem-
bers of R. The convolution of a n-ary function f , denoted conv(f), is the con-
volution of the (n+1)-relation F , where (a1, . . . , an, an+1) ∈ F if and only if
f(a1, . . . , an) = an+1. For regular sets A1, A2, . . ., An, conv(A1, A2, . . . , An)
is the convolution of the product A1 × A2 × · · · × An. ♦
Definition 1.11 (Automatic, transducer functions). A function f : A→ B
is automatic if its convolution is accepted by a finite automaton. It is a
transducer function if the function can be modelled using a transducer. ♦
Example 1.12. Let Σ = {0}. Then (Σ ∪ {∗})2 will be the set consisting of
elements ∗∗ , ∗0 , 0∗ , and 00 . 0∗0∗0∗00 , ∗∗0000∗0 are members of (Σ ∪ {∗})2∗.
If A1 = {0, 00}, and A2 = {0, 000}, then
conv(A1, A2) = { 00 , 0∗∗000 , 000∗ , 00∗000 }. ♦
The following example shows that a transducer function is not necessarily
automatic.
Example 1.13. Let g : 0∗ → 1∗ such that g(0n) = 12n for all natural
numbers n. Clearly, g is a transducer function. Suppose g is automatic, then
there is a DFA M such that
L(M) = {( 01 )n( ∗1 )n | n ∈ N}.
Since a DFA has only a finite number of states, assume M has m states.
Consider a number n > m, then M accepts ( 01 )
n( ∗1 )n. Since n > m, some
state qr in M must be visited at least twice when processing the first n
symbols. Let k1 be the position of input where the machine first enters state
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qr and k be the number of symbols processed before the machine enters state
qr again. Rewriting ( 01 )
n( ∗1 )n as ( 01 )
k1( 01 )
k( 01 )
n−k−k1( ∗1 )n , we see that M
accepts all strings of the form ( 01 )
k1( 01 )
ks( 01 )
n−k−k1( ∗1 )n , where s is a natural
number. This contradicts the definition of L(M), so no such automaton M
can exist. Hence g is not automatic. ♦
However, it is true that every automatic function is a transducer function:
Theorem 1.14. If f : A→ B is a automatic function, then f is a transducer
function.
Proof. Let DFA M = (Q,Σ, δ, q0, F ) accept f . Construct transducer M
′ =
(Q′, Σ, Σ, δ′, λ, q0, F ′) accepting f as follows:
Suppose Σ = {a1, a2, . . . , an}, Q = {q0, q1, . . . , am}. Let Q′ = {qi,j | 0 ≤ i ≤




{qi,j}, if q = q0, δ(q0, ( aaj )) = qi;
{qi,j}, if q = qk,l, δ(qk, ( aaj )) = qi;
∅, otherwise.
Roughly speaking, we expand each state n times, transition between states
is due to the input string, while the print is due to output string.
Clearly, f is a transducer function by construction.
Theorem 1.15. Let f be an automatic function from Σ∗, then both the
domain and range are regular.
Proof. Let M be an automaton accepting conv(f). Then M never accepts
tuples where a symbol in Σ occurs after a * symbol in the same row. We will
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now prove that the domain and range are regular by changing the δ function.
WLOG, assume δ is deterministic. Define
δ1(q, a) = r iff both a ∈ Σ and ∃b ∈ Σ ∪ {∗}δ(q, ( ab )) = r;
δ1(q, ) = r iff ∃b ∈ Σ ∪ {∗}δ(q, ( ∗b )) = r;
for the automaton accepting inputs. Also define
δ2(q, b) = r iff both b ∈ Σ, and ∃a ∈ Σ ∪ {∗}δ(q, ( ab )) = r;
δ1(q, ) = r iff ∃a ∈ Σ ∪ {∗}δ(q, ( a∗ )) = r;
for the automaton accepting outputs.
Theorem 1.16. Let f : A → B be an injective automatic function, then
f−1 : f [A]→ A is also an injective automatic function.
Proof. This is simply done by exchanging the positions of the symbols in the
first symbol with the second symbol in the tuples for the δ function.
Theorem 1.17. Let f be a transducer function from Σ∗, then both the
domain and range are regular.
Proof. Consider f = (Q, Σ, ∆, δ, λ, q0, F ).
It is immediate that the domain is regular by just ignoring the λ function.
For the set of outputs, we can do the following: For each state r ∈ Q, if
λ(q) = x1x2 · · ·xiq , then create states r0, r1, . . . , riq . Define δ1(rj−1, xj) =
{rj} for j = 1, 2, . . . , iq; and δ1(riq , ) = {s | ∃a ∈ Σ ∪ {}, δ(r, a) = s}. The
set of final states is defined by FM = {qiq | q ∈ F}.
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1.7 Polynomial and exponential languages
For the purpose of studying reducibilities between regular sets, it is useful to
classify regular sets into two classes: polynomial and exponential.
Definition 1.18 (Polynomial, exponential languages). Let A be a regular
set. Then its counting function cA(x) gives the number of strings of length x
from A. A is polynomial if cA(x) = O (x
n) for some n ∈ N. It is exponential
otherwise. ♦
Definition 1.19 (Prefix free, uniquely decomposable). Let Ai be regular
sets for i = 1, 2, . . . , n. A1, A2, . . . , An is prefix free if there are no indices i,
j such that x ∈ Ai is a prefix of y ∈ Aj. Consider the regular expressions of
A1, A2, . . ., An. We call A = A1A2 · · ·An uniquely decomposable if whenever
ai, bi ∈ Ai for all indices i and a1a2 · · · an = b1b2 · · · bn, then ai = bi for all
indices i. ♦
Using the analogy of uniquely decomposable, we have the following results.
Lemma 1.20. Let A,B,C be regular sets.
1. If A is prefix free, then An is uniquely decomposable for all n ∈ N;
2. If ABC is uniquely decomposable, then both AB and BC are uniquely
decomposable.
Proof. 1. Suppose An is not uniquely decomposable for some n ∈ N. Say
a1a2 · · · an = b1b2 · · · bn, but there exists index j such that aj 6= bj.
Consider the first index where this happens. Matching the symbols, it
is clear that {aj, bj} is not prefix free.
2. Suppose AB is not uniquely decomposable. So there exists a1, a2 ∈ A,
b1, b2 ∈ B such that a1b1 = a2b2 while a1 6= b1 and a2 6= b2. Then
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choosing any string c from C yields a1b1c = a2b2c while a1 6= b1 and
a2 6= b2. So ABC is not uniquely decomposable. Similarly for BC
being not uniquely decomposable.
The following example shows that given regular sets A,B, and a non-empty
string w, neither (1) AB is uniquely decomposable implies AwB is uniquely
decomposable, nor (2) AwB is uniquely decomposable implies AB is uniquely
decomposable.
Example 1.21.
Let A = (10)∗, B = (01)∗, w = 101. Then AB is uniquely decomposable but
AwB is not, as 1010101 has at least two different decompositions: 10-101-01,
and 1010-101-.
Let A = B = 0∗, w = 1, then AwB is uniquely decomposable, while clearly
AB is not. ♦
The following theorem is useful in classifying regular sets as polynomial or
exponential, and is significantly important to this thesis.
Theorem 1.22. (I) A ⊆ Σ∗ is exponential iff (II) there exists u, v, x, y ∈ Σ∗
such that, (i) u(x + y)∗v ⊆ A; (ii) {x, y} is prefix free. Furthermore. A
is exponential implies there exists i1, i2 ∈ N such that for every n ∈ N,
cA(i1 + ni2) ≥ 2n.
Proof. Suppose (II) holds. Let i1 = |u| + |v|, i2 = |x||y|, then for every
n ∈ N, cA(i1 + ni2) ≥ 2n. This is because for every i2 symbols between u
and v, we can fill it with either |x| copies of y, or |y| copies of x. Hence A is
exponential.
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Suppose (II) does not hold. (a) If (i) fails, then from the regular expression of




3 · · · a∗n−1an, where
aj is a string for each j. Hence A is polynomial. (b) If (i) holds, then (ii)
fails. WLOG, y = xw for some string w, |w| ≥ 1. Since ux(x + wx)∗v ⊆ A,
so {wx, x} is not prefix free. Since wx cannot be a prefix of x, hence x must
be a prefix of wx, which in turn implies {x,w} is not prefix free. Notice
|w| < |y|. Inductively, x, y ∈ z∗ for some string z. Hence A is polynomial.
Since (I) iff (II), hence if A is exponential then there exists i1, i2 ∈ N such
that for every n ∈ N, cA(i1 + ni2) ≥ 2n.
Furthermore we have the following theorem.
Theorem 1.23. If A is a polynomial regular set, then A = p(A, 1)∪p(A, 2)∪
· · · ∪ p(A,m) ∪ FA, where p(A, i) = ai,0a∗i,1ai,2a∗i,3 · · · a∗i,ji−1ai,ji , ai,2k ∈ Σ∗,
ai,2k+1 ∈ Σ+, and each p(A, i) is uniquely decomposable; FA is a finite set of
strings.
Proof. Since A is regular, there exists a DFA M = (Q, Σ, δ, q0, F ) with
n states accepting A. Consider a string x ∈ A with length longer than n!.
Then x = x1x2 · · ·xav, where |x1| = |x2| = · · · = |xa| = n!, |v| < n!.
Given any state q ∈ Q, since A is polynomial and M is deterministic, if there
exists strings z1, z2 such that δ(q0, z1) = q and δ(q, z2) ∈ F , then there exists
at most one string y such that δ(q, y) = q and the sequence of transitions as
δ processes y from state q form a cycle. The length of this string divides n!
as there are only n states. Since all xi’s are of length n!, if there are indices
a1 < a2 and state qa1 such that
qa1 = δ(qa1 , xa1) = δ(qa1 , xa1xa1+1) = · · · = δ(qa1 , xa1xa1+1 · · ·xa2),
then xa1 = xa1+1 = · · · = xa2 . As a consequence, for every index a3 such that
δ(q0, x1x2 · · ·xa3) 6= δ(q0, x1x2 · · ·xa3+1), if a4 > a3, then δ(q0, x1x2 · · ·xa3) 6=
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δ(q0, x1x2 · · · xa4). Hence
x = un00 w0u
n1
1 w1 · · · wb−1ubnbv,
where ui, wi’s all have length n!, ui’s represent strings that cycle within the
same state, wi’s represent strings such that the state M is in before it pro-
cesses wi is different from the state it is in after it completes processing wi.
Using this representation, it is clear that u∗0w0u
∗
1w1 · · · wb−1ub∗v ⊆ A. Con-
sider the collection of all regular expressions formed using this method. The
collection must be finite because once the state changes from say q1 to q2
through a substring wi, then the state q1 and the rest of the states visited
prior to q1 at every n! symbol cannot be repeated. Since the number of states
are finite, and the number of wi strings are also finite (as they are of length
n!), therefore the set of all such regular expressions are finite. Thus A is the
set of all such regular expressions, union a finite set FA of strings that all
have length less than n!.
Consider a regular expression u∗0w0u
∗
1w1 · · · wb−1ub∗v constructed using the
method stated above. Suppose
un00 w0u
n1





1 w1 · · · wb−1ubn
′
bv.
Then n0 = n
′
0, otherwise w0 = u0 while δ(q0, w0) 6= δ(q0, u0), contradicting
M is deterministic. Assume for an index k ≤ b, that ni = n′i for all indices




1 w1 · · · wk−1uknk) = q′. Then nk = n′k, otherwise
wk = uk while δ(q
′, wk) 6= δ(q′, uk), contradicting M is deterministic. Hence
inductively u∗0w0u
∗
1w1 · · · wb−1ub∗v is uniquely decomposable.
Chapter 2
Transitivity
Definition 2.1 (Automaton, transducer reducible). Let A,B be regular lan-
guages.
A is automaton reducible to B, denoted A ≤au B iff there is an automatic
function f such that for all a, b ∈ A, it holds that f(a), f(b) are defined in
B, and f(a) = f(b)⇒ a = b.
A is transducer reducible to B, denoted A ≤tr B iff there is a transducer
function f such that for all a, b ∈ A, it holds that f(a), f(b) are defined in
B, and f(a) = f(b)⇒ a = b. ♦
An immediate question is whether ≤au,≤tr are reflexive, symmetric or tran-
sitive. Clearly both are reflexive. None are symmetric as demonstrated by
the following example.
Example 2.2. Consider A = {0}, B = {0, 1}. Clearly A ≤au B, and
A ≤tr B. However B au A, and B tr A, as there is no injection from B to
A. ♦
20
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2.1 Automaton reducibility is transitive
We shall prove that ≤au is transitive. Before that we prove that the compo-
sition of automatic functions is automatic.
Theorem 2.3. Given regular sets A,B,C ⊆ Σ∗, if f : A→ B, and g : B →
C are automatic, then g ◦ f : A→ C is automatic.
Proof. Let M0 = (Q0,Σ
2, δ0, q00, F0) be a NFA witnessing f is automatic,
and M1 = (Q1,Σ
2, δ1, q10, F1) be a NFA witnessing g is automatic. Construct
NFA M = (Q,Σ2, δ, q0, F ) witnessing g ◦ f is automatic as follows:
Q = Q0 ×Q1, q0 = (q00, q10), F = F0 × F1.
Let a, c ∈ Σ ∪ {∗}, r0 ∈ Q0, r1 ∈ Q1, R0 ⊆ Q0, R1 ⊆ Q1, then (i) if a, c not
both ∗, then
δ ((r0, r1), (
a
c )) = R0 ×R1 iff [∃b ∈ Σ ∪ {∗}, δ0 (r0, ( ab )) = R0
and δ1 (r1, ( bc )) = R1];
(ii) if a, c both ∗, then
δ ((r0, r1), ) = R0 ×R1 iff [∃b ∈ Σ ∪ {∗}, δ0 (r0, ( ab )) = R0
and δ1 (r1, ( bc )) = R1].
Coupled with the fact that no symbols in Σ comes after ∗ symbol in M0 and
M1, it is clear that the NFA M witnesses g ◦ f . ♦
There is a much shorter proof of Theorem 2.3 using the following theorem
due to Khoussainov and Nerode [9]:
Theorem 2.4. There exists an algorithm that when given an automatic
structure A and a first order definition of a relation R in A, produces a finite
automaton that recognizes R. In particular, the first order theory of A is
decidable. 
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Alternative proof of Theorem 2.3:
Proof. Let f : A → B, g : B → C be automatic functions. Then define
h : A→ C via
∀a, c ∈ Σ ∪ {∗}(h(a) = c↔ ∃b ∈ Σ ∪ {∗}(f(a) = b ∧ g(b) = c)).
Hence h is first order definable from automatic functions f , g. Thus auto-
matic by Theorem 2.4.
Since f, g are injective implies g ◦ f is also injective, we have the transitivity
of ≤au.
Theorem 2.5. Given regular sets A,B,C ⊆ Σ∗, if A ≤au B via automatic
function f , and B ≤au C via automatic function g, then A ≤au C via auto-
matic g ◦ f . 
2.2 Transducer reducibility is transitive
We have seen in the previous section the transitivity of ≤au. Here we try to
do the same for ≤tr. However the proof is not as elementary as those for ≤au.
Firstly, not all transducer functions are automatic as seen in Example 1.13.
Hence we cannot use Theorem 2.4 to prove transitivity. Secondly, a trans-
ducer can print a string instead of a symbol for each input symbol. Nonethe-
less, a proof using construction similar to the one seen for transitivity of ≤au
can be found.
Theorem 2.6. Given regular sets A,B,C ⊆ Σ∗, if f : A→ B, and g : B →
C are transducer functions, then so is g ◦ f : A→ C.
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Proof. Let M0 = (Q0,Σ,Σ, δ0, λ0, q00, F0), M1 = (Q1,Σ,Σ, δ1, λ1, q10, F1) be
transducers witnessing f : A → B and g : B → C respectively. Since g is a
function, WLOG, assume that M1 has no -transition loops. Let
c = max{|λ0(q)| | q ∈ Q0}.
Define γ(q, x) to be the set of all sequences of states transited when trans-
ducer M processes string x from state q. For example, if q2 ∈ δ(q1, 1),
q3 ∈ δ(q2, ), and q1 ∈ δ(q3, 0), then q1q2q3q1 ∈ γ(q1, 10).
Then since M1 has no -transition loops, for each q ∈ Q1, |{γ(q, x) | |x| ≤ c}
is finite. Hence C = {γ(q, x) | q ∈ Q1, |x| ≤ c} is also finite.
Create a new set of states Q2 = {qs | s ∈ C}. Define F2 ⊆ Q2 so that if
q ∈ F1 suffixes s ∈ C, then s ∈ F2.
Construct M = (Q, Σ, Σ, δ, λ, q0, F ) witnessing A ≤tr C as follows:
LetQ = (Q0×Q2)∪{q0}, F = F0×F2. Given r ∈ Q0, s = qt0qt1qt2 · · · qti ∈ Q2,
λ(r, s) = λ1(qt1)λ1(qt2) · · ·λ1(qti). Also λ(q0) = .
(q00, s) ∈ δ(q0, ) iff q10 is a prefix of s. For a ∈ Σ, (I) (q2, s2) ∈ δ((q1, s1), a)
iff (II) q2 ∈ δ0(q1, a); the last state, say q of s1 is the first state of s2; and
s2 ∈ γ(q, a).
It then suffices to show that M is an transducer function mapping A to C.
This is clear by comparing the states travelled in M0 by an input string x
from A, and the states travelled by f(x) in M1, with that of M by x.
Using again the fact that f and g are injective implies g ◦ f is injective, we
have the transitivity of ≤tr.
Theorem 2.7. Given regular sets A,B,C ⊆ Σ∗, if A ≤tr B via automatic
function f , and B ≤tr C via automatic function g, then A ≤tr C via auto-
matic g ◦ f . 
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2.3 Fibonacci addition
Using Theorem 2.6, to prove that there is a transducer function f : A → C
with certain properties, we can to this via finding transducer functions g1 :
A → B1, and g2 : B2 → C, such that f = g2 ◦ g1, and B1 ⊆ B2. This is
sometimes simpler than constructing a transducer recognizing f directly.
This was the case for my honours’ project where one of the main topics was
to model the addition of numbers using the Fibonacci base. We normally
do addition with a decimal base. Using a Fibonacci base and modelling this
using transducers is much more complicated.
This section is extracted from the work done in my honour’s project [11].
Let F0, F1, . . . be the Fibonacci sequence. It was proven in the project that
every natural number can be expressed as a unique binary string d0d1 · · · dj
(called Fibonacci string) such that:
1. It must have non-consecutive 1’s.
2. d0 = 1 if and only if d0d1 . . . dj = 1. That is, x corresponds to the
integer 0.
3. dj = 1.
4. d1 = 0. This is because F1 = F2 = 1, hence if a ‘1’ is needed, we choose
the index of F2 first instead of F1.
Using regular expressions, D = 1 + 0(01 + 0)∗01. The notion is that, the




It was proven in the project that a transducer that models Fibonacci base
addition exists by breaking the process into three components each modelled
by a transducer function. The composition of the three transducer functions
proves the existence of the transducer in question by Theorem 2.6.
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Convention. A few conventions were used to simplify the transducer dia-
grams used for this algorithm.
1. We assume the shorter string is always the first component of the tuple.
To get the full transducer, we can first create a copy of the simplified
diagram with the input symbols swopped in the tuples (row 1 and 2 in
this case). Then run the two transducers in parallel.
2. Start(R) is used instead of Start to indicate that the transducer in
question processes the string in a reversed manner.
3. Also circled states in the diagram represents breakages of the diagram
into parts so that they can be drawn easily. To get the original diagram,
join those circled states with the same label.
Step 1
Given two Fibonacci strings, we first combine the strings to a string in
{0, 1}2∗. We then use a transducer to convert this string into a string in
{0, 1, 2}∗. The expectation is that if the two strings are d0d1 . . . dj and







This means we will sum the values of each index individually, taking a Fi-
bonacci string’s value at an index as 0 if the string is shorter than the index.
For example, we will combine the strings 0011 and 000101 to 0011∗∗000101 , which
will produce the string 001201. A simple proof will also tell us that if fn = 2,
then fn−1 = fn+1 = 0.
Clearly, the input alphabet is {0, 1}2 and the output alphabet is {0, 1, 2}.
The transducer for Step 1 is shown in Figure 2.1.
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Figure 2.1: Step 1: Adding two strings by summing their values at each index
Note that the domain of the function is not conv(D,D). But since transducer
functions are closed under composition, all we need here is a transducer
function whose domain contains conv(D,D) as a subset, as explained in the
first paragraph of this section.
Step 2
From Step 1, we get a ternary string. We will now attempt to convert this
string back into a binary one, although at the end of this Step 2, the output
string may not be a Fibonacci string yet as it may have consecutive 1’s. The
transducer produced does this process backwards, which makes the original
also a transducer function. This is due to the following proposition which
was proven in the project as well. Also note that the domain of this function
is the superset of the range of the function in Step 1.
Proposition 2.8. If a transducer M is a function from Σ∗ to ∆∗, then there
exists a transducer M ′ such that M ′ is also a function from Σ∗ to ∆∗, and
M ′(xR) = yR if and only if M(x) = y.
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Figure 2.2: Step 2: Ternary string to binary string
Step 3
We then convert the binary string obtained in Step 2 back into a Fibonacci
string. Again note that the domain of this function is the superset of the
range of the function in Step 2.
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We will now show that for every regular sets A and B, either A ≤tr B, or
B ≤tr A. We will show this via the following lemmas.
Lemma 3.1. Let A, B be regular sets. If A is finite and |B| ≥ |A|, then
A ≤tr B.
Proof. The proof is very simple, all we need is to pick out |A| unique strings
from B and match one of each to each string in A. Then for each string
a ∈ A, we make a transducer printing the empty string for each symbol read
except for the last, which prints the matched string. The first state in the
chain will be the starting state, and the last will be the only final state. Then
we form a transducer recognizing A ≤tr B by running those |A| transducers
in parallel.
Running transducers in parallel means we create a transducer by introducing
a new state as a starting state, then map it via -transitions to the starting
states of the |A| transducers. The final states of the transducer is the union
of all the final states of the |A| transducers.
29
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Lemma 3.2. Let A, B be polynomial regular sets in Σ. Then A ≤tr B or
B ≤tr A.
Proof. Since both A, B are polynomial, by Theorem 1.23, we have
A = p(A, 1) ∪ p(A, 2) ∪ · · · ∪ p(A,m) ∪ FA,
B = p(B, 1) ∪ p(B, 2) ∪ · · · ∪ p(B, n) ∪ FB,
where for each index i,




i,3 · · · a∗i,ji−1ai,ji ;




i,3 · · · b∗i,ji−1bi,ji ;
ai,2k, bi,2k ∈ Σ∗; ai,2k+1, bi,2k+1 ∈ Σ+; and p(A, i), p(B, i) uniquely decompos-
able. Also FA and FB are finite sets of strings. Assume WLOG that no
component is a subset of another component intra-set wise.
One of the components has the most * sections of all the components, WLOG,
say p(B, 1). For each index i for A, map p(A, i) injectively to p(B, 1) via
printing b1,0b
i
1,1 when ai,0 is read; then printing a copy of b
m
1,1 for each copy of
ai,1 read; and subsequently printing a copy of b1,l for each copy of ai,l read.
The idea for the construction of the transducer for each component of A is
similar to that in the proof of Lemma 3.1: we print what we want only at
the last input symbol of each section.
Since for any regular set C, C ≤tr C via the identity function, by transitivity




p(A, k) ≤tr b1,0bi1,1(bm1,1)∗b1,2b∗1,3 · · · b∗1,j1−1b1,j1 .
Also FA is transducer reducible to p(B, 1) with no copies of b1,1.
The transducer witnessing A ≤tr B is then obtained by running the m + 1
transducers in parallel. Injectivity inter-component wise is achieved by the
difference in copies of b1,1.
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Lemma 3.3. Let A, B be regular sets. If B is exponential, then A ≤tr B.
Proof. Using Theorem 1.22, B is exponential implies there exists strings
u, v, x, y ∈ Σ∗ such that u(x + y)∗v ⊆ B, where x and y are not prefixes of
the other.
We prove A ≤tr B, by showing ∆∗ ≤tr u(x + y)∗v for any alphabet ∆.
Let ∆ = {a1, a2, . . . , an}. We construct the transducer witnessing ∆∗ ≤tr
u(x+ y)∗v by pairing  to u, ai to xiy, and lastly  to v.
Due to the fact that any regular set is either finite, polynomial, or exponen-
tial; we have the following theorem:
Theorem 3.4. Let A, B be regular sets, then A ≤tr B or B ≤tr A. 
3.2 Ordering induced by ≤tr
Lemma 3.5. If f : A → B is a transducer function, then there exists
m, c ∈ N, such that |f(a)| ≤ m|a|+ c for all a ∈ A.
Proof. Let M be a transducer recognizing f . WLOG, assume destination
states of an -transition in M always has positive λ output. Let m′ be
the length of the longest string λ produces for each state. Then since f
is a function, for the first input symbol, last input symbol, and between
consecutive input symbols, the sequence of transitions in between must not
have an accepting loop of -transitions. Otherwise f is clearly not a function.
Hence |f(a)| ≤ |Q|m′(|a| + 1) + m′|a| for all a ∈ A. So set m = m′(|Q| + 1)
and c = m′|Q|.
Lemma 3.6. Given regular sets A and B recognized by finite automata with
m and n states respectively, if A 6= B, then they disagree on a string of length
at most mn.
CHAPTER 3. TRANSDUCER REDUCIBILITY 32
Proof. Since A 6= B, there exists a string x such that they disagree. Since
QA ×QB = mn, if |x| > mn, there exists (qA, qB) that repeats in the transi-
tions for x. We can then shorten x by removing the symbols in between the
repetitions. Repeat until |x| ≤ mn.
Lemma 3.7. A polynomial set with a component that has n many * sections,
and no component that has n+ 1 or more * sections has c(x) = O(xn−1) but
c(x) 6= o(xn−1).
Proof. The simplest case is where there is only one uniquely decomposable
component a∗1a
∗
2 · · · a∗n, and also all ai’s are of length 1, i.e. symbols. Then
c(m) can be found by asking how to divide m many objects into n many par-
titions. We can represent this using (n−1) many 1’s that create n partitions
between them, and m many 0’s for the objects. Thus an equivalent question





Hence c(m) = O(mn−1) but c(m) 6= o(mn−1).




Hence c(m) = O(mn−1) but c(m) 6= o(mn−1).




2 · · · bna∗nbn+1, where ai’s all have




Hence c(m) = O(mn−1) but c(m) 6= o(mn−1).
If the ai’s are not of equal length, then consider the lcm of all their lengths
and rewrite the component into components so that each * section have the
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same length. For example, if A = p(A, 1) = 1(00)∗11(010)∗1, the lcm = 6,
therefore we rewrite p(A, 1) into 6 components:
p(A, 100) = 1(000000)
∗11(010010)∗1
p(A, 101) = 1(000000)
∗11010(010010)∗1
p(A, 110) = 100(000000)
∗11(010010)∗1
p(A, 111) = 100(000000)
∗11010(010010)∗1
p(A, 120) = 10000(000000)
∗11(010010)∗1
p(A, 121) = 10000(000000)
∗11010(010010)∗1
Clearly each new component is of has a counting function equal to O(xn−1)
but not o(xn−1). Also there are no pairs of components which give non-empty
intersection. Hence cA(x) is the sum of all cp(A,i)(x), thus cA(x) = O(x
n−1)
but cA(x) 6= o(xn−1).
Consider now a polynomial set A = p(A, 1)∪p(A, 2)∪· · ·∪p(A, z)∪FA which
consists of more than than one uniquely decomposable components and the
largest component has n many * sections. WLOG, assume no components
are a subset of another. Then after rewriting so that all * sections have
the same length, we see that each component has a counting function equal
to O(xn−1) but not o(xn−1). Also if there are pairs of components with
non-empty intersection, their pairwise intersection must have less * sections
than either of the components. Since there are only finitely many pairwise
intersections, their contribution to the subtraction of the counting function
must be O(xn−2). Hence cA(x) = O(xn−1) but cA(x) 6= o(xn−1).
Theorem 3.8. The regular sets form, with respect to ≤tr a well-ordered
structure of the type ω · 2 + 1 where the first ω equivalence classes have
as representatives the sets {0m : m < n} for n ∈ N; the next ω equiva-
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lence classes have as representatives the sets (01∗)n for n ∈ Z+; and the top
equivalence class has as a representative the set {0, 1}∗.
Proof. (I) For fixed n ∈ N, the set {0m : m < n} represents the equivalence
class of all sets with cardinality n.
(II) For fixed n ∈ Z+, the set (01∗)n represents the equivalence class of all
polynomial sets whose largest component has exactly n many * sections:
Let A be such a polynomial set. Firstly it is clear that (01∗)n ≤tr A. To see
that A ≤tr (01∗)n, we can see that given any positive integer m, we can split
(01∗)n into (01∗)n−10(1m)∗, (01∗)n−101(1m)∗, . . ., (01∗)n−101m−1(1m)∗. Notice
that this new breakdown has pairwise non-empty intersection. So no matter
how many components A has, A ≤tr (01∗)n.
Consider B having its’ largest uniquely decomposable component with n1
many * sections. Suppose B ≤tr D = (01∗)n2 via transducer f .
(a) If n1 > n2 + 1, then by Lemma 3.5, there exists m, c ∈ N, such that





 (mx+ c+ 1)(xn2−1)
 xn2 .
Thus contradicting cB(x) 6= o(xn1−1).
(b) If n1 = n2 + 1, let a be a symbol not used in B or D. Then B ≤tr D
implies a∗B ≤tr a∗D. Also a∗D ≤tr B as a∗D has n1 many * sections. Thus
by transitivity of ≤tr, a∗B ≤tr D. But by (a), this is not possible.
Thus (01∗)n represents the equivalence class of all polynomial sets whose
largest component has exactly n many * sections.
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(III) The set {0, 1}∗ represents the equivalence class of all exponential sets.
We see that {0, 1}∗ au (01∗)n for all n ∈ Z+ as (01∗)n ≤au {0, 1}∗. So by
the argument in (II) and transitivity of ≤tr, {0, 1}∗ au (01∗)n.
All exponential sets belong to the same equivalence class by Lemma 3.3.
3.3 On automatic families
Definition 3.9 (Automatic families). Let I be a regular set, R be an auto-
matic relation on (I × Σ∗). Define x ∈ Li iff (i, x) ∈ R, then {Li | i ∈ I} is
an automatic family. Define Li[x] = {y | xy ∈ Li}. ♦
Proposition 3.10. {conv(i, j) | i, j ∈ I, Li ≤tr Lj} is not regular for certain
choices of automatic families.
Proof. Let I = (0 + 1)∗, Li = {x ∈ I | |x| = |i|,∀n(i(n) = 0→ x(n) = 0)}.
Then clearly Li ≤tr Lj iff i has at most many 1’s as j.
Suppose {conv(i, j) | i, j ∈ I, Li ≤tr Lj} is regular, then there is a automata
of size m accepting it. Fix n > m, then the string ( 10 )
n( ∗1 )n is in the set.
Then by pumping lemma, we see that there are indices n1, n2, n3 such that
n1 + n2 + n3 = n, n2 > 0, and ( 10 )
n1( 10 )
kn2( 10 )
n3( ∗1 )n is in the set for all
positive integer k. Thus contradicting i has at most many 1’s as j. Hence
{conv(i, j) | i, j ∈ I, Li ≤tr Lj} is not regular.
Hence if we let the two indices run, the convolution is not regular. However
fix one of the indices and the resulting set will be regular. This will be
proved in the subsequent theorems and requires the following result due to
Jain, Ong, Pu, and Stephan [10].
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Theorem 3.11. Let {Li | i ∈ I} be an automatic family. Then there exists
finitely many regular sets H1, H2, . . . , Hc, such that for every x ∈ Σ∗ and
every i ∈ I, |x| ≥ |i| implies Li[x] ∈ {H1, H2, . . . , Hc}. 
Theorem 3.12. If {Li | i ∈ I} is an automatic family and R is a regular
set, then the set {i | Li ≤tr R} is regular.
Proof. (I) If R is finite, then Li ≤tr R iff |Li| ≤ |R|.
|A| ≥ 1 is first order definable by p1(A) = ∃x ∈ A(x = x).
|A| ≥ 2 is first order definable by p2(A) = ∃x1, x2 ∈ A(x1 6= x2).
|A| ≥ 3 is first order definable by p3(A) = ∃x1, x2, x3 ∈ A(x1 6= x2 ∧ x1 6=
x2 ∧ x2 6= x3), etc.
Hence Li ≤tr R is first order definable by ¬p|R|+1(Li). Thus regular by
Theorem 2.4.
(II) If R is polynomial, identify set of indices F ⊆ {1, 2, . . . , c} of Theorem
3.11 such that Hj ≤tr R iff j ∈ F .
Claim: Li ≤tr R iff for every x ∈ Σ|i|, Li[x] ∈ {Hj | j ∈ F}.
Proof: Sufficiency is clear. For necessity, Li =
⋃
x∈Σ|i| xLi[x] ∪ G, where G
is a finite set of strings. By assumption, for all x ∈ Σ|i|, Li[x] ≤tr R. Hence
xLi[x] ≤tr R. By Theorem 3.8, R is in the equivalence class (01∗)n for some
positive integer n. So xLi[x] ≤tr (01∗)n. Since Li is a finite union of sets
that are transducer reducible to (01∗)n, by Theorem 3.8 again, Li ≤tr (01∗)n.
Hence Li ≤tr R.
Let m be the number of states of an automata accepting the relation that
generated the automatic family {Li | i ∈ I}; nj be the number of states
of an automata accepting Hj, 1 ≤ j ≤ c; and n = max{n1, n2, . . . , nc}.
Then Li[x] ∈ {Hj | j ∈ F} is first order definable as by Lemma 3.6, for
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Σk(xy ∈ Li ↔ y ∈ Hj).
Hence {i | Li ≤tr R} is regular by Theorem 2.4.
(III) If R is exponential, then {i | Li ≤tr R} = I.
Theorem 3.13. If {Li | i ∈ I} is an automatic family and R is a regular
set, then the set {i | R ≤tr Li} is regular.
Proof. (I) If R is finite, then R ≤tr Li iff |Li| ≥ |R|. Hence following (I) of
the proof of the previous theorem, R ≤tr Li is first order definable by p|R|.
Thus {i | R ≤tr Li} is regular by Theorem 2.4.
(II) If R is polynomial or exponential, identify set of indices F ⊆ {1, 2, . . . , c}
of the Theorem 3.11 such that R ≤tr Hj iff j ∈ F .
Claim: R ≤tr Li iff there exists x ∈ Σ|i|, Li[x] ∈ {Hj | j ∈ F}.
Proof: For sufficiency, let x ∈ Σ|i|, j ∈ F such that Li[x] = Hj. Thus
R ≤tr Hj = Li[x] ≤tr xLi[x] ⊆ Li.
For necessity, R ≤tr Li implies Li is either polynomial or exponential. Hence
there exists x ∈ Σ|i| such that Li ≤tr Li[x]. To see this, if Li is polynomial,
then pick the uniquely decomposable component that has the most * sections.




1,3 · · · a∗1,j1−1a1,j1 .
We can find string x of length |i| as a prefix of a1,0a∗1,1 so that the number
of * sections of this component does not diminish when we consider Li[x]. If
Li is exponential, then there exists a1, a2, a3, a4 ∈ Σ∗ such that, (i) a1(a2 +
a3)
∗a4 ⊆ Li; (ii) {a2, a3} is prefix free. We can find string x of length |i| as
a prefix of a1(a2 + a3)
∗ so that Li[x] is still exponential. By Theorem 3.11,
Li[x] ∈ {Hj | j ∈ F}.
Finally, Li[x] ∈ {Hj | j ∈ F} is first order definable as explained in the proof
the previous theorem. Hence {i | R ≤tr Li} is regular by Theorem 2.4.
Chapter 4
Automaton reducibility
We have seen that regular sets are indeed comparable under ≤tr. Whether
it is comparable under ≤au is still an open question. This chapter hopes to
lay some foundation into the study of this topic.
Again it is useful to classify regular sets into finite, polynomial and exponen-
tial regular sets. For finite sets, the result is simple.
Lemma 4.1. Let A, B be regular sets. If A is finite and |B| ≥ |A|, then
A ≤au B.
Proof. For each ai ∈ A, choose different bi ∈ B. Clearly conv(ai, bi) is
regular. Hence the automatic map is given by the union of the |A| many
conv(ai, bi).
4.1 Comparability between polynomial regu-
lar sets
However the theory about automaton reducibility is not as simple as that of
transducer reducibility for polynomial and exponential regular sets. This is
38
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because with transducers, we allow the output of each input symbol to be
a string, while for automata, it must be a symbol. Hence it is much more
difficult to find an automatic and injective mapping compared to a trans-
ducer mapping from one regular set to another. This also means that when
mapping * sections to another, we have to somehow match their lengths.
otherwise the pumping lemma immediately rules out an automatic represen-
tation of the map. This section shall show that this problem can be tackled
for polynomial regular sets. But for exponential maps, this length consider-
ation summarizes the main difficulty in proving whether there is always an
automaton reducibility between any two exponential regular sets.
We shall prove some results before we arrive at the theorem stating polyno-
mial regular sets are comparable under ≤au.
Concatenating a string on the left of domain or codomains
Lemma 4.2. Let A,B be regular sets, then conv(A,B) is regular.
Proof. To show that conv(A, (Σ ∪ {∗})∗) is regular, consider DFA M =
(Q,Σ, δ, q0, F ) accepting A. We get DFA M1 = (Q,Σ, δ1, q0, F ) accepting
A′ = {(x, y) | x ∈ A, y ∈ (Σ ∪ {∗})∗, |x| = |y|}, by modifying δ to δ1:
δ(q, a) = r ⇔ δ1 (q, ( ab )) = r
for every a ∈ A, b ∈ (Σ ∪ {∗})∗.
Clearly S = {( ∗b ) | b ∈ Σ∪{∗} }∗ is regular. Hence conv(A, (Σ∪{∗})∗) = A′S
is regular.
Similarly, conv((Σ ∪ {∗})∗, A) is regular.
Then we have conv(A,B) is regular since both conv(A, (Σ∪{∗})∗), conv((Σ∪
{∗})∗, B) are regular and conv(A,B) = conv(A, (Σ ∪ {∗})∗) ∩ conv((Σ ∪
{∗})∗, B).
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Lemma 4.3. Let A be a regular set and a be a symbol. Then A ≤au aA via
f(x) = ax, and aA ≤au A via g(ax) = x.
Proof. First we construct Σ∗ ≤au aΣ∗ via x 7→ ax.
Let Σ = {a1, a2, . . . , an}, a∗ = ∗. Construct NFA M0 = (Q,Σ, δ, q0, F )
accepting Σ∗ ≤au aΣ∗ via x 7→ ax as follows:
Q = {q0, q1, . . . , qn, q∗}, F = {q∗},
δ (q, ( xy )) =

{qj}, if q = q0, y = a, x = aj;
{qj}, if q = qi, y = ai, x = aj, i 6= ∗;
∅, otherwise.
Roughly speaking, entering state qi means ai is the next output symbol.
Let M1 be a NFA accepting conv(A,Σ
∗). Then clearly the function f is
L(M0) ∩ L(M1), hence automatic.
The proof that g is automatic is similarly done, or immediate by Theorem
1.16.
Example 4.4. The transition diagram in Figure 4.1 is a function that maps
(0 + 1)∗ to 2(0 + 1)∗ via x 7→ 2x. Here a1 = 0, and a2 = 1. ♦
Since we can add a symbol in front of a domain or codomain, by Theorem
2.3, we have the following result by applying induction:
Theorem 4.5. Given string x and regular set A, A ≤au xA via f(w) = xw
and xA ≤au A via g(xw) = w. 
By Theorem 4.5, for fixed string x, {conv(x, y, xy) | y ∈ A} is regular.
However {conv(x, y, xy) | x ∈ A, y ∈ B} need not be regular for regular sets
A and B as shown in the following example.
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Figure 4.1: Function that maps x ∈ (0 + 1)∗ to 2x
Example 4.6. Let A = B = 0∗. Suppose {conv(x, y, xy) | x ∈ A, y ∈ B} is
regular, then there exists an automaton M accepting it. Let m be the size







is in L(M). Hence by the pumping lemma, there exists n1, n2, n3 ∈ N, such












is in L(M). This contradicts L(M) = {conv(x, y, xy) | x ∈ A, y ∈ B}. Hence
{conv(x, y, xy) | x ∈ A, y ∈ B} is not regular. ♦
We can again apply Theorem 2.3 to have the following result:
Theorem 4.7. Given A ≤au B via automatic f , and string x, we have
A ≤au xB and xA ≤au B, via a 7→ xf(a) and xa 7→ f(a) respectively.
Proof. For A ≤au xB via a 7→ xf(a), consider A ≤au B via f and B ≤au xB
via g(b) = xb which is automatic by Theorem 4.5. Then apply Theorem 2.3
to get that g ◦ f is automatic.
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The proof for xA ≤au B via xa 7→ f(a) is similar.
Concatenating a string on the right of domain or codomain
We have concatenated strings on the left of automatic maps in the previous
subsection. We can also concatenate strings on the right of automatic maps.
Theorem 4.8. Let A be a regular set and x be a string. Then A ≤au Ax
via f(w) = wx, and Ax ≤au A via g(wx) = w.
Proof. Functions f and g are automatic because their convolutions can be
defined as follows:
conv(f) = conv(idA)conv((∗)|x|, x);
conv(g) = conv(idA)conv(x, (∗)|x|),
where idA is the identity function on A.
By Theorem 4.8, for fixed string y, {conv(x, y, xy) | x ∈ A} is regular.
However {conv(x, y, xy) | x ∈ A, y ∈ B} need not be regular for regular sets
A and B as shown in Example 4.6.
We can again apply Theorem 2.3 to have the following result:
Theorem 4.9. Given A ≤au B via automatic f , and string x, we have
A ≤au Bx and Ax ≤au B, via a 7→ f(a)x and ax 7→ f(a) respectively. 
Concatenating a string in the middle of domain or codomain
Theorem 4.10. Let A, B be regular sets and x be a string. If AB is uniquely
decomposable, then we have AB ≤au AxB via g(ab) = axb for a ∈ A and
b ∈ B. Also AxB ≤au AB via g−1.
Proof. By Theorem 4.5, f : B → xB is automatic. Also id : A → A is
automatic. thus conv(g) = conv(id)conv(f) is automatic. Since g is bijective,
so AxB ≤au AB via g−1 by Theorem 1.16.
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This immediately leads to the following proposition by the transitivity of
≤au.
Proposition 4.11. If AB is uniquely decomposable, and AB ≤au C via
automatic f , then AxB ≤au C via automatic g(axb) = f(ab). 
Definition 4.12. Let Sn = {( ∗b ) ‖b ∈ Σ}n, S−n = {( b∗ ) ‖b ∈ Σ}n, n ∈ N.
Given A ≤au B via f , k ∈ Z, let Ak = {a ∈ A | |f(a)| = |a|+ k}, fk = f |Ak .
♦




Ak. Furthermore, Ak is regular and fk is automatic for each k ∈ Z.
Proof. Let M be a FA accepting f . Recall that A′ = {(x, y) | x ∈ A, y ∈
(Σ∪{∗})∗, |x| = |y|} is regular. Similarly, define A′′ = {(y, x) | x ∈ f(A), y ∈
(Σ ∪ {∗})∗, |x| = |y|}, which is also regular.
For k ≥ 0, fk is automatic as its convolution is L(M) ∩ (A′Sk). Hence Ak is
regular as it is the domain of fk, by Theorem 1.15.
For k < 0, fk is automatic as its convolution is L(M)∩ (f(A)′′Sk). Hence Ak
is regular as it is the domain of fk.
To get c, we have c1 ∈ N such that for every x ∈ A, |x| ≤ |f(x)| + c1; and
c2 ∈ N such that for every x ∈ A, |x| + c2 ≤ |f(x)| by the pumping lemma.
Hence let c = max(c1, c2).
Theorem 4.14. If A ≤au C via automatic f , and B ≤au D via automatic g,
and AB and CD are uniquely decomposable, then AB ≤au CD via automatic
h(ab) = f(a)g(b).
Proof. First decompose A into A =
⋃
|k|≤c
Ak. Let r be a symbol not in an
alphabet set of A to D.
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(i) If k ≥ 0, then consider Akrk ≤au fk(Ak) via fk,1(ark) = fk(a). We have
fk,1 is automatic since fk is automatic. Since |fk(a)| = |fk,1(a)| for all a ∈ Ak,
thus clearly fk,2 : Akr
kB → CD, fk,2(arkb) = fk(a)g(b) is automatic. fk,2 is
a function since AB is uniquely decomposable. fk,2 is injective because CD
is uniquely decomposable; f and g are injective.
Since fk,3 : B → rkB, fk,3(b) = rkb is automatic, hence fk,4 : AkB → AkrkB,
fk,4(ab) = ar
kb is automatic.
Hence hk : AkB → CD, h(ab) = fk,2(fk,4(ab)) is automatic.
(ii) If k < 0, then consider Ak ≤au fk(Ak)rk via fk,1(a) = fk(a)rk. We have
fk,1 is automatic since fk is automatic. Since |a| = |fk,1(a)| for all a ∈ Ak,
hence fk,2 : AkB → CrkD, fk,2(ab) = fk(a)rkg(b) is automatic. fk,2 is a
function since AB is uniquely decomposable. fk,2 is injective because CD is
uniquely decomposable; f and g are injective.
Since fk,3 : r
kD → D, fk,3(rkd) = d is automatic, hence fk,4 : CrkD → CD,
fk,4(cr
kd) = cd is automatic.
Hence hk : AkB → CD, h(ab) = fk,4(fk,2(ab)) is automatic.
Thus h : AB → CD, h(ab) = hk(ab) if a ∈ Ak is the union of all convolutions
of hk. Since k is bounded, hence the union is finite, thus h is automatic.
Induction of Theorem 4.14 gives us the following proposition:
Proposition 4.15. If A ≤au B via f , and A, B are each prefix free sets,
then for any n ∈ N, An ≤au Bn. In particular, an automatic map is via
g(a1a2 · · · an) = f(a1)f(a2) · · · f(an). 
It is important to note that this theorem does not imply A∗ ≤au B∗. A
simple counterexample shows this.
Example 4.16. Let A = {0}, B = {00}. Clearly An ≤au Bn for all n. How-
ever A∗ au B∗ simply because the growth rate of B∗ is too slow compared
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to that of A∗, while the pumping lemma implies any such function must have
a constant c such that the output is always at most c longer than the input.
♦
Polynomial regular sets
We finally have enough setup to discuss polynomial regular sets.
Theorem 4.17. Let A, B be polynomial regular sets in Σ. Then A ≤au B
or B ≤au A.
Proof. Since both A, B are polynomial, by Theorem 1.23, we have
A = p(A, 1) ∪ p(A, 2) ∪ · · · ∪ p(A,m) ∪ FA;
B = p(B, 1) ∪ p(B, 2) ∪ · · · ∪ p(B, n) ∪ FB,
where for each index i,




i,3 · · · a∗i,ji−1ai,ji ;




i,3 · · · b∗i,ji−1bi,ji ;
ai,2k, bi,2k ∈ Σ∗; ai,2k+1, bi,2k+1 ∈ Σ+; and p(A, i), p(B, i) are uniquely de-
composable. Also FA and FB are finite set of strings. WLOG, assume no
component is a subset of another intra-set wise.
Preparation Step 1:
Recall that it was mentioned at the start of this section that the proof is not
as simple as that of transducer reducibility. This is because the pumping
lemma will reject any function, that maps via matching the number of copies
of the * sections, being automatic if the lengths of the matched * sections
are different. Hence we first rewrite the components so that the lengths of
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all * sections are the same. We do this by considering the lowest common
multiple (lcm) of the lengths of all ai,2k+1, bi,2k+1 strings of all components.
Define
lcm = lcm(|a1,1|, |a1,3|, . . . , |a1,j1−1|,
|a2,1|, |a2,3|, . . . , |a2,j2−1|,
. . . ,
|am,1|, |am,3|, . . . , |am,jm−1|,
|b1,1|, |b1,3|, . . . , |b1,j1−1|,
|b2,1|, |b2,3|, . . . , |b2,j2−1|,
. . . ,
|bn,1|, |bn,3|, . . . , |bn,jn−1|).
Notice we can rewrite each (ai,2k+1)
∗ as
(+ ai,2k+1 + a
2
i,2k+1 + · · ·+ ali−1i,2k+1)(alii,2k+1)∗,
where li,k =
lcm
|ai,2k+1| . Thus we can replace each (ai,2k+1)
∗ with ((ai,2k+1)li,k)∗.
This creates li,k components out of p(A, i) for each string ai,2k+1. For example,
if p(A, 1) = 1(00)∗11(010)∗1, and the lcm = 6, therefore we rewrite p(A, 1)
into 6 components:
p(A, 100) = 1(000000)
∗11(010010)∗1
p(A, 101) = 1(000000)
∗11010(010010)∗1
p(A, 110) = 100(000000)
∗11(010010)∗1
p(A, 111) = 100(000000)
∗11010(010010)∗1
p(A, 120) = 10000(000000)
∗11(010010)∗1
p(A, 121) = 10000(000000)
∗11010(010010)∗1
Notice that if p(A, i) is uniquely decomposable, then each new component
p(A, iα) is uniquely decomposable as well.
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We do the same rewriting for all components p(B, i). WLOG, we shall assume
that all components of A and B are have equal * section length.
Preparation Step 2:
We shall observe later in this proof that the total number of components with
the most * sections each set has will determine the direction of the reduction.
For this reason, it is important to get their exact numbers for each set.
For example, if A = 0∗11∗ + 0∗01∗ and B = 0∗1∗ + 2∗3∗, then following
verbatim the rest of the proof, one may conclude that B ≤au A as both have
two components with the most * sections. But A ⊂ 0∗1∗, hence B ≤au 0∗1∗,
we will see later that this is a contradiction via Proposition 4.20.
From this example, we see that 0∗11∗ + 0∗01∗ should be viewed as only
one component for the direction of reduction to be correct. In general, the
conflict arises whenever there are two components with the largest number
of * sections that when intersected gives a component that is uniquely de-
composable and has also the same number of * sections. For this example,
0∗11∗ ∩ 0∗01∗ = 0∗011∗.
Again a rewriting is necessary to remove these conflicts.
Suppose p(A, 1) and p(A, 2) have this conflict, then it must be that their
regular expression can be written as:








2 · · · ynxαnn x∗nyn+1








2 · · · ynxβnn x∗nzn+1.
where for all i = 1, 2, . . . , n, αi, βi ∈ N; and xi ∈ Σ+. Also for all j =
1, 2, . . . , n+ 1, yj ∈ Σ∗; xj is not a suffix of yj; and xj−1 is not a prefix of yj.
Define for all i = 1, 2, . . . , n, γi = max(αi, βi), δi = min(αi, βi). Then
p(A, 1) ∩ p(A, 2) = y1xδ11 x∗1y2xδ22 x∗2 · · · ynxδnn x∗n.
CHAPTER 4. AUTOMATON REDUCIBILITY 48
Define








2 · · · ynxγnn x∗n.
Then
p(A, 1) =p(A, 11,2)
∪ (y1xα11 y2xα22 x∗2 · · · ynxαnn x∗n
∪ y1xα1+11 y2xα22 x∗2 · · · ynxαnn x∗n
∪ . . .
∪ y1xγ1−11 y2xα22 x∗2 · · · ynxαnn x∗n)
∪ . . .
∪ (y1xα11 x∗1y2xα22 x∗2 · · · ynxαnn
∪ y1xα11 x∗1y2xα22 x∗2 · · · ynxαn+1n
∪ . . .
∪ y1xα11 x∗1y2xα22 x∗2 · · · ynxγn−1n ).
Similarly for p(A, 2). Thus p(A, 1) ∪ p(A, 2) can be written as p(A, 11,2)
union with components that have exactly one less * section. Do the same
rewriting for all pairs of components with the largest number of * sections
till no such conflict exists. WLOG, assume both A and B respectively do not
have pairs of components with the largest number of * sections that when
intersected, contains a component that is uniquely decomposable and has the
same number of * sections.
Direction of reduction:
(I) Suppose one of the components has strictly more * sections than any other
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1,3 · · · bαji−11,ji−1b1,jib1,ji+1(b1,ji+3 · · · bj1−2)bij1−1b1,j1 .




i,3 · · · bm+1i,ji−1bi,ji , label this function fm+1.









fi,−1 : ai,ji → b1,jib1,ji+1(b1,ji+3 · · · b1,j1−2)bi1,j1−1b1,j1















is automatic. Therefore fi : p(A, i)\(p(A, 1) ∪ p(A, 2) ∪ . . . ∪ p(A, i − 1)) →
p(B, 1), fi = f
′
i ◦ id is automatic. Let the convolution of f : A → B be
the union of the convolutions of f1, f2, . . . , fm+1, then f is automatic. f is
injective because each fi is injective and the image of each component of A
has different copies of bj1−1.
(II) Suppose both A and B have the same largest number of * sections.
WLOG, assume the first m1 indices of A and the first n1 indices of B have
the largest number of * sections of all indices, while the rest do not; also
assume m1 ≤ n1.
Let m′1 = m−m1. Expand p(B, n1) into the following components:
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p(B, n1,1) = bn1,0b
∗
n1,1
· · · bn1,jn1−1bn1,jn1 ;
p(B, n1,2) = bn1,0b
∗
n1,1
· · · b2n1,jn1−1bn1,jn1 ;
...
p(B, n1,m′1) = bn1,0b
∗
n1,1
· · · bm′1n1,jn1−1bn1,jn1 ;
p(B, n1,0) = bn1,0b
∗
n1,1
· · · bm′1+1n1,jn1−1b
∗
n1,jn1−1bn1,jn1 .
Like in the case of (I), map component p(A, i) into component p(B, i) for
i < m1; map p(A,m1 + i) into p(B, n1,i) for i = 0, 1, . . . ,m
′
1; and finally FA
into p(B, n1) with no copies of bn1,jn1−1.
The idea is then that the convolution of the function witnessing A ≤au B
is then the union of the convolutions of the functions created. However the
catch is that the function created this way may not be injective if there is a
pair of components of B that are not disjoint. We will solve this by carefully
selecting a subset of B in which all pairs of components are disjoint, before
we construct the functions for each p(A, i):
Recall we assumed no component is a subset of another intra-set wise, and
also the intersection of any pair of components with the largest number of *
sections cannot contain a component that is uniquely decomposable and has
the same number of * sections. Hence if there is a pair of components with
the largest number of * sections of B that are not disjoint, then there must be
a * section in one of them such that the string composing it is different. We
then consider a subset of B by rewriting the component with that string so
that the string appears at least once more. This makes the two components
disjointed.
For example, if one of the components is 0(11)∗1221(21)∗2, and the * section
that is peculiar is (21)∗, then the subset we consider can be the component
CHAPTER 4. AUTOMATON REDUCIBILITY 51
replaced by 0(11)∗122121(21)∗2. We further consider subsets until there all
pairs of components that are disjoint. The function created this way will
then be injective.
Theorem 4.18. If A is polynomial and B is exponential, then A ≤au B.
Proof. By Theorem 1.22, B is exponential implies there exists u, v, x, y ∈ Σ∗
such that C3 = u(x + y)
∗v ⊆ B; x is not a prefix of y; and y is not a prefix
of x.
Since A is polynomial, by Theorem 1.23, we have
A = p(A, 1) ∪ p(A, 2) ∪ · · · ∪ p(A,m) ∪ FA,




i,3 · · · a∗i,ji−1ai,ji ; ai,2k ∈ Σ∗;
ai,2k+1 ∈ Σ+; and p(A, i) is uniquely decomposable. Also FA is a finite
set. Like in the proof of the previous theorem, we assume WLOG that the
lengths of the * sections of all components have the same length.




3 · · · b∗2j−1b2j be a uniquely decomposable regular set with
b2k ∈ Σ∗; b2k+1 ∈ Σ+; and |b1| = |b3| = · · · = |b2j−1| = |a|. Let j be
sufficiently large, so that by the previous theorem, A ≤au C1.
Consider increasing the the length of all ∗ sections of C1 like in the proof
of the previous theorem. Given m ∈ N, if we increase the length of all ∗
sections to m|x||y|a, then the rewritten form has (m|x||y|)j many uniquely
decomposable components each with j many * components.
There are 2am strings in (x|y| + y|x|)am. Hence let m be such that 2am > j.
Let (x|y| + y|x|)am = {ci | 1 ≤ i ≤ 2am}, C2 = uc∗1c∗2 · · · c∗2amv. C2 is uniquely
decomposable since {x, y} is a prefix-free set. Then by previous theorem,
C1 ≤au C2 since 2am > j. So A ≤au C1 ≤au C2 ⊆ C3 ⊆ B. Hence by
transitivity of ≤au, A ≤au B.
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4.2 Ordering induced by ≤au up to polyno-
mial regular sets
Definition 4.19 (<au, prime form, automaton equivalent). For regular sets
A and B:
1. Define A <au B if A ≤au B and B au A.
2. If A and B are polynomial regular sets expressed in the sense of Theo-
rem 1.23, and Preparation Steps 1 and 2 in the proof of Theorem 4.17,
then A and B are said to be expressed in prime form.
3. Recall from Section 1.1 that A ∼=au B if there exists a bijective au-
tomatic function f : A → B. Call A automaton equivalent to B if
A ∼=au B.
Note that the length of the * sections in the prime form is the lcm of the
lengths of all * sections from all components from both A and B. In fact the
definition of prime form can be extended to one or many polynomial regular
sets: If A1, A2, . . . , An are to be expressed in prime form, then the lcm is
calculated from all lengths of all * sections from all components from all the
sets. ♦
Proposition 4.20. Let A, B be polynomial regular sets. Consider a repre-
sentation of A and B in prime form. If A has exactly m components with
the largest number of * sections, B has exactly n components with the same
largest number of * sections, and m > n, then B <au A.
Proof. B ≤au A was done in Theorem 4.17.
Let k be the largest number of * sections each component has. WLOG, let
the strings generating the * sections be of length 1, and the components have
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only * sections. By the proof of Theorem 4.17, A is automaton equivalent to
a polynomial regular set with only m components, and the components all
have k * sections and are pairwise disjoint. Also B is automaton equivalent
with a polynomial regular set with only n components, and the components
all have k * sections and are pairwise disjoint. Hence WLOG, assume A and
B have such properties.
Suppose there is an automatic function f witnessing A ≤au B. Then by
pumping lemma, there exists c ∈ N such that |f(a)| ≤ |a| + c for all a ∈ A.




(i+ k − 1)!
i!(k − 1)! ≤ n
x+c∑
i=0





(i+ k − 1)!
i!(k − 1)! ≤ n
x+c∑
i=x+1





(i+ k − 1)!
i!




(i+ 1)k−1 ≤ cdxk−1 , for some d > 0.












This is a contradiction if we take x > 2kcd. Hence A au B.
Proposition 4.21. Let A, B be polynomial regular sets. Consider a rep-
resentation of A and B in prime form. If A has a component with strictly
more * sections than any component of B has, then B <au A.
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Proof. B ≤au A was done in Theorem 4.17.
Suppose A ≤au B, then by Theorem 1.14, A ≤tr B. This contradicts The-
orem 3.8, as A has a component with strictly more * sections than any
component of B has.
We have seen in Theorem 3.8 that the regular sets form, with respect to ≤tr,
a linearly ordered structure of the type ω · 2 + 1. It is natural to discuss the
structure ≤au induces on regular sets as well.
Theorem 4.22. The finite and polynomial regular sets form, with respect to
≤au a linear order isomorphic to an ascending N-chain followed by a Q-chain.
Proof. (I) The N equivalence classes are formed by the finite sets and are or-
dered by increasing cardinality. The equivalence classes are each represented
by {0n | n < m}, m ∈ N.
(II) The Q equivalence classes are formed by the polynomial sets. Recall that
for any two polynomial sets A, B, either A ≤au B or B ≤au A by Theorem
4.17. The direction is decided after the sets are expressed in prime form: the
one that has a component with more * sections than any other, or has more
components with the largest number of * sections is the range.
The class of polynomial regular sets has no minimal point under ≤au as given
any polynomial set, if we multiply the length of all the * sections by 2, we see
that the new set is automaton reducible to the original but not vice versa.
The class of polynomial regular sets also has no maximal point under ≤au.
Given any polynomial set, it is automaton reducible to another polynomial
set as long as the latter polynomial set has a component with more * sections
than any component the former has.
To prove that the ordering is dense, suppose A and B are polynomial regular
sets such that A <au B. Let A and B be expressed in prime form, then one
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of the following must occur:
(a) B has a component with strictly more * sections than any other
component of A.
Let s represent the length of a * section, and m be the largest number of
* sections a component of A has. Then consider symbols c1, c2, . . . , cm not
used in the regular expression of A. Consider C = (cs1)
∗(cs2)
∗ · · · (csm)∗. Then
A ≤au A+C ≤au B via the proof of Theorem 4.17. Also neither A+C ≤au A
by Proposition 4.20, nor B ≤au A+ C by Proposition 4.21.
(b) B and A both have components with the same largest number
of * sections, but B has strictly more of such components.
Let s represent the length of a * section, and m be the largest number of
* sections a component of A or B has. Let n1 and n2 be the number of
components of A and B respectively with the largest number of * sections.
So n1 < n2.
If n1 + 1 < n2, then consider symbols c1, c2, . . . , cm not used in the regular
expression of A. Consider C = (cs1)
∗(cs2)
∗ · · · (csm)∗. Then A ≤au A+C ≤au B
via the proof of Theorem 4.17. Also neither A + C ≤au A nor B ≤au A + C
by Proposition 4.20
If n1 + 1 = n2, then rewrite the components of A and B so that the length
of all their * sections is twice as before. This results in n12
m and n22
m
components of A and B respectively with the largest number of * sections.
Now clearly n12
m + 1 < n22
m, so again we can construct a polynomial set C
so that A <au A+ C <au B.
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4.3 Bijections
Notice from the proof of Theorem 4.17 that whenever we have two polyno-
mial sets A and B expressed in prime form and have the same number of
components with the same largest number of * sections, then A ≤au B and
B ≤au A. Note that the functions witnessing the respective reducibility need
not be bijective. In fact, they are most of the time not bijective. Further-
more, it is difficult to adapt a bijection from the injective functions. So is it
true that A ∼=au B?
The same question can be expected of exponential sets. An example can
be seen later in the proof of Theorem 4.29, where it is hard to convert the
injective and automatic function mapping the parent set to one of the subsets
created into a bijective and automatic function.
We shall prove that indeed if regular sets A and B are such that A ≤au B
and B ≤au A, then A ∼=au B. This result is proved in three parts: finite,
polynomial, and exponential regular sets. It is trivial that the result holds
for finite sets, hence only the proofs for polynomial and exponential regular
sets are shown.
Proposition 4.23. Let A be a polynomial regular set. Then there is a
polynomial regular set B such that (i) A and B have the same number of
components with the same largest number of * sections; (ii) B has no other
components with less * sections; (iii) any two components of B are disjoint;
and (iv) A ∼=au B.
Proof. Let ∆ be an infinite set of symbols. We prove via induction on the
largest number of * sections a component of A has, and the number of such
components.
Consider sets where the largest number of * sections a component has is 1.
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Suppose A has only one component of one * section. So A = a1a
∗
2a3 ∪ FA.







∼=au a1a∗2a3 via function f where
f(x) =
f1(x) , if x ∈ FA;a1ak+|FA|2 a3 , if x = a1ak2a3.
Suppose the proposition is true for all sets whose prime forms have exactly
k components of one * section. Let A be in prime form with exactly k + 1
components with one * section. Let p(A, 1) be one such component and
p(A, 1)1 be the regular expression form by omitting p(A, 1) from the prime
form of A. By induction hypothesis, there exists function f1 and polynomial
regular set B1, such that B1 satisfies conditions (i)-(iii) with p(A, 1)1, and
f1 witnesses p(A, 1)1 ∼=au B1. Let p(A, 1)2 = p(A, 1)\p(A, 1)1. Since A
is expressed in prime form, p(A, 1) ∩ p(A, 1)1 must be a finite set. Hence
p(A, 1)2 can be expressed in prime form with only one component with one
* section whose length is the same as the * sections of p(A, 1), union with
a finite set. Let b1 be a string constructed from symbols from ∆ but not
used in B1, and that |b1| is equal to the length of the * sections from p(A, 1).
Hence there exists a function f2 witnessing p(A, 1)2 ∼=au b∗1. Let B = B1 ∪ b∗1.
Then f witnessing A ∼=au B is defined as follows:
f(x) =
f1(x) , if x ∈ p(A, 1)1;f2(x) , if x ∈ p(A, 1)2.
Hence the proposition is true for a set with exactly k+ 1 components of one
* section.
Therefore by induction, the proposition is true for all sets where the largest
number of * sections a component has is 1.
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Suppose the proposition is true for all sets whose prime forms consist of
components with strictly less than n many * sections. Consider sets whose
prime forms where the largest number of * sections a component has is n.
Suppose A expressed in prime form has only one component with n many *
sections. Hence A = p(A, 1) ∪ p(A, 1)1, where
p(A, 1) = a1a
∗
2a3 · · · a2n−1a∗2na2n+1,
and p(A, 1)1 is the expression formed by omitting p(A, 1) from the prime
form of A. Thus p(A, 1)1 consists of components where the largest number
of * sections a component has is n1, where n1 < n. WLOG assume p(A, 1)
and p(A, 1)1 are disjointed. By induction hypothesis, there exists n2 ∈ N,






2a3 · · · a2n1−1a∗2n1a2n1+1aj2n1+2a2n1+3a2n1+5 · · · a2n−1a2n+1.
Let C = a2n1+3a2n1+5 · · · a2n−1a2n+1. Thus A ∼=au p(A, 1) via f defined by:
f(x) =

f1(x) , if x ∈ p(A, 1)1;
a1a
i1





Suppose the proposition is true for all sets whose prime forms have ex-
actly k components of the largest number n many * sections. Let A be
in prime form with exactly k + 1 components of the largest number n many
* sections. Let p(A, 1) be one such component and p(A, 1)1 be the reg-
ular expression form by omitting p(A, 1) from the prime form of A. By
induction hypothesis, there exists function f1 and polynomial regular set
B1, such that B1 satisfies conditions (i)-(iii) with p(A, 1)1, and f1 witnesses
p(A, 1)1 ∼=au B1. Let p(A, 1)2 = p(A, 1)\p(A, 1)1. Since A is expressed in
CHAPTER 4. AUTOMATON REDUCIBILITY 59
prime form, p(A, 1) ∩ p(A, 1)1 can only consist of components with strictly
less than n many * sections. Hence p(A, 1)2 can be expressed in prime form
with only one component with n many * sections whose lengths are the same
as the * sections of p(A, 1), union with components that have strictly less
than n many * sections. Let b1, . . . , bn be strings constructed from symbols
from ∆ but not used in B1, such that (i) |b1| = · · · = |bn| and also equal to
the length of the * sections from p(A, 1); and (ii) B2 = b
∗
1 · · · b∗n is uniquely
decomposable. Hence there exists a function f2 witnessing p(A, 1)2 ∼=au B2.
Let B = B1 ∪B2. Then f witnessing A ∼=au B can be defined as follows:
f(x) =
f1(x) , if x ∈ p(A, 1)1;f2(x) , if x ∈ p(A, 1)2.
Hence the proposition is true for a set with exactly k + 1 components with
the largest number of * sections a component has is n.
Therefore by induction, the proposition is true for all sets where the largest
number of * sections a component has is n.
Thus the proposition is true for all polynomial regular sets.
By transitivity of ≤au, we have the following.
Theorem 4.24. Let A and B be polynomial regular sets. If A ≤au B and
B ≤au A, then A ∼=au B. 
And now all that is left is the analogous theorem for exponential regular sets.
Theorem 4.25. Let A and B be exponential regular sets. If A ≤au B and
B ≤au A, then A ∼=au B.
Proof. Since A is regular, there exists DFA M = (Q,Σ, δ, q0, F ) accepting A.
Define the following sets:
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1. Q′ to be the set of all q ∈ Q such that (i) there are incomparable strings
xq, yq such that δ(q, xq) = δ(q, yq) = q; and (ii) there is a string u such
that δ(q, u) ∈ F ;
2. S to be the set of all strings x such that (i) δ(q0, x) ∈ Q′; and (ii) if y
is a proper prefix of x, then δ(q0, y) /∈ Q′;
3. Sq = {x ∈ S | δ(q0, x) = q};





6. A2 = A\A1.
Clearly all sets of strings defined here are regular.
Claim: For each q ∈ Q′, SqEq is uniquely decomposable.
Proof of claim: Consider q ∈ Q′. By the definition of S, if Sq contains
a component with a * section, then the * section can only be formed by a
single string. Hence Sq is at most polynomial and therefore by Theorem 1.23,
Sq = p(Sq, 1) ∪ p(Sq, 2) ∪ · · · ∪ p(Sq,m) ∪ FSq ,




i,3 · · · a∗i,ji−1ai,ji , ai,2k ∈ Σ∗, ai,2k+1 ∈ Σ+, and
each p(Sq, i) is uniquely decomposable; FSq is a finite set of strings. Also Eq
can be represented by a regular expression that at the start has a * section
generated by at least two incomparable strings xq and yq.
Clearly FSqEq is uniquely decomposable. For each component p(Sq, i), (i) if
ai,ji 6= , then p(Sq, i)Eq is uniquely decomposable; (ii) if ai,ji = , then the
first symbol of ai,ji−1 must be different from the first symbol of any of the
strings generating the first * section of Eq because M is deterministic, thus
p(Sq, i)Eq is also uniquely decomposable. End of proof of claim.
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A2 is at most polynomial as well because if x ∈ A2, then M accepts x
via not going through any state in Q′. Pick q1 ∈ Q′ such that Sq1 6= ∅,
then by Theorem 4.18, there exists automatic function β witnessing A2 ≤au
(xq1 + yq1)
∗. Fix u′′ ∈ Sq1 , u′′′ ∈ Eq1 , then define α : A→ A1 via
α(x) =
uyqu
′ , if x ∈ A1,where u ∈ Sq, u′ ∈ Eq, and uu′ = x;
u′′xq1yq1β(x)u
′′′ , if x ∈ A2
Since A ≤au B and B ≤au A, there exists automatic and injective functions
f : A → B, and g : B → A. If f is bijective, then done. If not, let
B′ = B\{x ∈ B | ∃y ∈ Af(y) = x}, A′ = α ◦ g(B′), and A′′ = ⋃
q∈Q′
{ux2nq u′ |
u ∈ Sq, uu′ ∈ A′}. So A′ ⊆ A′′ ⊆ A. Then an automatic and bijective
function h : A→ B can be defined via:
h(a) =

(α ◦ g)−1(a) , if a ∈ A′;
f(ux2nq yq) , if a = ux
2n+2
q yqu
′, uyqu′ ∈ A′, n ∈ N;
f(ux2n+1q yq) , if a = ux
2n+3
q yqu
′, uxqyqu′ ∈ A′, n ∈ N; and
f(a) , otherwise.
4.4 On automatic families
Recall the results from the previous chapter on ≤tr and automatic families.
Here we prove analogous results with ≤au.
Like in the case of ≤tr, {conv(i, j) | i, j ∈ I, Li ≤au Lj} is not necessarily
regular. But if we fix an index, then the resulting set is regular.
Proposition 4.26. {conv(i, j) | i, j ∈ I, Li ≤au Lj} is not regular for certain
choices of automatic families.
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Proof. Use the same example as in the case of ≤tr. Let I = (0 + 1)∗, Li =
{x ∈ I | |x| = |i|,∀n(i(n) = 0→ x(n) = 0)}.
Then clearly Li ≤au Lj iff i has at most as many 1’s as j. So {conv(i, j) |
i, j ∈ I, Li ≤au Lj} is not regular.
Theorem 4.27. If {Li | i ∈ I} is an automatic family and R is a regular
set, then the set {i | Li ≤au R} is regular.
Proof. (I) If R is finite, then Li ≤au R iff |Li| ≤ |R|.
Recall the definition of pn, n > 0 from Theorem 3.12, where pn(A) means set
|A| ≥ n. Li ≤au R is first order definable by ¬p|R|+1(Li). Thus regular by
Theorem 2.4.
(II) If R is polynomial, identify indices from {1, 2, . . . , c} of Theorem 3.11
such that Hj is polynomial. Like in Preparation Steps 1 and 2 in the proof
of Theorem 4.17, first rewrite the components of these Hj’s and R. From
Proposition 4.20, we know Hj <au R if there is a component of R that has
strictly more * sections than any component of Hj. Let Rs be the largest
number of * sections any component of R has. Suppose R has exactly r
many components of Rs many * sections.
Re-enumerate {H1, H2, . . . , Hc} so that Hj, j ≤ c1 are all the polynomial
regular sets such that the longest component of Hj has also Rs many compo-
nents and the number of such components in Hj (defined as hj) is at most r.
Let c1 < j ≤ c2 be all indices such that Hj has no component with Rs many
* sections. Notice if x1 6= x2 and |x1| = |x2|, then x1Li[x1] ∩ x2Li[x2] = ∅.
Due to Proposition 4.20, we define
A = {(j1, j2, . . . , jc1) ∈ Nc1 | j1h1 + j2h2 + · · ·+ jc1hc1 ≤ r}.
Enumerate A = {a1, a2, . . . , a|A|}. For each string i ∈ I, and each index
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¬pjk+1({x ∈ Σ|i| | Li[x] = Hk}).
Hence Li ≤au R iff





Let m be the number of states of an automata accepting the relation that
generated the automatic family {Li | i ∈ I}; nj be the number of states of
an automata accepting Hj, 1 ≤ j ≤ c; and n = max{n1, n2, . . . , nc}. Then




Σk(xy ∈ Li ↔ y ∈ Hj).
Hence {i | Li ≤au R} is regular by Theorem 2.4.
(III) If R is exponential, identify indices F ⊆ {1, 2, . . . , c} such that j ∈ F
iff Hj ≤au R. Then Li ≤au R iff for every x ∈ Σ|i|, Li[x] ∈ {Hj | j ∈ F}.
Sufficiency is clear since xLi[x] ⊆ Li. Necessity is via Theorem 4.29, where
we get regular sets R1, R2, . . . , Rn such that R ≤au Ri ⊆ R for each index j,
and j 6= k implies Rj ∩Rk = ∅. Here n = |Σ||i|.
Theorem 4.28. If {Li | i ∈ I} is an automatic family and R is a regular
set, then the set {i | R ≤au Li} is regular.
Proof. If R is finite, then R ≤au Li iff |R| ≤ |Li|. Hence R ≤au Li is first
order definable by p|R|(Li). Thus regular by Theorem 2.4.
If R is polynomial or exponential, let B = {b11, b1,2, . . . , b2,1, . . . , bc,1, . . .} be
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Note that A could be infinite. However we can refine A to a finite set A′ by
considering the ‘minimums’:
A′ = {(j1, j2, . . . , jc) ∈ A | ((j′1, j′2, . . . , j′c) ∈ A ∧ ∀i(j′i ≤ ji))→ ∀i(j′i = ji)} .
Enumerate A′ = {a1, a2, . . . , a|A′|}, and define B′ to be the alphabet used in




pjk({x ∈ Σ|i| | Li[x] = Hk}).
Note that by Theorem 4.5, if Li[x] = Hk, then xLi[x] and bk,jHk are automa-




Finally, Li[x] = Hk is first order definable as explained in the proof the
previous theorem. Hence {i | R ≤au Li} is regular by Theorem 2.4.
4.5 Ordering induced by ≤au on all regular
sets
Theorem 4.29. Let A be an exponential regular set, then for any positive
integer n, there exists regular sets A1, A2, . . . , An such that A ≤au Ai ⊆ A
for each index i, and i 6= j implies Ai ∩ Aj = ∅.
Proof. Consider the regular expression of A, then A can be divided into
A = EA ∪ PA ∪ FA, where EA is a finite set of exponential components, PA
is a finite set of polynomial components, FA is a finite set of strings.
We know from Theorem 4.18 that PA ∪ FA is automaton reducible to any
exponential set. Thus let us focus on EA. Let
EA = e(A, 1) ∪ e(A, 2) · · · ∪ e(A, n),
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where for each index i,
e(A, i) = e(A, i)1e(A, i)2e(A, i)3,
such that e(A, i)1 is polynomial, e(A, i)2 is a * section that is exponential,
and e(A, i)3 is the regular expression so that the concatenation of the three
sections gives e(A, i). We can find such a breakdown by considering a regular
expression representing e(A, i). WLOG, assume e(A, i)1(e(A, i)2e(A, i)3) is
uniquely decomposable.
Since e(A, i)2 is an exponential * section, there exists strings xi, yi in e(A, i)2
such that xi, yi 6∈ e(A, i)1 and {xi, yi} is a prefix free set. Hence by Theorem
4.10, for any positive integer k,








i yi(e(A, i)2e(A, i)3)
)
∪ e(A, 1)1yk1x1(e(A, 1)2e(A, 1)3).
Then A ≤au Ak via
e(A, i)\(e(A, 1) ∪ · · · ∪ e(A, i− 1)) ≤au e(A, i)1xki yi(e(A, i)2e(A, i)3),
and (PA ∪ FA)\EA ≤au e(A, 1)1yk1x1(e(A, 1)2e(A, 1)3).
Clearly i 6= j implies Ai ∩ Aj = ∅, and Ak ⊆ A.
We have seen ≤au induces a linear order for regular sets that are finite and
polynomial. What about exponential regular sets? Are they linearly ordered
by ≤au? If no, is there an infinite antichain? If yes, what is the ordering
isomorphic to? For example, is it finitely many Z-chains, N many Z-chains,
or a dense Q-chain?
If indeed exponential regular sets are linearly ordered by ≤au, then we see
that Z-chains are not the isomorphism due to the following lemma.
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Lemma 4.30. Let Σ∞ = {a1, a2, . . .} be an infinite set of symbols. Define
An,m = {a2m1 , a2m2 , . . . , a2mn }∗ for n > 2, m > 0. Then the An,m’s form a
collection of exponential regular sets that when ordered by ≤au, is isomorphic
to Q.
Proof. For fixed n,m,
cAn,m(x) =
n
x/2m , if 2m|x;
0 , otherwise.
We see that there is no maximal element as An,m <au An+1,m for all n,m.
Clearly An,m ≤au An+1,m, as An,m ⊂ An+1,m. Suppose for a contradiction
that An+1,m ≤au An,m, so it is witnessed by a automatic function f . Hence
the pumping lemma states there is a constant c > 0 so that |f(a)| ≤ |a| + c
for all strings a ∈ An+1,m. Clearly 2m|c so c = c12m for some constant c1. So















(n+ 1)x−1 − 1
(n+ 1)− 1 ≤
nx+c1−1 − 1
n− 1
(n+ 1)x−1 − 1 ≤ 2(nx+c1−1 − 1)
(n+ 1)x−1 ≤ 2nc1nx−1
Clearly this is a contradiction, so An,m <au An+1,m.
Also there is no minimal element as An,m+1 <au An,m for all n,m. Clearly
An,m+1 ≤au An,m as there are n2 strings of length 2m+1 in An,m. To see
that An,m au An,m+1, first notice An2,m+1 ≤au An,m and vice versa. So
if An,m ≤au An,m+1, then An2,m+1 ≤au An,m+1 by transitivity of ≤au. But
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by the previous argument of An+1,m au An,m, this is impossible. Hence
An,m+1 <au An,m.
To prove that it is dense, consider two sets An1,m1 An2,m2 . WLOG, assume
m1 ≤ m2.
If m1 = m2, then inductively from An,m <au An+1,m, we have that An1,m1 <au
An2,m2 iff n1 < n2. If n1 + 1 < n2, then An1,m1 <au An1+1,m1 <au An2,m2 . If
n1 + 1 = n2, then An1,m1 <au An21+1,m1+1 <au An2,m2 .
If m1 < m2, then consider An3,m2 where n3 = n
2m2−m1
1 . This is because
An3,m2 ≤au An1,m1 and vice versa. Then we can find the order of the two sets
with respect to ≤au like in the previous case where m1 = m2.
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