The Monte Carlo method is one of the first and most widely used algorithms in modern computational physics. In condensed matter physics, the particularly popular flavor of this technique is the Metropolis Monte Carlo scheme. While being incredibly robust and easy to implement, the Metropolis sampling is not well-suited for situations where energy and force evaluations are computationally demanding. In search for a more efficient technique, we here explore the performance of Hybrid Monte Carlo sampling, an algorithm widely used in quantum electrodynamics, as a structure prediction scheme for systems with long-range interactions. Our results show that the Hybrid Monte Carlo algorithm stands out as an excellent computational scheme that can not only significantly outperform the Metropolis sampling but also complement molecular dynamics in materials science applications, while allowing ultra-large-scale simulations of systems containing millions of particles. 
INTRODUCTION
Following the pioneering computational experiments 1 of Enrico Fermi, Nick Metropolis, Stanislaw Ulam and John von Neumann, the family of Monte Carlo algorithms has been constantly growing and gained an incredible popularity in computational physics. Of particular note is the publication in 1953 of the paper by Nick Metropolis, Marshall and Arianna Rosenbluth, and Edward and Mici Teller, describing for the first time the algorithm that has come to be known as the Metropolis algorithm 2 (we will further refer to it as MMC scheme). This algorithm was the first example of a thermal "importance sampling" method, and it is to this day easily the most widely used Monte Carlo method. The SwedsenWang algorithm 3 (later refined by Ulli Wolff 4 ) established an important advancement of the Metropolis method via the introduction of the non-local, "cluster", updates of the system's state. However, while improving the simulation performance near the phase transition 1 where critical slowing down becomes important, the cluster update relies on the short-range range nature of interactions and, to the best of our knowledge, has not been generalized beyond nearest neighbors models. For systems exhibiting long-range interactions, the Metropolis algorithm still remains the method of choice mostly due to robustness and simplicity of implementation despite its poor scaling with the system size. Specifically, for a system of N particles, all pairwise interacting, a single Metropolis step requires performing O(N) floating-point operations yielding an O(N 2 ) scaling for a single sweep, a prohibitively expensive demand for N ≳ 10 4 . A possible remedy to this scaling problem resides in making use of the gradient of energy (forces), the computation of which can be efficiently parallelized on modern computer architectures. One of the Monte Carlo algorithms that would allow to adopt such solution is the Hybrid or Hamiltonian Monte Carlo (HMC). 5, 6 Although the main domain of application of the HMC method is computational quantum electrodynamics, the method has been previously applied and found wanted to treat liquid phase problems 7, 8 (especially the path integral version of the algorithm for quantum treatment of protons). Nonetheless, the HMC algorithm has not gained traction in the solid state community (rare examples of its application can be found in refs [9] [10] [11] and references therein) and to the best of our knowledge has never been envisioned as high-performance alternative to MMC scheme for solid state systems with long-range interactions.
In this study we explore the performance of the HMC algorithm in comparison with Metropolis and thermalized molecular dynamics (MD) methods on the example of effective Hamiltonian models that describe properties of ferroelectric, relaxor and multiferroic materials at finite temperatures. Our results reveal selected model cases for which the HMC scheme significantly outperforms the MMC and MD methods and show that the GPUoriented implementation of the HMC algorithm for effective Hamiltonian models can allow for performance on par with the best general purpose molecular dynamics programs such as NAMD 12 and LAMMPS. 13 In order to understand the specific cases that are particularly suited for HMC simulations, it is important to recall some basic properties of this algorithm. The HMC algorithm 5, 6 is a Markov chain Monte Carlo sampling 1 that essentially generates a chain of microscopic states s i
where N t denotes the total number of HMC iterations and for which the rate of occurrence of any given microscopic state s converges to the Boltzmann probability ρ B (s) = e −βE(s)
/Z, at sufficiently large iteration t. Here β denotes the inverse temperature in energy units, E(s) is the total energy of the microscopic state s and Z is the canonical partition function. Each iteration of the scheme consists of a suggestion of a trial, "candidate", state s 0 t , followed by an acceptance decision based on the difference of the total internal energies ΔE ¼ E s 0 t
À Á
À Eðs tÀ1 Þ (in contrast to the MMC scheme for which only the difference of potential energies is employed). The probability of accepting s 0 t is taken to be equal to w = min(1, e −βΔE ). In the case where the trial is accepted, s t is set to s 0 t , while otherwise the default state s t−1 is duplicated, or in other words s t is set to s t−1 . The structure of the HMC scheme is therefore identical to that of the Metropolis algorithm and the main difference between the two methods resides in the recipe for choosing the trial states. While MMC relies on sequentially accumulating small random changes to each individual degree of freedom, the HMC scheme incorporates collective variable updates by generating Hamiltonian trajectories in the phase space of the system (see Fig. 1 ).
The correct canonical distribution of internal energies is ensured by choosing random values for generalized momenta p i drawn from the Maxwell-Boltzmann distribution ρ as an initial condition for each trial trajectory
where m i denotes an effective mass associated with each microscopic degree of freedom. Interestingly, the values of the masses m i can be chosen arbitrarily, since m i can be eliminated from the equations of motion by a proper choice of the time units.
RESULTS
As a first step, we test the performance of the HMC scheme on the example of the effective Hamiltonian model 14 describing the sequence of ferroelectric phase transitions of BaTiO 3 crystals. For comparison, the same simulations are also performed using MMC and thermalized MD schemes. Barium titanate is known to exhibit three structural phase transitions, all of which are successfully reproduced using the aforementioned set of algorithms (see Fig.  2 ). However, the results presented in Fig. 2 indicate that the transition temperatures obtained using MMC and MD schemes are slightly lower than the corresponding estimates obtained from HMC simulations. Moreover, the temperature mismatch increases with decreasing temperature-for the paralectric to tetragonal transition temperature (HMC gives an estimate of T HMC~3 80 K) the estimates differ by 3 K, while for the tetragonal to orthorhombic (T HMC~2 85 K) and orthorhombic to rhombohedral (T HMC~2 30 K) transition the mismatch reaches 7 and 15 K, respectively. Such differences can be attributed to the first order character of the phase transitions resulting in the temperature hysteresis. Indeed, the discrepancy of transition temperatures estimates obtained from cooling down and heating up cycles are well-expected in MD simulations since the relaxation time of metastable states can extend beyond the time scale reachable by MD algorithms. Therefore, it is expected that the transition temperature estimate would depend on the cooling rate, or equivalently on the number of MD steps performed at each temperature. Similarly, although the memory effects for MC sampling are less pronounced, the transition temperature would still depend on the number of sweeps performed at each temperature. In fact, the hysteresis width shall necessarily grow when decreasing the simulation-to-autocorrelation time ratio. Panels (g)-(i) of Fig. 2 present the temperature evolution of the autocorrelation times of polarization components obtained using the three considered algorithms. As it can be readily seen, in the vicinity of the phase transitions, the HMC scheme yields lower sample correlations than the MMC algorithm. Therefore, at a fixed number of sweeps, the HMC scheme should yield higher accuracy estimates of phase transition temperatures. Similar arguments hold for relative performance of MD and HMC algorithms, thus allowing us to explain the observed mismatch of estimated transition temperature values.
Noting good performance of the HMC scheme in reproducing ferroelectric transitions of bulk BaTiO 3 , we now consider a more challenging simulation-the relaxation of the 180°domain wall in the tetragonal phase of bulk BaTiO 3 at T = 300 K. The initial state of the system is taken to be a supercell divided into two domains of equal volume and opposite orientations of polarization. Specifically, we choose the polarization in the two domains to be oriented along [010] and [010] pseudo-cubic directions, while the domain wall normal is taken to be aligned with the [100] axis (see panel (a) of Fig. 3 ). The simulation is performed for two different supercell sizes-in order to compare the performance of HMC scheme and thermalized molecular dynamics (MD) with that of MMC algorithm, we chose a 24 × 12 × 12 supercell, while a more challenging relaxation case with the supercell size of 128 × 32 × 32 will be used as a probe of the HMC scheme capabilities. For MD and HMC simulations we use a time step of 0.5 fs, and a single HMC trial trajectory (sweep) corresponds to 25 fs evolution, or, equivalently, 50 integration steps. To make a fair comparison of performances of HMC and MD algorithms we also define one MD sweep to consist of 50 MD steps.
Since we assume periodic boundary conditions along all of the three Cartesian directions to mimic a bulk crystal, the depolarizing fields that usually provoke breaking of the system into ferroelectric domains 15 are absent and the equilibrium state at 300 K corresponds to a monodomain configuration with homogeneous distribution of polarization. The bi-domain state taken as the initial configuration is in fact unstable and we expect all the algorithms to converge to the equilibrium monodomain configuration. Panel (b) of Fig. 3 shows the evolution with sweeps of the total supercell polarization magnitude P obtained using the HMC, MD and MMC algorithms for the 24 × 12 × 12 supercell size. While for the bidomain state the polarization magnitude is zero P = 0, the monodomain state yields an equilibrium value of P~0.35 C/m 2 and hence P can be used as a reaction coordinate characterizing the convergence. It can be readily seen (panel (b) of Fig. 3 ) that the HMC algorithm is able to arrive to an equilibrium state withiñ 800 sweeps (~2 × 10 11 floating-point operations, or 0.2 Tflop), while the MMC algorithm convergence is achieved withiñ 10,000 sweeps (4.8 Tflop). Furthermore, we find that the MD scheme is unable to converge within 10000 sweeps (500,000 MD steps or 2.8 Tflop)-the MD simulation convergence is achieved Fig. 1 Schematic representation of MMC and HMC trial state generation procedures. In the MMC algorithm each degree of freedom is updated individually. Such updates are called Monte Carlo steps and the acceptance decision is made at each step. Once an update attempt has been performed consecutively on all degrees of freedom a Monte Carlo sweep is considered to be accomplished and the new state s t+1 is generated. A Monte Carlo sweep in the MMC algorithm can be thus represented as a sequence of small random moves (Monte Carlo steps) in the configuration space (blue arrows in the figure). In contrast, within the HMC scheme a trial state s t+1 is generated by evaluating a random Hamiltonian trajectory starting from an initial state s t (black arrow). Therefore, an HMC iteration corresponds to a smooth motion in the phase space. Moreover, all degrees of freedom are updated simultaneously and an acceptance decision is made only once, at the final point of the trial trajectory only at~25,000 MD sweeps (1,250,000 MD steps or 7 Tflop). Panel (c) shows the evolution with sweeps of the potential energy of the system obtained using HMC algorithm. During the first hundreds of sweeps, the evolution of the state can be described as the motion of the wall along its normal. At this stage, despite the growing polarization, the potential energy does not significantly change. An abrupt reduction of the potential energy happens only when the volume of one of the domains becomes small enough to allow the destruction of the domain wall that is triggered att he 500th HMC sweep. Plotting the values of potential energy at each HMC sweep with respect to the polarization (see panel (d) of Fig. 3 ) allows estimation of the energy profile which results in a flat energy plateau in the vicinity of the initial state followed by a steep well at the monodomain minimum happening upon the collapse of the wall. In section 3 we provide arguments explaining higher performance of HMC scheme for such types of energy profiles. Furthermore, we find that for the case of 128 × 32 × 32, the HMC algorithm appears to be the only scheme out of the three considered algorithms that allows efficient relaxation towards an equilibrium monodomain state. The MMC simulation at this supercell size is practically impossible due to the poor scaling of the algorithm with the system size, while MD simulation yields at least a~30 times larger relaxation time as established in the simulation of the 24 × 12 × 12 supercell. We find that for the 128 × 32 × 32 supercell test case, the HMC algorithm converges at 500,000 sweeps (see Fig. S1 of supplemental material). Naturally, the increased relaxation time can be explained by a significantly larger distance in the configuration space between bi-domain initial and the monodomain states.
In order to achieve high computational performance of the HMC algorithm implementation for effective Hamiltonian simulations, we have employed the approach described in refs. 16, 17 Specifically, computation of all energies and forces stemming from the non-local harmonic interactions are carried out in the reciprocal space using fast fourier transformed 18 local mode and strain fields, while the single unit-cell quantities are computed using the corresponding lattice variables in real space. Such an approach allows for separate diagonalization of all parts of the Hamiltonian and results in O(NlogN) computational complexity. Such methodology proves useful for MD algorithms too, since it allows for efficient computation of the long-range dipolar forces at all lattice sites once the update of all lattice fields has been Fig. 2 Dependence of the polarization components (a-c) and dielectric susceptibility (d-f) of BaTiO 3 crystal on temperature calculated using HMC, MMC and MD algorithms. Simulation were performed using a 16 × 16 × 16 supercell. At each temperature, 40,000 HMC (MMC) sweeps were performed, out of which the first 10,000 were considered as thermalization sweeps and the thermodynamic averages were computed over the remaining 30,000 sweeps. In MD simulations, we have 0.5 millions of thermalization and 1.0 million of avering steps. The sequence of structural phase transitions (corresponding transition temperatures are indicated by dashed lines) is successfully reproduced by all algorithms. However, HMC scheme yields higher accuracy of thermodynamic averages as can be seen from (g-i) that show temperature evolution of autocorrelation times of polarization components obtained for HMC, MMC and MD simulations respectively. Note that while the autocorrelation time in (g, h) is in the units of MC sweeps, for (i) the autocorrelation time units are 10 3 MD steps. For each temperature, the total simulation cpu time for MMC, MD and HMC simulations was of 35.4, 19.5, and 19.6 min, respectively performed. 17 In contrast, the MMC scheme could hardly benefit from such Hamiltonian diagonalization-the lattice variables are updated sequentially, one after the other and each accepted trail move calls for an update of long-range fields at all sites yielding an O(N) < O(N log N) complexity for a single MMC step. However, since all N variables ought to be updated, the MMC sweep complexity increases to O(N 2 ), while complexity of the HMC sweep stays on the order of O(N log N) since the algorithm relies on the MD-based generation of trial states. In other words, it is the sequential nature of MMC steps that represents a significant performance bottleneck. The comparison of real-life performance of MMC and HMC schemes is shown in panel (a) of Fig. 4 , which makes the described scaling gap evident. The performance difference is all the more pronounced since in constrast to ref. 17 we here adopt the GPU-oriented parallelization strategy. 19 The use of such massively parallel architectures allows for MD and HMC simulation performance of~1 ns per day for N~O(10 6 ) using a single GPU as attested by our benchmark results shown in panel (b) of Fig. 4 .
DISCUSSION
It can be readily noticed that the HMC scheme is more advantageous than the Metropolis algorithm since, theoretically, in the former, all generated trial states should be accepted irrespectively of the length of the trial trajectory. This follows from the total energy conservation property of Hamiltonian dynamics employed in HMC. In contrast, increasing the acceptance ratio within an MMC simulation comes at the cost of constraining the magnitude of random variations introduced to individual degrees of freedom during each MMC step. Indeed, in order to obtain higher acceptance probability w, the difference of energies between initial and trial states has to be reduced, which can only be achieved by making "shorter" steps in the configuration space. In other words, an attempt to reduce the amount of redundant states within the MMC chain by increasing the acceptance ratio ineluctably leads to an increase of redundancy due to generation of states that are very close to each other. Therefore, both "long" as well as"short" random steps yield a reduced sampling efficiency since more MMC sweeps will be required to obtain accurate Fig. 4 Performance of the GPU-oriented implementation of the effective Hamiltonian model. a shows comparison of the times needed to execute 100 MC sweeps using Metropolis and HMC algorithms depending on the lateral size of the supercell. b presents the number of days needed to perform the HMC simulation of the time evolution of the system for 1 nanosecond (ns) time interval expectation values. The optimal performance for the MMC algorithm was estimated 20 to be achieved when the acceptance ratio is between 20-40% meaning that at best 60 to 80% of the computational effort is wasted when using the MMC algorithm. In contrast, the HMC algorithm removes such a trade off scenariothe autocorrelation time can be decreased by simply increasing the trial trajectory length while conserving the acceptance ratio at its maximum. Note that in practice when the numerical integration is used to estimate trial Hamiltonian trajectories, the total energy conservation can be only approximately achieved and it is very important to opt for symplectic integration schemes 6 to avoid the energy drift problems (See supplemental material for more information). Nonetheless, lowering the integration step size can always allow for acceptance ratios close to 100% in the HMC scheme.
To illustrate these arguments, we have conducted both MMC and HMC samplings for two model potentials -the so-called "mexican-hat" function 21 (see panels (a, b) of Fig. 5 )
and Ackley's function 22 As can be readily seen, the chosen model potentials have different topologies and therefore can be used to test sampling efficiency in qualitatively different model situations. Indeed, the "mexican-hat" potential has a U(1) degenerate ground state, while Ackley's function possesses a rugged energy landscape with a single and sharp global minimum at the origin of the coordinate system. Panels (e) and (f) of Fig. 5 show a sample of 10 3 equilibrium states (blue dots) obtained using MMC sampling scheme while the corresponding results obtained using HMC algorithm are presented in panels (g) and (h). A superior efficiency of HMC sampling is evident for both test cases. Indeed, the HMC sampling of the degenerate ground state in the case of the "mexican-hat" potential is much more homogeneous (see panel (g) of Fig. 5) , while for the case of Ackley's potential the sampling of both the global minimum as well as higher energy, "metastable" states is significantly denser (see panel (h) of Fig. 5 ). The metastable states become more reachable due to high acceptance ratio accessible at longer separations between initial and trail states, which in fact allows to explain better performance of HMC as compared to MMC algorithm in the BaTiO 3 annealing test.
An interesting feature of the HMC scheme that can be revealed in the test involving the Mexcian-hat potential is the ability of the algorithm to efficiently sample energy plateaux and shallow valleys. In the Mexican-hat example, the shallow valley corresponds to the hat's brim-a continuously degenerate minimum of the potential energy. Within the HMC scheme, generating a random initial momentum tangential (or close-to-tangential) to the energy isolines will generate a quasi-circular trial trajectory that progresses along the brim. The corresponding generated trial state s 0 t can easily advance far away from the initial point s t . In contrast, sampling shallow valleys can be rather challenging for MMC and thermalized MD algorithms since on flat energy profiles, both schemes generate motion through the configuration space equivalent to a random walk. Panels (a) and (b) of Fig. 6 provide an illustration of this argument by showing 20 trial states generated using MMC (panel (a)) and HMC algorithms (panel (b)). In case of thermalized MD, the flatness of the energy landscape translates into smallness of intrinsic forces (−∂U/∂x) in comparison with the random force (also friction in case of, e.g., Langevin thermostat) stemming from the interaction of the system with the thermostat. For the Mexican-hat example, the positive and negative values of the projection of such random force on the curvilinear axis aligned with potential energy minimum isoline would be equiprobable. Therefore, since the value of the random force changes at each MD step the propagation along the brim of the hat would have only diffusive character. In contrast, in case of the HMC sampling, the random shuffling of momenta does not happen at each Hamiltonian dynamics step but rather at the beginning of each HMC sweep which allows the system to propagate much further along the potential energy isoline.
The argument discussed above allows to easily understand the superior efficiency of the HMC scheme, not only in the case of the described toy-model example (see panels (g) and (e) of Fig. 5 ), but also in the bulk BaTiO 3 domain-wall relaxation simulation discussed in section 2. In the latter case, the initial state s ↑↓ (corresponding to supercell comprising two domains of equal volume) is equidistant in configuration space from the monodomain ground states s ↑ and s ↓ with polarization oriented along [010] and [010], respectively. The potential energy excess δε > 0 of 3 equilibrium states (shown as blue dots) for the model potential a are presented in e, g, while generated states for potential (c) are shown in f, h. e, f correspond to the results obtained using MMC sampling while g, h show the results obtained using the HMC algorithm. The temperature is chosen such that k B T = 0.02U 0 for the potential a and k B T = 0.7U 0 for potential c the s ↑↓ state with respect to either s ↑ or s ↓ is due to the energy of the domain wall. 23 Furthermore, shifting the domain wall along its normal leads to a small (≪δε) reduction of the potential energy, while other transformations of the dipolar configuration lead to an energy increase. For example, the rotation of the domain wall under periodic boundary conditions necessarily creates additional boundaries between the two domains. All these considerations lead to the following conclusions: (i) the s ↑↓ state corresponds to a saddle point; (ii) the steepest descent from s ↑↓ to either one of the monodomain states is achieved by the parallel translation of the wall along its normal and (iii) the one dimensional passage between s ↑ and s ↓ via s ↑↓ is narrow and rather flat in the vicinity of the saddle. A schematization of such energy landscape is presented in Fig. 6c . In the vicinity of the initial state s ↑↓ , the potential energy profile topologically resembles the brim of the Mexican-hat-a situation for which the HMC scheme performance is expected to be higher than that of MMC and thermalized MD algorithms.
It is equally important to note the trade offs that come along with the described advantages of the HMC scheme. Firstly, in terms of simplicity of implementation, the MMC scheme remains unmatched since an HMC code, especially its parallel implementation, requires much more effort to develop and debug. Moreover, parallelization strategies used in this study are not as efficient for problems involving small number of degrees of freedom (N of the order of 10 4 or less) and can be very challenging to optimize for systems with only short-range interactions. Therefore, in some situations it might be more practical to resort to implementation of Metropolis algorithm even though the number of sweeps required to achieve the same accuracy as with HMC simulation might be higher. Finally, the HMC scheme inherits from molecular dynamics its inapplicability to models with discrete degrees of freedom, e.g., Ising model and its extensions, lattice gas, etc.
The performed analysis therefore reveals that Hybrid Monte Carlo scheme can prove to be useful as an algorithm for structure and property predictions in the computationally demanding case of systems with long-range interactions. Specifically, the tests we performed using the effective Hamilltonian model of a prototypical ferroelectric material BaTiO 3 show that the HMC scheme not only inherits efficient parallelization strategies that allow simulation of systems consisting of N~10 6 particles, but can also offer significant performance gains when compared to Metropolis Monte Carlo and thermalized MD simulations. Cases particularly suitable for HMC simulations include systems with energy landscapes exhibiting plateaux and shallow valleys. Landscapes with multiple metastable states can be also efficiently simulated using HMC algorithm, although for this particular case more specialized algorithms will most likely exhibit better performance. Based on the presented arguments, we strongly believe that HMC simulations would allow to tackle current challenging problems, such as simulations of new functional materials at a new level of accuracy and length scale. Moreover, the use of this scheme can extend the reach of MC methods not only to systems exhibiting long-range interactions, but more generally to structure prediction cases where the energy calculations are computationally demanding, such as ab initio simulations. Although the test of the HMC performance for on-the-fly DFT calculations lies beyond the scope of this study, we have implemented the algorithm in the Abinit software suite 24 . Based on several model tests used to validate the implementation (single unit cell PbTiO 3 structural relaxation and 72 atom amorphous SiO 2 structural relaxation) we did not find significant difference in performance of thermalized MD and HMC algorithms. However, these tests revealed several practical advantages of the HMC algorithm. Firstly, the Metropolis decision test present in the HMC algorithm allows to automatically reject configurations for which the self consistent cycle did not converge to a required accuracy in contrast to thermalized MD simulation. This can allow to save some time required for simulation setup. Another advantage of the HMC scheme resides in that a hybrid Monte Carlo update of reduced coordinates can be easily combined with MMC updates of lattice vectors needed to optimize the unit cell geometry. Such combination of algorithms would therefore remove the need for implementing barostats, introduce additional auxiliary input parameters (e.g. mass of the barostat) and ease the implementation of geometrical constrains. Furthermore, based on the test cases presented in the manuscript we believe that HMC scheme can prove useful for large-scale onthe-fly DFT simulations and that this study would encourage further tests of our implementation of the HMC algorithm in Abinit. Our open-source GPU oriented implementation of the effective Hamiltonian code will be shortly made publicly availably at www.lattiscope.com.
METHODS
For simulations reproducing the BaTiO 3 phase transition sequence, we use a 16 × 16 × 16 supercell. In case of HMC and MMC schemes 30,000 sweeps are used at each temperature to compute thermodynamic averges after a 10,000 sweep thermalization, For MD simulations we use the Evans-Hoover thermostat that allows for sampling the NPT ensemble. At each temperature 1.5×10 6 MD steps of 1 fs are performed, out of which the first 200 ps are considered as a thermalization period. Within HMC simulations, each trial trajectory corresponds to 40 steps of 1 fs. For domain wall relaxation simulations we use 0.5 fs integration steps for both MD and HMC simulations. For the HMC test, the trial trajectory consists of 50 integration steps for both considered supercell sizes (24 × 12 × 12 and 128 × 32 × 32). The employed effective Hamiltonian model 14 includes onsite, short-range and long-range (dipolar) local mode interactions, the strain elastic energy, as well as electrostrictive interactions of homogeneous and inhomogeneous strains with local modes.
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