Summary. In high-throughput genomic work, a very large number d of hypotheses are tested based on n d data samples. The large number of tests necessitates an adjustment for false discoveries in which a true null hypothesis was rejected. The expected number of false discoveries is easy to obtain. Dependencies among the hypothesis tests greatly affect the variance of the number of false discoveries. Assuming that the tests are independent gives an inadequate variance formula. This paper presents a variance formula that takes account of the correlations among test statistics. That formula involves O(d 2 ) correlations, and so a naive implementation has cost O(nd 2 ). A method based on sampling pairs of tests, allows the variance to be approximated at a cost independent of d.
Introduction
Settings in which a great many hypothesis tests are made are becoming very common. The specific problem motivating this paper is the search for genes that have significant correlations with age. Rodwell et al. (2004) studied d = 44,928 human genes, of which 985 were found to be correlated with age at the α = 0.001 level of significance, based on n = 133 samples. The expected number of falsely significant genes in d trials is dα, here about 45. Thus one has the rough estimate that there may be 45 false discoveries among the 985 significant correlations, giving an apparent false discovery rate of just under 5%.
The issue we address here, is the variance of the number of false discoveries. We assume that none of the d genes is related to X. Then if the tests are independent, the number of false discoveries has a binomial distribution with a variance of roughly 45, and hence a standard deviation of about 6.7. Thus for 44,928 independent tests at α = 0.001, the number of false discoveries is almost certainly much smaller than 985. The expression levels of these genes show non-trivial correlations, and so independence is not plausible. Nor is independence a benign assumption. There are d(d − 1)/2 = O(d 2 ) pairs of tests and each makes a contribution to the variance of the number of false discoveries. When those contributions are wrongly thought to be zero, the error can be large. For the aging data, a more realistic standard deviation is 77.2, much larger than 6.7, but still providing confidence that most of the 985 genes are not false discoveries. In this case, accounting for dependence among tests raises the standard deviation of the number of false positives by more than ten-fold and the variance more than one hundred-fold. In other microarray data sets the dependence among tests is also seen to greatly inflate the variance of the number of false discoveries.
The significance of a correlation between two jointly observed variables such as expression and age, can be judged by a regression of either one on the other. It is common in a regression analysis to make inferences conditionally on the observed values of the predictor variable (Cox and Hinkley, 1974, Chapter 2) . The approach we take here is to work conditionally on the observed matrix of gene expression data. We find that working conditionally allows us to get sharp results on the dependencies among our d test statistics.
The paper is organized as follows. Section 2 compares this work to articles in the literature, especially those on false discovery rates. Section 3 shows that conditionally on the expression data, the matrix of correlations between test statistics equals the sample correlation matrix of the genes. Section 4 exhibits and comments on some sample correlation matrices for microarray data. Section 5 finds the critical values forρ j , when X is normally distributed. These critical values are approximately correct for non-normal X, when n is modestly large and X is not too skewed. Section 6 finds and interprets expressions for the variance of the number of falsely rejected hypotheses. Section 7 develops interpretable approximations to that variance in terms of some moments of the sample correlations among genes. Section 8 presents some numerical examples including the one for the aging data mentioned above. Section 9 simulates some binary data to study the effect of non-normal X on the variance. For a skewed random variable, such as the number of false discoveries, one may want to go beyond finding the mean and variance. A discussion of this and some other points is given in Section 10. A formula for an integral underlying the results of Section 6 is proved in an appendix. The rest of this section states some underlying assumptions.
We assume throughout that α < 1/2. Some of the formulas given do not hold when α > 1/2. The values of α of practical interest are usually smaller than 1/20. The emphasis is not on extremely small α, below say 10 −7 . For extremely small α one has to take close account of the very largest gene-gene correlations, not the vast bulk of correlations as is done here.
We also assume that n is always large enough that expressions using it are well defined. For example n ≥ 2 is necessary to define correlations, n ≥ 3 is necessary to make a nontrivial test statistic out of a correlation, and some other expressions require n ≥ 4.
Related literature
High-throughput genomic work has contributed to a recent surge of interest in methods for false discovery rates. The work of Benjamini and Hochberg (1995) has been especially influential. The false discovery rate (FDR) is defined as the expected proportion of falsely rejected hypotheses among those rejected, where by convention, the proportion is zero when no hypotheses are rejected.
The goal here is similar to, but slightly different from that in FDR research. FDR is based on expected false discoveries, and this paper considers a variance. FDR methods commonly take a list of p-values and then determine for each data set, how large the rejection threshold α can be made if one wishes to keep the false discovery rate below a bound. Here, we fix a critical significance level α and consider the variance of the number of falsely rejected hypotheses at that α. This work centers on dependence among tests. Much FDR-related work has been under an assumption that the tests are statistically independent; some exceptions are described below. Benjamini and Yekutieli (2001) show that the Benjamini-Hochberg (BH) method controls FDR for tests that satisfy a positive regression dependency condition. They also show that the BH method controls FDR for arbitrary tests, if one works with α/( Positive regression dependency appears not to hold in the present setting, and dividing α by 11.29 could be very conservative, causing a loss of power. Storey et al. (2004) consider a form of weak dependence under which the distribution functions of null and non-null p-values both approach limit functions. They show asymptotic FDR control in this case. Korn et al. (2004) give a permutation procedure to keep the probability of obtaining a given number u of false positives below α. It requires consideration of r!/(u!(r − u)!) combinations of test statistics to decide whether to accept the hypothesis with r'th smallest p value. They also provide a computationally feasible, but conservative, surrogate. van der Laan et al. (2004) show how to convert control of the probability of making at least one false positive rejection into control of tail probabilities for the proportion of false discoveries. The conversion does not require independent tests.
It would be even better to find desired quantiles or even the whole distribution of the number of false discoveries. Finner and Roters (2002) obtain sharp distributional results but require independent tests. Genovese and Wasserman (2004) control tail probabilities of the FDR, but assume independence.
The closest work to the present is Schweder and Spjotvall (1982) . They form a QQ plot of p values and look for an elbow separating a linear region coming from true null hypotheses from a region coming from false null hypotheses. As part of their calibration, they consider the variance of the number of falsely rejected hypotheses. They employ a bivariate normal approximation for pairs of test statistics, that ignores the common variance estimate in the tests. In this paper, we work with a much larger number of hypotheses and find that a bivariate normal distribution for sample correlations is not accurate enough, even when the underlying concomitant variable has exactly the normal distribution. The details are in Section 7.
Correlation of correlations
The test statistic we use is the sample correlation, over subjects, between the expression level of a gene, and a concomitant numerical measure such as the age of the subject. The test statistics for different genes may be correlated. Here we show how a conditional analysis allows sharp statements to be made about the correlations between test statistics for different genes.
The data (X i , Y i1 , . . . , Y id ) from subjects i = 1, . . . , n are taken to be independent and identically distributed. In the motivating example, X i is the concomitant variable for subject i and Y ij is the expression level of gene j in subject i. The null hypothesis has X = (X 1 , . . . , X n ) independent of Y = (Y 11 , . . . , Y 1d ; . . . ; Y n1 , . . . , Y nd ). We do not assume independence of Y ij and Y ij for j, j ∈ {1, . . . , d}, with j = j .
. . , Y nj be similarly standardized versions of Y 1j , . . . , Y nj having sample mean (1/n) i Y ij = 0 and sample mean square (1/n) i Y 2 ij = 1. To avoid uninteresting complications we assume that the sample variance of every variable we use is positive. The sample correlation between X and gene j isρ
and the sample correlation between genes j and j iŝ
Lemma 1. Under independence of X and Y,
Proof: To show (3), write
where E( X i | Y) = E( X i ) by independence, and E( X i ) = 0 by symmetry. Next, to show (4),
Finally, (5) follows from (4). 2
Some microarray correlations
The variance of the number of false discoveries depends critically on the correlations among the corresponding test statistics. In Section 3 we found that the conditional correlation of the test statistics for two hypotheses equals the sample correlation between the corresponding two genes' expression levels. Here we consider how large we might expect those sample correlations to be, using sampling theory and some real data examples. Let ρ jj be the true correlation between expression of genes j and j . In bivariate normal samples, the sample correlationρ jj has approximately the N (ρ jj , (1 − ρ 2 jj ) 2 /n jj ) distribution (Stuart and Ord, 1994, Chapter 16) where n jj is the number of samples for which both genes j and j are available. When most of the |ρ| values are small, then we anticipate that the histogram of d(d − 1)/2 sample correlationsρ jj for j = j , is approximately a convolution of the histogram of true correlations ρ jj with a N (0, 1/n) distribution. For larger |ρ|, Fisher's transformation log((1 +ρ)/(1 −ρ))/2 will ordinarily be more nearly normally distributed thanρ itself. Figure 1 shows some histograms of gene pair correlations from four microarray experiments. The first is a data set from Novartis on expression levels in different human tissue types, see http://expression.gnf.org/faq.html. The second is the kidney aging data from Rodwell et al. (2004) . The third is from Murray et al. (2004) who studied responses of human cells to various stress types. The fourth data set is from the Eisen lab, at http://rana.lbl.gov/EisenData.htm who studied gene expression in yeast.
For each of these data sets, the histogram of correlations looks very much like a Gaussian distribution. Closer inspection reveals some small departures from a Gaussian distribution, such as mild positive skewness, or a few extreme correlations. But the bulk of the data are well described by the Gaussian form that one anticipates from the distribution theory for sample correlations. A nearly Gaussian histogram of correlations can arise despite the presence of very strong gene clusters, as in the Novartis data set. A cluster having proportion of the genes contributes about proportion 2 of the correlations. Thus small clusters of positively correlated genes may contribute only a slight skewness and not a clear mode, to the histogram of correlations.
The yeast and the stress data sets contain missing values and missingness can lead to larger absolute values for correlations. In the extreme, some gene pairs were simultaneously observed in only two experiments. Thenρ jj = ±1. Some correlations are missing, for genes that had fewer than two experiments in common. Table 1 shows the dimensions of these data sets as well as the meanη ofρ jj and the Table 1 . Shown are summary statistics of the microarray data sets described in the text. Each row corresponds to a data set. The first four data sets are the ones with correlations displayed in Figure 1 . The fifth row is for some partial correlations described in Section 8. After the data set names and dimensions, are given the mean off diagonal correlationη, and the meanτ 2 of the squared off diagonal correlations. 2 jj taken over gene pairs j = j . If sampling fluctuations contribute about 1/n toτ 2 , then we might suppose thatτ 2 − 1/n is roughly the true mean of ρ 2 jj over gene pairs j = j . In the examples considered here, the observed sample mean square correlations are larger than 1/n, by factors ranging from about 4.6 to about 9. Therefore most ofτ 2 stems from nonzero correlations ρ 2 jj and not from sampling fluctuations.
Critical correlation values
For j = 1, . . . , d, the null hypothesis H j that ρ j = 0 may be contrasted with the alternative hypotheses, L j : ρ j < 0, R j : ρ j > 0, or C j : |ρ j | > 0. Whenρ j is unusually small (large), then H j is rejected in favor of L j (respectively R j ). When |ρ j | is unusually large, then H j is rejected in favor of C j .
To determine thresholds for rejection of H j requires knowledge of the distribution of ρ j . We will work conditionally on Y. The exact distribution ofρ j may be found for normally distributed X i , and this distribution serves as a reasonable approximation for moderately large n and X not too skewed. The following lemma gives a property of the normal distribution that we will find useful.
Lemma 2. Let X 1 , . . . , X n be independent N (µ, σ 2 ) random variables with σ > 0. Let R 2 denote the coefficient of determination in a multiple regression of X i on p ≥ 1 predictors. Suppose that the constant vector (1, . . . , 1) and the p predictors are linearly independent. If p ≥ n − 1 then R 2 = 1 with probability one, and otherwise,
Proof: Suppose that p < n − 1, and let S 1 be the sum of squared fitted values from the regression and S 2 be the sum of squared residuals. Then F = (S 1 /p)/(S 2 /(n − p − 1)) has the F p,n−p−1 distribution. Next,
by a relation between the F and Beta distributions. See (Johnson and Kotz, 1969, Chapter 24.2) . For the case with p ≥ n − 1, F is not well defined, but we still have R 2 = S 1 /(S 1 + S 2 ). The result then follows because S 2 = 0 and Pr(S 1 > 0) = 1. 2
Suppose that X i are independent N (µ, σ 2 ) random variables and that, by conditioning, Y 1j , . . . , Y nj are treated as fixed numbers. The coefficient of determination, R 2 , in a regression of X i on Y ij is equal toρ 2 j . Therefore, taking p = 1 in Lemma 2 giveŝ
for n > 2 andρ 2 j = 1 for n = 2. The null distribution ofρ j is symmetric about zero, and this fact combined with equation (6) completely determines the distribution ofρ j , allowing us to set p-values. Let pBeta denote the Beta cumulative distribution function, and qBeta denote its inverse, the quantile function. Then define left, right, and central p-values:
The hypothesis ρ j = 0 with alternative A ∈ {L, R, C} is rejected at level α when p A j ≤ α. For α < 1/2, a significantly large value ofρ j (or of −ρ j ) is one that exceeds
where Φ denotes the N (0, 1) cumulative distribution function. Equation (7) does not hold for α ≥ 1/2, but such large α are uninteresting for applications. A significantly large value of |ρ j | is one that exceeds qBeta(
Number of falsely rejected hypotheses
Here we suppose that ρ j = 0 for all d genes, and then count the number of falsely rejected hypotheses. Let Z A j,α equal 1 if H j is rejected in favor of alternative A at level α < 1/2, and let it equal 0 otherwise. The number of hypotheses rejected at level α is
The key quantity in this conditional variance is given in the next theorem, for A = R.
where ρ =ρ jj , r = r 1−α n from (7), and acos denotes the arc cosine function.
Proof: See the appendix. The appendix also gives expressions for n = 2 and n = 3.
Note in particular, that if α is so small that 2r (8) is a function ofρ jj , α and n, and so we may write it as C R n,α (ρ jj ). More generally, we can write
Replacing X by −X turns rejections in favor of R j into rejections in favor of L j , and vice versa. Then because X has a symmetric distribution we obtain
where the −ρ jj corresponds to rejections in favor of L j and R j , or in favor of L j and R j . For each alternative we may write
The variance of N A α is simply the sum of C A n,α (ρ jj ) − α 2 over all d 2 entries in the correlation matrix of the genes. Next we plot and interpret these functions. Figure 2 shows C R n,α (ρ) = C L n,α (ρ) and C C n,α (ρ) for α = 0.05 and n = 10 and 100. We see in Figure 2 that C A n,α (1) = α for A ∈ {L, R, C}. This fact is obvious from the definition, whenever n ≥ 3. Similarly,
The differing shapes of C C and C R lead to differences in the variance of the numbers of two sided and one sided false discoveries. The function C . If two genes are positively correlated then it is much more likely that both corresponding null hypotheses will be rejected in favor of the same tail, be it the left or the right. As two genes become more negatively correlated, it becomes ever less probable that both of their null hypotheses will be rejected in the same tail, but more probable that exactly one will be rejected in the right or the left tail. The function C C n,α (ρ) has greater curvature at the origin than has C R n,α (ρ). When the sample values ofρ jj for j = j are nearly symmetric about 0 and have a large variance, then Var(N C α ) will ordinarily be larger than Var(N R α ). Whenρ jj = 0 the test statisticsρ j andρ j are uncorrelated, though not independent. As n → ∞ the test statistics become more nearly Gaussian in distribution. Uncorrelated Gaussian random variables are independent. Both C R n,α (0) and C C n,α (0) approach the independence value α 2 as n → ∞. It can be shown that all of the C A functions are convex. Then E(C A (ρ)) > C A (0), for randomρ with a symmetric distribution. More details about this inequality are given in Section 7.
The integration in expression (8) is typically easy to handle by adaptive univariate quadrature, such as the algorithm implemented in the R language (Ihaka and Gentleman, 1996) function integrate. The R documentation cites QUADPACK routines dqags and dqagi from Piessens et al. (1983) .
For very large n, this adaptive quadrature can fail because the integrand is virtually zero apart from a very narrow and mildly skewed spike near the origin. For example, it failed with ρ = 0, α = 0.05, and n = 40,000, though not with n = 30,000. Better performance can be obtained by telling the integration routine where the spike is, truncating the upper integration limit from 1 to qBeta(1 − 10 −13 , 1, (n − 3)/2). This minor change allows the integral to be computed, even for such an extreme case as n = 10 8 with ρ = 0 and α = 0.05, though the computation slows down with such large n. The proof of Theorem 1 in the appendix, expresses C R n,α as an expected conditional probability given ω. The truncation removes a range of ω values having probability 10 −13 , causing an absolute error of at most 10 −13 in C R n,α .
Moments ofρ jj
The conditional variance of N 
where m k is the number of the M sampled correlations in a histogram bin centered at ρ k .
To use (10) we need to choose K. In practice one can start with a small K and increase it until the answer does not change appreciably. Taking K = 100 bins proved adequate in the examples. The following error analysis indicates that we should indeed expect diminishing changes as K increases. To simplify some expressions, C A n,α (ρ) is replaced by C(ρ). The rounding error in the histogram estimate (10) is the sum of C(ρ k(j,j ) ) − C(ρ jj ) over pairs j = j , where k(j, j ) indexes the bin containingρ jj . Suppose that ρ k is the center of bin k and make a Taylor approximation
. We may anticipate a lot of cancellation when the first order term is summed over j, j because theρ jj will be distributed on both sides of ρ k . The second order term is always positive, so it will not cancel. That term has an upper bound proportional to 1/K 2 . The correlations can be sampled by taking two non-overlapping sets of m genes and computing all of the M = m 2 correlations among them. The examples in Section 8 used m = 1000. Ordinarily it would be preferable to use a simple random sample of M out of d(d − 1)/2 off diagonal correlations. When that alternative was implemented in R, if was found to be much slower and could therefore only be used for relatively small values of M .
The rest of this section presents some approximations to Var(N A α | Y) in terms of moments of the sample distribution ofρ jj and derivatives of C A n,α (ρ) at ρ = 0. These approximations are not needed for computation; formula (10) is fast and accurate. They are instead aimed at giving insight into how the conditional variance depends on the sample correlations. Qualifications on when these approximations might be poor, are at the end of this section.
In some of the example data sets, the sample distribution ofρ jj was nearly symmetric (and even approximately Gaussian) with meanη essentially zero and mean squareτ 2 = τ 2 (Y) on the order of 1/n. For such data we may consider a Taylor approximation
with the omitted fourth derivative of C contributing an error of O(τ 4 ) inside the large parentheses.
From equation (11) we can see that a bivariate Gaussian model for pairsρ j andρ j of correlations gives a very poor approximation. Consider Y ij that are independent N (0, 1). For sample sizes n = 50, 100, 500, 1000 and thresholds α = 0.05, 0.01, 0.005, 0.001 the ratio (13) is displayed. This ratio measures the extent to which over-dispersion is greater for the number of significant two tailed tests than for one tailed tests. Then (11) holds, and for this case we can find and equate the expectations, with respect to randomρ j , of both sides of (11). The result is
. 
For this case we know that Var(N
In (12) In cases withτ 2 < 1/(n − 1) the second term yields an under-dispersion. Underdispersion arises when the correlations among genes are smaller than those that would arise from independent random genes. In designed experiments, variables often have smaller than random correlations, but such under-dispersion seems unlikely in the micro-array setting.
In equation (12), the effect of over-dispersion vanishes as α tends to zero for fixed n and d. For extremely small α, the rejection regions for distinct genes become disjoint (assuming |ρ jj | < 1). In such a limit we would expect a binomial approximation, or even a Poisson approximation to be accurate.
The Taylor approximation lets us compare the over-dispersions of one versus two sided tests. The ratio of these over-dispersions is
and because the C C has greater curvature than C R we anticipate that central hypothesis tests are more prone to over-dispersion. Some sample calculations of the ratio on the left Table 3 . For each data set the standard deviation of N C 0.001 is computed several ways. The column labelled E(N) shows the expected value of N C 0.001 . The next three columns show the conditional standard deviation computed three ways: via independent tests, via a quadratic approximation to C C n,0.001 (ρ) (as described in Section 7) and via a histogram of sampled correlations. The final three columns contain ratios: the histogram estimated standard deviation divided by the mean dα, the histogram estimated standard deviation divided by the corresponding quantity for one tailed tests, and the histogram estimated standard deviation divided by the one assuming independence. of (13) appear in Table 2 . Two sided tests have increased over-dispersion that diminishes sharply for small α and increases slowly with n.
In the Taylor expansions underlying equations (11) and (12), the linear term could be assumed negligible by symmetry of theρ jj . When the sample distribution ofρ jj has a nonzero meanη, then we should consider accounting for it. For central alternatives C C n,α (0) = 0 and so the termηC C n,α (0) still vanishes. For one sided alternatives withη not nearly zero, a more reasonable Taylor approximation is
For these Taylor approximations to be reliable requires that theρ jj distribution for j = j concentrate on small values where C A n,α (ρ) is nearly quadratic. They ought not to be used for very small n where C(0) = C (0) = 0. Any errors in a Taylor approximation to the mean of C(ρ) are multiplied by O(d 2 ) in forming a variance estimate.
Examples
Rodwell et al. (2004) searched for genes that are related to age, in a regression including two other variables: tissue type (medulla versus cortex) and sex (male versus female). Accordingly, we replace the gene correlations by their partial correlations after adjusting for tissue and sex, and decrease the sample size by 2 to account for two estimated parameters. The result is labelled Kidney . To compute partial correlations, replace raw expression values Y 1j , . . . , Y nj by their residuals after a regression on the predictor variables (tissue and sex), and then find correlations of the residuals. Table 3 shows the estimated standard deviations of the number of two tailed hypotheses rejected using α = 0.001 when correlating Gaussian concomitants to the expression data sets studied here. For these data sets the independence model seriously underestimates the standard deviation. Also a quadratic approximation to the function C C n,α (ρ) is not very accurate for these data sets, probably because the sample correlations are not small. Taking account of the sample mean correlationη along withτ 2 made essentially no difference to the Taylor approximation numbers. N (0, 1) random variables, or those same N (0, 1) thresholded to binary random variables with probability 1/3 of being 1. Each row contains 5 independently replicated estimates of the standard deviation of the number of false positives, followed by their average. The final two columns show the normal theory answer from the correlation-histogram method, and the standard deviation for independent tests. If one judges by the standard deviation, it appears that the yeast data set is the most stable. But that data set also has the smallest value of d and hence has also a smaller expected N C 0.001 . The coefficient of variation of N C 0.001 is in fact largest for the yeast data. The two data sets with larger mean correlationsη have greater variance in one tailed than in two tailed tests. For the other data sets the two tailed tests lead to about 20% higher variance matching the figures in Table 2 for n = 100 and α = 0.001. This project was motivated by the kidney data for which a concomitant variable, age, was available. For the Kidney' setting the number of significantly age-related genes (rejected hypotheses) was 985. For the Kidney data the number was 805, so taking account of the sex and tissue variables appears to have increased the power. For all the other data sets, accounting for correlations is seen to make large differences in the variance of the number of false positives.
Non-normal X
When X is not normally distributed the variance formula is only approximate. In practice there is a lot of interest in binary valued X's, such as one indicating diseased versus healthy individuals. Such X's are not even approximately Gaussian butρ j is still asymptotically Gaussian by the central limit theorem. A binary variable taking the value 1 with probability 1/2 has zero skewness and might therefore be an unrealistically favorable example. Conversely, a binary X taking the value 1 with probability very close to 0 or 1 is too hard a test, withρ j dominated by the few observations i in the rarer case. In practice one might hesitate to correlate such a variable with gene expression.
To investigate the effect of non-normal data, we consider the Novartis tissue data (n = 101, d = 12600) and a random variable X i that takes the value 1 with probability 1/3 and 0 with probability 2/3 independently of Y. Instead of simply sampling correlations, we employ a direct simulation, in which we mimic the data generating process M times. For M independent trials we generate X 1 , . . . , X 101 as independent 0/1 random variables with Pr(X i = 1) = 1/3. From these we compute M values of N C α , taking α = 0.05 and α = 0.001. Then the sample standard deviation of these M counts is reported. The direct simulation was repeated 5 times independently. Table 4 presents the results.
For this simulation, the standard deviation when X i are binary is fairly close to that when the X i are normal. Both are close to the value computed by the histogram method and neither are close at all to the result for independent tests. For an extremely skewed quantity like N A α (for small α), direct simulation of the variance is unstable, which may make it less reliable than the normal theory answer, even for nonnormal X. The expected number of significant tests is dα which equals 630 for this data with α = 0.05. In the simulations for α = 0.05, the observed number is sometimes larger than 2000. For α = 0.001, the expected number falls to 12.6, yet one of the simulations has over 850 significant correlations for the normal case and over 775 for the binary case. That one case caused much of the variation in the fifth and largest sample standard deviation in Table 4 .
Discussion
The conditional inferences studied here are similar to what one would find in a bootstrap type of simulation in which X is repeatedly sampled for fixed Y. It would be of interest to compare to a permutation style simulation in which a fixed set of X 1 , . . . , X n values are randomly paired to the expression data.
Because the inferences are conditional on Y, they do not make use of, or require, that Y i and Y i be statistically independent for samples i = i . Therefore the variance estimates obtained here are still appropriate to microarray data with dependence between expression values of different samples, as may happen with complicated data normalizations or when missing values are imputed.
All of the results presented here are under the full null setting where X is independent of all d columns Y j . When there are d < d true null hypotheses, then the variance computed here is conservative.
It should be borne in mind that false discoveries correspond to j with ρ j = 0 but H j rejected. Rejections are not deemed false when ρ j = 0, even if the correlation is purely due to X correlating with a third variable that is causally related to gene j.
The desired variance can also be estimated directly by simulation as in Section 9. For a normally distributed quantity, a Monte Carlo estimate of its variance σ 2 based on M replications has a standard deviation of roughly σ 2 2/M. For a quantity like N A α that is skewed, the precision will be even worse. The cost of direct simulation is O(dnM ). The moment based approximations in Section 7 require Monte Carlo sampling of correlations. The cost to sample M correlations is only O(nM ). Thus for large d, direct simulation is much more expensive. When sampling correlations it was feasible to use M = 10 6 but direct simulation required much smaller M . Also, once the histogram of correlations is obtained it can be used for one and two sided tests and for varying levels of α. In direct simulation one might have to resimulate when α changes, or store O(dM ) p-values. The cost of direct simulation will be even more severe for SNPs where d may ultimately be much larger than it is for expression data.
The number N A α of false discoveries is a random variable that typically has a positive skewness. Our main interest may be in quantiles of N A,α | Y) = 0.95. The quantiles of most interest are larger than the median. We can reasonably expect that a normal approximation will underestimate such quantiles while an approximation based on Chebychev's inequality will overestimate them. Direct simulation using M replicates in which X is sampled for fixed Y is suitable for estimating moderate quantiles but is poor for extreme quantiles, and unworkable for quantiles corresponding to probabilities above 1 − 1/M .
The desired quantiles could be estimated from a distribution, such as the negative bi-nomial, tuned to match the mean and variance of N A α . This approach trades sampling difficulties for problems with possible lack of fit.
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Appendix: pairwise significance probability
Here we prove equation (8) of Theorem 1 assuming that X = (X 1 , . . . , X n ) has the multivariate Gaussian distribution with mean (µ, . . . , µ) and covariance matrix σ 2 I, independent of Y. To eliminate uninteresting trivial cases we assume that σ > 0 and that α < 1/2. We also assume at first that n ≥ 4 and |ρ jj | < 1.
The distribution of (ρ 1 , . . . ,ρ d ) does not depend on µ, so we may assume that µ = 0. Then the distribution of X is N (0, σ 2 I), which is spherically symmetric: it depends on X only through
By construction, the vector X = ( X 1 , . . . , X n ) belongs to the set
and by symmetry, X is uniformly distributed on S. We seek a formula for Pr( X Y j /n > r, X Y j /n > r) where r = r 1−α n > 0, Y j = ( Y 1j , . . . , Y nj ) and Y j are two given points in S, and X has the uniform distribution on S. The points Y j and Y j satisfy Y j Y j = nρ jj .
The set S is the portion of a hypersphere orthogonal to (1, 1, . . . , 1). It is convenient to make an orthogonal change of variables that maps (1, 1, . . . , 1) onto (0, 0, . . . , 0, 1), thereby replacing S by S = (x 1 , . . . , x n−1 , 0) |
We may compute the probability we need taking X uniform on S with Y j and Y j two fixed points in S with inner product nρ jj . Without loss of generality, let Y j = n 1/2 (1, 0, . . . , 0) and Y j = n 1/2 (ρ, 1 − ρ 2 , . . . , 0), where ρ =ρ jj . Thenρ j = X Y j /n = n −1/2 X 1 and ρ j = X Y j /n = n −1/2 (ρ X 1 + 1 − ρ 2 X 2 ). The probability we seek may now be written C R n,α (ρ) = Pr n −1/2 X 1 > r, n −1/2 (ρ X 1 + 1 − ρ 2 X 2 ) > r .
It is convenient to write ( X 1 , X 2 ) in polar coordinates. Let Ω = X 2 1 + X 2 2 and define θ by X 1 = Ω 1/2 cos(θ) and X 2 = Ω 1/2 sin(θ). By symmetry of X, the angle θ is uniformly distributed on (−π, π). The value ω ≡ Ω/n is the fraction of the sum of squares of X in the projection onto the first two components. Because n ≥ 4 and |ρ| < 1 we may apply Lemma 2 with p = 2, to get ω ∼ Beta(1, (n − 3)/2).
Let f (ω) = (n − 3)(1 − ω) (n−5)/2 /2 denote the Beta(1, (n − 3)/2) probability density function. Writing equation (15) 
The condition √ ω cos(θ) > r is satisfied for |θ| < acos(r/ √ ω). Now write ρ cos(θ) + (1 − ρ 2 ) 1/2 sin(θ) = cos(φ) cos(θ) − sin(φ) sin(θ) = cos(φ + θ)
for φ = −acos(ρ) ∈ [−π, 0]. The condition √ ω(ρ cos(θ) + (1 − ρ 2 ) 1/2 sin(θ)) > r is now satisfied for |θ + φ| < acos(r/ √ ω). Writing ψ = acos(r/ √ ω), both indicator functions are one for θ in (−ψ, ψ) ∩ (−ψ + φ, ψ + φ). The length of this intersection is the inner integral in (16). These intervals fail to intersect if ψ + φ < −ψ, and they intersect in an interval of length 2ψ + φ otherwise. The condition 2ψ + φ > 0 may be written 2acos(r/ √ ω) > acos(ρ). The function cos is decreasing on the domain of acos(ρ). So 2acos(r/ √ ω) > acos(ρ) holds when, and only when, ρ > cos(2acos(r/ √ ω)) = 2r 2 /ω − 1. That is ω > (2r 2 )/(ρ + 1). Accordingly the integral (16) may be written To establish equation (8), for n ≥ 4 and |ρ| < 1, substitute for f (ω). The statement of Theorem 1 also includes cases with |ρ| = 1. The probability we seek is continuous with respect to ρ ∈ [−1, 1], as is expression (8), and so that expression also holds for ρ = ±1. Continuity of (8) as ρ ↓ −1 holds because min(1, 2r
2 /(ρ + 1)) → 1. In fact C R n,α (ρ) = 0 for all ρ ∈ [−1, −1 + n,α ] for some n,α > 0. This completes the proof of Theorem 1. 2
We assumed that n was not smaller than 4. When writing code it is valuable to include boundary cases. First, if n = 2, then under the null distributionρ j is uniformly distributed on {−1, 1}. Then no value ofρ j achieves any p-value α < 1/2. So C 
