An analysis of the influence of weight and input perturbations in a multilayer perceptron (MLP) is made in this article. Quantitative measurements of fault tolerance, noise immunity, and generalization ability are provided. From the expressions obtained, it is possible to justify some previously reported conjectures and experimentally obtained results (e.g., the influence of weight magnitudes, the relation between training with noise and the generalization ability, the relation between fault tolerance and the generalization ability). The measurements introduced here are explicitly related to the mean squared error degradation in the presence of perturbations, thus constituting a selection criterion between different alternatives of weight configurations. Moreover, they allow us to predict the degradation of the learning performance of an MLP when its weights or inputs are deviated from their nominal values and thus, the behavior of a physical implementation can be evaluated before the weights are mapped on it according to its accuracy.
Introduction
Artificial neural networks (ANNs) are not inherently fault tolerant (Segee & Carter, 1994; Pathak & Koren, 1995) . In the case of multilayer perceptrons (MLPs), it can be observed that for a fixed structure (a particular number of layers and neurons per layer), different sets of weights may be obtained if the training process is applied by using different initial conditions or parameters of the learning rule (Choi & Choi, 1992) . These solutions may present a similar performance with respect to learning (similar mean squared error or classification error) but differ with respect to fault tolerance. In this way, some configurations of weights present a higher tolerance against weight perturbations than others, and similar conclusions can be obtained with respect to tolerance to input noise or the generalization ability of the MLP.
Moreover, when the training process is carried out in a conventional computer and the weights obtained must be mapped onto a physical implementation, the differences between the precision used during training and the accuracy of the implementation can seriously affect the learning performance simulated in the computer. Moreover, in the case of analog implementations, the weight values may vary within a tolerance margin, which also affects the expected performance (Edwards & Murray, 1998c) .
It would be useful to possess measurements of fault tolerance and noise immunity to establish a selection criterion between different sets of weights that present a similar learning performance. Most articles related to fault tolerance evaluate it experimentally as the learning degradation with respect to the nominal performance when faults are present via simulation (Segee & Carter, 1994; Neti, Schneider, & Young, 1992) although various measurement parameters have been provided. The probability of hard errors is used in Madaline structures to study the fault tolerance of MLPs that use single-step (Stevenson, Winter, & Widrow, 1990 ) and multiple-step (Alippi, Pivri, & Sami, 1994) activation functions. Segee and Carter (1994) propose measuring the fault tolerance from simulations of stuck-at faults using the worst-case hypothesis. Stuck-at faults are considered unrealistic in Edwards and Murray (1998a) , and so a measurement called saliency is used to evaluate the fault tolerance against weight deviations. Saliency is computed from the Hessian matrix of the output error with respect to the weight values (Bishop, 1995b; Edwards & Murray, 1998b ) with a low value indicating a smoother error surface, and so the lower the saliency, the lower the changes of the MLP outputs in the presence of weight deviations.
Fault tolerance and the influence of input noise have been studied in several articles in which the following conclusions have been reached:
• Input noise during training improves generalization ability (Bishop, 1995a) .
• Synaptic noise during training improves fault tolerance (Murray & Edwards, 1994) .
• Fault tolerance and generalization ability are related. When fault tolerance is improved, the generalization ability is usually better (Edwards & Murray, 1998a; Hochreiter & Schmidhuber, 1997) , and vice versa (Minnix, 1992) .
• The lower the weight magnitude, the higher the fault tolerance (Chiu, Mehrotra, Mohan, & Ranka, 1994) and the generalization ability (Krogh & Hertz, 1992) .
Also, it has been observed that arbitrary augmentation of the network size improves its potential for fault tolerance, but this does not necessarily imply an effective increment (Edwards & Murray, 1998a) . Fault tolerance is related to a uniform distribution of the learning among the different neurons, but the classical backpropagation algorithm does not guarantee this good distribution (Edwards & Murray, 1998a) . For this reason, different learning algorithms that provide better performance with respect to fault tolerance without the necessity of increasing the network size have been proposed (Edwards and Murray, 1995; Chiu et al., 1994) . In Murray and Edwards (1994) , the weights are perturbed during training; the effect of this perturbation is to smooth the error surface with respect to the weight values, and it can be considered as a regularization that is inherent to the algorithm (Mao & Jain, 1993) . Choi and Choi (1992) proposed statistical sensitivity as a measurement of fault tolerance (when weight deviations are considered) or noise immunity (when input deviations are considered) for MLPs with only one output. Statistical sensitivity should not be confused with output sensitivity. Output sensitivity (or simply sensitivity) refers to the first derivatives of the MLP output with respect to the weight values (Edwards & Murray, 1995) ; statistical sensitivity evaluates the output range variation of a neuron when its weights or inputs are perturbed. In fact, as we will show in this article, this is equivalent to considering second derivatives of the mean squared error with respect to weight or input values.
The work reported here presents a comprehensive study and unification of the results of previous articles (Bernier, Ortega, Rodriguez, Rojas, & Prieto, 1999a; Bernier, Ortega, Ros, Rojas, & Prieto, 1999b; Bernier, Ortega, Rojas, & Prieto, 2000) including new results and conclusions.
In the next section, the concept of statistical sensitivity is introduced, and expressions are obtained that consider two types of perturbations, weight and input deviations, for each of which an additive and a multiplicative model is considered. In section 3, based on statistical sensitivity, a new measurement that we have termed mean squared sensitivity (MSS) is derived in order to evaluate the fault tolerance and the noise immunity of an MLP. The MSS is directly related to the mean squared error (MSE) degradation against perturbations, and so it enables, for example, the prediction of this degradation for a particular value of the tolerance margin of the components in an analog implementation of a MLP, as is shown in section 4. From the expressions obtained, it is possible to justify mathematically some of the conjectures made by other authors. Moreover, the MSSs to input noise and to weight deviations are related to the generalization ability (section 5) and to saliency (section 6), respectively. A new learning rule that incorporates the squared sensitivity as another goal to minimize jointly with the squared error is used in section 7, where the results provided for a benchmarking problem demonstrate that more robust weight configurations against input and weight perturbations are obtained in comparison with classical backpropagation. Finally, the conclusions are summarized in section 8. . The statistical sensitivity of neuron i in layer m is defined in Choi and Choi (1992) by the following expression:
where σ represents the standard deviation of the perturbation and var(·) is the variance of (·). Statistical sensitivity measures the expected variation of the output against perturbations. These perturbations can come from either inputs or weights, and for a given range of perturbations (specified by the corresponding standard deviation), the greater the statistical sensitivity, the greater the expected output variation. If weight perturbations are assumed, statistical sensitivity evaluates the fault tolerance of the neuron. On the other hand, when input perturbations are considered, the statistical sensitivity constitutes a measurement of the neural noise immunity.
Statistical sensitivity is not the same as output sensitivity. The output sensitivity is computed from the Jacobian matrix of the error with respect to the weight values and has been used in previous works as a fault tolerance measurement (Chiu et al., 1994) or as a regularizer (Edwards & Murray, 1995) . As the output sensitivity measures the output dependence with respect to the weight values (it is related to the first derivatives), a value of output sensitivity equal to zero implies that the output is independent of the weight values; the MLP has not learned the input pattern. In fact, results on Edwards and Murray (1995) show that learning performance is degraded when output sensitivity is used as regularizer, and the fault tolerance improvement is negligible compared to classical backpropagation. Instead, statistical sensitivity, as shown in section 6, can be related to the Hessian matrix of the MSE with respect to the weights, thus constituting a measurement of the smoothness of the error surface; then a low value of statistical sensitivity implies a low-output variation when weight perturbations occur.
The statistical sensitivity to weight and input deviations is computed below. For this purpose, it is necessary to determine var(
being the expected value of [·]. Then we require some hypotheses about the kind of deviations that can affect the weights or the inputs. Deviation faults are considered more realistic for most current implementations than stuck-at faults (Edwards & Murray, 1998a) . In this work two types of deviations frequently used in previous works are considered: additives and multiplicatives (Choi & Choi, 1992; Edwards & Murray, 1998b; Hochreiter & Schmidhuber, 1997) . While the additive one is often used to model quantization effects in digital implementations or the offset effects of transistors, the multiplicative model is often used to describe the tolerance margin of analog components.
Statistical Sensitivity to Weight
Deviations. First, weight perturbations are considered for the two models of deviations previously cited: the additive model, which assumes that weights are modified from their nominal values by an additive quantity of mean equal to zero and standard deviation equal to σ , and the multiplicative model, which assumes that perturbations are proportional to weight magnitudes. In both cases, the diagonal Hessian matrix approximation is considered, that is, perturbations of different weights are considered to be uncorrelated.
Additive Weight Deviations.
The model considered for additive perturbations satisfies the following conditions:
Proof. It will proved by induction over m.
Assuming that the inputs are free of errors, that is, y 0 j = 0, and condition w.1, if the expected value for equation 2.2 is computed for m = 1: 
Corollary 1. In the particular case of MLPs with only one hidden layer, expression 2.6 can be computed in a simpler form as
taking into account that the statistical sensitivity of the input neurons is zero, that is, S 0 i = 0 ∀i.
Proof.
Considering the values of C m jk for m = 0, 1 obtained from equation 2.7 and substituting them in 2.6, corollary 1 is proved.
Multiplicative Weight Deviations.
Multiplicative perturbations are proportional to weight magnitudes. The model considered satisfies condition w.1; the mean of this perturbation is zero, but differs with respect to w.2 in the additive case. For multiplicative perturbations, condition w.2 is:
Note that proposition 1 is also satisfied here, as condition w.1 is the same; E[ y m i ] = 0 ∀i∀m, when multiplicative weight deviations are considered. Proof. The proof of proposition 3 is similar to that of proposition 2; the only difference with respect to the additive model is condition w.2. A detailed proof for the weight multiplicative model appears in Bernier et al. (1999a) . 
12) taking into account that the statistical sensitivity of the input neurons is zero, that is, S
Proof. The proof is similar to the proof of corollary 1.
As can be deduced from equations 2.6 and 2.10, statistical sensitivity depends on the weight magnitude. Thus, lower magnitudes imply lower statistical sensitivities, and so the neuron output is more stable against weight perturbations. From experimental evidence of this fact, in Chiu et al. (1994) , a learning algorithm that coerces weights to have low magnitudes is proposed in order to maximize fault tolerance. However, to obtain a low value of statistical sensitivity, an appropriate combination of the terms with C m−1 jk is also necessary; that is, an adequate distribution of learning among the different weights is required in order to reduce statistical sensitivity, thus improving the tolerance against perturbations (Edwards & Murray, 1998a) . In equations 2.9 and 2.12, it is also shown that statistical sensitivity is propagated through the MLP from the inputs to the outputs.
Statistical Sensitivity to Input
Noise. The expressions of statistical sensitivity are now obtained for input deviations. Two perturbation models are also considered: an additive and a multiplicative one.
In the case of additive deviations, MLP inputs, y 0 i , are affected by an additive deviation from their nominal values. This deviation has a mean equal to zero and a standard deviation equal to σ , that is:
On the other hand for multiplicative input deviations, it is assumed that input perturbations are proportional to their nominal values. In this way, condition n.1 is satisfied by this model, but condition n.2 is changed to:
The following propositions hold: The only difference is that the initial case is C 0 jk = δ jk for additive noise, while the initial case is C 0 jk = (y 0 j ) 2 δ jk in the case of multiplicative noise, due to the difference with respect to condition n.2. (A full and detailed proof of both propositions is shown in Bernier et al., 1999b.) In this section, the expressions of statistical sensitivities to weight and input deviations have been obtained by considering two different models of deviations in each case. However, statistical sensitivity constitutes a measurement of the output stability provided by a particular neuron to a specific input pattern when perturbations in weights or inputs are present. In the next section we propose a new figure, termed mean squared sensitivity, which enables us to evaluate the overall sensitivity of the MLP against perturbations.
Proposition 5. The statistical sensitivity to input noise (additive or multiplicative) of a neuron i in layer m can be expressed as:
S m i = ∂ f m i N m−1 r=1 N m−1 s=1 w m ir w m is C m rs ,(2.
Mean Squared Sensitivity
The performance of the learning process is usually evaluated using the MSE of the output obtained with respect to the desired output, for a given set of input patterns. In fact, the backpropagation algorithm modifies the weight values in order to reduce the MSE, which can be expressed as
where is the squared error, N p is the number of input patterns considered, N M is the number of neurons in the output layer, and d i (p) and y M i (p) are the desired and obtained outputs of neuron i of the output layer for the input pattern p, respectively.
If the MLP suffers any deviation due to weight or noise perturbations, its outputs will change, and so the MSE is degraded. By a Taylor expansion of expression 3.1 around the nominal MSE found after learning (MSE 0 ) with respect to output changes, it is obtained that:
If the expected value of MSE is computed, taking into account that E[ y M i ] = 0, as was proved in proposition 1 (for weight perturbations) and proposition 4 (for input perturbations) and considering that from equation 2.3 it can be derived that
, the following expression is obtained:
where S M i is the statistical sensitivity of the output neuron i, which can be computed from propositions 2, 3, or 5, depending on the kind of perturbation considered.
By analogy with the definition of MSE, we define the mean squared sensitivity (MSS) as
where SS(p) constitutes the squared sensitivity for pattern p. In this way, the expected MSE when perturbations with standard deviation equal to σ are present can be computed as
(3.5) Thus, expression 3.5 shows a direct relation between the MSE degradation and the MSS. Considering that MSE 0 and MSS can be evaluated over a set of patterns after training, it is possible to predict the value of MSE when the inputs or weights are deviated from their nominal values to a range with standard deviation equal to σ . Moreover, as expression 3.5 shows, the lower the MSS, the lower the MSE degradation. Thus, we propose using the MSS as a suitable measurement of the MLP tolerance against perturbations. If weight deviations are used to compute S M i , then MSS constitutes a measurement of fault tolerance, while in the case of considering input perturbations, MSS evaluates the noise immunity.
Validation of MSS
We compared the results obtained when the MSE is computed for the MLP subject to deviations and the value predicted by expression 3.5. An MLP that implements a predictor of the Mackey-Glass temporal series (Wang, 1994) is considered. It consists of 3 inputs, 11 neurons in the hidden layer, and 1 neuron in the output layer, with all neurons containing a bias input. Table 1 shows the values of MSE 0 and MSS obtained after training, computed with the test patterns (different from those used for training). To compute MSS, we considered additive and multiplicative weight and input deviations. ij being a random variable that follows a normal distribution with mean equal to zero and standard deviation equal to σ . Note that the effect of the analog tolerance of a circuit can be modeled by multiplicative deviations, and thus σ represents the tolerance margin of analog components. In particular, the point where the standard deviation of weight perturbations is equal to 0.25 implies that each weight suffers perturbations up to 25% with respect to its nominal value.
Figures 1 and 2 show good matching between the predicted and experimental MSE. However, when σ increases, the approximation is worse due to the assumption of small deviations. In any case, equation 3.4 seems to provide a good approximation of MSE degradation for moderate perturbations. In this way, expression 3.5 is seen to be useful for predicting the MSE degradation of a particular weight configuration against weight deviations. For example, if a set of weights must be transferred to an analog implementation whose tolerance margin is known, the learning performance of this implementation can be predicted by evaluating the MSS to multiplicative deviations.
On the other hand, MSS to weight deviations constitutes a measurement of the fault tolerance of an MLP, as the lower the MSS, the lower the MSE degradation. Thus, MSS can be used as a selection criterion among different Similar conclusions to the case of weight perturbations are obtained. The MSS to input noise allows us to predict the expected MSE degradation presented by an MLP when its inputs present deviations from their nominal values; in this way, MSS can be considered as a measurement of the noise immunity of a MLP. In particular, when the MLP receives discrete inputs, MSS to input noise can be used as a selection criterion among different sets of weights, as the lower the MSS to input noise, the higher the output stability against this noise.
From expressions 2.6, 2.10, and 2.13, it can be deduced that low weight magnitudes produce low values of MSS in general. Then a low value of MSS to weight perturbations may imply a low value of MSS to input noise and vice versa. However, the expressions are different and their relation is not linear. Moreover, it can be deduced that to minimize MSS, it is necessary not only to reduce the weight magnitude but also to achieve an adequate learning distribution among the different units in order to minimize the cross dependencies related to the terms C m jk . Finally, note that MSS to weight deviations and MSS to input noise can be added to take into account the simultaneous effect of these perturbations. Moreover, additive and multiplicative deviations can be considered simultaneously.
MSS to Input Noise as a Measurement of the Generalization Ability
The injection of input perturbations during learning has been proposed as an effective technique to increase the learning ability (Mao & Jain, 1993; Bishop, 1995b) . The goal is to smooth the error surface with respect to the inputs.
From a Taylor expansion of MSE 3.1 when the inputs of the MLP are perturbed, we obtain:
where y 0 i are the nominal inputs, N 0 the number of input neurons, (p) the squared error for pattern p, and MSE 0 is the nominal MSE. If the expected value of MSE is computed taking into account the additive model for input perturbations, the following expression is obtained:
The above expression is formally similar to equation 3.5, so equaling both expressions-5.1 and 5.2-the following relation is obtained:
In this way, the MSS to additive input noise (MSS ai ) measures the curvature of the squared error surface with respect to the inputs. A low value of MSS ai implies a similar squared error for any input pattern; that is, there is no specialization of the MLP in the recognition of a few input patterns. So for weight configurations that present similar MSE, the one that presents the lowest value of MSS ai has the highest generalization ability.
To provide experimental evidence of this conclusion, an approximator of the sine function (Sudkamp & Hammell, 1994) was considered. This consisted of 1 input neuron, 11 neurons in the hidden layer, and 1 output neuron, with all neurons presenting a bias input. This MLP was trained to experience the overfitting phenomenon, using only 13 training patterns and 4000 training epochs. Two different weight configurations that presented similar MSE after training (= 0.011) but different values of MSS ai were selected for comparison. Figure 5 shows the squared error (with respect to the desired output) as a function of the input.
It can be seen that the sample with the higher MSS ai presents steeper slopes, that is, it produces large errors for some inputs and small errors for others. On the other hand, the sample that presents the lower value of MSS produces a moderate error for any input. In this way, a lower value of MSS ai implies a higher value of the generalization ability in the sense that there is a lower specialization of the MLP in a limited part of the input space.
If multiplicative noise is considered, an expression similar to equation 5.3 is obtained. The only difference is that the slope is weighted by the input magnitude (each term of the sum is multiplied by (y 0 i ) 2 ). When noise is added during the training process, the backpropagation algorithm modifies the weights in order to minimize the MSE subject to such perturbations (MSE ). In this way, the MSS to input noise is implicitly minimized jointly with the nominal MSE, and so the generalization ability is enhanced. As the analytical expressions of MSS have been obtained, they can be used by the backpropagation algorithm to make an explicit minimization of MSS (as is done in Bernier et al., (2000) , using the average statistical sensitivity as the regularizer), so constituting an explicitly specified regularization technique (Mao & Jain, 1993) . In this way, we have developed an algorithm that minimizes equation 3.5 instead of 3.1. Thus, a descent-gradient algorithm is used to modify the weights in order to minimize (p) + γ SS(p), where γ is a value that is decreased at the end of each iteration of the training process from an initial value in order to enable the learning convergence. The new algorithm, which we have termed robust backpropagation algorithm (RBA), has been compared to a classical backpropagation algorithm (CBA) considering additive input deviations to compute SS(p). Table 2 shows the MSE values obtained employing RBA to train the sine approximator in the same conditions as previously mentioned considering different initial values for the γ parameter. In comparison with the results obtained with CBA (row with γ = 0), we can observe that by using RBA, the MSE is clearly improved, as the new learning rule is opposed to the specialization, thus avoiding the overfitting phenomenon and allowing a better generalization.
The performance of RBA applied to a more realistic problem is shown in section 7, where multiplicative weight and input perturbations are considered in order to maximize the tolerance against these kinds of perturbations.
MSS to Weight Perturbations and Saliency
Saliency has been proposed as a measurement of fault tolerance to weight deviations (Murray & Edwards, 1994; Edwards & Murray, 1998b) . This mea-surement is computed from the diagonal elements of the Hessian matrix of the error with respect to the weight values. Thus, it evaluates the smoothness of the error surface with respect to the weights such as a low value of saliency implies a higher fault tolerance. Just as input noise is introduced to enhance the generalization ability, the perturbation of weights during training has been proposed to increase the fault tolerance of MLPs (Murray & Edwards, 1994; Edwards & Murray, 1995 , 1998a , 1998b .
From a Taylor expansion of MSE, equation 3.1, when the MLP is subject to weight deviations, it is obtained that: and taking into account the additive model of weight deviations to compute the expected value of equation 6.1, it is obtained that
Note that the above expression is similar to equation 3.5 and from equaling both expressions, it is obtained that:
that is, the MSS to additive weight perturbations (MSS aw ) can be identified with saliency. Indeed, they are the same, and MSS aw evaluates the smoothness of the error surface with respect to the weights. However, if multiplicative perturbations are considered, then the following relation is obtained, applying the multiplicative model in equation 6.1 and equaling it to equation 3.5:
(6.4)
In this way, MSS to multiplicative perturbations (MSS mw ) is not identical to saliency. To evaluate fault tolerance to multiplicative deviations, it is necessary to take into account the weight magnitudes, as equation 6.4 shows, and it is not sufficient to evaluate just the Hessian matrix.
The algorithm proposed in Murray and Edwards (1994) and Edwards and Murray (1995) introduces multiplicative weight perturbations during learning, so producing an implicit minimization of MSS mw , but the authors evaluate fault tolerance using saliency (i.e., MSS aw ). Obviously, as expressions 2.6 and 2.10 show, the statistical sensitivities to additive and multiplicative perturbations present similar dependencies. Thus, a low value of MSS aw may imply a low value of MSS mw and vice versa. However, this relation is not linear, and so MSS must be particularized for the perturbation model considered (additive or multiplicative, input or weight), as shown in the next section.
The same considerations can be made by comparing MSS to input noise and MSS to weight deviations. Expressions 2.6, 2.10, and 2.13 present some similarities (for example, low weight magnitudes imply low values of MSS in every case). In this way, when fault tolerance is increased (MSS to weight deviations is decreased), the generalization ability or noise immunity may also be increased (MSS to input deviations is decreased), and vice versa. To test this, the next section shows the results obtained using RBA compared to CBA for a benchmarking problem.
An Algorithm to Reduce MSS
In section 5 we mentioned a learning algorithm that we termed RBA, which minimizes the MSS jointly with MSE during the training process. In that section, we used RBA in order to minimize the MSS against additive weight perturbations (MSS ai ), thus maximizing the generalization ability. In this section, we test the performance of RBA by applying it to a benchmarking problem belonging to PROBEN1 (Prechelt, 1994) considering the minimization of MSS against multiplicative weight (MSS mw ) and multiplicative input perturbations (MSS mi ).
A classical backpropagation algorithm (CBA) is used for comparison. This algorithm uses the following learning rule:
where α is the learning rate and ∇ m ij is the gradient of the squared error, (p), with respect to the weight w m ij . On the other hand, the rule used by RBA is: The problem selected for comparison is a breast cancer classifier. PROBEN1 provides three disjoint sets of patterns: the training set (used for modifying the weights during the training process), the test set (used for evaluating the results), and the validation set (used during training for testing and selecting the optimal weight configuration).
The MLP structure consisted of 9 inputs, 5 hidden neurons, and 2 output neurons, with all the neurons containing a bias input. The training, test, and validation sets consisted of 350, 174, and 175 patterns, respectively; 1000 training epochs were applied with a learning rate of 0.9. In the case of RBA, the parameter γ was reduced during training from 0.4 to 0.01.
For each algorithm, the following parameters were computed using the test set: the MSE, the classification error (CE), MSS mw , MSS aw , MSS mi , and MSS ai . The values presented were averaged over 40 training runs. The weights used for computing these magnitudes were those that provided the lowest MSE evaluated over the validation set. PROBEN1 provides three different orderings of the pattern sets, which we have labeled cancer1, cancer2, and cancer3. Table 3 shows the results obtained with the CBA algorithm, and Tables 4  and 5 refer to the RBA algorithm particularized for multiplicative weight deviations (RBA mw ) and multiplicative input deviations (RBA mi ), respectively.
From these tables we can observe the following:
• Learning performance is similar for CBA, RBA mw , and RBA mi (similar MSE and similar CE). The value for MSS aw is also similar for the three algorithms.
• RBA mw obtains the best results for MSS mw , as was expected. Weight configurations obtained with RBA mw are up to 3.0 times more tolerant to multiplicative weight deviations than CBA and up to 1.5 times more than RBA mi . Also, by comparison with CBA, a slight improvement of MSS mi is obtained, while results with respect to MSS ai (generalization ability) are similar. • RBA mi , as expected, obtains the best results for MSS mi (over 2.0 times better than CBA and 1.5 times better than RBA mw ). MSS ai has also been improved (over 1.9 times better than CBA and RBA mw ), and MSS mw is also clearly improved with respect to CBA.
We can conclude that RBA can be particularized in order to minimize the target we are interested in (MSS mw , MSS aw , MSS ai , or MSS mi ) jointly with MSE. We should take into account that MSS for different kinds of perturbations can be combined in order to minimize them simultaneously. However, when applying RBA in order to minimize a particular aspect, it is possible to obtain colateral benefits in other aspects, but this is not guaranteed a priori. An analytical study would be interesting to gain insight into the dependencies among the different expressions of MSS.
In any case, the performance of RBA has been experimentally shown. In fact, RBA searches for flat minima (Hochreiter & Schmidhuber, 1997) for the weight values; for example, RBA mw looks for weight configurations that are relatively stable against multiplicative weight perturbations, while RBA mi looks for those that are stable against multiplicative input perturbations (and similarly searches with respect to additive perturbations when RBA aw or RBA ai is used).
Conclusions
In this article, a quantitative measurement to evaluate the fault tolerance and the noise immunity of a MLP has been obtained. This measurement, termed mean squared sensitivity, has been derived from an explicit relation between the mean squared error degradation of the MLP in the presence of perturbations and the statistical sensitivity.
Different perturbation models to compute MSS have been considered. If weight deviations are considered, then MSS constitutes a measurement of the fault tolerance, but when considering input perturbations, MSS evaluates the noise immunity of an MLP. In this way, MSS constitutes a useful criterion to select between different weight configurations that present similar performance with respect to learning but different performance with respect to fault tolerance or noise immunity. The expressions have been validated by experimental results, showing that the expected MSE degradation can be accurately predicted from the value of MSS when perturbations affect the MLP.
In the case of additive input perturbations, we have shown that MSS measures the smoothness of the error surface with respect to the inputs, thus enabling the evaluation of the generalization ability provided by the perceptron. In a similar way, we have related the MSS to weight deviations with saliency, another measurement of fault tolerance previously proposed, showing that MSS is more suitable to evaluate fault tolerance than saliency, at least in the case of multiplicative deviations.
This new training algorithm, which can be considered as an explicitly specified regularization technique, adds the gradient of the squared sensitivity for the input pattern p (SS(p)) to the backpropagation rule in order to minimize MSS jointly with MSE, and thus, depending on the kind of perturbation considered for computing SS(p) (weight additive or multiplicative, input additive or multiplicative) the corresponding aspect is improved (fault tolerance, noise immunity, or generalization ability). This new algorithm searches for wider minima of the learning performance with respect to deviations, such that perturbations in weights or inputs produce small changes of the MLP output.
Moreover, several conjectures experimentally observed in previous work are deduced from the expressions obtained in this article-for example, lower weight magnitudes imply higher fault tolerance, the relation between the fault tolerance and the generalization ability, and the relation between noise and generalization.
The methodology applied here can also be used to study the tolerance to perturbations of other architectures of layered neural networks such as the radial basis function networks that are now extensively used.
