We define and study the Functional Aggregate Query (FAQ) problem, which encompasses many frequently asked questions in constraint satisfaction, databases, matrix operations, probabilistic graphical models and logic. This is our main conceptual contribution.
INTRODUCTION

Motivating examples
The following fundamental problems from three diverse domains share a common algebraic structure. Example 1. (Matrix Chain Multiplication (MCM)) Given a series of matrices A1, . . . , An over some field F, where the dimension of Ai is pi × pi+1, i ∈ [n], we wish to compute the product A = A1 · · · An. The problem can be reformulated as follows. There are n + 1 variables X1, . . . , Xn+1 with domains Dom ( A typical inference task is to compute the marginal MAP estimates, written in the form ϕ(x1, . . . , x f ) = max
Example 3. (# Quantified Conjunctive Query (#QCQ)) Let Φ be a first order formula of the form
where Qi ∈ {∃, ∀}, for i > f . The #QCQ problem is to count the number of tuples in relation Φ on the free variables X1, . . . , X f . To reformulate #QCQ, construct a hypergraph H = (V, E) as follows: V is the set of all variables X1, . . . , Xn, and for each R ∈ atoms(Φ) there is a hyperedge S = vars(R) consisting of all variables in R. The atom R can be viewed as a function indicating whether an assignment xS to its variables is satisfied by the atom; namely ψS(xS) = 1 if xS ∈ R and 0 otherwise. Now, for each i ∈ {f + 1, . . . , n} we define an aggregate operator
Then, the #QCQ problem above is to compute the constant function ϕ =
xn∈{0,1} S∈E ψS(xS).
It turns out that these and dozens of other fundamental problems from constraint satisfaction (CSP), databases, matrix operations, PGM inference, logic, coding theory, and complexity theory can be viewed as special instances of a generic problem we call the Functional Aggregate Query, or the FAQ problem, which we define next. The first two columns in Table 1 present eight of these problems. The full version of the paper [3] presents many more.
The FAQ problem
Throughout the paper, we use the following convention. Uppercase Xi denotes a variable, and lowercase xi denotes a value in the domain Dom(Xi) of the variable. Furthermore, for any subset S ⊆ [n], define XS = (Xi)i∈S, xS = (xi)i∈S ∈ i∈S Dom(Xi).
In particular, XS is a tuple of variables and xS is a tuple of specific values with support S. The input to FAQ is a set of functions and the output is a function computed using a series of aggregates over the variables and input functions. More specifically, for each i ∈ [n], let Xi be a variable on some discrete domain Dom(Xi), where |Dom(Xi)| ≥ 2. The FAQ problem is to compute the following function
where • H = (V, E) is a multi-hypergraph. V = [n] is the index set of the variables Xi, i ∈ [n]. Overloading notation, V is also referred to as the set of variables.
• The set F = [f ] is the set of free variables for some integer 0 ≤ f ≤ n. Variables in V − F are called bound variables.
• D is a fixed domain, such as {0, 1} or R + .
• For every hyperedge S ∈ E, ψS : i∈S Dom(Xi) → D is an input function (also called a factor).
• For every bound variable i > f , ⊕ (i) is a binary (aggregate) operator on the domain D.
• And, for each bound variable i > f either ⊕ (i) = ⊗ or (D, ⊕ (i) , ⊗) forms a commutative semiring 1 (with the same 0 and 1). 1 A triple (D, ⊕, ⊗) is a commutative semiring if ⊕ and ⊗ are commutative binary operators over D satisfying the following: (1) (D, ⊕) is a commutative monoid with an additive identity, denoted by 0. (2) (D, ⊗) is a commutative monoid with a multiplicative identity, denoted by 1. (In the usual semiring definition, we do not need the multiplicative monoid to be commutative.) (3) ⊗ distributes over ⊕. (4) For any element e ∈ D, we have e ⊗ 0 = 0 ⊗ e = 0.
If ⊕ (i) = ⊗, then ⊕ (i) is called a product aggregate; otherwise, it is a semiring aggregate. (We assume that there is at least one semiring aggregate.)
Because for i > f every variable Xi has its own aggregate (i) over all values xi ∈ Dom(Xi), in the rest of the paper we will write (i) x i to mean (i) x i ∈Dom(X i )
.
We will often refer to ϕ as an FAQ-query. We use FAQ-SS (for FAQ on single semiring) to denote the special case of FAQ when there is only one variable aggregate, i.e. ⊕ (i) = ⊕, ∀i > f , and (D, ⊕, ⊗) is a semiring.
Due to space limitation, in this extended abstract we will assume that the input factors are given using the listing representation, i.e. each factor is a table of all tuples of the form xS, ψS(xS) , such that ψS(xS) = 0. (Entries not in the table are 0-entries.) This representation is commonly used in the CSP, databases, and sparse matrix computation domains. It should be noted that our results can handle even more succinct representations such as GDNFs and decision diagrams [15] in CSP literature and algebraic decision diagrams in the PGM literature [8] . (See [3] for details.)
Paper organization
Section 2 summarizes the contributions of the paper and sketches the line of attack. Related works are discussed in Section 3. Section 4 discusses the main ideas behind InsideOut and states its runtime given a variable ordering. Section 5 presents most of our technical details on computing a good variable ordering for a special case of FAQ where for every i > f , ⊕ (i) is a semiring aggregate. This special case illustrates many of the key ideas and concepts. Unfortunately, due to space limitation we have to leave out the analytical details of the most general case of FAQ. All the missing details can be found in [3] .
SUMMARY OF CONTRIBUTIONS
Conceptual contribution
The formulation of FAQ has its roots in the SumProd problem formulated by Dechter [20] who solved it using variable elimination. The SumProd problem is exactly FAQ-SS. A later work by Aji and McEliece [5] also addressed SumProd, which they renamed marginalization over semirings.
FAQ substantially generalizes FAQ-SS, as FAQ can now capture problems in logic such as QCQ (quantified conjunctive query) or #QCQ (sharp quantified conjunctive query). We argue that FAQ is a very powerful way of thinking about these problems and related issues. FAQ can be thought of as a declarative query language over functions. For example, we show in [3] how different input representations can vastly affect the landscape of tractability of the problem, and how the output representation is related to the notion of factorized databases [43] .
Algorithmic contribution
We present a single algorithm, called InsideOut, to solve FAQ. InsideOut is a variation of the variable elimination algorithm [20, 54, 53] . In PGM, variable elimination was first proposed by Zhang and Poole [53] . Then Dechter [20] observed that this strategy can be applied to problems on other semirings such as constraint satisfaction and SAT solving. In the database literature, Yannakakis' algorithm [52] can also Problem FAQ formulation Previous Algo. Our Algo.
Matrix Chain Mult. [17] O(N log p N ) Table 1 : Runtimes of algorithms assuming optimal variable ordering is given. Problems shaded red are in CSPs and logic (D = {0, 1} for CSP and D = N for #CSP), problems shaded green fall under PGMs (D = R+), and problems shaded blue fall under matrix operations (D = C). N denotes the size of the largest factor (assuming they are represented with the listing format). htw(ϕ) is the notion of integral cover width defined in [32] for PGM. PW(H) is the optimal width of a prefix graph of H from [14] and DM(H) = poly(F -ss(H), fhtw(H)), where F -ss(H) is the [f ]-quantified star size [23] . Z is the output size in listing representation. Our width faqw(ϕ) is never worse than any of the three and there are classes of queries where ours is unboundedly better than all three. In DFT, N = p m is the length of the input vector.Õ hides a logarithmic factor in data complexity and polynomial factor in query complexity.
be cast as variable elimination under the set semiring or Boolean semiring. 2 InsideOut adds three minor twists to the basic variable elimination strategy. First, we use a backtracking-search strategy called OutsideIn to compute the intermediate results. This strategy allows us to use the analysis of recent worst-case optimal join algorithms [51, 40, 41] to bound the time it takes to compute the intermediate results using the fractional edge cover bound [7, 28] . Second, we introduce the idea of a 01-projection of a function onto a support to obtain the fractional hypertree width style of runtime guarantee [29] . Third, in addition to making use of the distributive law to 'fold' common factors [5] when we face a semiring aggregate, we apply a swap between an aggregate and the inside product when that aggregate is also a product.
We show that InsideOut runs in timeÕ(N faqw(σ) + Z), where σ is a variable ordering that we choose to run the algorithm on, N is the input size, and Z is the output size (under the 'listing representation' of input and output factors), and faqw(σ) is a parameter called the (fractional) FAQ-width of σ. FAQ-width is the FAQ-analog of the induced fractional edge cover width of a variable ordering. (See Definition 2.)
In fact, we show (in [3] ) that the variable elimination framework is still powerful in cases when the fractional hypertree width bounds are no longer applicable. These are special cases of FAQ where the input functions are compactly represented. In particular, we explain how -with a suitable modification -InsideOut can be used to recover recently known beyond worst-case results in join algorithms 2 It is well-known [5, 35] that variable elimination and message passing are equivalent in the special case of FAQ-SS.
(Minesweeper [39] , and Tetris [2] ), and results on the tractability of SAT and #SAT for β-acyclic formulas [44, 11] .
On the practical side, preliminary implementations of join algorithms based on fractional hypertree width for counting graph patterns have been very encouraging, as they are faster than existing commercial systems by at least an order of magnitude [1, 42] for selected queries. Far beyond graph patterns, we have implemented InsideOut within the Log-icBlox database system [6] with great performance results.
Main technical contributions
The key technical problem is choosing a σ that minimizes faqw(σ). This is where the generality of FAQ requires new ideas. Traditional variable elimination for CSPs or PGM inference also requires computing a good variable ordering to minimize the treewidth [35] or fractional hypertree width [29] of the variable ordering. However, in those cases all variable orderings are valid. Hence, all we have to do in this traditional setting is to compute a tree decomposition whose maximum bag size (or maximum fractional edge cover number over the bags) is minimized, then the GYO-elimination procedure will produce a good variable ordering (see [3] ). In the general setting of FAQ, just like in logic where there are alternating quantifiers, the set of semantically equivalent variable orderings depends on both the input query expression and the structure of the query hypergraph.
To see what equivalent ordering could mean, consider the following. A natural class of valid permutations to consider are those that only permute aggregates in a maximal block of identical aggregates in the query expression. However, taking the query hypergraph into account, one can do much better. Consider, for example, the FAQ-query ϕ = max
where both factors have range R+. In this case, even though max and do not commute with one another, we can rewrite ϕ using any of the (2k)! variable orderings and still obtain the same result. (The aggregates have to be permuted along with the variables to which they are attached.)
Even for the special case of FAQ-SS, where there is only one type of semiring aggregates hence all permutations are valid, computing the optimal variable ordering is already NP-hard in query complexity, because computing the (fractional hyper) treewidth of the query hypergraph is NP-hard. Hence, the extra complication of only considering 'valid' orderings for FAQ seems to make our task much harder. Somewhat surprisingly, we are able to show that the complexity of computing the optimal ordering for general FAQ is essentially the same as the complexity of computing the optimal ordering for FAQ-SS instances. As a brief summary, we have the following technical contributions:
• Given an FAQ-query ϕ we define the set EVO(ϕ) of all variable orderings semantically equivalent to ϕ. Roughly, for any σ ∈ EVO(ϕ), if we rewrite the expression for ϕ using the ordering σ (with all aggregates permuted along), then we obtain a function identical to ϕ, no matter what the input factors are. The FAQ-width of ϕ is faqw(ϕ) = min σ∈EVO(ϕ) faqw(σ).
• We describe how to (in poly-time, query complexity) construct an expression tree for the input FAQ-query.
The expression tree induces a partially ordered set on the variables called the precedence poset. By defining a notion called component-wise equivalence, we completely characterize EVO(ϕ): σ ∈ EVO(ϕ) if and only if it is component-wise equivalent to some linear extension of the precedence poset.
• To prepare for the approximation algorithm for faqw(ϕ), we show that going through all orderings in EVO(ϕ) is not necessary. The set of linear extensions of the precedence poset is sufficient for this purpose: every linear extension of the precedence poset is semantically equivalent to ϕ, and every σ ∈ EVO(ϕ) has the same FAQ-width as some linear extension of this poset.
• Finally, using an approximation algorithm for the fractional hypertree width (fhtw) with approximation ratio g(fhtw) as a blackbox, 3 and using the expression tree as a guide, we give an approximation algorithm computing an ordering σ such that faqw(σ) ≤ faqw(ϕ) + g(faqw(ϕ)).
Highlights of our corollaries
In light of the fact that many problems can be reduced to FAQ, Table 1 presents a selected subset of corollaries that our results imply. 4 We list the results assuming the optimal variable ordering is already given. (This holds true for both known results and our results.) When the optimal variable 3 The best known such algorithm due to Marx [36] has g(fhtw) = O(fhtw 3 ) 4 The results listed in the table implicitly assumed the listing representation of input factors. ordering is not given, the exponents of N in all cases have to be changed to the best known approximating factors for the corresponding width. In the FAQ case, that would be O(faqw 3 (ϕ)).
For each problem, the table lists the corresponding FAQ instance, the runtime of the previously best known algorithm, and the runtime of InsideOut. These are the problems that we would like to highlight, as they yield either new results or an alternative interpretation of known results in the FAQ framework.
The results in Table 1 roughly span three areas: (1) CSPs and Logic; (2) PGMs and (3) Matrix operations. Except for joins, problems in area (1) need the full generality of our FAQ formulation, where InsideOut either improves upon existing results or yields new results. Problems in area (2) can already be reduced to FAQ-SS. Here, InsideOut improves upon known results since it takes advantage of Grohe and Marx's more recent fractional hypertree width bounds. Finally, problems in area (3) of Table 1 are classic. InsideOut does not yield anything new here, but it is intriguing to be able to explain the textbook dynamic programming algorithm for Matrix-Chain Multiplication [18] as an algorithm to find a good variable ordering for the corresponding FAQ-instance. The DFT result is a re-writing of Aji and McEliece's observation [5] . 5 It should be noted that the prior results on #CQ [23] and QCQ [14] focused on dichotomy theorems for bounded-arity classes of input hypergraphs, not just on the best possible runtime one can get. Our faqw notion is a generalization of fractional hypertree width, which steps into the unbounded arity world. See Marx [38] for a more detailed discussion of known results on CSP in the unbounded-arity case.
RELATED WORK
Since FAQ encompasses so many areas, our related work discussion is necessarily incomplete. The full version [3] has pointers to many more related works.
Problems on one semiring
As was mentioned in the introduction, the FAQ-SS problem was explicitly defined by Aji and McEliece [5] who called it the MPF problem (for Marginalize the product function). They presented a message passing algorithm for FAQ-SS and essentially showed that their algorithm meets the treewidth bound. Their paper also lists a number of problems that are FAQ-SS instances, including Matrix Chain Multiplication (less specific than our result, they just argue that essentially different variable orderings give rise to different ways of parenthesizing the matrix chain multiplication) and Matrix Vector Multiplication. They showed that their general algorithm contains FFT as a special case. We re-phrase their interpretation of the FFT using InsideOut. They also showed that many basic decoding problems in coding theory can be cast as FAQ-SS instances.
Kohlas and Wilson [34] presented even more applications of the FAQ-SS problem. The paper categorized various existing message passing algorithms depending on what extra properties they need beyond (D, ⊕, ⊗) being a commutative semiring. Their paper also explored algorithms for approximate computations (while in this work we solely deal with exact computation). Approximate computations in PGMs have been explored under the semiring framework [48] .
Most of the results in the PGM literature present algorithms that are shown to obtain the treewidth bound. To the best of our knowledge, the finest notion of hypergraph width used to bound the performance of algorithms is the integral hypertree width bound of [26] , which appeared in [32, 21] . See Section 3.3 and [3] for a more detailed discussion on the various notions of widths.
In the database literature, recently Koch [33] described an algebraic query language called AGCA over 'rings of databases' which is somewhat similar in spirit to FAQ. This framework makes use of additive inverses to allow for efficient view maintenance.
Factorized databases
Bakibayev et al. [9] and Olteanu and Závodný [43] introduced the notion of factorized databases, and showed how one can efficiently compute join and aggregates over factorized databases. In hindsight there is much in common between their approach and InsideOut applied to the single semiring case of FAQ-SS. Both approaches have the same runtime complexity, because both are dynamic programming algorithms, InsideOut is bottom-up, and factorized database computation is top-down (memoized).
The FAQ framework is more general in that it can handle multiple aggregate types. Our contribution also involves the characterization of EVO and an approximation algorithm for faqw. On the other hand, aspects of factorized database that FAQ does not handle include the evaluation of SQL queries and output size bounds on the factorized representations.
Notions of widths
Various notions of hypergraph 'widths' have been developed over the years in PGM, CSP, and database theory. In particular, two often-used properties of the input query are acyclicity and bounded width.
When the query is acyclic, the classic algorithm of Yannakakis [52] for relational joins (and CSPs) runs in time linear in the input plus output size, modulo a log factor. Similarly, Pearl's belief propagation algorithm [45] works well for acyclic graphical models. As we briefly touch upon in [3] , Yannakakis' algorithm is essentially belief propagation on the Boolean semiring or set semiring. The algorithm can also be reinterpreted using InsideOut.
Subsequent works on databases and CSPs further expand the classes of queries that can be evaluated in polynomial time. These works define progressively more general notions of width for a query, which intuitively measure how far a query is from being acyclic. Roughly, these results state that if the corresponding notion of 'width' is bounded by a constant, then the query is 'tractable,' i.e. there is a polynomial-time algorithm to evaluate it. For example, Gyssens et al. [30, 31] showed that queries with bounded degree of acyclicity are tractable. Then came query width (qw) from Chekuri and Rajaraman [12] , hypertree width and generalized hypertree width (ghw) from Gottlob et al. [50, 26] , and fractional hypertree width from Grohe and Marx [29] . More recently, Marx developed the most general width notions known to date, called adaptive width and submodular width [37, 38] .
In the PGM literature, the most common notion is treewidth as the textbook variable elimination and message passing al-gorithms are often stated to run in time O(N w+1 ) where w is the tree width of the model [35] . Freuder [24] and Dechter and Pearl [22] showed in late 1980s that CSP instances with bounded treewidth are tractable.
In the logic/finite model theory literature, several notions of widths were also developed [4, 23, 14] . We describe them in the relevant sections of the full version [3] .
Finite model theory
In [47] , Pichler and Skritek studied the #CQ problem in the special case where the query is acyclic. We refer to this special case as #ACQ. In particular, they showed that #ACQ is tractable in data complexity (i.e. when the number of variables that we are counting over is a constant) and in query complexity (i.e. when all relations have constant sizes) but not in combined complexity where the problem turns out to be #P-complete.
In [23] , Durand and Mengel introduced a new parameter for #CQ called the quantified star size. It is basically a measure of how free variables are connected in the query's hypergraph. Along with bounded generalized hypertree width (or fractional hypertree width), bounded quantified star size characterizes the classes of #CQ instances that are tractable in the bounded arity (or bounded generalized hypertree width) case.
The quantified star size idea has been expanded later by applying it to the core of the query instead of the original query [27] . The core is a minimal subquery that is homomorphic to the original query. Because homomorphism does not preserve counts (i.e. it is not a one-to-one mapping), free variables have to be explicitly preserved by taking the core of the color query of the original query. Further development along with new lower bounds appeared in [16] .
QCQ (second row of Table 1 ) has its own long line of research. An early and interesting result was the tractability of QCQ when the domain size, treewidth, and number of quantifier alternations are all constants [13] . More recently, Chen and Dalmau introduced a notion of width for QCQ based on elimination orderings [14] . In particular, they take the minimum width over some variable orderings that are equivalent to the original query. They showed the tractability of QCQ when their width is bounded.
The runtime of InsideOut for CQ, #CQ, and QCQ are unboundedly better than the above results as shown in Table 1 . Our result on #QCQ is new: to the best of our knowledge no non-trivial efficient algorithms for #QCQ were known prior to our work. Essentially, InsideOut is able to unify the above results under the same umbrella.
THE ALGORITHM
Notation
Recall that 0 is the additive identity of the semiring(s) which also annihilates any element of D under multiplication. Unless specified otherwise, we also assume that there are n variables and m factors. Given any Boolean predicate P , define the Kronecker delta δP to be δP = 1 if P holds and 0 otherwise. (Note that these are numbers 1 and 0, not the multiplicative or additive identity.)
Let W ⊆ [n] be some subset of variables, and yW ∈ i∈W Dom(Xi) be some given value tuple. The conditional factor ψS(· | yW ) is a function from i∈S Dom(Xi) to D defined by
For each factor ψS, define its size to be the number of non-zero points under its domain:
We often use N to denote the sum of all input factor sizes.
The algorithmic building block
Consider the FAQ-SS form of the FAQ expression (1) when there is no free variable and all aggregates are the same semiring aggregate. In this case, we write the expression as
We can evaluate this expression by going through each value of x1 and computing the inner expression 'conditioned' on this x1. The naïve implementation of this strategy wastes time if there is any x1 for which some conditional factor ψS(· | x1) is identically 0. Thus, the obvious idea is to first compute the set I1 of values x1 for which ψS(· | x1) ≡ 0 for all factors ψS. Then, recursively compute the expression ϕ =
This is called the OutsideIn algorithm, as it evaluates the expression from the outer-most aggregate to the inner-most. It serves as the algorithmic building block of InsideOut.
Given that the input factors are represented using the listing format (i.e. only non-0 entries are listed), computing the above expression recursively is a join algorithm in disguise, and any of the algorithms from [40, 51, 41] works. In fact, the OutsideIn algorithm works even if there were free variables. Using the Hölder inequality analysis approach from [41] , we can easily show the following. (See [3] for more details including the proofs.) The expression S∈E |ψS| λ S with an optimal choice of the fractional edge cover (λS)S∈E is called the AGM-bound for the query [7] .
OutsideIn is backtracking search [19, 25] which was known 50 years ago in the AI and constraint programming world. In the PGM literature, the method of conditioning search is similar, but the main theoretical objective is so that the conditioning graph is acyclic [46] . The main advantage of backtracking search is that it requires very little extra space. The main disadvantage is that it might have to resolve the same subproblem multiple times. The duality between backtracking search and dynamic programming is well-known in the constraint programming literature [49] . Next section explores the other side of this duality: the dynamic programming side.
The InsideOut algorithm
The FAQ-SS case
To describe the intuition, we first explain InsideOut for the special instance FAQ-SS (or SumProd). The idea behind variable elimination [20, 54, 53] is to 'fold' common factors, exploiting the distributive law:
where the equality follows from the fact that ⊗ distributes over ⊕, ∂(n) denotes all edges incident to n in H and Un = ∪ S∈∂(n) S. Assume for the moment that we can somehow efficiently compute the intermediate factor ψ Un−{n} . Then, the resulting problem is another instance of FAQ-SS on a modified multi-hypergraph Hn−1, constructed from H by removing vertex n along with all edges in ∂(n), and adding back a new hyperedge Un − {n}. Recursively, we continue this process until all variables Xn, . . . , X f +1 are eliminated. Textbook treewidth-based results for PGM inference are obtained this way [35] . In the database context (i.e. given an FAQ-query over the Boolean semiring), the intermediate result ψ Un−{n} is essentially an intermediate materialized relation of a query plan.
While correct, basic variable elimination as described above is potentially not very efficient for sparse input factors, i.e. factors whose sizes are smaller than the product of the domain sizes. The main reason is that the product that was factored out might annihilate many entries of the intermediate result ψ Un−{n} , while we have spent so much time computing ψ Un−{n} . For example, for an S / ∈ ∂(n) and tuple yS such that S ⊆ Un and ψS(yS) = 0, we do not need to compute the entries ψ Un−{n} (x Un−{n} ) for which yS = xS: those entries will be killed later anyhow. The idea is then to only compute those ψ Un−{n} (x Un−{n} ) values that will 'survive' the other factors. One simple way to achieve this would be to compute the following factor instead of ψ Un−{n} : [29] . However, for a general range D as in PGM inference or an aggregate query in a database, the change above can produce an incorrect result because the same ψS(xS) can participate in the product multiple times during different elimination steps.
Our proposed fix is very simple: instead of multiplying with the actual value of ψS(xS) for S ∈ ∂(n), we only multiply with an indicator factor that checks if ψS(xS) is 0 or not. More precisely, let ψ S/Un (xS) be the projection of ψS to variables in S ∩ Un where all the non-zero entries become 1.
(See Definition 9 in the appendix.) Armed with this new indicator factor, InsideOut computes the following factor when marginalizing Xn away:
and similarly for eliminating the remaining variables.
The general case
The above strategy does not care if the variable aggregates where the same or different: As long as (D, ⊕ (n) , ⊗) is a semiring, we can fold the common factors. Thus, InsideOut works almost as is for a general FAQ instance (as opposed to FAQ-SS).
We are left to describe how InsideOut deals with the case when ⊕ (n) = ⊗. In this case, the simple idea is to swap the two (identical) operators:
ψS(xS)
= · · · (n−1)
This results in a product marginalization of individual factors ψS for S ∈ ∂(n). In particular, for each S ∈ ∂(n), we compute the factor with support S − {n} defined by
This can be computed in linear time in |ψS|. The product marginalization step is algorithmically much easier because it does not create the intermediate factor ψ Un−{n} .
As for S / ∈ ∂(n), we replace ψS by the power factor ψ S (xS) = (ψS(xS)) |Dom(Xn)| , which can be done in linear time with a log |Dom(Xn)| blowup using the repeated squaring algorithm. Note the key fact that this power is with respect to the product aggregate ⊗.
In most (if not all) applications of FAQ, there is one additional property: most of the time, ⊗ is an idempotent operator over the effective domain. For example, in the #QCQ problem ⊗ is the usual product operator and the domain that it aggregates over is {0, 1} (before there is a sum outside). In this case, ψ S (xS) = (ψS(xS)) |Dom(Xn)| = ψS(xS), and we do not need to spend the linear nor log-blowup time.
The definition of what it means for an operator to act idempotently on a domain and its relationship to the position of the operator in the FAQ-formula are subtle. We leave the details to [3] . Finally, note that in this case we recurse on the hypergraph Hn−1 = H − {n}.
Thus far we left open the question of how to compute ψ Un−{n} efficiently, assuming ⊕ (n) is a semiring aggregate.
We simply apply the OutsideIn algorithm from Section 4.2. Note that computing ψ Un−{n} is an instance of FAQ with |Un| − 1 free variables.
Output representation
Let E f be the set of supports of factors remaining after eliminating the non-free variables. The output to FAQ is now the expression
which is an FAQ instance with all free variables. We can compute the output directly by running OutsideIn on (3). However, inspired by Olteanu and Závodný [43] we can first compute the output in the factorized representation, and then report it.
One way to think about this idea is to first compute the set of tuples x [f ] for which ϕ(x [f ] ) = 0, and then for each such tuple compute its value ϕ(x [f ] ) using (3) by multiplying the corresponding ψS. Computing the non-0 output tuples is a join problem, which in the FAQ setting is the (∪, ∩)/(∨, ∧) semiring, with the runtimeÕ(N fhtw +Z) as shown in Table 1 .
Implementation-wise, we can use the 01-projection idea from Section 4.3.1 as follows. For k = f, . . . , 1, we will eliminate the free variable X k and use OutsideIn to compute the factors ψU k , ψ U k −{k} defined as
x k is the 01-OR (See Defintion 10). Finally, we run OutsideIn on the following expression instead of (3).
Eliminating free variables and then recovering them back by (4) are equivalent to the two phases of Yannakakis algorithm [52] . Our implementation of InsideOut in LogicBlox follows the elimination/recovery method.
Runtime analysis
The runtime of InsideOut is the sum of the runtimes of n variable elimination steps plus the time needed to report the output at the end. For k = n, ..., 1, the cost of the kth step is analyzed as follows. If k > f and the aggregate (k) is a semiring aggregate, or if k ≤ f , then the runtime is dominated by the OutsideIn algorithm's runtime to compute the intermediate factor ψ From there, with a bit of care we can write down a precise expression for the runtime of InsideOut. Minimizing the resulting (somewhat complicated) expression leads to the dynamic programming algorithm for the MCM problem and the FFT algorithm for the DFT. See [3] for details.
One way to simplify the runtime expression is to upperbound each bound AGM(U k ) by the fractional edge cover number of the set U k , i.e. AGM(U k ) ≤ N ρ * H (U k ) [29] . 6 Let K denote the indices f < i ≤ n such that ⊕ (i) = ⊗. Then, it follows that the algorithm runs in timẽ
where Z is the output size in listing representation. In the above discussion, we eliminated the variables in order Xn, Xn−1, . . . , X1. However, there is no reason to force InsideOut to follow this particular order. In particular, there might be a different variable ordering for which expression (5) is a lot smaller and the algorithm still works correctly on that ordering. (See [3] for examples.) This is where the main technical contributions of this paper begin. We need to answer the following questions:
1. How do we know which variable orderings are equivalent to the original FAQ-query expression?
2. How do we find the best variable ordering among all equivalent variable orderings?
The next section formalizes the above two questions.
Fractional width of an FAQ-query
We first define precisely the notion of 'semantic equivalence' between two variable orderings. x σ(f +1) · · · (σ(n))
x σ(n) S∈E
ψS(xS)
is identical to the function ϕ irrespective of the input factors. 7 Let EVO(ϕ) denote the set of all ϕ-equivalent variable orderings.
For any ϕ-equivalent variable ordering σ, we could have run InsideOut on ϕ σ instead of ϕ. In that case, the sets U k are denoted by U σ k , and the recursive sequence of hypergraphs is denoted by H σ k , k = n, n − 1, . . . , as expected. Definition 2. (Fractional FAQ-width of a variable ordering) Let σ be a ϕ-equivalent variable ordering. Define the sequence of hypergraphs H σ k along with the sets U σ k . The fractional FAQ width of a variable ordering σ is the quantity
As analyzed in (5) , InsideOut runs in timeÕ(N faqw(σ) +Z), where σ is the original variable ordering given in expression (1) . Thus, to have the best runtime we would like to select an equivalent ordering σ with the smallest faqw(σ).
jective value of the following linear program: min F ∈E xe subject to F v xF ≥ 1 for every v ∈ B and xF ≥ 0 for every F ∈ E. 7 Here, we assume that the variable domains, the range D, and the aggregates are fixed and known in advance, but the input factors are not. It is easy to see that if ϕ is an instance of FAQ-SS without free variables then faqw(ϕ) = fhtw(H).
The question of determining whether a given variable ordering σ belongs to EVO(ϕ) is a tricky question to answer formally. In particular, the answer depends on what exactly we meant by a variable aggregate, a product aggregate, the variable domain sizes, and the range D. This difficulty is analogous to the situation in logic when one wants to decide whether two (first-order, e.g.) formulas of specific forms are logically equivalent [10] 8 .
We derive a complete characterization of EVO, based on a combinatorial concept of component-wise equivalence. However, to facilitate the approximation algorithm for the FAQwidth we show that one does not need the complete characterization.
Our approach is as follows. In the most general case, we will define a class of variable orderings for a given input FAQ-query ϕ. This class will be precisely the set of linear extensions LinEx(P ) of a partially ordered set (poset) on variables called the precedence poset P . The precedence poset is defined on a tree called the expression tree of the input query ϕ. Every variable ordering in this class will be shown to be ϕ-equivalent. This is the 'soundness' of the variable ordering class.
Then, we prove that this class of variable orderings is all we need to consider to compute/approximate faqw(ϕ), because every ϕ-equivalent variable ordering σ either belongs to LinEx(P ) or is component-wise equivalent to π (which implies that faqw(σ) = faqw(π)) for some π ∈ LinEx(P ). This shows the 'completeness' of LinEx(P ). The completeness result rests on the assumption that different variable aggregates do not commute. (Even this simple statement needs a technical clarification, which is done in Proposition 5.1.)
Because the final result is a bit technically involved, we shall present in the next section a special case that illustrates many of our main ideas. It should be noted, however, that in the end there is only one theorem and one approximation algorithm for all FAQ instances.
VARIABLE ORDERING FOR FAQ WITH ONLY SEMIRING AGGREGATES
This section presents the variable ordering results for FAQ where every variable aggregate forms a semiring with the product aggregate. (Note that there can be an arbitrary number of different types of semirings.) In particular, we consider the FAQ-query of the form
where (D, ⊕ (i) , ⊗) is a semiring for every i > f (i.e. the set K as defined in (5) is {f + 1, . . . , n}).
The main aim in this section is to illustrate the key technical idea of the expression tree. The expression tree defines the precedence poset. One key component of our completeness results is the notion of component-wise equivalence between two variable orderings. Component-wise equivalence preserves FAQ-width and ϕ-equivalence. We will show two important facts about the precedence poset:
• (Soundness) Every linear extension of the precedence poset is a ϕ-equivalent variable ordering.
• (Completeness) Every ϕ-equivalent variable ordering is component-wise equivalent to (hence has the same FAQ-width as) some linear extension of the precedence poset. Therefore, EVO(ϕ) is completely characterized using component-wise equivalence and the precedence poset. Moreover, to compute/approximate faqw(ϕ), we only need to consider linear extensions of the precedence poset.
We use the structure of the expression tree to compute a variable ordering to approximate faqw(ϕ), using an approximation algorithm for fhtw as a blackbox. Thus, the expression tree is crucial in guiding the construction of a good variable ordering.
Expression tree and and precedence poset
The expression tree is defined on a sequence of tagged variables along with a hypergraph. In such a sequence, every vertex i (or equivalently variable Xi) is tagged with its corresponding operator ⊕ (i) ; or, if the variable is a free variable then its tag is free. Given a sequence σ of tagged variables, a tag block is a maximal subsequence of consecutive variables in σ with the same tag. The first tag block of a sequence σ of tagged variables is the longest prefix of σ consisting of variables of the same tag.
Definition 4. (Expression tree)
The expression tree for ϕ is a rooted tree P . Every node of the tree is a set of variables. We construct the expression tree using two steps: the compartmentalization step and the compression step. In the compartmentalization step, we construct the expression tree based on the connected component structures of the FAQ-query relative to the hypergraph structure H. In the compression step we collapse the tree to make it shorter whenever possible.
Compartmentalization. In this step, initially we start off with the sequence of variables with their corresponding tags exactly as written in (7) . In particular, the sequence starts with f free variables (whose tags are 'free'), and then the i'th variable with tag ⊕ (i) for i = f + 1, . . . , n. For technical reasons, we add a dummy variable X0 to the beginning of the sequence with a free tag too. So the sequence we start off with is the following σ = (X0, 'free'), . . . , (X f , 'free'),
The vertex X0 is an isolated vertex of the hypergraph H. Now given a tagged variable sequence σ and a hypergraph H, we build the tree by constructing a node L containing all variables in the first tag block L of σ. This node L will be the root of the expression tree. (The effect of the dummy variable X0 is that, even if the original query has no free variable, the first block L still has X0 in it.) If L contains all variables already, then naturally the tree has only one node. Otherwise, for each connected component C = (V(C), E(C)) of H − L we construct a sequence σC of tagged variables by listing all variables in V(C) in exactly the same relative order as they appeared in σ. From the sequence σC and the hypergraph C, we recursively construct the expression tree PC . Finally, we connect all the roots of (sub)expression trees PC to the node L. This completes the compartmentalization step. After everything is done, we also remove the dummy variable X0 from the expression tree P . If originally there was no free variable, the tree has an empty root node and the subtrees correspond to the connected components of H. (See Example 4 and Figure 1 in Appendix A.)
Compression. Now, in the expression tree P that resulted from the compartmentalization step, as long as there is still a node L whose tag is the same as a child node L of the tree P , we merge the child into L; namely, we set L := L ∪ L , remove L , and connect all subtrees under L to become subtrees of L. Repeat this step until no further merging is possible. (See Figure 2. ) Note that the compression step can make some nodes L larger and the final tree T shorter than the tree that resulted from the compartmentalization step alone. This step is crucial for getting the correct expression tree. If ϕ is an instance of FAQ-SS, then P is a tree of depth ≤ 1 where the root node contains all free variables (if any) and its children (if any) contain the rest of the variables.
Definition 5. (Precedence poset) The expression tree defines a partial order on the variables. Abusing notation we will also use P to denote the partial order ([n], ). In this poset, u ≺ v whenever u ∈ L, v ∈ L , and L is a (strict) descendant of L in the expression tree P . In particular, variables in the same node of the expression tree are not comparable in this partial order. We call this partial order the precedence poset. Let LinEx(P ) denote the set of all linear extensions of the poset.
What makes two aggregates different?
Before proving soundness and completeness, we need a small technical detour. Recall that aggregates are simply binary operators under D. Recall that in FAQ, all semirings share the same 0 (since one '0' must annihilate the rest). Thus, if we select a = d = 0 in the above equality, then we obtain b⊕c = b ⊕ c, for every b, c ∈ D. This means (Note that it is possible for semantically different aggregates to be identical under D by accident. For example, in the {0, 1} domain min and × are identical.) In this paper, we assume that two different aggregates in the input FAQ-expression are not functionally identical. Recall that we also assumed |Dom(Xi)| ≥ 2 for every i ∈ [n] (otherwise the aggregate on that Xi is trivial and can be ignored).
Proposition 5.2. Suppose ⊕ and⊕ are different binary operators (under the domain D), then for every i, j ∈ [n], there is a function φij : Dom(Xi)×Dom(Xj) → D for which
Proof. From the analysis above, the two operators do not commute. Hence, there are four members a, b, c, d ∈ D so that (a ⊕ b)⊕(c ⊕ d) = (a⊕c) ⊕ (b⊕d). Fix arbitrary elements
Then,
(10) We will use both φij and φ I ij in the proofs below.
Soundness and completeness
We are now fully equipped to show that LinEx(P ) is sound.
Theorem 5.3 (LinEx(P ) ⊆ EVO(ϕ)). Every linear extension of the precedence poset P is ϕ-equivalent.
Proof. Let P be the expression tree constructed using only the compartmentalization step. This expression tree already defines a poset on variables. We will first show that every linear extension of this compartmentalization poset is ϕ-equivalent. We prove this claim by induction on the number of tag blocks of the input sequence. Let σ denote the input sequence of tagged variables with input hypergraph H.
In the base case σ has only one tag block. All variables in the sequence belong to the same node of the compartmentalization expression tree. This means every permutation of variables is a linear extension of the poset, which is what we expect because every permutation is ϕ-equivalent.
In the inductive step, suppose σ has at least two tag blocks with the first block being the set L of variables. Then, each sub-sequence σC for each connected component of H − L defines an FAQ-expression ϕC on the set of conditional factors ψS(· | xL) | S ∈ E ∧ S ∩ V(C) = ∅ . When we condition on the first L variables, the expression ϕ(· | xL) completely factorizes into a product of the FAQ-expressions ϕC . (Another way to put this is that ϕ can be written as a series of aggregates on variables in L, with a product of ϕC inside.) By induction, every linear extension of the compartmentalization poset for σC is ϕC -equivalent. Those linear extensions can be put together in arbitrary interleaving way to form ϕ(· | xL). This observation completes the proof of the claim, because every linear extension of the expression poset for ϕ consists of variables in L, followed by arbitrary interleavings of linear extensions of the expression posets for the ϕC .
Next, we consider the expression tree after the compression step. We show that every linear extension of the final precedence poset is ϕ-equivalent by induction on the number of merges of a child node L to a parent node L (which both must have the same tag). To see this, we can take a linear extension σ of the expression tree before the merge where all variables in L and in L are consecutive in σ. Then, because all variables in L ∪ L have the same tag, we can permute them in any way and still obtain a ϕ-equivalent variable ordering.
It would have been nice if every ϕ-equivalent variable ordering is a linear extension of P . Unfortunately this is not true. Consider the following FAQ-query
where all factors have range R+ so that all variables are semiring variables. In this case the expression tree has three nodes: one empty root, a node containing {1, 2, 5} and two children {3} and {4}. The linear extensions will enforce that X1, X2, X5 come before X3 and X4. However, it is easy to see that we can rewrite ϕ as follows.
ψ25ψ24 .
This means when conditioned on X5, the expression factorizes and we can multiply them back allowing for 4 to come before 1, or for 3 to come before 2; namely, ϕ =
ψ15ψ25ψ13ψ24.
However, it can be verified that faqw(5, 1, 3, 2, 4) = faqw(5, 2, 4, 1, 3) = faqw(σ)
for any σ ∈ LinEx(P ) where 5 comes first in σ, and where P is the expression tree of the query. Note that we can take the linear extensions of the factorized components {1, 3} and {2, 4} and interleave them in any way, as long as we still respect their relative order within each component. However, these interleavings do not add anything of value as far as the faqw is concerned.
Another way to think about the above example is that we could have arbitrarily selected one variable in the first tag block of ϕ, construct a compartmentalization expression tree with that variable as the root. (One variable at a time instead of one tag block at a time.) Then, by the same reasoning we used in the proof of Theorem 5.3, every linear extension of this 'variable-wise' poset is ϕ-equivalent. However, this idea alone also does not work because it will forbid the selection of X5 as the first variable in the above example. Thus, it is crucial that we construct the compressed expression tree first, to determine which variable can come first in a ϕ-equivalent variable ordering. Ultimately, the set LinEx(P ) gives us a canonical way of listing the variable orderings that really matter in evaluating ϕ.
In what follows, we implement the above informal discussion and intuition by showing that every ϕ-equivalent variable ordering has the same width as some ordering in LinEx(ϕ). The following lemma says that the expression tree indeed gives us a complete list of variables that can occur first (after the free variables) in any ϕ-equivalent ordering.
Lemma 5.4. For every variable ordering π = (u1, . . . , un) ∈ EVO(ϕ), the variable u f +1 must belong to a child node of the root of the expression tree. 9
Proof. Let ϕ π denote the function defined by the FAQquery with π as the variable ordering (over the same input factors as ϕ). Our aim is to show that if the conclusion of the lemma does not hold then there exist input factors ψS for which ϕ π ≡ ϕ.
Suppose for the sake of contradiction that u f +1 belongs to a node L whose parent is Lp, and Lp is not the root of the expression tree P . Let La denote union of all the (strict) ancestors of Lp in the expression tree. From the construction of the expression tree, the vertices in the set u f +1 ∪ Lp belong to the same connected component of the graph H − La. Let i0 := u f +1 , i1, . . . , i k ∈ Lp be the shortest path in the Gaifman graph of H − La from u f +1 to Lp. Then, the vertices i1, . . . , i k−1 do not belong to Lp ∪ La; and, there are distinct hyperedges S1, . . . , S k of H such that {ij−1, ij} ⊆ Sj for all j ∈ [k].
For each variable ∈ {i0, . . . , i k }, we fix two arbitrary values x 1 = x 2 ∈ Dom(X ) and for each ∈ [n]\{i0, . . . , i k }, we fix one arbitrary value e ∈ Dom(X ). For the sake of brevity, denote = (i 0 ) and¯ = (i k ) . Now, we construct an input set of factors ψS, S ∈ E, for which ϕ π ≡ ϕ.
• Define the factor ψS k by
where φi k−1 i k is the function defined in (9) .
i j−1 i j is the 'identity' function defined in (10) . (Think of these factors as little 2×2 identity matrices.)
• Finally, for every S ∈ E \ {S1, . . . , S k }, define ψ S (x S ) := 1 if x = e for all ∈ S \ {i0, . . . , i k } 0 otherwise. 9 Recall that {u1, . . . , u f } are the free variables, which are located in the root of the expression tree. And, if f = 0 then the root of the expression tree is empty.
Because i0 is the first in π after the free variables, ϕ π (e1, . . . , e f ) will evaluate to the left hand side of (8) . (Imagine running the InsideOut algorithm to evaluate ϕ π .) Next, to get a contradiction, we pick an ordering σ ∈ LinEx(P ) such that i0 precedes all variables that are at the same or lower level in the expression tree. By Theorem 5.3, we know that σ ∈ EVO(ϕ). In σ, i k precedes i0 which in turn precedes all of {i1, . . . , i k−1 }. Hence, when we compute ϕ(e1, . . . , e f ) using the ordering σ (and the InsideOut algorithm) we get the right hand side of (8) . Thus, ϕ π ≡ ϕ as desired.
The next definition realizes the intuition that if we construct the precedence tree using the one-variable-at-a-time strategy (as opposed to the one-tag-block-at-a-time strategy), then we can interleave the linear extensions of each connected components arbitrarily and still get a variable ordering which is ϕ-equivalent with the same FAQ-width.
Since the interleaving can happen at any level, the definition is inductive. • either n = 1,
• or H has ≥ 2 connected components, and for each connected component C = (V(C), E(C)) of H, πC is CWequivalent to σC , where σC (respectively, πC ) is the variable ordering ordering of V(C) that is consistent with σ (respectively, π),
• or u1 = v1, and for each connected component C = (V(C), E(C)) of H − {v1}, πC is CW-equivalent to σC , where σC (respectively, πC ) is the ordering of V(C) that is consistent with σ (respectively, π).
Given a set of variable orderings Λ ⊆ EVO(ϕ), we use CWE(Λ) to denote the set of all variable orderings that are CWequivalent to some variable ordering in Λ.
Proposition 5.5. Let π be a variable ordering that is CW-equivalent to σ ∈ EVO(ϕ). Then, we have π ∈ EVO(ϕ) and faqw(σ) = faqw(π).
The following theorem shows the completeness part. 
Approximating faqw(ϕ)
Let P be the expression tree constructed from the query ϕ in the form (7) . We define notation that will be used through out this section. Let C be a node of the expression tree P . (This means C is a set of variables of ϕ, and all variables in C have the same tag.) Let L be the parent node of C (if any) in the expression tree P . We define the following sets:
in the subtree of P rooted at C.} (11)
If C has no parent then U (C) = ∅ by default. We think of the set SL,C as the contribution of all the nodes in the C-branch to L, and the set U (C) as the contribution of all the nodes in the C-branch to all the (strict) ancestors of C.
Next, for every node L in the expression tree P , define the hypergraph HL as follows.
• If L is a leaf node of P , then HL = H[L], the subgraph of H induced by L.
• If L is not a leaf node of P , then HL = (L, EL), where
In other words, EL is the set of all projections of S down to L for all hyperedges S for which S intersects L but not any descendant of L in the expression tree; and for each child C of L, EL also contains the projection onto L of the union of all hyperedges S that intersect (some descendant of) C.
Lemma 5.8. For any node L in the expression tree, faqw(ϕ) ≥ fhtw(HL) and faqw(ϕ) ≥ ρ * H (U (L)). Proof. To show the first inequality, by Corollary 5.7, it is sufficient to prove that faqw(σ) ≥ fhtw(HL) for any variable ordering σ = (v1, . . . , vn) ∈ LinEx(P ) and for any node L in the expression tree.
If L is a leaf node of the expression tree, then faqw(σ) ≥ fhtw(H) ≥ fhtw(HL) because HL is an induced subgraph of H. Now, suppose L is not a leaf node. For any child C of L, let k be the smallest integer such that v k belongs to some node in the subtree rooted at C. Then, due to the fact that σ ∈ LinEx(P ), if vj ∈ L then j < k. The set U σ k is precisely equal to U (C) ∪ {v k }. This is because each time we eliminate a vertex belonging to any node in the subtree rooted at C, we insert back a hyperedge interconnecting all its neighbors (to the next hypergraph in the hypergraph sequence). And so by the time we reach U σ k all of the nodes in U (C) belong to the same hyperedge of H σ k . It follows that (U σ k − {v k }) ∩ L = U (C) ∩ L = SL,C (since L ∩ L = ∅ for any ancestor L of L). From this observation we obtain:
= fhtw(HL).
In the above, τ is taken only over all variable orderings of L instead of the entire set [n]. We next prove the second inequality that, for any σ = (v1, . . . , vn) ∈ LinEx(ϕ), and any node C in the expression tree, we have faqw(σ) ≥ ρ * H (U (C)). As we have observed above, let k be the smallest integer such that v k ∈ C,
Theorem 5.9. Let ϕ be any FAQ query whose hypergraph is H and all variable aggregates are semiring aggregates. Suppose there is an approximation algorithm that, given any hypergraph H , outputs a tree decomposition of H with fractional hypertree width at most g(fhtw(H )) in time t(|H |, fhtw(H )) for some non-decreasing functions g, t. Then, we can in time |H| · t(|H|, faqw(ϕ)) compute a ϕ-equivalent vertex ordering σ such that faqw(σ) ≤ faqw(ϕ) + g(faqw(ϕ)).
Proof. We use the blackbox approximation algorithm for fhtw to construct a tree decomposition (TL, χL) for every hypergraph HL where L is a node in the expression tree. Then, from each of those tree decompositions, we construct a variable ordering σL for variables in the set L in the standard way. Finally, we construct the variable ordering σ for [n] by concatenating all the σL together in any way that respects the precedence partial order.
Suppose σ = (v1, . . . , vn) is the resulting variable ordering. Consider an arbitrary vertex v k . Let L be the node of the precedence tree that contains v k . Let B be the bag in (TL, χL) that v k belonged to when it was eliminated to construct σL. Then, using the same argument as in the proof of Lemma 5.8, we can show that
To see this, first consider the simpler case when L is a leaf node of the expression tree. Then, when we eliminate v k the set U k is the union of the sets S ∈ ∂(v k ). The part U k ∩ L is covered by B because within L the elimination algorithm works on HL. The part U k \ L is covered by the maximum residue left over from eliminating all vertices in L. The residue is precisely the set U (L), because every time we eliminate a vertex we collect all its neighbors together into a hyperedge. By the time the last vertex from L is eliminated, the entire set U (L) becomes a hyperedge. Now, if L is not a leaf node, the situation is exactly the same except for the fact that we work on the graph HL which is not necessarily the same as H[L]. The graph HL contains the restrictions on L of all the residues of the subtrees under L. Next, from Lemma 5.8 and from the fact that ρ * is subadditive, relation (14) implies ρ * H (U σ k ) ≤ ρ * (B) + ρ * (U (L)) ≤ g(fhtw(HL)) + faqw(ϕ) ≤ g(faqw(ϕ)) + faqw(ϕ).
Finally, faqw(σ) = max k∈[n] ρ * H (U σ k ) ≤ g(faqw(ϕ))+faqw(ϕ). ψ12ψ135ψ14ψ246ψ27ψ37. For simplicity, the dummy free variable X0 is ignored in this example. (1b) shows the first part of the compartmentalization step, where the first tag block is L = {1, 2}. After removing L, the query breaks into two connected components: the red and the blue. The expression tree at this point appears on the right. Each color is used to denote correspondence between parts of the query expression, hypergraph, and expression tree having that color. (1c) shows how to apply compartmentalization recursively on the red component, while (1d) shows the blue component compartmentalization. Proof of Proposition 5.5. Due to the fact that the different (conditional) connected components do not interact, when we run InsideOut on σ and π for all k ∈ [n], we have U σ k = U π k . This observation proves both claims.
Proof of Theorem 5.6. We only need to show that EVO(ϕ) ⊆ CWE(LinEx(P )) because the reverse containment follows from Proposition 5.5 and Theorem 5.3. Also, without loss of generality we can assume that the root of the expression tree F is empty, and it has one child node L. (If there were different connected components, they can interleave arbitrarily and we prove each of them separately.)
Fix an arbitrary σ = (v1, . . . , vn) ∈ EVO(ϕ). Then v1 ∈ L by Lemma 5.4. For each connected component C of H−{v1}, define a sub-query ϕC with variable ordering σC on the conditional factors {ψS(· | xv 1 ) | S ∈ E ∧ S ∩ V(C) = ∅} , where σC is the subsequence of σ obtained by picking out vertices in V(C). Let PC be the precedence poset of the expression tree for ϕC . By induction on the number of variables, we know σC ∈ EVO(ϕC ) ⊆ CWE(LinEx(PC )). Hence, there exists πC ∈ LinEx(PC ) that is CW-equivalent to σC .
The expression tree PC for ϕC consists of an empty root (with 'free' tag). This root has only one child node LC . The subtree rooted at LC is called an LC -subtree. Now, if we attach all the roots of all the LC -subtrees together, we will create a tree whose root R is the union of the LC . Then, we add v1 to the root R and add an empty parent to R then we will obtain exactly the expression tree P .
From this observation, we can pick a variable ordering π that is consistent with all πC such that π starts with v1, fol-lowed by variables in L − {v1}. It follows that π ∈ LinEx(P ) and π is CW-equivalent to σ.
B.3 Example of Completeness
Here, we give an example of component-wise equivalence (Definition 8) and the role it plays in completeness (Theorem 5.6).
Example 5. (Component-wise equivalence and completeness) Consider the following FAQ query with two different semiring aggregates ( and max) and three variables, all are bound.
ψ12ψ13.
(ψij above denotes an input factor whose support is {Xi, Xj}.) For this query, EVO(ϕ) = {(1, 2, 3), (1, 3, 2), (3, 1, 2)}. Ignoring the dummy free variable X0, the expression tree of ϕ consists of a root with the tag ' ' containing the variables {X1, X3} and a single child node with tag 'max' containing {X2}. Therefore, LinEx(P ) = {(1, 3, 2), (3, 1, 2)} ⊆ EVO(ϕ), as suggested by Theorem 5.3. Note that the original ordering (1, 2, 3) / ∈ LinEx(P ). However, (1, 2, 3) is componentwise equivalent to (1, 3, 2) (See Definition 8). Therefore, CWE(LinEx(P )) = {(1, 3, 2), (1, 2, 3), (3, 1, 2)} = EVO(ϕ), just as predicted by Theorem 5.6. Moreover, by Proposition 5.5, faqw((1, 2, 3)) = faqw((1, 3, 2)) = 1. Therefore, when searching for the variable ordering with the best FAQwidth, the ordering (1, 2, 3) is redundant, hence it is sufficient to consider LinEx(P ), just as suggested by Corollary 5.7.
