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Abstract
Image segmentation is the process of dividing an image into multiple parts
following one or more criteria, with the purpose of simplifying its analysis.
In robot grasping and object manipulation applications, the scene segmen-
tation is the very first step. It consists in detecting which parts of an image
represent objects and which one represents background. In this way, the
robot can successively try to recognize each object separately and formulate
a grasp hypothesis for each one of them.
This work is part of PaCMan (Probabilistic and Compositional Represen-
tations for Object Manipulation), an European project with the goal of de-
veloping algorithms to allow robots to autonomously manipulate and grasp
objects in domestic environments.
The segmentation system proposed in this thesis starts following the clas-
sic approach of detecting horizontal planes in the scene; then, instead of
directly removing them from the image, an average plane is computed and
everything underneath it is filtered out. In this way, assuming there is only
a dominant horizontal plane in the scene, the objects lying on it are isolated,
if any. The objects found are then separated with an euclidean clustering
algorithm. Also, some color-based clusters correction techniques are here
presented. They come in useful in the event of wrong clustering, although
they are valid only under some hypotheses.
i
Being online utilization a goal, the execution time has been kept in mind
since the beginning, and the choices made to reduce it are explained here.
Also, the whole segmentation algorithm is easily adaptable to parallel pro-
gramming patterns; this could be exploited in order to achieve real time
performances.
This thesis also includes a test environment used to measure the quality of
the results. The tests are performed using two object recognition and pose
estimation tools: the first makes use of global features, while the other one
uses local features and it’s meant to be used with a neural network. The
design of such a neural network for classification and its application in com-
bination with the aforementioned tools are part of this work.
Both of the object recognition tools require an object database to search into;
a database has then been built from the acquisitions of several objects, each
one of them from different angles.
ii
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Chapter 1
Introduction
Robotics is a young science that is growing and evolving quickly. It is start-
ing to enter people’s everyday faster than one might think. One of its roles is
to assist people in their work, for example speeding up production processes
or providing support in tasks that are hazardous for humans, like handling
harmful materials or lifting heavy objects.
Furthermore, robots can be of help to people who need assistance or during
the daily housework, such as cleaning the house, setting and clearing the
table, loading and unloading the dishwasher machine.
One of the robotics projects working towards these goals is the PaCMan
(Probabilistic and Compositional Representations for Object Manipulation)
project[2]. This project aims to develop algorithms to allow robots to au-
tonomously manipulate common objects in a domestic environment, being
those objects perfectly known by the robot, or just similar to the ones it
knows.
Being this task such an easy and natural action for humans, it may seem
simple but it represents an open challenge in the world of robotics. The
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robot needs to be equipped with sensors to make it correctly perceive what
surrounds it, in order to interact with the environment. With some cameras
it can observe a scene containing objects, but before trying to grasp them it
must locate and recognize them. And even before that, it needs to under-
stand what parts of the scene represent manipulable objects and what parts
do not. This process is known as image segmentation, and it is far from
being a trivial job for a robot. It is in fact particularly hard in cluttered
and occluded scenes, where objects are very close to each other and some of
them may obstacle the view on the others.
This thesis is part of the aforementioned PaCMan project and its objec-
tive is to develop a system for image segmentation, so it belongs to the very
first part of the robotic grasping process.
The images used are not simple bidimensional images like pictures, they
also includes depth information, thus they represent a tridimensional space.
These special images are stored in data structures called point clouds. Point
clouds can be considered a collection of points acquired from a single point
of view, so they actually represent a projection of a tridimensional space,
rather than a complete 3D model. For instance, the point cloud representing
the front view of an object will not contain any points belonging to its back
part, which is invisible from that view. Missing parts of a cloud, being that
occluded points or a consequence of the noise that affects the sensor, are a
concrete problem when detecting the correct geometry of a scene. In fact,
the geometrical characteristics of planes and objects have to be evaluated
using just the whole set of points, which is unstructured. Many algorithms
for processing point clouds are included in the Point Cloud Library [17],
widely used in this thesis; this library will be presented in Chapter 2. The
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sensors used to acquire point clouds, along with the details about how 3D
space information is stored, will be presented there as well.
Chapter 3 will illustrate a typical robotic grasping process, describing the
complete pipeline; this typically can be divided in two phases, one meant
to run online and one executed oﬄine. The latter consists in preparing two
objects databases, one for object recognition and pose estimation that con-
tains point clouds of known objects from several points of view and one for
grasping retrieval, containing simulated and ranked grasps for each object
in the first database. The online phase makes use of these databases to find
a suitable object candidate using a point cloud segmented from the scene
and an appropriate grasp for it. In the same chapter the role of the segmen-
tation inside the grasping pipeline will be highlighted, splitting it into more
specific steps.
The proposed segmentation approach starts with detecting the planes in
the scene; under the hypothesis that objects lie on a dominant horizontal
plane, the idea is to filter the parts of the point cloud underneath it, isolat-
ing the objects. Then, the rest of the cloud is segmented with a clustering
algorithm, obtaining a set of clusters representing the objects in the scene.
Each one of these phases will be analyzed in details in Chapter 4. There
will be explained all the algorithms used in the segmentation phase, but not
before having depicted an important characteristic they all exploit: point
cloud organization. The same chapter will also present some cluster refining
techniques in which the object’s color can be used to improve the clustering.
Objects segmented from the scene, as said, have to be compared with the
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clouds present in the objects database. This is not done comparing raw point
clouds, but using features. A feature, in the context of computer vision, is
a piece of information which is relevant for solving a computational task re-
lated to a certain specific application. In point cloud recognition, a feature
is a set of metrics computed on a point cloud so that a distance between
two clouds in the space of the feature can be consistently used to measure
the similarity between the clouds. Typically, features are based on some ge-
ometrical evaluations between the points in the cloud. A major distinction
can be made between global and local features. The former use all the points
in the cloud individually, to produce a single vector that describes the entire
cloud, the latter produce a descriptor constructed with multiple points, con-
sidering their geometrical neighborhood and thus describing multiple local
regions. While more robust to occlusion and clutter, local features are more
computationally expensive than global features. Chapter 5 will present a
testing environment based on the combination of global and local features
along with a neural network for object recognition that works on local fea-
tures.
Finally, Chapter 6 will focus on how the object database has been created
and how tests have been conducted; there will be presented some results,
analyzing in depth some aspects like precision and execution speed.
4
Chapter 2
3D Representation: Point
Clouds
The way humans perceive the environment they’re immersed in makes them
able to easily interact with it. Thanks to the simultaneous use of both eyes,
they can reconstruct inside the brain a tridimensional representation of what
they see. This process, known as stereopsis, is the result of the binocular
summation, an ability of individuals that possess binocular vision. Depth
perception is achieved considering the horizontal parallax between the two
slightly different images provided by each eye.
The artificial reproduction of these phenomena with cameras, which may
be referred to as computer stereo vision, is quite computationally com-
plex and algorithms based on it perform poorly from an execution speed
perspective[14]. Design of efficient implementations of this stereoscopic vi-
sion is, indeed, an active research area.
On the other hand, computer vision algoritmhs based on single images elab-
oration work on just a bidimensional projection of a 3D space. This makes
5
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them unable to distinguish between a real object and a picture of the same
object applied on a certain surface (e.g. a bottle and a print representing it
on a mug, like shown in Fig. 2.1).
Figure 2.1: Example: a model representing a beer bottle is successfully
matched in the picture representing it. However, the geometry of the object
has been completely misinterpreted. Image taken from [15]
Another problem of working with single image is that the exposure to light
can heavily affect the result of the objects detection in a scene, like in Fig.
2.2.
Figure 2.2: Example: in this underexposed scene, although the view on
the object is clear, the beer bottle model is not matched due to the color
variation caused by darkness. Image taken from [15]
6
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A different approach is to work on point clouds, rather than on bidimen-
sional images. These data structures can describe a tridimensional space
using a set of points with coordinates.
The next section presents the RGB-D sensors used to acquire point clouds,
while the data type itself, along with the library used to manipulate it, will
be introduced in the rest of this chapter.
2.1 RGB-D Sensors
An RGB-D sensor is a device capable of providing, for each point, color
information (i.e. like the pixel of an RGB image) as well as its estimated
depth. Although this can be achieved using a variety of technologies, the
focus here will be on time-of-flight devices.
These devices compute the distance from a surface by hitting it with an
infrared light pulse generated by a laser and observing the light round-trip
time. Basically, this is done pointing an infrared camera towards the area
hit by the laser and measuring how much time passes between the pulse
generation and its detection by the camera. The distance from the point
can then be estimated knowing the speed of light. Another way to detect
distances is to analyze how a known emitted pattern reflects on a surface,
instead of computing the round-trip time.
The Microsoft Kinect and ASUS Xtion PRO (fig. 2.3a and 2.3b) both belong
to this category of devices. They make a licensed use of the PrimeSense
technology [11]. Being available at a very low price, especially if compared
to previous similar devices, these sensors quickly reinvigorated interest in
applications like virtual reality, Natural User Interfaces and 3D mapping.
A common problem with this type of devices is that they are very sensible
to refraction. When shiny surfaces (e.g. metal surfaces) are hit by infrared
7
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(a) Microsoft Kinect (b) ASUS Xtion PRO
(c) Microsoft Kinect internal structure
Figure 2.3: 3D sensors. Images taken from manifacturers websites
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light, they are not correctly detected by the sensor, leaving empty holes in
the acquired images. An example of this phenomenon can be seen in Fig.2.4.
Figure 2.4: Example of refraction problem on a metal kettle. Parts of the
object (on the left) are missing in the acquired 3D image (right).
The sensor used in this thesis is the ASUS Xtion Pro. It can provide a
VGA(640X480) images stream at 30 frames per second and has a field of
view of 58 degrees vertically and 45 degrees horizontally. The suggested
distance of use is between 0.8m and 3.5m [1]. The depth accuracy is 3mm,
i.e. two points with a distance in depth smaller than that will be considered
equally far from the device.
An RGB-D camera like the Xtion Pro provides a stream composed of a
VGA RGB image and a depth value for each point in the image. This can
be presented like a depth image like in Fig. 2.5 or can be combined with
color information into point clouds.
9
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Figure 2.5: A depth image obtained from an RGB-D sensor pointed towards
a person. The farther a point is from the device, the darker it appears in
the image
2.2 Point Cloud Data
A point cloud is a data structure used to represent a set of multidimensional
points. A typical use for it is to represent spatial coordinates, so to have a
collection of 3D points. Point clouds obtained with RGB-D devices can also
contain color information, like those used in this thesis. The point cloud
acquired from an RGB-D camera is just a projection of the tridimensional
space towards the camera; thus, it is just a partial view of that space. This
can be observed in Fig.2.6, where an example point cloud of a glass on a
table is shown. In Fig.2.6a the point of view is almost perfectly aligned with
the camera perspective. However, Fig.2.6b and 2.6c reveal the obstructed
parts of the space, invisible during the acquisition.
10
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(a) A point cloud, front view.
(b) A point cloud, view from above. (c) A point cloud, side view.
Figure 2.6: An example point cloud of a glass on a table. The front view
(top) is the view from the camera. Both the view from above (bottom-left)
and the side view (bottom-right) reveal the tridimensional structure of a
point cloud. There are several missing parts of the represented space that
were obstructed during the acquisition, like the sides of the table and the
floor behind it, and the back part of the glass.
11
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The data structure examined here is the same introduced by the PCL,
the Point Cloud Library [17], which will be described later.
Point clouds contain a header which includes some useful data fields:
• width: specifies the width of the point cloud, expressed in number of
points. It has two meanings:
– it specifies the number of points per row if the cloud is organized1;
– it specifies the total number of points in the cloud if the cloud is
not organized.
• height : specifies the height of the point cloud, expressed in number of
points. It has two meanings:
– it specifies the number of rows in the cloud if this is organized ;
– it is set to 1 if the cloud is not organized.
• is dense: a boolean that specifies whether all the points in the cloud
contains valid (i.e. finite) data, or they can also contain Inf or NaN
values.
• sensor origin: specifies the position of the sensor used for the cloud
acquisition.
• sensor orientation: specifies the orientation of the sensor used for the
cloud acquisition.
The last two fields are optional and not used by most of the algorithms
included in the Point Cloud Library.
1A point cloud is organized if it has a matrix-like structure, similarly to how a tradi-
tional image is organized in pixel. This is a very important property that will be better
explained later in Chapter 4, as it is going to be exploited by all the algorithms in this
work.
12
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After the header comes the list of points, all of which belong to the same
type; the type used in this thesis for the acquisition is Point<XYZRGB>,
meaning that a point contains both x, y, z spatial coordinates and a color,
expressed in RGB channel values.
2.3 The Point Cloud Library
The Point Cloud Library is an open-source library released in 2011 by R.B.
Rusu and S. Cousins [17]. it is written in C++ and contains many state-of-
the-art algorithms in the subject of 3D perception.
It is fully templated, featuring point clouds of custom types. This means
that a user can define a new type of point and work with custom point
clouds, as long as the algorithms make sense on those new point types.
However, several point types are already implemented; among the others,
here are some of the most important in the context of this thesis:
• Point<XYZRGB>: as seen above, this is the type used for the acqui-
sition. It can represent spatial coordinates with 3 32-bit floats and
stores an RGB color in a 32-bit value, with 8 bit for the R, G and B
channels, and an additional channel that can be used for the alpha,
the transparency/opacity value.
• Point<Normal>: this type stores information about the normal to the
surface in a certain point. It is one of the most important types, as
it is used by several algorithms to detect some geometric properties of
the cloud. Its use will be explained in details in Chapter 4
• Point<FeatureType>: a cloud can also be formed by some features
computed to describe the geometry of a point and its neighborhood.
The normal point seen previously is an example of feature, but there
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are several others. Basically, the use of features is needed when a
comparison between similar points or, better, groups of points must
be done. The similarity can be described by means of different features
and analyzed during object recognition and pose estimation. These
aspects will be covered in Chapter 5.
• Histogram: this type does not represent a point in a strictly geomet-
rical sense, it can indeed be used to store generic information and
will be useful in the object recognition and pose estimation phases, in
combination with features. Chapter 5 will give more details about its
utilization.
As said, the library comes with many state-of-the-art algorithms, divided in
modules. This allows the programmer to include only the feature he needs.
Here are listed some of the modules of interest:
• pcl common: contains all the data structures and the basic algorithm
that manipulate them, so this module is needed by all the others. The
very basic class PointCloud<PointType> is defined in the pcl common
module. Also, it contains all the common geometrical and algebraic
operations, most of which are wrappers for methods coming from Eigen
[12], the library for linear algebra which PCL is based on.
• pcl io: this module allows PCL to interact with both storage mem-
ory and I/O devices such as RGB-D camera. This is done thanks to
OpenNI, an open-source library which provides drivers for sensors like
the Kinect and the Xtion Pro. Particularly useful is the class Grabber,
which abstracts the source of point clouds, being that a peripheral or
the disk and provides a stream of clouds at a given rate.
14
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• pcl visualization: this part includes a set of visualization tools
based on the VTK library.
• pcl feature: contains algorithms for computing all the most common
features used in the literature, including normals and global/local fea-
tures.
• pcl segmentation: this module contains algorithms for segmentation.
The segmentation methods illustrated in this thesis are all obtained
combining and modifying these algorithms, as explained in Chapter 4.
• pcl sample consensus: contains methods to identify inside point clouds
some basic geometric shapes like planes, spheres, cylinders, among oth-
ers.
• pcl kdtree: this module implements all the data structures and the
algorithms to create and handle k-d trees. These are data structures
used to partition a k-dimensional space, thus organizing k-dimensional
points inside of it. It is a very important structure based on binary
trees, and most of the algorithms of PCL use it, included the feature
estimation ones. Although not being used in the segmentation algo-
rithms of this work, k-d trees will be better analyzed in Chapter 4.
15
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Segmentation in Grasping
Applications
The problem of finding a suitable grasp for an object among a large set of
grasp configurations is known as grasp synthesis. It is a challenging problem
that has been approached in many different ways by the robotics commu-
nity.
The first great distinction can be done between analytic and data-driven
methodologies[7]. The first refers to methods that construct force closure
grasps with multi-fingered robotic hands that are dexterous1, in equilibrium,
stable and with a certain dynamic behaviour. Then the problem is treated
like a constrained optimization over criteria that measure one or more of
these grasp properties, producing a grasp map as result.
On the other hand, in data-driven approaches (also known as empirical)
grasp candidates for an object are sampled and ranked according to some
1Dexterous Manipulation is an area of robotics in which multiple manipulators, or
fingers, cooperate to grasp and manipulate objects. A distinguishing characteristic of
dexterous manipulation is that it is object centered. That is, the problem is formulated
in terms of the object to be manipulated, how it should behave, and what forces should
be exerted upon it. [6]
16
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specific metric. This needs some existing grasp experience that can be
a heuristic or generated in simulation or on a real robot. It is, thus, a
knowledge-based approach.
A common description of a grasp is done using the following parameters:
• the grasping point of the object which the tool center point (TCP)
should be aligned with;
• the approach vector which describes the 3D angle the robot hand ap-
proaches the grasping point with;
• the wrist orientation of the robotic hand;
• an initial finger configuration
The big difference between various data-driven approaches is in how the set
of grasp candidates is sampled, how the grasp quality is estimated and how
good grasps are represented for future use.
Conceptually, this work belongs to a data-driven grasp synthesis system.
The next sections will introduce the grasping pipeline, showing the contri-
bution of the segmentation to the process, and then the segmentation phase
itself will be better analyzed and its pipeline will be illustrated.
3.1 Grasping Pipeline
A functional view of a typical grasping pipeline can be seen in Fig. 3.1. A
first division can be observed between oﬄine and online phases.
17
CHAPTER 3. SEGMENTATION IN GRASPING APPLICATIONS
Figure 3.1: Typical functional flow-chart for a system with oﬄine generation
of a grasp database. Object models are stored in a database and grasp
hypotheses computed oﬄine. The scene is segmented online, as well as
object recognition and pose estimation. If an object is correctly detected,
the corresponding grasp hypothesis is retrieved and verified.
The oﬄine phase basically consists in building two databases, one of
which will be used for the object recognition and pose estimation, while the
other one will contain a set of suitable grasps for each object in the first
database. The first database, being used for pose estimation, contains the
acquisitions of known objects from many different points of view; such a
18
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database has been built during this thesis and its description can be found
in Chapter 6. The grasps database is not analyzed here, instead.
There are a large number of different approaches to grasp generation.
Many of them typically assume that a 3D model of the objects is available,
then the challenge is to automatically generate a set of good grasp hypothe-
ses. This consists in exploring the infinite space of hand configurations and
ranking the suitable ones according to a metric called -metric [9]. This
metric constructs the grasp wrench space (GWS) by computing the convex
hull over the contact points between the hand and the object and ranks the
quality of a force closure grasp by quantifying the radius of the maximum
sphere still fully contained in the GWS.
After that, the grasps hypotheses are stored with their rank in the object
grasp database that will be exploited during the online phase.
It is during the online phase that the system actually interact with the
environment. This phase can be split in three distinct tasks that have to be
completed before executing a grasp: scene segmentation, object recognition
and pose estimation and grasp selection and reachability filtering. The next
section will focus on the scene segmentation task, while the object recogni-
tion and pose estimation will be illustrated in Chapter 5. The grasp selection
and filtering will not be analyzed here; however, its role is to retrieve one or
more ranked grasp hypotheses and verify their practicability. In fact, not all
the grasp hypotheses from the set might be feasible in the scene the robot
is working on.
19
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3.2 Segmentation Pipeline
The segmentation of point clouds into foreground and background is a funda-
mental step in robotic grasping application and, in general terms, in process-
ing 3D point clouds. Given a point cloud, the objective of the segmentation
process is to cluster points with similar characteristics into homogeneous
regions. These isolated regions should be meaningful. The segmentation
process is helpful for analyzing the scene in various aspects such as locat-
ing and, consequently, recognizing objects through feature extraction and
classification. However, segmenting objects in 3D point clouds is not a triv-
ial task. The point cloud data are usually noisy, sparse, and unorganized.
Moreover, due to the limitations of the 3D sensors, the foreground is often
highly entangled with the background. These problems present a difficult
challenge when designing a segmentation algorithm. Defining a precise sce-
nario is then necessary in order to restrict to the set of possible cases the
algorithm is going to face. The context in which this application is going to
work is a table top scene with objects on it. The major assumption made
is then that the scene contains a single dominant plane, represented by the
table top.
The adopted segmentation pipeline, shown in Fig.3.2, is composed of the
following steps:
• passthrough filtering ;
• normals estimation;
• plane segmentation;
• clustering.
20
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Figure 3.2: The adopted pipeline for the segmentation task. The scene comes
directly from the RGB-D device, it is thus the point cloud representing the
current frame. The scene is then filtered, i.e. points too close to or too far
from the device are removed. After that, the normals are computed in order
to detect and segment the planes in the scene. The final step, the clustering,
produces a set of point clouds extracted from the frame, each one of them
representing an object candidate.
Each step is now going to be illustrated, while the implementation details
will be explained in Chapter 4.
3.2.1 Passthrough filtering
The passthrough filtering is the very first operation executed on the scene
frame. As said in Chapter 2, the suggested distance of use for the Asus sensor
21
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is between 0.8m and 3.5m; however, the resulting acquired point clouds will
contain many points outside that interval. The noise that affects the sensor
grows with the distance from the device, so basically a raw point cloud
includes a large amount of noisy points that badly represent the geometry
of the scene. Besides that, in grasping application the distance between the
robot and the table is much smaller than the upper limit of the suggested
interval, so the scene can be filtered including only the point comprised
in a shorter range of distances. This introduces another advantage, apart
from excluding noisy zones: it drastically reduces the number of points the
successive steps are going to work on, so there is another reason, strictly
computational-wise speaking, for filtering the input cloud.
The filtering is a very basic operation. Being the coordinates of the points
in the cloud defined with respect to the device reference frame (Fig. 3.3),
the depth of a point can be approximated with its Z value.
Figure 3.3: The device reference frame: the z-axis points outside the device,
so a depth filtering results in a z-value filtering.
Filtering is thus reduced to visiting each point in the cloud and checking
whether its Z value belongs to the desired interval (filteringThmin, filteringThmax).
22
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If it doesn’t the point is not removed from the cloud, but invalidated setting
its XY Z values to NaN ; the reason for that is to preserve a very important
characteristic of the cloud that needs to be exploited, the organization. as
discussed in Chapter 4.
The process can be described as follows:
Algorithm 1: Passthrough filtering
Data: point cloud Pn =
{
p1,p2, · · · ,pn
}
Result: filtered point cloud Pn
begin
for pi ∈ Pn do
if zi < filteringThmin and zi > filteringThmax then
xi ←− NaN
yi ←− NaN
zi ←− NaN
3.2.2 Normals estimation
Normals estimation is a fundamental passage in order to reconstruct the
geometry of the scene. The normal to a surface is defined as a unit vector
that points outside of the surface. To estimate the normals of a point cloud
means computing, for each point, a normal to a surface centered in that
point. Of course, the surface centered in a point is just an approximation;
the problem of estimating the normal at a certain point can then be recon-
ducted to the problem of approximating the surface.
It is thus necessary to introduce the concept of neighborhood.
Geometrically, the neighborhood of a query point Pq is the set of points
P k =
{
pk1, · · · ,pkn
}
, with n capped to a given k, that are closer to the query
23
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point than a given threshold dth, i.e. such that
∥∥∥pki − pq∥∥∥ ≤ dth (3.1)
The choice of the distance threshold is fundamental because it determines
the number of points used to approximate the surface around the query
point, like having a radius around it (Fig.3.4). Considering a radius too
large results in having a bad surface approximation and imprecise normals.
Fig.3.5 depicts the consequences of a bad threshold choice. If it is taken too
large, like in the right picture, the surface considered is a plane fitted on too
many points, resulting in bad normals close to the edge of the table. An
example of good estimation is shown in Fig. 3.6.
Figure 3.4: The distance threshold works like a radius around the query
point. Up to k points within the radius contribute to the normal estimation
in the query point.
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Figure 3.5: Two examples of estimated normals on the same scene; on the
left is shown a good choice, resulting in nice normals. On the right, bad
normals close to the table’s edge are the consequence of a threshold too
large.
Figure 3.6: Normals estimated on a point cloud representing a mug. The
normals are consistent with the geometry of the object
The importance of neighborhood estimation raises a question: given a point
cloud, what are the correct thresholds values that should be used in deter-
mining the set of neighbors of a point? This issue constitutes a limiting
factor in the automatic estimation (i.e., without user given thresholds) of
normals, as well as in almost every other step of the whole segmentation
process.
Other considerations can be made from an implementation-wise perspective.
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There are several methods for retrieving the neighbors of a point, each one
of them having advantages and drawbacks. A discussion in depth of these
aspects will be presented in Chapter 4, along with an explanation for the
choices made and the adopted algorithms details.
3.2.3 Plane segmentation
Man-made environments tend to be primarily composed of planes. The de-
tection of planes is a crucial step in 3D perception applications such as vision
systems for automated vehicles, environmental 3D reconstructions or, as in
the context of this thesis, grasping applications. The problem of detecting
planes in a scene is a specific case of the general problem of fitting geo-
metrical primitives (e.g. spheres, cones, cylinders, etc.) within the points
of the cloud. The results of such a task are strongly dependent from two
factors: i) the complexity of the model that is being searched for; ii) how
noisy the point cloud is. To save some time, some algorithms set an upper
bound to the number of iterations when trying to fit a model. It is the case
of RANSAC [10], a widely used algorithm that can approximate the sensed
data with a geometrical primitive well enough within some error bounds.
The reasons why this segmentation and simplification of data has an ex-
treme importance can be better understood in the context of the final goals
of a grasping application. Replacing the points belonging to flat surfaces
with large 2D polygons would reduce the number of some computations sig-
nificantly; for instance, when checking how a certain point is placed with
respect to a given plane, instead of estimating the distances to all the points
belonging to that surface, the system would just need to estimate one dis-
tance, the one to the plane.
Planes can be conveniently represented with their Hessian normal form,
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obtained from the general equation of a plane
ax+ by + cz + d = 0 (3.2)
defining the constant p = d√
a2+b2+c2
and the unit normal vector nˆ = (nx,ny,nz),
with
nx =
a√
a2 + b2 + c2
ny =
b√
a2 + b2 + c2
nz =
c√
a2 + b2 + c2
(3.3)
The Hessian form is then defined as
nˆ · x = −p (3.4)
It is particularly useful when computing the distance of a given point x0
from the plane, as it is given by
D = nˆ · x0 + p (3.5)
The sign of D also reveals which half-space contains the point. If D is posi-
tive, x0 stands in the half-space determined by the direction of nˆ, otherwise
x0 is in the other half-space.
An example of plane segmentation can be seen in Fig. 3.7. The two domi-
nant planes in the cloud are correctly segmented.
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Figure 3.7: Planes segmented from a point cloud representing a table with
an object on it. Two planes are detected, the floor and the table top (colored
respectively in red and green)
From this point on, it is possible to make some assumptions about the rest
of the scene. As said, knowledge about the scenario the robot is facing
makes some reasoning easier; for example, one may decide that the highest
plane in the scene that contains at least a specified amount of points is a
table top, so a first basic segmentation can be done separating everything is
over the table height from what stands below it. The adopted method does
something that is similar to this. Its details will be presented in Chapter 4.
3.2.4 Clustering
Clustering is the final part of the segmentation process; it consists in divid-
ing a whole point cloud into smaller parts that can be separately analyzed.
It is here that the object candidates are isolated to be successively presented
to the recognition phase.
Being the clustering task an advanced phase within the segmentation pipeline,
this method heavily relies upon some scenario-specific knowledge. In fact,
some reasonings have to be made on the application’s objectives. Consider-
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ing the grasping process, a basic example comes from the previous section:
knowing that objects may lie on a table top, makes sense to ignore during
the segmentation the points below the detected table level. Other consid-
erations can be made observing the typical size interval of the objects to
manipulate, in order to exclude the clusters that don’t fit in that range.
Aside from that, the clusters building itself depends on what have to be
done, the a-priori knowledge is not used just for filtering the resulting clus-
ters.
Many clustering methods rely on spatial decomposition techniques that find
subdivisions and boundaries to allow the data to be grouped together based
on a given measure of proximity. This measure is usually represented as a
Minkowski norm, with the most popular instantiations being the Manhattan
(L1) and Euclidean (L2) distance metrics. The Euclidean distance between
two points pi and pj is defined as
‖pi − pj‖ =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (3.6)
Defined that, the system can differentiate two point clusters using the eu-
clidean distance. Mathematically speaking, in a point cloud P two euclidean
clusters Ci = {pi ∈ P} and Cj = {pj ∈ P} are distinct if
min ‖pi − pj‖ ≤ dth (3.7)
where dth is a maximum distance threshold. A simple data clustering ap-
proach in an Euclidean sense can be implemented by making use of a 3D
grid subdivision of the space using fixed width boxes, or more generally, an
octree data structure. This data structure is quite easy to build from a point
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cloud, and can be used for a simple retrieval of close points. However, in
this thesis octrees are not used, as all the segmentation algorithms exploit
an important characteristics of point clouds: the organization. This feature
allows the retrieval of neighborhood points with a direct access to the cloud
without the need for particular data structure, thus avoiding to build an
octree and to search into it.
Chapter 4 introduces the concept of organization and describes how ap-
proaches that make use of it are different from those that use octrees. All
the algorithms adopted in this thesis will be depicted as well, along with
implementation details.
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Organized Point Cloud
Segmentation
In this chapter all the algorithms used in the adopted segmentation pipeline
are introduced, as depicted in Fig. 3.2. All of them exploit the organization
characteristic of point clouds. This feature is now going to be illustrated
along with a method to retrieve neighborhood points that is different than
octree-based approaches. Since the passthrough filtering doesn’t take advan-
tage of point cloud organization, it is not better analyzed here. In any case,
it is a very simple procedure and the presentation in Section 3.2.1 is detailed
enough, within the context of this thesis.
4.1 Point Cloud Organization
As said in Chapter 2, an organized point cloud presents a matrix-like struc-
ture. It is not just a set of points with spatial coordinates, it can be con-
sidered a special image in which each point has bidimensional coordinates,
similarly to a pixel in a frame, and also tridimensional coordinates that
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locate it in the real space. Such point clouds contain then two reference
frames: one, along uˆ and vˆ axes, defines the position of the point with re-
spect to the image reference frame; the other one defines the spatial position
of the point using xˆ, yˆ and zˆ axes. The spatial position is measured by the
device, so it is expressed with respect to the device reference frame (Fig.
3.3). The image frame is instead defined by the width and height attributes
of point clouds, introduced in Section 2.2. The two reference frames are
illustrated in Fig. 4.1: the two points highlighted are neighbors considering
their uv coordinates (they are adjacent along their v coordinate) but have
distinct spatial xyz coordinates.
Figure 4.1: Reference frames on an organized point cloud. The cloud has
WIDTH × HEIGHT points, organized like a bidimensional array. Each
point defined by its uv coordinates has a set of spatial xyz coordinates
Being the point cloud stored in memory like a bidimensional array ofWIDTH×
HEIGHT elements, the retrieval of a point knowing its indices can be done
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with a direct access to memory. This is a great advantage over the adoption
of an octree, where the tree must be visited to search for neighbor points.
The drawback of this approach is basically that there is no guarantee that
two neighbor points in uv space are also neighbors in the xyz space, espe-
cially around object’s and plane’s edges, where small steps in uv coordinates
can result in a great leap in spatial position, if the neighbor point belongs
to a far surface, e.g. the background. The uv and spatial neighborhood
typically coincide, though, for large areas of regular surfaces.
This fast access to neighbor points can be exploited for the fast compu-
tation of normals, segmentation of planes, and euclidean clustering. The
techniques adopted in this thesis make use of this method in an effort to
reduce execution time, being the segmentation system part of the online
phase in the robotic grasping process.
4.2 Normal Estimation
In Section 3.2.2 it’s been introduced the problem of estimating a normal to
a surface in a given point lying on it. As said, it is a problem of approx-
imation of a plane using the point’s neighborhood, strongly influenced by
how large a radius around the point is taken. This corresponds to having a
number of neighbors dependent on how many points are comprised in that
area. Having an organized point cloud, though, reduces this to simply de-
termine how many points to consider. Considering the uv neighborhood, in
fact, the number of neighbors of a point pij is constant and established. For
instance, considering a radius of k, the neighborhood of a point pi¯j¯ is the
set of points pij with i ∈ (¯i− k, i¯+ k) , j ∈ (j¯ − k, j¯ + k), corresponding to
a rectangular area.
Of course, that rectangular area will contain points that can have a high
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variance even if they all lie on a large enough plane, due to the noise that
affects the sensor. In an effort to reduce the impact of the noise on the
data, a typical technique is considering a moving window centered on the
query point and compute an average of the point values, smoothing the
area. Having a rectangular window with the neighbors of a query point is
an advantage because points can be directly accessed but it still implies the
necessity to visit all of them to compute the average value.
This can be avoided with the adoption of integral images, as introduced
by Holzer et al.[13]. An integral image IO associated to an image O al-
lows to compute the sum of all values of O within a rectangular window
R(ms,ns)→(me,ne) accessing only four elements of the image, corresponding
to the vertices of the rectangle, as shown in Fig. 4.2.
Figure 4.2: The sum of a 2D region can be efficiently computed from an
integral image by accessing only four data elements in memory which cor-
respond to the for corners of the rectangular region.
Each element of the integral image IO(m,n) is in fact defined as the sum
of the elements in a rectangular area between O(0, 0) and O(m,n):
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IO(m,n) =
m∑
i=0
n∑
j=0
O(i, j). (4.1)
The average value within a region can be computed as
S(IO,m, n, r) = 1
4r2
·
(
IO(m+ r, n+ r)+
−IO(m+ r, n− r)+
−IO(m− r, n+ r)+
+IO(m− r, n− r)
)
,
(4.2)
where (m,n) defines the center and r the inner radius of the rectangular
region. A big advantage of using integral images for averaging is that its
processing speed is independent of the size of the smoothing area since al-
ways the same amount of memory accesses are needed. Therefore, varying
smoothing sizes can be used depending on the characteristics of the consid-
ered point and its neighborhood.
The adopted method for estimating the surface normal ~np at a point p at
image location (m,n) is to compute the 3D vector ~vp,h between the left and
right neighbor as well as the vector ~vp,v between the upper and lower neigh-
bor of p and then computing the cross-product between these two vectors:
~np = ~vp,h × ~vp,v. (4.3)
The concept is depicted in Fig. 4.3.
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Figure 4.3: Estimation of a surface normal as cross-product of the vectors
between the horizontal and vertical neighbors of the query point.
Due to the noise affecting depth data, this would lead to noisy normals. For
this reason, the z-components of the vectors are smoothed exploiting the
integral images average computation in Eq. 4.2. Defining the portions of
the organized point cloud containing x, y and z values respectively as Px,
Py and Pz, the horizontal and vertical vectors are computed as:
~vp,h,x =
Px(m+ r, n)− Px(m− r, n)
2
~vp,h,y =
Py(m+ r, n)− Py(m− r, n)
2
~vp,h,z =
S(IPz ,m+ 1, n, r − 1)− S(IPz ,m− 1, n, r − 1))
2
~vp,v,x =
Px(m,n+ r)− Px(m,n− r)
2
~vp,v,y =
Py(m,n+ r)− Py(m,n− r)
2
~vp,v,z =
S(IPz ,m, n+ 1, r − 1)− S(IPx ,m, n+ 1, r − 1))
2
,
(4.4)
where IPz is the integral image of the z-components point cloud.
The normals are then estimated using the cross product, as in Eq. 4.3.
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4.3 Plane Segmentation
Both the plane segmentation and clustering phases make use of a common
method, the connected component algorithm introduced by Trevor et al.[20].
This method shares some similarities with the graph-based technique pre-
sented by Felzenszwalb and Huttenlocher[8] for 2D image segmentation, in
which the problem is approached imposing a graph structure to the image;
the graph presents a 4-way connection between nodes, forming a structure
similar to a grid. Then the edge weights can be computed using various
predicates to achieve different type of segmentation.
The connected component algorithm adopts a fixed 4-connected grid be-
tween the points of the cloud, exploiting the matrix-like structure of orga-
nized point clouds. The algorithm is illustrated next.
4.3.1 Connected Component Algorithm
Considering an organized point cloud like a bidimensional array of points,
it will be denoted here as P(u, v), where u and v are the point coordinates
in the image reference frame. The neighbor of a point, for instance the
left neighbor, can then be obtained in constant time accessing the cloud in
position P(u− 1, v).
The algorithm works by partitioning the cloud P into a set of segments
S. This is done by creating an integer label L for each point in the cloud,
denoting with L(u, v) the label for a point at P(u, v). Points with have
missing or invalid data can be excluded by using an invalid label such as
NaN . As seen in Section 3.2.1, in fact, the passthrough filter sets the values
of points filtered to NaN , to preserve the cloud organization.
All the points with the same label at the end of the algorithm are assigned to
the same segment, i.e. if P(u1, v1) ∈ Si and P(u2, v2) ∈ Si , then L(u1, v1) =
37
CHAPTER 4. ORGANIZED POINT CLOUD SEGMENTATION
L(u2, v2). To decide whether two points share the same label or not, a
comparison function C, specific for each segmentation task, is defined:
C(P(u1, v1),P(u2, v2)) =

true if similar
false otherwise
(4.5)
If C(P(u1, v1),P(u2, v2)) = true, then L(u1, v1) = L(u2, v2), else L(u1, v1) 6=
L(u2, v2). If the comparison function returns false, a new label is created.
The algorithm works as follows:
it begins by assigning the first point in the cloud with valid data with label
0. Each point in the first row and column of the cloud is then compared
with its neighbor using the specified comparator C, to assign labels.
The remainder of the points are treated by examining their two neighboring
points P(u1 − 1, v1) and P(u1, v1 − 1), as in a 4-connected grid. In case of
positive comparison with both neighbors (above and to the left), their labels
must be merged with that of the current pixel, as these should be part of
the same segment. An example of such a situation is shown in Fig. 4.4.
To do that, a second pass of the algorithm is performed to merge labels,
assigning the lowest applicable label to the region. The final output is the
connected-component label image L(x, y)
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Figure 4.4: An example where two labels must be merged, if the pixel high-
lighted in blue matches both the neighbor above and to the left, shown in
green. Merging is performed in the second pass of the algorithm.
4.3.2 Connected Component Plane Segmentation
The connected component algorithm is used to segment planes; the approach
in [20] to planar segmentation begins by computing the planar equation 3.2
for each point with a valid surface normal. Normals are previously com-
puted with the method in Section 4.2. So for each point p is possible a
representation like:
p = {x, y, x, nx, ny, nz} ,
where nx, ny, nz are the spatial normal components. Then, the perpendicu-
lar distance to this point is computed by the dot product:
nd = {x, y, z} · {nx, ny, nz} ,
giving a representation of the point with all the elements of the plane equa-
tion:
p = {x, y, x, nx, ny, nz, nd} .
39
CHAPTER 4. ORGANIZED POINT CLOUD SEGMENTATION
The metrics used when comparing two points are i) the angular distance
between normal directions; ii) the distance between the d components of
the plane equations. For having a positive comparison, both of the distances
must be smaller than two defined threshold threshnormal and threshrange.
The angular distance between normals is given by the dot product1:
distnormal(p1, p2) = p1n · p2n
distrange(p1, p2) = |p1nd − p2nd |
Now the comparison function for plane segmentation can be defined :
C(p1, p2) =

true if ((distnormal < threshnormal)
&&(distrange < threshrange))
false otherwise
(4.6)
The connected component algorithm is then executed as described in the
previous section, resulting in a set of labeled segments L(u, v) correspond-
ing to connected components in plane space. The approach so far can be
thought of as “smooth surface” segmentation rather than planar segmen-
tation, having examined only the local information. In fact, the segments
obtained can be only locally planar. The next step is to filter out segments
that have less than a certain amount of points, defined by a min inliers
parameter, and to exclude those segments that are smooth but not planar,
computing the curvature and defining a max curvature threshold.
1The threshnormal is actually defined as the cosine of the desired angle, in order to
avoid computing the inverse cosine of the dot product for each point.
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4.3.3 Table Top Detection
The segmentation phase, as said, is very specific and adapted to the grasping
scenario. The greatest hypothesis made about the scene is that objects lie
on a dominant horizontal plane, i.e. the table top. This introduces a sim-
plification in the process, making possible some assumptions. For instance,
objects are not expected to be on planes at different levels, so a complicated
case such as the presence of a shelf (which contains many horizontal planes)
can be not considered. Under these circumstances, the approach adopted in
this work for isolating the table top is the following.
First, all the horizontal plane are isolated. To accomplish this, it is nec-
essary to work on the cloud using the real spatial coordinates, while the
coordinates of each point belong to the device reference frame. A tranfor-
mation must be applied to the cloud, rotating each point around the device’s
x-axis (see Fig.3.3) of a certain amount, corresponding to the opposite of
the device pitch. This information can be set as a parameter or retrieved di-
rectly during the execution, if necessary, being the device part of the robotic
system. After the rotation, the inclination of the plane with respect to the
vertical (which now is the negative y-axis) can be obtained with the dot
product between the plane normal and the yˆ vector. If this value is smaller
than a  parameter, defined as the cosine of the desired angle of tolerance
respect to the vertical line, the plane is considered horizontal.
The next step consists in searching the height value of the table candidate.
This is done computing, for each horizontal plane, the average y-coordinate
of its points. The highest value among the averages height (the lowest, ac-
tually, because the y-axis points downward) is taken as the table top level.
The idea is to cut out of the scene all the points below this level, as those
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points lie on the plane itself or are located under the table. Made the
aforementioned assumptions, this can be safely done without excluding the
objects from the scene. Differently from what said about the passthrough
filter (Section 3.2.1), points are neither excluded from the cloud, as this
would compromise the organized structure, nor set to NaN . Points are
instead simply ignored during the clustering, as explained next.
4.4 Clustering
The approach to clustering adopted in this thesis is a modified version of
the one proposed by Trevor et al.[20]. The method proposed there makes
again use of the connected component algorithm, with a comparison function
based on the euclidean distance deuclidean, given by the well known function
(3.6). To adapt the algorithm to table top object detection, the method
takes the label image L(u, v) from the planar segmentation step, as well as
a set of labels exclude labels corresponding to the labels assigned to planar
regions segmented. Then, defining the comparison function as
C(p1, p2) =

false if (L(p1) ∈ exclude labels
‖ L(p2) ∈ exclude labels
‖ deuclidean(p1, p2) > dthresh)
true otherwise
, (4.7)
it is possible to execute an euclidean clustering without including in the
segmentation the detected planes.
Being this method meant to be used after the connected component planar
segmentation, its results depend on the planar segmentation precision. If
some objects in the scene have planar parts large enough to be segmented as
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planes (i.e. composed of at least min inliers points, as seen in 4.3.2) these
would be excluded in the clustering, with the side effect of cutting out some
objects’ parts. Although this could be avoided increasing the min inliers
value, it might result in having difficulties in plane detection: if a plane ap-
pears particularly fragmented it is possible that some of its parts composed
of less than min inliers points are filtered out and thus not detected as
planes. This could happen for reasons such as elevated noise or presence of
objects close to each other that occlude the plane from the device’s point
of view. In such a situation, the clustering might perform poorly, isolating
some of those parts as objects.
The above considerations led to the horizontal average plane construction
introduced in Section 4.3.3. Building an average plane level consents a more
relaxed choice of the min inliers parameter, because having a fragmented
plane does not affect the average plane level. This reasoning is valid, of
course, considering only horizontal planes; that is guaranteed by the adopted
horizontal filtering.
The estimated table top level ytable can then be used to define a new com-
parison function:
C(p1, p2) =

false if (p1n > ytable
‖ p2n > ytable
‖ deuclidean(p1, p2) > dthresh)
true otherwise
(4.8)
This function is the one used for neighbor points comparison within the
connected component clustering algorithm.
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The euclidean threshold dthresh determines how far two neighbors can be
to be considered part of the same cluster and then, hopefully, of the same
object, too. The choice of such parameter is thus critical and should be
decided considering the size of the objects that the robot must manipulate.
Different choices of the euclidean threshold result in different segmentation.
Considering a single object in the scene, a threshold taken too small could
lead to an oversegmentation; such a term refers to a situation in which the
number of clusters segmented from a scene is greater than the expected, i.e.
the number of objects present in the cloud. An example is presented in Fig.
4.5.
Figure 4.5: Different choices of dthresh result in different segmentation of
this bowl (left). The side parts of the bowl, being almost aligned to the
device’s z-axis, are missing several points due to the noise that affects depth
detection. This makes the object appear like it has two disconnected parts,
a front one and a back one (light grey and blue, respectively, add table in
purple). If the threshold is smaller than the length of the missing part, the
bowl is oversegmented (center). Increasing it, the two parts are considered
connected because the euclidean distance between points in the front and in
the back is smaller than the threshold (right).
On the other hand, taking a large threshold can produce undersegmentation
(Fig. 4.6) situations in scenes with several objects: the number of clusters
extracted from the scene is smaller than the actual number of objects. In
this case, that’s due to the positive euclidean comparison between points
that actually belong to different objects.
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Figure 4.6: The scene on the left contains three objects very close to each
other, with the bowl partially occluding the view on the jug. This is a
typical cluttered scene causing some difficulties in the choice of the dthresh.
If taken too large, some close objects are merged together, like the bowl
and the jug (center). A solution is to reduce it until the two objects are
correctly detected (right). This happens when the distance between the
objects’ neighbor points (those along the upper edge of the bowl) is greater
than the chosen threshold.
The consequence of such an eventuality is the production of a cluster with
two or more joint objects, making the successive object recognition phase
particularly difficult. In fact, even if the involved objects are known, the
problem of trying to recognize and separate them inside a cluster is very
complex.
4.5 Color-based Clusters Correction
The algorithms adopted so far mainly consider geometric properties of point
clouds and exploit geometrical derivatives such as curvature and normals to
group points. That means that all the elaborations on points are made using
their XY Z values. Some reasoning can be made, however, using the color
information of point clouds, their RGB values, to enhance the segmentation.
This could be done adopting color-based segmentation algorithm, like in the
work of Zhan et al. [22], where points are clustered in two steps: i)region
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growing and ii) region merging.
The region growing process starts from growing the first point of the input
point cloud. When the process meets an unlabeled point, a new region is
initiated, the point is added to the region and pushed into a points-to-grow
stack. Then for each point in the stack its nearest k neighbors within a
given distance threshd are retrieved and added to the current region on the
basis of colorimetrical similarity. Two points are considered colorimetrically
similar if their colorimetrical distance, defined as
distcolor(p1, p2) =
√
(R1 −R2)2 + (G1 −G2)2 + (B1 −B2)2, (4.9)
is under a defined threshold. Note that the formula 4.9 is just the euclidean
distance between the points using the RGB values as coordinates.
The region merging process is analogous to the region growing process. For
each region Ri, the process searches it in a set of list of homogeneous regions
H and ensures that the region belongs to some list. Then it searches the
k2 closest neighbors of Ri using a distance constraint threshd2. The neigh-
bor regions are compared with Ri on the basis of colorimetrical similarity
and the similar ones are added to the list which contains Ri. After all the
regions have been added to a list, the region in the same list are merged.
Then new formed regions are refined merging those that do not contain at
least threshold Min points with their nearest neighbors.
The neighbors search used in this algorithm is based on k-d trees, a data
structure used to partition points in a k-dimensional space. It could be
possible to easily adapt the search methods to organized point clouds. How-
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ever, there are some problems caused by the depth noise that affects also
the RGB channels of acquired clouds. Basically, often the color of a point
on the edge of an object in the foreground is projected on points placed over
the edge, in the background, or vice versa. An example of this phenomenon
can be seen in Fig. 4.7.
Figure 4.7: An example of wrong color projection. Inside the yellow frame,
the red color of points belonging to the bowl is projected on points behind
it. Inside the green frame, the same color is projected onward on the edge
of the cup.
If applied in such situations, a region growing algorithm based on colori-
metrical similarity would include in an object cluster some points of a close
different objects, depending on how the color is projected. Aside from that,
a technique based exclusively on color elaboration is not the best choice for
grasping application, where the geometry of the object is the discriminating
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characteristics for synthesising a grasp hypotheses.
In an effort to support geometrical clustering with colors, an approach could
be to modify the connected component clustering algorithm adopted defin-
ing a new metric for the comparison function. For instance, all the six
coordinates XY ZRGB could be used to compute the euclidean distance.
The problem is that there isn’t any correlation between the color and the
position of a point, so this type of representation wouldn’t be reliable in
constructing a cluster for an object.
The method introduced here in this work to use color information for cluster-
ing is based on the idea of color clusters, i.e. clusters of points, constructed
only considering color, that can be used to refine the euclidean clusters ob-
tained by the organized connected component segmentation. This is done
in two techniques, color-based cluster merging and color-based cluster split
These methods will be explained in the next sections. However, the whole
reasoning behind each one of them is valid only under certain assumptions,
coherently with what said until now: to obtain specific more specific results,
more specific hypotheses on the scenario must be done.
4.5.1 Color-based Cluster Merging
The basic idea of the color-based cluster merging is the following: if two
or more neighbor euclidean clusters have in good part the same color, they
probably should be merged.
The first step for explaining how this is implemented is introducing the color
metrics adopted. First of all, the color comparison are not computed using
the RGB values. The color is converted from RGB to HSV .
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Colors in HSV Space
HSV is a cylindrical geometry (Fig. 4.8), with hue, its angular dimension,
starting at the red primary at 0°, passing through the green primary at
120°and the blue primary at 240°, and then wrapping back to red at 360°.
The central vertical axis comprises the neutral, achromatic, or gray colors,
ranging from black at value 0, the bottom, to white at value 1, the top. The
additive primary and secondary colors – red, yellow, green, cyan, blue and
magenta – and linear mixtures between adjacent pairs of them, sometimes
called pure colors, are arranged around the outside edge of the cylinder
with saturation 1. Mixing them with black – producing shades – leaves
saturation unchanged, while changing its value. This characteristic of HSV
is the reason for its adoption in this work: the objective is to make color
detection more robust to darker zone of objects: if a shadow is projected on
a part of an object, the color’s hue and saturation should not change sensibly
with respect to the lighter part; the value coordinate is then ignored when
computing the colorimetrical distance.
Cluster Color Construction
The color clusters are computed using the connected component algorithm
(Section 4.3.1), defining a new comparison function
Ccolor(p1, p2) =

false if (p1n > ytable
‖ p2n > ytable
‖ dcolor(C1avg , p2) > colorthresh)
true otherwise
, (4.10)
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Figure 4.8: Geometrical representation of the HSV space.
where C1avg is the average color of the cluster which p1 belongs to. The
idea is to include a point in a cluster only if its color is close to the average
color of the cluster built until then, in order to exclude spurious point col-
ors. Being the color noise particularly present near the edge of the objects,
this method tends to exclude points near the edge if their color differs from
the object’s color. Clusters with a size smaller than a decided threshold
min color inliers are then filtered out, so to avoid having little clusters of
spurious points that could be formed during the algorithm.
The objective of this technique is to obtain clusters that are fully contained
by the shape of the object. Then, they can be used as a mask to decide
whether an object has been oversegmented or not. This is illustrated in Fig.
4.9.
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Figure 4.9: This scene (top left) is oversegmented if a too small euclidean
threshold is chosen (top right), because the front and back parts of the bowl
are distant. A color-wise segmentation produces the color clusters shown
in the bottom left figure: looking at them, it is clear that the two clusters
(green and brown) in the top right image belong to the same object. The two
clusters are merged following this criterion, repairing the oversegmentation
(bottom right).
It still remains to explain how to decide whether two or more clusters must
be merged or not.
Let’s define Leucl(u, v) and Lcol(u, v) as the label images produced by the
euclidean and color clustering, respectively. For each color cluster Ci with
label Lcoli , a list touchedi of euclidean clusters that are significantly touched
by Ci is stored, and an eucldean cluster Ej is added to the list if a certain
percentage touchpercentage of its points belongs, color-wise speaking, to Ci.
51
CHAPTER 4. ORGANIZED POINT CLOUD SEGMENTATION
This check is done using the label images: a point p = (pu, pv) ∈ Ej is
touched by Ci if Lcol(pu, pv) = Lcoli .
4.5.2 Color-based Cluster Split
The color-based cluster split comes in useful in case of undersegmentation.
Considering two or more objects merged together by an unsuccessful eu-
clidean clustering, it is possible to execute a cluster separation based on
color clusters. The idea is to find two or more color clusters that are con-
tained inside a single euclidean cluster and expand them fairly until the
whole euclidean cluster is taken; at each step, a color cluster grows in every
direction until it touches either another cluster color (among those contained
in the same euclidean cluster) or the border of the euclidean cluster. The
process is depicted in Fig. 4.10.
52
CHAPTER 4. ORGANIZED POINT CLOUD SEGMENTATION
Figure 4.10: The scene on the first picture is undersegmented due to a small
euclidean threshold, as it can be seen in the second figure from the left: the
little bowl and the mug are very close, and are segmented together. The
third picture shows the color clusters obtained with the color segmentation:
they roughly fit inside the shape of the respective objects; expanding them
using the color-based cluster split algorithm, the euclidean cluster is divided
in two parts, colored in light green and pink in the last image.
Again, let’s define Leucl(u, v) and Lcol(u, v) as the label images produced by
the euclidean and color clustering, respectively.
The color-based cluster split algorithm works as follows: for each euclidean
cluster Ei with label Leucli , a list containedi of color clusters that are con-
tained in Ei is stored, and a color cluster Cj is added to the list if its
center belongs to Ei. This check is done using the label images: a point
p = (pu, pv) ∈ Cj belongs to Ei if Leucl(pu, pv) = Leucli .
Then, for each list of contained color clusters, each color cluster Cj in the
list containedi is expanded; each point in its perimeter is compared with
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its 4 neighbors (upper, lower, to the left and to the right) and these are
not included in the Cj in three cases: i) the neighbor pn = (pnu , pnv)
belongs to another color cluster Cn, i.e. Lcol(pnu , pnv) = Lcoln 6= Lcolj ;
ii) the neighbor point pn belongs to another eculidean cluster En, i.e.
Leucl(pnu , p(nv)) = Leucln 6= Leucli ; iii) the neighbor point already belongs
to the color cluster Cj .
In this chapter all the algorithms used for segmentation have been analyzed,
highlighting how they exploit the organization of point clouds. Another as-
pect to consider about this feature is that, providing an image-like structure
to the cloud, all these algorithm could be easily parallelized. In fact, in the
field of image elaboration, parallel algorithms are largely adopted, introduc-
ing great speed improvements. The choice of using organized algorithms
has, indeed, depended on this aspect, keeping in consideration the future
development since the beginning of this thesis.
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Object Recognition and Pose
Estimation
The segmentation phase illustrated in the previous chapter is followed by
an object recognition and pose estimation step, as explained in Section 3.1
and shown in Fig. 3.1. Approaching these problems involves finding an
adequate method to do a comparison between point clouds. As seen, points
inside the cloud include information about their location and color. These
data, however, do not provide enough means to distinguish a point cloud
from another. In fact, a resemblance between two point clouds can not
be effectively computed simply by applying point-point comparisons. Two
clouds may have many points in the same position and even of the same
color, but this does not mean that the two clouds represent the same object.
Aside from that, even two clouds representing the same scene present several
difference, if acquired in two distinct instants. This is due to the noise
affecting RGB-D cameras, but could also be caused by a change in the
environment, such as a variation of the illumination. Even if small enough
to be unnoticed to the human eye, these phenomena introduce substantial
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alterations in the cloud, making the simple comparison between points an
uneffective approach to recognition.
It is thus necessary to find better characteristics to describe point clouds,
and to define acceptable metrics in order to compare them coherently.
5.1 Features
In computer vision and machine learing, features are measurable properties
of an object, used to resolve specific computational tasks on it. For what
concerns point clouds, features are computed on points and produce an
alternative representation of the cloud. There are two different approaches
to features: local features and global features. Global features have the
ability to generalize an entire object with a single vector. Local features,
on the other hand, are computed at multiple points in the image and are
consequently more robust to occlusion and clutter, since they preserve local
properties of clouds. The drawback of using local features is their high
computational cost.
A characteristic of both local and global features is that they should be
representative of the surface regardless of
• noise: the difference between acquisitions of the same object should
not influence the features estimations and the successive distance cal-
culations;
• rigid transformations: two different pose of the same object should
have similar features;
• varying density: regardless of the number of points on a surface, the
features computed on it should be the same;
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• scale: scaled versions of the same object should have the same features.
Local features
A local feature computed on a query point pq and its k neighbors Pk can
be defined as a vector function
F(pq,Pk) =
{
f1, · · · , fn} , (5.1)
where f i is the i-th component of the resultant vector of dimension n. This
means that a feature gives an n-dimensional representation of a point. Of
course, to make possible a feature-wise comparison between two points, a
certain metric that takes into account features must be defined. The distance
between two points p1 and p2 becomes
d = D(F1,F2),
with D being an n-dimensional distance function: the smaller the distance,
the greater the similarities between the compared features.
A point’s local feature describes thus the neighbors around a point of in-
terest pq, which can be referred to as keypoint, giving local information of
a portion of the surface of a cloud Pi. In order to have a good comparison
between two point clouds using local features, F(pq,Pk) should be com-
puted for an adequate number of keypoints pq ∈ Pi. This involves finding
the neighborhood of each keypoint: considering m keypoints, a set of local
features has then a complexity of O(m · k).
Both F and D can have different implementations; the various methods for
computing F are known in the literature as feature estimation.
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Global features
Similarly to the definition in 5.1, a global feature can be defined with a
function G that estimates a single feature representing a whole point cloud
Pi:
G(Pi) =
{
g1, · · · , gn} . (5.2)
The function G(Pi) gives in output an n-dimensional vector that represents
the global feature of the cloud; from a complexity point of view, it is more
convenient to compute than a set of local features, as it does not take into
account keypoints’ neighborhood. Considering m keypoints, the computa-
tional complexity of a global feature is then of the order of O(m).
This does not only save computation time when estimating the feature itself,
but makes the comparisons faster, too, speeding up the object recognition
and pose estimation process.
Again, the G function has been left undefined, as it depends on the feature
estimation algorithm adopted.
In this thesis two different object recognition and pose estimation tools
are used with the results segmentation phase: the first makes use of global
features, implementing a comparison algorithm; the second uses local fea-
tures and produces in output comparisons descriptors meant to be used
with a neural network. The whole environment will be better analyzed in
Chapter 6.
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5.2 Pose Estimation with Global Features
One pose estimation tool used in this thesis is the Pose Estimation Library
(PEL) [18]. It makes use of four global 3D features to gain multiple descrip-
tions of the same object, then proposes a combination of these descriptions
to improve the general performance and robustness of pose estimation pro-
cedure.
Among the most common global features estimation techniques, the four
used in PEL are
• Viewpoint Feature Histogram (VFH);
• Clustered Viewpoint Feature Histogram or (CVFH);
• Ensemble of Shape Functions or (ESF);
• Oriented Unique and Repeatable Clustered Viewpoint Feature His-
togram or (OUR-CVFH).
Viewpoint Feature Histogram (VFH)
The Viewpoint Feature Histogram, introduced in [16], is a global feature
that maps the input point cloud on a histogram of 308 elements. It is the
concatenation of three smaller histograms, respectively of 128, 135 and 45
bins:
• a histogram representing the relation between the viewpoint direction
and each point normal;
• a histogram obtained from the relation of surface angles of the object;
• a histogram calculated from the distance between the cloud centroid
and the points.
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The computational complexity of VFH is O(n), where n is the number
of points in the input cloud. An example of VFH histograms can be seen in
Fig. 5.1. Differences in the histogram peaks can be seen in both distribution
and magnitude.
Figure 5.1: VFH histograms obtained from a jug (left), a mug (centre) and a
funnel (right). At the bottom of each object, the corresponding histogram.
Image taken from [18].
As said, a metric must be defined, in order to compare features. For VFH,
the X 2 distance is used:
X 2(VFHi,VFHj) =
308∑
k=1
(gki − gkj )2
(gki + g
k
j )
2
.
Clustered Viewpoint Feature Histogram (CVFH)
The Clustered Viewpoint Feature Histogram, introduced in [5] as an exten-
tion to VFH, is a hybrid or regional feature estimation method, because from
a single point clouds it can create more than one histogram, depending on
the geometry of the object represented in the cloud. This is done to provide
more robustness to recognition in situation of partial occlusion of the object
to detect. The idea behind CVFH is to subdivide the objects into stable
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clusters and compute VFH for each one of them. So, even if the object is
occluded but one of its clusters is still visible, it is possible to match it with
a cluster of the non covered object, thus performing a recognition.
The clusters are formed considering point with similar normals, exception
made for points with a high curvature, excluded because they could repre-
sent an edge or a zone highly affected by noise. Clusters with less than a
settable threshold are then filtered out.
So, basically, a CVFH is a collection of VFH:
CVFH = {VFH1, · · · ,VFHm} ,
where m is the number of clusters found during the first step. An example
of CVFH estimation is depicted in Fig. 5.2.
Figure 5.2: CVFH estimation on a mug: the found clusters are colored in
green and blue. The red points are filtered out either because represent a
cluster not large enough or due to the high curvature. The two clusters
generate the histograms represented. Image taken from [18].
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The distance used to compare CVFH features, introduced in [5], is
D(CVFHi,CVFHj) = 1−
1 +
∑308
k=1min(g
k
i , g
k
j )
1 +
∑308
k=1max(g
k
i , g
k
j )
.
Ensemble of Shape Functions (ESF)
Ensemble of Shape Functions is a global feature represented by means of a
histogram of 640 bins, subdivided in ten histograms of 64 bins. It has been
introduced in [21] and uses functions that describe angles, point distances
and area shapes using just the points in the cloud, then it is not necessary
to estimate surface normals.
The shape functions are computed on a voxelization of the input cloud. For
each point, a random triplet is extracted and four shape functions are com-
puted on it. Then, the results are represented with ten 64 bin histograms.
The functions used are four:
• D2: this function computes the distance between a pair of points. In a
triplet, three distances are then computed; three cases are possible for
each computation, for each of them the result is binned into a different
histogram among three:
– the line connecting the pair of points lies entirely on a surface.
The value is binned into the D2IN histogram;
– the line connecting the pair of points lies completely outside a
surface. The value is binned into D2OUT ;
– the line connecting the pair of points lies partially on a surface,
i.e. only some parts of it belong to a surface. The value is binned
into D2MIXED.
• D2 Ratio: this function computes, for every line connecting a pair of
points, how much of the line lies on the object surface and produces a
ratio representing it; this should assume the value 1 for lines entirely
on a surface, 0 for those entirely outside and a value between 1 and 0
for other cases. This is binned into a 64 bins histogram D2RATIO.
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• D3: this function computes the square root of the triangular area
built on the random triplet. The value is binned into three distinct
histograms depending on the following conditions:
– the area covers the object completely: the value is binned into
the D3IN histogram;
– the area does not cover any part of the object: the value is binned
into the D3OUT histogram;
– the area cover only some parts of the object: the value is binned
into the D3MIXED histogram.
• A3: this function computes the angle between the segments that con-
nects the three points in the triplet. Similarly to the others functions,
the value is binned in different histograms accordingly to some cases:
– the line opposite to the angle - thus, the missing edge of the
triangle built on the triplet - lies entirely on the object: bin the
value into the A3IN histogram;
– the line opposite to the angle is completely outside the object:
bin the value into the A3OUT histogram;
– the line opposite to the angle lies partially on the object: bin the
value into the A3MIXED histogram.
The shape functions are illustrated in Fig. 5.3
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Figure 5.3: D2 shape function and corresponding histograms (top left), D2
Ratio and corresponding histogram (top right), D3 function (bottom left)
and A3 (bottom right). Note that, even if the Figure shows only a histogram
for D2 Ratio, D3 and A3, they have three histograms, like D2. Images taken
from [21].
Then, the ESF is built concatenating the above histograms:
ESF = {D2IN ,D2OUT ,D2MIXED,
D2RATIO,
D3IN ,D3OUT ,D3MIXED,
A3IN ,A3OUT ,A3MIXED}
The distance used to compare ESF is the L2 distance:
L2(ESFi,ESFj) =
640∑
k=1
(gki − gkj )2.
Oriented, Unique and Repeatable Clustered Viewpoint Feature
Histogram (OUR-CVFH)
Oriented, Unique and Repeatable Clustered Viewpoint Feature Histogram
(OUR-CVFH) is a variation of CVFH, introduced in [4]. In an effort to
improve the CVFH feature, the computation of a unique reference frame is
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added, so to remove the invariance to camera roll. The process makes use
of Semi-Global Unique Reference Frames (SGURFs), which are repeatable
reference frames computed for each cluster of CVFH. So, the procedure
follows these steps:
• cluster the cloud similarly as done in the CVFH algorithm;
• estimate a SGURF for each cluster;
• for each cluster, compute VFH*, a modified version of VFH;
• assemble OUR-CVFH with all the computed VFH*.
The major change to VFH computation is in the last histogram of the con-
catenation: in VFH* this is calculated applying a rototranslation, making
the cluster centroid coincide with the SGURF origin. The detailed SGURF
estimation is not illustrated here; an example of OUR-CVFH can be seen
in Fig. 5.4
Figure 5.4: On the left, a point cloud representing a glass with a cluster re-
sulting from the first step (colored in green) and the corresponding SGURF.
The computed OUR-CVFH on the right. Image taken from [4].
The final OUR-CVFH is assembled concatenating the m VFH* histograms,
where m is the number of the clusters found during the first step:
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OUR−CVFH = {VFH∗1, · · · ,VFH∗m} ,
The distance used to compare OUR-CVFH is the same defined for CVFH:
D(OUR−CVFHi,OUR−CVFHj) = 1−
1 +
∑308
k=1min(g
k
i , g
k
j )
1 +
∑308
k=1max(g
k
i , g
k
j )
.
Estimation with Features Combination
The PEL software performs an object recognition and pose estimation using
the features described above and a database with point clouds representing
different objects and, for each one of them, different poses. The features are
computed for each reference cloud and stored in a features database. With
reference to the grasping process illustrated in Section 3.1, these computa-
tions are all executed in the oﬄine phase. After the database is built, the
recognition of a query object objq is done in the following way: first, all the
four global features are computed on objq. Then, the k closest features for
each type are retrieved from the features database and sorted by distance
from the query feature. Each of the four lists of feature, be those LV FH ,
LCV FH , LESF , LOUR−CV FH , contains in the top position the closest fea-
ture to the query. The idea behind PEL is to use all the features for the
recognition, combining them so that if one of them does not give an accu-
rate representation, hopefully the other three do. Then a composite list of
feature is built:
• the distances in each list (Di) are normalized so that the 1st candidate
has distance 0 and the k-th has distance 1;
• for each candidate in a list search for the same candidate in the others
66
CHAPTER 5. OBJECT RECOGNITION AND POSE ESTIMATION
lists;
• add a new entry for it in the composite list setting its distance to the
query as
D¯i = D
i
V FH+DiCV FH+DiESF+DiOUR−CV FH
4 ;
• sort and resize the list so that it has exactly k elements.
The distance normalization is done computing
DiN =
Di −D1
Dk −D1 ,
where Di is the distance of the i-th candidate in the list; the value of its
normalized distance DiN belongs to [0, 1].
5.3 Pose Estimation with Local Features
The pose estimation tools based on local features adopted here is part of a
work that includes two parts: a descriptor calculator and a neural network
for recognition. While the first has been taken as is, the neural network has
been redesigned and it is illustrated in Section 5.4.
The local feature the tool is based on is called Signature of Histogram of
Orientation (SHOT), introduced in [19]. It is a tridimensional object de-
scriptor based on histograms. These are computed taking into account the
differences between surface normals, trying then to describe characteristics
that are invariant to rototranslations.
The feature is computed as follows: first of all, a tridimensional spherical
grid is built around each keypoint, forming 32 subspaces corresponding to
32 histograms. There are 8 divisions along the azimuth, 2 in elevation and
2 radial subdivision, as in Fig. 5.5.
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Figure 5.5: The spherical grid built around keypoints. Note that the picture
shows only 4 of the 8 azimuth subdivision, for clarity. Image taken from [19].
Then, the angle differences between the keypoint’s normal nˆkey and the
points’ normals in each subvolumes are computed and the values are binned
into the corresponding histogram; actually, the mapped value is the cosine of
the angle θ between normals, as it is obtained directly from the dot product:
cos(θi) = nˆkey · nˆi.
So, the histogram corresponding to a subspace maps the values of the cosines
of the angles between keypoint’s and other point’s normals, as depicted in
Fig. 5.6
Figure 5.6: On the left, the angle between the keypoint’s normal and a
generic point’s one. On the right, the histogram representing a subspace
maps all the cosine values obtained within it.
The obtained histograms are considered like an n-dimensional vector, so
the distance between two of them can be computed by means of the n-
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dimensional euclidean distance. The histogram with the smallest euclidean
distance is the most similar to the query.
Having a database of computed SHOT features for each pose of each
object, it is possible to find inside it the most similar to a query histogram.
The problem of deciding if the retrieved closest histogram is similar enough
to the query could be approached simply defining a threshold distance. If
the euclidean n-dimensional distance is less than this threshold, the objects
corresponding to the two histograms are similar. But finding an adequate
threshold is not a trivial task, as it is very specific with respect to data and
objects.
For these reasons, an intelligent approach has been preferred and a neural
network is adopted with these features. In Section 5.4 a neural network
designed to decide about the similarities between two local features is intro-
duced.
5.4 A Neural Network for Recognition
Artificial neural networks are computing systems inspired by the brain of
mammals, in which billions of neurons highly interconnected have the ability
to solve several categories of problems and, more important, to learn.
An artificial neuron is a mathematical model like the one depicted in Fig.
5.7.
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Figure 5.7: A scheme representing the mathematical model of an artificial
neuron.
There are n input channel x1, · · · , xn, each with an associated weight w1j , · · · , wnj .
Weights are real numbers that reproduce synapses. The neuron transmits its
activity with a signal called activation, computed by the activation function;
this function is applied to the sum of the weighted inputs:
oj = f(
n∑
i=1
wijxi − θj),
where θj is a threshold that has the effect of decreasing the effective value
of the activation function.
The activation function can be chosen among several functions, depending
on which task the network has to accomplish. The most common examples
of activation functions are illustrated in Fig. 5.8.
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Figure 5.8: The most common activation functions for an artificial neuron.
The connections between the artificial neurons are defined by the network
architecture. A typical configuration of neurons is the multilayer feedforward
network shown in Fig. 5.9.
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Figure 5.9: Architecture of a multilayer feedforward neural network.
It presents a number of layers dependent on the task to solve, and each layer
can have a different number of neurons. If a layer does neither receive inputs
nor send outputs is called hidden layer. There aren’t any interconnection
between neurons in the same layer, and the communication is only with an
adjacent layer. Signals propagate from the input to the output without any
feedback. That is the reason for the feedforward name. Each neuron in a
layer sends its output to each neuron in the successive layer.
The weights of the neurons connections define how a network solves it task.
While the architecture and the neurons activation functions are decided
during the design of the network, the weights cannot be decided from the
beginning. The network must go under an iterative process called training,
in which the weights are changed depending on a series of inputs that the
network receives, thus learning from experience. For each iteration, the
output of the network is compared with an expected output, and the weights
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adapted consequentially. It is not so different from what a human does,
for instance, when practicing to solve an exercise. This kind of training
is called supervised training, because the network receives a set of inputs,
called training set, with the respective outputs. The training method for
a multilayer network is called backpropagation: the weights are initialized
randomly, then each entry in the training set is computed by the network
and the weights are modified. When the error falls under a desired level,
the training stops.
To verify the quality of the training phase, a test phase is generally done: it
measures how precisely the network performs with unknown inputs; these
must be similar to the entries in the training set, but not the same. If the
output error is comparable to the one obtained during the test phase the
network has gained a good generalization ability. An adequate subdivision
of input data in training and test set is crucial when designing a neural
network.
What said until now is just a very quick and generic description of neural
networks, as a detailed description would go beyond the purpose of this
thesis.
Now it is described the neural network designed in this thesis, along with
the computation that must be done to local features in order to be analyzed
by the network.
Chosen Network Architecture
The network designed to analyze and decide about the similarity of two local
features is a multilayer network with one hidden layer. Its structure can be
seen in Fig. 5.10.
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Figure 5.10: Architecture of the designed neural network.
The hidden layer is composed of 30 neurons with activation function
fhidden(x) =
2
1+e−2x − 1, i.e. an hyperbolic tangent function that produces
continuous values in the interval [−1, 1]. The output layer present a single
neuron with activation function foutput(x) =
1
1+e−x , that gives results com-
prised in [0, 1]. This configuration represents a binary classifier, as it maps
inputs into a value close to 0 or to 1. The more the output is closer to 1,
the more the two compared features are similar. This corresponds to round
the real output to the closest integer, obtaining an activation that is thus
either positive (output 1) or negative (output 0).
Let’s see how the inputs are presented to the network.
Input
As said, the network should recognize if two local features are similar or not.
Local features can be considered n-dimensional vectors so, theoretically, the
network could receive in input the two features. However, this would be a
bad choice: first of all, the number of inputs would be too large and this
would have a heavy impact on computational time; aside from that, the
number of inputs of a neural network is constant and decided during its de-
sign, while the features have a variable number of descriptors, dependently
from the number of keypoints the features are computed on. The solu-
tion is to analyze the comparison between the local features and produce a
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comparison descriptor that maps its representation into a fixed number of
characteristics.
In Section 5.3 has been explained that during the candidate retrieval the
closest set of features is selected, treating the features as n-dimensional vec-
tors and computing the n-dimensional euclidean distance. At the end of the
retrieval, there are a query cloud and a candidate cloud, each of them with
its set of local features. The following procedure is executed to build a com-
parison descriptor: for each feature of the query cloud, the closest feature
among the candidate’s ones is searched, building a list of minimal euclidean
distances between local features (Fig . 5.11).
Figure 5.11: The constructed list of minimal euclidean distances between
the two clouds’ local features.
The obtained list is still inadequate to serve as input for the network. It has
k entries, where k is the number of keypoints of the query cloud. All the
distances are then mapped into a histogram of 30 bins with value intervals
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of 0.2, thus representing distances between 0 and 0.6. All the distances
greater than 0.6 are accumulated on the interval frontier, so they contribute
to the last bin. A discrete distribution of the distances is then created. An
example is depicted in Fig. 5.12.
Figure 5.12: An example of the discrete distribution obtained with the dis-
tances histogram.
The idea is to compute some statistical analyses on the distribution to de-
scribe it, and then use these values as input for the neural network. The
characteristics that will represent the comparison between the feature are:
• difference of keypoints: represents the difference between the number
of keypoints found in the query cloud and those found in the candidate
cloud. It is not a true statistical value, but gives a useful representation
of a comparison;
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• arithmetic mean:
meana =
1
k
30∑
i=1
di,
where k is the number of keypoints in the query cloud;
• weighted mean or expectation:
meanw = E[d] =
1
k
30∑
i=1
dihi,
where hi is the value of the histogram corresponding to the i-th dis-
tance di;
• variance:
σ2 = m2
• standard deviation:
σ =
√
m2
• skewness:
γ =
m3
σ3
.
In these formulae, mn is the n-th moment, defined as:
mn =
30∑
i=1
(di − E[d])nhi
k
,
with k defined as above.
These values give a statistical analysis of the distances distribution between
the two sets of local features and are the six inputs for the neural network.
A neural network can decide if the comparison described by these six values
is positive, as it can be trained with a set of comparison descriptor and a
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corresponding positive or negative result.
In this Chapter two methods for object recognition have been introduced:
the first, based on global features, combines them to obtain more precision
in recognition; the second, which uses local features, is supposed to be used
in combination with a neural network, because working with local features is
more complex and the use of an intelligent system can give great advantages.
Local features have the drawback of being computationally more complex
than global features, though. In Chapter 6 the whole test environment will
be illustrated, composed of:
• the segmentation system;
• the poses database;
• the recognition tool based on PEL, thus on global features;
• the software that computes the comparison descriptors, based on local
features;
• the neural network system.
Also, the experimental results are there presented and discussed.
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Chapter 6
Test Environment and
Experimental Results
In this chapter some experimental results are discussed, not before having
described in details the test environment that has been built. Since in this
thesis many different tools have been used, the final test system is very
heterogeneous; it is composed of the following modules:
• the organized segmentation system: it receives the scene directly form
the RGB-D device and produces in output a list of point clouds, each
one representing a detected object. It contains the implementations of
all the algorithms described in Chapter 4 and makes use of the Point
Cloud Library (PCL) illustrated in Chapter 2;
• the poses database: a database of 31 objects has been built as part of
this work. The poses acquisition process is described next;
• the recognition system: it implements an approach that combines the
use of global and local features. It is composed of three subsystems:
– a software based on PEL (Section 5.2) that produces a list of
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candidate objects;
– a software that receives the candidates list and computes the com-
parison descriptors between the query object and each element
in the list (Section 5.3);
– a neural networks system that takes in input the comparison de-
scriptors and decides about their positivity; this system, com-
posed of two neural networks trained to detect different cases, is
illustrated next.
A diagram representing the whole environment can be seen in 6.1.
Figure 6.1: The environment used for testing. It can be seen a division
between an oﬄine phase, in which the pose database is built, and the online
phase that comprises the segmentation system and the recognition modules.
The different technologies involved are highlighted: the modules that com-
pute the features (both global and local) run under ROS, while the neural
networks are implemented in Matlab.
6.1 Objects Database
In order to recognize a certain pose of an object, a database containing
different acquisitions from various points of view must be assembled. This
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pose database is used by both local and global features calculator during
the recognition phase. The database built during this thesis includes the
acquisitions of 31 objects that can be typically found in a kitchen. For each
object, pose variations in both latitude and longitude have been acquired,
specifically:
• three different latitudes: the device, pointed towards the origin of the
object’s local reference frame, has on the table an angle of incidence
of 30°, 50°and 70°;
• for each latitude, variations of 10°in longitude are considered, resulting
in 36 longitude poses.
The acquisition positions are illustrated in Fig. 6.3. To acquire all these
poses, a special rotating table has been used. It is composed of a servomotor
and an electronic board for control; it is shown in Fig. 6.2
Figure 6.2: The rotating table used for objects acquisition.
81
CHAPTER 6. TEST ENVIRONMENT AND EXPERIMENTAL RESULTS
Figure 6.3: The different acquisition configurations. The different lati-
tude values are 70°, 50° and 30°. For each of them, longitude variations
of 10°produce 36 different poses.
Overall, a total of 3 × 36 = 108 poses have been acquired for each object,
resulting in a database of 31× 108 = 3348 poses. After the acquisitions, all
the resulting point clouds have been hand refined, meaning that every single
cloud has been processed with a graphical tool to exclude all the points that
don’t belong to the acquired object. This is necessary because this clouds
must have the best possible quality, as they represent the real objects and
serve as reference during the recognition phase.
Having the refined clouds, the next step is computing the global features for
each one of them, building the global features poses DB. This is done using
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the database creator application included in PEL, implemented as a ROS1
node. The database creator saves the database to disk, so it can be accessed
every time it is needed.
Actually, the acquisition and refinement processes have been done 5 times.
So the resulting acquired clouds are 5× 3348 = 16740, obtained after 5 dis-
tinct acquisition rounds. The motivation behind this is tied to the successive
adoption of a neural network that is trained using a 5-fold cross-validation,
as explained in Section 6.2. Doing 5 different acquisitions of the same poses
in different time results in having 5 copies of the same pose but, as said,
two clouds taken in two distinct instant are not the same due to the device
noise. Also, acquiring in different period of the same day or even in differ-
ent days, as happened during this work, introduces unpredictable changes in
the clouds caused by environmental alteration of light. Using these clouds is
aimed at making the system more robust with respect to lighting variations
in the scene.
6.2 Object Recognition and Pose Estimation Sys-
tem
The recognition module adopted in this system consists in two tools that
have been integrated, a find candidates application based on PEL and a
comparison descriptor calculator, and two neural networks, each of them
with the architecture presented in Section 5.4, that belong to a single clas-
sification system implemented in Matlab.
1ROS (Robot Operating System)[3] is a collection of open source software frameworks
for robot software development, providing operating system-like functionality on a het-
erogeneous environment.
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As said in Chapter 5, local features describe the geometry of a surface in a
way that makes the recognition process more robust to occlusion and clut-
tering, because they produce several local descriptors. However, they are
computationally expensive to compute, and having a large database like the
one in this thesis would imply comparing the feature of the query cloud with
all the features in the database, to search the closest one. Dealing with such
a situation is not acceptable, being this process meant to be executed online.
The approach adopted here is to combine the use of global features, fast to
compute but less precise, with local features, more descriptive but complex
to estimate and compare. This works as follows:
• the find candidates tool takes in input the query cluster and the
database, computes the global features of the query cluster and searches
into the global features database as described in Section 5.2. Its out-
put is a list of k candidates, corresponding to the first k entries in the
composite list of closest features. Increasing this parameter should
enhance the probability that the right candidate is in the list. The
maximum value used during the tests is k = 20;
• all the clouds corresponding to the poses present in the list are re-
trieved and sent in input, along with the query cloud, to the compar-
isons descriptor calculator; it computes the local features of all the
clouds and produces a descriptor for each comparison between the
query cloud and the clouds in the candidates list. This elaboration is
computationally affordable, considering that only k comparisons must
be evaluated, instead of one for each entry in the poses database;
• the k comparisons descriptors, each expressed by the six statistical
values illustrated at the end of Section 5.4, are presented to the neural
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networks, one at a time. Interpreting the networks output it should
be possible to discern between the various comparisons outcomes, thus
accomplishing a comparison classification. Ideally, in a list of compar-
isons with the candidates, at most one comparison can be classified as
a hit, depending on whether the right pose candidate is in the list or
not.
To achieve the last step, the neural networks must be trained in a spe-
cific way: they must receive enough comparison descriptors representing the
possible outcomes. Speaking of which, let’s see how a comparison can be
classified, before explaining the networks training.
The reference poses acquisitions have been taken at three different latitudes
and with steps of ten degrees in longitude. Consequently, trying to distin-
guish two poses more precisely than that is not possible, simply because
the poses references are not enough. A first classification for a comparison
between two objects can be:
• the compared clouds represent the same object in the same pose, mean-
ing that the two poses have the same latitude and the same longitude.
This is a complete hit, if an object present in the scene is compared
with the corresponding pose found in the database. Let’s call this class
same object, same pose ;
• the compared clouds represent the same object, but not necessarily in
the same pose, meaning that at least one among the latitude and the
longitude can be different. For instance, the comparison is between two
clouds representing the same mug viewed from the same latitude, but
the mug’s handle is visible only in one of the two clouds. Although not
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being perfect, this classification is still useful, because it is the correct
recognition of a certain object. Let’s call this class same object . As
its name suggests, this is a more generic case than the first class. In
other words, a comparison with class same object, same pose is a
particular case of the class same object , meaning that classifying as
same object a comparison that could be classified as same object,
same pose is not a failure. An important observation has to be made
about symmetrical objects: some objects are symmetrical around the
vertical axis of their local reference frame. Their pose is then invariant
to rotation, meaning that a difference in longitude can’t be detected,
because simply it doesn’t exist. A pose difference, in this case, can
only be caused by a difference in latitude;
• the compared clouds represent two different objects. Independently
from their poses, the two compared objects are different. Let’s call
this class different object .
Although being a valid classes choice, what exposed presents some strong
constraints and it would be too hard to have a classification system with
this level of precision. Some approximations have to be made, in order to
have good results. The classes are changed:
• same object, same pose : the two clouds represent the same object,
plus
– the latitude is the same;
– the longitude difference is less than 20°or the object is symmet-
rical;
for what concerns the longitude approximation, it is similar to what
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made in the comparison descriptor calculator, where this result is con-
sidered a good approximation of the same pose.
• same object : the two clouds represent the same object, but the two
latitudes are different or the longitudes difference is greater than 20°;
again, the previous class is a specific case of this one;
• different object : the two objects are different.
These are the final classes chosen for the recognition process. The neural
networks are trained according to these classes, using a 5-fold cross valida-
tion. The neural network system is described next.
Neural networks training with cross validation
The neural networks system, as seen in Fig. 6.1, is composed of two neural
networks. The approach is to have two binary classifier networks trained
to discern different cases: a neural network 1, which produces a positive
activation when its input is a same object, same pose comparison de-
scriptor, and a neural network 2, which produces a positive activation when
its input is a same object comparison descriptor. The neural network 1
is then a more sophisticated classifier, being same object, same pose a
very specific case to detect. For this reason, it needs to be trained with all
the three classes examples: for both same object and different object it
must produce a negative result, and only in case of same object, same
pose a positive activation.
The training technique adopted is called k-fold cross validation. The cross
validation is a method that can be used as an alternative to the training
method described in Section 5.4; it consists in having k different comple-
mentary partitions of the whole training set, called fold, and executing k
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training iterations. For each iteration, a different partition is used as test
set, while the other k−1 partitions are used for the training. For this reason,
it is sometimes called rotation estimation. The performance of a network
trained with this method is then the average of the errors measured in the
k different iterations. The choice of folds for training and test can be seen
in Fig. 6.4.
Figure 6.4: Rotation of folds during the cross-fold validation with 5 folds.
In the context of this thesis, the comparison descriptors that compose each
folds are generated from the different rounds of acquisition described in Sec-
tion 6.1.
For each acquisition round, a fold is composed by comparing the clouds of
that round with the clouds of the other 4 rounds. However, doing this for
each cloud in each round would result in 5× 3348× (3348× 4) = 224182080
comparisons; this amount of training data would certainly cause an over-
fitting : with too many training examples, the network loses its ability to
generalize and becomes unable to correctly handle unknown data. Another
characteristic that the training set should have is the balance, i.e. it should
present roughly the same number of examples for each class the network is
trained to classify. After these considerations, each fold has been balanced
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and contains a limited number of examples.
Each fold for the cross-validation of neural network 1 contains:
• 3348 same object, same pose examples, targeted as positive. These
comparisons are obtained taking every single pose in the round (they
are 3348, as said) and comparing them with the correspondent pose
of one of the other rounds, extracted randomly.
• 2232 same object examples, targeted as negative. These comparisons
are obtained taking randomly 2232 poses in the round and comparing
each one of them with a randomly extracted pose of the other rounds,
having either different latitudes or longitude difference greater than
20°.
• 1116 different object examples, targeted as negative. These com-
parisons are obtained taking randomly 1116 poses in the round and
comparing each one of them with a randomly extracted pose of the
other rounds that represents a different object.
So, a fold for neural network 1 is composed of a total of 6696 examples. Note
that the negative cases for neural network 1 are not equally partitioned; the
same object cases are 23 of the negative targets, while different object
cases are the remaining 13 . This is due to a characteristic, observed during
the work, of the comparison descriptors used in input: discerning a same
object, same pose from a different object is easier than distinguishing a
same object, same pose from a same object . Consequently, the training
set should present a greater percentage of these cases, among the negative
examples.
Each fold for the cross-validation of neural network 2 contains:
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• 3348 same object examples, targeted as positive. These comparisons
are obtained taking randomly 3348 poses in the round and comparing
each one of them with a randomly extracted pose of the other rounds,
having either different latitudes or longitude difference greater than
20°.
• 3348 different object examples, targeted as negative. These com-
parisons are obtained taking randomly 3348 poses in the round and
comparing each one of them with a randomly extracted pose of the
other rounds that represents a different object.
So, ideally, when neural network 1 receives in input a comparison between
two clouds representing the same object and the same pose, it should be able
to detect it. In case it doesn’t, producing then a false negative, hopefully
neural network 2 can at least detect that the comparison is between two
object that are the same, being that a less precise classification. The same
input is then presented to the two networks.
The next section presents the performances of both the recognition tools
and the neural networks, along with a description of the executed tests and
the relative experimental results.
6.3 Results
First of all, the neural networks performances are presented: both the net-
works are trained with a 5-fold cross validation, as explained in the previous
section. In Fig. 6.5 the confusion matrices of both neural networks are
presented.
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(a) neural network 1
(b) neural network 2
Figure 6.5: Confusion matrices of neural network 1 and neural network 2
after the 5-fold cross-validation.
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The confusion matrices show the results distribution with respect to the
expected class. The classes 0 and 1 indicate classes negative and positive,
respectively. Horizontally, there are the classes presented to the network,
while the classes produced as output by the network are disposed vertically.
On the first row there are the true negatives (negative expected, negative
output) and the false negatives (positive expected, negative output); on the
second row there are the false positives (negative expected, positive output)
and the true positive (positive expected, positive output). Inside each cell
there is the number of instances that contribute to that percentage. The
green cells, on the diagonal, are the cells in which the higher percentages
should be located. The bottom right cell contains the percentages of suc-
cessful classification (in green) and wrong classification (in red).
The neural network 1 presents a precision of 72%, confirming what expected:
the same object, same pose class is hard to distinguish from the same
object class. Despite having a good portion of the training set composed
of this class targeted as negative, the neural network 1 still has difficulties
handling it: in fact the same network, during this thesis, has been trained
without same object in the training set and reached during the test a pre-
cision value of 86%.
The neural network 2 presents instead a precision of almost 80%.
The trained neural networks are then saved to be used after during the tests.
Scene with single objects
The first test executed consists in using the segmentation system to segment
the objects from the scene acquired during the database creation (Section
6.1). These scenes present a larger table, on which is placed the rotating
table used for the acquisitions. An example of such a scene can be seen in
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Fig. 6.6
Figure 6.6: A scene with a single object, in this case a bowl. This is the
same kind of scene from which the clouds used for the database are hand
segmented.
For this test have been taken all the scenes from a single round of acquisi-
tions, thus 3384 scenes subdivided in 31 different objects. A first evaluation
can be done observing how many cases are correctly segmented, i.e. the
result of the segmentation is a single cluster. Since these scenes contain al-
ways one object, having more than one cluster is a situation of oversegmen-
tation, while having 0 clusters is an oversegmentation. Tables 6.2, 6.3 and
6.1 present the segmentation results, divided by latitude. For each object
are indicated the percentages of correct segmentation, undersegmentation
and oversegmentation, computed considering the 36 poses of that object at
that latitude. The final row of each table presents the average results: it
can be seen that the average percentage of correct segmentation is greater
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than 90%, looking at all the three latitudes. Some objects present a high
percentage of undersegmentation, such as containerC or cuttleryK, for dif-
ferent reasons: cuttlery tend to have narrow surfaces, so the effect of device
noise is greater on them and their surfaces can appear discontinued in the
cloud. This sometimes can cause their surface to be included in the plane
segmentation, with the effect of excluding them from the euclidean cluster-
ing. Basically, the problem with these objects is that they’re too small and
a more precise device should be used for the acquisition. For what concerns
the containerC instead, its undersegmentation rate is caused by its large lid
that is sometimes detected as a plane. As explained in Section 4.3.3, this
will cause the exclusion from the clustering of the points under the lid level.
Of course, this behaviour can be easily corrected by increasing the mini-
mal inliers threshold in the plane segmentation algorithm, but this would
cause the rotating table to be not considered as a plane in the majority of
the cases; that’s because it is a small surface and often, especially with an
object on it, it hasn’t enough inliers to pass the filtering. This is one of
the scene in which finding a trade-off is very hard, due to these conditions.
In a scene with a larger plane, like a table, the containerC would almost
certainly have a correct segmentation rate of 100% with an easy tuning of
the algorithm parameters.
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Object Correct Undersegmentation Oversegmentation
Scenes Segmentation
(%) (%) (%)
bowlA * 100.0 0.0 0.0
bowlB 100.0 0.0 0.0
containerA 94.44 0.0 5.56
containerB 100.0 0.0 0.0
containerC * 33.33 66.67 0.0
containerD * 100.0 0.0 0.0
cuttleryF 91.67 8.33 0.0
cuttleryK 61.11 38.89 0.0
cuttleryS 88.89 8.33 2.78
funnelB 100.0 0.0 0.0
funnelS 100.0 0.0 0.0
jug 97.22 0.0 2.78
kitchenUtensilA 94.44 0.0 5.56
kitchenUtensilB 100.0 0.0 0.0
kitchenUtensilC 97.22 0.0 2.78
kitchenUtensilD 86.11 0.0 13.89
kitchenUtensilE 94.44 0.0 5.56
kitchenUtensilF 88.89 5.56 5.56
kitchenUtensilG 100.0 0.0 0.0
mugA 100.0 0.0 0.0
mugB 100.0 0.0 0.0
mugC 100.0 0.0 0.0
mugD 100.0 0.0 0.0
mugE * 100.0 0.0 0.0
mugF * 100.0 0.0 0.0
mugG 100.0 0.0 0.0
mugH 100.0 0.0 0.0
panA 100.0 0.0 0.0
panB 86.11 0.0 13.89
panC 86.11 0.0 13.89
pot 97.22 0.0 2.78
Average 93.46 4.12 2.42
Table 6.1: Segmentation results, scenes with single objects, latitude = 30.
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Object Correct Undersegmentation Oversegmentation
Scenes Segmentation
(%) (%) (%)
bowlA * 94.44 0.0 5.56
bowlB 72.22 0.0 27.78
containerA 88.89 0.0 11.11
containerB 80.56 0.0 19.44
containerC * 58.33 41.67 0.0
containerD * 100.0 0.0 0.0
cuttleryF 72.22 2.78 25.0
cuttleryK 66.67 11.11 22.22
cuttleryS 63.89 0.0 36.11
funnelB 97.22 0.0 2.78
funnelS 100.0 0.0 0.0
jug 100.0 0.0 0.0
kitchenUtensilA 83.33 0.0 16.67
kitchenUtensilB 97.22 0.0 2.78
kitchenUtensilC 100.0 0.0 0.0
kitchenUtensilD 88.89 0.0 11.11
kitchenUtensilE 91.67 0.0 8.33
kitchenUtensilF 97.22 2.78 0.0
kitchenUtensilG 100.0 0.0 0.0
mugA 100.0 0.0 0.0
mugB 100.0 0.0 0.0
mugC 100.0 0.0 0.0
mugD 97.22 0.0 2.78
mugE * 100.0 0.0 0.0
mugF * 100.0 0.0 0.0
mugG 100.0 0.0 0.0
mugH 100.0 0.0 0.0
panA 100.0 0.0 0.0
panB 91.67 0.0 8.33
panC 100.0 0.0 0.0
pot 100.0 0.0 0.0
Average 91.67 1.88 6.45
Table 6.2: Segmentation results, scenes with single objects, latitude = 50.
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Object Correct Undersegmentation Oversegmentation
Scenes Segmentation
(%) (%) (%)
bowlA * 100.0 0.0 0.0
bowlB 100.0 0.0 0.0
containerA 83.33 0.0 16.67
containerB 80.56 0.0 19.44
containerC * 44.44 55.56 0.0
containerD * 100.0 0.0 0.0
cuttleryF 88.89 11.11 0.0
cuttleryK 47.22 52.78 0.0
cuttleryS 86.11 2.78 11.11
funnelB 88.89 0.0 11.11
funnelS 100.0 0.0 0.0
jug 94.44 0.0 5.56
kitchenUtensilA 83.33 0.0 16.67
kitchenUtensilB 94.44 0.0 5.56
kitchenUtensilC 94.44 0.0 5.56
kitchenUtensilD 94.44 0.0 5.56
kitchenUtensilE 94.44 0.0 5.56
kitchenUtensilF 86.11 0.0 13.89
kitchenUtensilG 100.0 0.0 0.0
mugA 100.0 0.0 0.0
mugB 97.22 0.0 2.78
mugC 100.0 0.0 0.0
mugD 94.44 0.0 5.56
mugE * 100.0 0.0 0.0
mugF * 97.22 0.0 2.78
mugG 97.22 0.0 2.78
mugH 100.0 0.0 0.0
panA 69.44 0.0 30.56
panB 91.67 0.0 8.33
panC 100.0 0.0 0.0
pot 100.0 0.0 0.0
Average 90.59 3.94 5.47
Table 6.3: Segmentation results, scenes with single objects, latitude = 70.
After the segmentation, the clouds are passed to the find candidates
tool, that generates the candidates list for each cluster. Being this step an-
tecedent to the local features tool, an important result to observe is how
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often the right candidate is present in the generated list. The list of can-
didates has been generated for different values of k. Tables 6.4, 6.5 and
6.6 present the results at latitude 30, 50 and 70, respectively. With Hit
Presence is indicated the presence in the list of a cloud that compared with
the query cloud should be classified as same object, same pose . The
Same Object Presence refers to the presence in the list of either a Hit or
a cloud that compared with the query cloud should be compared as same
object , according to the classes described in 6.2. Wrong Presence repre-
sents the presence in the list of a cloud representing a different object, then
a wrong recognition. It can be seen that all the presence rates grow with
k, coherently with the meaning of this parameter: having a larger list, the
chance that it contains the ideal candidate grows, but the probability that
it contains a wrong candidate grows as well. However, good percentages of
both Hit and Same Object presence are good: the second in particular is
above 85%, meaning that the in 85% of the cases the list contains the right
object. If the successive recognition module based on the neural networks is
good enough, this could result in a not so bad precision of the whole system.
For each segmented cloud, the generated list of candidates is processed by
the comparison descriptor calculator ; it computes the local features of all
the clouds and produces a descriptor for each comparison between the seg-
mented cloud and the poses cloud in the list, meaning that k comparison
descriptors for each segmented cloud are presented in input to the neural
networks. Table 6.7 illustrates the neural networks results: for each row,
a class presented in input (same object, same pose / same object /
different object) produces the networks outputs combination displayed on
each column(Pi: positive activation of network i, Ni: negative activation of
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network i). Inside a cell, the number of instances of that class that produced
that combination. Let’s analyze the results for each class:
• same object, same pose : this class should produce a positive ac-
tivation of neural network 1, which is trained specifically for it. The
outputs combinations desirable for this cases are then P1P2 and P1N2.
The first happened in the 83% of the cases this class was in input.
P1N1 happened only in less than 1% of the cases; however, this is
not a totally good combination, because it means that neural network
2 didn’t detect this class, which is a more specific case of the same
object class. The combination N1P2 represents the case in which the
neural network 2 supports the first network: this one didn’t classify
correctly this class, but the second network at least detect the com-
parison as same object ; this happened for the 13% of the instances.
The totally wrong combination N1N2 happened in less than the 3% of
the cases.
• same object : this class should produce a positive activation of neu-
ral network 2 and a negative activation of neural network 1. The first
happens in P1P2 and N1P2, then in the 66% and 25% of the cases,
respectively. However, the P1P2 combination is not a totally good
result, because it means that the first network detected two objects
in the same pose. The output combinations P1N2 and N1N2 are to-
tally wrong results, because in those cases the second network did not
recognize a comparison between two clouds of the same object. This
event happened in the 8% of the cases.
• different object : this class should produce a negative activation of
both the networks, as it represents an unsuccessful comparison. The
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most desirable combination is then N1N2, which happens in the 56% of
the cases. The other combinations should be considered a wrong result,
because they means that at least one of the two networks detected the
two compared objects as the same. The cumulative percentage of this
happening is quite high, unfortunately, being close to 43%.
Doing a global analisys of the results, it can be observed that the neural
networks system exhibited a behaviour that is biased in favour to false pos-
itives. This is consistent to what emerged after the cross-validation of the
two networks, as seen in the confusion matrices presented (Fig. 6.5). The
neural network 2 showed a precision of 79% with a false positive rate of
13%, while the neural network 1 has an even lower precision, which is of
72%. Taking into account the rate of presence of a wrong object in the
candidate list, that is nearly 100%, against the 67% of the right candidate
presence, these results are understandable. The whole recognition system
suffers from the cumulative inaccuracy of each module it is composed of,
logically.
Candidates List Hit Same Object Wrong
Size Presence Presence Presence
(%) (%) (%)
k = 10 68.81 83.77 93.97
k = 15 71.67 86.72 98.81
k = 20 73.39 88.67 100.0
Table 6.4: Average candidates lists with respective k value, latitude = 30
Candidates List Hit Same Object Wrong
Size Presence Presence Presence
(%) (%) (%)
k = 10 55.26 78.02 93.98
k = 15 59.16 80.55 98.31
k = 20 61.56 82.56 99.32
Table 6.5: Average candidates lists with respective k value, latitude = 50
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Candidates List Hit Same Object Wrong
Size Presence Presence Presence
(%) (%) (%)
k = 10 61.64 83.21 93.74
k = 15 65.35 85.14 96.58
k = 20 68.19 86.7 98.07
Table 6.6: Average candidates lists with respective k value, latitude = 70
Target P1P2 N1P2 N1N2 P1N2
Same object, same pose 7296 1169 220 41
83.61% 13.4% 2.52% 0.47%
Same object 9550 3722 1070 48
66.37% 25.87% 7.44% 0.33%
Different objects 6803 13100 25954 127
14.79% 28.49% 56.44% 0.28%
Table 6.7: Neural networks results on scenes with single objects.
Scene with multiple objects
To analyze the segmentation behaviour in situations with several objects,
some scenes have been composed placing a few objects on the same table.
Since the segmentation of scenes with multiple objects is a major problem
in computer vision, especially when the objects are close together. Such a
situation, called cluttering, is indeed an open challenge. Two kinds of scene
have been created: distant objects and cluttered. An example of both of
them can be seen in Fig. 6.7.
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Figure 6.7: Example of scenes with distant objects (on the left) and cluttered
(on the right).
The main problem with all the kind of scenes, being them cluttered or not,
is that the segmentation algorithm needs to be tuned almost for each single
scene. This is not possible, of course, so finding a tuning of the parameters
that gives good results for each scene is an extremely hard trade-off to find.
Even some unpredictable factors such as the noise might require one or more
parameters to be changed. For instance, a particularly noisy zone of a plane
could result in a discontinued surface and not be detected by the plane
segmentation, making it detected as an object in the scene that actually is
not there at all. This is just a problem that can occur even in a simple
scene, but in complex and cluttered scenes some greater difficulties can be
found. One of the most problematic aspects is the choice of the euclidean
distance threshold in cluttered scenes. As seen in Chapter 4, due to noise
some objects can appear as split in two part, one in the front and one in the
back. Setting the distance threshold to the right value can make the two
parts be segmented together. But this choice could not be valid under some
circumstances: if an object is partially occluding another one, a situation
like the one depicted in Fig. 6.8 could arise; in that case, the segmentation
can’t be fixed tuning the euclidean distance threshold.
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Figure 6.8: The choice of an adequate value of euclidean distance threshold
could be impossible for a scene like the one on the left: in such a cluttered
environment two parts of a different objects are closer than two parts of the
same (on the right). In this example, the front part of the orange bowl is
closer to the brush than to the back part of the bowl. At the same time,
the back part of the same bowl is closer to the object behind it, resulting in
a totally wrong segmentation.
The scenes proposed here as a test are 50; 25 of them are distant objects
scene, while the other half are cluttered. This last kind of scenes have been
specifically composed to challenge the segmentation algorithm.
The segmentation outcomes for distant objects scenes are:
• correct segmentation: the number of segmented objects equals the
number of objects present in the scene. This happened for the 72% of
the scenes;
• oversegmentation: the number of segmented objects is greater than
the number of objects present in the scene. This happened for the
28% of the scenes
• undersegmentation: the number of segmented objects is less than the
number of objects present in the scene. This happened for the 0% of
the scenes.
The segmentation outcomes for cluttered scenes are much worse:
• correct segmentation: this happened only for 28% of the scenes;
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• oversegmentation: this happened for the 28% of the scenes;
• undersegmentation: this happened for the 28% of the scenes;
• the combination of undersegmentation and oversegmentation illustrated
above happened in the remaining 16% of the scenes.
The balance of the wrong segmentation cases highlights the efforts in search-
ing a valid tuning. Unfortunately, the acquired cluttered scenes are too
challenging for the segmentation system implemented.
Segmentation Execution Time
As said, the proposed segmentation system is designed to run during the
online phase. It is then interesting to observe how the segmentation subsys-
tem performed during the tests. Table 6.8 shows the average computation
times obtained during the tests.
Phase Single Objects Distant Objects Cluttered Scenes
Passthrough Filtering 0.00595 s 0.00585 s 0.00583 s
Normal Estimation 0.01175 s 0.01611 s 0.01519 s
Planes Estimation 0.01304 s 0.01719 s 0.01864 s
Euclidean Clustering 0.00695 s 0.01191 s 0.01184 s
Color Clustering 0.01213 s 0.03574 s 0.07517 s
Overhead 0.01985 s 0.02483 s 0.02565 s
Total Elapsed 0.06967 s 0.11165 s 0.16233 s
Average FPS 14.35 8.96 6.56
Table 6.8: Average execution times during the tests.
The Single Objects column refers to the test executed on the scenes with
single objects (Section 6.3), thus the same scenes used to build the database.
The Distant Objects and Cluttered Scenes columns refer to the tested scenes
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with several objects presented in 6.3. Each row represents a different seg-
mentation phase, while each cell reports the time (expressed in second)
elapsed during the corresponding phase. At the bottom, the total time
elapsed and average FPS (Frames Per Second) are reported.
The first observation can be done on the FPS value: when the number of
objects in the scene and the cluttering grow, the execution time is increased,
resulting in a loss of FPS. An analysis of the phases, taken singularly, can
be done to better understand this phenomenon:
• Passthrough filtering : this phase is substantially invariant with respect
to the number of objects in the scene. This is coherent with what
expected, being the filtering applied to the whole scene, without any
preprocessing. All the scenes are organized point clouds with 640 ×
480 points, so there is no reason for expecting a variation in the filtering
time. Also, this is the quickest phase, being very simple;
• Normals estimation: a light increase in the execution time can be
observed. However, this is not caused by the augmenting number of
objects in the scene; it is actually caused by the different configurations
of the three kind of scenes: the filtering parameter, the distance from
the device, is smaller in the single object scenes, so the number of
points filtered out is slightly inferior. Considering this aspect, the
execution time of normals estimation is basically invariant with the
numbers of objects, as normals need to be estimated for each point in
the filtered cloud that is not set to NaN ;
• Plane segmentation: the light increment of execution time reported
is due to the size of the plane in the scene. As seen in Fig. 6.7,
the scenes with several objects present a larger plane, so both the
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plane segmentation and the horizontal plane detection need to work
on a greater amount of points than the scenes with the small rotating
table;
• Euclidean clustering : this phase presents a noticeable increment of the
execution time in scenes with multiple objects, as it is logical. The
presence of several objects in the scene causes more points to remain
after the table-top level filtering applied after the plane detection and,
consequently, more points to be evaluated during the clustering. The
values reported for distant objects and cluttered scenes are similar,
coherently with the scenes containing the same number of objects (be-
tween three and four);
• Color clustering : this phase, composed of both color-wise segmenta-
tion and cluster corrections based on colors, is by far the most time
consuming. While its impact on execution time is limited in single
object scenes, it becomes rapidly heavier adding objects in the scene
and in presence of cluttering. This is consistent with what one could
expect: the increasing execution time of the color clustering is simi-
lar to what happens with the euclidean clustering, but in presence of
cluttering the successive color-based cluster corrections become more
complex, as the color clusters are closer and tend to overlap with the
euclidean clusters. Consequently, more elaborations on both euclidean
and color clusters can take place, dependently on the various cases;
• Overhead : this is not an actual segmentation phase, but a measure-
ment of the time taken by those activities not strictly related to the
algorithms. Being the segmentation system implemented as a C++
library (based on the PCL) and a segmentation application, during
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its execution there are many time consuming operations such as ac-
cesses to disk and various operations on memory, among others. They
affect the global execution time and, consequently, the average FPS
performance of the system.
All the tests ran on an Intel Core i7 at 3.1 GHz with 4 GB of RAM and on a
single thread application. The performance analysis reveals a strong depen-
dence on the complexity of the scenes in input, at least for what concerns
the euclidean clustering and the color-based techniques. The overall time
performance on complex and cluttered scenes is in fact heavily affected by
these two phases. The impact of color-based clustering and correction, in
particular, grows up to almost the 50% of the execution time in the tested
cluttered scenes, as it can be observed comparing Figs. 6.9, 6.10 and 6.11.
Figure 6.9: Execution time subdivision for single object scenes.
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Figure 6.10: Execution time subdivision for distant object scenes.
Figure 6.11: Execution time subdivision for cluttered scenes.
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The possibility of constant-time access to points, as provided by organized
point clouds, led to the choice of the organized algorithms adopted. The
focus was on speeding up the segmentation process with the drawback of a
lack of precision, if compared to more precise algorithms that make use of
octrees. In particular, the difference in precision between the two types of
algorithm arises during the euclidean clustering: in an octree-based space
organization, the neighbors of a query point are retrieved visiting the tree
and selecting the closest k points to that point. With an organized neighbor-
hood selection like the one adopted by the connected component algorithm,
the neighbors of a point are retrieved visiting the surrounding points like the
pixels of an image. The problem with this approach is that, as seen, there
is a high amount of noise all over the whole cloud and particularly near the
edge of a surface. This can cause some points to be missing; this situation,
in an organized point cloud, consists in having some points with coordi-
nates set to NaN . When building a cluster of points with the connected
component algorithm, this does not include a neighbor that is a NaN . Con-
sequently, an object is most likely going to be cut along one of its edge, if it
is noisy enough and the points along that edge are NaNs. This makes the
connected component algorithm very sensible to noise.
One solution could be the adoption of high resolution sensors: having a more
precise device, the possibility of having large noisy edges would be minor;
on the other hand, having a high resolution sensor would require a faster
elaboration speed.
Under this perspective, the proposed algorithms could be easily adapted to
run on GPUs speeding up the computations. The image-like structure of
organized point clouds is in fact particularly suitable to be handled by par-
allel algorithms. It is not a case, in fact, that GPGPU (General Purpose
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GPU) algorithms are largely widespread in image editing.
Another possible objective to pursue with the adoption of parallelization
is to achieve real time performances; specifically, being the RGB-D devices’
frame rate fixed to 30 FPS, the gained execution speed could be used to seg-
ment scenes in real time, saving time for the other steps during the online
phase of the grasping process.
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Conclusion
The design of autonomous robotic systems is a field of great interest that is
being constantly developed. Among the objectives of the Robotics commu-
nity, the introduction of personal robot assistants is one of the most pursued.
This is going to enhance the quality of life of humans, as the robots can serve
men both in their work and at home. The PaCMan project works toward
this goal, aiming at the development of robots able to autonomously ma-
nipulate objects in a domestic environment. This thesis, belonging to the
context of that project, has the objective of designing a segmentation system
for an object grasping application, focusing on the elaboration of RGB-D
images.
These special images, acquired with sensors like the Microsoft Kinect, con-
tain both color and spatial information, giving to the system great percep-
tion abilities at a very low cost; the introduction of these devices reinvigo-
rated the interest of research in computer vision, indeed.
As seen, the segmentation is a very challenging task that can be faced in
several different ways and that its effectiveness is strongly dependent on the
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hypotheses one can make on the scene to segment. This thesis adopted al-
gorithms that use a pixel-like neighborhood for spatial points, achieving a
direct access to points’ information, like it could be done with a picture and
thus avoiding to build complex data structures for searching points in the
space.
The segmentation process has been divided into three main phases: nor-
mals estimation, plane segmentation, and euclidean clustering. Also, some
cluster correction algorithms based on the colors have been proposed. They
have the limitation of being valid only under specific assumptions regarding
the colors in the scene, though.
A very challenging situation to deal with is a cluttered scene, as seen. The
algorithm shows its limits in scenes of this type, where the euclidean clus-
tering, strongly dependent on the choice of the euclidean distance threshold,
suffers the closeness of objects.
Along with the segmentation system proposed, this thesis focused on the de-
velopment of a test environment for object recognition and pose estimation.
The approach presented here is a combination of global features and local
features, in an effort to exploit the fast computation of the first and the great
descriptive power of the latter. This recognition system is meant to work
with neural networks, which have been designed and tested. They acts as
classifiers, distinguishing between representations of different objects, same
objects and same object in the same pose, with this being the most precise
classification to achieve. The test showed that the neural networks system
gives some good results, but some work can be done to improve their accu-
racy.
The whole system can be further developed and improved. In particular,
112
CHAPTER 7. CONCLUSION
the segmentation system has a characteristic that can be exploited: all the
algorithms can be easily parallelized to be executed on GPUs. Since the
beginning of the work, this has been kept in mind and, indeed, has been
determinant in the choice of the algorithms. The parallelization could be
adopted to allow the online elaboration of much detailed point clouds that
can be provided by new sensors. Having high resolution and low noise clouds
acquired by more precise sensors could in fact heavily improve the quality
of segmentation.
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