This paper presents a uniform randomized self-stabilizing mutual exclusion algorithm for an anonymous unidirectional ring of any size n, running under an unfair distributed scheduler (d-daemon). The system is stabilized with probability 1 in Oðn 3 Þ expected number of steps, and each process is privileged at least once in every 2n steps, once it is stabilized. # 2002 Elsevier Science (USA)
INTRODUCTION
Various failures such as omissions of messages and loss of memory contents are likely to occur in distributed systems. In order to tolerate transient failures, Dijkstra introduced the concept of self-stabilization [8, 9, 10, 21] . A system is said to be selfstabilizing if from an arbitrary system state, the system always resumes a legitimate state in a finite time. By definition, it tolerates any finite number of transient faults, and in addition, an initialization is not necessary. The first self-stabilizing algorithm solves, on a unidirectional ring, the mutual exclusion problem, i.e., the problem of controlling the processes so that at most one process can enter the critical section at a time [8] .
After Dijkstra's pioneering work, self-stabilizing mutual exclusion systems have been extensively investigated; e.g. [4, 5, 7, 11, 12, 14, 15] . His algorithm assumes (1) the existence of a distinguished process and (2) c(entral)-daemon, which allows at most one process enabled at a time, as a scheduler. In the sense of (1), his algorithm is nonuniform. There is no uniform deterministic algorithms for a ring of a composite size, as a matter of fact, and the existence of a uniform deterministic algorithm for a prime size was left as an open question for more than a decade. A breakthrough was brought by Burns and Pachl: They discovered a uniform deterministic self-stabilizing unidirectional ring of a prime size [5] . (Its time complexity and stabilization detection method have been discussed by Lin and Simon [18] .)
However, deterministic algorithms are obviously too weak to solve the problem on a unidirectional ring of any size, and c-daemon does not naturally model the computation of a distributed system. Herman [12] proposed a randomized algorithm on a synchronous unidirectional ring of an odd size. Israeli and Jalfon [14] proposed a randomized algorithm running under d(istributed)-daemon, which allows more than one enabled process.
Daemons were usually assumed to be fair in the sense that every process is enabled infinitely many times (provided that it becomes executable infinitely many times). The algorithms of Israeli and Jalfon [14] and Beauquier et al. [4, 3] are randomized ones running under fair d-daemon, and in addition, they guarantee an upper bound on the expected waiting time for entering the critical section.
Kakugawa and Yamashita [15] proposed a randomized algorithm RMD running under unfair d-daemon with the same property. Note that a process obeying these algorithms may wait for an arbitrary long time, since they only bound the expectation of the maximum waiting time, i.e., they are what Datta et al. are called weak probabilistic stabilizing algorithms [7] . Kakugawa and Yamashita [15] also proposed a strong probabilistic stabilizing algorithm RMC that guarantees the maximum waiting time n, but it assumes unfair c-daemon, where n is the number of processes. Then the existence of a strong probabilistic stabilizing mutual exclusion algorithm under unfair d-daemon was left as an open problem.
Recently, Datta et al. [7] answered the question, by proposing a randomized algorithm, assuming a slightly stronger process model than the conventional one. In many works (e.g., [3, 5, 8, 15] ), an algorithm is described as a set of guarded commands, and processes some of whose guards are currently true are (executable and) interpreted as those having the privilege to enter the critical section. Datta et al., on the other hand, prepare a predicate named Privilege, which is not a guard, and processes whose Privilege is currently true are assumed to be in the critical section. Hence a process without the privilege may be enabled. Their algorithm guarantees the maximum waiting time n 2 ðn þ 1Þ=2 and the expected stabilization time Oðn 3 Þ. In this paper, assuming the conventional process model, we propose a uniform randomized self-stabilizing mutual exclusion algorithm on a unidirectional ring of any size n running under unfair d-daemon. Our algorithm converges to a legitimate system state in Oðn 3 Þ expected time, and guarantees that any process will always have the privilege within 2n time, which improves the maximum waiting time by Datta et al. [7] .
We adopt a shared memory model for information exchange, and assume that a process can read both the local and the neighbor states, compute locally, and update the local state all in a single computation step. Although the model seems to be too artificial, there have been developed several transformation methods to modify an algorithm under this model so that it can correctly run under the asynchronous message-passing model [1, 2, 13, 16, 19] . This paper is organized as follows. In Section 2, after introducing the model of randomized unidirectional ring system, we define the concept of self-stabilizing mutual exclusion system. Section 3 then proposes a randomized fair mutual exclusion system. A proof of its correctness is given in Section 4. Finally, we conclude the paper by giving remarks in Section 5.
THE MODEL

Randomized Unidirectional Uniform Ring Systems
A randomized uniform unidirectional ring system is a triple R ¼ ðn; ; QÞ, where n is the number of processes in the system, d is a state transition algorithm, and Q is a finite set of process states. Processes P 0 ; P 1 ; . . . ; P nÀ1 form a unidirectional ring in this order; for any 14i4n, there is a communication edge from P iÀ1 to P i , where calculation on index i of P i is done modulo n. The edge from P iÀ1 to P i means that P i can read the local state of P iÀ1 . Process P i (resp. P iÀ1 ) is called the successor (resp. predecessor) of P iÀ1 (resp. P i ).
Let Q i be a state set of process P i . Note that Q i ¼ Q for all i, but we use this notation for the simplicity of explanation. The system is uniform in the sense that d and Q are common to every process.
A configuration of R is an n-tuple of (process) states; if the current state of process P i is q i 2 Q i then the configuration of the system is g ¼ ðq 0 ; q 1 ; . . . ; q nÀ1 Þ. We denote by G the set of all configurations, i.e.,
State transition algorithm d, which determines the next state, is given as a set of guarded commands:
A guard is simply a predicate and a command is a program fragment. A command may include a function type procedure RandomBit(), which randomly generates one value 0 or 1 when it is called. Because of the existence of RandomBit(), the next state may not be uniquely determined. d takes two states as inputs and produces a state as output. For a process P j to compute the next state, it calls d for actual parameters q j and q jÀ1 , where q j and q jÀ1 are the current states of P j and P jÀ1 , respectively. The calculation of the next state depends only on q jÀ1 and q j (and on bits generated by RandomBit()).
SELF-STABILIZING FAIR MUTUAL EXCLUSION
A computation D is a maximal (possibly infinite) sequence of configurations g 0 ; g 1 ; g 2 ; . . . such that g iÀ1 -g i for i51, where g 0 is a given configuration called an initial configuration, and -is a binary relation between configurations (i.e., -G Â G) defined below.
Let g i ¼ ðq 0 ; q 1 ; . . . ; q nÀ1 Þ. We say that P j is privileged or has a privilege in g i , if a guard hguard k i is true for q j at g i . If no process is privileged, the computation terminates. Otherwise, a scheduler for the processes called distributed daemon (d-daemon, for short) selects a non-empty subset X of the privileged processes. Then we have g iþ1 ¼ ðq
Here r j is determined as follows: Let hguard k i be the guard that is true for q jÀ1 and q j . (If more than one guard is true, take the one with the smallest k.) Then r j is the result of executing hcommand k i. We may denote this transition by
where X may be omitted, if X is clear from context or X is not important in discussion. The reflexive transitive closure of binary relation -is denoted by -* .
A special type of d-daemon that always selects a singleton set as X (i.e., jX j ¼ 1), as long as there are privileged processes, is called central daemon (c-daemon, for short). We do not make any assumption on the selection X by daemon. The daemon makes use of all information on the system (including the algorithm, the current state of processes, and the execution history, for example), except random bits generated by RandomBit() in the future. System R, on the other hand, cannot control the daemon at all, and the daemon may select the worst X for R to disturb R's stabilization and act as an adversary of R. Hence the execution schedule given by the daemon can be unfair in any sense.
Self-Stabilizing Mutual Exclusion Systems
Consider a randomized uniform unidirectional ring system R ¼ ðn; d; QÞ. Let L G be a set of configurations called legitimate configurations. Then R is a selfstabilizing mutual exclusion system with respect to L, if the following five conditions hold. The set of privileged processes in configuration g is denoted by PðgÞ.
No deadlock: For any configuration g 2 G, jPðgÞj > 0. Closure: For any legitimate configuration l 2 L and any configuration g 2 G; l-g implies g 2 L.
Mutual exclusion: For any legitimate configuration l 2 L; jPðlÞj ¼ 1. Strong fair privilege: There exists a function B : N-N satisfying the following property: Let D ¼ l 0 ; l 1 ; . . . be any infinite computation starting with a legitimate configuration l 0 2 L, where l iÀ1 -X iÀ1 l i for all i50. Then for any i50,
That is, during legitimate computation, every process is always given the privilege at least once in every BðnÞ consecutive transitions. Note that this requirement is not for the daemon but for the algorithm we will construct.
Convergence: R reaches a legitimate configuration in a finite number of transitions with probability 1, and the expected number of transitions necessary to reach a legitimate configuration is finite, regardless of the initial configuration and the behavior of daemon. See the Appendix for a formal definition.
We would like to make two remarks. First, if the system is both Strong Fair Privilege and Convergence then it is No Deadlock, thus the condition No Deadlock is in fact redundant. Next, Fair Privilege condition in [15] only requires every process being selected infinitely many times, so that a process may not be selected during an arbitrary long period in the computation. Clearly if the system is Strong Fair Privilege then it is Fair Privilege.
By the definitions of this section, a self-stabilizing mutual exclusion system means a strong probabilistic stabilizing mutual exclusion system, in the rest of the paper.
RANDOMIZED FAIR MUTUAL EXCLUSION
Basic Idea
This section presents a uniform randomized self-stabilizing mutual exclusion algorithm RMFD for an anonymous unidirectional ring of any size n, running under unfair d-daemon. The system is stabilized with probability 1 in Oðn 3 Þ expected number of steps, and each process is privileged at least once in every 2n steps, once it is stabilized. We first brief the basic idea behind RMFD by explaining the roles of three local variables l; r and t in RMFD. Note that we borrow a part of the idea from Burns and Pachl algorithm [5] .
Each process is equipped with a local variable l, whose value comes from set f0; 1; . . . ; n À 2g. Let us call a subring P i ; P iþ1 ; . . . ; P iþa a segment with a head P i and a tail P iþa , if l i =l iÀ1 þ 1; l jþ1 ¼ l j þ 1 for all i4j4i þ a À 1, and l iþaþ1 =l iþa þ 1 hold, where l j is the current value of l in P j . Note that indices j and values l j are calculated modulo n and n À 1, respectively. Clearly there is at least one segment in any configuration. Roughly speaking, RMFD gives the privilege to the head of each segment, and hence legitimate configurations are those consisting of only one segment.
The main task of RMFD is to decrement the number of segments, whenever it is more than 1 [17] . It is achieved by two adjacent segments merging into one as follows: The head P i of the second segment executes l i :¼ l iÀ1 þ 1 to cut itself off from the rest and appends itself to the tail of the first segment. The second segment shrinks, and it disappears if the above operation is executed when its length is 1. However, since the merge process never complete if all the segments execute this cutand-append procedure at the same speed, we need a trick to suppress it in some of the segments, which is considered to be a symmetry breaking. To this end, roughly speaking, RMFD periodically generates a random bit for each segment so that only the ''lost'' segments will continue the cut-and-append procedure. Local variable r is used to keep the random bit.
In the following, we explain how a merge of two segments occurs by using an example. Suppose that the following vector ðl 0 ; l 1 ; . . . ; l 9 Þ describes the l i values of processes P i ð04i49Þ in a configuration g. 
:
Another trick is used to effectively escape from configurations in which all the processes are privileged; each process randomly selects to execute ''no operation'' instead of executing an appointed program fragment, again to break symmetry. Abuse of no operation, however, is harmful for guaranteeing the strong fairness. We thus prohibit a process from selecting no operation in both of the two consecutive occasions. Local variable t is used to remember the last selection.
The Algorithm
Without loss of generality, we assume that the size n of a ring under consideration is at least 2. We now present algorithm RMFD that runs in an anonymous unidirectional ring of size n52. RMFD for a process P uses three local variables l; r, and t, the ranges of which are f0; 1; . . . ; n À 2g; f0; 1g and f0; 1g, respectively. The (process) state space Q * of RMFD is thus Q * ¼ fl:r:t j l 2 f0; 1; . . . ; n À 2g and r; t 2 f0; 1gg:
The l value of a process P is called the label of P and is calculated modulo n À 1. For the convenience of description, let us denote local variables l; r and t of process P i as l i ; r i and t i , respectively.
We use the following macros in RMFD:
KAKUGAWA AND YAMASHITA Using these macros, we now give RMFD in the following:
In the rest of this paper, we investigate RðnÞ ¼ ðn; d * ; Q * Þ and show that with respect to the definition of legitimate configurations given below, RðnÞ, running under unfair d-daemon, is a correct self-stabilizing mutual exclusion system. Let us denote a state of process P i as l i :r i :t i . A configuration ðl 0 :r 0 :t 0 ; l 1 :r 1 :t 1 ; . . . ; l nÀ1 :r nÀ1 :t nÀ1 Þ is said to be legitimate if it has the following form (or one of its cyclic permutations):
ð0:r:t 0 ; 1:r:t 1 ; . . . ; ' À 1:r:t iÀ1 ; ':r:t i ; ':r 0 :t iþ1 ; ' þ 1:r 0 :t iþ2 ; . . . ; n À 2:r 0 :t nÀ1 Þ for some ' 2 f0; 1; . . . ; n À 2g; r; r 0 2 f0; 1g, and t i 2 f0; 1g (i.e., t i can be an arbitrary value for each P i ). Let L * be the set of all legitimate configurations.
For instance, following configuration is legitimate, where the process underlined is privileged: . . .
SELF-STABILIZING FAIR MUTUAL EXCLUSION
CORRECTNESS OF RMFD
Reduction from D-Daemon to C-Daemon
In this section, we show that system RðnÞ ¼ ðn; Q * ; d * Þ under unfair d-daemon is a self-stabilizing mutual exclusion system. This subsection shows that the above problem is reducible to the same problem for RðnÞ running under unfair c-daemon. Theorem 1. Let S be a randomized uniform unidirectional ring system and suppose that S is a correct self-stabilizing mutual exclusion system under unfair c-daemon with respect to a set L of legitimate configurations. If the following two conditions hold for any configuration g, then S is also a correct self-stabilizing mutual exclusion system under unfair d-daemon with respect to L:
(1) If jPðgÞj ¼ n, then, with probability 1, the computation starting with g reaches a configuration g 0 such that jPðg 0 Þj5n, and the expected number of transitions necessary to reach such a g 0 is finite. (Recall that PðgÞ is the set of privileged processes in g.) (2) If jPðgÞj5n, then there is no configuration g 0 such that g -* g 0 and jPðg 0 Þj ¼ n.
Proof. By definition, S, running under unfair d-daemon, satisfies No Deadlock, Closure, Mutual Exclusion and Strong Fair Privilege, since S satisfies them under unfair c-daemon. We thus concentrate on Convergence.
Let g 0 ; g 1 ; . . . be any computation of S under unfair d-daemon with any initial configuration g 0 . We first show that S eventually converges to a legitimate configuration with probability 1.
By Conditions (1) and (2), without loss of generality, we may assume that jPðg i Þj 5n holds for any configuration g i . Let X be such that g i-X g iþ1 . We, in the following, construct a corresponding execution scheduling by c-daemon that g iþ1 yields, when S (running under c-daemon) starts with g i .
Since the number of privileged processes is less than n, we have jX j5n. Without loss of generality, we may assume that P 0 = 2 X . Assume that processes in X are P j 1 ; P j 2 ; . . . ; P j jX j in the increasing order of indices j k . Suppose that S, running under c-daemon, is in a configuration g i , and c-daemon selects, one by one, all processes in X in the following order:
Since the execution of P j k does not affect the local variables in P j kÀ1 and P j kÀ1 À1 , for any k; P j k is kept privileged until it is selected, and hence the same configuration g iþ1 yields as the result.
This implies that for any computation of S under unfair d-daemon (as long as the number of privileged processes is less than n), there is an associated computation of S under unfair c-daemon that results in the same configuration. Since S, running under unfair c-daemon, satisfies Convergence, computation g 0 ; g 1 ; . . . reaches a legitimate configuration with probability 1.
As for the expected number of transitions necessary to reach a legitimate configuration, by Condition (1) and the above argument, it is obviously finite for S running under d-daemon, since S, running under c-daemon satisfies
Convergence. ]
Correctness Proofs
In order to apply Theorem 1, we first show that RðnÞ ¼ ðn; Q * ; d * Þ is a correct selfstabilizing mutual exclusion system, with respect to the legitimate configuration set L * given in Section 3.2, when it is run under unfair c-daemon. We need a new terminology: Let g -X g 0 be a transition of RðnÞ running under d-daemon. An application of Rule A 1 to a process P 2 X updates neither l nor r, when RandomBit() generates 0. Such an application of Rule A 1 is referred to as no operation. By AðX Þ, we denote the set of processes in X such that the application of Rule A 1 in the transition does not result in no operation. Theorem 2. System RðnÞ is a self-stabilizing mutual exclusion system under unfair c-daemon with respect to L * . The expected number of transitions necessary to reach a legitimate configuration is Oðn 3 Þ. It uses 4ðn À 1Þ process states, and the maximum waiting time for getting the privilege is at most 2n, provided a legitimate configuration.
Proof. We give an outline of proof. By definition, one can easily observe that RðnÞ, running under unfair c-daemon, uses 4ðn À 1Þ process states, and satisfies No Deadlock, Closure, and Mutual Exclusion.
As for Strong Fair Privilege, consider the privileged process in any legitimate configuration, to which only Rules A 1 ; A 2 , or B is applicable. An application of Rules A 2 or B at P i forwards the privilege to P iþ1 . An application of Rule A 1 at P i , on the other hand, may not forward the privilege (when the application results in no operation); however, in this case, P i remains to be privileged and Rule A 2 is now the only rule applicable to P i . Thus, the privilege is forwarded to the successor in two transitions, and hence every process is privileged at least once in every 2n transitions, once it is stabilized.
As for Convergence, we use the fact that RMC, running under unfair c-daemon, converges to a legitimate configuration within Oðn 3 Þ expected number of transitions [15] . RMC uses the same macros as RMFD and is described as follows:
Rule C':
SELF-STABILIZING FAIR MUTUAL EXCLUSION
By R 0 ðnÞ, we denote the randomized unidirectional uniform ring system defined by RMC. Let g ¼ ðl 0 :r 0 :t 0 ; l 1 :r 1 :t 1 ; . . . ; l nÀ1 :r nÀ1 :t nÀ1 Þ be a configuration of RðnÞ. Then f ðgÞ ¼ ðl 0 :r 0 ; l 1 :r 1 ; . . . ; l nÀ1 :r nÀ1 Þ is a configuration of R 0 ðnÞ. Consider a transition g -X g 0 of RðnÞ, running under unfair c-daemon, i.e., X ¼ fP g for some process P . If AðX Þ ¼ |, i.e., Rule A 1 is applied to P and the application results in no operation, then by definition f ðgÞ ¼ f ðg 0 Þ. Suppose otherwise that AðX Þ ¼ fP g. Since (1) either Rule A 1 or A 2 (resp. B, C) is applicable to a process P in a configuration g, if and only if A' (resp. B', C') is applicable to P of R 0 ðnÞ in f ðgÞ, and (2) such an application of Rule A 1 or A 2 (resp. B, C) to P in g gives the same effect on l and r as that of A' (resp. B', C') to P in f ðgÞ, for What all we need to do is to show that RðnÞ, running under unfair d-daemon, satisfies Conditions (1) and (2) in Theorem 1. Lemma 1. Let g -X g 0 be any transition. Any P i 2 AðX Þ such that P iÀ1 = 2 AðX Þ; P i is not privileged in g 0 .
Proof. Since P iÀ1 = 2 AðX Þ, l iÀ1 and r iÀ1 are not updated by the transition. Hence in g 0 , l i ¼ l iÀ1 þ 1, and Rule C is the only candidate applicable to P i . Suppose that Rule A 1 or A 2 is applied to P i in g. Then l i ¼ 0 holds in g 0 . Suppose that Rule B or C is applied to P i in g. Then r i ¼ r iÀ1 holds in g 0 . In each case, Rule C is not applicable to
We first shows that Condition (2) holds for S running under unfair d-daemon.
Lemma 2. Let g -X g 0 be any transition. If jPðgÞj5n then jPðg 0 Þj5n.
Proof. The lemma trivially holds, if AðX Þ ¼ |. Suppose AðX Þ=|. Since 05jAðX Þj4jX j4jPðgÞj5n, there is a process P i 2 AðX Þ such that P iÀ1 = 2 AðX Þ. By Lemma 1, P i is not privileged in g
Next, we show that Condition (1) holds for S running under unfair d-daemon. Lemma 3. Let g 0 be any configuration such that jPðg 0 Þj ¼ n. Then the computation starting with g 0 reaches, with probability 1, a configuration g f such that jPðg f Þj5n, and the expected number of transitions necessary to reach such a configuration is at most 4n.
Proof. Let us consider any computation g 0 ; g 1 ; . . . such that for any i ¼ 0; 1; . . ., g i-X i g iþ1 and jPðg i Þj ¼ n. If Rule A 1 is applied to a process P 2 X i , then 05jAðX i Þj5n holds with probability at least 2 À1 , which implies that there is a process P j 2 AðX i Þ such that P jÀ1 = 2 AðX i Þ and that jPðg iþ1 Þj5n holds, by Lemma 1. Hence we, in the following, bound the number of transitions in which Rule A 1 is not applied to any process.
For any process P j , observe that Rule C is not applicable to P j in two consecutive transitions. Consider transition g i-X i g iþ1 . The label l j of the tail P j of a segment s in g i is exactly 1 less than the label l jþ1 of the new tail P jþ1 of s in g iþ1 . This implies that in every n transitions, there appears a process P j such that (1) it is the head of a segment and (2) l jÀ1 ¼ n À 2, i.e., only Rule A 1 or A 2 is applicable to P j . Also by definition, for a fixed P j , once A 2 is applied, then A 2 never becomes applicable again until A 1 is applied, because of the function of t.
Let us finally estimate the number of segments. Clearly, no segment contains more than 2 processes, i.e., there are at least n=2 segments. By combining this with the above argument, A 1 is applied to a process at least n times in every 4n transitions. Since the expected number of applications of A 1 to achieve our purpose is 2, 4n transitions is sufficient. ]
We thus conclude the following theorem. Theorem 3. System RðnÞ is a self-stabilizing mutual exclusion system under unfair d-daemon with respect to L * . The expected number of transitions necessary to reach a legitimate configuration is Oðn 3 Þ. It uses 4ðn À 1Þ process states, and the maximum waiting time for getting the privilege is at most 2n, provided a legitimate configuration.
Proof. By Theorems 1 and 2, RðnÞ, running under unfair d-daemon, is a self-stabilizing mutual exclusion system, with respect to L * .
Clearly it uses 4ðn À 1Þ process states, and the maximum waiting time for getting the privilege is at most 2n, by Theorem 2.
As for the expected number of transitions necessary to reach a legitimate configuration, it is Oðn 3 Þ by Theorem 1, since it is Oðn 3 Þ for RðnÞ running under unfair c-daemon, and for RðnÞ running under unfair d-daemon, the expected number of transitions necessary to reach a configuration with less than n privileges is 4n by Lemma 3. ]
CONCLUSION
In this paper, we have proposed a uniform randomized self-stabilizing mutual exclusion systems for unidirectional rings under unfair d(istributed) daemon, which guarantees the maximum waiting time 2n for getting the privilege.
Our algorithm uses 4ðn À 1Þ states. Reduction of the number of states, i.e., the space complexity, is left as an open question. The space complexity of an algorithm in [7] is OðmndðnÞÞ, where mndðnÞ, which is Oðlog nÞ [14] , is the minimum non-divisor of n. An essence of their algorithm is ''IF ðl i =l iÀ1 þ 1Þ THEN l i :¼ l iÀ1 þ 1'', where l i are computed modulo mndðnÞ. Unfortunately, our algorithm does not work correctly when we simply limit the range of variable l i to f0; 1; . . . ; mndðnÞ À 1g, since a deadlock configuration may yield. Hence reducing the space complexity of our algorithm to Oðlog nÞ is left as a future task.
APPENDEX A: FORMAL DEFINITION OF CONVERGENCE
We give a formal definition of Convergence, which is the same as in [15] . We arbitrarily fix a configuration g 0 as an initial configuration and a process selection algorithm Z that realizes the d-daemon. The computation of a system R is not yet deterministic because of the existence of RandomBit(), which produces either 0 or 1 with equal probability. We can regard R as an abstract probabilistic computing machine.
The computation tree is a natural structure to describe the computation of such a probabilistic machine. In our case, the computation tree T ðZ; g 0 Þ of R for Z and g 0 is a rooted tree defined as follows.
1. g 0 is the root, 2. every directed path starting with the root corresponds to a possible computation of R, and 3. each vertex v in T ðZ; g 0 Þ is labeled with the probability pðvÞ that R takes the subcomputation corresponding to the path connecting the root and v.
Let T * ðZ; g 0 Þ be the tree constructed from T ðZ; g 0 Þ by cutting edges going out from vertices corresponding to legitimate configurations. Let Leaf is the set of leaves in T * ðZ; g 0 Þ. For a leaf v of T * ðZ; g 0 Þ, let pðvÞ and dðvÞ be the probability attached to v and the depth of v. The Convergence condition claims that the next two formulas hold for every combination of algorithms Z and configurations g 0 . 
