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Abstract
In modeling the linear elastic behavior of a polycrystalline material on the microscopic
level, a special problem is to determine a so-called discrete orientation distributions (DODs)
which satisfy the isotropy condition. A DOD is a probability measure with finite support on
SO(3), the special orthogonal group in three dimensions. Isotropy of a DOD can be viewed
as an invariance property of a certain moment matrix of the DOD. So the problem of finding
isotropic DODs resembles that of finding weakly invariant linear regression designs. In fact,
methods from matrix and group theory which have been successfully applied in linear regres-
sion design can also be utilized here to construct various isotropic DODs. Of particular interest
are isotropic DODs with small support. Crystal classes with additional symmetry properties
are modeled by stiffness tensors having a non-trivial symmetry group. There are six possible
non-trivial symmetry groups, up to conjugation. In either cases we find isotropic DODs with
fairly small support, in particular for the cubic and the transversal symmetry groups.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
A popular model in materials technology for linear elasticity of a polycrystalline
(metallic) material is as follows. Suppose that an aggregate of that material consists
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of a finite number of grains (i.e., crystals), with material specimens being homoge-
neous over the grains. The distinct elastic behavior of the individual grains is thus
caused only by their different orientations in the three-dimensional space. The orien-
tation of a grain is described by an orthogonal 3 × 3 matrix G with det[G] = 1, i.e.,
the grain has been rotated according to G w.r.t. the standard orientation I (the 3 × 3
identity matrix). We follow convention in engineering sciences when assuming that
G is an element of the special orthogonal group SO(3) in three dimensions, i.e.,
det[G] = +1.
On the microscale the (linear) elastic behavior of a grain with orientation G is
described by the associated stiffness tensor CG, which reflects a three-dimensional
law of Hooke, relating the strain and stress tensors A, B ∈ Sym(3) via B = CG[A].
Mathematically, CG is a self-adjoint linear operator on the space Sym(3) of sym-
metric, real 3 × 3 matrices. For the standard grain orientation I we have the stan-
dard stiffness tensor CI . A reasonable and usual assumption is that the tensor CG is
obtained by rotating, according to G, the standard tensor CI , i.e.,
CG[A] = GCI [G′AG]G′ for all A ∈ Sym(3) (1.1)
(the prime denotes transposition).
On the macroscale the linear elastic behavior of the aggregate is modeled by tak-
ing some average of the involved individual stiffness tensors. In the sequel we are
concerned with one of the simplest models, due to VOIGT. Firstly, the orientations
of the various grains of the aggregate are captured by a so-called discrete orientation
distribution (DOD), which is a probability measure ξ on SO(3) with finite support.
Clearly, any such ξ can be easily described by its support points and weights, i.e.,
ξ =
(
G1,G2, . . . ,Gr
γ1, γ2, . . . , γr
)
,
where r ∈ N, Gi ∈ SO(3), γi > 0, 1  i  r, with
r∑
i=1
γi = 1. (1.2)
Here G1, . . . ,Gr are the distinct grain orientations occurring in the aggregate and
γi = ξ(Gi) is the volume fraction of grains in the aggregate having orientation Gi,
1  i  r . The Gi and γi are called the support points and the weights of ξ , re-
spectively. Secondly, the model states that the macroscopic stiffness tensor of the
aggregate is given by the Voigt average, see [7],
C(ξ) =
r∑
i=1
γi CGi . (1.3)
One of the aims in materials technology is to study the polycrystalline aggregate
under deformation processes via numerical simulations of the texture induced elastic
behavior. In this context, an appropriate initial state of the aggregate is given by a
DOD ξ , the Voigt average (1.3) of which is isotropic, in the sense that
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QC(ξ)[Q′AQ]Q′ =C(ξ)[A] for all A ∈ Sym(3) and all Q ∈ SO(3).
(1.4a)
We will call a DOD satisfying (1.4a) isotropic w.r.t. the standard tensor CI . It is
easily seen from (1.1) and (1.3) that a DOD ξ is isotropic w.r.t. CI if and only if
C(ξ) = C(ξQ) for all Q ∈ SO(3), (1.4b)
where ξQ denotes the image of ξ under Q obtained from (1.2) by transforming the
orientations Gi of ξ to QGi , 1  i  r , i.e.,
ξQ =
(
QG1,QG2, . . . ,QGr
γ1, γ2, . . . , γr
)
. (1.4c)
For numerical simulations, it is of interest to construct isotropic DODs ξ , and
moreover to find ones with a small number of support points. For a more detailed
discussion on the background in material science the interested reader is referred to
[1] (see also the references listed there). In the present paper we show how isotropic
DODs, in particular those with small support, can be obtained.
In Section 2, the matrix descriptions of symmetric fourth order tensors (linear
operators on Sym(3)) are introduced; the algebra of tensors and that of real 6 × 6
matrices are isomorphic. Thereby, tools which have been successfully used in linear
regression design theory can be utilized here. In the design notion a DOD ξ is termed
an approximate design (on SO(3)), and its Voigt average (1.3) plays the role of its
information matrix. An equation like (1.1), when translated into matrix notation,
appears in the context of an equivariant linear regression model, and an isotropic
DOD is a weakly invariant design (cf. [5, Section 2]).
For explicit constructions of isotropic DODs in Section 3, subgroup-invariant
DODs are considered, that is, designs which are (strongly) invariant w.r.t. a certain
finite subgroup of SO(3). The subgroups we consider are the symmetry groups of
the tetrahedron, the cube, and the dodecahedron, which are of size 12, 24, and 60,
respectively. Corresponding invariant isotropic DODs of size 12, 24, and 60, having
uniform weights in either cases, are obtained. In particular it turns out, somewhat
surprisingly, that any invariant 60-point DOD w.r.t. the dodecahedron symmetry
group is isotropic simultaneously for all standard stiffness tensors CI . The isotropic
DODs of smaller size depend on CI .
In Section 4, we will utilize invariance properties (if there are any) of the standard
stiffness tensor CI . If the symmetry group of CI is non-trivial, then a reduction of the
above invariant isotropic DODs may be obtained. In [1] this was carried out for the
case of cubic symmetry, and isotropic DODs of size 6 and 4 (with uniform weights)
have been derived in that case. In the present paper we generalize the method to an
arbitrary symmetry group of CI . By the results in [4, Theorems 1 and 2], there are six
non-trivial symmetry groups, up to conjugation. In either cases we obtain isotropic
DODs with fairly small support. In particular, for the transversal symmetric case, we
obtain isotropic solutions of size 6 (with uniform weights) which is suspected to be
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the minimum support size in this case. For cubic symmetry we find a new isotropic
DOD of size 5, again with uniform weights.
Remark on notation. Throughout the paper, symbols for 3×3 matrices are italic
capitals like A, B, G, Q, etc., and in particular I for the 3×3 identity matrix; ten-
sors, i.e., linear operators from Sym(3) into Sym(3), are represented by capital shad-
owed symbols like C, L,U,P, etc.; symbols for 6×6 matrices will be roman capitals
like C, L, U, P, etc., in particular the symbol I stands for the 6×6 identity matrix.
2. Tensors as matrices, and the isotropic subspace
In elasticity theory of non-polar materials, the standard stiffness tensor CI is
a self-adjoint linear operator on the space Sym(3) of symmetric, real 3×3 matri-
ces. Note that Sym(3) is a six-dimensional real Hilbert space with scalar product
〈A,B〉 = trace[AB], A,B ∈ Sym(3). A convenient orthonormal basis of Sym(3) is
given by
E1=e1e′1, E2 = e2e′2, E3 = e3e′3,
E4= 1√
2
(e1e
′
2 + e2e′1), E5 =
1√
2
(e1e
′
3 + e3e′1),
E6= 1√
2
(e2e
′
3 + e3e′2),
where ei denotes the ith unit (column) vector of R3, having a one at the ith entry, and
zeros elsewhere, 1  i  3. With a linear operator L from Sym(3) into Sym(3) we
associate a real 6×6 matrix,
L  L = (〈Ei, L[Ej ]〉)1i, j6. (2.1)
As it is well known, (2.1) gives an isomorphism between the algebra of tensors (lin-
ear operators on Sym(3)) and the algebra R6×6 of real 6×6 matrices. Moreover, the
adjoint linear operator L′, say, of L corresponds to L′, the transpose of L. In particu-
lar, the linear operator L is self-adjoint iff L is symmetric. The linear space of all self-
adjoint linear operators on Sym(3) thus corresponds (via (2.1)) to the linear space
Sym(6) of all symmetric real 6×6 matrices. We will further utilize that Sym(6) is a
real Hilbert space (of dimension 21) with scalar product 〈K,L〉 = trace[KL], K,L ∈
Sym(6).
Model (1.1) involves a group of unitary linear operators on Sym(3): For any Q ∈
SO(3), we denote by UQ the linear operator on Sym(3) defined by
UQ[A] = QAQ′, A ∈ Sym(3). (2.2)
As it is easily seen, we have
UQ1Q2 = UQ1UQ2 for all Q1, Q2 ∈ SO(3) (2.3a)
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and {UQ: Q ∈ SO(3)} constitutes a group of unitary linear operators which is iso-
morphic to SO(3). Hence the matrices UQ ∈ R6×6 corresponding to UQ (for any
given Q ∈ SO(3)) form a group of orthogonal matrices which is isomorphic to
SO(3), since (2.3a) rewrites as
UQ1Q2 = UQ1UQ2 for all Q1,Q2 ∈ SO(3). (2.3b)
Now, in terms of the unitary operators UQ and their matrix representations UQ,
model (1.1) can be equivalently stated as an operator- and a matrix equation, respec-
tively,
CG =UGCIU′G for all G ∈ SO(3) (prime denotes the adjoint operator)
(2.4a)
and
CG = UGCIU′G for all G ∈ SO(3) (prime denotes transposition). (2.4b)
For later reference, we state here an explicit formula for UQ  UQ in terms of the
entries of Q = (qij )1i,j3; by (2.1) and (2.2) straightforward computation yields
UQ =

q211 q
2
12 q
2
13
√
2q11q12
q221 q
2
22 q
2
23
√
2q21q22
q231 q
2
32 q
2
33
√
2q31q32√
2q11q21
√
2q12q22
√
2q13q23 q11q22 + q12q21√
2q11q31
√
2q12q32
√
2q13q33 q11q32 + q12q31√
2q21q31
√
2q22q32
√
2q23q33 q21q32 + q22q31√
2q11q13
√
2q12q13√
2q21q23
√
2q22q23√
2q31q33
√
2q32q33
q11q23 + q13q21 q12q23 + q13q22
q11q33 + q13q31 q12q33 + q13q32
q21q33 + q23q31 q22q33 + q23q32

. (2.5)
According to (2.3a), (2.3b) and (1.3), the Voigt average matrix of a DOD ξ from
(1.2) is
C(ξ) =
r∑
i=1
γi CGi . (2.6a)
From this we see that the set of all Voigt average matrices obtained when ξ ranges
over the set of all DODs constitutes the convex hull of the CG, G ∈ SO(3), i.e.,
observing (2.4b),{
C(ξ): ξ is a DOD
} = conv{UGCIU′G: G ∈ SO(3)}. (2.6b)
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Isotropy (1.4a) of a DOD ξ w.r.t. the standard tensor CI (or w.r.t. the standard matrix
CI ) rewrites as
UQC(ξ)U′Q = C(ξ) for all Q ∈ SO(3). (2.7)
Hence we can apply Theorem 2.4 in [5], from which we immediately obtain the
following lemma. The isotropic subspace of Sym(6) is defined by
ISO(3) =
{
L ∈ Sym(6): UQLU′Q = L for all Q ∈ SO(3)
}
. (2.8)
Lemma 1. There exists an isotropic DOD (w.r.t. the standard matrix CI ), and all
isotropic DODs ξ share a common average matrix C(ξ) = CI , say, which is the
orthogonal projection of CI onto the isotropic subspace ISO(3).
More explicit descriptions of the isotropic subspace ISO(3) and of the isotropic
average CI of CI will be given next.
Let PI denote the orthogonal projection operator of Sym(3) onto the linear sub-
space span{I } spanned by the 3×3 identity matrix I. Obviously, we have
PI [A] = 13 trace[A]I, A ∈ Sym(3), (2.9a)
the corresponding matrix PI of PI from (2.1) is given by
PI =
(
1
3 13×3 03×3
03×3 03×3
)
, (2.9b)
where we have denoted by 13×3 and 03×3 the 3×3 matrices of ones and zeros, re-
spectively.
Lemma 2. With PI from (2.9b), and I denoting the 6×6 identity matrix, we have
ISO(3) = span
{
PI , (I − PI )
}
.
Hence the isotropic average of CI is
CI = trace[PICI ]PI + 15 trace[(I − PI )CI ](I − PI ).
Proof. Obviously, L ∈ Sym(6) is an element ofISO(3) iff the associated operator L
satisfies
L[A] = QL[Q′AQ]Q′ for all A ∈ Sym(3) and all Q ∈ SO(3).
From this it immediately follows that both PI and I − PI ( I − PI ) are elements of
ISO(3), and therefore
span
{
PI , (I − PI )
} ⊂ ISO(3).
For establishing the reverse inclusion, we firstly note that ISO(3) is a quadratic
subspace of Sym(6) in the sense of [9]. Hence, according to Lemma 2 in that refer-
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ence, all eigenspacesL ⊂ Sym(3) of any L  L ∈ ISO(3) are invariant w.r.t. SO(3),
i.e.,
QLQ′ =L for all Q ∈ SO(3). (2.10)
Thus, the assertion follows by showing that the only non-trivial invariant (in the
sense of (2.10)) subspaces of Sym(3) are
L1 = span{I } (= range(PI )) and L2 = (span{I })⊥ (= range(I − PI )).
Obviously, L1 and L2 are invariant w.r.t. SO(3). Consider any invariant subspace
L of Sym(3),L /= {0},L /=L1, and choose a matrix 0 /= A ∈L which is not in
L1. Let a1  a2  a3 (a1 > a3) be the eigenvalues of A. From (2.10), applied to a
matrix Q ∈ SO(3) whose columns are orthonormal eigenvectors of A, we conclude
that D = diag(a1, a2, a3) is also an element of L. Moreover, observing that
V =
(0 0 −1
0 1 0
1 0 0
)
∈ SO(3), (2.11)
we find VDV ′ = diag(a3, a2, a1) ∈L, and therefore, abbreviating δ = a1 − a3
( /= 0),
1
δ
(D − VDV ′) = diag(1, 0,−1) ∈L.
Recall that the spectral decomposition of any B ∈ Sym(3) can be made with an
orthogonal matrix having determinant +1. Hence, (2.10) entails that all symmetric
3×3 matrices with eigenvalues −1, 0, 1 are elements of L. Among those there are
in particular
B1 = diag(1, 0,−1), B2 = diag(1,−1, 0),
B3 = 12
1 1 01 1 0
0 0 −2
 , B4 = 12
1 0 10 −2 0
1 0 1
 ,
B5 = 12
−2 0 00 1 1
0 1 1
 .
Since B1, . . . , B5 form a basis ofL2, we either haveL =L2 orL = Sym(3), and
the asserted description of ISO(3) follows.
Now the formula for CI is a direct consequence of the latter and of Lemma 1,
observing that 〈PI , PI 〉 = 1, 〈(I − PI ), (I − PI )〉 = 5, and 〈PI , (I − PI )〉 = 0. 
From Lemmas 1 and 2 we see that, for finding an isotropic (w.r.t. the standard
matrix CI ) DOD ξ ,
ξ =
(
G1,G2, . . . ,Gr
γ1, γ2, . . . , γr
)
,
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one has to solve the equation
r∑
i=1
γiUGiCIU′Gi = CI , (2.12a)
subject to γi  0,
r∑
i=1
γi = 1,Gi ∈ SO(3), and r ∈ N. (2.12b)
Note that the number r ∈ N is also an unknown quantity; Carathéodory’s Theorem
provides the upper bound r  1 + dim(Sym(6)) = 22 (cf. e.g. [10, Section 17]).
However, due to the non-linear side condition Gi ∈ SO(3) it appears to be a fairly
hard job to solve (2.12a) and (2.12b) directly. Instead, our idea for solution is to
impose additional symmetry properties on the DOD, which will simplify the problem
and will be studied next.
3. Invariant DODs w.r.t. finite subgroups
Let Q be a finite subgroup of SO(3). A DOD ξ is said to be Q-invariant iff ξQ = ξ
for all Q ∈ Q (where ξQ denotes the image of ξ under Q, see (1.4c)). From any DOD
ξ -invariant one obtains a Q-invariant DOD ξQ, say, by taking the average
ξ
Q = 1
#Q
∑
Q∈Q
ξQ.
Obviously, ξ is Q-invariant if and only if ξQ = ξ . The smallest Q-invariant DODs are
the averages of one-point DODs ξG, say, where G ∈ SO(3). Then ξQG is the uniform
distribution on the Q-orbit of G, assigning equal weight 1#Q to the points QG for all
Q ∈ Q. We will call ξQG an elementary Q-invariant DOD. It is easy to see that any
Q-invariant DOD can be represented as a mixture of a finite number of elementary Q-
invariant DODs. Hence the set of Voigt average matrices (w.r.t. the standard matrix
CI ) of Q-invariant DODs is convexly generated by the Voigt average matrices of
elementary Q-invariant DODs,{
C(ξ): ξ is a Q-invariant DOD
} = conv{C(ξQG): G ∈ SO(3)}. (3.1)
For construction of isotropic DODs the basic observation is the following. If ξ is
isotropic (w.r.t. the standard matrix CI ), then so is, for any fixed Q ∈ SO(3), its
image ξQ, and hence the average ξQ. This, together with Lemma 1, shows that there
exists a Q-invariant isotropic DOD. In other words, the isotropic average matrix CI
of CI is an element of the convex set (3.1). Thus,
CI =
s∑
j=1
αjC
(
ξ
Q
Gj
)
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for some s ∈ N,G1, . . . ,Gs ∈ SO(3), α1, . . . , αs > 0 with∑j αj = 1, and
ξ =
s∑
j=1
αj ξ
Q
Gj
,
is a Q-invariant isotropic DOD. However, this involves s elementary Q-invariant
DODs, each of which stands for a total of #Q individual orientations of SO(3). The
issue is thus to have a small subgroup Q of SO(3), in order to get a small number of
support points for the elementary Q-invariant DODs, which simultaneously is rich
enough to provide a low affine dimension of the set (3.1), and hence a small number
s. Below we will employ two special groups Q meeting these requirements.
The following geometric description of the Voigt average matrices of elementary
Q-invariant DODs (and thus of the set (3.1)) will be useful. The Q-invariant subspace
of Sym(6) is defined by
IQ =
{
L ∈ Sym(6): L = UQLU′Q for all Q ∈ Q
}
. (3.2)
Lemma 3. For any G ∈ SO(3), the Voigt average matrix C(ξQG) (w.r.t. the standard
matrix CI ) equals the orthogonal projection of CG onto the Q-invariant subspace
IQ.
Proof. By definition and by (1.4c), (2.4b), and (2.3b),
C(ξQG) =
1
#Q
∑
Q∈Q
CQG = 1#Q
∑
Q∈Q
UQCGU′Q.
Hence C(ξQG) is an element of the convex hull of the finite set {UQCGU′Q: Q ∈ Q},
and obviously C(ξQG) ∈ IQ. Also, by (2.3b), the set {UQ: Q ∈ Q} forms a matrix
group (which is isomorphic toQ) of orthogonal 6×6 matrices. Now the result follows
from [5, Theorem 2.4]. 
We shall consider two particular subgroups of SO(3), namely the symmetry group
Q =T of a tetrahedron (centered at zero), and the symmetry group Q = D of a
dodecahedron (centered at zero). Upon introducing the sign change matrix S, which
is a -rotation around e1, the cyclic permutation matrix P, which is a 2/3-rota-
tion around (1, 1, 1)′, and the 2/5-rotation R around the axis (1,−τ, 0)′, with τ =
(1 +√5)/2,
S =
(1 0 0
0 −1 0
0 0 −1
)
, P =
(0 1 0
0 0 1
1 0 0
)
,
and
R = 1
2
 1 −1/τ τ−1/τ τ 1
−τ −1 1/τ
 ,
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the subgroups T and D are generated by S and P, and by P and R, respectively,
T = 〈〈S, P 〉〉, (3.3a)
D = 〈〈P,R〉〉. (3.3b)
As it is well known in group theory, T and D are isomorphic to the alternation
groups of order 4 and 5, respectively (cf. e.g. [2, Theorem 15.43]). In particular, we
have #T = 12, and #D = 60. Moreover, the identity S = R2PR yields
T ⊂ D. (3.4)
We start our investigations with an auxiliary result on the associated invariant spaces
IT and ID defined by (3.2) with Q =T and Q = D, respectively. Let PI be given
by (2.9b), and define B by
B =
(
−3
(
I − 13 13×3
)
03×3
03×3 2I
)
. (3.5)
Then we have:
Lemma 4.
IT = span
{
PI , (I − PI ),B
}
,
ID = span
{
PI , (I − PI )
} = ISO(3).
Proof. 1. From (3.4) we get ISO(3) ⊂ ID ⊂ IT, and Lemma 1 ensures that both
PI and (I − PI ) are in IT. Moreover, for Q ∈T the associated matrix UQ from
(2.5) has block-diagonal structure, with some 3×3 permutation matrix as left upper
block, and some orthogonal 3×3 matrix as right lower block. Therefore, B ∈ IT
follows.
2. Let L ∈ IT,L = (ij )1i,j6. Note that
S˜ = PSP 2S =
−1 0 00 1 0
0 0 −1

is an element of T. Hence, evaluating the identities L = USLU′S = US˜LU′S˜ , all off-
diagonal entries of L from the 4th, 5th and 6th row and column of L must vanish,
i.e.,
L =

11 12 13
12 22 23 03×3
13 23 33
03×3 diag(44, 55, 66)
 .
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Now L = UQLU′Q for Q = P and Q = P 2 entails 11 = 22 = 33 = a, 12 = 13 =
23 = b, and 44 = 55 = 66 = c, say, thus
L=(2b + a)PI + 2a − 2b + 3c5 (I − PI )
+c + b − a
5
B ∈ span{PI , (I − PI ),B}.
Together with Lemma 1 we thus obtained
ISO(3) = span
{
PI , (I − PI )
} ⊂ ID ⊂ IT = span{PI , (I − PI ),B}. (3.6)
3. The matrix B is not an element ofID: The (1, 1)-entry of URBU′R equals 1/2,
while the (1, 1)-entry of B is −2, and thus B /= URBU′R . Consequently, by (3.6),ID
cannot have dimension greater than two, and the result follows. 
Now we obtain the following result, the first part of which is somewhat surprising.
Theorem 5.
(a) For any G ∈ SO(3), the elementary D-invariant DOD ξDG is isotropic simulta-
neously w.r.t all standard matrices CI .
(b) There exists a G ∈ SO(3) (depending on the standard matrix CI ) such that the
elementary T-invariant DOD ξTG is isotropic w.r.t. CI ; moreover, ξTG is isotro-
pic w.r.t. CI iff, with B given by (3.5),
trace[BUGCIU′G] = 0. (3.7)
Proof.
(a) By Lemma 3, the Voigt average matrix C(ξDG) of any elementary D-invariant
DOD ξDG is the orthogonal projection of CG onto the invariant subspace ID.
By Lemma 4,ID = ISO(3) and hence C(ξDG) belongs to the isotropic subspace,
i.e., ξDG is isotropic w.r.t. the standard matrix CI .
(b) The three matrices PI , 1√5 (I − PI ), and
1√
30
B form an orthonormal basis of the
invariant space IT. Consequently, for any G ∈ SO(3),
C(ξTG)= trace[PICG]PI + 15 trace[(I − PI )CG](I − PI )+ 130 trace[BCG]B
= trace[PICI ]PI + 15 trace[(I − PI )CI ](I − PI )
+ 130 trace[BUGCIU′G]B. (3.8)
For deriving the last equation we used the identity CG = UGCIU′G and the fact that
PI and (I − PI ) are both in the isotropic space ISO(3). Since UG is a continuous
function of G (see (2.5)), and SO(3) is compact and connected (cf. e.g. [3, p. 89
and Chapter VIII]), the coefficients trace[BUGCIU′G] range over a compact interval
of the real line when G ranges over SO(3). Hence we see from (3.8) that the set
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{C(ξTG): G ∈ SO(3)} is convex. So, by (3.1), this set equals the set of C(ξ), when
ξ ranges over all T-invariant DODs. As remarked earlier, the isotropic average CI
of CI belongs to the set (3.1). Consequently, there exists a G ∈ SO(3) such that
CI = C(ξTG), i.e., the elementary T-invariant DOD ξTG is isotropic (w.r.t. the stan-
dard matrix CI ). Moreover, by Lemma 2 and (3.8), those G are characterized by
Eq. (3.7). 
As we see from the proof to Theorem 5, the crucial point for that result is that the
invariant subspaces IQ for Q = D and Q =T have dimensions two and three, re-
spectively. Note thatISO(3) ⊂ IQ for any subgroup Q of SO(3), and dim(ISO(3)) =
2. As a further group one might consider the symmetry group Q = C of a cube (cen-
tered at zero),
C = 〈〈P, V 〉〉 (3.9)
with V from (2.11). The size of C is 24 and T ⊂ C. However, the invariant spaces
of C and T coincide,
IC = IT, (3.10)
which follows from Lemma 4, (3.3a), (3.5), and UV BU′V = B. Consequently, for a
given standard matrix CI we have by Lemma 3 that C(ξ
C
G) = C(ξTG) for all G ∈
SO(3); in particular, an elementaryC-invariant DOD ξCG is isotropic iff so is the corre-
sponding elementaryT-invariant DOD ξTG . Moreover, we see fromC =T ∪ {QV :
Q ∈T} that ξCG = 12ξ
T
G + 12ξTVG; by U′V BUV = B we have trace[BUGCIU′G]
= trace[BUVGCIU′VG]. Hence, by part (b) of Theorem 5, ξTG is isotropic iff ξTVG is
isotropic. Thus, an isotropic elementaryC-invariant DOD ξCG is just the average of the
two isotropic elementaryT-invariant DODs ξTG and ξTVG, which brings nothing new.
We can prove that D,T, and C are the only closed subgroups Q ⊂ SO(3) (up to
conjugation) such that the invariant spaceIQ has dimension at most three. However,
this will be published elsewhere.
4. Standard matrices with invariance properties
By Theorem 5 we can construct, for any standard matrix CI , isotropic DODs
which are supported by 12, respectively, 60 (equally weighted) points. Compared to
the upper bound obtained from Carathéodory’s Theorem, which is dim(Sym(6))+
1 = 22, the support size 12 is surprisingly small. Nevertheless, for cubic invariant
standard matrices CI , i.e., CI ∈ IC, an isotropic DOD having only four, again uni-
formly weighted, support points was found in [1].
In this section we will extend the ideas from [1]. This will allow, under particular
symmetries of CI , to reduce the number of support points of an isotropic, elementary
Q-invariant DOD.
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For the given standard matrix CI , we denote by
S =S(CI ) =
{
Q ∈ SO(3): UQCIU′Q = CI
} (4.1)
its associated symmetry group, which is easily found to be a closed (not necessarily
finite) subgroup of SO(3). Trivially, CI is an element of the corresponding invariant
space, i.e.,
CI ∈ IS =
{
L ∈ Sym(6): UQLU′Q = L for all Q ∈S
}
. (4.2)
Due to (2.3b) and (2.4b), the matrices CG = UGCIU′G,G ∈ SO(3), possess the in-
variance property
CGH = UGUHCIU′HU′G = UGCIU′G = CG for all H ∈S. (4.3)
This suggests to consider a relation on the set of all orientations G ∈ SO(3), namely
G1 ∼ G2 iff G′1G2 ∈S (G1,G2 ∈ SO(3)). (4.4)
In fact, it is easy to see that (4.4) defines an equivalence relation on SO(3). By
(2.6a) and (4.3), if some support points of a DOD ξ are equivalent (in the sense
of (4.4)), then these may be replaced by one single point from the corresponding
equivalence class, resulting thus in a DOD ξ˜ , say, of smaller support, but shar-
ing the same Voigt average matrix C(˜ξ ) = C(ξ). In particular, if ξ is isotropic,
then so is ξ˜ . The following lemma implies that if ξ is an elementary Q-invari-
ant DOD as considered in Section 3 (with Q being any finite subgroup of SO(3)),
then the reduction by equivalence yields a uniform distribution ξ˜ on the reduced
support.
Lemma 6. Let Q be a finite subgroup of SO(3) and G ∈ SO(3). Restrict the equiv-
alence relation (4.4) to the Q-orbit of G, i.e., to the set {QG: Q ∈ Q}. Then, for any
Q0 ∈ Q, the equivalence class [Q0G] = {QG: Q ∈ Q,QG ∼ Q0G} is
[Q0G] = Q0(GSG′ ∩ Q)G.
In particular, the distinct equivalence classes all have the same size #(GSG′ ∩ Q).
Proof. Fix G ∈ SO(3) and Q0 ∈ Q. Then, for any QG ∈ [Q0G], (4.4) ensures
QG = Q0GH with some H ∈S. Thus
QG = Q0WG, where W = GHG′.
Obviously, W ∈ GSG′ and W = Q′0Q ∈ Q, and consequently W ∈ GSG′ ∩ Q.
It follows that QG ∈ Q0(GSG′ ∩ Q)G. Hence
[Q0G] ⊂ Q0(GSG′ ∩ Q)G.
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Conversely, let W˜ = Q0WG ∈ Q0(GSG′ ∩ Q)G (with some W ∈ GSG′ ∩ Q).
Then, observing W ∈ Q, we have W˜ ∈ QG, and observing W ∈ GSG′ (thus W =
GHG′ for some H ∈S),
W˜ ′Q0G = G′W ′Q′0Q0G = H ′ ∈S,
and W˜ ∈ [Q0G] follows. The rest of the assertion is obvious. 
Note that the intersection GSG′ ∩ Q in Lemma 6 is a subgroup of Q, and simul-
taneously, the G-conjugate of a subgroup of S. We will demonstrate the reduction
by equivalence for various symmetry groups S =S(CI ); we start with the case
S = C as considered in [1].
4.1. Cubic invariance: S = C
We will frequently refer to the matrices S, P,R and V introduced in the previ-
ous sections; we restate their definitions here, for convenience. As before, let (with
τ = (√5 + 1)/2)
S =
(1 0 0
0 −1 0
0 0 −1
)
, P =
(0 1 0
0 0 1
1 0 0
)
,
R = 1
2
( 1 −1/τ τ
−1/τ τ 1
−τ −1 1/τ
)
, and V =
(0 0 −1
0 1 0
1 0 0
)
.
Suppose that S = C (= 〈〈P, V 〉〉), which is the symmetry group of the cube (cen-
tered at zero). By (3.10) the invariant subspace IC coincides with IT. Hence, by
Lemma 4,
CI = αPI + β(I − PI )+ γB, (4.5)
for some α, β, γ ∈ R, γ /= 0 (with PI and B from (2.9b) and (3.5), respectively).
a. Let Q = D (= 〈〈P,R〉〉) (that is, the invariance group for the DODs is the symme-
try group of the dodecahedron), and choose G = I . Then, GSG′ ∩ Q from Lemma
6 becomes C ∩D, and this intersection is T = 〈〈S, P 〉〉 (the symmetry group of the
tetrahedron, see e.g. [6, Chapter 6]). Hence, by Lemma 6, the D-orbit of I (which is
D) is divided into five equivalence classes of size 12 each, and a set of representatives
is easily seen to be I, R,R2, R3, and R4. Now, Theorem 5, part (a), and Lemma 6
immediately lead to:
Corollary 7. The uniform, five-point DOD
ξ5 =
(
I, R,R2, R3, R4
1/5, 1/5, 1/5, 1/5, 1/5
)
is isotropic w.r.t. any standard matrix CI whose symmetry group is C.
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b. Let Q =T. We will firstly find those G ∈ SO(3) for which the equivalence rela-
tion on the T-orbit of G, as described by Lemma 6, is non-trivial, i.e.,
GCG′ ∩T /= {I }. (4.6)
Recall that the order of any Q ∈T,Q /= I , is either ord[Q] = 2 or ord[Q] = 3
(the order of Q is the smallest positive integer  with Q = I ). Actually, the order-2
elements ofT are theT-conjugates of S, and the order-3 elements ofT are theT-
conjugates of P and of P ′, respectively. So, condition (4.6) holds true iff the subgroup
GCG′ ∩T contains an element of order two or three, i.e., iff one of the following
conditions holds true.
Q0SQ
′
0 ∈ GCG′ for some Q0 ∈T, (4.7a)
Q0PQ
′
0 ∈ GCG′ for some Q0 ∈T. (4.7b)
Up to multiplication of G from the left by some Q0 ∈T (the same as occurring
in (4.7a), (4.7b)) and multiplication from the right by some H0 ∈ C, we are led
(see Lemma 8 below) to three particular classes of matrices G ∈ SO(3), which are
given by the conditions Ge1 = e1, G(e1 + e2) =
√
2e1, and G13×1 = 13×1, respec-
tively. As it is not difficult to see, these classes can be described more explicitly as
follows:
G1,ϕ =
1 0 00 cos(ϕ) − sin(ϕ)
0 sin(ϕ) cos(ϕ)
 , (4.8a)
G2,ϕ = 1√
2
 1 1 0− sin(ϕ) sin(ϕ) √2 cos(ϕ)
cos(ϕ) − cos(ϕ) √2 sin(ϕ)
 , (4.8b)
G3,ϕ =
aϕ bϕ cϕcϕ aϕ bϕ
bϕ cϕ aϕ
 , (4.8c)
where
aϕ = 1 + 2 cos(ϕ)3 , bϕ =
1 − cos(ϕ)
3
− sin(ϕ)√
3
,
cϕ = 1 − cos(ϕ)3 +
sin(ϕ)√
3
,
in all cases (4.8a)–(4.8c), the parameter ϕ ranges over [0, 2).
Our result is formally stated by the following lemma; we omit the proof of the
‘only if’ parts, for brevity and since the direct parts will suffice for our construc-
tions.
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Lemma 8. Let G ∈ SO(3) and Q0 ∈T. Then:
(a) Q0SQ′0 ∈ GCG′ iff
G = Q0G1,ϕH0 or G = Q0G2,ϕH0 for some 0  ϕ < 2 and some H0 ∈ C.
(b) Q0PQ′0 ∈ GCG iff
G = Q0G3,ϕH0 for some 0  ϕ < 2 and some H0 ∈ C.
Proof (of the ‘if’ parts).
(a) If G = Q0G1,ϕH0, then, observing G′1,ϕSG1,ϕ = S,
G′Q0SQ′0G = H ′0G′1,ϕSG1,ϕH0 = H ′0SH0 ∈ C,
hence Q0SQ′0 ∈ GCG′. Similarly, if G = Q0G2,ϕH0, then because of G′2,ϕ
SG2,ϕ = PV ,
G′Q0SQ′0G = H ′0G′2,ϕSG2,ϕH0 = H ′0PVH0 ∈ C,
and Q0SQ′0 ∈ GCG′.
(b) Simple algebra shows that G′3,ϕPG3,ϕ = P . Thus, if G = Q0G3,ϕH0, then
G′Q0PQ′0G = H ′0G′3,ϕPG3,ϕH0 = H ′0PH0 ∈ C,
from which we conclude that Q0PQ′0 ∈ GCG′. 
Now we wish to find elementary T-invariant isotropic DODs ξTG such that G
satisfies (4.7a) or (4.7b) hence, by Lemma 6, allowing to reduce ξTG to an isotropic
DOD of size smaller than 12 (again having uniform weights). By Lemma 8, we
are led to examine the classes G = Q0Gi,ϕH0, for 0  ϕ < 2, Q0 ∈T, H0 ∈ C,
and i = 1, 2, 3. Since the T-orbit of Q0Gi,ϕH0 coincides with that of Gi,ϕH0 and
each orbit point QGi,ϕH0 is equivalent (in the sense of (4.4)) to the orbit point
QGi,ϕ of Gi,ϕ , we may restrict to the matrices G = Gi,ϕ , 0  ϕ < 2, i = 1, 2, 3.
By Theorem 5, part (b), isotropy (w.r.t. the cubic invariant standard matrix CI ) of an
elementary T-invariant DOD generated by G means that G satisfies (3.7). By (4.5)
and observing that PI , (I − PI ), and B are pairwise orthogonal, (3.7) simplifies to
trace[BUGBU′G] = 0,
inserting for UG the explicit expression (2.5), we find (after some straightforward
calculations) that (3.7) rewrites as∑
1i,j3
g4ij =
9
5
(G = (gij ) ∈ SO(3)). (4.9)
Note that (4.9) is a condition on G only, and thus isotropy of ξTG is independent of
the particular standard tensor CI ∈ IC. We have to check (4.9) for G = Gi,ϕ . For
i = 1, we obtain
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1i,j3
g4ij = 3 − 4 cos2(ϕ)(1 − cos2(ϕ))  2 >
9
5
,
and hence the class of G1,ϕ has to be excluded. Examining the other two classes of
G2,ϕ and G3,ϕ, respectively, yields the following result.
Corollary 9. The uniform six-point DOD ξ6 and the uniform four-point DOD ξ4 are
isotropic w.r.t. any standard matrix CI whose symmetry group is C, where
ξ6=
(
G, (PSP ′)G, PG,P ′G, (SP )G, (SP ′)G
1/6, 1/6, 1/6, 1/6, 1/6, 1/6
)
with G = G2,ϕ from (4.8b) and cos(ϕ) = ±
√
1/2 ±√11/60, and
ξ4=
(
G, SG, (PSP ′)G, (P ′SP )G
1/4, 1/4, 1/4, 1/4
)
with G = G3,ϕ from (4.8c) and cos(3ϕ) = −7/20.
Proof. For G = G2,ϕ = (gij )i,j we get∑
1i,j3
g4ij = 2 + 3 cos4(ϕ)− 3 cos2(ϕ).
Equating this to 9/5 yields the four particular values of ϕ as stated in the assertion
(for ξ6). Now we find for each of those four solutions G = G2,ϕ that the intersec-
tion GCG′ ∩T equals the group 〈〈S〉〉 (note that Lemma 8 a priori ensures 〈〈S〉〉 ⊂
GCG′ ∩T, only). By Lemma 6, the T-orbit of G is divided into six equivalence
classes of size two each, and a set of representatives is given by G, (PSP ′)G, PG,
P ′G, (SP )G, and (SP ′)G. Hence ξ6 is an isotropic DOD.
Similarly, for G = G3,ϕ = (gij ) we find∑
1i,j3
g4ij =
57
27
− 24
9
cos(ϕ)+ 96
27
cos2(ϕ) = 19
9
+ 8
9
cos(3ϕ).
Equating this to 9/5 yields cos(3ϕ) = −7/20. For that particular solution G = G3,ϕ
we find that GCG′ ∩T = 〈〈P 〉〉; hence, by Lemma 6, the T-orbit of G is divided
into four equivalence classes of size 3 each, and a set of representatives is given by
G, SG, (PSP ′)G, and (P ′SP )G. Now isotropy of ξ4 follows. 
We note that, in the case S(CI ) = C studied here, 4 is the minimum possible
size of any isotropic DOD (cf. [1, Lemma 3.2]). When taking suitable mixtures of
the isotropic DODs ξ4, ξ5, and ξ6 from Corollaries 7 and 9, one easily constructs
uniform isotropic DODs (w.r.t. any cubic symmetric standard matrix) of nearly any
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desired support size. Only support size 7 is not achievable in this way. Actually,
there is numerical evidence that also an isotropic uniform 7-point DOD does exist;
an analytical description, however, is outstanding.
4.2. Other symmetry groups
The sign change matrix S introduced earlier is the rotation of angle  around the
first coordinate axis e1. By Dϕe3 for 0  ϕ < 2, we will denote the element of SO(3)
which describes the rotation of angle ϕ around the third coordinate axis e3, i.e.,
Dϕe3 =
 cos(ϕ) sin(ϕ) 0− sin(ϕ) cos(ϕ) 0
0 0 1
 .
Particular subgroups of SO(3) are the following. For any n ∈ N, the cyclic subgroup
of order n and the dieder subgroup of order 2n, respectively, are defined by
Cn = 〈〈D2/ne3 〉〉,
D2n = 〈〈D2/ne3 , S〉〉,
the transversal subgroup w.r.t. the e3-axis is isomorphic to the orthogonal groupO(2)
in two dimensions and is defined by
O(2)∗ = 〈〈{Dϕe3 : 0  ϕ < 2}, S〉〉.
Due to the results in [4, Theorems 1,2], the symmetry group S =S(CI ) of a stan-
dard matrix CI ∈ Sym(6) has to be a conjugate of one of the following eight groups,
{I }, C2, D4, D6, D8, C, O(2)∗, SO(3).
We will examine the possibility of reduction (via Lemma 6) of isotropic 60-point
DODs from Theorem 5, part (a), for the non-trivial symmetry groups, where for ob-
vious reasons conjugates need not be considered. The case S = C has already been
studied. Corollary 10 below summarizes our results for the remaining five groups.
For brevity, the statements only refer to the existence of isotropic DODs of particular
size (with uniform weights) for the various symmetry classes of the standard matrix
CI ; however, the proofs show how to construct those DODs. Also we note that, due
to the simultaneous isotropy (w.r.t. all CI ) of an elementary D-invariant DOD, the
reduced DODs we obtain are isotropic simultaneously w.r.t. all standard matrices CI
within the respective symmetry class. A further approach would be to start with an
elementary T-invariant, isotropic DOD from Theorem 5, part (b), and examine the
possibility of reduction for the various symmetry classes of the standard matrix CI .
This however requires a study of the invariant spaces corresponding to the symmetry
groups in order to evaluate Eq. (3.7) of Theorem 5. We will address to that problem
in a subsequent paper.
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Corollary 10.
(a) S = O(2)∗: There exists a 6-point DOD (with uniform weights) which is iso-
tropic w.r.t. all standard matrices CI whose symmetry group is O(2)∗.
(b) S = D8 orS = D4: There exists a 15-point DOD (with uniform weights)which
is isotropic w.r.t. all standard matrices CI whose symmetry group is D8 or D4.
(c) S = D6: There exists a 10-point DOD (with uniform weights) which is isotropic
w.r.t. all standard matrices CI whose symmetry group is D6.
(d) S = C2: There exists a 30-point DOD (with uniform weights) which is isotropic
w.r.t. all standard matrices CI whose symmetry group is C2.
Proof. By Theorem 5, part (a), for anyG ∈ SO(3) the 60-point DOD giving uniform
weights to the points of the D-orbit of G is isotropic w.r.t. all standard matrices CI .
For the different cases of symmetry of CI , we will choose appropriate matrices G
such that the intersection groups GSG′ ∩D from Lemma 6 become as large as
possible; the assertions will then follow from that lemma.
(a) Choose
G = 1√
1 + τ 2
 0 −τ 10 −1 −τ√
1 + τ 2 0 0
 ,
where τ = (1 +√5)/2. We obtain (after straightforward calculations),
GD
2/5
e3 G
′ = R and GSG′ = De3 = P ′SP
(with S, P, and R as before, see e.g. Section 4.1). Consequently, for D10 = 〈〈D2/5e3 ,
S〉〉, which is a subgroup of O(2)∗, we have GD10G′ ∩D = 〈〈R,P ′SP 〉〉, and hence
〈〈R,P ′SP 〉〉 ⊂ GO(2)∗G′ ∩D. (4.10)
Actually, there is equality in (4.10), since the group on the left-hand side turns out to
be of size 10, andD does not contain subgroups of size 20 or 30 (cf. e.g. [6, p. 106]).
We conclude by Lemma 6 that theD-orbit of G is divided into 6 equivalence classes
of size 10 each. Hence the isotropic 60-point DOD can be reduced to a uniformly
weighted 6-point DOD which remains isotropic w.r.t. any standard matrix CI with
symmetry group O(2)∗.
(b) Choose G = I . Since D4 = 〈〈P ′SP, S〉〉 ⊂ D, we have D4 ∩D = D4, and
since D4 ⊂ D8,
D4 ⊂ D8 ∩D. (4.11)
Actually, there is equality in (4.11), since the size of any common subgroup of D8
and D must be a common divisor of 8 and 60 and is thus at most 4. So, by Lemma
6, the D-orbit of G = I (which is D) is divided into 15 equivalence classes of size
4 each, which yields a uniformly weighted 15-point DOD being isotropic w.r.t. any
standard matrix with symmetry group D8 or D4.
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(c) Choose
G =
1 0 00 1/√1 + τ 4 −τ 2/√1 + τ 4
0 τ 2/
√
1 + τ 4 1/√1 + τ 4
 .
Straightforward calculations yield
GD
2/3
e3 G
′ = RP 2SP and GSG′ = S.
We have thus
GD6G
′ ∩D = 〈〈RP 2SP, S〉〉,
that group turning out to be of size 6. As above, the result now follows from Lemma
6.
(d) Choose G = I . Because of De3 = diag(−1,−1, 1) ∈ D we find
GC2G
′ ∩D = C2,
and the result follows from Lemma 6. 
5. Conclusions
Geometric descriptions of the DODs obtained can also be given. For example,
for cubic crystals (S(CI ) = C) consider the 4-point DOD from Corollary 9, as-
signing uniform weights to the support points G, SG, (PSP ′)G, and (P ′SP )G. An
equivalent DOD is obtained by multiplication from the left by G′, which results in-
to the uniformly weighted 4-point DOD with support points I,G′SG,G′(PSP ′)G,
and G′(P ′SP )G. That is, the four (cubic) crystals are orientated such that one of
these (the first) is parallel to the laboratory axes, and the other supporting crystals
are obtained as -rotations around the respective axes [aϕ, cϕ, bϕ], [bϕ, aϕ, cϕ] and
[cϕ, bϕ, aϕ], with aϕ, bϕ , and bϕ from (4.8c) (based on one and the same angle ϕ
defined by cos(3ϕ) = −7/20).
For an arbitrary crystal class consider the isotropic DOD with 12 uniformly
weighted support points from Theorem 5, part (b). With G = [g1, g2, g3] accord-
ing to (3.7), we may equivalently describe the supporting orientations as the the -
rotation around g1, the 2/3-rotation around g1 + g2 + g3, and the compositions out
of these.
We wish to emphasize once more a remarkable property of a 60-points (uniformly
weighted) isotropic DOD from Theorem 5, part (a), based on the dodecaeder group:
This DOD is isotropic simultaneously for all standard tensors CI . Frequently in prac-
tice the entries of CI are not known precisely, therefore a simultaneous isotropic
solution becomes highly attractive. Moreover, whenever additional symmetries of
the crystal class and the symmetry group of CI are known, then the support of a
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60-points solution can be reduced to a uniformly weighted DOD of some smaller
support size, being still simultaneously isotropic w.r.t. all standard tensors with that
symmetry group. We derived these DODs in Section 4 for all possible symmetry
groups. The solutions obtained from the tetraeder group (see Theorem 5, part (b))
do not share this property of being independent of the particular standard tensor CI ,
i.e., they—in general—depend on CI . For example, for a triclinic (S(CI ) = C2) or
a monoclinic (S(CI ) = {I}) crystal one has to solve Eq. (3.7) for getting G.
For the dodecaeder group solution it would be interesting to examine its plas-
tic behavior (as done in [8] for the tetraeder group solution). Of course, the plastic
behavior will not be exactly isotropic but we may expect a clear reduction in the
deviation in comparison with the tetraeder group solution. This, however, will be a
topic of a future paper.
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