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Automatic drone flight is a complex task that requires many sensors. Large number of sensors increases 
the size and weight of the drone making it difficult to fly in tight spaces and increasing the damage caused by 
falling. In this thesis, we propose a lightweight automatic flight system that uses only visual sensors for 
obstacle free navigation in indoor environments. The proposed system is divided into two parts: (1) obstacle 
avoidance system: (2) goal directed navigation. For obstacle avoidance algorithm we trained a Convolution 
Neural Network (CNN) to learn potential collision conditions and avoid getting in such conditions. This 
dataset used to train the CNN contains various conditions in which the drone can collide. In the goal 
navigation system, the drone utilized the AR marker angle and distance to fly to the target. Both systems 
utilize only the visual information. The training data and the performance evaluation are conducted using the 
AR Drone 2. Experimental results show good performance of drone obstacle avoidance and goal reaching 
algorithms in indoor environments. 










が顕著で,2018 年時点で 35 億円(全体の 32%)から,2030
年時点で 490 億円(全体の 51%)と約 14倍の成長を遂げる
とされている .そのなかでも,物流や警備について
は,2018年時点で市場が無いにもかかわらず,2030年時点





























Fig.1 Real operation image 
 


















先行論文として,”Learning to Fly by Crashing”[2]
を参考にした. この文献では,多種多様な空間においてド
ローンを飛行させ,壁面や障害物に衝突した際のドロー






























































Fig.5 Obstacle avoidance flowchart 
 
Fig.6 Navigation flowchart 
 






























Fig.7 Actual operation flow chart 
 

















は AR.Drone 用 の ROS デ バ イ ス ド ラ イ バ と し
て ,ardrone_autonomy が 提 供 さ れ て い る . 前 面 に
720p,30hzのカメラを有し,加速度計などドローンの安定 
 






















(a) Drone location       (b)  Drone camera image 









枚,500 枚,1000 枚,1500 枚で学習したモデルを使用し,比
較した.比較用の画像を Fig.11 に示す.Fig.10 と同様に,
右側がドローンからの視点であり,使用するデータ.左側
が,環境全体での位置を示した画像である. 
 結果を Fig.12 に示す.Straight と認識した割合は青,
同様に Left はオレンジ,Right はグレーで示している.ま













(a) Drone location        (b)  Drone camera image 
















Fig.12 Architectural evaluation for each dataset
 























は VGG16 の fine-turning を選択した.またネットワーク
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