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Abstract
The Generation IV International Forum proposed six innovative reactor concepts as most
promising. One of those concepts is the sodium cooled fast reactor (SFR). Its research and
development has long history and shows high potential to meet GEN-IV criteria. One of
those is the PHENIX reactor build in France. Construction began in 1968 and connected
to the grid in 1973. The small-scale prototype reactor was in full operation until 2004 and
then mainly used for research on transmutation and accident scenarios.
The final shutdown of the PHENIX reactor was in 2009. Before it was finally shut
down, several final tests were planned and performed, including the natural convection
test (NCT), which is used in this work for calculations of the primary circuit behavior.
The NCT is used as a benchmark excercise for his work, more specifically as a blind test
for system code qualification and its validation. These codes use a lumped parameter
approach and are used to calculate transient behavior of system thermal-hydraulics (STH)
of complete and complex systems like nuclear power plants are. In Germany, the Analysis
of thermal-hydraulics of leaks and transients (ATHLET) code is being developed by the
Gesellschaft für Anlagen- und Reaktorsicherheit (GRS) gGmbH. As all operating German
power plants are cooled by water, ATHLET is used only with material properties of water.
One part of the THINS (Thermal-Hydraulics of Innovative Nuclear Systems) project was
to qualify light water reactor (LWR) STH codes for GEN-IV purposes. This work shows
the extension of the ATHLET code to sodium through a multi-fluid approach. Computa-
tional fluid dynamics (CFD) is used in many domains of fluid dynamics’ calculations. It
provides high quality and high resolution results of the desired domain. Hence the com-
putational effort - and therefore costs - is high and time consuming, a more optimized
method is in focus of another part of the THINS project. Combining the effectiveness of a
STH code with the high quality of CFD (where needed) is leading to coupled approaches.
After an introduction, this work presents the modification of the ATHLET STH code for
sodium applications. After that, the feasibility of the implementation is shown with a
generated STH model of the PHENIX primary circuit. As far as possible by the NCT
the implementations are assessed and discussed. Afterwards, the hot pool of the PHENIX
primary circuit is modeled in CFD and calculated with the open source CFD toolbox
OpenFOAM. The hot pool has been chosen, as it is one of three large volumes that is con-
sidered to have high threedimensional effects that cannot be represented with STH only.
The Reynolds Averaged Navier-Stokes (RANS) method is applied with a k-ε turbulence
model. To merge the two different scales of system thermal-hydraulics and computational
fluid dynamics, a coupling methodology is being developed and verified. Its implementa-
tion is shown and discussed with the PHENIX NCT. During the transient scenario, the
coupled solution shows different behavior in comparison to the STH standalone calcula-
tion. This is due to strong three-dimensional effects taking place in the hot pool of the
PHENIX primary circuit that cannot be captured with STH standalone. Differences be-
tween STH standalone and STH/CFD coupled calculations are discussed in that chapter.
Another theoretical scenario is presented, which applies the verified and assessed coupling
model and scheme to show the extrapolation capability of the coupling methodology. It
can also be observed, when CFD shows uniform flow field behavior at small magnitude in
iii
vertical direction in the hot pool, that results between STH/CFD coupled calculation and
STH standalone calculation are very similar.
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Kurzfassung
Das Generation IV International Forum schlug sechs Konzepte für Innovative Reaktoren
vor, die am vielversprechendsten sind. Eines dieser Konzepte ist der Natrium gekühlte
schnelle Reaktor (SFR) mit einer langen Forschungs- und Entwicklungsgeschichte. Dieser
Reaktortyp weist ein hohes Potential auf, um die GEN-IV Kriterien zu erfüllen. Dazu ge-
hört der im Jahr 1968 in Frankreich erbaute und 1973 an das Elektrizitätsnetz angeschlos-
sene PHENIX Reaktor. Dieser Prototypreaktor wurde bis 2004 betrieben und anschließend
zu Forschungszwecken, wie der Transmutation und der Evaluation von Unfallszenarien wei-
ter verwendet.
Die endgültige Abschaltung des PHENIX Reaktors fand 2009 statt. Zuvor wurden eini-
ge finale Tests geplant und durchgeführt, einschließlich eines Tests zur Naturkonvekti-
on (NCT) des Primärkreislaufs. Der Naturkonvektions-Test wird als Benchmark-Test in
der vorliegenden Arbeit verwendet und dient Qualifikation und Validierung von System-
Rechenprogrammen. Im Rahmen eines EU-Forschungsprojektes wurde der Benchmark-
Test als sogenannter Blind-Test durchgeführt. Diese Rechenprogramme verwenden den
Ansatz der konzentrierten Parameter und werden zur Berechnung des transienten Ver-
haltens von thermo-hydraulischen Systemen (STH) angewendet. Mit diesem Ansatz ist
es möglich, komplexe Systeme ganzheitlich zu betrachten und zu berechnen. In Deutsch-
land wird das ATHLET Rechenprogramm von der Gesellschaft für Anlagen- und Reak-
torsicherheit (GRS) gGmbH entwickelt. Da alle Kernkraftwerke in Deutschland, die zur
kommerziellen Stromerzeugung verwendet werden mit Wasser gekühlt sind, wurde ATH-
LET bislang nur für diese Zwecke entwickelt. Ein Teilprojekt des europäischen THINS
Projektes (Thermal-Hydraulics of Innovative Nuclear Systems) ist die Qualifikation von
System-Rechenprogrammen, die bisher nur für wassergekühlte Kernkraftwerke entwickelt
wurden, für System- und Sicherheitsrechnungen im Rahmen der GEN-IV. Die vorgelegte
Arbeit zeigt die Erweiterung des ATHLET Rechenprogramms für Natriumanwendungen
mittels eines Multi-Fluid Ansatzes.
Numerische Strömungssimulation (CFD) wird in vielen Gebieten der Strömungsmechanik
angewandt. Sie gibt qualitativ hochwertige und hoch aufgelöste Ergebnisse in gewünschten
Bereichen. Der Rechenaufwand - und damit die Kosten - sind allerdings durch eine damit
verbundene, lange Rechenzeit hoch. Die Entwicklung einer optimierten Methode ist eben-
falls Teil des THINS Projekts, bei der die Effektivität einer Berechnung auf Systemebene
mit der hohen Auflösung von CFD kombiniert (gekoppelt) werden.
Nach einem einleitenden Kapitel werden im Rahmen dieser Arbeit Modifikationen des
ATHLET Rechenprogramms für Natriumanwendungen erläutert. Anschließend wird an
einem System-Modell für den PHENIX Primärkreislauf im Rahmen des NCT eine Mach-
barkeitsstudie durchgeführt. Soweit möglich, werden Assessments der Implementierungen
mit Hilfe des NCT diskutiert. Danach wird das heiße Becken des PHENIX-Primärkreislaufs
in CFD modelliert und mit dem quelloffenen Rechenprogramm OpenFOAM berechnet. Das
heiße Becken wurde aus einem der drei großen Volumina ausgewählt. Es wird angenom-
men, dass hier starke dreidimensionale Effekte vorherrschen, welche durch einen System-
Ansatz nicht abgebildet werden können. Die Reynolds gemittelte Navier-Stokes Methode
mit einem k-ε Turbulenzmodell wird hierbei angewandt. Um die zwei unterschiedlichen
v
Methoden zu kombinieren, wird eine Kopplungsstrategie entwickelt und verifiziert. Die
Programmeinbindung wird aufgezeigt und am Beispiel des PHENIX NCT diskutiert. Im
Laufe des transienten Szenarios zeigt die gekoppelte Lösungsmethode abweichende Er-
gebnisse im Vergleich zur alleinigen System-Rechenprogramm Lösung. Dies wird durch
starke, dreidimensionale Effekte im heißen Becken des PHENIX Primärkreislaufs hervor-
gerufen und kann durch das thermo-hydraulische System-Rechenprogramm nicht erfasst
werden. Ein weiteres, theoretisches Szenario wird ebenfalls aufgezeigt, um das Potential
der verifizierten und diskutierten Kopplungs-Strategie zu veranschaulichen. Hier kann eine
Ähnlichkeit zwischen CFD und STH beobachtet werden. Diese tritt auf, wenn die Strö-
mungsrichtung und deren Orientierung in beiden Rechenprogrammen identisch ist. Ebenso
müssen die Geschwindigkeitsgrößen sehr klein sein.
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CFD Computational Fluid Dynamics
ch. Chapter
CM Control Mass
CRP Coordinated Research Project
CSNI Committee on the Safety of Nuclear Installations
CV Control Volume
DNS Direct numerical simulation
DRC Direct Reactor Cooling
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1. Introduction
The expansion to about 11 billion people on our planet by the end of this century [154]
comes along with a higher demand of energy and the benefits that it brings: improved
standards of living, better health and longer life expectancy, improved literacy and op-
portunity, and many other benefits. In our days, energy or more specifically electricity
is produced mainly by greenhouse-gas-emitting sources like oil, coal or gas. The largest
share of non-greenhouse-gas-emitting sources (about 16%) is nuclear energy. Only ex-
panding the distribution of different sources does not help climate change or depleting
fossil fuel sources. To continue the benefit of nuclear energy, new systems are required to
replace plants as they retire. In the latter part of this century, the environmental benefits
of nuclear energy can expand and even extend to other energy products besides electricity
[33, p. 1-10].
Besides the challenge of climate change, there is also to mark out nuclear waste disposal
[50] as well as non-proliferation [17]. In their roadmap from 2002 the Generation IV In-
ternational Forum (GIF) made out 8 goals in four broad areas of
 Sustainability [2]
 Economics [19]
 Safety and Reliability [1]
 Proliferation Resistance [17] and Physical Protection
In this process, the GIF evaluated a variety of different reactor types and selected six Gen-
eration IV systems which are the most promising. During one decade, significant progress
on the development of a next generation of reactor technologies has been done [70]. There
are three standing groups set up to assess progress versus goals.
 Risk and Safety Working Group (RSWG)
 Proliferation Resistance and Physical Protection Working Group (PRPPWG)
 Economic Modeling Working Group (EMWG)
Several temporal task forces have also been formed among these work groups. For exam-
ple, RSWG members play key roles in the SFR Safety Design Criteria (SDC) Task Force.
Following the nuclear accident at Fukushima-Daiichi in 2011 ([7], [107]), the Task Force
1
1. Introduction
Generation IV System Acronym
Gas-Cooled Fast Reactor System GFR
Lead-Cooled Fast Reactor System LFR
Molten Salt Reactor System MSR
Sodium-Cooled Fast Reactor System SFR
Supercritical-Water-Cooled Fast Reactor System SCWR
Very-High-Temperature Reactor System VHTR
Tab. 1.1: GEN-IV systems [33]
ensured that the lessons learned from the event were incorporated into their report, with
particular emphasis on external events. GIF expects that the SFR activity will provide an
SDC template for the other five reactor systems [70].
The sodium cooled fast reactor (SFR) is the most mature type of fast reactor [82] that has
been being investigated. There are different types of SFR around the world which can be
classified in pool-type and loop-type reactors. As it is considered to be the most promising
reactor type to meet GEN-IV goals, the SFR has been selected for fast reactors by the
United States of America, France and Japan [128].
Considering all the results obtained in the various national and international work-programs,
French actors CEA, AREVA and EDF have decided to focus their effort on the SFR tech-
nology. They consider that it does have potential for improvement, culminating in a
GEN-IV design on both safety and economic criteria [128].
Within safety requirements for the fast reactor (FR) system, passive safety plays a major
role in GEN-IV systems. Here, research on PHENIX reactor tests are used to qualify tools
to advance further [145].
1.1 Motivation
For sodium cooled fast reactors (SFR) of the next generation (GEN-IV), further cost re-
duction is required, which shall be accomplished by structural simplification and the power
increase. To achieve this goal, thermal-hydraulic challenges will be increased progressively,
and studies in this field have an important role in the design of SFR. The optimization of
thermal-hydraulics directly support the geometrical arrangement at given structural load-
ing constraints and operating conditions. The existence of steep temperature gradients in
the primary circuit of SFR gives rise to thermal mixed convection flows or thermally strat-
ified flows. Flow velocities result from pressure gradients and volume forces induced by
density gradients. For the design of SFR primary and secondary circuits, comprehensive
knowledge about velocities and temperatures is crucial in both, steady state and transient
conditions.
One of the advantages of SFR is the possibility of passive decay heat removal based on
natural convection effects. Depending on the safety requirements and situation, active and
passive decay heat removal systems can be used within present or past SFR applications.
During the EFR project [135], [77], the main strategy for decay heat removal had been
based on direct reactor cooling (DRC). For that reason, immersed coolers were positioned
in the hot plenum. On the primary side of the DRC system, interaction between the
immersed coolers and the hot plenum is the major thermal-hydraulic problem to be ad-
dressed. When decay heat shall be removed and the primary pumps are still in operation, a
mixed convective regime occurs in the hot plenum with sodium, cooled by the DRC system
flowing downwards. A direct interaction on the global flow behavior in the hot plenum is
observed. The whole transient procedure includes an initial thermal stratification in the
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hot plenum which will influence the later interaction between the immersed coolers and
the hot plenum flow. If the primary pumps are stopped and decay heat shall be removed,
a natural circulation occurs and scram is triggered. To demonstrate the reliability of those
systems in case of for example a total station black-out, the DRC system operating under
natural circulation is a key point [145].
In comparison to water, the thermal conductivity of sodium is about 100 times larger.
Consequently, the heat transfer coefficient of sodium is far larger than the one of water. It
requires dedicating heat transfer studies for thermal and mechanical behavior of the SFR
like thermal-hydraulic applications. In a nominal state, a SFR works at temperatures of
about 525◦C in the hot plenum while the cold plenum has a temperature of about 385◦C.
Therefore, thermal studies should focus on temperature differences that can cause ther-
mal fatigue. Thermal stratification depends on a number of parameters, for example pool
geometry, operational and thermal-hydraulic conditions [97]. Heat transfer problems due
to thermal stratification have to be respected in design and have been studied in previous
thermal-hydraulic analysis [24], [145].
To elaborate thermal-hydraulics in nuclear power plant applications, a huge number of
data has been gathered since the 1950s [81]. Not only to get a better understanding of
thermal-hydraulic behavior of nuclear power plants but also to provide necessary data for
modeling, for example through the development of computational codes. Computational
codes are being continuously developed and grow in quality with computational power
and knowledge in thermal-hydraulics [114]. For accident scenarios, more and more physi-
cal phenomena need to be observed, assessed and modeled in thermal-hydraulic computa-
tional codes. According to Petruzzi and D’Auria [114], thermal-hydraulic computational
codes give a hint of the state of knowledge in thermal-hydraulics. To cover all occurring
phenomena in computational simulation methods, scales and approximations are of high
influence. As computational power is not unlimited, methods that support the highest
resolution for thermal-hydraulic effects cannot be used exclusively to simulate an entire
nuclear power plant [127]. To cover such a large field, strengths of individual approaches
have to be combined [23]. Hence, different methods still have to be developed, assessed,
extended and adapted for GEN-IV reactor types as well as for advanced reactor types. One
factor that extends the research field significantly is the large number of different coolants
used in reactor types of GEN-III(+) and GEN-IV. Each coolant has its own significant,
individual thermal-hydraulic behavior.
Among all the GEN-IV concepts, the SFR has by far the greatest development and deploy-
ment history starting from 1950s [127],[128]. Especially in pool-type SFR, the thermal-
hydraulic challenges lie in the pools’ fluid mechanics. A wide range of different needs and
tools is shown in [145]. Beginning with subassembly thermal-hydraulics, scales grow to
core, upper and lower plenum or hot and cold plenum, decay heat removal, gas entrainment
and piping thermal-hydraulics. To address these phenomena, the International Atomic En-
ergy Agency (IAEA) launched a Coordinated Research Project (CRP) named “Benchmark
analyses on the natural circulation test performed during the PHENIX end-of-life exper-
iments” [59] to further study and develop tools for the more accurate prediction of such
phenomena with simulation methods. Additionally, in 2010, the large-scale integrated re-
search project THINS (Thermal-Hydraulics of Innovative Nuclear Systems) was launched
in the 7th Framework Program FP7 of the European Union [27]. One part of the project
is devoted to code coupling of system thermal-hydraulic codes to computational fluid dy-
namics codes and their qualification with the purpose to improve numerical engineering
tools for design analysis of innovative nuclear systems. The focus lies on three-dimensional
effects as they appear in pool type reactors and cannot entirely be represented by system
thermal-hydraulic codes.
In case of system thermal-hydraulics codes, many reference codes have been developed for
light water reactor (LWR) applications. Those codes had to be extended to address needs
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in focus of GEN-IV applications. One of them is the German system thermal-hydraulics
code ATHLET [78]. As the ATHLET code had been developed and validated for LWR
applications, one task within the framework of the THINS project is its qualification for
sodium applications. A second task within this work is the development of a coupling
methodology for the codes ATHLET and OpenFOAM (CFD) and coupled calculations
of the CRP “Benchmark analyses on the natural circulation test performed during the
PHENIX end-of-life experiments” [59].
1.2 Objective
The “Benchmark analyses on the natural circulation test performed during the PHENIX
end-of-life experiments” has also been used during the THINS (Thermal Hydraulics in
Innovative Nuclear Systems) European FP7 project to qualify simulation tools [27]. The
objective of this work in the field of development is to receive new multi-scale compu-
tational solutions to the PHENIX natural circulation test (PHENIX NCT). A coupled
multi-scale solution combines the advantages of different classes of codes (here system
thermal-hydraulics (STH) and Computational Fluid Dynamics (CFD)) and provide de-
sign tools with feasible efficiency. Qualification of the individual codes, the coupled code
methodology and solutions is required here.
PHENIX natural circulation test
The PHENIX NCT [59] is described in two steps. First, the primary circuit is presented to
get an idea of the geometrical complexity. Second, the conditions of the natural circulation
test are described.
Fig. 1.1: Overview of the PHENIX reactor primary circuit
The PHENIX reactor’s primary circuit
The PHENIX reactor is a pool-type liquid metal fast breeder reactor cooled with liquid
sodium. The primary pumps (PPs) and intermediate heat exchangers (IHXs) are immersed
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in the reactor vessel (RV). Fig. 1.1 shows a general overview of the PHENIX reactor, and
Fig. 1.2 shows the top view of the RV. The PHENIX power plant consists of the primary
circuit with three PPs (PP1, PP2, PP3) and two IHXs next to each PP.
Fig. 1.2: Top view of the PHENIX reactor primary circuit
There are two IHXs connected to each of the intermediate circuits. The RV is composed of
a hot plenum (fig. 1.1, red colored) and a cold plenum (fig. 1.1, green colored). The plena
are separated by an internal vessel structure. Cold sodium exiting the three PPs enters
the diagrid, a large mixing chamber located below the core, and goes vertically upwards
through the coolant channels inside the sub-assemblies. The fluid is heated up along the
core height, and leaves the core to the hot plenum, where the inlets of the IHXs are located.
Hot sodium enters the IHXs and flows vertically downwards to the IHXs’ outlet through
the primary side. The intermediate side’s flow direction is opposite (vertically upwards),
so that cold sodium is heated up by the primary side’s sodium in counter current flow. The
primary side’s sodium exits the IHXs to the cold plenum, which is another large volume
like the hot plenum. There it enters the PP inlets. The flow circuit is closed by the
PPs. Approximately 90% of primary sodium flows through the described circuit while the
remaining 10% of sodium mass flow bypasses the core. It flows directly from the diagrid
through the vessel cooling system to the cold plenum. The vessel cooling system can be
described as covering the outer hull of the cold plenum from geometrical point of view.
For the NCT, it should be mentioned, that one intermediate circuit is switched off. The
connected IHXs are called DOTE (see fig. 1.2). They are inactive, such that the mass
flow of primary sodium does not go through these IHXs.
Fig. 1.3: Core configuration of the PHENIX reactor
As shown in fig. 1.3, the PHENIX core consists of several zones. The inner core (IC)
in the fissile zone contains 54 fuel subassemblies (SA). The outer core (OC) in the fissile
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zone contains 56 fuel subassemblies. The fertile zone contains 86 blanket subassemblies.
The steel reflector contains 212 subassemblies and there are 6 control rod subassemblies.
The total power generated in the core of the PHENIX reactor at nominal operation is
350MWth. For the PHENIX NCT
1, the reactor has been operated at a lower power of
120MWth. Correspondingly, the core flow rate was reduced to 1280
kg
s from its nominal
state of 1988kgs . Tab.1.2 summarizes the steady state distribution of power and flow rate
for different zones in the core at 120MWth. In addition to the previously mentioned five
zones, an in-containment fuel storage zone with an extra thermal power of 1.7MW is
considered a part of the core. 30kgs out of the total 1280
kg
s core mass flow is distributed
to the fuel storage zone. The position, however, is outside the provided geometry, so for
CFD purposes later on, it is considered a part of the Blanket zone. In ATHLET, it is
considered as separate part, as parallel geometries, connected to the same previous and
following control volumes, which cannot be placed in different horizontal coordinates. For
the model, it must be mentioned that the STH model is of half geometrical scale. Mass
flow and power are cut half for that case.
Parameter Power [MW] Mass flow [kgs ]
inner core 62.023 554
outer core 49.063 501
fertile zone 8.263 149
steel zone 0.411 41
control rods 0.240 9
in-containment fuel storage zone 1.7 30
total 121.7 1284
Tab. 1.2: Power distribution at initial state of transient (120MWth)
The PHENIX natural circulation test conditions
Time Action
0s Dry out of steam generators in intermediate circuit 1
and 3; No change in pumps speed (PPs at 350rpm,
intermediate pumps at 390rpm)
458s Scram; intermediate pumps 1 and 3 rotation speed
automatically reduced to 110rpm in 1min
466s Stop of the three PPs on inertia
4080s intermediate pumps rotation speed reduced to 100rpm
(back-up motors)
10320s Steam generators in intermediate circuit 1 and 3
cooled by air
24300s End of test
Tab. 1.3: Schedule of PHENIX NCT [59]
1As the NCT had been considered a blind test, only very few conditions were given at the beginning of the
benchmark exercise. After running the system thermal-hydraulics code ATHLET, more information
has been received and will be given here for better understanding.
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The test scenario is described in tab. 1.3. Before the start of the transient scenario, the
reactor is operating in steady state at a power of 120MWth. The three PPs as well as two
of the three intermediate circuits are in operation. The transient is initialized by manual
dry out of the steam generators (secondary side), that connected to the two running
intermediate circuits (s.a. fig. 1.2, intermediate circuit number 1 and 3). Here, water
in the steam generators is evaporated and given to the environment on top of the steam
generators, instead of being condensed after driving the turbines. The inlet temperature of
the IHXs intermediate side increases consequently as shown in fig. 1.4(a) and following, the
temperature difference between the primary and intermediate side of the IHXs decreases.
At the time of 458s, the temperature difference at the IHXs inlets decrease to 15◦C, the
reactor is manually scrammed (reactor power is as shown in fig. 1.4(c) and (d)). The
rotational speeds of the intermediate circuits’ (1 and 3) pumps decrease automatically to
110rpm. In this transient scenario, the intermediate pumps rotational speed decreases to
100rpm. In this transient phase, no significant heat sink is present. At 10320s, the steam
generator casings are opened on both ends, and the steam generators are cooled by air so
an effective heat sink is added. The scenario ends at 24300s. More detailed information
about the PHENIX NCT can be derived by [59], [147] and [129].
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Fig. 1.4: Boundary conditions of the PHENIX NCT primary circuit (time tables) [59]
1.3 Structure of this thesis
Chapter 1 shows the motivation and objective of this thesis.
Chapter 2 of this thesis provides necessary background information that is required
within the following chapters. Theoretical approaches are introduced from literature. The
chapter begins with the description of basic field equations that are fundamental in fluid
mechanics. Dimensionless numbers are used to compare results between different appli-
cations. Forced, mixed and natural convection are states reached in the PHENIX NCT.
Basic field equations are used to describe the STH approach and its implementation in the
ATHLET code. Afterwards, starting from basic field equations, the CFD approach is in-
troduced and its implementation in the OpenFOAM opensource CFD software package is
presented. The last part of this chapter is a summary about different existing approaches
of STH/CFD coupling methodologies.
Chapter 3 shows the modification and qualification of the ATHLET code for sodium






After the implementation of material properties of sodium, the modifications of heat trans-
fer and pressure drop are considered uncorrelated so that each one has its own implemen-
tation and verification process. The “ATHLET modification” chapter is concluded by a
discussion of the impact on the simulation results of the PHENIX NCT which is used for
validation of coupled calculations later on.
Chapter 4 begins with the description of the development process for the hot plenum of
the PHENIX primary circuit. Then, steady state conditions are shown and mesh inde-
pendence is discussed for this individual, specific case. The chapter is concluded by the
transient calculation of the PHENIX NCT (standalone), where numerical details (CFD
specific) are shown.
Chapter 5 introduces the developed coupling approach beginning with the methodology
and concluded with a theoretical verification example.
Chapter 6 shows the coupled solution of the PHENIX NCT with the hot plenum repre-
sented in CFD. The impact by only one of the two large volumes on the global solution is
shown and discussed.
Chapter 7 provides an application example and its coupled solution.





Since the 1950s, computational codes are being developed for nuclear applications. The
growing importance is discussed in [81]. In general, computational codes can be categorized
in different groups, which can be given to:
 Reactor physics codes
 Fuel behavior codes
 Thermal-hydraulic codes, including system codes, sub-channel codes and computa-
tional fluid dynamics codes
 Containment analysis codes
 Atmospheric dispersion dose codes
 Structural codes
According to [58], each category contains highly sophisticated codes, the combination of
codes from different categories would consequently reduce uncertainty or errors associated
with the transfer of interface data and improve the accuracy of calculation results. One
way to combine two or more codes is their integration. In general, an integrated code
means a new code, in which two or more codes are merged and a new structure is created
[58]. This method may lead to good functionality and highly optimized code systems but
on the other hand also blocks development or integration of further codes to the system
as the recent code structure has to be re-assessed or even rewritten completely. Coupled
codes on the other hand interconnect existing codes with clear code boundaries, points of
data exchange and with separation of input/output as well as restart parts and data files
[58]. Coupling of codes is usually done by coupling of a thermal-hydraulic code and other
disciplines according to the objective of the coupling. After [58], they can be categorized
into three broad groups:
 3D neutron kinetics/thermal-hydraulics
 System behavior and local behavior
– System thermal-hydraulics / core thermal-hydraulics (sub-channel)




 Thermal-hydraulics / mechanical behavior
The approach of this present work is to couple STH and CFD. As the objective is the
modeling and simulation of the PHENIX NCT (s.a. chapter 1.2), preliminary steps have
to be fulfilled. The ATHLET code has initially been developed for water application
but not for other coolants. Consequently, the STH code must be qualified for sodium
applications. Additionally, water applications like pressurized water reactors (PWR) lack
in their description of large volumes as they appear in pool-type sodium-cooled fast reactors
(SFR). As STH codes generally use a 1D approach, some difficulties may appear when 3D
phenomena occur due to non-symmetrical situations or important buoyancy effects and
thermal stratification as discussed in [127]. In the framework of this approach the PHENIX
hot plenum is considered as such.
2.1 Basic Field Equations
In thermal-hydraulics, physics are modeled in approaches of different magnitude and sever-
ity. A brief overview of fundamental physics that build the basics for the used codes in
this framework, is given here, based on different literature sources. All approaches follow
the conservation equations for continuum media:
 Conservation of mass
 Conservation of momentum
 Conservation of energy
Conservation of Mass
The conservation of mass, also known as continuity is fundamental in fluid-dynamic behav-
ior of a continuum. More generally, the change of mass inside the continuum, dependent
on time, must equal the sum of mass streaming in and streaming out the continuum. More










where t is time, m is mass, ∆V is a fixed volume, and ρ stands for the density. A contin-
uum can be assumed to be a volume in time. This assumption leads to the consequence
that mass can only be transported into or out of the volume at each face of ∆V through
the normal component ρu ·n multiplied by the corresponding surface area (A). Following
the Gauss’ theorem, this results in
ˆ
∂V
ρu · ndA =
ˆ
∆V
∇ · (ρu)dV, (2.2)
where n is the unit vector orthogonal to each face of ∆V and u is the velocity vector. For
an infinitesimal volume ∆V , eq.(2.1) and eq.(2.2) can be expressed as
∂ρ
∂t
+∇ · (ρu) = 0 (2.3)
Conservation of Momentum
Newton’s second law of motion is used here to derive the momentum conservation equation.
There are different ways to derive the momentum conservation equation, e.g. [121], [103].
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If Newton’s second law of motion is applied to a fluid passing through a volume that is
infinitesimal and fixed (unit volume), the equation can be written as
∂(ρu)
∂t
+∇ · (ρu⊗ u) = fB +∇ ·Πij (2.4)
⊗ is the outer product of two vectors (in eq.(2.4), the velocity u). The first term describes
the increase of momentum per unit volume. The second term describes the rate of mo-
mentum transferred through the surface by convection per unit volume. fB can mainly be
represented by body forces like gravity. The second term on the right-hand side represents
surface forces per unit volume, which basically include pressure as well as normal and shear
stresses, represented by the stress tensor Πij . Eq. (2.4) gives a very general description of
the momentum equation. If shear stress is applied to Newtonian fluids, stress at a point
is linearly dependent on the raise of strain (deformation) of the fluid. The assumption of
Newtonian fluids gives the possibility to derive a general deformation law that relates the
stress tensor to the pressure and velocity components.
Πij = −pδij + τ ij (2.5)
The expression δij in eq.(2.5) is the Kronecker delta function. δij is equal 1 in case of
i = j and it is equal to 0 in case of i 6= j. τij represents the viscous stress tensor. With
the previous assumption of Newtonian fluids, the viscous stress tensor can also be written
as















If cartesian coordinates are used with index notation, the viscous stress tensor can be
written as



















+∇ · (ρu⊗ u) = −∇ · pI +∇ · τ ij + ρg (2.9)
Conservation of Energy
The third conservation law is derived from the first law of thermodynamics. It can be
described as the change of energy in a system to be equal to the heat transferred to
and the work done on that system. If this law is applied to a fluid passing through an
infinitely small and fixed control volume (CV), the equation can be written in coordinate-
free conservative form as
∂
∂t
(ρEt) +∇ · (ρuEt) = ∇ · (λ∇T ) +∇ · (Πij · u) +Wf +QH (2.10)
where Et is the total energy per unit mass. Et can further be described as the sum of







The first term on the left-hand side of eq.(2.10) describes the rate of change of Et in
a control volume. The second term on the left-hand side of eq.(2.10) characterizes the
rate of total energy transported by convection through the control volume’s surface. The
right-hand side of eq.(2.10) starts with the term describing diffusion of heat in a material
due to molecular thermal conduction based on Fourier’s law of heat conduction −λ∇T .
T is considered the absolute temperature and λ the thermal conductivity coefficient. The
second term on the right-hand side describes work done on the fluid due to internal stresses
acting on the surface of the control volume. The last two terms are Wf , work of external
forces and QH , a given heat source. The external force Wf is given by
Wf = (ρg + FB) · u (2.12)














where h is the enthalpy of the fluid. Clarifying the term ∇ · (Πij · u), the energy conser-
vation equation eq.(2.10) can be described as
∂
∂t
(ρH) +∇ · (ρuH) = ∂p
∂t
+∇ · (λ∇T ) +∇ · (τ ij · u) +Wf +QH (2.14)
2.2 Dimensionless numbers in fluid mechanics
For the description of flow behavior, information of velocities, temperatures and pressure
are necessary. However, for a given experiment or calculation those quantities are de-
pendent on the volume and time schedule of a given transient. If the experiment was
reproduced with half the fluid volume but same shape, it may be hard to directly com-
pare the results as they depend on dimension. For that reason, it is of high benefit, if
experimental results and simulation results can be presented in non-dimensional form and
additionally some dimensional dependent results are given. Dimensionless numbers are of-
ten received by ratio of values of the same dimension. These are described by the similarity
theory, as given in [36], [130].
Reynolds number
[159] describes the Reynolds number to be the ratio of internal forces to diffusive forces.






In eq.(2.15) L represents the characteristic length, ρ the fluid density, u the velocity, µ
the dynamic viscosity and ν the kinematic viscosity. If the term on the right hand side
of eq.(2.15) is multiplied by ρ·u·Lρ·u·L , the ratio of inertial forces to viscous forces is presented
directly [8]. Reynolds numbers < 2300 indicate laminar flow, while Reynolds numbers
> 4000 indicate turbulent flow. The range 2300 < Re < 4000 is called transition flow. For
further information, please refer to [130].
Grashof number
The Grashof number describes the ratio between buoyancy and viscous forces. In thermal-
hydraulics, the Grashof number (Gr) is used instead of the Reynolds number for the
description of flow at natural convection.






On the right hand side of eq.(2.16), g represents the gravity vector, β is the volumetric
thermal expansion coefficient, Twall is the fluid surface temperature at the (heated) wall,
Tbulk is the bulk temperature and ν the kinematic viscosity. More detailed information
about the Grashof number is given in [159].
Prandtl number













In comparison to the Reynolds (Re) and Grashof (Gr) number, the Prandtl (Pr) number
only depends on the material properties of the fluid and its state, but not on geometry.
For more detailed information about the Prandtl number, please refer to [159].
Péclet number
In case of thermal-hydraulics, the Péclet number describes the ratio of advective transport
rate to diffusive transport rate
Pe ≡ u · L
α
= Re · Pr (2.19)
It can also be received as the product of Reynolds (Re) number and Prandtl (Pr) number.
It is often used as basis for the description and presentation of heat transfer phenomena.
More detailed information about the Péclet number is given in [113].
Nusselt number
The Nusselt number is defined as the ratio of convective heat transfer to conductive heat
transfer,
Nu ≡ (HTC) · L
λ
(2.20)
where HTC is the convective heat transfer coefficient, L the characteristic length and λ the
thermal conductivity. The Nusselt (Nu) number is used to describe heat transfer across a
fluid’s boundary (surface). More fundamental information about the Nusselt number can
be received from [67]. A further discussion is given in chapter 3.2.
Rayleigh number
The Rayleigh number is associated with buoyancy driven flow (natural convection). It is
defined as the product of the Grashof number (see ch.2.2) and the Prandtl number (see
ch.2.2). For natural convection near a vertical wall, the definition is
Ra ≡ Gr · Pr = gβ
να
(Twall − Tbulk)L3 (2.21)
where Twall represents the temperature at the wall, Tbulk the fluid temperature distant to
the wall, L the characteristic length (here, distance from the leading edge), β the thermal
expansion coefficient, g gravity, ν the kinematic viscosity and α the thermal diffusivity.
If the Rayleigh number at a given position L is below a fluid specific critical value, heat
transfer primarily occurs in form of conduction. If the critical value is exceeded, convective
heat transfer is dominant.
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2.3 Types of convection
In thermal-hydraulics heat is transferred in different modes: Conduction, Radiation and
Convection. Rohsenow et al. [124] show all of those modes and explain them in detail.
Heat transfer by conduction is a diffusive mechanism where heat is transferred on an
atomic scale. Convection is the transport of heat by a (moving) fluid through diffusion
or advection or a combination of both. Dependent on the fluid flow, it can be classified
in forced and natural (or free) convection. Forced convection appears for example when
pumps drive the fluid [124]. This can also be interpreted as mechanical force driving the
fluid through a circuit. The ratio Gr
Re2
 1 indicates forced convection. As soon as the
pumps are switched off but heat source and heat sink still keep operational, the fluid is
driven by density differences [124]. The ratio can then be given by Gr
Re2
 1 and indicates
natural convection. In technical applications, forced and natural convection superimpose
which leads to mixed convection [103]. Density can be seen as a function of tempera-
ture and pressure. In the framework of this thesis, temperature is considered to have the
greatest impact. Consequently, the influence of pressure to the (liquid) fluid properties is
negligible [45].
2.4 System thermal-hydraulics (STH)
Approximately half a century ago, system thermal hydraulic code development for the
analysis of steady state and transient behavior of nuclear applications began. This disci-
pline can be seen as one of the constitutive disciplines in the development of technology
for nuclear safety and design. Since the 1960s, its development was forced by the US
NRC (Nuclear Regulatory Commission), previously AEC (Atomic Energy Commission) to
face nuclear safety needs [34]. ”The word ’system’ became of common use following the
OECD/NEA/CSNI (Organization for Economic Co-operation and Development, Nuclear
Energy Agency, Committee on the Safety of Nuclear Installations) Conference held in Aix-
En-Provence in 1992” according to D’Auria and Galassi [34]. A time scale of development
approaches in STH codes and CFD codes is presented in fig. 2.1. It also shows the benefit
of increasing computational power so that the number of numerical operations (number
of CVs times involved equations per CV) for one problem can be increased to receive a
better representation, higher accuracy and more detailed information.
Fig. 2.1: Thermal-hydraulic Codes - Code Development Activities [161]
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STH analyses involve the solution of transport equations of mass, momentum and energy.
Depending on the necessary level of resolution, this can be achieved through the solution of
general equations in space and time as well as the nature of involved media’s properties, and
numerical accuracy required for the analysis. The medium can be considered a continuum
which can be divided in smaller (discrete) volumes. These volumes must be large enough
to permit macroscopic scale [76], so average values are still representative at each point of
the system. Temperature, velocity, density and pressure can thus be given by scalars.
Two approaches are commonly used for the development of transport equations (see tab.
2.1). A system of specific region or mass can be described with the integral approach. If the
system is more complex, a chain of compartments can be built using a lumped parameter
integral approach. To obtain the integral equations, spacial distributions of the field
variables and transport parameters within each compartment are ignored. On the other
hand, for the distributed parameter integral approach, spacial dependence of the variables
within the continuum is taken into consideration to obtain the equations. In contrast to the
integral approach, the differential approach is exclusively a distributed parameter approach
with balance equations for each point instead of an entire region. When the integral
approach is used in combination with distributed parameters, its differential equations
must be integrated over a volume. More information about the numerical approaches can
be obtained from Todreas and Kazimi [152].
Integral approach Differential approach
Lumped parameter
 Control mass (CM)
 Control volume (CV)
Distributed parameter
 Control mass (CM)
 Control volume (CV)
 Lagrangian equations
 Eulerian equations
Tab. 2.1: Classification of transport equations [152]
Those approaches are used in system thermal-hydraulics (STH) computational codes like
 ATHLET (GRS) [80]
 CATHARE (CEA, EDF, FRAMATOME-ANP and IRSN) [146]
 RELAP (U.S. NRC) [149]
 SAS4A/SASSYS-1 (ANL) [42]
 TRAC/TRACE (U.S. NRC) [104], [105], [106]
STH codes have a modular structure. By this means, flow regions like primary and sec-
ondary circuits can be assembled. Those codes are of high quality and have been validated
during at least the last 30 years. To extend the reliability, performance and range of appli-
cations of STH codes, validation benchmark tests are still being conducted. The intension
to develop such STH codes was, to replace evaluation model approaches [11] and widen the





 Quantification of the conservative analyses margin
 Investigation of Plant Operating Procedures and Accident Management
 Definition and verification of Emergency Operating Procedures
 Investigations for new types of fuel management
 Preparation and interpretation of experimental programs
 Licensing when used together with a methodology to evaluate uncertainties on the
code predictions
 Design of new reactors and systems including passive features for the 3rd and 4th
generations of nuclear power plants (NPPs)
 System code application has often been extended to the field of severe accidents. For
this purpose they are coupled with other codes, which model core degradation and
fission product release.
 Implementation in Full Scope Plant Simulator: simplified versions were first used
to obtain real time simulations and later, thanks to the increasing computer perfor-
mance, the standard versions were used.
Additionally, Jaeger et al. [63] summarize the capabilities of STH against subchannel and
CFD codes. However, the ATHLET code is in focus of this work.
The ATHLET code
The ATHLET code is being developed by the “Gesellschaft für Reaktor- und Anlagen-
sicherheit (GRS) gGmbH”. The following sub-chapters are based on [78], [5] and [79] to
give a brief inside. The code provides the analysis of nuclear safety issues like leaks and
transients in LWR and is being developed for the analysis of transient plant behavior. The
design basis for the ATHLET code are modules for the calculation of different phenomena:
 Thermo-fluid dynamics (TFD)
 Heat transfer and heat conduction (HECU)
 Neutron kinetics (NEUKIN)
 General control simulation module (GCSM)
Temporal integration of the TFD is performed by a general purpose ordinary differential
equation (ODE) solver using Forward-Euler and Backward-Euler (FEBE) methods. So-
lutions of a general non-linear system of differential equations of first order can thus be
solved. Generally, the full-implicit option is used. For the linearization of implicit systems,
a Jacobian matrix is used.
ATHLET uses the finite-volume method (FVM) for the spatial integration of the con-
servation equations (see ch. 2.1). The modular network technique used to represent a
thermal-hydraulic system is made by assembling basic fluid-dynamic elements, the so-
called thermo-fluid-dynamic objects (TFOs). Those TFOs can be classified into three
basic categories:
 Pipe objects (simulation of one-dimensional fluid flow)
 Branch objects (simulation of major branchings or mass and energy capabilities,
where no dominant flow direction exists)
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 Special objects (simulation of components requiring a dedicated model or a macro
network configuration)
TFOs are composed by two primitives: CVs and junctions. CVs are interconnected by
junctions (see fig. 2.2). Junctions are defined between the centers of adjacent control
volumes. This way, a grid is created, where the junction centers are displaced by half a
CV length from the CV centers.
Fig. 2.2: Control Volumes (CVs) and Junctions
The conservation equations given in ch. 2.1 are distributed on the two primitives. For
the spacial integration of the mass and energy conservation equations, CVs are used as
integration domain. The momentum conservation equation’s domain for integration is
the junction. Quantities are spatially averaged and are time dependent. CVs are further
divided in two different types. The homogeneous CVs, in which the fluid is assumed to
be homogeneous and isotropic and mixture level CVs. Mixture level (ML) consist of two
homogeneous sub-CVs which are separated by a horizontal mixture level. The mixture level
CV can only be used in conjunction with the 5-equation (described after the 6-equation
model later on).
The 6-Equation Model
The ATHLET code is one of the state-of-the-art 6-equation codes [127]. With the 6-
equation model, two phases can be handled which is prerequisite for LWR applications.
The solution variables for pressure p, temperature Tl and Tv (liquid and vapor), mass
quality xm and phase velocities multiplied by total flow area ulA and uvA (liquid and
vapor) are derived by differential equations.
Conservation of mass in ATHLET 6-equation model
For the conservation of mass (eq. (2.3)) in ATHLET, the 6-equation model has two
equations. One equation for liquid and one for vapor with an interconnecting term for the
inter-phase mass exchange per unit volume (ψ in eq. (2.22) and eq. (2.23)). The FVM can
be applied with some simplifications due to CV topology. If the Gaussian integral law is

























After performing the integration, the following (simplified) equations can be used. All
vectors disappear and averaged (scalar) values over the CV are used. Through this, the
computational effort is simplified significantly. The steam void fraction a used in eq. (2.22)


































where Gl is the liquid mass flow rate, Gv the vapor mass flow rate and Ψ the inter-phase
mass transfer rate. In both equations for the mass flow rate, a is derived from eq. (2.24).
Further information can be obtained by Austregesilo et al. [5].
Conservation of Momentum in ATHLET 6-equation model
Like the mass conservation equation, the momentum conservation equation (eq. (2.9))
also has one liquid and one vapor part in ATHLET. For the liquid phase, it is
∂ ((1− a) ρlul)
∂t
+∇ ((1− a) ρlulul) +∇ ((1− a) p) =
+τ i − (1− a)fwall − ψuΨ − (1− a) ρlg + a (1− a) (ρl − ρv) gdh∇a








where SI,l is the momentum source for the liquid phase and SI,l the momentum source
for the vapor phase. ψ is the inter-facial mass exchange per unit volume and uΨ as the
velocity of the interface. The mixture density ρm is defined as
ρm = aρv + (1− a)ρl (2.27)
where the index m stands for mixture. The relative velocity ur is defined by ur = uv − ul.
τi is the inter-facial shear per unit volume and fwall is the wall shear stress.
∂ (aρvuv)
∂t
+∇ (aρvuvuv) +∇ (ap) =
−τ i − afwall + ψuΨ − aρvg − a (1− a) (ρl − ρv) gdh∇a








These momentum equations (eq. (2.26) and eq. (2.28)) can be expressed one-dimensionally
as a function of the defined solution variables ul and uv. By subtraction of mass balances
and division of the momentum equations by flow area and void fraction for liquid or vapor,
Austregesilo et al. [5] derive following equation for the liquid phase, where s is the scalar
















































where A is the cross section of the CV. γ is the inclination angle of the CV and is shown




























∂(u2v − u2l )
∂s
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The integration of the momentum equations is performed over a junction connecting the
centers of two adjacent control volumes, ”left CV” and ”right CV” (fig. 2.3). The positive
flow direction is defined from left CV to right CV.
Fig. 2.3: Junction connection of two adjacent CVs
Assumed, that volumetric flow along a junction ji is constant and flow areas are constant
in time, the differential equations can be developed, so that all forces on the phases can be
expressed as pressure differences. Pressure drops due to wall friction and inter-facial shear
are calculated with constitutive equations as well as the calculations for pump pressure
in case of the 6-equation model. Further information about individual equations and
calculation handling, please refer to Austregesilo et al. [5].
Conservation of Energy in ATHLET 6-equation model
The energy equation given in eq. (2.14) needs to be adapted for the 6-equation model in
ATHLET. Additional terms for phase interaction and phase change need to be applied as
well as the one-dimensional approach that is used in ATHLET. Austregesilo et al. [5] give
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+ τ iul + (1− a) τ i (uv − ul) + (1− a) ρlgul

































+ τ iuv + aτ i (uv − ul) + aρvguv









In eq. 2.31 and eq. 2.32, h stands for enthalpy, so hl is the liquid enthalpy and hv is the
vapor enthalpy. The last term on the right hand side of each of the equations is a given
internal volumetric heat source per volume QH,l and QH,v of the individual CV. There are
two more heat sources to each of the equations. q̇s,l is the wall heat flow to the liquid phase
per volume of the CV and q̇s,v to the vapor phase respectively. More information about
wall heat transfer is given by eq. 2.36 and eq. 2.37 and its description later on. q̇i,l and
q̇i,v are the inter-facial heat flow per volume of the CV. Detailed information about the
inter-facial heat flow can be found in Austregesilo et al. [5]. By integrating eq. (2.31) and
eq. (2.32) over a given CV with volume Vi the ODEs for phase temperatures are obtained.
The 5-Equation Model
The 5-equation approach is based on the 6-equation approach described previously in this
chapter. The goal of the 5-equation approach is, to reduce the number of calculations
during each time step. This way, calculation time is saved significantly. Instead of six
equations, the 5-equation system solves the mass and energy equations in the CVs sepa-
rately for the liquid and vapor phases. The momentum equation at the junctions is solved
for a mixture of liquid and vapor phases. Solution variables of the derived system of differ-
ential equations are mass quality, temperature (liquid and vapor) and pressure within the
CVs and the mixture mass flow rate G at the junctions. The differential equation for the
mixture flow rate is obtained by integration of the global momentum equation (eq. (2.26)







[∆ps + ∆pmf + ∆pr + ∆pgrav + ∆pfric + ∆pρ + ∆pI ] (2.33)
The pressure losses in eq. (2.33) on the right hand side are given in tab. 2.2. The main
feature of the 5-eq. model is the consideration of the relative velocity between phases by
















The constitutive equations for the determination of the relative velocity ur are described
by the drift-flux theory [5]. Drift-flux theory provides a one-dimensional description of
relative velocity between the liquid and vapor phase of a fluid. The calculation of friction
and form losses are described in [5].
∆ps = −
´ ∂p






















∂t dx density derivative term
∆pI =
´
SI,mdx source term, e.g. pump differential pressure
Tab. 2.2: Description of pressure losses in eq. (2.33)
Conjugate Heat Transfer in ATHLET
Heat sources in ATHLET can be given by direct implementation of energy to a CV or by
a heat conductor. Heat conductors are modeled one-dimensional in ATHLET. The model
characteristics are given by [5] and are determined by energy conservation laws in a CV






















If the Gaussian rule for heat flow is applied and substituted in eq. (2.36), the well known









Energy balance is applied to a heat conductor layer as illustrated in fig. 2.4.
Fig. 2.4: Energy balance for a heat conductor layer [5]
The equation for a simple single layer simulation of a heat conductor can be seen as a
basis for more complex calculations of heat transfer in ATHLET. With eq. (2.36), a heat
conductor with volume V can be described.
Qin︸︷︷︸
Rate of heat flow
into the layer





Rate of heat flow
out of the layer









If it is further assumed the distribution of heat generation in the heat conduction volume
(HCV) layer to be uniform as well as the temperature T and properties like density, specific
heat capacity and specific heat conductivity, eq. (2.38) can be rearranged. Then the time





ρ · cp · V
· (Qin +W · V −Qout) (2.39)
Different basic geometrical shapes like cylinder, plate and sphere are taken into account.
Specific equations can be found in [5]. As an example, an annulus heat conductor geometry
is shown in fig. 2.5. The equations can be written as
Qin =








for Qin and Qout
Qout =








The expression htc stands for Heat-Transfer-Coefficient. htcs are obtained experimentally
for heat transfer between material and material (solid/solid) as well as material and fluid
(solid/fluid). In case of sodium as work-fluid, a group of heat transfer coefficients are being
implemented in the ATHLET code within this framework for the PHENIX application (see
ch. 3.2).
Fig. 2.5: Modeling of a hollow cylinder with one heat conduction layer [5]
2.5 Computational Fluid Dynamics (CFD)
With the increase of computational power during the last half century, also computational
fluid dynamics evolved. STH codes as they are described in ch. 2.4 are being developed
with large scale CVs. The boundaries of such CVs can be based on the example of a pipe; an
inlet, outlet and the pipe’s wall. During the last decades, knowledge in fluid dynamics had
been gathered and physical effects have been recorded during measurements that could
not be described in such large scale STH code applications. With the development of
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CAE (Computer-Aided-Engineering) tools that support three-dimensional representation
of geometries, the industrial production process is subjected to an accelerated evolution
toward the computerization of the whole production cycle, using various software tools
[54]. Geometries are no longer split along a given length coordinate, but is filled with
CVs that can exchange fluid flow through more than two surfaces. Again, with increase
in computational capabilities, the number of CVs can be increased significantly as shown
in fig. 2.1.
Fig. 2.6: Example of a grid layout in CFD [113]
CFD follows the approach to resolve a given domain in finite volumes (discretization). The
domain volume and shape are discretized in small finite volumes (e.g. fig. 2.6). Dependent
on the methodology of grid generation, the CVs inside the mesh have specific shapes. This
can be cubic, hexahedral or even polyhedral, dependent on the approach used. When a
geometry is three-dimensional resolved, the common approach is based on Cartesian co-
ordinates. However, there is no limit so that for example pieces of the geometry can be
defined making use of symmetries like rotation or axis. This way, the number of CVs can
be reduced significantly which leads to (as of today significantly) smaller calculation time.
Shapes of CVs are discussed in [76], [113], [118], [44] and [99] as well as the Finite-Volume-
Method (FVM) which is used for such approaches.
With smaller geometrical scales, also time scales shrink. Taking this in consideration, and
observing flows at small time scales and small geometrical scales, flows appear not only
to be less smooth but even chaotic. A completely smooth flow can be described as lam-
inar. With increase of flow velocity chaotic behavior within the fluid domain grows and
can be observed. This behavior is described as turbulent. Turbulence can be described
as a state of motion of a fluid. During laminar flow condition, flows can be observed as
continuous stream line pattern. However, this state is likely to be instable during all states
of flow. Fluid flow motion tends to be instable especially with increase of flow velocity. A
small rotation in flow can develop turbulence and can be set in motion aided by a slight
disturbance. It can then be observed as a spontaneous vortex motion - probably inside
the fluid regime and not near any geometrical boundary. The tendency of fluids to have
turbulent behavior can be described with the Reynolds number Re (eq. (2.15)). E.g. in
pipe flow, the critical Reynolds number is at about Re = 2300 when flows begin to have
turbulent behavior. The velocity distribution of turbulent flows is significantly uniform
inside the flow regime. Near wall, the velocity profile is reduced sharply in comparison
to laminar flow. This behavior is a result of the chaotic turbulent behavior of flow where
flow mixing and cross-flows appear. Diffusive effects are increased because of turbulent
behavior. After Richardson’s notion [123], large eddies are unstable and transfer their
25
2. Background
energy to smaller eddies. This process is also known as energy cascade in which energy is
transferred successively to smaller eddies until the Reynolds number is sufficiently small.
Then, the eddy motion can be considered stable and molecular viscosity is effective in
dissipating kinetic energy. This theory gives a good notion of turbulent motion but needs
further investigation about the size of the smallest eddies that are responsible for the dissi-
pation of energy. Kolmogorov advanced the theory of turbulence by developing hypothesis.
The first hypothesis is about isotropy of small-scale motions where Kolmogorov [71] states
that at sufficiently high Reynolds numbers, the small scale turbulent motions (l l0) are
statistically isotropic (s.a. fig. 2.7). Kolmogorov gives a length-scale lEI as demarcation
between anisotropic large eddies and isotropic small eddies. Further, Kolmogorov’s second
similarity hypothesis states, that every turbulent flow at sufficiently high Reynolds num-
bers, the statistics of the motions of scale l in range of l0  l lmu have a universal form
that is uniquely determined by ε and independent of ν [119] (see fig. 2.7).
In CFD different methods are being developed to describe turbulent flow. Dependent on
computational resources and need for accuracy, three different methods can be used
 Direct Numerical Simulation (DNS)
 Large Eddy Simulation (LES)
 Reynolds Averaged Navier-Stokes (RANS)
Although there are a lot more approaches available, these three may built a framework
for classification. DNS [96] is the approach of the smallest scale in time and space. The
resolution of flow motion must be small enough to resolve even smallest turbulent occur-
rences. Very high resolution requires a very small mesh. Therefore, computational efforts
are very high and often only applicable at low Reynolds numbers [52].
Fig. 2.7: Eddy sizes l (on a logarithmic scale) at very high Reynolds number, showing the
various length-scales and ranges [119]
More coarse structure models like LES ([126], [117], [162]) are more applicable for higher
Reynolds numbers than DNS is. Kolmogorov [71] states small turbulent structures to
be isotropic and homogeneous. The LES approach requires mesh sizes to resolve turbu-
lence until such small turbulent scales are reached. Models can then be used to represent
isotropic behavior of such small turbulent occurrences within the grid and are therefore
called sub-grid scale (SGS) models. This approach yields small mesh sizes but not as small
as DNS. With increase in calculation power, LES does become more and more applicable
for more complex geometries besides channel or pipe flow [117].
In RANS simulations, Navier-Stokes equations are solved to receive a time independent
mean flow field. Turbulence must be modeled, not fully resolved like in DNS or partially
in LES. In the case of transient applications, the Navier-Stokes equations must be of suf-
ficient large scale so everything in scale of turbulence is filtered and time averaging can
be ensured [87]. RANS is widely used in engineering applications. Therefore, it is used in
this work (see ch. 4). Engineering applications are of more complex geometrical nature.
As consequence, calculation efforts for RANS are considerably smaller than they are for
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LES or DNS. An overview of the RANS approach is given in ch. 2.5. In this work, it is
assumed, that the influence of pressure to material properties of a liquid flow regime is neg-
ligible. Consequently, material properties like density will be treated only as temperature
dependent later on (ch. 3.1 and ch. 4.1).
Reynolds-averaged Navier-Stokes equations (RANS)
Recalling the notion of randomly appearing turbulent structures, a time-dependent flow
quantity φ can be assumed to be the sum of its average quantity φ and a fluctuating
quantity φ′.
φ = φ+ φ′ (2.42)
In the case of fluid motion, the quantity φ can represent velocity, density, pressure, enthalpy
or temperature. This leads to following equations to be considered
u = u+ u′ v = v + v′ w = w + w′
ρ = ρ+ ρ′
p = p+ p′
h = h+ h′ T = T + T ′ H = H +H ′
Tab. 2.3: RANS - quantites with fluctuation
The total enthalpy H is here defined as H = h+ uiui2 . Other fluid properties are given as
functions of temperature later on.
Continuity equation (RANS)
The Navier-Stokes equations built the fundamental basis of fluid dynamics. If incompress-











where xi (i = 1, 2, 3) are the Cartesian coordinates, ui are the Cartesian components of
the velocity, t is the time, p the pressure, ρ the density and ν the kinematic viscosity.
Whenever the same index appears twice in any term, summation over the range of that
index is assumed to be implied. In the Reynolds-averaged Navier-Stokes (RANS) approach,
unsteadiness in flow disappears by averaging and is considered as part of the turbulence.
The discrete time-step ∆t is the interval over which is averaged. It must be large compared
to the typical time scale of velocity fluctuations u′i. With mass-averaging (described in






The Reynolds form of the momentum equation (eq. (2.9)) written in conservation-law form
can be further developed with the idea of turbulence as an average and a fluctuation parts
(see eq. (2.42)). Linear fluctuating terms become zero when time averaging is applied.























































Starting with eq. (2.14), a general form of the energy equation, the energy equation can
be developed to obtain the Reynolds energy equation. The relation between H, h and T
must be defined as they are all related. If total energy is assumed to be only composed of
internal energy and kinetic energy, the general form of the energy equation can be written










If in eq. (2.48) all fluctuating quantities φ are replaced by φ + φ′, time-averaged and









































Further information about RANS energy equation details can be received from [118]. The































where Φ is reduced slightly in complexity owing to the vanishing of the volumetric dilata-
tion term in τ ij for incompressible flow [118].
Closure problem
With the recent definition of the Reynolds-averaged Navier Stokes equations, the number
of variables exceeds the number of equations because of the non-linear term −ρu′iu′j in the
momentum equation (eq. (2.47)). To find a solution, the Reynolds stress tensor
Rij = −ρu′iu′j (2.52)
can be modeled. The function of turbulence modeling is to devise approximations for
the unknown correlations in terms of flow properties that are known so that a sufficient




The eddy viscosity hypothesis was introduced by Boussinesq [16]. According to the hy-















where the positive scalar field νT = νT (xi, t) is the turbulent viscosity. The turbulent-






























νeff(xi, t) = ν + νT (xi, t) (2.55)
is the effective viscosity. Eq. (2.54) has the same appearance as the incompressible Navier-
Stokes equation with ui and νeff in place of ui and ν and with p +
2
3ρk modifying the
pressure. The advantage of this model is its simplicity. For many flows the accuracy of the
model is poor [131]. However, for simple shear flows, where the mean velocity gradients
and turbulence characteristics develop slowly, the hypothesis is reasonable.
Turbulence kinetic energy
The most popular method for the characteristic turbulent velocity scale is to solve it
proportional to the square root of the specific kinetic energy of turbulent fluctuations.
The Turbulence kinetic energy (k) uses this relation similarly as Reynolds stresses relates
τij to uEI and lEI . The Reynolds averaged kinetic energy of turbulent eddies can be










As k is defined in eq. (2.56) to be one half of the sum of the Reynolds stresses, the full




















































The explicit derivation of this term can be derived from e.g. [119] or [160]. At this point,
there are still more unknown quantities than equations to solve the system of equations.
Higher order correlations of fluctuating quantities produce more unknowns than equations.
As a result, the closure problem (see ch. 2.5) is not solved yet. One way to solve that
problem is its specification in light of physical reasoning and experimental evidence. That
way, the k-equation can be solved and correlations for the Reynolds stresses, dissipation,
turbulent diffusion, and pressure diffusion can be found.
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The k-ε turbulence model
The standard two-equation turbulence model is the k-ε turbulence model [75], [3]. The
k-equation is combined with a transport equation for ε, so one more turbulent quantity can
be solved. This way, the need for a specific turbulent length scale l(xi) can be eliminated.











































and l(xi) is obtained from k and ε. Here Cµ is a model constant. The equation for k
and ε together with the specification of νT , form the k-ε turbulence model. This model is
considered to be more complete since it does not require specifications such as the turbulent
length scale l(xi).
Two model equations are solved for k and ε. The turbulent viscosity is defined by νT =
Cµk2
ε . The Reynolds stresses are found from the turbulent-viscosity hypothesis and the
Reynolds equations are solved for ui and p. Standard values of the model constants (closure
coefficients) of the k-ε turbulence model used in the model equations are
Cµ = 0.09 , Cε1 = 1.44 , Cε2 = 1.92 , σk = 1.0 , σε = 1.3 (2.60)
Near wall flows
Flow in a wall contained volume, additionally needs to be investigated near the bound-
ing walls. [156] shows the possibility of a continuous velocity and shear distribution for
turbulent flow near a smooth wall. In following, some basics will be given for further
understanding of flow near walls. Detailed information can be received from [119], [160]
or [44].
Close to the wall, no slip is assumed for any kind of flow (ui(xi, t) = 0). All wall shear stress
(shear stress directly at the wall boundary) is due to the viscous contribution. At free flow
condition, shear stresses are negligible small compared to Reynolds stresses. However, at
the wall boundary, this contribution of shear stress must be taken into account which leads
to the two parameters for viscosity ν and wall shear stress τω. These two parameters are
the basis for viscous scales which define the appropriate velocity and length scales in the






















y+ defines the regions with flow near the wall boundary (near-wall flow). The viscous
region near the wall is defined for y+ < 50, where viscosity contributes to the shear stress.
For y+ > 50, the effect of the viscosity is negligible. The viscous sublayer is defined for
y+ < 5. Here, the Reynolds shear stresses are negligible compared to viscous stresses.
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[157] describes this group of regions with the law of the wall. To fully describe the law
of the wall, one dimensionless velocity u+ must be defined in addition. It describes the
velocity u parallel to the wall as a function of the distance y from the wall divided by the




The law of the wall is defined by the integral of du
+
dy+
(see [119] for details). When y+ is




lny+ + C (2.65)
where C is a constant (see fig. 2.8). This relationship is known as the log law and κ is the
von Kármán constant.
Fig. 2.8: The turbulent boundary layer [44]
The OpenFOAM CFD code
The Open source Field Operation and Manipulation CFD Toolbox (OpenFOAM) is an
open source software package. It contains a variety of solvers for specific CFD problems
and utilities for data manipulation. The entire software package is written in the C++
programming language, providing libraries that e.g. represent the equation
∂ (ρu)
∂t
+∇ · φu−∇ · µ∇u = −∇p
in the form
1 s o l v e
2 (
3 fvm : : ddt ( rho , U)
4 + fvm : : div ( phi , U)
5 − fvm : : l a p l a c i a n (mu,U)
6 ==
7 − f v c : : grad (p)
8 ) ;
This way, the user is able to modify existing physical models for the purpose of a given
application in case there is physical evidence that requires modification. The code structure




Fig. 2.9: OpenFOAM structure [108]
There is no graphical user interface (GUI) directly provided in OpenFOAM. For that rea-
son, all case definitions and computation results are file based. For accessibility of case
definition files like fluid definition or boundary conditions’ specifications, so-called case-file
directories are required that are standardized. Information about geometry, fluid proper-
ties and turbulence models are contained in the sub-folder ‘constant’. The solver setup
files are in the sub-folder ‘system’. Boundary conditions and initial conditions together
with initial field information are given in the sub-folder ‘0’. Specific information about
case definitions are given in [89].
Visualization of results is part of the post-processing. OpenFOAM converts result data
so that the open source application ParaView can represent results conveniently. The
used version of OpenFOAM in this work is “2.3.x” which has been downloaded from GIT1
repositories and compiled in April 2014.
Solvers
OpenFOAM contains many groups of solvers to serve different specialized purpose. Accord-
ing to the physics needed, an adequate solver must be chosen. If sufficiently sophisticated,
the solver can be used as is. As the OpenFOAM CFD toolbox is open source, research
and development of higher sophisticated solvers can start at this point. In the framework
of the presented work later on, it is not necessary to enhance the chosen buoyantPimple-
Foam solver as it provides enough possibilities and quality for the recent purpose. A brief
description of the used solver is given further on. For simplicity reason, a more simple
solver is given first which is part of the buoyantPimpleFoam solver, the simpleFoam solver.
The PIMPLE algorithm which is used during this work, has been created as a merge of
the SIMPLE algorithm which is used for steady state calculations and the PISO algorithm
which is used for transient calculations [108]. This way, it is possible to enlarge time steps
and save computation time. Specifics about the SIMPLE and PISO algorithm from a
mathematical point of view will not be presented here, but can be read in [119], [99], [113]
or [118].
simpleFoam
One of the very basic solver in OpenFOAM is the simpleFoam solver. It is a solver for in-
compressible turbulent flow in steady state condition. With the incompressible restriction,
the fluid is considered to have constant density and viscosity. For that reason, temperature
can be neglected as it does not have any influence, neither is accounted in the equations
of the solver. As density is considered constant, gravitational effects like buoyancy are not
1GIT is a distributed version control system, https://git-scm.com/
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present. The continuity equation (eq. (2.44)) keeps the same. However, the momentum












As the solution is considered steady state, the time derivative on the left hand side of
eq. (2.47) vanishes. With the simpleFoam solver, velocity fields without gravitational
influence can be predicted very quickly, as only a small number of equations per CV need
to be solved within one iteration. This not only leads to quick results but also the solver
is considered to be very robust against mesh inconsistencies. Fig. 2.10 shows a flow chart
of the run process of the SIMPLE algorithm.
Fig. 2.10: The SIMPLE Algorithm [108]




5 fvm : : div ( phi , U)





11 UEqn( ) . r e l a x ( ) ;
12
13 fvOptions . c on s t r a i n (UEqn( ) ) ;
14
15 s o l v e (UEqn( ) == −f v c : : grad (p) ) ;
16
17 fvOptions . c o r r e c t (U) ;
Lst. 2.1: Implementation of the momentum equation (simpleFoam)
In OpenFOAM, all solvers that contain the name simple use the SIMPLE algorithm [99]
to solve the Navier-Stokes equations. The implementation of UEqn.H and pEqn.H which
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are part of the simpleFoam solver are listed below (see lst. 2.1 and lst. 2.2).
In the momentum equation, the discretization of the convective term leads to a non-linear
system of equations. The flux φ is introduced to avoid complex non-linear solvers. This
supports the linearization of the convective term. This way, the newly approximated ve-
locity field can be computed. Line 6 in lst. 2.1 shows the implementation of the turbulence
model. As the simpleFoam algorithm is used for incompressible flow, the pressure equation
is derived from the incompressible equation of momentum in a semi discretized manner.
apUp = H(U)−∇p (2.67)
1 {
2 v o l S c a l a r F i e l d rAU( 1 . 0/UEqn( ) .A( ) ) ;
3 vo lVec to rF i e ld HbyA( ”HbyA” , U) ;
4 HbyA = rAU*UEqn( ) .H( ) ;
5 UEqn . c l e a r ( ) ;
6
7 s u r f a c e S c a l a r F i e l d phiHbyA( ”phiHbyA ” , fvc : : i n t e r p o l a t e (HbyA) & mesh . Sf ( ) )
;
8 adjustPhi (phiHbyA , U, p) ;
9
10 fvOptions . r e l a t i v e F l u x (phiHbyA) ;
11
12 // Non−orthogona l p r e s su r e c o r r e c t o r loop
13 whi le ( s imple . correctNonOrthogonal ( ) )
14 {
15 f vSca la rMatr ix pEqn
16 (
17 fvm : : l a p l a c i a n (rAU, p) == fvc : : d iv (phiHbyA)
18 ) ;
19
20 pEqn . s e tRe f e r ence ( pRefCel l , pRefValue ) ;
21
22 pEqn . s o l v e ( ) ;
23
24 i f ( s imple . f ina lNonOrthogona l I t e r ( ) )
25 {




30 #inc lude ”con t inu i tyEr r s .H”
31
32 // E x p l i c i t l y r e l a x pr e s su r e f o r momentum c o r r e c t o r
33 p . r e l a x ( ) ;
34
35 // Momentum c o r r e c t o r
36 U = HbyA − rAU* f v c : : grad (p) ;
37 U. correctBoundaryCondit ions ( ) ;
38 fvOptions . c o r r e c t (U) ;
39 }
Lst. 2.2: pressure correction - simpleFOAM
H(U) contains the matrix coefficients of the neighbor cells and all source terms [64]. First
the coefficient ap and then the velocity U is calculated. The flux φ can be received by
interpolation of U from the cell center to the faces and multiplied with its’ surface normals
Sj . The pressure equation is solved repeatedly according to the number of non-orthogonal




In this work, the buoyantPimpleFoam solver is used. The solver covers transient fluid
behavior with buoyancy effects. Additionally, different turbulence models (RANS and
LES) can be chosen. Originally, the solver treats incompressible flow, but density can be
used as a function of temperature which is crucial for buoyancy effects. The used algorithm,
PIMPLE is the merge of the PISO and SIMPLE algorithms. Conservation equations (eq.
(2.3), eq. (2.9), eq. (2.14)) are not simplified. To reduce the number of calculations in
every cell and time step, the artificial pressure prgh is introduced.
p = prgh + ρgh (2.68)
The convergence behavior of the solver is more sensitive with the buoyantPimpleFoam in
comparison to the simpleFoam as more equations need to be solved. The contribution of
errors from meshing cannot be treated as it is with the simpleFoam solver. When unstruc-
tured meshing is applied, the number of nNonOrthogonalCorrectors must be increased to
compensate non-orthogonal vectors. To support a smooth solution and keep computational
time in acceptable range, other so-called correctors like nCorrectors or nOuterCorrec-
tors must be treated with caution. For more information about the buoyantPimpleFoam,
please refer to [108].
Wall function implementation
In OpenFOAM, wall functions are only applied to the nearest cell to the boundary wall.
For the calculation, the effective viscosity is used instead of only the turbulent viscosity
(νeff = ν + νt).
For all other cells, the standard turbulence model is used. To check the cell quality near
the wall, y+ (see ch. 2.5) can be computed with the yPlusRAS function after finishing
the transient calculation. This way, the mesh can be improved by iterating procedures
(a-posteriori only). Especially when heat is transferred from wall to fluid, the range of
30 ≤ y+ ≤ 500 can be considered as valid according to [87] for the application of the
standard k − ε turbulence model. Other turbulence models may have different ranges of
validity [87].
2.6 Approaches for STH/CFD coupling
During the last decade, several STH codes have been coupled with CFD codes. An overview
about coupling is given in following. Because coupling of STH and CFD codes does not
have a large history, there is no standardized nomenclature or vocabulary yet. On the other
hand, it is crucial to have a global wording for similar procedures or methodologies for
comparison reason. To start such, it is necessary, to look at different coupling procedures
and the individual codes used. Coupling is done in time and space. Coupling in time
can be sequential or iterative. When a system is coupled sequentially, time steps can
be given to the coupled system explicitly or semi-implicitly. An implicit coupling would
require the reconfiguration of existing solvers, which requires extensive programming and
is therefore not practical (solvers have to be merged). Additionally, implicit coupling
is only valid for one single solution type. Semi-implicit time step management uses an
estimation of the time step based on error levels of the previous time step (prediction).
The time step size is reduced, when error levels increase and is enlarged when error levels
are small enough. All time steps are global and therefore matching time steps. It is
possible, that STH and CFD codes use smaller internal time steps but must meet at the
given global time steps for data exchange. Parallel coupling indicates, that both codes
perform the same time step at once. To do so, either fully implicit coupling is required
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or one code must be driven by estimated boundary conditions (BCs). Coupling in space
is possible with redundant regions, partially redundant regions or non-redundant regions.
Accordingly, the methodology can be called overlapping when regions exist in STH and
CFD domain (redundant), partial overlapping or distributed. When redundant regions are
used, parameters are exchanged which overwrite calculated values of the respective other
code. Dependent on the implementation of the coupling interface, the coupled system can
be seen as a typical master-slave system where either the STH code or the CFD code are
governing or the coupling interface is used as supervisor for both codes. As an overview and
to classify different coupling approaches, tab. A.1 gives an overview of assumed possible
options. In following subchapters, a group of different coupling approaches is presented.
GRS - ATHLET & CFX
At GRS, the ATHLET code is not only being developed but also extended for the purpose
of coupled calculations [111]. Coupling of STH and CFD codes requires the exchange of
directly dependent hydraulic parameters like fluid velocity, energy flow and pressure to
solve continuity, momentum and energy equations in each code. The coupled calculation
diverges, if mass, momentum and energy are not conserved. The coupling scheme shown
in [112] provides two different solutions to the coupling problem. Either an explicit time
step is provided statically or a semi-implicit time step is used, where the executed time
step is recalculated until convergence criteria is reached.
Regions (flow continua in space) are strictly separated so that redundancies are not present.
The coupling methodology with explicit time step can be classified as master-slave sequen-
tial explicit distributed coupling according to the scheme given in fig. A.1. Accordingly,
the coupling methodology with semi-implicit time step can be classified as master-slave
sequential semi-implicit distributed coupling (see fig. A.2). To support master-slave execu-
tion control for the ATHLET/CFX coupling methodology, the ATHLET code is executed
as subroutine by CFX. This way, ANSYS CFX can call ATHLET when needed. In addi-
tion, a key variable is implemented to define the starting point within the ATHLET code.
Different coupling options in both codes are implemented for stability reason. Different
hydraulic parameters like pressure, velocity and mass flow rate can be specified at different
locations as boundary conditions. The STH code provides the scalar variables pressure,
fluid temperature, mass flow rate and quality. At the same time, the CFD code provides
vector variables like mass flow or velocity and related temperature and pressure at the
coupling boundary [111].
Fig. 2.11: ATHLET/ANSYS-CFX: Shared Library scheme (GRS) [110]
The CFD coupling is based on a more general framework. It has already been established
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by ANSYS CFX for coupling purposes with other 1D codes (fig. 2.11). CFX uses an
extension of its input deck definitions and the utilization of a shared library which contains
the coupling interface and the STH code, as well as modifications to the calling sequence
used within ATHLET [110].
CEA - CATHARE & TRIO U
The coupling architecture is based on a common application programming interface (API),
called ‘Interface for Code Coupling’ (ICoCo) given in fig. 2.12 and will be available soon in
the SALOME platform2 [21]. The intension to create a common API is the capability for
multi-physics coupled calculations beyond STH/CFD. SALOME acts here as a supervisor
and performs standardized actions like individual code calls [10].
Fig. 2.12: CATHARE/TRIO U: Scheme of coupling architecture [10]
The STH/CFD coupling methodology here can be described as supervised sequential ex-
plicit overlapping coupling. The SALOME platform executes all coupled codes when
needed with information about the time step, type and destination of information prop-
agation. Boundary conditions (BC) can be transferred directly between the codes [10].
During the THINS project [27], the PHENIX NCT [148] was performed with this coupling
methodology, the CATHARE (STH) code and TRIO U (CFD) code [9]. Fig. 2.13 gives
an example of an abstract reactor scheme with a possible arrangement of CFD and STH
domains for a coupled calculation with overlapping domains. In this example, the CFD
domain (overlapping domain) is restricted to the core whereas the system code domain
include both the core and the loops with their components [10].
Fig. 2.13: CATHARE/TRIO U: Code domains for a coupled calculation – overlapping
method [10]
For stability reasons, the hydraulic boundary conditions are not defined by mass flow




instabilities, mass flow rates were imposed at all hydraulic boundaries of the CFD domain
[10]. The velocity profile used as BC at the CFD boundaries is flat (rectangular profile).
For energy feedback, the CATHARE code is modified to equalize energy transfer through
the boundaries of the CFD domain between the two codes [9]. For momentum feedback,




[p(Oref )− p(Oi)]STH − [p(Oref )− p(Oi)]CFD with i = 1, .., N (2.69)
where Oref marks a reference point at a boundary Oi. To apply a momentum balance
between STH and CFD, the source term given in eq. (2.69) is used to minimize the
pressure difference between STH and CFD [10]. Dependent on the applied turbulence
model, corresponding BCs are given at the same positions as velocities are. In the case of
the PHENIX NCT, a laminar description of the flow field is used in CFD [10]. A general
description of the coupling at interfaces between the two codes is shown in [9].
KTH - RELAP5 & STAR-CCM+
The coupling strategy presented by [65] can be described as supervised parallel explicit
overlapping coupling. Both codes first need to establish steady state condition in stan-
dalone mode. After steady state is reached, the coupled calculation starts (see fig. 2.14).
CFD performs one time step (transient). STH is then iterated until coupling parameters
reach sufficient accordance with CFD results. For the next time step, STH parameters
are given to CFD as BCs (mass flow rate and temperature at the inlet). In case of flow
reversal, BCs at the inlet and outlet are switched. The data exchange is illustrated in fig.
2.15.




Fig. 2.15: RELAP5/STAR-CCM+: Variables exchanged during the coupling procedure.
same applied at reversed flow conditions. [65]
T inlet and ṁ are extrapolated parameters, dependent on the two latest STH time steps.
The virtual heater is used to adjust the temperature in STH at the elevation of the CFD
outlet. It can also be negative to remove heat from the STH domain. Coupling time step
is set to be equal to CFD time step and its size is kept small. This is to ensure that the
difference between extrapolated and converged STH solution is fairly small in case that
CFD is not iterated [65].
ANL - SAS4A/SASSYS-1 & STAR-CCM+
Coupling between SAS4A/SASSYS-1 (STH) and STAR-CCM+ (CFD) started with [41],
where instead of STAR-CCM+, STAR-CD was used as CFD code. The module PRIMAR-
4 of SAS4A/SASSYS-1 is used to calculate STH loops. Details about the code can be
taken from [42]. In PRIMAR-4 two different types of models are used to create the
thermal hydraulic loop, control volumes (CV) and segments. The coupled approach can be
described as supervised sequential overlapping explicit coupling. Communication between
SAS4A/SASSYS-1 (STH) and STAR-CCM+ (CFD) occurs at the flow boundaries of the
CFD region. CFD can only be used for the substitution of a STH CV, so flow boundary
conditions (BC) are given to the connecting segments directly. The parameters exchanged
at the BCs are mass flow/velocity and enthalpy/temperature to the referring CFD surface.
At a specified elevation within the SAS4A/SASSYS-1 CV, the momentum equation





pin = pr + ∆pCFD (2.71)
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where ∆pCFD is the pressure difference in three-dimensional space calculated by CFD be-
tween the inlet and the reference locations. With the above modifications, liquid flow rates
and reference pressures for all connected compressible volumes and liquid flow segments
are solved simultaneously. Once updated flow rates are known, the CFD calculation up-
dates the flow and temperature distributions within each compressible volume for which
a high-fidelity treatment option has been selected [41].
Fig. 2.16: SAS4A/SASSYS-1 / STAR-CCM+: Time step management
Data exchange between STH and CFD takes place in every PRIMAR-4 subinterval (DTSUB
in fig. 2.16). A multilevel adaptive time step approach that resolves power and reactivity,
heat transfer, core flow and whole system responses at appropriate scales is required. The
coupled system is synchronized with “main” time steps (DTIME in fig. 2.16). Further
information about the coupling and application examples can be seen in [150] and [56].
INL - RELAP5-3D & ANSYS Fluent
Aumiller et al. [4] and Weaver et al. [158] show coupling methodologies between RELAP5-
3D [120] and different thermal hydraulic codes. Schultz et al. [133] show the coupling
between RELAP5-3D (STH) and Fluent (CFD) using the same methodologies which are
described briefly in following. In a first step, a master-slave sequential explicit distributed
coupling methodology is introduced. As a successor a supervised sequential semi-implicit
distributed coupling methodology is developed because of numerical instabilities when
using explicit time step management. The explicit time step management follows a master-
slave approach with RELAP5-3D as master. The semi-implicit time step management uses
an executive program based on Parallel Virtual Machine (PVM) for time step management
and data transfer [133]. Although in literature the semi-implicit scheme is described as
master-slave, it was decided in this work to adapt naming to the existing classification as
given in tab. A.1.
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Fig. 2.17: Nodalization for full and coupled analysis [4] (graph modified)
RELAP5-3D → CFD CFD → RELAP5-3D
Pressure (p) Pressure (p)
Liquid density (ρf ) Liquid internal energy (uf )
Gas density (ρg) Gas internal energy (ug)
Liquid temperature (Tf ) Void fraction (φg)
Gas temperature (Tg) Liquid mass flow rate (ṁf )
Void fraction (φg) Gas mass flow rate (ṁg)
Tab. 2.4: List of transmitted data
As can be seen in fig. 2.17, the coupling is performed by using artificial boundary conditions
in each code. RELAP5-3D has a time dependent volume (TDV) and a time dependent
junction (TDJ). The conditions in the TDV are only used for determining the quantities
and are provided by the appropriate node in the CFD portion. The mass flow rates for
the TDJ are calculated in the CFD portion of the code. Tab. 2.4 identifies the variables
that are transmitted between the codes.
Summary
Five different coupling schemes have been shown. Tab. 2.5 classifies the shown approaches
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Tab. 2.5: Overview of assumed possible coupling methodologies
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The STH code ATHLET is being developed by GRS. It provides the analysis of nuclear
safety issues like leaks and transients in pressurized water reactors (PWR) as well as
boiling water reactors (BWR) in the whole spectrum of design transients and accidental
transients. It is the STH code to the challenge of the Phénix natural convection test sce-
nario (NCT) described later on.
The thermal-hydraulic system code ATHLET (Analysis of THermal-hydraulics of LEaks
and Transients) is being developed for the analysis of anticipated and abnormal plant
transients, small and intermediate leaks as well as large breaks in light water reactors
(LWR). ATHLET takes into account the whole spectrum of design transients and acci-
dental transients (without core degradation) for PWRs and BWRs. The time integration
of the thermo-fluid dynamics (TFD) is performed with the general purpose ODE-Solver
called FEBE (Forward Euler, Backward Euler). This solver provides the solution of a
general non-linear system of first order differential equations. The system is split into two
subsystems: the first beginning integrated explicitly, the second implicitly. Generally, the
fully implicit option is used in ATHLET. The linearization is done numerically for the
implicit system by calculation of the Jacobian matrix.
The ATHLET code can be run under different operating systems. The modular struc-
ture allows the coupling of models of different physical formulation with different spatial
discretization techniques. Because of this modularity, ATHLET is used as STH code for
innovative systems of the Gen-IV studies for this work. In addition, ATHLET is one of
the two major codes developed in Europe for nuclear safety analysis.
As the ATHLET code provides a modular network approach for the representation of a





Because TFOs are not fully capable to represent heat transfer like heat conduction in
structures, fuel rods or heaters of different type, the HECU model is used. It gives the




To extend the ATHLET code’s application range to SFRs, a property package to calcu-
late sodium thermo-physical and transport properties is implemented into the code. The
properties include enthalpy, heat capacity, latent heat of vaporization, density, thermal
expansion, compressibility, speed of sound, and surface tension [151] [45]. Transport prop-
erties include viscosity and thermal conductivity [151] [45]. The temperature range of
the property package is from 371K to 2503.7K. The sodium property package is an inde-
pendent module, and is connected to the ATHLET program through a general interface
[163]. Fig. 3.1 shows the schematic of the interface. The interface acts as a platform for
information exchange between ATHLET and external physical modules. It includes the
transmission of thermal-hydraulic parameters to describe fluid conditions and states from
ATHLET to the modules. The modules then provide physical quantities like heat transfer
coefficients to the ATHLET code for multi fluid application ([163], [164]).
Fig. 3.1: ATHLET: Schematic of interface to the ATHLET code
3.2 Heat transfer
Heat transfer characteristics of LM significantly differ from heat transfer characteristics of
water. The Prandtl number, ratio of momentum diffusivity to thermal diffusivity, of the
two fluids differ significantly. LMs have a very low Prandtl number. In the temperature
region between 200◦C to 800◦C, the Prandtl number of sodium changes from 0.01 to 0.005,
while for water from 10 to 1 in corresponding liquid temperature range. Consequently, the
contribution to the total heat transfer by conduction towards the thermal convection in
LMs is much higher than in water. In ch. 2.4 the implemented heat transfer calculation
methodology in the ATHLET code has been explained. The heat conduction and heat
transfer module HECU of the ATHLET code describe the HTC to be expressed in the
form
HTC = f (λ, L,Nu)








where λ is the thermal conductivity of the fluid, L is the characteristic length and Nu the
Nusselt number. The thermal conductivity is considered a material property and is thereby
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given as a function only dependent on temperature. For example characteristic length L
in bundle geometries, with flow direction parallel to the bundles, is the hydraulic diameter
dh. Generally, the Nusselt number can be described as the ratio of convective heat transfer
to conductive heat transfer. For the direct calculation of heat transfer, correlations must
be used, which are empirical and are received from experiments. In ATHLET, Nusselt
correlations are called htc [5]. Examples for the implementation of htc are given in eq.
(2.40) and eq. (2.41). If Twall > Tfluid, the fluid is heated by the wall; if Tfluid > Twall, the
fluid is cooled by the wall. In the open literature, numerous correlations for the Nusselt
number of LMs are available. Most of them are based on the expression
Nu = a+ b · Pec (3.2)
where a, b and c are constants and Pe is the Péclet number. It has been found through
extensive experimental researches that the constant c is close to 0.8, while a and b depend
on the geometry (e.g. circular tube, tube bundle) of the flow channels ([73], [95]).
For the heat transfer prediction of sodium, suitable correlations must be added to the
ATHLET code. In the past decades a considerable number of Nusselt correlations for the
LM heat transfer coefficient using the previously form differ from each other ([26], [115]).
Here, six widely used correlations, including three for circular tube and three for tube
bundle are implemented to the sodium heat transfer module for a preliminary evaluation.
 Lyon [86]
 Skupinski et al. [138]
 Sleicher et al. [139]
 Gräber and Rieger [49]
 Ushakov et al. [155]
 Mikityuk [95]
The Lyon [86] correlation is considered here as the first semi-empirical equation for heat
transfer calculations of LM at constant heat flux. It is also selected as the default heat
transfer model for LM in other system codes, like TRACE, SIMMER-III and SAS4A/SASSYS-
1. Based on experimental heat transfer data in NaK flows, the correlation by Skupinski
et al. [138] gave the best agreement with test data. The correlation by Sleicher et al. [139]
was suggested for uniform heat flux conditions based on experimental investigation of local
heat transfer coefficients in NaK flows in a pipe at different boundary conditions. These
three correlations were developed for circular tube geometries. In case of tube bundles,
Mikityuk [95] reviewed and assessed a number of correlations recommended for LM heat
transfer with test data for LM flow in a lattice of circular rods from four independent
experimental studies. The Mikityuk [95] correlation, as well as the correlation by Ushakov
et al. [155] and the correlation by Gräber and Rieger [49] had the highest quality among
the correlations considered in predicting the results of the experiments over the whole




Fig. 3.2: ATHLET: Calculated Nusselt number according to different correlations [164]
To compare the difference of the selected correlations, the Nusselt number is calculated
using these correlations. Fig. 3.2 shows the comparison of calculated individual Nusselt
numbers. Considering the application of the modified ATHLET code to the PHENIX
NCT, the Prandtl number of 0.006 is used in the correlation by Sleicher et al. [139]. For
the PHENIX NCT, the pitch-to-diameter (P/D) ratio of the rod bundles in the fissile
subassemblies is 1.187, in the fertile subassemblies 1.081 and in the IHXs’ tube bundles
1.429. Two P/D values (1.2 & 1.4) are used for the comparison of the three correlations
for the tube bundle geometry. For the circular tube correlations, the Lyon [86] correlation
gives the highest prediction of Nusselt number, while the Sleicher et al. [139] correlation
gives the lowest values. On the other hand, for the tube bundle correlations with P/D
of 1.2, the Gräber and Rieger [49] correlation and the Ushakov et al. [155] correlation
show good agreement. In comparison, the Mikityuk [95] correlation gives a lower Nusselt
number. For the P/D of 1.4, these three correlations show very close results. However,
heat transfer is also dependent on the flow regime (forced or natural convection) and the
geometry. In the following, a classification of Nusselt correlations, dependent on geometry
is shown. For each geometry key, correlations for forced and natural circulation have been
found.
Nusselt correlations for plane surfaces

























it can be used for laminar and turbulent flow in the range of 0.1 ≤ Ra ≤ 1012. According
to Churchill and Usagi [31], the validity of the function f1(Pr) is given in a range of
0.001 ≤ Pr ≤ ∞. In the transition between laminar and turbulent flow (108 ≤ Ra ≤ 109),
the correlation can be used when discrepancies of 4% are acceptable [29]. Eq. (3.3) is
based on water, but can be used for liquid metals as long as the Ra number is in the valid
range. For liquid metals, Gregg and Sparrow [51] developed a heat transfer correlation
for vertical surfaces. Chang et al. [22] extended that correlation for low Prandtl numbers
Pr ≤ 0.01.
Nu = 0.563 · Pr0.46 Gr
1
4 (3.5)
This correlation can be used in range of 0.01 ≤ Pr ≤ 0.05. The wall temperature is assumed
to be constant. For more specified correlations which can be used for flat surfaces and
natural convection, especially for liquid sodium, please refer to Sheriff and Davies [136].
For forced convection, a theoretical based correlation for liquid metals is given by Holman
[55].
Nu = 0.530 · Pe
1
2 (3.6)
The range of validity according to Holman [55] is Pr ≈ 0.01 with the restriction of isother-
mal plate.
Another theoretical based correlation is given by Çengel et al. [20, p.402].
Nu = 0.565 · Pe
1
2 (3.7)
It differs only marginally from eq. (3.6) and has a defined validity of Pr ≤ 0.05 [20].
To receive a single correlation that can be applied to all fluids, Churchill and Ozoe [30]
curve-fitted existing data points from experiments and proposed a correlation which is
















The values computed by Churchill and Ozoe [30] and the values computed by Gregg and
Sparrow [51] are in good agreement and are correlated within 1% for all Prandtl numbers.
For forced convection along flat surfaces, all correlations shown are restricted to conditions
of uniform heating. All surfaces are assumed to be smooth so the free-stream is considered
turbulence free [30].
Nusselt correlations for tubes
Jackson [62] studied turbulent mixed convection in smooth vertical tubes with the fluid
liquid sodium. A derived (empirical) correlation for natural convection is divided in a
laminar and a turbulent flow regime. The correlation for laminar flow is





and for turbulent flow





The correlation given in eq. (3.9) is valid in a range of Gr · Pr2 ≤ 3 · 105. The correlation
given in eq. (3.10) is valid in a range of Gr · Pr2 ≥ 3 · 105. [62] gives the transition zone
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between laminar and turbulent flow at Gr·Pr2 ≈ 3·105 where neither of the correlations are
fully valid. Because correlations for Nusselt numbers at natural convection for horizontal
or inclined tubes are very rare, [62] can be used with caution.
Fig. 3.3: Natural convection in a vertical tube Nu ∼ GrPr2 [62]
Lyon [85] gives a correlation for forced convection in tubes at low Prandtl numbers. The
function of the correlation is based on
Nu = a+ b · Pec (3.11)
where a, b and c are parameters dependent on material properties of the fluid and geometry
of the flow region. It is valid for liquid metals in circular tubes with smooth surface.
Nu = 7.0 + 0.025 · Pe0.8 (3.12)
According to Rust [125], restrictions to the correlation are uniform heat-flux and Reynolds
numbers Re ≥ 104.
Seban and Shimazaki [134] published a correlation for turbulent tube flow with constant
wall temperature. The same correlation was found by Subbotin et al. [144] for sodium
flow in a circular tube.
Nu = 5.0 + 0.025 · Pe0.8 (3.13)
The range of validity for this correlation is given by 40 ≤ Pe ≤ 1150 [144]. Additionally,
Kutateladze et al. [73] developed two equations which are also suitable for calculations of
heat transfer coefficients in standard tubes.
Nu = 3.3 + 0.014 · Pe0.8 (3.14)
and
Nu = 5.0 + 0.0021 · Pe (3.15)
These correlations are valid in a range of 300 ≤ Pe ≤ 15000 and Re ≥ 104 [73]. For Péclet
numbers in range of 20 ≤ Pe ≤ 300, equation





can be used, according to Kutateladze et al. [73]. Eq. (3.13), eq. (3.14), eq. (3.15) and
eq. (3.16) fluids with low Prandtl numbers in range of 0.01 to 0.05 were used. For sodium,
where Prandtl numbers are ≤ 0.006
Nu = 5.9 + 0.015 · Pe0.8 (3.17)
is more applicable. Validity of eq. (3.17) is given between 100 ≤ Pe ≤ 1400 and turbulent
flows [73].
Borishanskii et al. [13] developed an empirical function for clean sodium flowing in a
smooth tube to
Nu = 4.36 + 0.016 · Pe (3.18)
with constant heat flux. According to Borishanskii et al. [13], eq. (3.18) is valid for
30 ≤ Pe ≤ 300 and Re ≥ 3 · 103.
Cheng and Tak [26] analyzed different correlations and found for NaK, mercury and LBE
a best fitting correlation (eq. (3.19)).
Nu = A+ 0.018 · Pe0.8
A =

4.5 Pe ≤ 1000
5.4− 0.0009 · Pe 1000 ≤ Pe ≤ 2000
3.6 Pe ≥ 2000
(3.19)
During the last half century, a huge amount of different correlations were found for different
low Prandtl number fluids. In tab. B.2 most of the correlations found until 1959 are
collected by Kutateladze et al. [73].
Nusselt correlations for triangular and square fuel pin arrangements
According to Pfrang and Struwe [115], heat transfer correlations used for fuel pins with
triangular or square pattern can also be used for tube banks. At natural convection
condition, due to Foust [46], the same correlations used for flat plates are also applicable for
fuel pin arrangements and tube banks. However, the outer diameter has to be larger than









which is valid in the range of all Prandtl numbers, laminar boundary flow (Re ≤ 2300)
and Gr ≤ 108.
The best fitting correlation for laminar flow and uniform heat flux is given by Chang et al.




Several Nusselt correlations are given for turbulent flow, but similar to cases with flat
surfaces, these correlations are doubtful to be applicable to liquid metals [46].
At forced convection flow condition and triangular arrangements, Dwyer and Tu [37] de-
rived the equation
Nu = 0.93 + 10.81 · (P/D)− 2.01 · (P/D)2 + 0.0252 · (P/D)0.273 · (ΨPe)0.8 (3.22)
Accordingly Friedland and Bonilla [47]
Nu = 7.0 + 3.8 · (P/D)1.52 − 0.027 · (P/D)0.27 (ΨPe)0.8 (3.23)
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derived two correlations which describe the heat transfer of liquid metal flowing through
triangular bundle of circular rods. In eq. (3.22) and eq. (3.23), Ψ is the ratio of eddy
diffusivity of heat (εH) to the diffusivity of momentum (εM ). An empirical equation for Ψ
can be described as













≈ 0.864 · lg (Re)− 0.24 · (P/D)− 2.12 (3.25)
can be used for the ratio of eddy diffusivity to the diffusivity of momentum. The major
difference between eq. (3.22) and eq. (3.23) are assumptions in the velocity profile. This
gives different ranges for validity, where eq. (3.22) is recommended at 70 ≤ Pe ≤ 104 and
1.375 ≤ P/D ≤ 2.2 and eq. (3.23) is recommended at 0 ≤ Pe ≤ 105 and 1.3 ≤ P/D ≤ 10.
Both experiments were performed with mercury as fluid [37], [47].
Maresca and Dwyer [88] used mercury in a 13 pin bundle and NaK in a 19 pin bundle. In
both cases, the Pitch-to-Diameter ratio was 1.75. The derived correlation
Nu = 6.6 + 3.126 · (P/D)− 1.184 · (P/D)2 + 0.0155 (ΨPe)0.86 (3.26)
is valid in the range of 70 ≤ Pe ≤ 104.
Subbotin et al. [144] derived a correlation for the Pitch-to-Diameter ratio of 1.1 ≤ P/D ≤







· (P/D)2 − 1
)0.55
· Pe0.45 (3.27)
Borishanskii et al. [14] show results gained in 7 pin arrangements with 1.1 ≤ P/D ≤ 1.5
by using different liquid metal coolants like sodium and mercury. The correlation was
extended by measurements obtained by the IPPE ([95], [115]).
Nu = 24.15 log
(









0 60 ≤ Pe ≤ 200
(Pe− 200)0.9 200 ≤ Pe ≤ 2200
(3.28)
Derived by three sets of measurements of the fluid NaK and Pitch-to-Diameter ratios of
1.25, 1.6 and 1.95, Gräber and Rieger [49] give a correlation as
Nu = 0.25 + 6.2 · (P/D) + (−0.007 + 0.032 · (P/D)) · Pe0.8−0.024·(P/D) (3.29)
The fluid temperature varied from 100◦C to 425◦C. Accordingly, the Prandtl number
varied from 0.011 to 0.024. The correlation is valid in the range of 1.2 ≤ P/D ≤ 2 and
150 ≤ Pe ≤ 4000.
The correlation given by Ushakov et al. [155] slightly depends on the geometry of the pin
arrangements. Due to Mikityuk [95], the correlation can therefore be simplified to







Kazimi and Carelli [69] developed a correlation which is valid for 10 ≤ Pe ≤ 5000 and
1.1 ≤ P/D ≤ 1.4. Different experimental campaigns were performed with Na, Hg and
NaK.








The latest correlation was developed by Mikityuk [95] using more than 600 different data
points, which had been collected from different sets of test data. The used data has
been the result of many experimental campaigns used for the development of previous
correlations. Measurements from the BREST lead-cooled reactor project [166] have been
used additionally. Because the BREST lead-cooled reactor project applied square lattice








This correlation is valid in a range of 30 ≤ Pe ≤ 5000 and 1.1 ≤ P/D ≤ 1.95. According to
Mikityuk [95], the correlation is also valid for very low Prandtl numbers.
It is possible to transfer correlations for triangular arrays to square array application. The
dependency can be described with
(P/D)triangular = 1.075 (P/D)square (3.33)
Heat transfer correlations derived for triangular pin arrangements can be applied to square
lattice [115]. As this transfer function is not verified yet, Pfrang and Struwe [115] and Foust
[46] suggest to verify calculation results before application.
Ushakov et al. [155] performed an experimental study with mercury and NaK. The fluid
was electrical heated by cylindrical rods in square lattice. However, the uncertainty of the
derived correlation is given at a range of 20% at a Pitch-to-Diameter ratio of 1 [46].
Nu = 0.48 + 0.0133 · Pe0.7 (3.34)
Mikityuk [95] used measurements gained by the BREST Report [166], which also provides
its own correlation for square arranged rod bundles. Pfrang and Struwe [115] suggest the
correlation given in eq. (3.35) is assumed to be valid in range of 1.28 ≤ P/D ≤ 1.46 and
100 ≤ Pe ≤ 1600.
Nu = 7.55 · (P/D)− 20 · (P/D)−5 + 0.0354
(P/D)2
· Pe0.56+0.204·(P/D) (3.35)
A NaK experiment with a 25-pin rod bundle was performed by Zhukov et al. [165]. In the
more detailed report, Zhukov et al. [166] suggests a correlation
Nu = 7.55 · (P/D)− 14 · (P/D)−5 + A · Pe0.64+0.264·(P/D)
A =

0.007 for smooth rods
0.009 for spacer εg = 10%
0.010 for spacer εg = 20%
(3.36)
where the influence of a spacer grid had been investigated as well. Spacer grids were used
with the spacer grid (εg) obstructing 10% and 20% of the cross section. The range of
validity for A = 0.007 is given by 1.2 ≤ P/D ≤ 1.5 and 10 ≤ Pe ≤ 2500 although the
experimentally covered range is only 1.25 ≤ P/D ≤ 1.46 and 60 ≤ Pe ≤ 2000.
Implementation
The previously shown Nusselt correlations are selected to contribute to the heat transfer
package in ATHLET for sodium applications. The previously developed methodology for
the qualification of material properties of sodium in ATHLET (see fig. 3.1) is applied here.
However, the methodology cannot be applied directly but needs to be modified slightly.
The reason is that opposing sodium as single fluid, there exists a rather large amount of
possible Nusselt correlations with different validity ranges to model heat transfer. There-
fore, it should be possible to let the user select the best fitting correlation for a given HCO
in ATHLET. Additionally, it must be ensured that older ATHLET input decks are still
compatible. This divides the ATHLET implementation procedure in following steps:
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 Library for Nusselt correlations for sodium applications
– Create library in ATHLET
 Input deck
– Compatibility
– Selectable Nusselt correlations per HCO
 Calculation process
– Extension of heat transfer package for sodium
– Preserve original calculation process for non-sodium applications
The library for Nusselt correlations for sodium applications in ATHLET was implemented
as a first step. It directly uses calculation results (e.g. temperature, dimensionless numbers,
geometrical values) from ATHLET and provides the Nusselt number to the selected HCO.
This far, however, the library is not called yet by ATHLET. Therefore, the input deck is
modified in the next step.
Input deck modification
In ATHLET, conjugate heat transfer (see lst. 3.1) is modeled by HCOs. Heat structures
are defined in the HEATCOND section of the input deck. An example is given in lst. 3.1.
It can be seen, that two sides are connected by one HCO. Each side can be a TFO or more
abstract, a defined signal. The HCO then needs to be described further. It is possible
to use predefined models for heat transfer objects like a heater rod or a steam generator.
Afterwards, the structure of the HCO needs to be described further in detail. For example
a fuel rod’s HCO would consist of the fuel, a gap and the surrounding cladding. A simple
example of such a cylinder shaped geometry is shown in fig. 2.5. More information about
the shape of a HCO can be found in [79].
1720 K−−−− H−coreFI
1721 @ AOLH SBOLH SEOLH AORH SBORH SEORH
1722 ’ADIABAT ’ 0 .0 0 .0 ’ coreFI ’ 1 .078 1 .928
1723 @
1724 @ NIHC0 N10 N20 N30 IGEO0 ICOMP0 ACOMP0 ICHF0 IPRIPLO
1725 1 4 2 0 2 1 ’RODFI ’ 1 0
1726 @
1727 −−−−− GEOMETRY
1728 @ FPARH TL0
1729 5859 .0 7 .773D−03
1730 @
1731 @ SG0 Z0 DI0 DS10 GAP10 DS20 GAP20 DS30
1732 0 .000 −5.162 0 .0 2 .71D−03 1 .15D−04 0 .45D−03 0 .0 0 .0
1733 0 .850 −4.312 0 .0 2 .71D−03 1 .15D−04 0 .45D−03 0 .0 0 .0
1734 @
1735 −−−−− HTCDEF
1736 @ AIAL ( 1 . . . 4 ) XHTC
1737 ’DUMMY’ ’HTCCALC’ ’HTCCALC’ ’DUMMY’ 1
1738 @
1739 @ SH0 HTCL0 ( 1 . . . 4 ) QTHRU0
1740 0 .000 0 .0 1 .0D+4 1 .0D+4 0 .0 0 .0
1741 0 .850 0 .0 1 .0D+4 1 .0D+4 0 .0 0 .0
1742 @
1743 −−−−− MATPROP
1744 @ AMATL( 1 . . . 3 )
1745 ’MOX’ ’AUST−STEEL ’ ’DUMMY’
1746 @
Lst. 3.1: Example of a HCO in the input deck
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After the definition of the geometry in section ‘GEOMETRY’, each material is defined
by HTCDEF, the heat transfer coefficient definition section within HEADCOND. Here,
the user can choose if the corresponding HTC is derived by a given input value or with
a correlation for the Nusselt number. To use the implemented library for Nusselt corre-
lations for sodium applications, a new parameter XHTC of type Integer is implemented
in HTCDEF. If it is set to 1, the ATHLET code will run without contacting the library.
This is necessary, to make sure, older input decks are still compatible with the modified
ATHLET code. If the parameter XHTC is defined according to tab. 3.1, it specifies the
Nusselt correlation. However, if a static heat transfer coefficient is chosen by the user,
none of the correlations will be taken into reference.
Correlation XHTC Range of validity, comments
Nusselt correlations for plane surfaces
eq. (3.3) 10 0.1 ≤ Ra ≤ 1012, 0.001 ≤ Pr ≤ ∞ with eq. (3.4)
eq. (3.5) 11 0.005 ≤ Pr ≤ 0.01, isothermal plate
eq. (3.6) 12 Pr ∼ 0.1, isothermal plate
eq. (3.7) 13 Pr ≤ 0.05, isothermal plate
eq. (3.8) 14 0 ≤ Pr ≤ ∞, isothermal plate
Nusselt correlations for tubes
eq. (3.9) 20 Pr 1, Gr · Pr2 ≤ 3 · 105
eq. (3.10) 21 Pr 1, Gr · Pr2 ≥ 3 · 105
eq. (3.12) 22 0.01 ≤ Pr ≤ 0.05, Re ≥ 104, constant heat flux
eq. (3.13) 23 Pr  1, Re ≥ 104, 40 ≤ Pe ≤ 1150, constant wall
temperature
eq. (3.14) 24 0.01 ≤ Pr ≤ 0.05, Re ≥ 104, 300 ≤ Pe ≤ 15000
eq. (3.15) 25 0.01 ≤ Pr ≤ 0.05, Re ≥ 104, 300 ≤ Pe ≤ 15000
eq. (3.16) 26 0.01 ≤ Pr ≤ 0.05, 20 ≤ Pe ≤ 300
eq. (3.17) 27 Pr ≤ 0.006, 100 ≤ Pe ≤ 1400
eq. (3.18) 28 Pr ≤ 0.01, Re ≥ 3000, 30 ≤ Pe ≤ 300, constant heat
flux
eq. (3.19) 29 0.01 ≤ Pr ≤ 0.1
Nusselt correlations for triangular and square fuel pin arrangements
eq. (3.20) 30 Re ≤ 2300, Gr ≤ 108, constant wall temperature
eq. (3.21) 31 0.01 ≤ Pr ≤ 0.05, Re ≤ 2300, Gr ≤ 108, constant heat
flux
eq. (3.32) 48 Pr 1, 1.1 ≤ P/D ≤ 1.95, 30 ≤ Pe ≤ 5000
Nusselt correlations for square fuel pin arrangements
eq. (3.34) 32 Pr 1, P/D = 1
eq. (3.35) 33 Pr 1, P/D = 1.46 and 1.28, 100 ≤ Pe ≤ 1600
eq. (3.36) 34 Pr 1, 1.2 ≤ P/D ≤ 1.5, 10 ≤ Pe ≤ 2500
Nusselt correlations for triangular fuel pin arrangements
eq. (3.22) 40 Pr  1, 1.375 ≤ P/D ≤ 2.2, 70 ≤ Pe ≤ 104, with
(3.25)
eq. (3.23) 41 Pr 1, 1.3 ≤ P/D ≤ 10, 0 ≤ Pe ≤ 105, with (3.25)
eq. (3.26) 42 Pr 1, 1.3 ≤ P/D ≤ 3, 70 ≤ Pe ≤ 104
eq. (3.27) 43 Pr 1, 1.1 ≤ P/D ≤ 1.5, 80 ≤ Pe ≤ 4000
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Correlation XHTC Range of validity, comments
eq. (3.28) 44 Pr 1, 1.1 ≤ P/D ≤ 1.5, 60 ≤ Pe ≤ 2200
eq. (3.29) 45 Pr 1, 1.2 ≤ P/D ≤ 2.0, 150 ≤ Pe ≤ 4000
eq. (3.30) 46 Pr 1, 1.3 ≤ P/D ≤ 2.0, 0 ≤ Pe ≤ 4000
eq. (3.31) 47 Pr 1, 1.1 ≤ P/D ≤ 1.4, 10 ≤ Pe ≤ 5000
Tab. 3.1: Implemented Nusselt correlations for sodium with range of validity
Code modification
A lot of different subroutines are involved during an ATHLET calculation run. In fig.
3.4 only a small part of the ATHLET calculation process is shown in a flow chart. It
illustrates the read-in and calculation process for conjugate heat transfer. In ATHLET all
TFOs are created first and then heat structures are added to the simulation. The reason
is the dependency of heat volumes on fluid volumes [5].
To account for the above-defined modification in the input, some subroutines had to be







Mainly, the modification is for the creation of interfaces to the newly developed Nusselt
correlation library for sodium applications. On the other hand, it was made sure to
maintain a smooth running process with the claim of compatibility to older input decks.
However, the calculation of Nusselt numbers as well as their storage in memory had to be




Fig. 3.4 illustrates the handling of HCOs in ATHLET. During the read-in process of the
input deck, heat structures are generated according to the user input. TFOs are generated
before HCOs, because HCOs depend on attached TFOs. The formation of HCVs in ATH-
LET is geared to the CVs of the flow regime previously formed. For reasons of readability,
the calculation process of ATHLET is not shown entirely in fig. 3.4. For full informa-
tion about the ATHLET programming structure, please refer to Lerchl et al. [80]. During
each time step in ATHLET, e.g., material properties of the fluid are calculated dependent
on calculation results, i.e., temperature, velocity, pressure and steam void fraction. The
subroutines responsible for these calculations are not shown in fig. 3.4.
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Fig. 3.4: HCO handling and calculation of Nusselt numbers
As one of the first steps after an ATHLET calculation is executed, AIN1 starts reading the
input deck, which is defined by the user and contains, e.g., model information, boundary
conditions and initial conditions. Different parts of the input deck are handled by different
subroutines in the code. HINPUT reads all defined HCOs that are specified and activated
in the input deck. Then subroutines to allocate modules are called to save these definitions
out of the input text file. In the end of the HINPUT run, HINPUT calls HCINP which
derives data about HCV geometry and model data. Elementary checks of the input are
performed as well. In case of incorrect specifications by the user, the subroutine stops
the simulation run and returns information about the error. If all plausibility checks by
HCINP have succeeded, HCOBJ reads parts of the HCO definition that is specified in
the input deck. One task of this subroutine is to read HTC data from the input deck.
At this position, the new identifier XHTC is specified. This parameter is then stored in
the new module CHTC to be accessible at every time step during the calculation run in
combination with the referring HCO. The newly created subroutine ALLOCHTC defines
(allocates) the dimension of the module CHTC.
Following the simulation process of ATHLET (white boxes in fig. 3.4), it can be seen,
no further changes are yet necessary. As soon as the HECU subroutine is called during
the simulation run, conjugate heat transfer calculations are run. HECU is used for steady
state and transient calculation. MHTCN is used to determine the direction of heat transfer.
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Austregesilo et al. [5] show the necessity of this separation between heating and cooling for
nucleate boiling, transition boiling and film boiling. The code structure has been developed
by GRS accordingly. However, there is no observable difference between heating and
cooling a liquid, as long as boiling is not present. For the modification, MHTCN is used
to distinguish the direction of heat transfer (Twall > Tfluid or Twall < Tfluid) and therefore
if the work fluid is heated or cooled. If the fluid is cooled by its bounding wall, MHTCN1
is executed and if the fluid is heated by its bounding wall, MHTCN2 is executed. Both
subroutines are modified to calculate the Nusselt number with the previously specified
correlation. For this process, the subroutine MNUCORR is called, if sodium is used as
work fluid and the library for Nusselt number correlations is activated (see fig. 3.4).
After the Nusselt number is calculated by MNUCORR, the result is saved to the module
CHTC. It should be noted here, that each HCV has its own Nusselt number. From there,
it can be retrieved by the simulation when needed. CHTC is a global module and can
be accessed from anywhere in the code. The input deck is only read once, also are the
subordinated subroutines. All other subroutines used for the computation of heat transfer
coefficients are run at every time step during the ATHLET calculation. For more detailed
information about the specific code modification, please refer to [132].
Verification
A verification process has been worked out, to ensure the ATHLET calculation of the
Nusselt number is accurate. Each Nusselt correlation given in tab. 3.1 is tested by that
process and evaluated later on. As previously described, the ATHLET code is extended
for liquid metal heat transfer calculations with focus on sodium applications. A direct
comparison of Nusselt numbers is chosen for the verification process. Eq.3.1 describes
the HTC calculated by ATHLET. The correlation for the Nusselt number is a function of
specific input parameters. To keep the uncertainty at a minimum level, the Nusselt num-
bers calculated by ATHLET are compared to Nusselt numbers calculated by a Python
program. The Python program has been created especially for the verification process to
handle large amounts of calculation tasks. A WRITE command line in the ATHLET code
is added to each correlation. If switched on (not commented in source code), ATHLET
prints calculation results and needed correlation input parameters which can be recorded.
This way, a csv-file is created for verification purposes.
After the ATHLET code modification, the PHENIX NCT transient is used to calculate
Nusselt numbers. Exactly one position in the modeled PHENIX primary circuit is speci-
fied to calculate the Nusselt number via correlation with the modified calculation routines.
The reason why only one position is chosen is to avoid mixtures of different flow regimes.
The position is the inner core HCO (H-coreFI) of the PHENIX core. It is considered the
most sensitive and important position in the core. This way, the implementation itself can
be verified. If there was no output by ATHLET, the correlation would not be used. This
can be seen as a global function check procedure for each correlation. As a second and
more important benefit of this process, the Nusselt correlation results can be checked for
accuracy. Dependent on the input parameters accuracy, the Nusselt correlation results can
have an error in the order of 10−6 to 10−4 (conservative estimate in percentage ≈ 0.005%).
This numerical error is considered to be larger than the ATHLET internal numerical error
of the calculation because of the restriction of decimal places in the created csv-file.
The csv-file is used as input to the Python program. The Python program uses input
parameters to recalculate the Nusselt correlation. In a next step, the two groups of calcu-




Fig. 3.5: Nusselt correlation verification process with the Python-HTC-toolbox
Following this methodology, the collected data points can then be visualized within one
diagram. The Python results (Nusselt numbers) are used as abscissa values and ATHLET
results (Nusselt numbers) are used as ordinate values. Additionally, a dashed line is
plotted where Python results are used as abscissa and ordinate value. Fig. 3.6 illustrates
the process result for the Nusselt correlation described by eq.3.32.
Fig. 3.6: Verification of Mikityuk [95] (eq.3.32, XHTC 48)
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The verification process only checks the accuracy of the calculation results. This way, all
correlations can be checked at the same position. However, it does not make sense, if a
correlation for plate heat transfer is used in a rod bundle geometry. This will be discussed
in the next chapter. Verification results for all correlations are given in Appendix B.
Assessment
Most of the Nusselt correlations found in the open literature are based on experiments.
The range of conducted experiments for correlations is of restricting factor for the range
of validity. It was also found that theoretically derived Nusselt correlations have a limited
range of validity. For a full validation of all Nusselt correlations for the PHENIX NCT,
detailed measurements at all regions of conjugate heat transfer are necessary. For the
PHENIX NCT, the PHENIX reactor had not been applied with measuring devices in such
detail, because other effects were in focus of that test. As a result, the most promising
implemented Nusselt correlations for the PHENIX NCT are discussed, based on the range
of validity specified in the literature.
The previously mentioned Python-HTC-toolbox was not exclusively created to serve the
purpose of verification. It is also used to gather information about the valid ranges of
each implemented Nusselt correlation during the PHENIX NCT. The assessment process
used in the Python-HTC-toolbox is shown in fig. 3.7 to give a better understanding. The
output is shown in the following paragraphs, where results from the Python-HTC-toolbox
are illustrated and discussed. Detailed data of all Nusselt correlation assessment data is
provided in Appendix B.




Fig. 3.8: Nusselt numbers in NCT with Eckert [38] correlation
Fig. 3.9: Range of valid Nusselt numbers according to Eckert [38]
The Eckert [38] correlation generally shows good applicability over the whole range of the
PHENIX NCT case scenario. In fig. 3.8 all results of Nusselt numbers are printed. With
the given range of validity provided by Eckert [38], all valid Nusselt numbers are printed
in green. Results derived outside the valid range are printed in red. Nusselt numbers
are plotted here over Rayleigh numbers, because the correlation is a function of Prandtl
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number and Grashof number. The invalid Nusselt numbers are because of the transition
to turbulent flow. As previously described, the correlation is only valid for laminar flow.
It can be seen, there are multiple possible Nusselt numbers for a given Rayleigh number.
This is due to different combinations of Prandtl numbers and Grashof numbers. How-
ever, those higher Nusselt numbers appear to be in a not valid range, according to the
boundaries given by the authors. The range of valid Nusselt numbers covers a huge field
of Prandtl numbers. In fig. 3.9 the correlation is printed for a range of Prandtl numbers
from 10−3 ≤ Pr ≤ 10−2.
Some restrictions to the correlations given in the literature cannot be represented with the
Python-HTC-toolbox. A closer look at eq. (3.20) shows, only natural circulation consid-
ered. Additionally, the experiments have been conducted with uniform wall temperature.
Fuel subassemblies show a different temperature distribution over vertical length. Eckert
[38] also notes, the correlation to be in valid range only at laminar boundary flow condi-
tion. Those reasons lead to the conclusion, to not consider the Eckert [38] correlation for
the PHENIX NCT case scenario.
Kazimi and Carelli [69] correlation
Kazimi and Carelli [69] derived a Nusselt correlation by combining several experiments
with the coolants Na, Hg and NaK. The PHENIX NCT is applied, to check the valid
range of this correlation (fig. 3.10). With the given range of validity provided by Kazimi
and Carelli [69], all valid Nusselt numbers are printed in green. Results derived outside the
valid range are printed in red. Nusselt numbers are plotted here over Péclet numbers, as
the correlation is a function of the pitch-to-diameter ratio number and the Péclet number,
which itself is defined as the product of Reynolds and Prandtl number (see eq. (3.31)).
Fig. 3.10: Nusselt numbers in NCT with Kazimi and Carelli [69] correlation
The Kazimi and Carelli [69] correlation shows very good agreement. A very large range
of Nusselt numbers is in valid range. However, in comparison to other valid Nusselt
numbers generated by other correlations, this specific correlation shows slightly smaller
values as result. This can lead to an under-prediction of the cladding temperature. For
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the theoretical result it means the structure material doesn’t heat up that much, whenever
the correlation is applied. To have a more conservative computation of accident scenarios,
it does make sense to use a correlation, that is more conservative.
Fig. 3.11: Range of valid Nusselt numbers according to Kazimi and Carelli [69]
In fig. 3.11, the range of valid Nusselt numbers is shown. It can be seen, the higher the
Péclet number, the higher the range of possible Nusselt numbers. At a low range of Péclet
numbers, the pitch-to-diameter is dominant. The heat capacity of liquid sodium is ap-
proximately half the heat capacity of water. Additionally, it should be mentioned that the
heat conductivity of sodium is approximately 160 times higher than the heat conductivity
of water. Based on these observations, heat transfer to sodium can be assumed to be of
diffusive character, especially at low flow velocities (low Péclet numbers). Accordingly,
the range of Nusselt numbers at a given (constant) Péclet number can be argued with the
range of pitch-to-diameter ratios that are given as valid for 1.1 ≤ Pe ≤ 1.4. The first two
terms on the right hand side of eq. (3.31) are also independent from flow characteristics.
It can be considered as conductive part of the Nusselt number.
Mikityuk [95] correlation
Mikityuk [95] developed the latest Nusselt correlation for liquid metals in bundle geome-
tries. It must be mentioned here, that the correlation uses data points from experiments
of different geometrical shape: triangular arranged bundles and square arranged bundles.
The experiments have been taken from literature. With the given range of validity pro-
vided by Mikityuk [95], all valid Nusselt numbers are printed in green (fig. 3.12). Results
derived outside the valid range are printed in red. Nusselt numbers are plotted here over
Péclet numbers, because the correlation is a function of the pitch-to-diameter ratio num-
ber and the Péclet number, which itself is defined as the product of Reynolds and Prandtl
number (see eq. (3.35)).
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Fig. 3.12: Nusselt numbers in NCT with Mikityuk [95] correlation
Fig. 3.13: Range of valid Nusselt numbers according to Mikityuk [95]
The Mikityuk [95] correlation shows very good agreement. A large range of Nusselt num-
bers is in valid range. The correlation is based on a high number of data points. However,
the correlation is not only based on sodium experiments. In comparison to other valid
Nusselt numbers generated by other correlations (different from Kazimi and Carelli [69],
see fig. 3.2), the correlation by Mikityuk [95] shows very similar quantities. The maximum
Nusselt number derived by Mikityuk [95] is about 45 and can be seen in fig. 3.13. It can
be argued that the range of validity given by Mikityuk [95] is smaller than results given
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by Kazimi and Carelli [69]. On the other hand, the derived Nusselt numbers are con-
sidered to be more realistic even in non-valid range, if compared with other correlations.
Additionally, the Mikityuk [95] correlation uses more experimental data points.
Summary
The extension of the ATHLET heat transfer model for liquid metal applications, especially
sodium applications, is presented in ch. 3.2. The literature review shows a large group
of correlations for liquid metal applications. Not only sodium but also other metals like
lead, lead-bismuth in different compositions, sodium-potassium and mercury are used to
develop correlations. For compatibility reasons, the implementation of the extension of the
ATHLET code was designed to be selectable. It can be selected through the input deck
when needed. If the extension is not selected, a previous version engineered by the first
preliminary evaluation, as shown in the beginning of this chapter, is used. The verification
shows the implementation to provide correct computation of Nusselt numbers. However,
while comparing results with the PHENIX NCT, one can observe during the phases of
natural circulation that the Nusselt number gets very small due to a considerable reduction
of mass flow. The influence to the heat transfer can be observed and assumed to be of
conductive nature. For reasons of coupling ATHLET and OpenFOAM (shown later on),
it was decided, to create HCOs only in regions where boundary conditions are provided.
Those are the core regions and the IHXs (heat transfer from primary to secondary side).
Additionally, for reason of heat capacity of steel, the pump geometry is also designed with
one HCO. Because the volume of sodium does get close to the volume of steel in that
region, it was decided to take the heat capacity in reference. E.g. if the structure is heated
up over time and then, by switching off the heat source, the coolant is considerably colder,
the steel structure could function as a short-time heat source due to its different heat
capacity.
In case of the PHENIX NCT, all HCOs use the correlation engineered by Mikityuk [95].
In literature, it appears to be based on the largest amount of data points. Because it is
a hybrid correlation for triangular and square arrangements, it is also used for the IHX
structure. The range of valid Nusselt numbers as well as the range of validity itself has
been shown and discussed. The ATHLET model, designed for the PHENIX NCT, serves
the purpose of code qualification and the development of a coupling methodology between
ATHLET and OpenFOAM. For that reason, the PHENIX NCT input deck is designed to
be rather simple. For more detailed system analysis of the PHENIX NCT with ATHLET,
it is recommended to extend the input and include conjugate heat transfer. Corresponding
principles have been elaborated in this chapter and can now be applied.
In addition to this chapter, the reader can also find the verification of all implemented
Nusselt correlations (see tab. B.2) in Appendix B as well as the range of valid Nusselt




In the presented work, the ATHLET code is applied using the 5-equations model. It is
described in ch. 2.4 and gives the differential equation for mixture flow with eq. (2.33)
and the sum of pressure losses in tab. 2.2. It appears in the ATHLET code, that pressure
losses are well formulated and are applicable for liquid metal (LM). This chapter shows
improvement to the ATHLET code for LM applications as the fuel subassemblies of the
core are wire-wrapped and no spacer grids are used. The ATHLET code as been developed
only for LWR applications. Wire-wrapped subassemblies have not been considered yet.
Wires are helically wrapped around a fuel rod to keep the rod pitch constant (see fig.
3.14). Their helical form disturbs the coolant flow parallel to the rod and is the cause
of an enhanced pressure drop. The description and model idea of the ATHLET code is
given in ch. 2.4. With focus on flow behavior represented by fluid traveling through a
pipe object, eq. (2.33) needs to be explained closer than given in ch. 2.4. Two-phase
(sodium in liquid and vapor state) flow had not been observed during the PHENIX NCT
(see ch. 1.2). Hence, the focus here is on pressure loss of liquid flow exclusively. In tab.
2.2 different pressure losses are defined and listed separately from each other. If more
information is required, please refer to Austregesilo et al. [5]. The pressure loss component
∆pfric is essential, as it handles friction and form losses within the momentum equation.
In [98] the expression ∆pWall is used to express frictional pressure loss and ∆pForm is












as the Darcy-Weisbach equation which describes the relation between pressure loss and
shear stress and fluid viscosity at the wall. In eq. (3.37), fD is the friction factor, dh is
the hydraulic diameter and L is the distance in the pipe between two center points of a
CV. To avoid confusion, the Darcy-Weisbach friction factor will be written as fD and the
Fanning friction coefficient as fF . The relation is
fF = 4 · fD (3.38)










where ∆pForm is the pressure loss due to geometry and flow direction such as in diameter
changes or bent pipes. To describe the geometry of a flow region in ATHLET, the hydraulic
diameter, cross-section area, length and nodalization are the minimum to be specified.
Considering the complex flow region of the core, this appears to be a coarse specification
of a flow regime.
Fig. 3.14: Geometry parameters of a wire-wrapped fuel sub-assembly
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The geometry of a wire-wrapped rod bundle is illustrated in fig. 3.14. On the right hand
side, the influence of the wire-wrap to the P/D ratio is shown. Geometrical parameters are
given in tab. 3.2.
Parameter Description Comment
Drod Rod diameter D in fig. 3.14
Dwire Wire diameter d in fig. 3.14
Pt Rod pitch distance between two rod centers in
cross section, P in fig. 3.14
H Axial pitch of helical wire
Z Number of rods in subassembly
SW width of subassembly important to derive external
perimeter and flow cross section
Tab. 3.2: Description of geometrical parameters in fig. 3.14
In STH a given subassembly consists of different parts [18]: inlet, outlet, orifices and a
main part with rods and spacers. The estimation of pressure drop across a complete fuel
subassembly can be given accordingly to
∆pFSA = ∆pInlet + ∆pOutlet + ∆pOrf + ∆pfriction + ∆pspacers (3.40)
where ∆pfriction represents the pressure drop (due to friction) at the inner circumference
of the sub-assembly and is usually determined by eq. (3.37) and eq. (3.41). Pressure
losses at fuel subassemblies’ inlet, outlet and orifices are based on form loss as given in eq.
(3.39).
Fig. 3.15: Schematic of a fuel subassembly
Pressure drop correlations
The friction factor fD (given in eq. (3.37)) is a dimensionless factor, assumed to be
dependent on geometry and flow characteristics. Many experiments were conducted to
elaborate correlations. For the evaluation of the friction factor, the Blasius correlation is




































C1 and Ct are constant parameters dependent on geometry. For tubular flow, they can be
given as C1 = 8 and C2 =
1
2.457 .






At turbulent flow condition in a circular pipe (Re > 3000), modelling of the flow type
gets more challenging. Therefore, more correlations are available. Colebrook and White















where roughness is given by the parameter ε which depends on material of the pipe and its














The well known Moody-diagram (see [137, p.218]) illustrates an overview on the variation
of the friction factor dependent on the Reynolds number and relative pipe roughness. The
friction loss correlations (eq. (3.41), eq. (3.42), eq. (3.43), eq. (3.45)) are implemented
and used in ATHLET. In following, a group of correlations is gathered that are developed
for SFR purposes, where wire-wrapped fuel bundles are most relevant to be represented.






















where F is a geometrical parameter, Zrod is the number of fuel rods and Pbundle can be
determined by
Pbundle = Zrod · π · (Drod +Dwire)
The range of validity for this correlation was given by Rehme [122] to 1.125 ≤ Pt/Drod ≤
1.147, 6 ≤ H/Dwire ≤ 45 and 7 ≤ Zrod ≤ 61.
For his first correlation, Engel et al. [39] measured pressure drops in four 61-pin bundle
arrangements cooled by water and sodium.
fL =
99









1− ψ,with ψ = Re−4004600 400 < Re < 5000
(3.47)
After review and analysis of the friction factor in wire-wrapped bundles, Bubelis and













1− ψ,with ψ = Re−4004600 400 < Re < 5000
(3.48)
The friction factor calculated by the correlation of Novendstern [101] takes the bulk tem-
perature TB and the wall temperature Tw into account. Tw corresponds to the boundary
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Turbulent flow: Re > 5000
(3.49)

















No and Kazimi [100] recommended a combination of Markley and Engel [90] and Novend-


















1− ψ,with ψ = Re− 400
2200
400 < Re < 2600
(3.50)
Eq. (3.50) and eq. (3.49) are based on Novendstern [101] for turbulent flow, which has a
given range of validity of
 19 ≤ Zrod ≤ 217
 4.9mm ≤ Drod ≤ 11.8mm
 1.06 ≤ PtDrod ≤ 1.42
 8 ≤ HD ≤ 96
 2600 ≤ Re ≤ 200000





















Once the wall friction factor is determined, the pressure drop due to wall friction can be
estimated through eq. (3.37). Tab. 3.3 shows an overview of the discussed pressure drop
components with parameters needed to be determined.
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Term Needed variables Observations
∆ps p(i1); p(i2) Pressure of previous and following control-
volumes
∆pMF A(i1/2); ρm(i1/2); G(j) The mass flow is one of the variable hence the
differential equation, the cross-section areas and
the densities define also ranges of application
where specific formulas are used
∆pWR uR; A(i1/2); α(i1/2);
ρL(i1/2); ρV (i1/2); ρm(i1/2)
Relative velocity uR assumed known and calcu-
lated in a subroutine which will not be modified,
densities and void-fraction
∆pGrav ρm(i1); ρm(i2); ∆z(i1);
∆z(i2)
Mixture density and and elevation difference to
the center of the common junction
∆pFric G(j); k(i1/2); ρm(i1/2);
ξForm(i1/2)
The friction K-value is calculated as a function
of the Darcy friction factor and also depends on
the friction model chosen by the user, the form
loss coefficients are given in input deck
∆pρ - Not taken into account in current code version
∆pI Depends on the specific model used (pump or
turbine)
Tab. 3.3: Pressure drop components in ATHLET with required parameters, [15]
Implementation
The correlations for wire-wrapped bundles to be implemented are given in tab. 3.5. The
implementation follows a similar methodology as the HTC modification which was ex-
plained in ch. 3.2. The input deck must be extended to give the user the possibility to
further specify the friction that occurs at given positions. Those parameters are required
by ATHLET for the calculation via correlation, which were previously described. In detail,
those modifications take place in the following parts of the ATHLET calculation. A proper
implementation must be guaranteed. For that reason the verification is crucial.
Input deck modification
The input deck is extended in card OBJECT. After the common FRICTION input, a new
section is inserted, called FRICBNDL (e.g. lst. 3.2). Wire-wrapped bundle parameters that




4 @ SP0 PT0 HL0 DROD0 DW0 ZROD0 PWAL0 FR10
5 0 .000 %PT% %HL% %DROD% %DW% %ZROD% %PWAL% 0.0
6 %SPEND% %PT% %HL% %DROD% %DW% %ZROD% %PWAL% 0.0
Lst. 3.2: New layout for bundle parameters
Tab. 3.4 gives an overview of input parameters required in the newly implemented input






BDLT − − Bundle type (= 1 for wire-wrapped bundles)
SP0 − m Length coordinate in TFO where the param-
eters are intended to be specified
PT0 Pt m Rod pitch, distance between the centers of
two consecutive rods
HL0 H m Axial pitch of the helix formed by the wire
DROD0 Drod m Rod diameter
DW0 Dwire m Wire diameter
ZROD0 Z − Number of rods (note that it is defined as a
real number allowing more flexibility)
PWAL0 Pwall m
2 Wall perimeter, corresponds to the perimeter
of the external shape only
FR10 − − Further geometrical bundle related parame-
ter (not used yet)
Tab. 3.4: Pressure drop components in ATHLET with required parameters, [15]
Code modification
To save the additional input during the simulation, a new module (CBUNDLE) and a re-
ferring subroutine ALLOCBUNDLE for allocation is implemented to the ATHLET code. Full
information about the parameters type and dimension can be seen in [15, p. 46 ff.]. A
flow diagram of the extended ATHLET routines for reading the input deck can be seen in
fig. 3.16. With focus on wire-wrapped bundles and the calculation of the required friction
factor, the DPDROP subroutine for the 5-equation model in ATHLET (see ch. 2.4) needs to
be modified. To maintain downwards compatibility with input decks written for previous
(original) ATHLET calculations, the parameter ITMPO used in FRICTION of the original
input deck is used as a trigger. Tab. 3.5 gives an overview of selectable correlations for
the modified ATHLET version.
ITMPO Description
61 Blasius correlation - eq. (3.41)
62 Churchill model - eq. (3.42)
63 Rehme model - eq. (3.46)
64 Original Engel model - eq. (3.47)
65 Modified Engel model - eq. (3.48)
66 No-Kazimi model - eq. (3.50)
67 Sobolev model - eq. (3.51)
68 Baxi and Dalle-Donne model - eq. (3.49)
Tab. 3.5: Identifier (ITMPO) and correlation, [15, p. 51]
If ITPMO is specified with one of the numbers given in tab. 3.5, pressure drop calculation
will be bypassed in ATHLET and the subroutine MFFRICWW will be called. An illustration
can be seen in fig. 3.16 where the index L stands for liquid, G for vapor. For the purpose
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of liquid sodium, only the friction factor for liquid phase will be calculated. The two-phase
multiplier is assumed to be equal to 1.
Fig. 3.16: Flow diagram for the calculation of the Darcy friction factor fD in the modified
version of ATHLET
Verification
To check the implementation, a verification process similar to the heat transfer correlation
verification process is applied. Necessary input parameters are retrieved from ATHLET
and used as input for a python program. Result data from Python is plotted over result
data from ATHLET. Additionally, the Python results are plotted over themselves. This
way, two lines are received which can be plotted. If the two lines fully cover each other,
the numerical error can be assumed to be of no relevance. According to Marten et al. [91],
the verification is only realized for one geometry type, namely ‘Geometry type A10’. The
verification is only realized for one geometry type1. It is assumed by the author, that the
code modification can be considered as verified, as soon as one example is computed and the
results (ATHLET computation) meet the specifications (Python computation). Because
of their assumed different behavior, the verification process for friction correlations is run
separately for each correlation. In each case, the friction factor is calculated with ATHLET
and a Python script at the same Reynolds number. Then, for each plot (left hand side in
fig. B.32 and fig. B.33) the abscissa obtains ATHLET results and the ordinate obtains
Python results. The line y = x marks 0 error level. For the numerical value plotted in fig.




(xi − x̄) · (yi − ȳ)√√√√ N∑
i=1





1Marten et al. [91], Geometry type A10
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Fig. 3.17 (a) and fig. 3.17 (b) show the two described curves. The left hand side illustrates
the friction factor comparison. The right hand side shows the friction factors over Reynolds
numbers for both, ATHLET and Python results.















Verification: No-Kazimi, geometry type A10: friction factor comparison














Verification: No-Kazimi for geometry type A10 (P/D = 1.1, H/D = 8.3)
python script
ATHLET
(b) Friction factor over Reynolds number (eq.
(3.50))
Fig. 3.17: Verification result for No and Kazimi [100] with test case Marten et al. [91],
Geometry type A10
The Blasius correlation (eq. (3.41)) and the Baxi Dalle-Donne correlation (eq. (3.49))
seem incomplete but in fact the friction factor does not exceed 0.1 for these models as
shown on in the diagrams on the right hand side. At low mass flow rates, numerical
instabilities in ATHLET and difficulties in the determination of fluid properties occure
which can lead to slight discrepancies when plotting friction factor over Reynolds number.
The correlation given by Churchill (eq. (3.42)) describes a transition flow for Re values
between 1000 and 2000. Due to inherent and discontinuous definition of Engels formulas
eq. (3.48) and (3.47), No-Kazimi eq. (3.50) and Baxi Dalle-Donne eq. (3.49) models, the
border between transition and turbulent flow can be easily noticed at Re = 5000 or 2600
by the curves’ shapes which are very different from a model to another. The friction
models are developed on the basis of different experiments and with different form of
equations. The trend of the Baxi Dalle-Donne correlation (eq. (3.49)) is quite different
from all other correlations. It shows a considerable lower friction factor at low Reynolds
numbers, where no wall and bulk temperatures are considered and their ratio is set to 1.
The given procedure shows that the implementation of pressure drops referencing wire-
wrapped bundles is verified. It can be noted in addition, no numerical error is observed.
Assessment
Similar to the heat transfer package, the correlations for wire-wrapped bundles found in
literature are given with their individual range of validity. The developer has to choose
which correlation best corresponds to the present application. In case of the PHENIX
NCT, there is a lack of information concerning pressure drops. For that reason, the exper-
iments presented by Marten et al. [91] were used for an assessment. The experiments were
carried out on a set of test pipes. Each of the pipes has its individual geometry, depending
on the parameter study. The outer shell is of hexagonal shape. It is parametrized by the
distance between two opposite sides of the regular hexagon SW . The number of rods is
given by zrod and is constant. The rod diameter Drod, wire diameter Dwire, rod pitch Pt
and axial pitch H differ between test sections. An overview of the parameter variations is
given in tab. 3.6.
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Type Drod Dwire dh A Pt/Drod H/Drod zrod
(–) (mm) (mm) (mm) (mm2) (–) (–) (–)
A01 16.21 0.35 2.73 1557.17 1.02 8.3 37
A02 16.21 0.35 2.73 1557.17 1.02 12.5 37
A03 16.21 0.35 2.73 1557.17 1.02 16.7 37
A04 16.21 0.35 1.527 914. 1.04 8.3 37
A05 16.21 0.35 1.527 914. 1.04 12.5 37
A06 16.21 0.35 1.527 914. 1.04 17. 37
A07 15.35 1.1 4.08 2314.3 1.07 8.3 37
A08 15.35 1.1 4.08 2314.3 1.07 12.5 37
A09 15.35 1.1 4.08 2314.3 1.07 16.7 37
A10 14.87 1.5 4.789 2705.6 1.1 8.3 37
A11 14.87 1.5 4.789 2705.6 1.1 12.5 37
A12 14.87 1.5 4.789 2705.6 1.1 16.7 37
Tab. 3.6: Table of experiments for Nusselt correlations [73]
The assessment gives an overview, which correlations may fit best to the test case scenario.
Marten et al. [91] is also used by Borsenberger [15] for validation. However, the range of
validity of each correlation doesn’t necessarily fit the full PHENIX NCT scenario. In
following, an example (fig. 3.19) is discussed which is geometrically considered very close


























Fig. 3.18: Validation: Geometry type A1 [15]
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In all cases (e.g. fig. 3.18 and fig. 3.19), measurements are plotted with red crosses. Those
examples have been chosen to be presented here directly and are discussed. For more test
cases, please refer to Appendix B or [15].
To receive all results that are plotted in fig. 3.18 and fig. 3.19, many points were generated.
Each point of each curve is the steady state result of one simulation, similar to the points
received in the referring experiments. In the experiments with geometry type A1, a rise
of the friction factor can be observed in fig. 3.18. It is expected that the friction factor
drops with rising Reynolds number. However, the experiment starts at very low Reynolds
numbers. Then in the range of 800 ≤ Re ≤ 1030, the friction factor rises. It is assumed

























Fig. 3.19: Validation: Geometry type A10 [15]
In [15], all experiments are assessed, which are relevant to the PHENIX NCT because
of geometrical similarities. A peak can be observed for pitch-to-diameter ratios (P/D) at
1.02 and 1.04 which is assumed to appear because of the perturbation of fluid flow at low
mass flow rates and low cross-section area. The axial pitch-to-diameter ratio H/D did not
show significant influence on the Darcy friction factor fD. Because of their design limits,
eq. (3.45), eq. (3.41), eq. (3.51) and eq. (3.49) do not describe a large increase of the
friction factor at laminar flow (low Reynolds number) condition. Over the total range of
the experiments, eq. (3.50) shows most satisfactory results with only one restriction at
low PD ratio (1.02), where eq. (3.50) over-predicts the friction factor over the whole range
of the experiment.
For the turbulent flow, eq. (3.51) gives satisfying results over the whole range of the ex-




Eq. (3.47), eq. (3.48), eq. (3.41) and eq. (3.42) are only dependent on the Reynolds
number. This can be observed in their results’ similarity over all geometries in the exper-
iments. The influence of the bundle geometry used in eq. (3.46) does not show significant
impact on the range of the experiment. For further explanations and details about the
validation, please refer to [15].
Summary
Ch. 3.3 has shown the importance of pressure drop correlations in STH. However, at this
step it is decided, to continue with the ATHLET code without this extension. The field
of experiments for liquid sodium turned out to be very small, so not all required cases
for full scale application could be covered. Far more important is, the implementation
cannot be validated with the PHENIX NCT directly because of insufficient measurements
of pressure drops in subassemblies.
Fig. 3.20: Given pressure drop results and impact of friction factor
Information about pressure drop in the PHENIX primary circuit, that is given for adjust-
ments, is not detailed enough. Especially pressure drops within subassemblies over the
whole transient would be of interest for the validation. It is assumed, that the highest
impact by the modification takes place in the fissile zone of the core (see fig. 3.20). The
provided pressure for steady state condition at nominal power is shown in fig. 3.20. Pro-
vided pressure drops of the PHENIX [59] are given for nominal condition at full power
which is not part of the PHENIX NCT. It has been decided to take these pressure drop in-
formations into consideration for the PHENIX primary circuit modeling in ATHLET and
therefore use a more coarse approach supported by the ATHLET code without extension.
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As previously described in ch. 2.5, the buoyantPimpleFoam Solver is used for CFD ap-
plications in the following cases (s.a. ch. 6 and ch. 7). The CFD domain supports the
results of the STH solution. Therefore, it is necessary to replace STH regions. As regions,
the large pools in the PHENIX reactor make sense to be represented in CFD. Flows are
strongly three-dimensional, not only in steady state but especially in transient cases. In
this work, the hot plenum has been decided to be represented in CFD.
4.1 Discretization
For numerical analysis of a given steady state or transient case, both geometry and tempo-
ral behavior must be discretized to benefit from computational aid. The work-flow shown
in tab. 4.1 provides the steps of discretization used in this work.
Discretization type Corresponding step
Geometrical 1. CAD - Geometry
Geometrical 2. Meshing (automated)
Geometrical 3. Boundary conditions (placement)
Temporal 3. Boundary conditions (time table)
Temporal 4. Solver specific adjustments
Tab. 4.1: Workflow for OpenFOAM case setup
Step 1. and 2. (see tab. 4.1 right hand side) are performed with the CFD package
STAR-CCM+.
Geometrical discretization
As a first step (in present case this is followed), one can create a CAD model of the needed
flow region. STAR-CCM+ provides a capable CAD modeler, similar to common CAD
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 Rotation
 Faces and Edges
 Patterns
 Fillets and Chamfers
 Design Parameters
 Volume Extraction
The CFD region in focus of this work is the hot plenum of the PHENIX reactor. It has
been successfully modeled in STAR-CCM+.
Fig. 4.1: Hot pool geometry
Polyhedral Mesher
The geometry is complex for flow and temperature fields development as it is for transients,
too. The three dimensional shape gives a flavor about the flow that is to be calculated
later on. After the creation of the geometries, the meshes’ construction follows. Here,
non-structural meshing is used to master the given complex geometries. In STAR-CCM+
the geometries are assigned to parts. Those parts are further assigned to regions which
are used by the mesh continuum for region based meshing.
As main meshing tool, polyhedral meshes are used. Those can be used mainly for complex
geometries when structured meshing is considered too time consuming as the case is here.
Polyhedral meshes do not require more surface preparation than the equivalent tetrahedral
meshes. Additionally, polyhedral meshes contain approximately five times fewer cells than
a tetrahedral mesh for a given starting surface. In STAR-CCM+, a special dualization
scheme is used to create the polyhedral mesh from an underlying tetrahedral mesh, which
is automatically created as part of the process. The polyhedral cells that are created
typically have an average of 14 cell faces. For mesh improvement, a “Run Optimizer” can
be run several times. It performs additional optimization of vertices during the dualization
process, resulting in higher-quality meshes. It needs additional CPU time, but is also used
here for optimization.
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Prism Layer Mesher
For wall treatment, the prism layer mesh model is used to generate orthogonal prismatic
cells next to wall surfaces or wall boundaries (if not specified differently). A prism layer
is defined in terms of:
 Thickness
 Number of cell layers within
 Size distribution of the layers
These general properties are defined globally within the mesh continuum. Local properties
like regions, boundaries or volumetric controls are not used in the presented meshes here.
Surface Remesher
In order to improve the overall quality of an existing surface and optimize it for the volume
mesh models, the surface remesher can be used to retriangulate the surface. The remeshing
is primarily based on a given target edge length and can also include feature refinement
that is based on curvature and surface proximity. The surface remesher is typically used
for remeshing surfaces that are output from the surface wrapper and STL type data. As
well as improving the surface for the volume meshers it also aids the subsurface generator
when the prism mesher option is selected. The properties of the surface remesher model
can be changed to provide additional meshing control during the meshing process. The
input values used for the surface remesher can be set on four different levels:
 Global level
 Part surface or boundary level
 Feature curve level
 Interface level (not used here)
Import mesh to OpenFOAM
Derived meshes in STAR-CCM+ are exported in .ccm format. This format is supported
by the routine ccm26ToFoam in OpenFOAM. Information about cells, faces and patches
(inlets and outlets) are transferred to OpenFOAM format. The geometry can now be
treated further in OpenFOAM.
Temporal discretization
To avoid time consuming CFD calculations, two options are possible. One way would be
to reduce the number of calculations in each cell of the mesh. This leads to a more and
more coarse representation of turbulence and may lead to stability problems during the
calculation. The other way is to reduce the number of cells in one mesh. The procedure
of reducing the number of cells in one mesh is not trivial. As each cell represents one
point of a grid, it is necessary to place cells where needed. Normally, structured meshing
is used for this purpose. Here, with STAR-CCM+ a lot of different options can be used
to derive an adequate mesh with a minimal number of cells. This in mind, the calcula-
tion here is carried out with a solver that takes material properties into account. The
fluid can be specified with temperature dependent polynomial functions - as it is done in
the STH code ATHLET. The solver uses an algorithm that is based on a coupled PISO
and SIMPLE algorithm. It is called PIMPLE. The SIMPLE algorithm is well known by
steady state or time independent solution methods while the PISO algorithm performs
time dependent solution. The PIMPLE algorithm uses an ordinary PISO core but time
steps can be repeated with an outer time independent SIMPLE loop. This combination is
used for stability purpose or to keep time steps large [61]. Additional information about
the buoyantPimpleFoam solver can be received from ch. 2.5.
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Material properties
To take buoyancy effects into account in CFD, additional terms are added to describe
thermo-physical properties more accurately than constant. The parameters are dependent
on temperature. The dynamic viscosity of sodium µNa can be described in a range between




− 0.3958 · ln(T )− 6.4406 [Pa · s] (4.1)
For an explicit formulation, the logarithmic scheme has been approximated through the
following polynomial function:
µNa(T ) = 1.39837319 · 10−2 − 1.22580805 · 10−4 · T
+4.95037362 · 10−7 · T 2 − 1.14071673 · 10−9 · T 3
+1.59523376 · 10−12 · T 4 − 1.34358355 · 10−15 · T 5
+6.28347029 · 10−19 · T 6 − 1.25544876 · 10−22 · T 7
(4.2)
For the density ρNa, the heat capacity cpNa and the heat conductivity λNa following
correlations have been adopted [57], [75], [74].




cpNa(T ) = 1608− 0.7481 · T + 3.929 · 10
−4 · T 2 [ J
kg ·K
] (4.4)




The OpenFOAM calculation strongly depends on calculation results of the ATHLET code.
The values at the inlet that serve as boundary conditions are mass flow and temperature;
at the outlet pressure must be given. Those boundary conditions in OpenFOAM are
constant over the determined surface (patch). Plots of these material properties are given
in Appendix C.
4.2 Steady state conditions
To receive steady state, normally the Simple algorithm is used. Here to have consistency
between solvers, it is assumed that the transient PIMPLE algorithm can reach quasi steady
state condition, too. The transient setup is run with constant boundary conditions, derived
from the first time step of the transient ATHLET calculation, as measurements are taken in
places different from CFD boundaries. As it is an optimization problem to receive a small
mesh size and have high accuracy together, the steady state calculations are all simulated
with transient solvers before starting the transient test case. An additional refinement
study can help here through the comparison of calculated boundary conditions such as mass
flows, temperature and pressure. If discrepancies are small enough, one can assume the
meshes to provide results independent from mesh size, so a sufficient mesh size is achieved.
When running constant boundary conditions in a large and complex three-dimensional
geometry, there may appear fluctuations among flow streams and jets. As long as those
fluctuations do not impact the needed result, meshes are assumed to be sufficient for the
transient calculation but must be well regarded concerning transient results. Those meshes
may lead to false results with rather chaotic flow patterns. This in mind, the following
geometries are being meshed with the commercial software STAR-CCM+, always with the
goal of minimal cell size but sufficient accuracy within the CFD region for later research.
As soon as fluctuations and mesh sizes have reached the requirements defined, flow fields,
temperature fields, pressure distribution, etc. have to be developed for CFD in steady
state. For this reason, the transient solver is run for a minimum time of 1000s of physical
time.
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Mesh sensitivity
In case of the reliability of the calculation, the influence on the mesh and its structure
must be negligible. Therefore, a mesh sensitivity study is carried out. The smaller the
number of cells, the smaller the number of numerical operations during one time step. I.e.,
the quickest results are received through the smallest number of cells possible, that is able
to perform accurate results. The wording for the number of cells during this work is also
given as so-called mesh size. A large mesh is equivalent to a high number of cells in that
mesh and vice versa. In case of the hot plenum, one has to deal with a complex geometry
and large scales in all dimensions. Hence, as the OpenFOAM calculation of this specific
case behaves very sensitively concerning unstructured meshes with complex geometries,
the starting mesh size should be as small as possible. As soon as steady state conditions
can be considered as converged (changes on calculated boundaries), the developed field can
be mapped to larger mesh sizes. To check the flow fields for higher mesh sizes, existing,
previously calculated results received by smaller mesh sizes are used. Fields are mapped
and interpolated to the larger mesh size and additionally, the transient simulation is run
1000s of physical time with constant boundary conditions. The final calculation results
can then be compared. It is not necessary to compare small details, but the results which
are crucial for coupling later on. In tab. 4.2 mass flows are shown. Mass flows are
given by tables at the inlets (innerCore, outerCore, Blanket) as boundary conditions and
calculated by OpenFOAM at the outlets (IHX11, IHX12, IHX31, IHX32). Same is done
for temperatures shown in tab. 4.3 at the end of this paragraph. Afterwards, the flow field
at time 1000s is mapped to time 0s (starting point).
mesh innerCore outerCore Blanket IHX11 IHX12 IHX31 IHX32
140k 561.317 495.735 218.647 317.1 320.84 321.415 317.692
271k 561.320 495.72 218.642 317.166 324.24 323.047 311.898
550k 561.322 495.74 218.642 317.76 319.671 315.642 323.376
1080k 561.322 495.74 218.642 321.554 322.98 324.248 307.722
2088k 561.322 495.74 218.642 309.642 320.086 317.47 329.222
Tab. 4.2: Steady state results - Hot pool - mass flow (kg/s)
mesh innerCore outerCore Blanket IHX11 IHX12 IHX31 IHX32
140k 718.677 709.261 662.796 701.45 701.266 701.57 701.052
271k 718.35 709.00 662.795 702.873 703.465 703.333 702.925
550k 719.093 709.69 662.804 703.293 703.309 703.924 703.305
1080k 719.093 709.69 662.804 703.354 703.272 703.314 703.244
2088k 719.093 709.69 662.804 703.539 703.552 703.76 703.367
Tab. 4.3: Steady state results - Hot pool - temperature (Kelvin)
As the calculations are carried out with the buoyantPimpleFoam solver which is a tran-
sient solver, fluctuations in mass flow are observable. Averaging over time may show
the mean values at each outlet being close to each other. The temperature fields behave
similarly. Through mass flow fluctuations, also the temperature field fluctuates while the
average keeps constant (s.a. tab. 4.3). Overall, the boundary conditions for mass flow and
temperature are fixed in the innerCore, outerCore and Blanket. As pressure boundary
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condition, prgh is given. For incompressible fluids, this boundary condition is of minor
influence. Further discussion on how this boundary condition is received from ATHLET
will be given in ch. 5. Minor differences here may occur from the ATHLET calculation
that is needed to provide all boundary conditions for the CFD calculation. From steady
state conditions, it can be observed, that a mesh size starting from 271000 cells is feasible
for coupling purposes. However, it must be noticed there is no conjugate heat transfer
inside the CFD region which would require a more detailed discussion about the mesh
sensitivity. The fluid volume size is large and although the geometry is complex, the used
coarse approach is feasible and does not show significant impact on the coupling interfaces
(s.a. tab. 4.2 and tab. 4.3).
4.3 Transient conditions
Starting from steady state, boundary conditions are given as time tables. As it supports
stability, quasi steady conditions of about 1000s are added at the beginning of the transient.
This time is used to adjust slight changes at the starting point and receive fully developed
flow at the beginning of the transient. It may not be necessary for a standalone CFD
calculation as it is described here, but crucial for stability purposes later on.
The boundary conditions (see tab. 1.2 and Appendix C) for the transient calculation are
mass flow and temperature (in Kelvin) at each inlet and static pressure without hydrostatic
influence (prgh = pstat − ρgh, with g as gravity and h as elevation). In fig. 4.2, outlets of
the hot plenum region are marked in orange while inlets are colored in beige.
Fig. 4.2: Hot pool geometry
Inlet BC
OpenFOAM ATHLET
inner core inner core,
control rods,
safety rod








Tab. 4.4: BCs: CFD/STH
All transient boundary conditions are received from ATHLET STH calculation. Outlet of
the core region is mass flow and temperature boundary for the CFD calculation. As there
are 7 different core regions defined with partly small mass flow rates, some are gathered
for the CFD calculation. In case of mass flow rates, STH results can be simply gathered
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In case of the blanket boundary condition during the pump trip, mass flow drops below
zero. Flow recovers from reversal during the natural circulation part of the transient.
As the temperature for this boundary condition is weight averaged (see equation above),
singularities occur in case of mass flow rates at zero (division by zero). Because even such
small mass flow rates differ highly between the averaged STH regions, temperature cannot
be arithmetically averaged. Spikes in the temperature boundary condition may lead to
errors, even divergence of the CFD calculation. For that the use of a filter function was
considered, that smoothens high frequencies - as it is the case for the received spikes in
the temperature time table. As a result, the profile of the blanket temperature boundary
condition stays the same but spikes are taken out. Graphs of all boundary conditions to
the hot plenum can be seen in ch. C. The ATHLET STH calculation provides the pressure
boundary condition for CFD as well. OpenFOAM calculations with the buoyantPimple-
Foam solver are processed with prgh, the ATHLET pressure can not be used directly as it
may lead to incorrect total pressure values. For this reason, ρ is averaged and the term
ρ · g ·h is subtracted from the static pressure with reference elevation at the bottom of the
OpenFOAM geometry taken into account.
Transient results
In the case of the NCT transient case, the hot plenum regime does not provide steady
results for y+ (see ch. 2.5) but transient ones. All bounding walls of the hot plenum
region are either of type inlet, outlet or wall. For reasons of better classification and mesh
generation, the wall type boundaries are grouped in patches. There is a number of different
patches that are defined as walls with wall functions. To give a flavor, one patch is picked
out and shown here. More plots of y+ for the transient results can be found in Appendix
C.
Fig. 4.3: y+ at Cover Plug Bottom
Some results are shown in fig. 4.3. More are given in Appendix (ch. C). It is well
observable, that the y+ values change as much as the boundary mass flow rates do. In fig.
4.3 y+ at the structure directly above the core outlet is shown. One can see that in steady
state condition, the results are not within the limits given by best practice guidelines [87].
As it only appears in the beginning of the transient (about 2% of the whole transient)
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and disappears with the reduction of mass flow at the inlet, the mesh configuration is
considered suitable for this transient case. This compromise had to be made because of
high deviation of the mass flow rate during the PHENIX NCT case scenario, which is
shown in following.
The velocity field is one of the most significant differences between a ATHLET STH
simulation and OpenFOAM CFD simulation. As the hot plenum had been picked out
because of its large volume and is assumed to contain strong three dimensional behavior
in steady state condition as well as in the given transient case, extensive research on
exactly this behavior begins with investigation in velocity fields. During the transient
with steady state boundary conditions, fluctuations between the outlets of the hot plenum
(IHXs inlets) are observed.
Fig. 4.4: CFD - mass flow - steady state
Even with very high cell resolution (see ch. 4.2) this behavior is observable and does
not simply occur through numerics. Fig. 4.4 can be explained with three dimensional
fluctuations which cannot be represented in STH. At the beginning (0s → 468s), the
primary pumps are in full operation and are stopped afterwards. A look at the transient
case may help to better understand the necessity of CFD in the hot plenum region. To
have a better understanding of the strong three dimensional behavior, some time steps
of the given transient (NCT) were picked out and velocities along one line plotted as
illustrated in fig. 4.5. For larger graphs one may refer to Appendix C (fig. C.46) where
the dimensionless vertical component (uz) is illustrated with referring vertical cross-section
of the hot plenum (flow field).
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Fig. 4.5: Position of velocity probes (green dashed line) along x-axis
Velocity probes are placed along a line in positive (horizontal) x direction. This way, ve-
locities can be illustrated in each cartesian direction. Parts that are not within the fluid
region are left out so it can be considered as a horizontal line through the fluid region
along the x axis at the elevation of −1.25m. Considering the graphs in fig. fig.4.5, fig.4.6,
fig.4.7 and fig.4.8 (or Appendix C, page 163), three dimensional behavior of flow during
the whole transient can be observed. In case of Uz, a jet during steady state coming from
core outlet flowing towards the IHX inlet can be observed. It first shrinks and then, during
the transient when the primary pumps are shut down but residual heat is still high, this
jet flips to a straight vertical direction (at 4000s) before it collapses (between 10300s and
24250s). This behavior is supported by Ux component while the Uy is rather chaotic and
therefore represents the three dimensional flow behavior through the whole hot plenum
with fluctuating jets at steady state condition that also shrink.
Fig. 4.6: Ux/Ux,mean along x coordinate
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Fig. 4.7: Uy/Uy,mean along x coordinate
Fig. 4.8: Uz/Uz,mean along x coordinate
During steady state the temperature field fluctuates according with the velocity field. Hot
jets lead from the core into the large volume of the hot plenum where they mix. This
phenomenon can be described as thermal striping [24]. To observe temperatures in large
volumes hot plenum that indicate thermal striping or thermal stratification, poles with
fixed thermo couples are normally arranged in vertical direction. For CFD such a pole
with fixed thermo couples has been recorded during the simulation. Its position and results
during steady state can be seen in fig. 4.5, fig. 4.6, fig. 4.7 and fig. 4.8.
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Fig. 4.9: Position of thermocouples (red line)
Fig. 4.10: Temperatures along vertical axis (0s to 500s)
During the transient, the phenomenon of thermal stratification can be observed after shut
down of the primary pumps and reactor scram (fig. 4.11).
Fig. 4.11: OpenFOAM: Hot plenum - Transient - temperatures along vertical axis
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Thermal stratification is well observable, although all boundary walls are assumed adi-
abatic. The reason why all boundary walls are considered adiabatic is, to capture this
phenomenon only because of the size of the fluid volume. During the transient, when
the primary pumps are shut down and there is only residual heat coming from the core,
temperatures in the upper regions of the hot plenum rise but do not necessarily enter
the IHXs. So, even in liquid metal, thermal stratification can be observed. This means,
generally speaking, that heat is stored in such large volumes. However, it can also be
observed that high temperatures at upper elevations of the hot plenum cannot be removed
as quickly as in lower regions without forced flow.
The whole transient is calculated with a standard k − ε turbulence model, which follows
a high Reynolds approach. The calculation of the Reynolds numbers is crucial in this
case. For that reason, the tree inlet regions as well as the cross section in x,y-plane which
contains the previously described line plot are represented in fig. 4.12. The cross section is
a plane normal to the z-axis at z-elevation of −1.25m. In fig. 4.12 it is named ”hot pool”.
Fig. 4.12: OpenFOAM: Hot plenum - Transient - Reynolds numbers
The Reynolds numbers are directly calculated from derived values (fig. 4.12). For the
reason that the blanket inlet region is the sum of several ATHLET STH regions, two
spikes can be observed. The curve has not been smoothened. As mass flow (velocity) at
that boundary field crosses the zero line at time of flow reversal and dynamic viscosity
is small, the Reynolds number comes close to zero. The cross section at −1.25m shows
rather high Reynolds numbers so it can be assumed that the k − ε turbulence model can
(still) be applied.
As all wall patches of the hot plenum region are considered adiabatic, it can be assumed
that the influence of the walls concerning temperature can be neglected. Accordingly, the
Prandtl number (eq. (2.17)) close to the wall does not necessarily need to be discussed as
intensively as in [53] or [109], but is has to be kept in mind as soon as walls are heated.
In the given transient, the Prandtl number changes according to the given boundary
conditions at the inlets (mass flow/velocity and temperature). It is observable that the
Prandtl number increases slightly with beginning of the steam generators’ dry out and
consequently rise of temperature at the inlet to the CFD region. As the pumps are at
this time still at full operation, this is an indicator of a drop in the thermal diffusivity
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α. As α = λ/(ρcp) this means that the influence on density and thermal conductivity by
temperature is higher here, than on viscosity. Inside the CFD region, the Prandtl number
increases by less than 1%. Even after the pump trip, when the boundary inlets’ Prandtl
numbers drop significantly, the mentioned increase is barely recognizable inside the hot
plenum. Until the opening of the steam generator housing, the Prandtl number in the hot
plenum changes only about 1% compared to its starting value. After the steam generator
housing is opened for residual heat removal, the Prandtl number in the CFD region is
increasing about 3% until the end of the transient. With start of the decay heat removal
procedure, it can also be observed that mass flows increase slightly again and temperatures
at the boundaries further drop. Still, the Prandtl number is over the whole transient very
low as it is typical for liquid metal materials as sodium.
Fig. 4.13: OpenFOAM: Hot pool - Transient - Prandtl numbers
In fig. 4.13, results are surface averaged. The positions are the three inlet regions (sur-
faces): inner core, outer core and blanket. At an elevation of −1.25m (see cross section
given by plane and hot plenum geometry in fig. 4.5), results are averaged over the hori-
zontal cross section. If fig. 4.13 and fig. 4.11 are compared, on can observe, the Prandtl
number can be used as an indicator for thermal stratification. Shortly before 15000s of
the transient, temperatures along the pole of thermo couples shown in fig. 4.11 start to
spread. The Prandtl number increases at the same time. So, even if temperatures are
dropping slowly in the hot plenum volume, the Prandtl number increases. Accordingly,
the viscous diffusion rate must increase stronger than the thermal diffusion rate starting
around 15000s of the transient. This is the case, if natural circulation is assumed and
therefore momentum diffusivity increases. If the discussed velocity profiles given in fig.
4.5, fig. 4.6, fig. 4.7 and fig. 4.8 are additionally taken into reference, it can be seen that
even in natural circulation state, the flow field has strong three-dimensional behavior.
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5. STH/CFD coupling approach
The main target of this coupling methodology is the representation of three-dimensional
effects which cannot be analyzed by single STH calculations. It is a problem of scales
as already described in the beginning. Coupling of two scales induces three kinds of
challenges:
1. Individual numerical schemes
2. Space and time treatment/handling of regions in each of the two codes
3. Code architecture with focus on data structures and its exchange
Starting from this point of view, it is clear that simple inclusion of the two solvers may be
one possible solution but either very challenging or simply impossible (dependent on the
availability of the source of each code). Additionally, it may only be possible for single
application solutions, while it may be required for large fields of applications. For that
reason, it is more practicable to have two codes available (STH and CFD) and provide
a platform that makes exchange of data not only possible but also affordable concerning
costs - with which is meant calculation time and infrastructure needed. In our days, codes
that perform large calculations are able to be run in parallel processes. This can save
time but increases the requirement of more calculation power at once. So, it is suitable to
have a communication platform available, that can handle multiprocessing. Here, this last
mentioned point is not of high priority but still is kept in mind for further development
efforts. In this present work the ATHLET code [80] and the OpenFOAM open source
computational fluid dynamics (CFD) toolbox is used. As described in previous chapters,
the two codes do not share numerical schemes. Also, space and time handling of calculated
regions and code architecture are different. This requires interfaces to exchange data
between the two codes. One solution could be to use one of the codes as library of the
other code. The approach implies one of the codes to master the calculation. Another
solution could be, to create a platform to supervise both codes. This way none of the codes’
solvers is forced to behave according to its opponent. The codes can perform calculations
as in a single code application, which significantly increases the stability of both codes.
Still, further steps to control time step size can be done and the individual codes could
even be exchanged by others. Following this idea, the first step to a coupled simulation is
to research its behavior in time. Here, also two different kinds of methods can be applied.
One is to exchange data after a given (fixed or non-fixed) time step, another is to iterate
a (large) group of time steps. Following this idea, the shape and structure of data needs
to be decided. As shown in ch. 2.6, the two codes can either share regions or they can be
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separated. Both approaches are capable of performing coupled results. In an overlapping
approach, calculation results by one code are ”corrected” by the other one. When regions
are separated, the codes communicate through boundary conditions. Second approach
restricts the variety of exchange parameters to physical boundary conditions (steady state
or transient) but makes research on the impact of artificial produced errors almost obsolete
and can be verified quickly.
In case of the present work of coupling ATHLET and OpenFOAM, the size of time steps is
not considered. As all boundary conditions for both of the systems are given as time tables,
causality and time invariance can be assumed. If sophisticated neutron kinetics would be
applied, decay and age of fuel must be taken into account which directly conflicts with the
given time invariance assumption. Here, neutron kinetics models are not used but power
is simply given as a time table in the core of the nuclear reactor PHENIX [129]. This
in mind, as a starting point, iterations over the whole given transient can be carried out.
With each iteration, the discrepancy between one iteration and its predecessor is assumed
to decrease its value.
5.1 Methodology
The present developed code architecture uses a neutral (ASCII) format for data exchange.
So it can be edited and modified by the coupling interface and be read by the codes without
translation (or transition) efforts. This might be likely if binary format was used. Each
code has an interface layer to provide values needed from the other code. In the system
code regime, only one dimension is needed (e.g. velocity) and not three dimensions (e.g.
velocity vector) like in CFD. In the case of data transferred from the STH regime to the
CFD regime, values are connected to surfaces and velocities are oriented orthogonally to
the surface. In the case of data transferred from the CFD regime to the STH regime,
e.g. velocities orthogonal oriented to the surface are taken into account and averaged
over the surface. So the value given back to the system code regime is fitting the required
dimension (scale). The transferred values are used as boundary conditions for the transient
simulation in each of the codes. In the CFD regime, they are given to surfaces, in STH
code the values are given through inlet/outlet boundaries that are one-dimensional (scalar).
In the demonstration example of the PHENIX NCT transient, boundary conditions that
describe the transient are given to ATHLET (see fig. 1.4). All large volumes that could be
described in CFD don’t need external boundary conditions but the previously described
information from data exchange. Boundary conditions, that describe the PHENIX NCT
and are given to the ATHLET model are given in tab. 5.1.
Primary side Intermediate/Secondary side
All boundary conditions given as time tables.
 Core power
 Primary pump speed
 IHX inlet temperature
 IHX inlet massflow
 IHX outlet pressure
→ Closed circuit model → Open circuit model
Tab. 5.1: Boundary conditions of the PHENIX NCT [59]
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Coupling in space
This gives the opportunity to handle CFD and STH as if in standalone mode. In com-
parison to this methodology, the domain overlapping method given in ch. 2.6 must be
mentioned here, where the two regimes are not fully geometrically separated. In addition,
the time step treatment is one of the most challenging parts. The two codes have to be
run synchronized in (physical) time as described in chapters (ch. 2.6).
In the present methodology, it is not necessary to synchronize the two codes” time steps.
The two codes provide the full solution (transient case) after the end of each simulation
run. Still, in the present methodology, the geometrical decomposition must be given, but
the two regimes are completely separated. Here, the hot plenum is used as CFD regime.
Fig. 5.1: Fluid domains of ATHLET and OpenFOAM in primary circuit
Fig. 5.2: ATHLET representation with 491 CVs
Coupling in time
The coupled simulation starts with one transient simulation of the whole transient case
in STH stand-alone. ATHLET must provide all information about the circuit and must
therefore be run in a closed circuit configuration. Values needed by CFD for the transient
simulation are recorded to csv-files. The CFD regime also simulates the whole transient
calculation with boundaries given from the initialization derived from the ATHLET closed
circuit run. The derived CFD calculation results from the CFD simulation can be trans-
ferred to the ATHLET open circuit system after the end of the CFD simulation. The
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ATHLET open-circuit simulation if performed with the conditions (input) from the closed
circuit but without the CFD domain. The missing values are given from the CFD sim-
ulation’s results. After the ATHLET open circuit simulation of the transient case, new
boundaries for the CFD regime are derived and transferred to begin the second CFD sim-
ulation. This iteration process continues until the delta of residuals (exchanged values)
between the actual iteration step and previous iteration step are in specified range.
Fig. 5.3: Scheme of iterative methodology for coupling
5.2 Verification
As verification, a very simple and academic example is chosen. It consists of three pipes
in horizontal arrangement. All pipes are calculated with the ATHLET code. This allows
one to verify the scheme to avoid numerical discrepancies between STH and CFD and to
check convergence behavior.
Fig. 5.4: ATHLET/ATHLET coupling: pipes arrangement
The model shown in fig. 5.4 shows one long ATHLET pipe consisting of three thermo
fluid objects (TFOs). The middle TFO represents a surrogate OpenFOAM pipe and is
calculated with the ATHLET code. All pipes are of equal length (l0 = 10.0m) and equal
hydraulic diameter (dh = 0.1m). Each TFO consists of 100 control volumes (CVs; STH
mesh) as in principle shown in fig. 5.5.
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Fig. 5.5: ATHLET/ATHLET coupling: control volume (CV) structure
Boundary conditions
The boundary conditions (BC) are marked in fig. 5.4 with blue arrows. Gravity is taken
into account (see black arrow in fig. 5.4). As inlet boundary condition, mass flow and
temperature are defined. As outlet boundary condition, pressure is defined.
Fig. 5.6: ATHLET/ATHLET coupling: Mass flow boundary condition (academic model,
verification)
Temperature at the inlet is constant at 450◦C. The inlet temperature is dropping con-
stantly after 100s to 400◦C and is then increased again to its beginning value. Pressure
at the outlet is fixed to 1.5bar. Pressure is kept constant during the whole transient. The
profile of mass flow rate at the inlet boundary is shown in fig. 5.6. Starting point is a mass
flow rate of 0.5kg/s. After 300s, mass flow is reduced constantly until a slight flow reversal
of −0.1kg/s is initiated. Flow reversal will be kept for 50s and then increased back to the
original flow direction and quantity. Concerning mass flows, this setup is more challenging
to the coupling interface than the expected dynamical behavior of the PHENIX NCT later
on.
Initialization
To show how the coupled solution reacts during iterations (see fig. 5.3), the initialization
is modified for the present verification as follows (fig. 5.7).
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Fig. 5.7: ATHLET/ATHLET coupling: initialization model (academic model, verification)
The boundary condition at the wall of PIPEOF is modified from adiabatic to a temperature
profile (see fig. 5.7 for position and fig. 5.8 for profile). This produces divergent values for
PIPEOF as initialization and shall show if the coupled solution is capable of converging to
the target solution. This step is crucial for coupling. Otherwise, the coupling interface may
add artificial discrepancies to the solution and the coupling interface can not be considered
verified.
Fig. 5.8: ATHLET/ATHLET coupling: initialization model - temperature profile (aca-
demic model, verification)
Information propagation
Information of boundary conditions is provided as shown in fig. 5.9. As inlet condition,
mass flow rate and temperature must be provided from the last control volume (CV) of
the previous TFO or from boundary conditions. Pressure is provided backwards from the
first CV of the following TFO or boundary condition to the last CV of the recent TFO.
The numbers in fig. 5.9 are given to keep an overview.
Fig. 5.9: ATHLET/ATHLET coupling: Information propagation at initialization
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During iterations, tables are created from every region to provide boundary conditions to
the other regime. Normally, this would be ATHLET and OpenFOAM. Here it is only two
regimes of ATHLET to test the coupling interface and methodology.
Fig. 5.10: ATHLET/ATHLET coupling: Information propagation during iterations
As shown in fig. 5.9 the boundary conditions in one regime are calculated in the other
regime. This avoids possible malfunctions from information propagation to the calcu-
lations. It also shows very clearly when programming error may have occurred in the
coupling scheme (implementation/methodology). Additionally, convergence behavior can
be researched which gives some idea about convergence behavior between STH and CFD
later on.
Results
Fig. 5.11 shows ‘CV1’ (most left CV) of the ‘PIPE3’ TFO (s.a. fig. 5.10). Mass flow rate
and temperature are given as boundary conditions. As it is recorded from the initialization
with imprinted high wall temperature in exactly this regime, a different temperature is
provided to ‘PIPEOF’. Hence target solution only considers adiabatic walls. The two
regimes are of the same manner as the target (standalone ATHLET model) solution.
Fig. 5.11: ATHLET/ATHLET coupling: Temperature behavior during coupled run
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Similar to the expected and already shown mass flow behavior of the validation test case
(see ch. 6) mass flow at the boundary inlet is decreased during the transient calculation
significantly (form 2.5kg/s to 0.1kg/s). Additionally, the increase of wall temperature in
the (pseudo-) CFD pipe is increased in different time scales. So it can be assumed, a
coupled simulation may converge within 2 iterations. This is shown in fig. 5.11 where the
target represents a full STH solution without additionally imprinted higher temperature at
the wall of ‘PIPEOF’. Furthermore, it can be assumed, if the initial solution gives different
solutions because it is not capable to cover physical effects like thermal stratification, this
can be taken in reference by a coupled solution.
Fig. 5.12: ATHLET/ATHLET coupling: Convergence behavior example (Temperature)
The convergence behavior of this recent coupled simulation can also be seen in fig. 5.12.
It should be mentioned here that step zero is the target solution, step 1 is the initialization
result and starting from step two open circuit iterations are shown in ascending order. If
fig. 5.11 is now reviewed again, one can observe that the coupled solution converges to the
target solution after two iterations.
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NCT
The PHENIX natural convection benchmark test (NCT) is calculated with the modified
ATHLET code. To calculate heat transfers in the core and in the IHX, the correlation of
Mikityuk [95] is used to derive the Nusselt number. Pressure drops are built according to
best estimations and adjusted to parameters provided by [59]. In the following subsections,
usage of input data as well as simulation results are discussed and compared with data from
measurements. First, STH standalone simulations are compared to measurements and
discussed. Then, the physical phenomena of thermal stratification and thermal striping are
implemented to the hot plenum by CFD and coupled to STH according to the methodology
described in ch. 5.
6.1 STH (standalone)
Temperatures
Primary pump inlet temperature
According to the transient test data, the primary pump inlet temperature increases at the
same time the IHX intermediate inlet temperature increases, which is caused by the steam
generators dry out. ATHLET gives a similar increase of the primary inlet temperature
in this stage. During the increase of the temperature, the simulation results show more
smooth behavior. The measurements show a more rapid increase of temperature in the
beginning. However, after 550s of the transient (fig. 6.1), ATHLET results show higher
temperatures. At about 505s the measured temperature at near the primary pump inlet
reaches its peak value of about 406◦C before decreasing rapidly. The core has been shut
down at 458s, followed by the stop of the primary pumps at 466s. The temperature
measurement can be seen as an indicator of a significant change of flow behavior in the cold
plenum, shortly after the execution of shutdown mechanisms. ATHLET results still show
the established high temperature. It even increases slightly until 2100s of the transient
(see fig. 6.2) before the simulated temperature decreases.
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Fig. 6.1: NCT - STH solution: Primary pump inlet temperature (short term)
In ATHLET, CVs are arranged by topology which also describe the positive flow direc-
tion. Although the sodium volume is very large, temperature, pressure and mass flow are
calculated in one point (center point of CV) at one elevation. In horizontal direction, total
mixing is forced by the STH model approach. A three-dimensional, but coarse resolution
would be possible. It needs more specific a-priori information about internal flow behav-
ior. That way, flow streams would be modeled as separate pipes with cross-connections.
For the presented test case, this information wasn’t available which lead to the decision,
not to model any flow behavior in horizontal direction. The consequence is total mixing
and driven flow along the vertical axis. Hot sodium from the IHX primary outlet directly
travels to the pump inlet through a large volume. There is minor energy exchange to the
upper region of the cold plenum above the IHX primary outlet. The basic equations that
lead to this behavior can be seen in ch. 2.4. It would be possible to assume flow streams
during steady state (before start of the transient test case) and model them as pipes with
cross-connections. With start of the transient, flow conditions change significantly in real-
ity while ATHLET modeling would still assume flow behavior similar to steady state flow
and therefore lead to a wrong simulation results or even conclusions.
The measured primary pump inlet temperature keeps decreasing until about 2100s and
then increases slowly again until 10, 982s of the transient (fig. 6.2). STH results keep
decreasing after its peak value, and meet the test data again (discrepancy lower than 1K)
at about 11, 000s. The outlet flow of the IHX primary side is driven by natural circulation.
Sodium coming from the IHX has a lower density than sodium in the cold plenum. Be-
cause the primary pumps are not in operation anymore, the hot sodium travels vertically
upwards along the outer shell of the IHX inside the cold plenum. Until the time of about
2100s hot sodium accumulates in the upper region of the cold plenum and cold sodium
from the lower region (below the IHX primary side’s outlet) travels to the primary pumps.
The measured primary pump inlet temperature decreases after 10, 982s caused by air cool-
ing of the steam generator housing, which creates a heat sink there. The air cooling of
the steam generator has its start at 10, 320s during the recorded transient. Afterwards
both, the measured and calculated primary pump inlet temperature decrease in a similar
manner. The STH calculation shows a slight underprediction of the temperature here due
to higher cooling of the primary circuit.
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Fig. 6.2: NCT - STH solution: Primary pump inlet temperature (long term)
One reason for the deviation of the STH calculation results from the measured data be-
tween 320s and 11, 000s of the recorded transient is the large volume of sodium. Strong
thermal stratification as well as thermal striping or complex multidimensional flow direc-
tions cannot be represented in the used STH code model. The cold plenum is modeled by
a simple branch with the given dimensions of the cold plenum between elevations of inlets
(IHX outlet and VC outlet to the cold plenum) and the primary pump inlet regions. More
geometrical information can be received by IAEA [59], Sauvage [129] or Tenchine et al.
[148]. Thermal stratification cannot be taken into account sufficiently by STH modeling.
One reason has been given to be the strong dependency of the energy equation to the
continuity equation. The continuity equation is strongly dependent on the topology of the
1D model representation (s.a. 2.4). As a result, the temperature increase is directly trans-
ferred to the PP inlet. One can observe an increase of temperature beyond measurements
during the STH calculation. Additionally, as there is only one temperature calculated in
the control volume, some inertia can be observed that would damp high frequencies of
temperature changes. However, strong buoyancy effects that are taking place in the cold
plenum, leading to different pump inlet temperatures, cannot be represented because of
their strong three dimensional behavior. Reason for that is the velocity field and tem-
perature field which are scalar values in the STH code calculations. Hence, the average
velocity is driving flows from one boundary to another. These are the major drivers for the
observed discrepancies between STH code calculation and measurements. It should also
be mentioned that the position of the thermocouples cannot be represented adequately in
the STH code calculations. Mainly only elevations can be approximated through mesh
refinement in those places which is of influence to the thermo hydraulic behavior of the
STH model for a given transient calculation.
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IHX primary side - Temperatures
IHX primary inlet temperature
The measured IHX primary inlet temperature almost keeps unchanged until about 490s
of the NCT transient (fig. 6.3). The more than 20◦C sharp decrease of the measured core
outlet temperature right after the reactor scram just leads to about 4◦C delayed decrease
of the measured IHX primary inlet temperature. This is because of large thermal inertia
in the hot plenum and as a consequence of this, the very slow transient response speed
and strong temperature hysteresis effect. Comparatively, the STH calculated IHX primary
inlet temperature displays relative smoother but still similar trend like the calculated core
average outlet temperature. It means the STH hot plenum model does not sufficiently slow
down or damp the temperature change of coolant from the core outlet. The differences
at time 0s originates from the blind test conditions. For the blind test, it was specified
a temperature of 432◦C at the IHX inlet. However, the reference to compare the IHX
inlet temperature was taken from a pole of thermocouples which location is not ideally
at the (operational) IHX inlet region. The considerably small discrepancy of about 3.2◦C
(∼ 0.7% deviation) can thus be argued (fig. 6.3) that the blind test condition data was
used to adjust the IHX inlet temperature with the given value in [59].
Fig. 6.3: NCT - STH solution: IHX inlet temperature (short term)
During the hot and cold shock of the transient (sudden sharp increase and decrease of
the measured temperature during the recorded transient), the large control volume of the
hot plenum damps peak values in temperature at the IHX inlet (fig. 6.4). After scram
and pump trip, hot sodium leaving the core is only driven by buoyancy forces. As flow
velocities are small, hot sodium travels almost vertically to the liquid surface (along the
core support structure). Due to thermal stratification, the newly built up temperature
field expands into the IHX region. This effect is of strong three dimensional behavior
as the hot plenum has different temperature zones in horizontal and vertical dimension.
STH codes have only one scalar value so that the mentioned different zones can be seen
as averaged. This hypothesis is consistent with results of the given STH solution. For its
validation, more measurements could be necessary.
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Fig. 6.4: NCT - STH solution: IHX inlet temperature (long term)
IHX primary outlet temperature
At the beginning of the NCT transient, the primary IHX outlet temperature increases as its
intermediate inlet temperature increases as described by Tenchine et al. [148] or [147]. The
STH simulation with ATHLET gives similar results compared to measurements (see fig.
6.5) during this period of the NCT transient. However, the simulation results show slightly
slower increase of the temperature. This may be caused by the large volume modeled also
in the cold plenum area in the STH model in ATHLET but also on the position of the
thermocouple that recorded the temperature. The thermocouple is not mounted directly
in the outlet stream of the IHX outlet but about 35cm away from that position. This may
be of influence when looking at the transient results later on.
Fig. 6.5: NCT - STH solution: IHX outlet temperature (short term)
The measured temperature decreases steeply at about 550s as a consequence of the sharp
decrease of forced circulation mass flow after the shut down of the primary pumps. STH
fails to predict this sudden temperature drop (fig. 6.5). Instead, the STH simulation result
with ATHLET show a much milder and slower temperature decrease. It has to be pointed
out, that the criteria for the shut down of pumps and reactor scram is a temperature
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difference of 5K in measurements. This criteria is fulfilled at about 490s of the NCT.
About 58s after that, the IHX outlet temperature decreases about 19K (fig. 6.5). The
temperature different is then twice the stopping criteria and about 10K. STH results show
a minimum temperature difference of about 2K during 600s and 700s of the NCT transient.
Afterwards, the temperature difference increases again. In STH case, the temperature of
rather large volumes given as mixed show more damping to temperature changes than
shown in measurements. One reason can be cold sodium that is coming from the cold
plenum through the whole circuit to the IHX. As it is a closed circuit without assumed
heat losses along flow direction, this is a suitable reason for the discrepancy of about 1.25%.
Fig. 6.6: NCT - STH solution: IHX outlet temperature (long term)
Until 5100s the temperature difference calculated by STH gradually increases to 30K while
the measured temperature difference is about 17K − 20K after the shut down procedure.
Besides three-dimensional effects in the large volumes, that discrepancy is additionally
caused by heat losses from the structure to the environment. Those have not been imple-
mented in the ATHLET model because of coupling reasons later on. The goal was here to
isolate the effect of a three-dimensional representation of the hot plenum to the transient.
Afterwards, both measured and calculated temperature differences from the IHX primary
inlet to its outlet change little until about 11, 000s (refer to [116] or [59]).
From 11, 000s, both measured and calculated temperature differences get larger due to
the establishment of a new heat sink (steam generator housing cooled by air). In the
final stage of the transient, measured temperature differences become about 32K while the
calculated values are about 52.7K. This can be caused by a slightly higher assumed mass
flow in the STH model of the intermediate circuit. It had to be implemented that way for
numerical stability reasons. The measured signal that had been used as boundary condi-
tion has rather strong white noise that is interfering. To summarize the above analysis of
the STH results, it can be concluded that the STH code ATHLET fails to capture three
dimensional flow characteristics in large sodium plenums during natural circulation. The
large sodium mass in the plenums and its large thermal inertia works like a damper to the
coolant flowing into the plenums. Also, typical for STH codes, the mesh is very coarse.
As consequence, the transient solution can be calculated quickly but has its drawbacks in
(compared with CFD) large volumes where calculated values are of scalar dimension (like
averaged in CFD). The drastic temperature behavior of coolant leaving the IHX or the
core is greatly smoothened and delayed because of the multi-dimensional flow and mixture
of cold and hot coolant in different coolant layers when thermally stratified. In dimension
of STH, these effects cannot be simulated sufficiently and are responsible for the main
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deviation between calculation and measurement.
Core outlet temperature
The average temperature at the core outlet region at the start of the NCT is given by
IAEA [59] to be 432◦C. It is considered a blind test. So no results were provided until
the end of the modeling and simulation work. As it is hard to have enough measurement
points close to the core outlet (inside the hot plenum) for a considerable large outlet
region without influencing flow behavior. A deviation of about 7K can be observed at
steady state when compared to provided measurements for the transient (fig. 6.7 and fig.
6.8). At the very beginning of the transient, the measured core outlet temperature almost
keeps unchanged under the combined influence of the increased core inlet temperature
which approximates the primary pump inlet temperature and the decreasing core thermal
power caused by the temperature feedback. Starting at the time of 230s, the measured
temperature starts to decrease slightly as the effect of decreasing thermal power gets
stronger. The calculated core outlet temperature shows a similar trend compared to the
measured value. In the simulation, the temperature decrease starts earlier and varies
more quickly. After about 328s, in contrast with the test data, the contribution of the
increasing core inlet temperature outstrips that of the decreasing thermal power distinctly,
which causes a quick rise of the calculated temperature until the reactor scram (fig. 6.7).
Fig. 6.7: NCT - STH solution: Core average outlet temperature (short term)
This behavior can be seen as a result of the great increase of the primary pump inlet
temperature, which reveals that the STH cold plenum model does not appropriately play
its ”cooling” effect due to thermal stratification on the coolant flow from the IHX primary
outlets. At the transient time of 458s the reactor shuts down, and both the measured
and calculated core outlet temperature drop rapidly. As the influence of the temperature
feedback on core power disappears after reactor scram, the core inlet temperature turns
into the dominant effect, leading to a fast recovery of the core outlet temperature from the
sudden drop. This so called recovery of the calculated results happens a little earlier than
in measurement data, still caused by the big deviation of the calculated primary pump
inlet temperature from the measured values. As the primary pump inlet temperature (very
close to the core inlet temperature) decreases slowly, the temperature recovery gradually
decreases. For the measured core outlet temperature, as increasing close to 436◦C at
726s, it starts to decrease slowly again; while for the calculated result, it firstly keeps a
longer and higher increase to 469◦C until 942s due to the much higher primary pump inlet
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temperature than the test data in the meantime, and then suffers a faster decrease than
given in provided test data. It should also be mentioned here, the heating power in the
core is given by time tables. That way, higher temperatures of sodium do not influence
reactivity in any way in this model.
The knee point of both measured and calculated core outlet temperature caused by the air
cooling of the steam generator at 10, 320s, happens at approximately 11, 000s (fig. 6.8).
After the STH calculation basically gives the same tendency of core temperature change
as the test data, however larger rate of descend, hence smaller value by the end of the
transient. The lower calculated core outlet temperature in the late stage of the transient
is possibly due to a larger natural circulation mass flow due to smaller system resistance
than in reality. The higher temperature after primary pump trip and reactor scram until
the opening of the steam generator housings (air cooling for decay heat removal) can
be explained by the three dimensional behavior taking place in the cold plenum. It is
observed, due to buoyancy (three dimensional effect) that cannot be displayed with STH,
hot sodium is at the top of the cold plenum. Therefore, the primary pump inlets which
are connected to the core still supply colder sodium. However, as this thermal energy is
not erased, after the onset of decay heat removal, the cold plenum does not cool down
as rapidly as calculated by ATHLET and therefore provides the core with hotter sodium
during the last stage of the transient [9].
Fig. 6.8: NCT - STH solution: Core average outlet temperature (long term)
It was observed in other experiments, that especially around the pump the influence of
structure material (steel) can be of influence. The simulated experiment, the author is re-
ferring to was conducted by Zhou et al. [163]. The influence of the structure was significant
in the region around the pump. For that reason, the NCT transient simulation with STH
was conducted with and without structure material around the pump to get an idea of the
influence. The simulation results with structure material around the pump is used further
on. To get an idea of the significance, the temperature in the lower core support structure
and at the pump outlet was taken from simulation results. For comparison, the difference
between simulation results with structure material of the pump against simulation results
without structure material of the pump are plotted in fig. 6.9.
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Fig. 6.9: Temperature difference between simulation with pump structure material and
without
Fig. 6.9 shows, there is no significant influence by material (steel) to the sodium tem-
perature at the pump outlet. Further the temperature difference between pump inlet and
pump outlet was investigated and can be seen in fig. 6.10.
Fig. 6.10: Temperature difference between simulation with pump structure material and
without
There was no significant influence from structure material to sodium observable with this
method, either. The difference between inlet and outlet temperature of the pump sections
was compared. The insignificance of the pump material can be explained by the ratio of
sodium and steel in that section. The pumps are plunged within liquid sodium. The mass
ratio of the pump’s steel to sodium in the plenums surrounding the pumps is about 9.7.
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6.2 STH/CFD coupled
As validation of the modified ATHLET code, the primary cooling circuit of the SFR
PHENIX reactor is being modelled. The NCT transient scenario [148] from 2009 after
the 56th irradiation cycle in the frame of PHENIX End of Life tests is simulated with
ATHLET in the presented form shown in ch. 6.1. The following results come from coupled
calculations with ATHLET and OpenFOAM simulations. It was shown in ch. 5.2, that less
than 5 iterations are necessary to receive converged solutions with the presented coupling
methodology. An overview of the coupling process can be seen in fig. 5.3. The hot plenum
region is chosen to be represented with CFD.
Temperatures
Primary pump inlet temperature
According to the test data, after the transient starts, the primary pump inlet tempera-
tures increases as the IHX intermediate inlet temperature increases caused by the steam
generator dry out. STH standalone gives a similar increase of the primary inlet temper-
ature in this stage, however, after 550s of the transient, STH standalone overpredicts the
temperature. At about 505s the measured primary pump inlet temperature reaches its
peak value of about 406◦C and starts to decrease rapidly due to effects taken place in the
cold plenum. STH standalone gives a 5◦C lower temperature compared to the measured
temperature peak value of about 407◦C at about 3250s. The hot plenum compensates
the temperature increase due its to large volume with thermal stratification in the region
above the IHX inlet regions. Accordingly, the IHX inlet temperatures are colder in the
STH/CFD coupled calculation than in STH standalone. The peak temperature is slightly
lower in STH/CFD coupled mode than in STH standalone. Still, the increase after the
measured peak temperature (fig. 6.11) takes place as the cold plenum still is simulated by
STH standalone which represents that region around the IHXs outlets and pumps. It can
be seen that effects in the cold plenum cannot be captured by the STH code as the CVs
are large and no three-dimensional representation is possible like e.g. in [9].
Fig. 6.11: NCT - coupled solution: Primary pump inlet temperature (short term)
On the other hand, the measured primary pump inlet temperature keeps decreasing un-
til about 2100s and then increases slowly again until the time point of about 10, 982s.
Meanwhile the STH standalone result keeps decreasing after its peak value, and meets the
test data again (discrepancy lower than 1◦C) at about 11, 000s. The measured primary
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pump inlet temperature decreases after the time point 10, 982s due to air cooling of the
redundant steam generator housing which acts as a heat sink here. The air cooling of the
steam generator housing has its starting point at 10, 320s during the recorded transient.
Afterwards both, the measured and calculated primary pump inlet temperature decrease
in a similar manner. The STH/CFD simulation shows a slight over prediction of the tem-
perature here (fig. 6.11 and fig. 6.12, starting after pump trip and scram). Again, this
can be explained through a thermally stratified field in the hot and cold plenum (lower
temperature in comparison to STH standalone but higher temperature in comparison to
measurements). Here the higher elevations slowly decrease in temperature as colder fluid
enters the hot plenum through the core outlets at considerable low mass flow rates due to
previously tripped primary pumps. The assumption of mixing in the cold plenum can be
seen after 10, 982s. There the temperature decrease in measurements is higher as colder
sodium from the air-cooled intermediate circuit influences the IHX outlet temperature in
the primary circuit to the cold plenum directly. This is due to three dimensional behavior
of the large volume of sodium in the cold plenum. STH standalone assumes total mixing
with the previously received hot sodium. After 18, 000s of the transient, the measured and
calculated temperatures show similar decrease.
Fig. 6.12: NCT - coupled solution: Primary pump inlet temperature (long term)
As described in ch. 6.1, one reason of the deviation of the STH standalone simulation’s
results from the measured data at time 320s to 11, 000s of the recorded transient is the
large volume of sodium with its strong three-dimensional behavior (see ch. 4.3). Unlike the
hot plenum, thermal stratification (fig. 4.11 for hot plenum) as well as other complex mul-
tidimensional flow directions (see fig. ?? for hot plenum) cannot be represented with the
used STH standalone model. As the present STH/CFD coupled calculation only considers
the hot plenum as CFD regime, those effects in the cold plenum are still mispredicted as
the cold plenum is still part of the STH standalone regime.
Core outlet temperature
At the very beginning of the transient, the measured core outlet temperature keeps un-
changed under the combined influence of the increasing core inlet temperature which ap-
proximates the primary pump inlet temperature and the decreasing core thermal power
caused by the temperature feedback. Starting at 230s the measured temperature starts
to decrease slightly as the effect of decreasing thermal power gets stronger. The calcu-
lated core outlet temperature shows a similar trend compared to the measured value. In
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the calculation, the temperature decrease starts earlier (∼ 180s) and varies faster. After
about 328s, different from test data, the contribution of the increasing core inlet tempera-
ture outstrips that of the decreasing thermal power distinctly, which causes a raise of the
calculated temperature until the reactor scram.
Fig. 6.13: NCT - coupled solution: Core average outlet temperature (short term)
This behavior can be seen as a result of the great increase of the primary pump inlet
temperature, which reveals that the STH standalone cold plenum model does not appro-
priately play its ”cooling” effect due to thermal stratification on the coolant flow from the
IHX primary outlet. At the transient time of 458s the reactor shuts down, and both the
measured and calculated core outlet temperature drop rapidly. As the influence of the tem-
perature feedback on core power disappears after reactor scram, the core inlet temperature
turns into the dominant effect, leading to a fast recovery of the core outlet temperature
from the sudden drop. This so called recovery of the calculated results happens slightly
earlier in STH standalone than in measured data.
Fig. 6.14: NCT - coupled solution: Core average outlet temperature (long term)
The STH/CFD coupled calculation shows more of that delay. As the primary pump
inlet temperature decreases slowly, the temperature recovery gradually slacks off. For the
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measured core outlet temperature, as increasing close to 436◦C by 726s it starts to decrease
slowly again; while for the STH/CFD calculated result, it firstly keeps a longer and higher
increase until ∼ 900s due to the much higher primary pump inlet temperature than the test
data in the meantime and high temperatures in high elevations in the hot plenum. Then the
STH/CFD calculated temperature shows a stronger decrease. As the mass flows are very
low, the influence of buoyancy can be observed in the hot plenum. The STH standalone
regime does not. This explains the very high temperature increase at ∼ 900s as well as
stronger cooling until 15, 000s. Then, measured and STH/CFD calculated temperature
behave similar while STH standalone over predicts cooling, beginning at 10, 320s. Here
the hot plenum shows compensating behavior.
IHX primary side - Temperatures
IHX primary inlet temperature
The measured IHX primary inlet temperature almost keeps unchanged until about 490s of
the transient. The more than 20◦C sharp decrease of the measured core outlet temperature
right after the reactor scram just leads to about 4◦C delayed decrease of the measured IHX
primary inlet temperature. This is due to the large thermal inertia in the hot plenum and as
a consequence of this the very slow transient response and strong temperature hysteresis
effect. Comparatively, the STH/CFD calculated IHX primary inlet temperature shows
good agreement in a short term until ∼ 1000s of the recorded transient.
Fig. 6.15: NCT - coupled solution: IHX inlet temperature (short term)
Starting form STH standalone calculation, the STH/CFD coupled calculation shows this
damping effect assumed coming from the large sodium volumes. After scram and pump
trip, hot sodium leaving the core is only driven by buoyancy forces. As flow velocities
are small, hot sodium travels almost vertically to the liquid surface. Due to thermal
stratification, the new build up temperature field expands to the IHX inlet region. This
effect is of strong three dimensional behavior as the hot plenum has different temperature
zones in horizontal and vertical dimension.
However, as the STH standalone code provides boundary conditions to the CFD regime
and not all the large volumes are represented with CFD, after 1000s temperatures start to
increase and follow the STH standalone calculation. The influence of the hot plenum shows
off with the beginning of the steam generator air cooling. Here, the high temperatures in
upper regions of the hot plenum take effect and give higher temperatures in the STH/CFD
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calculation than in STH standalone. As a result, the temperature behavior is more similar
to the measured temperature, but with an offset.
Fig. 6.16: NCT - coupled solution: IHX inlet temperature (long term)
For all coupled results that are represented in the CFD part of the hot plenum, it was
chosen, to give averaged quantities. Several reasons came to that conclusion by the author.
One is the lack of knowledge of the exact position of the thermo-couple. The second reason
are fluctuations in the hot plenum that can easily influence either the measured result and
the calculated result. To receive a more robust result, calculation results were averaged
and compared to thermo-couple recordings. The third reason, to use averaged quantities
is, that it is not in focus to resolve one specific position in such a large volume of sodium,
but have a robust and quick calculation in CFD, that not necessarily does resolve small
effects, that could occure around the thermo-couple. And as a last reason, it must be
mentioned here, the computational power is limited, so it was not possible to have a quick
calculation and high resolution. Sufficiently high resolutions need a very clear definition
of geometry that wasn’t entirely provided. Additionally, the number of cells needed to be
kept at a low quantity to keep the computational effort feasible.
IHX primary outlet temperature
The primary IHX outlet temperature first increases and then, due to SG dry out, its in-
termediate temperature. STH/CFD gives a similar result compared to the measurement
for this stage. The measured temperature then descends steeply at about 550s as a conse-
quence of the sharp decrease of forced circulation mass flow after the primary pump trip.
STH/CFD fails to predict this sudden temperature drop in its full shape. As the STH
standalone calculation uses one volume to cover the regions of IHX outlet, vessel cooling
outlet and primary pump inlet, total mixing is assumed at this position. As a result,
even at low mass flow as it is after the pump trip, buoyancy effects cannot be represented
sufficiently. Hot sodium enters the cold plenum coming from the IHXs. As no forced flow
is present, buoyancy takes place immediately.
It should be mentioned here, the thermo couple which is given as a reference is not directly
at the IHXs outlet but slightly aside. Through the described buoyancy effects, hot sodium
is carried to the top of the cold plenum without having any influence on the thermo couple.
As cold sodium is then in the region of the thermo couple, the measured temperature is
colder.
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Fig. 6.17: NCT - coupled solution: IHX outlet temperature (long term)
6.3 Summary
STH/CFD coupled calculation clearly shows proof for the lack of the ability to capture
effects like thermal stratification or thermal striping in large volumes like the plenums in
the PHENIX primary circuit with STH standalone methods. As a result, buoyancy in
different magnitudes inside one of those large volumes cannot be captured as well (see
Appendix C). The Post-test calculations presented in this chapter also show the need to
represent all large volumes in CFD when coupling, as the so-called ‘cold shock’ [9] coming
from the cold plenum, cannot be represented sufficiently with STH standalone. One of the
main requirements to the approach was to avoid extensive calculation and as a result long
calculation time of a transient scenario. Therefore, STH/CFD coupling, CFD mesh opti-
mization and solver optimization was necessary to be developed as well as the qualification
of the STH code for sodium applications. Here, one iteration took approximately 4 days to
run, so the considerable long term transient of the PHENIX NCT can be calculated within
2 weeks. As it was one of the goals to have a coupled solution with considerable small
computation time, high resolution (LES or high resolution URANS) cannot be expected
to be covered. With this approach, it is shown, that STH/CFD coupled calculations can
better represent transient scenarios like the PHENIX NCT as more of the effects of high
impact taking place in the primary circuit can be resolved.
For this STH/CFD coupling approach, conjugate heat transfer between hot and cold
plenum is not being considered. For consistency, the only places with conjugate heat
transfer are in the ATHLET model (standalone and coupling). More precise, the heat
source with its different contributors (inner core, outer core, etc.) and the primary circuit
heat sink, the IHXs where heat is transferred to the intermediate circuit. Deviations can
be explained. A direct validation of computational results against measurements does not
make sense, as the position of thermocouples are not at places that could be captured by
STH calculations. It would require more extensive use of CFD in each place and conse-
quently lead to high computational costs which dissent with the primary targets of this




As an application of the received coupling methodology and developed models, another
transient scenario is being created. Here, it is assumed, that during the transient scenario,
the opening of the steam generator housing fails. The question is: “What will happen, if
after the reactor scram and pump shut down, none of the following measures to protect
the core are functional?” This scenario can also be considered as a protected loss of heat
sink (PLOF), which is a design basis accident in our times. The time table of the scenario
is given in tab. 7.1.
Time Action
0 s Dry out of steam generators in secondary circuit
1 and 3; No change in pumps speed
458 s Scram; Secondary pumps 1 and 3 rotation speed
automatically reduced to 110rpm in 1min
466s Stop of the three primary pumps on inertia
4080 s Secondary pumps rotation speed reduced to
100rpm (back-up motors)
24300 s End of test
Tab. 7.1: Schedule of PHENIX application based on PHENIX NCT [59]
7.1 Boundary conditions
The boundary conditions do look very much the same. Power is given to the coupled
model, as well as the secondary side inlet temperature and massflow is given. Still all
walls are considered adiabatic, as heat transfer through walls may only lead to blurred
results and even maybe false interpretation (see Appendix D).
As boundary conditions are identical for each iteration and none is changed in anyway,
this shows that the model itself can be considered as verified.
It has been observed, the secondary inlet temperature is getting almost constant during
a short time period before the opening of the steam generator housing. It is caused by
an assumed [147] heat loss in the intermediate circuit of about 500kWth. The assumption
was taken as idea, to run this application. So in case this decay heat removal procedure
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would fail during a loss-of-flow (LOF) accident. It can be assumed, that the piping of
the intermediate circuit looses power to the environment as perfect isolation of such long
pipelines cannot be guaranteed [59]. This means, there is heat transfer from the inter-
mediate circuits to the environment which leads to a reduction in efficiency of the power
plant. In case of an accident with loss of heat sink, this can be a significant use as will be
shown in this chapter. Another benefit of this heat loss is its passive characteristic.
7.2 STH/CFD coupled solution
Different to the Post-test calculations of the PHENIX NCT presented in ch. 6, the STH
standalone and STH/CFD coupled solutions are compared without measurements in this
chapter. It should also be mentioned here, that differences to the boundary conditions
from the NCT are kept small. The point of interest would be here, if it is possible, to have
no additional decay heat removal like in the second half of the NCT. Additionally, two
more iterations have been carried out for checks on convergence behavior.
Primary pump inlet temperature
The primary pump inlet temperature shows a slightly different starting temperature in
the coupled results like already seen during the NCT scenario. This can be explained
through thermal striping that takes place in the hot plenum. A hot jet entering the hot
plenum through the core directly aims to the IHX. STH always assumes total mixing
(scalar value in each control volume). The increase of temperature during dry out is
only of about 60% in coupled solution than in STH standalone. As this sharp increase
happens after the primary pumps trip, the hot plenum’s capability as a heat storage can be
assumed. At about 500s, the peak temperature is reached at about 423◦C. Then, through
natural circulation with a small heat source and small heat sinks, which results only from
heat losses of the intermediate piping, temperatures in the whole circuit are starting mix.
During the second half of the calculation, it can be observed, the temperature at the
primary pump inlet reaches 400◦C and decreases only very insignificantly. From this point
of view, the reactor has reached steady state conditions with decay heat.
Fig. 7.1: Application - Primary pump inlet temperature
Core outlet temperature
Directly after the core, in the outlet region, another observation can be done. As thermal
stratification is assumed during steady state at the start of the NCT transient and this
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present application, temperatures between STH and coupled STH/CFD calculations are
very much different. This can be explained with strong three-dimensional effects like ther-
mal stratification during steady state, and thermal stratification after trip of the primary
pumps during the rest of the first half of the NCT transient. However, in this application
it is also observable that as soon as total mixing can be assumed and none of the previ-
ously mentioned effects is taking place, the STH standalone and the STH/CFD coupled
calculations results converge again.
Fig. 7.2: Application - Core average outlet temperature
IHX primary side temperatures
According to the NCT, the behavior during the first half of the transient has improvements
through three-dimensional representation of the hot plenum. Significant changes at the
IHX primary inlets are damped, so that the sensitivity of the whole system to temperature
changes is reduced.
Fig. 7.3: Application - IHX primary side inlet temperature (averaged)
Like in ch. 6, the coupled (STH/CFD) calculation then starts to converge to the STH
standalone calculation during the second half of the transient. As the secondary side inlet
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temperature keeps almost constant after 5000s and natural circulation is driving force as
the primary pumps are switched off, the large volume of the hot plenum becomes a similar
shape as in a system code when looking at temperature, velocities or pressure. Main
velocities are in vertical direction. Thermal stratification comes to an almost steady state
during that process and thermal mixing starts - due to very low Prandtl numbers that are
significant for liquid metal - which reduces temperature gradients in the hot plenum.
Fig. 7.4: Application - IHX primary side outlet temperature (averaged)
The heat transfer in the IHX still is one of the most impressing parts of this application.
So as only small temperature differences between primary and secondary side exist, the
IHXs fully transfer heat from the primary circuit to the intermediate circuit, caused by
heat losses at the intermediate piping.
7.3 Summary
Inspired by the PHENIX NCT, the case scenario was adapted to a PLOHS1 and addi-
tional loss of flow in the primary circuit. As modification, the decay heat removal process
was neglected or considered not operative. The only loss of heat can be observed in the
intermediate circuit. Here an assumed heat loss of ∼ 500kW provides cooling during all
states. It was observed in the PHENIX NCT, shortly before the opening of the steam
generator housing, the intermediate circuit does not change temperature any more and
can therefore be seen as steady. The calculations give evidence for that as temperatures
at the observed positions even shrink.
Indicated by a short time period in the PHENIX NCT, this application was additionally
conducted, to show the benefits of coupled simulations but also provide limits for the ne-
cessity of STH/CFD coupled calculations. It can be observed even in large volumes, there
are states of flow, when CFD does not give much benefit when used in coupled calculations.
Dependent on geometry, fluid and boundary conditions, if flow velocities are very small in
the PHENIX primary circuit, an almost uniform vertical velocity field is formed between
elevations of the core outlet and IHX inlet regions. This can then be observed as similar
behavior or even convergence of STH standalone and STH/CFD calculations. STH stan-
dalone calculations would be sufficient during a small time period under very specialized
conditions. However, the initial state (starting point) at the beginning of this similarity
cannot be distinguished by STH standalone but must be provided by STH/CFD coupled
1Protected Loss-Of-Heat-Sink accident scenario
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calculations. As it can be considered as a very small possibility to occur, STH/CFD cou-
pled calculations are necessary to provide sufficient representation of major effects taking
place in each of the observed components. Even switching off and focusing on a more lean
approach does not make sense, as STH standalone cannot provide information when STH




8. Conclusion and Outlook
8.1 Conclusion
The PHENIX NCT [148] has been performed. Therefore, necessary tools like STH (here
ATHLET [80]) and CFD (here OpenFOAM) had to be modified and/or adapted to sodium
as working fluid in a thermal hydraulic circuit ([25], [164]).
In a first step, the ATHLET code was modified for sodium applications with a multi fluid
approach to extend the capability of ATHLET for liquid metal coolants. Modifications like
material properties and heat transfer coefficients have been implemented and released by
GRS into following releases of the ATHLET code. Additionally, heat transfer correlations
(Nusselt correlations) and pressure drop modifications have been further investigated.
Results of the PHENIX NCT have been generated with ATHLET during a blind test
benchmark exercise first. Only little parameters additionally to boundary conditions were
known for the calculation. The geometrical representation therefore is limited as well as
other thermal-hydraulic parameters (specific mass flow rates, pressures, etc.). For later
comparison, measurements were made available. Mainly temperature measurements were
taken during the transient test. The comparison with STH standalone results and mea-
surements give some more information about physical effects but cannot be seen fully
representative as the positions of thermocouples cannot be resolved with the input model
from the blind test. Discrepancies can be found for steady state and therefore in the
beginning of the transient. With ongoing transient, physical effects and the position of
measurements get more important than initial (steady state) conditions. It can be seen
that STH cannot capture three-dimensional behavior in large pools. As an example for a
coupling methodology, the hot pool is chosen as coupling regime for a STH/CFD coupled
calculation. Here the restrictions have been mainly due to computational efforts and fo-
cus on global effects of CFD on the STH results. Local effects in this large and complex
geometry are considered to be of minor influence to the received results. STAR-CCM+ is
used for geometry development and meshing process. All meshes are unstructured and of
polyhedral shape with prism layers near walls. Thermo-physical properties for the CFD
calculation are preprocessed and implemented in the input as temperature dependent,
polynomial functions.
After the modification of basic tools, the coupling methodology has been developed. A
direct validation of the coupling methodology with the PHENIX NCT is not possible as
necessary validation data is lacking. Therefore, a verification of the procedure and assess-
ment of the STH standalone calculation is given. This way, the coupling process can be
assessed for the PHENIX NCT and results can be compared to measurements with the
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restrictions discussed before. The approach of supervised iterative distributed coupling
shows the necessity of iterations in coupled solutions if high accuracy is needed. CFD is
not considered as a correction object to the STH calculation but as independent part of the
general coupled solution to capture physical effects like thermal stratification or thermal
striping in large volumes like the hot pool.
Knowledge about behavior at the interfaces in each individual code (STH and CFD) and
the verification of its connection - the coupling interface is of high importance to build
a level of trust to the coupling methodology. Additionally, it is of crucial importance to
know about implicit assumptions of each of the codes. STH for example are only capable
of a one-dimensional representation for thermal-hydraulic objects. The idea of STH is
the representation of a pipe with pipe specific parameters. With hydraulic diameters and
cross-section area, STH can provide thermal-hydraulic objects like subassemblies in a core
or even a large volume like the pools in the PHENIX primary circuit. Thermal-hydraulic
quantities (temperature, velocity, pressure) are calculated as scalar which directly pro-
vides the assumption of flow direction and behavior. However, if pool still is represented
as one-dimensional thermal-hydraulic object, three-dimensional effects are missing. Such
behavior can be observed when STH results are compared with measurements.
As coupling interface, a python program, has been developed which remote controls both
codes independently and exchanges and pre-processes boundary conditions between the
codes (filtering, Celcius/Kelvin transfer, etc.). The goal was, to have the possibility to run
coupled calculations quickly without time consuming pre- and post-processing during data
transmission between the two codes. So, the coupling interface aimed to be a program
to manage both of the codes that need to be coupled. It is not considered a simple data
exchange interface which would directly lead to a master-slave approach, but can act as
a supervisor connecting the codes for coupling. The interface was additionally equipped
with graphical post-processing, so coupling iterations can be compared visually and as-
sessed. The coupling methodology is file based. It can still be considered efficient from
a computational point of view, as data exchange (file exchange) is only performed after
computing one whole transient. If information was exchanged during each time-step this
would possibly not be the case. In case of CFD, surface averaged values do not require
reconstruction of the distributed mesh when run in parallel. It should also be mentioned
here, that data for post-processing and assessment is a lot more than data required for
coupling only.
The post-test calculations of the PHENIX NCT (given in ch. 6) show the necessity of
STH/CFD coupling in regions of large volumes with (significant) three-dimensional be-
havior [6], [145]. In the presented transient case scenario, the influence of the hot pool
volume shows these effects through thermal striping and thermal stratification that have
been captured with CFD. During the transient, it can be seen, flow in the hot pool cannot
be considered uniformly. Here, results between STH standalone and STH/CFD coupled
calculation differ most. The CFD representation of the hot pool also shows the build-up of
thermal stratification right after the pump trip. Residual heat is then lead to the top of the
volume vertically and “stored” there until reaching the elevation of the IHX inlet annulus
regions. After the start of residual heat removal, it can be observed, this heat is gradually
removed in vertical direction. Additionally, the large volume in CFD shows a damping
effect to the global solution, where thermal inertia is much stronger than estimated with
STH standalone. Shortly before the start of residual heat removal, the flow field can be
observed to be close to uniform shape when looking at velocity distributions. It can also
be seen, that here, the CFD/STH coupled calculation shows similar behavior as the STH
standalone. This behavior can be explained with the fact, that the average velocities in
each cell of observed places in the CFD region are close to the average value when looking
at horizontal cross-sections. The three-dimensional effects are then comparatively small.
As application, the transient was modified. It was assumed the heat loss in piping of the
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intermediate circuit (∼ 500kWth) is sufficient to reach a steady state without residual heat
removal after scram of the core and trip of the pumps. Indicator for that assumption was a
short time span before the start of the residual heat removal during the PHENIX NCT. The
major result for the calculation here can be seen during the last half of the transient. Here,
the three-dimensional behavior of the hot pool sodium volume shrinks significantly and
therefore, as assumed when running PHENIX NCT calculations, the STH/CFD coupled
calculations get close to the STH standalone calculations. Additionally, the calculations
results yield that even if residual heat removal by opening the steam generator housing
would have failed during the PHENIX NCT, the reactor would have stabilized by reaching
a steady state.
8.2 Outlook
Further work in this field must be done and can be of significant use. Coupled (STH/CFD)
calculations can be seen as time saving, even lean solutions for large thermal hydraulic
regimes of transient and strong three-dimensional behavior. With higher computational
efforts, CFD calculations can be used with not only RANS but LES methods which sup-
port a resolution of the flow regime. This way, thermal oscillations during steady state
and a given transient test case could be observed [24].
In case of the PHENIX NCT or ongoing PHENIX calculations it is strongly recommended
to investigate all large sodium volumes on their individual three-dimensional behavior. An
assessment on the impact of the different large volumes could also be beneficiary.
The coupling interface can be extended to message based information transfer. This is
seen as the basis for on-line coupling procedures, so data can be exchanged after any cou-
pling time steps quickly. Additionally, an observer based methodology can be developed to
even switch off coupling, when not of high impact to the solution. Further ATHLET code
development can be done by further extension of the multi fluid library and two-phase














supervised sequantial explicit overlapping
supervised sequantial explicit distributed
supervised sequantial semi-implicit overlapping
supervised sequantial semi-implicit distributed
supervised parallel explicit overlapping
supervised parallel explicit distributed
supervised parallel semi-implicit overlapping
supervised parallel semi-implicit distributed
master-slave sequantial explicit overlapping
master-slave sequantial explicit distributed
master-slave sequantial semi-implicit overlapping
master-slave sequantial semi-implicit distributed
master-slave parallel explicit overlapping
master-slave parallel explicit distributed
master-slave parallel semi-implicit overlapping
master-slave parallel semi-implicit distributed
supervised iterative – overlapping
supervised iterative – distributed
master-slave iterative – overlapping
master-slave iterative – distributed
Tab. A.1: Overview of assumed possible coupling methodologies
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GRS - ATHLET/ANSYS CFX
Fig. A.1: ATHLET/ANSYS-CFX: explicit coupling scheme [112]
Fig. A.2: ATHLET/ANSYS-CFX: Semi-implicit coupling scheme [112]
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B ATHLET code modification
Heat Transfer
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Tab. B.2: Table of experiments for Nusselt correlations [73]
1In the years preceding the war, experiments with Hg were conducted by Lozhkin and Kanaev [83],[68]
2Best agreement with data of lead-bismuth eutectic is obtained with bismuth[48] and tin.
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Nusselt correlations Verification and Validation range plots
Nusselt correlations for plane surfaces
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.3: Verification and Assessment of eq.3.3 (Churchill and Chu [29])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature




(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.5: Verification and Assessment of eq.3.6 (Holman [55])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.6: Verification and Assessment of eq.3.7 (Çengel et al. [20, p.402])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.7: Verification and Assessment of eq.3.8 (Churchill and Ozoe [30])
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Nusselt correlations for tubes
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.8: Verification and Assessment of eq.3.9 (Jackson [62])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.9: Verification and Assessment of eq.3.10 (Jackson [62])
133
9. Appendix
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.10: Verification and Assessment of eq.3.12 (Lyon [85])
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9. Appendix
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature




(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.12: Verification and Assessment of eq.3.14 (Kutateladze et al. [73])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.13: Verification and Assessment of eq.3.14 (Kutateladze et al. [73])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.14: Verification and Assessment of eq.3.16 (Kutateladze et al. [73])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.15: Verification and Assessment of eq.3.17 (Kutateladze et al. [73])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.16: Verification and Assessment of eq.3.18 (Borishanskii et al. [13])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.17: Verification and Assessment of eq.3.19 (Cheng and Tak [26])
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9. Appendix
Nusselt correlations for triangular and square fuel pin arrangements
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.18: Verification and Assessment of eq.3.20 (Eckert [38])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.19: Verification and Assessment of eq.3.21 (Chang et al. [22])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.20: Verification and Assessment of eq.3.32 (Mikityuk [95])
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Nusselt correlations for square fuel pin arrangements
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.21: Verification and Assessment of eq.3.34 (Ushakov et al. [155])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.22: Verification and Assessment of eq.3.35 (Mikityuk [95])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.23: Verification and Assessment of eq.3.36 (Zhukov et al. [166])
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9. Appendix
Nusselt correlations for triangular fuel pin arrangements
(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.24: Verification and Assessment of eq.3.22 (Dwyer and Tu [37])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.25: Verification and Assessment of eq.3.23 (Friedland and Bonilla [47])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.26: Verification and Assessment of eq.3.26 (Maresca and Dwyer [88])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.27: Verification and Assessment of eq.3.27 (Subbotin et al. [144])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.28: Verification and Assessment of eq.3.28 (Borishanskii et al. [14])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.29: Verification and Assessment of eq.3.29 (Gräber and Rieger [49])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature
Fig. B.30: Verification and Assessment of eq.3.30 (Ushakov et al. [155])
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(a) Verification: ATHLET over Python
(b) Nusselt numbers in NCT
(c) Valid range according to literature




















Verification: Blasius, geometry type A10: friction factor comparison















Verification: Churchill, geometry type A10: friction factor comparison















Verification: Rehme, geometry type A10: friction factor comparison












































































Verification: orig. Engel for geometry type A10 (P/D = 1.1, H/D = 8.3)
python script
ATHLET
Fig. B.32: Verification: Left side: friction factors, ATHLET over Python for friction model
number from 61 to 64 Right side: friction factor in both cases for friction model
number from 61 to 64 [15]
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Verification: mod. Engel, geometry type A10: friction factor comparison















Verification: No-Kazimi, geometry type A10: friction factor comparison















Verification: Sobolev, geometry type A10: friction factor comparison












































































Verification: Baxi Dalle-Donne for geometry type A10 (P/D = 1.1, H/D = 8.3)
python script
ATHLET
Fig. B.33: Verification: Left side: friction factors, ATHLET over Python for friction model
number from 65 to 68 Right side: friction factor in both cases for friction model







































































































































































































































































































Fig. B.35: Validation: geometry types 9 to 12 [15]
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9. Appendix
C CFD calculations - OpenFOAM
Boundary conditions
Mass flow
Fig. C.36: OpenFOAM: Hot pool - transient - Boundary conditions - massflow
Temperature








Law of the wall - y+ results
Fig. C.39: y+ at Hot Arm




Fig. C.41: OpenFOAM: Hot pool - transient - Plot over line - geometrical position of line
Fig. C.42: OpenFOAM: Hot pool - transient - Plot over line - Uz/Uz,mean
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Fig. C.43: OpenFOAM: Hot pool - transient - Plot over line - Ux/Ux,mean
Fig. C.44: OpenFOAM: Hot pool - transient - Plot over line - Uy/Uy,mean
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Fig. C.45: OpenFOAM: Hot pool - transient - Slice with glyphs (0s) - velocity field
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9. Appendix
Velocity over line - Uz
Fig. C.46: Dimensionless vertical velocity Uz at 0s (left) taken from red line (right)
Fig. C.47: Dimensionless vertical velocity Uz at 450s (left) taken from red line (right)
Fig. C.48: Dimensionless vertical velocity Uz at 4000s (left) taken from red line (right)
Fig. C.49: Dimensionless vertical velocity Uz at 10300s (left) taken from red line (right)
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Fig. C.51: OpenFOAM: Hot pool - transient - Temperature field (0s) - velocity field
Fig. C.52: OpenFOAM: Hot pool - transient - Temperature field (0s) - velocity field
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Fig. C.53: OpenFOAM: Hot pool - transient - Temperature field (450s) - velocity field
Fig. C.54: OpenFOAM: Hot pool - transient - Temperature field (4000s) - velocity field
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Fig. C.55: OpenFOAM: Hot pool - transient - Temperature field (10300s) - velocity field




As functions for material properties in OpenFOAM must be given in explicit form (taylor
rows), the polyfit toolbox by Python was used to create the polynomial funcitons.
Dynamic viscosity
Fig. C.57: Material properties: dynamic viscosity - polyfit
Density




Fig. C.59: Material properties: heat capacity - polyfit
Heat conductivity
Fig. C.60: Material properties: heat conductivity - polyfit
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D PHENIX Application case
Boundary conditions
Fig. D.61: Application - boundary conditions: Thermal core power
Fig. D.62: Application - boundary conditions: Secondary inlet massflow
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9. Appendix
Fig. D.63: Application - boundary conditions: Secondary inlet temperature
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[44] J. H. Ferziger and M. Perić. Computational methods for fluid dynamics. Springer,
Berlin, 3 edition, 2002. ISBN 3-540-42074-6. URL http://swbplus.bsz-bw.de/
bsz095826459cov.htm;http://www.ulb.tu-darmstadt.de/tocs/100561322.pdf.
kart. : DM 99.90.
[45] J. K. Fink and L. Leibowitz. Thermodynamic and transport properties of sodium
liquid and vapor. Technical Report ANL/RE-95/2, Argonne National Laboratory
(ANL), January 1995.




[47] Aaron J. Friedland and Charles F. Bonilla. Analytical study of heat transfer rates
for parallel flow of liquid metals through tube bundles: Ii. AIChE Journal, 7(1):
107–112, 1961. ISSN 1547-5905. doi: 10.1002/aic.690070125. URL http://dx.doi.
org/10.1002/aic.690070125.
[48] L. I. Gel’man. Teploenergetika 3. Technical Report 3, Teploenergetika, 1958. p.47.
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[52] G. Grötzbach. Direkte numerische Simulation turbulenter Geschwindigkeits-, Druck-
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