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Abstract  
 
 
This paper compares and evaluates two survey-based economic indicators’ ability to predict 
industrial production in Sweden. The economic indicators predictive ability is evaluated in a 
pre-crisis and crisis setting. Whereas “the crisis” is defined as the recession that took place in 
2007-2009 often referred to as “the financial crisis”. More exactly, the total sample is divided 
into three subsamples: the period before the crisis (2003-2006), the downturn phase of the 
crisis (2007-2009) and the recovery phase of the crisis (2009-2010). The forecast horizons are 
1, 4, 8 and 12 moths. The results indicate that both of the economic indicators have good 
forecasting properties in pre-crisis period as well as in the recovery phase of the crisis. In the 
downturn phase the economic indicators fail to improve forecast accuracy compared to 
“benchmark-forecasts” of industrial production.  Furthermore, it is evident that only for long 
forecast horizons, eight and twelve months the pre-crisis setting significantly outperforms 
benchmark forecasts. Finally, the results prove that the forecasts in the downturn phase are 
generally optimistic. That is, the forecasts do not reflect the realized extent of the crisis. 
Interestingly, the opposite is true forecasts for the recovery phase. The forecasts in the 
recovery phase are generally pessimistic. 
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1. Inledning 
 
Sedan 1950-talet har det i Sverige funnits ett intresse för enkätbaserade konjunktur-
indikatorer. Anledningen till att Konjunkturinstitutet år 1954 lanserade Sveriges första 
enkätbaserade konjunkturindikator var den mycket begränsade tillgången på information om 
utvecklingen av den svenska ekonomin. Den årliga industristatistiken ansågs tillförlitlig men 
eftersläpningen i tid var stor, vilket uppfattades som ett problem. Det efterfrågades 
information om nuläge, planer och förväntningar. Lösningen på problemet blev att personer i 
företagsledande ställning kontinuerligt besvarade enkäter för att mäta det ekonomiska 
stämningsläget1 (Konjunkturinstitutet, 2013). Målet var att skapa förutsättningar till att blicka 
framåt. Från och med 1950-talet till idag har användandet av och intresset för enkätbaserade 
indikatorer vuxit. Idag riktas stor medial uppmärksamhet till enkätbaserade konjunktur-
indikatorer världen över. I Sverige är de mest välkända svenska enkätbaserade indikatorerna 
Inköpschefsindex (Purchase Manager Index, ”PMI”) och Konjunkturindikatorn (Barometer-
indikatorn, ”BI”). Två olika institut ansvarar för indikatorernas framtagning. Swedbank 
ansvarar i samarbete med Sveriges Inköp och Logistikförbund (”Silf”) för framtagningen av 
PMI och Konjunkturinstitutet ansvarar för framtagningen av BI. Indikatorernas huvudsakliga 
syfte är att offentliggöra information om det rådande samt framtida konjunkturläget. 
(Swedbank, 2013; Konjunkturinstitutet, 2013).  
 
PMI bygger på statistik där cirka 200 inköpschefer inom tillverkningsindustrin varje månad 
svarar på återkommande enkätbaserade frågor angående orderingången, produktionen, 
sysselsättningen, leverantörernas leveranstider samt lagersaldot i det egna företaget 
(Swedbank, 2013). BI är i sin tur en sammanvägning av fem så kallade konfidensindikatorer 
(tillverkningsindustri, tjänster, bygg, detaljhandel och hushåll). Var och en av 
konfidensindikatorerna viktas samman och skapar ett index. Indexet speglar respektive 
sektorers påverkan på konjunkturen. Varje månad svarar 6000 företag och 1500 hushåll på 
frågor rörande deras syn på ekonomin2 (Konjunkturinstitutet, 2013).  
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Det	  svenska	  Konjunkturinstitutet efterliknade ett tyskt så kallat, ”konjunkturtest”.	  
2Tillverkningsindustrin besvarar frågor rörande den totala orderstocken, färdigvarulagren och produktions-
volymen. Byggindustrin besvarar frågor rörande orderstocken och antalet anställda. Handeln besvarar frågor 
rörande försäljningsvolymen. Privata tjänstenäringar besvarar frågor rörande utvecklingen av företagets 
verksamhet och efterfrågan på företagets tjänster. Hushållen besvarar frågor rörande deras syn på den egna och 
den svenska ekonomin, inflationen samt deras planerade inköp av kapitalvaror och sparande. Samtliga sektorer 
svarar därutöver på frågor angående deras framtidsförväntningar. 
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Regelbunden information om utvecklingen av det svenska konjunkturläget är värdefull för 
många aktörer i dagens samhälle. Dagligen fattar svenska företag strategiska beslut som 
påverkar verksamheten på såväl lång som kort sikt. I dessa situationer efterfrågar aktörer ofta 
information som beskriver nuläget, information som är aktuell. En tidsseries aktualitet avgörs 
av verklighetens förändringstakt, vilket betyder att ett längre tidsavstånd mellan 
referensperiod och publicering ökar sannolikheten för att tidsserien inte avspeglar det rådande 
konjunkturläget. Det faktum att PMI och BI publiceras månatligen utan någon större 
tidsförskjutning är därmed en förutsättning för att de ska fungera som trovärdiga indikatorer 3. 
 
Internationellt är PMI och BI långt ifrån de enda indikatorerna med avsikt att fungera som en 
fingervisning på det rådande samt framtida konjunkturläget. I takt med att intresset för 
enkätbaserade indikatorer vuxit har även intresset för forskning rörande konjunkturindikatorer 
ökat. Här utmärker sig den tyska forskningen genom att vara mycket omfattande. Vanligt 
förkommande är studier där ledande indikatorers prediktiva förmåga utvärderas genom så 
kallade pseudo-prognoser4. Ett sådant exempel är Fritsche och Stephans (2000) forskning som 
visat att indikatorer som PMI och BI är ledande, dvs. innehåller information om framtida 
förändringar i konjunkturen innan förändringen kan observeras i referensserien. Ytterligare ett 
exempel är Drechsel och Scheufele (2010) vars forskning visar att tyska prognosmodeller 
som inkluderar enkätbaserade ledande indikatorer är relativt bättre än Referensmodeller5 på 
att förutse förändringar i konjunkturen under ekonomiska kriser (finanskrisen 2008).  
 
I Sverige är forskning kring enkätbaserade konjunkturindikatorer fortfarande ett outforskat 
ämne och befintlig forskning är begränsad till konjunkturinstitutets egen utvärdering av BI år 
2007.  Jag finner det därför intressant att undersöka hur tillförlitliga de svenska enkätbaserade 
indikatorerna egentligen är. I överensstämmelse med Drechsel och Scheufeles studie avser jag 
att undersöka och utvärdera de två svenska indikatorernas (PMI och BI) prediktiva förmåga 
under den recession som ägde rum mellan år 2007-2009 (”Finanskrisen”). Resultatet kommer 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  3	  PMI för en månad publiceras första vardagen i nästkommande månad och BI publiceras i slutet på samma 
månad som indexet refererar till. Detta kan jämföras med att SCB (2012) publicerar kvartalsräkenskaper för 
kvartalen 1, 3 och 4 inom 60 dagar efter utgången av ett kvartal. För kvartal 2 görs en snabbversion som 
underlag för regeringens höstbudget. Snabbversionen publiceras efter cirka 30 dagar, medan den ordinarie 
beräkningen av andra kvartalet kommer efter cirka 75 dagar. 
4 Pseudo-prognoser är prognoser avser en period som redan har passerat, det vill säga prognoserna skattas ”i 
efterhand”. De skattade prognoserna jämförs sedan mot det faktiska, verkliga utfallet. 
5 I denna uppsats syftar Referensmodell till en prognos av referensserien som endast skattas på tidigare värden 
av referensserien (vanligtvis BNP eller industriproduktion). 
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jämföras med perioden före krisen. Uppsatsen replikerar Drechsel och Scheufeles metodik i 
största möjliga mån och då detta inte är möjligt kommer avsteg tydligt redovisas. 
 
Den svenska ekonomin återhämtade sig från finanskrisen förhållandevis snabbt. Enligt vice 
riksbankchef Svante Öberg (2009) var en viktig bidragande orsak till den svenska 
återhämtningen att Sveriges valutakurs deprecierade under krisen vilket gynnade svensk 
export. Jag finner det därför extra intressant att undersöka och utvärdera indikatorernas 
prediktiva förmåga före Finanskrisen samt i Finanskrisens nedgångsfas och uppgångsfas. 
Uppsatsen kommer att fokusera på out-of-sample prognoser6 av industriproduktion med 
prognoshorisonter på 1, 4, 8 och 12 månader.  
 
Det är viktigt att uppmärksamma att PMI och BIs uppbyggnad skiljer sig åt. Indikatorernas 
största skillnad är att PMI bygger på statistik från tillverkningsindustrin medan BI bygger på 
statistik från totala näringslivet samt hushållen. Eftersom uppsatsens referensserie är 
industriproduktion och inte BNP så är det rimligt att anta att PMI på grund av sin 
konstruktion har en fördel gentemot BI. Problemet hanteras genom att BI bryts ner i fem 
individuella konfidensindikatorer och att endast konfidensindikatorn för tillverkningsindustrin 
(”KI”) används för att prognostisera industriproduktion. Sammantaget innebär det, att 
uppsatsen kommer utvärdera tre prognoser av industriproduktion, två individuella 
prognosmodeller med PMI och KI som indikatorer samt en poolad (sammanslagen) 
prognosmodell som inkluderar båda indikatorerna. 
 
Uppsatsen är disponerad på följande sätt. Först presenteras de teorier som ligger till grund för 
forskning rörande konjunkturindikatorer. Detta avsnitt summerar tidigare forskning inom 
området samt redogör för uppsatsens förväntade resultat (avsnitt 2). Avsnitt 3 beskriver den 
empiriska modell som används för att prognostisera industriproduktion. Avsnitt 4 innehåller 
en detaljerad beskrivning av indikatorernas samt referensseriens uppbyggnad och tolkning. 
Avsnitt 5 redovisar och jämför uppsatsens resultat med tidigare forskning. Slutligen 
sammanfattas de huvudsakliga slutsatserna i avsnitt 6.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 Termen ”out-of-sample” prognoser beskrivs närmare i avsnitt 3.1 Grundläggande modell. 
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2. Teori 
I följande avsnitt redovisas en översikt över tidigare forskning kring användandet av 
enkätbaserade indikatorer för prognostisering av förändringar i konjunkturen.  
 
Definitionen av en konjunkturindikator är en indikator som har en förhållandevis stabil 
relation till den genomsnittliga utvecklingen av det allmänna konjunkturläget i en ekonomi. 
Det vill säga, konjunkturindikatorn släpar, leder eller sammanfaller med den genomsnittliga 
utvecklingen av det allmänna konjunkturläget. Konjunkturindikatorer vars toppar och dalar 
under konjunkturcykeln tenderar att inträffa tidigare än motsvarande toppar och dalar i den 
allmänna ekonomi kallas för ledande indikatorer (Makridakis et al., 1997). Därmed signalerar 
en vändpunkt i den ledande indikatorn att den allmänna ekonomin sannolikt står inför 
motsvarande vändpunkt. Ledande indikatorer tillhör vanligtvis någon av följande kategorier: 
enkätbaserade-, finansiella-, realekonomiska-, pris- och löneindikatorer. Ytterligare en vanligt 
förekommande kategori är sammansatta (poolade) ledande indikatorer, där två eller flera 
indikatorer viktats för att tillsammans bilda en indikator (Drechsel och Scheufele, 2010). 
 
Användandet av ledande indikatorer inom forskning av konjunkturläget har kritiserats för 
avsaknaden av tydlig teoretisk grund och omnämnts som ”a measurment without therory” 
(Fritsche & Stephan, 2000). Trots det kan forskning rörande användandet av ledande 
indikatorer rättfärdigas genom teorier som motiverar varför somliga variabler innehar ledande 
egenskaper och därmed har prediktiv förmåga. Fritsche och Stephan (2000) riktar 
uppmärksamheten mot de fyra viktigaste hypoteserna:  
• ”Production – time” hypotesen innebär att tidsgapet mellan orderläggning och 
produktion gör att förändringar i konjunkturen kan observeras på företags 
inköpsenheter innan förändringarna kan observeras på marknaden. Exempelvis bygger 
PMI till stor del på denna hypotes. 
• ”Market expectations” hypotesen innebär att somliga serier reflekterar eller reagerar 
på förväntningar om framtida ekonomisk aktivitet. KI bygger delvis på denna teori 
eftersom frågorna riktade till tillverkande företag är utformade för att fastställa nuläget 
såväl som företags förväntningar om framtiden. 
• ”Ease of adaption” hypotesen innebär att somliga faktorer reagerar tidigare och/eller 
starkare på omvärldsförändringar och fluktuationer på kort sikt.  
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• ”Prime movers” hypotesen innebär att ekonomiska fluktuationer drivs av mätbara 
ekonomiska krafter som exempelvis penningpolitik.  
 
Enkätbaserade indikatorer är även tillgängliga med högre frekvens och utan någon stor tids-
fördröjning7. Dovern (2006) betonar att enkätbaserade ledande indikatorer i stor utsträckning 
används av prognosmakare för att hantera det motsatta problemet. Stora delar av de 
makroekonomiska data som prognosmakare använder sig av görs inte tillgänglig i samma 
period som den refererar till. Tidsfördröjningen mellan referensperiod och publicering skapar 
problem eftersom data riskerar att bli inaktuell och inte längre spegla verkligheten. Heij, Dijk 
och Groenen (2011)  skrivet att statistikbyråer ofta försöker överbygga problem med stora 
eftersläpningar genom att publicera ett uppskattat (preliminärt) värde efter en relativt kort 
tidsfördröjning. Vanligtvis en eller två månader efter referensperiodens slut. Statistikbyråerna 
reviderar sedan det initiala värdet när ytterligare information är tillgänglig. Heij, Dijk och 
Groenen (2011) uppmärksammar att revideringarna ofta är substantiella och kan ske flera 
månader, till och med år efter den initiala publiceringen. Här har enkätbaserade ledande 
indikatorer en stor fördel eftersom de aldrig revideras i efterhand.  
 
2.1 Tidigare forskning 
Forskning kring ledande indikatorer är koncentrerad till out-of-sample prognoser av total 
BNP och inflation. Fokus ligger på ledande indikatorers förmåga att reducera storleksmåttet 
på prognosfelet, RMSE8. Särskilt omfattande är den tyska forskningen. Studier av Fritsche 
and Stephan (2000), Benner och Meier (2003), Hüfner och Schröder (2002a och 2002b), 
Hinze (2003), Mittnik och Zadrozny (2004), Dreger och Schumacher (2005), Kholodini och 
Silverstovs (2005) samt Drechsel och Scheufele (2010 och 2012) har för Tyskland visat att 
användandet av ledande indikatorer för prognoser av makroekonomiska variabler i de flesta 
fall bidrar till att betydligt minska prognosfelet. Likaså har Banerjee et al. (2003) studie visat 
på samma resultat för Europaområdet.  
 
Forskningsresultaten för enkätbaserade ledande indikatorer är inte lika samstämmiga. I 
somliga studier (se Dreger och Schumacher, 2005; Kholodini och Silverstovs, 2005) 
misslyckas prognosmodeller som inkluderar enkätbaserade indikatorer med att reducera 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  7	  SCB publicerar kvartalsräkenskaper inom 60 dagar efter referensperiodens slut, det kan jämföras med PMI och 
BI som publiceras mellan 0-7 dagar efter referensperiodens slut. 
8 Out-of-sample prognostisering och prognosfelet RMSE beskrivs närmare i avsnitt 3.1 Grundläggande modell.	  
	   9	  
prognosfelet, RMSE eller motsvarande. Att konsensus saknas förklarar Drechsel och 
Scheufele (2010) med att ingen studie är den andra lik. Varje enskild studie influeras av 
individuella omständigheter och avvikelser vilket försvårar jämförelser. Skillnader i resultat 
kan därför bero på urvalsperioder och datamängder, men även på begränsningar bland de 
aktuella parametrarna. Till viss del kan de skilda resultaten även förklaras av att ekvationer 
och metodik uppdateras vid varje ny studie.  
 
För att ledande indikatorer ska ses som tillförlitliga anser Marcellino (2006) att indikatorn bör 
uppfylla sex kriterier. Indikatorn ska: 
1. systematiskt kunna förutse toppar och dalar i referensserien; 
2. överensstämma med det allmänna konjunkturläget, dvs. ha goda prognosegenskaper 
inte enbart vid toppar och dalar; 
3. ha ekonomisk innebörd, dvs. stödjas av ekonomisk teori. Antingen som en möjlig 
orsak till konjunkturcykler eller som en snabb respondent på negativa eller positiva 
chocker;  
4. vara tidigt tillgänglig utan att vara föremål för omfattande revisioner i efterhand; 
5. utvecklingen från en månad till nästa ska vara jämn, det vill säga vara fri från större 
högfrekventa rörelser; 
6. slutligen ska datainsamlingen vara statistiskt tillförlitlig. 
 
Utöver dessa kriterier anser Fritsche och Kouzine (2002) att en ledande indikator ska inneha 
ytterligare två egenskaper för att vara trovärdig. För det första ska förhållandet mellan 
referensserien och indikatorn vara statistiskt signifikant och stabilt över tid. För det andra ska 
en autoregressiv prognosmodell med indikatorn inkluderad förbättra prognosens prediktiva 
förmåga i out-of-sample prognoser. Prognosmodellen jämförs då med en referensmodell 
(”naive” autoregressiv prognos)9. 
 
Stock och Watson (2003) har jämfört hur bra ledande indikatorer, historiskt sett, har varit på 
att förutse recensioner (Dotcom-bubblan 2001 och 90-tals krisen) i USA. Deras slutsats blev 
att ingen konjunkturnedgång är den andra lik. Eftersom varje kris präglas av individuella 
omständigheter anser Stock och Watson att det är svårt att göra generella uttalanden. Slutligen 
påpekar de att prognosmakare med stor fördel kan använda många olika indikatorer för att 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  9	  Termen	  ”autoregressiva	  prognoser”	  beskrivs	  närmare	  i	  avsnitt	  3.1	  Grundläggande	  modell.	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prognostisera konjunkturen. Uttalandet baseras på att varje indikator mäter ett eget inslag av 
ekonomisk aktivitet vilket i sin tur får olika påverkan på prognoser i olika recessioner. 
 
Drechsel och Scheufele (2010) har i sin tur utvärderat den prediktiva förmågan hos ledande 
indikatorer på tysk BNP och industriproduktion under Finanskrisens nedgångsfas. Studien 
genomfördes på finansiella-, enkätbaserade-, realekonomiska-, pris- och löneindikatorer, samt 
poolade (sammansatta) ledande indikatorer. Resultatet blev att ledande indikatorers prediktiva 
förmåga relativt referensprognoser förbättrades under Finanskrisen jämfört med perioden före 
krisen. Resultaten visar också att samtliga prognosers precision kraftigt försämrades under 
finanskrisen. Enkätbaserade indikatorer var de indikatorer som presterade bäst på kort sikt 
medan finansiella indikatorer presterade bättre på lång sikt. Slutligen uppmärksammar 
Drechsel och Scheufeles (2010 och 2012) att poolade prognosmodeller kan öka prognosens 
tillförlitlighet avsevärt. Med det som utgångspunkt, utvärderar uppsatsen den prediktiva 
förmågan hos PMI och KI i såväl individuella prognosmodeller som i en poolad modell där 
både PMI och KI inkluderas. 
 
I linje med tidigare forskning fokuserar denna uppsats på out-of-sample prognoser av svensk 
industriproduktion för att undersöka om enkätbaserade ledande indikatorer förmår minska 
prognosens avvikelse, prognosfelet. Nyhetsvärdet och uppsatsens bidrag till forskningen 
utgörs av att studien baseras på svensk tidsseriedata under Finanskrisen, vilket tidigare inte är 
gjort.  
 
2.2 Finanskrisen 2008 
Drechsel och Scheufele (2010) skriver att Finanskrisen 2008 skiljer sig från tidigare 
ekonomiska recessioner. Tyskland upplevde den överlägset största produktionsminskningen 
sedan andra världskriget. Mellan de första kvartalen 2008 och 2009 sjönk tysk BNP med sju 
procent, och under samma period minskade industriproduktionen med hela 20 procent. 
Finanskrisen effekter på den svenska ekonomin är snarlika Tysklands. I Sverige minskade 
BNP och industriproduktion med 6,4 respektive 20,2 procent (SCB, 2013). Trots recensionens 
exceptionella omfattning misslyckade många prognosmakare med att förutse Finanskrisen. I 
IHMs World Economic Outlook (2010) framgår det att Sverige och Tyskland tillhör de länder 
i Europa som blev värst drabbade av Finanskrisen. Det framgår också att Tyskland och 
Sverige återhämtade sig från Finanskrisen tidigare och starkare än många andra länder i 
Europa. Detta trots att Tysklands medverkande i valutaunionen EMU förhindrade den tyska 
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valutakursen från att depreciera likt den svenska. Att Tyskland och Sverige reagerade likartat 
i Finanskrisens nedgångsfas och uppgångsfas kan ses som en motivering till varför det är 
intressant att jämföra resultaten från Drechsel och Scheufeles (2010) studie med uppsatsens.  
Finanskrisen hade enligt Konjunkturinstitutet (2008a) sin början i USA under sommaren 
2007. Krisen innebar en period av höga riskpremier på kreditmarknaden, hög volatilitet, 
snabbt fallande tillgångsvärden samt omfattande problem med likviditet och insolvens för 
banker och finansiella institut.  Krisen uppstod efter en period med relativ stabilitet på de 
finansiella marknaderna. De dåvarande låga räntorna medförde att finansinstitut började ta 
större risker och därför sökte sig till nya instrument för att nå högre avkastning. Bland annat 
ökande användningen av komplexa instrument så kallade strukturerade värdepapper 10 . 
Finanskrisen utlöstes när de strukturerade värdepapperna snabbt förlorade värde11. Krisen 
förvärrades av att det uppstod en misstro mellan banker och finansiella institut och viljan att 
låna ut pengar på kreditmarknaden sjönk. Därutöver bidrog kapitaltäckningskrav och 
bokföringsprinciper till en nedåtgående spiral och negativ trend i det finansiella systemet som 
helhet.  
Först fjärde kvartalet år 2007 gick det att identifiera tecken på att Finanskrisens 
efterverkningar nått den svenska ekonomin. Konjunkturinstitutet (2008b) bedömer dock att så 
gott som inga prognosmakare hade några föraningar om den stundande krisen och 
tillväxtprognoserna vid denna tidpunkt var generellt sett relativt optimistiska. Det skulle snart 
visa sig att Sverige inte förskonats från den finansiella turbulensen. Krisens effekter på den 
svenska ekonomin blev bland annat hårdare kreditvillkor, högre räntor, ökad osäkerhet som i 
sin tur resulterade i stora svängningar på aktiemarknaden och fallande tillgångspriser. Vidare 
kom nedgången i den globala konjunkturen att påverka den svenska exporten negativt. Många 
svenska industriföretag påverkades av minskad internationell efterfrågan av deras produkter 
på marknaden.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
10 Strukturerade värdepapper har kombinationer av värdepapper med olika kreditrisk som underliggande tillgång 
(Konjunkturinstitutet, 2008a)   
11 De strukturerade värdepappernas plötsliga värdeminskning utlöstes av att bostadslån till låntagare med svag 
återbetalningsförmåga ofta tillhörde de underliggande tillgångarna i strukturerade värdepapper. Krisen utlöstes 
när oväntat många låntagare inte klarade av att möta sina betalningar under det första halvåret av 2007 
(Konjunkturinstitutet, 2008a).  	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2.3 Hypoteser 
Uppsatsens förväntade resultat kan summeras i tre hypoteser: 
• Prognosernas totala precision förväntas försämras i Finanskrisens nedgångsfas samt 
uppgångsfas, dvs. storleken på prognosernas avvikelse från det faktiska utfallet 
förväntas öka. Det förväntade resultatet grundar sig i Finanskrisens exceptionella 
omfattning (Konjunkturinstitutet, 2008a). Finanskrisen karaktäriserades av hög 
osäkerhet vilket sannolikt påverkar prognosernas precision negativt. Hypotesen är 
även i linje med Drechsel och Scheufeles (2010) forskningsresultat. 
• I enlighet med Drechsel och Scheufeles (2010) resultat förväntas prognosernas 
prediktiva förmåga relativt referensprognoser förbättras under krisens nedgångsfas. 
Det är också möjligt att den prediktiva förmågan förbättras även under Finanskrisens 
uppgångsfas. Däremot är Drechsel och Scheufeles resultat endast direkt jämförbart 
med finanskrisens nedgångsfas.  Även denna hypotes har sin utgångspunkt i Finans-
krisens exceptionella omfattning. Krisen påverkade svensk ekonomi på kort såväl som 
lång sikt (Konjunkturinstitutet, 2008b). Det innebär i sin tur att Drechsel och 
Scheufeles (2010) resultat sannolikt är tillämpbara på längre sikt än endast i Finans-
krisens nedgångsfas.   
• Under perioden före Finanskrisen misslyckas individuella indikatorer i Drechsel och 
Scheufeles (2010) studie med att signifikant överträffa referensprognoser. Uppsatsen 
förväntas leda till överensstämmande resultat. 
 
3. Ekonometrisk metod 
Följande avsnitt syftar till att beskriva den empiriska metod som uppsatsens prognoser 
baseras på.  
 
3.1 Grundläggande modell 
Prognoser om det framtida konjunkturläget kan upprättas genom dynamiska regressions-
modeller. Att använda dynamiska regressionsmodeller för att skapa prognoser skiljer sig från 
de regressionsmodeller (exempelvis OLS) som används för att skatta kausala samband (Stock 
och Watson, 2012). Modeller som är användbara för prognostisering behöver inte ha en 
kausal tolkning. Ett förtydligande exempel, en person som observerar att gångtrafikanter bär 
på paraplyer kan förutse regn även fast gångtrafikanter som bär på paraplyer inte skapar regn.  
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Framtida prognoser av industriproduktion (Y) kan upprättas genom en autoregressiv 
regressionsmodell som relaterar industriproduktion med dess tidigare värden, enligt följande 
Autoregressiva modell av p:te ordningen (”AR (p) modell”):  
     𝑌! = 𝛽! + 𝛽!𝑌!!! + 𝛽!𝑌!!! +⋯+ 𝛽!𝑌!!! + 𝑢!   (3.1) 
 
I AR (p) modellen utgörs industriproduktion Yt av en linjär funktion av tidsseriens p tidigare- 
(s.k. laggade) värden. Ett för modellen underliggande antagande är att feltermen ut villkorat 
förväntas vara lika med noll, dvs. E(u| Yt-1, Yt-2, …)=0. För det första innebär det att den bästa 
prognosen av industriproduktion Yt i nästa period (YT+1) baserat på samtliga av tidsseriens 
historiska värden endast beror på de p senaste värdena i tidsserien. För det andra innebär det 
att felen ut inte är seriellt korrelerade. Enligt nationalekonomisk teori kan en prognos 
förbättras om tidigare värden av andra variabler än industriproduktion adderas till 
regressionsmodellen. Det betyder att prognosen av industriproduktion potentiellt kan 
förbättras genom att addera laggade värden av PMI/KI eller båda till AR(p)-modellen. En 
sådan modell heter Autoregressive Distributed Lag Model (”ADL-modell”): 
 𝐴𝐷𝐿 𝑝, 𝑞         𝑌! = 𝛽! + 𝛽!𝑌!!! + 𝛽!𝑌!!! +⋯+ 𝛽!𝑌!!!  (3.2) +  𝛿!𝑋!!! + 𝛿!𝑋!!! +⋯+ 𝛿!𝑋!!! + 𝑢! 
 
I ADL-modellen är ett antagande att felen ut har ett villkorat medelvärde lika med noll givet 
samtliga historiska värden av industriproduktion Y och indikatorn X, dvs. E(u| Yt-1, Yt-2, … , Xt-
1, Xt-2, …)=0. Detta innebär att ytterligare laggade värden av tidsserierna inte bör adderas till 
modellen. P och q laggade värden är den sanna tidsförskjutningen och koefficienterna på 
ytterligare laggar är därför lika med noll (Stock och Watson, 2012). 
 
I linje med Drechsel och Scheufeles (2010) metodik används historisk tidsseriedata av 
Industriproduktion och PMI/KI för att prognostisera framtida värden av industriproduktion, 𝑌   !!!|!    och skapar så kallade out-of-sample prognoser. Out-of-sample prognoser 
kännetecknas av att prognosernas skattade värden avser en period som ligger utanför och 
bortom den period som skattningen baseras på. Det faktiska, verkliga värdet för prognos-
tidpunkten ingår alltså inte i det urval som skattningen baseras på. Out-of-sample prognoser 
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speglar den situation som prognosmakare befinner sig i när de skattar prognoser för 
framtiden.  I ADL-modellen är β0, β1, ... , βp,  δ1, δ2, … , δq okända. Det innebär att prognoser 
om framtiden måste baseras på estimerade värden av koefficienterna. De estimerade 
koefficienterna är i sin tur konstruerade baserat på historisk data12. Ekvation 3.3 och 3.4 är 
prognoser av industriproduktion i nästkommande period. Baserat på data tillgänglig vid 
tidpunkt T så skattas en prognos av referensserien i period T+1. 
 𝑃𝑟𝑜𝑔𝑛𝑜𝑠  (𝐼𝑛𝑑𝑖𝑘𝑎𝑡𝑜𝑟𝑚𝑜𝑑𝑒𝑙𝑙)      𝑌 =𝑇+1|𝑇   𝛽  0 + 𝛽  1𝑌𝑇 +   𝛽  2𝑌𝑇−1 +⋯+ 𝛽  𝑝𝑌𝑇−𝑝   (3.3)                                                                                                                                             +  𝛿  !𝑋! + 𝛿  !𝑋!!! +⋯+ 𝛿  !𝑋!!! + 𝑢!  
 𝑃𝑟𝑜𝑔𝑛𝑜𝑠   𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑠𝑚𝑜𝑑𝑒𝑙𝑙       𝑌 =𝑇+1|𝑇   𝛽  0 + 𝛽  1𝑌𝑇 +   𝛽  2𝑌𝑇−1 +⋯+ 𝛽  𝑝𝑌𝑇−𝑝 + 𝑢𝑡   (3.4)  
 
3.2 Prognoser för h-perioder framåt i tiden 
Uppsatsen skattar out-of-sample prognoser där prognoshorisonterna är 1, 4, 8, och 12 
månader. Prognoser där prognoshorisonten är längre än 1 period (h>1) bör skattas enligt en så 
kallad direkt metod13 (Stock och Watson, 2012). Den direkta metoden innebär att prognosen 
av referensserien 𝑌!!!!  baseras på p och q laggade värden av 𝑌! och 𝑋!. Det maximala antalet 
lag för 𝑌!  och 𝑋!  är alltid desamma och bestäms av prognoshorisonten h (dvs. p=q≤h). 
Exemplifierat innebär det att en prognos av industriproduktion som skattas 4-perioder framåt i 
tiden bör skattas med maximalt 4-lag av Yt och Xt. 
 𝑌!!!! = 𝛼 +    𝛽!𝑌!!!!!!! +    𝛽!𝑋!!!!!!! + 𝑢!!!!                     𝑖, 𝑗 = 1, 2,… ,12    (3.5) 
 
I ovanstående prognosekvation är antalet lag begränsade till 1 ≤ 𝑝 ≤ 12 och 1 ≤ 𝑞 ≤ 12. 
Prognoser baseras på månatlig data vilket innebär att en period motsvaras av en månad. 
Referensserien är industriproduktion (𝑌!) och indikatorn (𝑋!) är PMI/KI eller båda. Till 
skillnad från Drechsel och Scheufeles (2010) studie tar denna uppsats inte hänsyn till- och 
korrigerar inte för- när i tid PMI/KI görs tillgängliga för analys. Anledningen till avsteget från 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 𝑌   !!!|!   	  betecknar	  prognosen	  för	  YT+1	  baserat	  på	  information	  i	  period	  T,	  denna	  information	  estimeras	  genom	  ADL	  med	  data	  för	  tidsperioden	  T.	  
13 Prognoser som inte skattas enligt en direkt metod skattas vanligtvis enligt en ”ireated” prognosmodell. En 
sådan modell innebär att prognosen skattas för en nästkommande period YT+1, det värdet används i sin tur för att 
skatta värdet YT+2. Proceduren upprepas till värdet för YT+h är fastställt.	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Drechsel och Scheufele metodik är att studierna skiljer sig från varandra i fråga om 
omfattning. Denna uppsats utvärderar endast två enkätbaserade indikatorers prediktiva 
förmåga vilket kan jämföras med Drechsel och Scheufeles studie som utvärderar nästan 70 
indikatorer14. För Drechsel och Scheufele är denna korrigering nödvändig eftersom deras 
indikatorer görs tillgängliga med olika frekvenser. Eftersom PMI och KI görs tillgängliga 
med bara några dagars mellanrum så får ovannämnda korrigering sekundär betydelse. 
 
För prognoser som skattas h perioder framåt i tiden är feltermen, 𝑢! seriellt korrelerad. När 
feltermen är seriellt korrelerad så är OLS-standardfel inte längre tillförlitliga. Regressionens 
standardfel måste hantera heteroskedasticitet samt autokorrelation. Därför används Newey-
West HAC standardfel för prognoser där h>1.  
 
3.3 Utvärdering av prognosernas precision 
Prognosens avvikelse, det så kallade prognosfelet kan beräknas genom att det prognostiserade 
värdet 𝑌   !!!   subtraheras från det verkliga utfallet    𝑌!!!. Prognosfelet kan sedan användas för 
att beräkna prognosens medel kvadratfel (Root mean squared  error, ”RMSE”). RMSE är ett 
storleksmått på prognosfelet och mäter prognosmodellens typiska misstag. RMSE kan 
härledas utifrån två felkällor. Den första felkällan uppkommer eftersom framtida värden av 
feltermen 𝑢!  är okända. Den andra felkällan beror på osäkerheten i skattningen av 
koefficienterna 𝛽!  , 𝛽!  …, 𝛽!   och 𝛿!  , …, 𝛿!  . Om den första felkällan är större än den andra, 
vilket den ofta är i stora urval, så uppgår RMSE approximativt till 𝑣𝑎𝑟(𝑢!),    dvs. 
standardavvikelsen för feltermen, 𝑢!. Eftersom feltermens standardavvikelse estimeras utifrån 
regressionens standardfel kan RMSE estimeras direkt från regressionens standardfel givet att 
osäkerheten i skattningen av koefficienterna är försumbar. Med anledning av att urvalen som 
uppsatsens prognoser baseras på är förhållandevis små redovisas likt Drechsel och Scheufele 
(2010) RMSE som inkluderar båda felkällorna.15  
 
Ett annat vanligt utvärderingsmått är prognosens absoluta fel (Mean Absolute Error, ”MAE”). 
En viktig egenskap hos MAE är att måttet inte tar hänsyn till om avvikelsen från utfallet är 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  14	  Drechsel och Scheufeles (2010) studie utvärderar 68 indikatorer tillhörande följande fem olika kategorier, 
enkätbaserade-, finansiella-, realekonomiska-, pris- och löneindikatorer. 
15 Uppsatsen utgår från tre urval, perioden innan finanskrisen (57 observationer), finanskrisens nedgångsfas (20 
observationer) och finanskrisens uppgångsfas (12 observationer).	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positiv eller negativ. Även detta mått kommer i enlighet med Drechsel och Scheufeles (2010) 
studie att redovisas i uppsatsens resultatavsnitt.  
 𝑅𝑀𝑆𝐹𝐸 = (  𝑌!!! −   𝑌   !!!   )!  (3.6)  𝑀𝐴𝐸 =   𝑌!!! −   𝑌   !!!      (3.7) 
 
Att framtida värden av industriproduktion skattas med AR(p)-modellen såväl som ADL- 
modellen möjliggör att en ”Referensmodell” och en ”Indikatormodell” kan upprättas (se 
ekvation 3.3 och 3.4). Referensmodellen bygger på att framtida värden av industriproduktion 
prognostiseras baserat på variabelns tidigare värden. Indikatormodellen bygger på att framtida 
värden av industriproduktion baseras på tidigare värden av industriproduktion samt PMI/BI 
eller båda. Indikatormodellens relativa prestation jämfört Referensmodellen kan därmed 
beräknas. Måttet som mäter den relativa prestationen kallas Relativ RMSE och är Drechsel 
och Scheufeles (2010) samt uppsatsens primära utvärderingsmått. Måttet har fördelen av att 
vara lättolkat. När Relativ RMSE antar värden som är lägre än ett (1) betyder det att 
Indikatormodellen är bättre på att prognostisera industriproduktion än den Referensmodellen. 
 𝑅𝑒𝑙𝑎𝑡𝑖𝑣  𝑅𝑀𝑆𝐸 =    !"#$  (!"#$%&'()*(#+,,)!"#$  (!"#"$"%&'()"**)     (3.8) 
 
RMSE och MAFE är storleksmått som mäter prognosens typiska misstag. Genom att studera 
och analysera dessa mått kan kvalitativa bedömningar göras för att fastställa de olika 
prognosmodellernas ranking gentemot varandra (Drechsel och Scheufele, 2010) 16. För att 
testa om Indikatormodellen är signifikant bättre än Referensmodellen på att prognostisera 
industriproduktion utgår uppsatsen från Diebold-Mariano testet. Tidigare forskning (se 
Benner och Meier, 2004; Dreger och Schumacher, 2004) använder Diebold-Marianos (1995) 
test för att jämföra två konkurrerande prognoser. Förenklat kan man säga att testet testar 
hypotesen att de båda prognoserna är lika bra på att prognostisera referensserien, i detta fall 
Industriproduktion.   
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  16	  Genom	  att	  studera	  RMSE	  och	  MAFE	  kan	  de	  fyra	  prognosmodellerna	  rankas	  gentemot	  varandra	  (PMI-­‐,	  KI-­‐,	  Poolade-­‐	  och	  Referensmodellen).	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3.4 Diebold-Mariano testet 𝑌!   betecknar industriproduktion (faktiskt utfall), 𝑌!!!|!!  och 𝑌!!!|!!  betecknar de två 
konkurrerande prognoserna av industriproduktion.  𝑌!!!|!!   är referensprognosen skattad enligt 
AR(p) – modellen och 𝑌!!!|!!  är indikatorprognosen skattad enligt ADL – modellen. De två 
modellernas avvikelse från det faktiska utfallet, prognosfelet är: 
 𝜀!!!|!! = 𝑌!!! − 𝑌!!!|!!      (3.9)  𝜀!!!|!! = 𝑌!!! − 𝑌!!!|!!     (3.10) 
 
Prognosen avser h-perioder framåt och antas beräknas för t = t0, … , T. Det totala antalet 
prognoser uppgår till T0 vilket ger följande serie av prognosfel: 
    𝜀!!!|!!   ,!!!  𝜀!!!|!!   !!!     (3.11) 
 
Att prognoserna skattas h-perioder framåt innebär att de baseras på överlappande data vilket i 
sin tur leder till att prognosfelen 𝜀!!!|!!  och 𝜀!!!|!!  är seriellt korrelerade. Precisionen av 
varje prognos förklaras av en funktion som mäter storleken av prognosfelet mellan 
prognoserna och det faktiska värdet. Populära sådana funktioner är prognosens absolutfel 
(MAE) och prognosens kvadratfel (MSE), likt Dreger och Schumacher (2004) kommer 
uppsatsen utgå från MSE för att mäta storleken på prognosfelet 𝐿 𝑌!!!  ,𝑌!!!! .  
 𝐿 𝑌!!!  ,𝑌!!!! =   𝐿 𝜀!!!|!!   , 𝑖 = 1, 2   (3.12)  𝑀𝑆𝐸:  𝐿 𝜀!!!|!! =    𝜀!!!|!! !  (3.13) 
 
För att undersöka om en av prognosmodellerna är signifikant bättre än den andra på att 
prognostisera industriproduktion testas nollhypotesen   𝐻!:  𝐸 𝜀!!!|!! ! =   𝐸 𝜀!!!|!! !  mot 
den alternativa hypotesen 𝐻!:  𝐸 𝜀!!!|!! !   ≠   𝐸 𝜀!!!|!! ! . I nästa steg estimerar Diebold-
Mariano testet differensen 𝑑! mellan  prognosernas MSE: 
 𝑑! =    𝜀!!!|!! ! − 𝜀!!!|!! !  (3.14) 
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Lika prediktiv förmåga bestäms av 𝐻!:𝐸 𝑑! = 0 . Nollhypotesen kan avfärdas på en 
femprocentig signifikansnivå om Diebold-Mariano testets S-värde är större än 1,96.  
 𝑆 = 𝑑𝑎𝑣𝑎𝑟 𝑑 !! = 𝑑𝐿𝑅𝑉 𝑑 !!    
𝑑 =    1𝑇! 𝑑!!!!!!   𝐿𝑅𝑉! =   𝛾! + 2 𝛾! ,         𝛾!!!!! = 𝑐𝑜𝑣 𝑑! ,𝑑!!!  
 𝐿𝑅𝑉!  är ett konsekvent estimat på den asymptotiska långsiktiga variansen av 𝑇𝑑 . 
Anledningen till att testet utgår från variansen på lång sikt är att differensen 𝑑! !!!   mellan de 
konkurrerande prognosernas MSE är seriellt korrelerad. Differensen 𝑑! !!!  är seriellt 
korrelerad eftersom prognosen skattas för fler perioder än 1  (h>1). 
 
Trots att Diebold-Mariano testet är vanligt förkommande i tidigare forskning avfärdar 
Drechsel och Scheufele (2010) testet med motiveringen att testförfarandet ignorerar de 
konsekvenser som parameterosäkerhet orsakar när prognoser framställs genom 
regressionsmodeller. De anser att den så kallade ”asymptotiska irrelevansen” endast gäller 
med förbehåll för vissa antaganden. Ett sådant antagande är att Referensmodellen inte är 
nästlad i Indikatormodellen. Eftersom Drechsel och Scheufele utvärderar såväl nästlade som 
icke-nästlade modeller, väljer de att istället utgå från Giacomini och White (2006) test för att 
testa prognosers villkorade prediktiva förmåga17. 
 
Enligt Kholodini och Silverstovs (2005) är styrkan hos Diebold-Mariano testet förhållandevis 
liten i små urval. Uppsatsens totala urval uppgår till 87 observationer. Urvalet är uppdelat i tre 
mindre urval. Urval 1 är perioden före Finanskrisen (57 observationer), urval 2 är 
Finanskrisens nedgång (20 observationer) och urval 3 är Finanskrisens uppgång (12 
observationer). Som tidigare nämnts grundar sig Diebold-Mariano testet på den asymptotiska 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  17	  Med anledning av begräsningar i det statistiska program som används för att skatta uppsatsens prognoser har 
författaren inte haft möjlighet att replikera Drechsel och Scheufeles exempel och utgå från Giacomini och 
Whites (2006) test. 	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variansen på lång sikt. Enligt Kholodini och Silverstovs (2005) är det osannolikt att testet 
uppskattar den långsiktiga variansen korrekt i ett urval om endast 12 observationer. Diebold-
Mariano-testresultat för urval 1, perioden innan krisen, har flest observationer och bör därför 
ses som det mest tillförlitliga. 
 
Att uppsatsen skrivs på kandidatnivå begränsar möjligheten att fullt ut replikera den metodik 
som Drechsel och Scheufele (2010) använder sig av. Denna begräsning har lett till tre stora 
skillnader mellan uppsatsen och deras studie. Den första skillnaden är, som tidigare nämnts, 
att uppsatsen utgår från Diebold-Mariano (1995) testet för att urskilja om är 
Indikatormodellen bättre än Refersensmodellen på att prognostisera industriproduktion. 
Drechsel och Scheufele utgår istället från Giacomini och White (2006) test för att göra parvisa 
jämförelser mellan prognoser18 . Den andra skillnaden är att uppsatsen inte testar den 
genomsnittliga prediktiva förmågan för hela out-of-sample perioden. Drechsel och Scheufele 
använder att så kallat instabilitetstest för att testa denna förmåga. De utgår från från Andrews 
(2003) välkända Chow-test. Den tredje och sista skillnaden är att Drechsel och Scheufele 
(2010) utvärderar nio poolade prognosmodeller. Var och en av de poolade modellerna utgår 
från olika viktningssystem. Förenklat innebär viktningssystemen att varje indikator tilldelas 
en vikt och samtliga indikatorers vikter summeras till 1. Indikatorerna i Drechsel och 
Scheufels studie viktas exempelvis utefter: lika-vikter, median-vikter, informationskriterium 
(AIC) och robusthet (R2). För att uppnå högsta möjliga precision tillåts vikterna variera över 
tid. Uppsatsen skattar endast en (1) poolad prognosmodell. I denna modell tilldelas 
indikatorerna lika-vikter. 
 
3.5 Stationäritet  
Regressionsanalys av tidsseriedata använder data från det förflutna för att kvantifiera 
historiska samband. De historiska sambanden kan därefter användas för att förutse framtiden 
givet antagandet att framtiden är som det förflutna. Om detta antagande inte är giltigt, det vill 
säga då framtiden skiljer sig fundamentalt från det förflutna, bör historiska samband inte ses 
som tillförlitliga riktlinjer för att förutse framtiden. I tidsserieanalys formaliseras kriteriet för 
när historiska samband kan användas för att förutse framtiden av begreppet stationäritet. En 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
18 Drechsel och Scheufele (2010) anväder även en förlängning av detta test. De använder ett test av White (2000) 
och Hansen (2005). Testet omnämns som ”Test for Superior Predictive Ability (SPA)” och fördelen gentemot 
Giacomini och Whites (2006) test är att jämför fler modeller än två samt att testet tar hänsyn till korrelation 
mellan modellerna.  
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tidsserie är stationär om dess sannolikhetsfördelning inte förändras över tid. I praktiken 
innebär att tidsserien återvänder till sitt medelvärde över tid.  
 
En vanlig orsak till icke-stationäritet är att tidsseriedata följer en stokastisk trend19. En 
stokastisk trend kan något förenklat beskrivas som slumpmässig, det betyder att genomsnittet 
och variansen innehåller en slumpmässig trend som inte är konstant över tid.  Den enklaste 
formen av en variabel som följer en stokastisk trend är en så kallad ”random walk”.  En 
tidsserie följer en random walk när förändringen i tidsserien 𝑌t är ”independent and 
identically distributed” (i.i.d), och beter sig då som följer: 
 𝑌! = 𝑌!!! + 𝑢! (3.15) 
 
En ”random walk” innebär att värdet idag Yt är lika med värdet igår, Yt-1 plus slumpen, ut 
(Stock och Watson, 2012). För att mäta om en variabel följer en stokastisk trend testas 
variabeln Yt för om den har eller inte har en enhetsrot. Om Yt har en enhetsrot så innehåller 
variabeln en stokastisk trend och är därmed icke-stationär. 
 
Det test som normalt används för att testa stationäritet är augmented Dickey-Fuller testet 
(”ADF-test”). ADF-testet testar nollhypotesen att Yt har en enshetsrot (H0: δ =0), mot den 
alternativa hypotesen, att Yt är stationär (H1: δ <0).   
 ∆𝑌! = 𝛽! + 𝛿𝑌!!! + 𝛾!Δ𝑌!!! + 𝛾!Δ𝑌!!! +⋯+ 𝛾!∆𝑌!!! + 𝑢! (3.16) 
 
Antalet laggade värden, p av Yt som bör inkluderas i ADF-testet kan bestämmas genom Bayes 
information criterion (”BIC”) eller Akaike information criterion (”AIC”).  
 
3.6 Informationskriterium 
Det existerar ett flertal tillvägagångsätt för att estimera antalet laggade värden p och q som 
bör inkluderas i en tidsserieregression. Ett vanligt tillvägagångssätt att estimera p och q är 
genom att minimera ett så kallat informationskriterium. Två sådana informationskriterier är 
BIC och AIC. Den stora skillnaden mellan BIC och AIC är att AIC i sin konstruktion inte 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
19 En annan anledning till icke-stationäritet kan vara att strukturella förändringar så kallade ”avbrott” i 
omvärlden. Exempelvis skulle en förändringar i den ekonomiska politiken innebär att prognoser som baseras på 
regressionsmodeller som inte tar hänsyn till förändringen är missvisande (Stock och Watson, 2012). 
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garanterar att den korrekta storleksordningen av p och q väljs. Även i stora urval riskerar AIC 
att felaktigt estimera ett för stort antal laggar. Trots detta används AIC frekvent inom 
forskning eftersom många oroas av att BIC kommer generera en modell med för få laggade 
värden. 
 
Att estimera det korrekta antalet laggar i en tidsserieregression, dvs. estimera 
storleksordningen av p och q, innebär i praktiken att balansera marginalnyttan av ytterligare 
en lag gentemot marginalkostnaden. När ytterligare en lag inkluderas i tidsserieregressionen 
ökar osäkerheten i skattningen. Om den estimerade storleksordningen av p och q är för låg 
utelämnas värdefull information som finns i laggade, mer avlägsna värden av Yt. Om den 
estimerade storleksordningen av p och q istället är för hög skattas fler koefficienter än 
nödvändigt, vilket i sin tur adderar ytterligare skattningsfel till prognosen. Det antal laggar 
som leder till lägst värde på BIC/AIC är det optimala antalet. Drechsel och Scheufele (2010) 
använder AIC för att fastställa det optimala antalet laggar. 
 
3.7 Autokorrelation  
Det är för tidsseriedata vanligt att värdet av en tidsserie idag korrelerat med tidsseriens värde i 
nästa period. Denna korrelation med tidigare värden kallas autokorrelation eller 
seriekorrelation (Stock och Watson, 2012). Gjuarati (2004) skriver att sannolikheten för att 
observationer inom en tidsserie är korrelerade med varandra ökar när tidsintervallet mellan 
observationerna är litet. Samtliga av uppsatsens variabler publiceras på månadsbasis, vilket 
Gjuarati definierar som korta publiceringsintervall. Det finns därför anledning att testa om 
autokorrelation kan avfärdas. Ett av de vanligaste testen för seriekorrelation är Durbin-
Watsons d-test (d-testet). Durbins d-test kommer inte användas eftersom testet inte kan 
hantera att laggade värden av beroende variabeln ingår i den autoregressiva modellen. Om 
uppsatsen utgår från d-testet riskerar resultatet felaktigt luta mot att acceptera nollhypotesen 
om att seriekorrelation inte existerar. Författaren har istället valt att utgå från det Durbin 
utvecklade h-testet samt Breusch-Godfrey-testet, med likartade egenskaper. Enligt Gjuarati är 
Breusch-Godfrey-testet att föredra framför h-testet eftersom Breusch-Godfrey-testet, i 
statistisk mening, är kraftfullare. Autokorrelation kan avfärdas på en 95 procentig 
signifikansnivå om p-värdet som testen genererar överstiger 0,05.    
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3.8 Granger kausalitet  
Eftersom tid inte går baklänges skapar tidsseriedata möjligheten att undersöka om en serie 
orsakar en annan. Exempelvis, om X inträffar före Y så finns det en möjlighet att X orsakar Y, 
det är däremot omöjligt för Y att orsaka X. Detta koncept kallas Granger kausalitet och 
innebär förenklat att X ”Granger-orsakar” Y om historiska värden av X bidrar till att förklara Y 
(Stock och Watson, 2012). Det är dock viktigt att komma ihåg att Granger kausalitet inte 
garanterar att X orsakar Y utan snarare antyder att X kan orsaka Y. Det är därför klokast att 
vara försiktig med vilka slutsatser testet för Granger kausalitet ligger till grund för. Granger 
kausalitets test är ett F-test som testar hypotesen att samtliga koefficienter (𝛿) för Xt-1, Xt-2, …, 
Xt-q i ekvation 3.2 är noll. Nollhypotesen antyder att X inte har någon prediktiv förmåga av Y 
utöver den förmåga som andra förklarande variabler innehar. Att nollhypotesen avfärdas 
innebär i uppsatsens fall, att inkluderingen av PMI eller KI Xt-1, Xt-2, …, Xt-q leder till en 
signifikant estimering av 𝛿, 𝛿!!!, 𝛿!!!,… , 𝛿!!!. Det innebär i sin tur att PMI och/eller KI 
Granger-orsakar industriproduktion.  
 
Fritsche och Stephan (2000) och Marcellino (2006) är exempel på forskning som använder 
Granger kausalitet för att avgöra om indikatorer är ledande, det vill säga ”orsakar” 
förändringar i referensserien. Fritsche och Stephan (2000) resultat visar att ett urval av de 
indikatorer som ingår i Drechsel och Scheufeles (2010) studie är ledande. Drechsel och 
Scheufeles (2010) utgår däremot inte från Granger kausalitet för att fastställa huruvida 
indikatorerna i deras studie har ledande egenskaper. De utgår istället från att samtliga av deras 
indikatorer har prognosvärde. Påstående grundar sig på Stock and Watsons (2003) 
forskningsresultat. Granger kausalitet mäter indikatorers ”in-sample” prediktiva förmåga20. 
Stock and Watsons (2003) resultat talar för att indikatorer som har god in-sample prediktiva 
förmåga inte nödvändigtvis har god out-of-sample prediktiv förmåga. Eftersom befintlig 
forskning rörande enkätbaserade konjunktur i Sverige, till skillnad från Tyskland, är mycket 
begränsad anser författaren att det är intressant att testa om PMI och KI Granger-orsakar 
industriproduktion. 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  20	  Grangers kausalitets test är ett in-sample test. Det innebär att testet baseras på det verkliga utfallet och avser 
inte en period som ligger utanför och bortom den period som skattningen avser. 	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4. Data 
Följande avsnitt innehåller en detaljerad beskrivning av indikatorernas och referensseriens 
uppbyggnad och tolkning.  
 
4.1 Inköpschefsindex (PMI) 
PMI är en konjunkturindikator framtagen av Sveriges Inköp och Logistikförbund (Silf) och 
Swedbank. Indexet publiceras den första måndagen varje månad och är utformat enligt den 
amerikanska förlagan. I Sverige deltar ca 200 inköpschefer inom tillverkningsindustrin. PMI 
är en sammansättning av följande variabler: 30 procent orderingång i det egna företaget, 25 
procent produktion i det egna företaget, 20 procent sysselsättning i det egna företaget, 15 
procent leverantörernas leveranstider och 10 procent lager (inköpt material). Målet med PMI 
är en snabb konjunkturindikator med enkel statistisk tolkning. Statistiken ska ha relativt korta 
publiceringsintervall och för att upprätthålla hög kvalitet ska Silf/Swedbank ständigt ha 
kontakt med en välinformerad yrkesgrupp (Swedbank, 2013). 
 
De frågor som inköpscheferna besvarar har tre svarsalternativ: situationen har förbättrats, är 
oförändrad, har försämrats. PMI beräknas enligt ett så kallat diffusionsindex. Positiva 
förändringar tas fram i procent för de fem delindexen, till detta tal adderas den procentuella 
andelen oförändrade svar multiplicerat med 0,5. Sedan viktas de olika delindexen enligt ovan 
för att komma fram till ett totalindex. Inköpschefsindex anger inga aktivitetsnivåer utan 
månadsvisa förändringar av industrikonjunkturen. Skiljelinjen mellan upp- och nedgång i 
industrikonjunkturen har (i linje med amerikansk praxis) fastställts till 50.  Någon överdriven 
exakt tillämpning av denna gräns eller neutrala tillväxtzon bör dock inte göras. Exempelvis 
ger 49,7 eller 50,3 inte särskilt olikartade konjunktursignaler utifrån PMI-totalindex. 
(Swedbank, 2013) 
 
Att PMI antar värden ovanför respektive under skiljelinjen 50 beroende på konjunkturläget 
innebär att indexserien med största sannolikhet är stationär och regelbundet återvänder till sitt 
medelvärde över tid21. Det kan även bekräftas genom att studera PMIs utveckling över tid, se 
figur 4.1. Därutöver förkastar ADF-testet nollhypotesen att PMI har en enhetsrot, vilket också 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
21 Indexserier som antar värden mellan ett högsta och lägsta värde (applicerbart för diffusionsindex/nettotal) 
måste rent principiellt vara stationära på lång sikt eftersom serierna aldrig kan överstiga/understiga det högsta 
respektive lägsta värdet.  
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bekräftar stationäritet22. Indexserien är säsongsrensad och behöver därför inte korrigeras för 
säsongseffekter.  
Figur 4.1 – Inköpschefsindex, PMI 
 
Ovanstående figur illustrerar PMIs utveckling mellan 1995-2013. Den svarta referenslinjen motsvarar PMIs 
medelvärde under tidsperioden. Vi kan tydligt se att PMI pendlar kring sitt medelvärde över tid.  
 
 
4.2 Konfidensindikatorn (KI) 
Konjunkturinstitutet publicerar på månads-, kvartals- och årsbasis ett brett spann av 
makroekonomisk data. Bland annat publicerar de varje månad så kallade konfidensindikatorer 
som mäter stämningsläget i tillverknings- och byggindustri samt handel och privata 
tjänstenäringar. Varje månad besvarar drygt 6000 företag frågor om deras syn på nuläget och 
förväntningar om framtiden23. Uppsatsen använder konfidensindikatorn för tillverknings-
industrin (KI) för att prognostisera industriproduktion. Företagen inom tillverkningsindustrin 
svarar på frågor angående den totala orderstocken, färdigvarulagren, produktionsvolymen 
samt förväntningar om framtiden24 (Konjunkturinstitutet, 2013). För att varje enskilt företags 
svar ska motsvara företagets storlek i populationen bearbetas enkätsvaren per urvalsbransch 
och storleksklass (stratum). De vikter som används skiljer sig åt mellan frågor och 
näringsgrenar. För tillverkningsindustrin används främst förädlingsvärde som vikt. Ett 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
22 För fullständiga	  ADF-­‐resultat,	  vänligen	  kontakta	  författaren.	  
23 Alla EU-länder genomför liknande företagsundersökningar varje månad och Konjunkturinstitutets frågor är i 
linje med EU:s riktlinjer.  
24 Konfidensindikatorn för tillverkningsindustrin har funnits sedan 1960-talet. År 1996 började Konjunktur-
institutet göra månadsundersökningar. Samtliga enkätfrågor till Konfidensindikatorn för tillverkningsindustrin 
återges på Konjunkturinstitutets hemsida. (Konjunkturinstitutet, 2013) 
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undantag är frågor rörande sysselsättningen. För dessa frågor viktas företagen utefter antal 
anställda. Varje år förnyas företagsurvalet och delar av urvalet byts ut. Både icke-
säsongsrensade och säsongsrensade tidsserier av KI publiceras. Uppsatsen utgår endast från 
säsongsrensade data av KI. 
Figur 4.2 – KI och ”läget” 
 
Ovanstående figur illustrerar hur en förändring i KI ska tolkas givet antagandet 
 om normalfördelning. 𝜇 betecknar medelvärdet och  𝜎 betecknar standardavvikelsen. 
 
För att konfidensindikatorn ska vara lättolkad används begreppet ”läget” för att beskriva en 
uppgång respektive nedgång i konjunkturen. Under antagandet om normalfördelning innebär 
det att 68 procent av samtliga observationer återfinns inom en (1) standardavvikelse från 
medelvärdet. 95 procent av observationerna återfinns inom två (2) standardavvikelser från 
medelvärdet. Figur 4.1 illustrerar tolkningen av KI och ”läget”. Läget bör tolkas som ”mycket 
starkt” när KI ligger mer än 1 standardavvikelse över medelvärdet, ”starkt” när KI ligger 
minder än 1 standardavvikelse över medelvärdet. Samma tolkning gäller när KI antar värden 
lägre än medelvärdet. Läget är ”svagt” och ”mycket svagt” när KI är ligger mindre än 1 
respektive 2 standardavvikelser under medelvärdet.  
 
Enkätfrågorna har i likhet med PMI tre svarsalternativ: situationen har förbättrats, är 
oförändrad, har försämrats. För varje fråga beräknas ett nettotal. Nettotalet är saldot mellan 
andelen företag som uppgett en ökning respektive minskning för en viss fråga. Vid tolkning 
av nettotalen är det viktigt att ta hänsyn till branschens struktur (Konjunkturinstitutet, 2013). 
En idealisk branschstruktur består av många jämnstora företag. I näringslivet är 
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storleksspridningen inom branschen ofta stor. I det flesta branscher finns det dock ett tydligt 
samband mellan storleken på nettotalen och storleken på den kvantitativa förändringen.25  
 
I figur 4.2 kan vi se att KI precis som PMI regelbundet återvänder till sitt medelvärde över tid 
och därmed är stationär. Även ADF-testet avfärdar nollhypotesen att KI har en enhetsrot. 
ADF-testet bekräftar därmed att KI är stationär26. 
 
Figur 4.2 – Barometerindikatorn, KI 
 
Ovanstående figur illustrerar BIs utveckling mellan 1996-2013. Den svarta referenslinjen motsvarar BIs 
medelvärde under tidsperioden. Vi kan tydligt se att KI pendlar kring sitt medelvärde över tid. 
 
Barimeterindikatorn är en summering av de ovan nämnda konfidensindikatorerna för totala 
näringslivet samt ytterligare en konfidensindikator, hushållsbarometer27. År 2007 genomförde 
Konjunkturinstitutet en analys av hur Barometerindikatorn kan användas vid bedömningar av 
BNP-tillväxten. Analysens resultat blev att Barometerindikatorn ger information om BNP-
tillväxten för ett kvartal 2-5 månader innan SCB publicerar BNP-tillväxten för samma kvartal. 
Tolkningen av resultatet blev att om barometerindikatorn ökar med 10 enheter ett kvartal så 
svarar det mot att uppräknad årstakt och kalenderkorrigerad årstakt för BNP ökar med 1,1 
respektive 1,3 procentenheter. Den generella slutsatsen var att Barometerindikatorn har en 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
25 I branscher där antalet företag är få blir sambandet mer osäkert och stora nettotal behöver nödvändigtvis inte 
innebära kraftiga kvantitativa förändringar (Konjunkturinstitutet, 2013). 26	  För	  fullständiga	  ADF-­‐resultat,	  vänligen	  kontakta	  författaren.	  27	  Varje	  månad	  gör	  konjunkturinstitutet	  telefonintervjuer	  med	  1500	  hushåll.	  Hushållen	  svara	  på	  frågor	  angående deras syn på den egna och den svenska ekonomin, inflationen samt deras planerade inköp av 
kapitalvaror och sparande. Samtliga sektorer svarar därutöver på frågor angående deras framtidsförväntningar.	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relativt stark samvariation med förändringen av BNP (Konjunkturinstitutet, 2013). 
Konjunkturinstitutets studie och uppsatsen har olika referensserier (BNP och 
industriproduktion) innebärande att resultaten inte är direkt jämförbara.  
 
4.3 Industriproduktionsindex (IPI) 
Uppsatsens referensserie är industriproduktion. Industriproduktion bör ses som lämplig 
referensserie för utvecklingen av den svenska konjunkturen eftersom industriproduktion 
påverkas starkt av förändringar i svensk export. Svensk export har i sin tur stort inflytande på 
BNP. Sverige är en liten exportberoende ekonomi med en exportandel på cirka 50 procent av 
BNP (Konjunkturinstitutet, 2008b). Drechsel och Scheufele (2010) motiverar valet av 
industriproduktion som referensserie eftersom indexserien är tillgänglig på månadsbasis. 
Antalet observationen (och därmed antalet frihetsgrader) ökar avsevärt när månatlig data 
används.28  
Industriproduktionsindex (IPI) är ett kedjeindex som publiceras löpande varje månad av 
svenska Statistiska Centralbyrån (SCB). IPI är ett volymindex som avser mäta förändringen i 
produktionen inom industrin. Förändringen mellan två perioder mäts i termer av 
förädlingsvärde. SCB publicerar faktiska, kalenderkorrigerade, säsongsrensade samt 
trendskattade indextal för att IPIs utveckling över tid ska speglas så rättvist som möjligt 
(SCB, 2010).  
Genom att studera den historiska utvecklingen av IPI i figur 4.3 ser vi att BNP endast 
återvänder till sitt medelvärde en gång under perioden 1995-2013. Rent principiellt bör IPI 
aldrig återvända till sitt medelvärde. Att IPI under Finanskrisen 2008 föll så kraftigt att 
indexserien återvände till sitt medelvärde bör därför ses som ett undantag. Att IPI är icke-
stationär bekräftas av ADF- testet som misslyckas med att förkasta nollhypotesen att IPI har 
en enhetsrot29. För att hantera problemet med icke-stationäritet så logaritmeras IPI varefter 
årsdifferenser beräknas. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  28	  IPI	  publiceras	  med	  förhållandevis	  kort	  eftersläpning.	  Uppgifterna	  publiceras	  senast	  en	  månad	  och	  10	  och	  dagar	  efter	  referensmånaden	  (SCB,	  2012).	  
29 För	  fullständiga	  ADF-­‐resultat,	  vänligen	  kontakta	  författaren.	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Figur 4.3 – Industriproduktion, IPI 
 
Ovanstående figur illustrerar PIs utveckling mellan 1995-2013. Den svarta referenslinjen motsvarar PIs 
medelvärde under tidsperioden. Principiellt återvänder inte IPI till sitt medelvärde över tid. Att IPI återkommer 
till sitt medelvärde under finanskrisen 2008 bör ses som ett undantag. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Notera: Ovanstående figurer 4.4 och 4.5 illustrerar de tre tidsserierna PMI, KI och IPI. Vi kan se att 
tidsserierna följer varandra samt har ett stabilt förhållande över tid. Röd linje: PMI. Grön linje: KI. 
Blå linje: IPI. 
 
 
Figur 4.5 – Industriproduktion Figur 4.4 – PMI och KI 
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I figur 4.4 kan vi se att PMI och KI uppvisar liknande förändringar (växlingar). Förutom 
Finanskrisen 2008 kan vi exempelvis se att båda indexserierna reagerade negativt på Dotcom 
krisen 2001. Även år 2003 och 2005 kan vi se att tidsserierna i likhet med varandra vänder 
nedåt. När figur 4.4 jämförs med figur 4.5 ser vi att en vändpunkt i PMI och KI leder till 
motsvarande vändpunkt för IPI. Beskrivningar av PMI, KI, IPI och uppsatsens övriga 
variabler redovisas i tabell 4.1 – Databeskrivning. 
 
 
Tabell 4.1 – Databeskrivning  
Modellvariabel Datavariabel Definition Källa 
Yt ln IPI Industriproduktionsindex (IPI) SCB 
∆Yt dln IPI Årsdifferens IPI Konstruerad 
X1 ln PMI Inköpschefsindex (PMI) Silf/Swedbank 
X2 ln BI Barometerindikatorn (BI) Konjunkturinstitutet 
Modellvariabel Definition Källa 
Finanskrisen nedgång, Sverige  2007m9-2009m5 Konjunkturinstitutet 
Finanskrisen uppgång, Sverige 2009m5-2010m4 Konjunkturinstitutet 
Ej kris Sverige 2003m1-2006m9 N/A** 
Prognoser Prognosmodell Tidshorisont (h)  
Forecast Referensmodell, AR (p) modell  h = 1 
Forecast4 Referensmodell, AR (p) modell h = 4 
Forecast8 Referensmodell, AR (p) modell h = 8 
Forecast12 Referensmodell, AR (p) modell h = 12 
Forecast_p_i* Indikatormodell, ADL modell h = 1 
Forecast4_p_i* Indikatormodell, ADL modell h = 4 
Forecast8_p_i* Indikatormodell, ADL modell h = 8 
Forecast12_p_i* Indikatormodell, ADL modell h = 12 
Notera: * p =N, U, EJK och betecknar Finanskrisens Nedgång/Uppgång samt Ej kris. i = PMI, KI, K och 
betecknar den indikator som inkluderas i modellen (K står för poolad indikator). **Konjunkturinstitutet 
definierar ”perioden före Finanskrisen” som en period som präglas av finansiell stabilitet. Författaren har 
baserat på denna information valt att fastställa perioden till 2003m1-2006m9. 
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5. Resultat 
Följande avsnitt beskriver och tolkar resultatet från out-of-sample prognoserna. Resultatet 
jämförs även med tidigare forskning. 
 
Resultatet från informationskriterierna BIC och AIC indikerar att det optimala antalet laggade 
värden som bör inkluderas i prognosmodellen är en (1) lag.  Båda testerna för autokorrelation 
(Durbin Watsons h-test och Breusch-Godfrey-testet) visar att autokorrelation kan avfärdas på 
en 95 procentig signifikansnivå för samtliga prognosmodeller. När ADL-modellen skattas 
med fem lag för PMI/KI visar resultatet av F-testet att såväl PMI som KI är ledande och 
Granger-orsakar industriproduktion. Testet utförs på hela urvalsperioden (1994-2013 samt 
2000-2013) för PMI respektive KI. Resultaten återfinns i tabell 5.2a och 5.2b i appendix. Att 
koefficienterna på laggade värden av PMI (lag 1 och 5) och KI (lag 1) är signifikant skilda 
från noll är ytterligare ett bevis på Granger kausalitet.  
 
5.1 Out-of-sample prognoser 
I Tabell 5.3 redovisas uppsatsens primära utvärderingsmått, Relativ RMSE. Relativ RMSE är 
ett mått på Indikatormodellens RMSE i relation till Referensmodellen. När Indikatormodellen 
är bättre än Referensmodellen på att prognostisera industriproduktion antar Relativ RSME 
värden under 1.  
 
Tabell 5.3 visar att Relativ RMSE under Finanskrisens nedgångsfas med endast två undantag 
överstiger 1. Det betyder att prognosmodeller som inkluderar PMI, KI eller båda under 
Finanskrisens nedgångsfas är sämre än Referensmodellen på att prognostisera industri-
produktion. Resultaten för Finanskrisens uppgångsfas är de motsatta, Relativ RMSE i 
Finanskrisens uppgångsfas understiger 1. Det betyder att Indikatormodellen för samtliga 
indikatorer och prognoshorisonter är bättre än Referensmodellen på att prognostisera 
industriproduktion. Merparten av prognoserna är dessutom signifikant bättre än 
referensprognoserna på att prognostisera industriproduktion. Resultatet från Diebold-
Marianos signifikanstest kan däremot ifrågasättas. Prognoserna för Finanskrisens uppgångsfas 
skattas utifrån ett litet urval (endast 12 observationer) och i små urval går det inte att 
säkerställa att Diebold-Mariano testet ger tillförlitliga resultat (Kholodini och Silverstovs, 
2005).  
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Tabell 5.3 – Out-of-sample prognoser av industriproduktion 
 Relativ RMSE  
Prognoshorisont (h)  h=1 h=4 h=8 h=12 Genomsnitt 
 
PMI 0,92 1,04 1,07 1,07 1,02 
Finanskrisen nedgång KI 1,00 1,02 1,03 1,05 1,02 
 
Poolad 0,96 1,06 1,08 1,08 1,05 
 PMI 0,92 0,78*** 0,77** 0,87** 0,84 
Finanskrisen uppgång KI 0,84*** 0,82** 0,90* 0,98 0,88 
 Poolad 0,90 0,77*** 0,78** 0,86*** 0,83 
 PMI 1,00 0,97 0,89** 0,86*** 0,93 
Ej kris KI 0,97 0,93 0,89*** 0,85*** 0,91 
 Poolad 1,00 0,95 0,88*** 0,82*** 0,91 
 Notera: Relativ RMSE indikerar att Indikatormodellen relativt Referensmodellen är bättre på att prognostisera 
industriproduktion. *,**,*** anger om Indikatormodellens prediktiva förmåga är signifikant bättre än 
Referensmodellen på 10%-, 5%- respektive 1%-nivå. Diebold-Mariano testet används för detta ändamål. 
 
Resultaten för perioden före finanskrisen är enhetliga. I tabell 5.3 ser vi att Relativ RMSE 
minskar när prognoshorisonten ökar. När prognoshorisonten är kort, 1 respektive 4 månader 
kan Diebold-Mariano testets nollhypotes om lika prediktiv förmåga inte avfärdas. Det betyder 
att Indikatormodellen misslyckas med att signifikant överträffa Referensmodellen. På lång 
sikt, när prognoshorisonten är 8 och 12 månader är samtliga indikatormodeller (PMI, KI och 
den poolade modellen) signifikant bättre än Referensmodellen på att prognostisera industri-
produktion. Urvalet för perioden före finanskrisen är nästintill fem gånger så stort som urvalet 
under Finanskrisens uppgång (57 observationer).  Diebold-Mariano testet generar därmed 
resultat med högre tillförlitlighet. 
 
Drechsel och Scheufeles (2010) utvärderar knappt 70 indikatorers prediktiva förmåga. Deras 
resultat visar att enkätbaserade indikatorer är vanligt förkommande bland de 15 
prognosmodeller med högst precision (lägst Relativ RMSE). Drechsel och Scheufeles studie 
fokuserar tillskillnad från uppsatsen på att jämföra Relativ RMSE för olika kategorier av 
indikatorer vilket försvårar jämförelser mellan studien och uppsatsen 30 . Drechsel och 
Scheufeles (2010) resultat kan summeras till tre huvudsakliga slutsatser som är indirekt 
jämförbara uppsatsens resultat. Slutsats 1: Relativ RMSE minskade under Finanskrisens 
nedgångsfas. Det innebär att precisionen hos de prognosmodeller som inkluderar indikatorer 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
30 Drechsel och Scheufeles (2010) studie utvärderar och jämför precisionen hos enkätbaserade-, finansiella-, 
realekonomiska-, pris-, löne-, och poolade indikatorer.  
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ökade i förhållande till referensprognoser. Slutsats 2: majoriteten av de individuella 
prognosmodellerna misslyckas med att signifikant överträffa Referensmodeller31. Slutsats 3: 
genom att väga samman (poola) indikatorer förbättras prognosers tillförlitlighet avsevärt. 
Uppsatsens resultat skiljer sig från slutsats 1 men överensstämmer delvis med slutats 2 och 
332.  
 
Till skillnad från slutsats 1 så minskade Indikatormodellernas (PMI, KI och den poolade) 
relativa precision under Finanskrisens nedgångsfas jämfört med perioden före krisen (Relativ 
RMSE översteg 1). Detta resultat skiljer sig från de förväntade resultat som presenterades i 
avsnitt 2.3 – Hypoteser. Intressant nog skiljer sig resultatet för Finanskrisens uppgångsfas inte 
från det förväntade resultatet. Genomsnittlig Relativ RMSE för de tre Indikatormodellerna 
uppgår i Finanskrisens uppgångsfas till 0,85 vilket är lägre än motsvarande genomsnitt för 
perioden före Finanskrisen (0,92).  
 
Perioden före Finanskrisen visar i likhet med slutsats 2 ovan, att individuella prognosmodeller 
(PMI och KI) inte signifikant överträffar referensprognosen på kort sikt. Detta resultat 
överensstämmer även med det förväntade resultatet som presenteras i avsnitt 2.3 – Hypoteser. 
På lång sikt överträffar indikatorprognoserna referensprognoserna vilket inte överensstämmer 
med slutsats 2 eller det förväntade resultatet.  
 
I tabell 5.3 kan vi se att den poolade prognosmodellen i genomsnitt har lika eller lägre Relativ 
RMSE än de individuella prognosmodellerna (PMI och KI). Detta resultat överensstämmer 
delvis med slutsats 3. Trots ovanstående är den poolade prognosmodellens tillförlitlighet är 
inte avsevärt högre än de individuella prognosmodellernas. En möjlig förklaring är att den 
poolade modell som uppsatsen skattar endast inkluderar två indikatorer, båda enkätbaserade33. 
Stock och Watson (2003) betonar att prognosmakare med fördel ska utgå från olika kategorier 
av indikatorer, detta eftersom varje indikator mäter ett eget inslag av ekonomisk aktivitet som 
i sin tur får olika påverkan i olika recessioner.  Ytterligare en förklaring är att indikatorerna 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
31 I detta sammanhang syftar individuella prognosmodeller till modeller som endast inkluderar en indikator. 
32 Det är viktigt att komma ihåg att uppsatsen och Drechsel och Scheufeles studie utgår från olika signifikans-
test. Drechsel och Scheufele (2010) använder Giacomini-White testet för de parvisa jämförelserna. Uppsatsen 
utgår istället från Diebold-Mariano testet. 
33 Drechsel och Scheufeles (2010) poolade modeller inkluderar ett flertal indikatorer från följande kategorier: 
finansiella-, enkätbaserade-, realekonomiska-, pris- och löneindikatorer.  	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viktas utifrån lika-vikter, dvs. respektive indikators inflytande på prognosresultatet tillåts inte 
variera över tid. Exempel på alternativa viktsystem är att respektive indikators vikt fastställs 
med hjälp av robusthet (R2) eller ett informationskriterium. Det innebär att den indikator som 
har högst robusthet eller har bäst precision enligt informationskriteriet också får störst 
inflytande på prognosresultatet. 
 
När Drechsel och Scheufele (2010) jämför prognosavvikelserna för perioden före finanskrisen 
med avvikelserna under Finanskrisen finner de stora skillnader. Storleksmåttet på AR(p)-
modellens genomsnittliga prognosfel har nästintill fyrdubblats under Finanskrisen i 
förhållande till perioden innan krisen (oberoende av om det är RMSE eller MAE som 
jämförs). Tabell 5.4a-b i appendix visar att uppsatsens resultat överensstämmer med Drechsel 
och Scheufeles. För AR(p)-modellen (Referensmodellen) är RMSE och MAE under 
Finanskrisens nedgångsfas i genomsnitt 2,7 respektive 7,6 gånger större än perioden före 
Finanskrisen. Skillnaden mellan Finanskrisens uppgångsfas och perioden före krisen är inte 
lika dramatisk. Under Finanskrisens uppgångsfas är RMSE och MAE i genomsnitt 1,2 
respektive 2,6 gånger större än perioden innan krisen. Dessa resultat överensstämmer med det 
förväntade resultatet i avsnitt 2.3 – Hypoteser. 
 
Att dela upp Finanskrisen i in uppgångsfas och en nedgångsfas har gett upphov till intressanta 
resultat. Det går att fastställa att prognoser i Finanskrisens nedgångsfas generellt är 
optimistiska. I figur 5.1 kan vi se att samtliga prognoser ligger över det faktiska utfallet 
(prognosfelet är positivt).  Under Finanskrisens uppgångsfas ser vi att det motsatta gäller. 
Under Finanskrisens uppgångsfas är samtliga prognoser pessimistiska. I figur 5.2 kan vi se att 
majoriteten av prognoserna ligger under det faktiska utfallet (prognosfelet är negativt). 
Genom att jämföra figur 5.1 med 5.2 ser vi att storleken på prognosfelet är betydligt lägre i 
Finanskrisens uppgångsfas. 
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Figur 5.1 – Out-of-sample prognoser i finanskrisens nedgångsfas 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Notera: Figur 5.1 illustrerar uppsatsen prognoser samt det faktiska utfallet under Finanskrisens uppgångsfas.  
För en detaljerad beskrivning av samtliga prognosers beteckningar se tabell 4.1 – Databeskrivning.  Actual står 
för det faktiska utfallet. K betecknar den poolade prognosmodellen. I graf 1 (övre vänstra hörnet) är 
prognoshorisonten 1 månad. I graf 2 (övre högra hörnet) är prognoshorisonten 4 månader. I graf 3 (nedre 
vänstra hörnet) är prognoshorisonten 8 månader. I graf 4 (nedre högra hörnet) är prognos-horisonten 12 
månader. 
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Notera: Figur 5.2 illustrerar uppsatsen prognoser samt det faktiska utfallet under Finanskrisens uppgångsfas.  
För en detaljerad beskrivning av samtliga prognosers beteckningar se tabell 4.1 – Databeskrivning.  Actual står 
för det faktiska utfallet. K betecknar den poolade prognosmodellen. I graf 1 (övre vänstra hörnet) är 
prognoshorisonten 1 månad. I graf 2 (övre högra hörnet) är prognoshorisonten 4 månader. I graf 3 (nedre 
vänstra hörnet) är prognoshorisonten 8 månader. I graf 4 (nedre högra hörnet) är prognos-horisonten 12 
månader. 
Figur 5.2 – Out-of-sample prognoser i finanskrisens uppgångsfas 
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6. Sammanfattning  
I följande avsnitt sammanfattas uppsatsens resultat och slutsatser. Författaren presenterar 
även förslag till vidare forskning. 
 
Uppsatsen utvärderar och jämför två enkätbaserade konjunkturindikatorers förmåga att 
prognostisera industriproduktion i Sverige. Konjunkturindikatorernas prediktiva förmåga 
utvärderas under tre perioder: perioden före den recession som ägde rum år 2007-2009 
(”Finanskrisen”) samt i Finanskrisens nedgångsfas och uppgångsfas. Prognosernas 
tidshorisont är 1, 4, 8 och 12 månader. Resultaten visar att båda indikatorerna har god 
prediktiv förmåga i perioden före Finanskrisen samt i Finanskrisens uppgångsfas. Under 
Finanskrisen nedgångsfas misslyckas konjunkturindikatorerna med att förbättra prognosernas 
precision i förhållande till en så kallad ”referensprognos” av industriproduktion. Vidare visar 
prognosresultaten före finanskrisen att endast prognoser med lång prognoshorisont, 8 
respektive 12 månader, signifikant överträffar referensprognosen.  Slutligen kan det 
konstateras att samtliga prognoser avseende Finanskrisens nedgångsfas generellt sätt är 
optimistiska. Prognoserna avspeglar inte Finanskrisens realiserade omfattning. I 
Finanskrisens uppgångsfas gäller det motsatta, prognoserna är generellt sett pessimistiska.  
 
När uppsatsen resultat jämförs med Drechsel och Scheufeles (2010) tidigare forskning 
framgår det att deras resultat till viss del överensstämmer med uppsatsens resultat. I de fall då 
uppsatsens resultat avviker från Drechsel och Scheufeles (2010) studie kan avvikelserna 
förklaras av att uppsatsen endast utvärderar enkätbaserade konjunkturindikatorer. Drechsel 
och Scheufeles (2010) forskning omfattar ett brett spann av konjunkturindikatorer. 
Författarens förslag till vidare forskning är därför att utvärdera och jämföra den prediktiva 
förmågan hos olika kategorier av svenska konjunkturindikatorer. Förslagsvis finansiella-, 
enkätbaserade-, realekonomiska-, pris- och löneindikatorer samt poolade indikatorer. 
Internationell forskning visar samstämmigt att prognosers tillförlitlighet ökar avsevärt när 
olika kategorier av konjunkturindikatorer slås samman i en poolad prognosmodell. Ett vanligt 
tillvägagångsätt är att låta respektive indikators vikt variera över tid för att uppnå högsta 
möjliga precision. Det är därför synnerligen intressant att undersöka om ovanstående gäller 
när olika kategorier av svenska konjunkturindikatorer vägas samman och en poolad 
prognosmodell skattas.  
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Appendix 
 
1. BIC och AIC 
Tabell 5.1 – BIC och AIC urvalskriterium för antal lag som bör inkluderas i ADL-modellen 
Beroende variabel: 
dlnIPI 
 
(1) (2) (3) (4) (5) (6) 
L.dlnIPI 0.915*** 0.863*** 0.861*** 0.857*** 0.817*** 0.817*** 
 (27.30) (9.61) (9.17) (9.34) (8.88) (8.44) 
L2.dlnIPI  0.0632 0.0771 0.0681 0.0992 0.0877 
  (0.77) (0.84) (0.80) (1.26) (1.10) 
L3.dlnIPI   -0.0133 0.162 0.193 0.202 
   (-0.14) (1.47) (1.83) (1.86) 
L4.dlnIPI    -0.170* 0.0433 0.0382 
    (-1.99) (0.36) (0.32) 
L5.dlnIPI     -0.259** -0.233* 
     (-2.97) (-2.03) 
L6.dlnIPI      -0.0196 
      (-0.22) 
       
BIC -584.6 -578.2 -568.2 -565.7 -566.2 -556.5 
AIC -590.5 -587.1 -580.0 -580.4 -583.9 -577.1 
Notering: *,**,*** anger statistisk signifikans på 10%-, 5%- respektive 1%-nivå. T-test inom parantes. Kontakta 
författaren för AIC och BIC tabeller där PMI och KI inkluderas i modellen.  
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2. Granger Kausalitet 
Tabell 5.2a – Granger kausalitet PMI  
Beroende variabel: dlnIPI 
 (1) (2) (3) (4) (5) 
L.dlnIPI 0.816*** 0.691*** 0.669*** 0.680*** 0.667*** 
 (0.0325) (0.0715) (0.0722) (0.0732) (0.0724) 
L2.dlnIPI  0.124* 0.0124 0.0168 0.0513 
  (0.0672) (0.0873) (0.0876) (0.0877) 
L3.dlnIPI   0.135* 0.190** 0.203** 
   (0.0688) (0.0877) (0.0864) 
L4.dlnIPI    -0.0670 0.0633 
    (0.0699) (0.0876) 
L5.dlnIPI     -0.187*** 
     (0.0696) 
L.PMIS 0.00190*** 0.00171** 0.00198*** 0.00182** 0.00201*** 
 (0.000365) (0.000718) (0.000738) (0.000752) (0.000749) 
L2.PMIS  0.000340 0.000247 0.000372 0.000238 
  (0.000765) (0.000937) (0.000967) (0.000954) 
L3.PMIS   -0.0000144 0.000267 -0.000363 
   (0.000774) (0.000958) (0.000976) 
L4.PMIS    -0.000372 -0.00127 
    (0.000783) (0.000943) 
L5.PMIS     0.00146* 
     (0.000780) 
N 205 204 203 202 201 
R2 0.870 0.873 0.875 0.877 0.883 
adj. R2 0.869 0.870 0.871 0.871 0.876 
F 579.7 341.1 229.3 171.4 142.8 
Notering: *,**,*** anger statistisk signifikans på 10%-, 5%- respektive 1%-nivå. Standard fel inom parantes. 
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Tabell 5.2b – Granger kausalitet KI 
Beroende variabel: dlnIPI 
 (1) (2) (3) (4) (5) 
L.dlnIPI2 0.760*** 0.755*** 0.745*** 0.743*** 0.710*** 
 (0.0430) (0.0822) (0.0837) (0.0830) (0.0837) 
L2.dlnIPI2  0.0292 0.0309 0.0237 0.0614 
  (0.0772) (0.105) (0.104) (0.104) 
L3.dlnIPI2   0.0266 0.184* 0.194* 
   (0.0783) (0.104) (0.103) 
L4.dlnIPI2    -0.147* 0.0205 
    (0.0787) (0.104) 
L5.dlnIPI2     -0.193** 
     (0.0806) 
L.KI 0.00154*** 0.00217*** 0.00220*** 0.00199*** 0.00166*** 
 (0.000319) (0.000551) (0.000559) (0.000567) (0.000582) 
L2.KI  -0.000800 -0.000389 -0.000296 -0.000239 
  (0.000586) (0.000751) (0.000747) (0.000744) 
L3.KI   -0.000570 0.000194 0.000310 
   (0.000599) (0.000749) (0.000747) 
L4.KI    -0.000753 -0.000396 
    (0.000596) (0.000743) 
L5.KI     -0.000281 
     (0.000603) 
N 198 197 196 195 194 
R2 0.863 0.867 0.872 0.875 0.882 
adj. R2 0.861 0.864 0.868 0.870 0.876 
F 528.3 313.0 214.0 162.8 137.4 
Notering: *,**,*** anger statistisk signifikans på 10%-, 5%- respektive 1%-nivå. Standard fel inom parantes. 
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3. Out-of-sample prognoser 
Tabell 5.4a – Out-of-sample prognoser av industriproduktion, RMSE  
 
 RMSE 
Prognoshorisont (h) h=1 h=4 h=8 h=12 
Referensmodell 
    
Finanskrisen nedgång 0,0504 0,0699 0,0894 0,0966 
Finanskrisen uppgång 0,0394 0,0418 0,0369 0,0300 
Ej Kris 0,0282 0,0290 0,0322 0,0310 
Indikatormodell PMI 
    
Finanskrisen nedgång 0,0465 0,0726 0,0957 0,1026 
Finanskrisen uppgång 0,0363 0,0328 0,0285 0,0262 
Ej Kris 0,0275 0,0272 0,0288 0,0280 
Indikatormodell KI 
    
Finanskrisen nedgång 0,0507 0,0712 0,0921 0,1016 
Finanskrisen uppgång 0,0332 0,0342 0,0331 0,0293 
Ej Kris 0,0279 0,0268 0,0281 0,0259 
Indikatormodell Poolad 
    
Finanskrisen nedgång 0,0485 0,0744 0,0969 0,1042 
Finanskrisen uppgång 0,0357 0,0322 0,0286 0,0259 
Ej Kris 0,0281 0,0271 0,0279 0,0263 
     
Notera: Ovanstående tabell sammanfattar prognosernas avvikelser. RMSE är roten ur prognosernas kvadratfel 
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Tabell 5.4b – Out-of-sample prognoser av industriproduktion, MAE 
 
 MAE 
Prognoshorisont (h) h=1 h=4 h=8 h=12 
Referensmodell 
    
Finanskrisen nedgång 0,0025 0,0049 0,0080 0,0093 
Finanskrisen uppgång 0,0016 0,0017 0,0014 0,0009 
Ej Kris 0,0008 0,0008 0,0010 0,0010 
Indikatormodell PMI 
    
Finanskrisen nedgång 0,0022 0,0053 0,0091 0,0105 
Finanskrisen uppgång 0,0013 0,0011 0,0008 0,0007 
Ej Kris 0,0008 0,0007 0,0008 0,0008 
Indikatormodell KI 
    
Finanskrisen nedgång 0,0026 0,0051 0,0085 0,0103 
Finanskrisen uppgång 0,0011 0,0012 0,0011 0,0009 
Ej Kris 0,0008 0,0007 0,0008 0,0007 
Indikatormodell Poolad 
    
Finanskrisen nedgång 0,0023 0,0055 0,0094 0,0109 
Finanskrisen uppgång 0,0013 0,0010 0,0008 0,0007 
Ej Kris 0,0008 0,0007 0,0008 0,0007 
     
Notera: Ovanstående tabell sammanfattar prognosernas avvikelser. MAE är prognosernas absolutfel.  
