Abstract--Many processes in automatic regulation, physics, etc. can be modelled by stochastic difference equations. One of the main problems of the theory of difference equations and their applications is connected with stability and optimal control [1] . In this paper we discuss the optimal control of second-kind Volterra type stochastic difference equations. In [2] [3] [4] [5] [6] [7] [8] [9] for Volterra tYpe stochastic integral equations, analogous results were obtained.
PROBLEM STATEMENT
Let {ft, a, P} be a probability space, i E Z = {0, 1,..., N} means discrete time, f~ C a, i E Z, is a family of a-algebras, M denotes the mathematical expectation, H is the space of fi-adapted functions x(i) E R n, i E Z, such that 
J(u) = M '(N)Fx(N) + u'(j)G(j)u(j .
(
1.2)

Here T/(i) is an fi-adapted function from H, x(i) E R", u(i) E R m, a(i,j) and b(i,j)
are deterministic n × n and n x m matrices, F is a nonnegative definite matrix and G(j), j E Z, are positive definite matrices. Arbitrary fi-adapted function u(i) e R m with finite norm, []ui[ < co, is called admissible control, U is the set of the admissible controls.
The control u0, which has minimal cost functional, i.e., J(uo) = infuev J(u), is called optimal control.
Let ue, e > O, be an admissible control, for which there exists the limit
Type~t by ~-T~X Obviously, the inequality J0(uo) >_ 0 is a necessary condition for the optimality of control uo. The existence of the limit (1.3) and the necessary optimality condition depend on the form of the control ue. We will consider controls ue in the following form:
For controls of the form (1.4), the necessary optimality condition to be optimal using the limit relation (1.3) will be solved for the case (1.1),(1.2) and will be given in Section 2. The kernel and the resolvent are connected by the relations [9] : PROOF. Using (1.5),(1.6), the solution of equation (2.2) can be represented in the form
Expression (2.7) is nonnegative for all v E U if and only if the expression in square brackets equals zero. Thus, the optimal control has the form (2.5). The lemma is proved. | THEOREM 2.2. The opt/ma/solution of the control problem (1.1), (1.2) can be represented in the form
Here I is the identity matrix, and , k) is the resolvent o[ the kernel p(j + 1)¢(N -1,j, bs(., k) 
from here we obtain 
Mj+lXo(N) = ~o(j + 1) + E ¢(N -1,j, bj(., k))uo(k)
k----0 N-I (2.14)
+ E ¢(g -1, k,b(., k))Mj+luo(k).
k=j+t Note that from (2.5) for j < k we have
(2.15) Therefore, substituting (2.15) into (2.14) we obtain the following expression for Mj+lXo(N): (N-1, k,b(.,k) N -1,j, bA.,k) ),~o(kl . k=O Substituting (2.16) into (2.5) and using (2.9), we obtain Thus, the optimal control uo(j) satisfies equation (2.17). Hence, it admits the representation N -1,j,~j(.,k) 
IN1
Mj+lXo(N ) = I+ E ¢
Changing the order of the summation in the last expression,
and using (2.10),(2.111, we obtain (2.8 I. The theorem is proved. | REMARK 2.1. If the process T}(i) is a martingale [10] , then ~(i,j I == 0, i _> j and therefore
REMARK 2.2. Analogously we can obtain the optimal control for a system with noise at the control. For example, consider the scalar equation Here A > 0, ~(j) are fj+1-adapted random variables, j • Z, which are independent from each other and from ~?(i), M~(j I = 0, M~2(j) = I.
In this case,
It follows from the necessary condition of the optimality that the optimal control uo has the form 
N-1 ]
This problem is a particular case of the original problem (1.1),(1.2). The optimal control of it is repreeented in the form (2.8)-(2.11). In this case, the function ¢ (N-1,j, b(.,j) ) in (2.9) 
