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ABSTRACT 
A New Approach t o  the Analys is  of L i n e a r  Models 
(May 1 9 6 9 )  
Fred M. Speed, B . S . ,  S t .  Mary's  Un ive r s i ty  
M.S., S t .  Mary's U n i v e r s i t y  
Directed by:  Dr. R. R. Hocking 
T h i s  d i s s e r t a t i o n  ana lyzes  l i n e a r  models 
by w r i t i n g  the  model i n  the form Y = Xu + e 
s u b j e c t  t o  9 u = 5 , where the u s u a l  assump- 
t i o n s  are made about e . It i s  shown that 
f o r  expe r imen ta l  des ign  models, XTX i s  always 
d i a g o n a l  and of f u l l  rank. Inc luded  are 
methods t o  o b t a i n  eT f o r  the c l a s s i c a l  
des ign  models as w e l l  as arbitrary l i n e a r  
models. Other t o p i c s  are r e g r e s s i o n  models, 
covar iance  models, estimates of f i x e d  effects  
T 
i n  mixed models, and a procedure  f o r  o b t a i n i n g  
e x p e c t a t i o n s ,  v a r i a n c e s  and cova r i ances  f o r  
q u a d r a t i c  f o m .  
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CHAPTER 1. INTRODUCTION 
1 . 0  P r e l i m i n a r i e s  
The t h e o r y  of l i n e a r  models i s  one of  t h e  b a s i c  
tools used by t h e  s t a t i s t i c i a n  i n  ana lyz ing  data. It 
has evolved from a s t r i c t l y  a l g e b r a i c  t o o l ,  which could  
be used on hand c a l c u l a t o r s ,  to a s o p h i s t i c a t e d  m a t r i x  
t echn ique  which i s  amenable t o  high-speed computers. 
The c l a s s i c a l  t heo ry  of l i n e a r  models has as i t s  
foundat ion  t h e  works of R .  A .  F i s h e r  [l3]. F i s h e r ' s  
approach i s  based mainly on i n t u i t i v e  and h e u r i s t i c  
concepts .  H e  informs h i s  r e a d e r s  that  h i s  methods a r e  
t h e  l o g i c a l  way t o  ana lyze  t h e  data.  F i s h e r  s t a t e s  t h a t  
h i s  book i s  t o  b e  a handbook f o r  r e s e a r c h  workers,  expe- 
c i a l l y  b i o l o g i s t s .  H e  makes no a t tempt  t o  j u s t i f y  h i s  
r e s u l t s  on a r i g o r o u s  mathematical  basis. The t ex tbooks  
1141, 1321, [34] pub l i shed  between 1915-1945, f o r  t he  
most p a r t ,  fo l low t h i s  t r e n d .  They p r e s e n t  the  s ta t is-  
t i c s  i n  a "cookbook" manner; tha t  i s ,  i f  the  expe r i -  
menter fo l lows  the  a l g e b r a i c  r e c i p e s  g iven ,  he i s  
NOTE - The c i t a t i o n s  on the  fo l lowing  pages fo l low the  
J o u r n a l  of  t he  American S t a t i s t i c a l  Assoc ia t ion .  
assu red  of o b t a i n i n g  the  desired s t a t i s t i c .  I n  1947, 
Bart le t  [2], Cochran [ S I ,  and E i s e n h a r t  [ll] stressed 
t h e  need of p u t t i n g  t h e  b a s i c  concepts  s u p p o r t i n g  the  
a n a l y s i s  of v a r i a n c e  on a more mathematical  founda t ion .  
From t h e n  u n t i l  1 9 6 2 ,  a u t h o r s  l i k e  Brownlee [ 4 ] ,  
Cramer [?I ,  Sche f fe  [28], and Wilks C361 p r e s e n t e d  t h e  
mathematical  approach t o  t h e  a n a l y s i s  o f  v a r i a n c e .  One 
d i sadvan tage  of t h e i r  works, however, i s  t h a t  t h e  ana l -  
y s i s  i s  d e r i v e d  u s i n g  a s t r i c t l y  a l g e b r a i c  approach, 
and whi le  t h e i r  r e s u l t s  are mathemat ica l ly  v a l i d ,  t h e y  
have l o s t  t h e i r  i n t u i t i v e  appea l .  
About 1955, t h e  elements  of mat r ix  theo ry  were 
a p p l i e d  t o  t h e  a n a l y s i s  o f  v a r i a n c e .  G r a y b i l l  C151, 
Rao [27],  and S e a r l e  [31] pub l i shed  tex tbooks  which use  
m a t r i x  theo ry  as a b a s i c  t o o l .  The r e s u l t  of u s i n g  
m a t r i c e s  i s  t o  p rov ide  no t  only a r i g o r o u s  mathematical  
backing f o r  t h e  a n a l y s i s  of v a r i a n c e  b u t  a l s o  a con- 
c e p t u a l l y  conc i se  theo ry  of l i n e a r  models, hence,  a con- 
c i s e  theo ry  f o r  t h e  a n a l y s i s  of v a r i a n c e .  Recent ly ,  
s e v e r a l  writers c201, [221 have been advoca t ing  u s i n g  
E 
l i n e a r  a l g e b r a  i n  s tudy ing  l i n e a r  models. An appre- 
c i a t i o n  of t h i s  method r e q u i r e s  a d e t a i l e d  knowledge of 
l i n e a r  a l g e b r a ,  f u n c t i o n  a n a l y s i s ,  t e n s o r  p roduc t s  and 
p r o j e c t i o n s .  
2 
T h i s  d i s s e r t a t i o n  p rov ides  ano the r  improvement i n  
t h a t  it p rov ides  a method of a n a l y s i s  that  makes use  of  
t h e  v e r y  s i m p l e  s t r u c t u r e  of the o b s e r v a t i o n s .  That i s ,  
we assume tha t  each  o b s e r v a t i o n  came from a popu la t ion  
w i t h  a mean and a v a r i a n c e .  I f  w e  have more t h a n  one 
p o p u l a t i o n ,  w e  may know c e r t a i n  r e l a t i o n s  about  t he  
means of these p o p u l a t i o n s .  A l l  hypothes is  t e s t i n g  and 
e s t i m a t i o n  i s  done i n  terms of  the  popu la t ion  means. 
It i s  shown i n  Chapter 3 that  t he  c l a s s i c a l  l i n e a r  
models can be cons idered  i n  t h i s  manner. Using t h i s  
approach w i t h  m a t r i x  algebra,  we have a theo ry  of l i n e a r  
models t ha t  i s  bo th  mathematical ly  conc i se  and concep- 
t u a l l y  c l e a r  from t h e  viewpoint  of s t a t i s t i c s .  
T h i s  approach avoids  the  misunders tanding  caused 
by imposing "nonest imablef l  c o n d i t i o n s  on t h e  n o n f u l l  
r ank  models. It prov ides  an unders tanding  of u s i n g  
a d d i t i o n a l  i n fo rma t ion  i n  mixed models t o  o b t a i n  b e t t e r  
estimates of t h e  f i x e d  e f f e c t s .  
c i a l  formulae when the re  w e  $missing c e l l s .  
no need t o  have one t h e o r y  f o r  the balanced case  and 
a n o t h e r  t heo ry  f o r  the unbalanced case .  T h i s  approach 
a l s o  s u g g e s t s  a t echn ique ,  which i s  computa t iona l ly  
It avo ids  u s i n g  spe- 
There i s  
+ 
3 
e f f i c i e n t ,  t o  f i n d  e x p e c t a t i o n s ,  v a r i a n c e s  and cova r i -  
ances  of YTAY and YTBY where Y - N(u,V) , and V i s  
no t  n e c e s s a r i l y  d i a g o n a l .  
The va lue  of t h i s  approach as a t e a c h i n g  t o o l  i s  
f o u r f o l d .  F i r s t ,  t he  s t u d e n t  uses  fundamental  concepts  
and r e l a t i o n s h i p s  t o  d e r i v e  t h e  r e s u l t s .  Second, t h e  
s t u d e n t  i s  t augh t  b a s i c  p r i n c i p l e s  t ha t  a p p l y  both t o  
t h e  e q u a l  and unequal  number p e r  c e l l  ca se .  H e  i s  n o t  
t augh t  a l o t  of " t r i c k s "  t h a t  apply only t o  t h e  b a l -  
anced case  - " t r i c k s "  t h a t  would throw h i m  i n t o  a 
quandary when he encounters  miss ing  c e l l s ,  e t c .  T h i r d ,  
there  i s  no q u e s t i o n  about  what i s  be ing  t e s t ed .  The 
only  way t o  o b t a i n  a sum of squa res  f o r  an F t e s t  i s  
t o  s p e c i f y  t h a t  the  hypo thes i s  t o  be tes ted  i s  
T Ho: h u = 5 , where A T  i s  t he  hypo thes i s  ma t r ix ,  
and 6 i s  known ( u s u a l l y  z e r o ) .  F i n a l l y ,  t h e  i n t e r -  
p r e t a t i o n  of i n t e r a c t i o n s  and main e f f e c t s  has more 
meaning s i n c e  these are related t o  means of  popu la t ions  
and t h e i r  i n t e r p r e t a t i o n  i n  t h i s  l i g h t  i s  c l e a r .  
A s  a computat ional  t o o l ,  t h i s  approach i s  des igned  
f o r  high-speed computers. S ince  we have e s t a b l i s h e d  
the  r e l a t i o n  between t h i s  approach and t h e  c l a s s i c a l  
models, whenever w e  have a balanced exper imenta l  des ign  
4 
model, we w i l l  u se  t h e  s p e c i a l  computa t iona l  metho 
o b t a i n  estimates o r  sum of squa res  and t h e n  con t inue  t h e  
a n a l y s i s  from our  v iewpoin t .  A computer program, which 
was w r i t t e n  i n  FORTRAN V ,  e f f i c i e n t l y  performs t h e  
ana lys i s  d e s c r i b e d  i n  t h i s  d i s s e r t a t i o n .  
The d i s s e r t a t i o n  has seven c h a p t e r s .  T h i s  c h a p t e r  
c o n t a i n s  t h e  d e f i n i t i o n s  and theorems necessa ry  f o r  
unders tanding  t h i s  approach.  Chapter 2 p rov ides  t h e  
theo ry  f o r  a n a l y s i s  of t he  g e n e r a l  "u" model. Chapter 3 
p rov ides  t he  r e l a t i o n s h i p s  between the c l a s s i c a l  madels 
and the  "ut' model. Chapter 4 covers  t he  a n a l y s i s  of 
mixed models. Chap te r  5 p rov ides  a n a l y s i s  f o r  r e g r e s -  
s i o n  models and covar iance  models.  A d i s c u s s i o n  of  
tes ts  f o r  main e f f e c t s  and i n t e r a c t i o n s  a l s o  i s  inc luded  
i n  Chapter 5. Chapter 6 g i v e s  s e v e r a l  numerical  
exgmples i l l u s t r a t i n g  the  theo ry  developed. And 
Chapter 7 cons ide r s  some of the  r e s e a r c h  tha t  s t i l l  i s  
needed i n  t h i s  area. 
L 
1.1 D e f i n i t i o n s  and Theorems 
I n  t h i s  s e c t i o n ,  w e  w i l l  g i v e  the d e f i n i t i o n s  and 
theorems necessa ry  t o  unders tand  t h i s  approach. The 
d e f i n i t i o n s  are a l l  r e f e r e n c e d .  The f i rs t  group of 
theorems, 1.1 t o ' 1 . 1 5 ,  i s  a l s o  found i n  t h e  l i t e r a t u r e  
5 
and has been referenced. The next set of theorems, 
l.A to 1.F, has been proved by the author and the 
proofs are included, 
Definition 1 [15] - An nxn matrix A is said to be 
tdempotent if A A = A . 
Definition 2 [ l 5 ]  -An nxn matrix P is said to be 
orthogonal if P P = I . T 
Definition 3 [15] - If A is an nxn matrix and X and 
a are such that AX = aX , then X is said to be an 
eigenvector of  A and a the corresponding eigenvalue. 
T Definition 4 [15] - When we write Y AY, we mean that 
A i s  symmetric. 
We will assume that 
Y = X u + e  
where, unless otherwise indicated, 
X is a f u l l  rank matrix, 
u is a constant vector, and 
e - N ( O , C J ~ I )  . 
6 
We w i l l  wr i t e  
min Q ( u )  
T 8 u=6 
and mean that  w e  want t o  minimize Q ( u )  s u b j e c t  t o  
8 u = 6 . Also T 
min Q(u) 
T 8 u=6 
T A u=< 
T means t ha t  w e  want t o  minimize Q ( u )  s u b j e c t  t o  0 u = 6 
and ATu = 5 . 
Theorem 1.1 1273 - L e t  A be a n  a r b i t r a r y  r x p  m a t r i x .  
The fou r  equa t ions  
(i) AXA = A 
(ii) XAX = X 
(iii) ( A X ) T  = AX 
( i v )  ( X A ) T  = XA 
have a unique s o l u t i o n  X . We c a l l  X t h e  genera l -  
i z e d  i n v e r s e  o f  A and denote  X by A+ . 
If t h e  v e c t o r  equa t ion  Ay = b I s  c o n s i s t e n t ,  
t h e n  the  g e n e r a l  s o l u t i o n  i s  
Where z i s  a r b i t r a r y .  Note that  AA'b = b and 
A [ I  - A+A] = 0 . 
y = A'b f [I - A'Alz 
7 
The vector equation Ay = b is consistent if and 
only if A'b = b . 
If A is rxp where r < p and A is of rank 
then the rank of I-A+A is p-r .  r , 
+ T  Also note that A+ = (ATA> A 
Theorem 1.2 C271 - Let Y -N(u,C) . If Z = AY + 6, , 
where 6, is fixed, then Z - W(Au f 6, ACAT) . 
2 Theorem 1.3 C151 - Let Y - N(u,a I) , and let 
YTA.Y 1 
3 = $  2 CT 2 '  
i=1 CT 
where ni is the rank of Ai . Any one of the three 
condltions listed below is a necessary and sufficient 
condition that the following two statements be true 
(1) Y ~ A ~ Y / C T ~  - x 2 (ni,xi) , where X i  = u T Aiu 
(ii) YTAiY, YTA.Y are independent if i # j 
7 
The conditions are: 
(1) A is idempotent for all i = I,.**,k i 
(2) AiAj = 0 for all i # j 
8 
1151 - If Y - N(u,V)  , 
( k , h ) ,  where k = rank B and 
if and only if BV is idempotent. In the case where 
YTtY , V = c r I  and Y B Y = -  the necessary and suf- 2 T 
c r L  
ficient condition is that A2 = A . 
Theorem 1.5 C271 - Let A be an mxm symmetric matrix 
with eigenvalues X 1  2 X, 1 * * *  - > Xm , and P1***,Pm 
corresponding eigenvectors. Then 
xTAx max - = T x x x  
xTAx min - = X . T m x x x  
Theorem 1.6 [15] - If T - x2(p,h) , Z -x2(r) and 
T and Z are independent, then u = rT - is distributed 
PZ 
[ 2 7 1  - L e t  R 2  = - XulTCY ul 
jsct t o  n u = and where X is not necessarily o 
f u l l  rank, then 
R 2  = R i  t SS(AT,C) 
9 
where 
Y T Y  - unT(XTX)u" 
[ATu* - c ] T I A T ( X T X ) + A l - l [ A T ~ n  - E1 
+ T  un = ( X T X )  x y , 
Theorem 1 . 8  [21] - L e t  Y - N(u,V) . L e t  S, = YTAY 
and S,  = YTBY . Then w e  have 
(i) ECS,] = TraceCAV] + uTAu 
( i i )  V[S,l = 2 Trace[AVI2 + 4uTAVAu 
(lii) Cov [S,,S,] = 2 TraceCAVBV] + 4uTAVBu 
Theorem 1.9 [l5] - L e t  Y - N ( u , V )  . L e t  T = A Y ,  
S1 = YTBY and S 2  = YTFY , t h e n  
(i) T i s  independent of S1 i f  and only i f  
AVB = 0 
(11) S1 and S, are independent i f  and only  i f  
B V F = O .  
Theorem 1 . 1 0  E151 - L e t  A be an nxn symmetric m a t r i x  
wi th  r ank  n There e x i s t s  a nons ingu la r  m a t r i x  P 
such t h a t  PTAP = I . 
10 
with  rank n . There i s  an or thogonal  
tha t  HTAH = D where D i s  a diagonal  m a t  
e igenvalues .  
Theorem 1.12 [30 ]  - L e t  Y - N(u,V) . Then 
Cov (Y,YTAY) = 2VAu . 
Theorem 1.13 [ 2 7 ]  - L e t  t l ,*** , t  
of 9 , and l e t  V denote t h e  covariance m a t r i x  of 
be unbiased e s t ima tes  
n 
t h e  t i l s .  If we want t o  choose aT = (al * * * ,  an)  s o  
that 
and 
i s  a minimum, t h e  optimum choice of a i s  
V-'la 
aT;- 1% a =  
where RT = (1, * * *  9 . 1 )  
11 
'I'heorem 1.14 [ 2 7 ]  - Let Y = WB i- e where W is an 
nxp matrix of rank q < p , B is a constant vector 
and e - N(0,021) . 
then 
(1) minimum variance unbiased estimate of AT@ 
i s  AT; , where $ = (WTW> W Y = WTY + T  
h 
( 2 )  minimum variance unbiased estimate of o2  is 
CY - WBITCY - we1 = min 
n - q  B 
Theorem 1.15 [151 - L e t  A, B, C be nxn matrices, then 
(i) Trace(AB) = Trace(BA) 
(ii) Trace(ABC) = Trace(BCA) = Trace(CAB) 
(iii) If A is also idempotent 
rank(A) = Trace(A) . 
Theorem l.A - Let A2 = A and B2 = B:. If A-B is 
positive semidefinite, then AB = B . 
Proof - Let 
AB = B , we will show that Abi = bi for arbitrary i . 
Now suppose bi = 0 , then Abi = b . Suppose b. # 0 
B = [bl,*--,br] . In order to show -
i 1 
12 
T T 
then b:[A - B]bi 2 0 . Hence bi[A]bi 2 bi 
But B is idempotent. Hence Bbi = b i  . T 
b T A b i  
bTbi 
Theorem 1.5 ,  we see that max - occurs at the max- 
imum eigenvalue o f  A , Hence S I XlAX . But A is 
idempotent, Hence XMAx = 1 . Therefore S = 1 . 
Hence b T A b i  = bfb i  or b:[I - A ] b i  = 0 . Now since 
A is idempotent I - A  is idempotent. Hence 
bT[I - A ] b i  = bT[I 1 - A ] [ I  - A ] b i  . z i  = [I - A l b i .  
= 0 o r  Now 0 = bi[I - A]bi = zizi . Hence z i  
A b i  = bi  . Hence AB = B . 
. Now S 2 1 . But by b I A b i  2 bibi T . Let S = 
T x x  
Let 
T T 
Theorem l . B  - Let 
R2 = T T I I  - AA'IT . 
R2 = min [T - AzJT[T - Az] . Then 
2 
Proof - Now it is well known that the z that minimizes 
[T - A z l T I T  - A z ]  is a z such that A T A z  = ATT . Now 
it is also well known that the normal equations always 
have a*solution, hence by Theorem 1.1, one solution is 
z = (ATA)  A T = A'T + T  Hence 
R2 = [T - AA'TITIT  - AA'T] 
= 
= 
=: T T I I  - AA+]T 
[[I - A A + ] T I T [ I  - AA'IT 
T T I I  - AA+][ I  - AA'lT 
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Theorem 1,C - L e t  
t o  ATu = 5 where AT i s  o f  full row r a n k ,  t h e n  
R2 = [Y - XKlT[Y - Xz] 
R2 = min [Y - XulTIY - Xu] s u b j e c t  
where 
- u = [I - (XTX)-lAIAT(XTX)-lA]-lAT] (XTX)-’XTY 
+ (XTX)-1A[AT(XTX)-1A]-15 . 
Proof - L e t  u s  c o n s t r u c t  t h e  Lagrangian f u n c t i o n  
L ( u , p )  = [Y - XUITIY - xu] + 2pT[ATu - 51 
Naw 
aL(u,p) = -2XTY + 2(XTX)u + 2Ap au 
and 
S e t t i n g  the  par t ia l s  e q u a l  t o  z e r o ,  w e  have 
(XTX)U = XTY - AF 
ATu = 5 
hence 
Y 
-1 T u = (XTX) X Y - (XTX)-’Ap 
N o w ,  s i n c e  AT; = 5 , we have 
14 
or 
Hence 
-1 T - u = (XTX) X Y t (XTX)-lAIAT(XTX)-lA]-l~ 
= [I - (XTX)-lA(AT(XTX)-'A)-'AT](XTX) -1 X T Y 
2 Theorem l.D - L e t  Ro = min CY - XuIT[Y - Xu] and 
U&W, 
ProQf - L e t  G&u2 such that  R1 = CY - XZITIY - xiil . -
Let %ul such t h a t  R: = [Y - XZITIY - XZ] ; Now &u2 
imp l i e s  BcuX. Hence 
; 
Theorem l . E  - L e t  
t o  ATu = 5 , where AT i s  r x p  of rank  r , t h e n  
where k = n - p + r 
R2 = min [Y - XulTIY - Xu] s u b j e c t  
and h i s  ze ro  R2 - x 2 ( k , X )  , 
CT 
i f  ATu = 5 . 
Proof c_c_ - Now R 2  
UEW = (u/ATu = 5) . 
ATu 3 5 can be w r i t t e n  as u = 5 ,  + Bz , where 
A T 6 g  = 5 , ATB = 0 and z i s  a rb i t r a ry .  Hence 
w = {u/u = 5 ,  t Bz) . 
i s  t h e  min [Y-XulTIY-Xu] s u b j e c t  t o  
By Theorem 1.1, a l l  s o l u t i o n s  t o  
The re fo re  
R2 = rnin CY - X5,  - XBzlTIY - XS,  - ( X B ) z ]  
Z 
L e t  T = Y - XS, and A = XB 
R2 = rnin [T - AzlTIT - A z ]  . 
Z 
T h i s  I s  i n  t h e  form of  t he  c l a s s i c  l e a s t - s q u a r e s  
problem. 
Now by Theorem 1 . 2 ,  
Hence by Theorem 1 . B ,  R2 = T T I I  - AA,+]T , 
T - N[X(u - E , ) ,  021] . Since  
+ T T I I  - AA+]T 
I - A A  i s  idempotent and by Theorem 1 . 4 ,  2 
0 
2 i s  x ( k , h ) ,  where k = r ank[ I  - AA+: and 
= [X(u - E,)ITII  - AA+IX(u - <,)I 
Now by Theorems 1.1 and 1.15, 
k = rank[I - AA+] = TraceCI - AA+] 
= n - Trace[AA+] = n - rank(A) 
= n - rank(XB) = n - rank(B) 
= n - ( p - r )  = n - p + r  . 
Now, if ATu = 5 , then u = 5 ,  + Bz , hence 
u - 5, = Bz . Therefore 
A = [XBzlTII - (XB)(XB)+]XBz 
= (XBZ)*[XB - XB(XB)+XB]z 
Therefore if ATu = 5 , then X = 0 and R 2  x2(k) . 
Theorem l . F  - Let Q = Q, + Q2 where Q - X2(k,X) and 
If Q2 = Q - Q, is nonnegative, then Q1 - x (kl,hl) 
9, X2(k - k,, h - A,) and Q, and Q2 are 
independent. 
2 
Proof - We can assume without' loss of generality that 
- YTCA - B]Y 
9 2 and Q, = - YTBY hence Q2 - YTAY 
U 
2 
Q=v
U 
2 
U 
where Y - N(u,u'I) . Now A-B is positive semidefinite 
and by Theorem 1.4, A2 = A and B2 = B . Hence by 
Theorem 1 . A ,  A B  = B . Therefore let us consider 
I 3 [I - A ]  + [A  - BJ + B ; OP 
YTY 3 YTII - A I Y  + YT[A - B I Y  + YTBY . Now 
(1) [I - A][A - B] = A - A - B + B = 0 
hence by Theorem 1.3, we have 
9 are 
YTBY and -2 Y T I I  - A I Y  2 YT[A - B I Y  o2 CJ (iv) (5 
independent. 
T T Now u u = X, + A, + X, but X o  = u u - h , hence 
A, = A - A,  , and n = n - k + k2 + k, hence 
k , = k -  kl 
CHAPTER 2 .  THE MODEL 
2 . 0  P r e l i m i n a r i e s  
I n  t h i s  c h a p t e r  w e  w i l l  assume t h a t  w e  have 
sampled p u n i v a r i a t e  popula t ior l s ,  where each popu- 
l a t i o n  has a mean and a common v a r i a n c e .  Also ,  l e t  
us  suppose there may be  c e r t a i n  r e s t r i c t i o n s  known 
about  t he  means. Now, w h i l e  each  p o p u l a t i o n  may 
have been sampled a d i f f e r e n t  number o f  t imes,  only 
t h o s e  p o p u l a t i o n s  from which a t  l eas t  one sample was 
t aken  sha l l  be inc luded  i n  t h e  model. These obser-  
v a t i o n s  can be expres sed  as 
ij + eijk 
where t h e  means s a t i s f y  t h e  r e l a t i o n s  
= u  'i jk 
1 . e .  
where yi jk  i s  t h e  k t h  o b s e r v a t i o n  from t h e '  ( i j ) t h  
popu la t ion :  
u i s  t h e  v e c t o r  of uij i n  some o rde r ,  
u i s  t h e  mean of ( i j ) t h  popu la t ion ,  
i j  
t h a t  E(ei jk)  = 0 , V(ei jk)  = CJ 2 , 
0; i s  t h e  R t h  r e s t r i c t i o n  on t h e  u i j  s ,  and 
5,  i s  known. 
Natura l ly ,  t h e  number of s u b s c r i p t s  i s  essen-  
t i a l l y  un l imi t ed ;  however, t o  s i m p l i f y  t h e  n o t a t i o n ,  
t h e  number o f  s u b s c r i p t s  w i l l  be kept  t o  th ree ,  I n  
o r d e r  t o  b e t t e r  convey t h e  concepts  i n  t h i s  s e c t i o n ,  
we will c o n s i d e r  t h e  fo l lowing  example. 
Suppose w e  had s i x  popu la t ions  indexed by two 
s u b s c r i p t s  ( A j ) ,  t h a t  i s ,  (11, 1 2 ,  21 ,  22, 31, 3 2 ) .  
Also ,  suppose w e  took t h e  fo l lowing  number o f  obser-  
v a t i o n s  from each popu la t ion ;  2 from popu la t ion  1, 
2 from popu la t ion  2,  5 from popu la t ion  3, 3 from 
popu la t ion  4 ,  1 from popu la t ion  5,  and 5 from popu- 
l a t i o n  6. Let us f u r t h e r  suppose t h a t  we know 
ull - u12 - u 2 1  + u22  = o  
= o  ull - u12 - u31 u32 
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where u i j  i s  t h e  mean of t h e  ( i j ) t h  p o p u l a t i o n ,  
We can expres s  t h e  above as 
Y i j k  = u  i j  + e i j k  
- u  t l i  = 0 f o r  a l l  
i = 1,2,3; j = 1,2; k = l,*-*nij . 
i j  ' i ' j '  s u b j e c t  t o  U i j  - U i t j  
i, f l ,  j ,  j 1  . 
I n  o r d e r  t o  s i m p l i f y  t h e  p r e s e n t a t i o n ,  w e  can 
r e w r i t e  t h e  g e n e r a l  model i n  m a t r i x  n o t a t i o n .  We 
have 
Y = X u + e  ( 2 . 0 )  
s u b j e c t  t o  eTu = 5 
where 
Y i s  t h e  n x l  v e c t o r  of  o b s e r v a t i o n s ,  
u i s  t h e  p x l  v e c t o r  o f  c e l l  means, 
X i s  t h e  nxp des ign  m a t r i x ,  
e i s  a random v a r i a b l e  such t h a t  E[e] = 0 , 
E[eeT] = 0 I , 2 
BT i s  an rxp  m a t r i x  of r ank  r t h a t  r e p r e -  
s e n t s  t h e  r e s t r i c t i o n s  known about t h e  means, 
€, i s  an  r x l  known v e c t o r .  
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L e t  us e x p r e s s  our  example i n  m a t r i x  n o t a t i o n .  
We have 
Y = X u + e  
T s u b j e c t  t o  8 u = 0 
where 
Y i s  an 1 8 x 1  v e c t o r  
X i s  an 1 8 x 6  m a t r i x  
u i s  a 6 x 1  v e c t o r  
e i s  an 1 8 x 1  v e c t o r  
OT i s  a 2 x 6  m a t r i x  
5 i s  a 2 x 1  v e c t o r  
22 
and where 
0 
0 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
1 0  
1 0  
1 0  
0 1  
0 0  
0 0  
/ 
0 0  
0 0  
0 0  
1 -1 -1 1 0 
1 -1 0 0 - 1 1  
"1. -- 0 , s u b j e c t  t o  
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Because of  t h e  fo rmula t ion  of t he  model, XTX 
w i l l  a lways  be d i agona l  w i t h  d i agona l  e lements  e q u a l  
t o  t h e  number of  o b s e r v a t i o n s  from each p o p u l a t i o n .  
One s t a t i s t i c  tha t  w i l l  f r e q u e n t l y  be encountered  i s  
u* = (XTX) 
v e c t o r  of  c e l l  means. I n  our  example, 
-1 T X Y which i s  no th ing  more t h a n  t h e  
and 
We shall, now c o n s i d e r  p o i n t  e s t i m a t i o n  and t e s t  o f  
hypo thes i s  f o r  t h e  model d e s c r i b e d  by  E q .  ( 2 . 0 ) .  
Note t h a t  t he  r e s t r i c t i o n  i s  an e s s e n t i a l  par t  o f  
$he model. 
2 . 1  Po in t  Es t ima t ion  
I n  t h i s  s e c t i o n  w e  want to c o n s i d e r  e s t i m a t i o n  
o f  f u n c t i o n s  of t h e  
c o n s i d e r  on ly  l i n e a r  f u n c t i o n s  of t h e  u i j  . I n  
t h e  c l a s s i c a l  a n a l y s i s  of  exper imenta l  design models, 
t h e  q u e s t i o n  o f  e s t i m a b i l i t y  i s  raised, tha t  i s ,  not  
u i j  . For t h e  moment, w e  shal l  
24 
a l l  l i n e a r  f u n c t i o n s  y i e l d  unbiased  estimates.  I n  
p a r t i c u l a r ,  G r a y b i l l  
n i t i o n  of  e s t i m a b i l i t y .  
1151 g i v e s  t h e  fo l lowing  defi-  
I f . . .  A parameter ( o r  a f u n c t i o n  o f  t h e  
pa rame te r s )  i s  said t o  be l i n e a r l y  
e s t i m a b l e  i f  t h e r e  e x i s t s  a l i n e a r  
combination o f  t h e  o b s e r v a t i o n s  whose 
expec ted  va lue  i s  equa l  t o  t h e  parameter 
( o r  t h e  f u n c t i o n  of t h e  parameters)." 
Now i n  t he  model d e s c r i b e d  by Eq. (2 .0 ) ,  w e  see 
that u i j  i s  a lways  estimable. One obvious estimate 
i s  Yijl . Hence, any l i n e a r  combination o f  t h e  u i j  
i s  estimable. A b e t t e r  estimate o f  u 
t h e  mean of t h e  obse rva t ions  of  t h e  ( i , j ) t h  popula- 
t i o n ,  o r  i n  o t h e r  words, t h e  c e l l  mean. Hence, one 
would be i j  
estimate o f  hTu would be h T u* = XT(XTX)- 1 T  X Y . 
Note tha t  EIXTu*l = hT[XTX] -1 X T Xu = X T u . There- 
f o r e ,  f o r  t h e  model d e f i n e d  by Eq. (2 .0) ,  there  i s  
no need t o  be  concerned w i t h  t h e  q u e s t i o n  of estima- 
b i l i t y .  Now w e  s h a l l  c o n s i d e r  t h e  problem o f  f i n d i n g  
t h e  best (minimum v a r i a n c e )  l i n e a r  uQbiased estimate 
of  XTU . 
Theorem 2 . 1  
Best L inea r  
- Suppose we wish  
Unbiased E s t i m a t e  
t o  e s t i m a t e  ATu . The 
(B .L .u .E . )  f o r  x ~ U  i s
A 
T A  X u where u i s  tha t  va lue  of  u that  minimizes 
[Y - XulTIY - Xu] s u b j e c t  t o  T 8 u = 5 
Proof - The proof  w i l l  p roceed  i n  t h e  fo l lowing  
manner: (1) w e  s h a l l  f i nd  u , ( 2 )  we sha l l  f i n d  
t h e  B .L ,U .E .  o f  h T u  and,  ( 3 )  t h e n  observe tha t  t h e  
B.L,U.E.  o f  l T u  i s  equa l  t o  A u. 
h 
T" 
A 
L e t  us  f i n d  u . I n  o r d e r  t o  do t h i s ,  w e  shal l  
c o n s t r u c t  t h e  Lagrangian f u n c t i o n  
Now 
and 
Upon s e t t i n g  t h e  par t ia ls  e q u a l  t o  ze ro ,  w e  
o b t a i n  
A 
(xTx)C; + es = xTy 
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Now 
h -1 T u = (xTx) x Y - (xTx) - l e i  
But 
-1 T where us  = ( X T X )  X Y . 
L e t  u s  now f i n d  t h e  B.L.U.E. o f  hTu. The problem 
can be r e s t a t e d  as one of  f i n d i n g  a T Y  t d,  such t h a t  
V[aTY + d] = CT a a 
E[aTY t d] = XTu given eTu = 5 . L e t  u s  cons ider  
d as d = yTc . Now E[aTY + d] = aTXu + yTS = ATu 
2 T  i s  a minimum s u b j e c t  t o  
T T T  whenever eTu = 5 o r  a Xu + y 0 u = ATu , which 
means a T X  + yTeT = . Hence, we want t o  minimize 
u a a s u b j e c t  t o  aTX + yTeT = AT . 2 T  The Lagrangian 
f u n c t i o n  i s  
2 T  T T  
L ( a , y , p )  = u a a + 202[~T - a T X  - y 0 1 p  
Taking p a r t i a l s ,  w e  get  
S e t t i n g  t h e  par t ia ls  equa l  t o  ze ro ,  w e  have 
h A 
Xp = a 
eT^p = o 
XTG + e'; = A 
f 
T" o r  X T X c  = X a , which means 
A -1 T" - 
p = ( x ~ x )  x a - ( x T x ) ' l t ~  - GI 
28 
or 
A h 
Since a = Xp , w e  have 
h a = X(X~X)-~CX - e [ e T ( x T x ) - l e ~ - ” B T ~ x T x ) - l ~ i  
Therefore,  t h e  B.L.U.E. of XTu i s  
iTy + 2 = e T I I  - (xTx)-le(eT(xTx)-le) -1 e T ](xTx) -1 x T Y 
+ (xTx> -le ( eT (xyx -le - l ~  I ( 2 . 3 )  
But from Eq. (2.1), we see  t ha t  iTY + 2 i s  j u s t  
AT;. Hence, t h e  B.L.U.E. o f  ATu i s  AT<. One imme- 
diate consequence of t h e  above i s  t h a t  i f  X = I , 
t hen  t h e  B.L.U.E. o f  u i s  u (given 8 u = 5). 
And i f  there a r e  no r e s t r i c t i o n s  on t h e  u 
T h 
( t h a t  ij 
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h 
i s ,  BT = O), t h e n  u = u* , a well-known r e s u l t .  
The fo l lowing  theorem p rov ides  u s  w i t h  an unbiased 
estimate o f  (T . 2 
h 
CY - X G I T C Y  - xu] 1 n - p + r  Theorem 2 . 2  - L e t  
t h e n  E[G2] = (5 . 
$2 = 
2 
Proof - L e t  us  cons ide r  
A (xTx)%(eT(xTx)-le) -1 e T Y - xu = Y - x u 1  - 
. (xTx) -1 x T Y ]  t (xTx)- l (eT(xTx)- 'e)- l5} 
L e t  
t h e n  
-1 T h Y - xu = Y - X A ( X ~ X )  x [XU + e l  
- x (xTx> ( e T  (xTx) - l e  - l c  
= 
= X [ I  - A]u + [I - X A ( X T X )  X ]e 
y - X A ~  - X A e  - x(xTx>-l(eT(xTx)' 'e)-l5 
4 
-1 T 
- x ( xTx ( e ( xTx -le -'E 
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(2 .4)  
-1 T Y - xu^  = [I - XA(X~X> x l e  
-1 T We a r e  now going to show t h a t  I - XA(XTX) X 
is idempotent .  We w i l l  f i rs t  skow t h a t  A i s  idem- 
p o t e n t .  Let u s  set  z = (xTx)-le(eT~xTx)-le)-leT . 
Then, 
= (xTx)-le(eT(xTx) -1 e -1 e T 
Hence Z i s  idempotent;  t h e r e f o r e ,  A = I - Z i s  
idempotent ,  Now 
XA(X~X) -1 x T XA(X~X)-~X~ = XAA(X~X) -1 x T 
= XA(XTX) -1 X T 
-1 T Therefore ,  I - XA(XTX) X i s  idempotent and 
-1 T T -1 T T [I - XA(XTX) X 1 = I - X(XTX) A X 1 
= 5- - X(XTX)'l 0 [I - 
e(eT(xTx)-le) e (xTx> IX -1 T -1 T 
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= I - X[I - (XTX)--l 
. e(eT(xTx)%) -1 e T (xTx> -1 IX T 
-1 T = I - XA(XTX) X 
-1 T L e t  us set W = I - XA(XTX) X . Hence, we see that 
from t h e  above, W is symmetric and idempotent. 
Hence , 
T T  n CY - XGI~CY - XU] = e w We 
= eTWe ( 2 . 5 )  
Now by Theorem 1.15, 
E[eTWe] = 02Trace[W] 
-1 T = 02Trace[I - XA(XTX) X 1 
= 02[n - Tsace(XA(XTX) X )I -1 T 
= a2[n - TraceA] 
= 02[n - Trace[I 
.- CxTx)-le(eT(xTx)-le) -1 e T 11 
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= cr 2 [n - [p  - Trace[Irxr l j  
= a [ n - p + r ]  2 
Hence, 
CY - X G I T I Y  - xii] $ 2  = 1 n - p + r  
2 i s  an  unbiased estimate o f  cr . 
Up t o  t h i s  p o i n t ,  w e  have made no assumptions 
about  t h e  d i s t r i b u t i o n  o f  t h e  e v e c t o r .  We s h a l l  
2 now assume t h a t  e - N(O,a I )  . With t h i s  assumption,  
we are  able t o  prove the  fo l lowing  theorem. 
Theorem 2 . 3  - Suppose w e  are  g iven  
Y = X u + e  s u b j e c t  t o  eTu = 5 
2 T where e - N(0,a I)  and where Y ,  X, u,  8 , 5 are 
de f ined  by e q u a t i o n  ( 2 . 0 ) .  The estimates, u and 
G2 , o f  u and cr2 , where 
A 
A 
CY - X G l T [ Y  - xu] ;2 = 1 n - p + r  
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e t h e  fo l low 
( a )  Unbiased 
( b )  Cons i s t en t  
(c) E f f i c i e n t  
(d) S u f f i c i e n t  
( e )  Complete 
( f )  Minimum v a r i a n c e  
( g )  Y M u l t i v a r i a t e  S i n g u l a r  Normal 
(h)  (" I-o: + r, G2 * X2(n - p t r )  
h 
(i) u and s2 a r e  independent 
Proof - The l i k e l i h o o d  f u n c t i o n  is 
w
(2 .6 )  
s u b j e c t  t o  €ITu = 5 
t o  e s t a b l i s h  p r o p e r t i e s ,  w e  
t and G 2  t i a l l y  maximum 
od e s t i m a t e s .  We want t h e  v 
imize I n  [ f ( e , u , o 2 ) 1  
i n s t e a d  o f  f ( e , u , a 2 ) .  Therefore ,  w e  want t o  maximize 
CY - XulTCY - xu1 I n  ( 2 ~ )  - I n  (a  - - n 2 
m 2a2 - 2  
s u b j e c t  t o  8'u = 5 . 
Cons t ruc t ing  the  Lagrangian f u n c t i o n ,  w e  g e t  
Taking the  p a r t i a l s  o f  L(u,02,6)  w i t h  r e s p e c t  t o  
u ,  B , 6 , we o b t a i n  2 
- a L  
au 
- - 1 CXTY - ( X T X ) U I  t 8 6  
2 a 
- aL - - +  n CY - XulTCY - xu] 
aa2 2a2 2a4 
Equat ing t h e  pa r t i a l s  t o  ze ro ,  w e  have 
(XTX)G - 88F2 = XTY 
-2 a = 1 [Y - X G I T [ Y  - XG] 
$ n 
A 
Now, s o l v i n g  f o r  u i n  the first equa t ion  we  have 
A -1 T -1 A-2 u = (XTX) x Y t ( X T X )  860 
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But s i n c e  eT2 = 5 , w e  have 
5 = eT(xTx) -1 x T Y + eT(xTX>-leG2 
o r  
A-2 
60 = - C e T ( X T X ) - l e ] - l [ e T U ~  - 51 
where 
-1 T u* = ( X T X )  x Y 
The re fo re ,  
which i s  i d e n t i c a l  t o  E q .  ( 2 . 1 ) .  Hence, we know tha t  
u i s  (1) unbiased and ( 2 )  has minimum v a r i a n c e  among 
e s t i m a t e s  which a r e  l i n e a r  i n  t h e  o b s e r v a t i o n s .  It 
w i l l  be shown t h a t  owing t o  s u f f i c i e n c y  and complete- 
n e s s ,  we can extend t h e  c l a s s  i n  which i s  b e s t  t o  
i n c l u d e  a l l  unbiased e s t i m a t e s  o f  u, . Hence, u and 
-2  
0 a r e  maximum l i k e l i h o o d  e s t i m a t e s .  They a r e  con- 
s i s t e n t  and a s y m p t o t i c a l l y  e f f i c i e n t  as a l l  t h e  n i j l s  
i n c r e a s e ,  Hence, G2 i s  a l s o  c o n s i s t e n t  and e f f i -  
c i e n t ;  and by Theorem 2.2,  G2 i s  a l s o  unbiased .  
A 
: 
A 
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Now l e t  u s  c o n s i d e r  t h e  fo l lowing  
CY - XulTCY - xu] = [G - UIT(XTX>CG - u] 
t CY - X;lT[Y - XI?] (2 .7)  
given  eTu = 6 . 
The proof of  Eq. ( 2 . 7 )  is as fo l lows  
CY - XI;ITIY - XG] + (6 - U)T(X 'X) ( f ;  - u )  
= eT[w1e t GT(xTx)G - 2 u T ( ~ T ~ ) t ;  t uT(xTx)u  
But; X6 = Xu + (I - W)e from E q .  ( 2 . 4 ) .  Therefore ,  
we have 
(i) GT(xTx)C; = u T T  x xu + 2u T T  x (I - w>e 
+ e T I I  - W ~ I C I  - W I ~  
(ii) -2u T T A  X Xu = -2u T T  X Xu - 2u T T  X ( I  - w)e 
Therefore  
(Y - XGIT(Y - Xt;) + ( G  - U)T(XTX)(G - u) 
= eTCWle + eT[x - w T m  - wle 
T T T T  T = e We + e  e - e  W e  - e  We 
T T  +eWWe 
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T = e e  
= CY - XulTIY - xu] 
Thus, Eq. ( 2 . 7 )  i s  a n  i d e n t i t y .  The re fo re ,  the  
l i k e l i h o o d  e q u a t i o n  can now be w r i t t e n  as 
"2 h Pence, u and cr a r e  j o i n t l y  s u f f i c i e n t  f o r  u and 
a . It can  a l s o  b e  shown t h a t  u and G2 are  com- 
p l e t e  ( R e f .  [15]) .  S ince  u and G2 are  complete,  
s u f f i c i e n t  s t a t i s t i c s ,  i f  a f u n c t i o n  can  be found 
"2 2 such t h a t  E[ f (u ,o  ) I  = g ( u , a  ) , t h e n  f i s  t h e  
minimum v a r i a n c e ,  unbiased estimate o f  g(u,a ) .  
Hence, w e  see t h a t  bo th  6 and G2 are  unbiased 
minimum v a r i a n c e  estimates i n  t h e  c l a s s  of  unbiased  
estimates of  u and cr . 
2 A 
h 
2 
2 
h 
L e t  u s  now f i n d  the d i s t r i b u t i o d  of  u . From 
Eq. (2.1), w e  have 
A 
u = AU* + ( x T x ) - l e ( e T ( x T x ) - ' e ) - l ~  
(2 .8 )  
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Hence 
V[Gl = 0 2 ( A ( X T X )  -1 X T X ( X T X )  -1 A T ) 
= 02A(XTX) -1 A T 
= 0 2 ~ ( x T x ) - l [ ~  - eT(eT(xTx)%)  -1 e T (xTx)-’1 
= 0 2 A C I  - e (eT(xTx)%> -1 e T 1 (xTx) - l  
= o2A(XTX)-l 
and 6 i s  normal by  Theorem 1 . 2 .  Note t h a t  s i n c e  A 
i s  idemDotent, V[c ]  i s  s i n g u l a r  and hence u has a 
m u l t i v a r i a t e  s i n g u l a r  normal d i s t r i b u t i o n .  The r eason  
f o r  t h i s  i s  t h a t  u i s  c o n s t r a i n e d  t o  l i e  i n  a p-r 
d imens iona l  subspace o f  t h e  p space .  The impl ica-  
t i o n s  o f  t h i s  w i l l  be t a k e n  up when w e  c o n s i d e r  
i n t e r v a l  e s t i m a t i o n .  
L e t  u s  now c o n s i d e r  t h e  d i s t r i b u t i o n  of G 2  . 
( n  - p + r)S2 = eT[W]e . Now by Eq. (2 .5 )  w e  have 
Therefore ,  by Theorem 1 . 4 ,  
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Hence, 
2 - x ( n - p + r )  n - p + r 6 2  2 
0 
h 
We w i l l  now show that  u and s2 a r e  indepen- 
dent. To do t h i s ,  we observe t h a t  from Eq.  ( 2 . 8 )  and 
from t h e  f a c t  t h a t  OTu = 5 t ha t  
-1 -1 rl T = AU + (xTx)%(eT(xTx)  e + A ( X ~ X >  x e 
-1 T Thus .f; - u = A ( X T X )  X e . Now, by Theorem 1 . 9 ,  
$-u and 32 a r e  independent i f  ( A ( X T X )  X )(W) F 0 . 
But 
-1 T 
-1 T -1 T -1 T 
A ( X T X )  X W = A ( X T X )  X [I - X A ( X T X )  X 1 
= A ( X T X ) - l X T  - A ( X T X )  - 1 T  X = 0 
(2.10) 
u and G 2  are independe , which a l s o  
h i m p l i e s  t h a t  u and g2 are independent .  
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2.2 I n t e r v a l  Es t ima t ion  
S ince  t h e  d i s t r i b u t i o n  o f  G2 i s  known t o  
- CT 
be X’(n-p+r), t h e  procedures  f o r  i n t e r v a l  e s t i m a t i o n  
of o2 are w e l l  known and w i l l  not be d i scussed  here. 
A 
However, s i n c e  u has s i n g u l a r  d i s t r i b u t i o n ,  we 
s h a l l  d i s c u s s  the problems a s s o c i a t e d  w i t h  f i n d i n g  
confidence i n t e r v a l s  f o r  XTu. 
w i l l  assyme t h a t  A T  i s  a l x p  v e c t o r .  We w i l l  pos t -  
For  t h e  moment, w e  
pone t h e  d i s c u s s i o n  of  s imultaneous confidence 
i n t e r v a l s  u n t i l  S e c t i o n  2.4.  
Suppose w e  wish t o  p l a c e  a confidence i n t e r v a l  
on ATu. 
V[ATu^] = CT h A ( X T X )  A h . Note that  A ( X T X )  A i s  
Then, t h e  B.L.U.E. of ATu i s  AT; and 
2 T  -1 T -1 T 
s i n g u l a r  and t h e r e  i s  t h e  p o s s i b i l i t y  t h a t  
cT A ( A ( x ~ x >  A ) A  = o . Since  ( x ~ x ) - ~  i s  a p o s i t i v e  
d e f i n i t e  ma t r ix ,  CT X ( A ( X T X )  A ) A  = 0 if and only  
i f  ATA = 0 . Now w e  c l a i m  ATA = 0 if and only  i f  
2 T  -1 T 
2 T  -1 T 
X = By . 
i s  when we  are e s t i m a t i n g  
known c o n s t a n t .  The proof  o f  t h i s  i s :  Suppose 
ATX = 0 , 
I n  o t h e r  words, t h e  only  t i m e  V [ X T c ]  = 0 
T T T  A u = y 8. u = yTE , a 
t h e n  w e  have by Theorem 1.1, 
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A = [I - (A T + T  ) A ]z , But (AT)+ = AT s i n c e  AT 
i s  idempotent ,  Hence 
T T  A = [I - A A lz = [I - ATlz 
= By where y = (eT(XTx)-lg)-lgT(XT~)~lz 
Now suppose A = 0y , t h e n  
= [e - eiy = o . 
There fo re ,  if i s  a n o n t r i v i a l  f u n c t i o n  of t h e  
parameter ,  we know t h a t  i s  d i s t r i b u t e d  
&i3iT 
fi -1 T a s  N(0,l). Since  u - u = A(XTX) X e , w e  see  that  
T A  -1 T (u - u) = XTA(XTX) X e and f rom Eq.  ( 2 . 1 0 )  
hTA(XTX)-lXTW = hTO = 0 . 
A (u-u) i s  independent of $ 2  . Hence, 
Hence by Theorem 1 . 9 ,  
T h  
a t s t a t i s t i c  
wi th  n-p+r degrees  of freedom. The procedures  f o r  
f i n d i n g  conf idence  i n t e r v a l s  f rom t h i s  i n fo rma t ion  
well known. 
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2 . 3  Hypothesis T e s t i n g  
I n  t h i s  s e c t i o n  we  w i l l  deve lop  a procedure f o r  
T t e s t i n g  Ho: A u = y a g a i n s t  t he  two-sided a l t e r n a -  
t i v e  HA: ATu f y , where A T  i s  an  s x p  m a t r i x  of 
r ank  s . We w i l l  u s e  t h e  l i k e l i h o o d  r a t i o  t e s t .  
The Pollowing i s  a b r i e f  d e s c r i p t i o n  of  t h e  procedure.  
Suppose x1,xX2,***,xn are d i s t r i b u t e d  as L ( x , e ) ,  
where 8 i s  a n  element o f  a se t  &? . Now, i f  w e  
want to t e s t  Ho: O s w  , where w i s  a s u b s e t  of 
s2 , ver sus  HA: OE[O - W ]  , w e  c o n s t r u c t  
e EW 
max L ( x , 8 )  r ( x )  = 
Now we can observe that  
(1) r ( x )  i s  a f u n c t i o n  o f  x a l o n e  and hence a 
s t a t i s t i c  
( 2 )  o 2 r e )  5 1 
( 3 )  small v a l u e s  o f  r ( x )  sugges t  r e j e c t i o n  o f  
H .  
0 
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Let  us  now apply  this procedure t o  our  model. 
Y - P J [ X U , G ~ I ]  where eTu = 5 , w e  see that  
Since 
n -- 
L(Y;u,cr2) = (2a02)  CY - XulTCY - xu]\ 
T given 9 u = 5 
Hence w e  see t h a t  Q i s  t h e  se t  of a l l  u such t h a t  
e T U  = 5 or L? = {u/BTu = 5) . Now suppose w e  wish to 
t e s t  Ho: A u = y , t h e n  w i s  t h e  set  of a l l  u 
such t h a t  A u = y and 8 u = 5 ; o r  w = {u/ATu = y 
and BTu = 5 )  . 
9 u = 5 )  And now we can  wr i t e  
T 
T T 
Therefore  Q - w = iu/ATu # y and 
T 
4 4  
T 
L e t  BT = [:.1 and 6T = [:] , t h e n  w e  can  
wr i te  
max f(Y;u,02)  
m x  f(Y;u,a  ) 
BTu=b 
2 r(Y) = 
T e u=s 
I n  S e c t i o n  2 . 1 ,  w e  showed tha t  t h e  v a l u e s  of u 
2 and a2 that  maximized f(Y;u,o ) s u b j e c t  t o  eTu = 5 
were 
+ [ X T X l  -I e ( e T  ( XTX ) - l e  ) -ls 
z2 = I [ Y  - X 6 1 T [ Y  - X G l  , where n 
-1 T u% = ( X T X )  x Y . 
Theref o r e  
n -- max f (Y;u,o 2 ) = $ 2 ~ 5 ~ )  E X P  {- $} 
T e u=< 
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Likewise it can be shown t h a t  t h e  v a l u e s  o f  u and 
CJ t h a t  maximize f (Y;u ,a  ) s u b j e c t  to B u = 6 were 2 2 T 
c -1 T u = [I - (XTX)-lB[BT(XTX)-lB] B I U "  
-2 1 
CJ = - n CY - X i i l T I Y  - XU] 
n -- 
Therefore  sup f (Y;u ,02 )  = ( 2 1 ~ 0 ~ )  EXP {- F} . 
T B u=6 
Hence, w e  see t h a t  
2 
n 
-- 
The s t a t i s t i c  t h a t  we w i l l  use  i s  r(Y) . L e t  
2 
n 
-- 
us  deno te  r(Y) as L* . Now w e  r e j e c t  H if 
L* 1 L* s i n c e  L* > L* i f  and on ly  i f  I' (Y) 2 r ( Y )  . 
0 
0 0 -0 
The problem now i s  t o  de te rmine  t h e  d i s t r i b u t i o n  o f  
L* . Let  us  c o n s i d e r  t h e  i d e n t i t y  
-2 -2 
-2 
CJ 
L" = 1 +  CJ - 0  = 1"+ L 
where 
-2 -2 
0 - 0  
-2 
CJ 
L =  
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L e t  us  n o t e  t h a t  by Theorem 1.C, 
no -2 = min C Y  - X U I ~ C Y  - XUI 
1 UEW 
and 
nC2 = min C Y  - X U I ~ C Y  - XU] 
2 UEW 
where 
and 
Now w1 i s  a s u b s e t  of w 2  , hence by 
-2 -2 Theorem 1 . D ,  5 i s  g r e a t e r  t h a n  o r  equa l  t o  5 . 
2 are x (hl,Al) and 
-2 
n5 and - Now by Theorem 1.E, 2- 
CJ o 
rlZ2 
2 
2 x (h2,X2) where h, = n - p + (r t s )  and A, i s  
T T A 2  = 0 i f  8 u = 5 . But wf: are given that  8 u = 5 , 
T hence A,  = 0 and A, = 0 i f  A u = y . Therefore  
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-2 -2 na - na  n we have - - - t - (02 - z2) . Now 
2 c l  2 a  2 
CT 
n - (T2 - z2) 2 0 , 
0 
hence by Theorem 1.F,  2 
n -2 independent  of 2 0 . There fo re  w e  see t h a t  
0 
L =  
-2 
2 
na  - 
(5' 
2 i s  t h e  r a t i o  of a n o n c e n t r a l  x 2  and a c e n t r a l  x . 
Therefore  by Theorem 1 . 6 ,  F = - L i s  d i s -  
S 
t r i b u t e d  as a noncen t r a l  F w i t h  s and n-ptr  
degrees  of freedom and n o n c e n t r a l i t y  parameter  A , 
where A = 0 i f  H : A u = y i s  t r u e .  Now L* 1 LE 
i f  and only  i f  L 1 L and L 2 L i f  and on ly  i f  
F 2 Fo . Hence we r e j e c t  Ho: A u = y i f  F i F . 
And s i n c e  we know t h e  d i s t r i b u t i o n  o f  F , it i s  easy 
t o  f i n d  Fo . + 
T 
0 
0 '  0 
T 
0 
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L e t  us now c o n s i d e r  a computa t iona l  form f o r  
F . By Theorem 1.7, w e  s e e  that  
(i) min CY - X U I ~ C Y  - xu] = R~ 0 + SS(B~,S) 
T B u=6 
min CY - X ~ I ~ C Y  - xu] = R~ + ss(eT,c) 
eTu=5 
0 (ii) 
where 
R2 = YTY - u*~(X~X)U* 
0 
and 
SS(BT,G) = [BTu* - S]TIBT(XTX)-lB]-l[~T~* - 6 1  
and 
SS(eT,c) = [eTu* - SITCeT(xTx)-lel-lCeTun - 51 
-1 T where u% = (XTX) X Y . Hence F can  be w r i t t e n  as 
L e t  us  also n o t e  t ha t  
x = ECSS(B,S) - ss(eT,5>li 
= fBTu - I~]~(B~(X~X)-~B)-~[B~U - S]
- (BTU - 5)TCeT(xTx)-1el-1CeTu - 51 
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T But w e  are g iven  0 u = 5 , hence 
X = [BTu - G]TIBT(XTX)-lB]-l[BT~ - 61 
-1 T = [ATu - y]TIBT(XTX)-lB] [A u - 61 . 
Another form f o r  t h e  numerator sum of  squa res  
w i l l  be g iven  a t  t h e  end of S e c t i o n  3 .0 .  
T 2 . 3 . X  Choice o f  AT f o r  Ho: A u = y . 
3mne c a r e  must be  t a k e n  when choosing AT f o r  
A T u  = y . Ho; 
model Y = Xu + e s u b j e c t  t o  u1 - u = 2 . The t e s t  
Ho: yl ,. u2 = 0 i s  obvious ly  meaningless .  I n  o t h e r  
words, we  must choose AT such t h a t  
For example, suppose we are g iven  t h e  
2 
2 . 3 . 2  Example 
Le t  u s  c o n s i d e r  t h e  example i n  S e c t i o n  2 . 0 .  
There w e  were g iven  Y = Xu + e s u b j e c t  t o  eTu = 5 , 
where 
3 '  Now suppose we wanted t o  t e s t  Ho: u l ,  = u = u 
or Ho: A T u  = 0 where 
2. 
0 -1 -1 
Hence w e  have 
BT = 
1 
~ 
-1 
-1 
1 
1 
-1 
0 
-1 
0 
1 
0 
-1 
0 
0 
-1 
0 
-1 
0 
-1 ! 6 
Hence 
n - p + r  FS(B'f,O) - ss(eT,o)] 
F =  
S ss(eT,o> + R~ 
0 
where n - p + r = 1 8 - 6 + 2 = 1 4  and s = 2 .  
L e t  us cons ide r  ano the r  hypo thes i s ,  Suppose 
w e  wanted to t e s t  Ho: u = u for a l l  i , i t , j .  
i j  i ' j  
The 
Now 
A: m a t r i x  would be :  
, when B T  
-1 
0 
0 
0 
i s  augmented to 
0 
0 
-1 
0 
0 
-1 
0 
0 
0 
0 
0 
-1 
to form 
w e  s e e  t h a t  B: i s  a 6 x 6  m a t r i x  of rank 4 ,  t h a t  i s  
1 =E -1 -1 0 0 
1 
1 
-1 
0 
-1 
0 
0 
0 
1 
0 
0 
0 
-1 
0 
0 
-1 
0 
-1 
0 
0 
0 
0 
-1 I. 
I f  w e  add t h e  t h i r d  row to minus t h e  first row,.we 
o b t a i n  t h e  f i f t h  row; and minus t h e  second row p l u s  
t h e  f o u r t h  row y i e l d s  t h e  s i x t h  row. The re fo re ,  i n  
l i g h t  of S e c t i o n  2 .3 .1 ,  w e  would take B; t o  be  
B: = 1 - 1  0 0 - 1 0  
1 0 - 1 0  0 0  
- 1 0  0 0 - 1 0  O 3  
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T T L e t  u s  n o t e  that  B1 = HB2 where 
H =  [: 0 0 1 0 
-1 
0 
2 :I 
We w i l l  show l a t e r  that  t h i s  i m p l i e s  t h a t  
i s  e q u i v a l e n t  t o  Ho: u = u - 
39 ij i ’ j  Ho: ul. - u2.  = u 
f o r  i, i* ,  j . T h i s  example p o i n t s  ou t  the  c a r e  
needed i n  s e l e c t i n g  t h e  hypo thes i s  and t h e  c o n s t r u c t i n g  
of t h e  B ma t r ix .  By p r o p e r l y  s e t t i n g  up the  B 
m a t r i x ,  t h e  exper imenter  w i l l  know e x a c t l y  what he i s  
t e s t i n g  and w i l l  be guaranteed  a v a l i d  t e s t .  
2 . 4  Simultaneous Confidence I n t e r v a l s  
I n  t h i s  s e c t i o n ,  w e  w i l l  be concerned w i t h  f i n d i n g  
T conf idence  i n t e r v a l s  f o r  A u = 6 . The procedure i s  
as f o l l o w s .  By Theorem 2.3, w e  know that 
u - u - N ( O ,  A(X~X) A 1 . Hence -1 T h 
Now, from Eq. ( 2 . 9 )  w e  see that 
A ~ ( G  - u> = A ~ A ( X ~ X )  -1 xT e . 
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Consider  
-1 T T2 = 1 2 [AT(; - u)ITIAT(A(XTX) A ) A ] + [ A T ( G  - u ) ]  
U 
or 
-1 T - l T  + T  -1 T T~ = 2 eT[x(xTx) A A ( A ~ A ( X ~ X )  A A) A A ( X ~ X )  A l e  
U 
+ T  = e T G ( G T G )  G e 
-1 T where G = X ( X T X )  A A . But 
+ T  + T  + T  
[ G ( G T G )  G ]G[GTG]  G = G ( G T G )  G , 
2 hence by Theorem 1 . 4 ,  T2 - x (k )  , where k = rank(G) . 
Since  A i s  not  of f u l l  r a n k ,  w e  must c o n s i d e r  t h e  
p o s s l b i l i t y  t h a t  ATA = 0 . However, by fo l lowing  a 
similar argument as pu t  f o r t h  i n  S e c t i o n  2 . 2 ,  we see 
t h a t  ATA = 0 i f  and on ly  i f  AT = rTOT o r  
ATu = rTC , 
t r i v a l  f u n c t i o n ,  t h e n  ATA # 0 .  Now 
T Hence If  A u i s  a non- a known v e c t o r .  
+ T  T’ = e T C G ( G ~ G )  G j? 
2 
U 
‘5; + T  i s  independent  of  eTWe s i n c e  G ( G  G )  G W = 0 . 
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There fo re  
- F ( h ,  n - p + r )  . T2/k 
G2/a2 
Hence 
But s i n c e  6 = ATu , t h e  set of  6 such t h a t  
i s  a (1-a> simultaneous i n t e r v a l  f o r  
if 0 = 0 , t hen  A = - I  and 
6 = nTu . NOW 
T2 = 1 [ A  T (u* - u ) ] ~ [ A ~ ( X ~ X ) - ' A ] - ~ [ A ~ ( ~ ~  - u ) ]  
2 
U 
which i s  t h e  c l a s s i c a l  r e s u l t .  Numerical examples of  
t h e  above procedure will be given i n  Chapter 6 .  
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CHAPTER 3. RELATION TO OTHER MODELS 
3.0 P r e l i m i n a r i e s  
We w i l l  now c o n s i d e r  t h e  r e l a t i o n  between the  ''u" 
model d i s c u s s e d  i n  Chapter  2 ,  t h a t  i s  Y = Xu + e sub- 
j e c t  t o  0 u = 5 , and t h e  c l a s s i c a l  l i n e a r  models. 
The assumptions f o r  t h e  c l a s s i c a l  models are very s i m -  
i l a r  t o  t h e  assumptions f o r  t h e  "u" model. For t h e  
c l a s s i c a l  l i n e a r  models, w e  assume t h a t  w e  have sampled 
p u n i v a r i a t e  p o p u l a t i o n s  where each p o p u l a t i o n  has a 
d i f f e r e n t  mean, b u t  a l l  have t h e  same v a r i a n c e .  
T 
The f u n c t i o n a l  form f o r  these models i s  Y = Xu + e 
s u b j e c t  t o  u = PB or simply 
where W = XP and P i s  p x t  of  rank  q . We shall  
re fe r  t o  t h i s  model as t h e  " f 3 "  model. 
We shal l  assume t h a t  e - N ( 0 , 0 2 1 )  , s i n c e  i t  i s  
t h i s  c a s e  t h a t  i s  most i n t e r e q 5 i n g .  The case  i n  which 
w e  assume E[e]  = 0 and E[eeT] = cr21 has l i m i t e d  
a p p l i c a t i o n  and t h e  needed r e s u l t s  can be ob ta ined  by 
fo l lowing  a similar l i n e  of r eason ing  as f o r  t h e  case  
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2 where e - N ( O , o  I ) .  I n  o r d e r  t o  e s t ab l i sh  a r e l a t i o n  
between t h e  "u" model and t h e  "B"  model, w e  sha l l  d e f i n e  
t he  concept  of s t a t i s t i c a l  equiva lence  between two 
models. We s a y  t h e  "u" model and the ''B" model are 
s t a t i s t i c a l l y  e q u i v a l e n t  i f :  
( i) the re  i s  a 1-1 correspondence between l i n e a r  
estimable f u n c t i o n s  of t h e  pa rame te r s ,  and 
minimum v a r i a n c e  unbiased e s t i m a t e s  a r e  
i d e n t i c a l .  
(ii) t h e r e  i s  a 1-1 correspondence between t e s t -  
able  hypotheses ,  and t h e  t e s t  s t a t i s t i c s  
(under  t h e  same c r i t e r i o n )  are i d e n t i c a l .  
Now suppose we are g iven  Y = W B  + e where 
W = XP , or i n  o t h e r  words, u = PB . Let  us cons ide r  
t he  fo l lowing  "u" model: Y = Xu + e s u b j e c t  to 
0 u = 0 where: T 
(1) eTP = 0 
( 2 )  r a n k ( e T )  = rank(X) - rank(XP) = p - q ( 3 . 2 )  
( 3 )  OT i s  (p-q)xp o f  rank  p-q. 
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we are able t o  prove the  
8 d e f i n e d  by Eq. ( 3 . 2 )  i s  
Q the  1'$11 model as g iven  by 
m X.l .4 ,  the  minimum v a r i a n c e  unbiased  
in eke " model i s  g iven  by 
f r ~ m  Theorem 2.3,  the  minimum 
~~~a~~ of a2 i n  the  "u" model i s  
p m min CY - XulTCY - xu] 
ut r = rank(eT) = p - q 
- q e Now eTu = 0 imQlies that 
where z i s  a r b i t r a r y .  But we are 
T + T  
Q R C 8  , P  = CI - ( e  1 e 1G , 
e P i s  p x t  of  r ank  q . 
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L e t  en 
f o r e ,  w e  have 
[Y - XulTIY 
Hence t h e  minimum v a r i a n c e  unbiased estimate of  a2 i n  
t he  "u" model i s  i d e n t i c a l  t o  t h e  minimum v a r i a n c e  
unbiased estimate of  a 2  i n  the  " B "  model. 
Now suppose w e  wish t o  e s t i m a t e  aT6, and t h a t  a T B  
i s  estimable; i . e . ,  there  e x i s t s  a n  a such t h a t  
dT = aTW . S i n c e  u = PB , w e  have 
8 = P+U 4- [I - P+PlZ . 
Y 
60  
Hence dTB = 6 T +  P u t GTII - P+P]z . But 6 T  = aTW or 
= aTXP . Therefore, we see that 
S T C I  - P+PlZ = aTXPII - P+P]Z 
= '  aTXCP - PIZ = o 
T +  Hence 
estimate ATu in the "u" model. Since u = PB , we see 
t h a t  XTu = ATPB . 
6TB = 6 P u . Now let us suppose we want t o  
Therefore, we have a 1-1 corre- 
spondence between estimable functions; that is if we 
want t o  estimate 6TB, then we can estimate XTu where 
T +  = 6 P , or if we want t o  estimate ~~u we can esti- 
mate 6TB where 6T = ATP . 
From Eq. ( 3 . 3 ) ,  we see that 
min [Y - X ~ I ~ C Y  - xu] = min CY - W B I ~ C Y  - W B I  
e T u=o B 
A 
Also from Eq. (3.3) we see t h a t  u is t h a t  value of u 
t h a t  minimizes CY - XuIT[Y - Xu] subject t o  
and B is that value of B that minimizes 
T 9 u = 0 ; 
h 
CY - WBITCY - WBI. 
h A 
We will now show that u = PB , that is we will 
A 
show t h a t  PB minimizes CY - XuIT[Y - Xu] subject t o  
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A 
T 8 u = 0 . Now let = PB . We see that 
A eTu = B ~ P B  = o 
- 
Hence u satisfies the constraints. Also 
/ 
A A 
CY - XiilTCY - XU] = CY - XPBITCY - XPBl 
= min CY - XPBI~CY - XPBI 
min CY - X ~ I ~ C Y  - XUI 
B 
= 
A 
- A  A T subject to 0 u = 0 . Hence u = u , or u = PB . 
Now by Theorem 2.3, the minimum variance unbiased esti- 
mate of ATu is AT; = ATPB = sT; if 6T = ATP . But 
by Theorem 1.14, 6 B is the minimum variance unbiased 
A 
T h  
estimate of sTB. 
then the minimum variance unbiased estimate of 6 B in 
the ''u" model is AT; where A T  = 6 P . The converse 
Hence if we wish to estimate 6TB, 
T 
T +  
also is true. That is, suppose we wish to estimate 
ATu, then the minimum variance unbiased estimate of ATu 
in the ' 'B" model is 6 where 6 T  = ATP . Thus condi- 
tion (i) is satisfied. 
T A  
If we wish to test Ho: 6TB = y in the " B "  
model, we see that this is equivalent to testing 
H : X u = y in the "u" model where ATP = 6T . The T 
0 
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reason  f o r  t h i s  i s  the 1-1 correspondence between es t i -  
mable f u n c t i o n s .  Now, i f  w e  use t h e  l i k e l i h o o d  r a t i o  
t e s t  as a t e s t  c r i t e r i o n ,  the t e s t  s t a t i s t i c s  are iden- 
t i c a l .  
fo l lowing:  
T h i s  can be e s t a b l i s h e d  by cons ide r ing  t h e  
1 
R: = min C Y  - X ~ I ~ C Y  - XU] 
T 
J. 
e u=o 
T x u=y 
= min C Y  - X U I ~ C Y  - XUI 
u=PB 
T x u=y 
min [Y - wsl CY - wsl - 
T +  6 P PB=y 
but  6 T  = aTW = aTXP . Hence 
Hence 
R: = min [Y - W B I ~ C Y  - W@I 
GT6=y 
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P- I min CY - X ~ I ~ C Y  - xu] - min CY - X U I ~ C Y  - XUI T T T e U=O e U=O A u=y 
b u t  
min CY - X ~ I ~ C Y  - xu] = min CY - W B I ~ C Y  - WBI 
8 T u=o GTB=y 
T h u=y 
and 
min CY - xulT[y - xu] = min CY - W B I ~ C Y  - W B I  
8 T u=o B 
and ?f2 = G2 hence 
min 
6TB=y B 
CY - W B I ~ C Y  - WBI - min CY - W B I ~ C Y  - WBI 
F =  -2 
SO 
which i s  t h e  appropr i a t e  t es t  i n  t h e  trB1l model., Hence 
cond i t ion  (ii) i s  s a t i s f i e d  and the theorem i s  proved. 
The importance of Theorem 3.0 i s  t h a t  i f  w e  a r e  
given Y = WB + e where W i s  an nxt ma t r ix  of rank 
q < t , we can t ransform t h i s  t o  the  appropr i a t e  "u" 
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model and perform t h e  a n a l y s i s  i n  t he  "u" model. Hence 
we have t h e  a b i l i t y  t o  work i n  e i the r  model. 
Let us  now cons ide r  another  form f o r  t h e  numerator 
of the  t e s t  s t a t i s t i c .  From,Theorem 1 . 7 ,  we s e e  t h a t  
where 
R: = min C Y  - W B I ~ C Y  - WBI 
B 
and 
Hence 
min 
GTB=y 
(6'; - y)T(6T(WTW)+6)-1(6Ti  - y) = R, 2 - R: 
Now w e  know, by Theorem 3 .0 ,  tha t  
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where 
C j T  = ATP . 
Hence 
Therefore ,  we can w r i t e  
but  
Hence 
R1 2 - Ri = [AT; - y]TIATA(XTX)-lX]-l[AT; - y] . 
Thus t h e  t e s t  s t a t i s t i c  can be w r i t t e n  a s  
F =  [AT; - y]TIXTA(XTX)-lX]^l[XT; *-i - Yl * ( 3 .4 )  
SO" 
Hence we have two forms f o r  the t e s t  s t a t i s t i c .  
We sha l l  now cons ider  s p e c i f i c  models u s u a l l y  
encountered i n  s t a t i s t i c s  and show how they  can be 
analyzed i n  t h e  "u" model. 
us ing  t h e  "u" model should be noted;  and tha t  i s  t h a t  
t h e r e  i s  no need t o  d i s t i n g u i s h  between the  s o  c a l l e d  
One important  aspec t  of 
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"equal numbers" case and the "unequal numbers" case. 
The theory developed in Chapter 2 is completely gen- 
eral. If we indeed have equal numbers, then 
and all of the formulas simplify. Furthermore, our 
analysis does not  have two s h s  of equations as do some 
of the analyses of linear models. For instance, 
Graybill [15] has a section in which he analyzes the 
two-way without interaction assuming equal numbers and 
then a chapter devoted to the analysis when he has 
unequal numbers. 
XTX = PI 
3.1 Classification Models 
In this section, we will consider classification 
models, that is one-way, two-way without interaction 
and the two-way with interaction. Extension to 
higher-way classifications is "easily" seen. 
3.1.1 One-way Classification 
Suppose we are given the usual one-way classifi- 
cation, that is 
Yi j u + ai + e i j  
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Now w e  can rewri te  t h i s  i n  ma t r ix  n o t a t i o n  as 
Y = W B  t e , where W i s  n x ( a t 1 )  of rank  a . At 
t h i s  p o i n t ,  w e  would l i k e  t o  f i n d  the  a p p r o p r i a t e  "u" 
model. From Eq.  ( 3 . 2 ) ,  w e  see t h a t  w e  want €IT such 
t h a t  rank(OT) = rank(X) - rank(W) . But rank(X) = a 
and rank(W) = a . Hence rank(eT) = 0 which i m p l i e s  
eT = 0 . Therefore  t he  a p p r o p r i a t e  ''u" model i s  
I n  o t h e r  words t h e  u i l s  are uncons t ra ined .  
eve r ,  tha t  w e  do know t h a t  o r  i n  ma t r ix  
n o t a t i o n  u = PB . Therefore  l e t  u s  cons ide r  hypoth- 
eses about u and ai i n  the  11f3" model. For example, 
suppose w e  want t o  estimate a,-a,. We need t o  f i n d  a 
Note, how- 
ui = u t ai 
T A T  such t h a t  X P = E j T  
I L  
. It i s  c l e a r  that  
= ATU = a1 - a2  = EjTB . 
u1 - u 2  
Hence t o  estimate a1-ct2 
u -u i n  t he  "u" model. 
u 2 = Y2./n2 . Hence 
1 2  
h 
i n  the r r B 1 l  model w e  estimate 
A 
Since  €IT = 0 ,  u1 = Ylo/nl and 
which i s  a well-known r e s u l t .  Now suppose w e  wanted t o  
t e s t  Ho: c1 = a = 0 . 0  = a The a p p r o p r i a t e  t e s t  1 2 a 
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i n  t he  "u" 
i s  y i j  - ui + e i j  . 
3.1.2 Two-way C l a s s i f i c a t i o n  Without I n t e r a c t i o n  
The u s u a l  d e f i n i t i o n  of  the  two-way c l a s s i f i c a t i o n  
without i n t e r a c t i o n  model i n  the ''8" model n o t a t i o n  i s  
i = l , . - - , a ;  j = l , - * - , b ;  k = 0,1,.** , n i j  . 
words, w e  assume that  t he  model i s  a d d i t i v e .  
G r a y b i l l  C151 g ives  t h e  fol lowing d e f i n i t i o n  of  the  two- 
I n  o t h e r  
way a d d i t i v e  model. 
"The two-way c l a s s i f i c a t i o n  model ' 
y i j  = u i j  + e i j  w i l l  be  said t o  be 
an a d d i t i v e  model i f  u i j  i s  such 
where a typical row of OT is 
u - u  - u  + UiIj' = o .  ij i'j ij' 
Now rank(OT) = rank(X) = rank(XP) . The rank of X 
is, say, p and rank(XP) = a + b - 1 . Hence, by 
Theorem 3.0, rank(gT) = p - a - b + 1 . 
consider various possibilities. First let us suppose 
i = 1 , * 0 *  ,a; j = l,*** ,b, and k = 1 . Then p = ab and 
rank(0 ) = ab - a - b + 1 = (a - l)(b - 1) . Also 
Now let us 
T 
[Y - XGIT[Y - XGl ;2 = 1 n - p + r  
[Y - GITIY - 61 - 1 - ab - ab t r 
[u - $lT[Y - 1 (a - l)(b - 1) - 
Hence the degrees of freedom for residual are (a-l)(b-l) 
as is well known for this case. 
Second, let us suppose i = 1,*** ,a, j = l,***,b 
and k = 0,1,=-* ,nij . In this case, rank(X) = p , 
which is the number of nonzero 
of freedom for residual are n..-a-bSl, where 
n.. - i j i j '  
matrix. 
nij . Hence the degrees 
- CC n In this case, eT is a (p-a-b+l)xp 
Let us now cons ide r  t h e  s t r u c t u r e  of  BT f o r  t h e  
above two cases .  F i r s t ,  l e t  us cons ide r  t h e  fo l lowing  
example: Let i = 1,2,3,4, j = 1,2,3, and k = 1 . 
Since a method of c o n s t r u c t i n g  BT i s  given i n  
Chapter 5, we w i l l  not  now d i s i u s s  t h e  d e t a i l s  con- 
cern ing  t h e  c o n s t r u c t i o n  of BT . We w i l l  only observe 
t h e  s t r u c t u r e  of BT . The c o n s t r a i n t s  on t h e  uij 
were t h a t  u i j  
i t ,  j . Hence we have 
- u  + u ~ , ~ ,  = 0 f o r  a l l  i, j ,  ij - u  i'j 
- u21 - u12 + u22 
- u21 - u13 + u23 
= o  
= o  
11 
11 
11 - u31 13 
11 .- u31 13 
11 - u41 
- u + u32 = o  
- u + u33 = o  
= o  
= o  
12 + u42 
ull - '41 - 13 u42 
- u  
Note t ha t  we do not  have t h e  c o n s t r a i n t s  of a l l  
i, i f ,  j ,  j '  . T h i s  i s  because t h e  above s i x  form a 
l i n e a r l y  independent s e t ,  and any o t h e r  c o n s t r a i n t  
would be a l i n e a r  combination of t h e s e  s i x  and need not  
be  inc luded  i n  e T  . 
assumption t h a t  OT b e  of  full-row rank .  I n  mat r ix  
n o t a t i o n ,  w e  have 
T h i s  i s  i n  keeping w i t h  t he  
U ull u12 u13 u21 u22 u23 u31 u32 u33 u41 u42 43 - 
7 
1 - 1  0 - 1  1 0  0 0 0 0 0 0 
1 0 - 1 - 1  0 1 0  0 0 0 0 0 
1 - 1  0 0 0 0 - 1  1 0  0 0 0 
1 0 - 1  0 0 0 - 1  0 1 0  0 0 
1 - 1  0 0 0 0 0 0 0 - 1  1 0  
1 0 - 1  0 0 0 0 0 0 - 1  0 1 - - 
L e t  us  now cons ider  e s t ima tes  and t e s t s  of  hypoth- 
e s i s  f o r  t h i s  example. The " B "  model i s  
Y i  j = u + a  i + y j + e  i j  
The a p p r o p r i a t e  "u" model i s  
Y = u + e  
T sub jec t  to 9 u = 0 where €IT i s  given above. Now w e  
know t h a t  
U i j  = u + a i + y j  
Suppose w e  wish to es t ima te  a i -a i ,  then 
u - u  = a - ai, ; o r ,  i f  w e  wish to estimate i j  i ' j  i 
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we see t h a t  uij - u  - Yj - Yj' . We a l s o  ij' Yj-Yj" 
u e j  - U.jl 
- - 
= a  - a  and ui. - uil. i i' see, however, t h a t  
- Yj - Yj' The reason  f o r  t h i s  i s  t h a t  we - - 
have a completely balanced a d d i t i v e  model and uie-ui,. 
i s  equ iva len t  to uij-uilj 
/ 
L e t  us t e s t  Ho: a = a2 = 01 = a4 o r  1 3 
0 
where 
model i s  Ho: u = u . I n  ma t r ix  t e s t  i n  t h e  "u" 
n o t a t i o n ,  w e  have: 
f i T  = [u al a2 a3 a4 y, y2 y3] The a p p r o p r i a t e  
ij i'j 
XTU = 
u u u u u  
'11 u12 u13 u21 u22 u23 u31 32 33 41 42 43 - 
1 0  0 0 0 0 - 1  0 0 0 0 
1 0  0 - 1  0 0 0 0 0 0 0 
OI 
1 0  0 0 0 0 0 0 0 - 1  0 
0 1 0  0 - 1  0 0 0 0 0 0 0 
0 1 0 0 0 0 0 -1 0 0 0 o u  
0 1 0  0 0 0 0 0 0 0 - 1  0 
0 0 1 0  0 - 1  0 . 0  0 0 0 0 
0 0 I O  0 0 0 0 - 1  0 0 0 
0 0 1 0  0 0 0 0 0 0 0 - 1  - I 
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From S e c t i o n  2 . 3 ,  w e  see tha t  to t e s t  
w e  s e t  B = [ ~ ~ ]  , bu t  B i s  a 1 5 x 1 2  T H :  A u = O ,  
ma t r ix  o f  rank  9. T h i s  can be  seen  by observ ing  t h a t  
t h e  f i r s t  row of  A T  , minus t h e  f o u r t h  row of A T  , 
i s  e q u a l  to the  f i r s t  row of e T  , and s o  on. After  
e l i m i n a t i n g  t h e  dependent rows of  B , w e  have 
0 
where 
1 1 1  0 0 0 0 0 0 - 1 - 1 - 1  
1 1 1 - 1 - 1 - 1  0 0 0 0 0 
0 0 0 - 1 - 1 - 1  0 0 
or i n  o t h e r  words w e  are t e s t i n g  
Hence i f  w e  wanted to use  Eq.  ( 3 . 4 )  t o  c a l c u l a t e  F , 
w e  would use  H o :  hyu = 0 . Numerical examples of 
t h i s  procedure are given i n  Chapter  6 .  
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Let u s  now cons ider  an example where i = 1,2,3,4; 
j = 1,2,3; and k = 0,1,*** , n i j  . 
t h e  data  i n  t h e  fo l lowing  manner: 
Suppose we observed 
- 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 - 
A blank c e l l  means 
- 
0 0 0 0 0 0 0  
0 0 0 0 0 0 0  
1 0 0 0 0 0 0  
0 1 0 0 0 0 0  
0 0 1 0 0 0 0  
0 0 0 1 0 0 0  
0 0 0 0 1 0 0  
o o o o d l o  
0 0 0 0 0 0 1  
0 0 0 0 0 0 1  
-. 
combination of  i 
= u + ai 4- y j  'i j k  
no observa t ions  were made a t  t h e  
and j . Again, t he  ' 'B"  model i s  
. The "u" model i s  now 
+ e i j k  
U 
41 U 
+ e  
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11 u13 U 
Thus if the model is to be additive (t 
action) the 
straints. Again, we will postpone the discussion of 
the construction of OT until Chapter 5. 
Let us now consider estimating ai-ail. We can use 
u -u where u and ui, exist; that is we do 
not say that u12-u 
and u42 do not exist in the model. Rather, we would 
use u13-u 
u -u 1. 2' 
This can be seen by observing that 
ij i'j ij 
12 is an estimate of al-a4 since u 4 2  
Let us observe the following. First 43' 
- - 
is not equal to al-a2 as in the balanced case. 
2- = (a, 
Also, suppose w e  tes t  Ho: a = a2 = a = a4 . 1 3 
Again, w e  t es t  Ho: uij - Ui'j i n  t h e  "u" model, o r  - 
- 
0 0 0 0 -1 1 
1 -1 -1 1 -1 1 0 0 
0 0 0 -1 0 0 0 
0 0 0 0 0 -1 0 
0 1 0 0 -1 0 '  0 
1 0 -1 0 0 0 0 
1 0 0 0 0 0 -1 
XTU = 
U U ull u13 u22 u23 31 32 u41 u4 - 
1 0 0 0 I - 1  0 0 0 
1 0 0 0 0 0 -1 0 
0 0 1 0 0 -1 0 0 
0 1 0 -1 0 0 0 0 
0 1 0 0 0 0 0 -1 - 
u = o  
Now w e  augment X T  t o  B T  and o b t a i n  BT , t h a t  
i s  
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Afte r  e l i m i n a t i n g  t h e  dependent rows, w e  o b t a i n  
1 - 1  0 0  0 0 - 1  1 
-1 -1 1 -1 1 0 0 
= ~ : : : - : I - ;  : ~ = ~~] 
0 1 0 0  0 -1 
where 
w e  4 '  Thus, i n  o rde r  t o  t e s t  Ho:  al = a2 = a = a 3 
t e s t  H ~ :  ~ : u  = o o r  
= o  - u31  
Ho: [ u 2 2  l1 - u 3 2  = o  
= o  4 3  u - u  1 3  
L e t  us  res ta te  t h e  procedure f o r  ana lyz ing  
= u + ai + yj + eijk : 'i j k  
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( 3 )  lTii is B.L.U.E. o f  X ~ U  
T (4) H : X u = 0 can be tested by using the 
results of Chapter 2 or Theorem 3.0. 
0 
In concluding this section, let us observe the 
following. First, we have given estimates and tests of 
hypothesis f o r  the "classical" estimates and tests of 
hypothesis; however, there is no need to restrict our- 
selves just to these. We would have tested, for 
in either of the above cases. example, Ho: 2u1, - u2. 
T As we know, we can test Ho: X u = 5 where A T  is 
arbitrary and 5 is known. 
Second, if we are in the completely balanced case, 
we know t h a t  to test Ho: a = a2 = a = a4 and 
Ho: y, = y, = y 3  , we can use 
1 3 
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t o  obtain the numerator sum of 
statistics and we would obtain a^2 by 
;2 = 
6 
/ 
T In other words, Theorem 3.0 says that Ho: X u = 0 
is equivalent t o  Ho: 6Tf3 = 0 . Thus if the computa- 
tional form of SS(GT) is simple, we could use it t o  
obtain SS(XT). If ST is not one of the ''classical" 
hypotheses, then simple forms probably do not exist for 
SS(GT) and we would use SS(XT) directly. 
The generalization to the N-way classification 
follows similar reasoning and will not be given here. 
3.1.3 The Two-way Classification with Interaction 
The usual two-way classification with interaction 
model is given by 
i = 1 , o . o  ,a; j = l,***,b; k = 0,1,2,***  ,nij . 
case, the rank of X is the number of nonzero nij , 
which we denote by p . Also, the rank (XP) is p . 
Hence by Theorem 3.0, 
yijk = u + ai t y j  + 6 i j  t eijk 
In this 
rank(OT) = rank(X) - rank(XP) = p - p = 0 
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model Hence €IT = 0 . There fo re ,  t h e  a p p r o p r i a t e  "u" 
i s  Y = Xu + e . L e t  us  f i r s t  c o n s i d e r  t h e  case  
n = t ; t ha t  i s ,  t o b s e r v a t i o n s  p e r  popu la t ion .  
Now t h e  t e s t  f o r  i n t e r a c t i o n  i n  t h e  " ~ "  model i s  
i j  
- 6  - 6 ' = 0 f o r  a l l  i, i t ,  j ,  
i j  i t  j i j l  i ' j '  
Ho: 6 - 6 
= u + a  + Y j + C L j .  i j' We know, however, t h a t  u i j  
Hence H : u - u - u  + u  = 0 f o r  a l l  i, 
i ' ,  j ,  j' i s  t h e  a p p r o p r i a t e  t e s t  f o r  no i n t e r a c t i o n  
i n  t h e  "u" model. 
0 i j  i'j i j '  i ' j '  
Now l e t  us  c o n s i d e r  u1.-u2. . Now 
o r  
- )  1. 2- 
b 
- - 
= a - a  + 
2 .  1 2 u - u  1. 
If w e  impose t h e  r e s t r i c t i o n s  * 
t h e n  - u = a - a 
tes t  Ho: a = a = - 0 -  = a w e  t e s t  
Ho:  ul. = u2. - i n  t h e  "u" model. An ana l -  
ogous r e s u l t  i s  t r u e  f o r  t h e  y i t s .  
r e s t r i c t  o u r s e l v e s  just t o  these three  t e s t s .  Also, 
6 i o  = 0 f o r  a l l  i ' s ,  
- 
Therefore ,  i n  o r d e r  to 2 .  2 -  1 
1 2 a '  
- - 
- O D '  = 
Again, w e  need no t  
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for this simple case, we would use the 
tional equations to obtain the sums of 
three hypotheses. 
Let us consider an example where 
I 
known computa- 
squares for these 
Let i = 1,2,3,4; j = 1,2,3 , and suppose we observe 
the following: 
'221 I I y222 I 2 
I '311 I '321 I '331 
I '411 I '421 I '431 
a2 
I n  ma t r ix  n o t a t i o n ,  we have 
- 
0 
O 
O 
O 
O 
O 
O 
1 
- 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
- _  
ull 
u12 
u21 
u22 
u13 
+ 
u31 
u32 
u33 
u41 
u42 
:43- 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0, 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
e 
T I n  t h i s  c a s e ,  t h e  t e s t  for i n t e r a c t i o n  i s  
where 
Ho: h u = 0 
u u u u u u u u u u u  11 12 13 21 22 31 32 33 41 42 43 
1 0  0 0 0 0 0 
-1 0 0 0 - 1  1 0  0 0 0 
0 - 1  0 0 - 1  0 1 0  0 0 
-1 0 0 0 0 0 0 - 1  1 0  
0 - 1  0 0 0 0 0 - 1  0 1 
- 
Now let us cons ide r  u1m-u2m.. We s e e  t h a t  
- = u + a l + -  ym + &ll &12 + &13 U 3 3 1. 
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6 2 1  + 6 2 2  
2 + -  
- y1 + y 2  u2  = u + a 2 +  2 
Now 
- - Y. (Y1 + v 2 )  
2 = a 1 - a  + - -  2 .  2 3 ’  u - u  1. 
% *  ( 6 2 1  + 6 2 2 )  
2 
+ - -  3 
+ 6,, = 0 and y. = 0 , then & 2 1  Suppose 6 1 m  = 0 ; 
Hence if we test 
- y3 u - u 2 * = a  - a 2 + -  - 1. 1 2 -  - - Ho: ul.  - u2.  = 0 , we are testing 
in the “ B ”  model. Now let us consider 
+ u 2 2  2 1  - 11 + u 1 2  
2 2 
Here we see 
+ & 1 2  
2 + 
y 1  +:y ,  
2 = u + a  + 
11 + u 1 2  
2 1 
Y1 + Y & 2 1  + 6 2 2  2 +  2 2 = u + a 2 +  
u 2 1  + u 2 2  
2 
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Hence 
1 - 012 = a  5.1 + u12 - (u21 + u22) 2 2 
+ &12 - (*21 + 622) 
2 
+ 
Now suppose we s e t  6, + 6,, = 0 and 
+ 6,, = 0 . Then we have t ha t  621 
2 .  = a l - a  
21 + u22 
2 
- 12 u + u  11 
2 
Thus, i f  we t e s t  
+ u12 - 21 + u22 - 31 + u32 
2 2 2 
11 - Ho: 
- u41 + u42 
2 
- 
and impose t h e  proper  nonest imable  c o n d i t i o n s ,  w e  w i l l  
test Ho:  a = a2 - a3 - a4 . 
1 
However, what have we r e a l l y  done? We have ignored 
23.11 Y i j k  w i t h  j = 3 . I n  o t h e r  words we have "thrown 
away" data s o  as to g e t  a complete des ign  and t h e n  ana- 
lyzed  it as though j = 1 , 2  . I f  we do t h i s ,  t h e  i n t e r -  
p r e t a t i o n  of  t h e  r e s u l t s  should r e f l e c t  t h e  f a c t  t h a t  
j = 3 was no t  i nc luded  i n  t h e  a n a l y s i s .  We shal l  
85 
postpone the discussion of the merits of such hypoth- 
eses to Chapter 5. The point is that if such a test is 
desired, it can be done. 
Let us summarize the analysis of this model. 
I 
(1) eT = 0 
(2) u = u+f = (xTx)- x Y 
(3) AT: = XT(XTX) x Y 
1 T  h 
-1 T 
T ( 4 )  I f  H : X u = 5 , then 
0 
SS(XT,E) = C X T G  - EIT(XT(XTX)-1X)-1[XT2 - 51 
This concludes the discussion of classification 
models. Extension to higher-order designs are 
straightforward. 
3.2 Design Models 
In this section we will consider some of the more 
common designs found in classics? experimental design 
theory. The designs in this section include the Latin 
Square, Balanced Incomplete Block, and the Split P l o t  
Designs. Note that the Randomized Complete Block is 
not included since the analysis o f  it is identical to 
the two-way without interaction. Also, no structure 
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will be assumed about the "treatments" since it would 
be a simple matter to perform an analysis given a spec- 
ific structure for the treatments. 
3.2.1 Latin Square 
The model for the Latin Square is 
We can consider this as a three-way classification 
without interaction and with missing cells. 
We know that there are m2 observations. Now 
2 X = I and rank(X) = m . Also rank(XP) = 3m - 2 . 
Hence by Theorem 3.0, 
rank(eT) = m2 - 3m t 2 = (m - l)(m - 2) . 
Now from Chapter 2, we know that the degrees of freedom 
for error are n-ptr, where n is the number.of obser- 
vations, p is the number'of populations, and r is 
the rank (eT). 
hence the degrees of freedom for error are 
2 2 Now n = m , p = m , r = (m - l)(m - 2) 
n - p t r = (m - l)(m - 2 )  
which is a well-known result. 
L e t  u s  c o n s i d e r  t he  fo l lowing  3x3 L a t i n  Square.  
Column 
1 
Row 2 
3 
-
i n  the ''u" n o t a t i o n ,  w e  have 
The r ank  of €lT = (m - l)(m - 2 )  = 2 1 = 2 . Now 
O 'Iu 1 -1 0 0 1 -1 -1 
1 0 - 1 - 1 1  0 0 - 1 1  
e* = [ 
where 
UT - U U U U U U I  - culll 1 2 2  1 3 3  2 1 2  u 2 2 i  u 2 3 1  3 1 3  3 2 1  332 
The method of c o n s t r u c t i n g  fIT f o r  t he  L a t i n  Square i s  
g iven  i n  Chapter 5. Now the  a p p r o p r i a t e  "u" model i s  
Y = u + e  
T s u b j e c t  t o  0 u = 0 . 
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- - 
Let us consider cl. .-u2.. , where ul.. means we 
average over on ly  those terms in the model, that is 
3 
111 + %22 ' u133 U - - 
3 U 1.. 
231 t u  212 ' u223 U - 
3 U 2-0 
- - - 
Thus if we test Ho: ul.. = u  = u  3 , 0  , this is 
equivalent to Ho: a = a = a3  . Likewise, 
2.. 
1 2 
- - - 
is equivalent to 3' = u  = u  H 0 : u.1. -2- 
H 0 : y, - y2  - y 3  . And H 0 : u..~ - u.02 - U o . 3  - - - is - - - - 
equivalent to Ho: 
- 
U m. 2  
= 6, = 6, . Now 
111 -k u231 u321 U 
3 
1211 u212 ' u332 U -
3 
313 ' u223 ' u133 U 
J 
- - - 
0.3 = u  
- Or in matrix notation, the test Ho: u , , ~  - u.02 
is : 
-1 
0 
0 
-1 
-1 
0 
0 
-1 
1 
1 
0 
-1 
1 
1 
-’I 0 u 0 
Now let us suppose that ulll  is missing. In 
this case, rank(eT) = 1 and 
eT = [l -1 -1 0 1 1 -1 Olu 
where 
UT = cu122 u133 U 212 ‘223 u231 U 313 U 321 ‘ 1  332 
In this case 
and 
122 + u212 u332 
2 
U - - u.02 
So t ha t  we see 
- (a; + a3) 
u..1 - u.02 = 6, - 6, + 2 
a. (Y2 + Y3) Y, 
2 -3 4- -3 
- - 
- u  = 0 is  e q u i v a l e n t  to There fo re ,  Ho: umO1 ' 0 2  
J (Y, + Y3) Y, - - =  0 
2 3 t 
i n  t h e  r rBr l  model. Now cons ide r  
= o  
1 3 3  
3 2 1  
- u  + u 2 3 1  -. u 2 2 3  
Ho: [u122 2 3 + u 3 3 2  - u 2 3 1  - u  
t h i s  i s  e q u i v a l e n t  to 
(61 + 6, - 26, = o \  
p2 + 6, - 26, = 0 j Ho : 
o r  
6, - 6 ,  = 0 
H :  1 
0 
Again w e  see t h e  f l e x i b i l i t y  w e  have i n  choosing 
i n  o r d e r  to t e s t  Ho: A T u  = 5 . I f  w e  have t h e  
s t anda rd  L a t i n  Square and t h e  s t anda rd  a n a l y s i s  i s  
A T  
des i red ,  t h e n  w e  would use  t he  known computat ional  forms 
f o r  f i n d i n g  t h e  a p p r o p r i a t e  sum of  squa res .  I f  w e  have 
miss ing  data, t he  "u" approach o f f e r s  a s t r a i g h t f o r w a r d  
9 1  
method f o r  t he  a n a l y s i s .  Numerical examples w i l l  be  
g i v e n  i n  Chapter 6 .  
3 . 2 . 2  Balanced Incomplete  Block ( B I B )  Design 
The model for t h e  B I B  d e s i g n  i s  
' i j k  U + ai + y, + e i j k  
i = 1 , o . o  ,a, j = 1,*** ,b . Now k = 1 i f  i t h  t r ea t -  
ment i s  i n  t h e  j t h  b lock  and k = 0 o the rwise .  T h i s  
i s  merely a two-way without  i n t e r a c t i o n  w i t h  miss ing  
c e l l s .  It a l s o  r e f l e c t s  t h e  c o n d i t i o n  where t h e  b locks  
and t r e a t m e n t s  have been a r r anged  s o  that ai-a 
e s t imab le .  I n  t h e  "u" model, t h i s  i s  e q u i v a l e n t  to 
say ing  tha t  t h e  p o p u l a t i o n s  have been sampled s o  t h a t  
t h e  a p p r o p r i a t e  tes t  f o r  main e f f e c t s  i s  
i s  
j 
- u  = o  Ho: u i j  i ' j  
The c o n d i t i o n s  f o r  a B I B  d e s i g n  are 
(i) Every b lock  c o n t a i n s  k t r e a t m e n t s  
(ii) Every t r e a t m e n t  occur s  i n  r b locks  
(iii) Every p a i r  of t r e a t m e n t s  occur s  t o g e t h e r  i n  
the  same number (denoted by A )  of  b locks .  
The number of populations is bk, and there is one obser- 
vation per population. Hence X = I . From Theorem 3.0, 
we know that 
rank(€IT) = rank(X) - rank(XP) 
= rank(1) - rank(P) 
= b k - a - b t l  
L e t  us consider the following BIB design. 
In the "u" model notation, we have 
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If we had no missing cells, then the constraints on the 
u ij ' s  would be for all 
i, if, j, j t  . Let us list the constraints assuming no 
missing cells. One set of f o u r  linearly independent 
uij - u i l j -  uij, + Uilj1 = 0 , 
constraints is : 
- u 2 1  - u  1 2  + u 2 2  = o  (1) 11 
u - u  2 1  - u13 u 2 3  = o  ( 2 )  11 
u - u  - u  1 2  u 3 2  = o  ( 3 )  11 3 1  
11 - u31  + u33  = o  (4) 1 3  - u  
(The procedure for listing this set is given in 
Chapter 5.) Now u13, u 
must eliminate these from the above equations. 
are missing. Thus we 2 2 '  u31  
Subtracting Eq. (2) from Eq. (1) we have 
= o  12 u 2 2  -b u13 - u 2 3  -U 
and subtracting Eq. ( 4 )  from Eq. (3) we have 
= o  1 2  u 3 2  u13 - u33  -U 
o r  13 + u 2 2  2 3  + %2 = u  
33 + u 1 2  + u 3 2  = u  u13 
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u 3 2  
= u - - d  
u 2 2  2 3  33 
o r  
S u b s t i t u t i n g  t h i s  i n t o  Eq.  (1) w e  have 
= o  11 - u 2 1  - u 1 2  + u23 - u 33 u 3 2  
Hence 
= o .  
2 1  1 2  33 u 3 2  
- u  + u 2 3 - u  BTU = u - u 11 
And bk - a - b t 1 = 6 - 3 - 3 + 1 = 1 which i s  t h e  
r ank  o f  eT . Hence the  cor responding  "u" model i s  
T Y = u + e s u b j e c t  to 8 u = 0 . 
L e t  us now c o n s i d e r  a number o f  hypotheses  
(i) H :  u - u  = o  
0 i j  i ' j  
- U i ' .  = o  io  (ii) H : u 0 
(iii) H : u - u = o  
0 i j  i j '  
( i v >  H : u e j  - u e j l  = o  
0 
A s  b e f o r e ,  we mean by u 
u i j  ' s  t h a t  e x i s t  i n  t h e  model, and ui. and u e j  mean 
U i l j  and u i j l  on ly  t h o s e  ij' 
w e  sum over  t h o s e  u i j  t ha t  r e c e i v e  t r ea tmen t  "i" o r  
11 + u 2 1  t h a t  a r e  i n  b lock  j . For example, u = u 
and 
1. 
u e l  = u 1 2  + u 3 2  ' and so on. 
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The cor responding  hypotheses  i n  t h e  "f3" model are: 
(i) Treatment a d j u s t e d  f o r  b locks  
(ii) Treatments  unad jus t ed  
(iii) Blocks a d j u s t e d  f o r  t r e a t m e n t s  
( i v )  Blocks unad jus t ed  
A numer ica l  example o f  t h e  B I B  d e s i g n  i s  g iven  i n  
Chapter 6 .  
3 . 2 . 3  S p l i t  P l o t  Design 
The model f o r  t h e  S p l i t  P l o t  Design i s  
= u t a i  + a j  4- "j ' Yk + t j k  ' e i j k  yi j k  
where 6 i j  and eijk a r e  assumed t o  b e  independent ,  
normally d i s t r i b u t e d ,  random v a r i a b l e s .  If w e  c o n s i d e r  
i s  f i x e d ,  t h i s  i s  no th ing  more t h a n  a three- i j  t ha t  6 
way w i t h  i n t e r a c t i o n .  T h i s  i s  assuming the re  i s  no 
i n t e r a c t i o n  between ai and yk  and t ha t  there  i s  no 
three-way i n t e r a c t i o n .  I n  t h i s  c a s e ,  t h e  a p p r o p r i a t e  
model i s  Y = u t e s u b j e c t  t o  0 u = 0 , where tlU" 
€IT i s  chosen so  as t o  i n d i c a t e  t h a t  t h e  model i s  
T 
p a r t i a l l y  a d d i t i v e .  For example, suppose w e  had t h e  
fo l lowing  Split Plot 
Sub 1 ~1 Sub 2' 
where 
e f f e c t ,  a 
j 
subt rea tment  e f f e c t .  
i = 1,2, j = 1,2, k = 1 , 2  and 8, = t h e  b lock  
i s  the  main t r ea tmen t  e f f e c t ,  and yk  i s  t h e  
x X 
X X 
Sub 
Sub 
eTu 
1 
2 
Block 1 
Treat .  1 Trea t .  2 
Block 2 
Treat.  1 Treat .  2 
T I n  t h i s  c a s e ,  we have 0 u = 0 where 
- 
1 
1 1::: - u 1 1 2  + u 1 2 1  1 2 2  - u 2 1 1  2 1 2  - u 2 2 1  + u 2 2 2  1 2 1  + 5 2 2  2 1 1  + u 2 1 2  + u 2 2 1  - u 2 2 2  - u  - u  1 1 2  - u  + u  - u  
Again, w e  r e f e r  to Chapter 5 f o r  the  c o n s t r u c t i o n  o f  
€IT . 
97 
The fo l lowing  t a b l e  g i v e s  the  a p p r o p r i a t e  tes ts  
i n  t h e  "ut' model 
Note t h a t  
e r r o r  b = min [Y - XulTIY - Xu] 
T e U=O 
But s i n c e  X = I , rnin [ Y  - XulTIY - Xu] = SS(BT) . 
i s  miss ing .  I n  t h i s  ca se ,  
111 Now suppose u 
= 0 . Here €IT i s  
1 2 1  - % 2 2  2 2 1  + u 2 2 2  - u  
T 
~ U = U  
ob ta ined  by e l i m i n a t i n g  ull l  for t h e  c o n s t r a i n t  equa- 
t i o n s  g iven  above; however, the  hypotheses  given above 
no longe r  apply  s i n c e  ul l l  i s  no longe r  i n  t h e  model. 
A s  i n  the case  of a miss ing  obse rva t ion  i n  the  L a t i n  
Square,  there  are s e v e r a l  hypotheses  t h a t  seem appro- 
p r i a t e .  Again w e  d e f e r  d i s c u s s i o n  of these hypotheses  
t o  Chapter 5.  
T h i s  ends the d i s c u s s i o n  of  r e l a t i n g  t h e  c l a s s i c a l  
expe r imen ta l  des ign  models  to t he  "u" model. If w e  are 
g iven  any d e s i g n  model of t h e  form Y = Xu + e , sub- 
j e c t  t o  u = PP o r  Y = WB + e , we know by 
Theorem 3 .0  how to o b t a i n  t he  a p p r o p r i a t e  "u" mode 1 
The d i s c u s s i o n  so  far  has been l i m i t e d  s t r i c t l y  to 
d e s i g n  models. Through minor m o d i f i c a t i o n s ,  however, 
we can  use t h e  model to d e s c r i b e  a r e g r e s s i o n  model 
o r  a cova r i ance  model. T h i s  w i l l  a l s o  be covered i n  
Chap te r  5. 
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CHAPTER 4. THE MIXED MODEL 
4.0 Preliminaries 
We now consider the analysis of the "mixed" 
model. - a model in which some of the components are 
fixed and some are random. Up t o  now, we have assumed 
that all the components were fixed, that is we con- 
sidered uij as a constant. We will still assume 
that we are in a design model, that is X is a matrix 
of  zeros and ones. The regression model and covariance 
model will be considered in Chapter 5. 
In order t o  analyze the mixed model, we will: 
(1) assume that uij is a constant; (2) find the sum 
of squares associated with various hypotheses; 
(3) assume the proper structure on the u , t ha t  is 
- and (4) find we will assume that uij-N(uTj,oij) , 
the expectations of the sum of squares and then test 
hypothesis or estimate the components of variance. 
This is the classical metKDd of analyzing mixed models. 
Here is an example t o  clarify these concepts. Suppose 
ij 
2 
where ij i- eijk we have yijk = u  
U = u + a  i + y j + 6 i j  ij 
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and where 
u is a constant 
is a constant 
ei jk - N(0 ,o2)  
We would analyze Y = Xu + e assuming u is a con- 
stant, that is we would test Ho: A u = v , etc. Let 
us denote the sum of squares associated with 
Ho: A u = v by SS(AT,v), If we are in a balanced 
case, then the distribution of SS(AT,v)  can be found 
T 
T 
and a test can be performed. If we are in the unbal- 
anced case, we would estimate o2 and 0: and find 
variances of these estimates. 
Y 
Since the distribution of SS(A*,v) is known only 
in the balanced case of the mixed model, we shall not 
discuss the test of hypotheses in detail. 
important aspects of the mixed model analysis are the 
problems o f  estimating variance components and then 
finding variances of these estimates. We shall con- 
sider these problems in depth. 
The more 
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In order t o  do this, we shall develop a procedure 
for finding expectations, variances and covariances f o r  
sums of squares. This procedure is designed f o r  sum of  
squares obtained by analyzing the "u" model. 
T If we test Ho: h u = v , then the form of the 
sum of squares, s$(A~,v), is 
-1 T SS(AT9v) = [A'; - vIT[ATA(XTX) A A]-' 
[hTj - VI (4.1) 
A 
where A, (XTX)-l and u are defined in Chapter 2. 
In order t o  find a simple expression for Eq. (4.1), 
we must consider the following theorems. 
SS(TA~,TV) = 
Proof - From 
T Theorem 4.0 - Suppose we want to test 
If T is a nonsingular matrix, then Bo: TATu = Tv is 
equivalent t o  testing Ho: A u = v , that is 
Ho: A u = v . 
T 
SS(hT,v) . 
Eq. ( 4 . 1 ) , %  we see that 
SS(TAT,Tv) = [TAT; - TvITITATA(XTX) -1 A T ATT]-' 
[TAT; - Tv] 
= [AT; - v] T T  T [TATA(XTX) -1 A T hTTI-'T 
[AT; - VI 
= [A'; - vITIATA(XTX) -1 A T A]-'[AT; - V I  
= SS(AT,v) 
T Theorem 4.1 - Suppose w e  wish to test A u = v . 
There i s  a I' such t h a t  Ho: I' u = 6 i s  e q u i v a l e n t  
t o  Wo: A u = v where rTT = I and 
rTA(XTX) A l' = D , where D i s  a d i a g o n a l  ma t r ix .  
Ho: 
T 
T 
-1 T 
Proof - By Theorem 1 . 1 0 ,  there i s  a nons ingu la r  ma t r ix  
T T  T T Bl such t h a t  BIA AB1 = I . Se t  T1 = BIA . Now by 
Theorem 1.11, there  i s  a n  o r thogona l  m a t r i x  B2 such 
t h a t  
B,T;A(X~X) -1 A T T ~ B ~  = D . 
L e t  rT = B ~ T T  = B ~ B ~ A ~  . NOW B B i s  nons ingu la r ,  
hence by Theorem 4 . 0 ,  Ho: I' u = r v = 6 i s  equfva- 
l e n t  t o  Ho: A u = v where 
2 1  
T T 
T 
T T  rTr = B ~ B ~ A ~ A B ~ B ,  
= B ~ I B ;  
= I  
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and 
-1 T -1 T rTA(XTX) A A = B,TTA(XTX) A TIBz 
= D .  
The theorem i s  proved. 
T From here on i f  w e  test  Ho: A u = V , w e  w i l l  
assume t h a t  A T  i s  such t h a t  ATA = I and 
ATA(XTX) A A = D . For i f  AT d i d  not  s a t i s f y  t h e s e  
c o n d i t i o n s ,  w e  could  f i n d  an e q u i v a l e n t  hypo thes i s  t h a t  
does.  Hence Eq .  (4.1) can be w r i t t e n  as 
-1 T 
SS(AT,v) = (AT; - v)~D-'(A~G - v) 
-1 T" -1 T" = (hT;lTD A u - 2vTD h u 
t vTD-'v 
Le6 u s  p a r t i t i o n  AT and v as f o l l o w s :  
v =  
Hence 
GTAD-l T" = A u  
. . 
Also 
and 
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Hence Eq. (4.2) becomes 
+g$ 
i=l 
( 4 . 3 )  
T Now if we test H : R u = 0 , then Ea. (4.3) reduces 
to 
0 
S 
SS(AT,O) = e (1;;)’ 
i=l 
(4.4) 
We shall denote SS(AT,O) by SS(AT). 
test hypotheses of the form H : A u = 0 , the 
remainder of this chapter will give results only for 
Since we normally 
T 
0 
this case. The other case, while not difficult to 
obtain, involves rather lengthy algebraic expressions. 
Let us now find the expected values, variances and 
covariances of the sum of squares which is given by 
Eq. (4.4). 
4.1 Expectations, Variances and Covariances of 
SUES of Squares 
The following theorem provides us the moments for 
SS(AT). 
Theorem 4.2 - Let 
ss(nT) = 
dli i=l 
and 
SS(A:) = 
d2 j j =1 
A 
where u - N(u,R) , then 
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I 
cov [( ATi;) 2, ( ATk;) "1 1 '2x x d d  li lk 
i < k  
.[..(AT)] = 2 -$- [ 2 ( h T i R A l i ) 2  
i=1 li 
S. 
Proof - T h e  proof  of t h i s  theorem r e l i e s  on r e p e a t e d  
a p p l i c a t i o n  o f  Theorem 1 .8 .  Now w e  have t h a t  
From par t  (i) o f  Theorem 1 . 8 ,  w e  s e e  t h a t  
AT.U - T T - XliRXli + U Xl i  11 
Hence pa r t  (i) i s  es tab l i shed .  
I .[,,(")] = c --$- V[h;iC]2 + c 
i=l li 
where 
l. 
i < k  
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Again by Theorem 1 . 8 ,  p a r t  ( i t ) $  we have t h a t  
2 
= 2 Trace[nhliXTi] + 4 u T X l i X T i R h l i X T i u  
1 = 2 Trace R h l i X T i R A l i h Y i  
i- ~ u ~ X ~ ~ X T ~ R A ~ ~ X ~ ~ U  
I 
The e x p r e s s i o n  for C w i l l  be g iven  l a t e r .  Hence 
p a r t  ( t i )  i s  es tab l i shed .  Now p a r t  (iii) i s  es tab l i shed  
by  the  l i n e a r  p rope r ty  o f  cova r i ance .  By Theorem 1 . 8 ,  
p a r t  ( i i i ) ,  we s e e  t h a t  
= 2 Trace 1 
1 = 2 Trace Rhl iX; jRXl i  
+ 
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Hence par t  ( i v )  i s  e s t a b l i s h e d .  Now C i n  part (ii) 
i s  seen  t o  be  
Hence the theorem i s  proved. 
L e t  us  d t s c u s s  some of the  computation a s p e c t s  of 
bl i  = R h l i ,  b 2 j  = R h z j ,  f l i  = u hli 
T 
Thewem 4 . 2 ,  L e t  
and f z j  = uTXzj . 
,[,(A:)] and E[,,(nZ)], that  i s  
These q u a n t i t i e s  are needed f o r  
i=1 
needed f o r  
4 f 2  li A T  li b li ] 
-k “ l j f l k  AT.b 11 lk ] 
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1 + 4f f h T  b li 2 j  li 2j 
Once the expectations are found, the effort to find the 
variances and covariances is minimal. 
Before returning to the analysis of the mixed 
model, let us note that in the completely fixed model, 
there is no need to find E 
Theorem 4.2 because SS A s1 is a noncentral chi- ( :)/ 
square and the moments can be expressed in terms of the 
noncentrality parameter. 
From Eq. ( 2 . 9 1 ,  we see that 
A -1 T u = u + A(X~X) x e 
Now we will assume a structure on the that is 
we will write Y = Xu + e subject to (3 u = 0 where 
uij , 
T 
i=l j=1 
and where 
U i s  a p x s i  m a t r i x  a s s o c i a t e d  w i t h  ai 
i \ 
a i s  an s i x l  c o n s t a n t  v e c t o r  i 
i s  a p x s  m a t r i x  a s s o c i a t e d  w i t h  b 
j j 
e - N ( O , O ~ I )  
f o r  j # j '  are mutua l ly  
j' 
e ,  b .  and b 
3 
independent .  
Now w e  see t h a t  
kl k2 
-1 T h u = Uia i  + V . b .  + A(XTX) X e 
3 3  
i=l j=1 
Hence 
i=l 
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L e t  u s  now show t h a t  SS(AT) and G 2  are inde-  
pendent where 
;2 = (Y - XGIT(Y - X G )  
n - p t r  
- e TWe 
n - p + r  
-1 T where W = I - X A ( X T X )  X . Now w e  know t h a t  
u - u = A ( X T X )  X e . Let  z = We . Hence u-u and z 
are independent  s i n c e  W T A ( X T X ) - l X T  = 0 . Thus 
A -1 T A 
A 
CQV [ U  - U ,  Z ]  = 0 . But 
cov [G - u ,  21 = cov C G , Z l  - cov [u ,z ]  
But Cov [u , z ]  = Cov [u,We] = Cov [u,elW = 0 s i n c e  w e  
are assuming by t h e  s t r u c t u r e  of u t h a t  u and e 
are independent .  Hence Cov [ G , z ]  = 0 . But G and 
z are b o t h  normal, hence u and z a r e  independent .  
Hence SS(A:) and 22 are independent .  T h i s  f a c t  w i l l  
b e  u s e f u l  when w e  are f i n d i n g  v a r i a n c e s  of the estimates 
of” components of va r i ance .  T h i s  r e s u l t s  says that  t h e  
sum of squa res  a s s o c i a t e d  w i t h  Ho: A u = 0 i s  inde-  
pendent of 
random, or i f  w e  have a balanced o r  unbalanced d e s i g n .  
h 
T 
G 2  no matter i f  t he  model i s  f i x e d  o r  
A t  this point, there are sufficient t o o l s  to find 
estimates of components of variance and the variance of 
these estimates. This can be done by using Theorem 4.2 
and assuming the proper structure on u , that is u 
has a structure as given by Eq.  (4.5). 
In order to provide a better understanding of 
these conoepts, we shall consider a number of specific 
examples. 
4.2 Mixed Model Examples 
4.2.1 The One-way Classification 
For this model, we assume 
where ui = y t b i  and bi - N\O,o;) . In terms of 
Eq. ( 4 , 5 ) ,  we have that u = y l  + V,b . Now suppose 
we wish to estimate 2 ub . We begin by assuming a com- 
pletely fixed model. Let us test Ho: u i = u il 
2 
Then SS(AT) = E&- (A::) . But now from Eq. (2.91, 
1 
we know that 
-1 T h u = y l  + Vlb + A(XTX) X e 
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Now f o r  t h e  one-way c l a s s i f i c a t i o n ,  we know t h a t  
V1 = I and A = I , hence 
-1 T h u = y l  + b + (XTX) X e 
Thus E[;;] = yl , and 
vc61 = I * 0; + a2(XTX)-l 
There fo re ,  we s e e  by  Theorem 4 . 2  t h a t  
a 
E[SS(AT)] = e (ATRAi + y2(lTAi)’) 
i=l 
T Rut 1 A i  = 0 s i n c e  w e  a r e  t e s t i n g  
Also  w e  s e e  t ha t  
1 1 
s i n c e  AT(XTX)-’A = D . Therefore  
a 
ECSS(A~)] = aa 2 + ai C 
i=l 
Now let 
= $L 
i kO d i=l 
Let us use G 2  
a2 . Hence an unbiased estimate of 0; is 
from Theorem 2.2 as an estimate of 
Now 
and 
a 
VCSS(AT>l = $ [2(A:RAi)2] 
i=l i 
where 
and 
Thus 
XTRA = 0 
1 j  
= 2 klo2 + 2kOo202 + ao4] [ 
where 
a 
a 
kg  = 
i=l 
Now 
hence 
za4  
n - (a  + 1)) V G 2 )  = ( 
Since  SS(hT) and G 2  are independent ,  w e  know t h a t  
Cov [SS(AT>,G2] = 0 . Thus 
‘-7 
V[s i ]  = [2(k10 4 + 2k00;o2 + a a 4 )  + ( 
L e t  u s  now c o n s i d e r  t he  s p e c i a l  ca se  where w e  have 
an  e q u a l  number o f  o b s e r v a t i o n s  from each  p o p u l a t i o n ,  
t h a t  i s  t o b s e r v a t i o n s  p e r  c e l l .  I n  t h i s  c a s e ,  
XTX = tI  and D = (XTX)-l = $ I . Hence w e  see t h a t  
a 
i=l 
ko = ct = a t  
a 
kl = c;;T - a t 2  
i=1 i 
Thus 
and 
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2 2  
4 
(3 
20;: 'IOb" 2(n - 1) t - 
+ at (n - (a t 1))t2a 
-  
a 
which is the classical result for the variance of 
in the balanced case. 
G2 b 
Now it is easy to see that Eq.  (4.7) represents an 
unbiased estimate for (3; for any A T  such that 
A T 1  = 0 . 
class of unbiased estimates of ob . And Eq. (4.8) is 
the general expression for the variance of such an esti- 
mate. Now if AT1 Z 0 , then it would be necessary t o  
obtain an estimate of y since E [ S S ( A T ) ]  would contain 
Thus it is possible to generate an entire 
2 
a y . This does not  pose any problem since Theorem 4.2 
is completely general, 
4.2.2 The Two-way Classification Model Without 
Interaction (Random) 
For the moment, we will restrict ourselves to 
finding estimates of the components of variance. We 
will assume the model is Y = Xu t e subject t o  
8'u = 0 , where OTu = 0 implies an additive model. 
We will also assume that 
u = yl + V1a t V,b 
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t h a t  i s  a - N ( O,aa " )  and b - N ( 0,a z) and a ,  b ,  e 
are independent .  Rather t h a n  d i s c u s s  a completely 
g e n e r a l  model, let us  take a s p e c i f i c  c a s e  and o b t a i n  
r e s u l t s  for i t .  L e t  u s  assume 
where 
nll  = 2 ,  n12 - 2 ,  n21 = 5,  n 2 2  - 3, n31 - 1, n3, = 5 . 
Hence 
i = 1,2,3, j = 1,2 and k = 1,*-* 9 n i j  9 where 
- - - 
u = o  
0 0 - 1 1  
- 
vl - 
1 0 0  ~~J 
3 '  ul.  = u2* = u Suppose w e  wish t o  t e s t  (1) Ho: 
L e t  R l  denote  t h e  appro- and ( 2 )  Ho: u a l  = u 
p r i a t e  hypo thes i s  for (l), and A ,  denote  t h e  appro- 
p r i a t e  hypo thes i s  for ( 2 ) .  
'2 * 
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NOW 
A(XTX) 
and 
Af = .4083[1 -1 1 -1 1 -11 
and 
-1 T AzA(XTX) A !-2 = .4045 
Thus 
u A = y l  + V1a + V2b + A(XTX) -1 X T e 
and 
T 2  T 2  -1 T 2 V[G] = VIVloa + V2V20b I- A(XTX) A 0 
and 
T T 2 2 
A;,1VCGl IX,, = hllVIVIAlloa + 
A T 121vtEl I l l ,  = AT2V1V;h12~a 2 + dI2o 2 
A;,tv1Ul IX,, = A:,V2V:h210, 2 t d210 2 
Let 
bF1 = XTIV1 = 2c.2074 - . ! ? T O 3  .3629] 
bT2 = hF2V1 = 2C.5388 -.a989 -.44go] 
b;l = X;1V2 = 31.4083 -.4083] 
and 
-1 T - = A;,A(XTX) A - t.4046 -.4046 .3035 T f21 
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Thus from Theorem 
+(A;)] = 
and 
+(A;)] = 
and 
v[ss(n;)] = 
4 . 2 ,  
1 - 
dll 
we s e e  that  
b a 2 t dlla 2 11 11 a 
2 
a (5 
L 
2 2  
2a2 
t 
-1 
t 
2 (67 m)5: 
t ( 6  t 4 . 4 5 ) ~ ~  = a 
2a2 
2a2 + 
a2 + CI 2 I A17ab 
1 1  t - - [ ( b11b125a 2 j 2 ]  
dll d 1 2  
1 0 .  4 5 a 2  a 
2 
4-0 
125 
+ 4  
d 1 2  l.1 
= 4cr4 + 2(62 + (4 .45)2  + *oooo18)~i 449 
2 2  
a + 4(10.45)0 6 
= 404  -I- 1 1 1 . 6 0 ~  + 4 1 . 8 0 0 , ~  2 2  a 
= 204  + 2 9 . 6 6 0 : ~ ~ ~  + 110.020~ 4 
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and 
Now 
^ 2  O 
a 
cov ~ s ( n i ) , s s ( n ~ ) ]  = d l l d 2 1  2 [ ( f ~ l h 1 1 0 2 ) 2 ]  
2 1 2  
+ - - (f;lA1202) 
d 1 2  d 2 1  
= 204 
4 = 2a4( .9938)  ' =  '1.9880 
[~ 10.4 -2 1 
and A2 and s i n c e  V ( G 2 )  = 04/7 , t he  v a r i a n c e s  o f  oa 
G l  can be e a s i l y  found. 
cedure f o r  f i n d i n g  estimates o f  oa and 02 for 
a r b i t r a r y  h y p o t h e s i s .  Suppose w e  have AIf and A: . 
Then 
L e t  u s  now o u t l i n e  t h e  pro-  
2 
E[SS(Ai)] = kla 2 + k20a  2 + k 3 0 i  
E[SS(b:)] = k 4 G  2 + k50a 2 + k50b 2 
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Now if we set 
k2 
k g  
0 
Then 
. - 
kl k2 k, 
k 4  k5  k, 
- 1 0 0  
and t h e  covariance matrix of the estimates can be 
found from the covariance matrix of SS(AT), SS(A;) and 
residual. The values of ki and the covariance matrix 
of the sums of squares can be obtained by Theorem 4.2. 
L e t  us observe that does not have to be estimated a2 
by residual. Such an estimate, however, has many 
desirable properties, i.e., central chi-square,' unbiased 
and so on. 
I 
4.2.3 The Two-way Classification Without Interaction 
(Mixed) 
Let us now assume that 
(4 .9 )  
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where y, a, U1, V1, b are as defined above. Before 
we analyze this model, let us consider the idea of com- 
bining unbiased estimates. 
unbiased estimates of 9 and that V is the covari- 
ance matrix of the t i p s .  We would l i k e  to find a set 
of ai's such that xaiti i s  an unbiased es'cimate OF 
Suppose tl,***,tn are 
9 
and V(Za,t,) is a minimum. Let tT = (tl, * * *  9 tn> 
and 
mize a Va subject to ECaTt] = 0 
a R = 1 where R is a vector of all ones. The choice 
of a , as given by Theorem 1.13, is 
aT = (al, * * *  , an) , then the problem is to mini- 
or subject to T 
T 
V-lR 
RTV% 
a =  
Now suppose V is unknown. If we can estimate V , 
say by V , so that V and t are uncorrelated, then 
h A 
TA-1 
aTt = is an unbiased estimate of 9 since 
RTV-lR 
E[aTt] = E[." T"-1 I.I.1 = E[ R V  TA-1 R 1;. 
R V  R 
= E [ R T ~ - : d  a S- R = 
The merits of such an estimate will not be discussed 
here. 
Let us now analyze the u structure as given by 
Eq. (2.9). In order to obtain estimates of CJ; and 
o2 , we can use the procedure outlined above. The 
interest now is in estimates of the constants. For 
example, suppose we wanted to find an unbiased estimate 
of al-a 
which we can do this. First, find A T  so that 
ATu = yXT1 + XTUla + ATVlb = al - a2 ; 
in the "8" model. There are two methods by 2 
and then use 
T" h,u as an estimate. Second, find a A T  so that 
I L 
T" and use X2u as an estimate. The 
difference between the two methods is the following: 
T" -1 T In the first case, X u = al - a + ATA(XTX) X e and 1 2 
= al - a while in the second case 2 '  
A;: = a1 - a2 + X;Vlb + X:A(XTX) -1 X T e , and 
since E(b) = 0 . Thus in the second case, 
T" Hence hlu 
2 .  
X 2 u # a l - ~  T but 
2 
Let us consider T" 2' and X2u are two estimates of al-a 
the following set. 
Let S = {X/XTU1a = a - a and yhTl = 0) then if 1 2 
Ai€S, 
E[Xi;] = E[(al - a 2 )  t hTVlb + XTA(XTX) 1 -l X e 1 
E[":.] = ax - a2 
Now 
V ( A T ; )  = (hTVIVIAi 2 
I f  w e  can e s t i m a t e  a i  and o2 s o  t h a t  AT; i s  uncor- 
re la ted w i t h  o r  a^2 , t h e n  w e  can o b t a i n  an  e s t i -  
1 
mate as d e s c r i b e d  above. For i l l u s t r a t i o n  l e t  u s  
c o n s i d e r  t h e  same example as d e s c r i b e d  i n  S e c t i o n  4.2.2,  
Now one cho ice  f o r  A T  would be 
A; = [l 0 -1 0 0 01 
and A: cou ld  be 
A; = c 1  0 0 -1 0 01 
Now 
t A T A ( X ~ X )  -1x T e 
and 
A2u T" = al - a2 + bl  - b2 + h;A(XTX) -1 X T e 
And and w e  see that  E ~ : ; i ]  = E[;\;;] = a 1 - a 2 -  
V[xT; ]  = dla 2 
,[;I = 20, 2 + d2a 2 
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and 
X:6, A:;) = XTA(XTX) -1 A T Azo2 = co 2 
Let 
" T  a^2 = (Y - xu) (Y - XG) 
n - p + r  
T" A It has been shown that u and hence X u is independent 
o f  G2 , Now let A T  be any hypothesis such that 
A T 1  = 0 and ATUl = 0 , then 
Now 
"2 
(32 = SS(AT) - so 
b k 
where 
Now i f  X ~ E S ,  then AT: and g z  are uncorrelated. This 
can be seen f rom the following: 
GT6 . 6  .u S 
i=l 
- k cov [XTj, 2 1  
But Cov [h:;, = 0 and by Theorem 1.12 
cov [AT;, 1 G T s . 6 T G I  1 1  = 2xTvs.sTu 1 1
where u = E[<] = y l  + U i a  . But STu = 0 . Hence 
Cov [At;,  = 0 . Hence Cov (AT;, &:) = 0 . 
1 1  
Now set 
A2 
A c5 
A ^ 2  2ab + d20 
and 
h 
V-IR 
RT+R 
a =  
then 
is an unbiased estimate of cll-a2. The choice of A T  
and A T ,  h f  and so on will not be discussed here. Let 
us note that this technique is used by many authors 
when analyzing the Balanced Incomplete Block Design 
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when t r e a t m e n t s  a r e  f i x e d  and b locks  are cons idered  
random. For t h i s  d e s i g n ,  t h e y  u s u a l l y  choose A i  and 
A X  
estimates. Also  t h e y  choose AT s o  t h a t  AT r e p r e -  
to r e p r e s e n t  t h e  so -ca l l ed  i n t e r b l o c k  and i n t r a b l o c k  
s e n t s  t h e  hypo thes i s  of  t r e a t m e n t s  a d j u s t e d  f o r  b locks .  
h h 
I n  o t h e r  words, t h e y  u s e  b1 = u - U i t j  as one i j  
estimate of ai-ail. The o t h e r  estimate they  u s e  i s  
- - - t2 - u;. - u;,. where u;. - Z n i j y e j e / ( r  - A >  . Now 
- - j 
due to t h e  c o n s t r u c t i o n  of the B I B  d e s i g n ,  u i . - u i l ,  ’ i s  
independent of Gi -u 
obta ined  by t e s t i n g  Ho: u i j  - u i j  , and c a l c u l a t i n g  
t h e  estimate of ab i n  t h e  u s u a l  manner. The i r  e s t i -  
mate o f  ai-ai, i s  
h 2 The estimate of ob i s  
i ’ j  
t = a l t l  f a a t a  
where 
and where 
A 
V i s  a d i a g o n a l  
V R  
- T ” - 1  R V  R 
m a t r i x  w i t h  e lements  tha t  
Note t ha t  t h i s  pro- A2 are f u n c t i o n s  of $ 2  and ob . 
cedure i s  merely a s p e c i a l  c a s e  o f  t h e  procedure 
d e s c r i b e d  above, t h a t  i s  t he  hypotheses  and A: 
a s s o c i a t e d  w i t h  u i j - u i l j  and zi *-ui  I are elements  of 
S and A T 1  = 0 and A U1a = 0 . Since  w e  are not 
- 
T 
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restricting the estimates of ai-ai, t o  be independent, 
it is possible to obtain other unbiased estimates than 
those usually suggested by most authors, A numerical 
example will be given in Chapter 6. 
4.2.4 Point Estimation in the General Mixed Model 
In the previous section, we restricted our discus- 
sion to the two-way classification without interaction. 
The methods described there are completely general and 
can be extended to other models. In this section, we 
shall consider a general mixed model and discuss 
T another procedure f o r  estimating X u. Let Y = Xu + e 
subject to 0 u = 0 . Now suppose e -N(O,V) . If T 
V is known, then the B.L.U.E. of u is given by 
- 
u = [I - ( X T V - l X ) - l a ( e T ~ X T V - l X ) - l g ) - l ~ T l ~ x T v ~ l x l - l  
XTV-lY 
Hence the B.L.U.E. of XTu is given by ATE. In most 
cases V is not known. When t h i s  happens it is possible 
to replace V by V , an estimate of V . If we want 
u to remain unbiased, we can choose V so that V 
h 
A h - 
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and u n c o r r e l a t e d ,  t h a t  
A 
V , t h e n  
TA -1 = CI - (x v x ) % e T ( x  
-1 T h  [ x ~ G - ~ x I  x V - ~ C X ~  + e l  
o r  E* = u + A*e where 
A 
Now i f  V and e are u n c o r r e l a t e d ,  t h e n  
@[Age] = E[Ag]E[e] = E[A+] 0 = 0 
Thus E[E*] = u . An example of  this approach i s  
g iven  i n  Chapter 6 .  
CHAPTER 5 .  OTHER TOPICS 
5.0 P r e l i n i n a r i e s  
I n  t h i s  c h a p t e r ,  w e  s h a l l  c o n s i d e r  o t h e r  t o p i c s  
r e l a t e d  to t h e  a n a l y s i s  o f  l i n e a r  models. These t o p i c s  
i n c l u d e  r e g r e s s i o n ,  cova r i ance ,  and a d i s c u s s i o n  of 
t e s t s  f o r  main e f f e c t s  and i n t e r a c t i o n s .  A s e c t i o n  on 
t h e  c o n s t r u c t i o n  of 8" a l s o  i s  inc luded .  
5 . 1  Regress ion  
The "ut* model as d e f i n e d  i n  Chapter  2 i s  t h e  c l a s -  
s i c a l  d e s i g n  model. We could  have s t a r t ed  w i t h  t h e  
g e n e r a l  r e g r e s s i o n  model and t h e n  observed t h a t  t h e  
I f u  11 model i s  a s p e c i a l  c a s e ;  however, s i n c e  w e  wanted 
t o  emphasize t h e  use  o f  t h e  "u" model i n  exper imenta l  
d e s i g n ,  w e  chose to s t a r t  w i t h  t h e  "u" model as 
d e f i n e d  i n  Chapter 2 .  We s h a l l  now d e f i n e  t h e  g e n e r a l  
r e g r e s s i o n  model. 
L e t  e - N(0,021) and l e t  Y = Xu + e s u b j e c t  
T as t h e  t o  8 u = 0 . We no longe r  c o n s i d e r  u 
mean o f  t h e  ( i j ) t h  p o p u l a t i o n  and XTX i s  not  g e n e r a l l y  
d i a g o n a l .  Likewise,  u* = ( X T X )  X Y i s  no l o n g e r  
t h e  "ce l l "  means. The t h e o r y  developed i n  Chapter  2 
ij 
-1 T 
i s  comple te ly  g e n e r a l ,  and by changing t h e  i n t e r -  
p r e t a t i o n  of u ,  u ,  uJk ,  and X , w e  can  u s e  t h e  
r e s u l t s  developed t h e r e .  The c l a s s i c a l  r e g r e s s i o n  
e q u a t i o n  i s  
A 
Y = X u t e  
U s u a l l y ,  t h e r e  are no r e s t r i c t i o n s  p l aced  on t h e  
pa rame te r s .  Hence w e  s e e  t ha t  = ( X T X )  X Y I f  
Ho: A u = 5 t h e n  
-1 T 
T 
where 
-1 T ;2 YTII - X(XTX) x ]Y 
n - p + r  
These are a l l  well-known r e s u l t s .  
If there  are r e s t r i c t i o n s  p l aced  on t h e  param- 
e t e r s ,  t ha t  i s  eT # 0 , t h e n  <, 22 and F can be 
found by t h e  t echn iques  desc r ibed  i n  Chapter 2 .  S ince  
t h e  aqalysis of  these models i s  we?l known, t h e y  w i l l  
no t  be d i s c u s s e d  f u r t h e r .  
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5 . 2  Covariance Model 
I n  t h i s  s e c t i o n ,  w e  w i l l  c o n s i d e r  a s p e c i a l  c a s e  
o f  t h e  r e g r e s s i o n  model, t h a t  i s  
T s u b j e c t  t o  8 u = 0 . Or i n  m a t r i x  n o t a t i o n ,  w e  have 
Y = X u + Z $ + e  (5.1) 
T s u b j e c t  t o  8 u = 0 where 
X i s  t h e  nxp d e s i g n  m a t r i x  o f  r ank  p 
u i s  t h e  vector o f  u i j  
Z i s  t h e  nxm mat r ix  a s s o c i a t e d  w i t h  8 
B i s  t h e  v e c t o r  o f  c o v a r i a t e s  
e - N(0,a I ) .  2 
L e t  us c o n s i d e r  t h e  d e n s i t y  of  Y 
T EXP 1- (Y - xu - Z B )  ( Y  - xu - 
2a2 
T s u b j e c t  t o  8 u = 0 . We w i l l  f i n d  maximum l i k e l i h o o d  
estimates o f  AS i s  customary, we maximize u ,  8, a2  . 
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sub j ec t 
(Y - xu - ZBIT{Y - xu - zfg 
202  
T t o  0 u = 0 . The Lagrangian function is 
(Y - xu - Z6lT(Y - xu - 213) 1n (2a02) - 
2a2 7 
(Y - xu - ZB)T(Y - xu - 2 6 )  n +  - -  4 2U2 20 
2UL 
2(-ZTY + (ZTZ)B + ZTXu) = o  
2OL 
2eTu - - -  
2 
U 
Now from (1) and (4) we get 
( 3 )  
(4 I 
From (21, we see tha t  
A u = (xTx)-lxTy - (XTX)-l[XTZg + 021 
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T" But from ( 4 )  we see t ha t  8 u = 0 hence 
o = eTC = eT(xTx) -1 x T Y - eT(xTx) -1 x T zg 
- (eT(xTx)%)2 
o r  
Hence 
A -1 T u = (XTX) x Y - (XTX)-l[XTz$l 
- ( ~ ~ x ) - ~ e ~ e ~ ( x ~ x ) - l e l  -1 e T (xTx) -1 x T Y 
- ( ~ ~ x ) - ~ s ~ e ~ ( x ~ x ) - l e l  -1 e T (xTx) -1 x T z$ 
= [I - 
-1 T - [I - (xTx)-le(eT(xTx)-le) e IY* 
where 
-1 T u% = (XTX) x Y 
y" = (XTX) x z i j  -1 T 
Let  ? 
A = [I - 
t h e n  
A 
u = A[u" - y%] 
Now from (31,  w e  see that  
(ZTZ)E = ZTY - ZTXG 
= ZTY - ZTXA[un - y*l 
= ZTY - ZTXAun + ZTXA(XTX) -1 X T Zf3 A 
o r  
[ZTZ - ZTXA(XTX) -1 X T Z]g = ZTY - ZTXA(XTX) -1 X T Y 
= ZTII - XA(XTX) -1 X T ]Y 
or 
-1 T -1 T ZTII - XA(XTX) X IZg = ZTII - XA(XTX) X 1Y 
o r  
-1 T -1 T -1 T = [ZT(I - XA(XTX) X )Z] Z [I - XA(XTX) X ]Y 
( 5 . 3 )  
Now l e t  
( 5 . 4 )  ;2 = [Y - XG - Z^BITIY -,xc - Zi] n - p + r  
By fo l lowing  similar arguments as i n  Chapter 2 ,  
w e  can show t h a t  6, $, $2 are minimum v a r i a n c e  
1 4 2  
unbiased  estimates,  Now suppose w e  w i sh  to test 
H :  A B = O .  Then T 
0 
Now 
and 
-1 T -1 2 V($) = [ZT(I - XA(XTX) X ) Z ]  CT 
Now l e t  us c o n s i d e r  V(c). 
V(&) = A[V(u*) + V(y*) - 2 COV (u*,yg)lAT 
Now 
V ( U * )  = o2(XTX)-I 
v ( y * )  = (XTX) -1 x T zV(&zTX(XTX)-l 
-1 T -1 T A cov (u",y*) = Cov [(x~x) x Y, (x~x) x Z B J  
= (XTX) -1 x T [cov (Y,ii>lzTX(XTX)-l 
-1 T -1 T T = (x~x) x cI - x(xTx) A x J 
ZV( i) ZT(XTX) -l 
= [(XTX) -1 X T - (XTX) -1 A T X T ]ZV(G) 
ZT(XTX)'l 
Eu t 
T 
Y" 
-1 T 
3= [A(XTX)-'XT - A(XTX) X }ZV(;) 
-1 T ZT(XTX) A 
= o  
Thus 
-1 2 -1 T -1 T 2 
V(u^)  T A(XTX) (r + A(XTX) X ZV(g)ZTX(XTX) A CT 
T 
Now $uppose w e  wLsh t o  t e s t  Ho: A u = 0 , t h e n  
Therefore Eq's. (5.5) and (5 .6)  provide  us w i t h  d i r e c t  
tes-t;s of hypothesis f o r  t e s t i n g  Ho: ATB = 0 and 
: hTu I: o r e s p e c t i v e l y .  Ho 
L e t  u s  c o n s i d e r  t h e  f o l l o w i n g  example t a k e n  from 
Ost le  [24]. 
Gains i n  Weight (Y) and I n i t i a l  Weights (X) of 
P i g s  i n  a Feeding T r i a l  
Treat me n t  
T o t a l  
1 - 
X I Y  
30 i 165 
27 170 
20 I 130 
I r
I 
I 
21 i 156 
33 i 167 
29 i 151 
160 ! 939 -I I "  7 
2 - 
X I  Y 
24 180 
31 i 169 
20 i 171 
26 i 161 
25 ! 170 
146 I1031 
I 
I 
I 
20 i 180 -
3 
I 
34 i 156 
32 i 189 
35 138 
35 i 190 
30 [ 160 
29 ! 172 
195 I1005 
x i  Y 
I 
I 
I 
I 
. 
I 
The model i s  
= u + f3zij + e i j  
J'i j i 
4 
I x i  Y 
I 
41 201 
32 173 
30 i 200 
35 193 
28 142 
36 ! 189 + 
202 1098 
i 
I 
I 
I 
I 
Now A = I , (XTX) = 61 , ZTX = [160 146 ' 195 2021 
Hence 
-1 T' (ZTX)(XTZ) zTrI - XA(X~X) x jz = zTz - .6
1 4  5 
and 
120253 - 119756.17 
= 496.83 
1 Th * 
refore, if we t e s t  Ho: B = 0 , t hen  
6) = 361.5(1.374)2 -3 682.5. 
N 
A 
u = A ( u *  - y * )  
t 
o r  
14 6 
= u  = u  = u  o r  2 3 4 Suppose we wished to t e s t  H : u1 
H : A u = 0 where 
0 
T 
0 
Now 
2.13 1.79 2 . 4 0  2 .48  
2-40  2.19 3.09 3.03 
2 .48  2 . 2 7  3 .03  3.30 
Hence 
T h i s  concludes  t h e  d i s c u s s i o n  of cova r i ance .  
Eq's. ( 5 . 2 ) ,  (5.31, (5.41, ( 5 . 5 ) ,  ( 5 . 6 )  provide  t h e  
i n f a r m a t i o n  necessa ry  to ana lyze  a g e n e r a l  covariance.  
model as d e s c r i b e d  b y  E q .  ( 5 . 1 ) .  
5 .3  The C o r s t r u c t i o n  of O T  
I n  t h i s  s e c t i o n ,  w e  c o n s i d e r  two methods o f  
c o n s t r u c t i n g  e T  . The f i r s t  u s e s  Theorem 3 .0 ,  t h a t  
14 7 
i s ,  if w e  are g iven  t h e  "8" model Y = XPB + e , t h e n  
w e  choose BT s o  t h a t  
(1) eTp = o 
( 2 )  r a n k ( e T )  = rank(X) - rank(XP) . 
This  can  be done by f i n d i n g  the  l i n e a r l y  independent  
rows of I-PP'. However, t h i s  r e q u i r e s  computing P+ , 
which can  be t ime consuming i f  P i s  a ' l largell  m a t r i x .  
The second approach can  be used f o r  most of t h e  
c l a s s i c a l  exper imenta l  d e s i g n  models. Here w e  must 
know t h e  f u n c t i o n a l  form of BTu. For example, i n  t h e  
two-way without  i n t e r a c t i o n  w e  know t h a t  t h e  u 
must s a t i s fy  
i j  
- u  + u  = o  
i ' j '  
u r U  i j  i ' j  ij' 
f o r  a l l  i', i t ,  j ,  j l  . 
We w i l l  now g ive  r u l e s  for f i n d i n g  B T  f o r  t h e  
twa-way c l a s s i f i c a t i o n  without  i n t e r a c t i o n ,  and t h e  
three-way c l a s s i f i c a t i o n  w i t h  i n t G r a c t i o n .  F i r s t ,  w e  
w i l l .  assume no miss ing  c e l l s  and t h e n  cons ide r  t h e  c a s e  
when there  are miss ing  c e l l s .  
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5 .3 .1  The Two-way C l a s s i f i c a t i o n  Without I n t e r a c t i o n  
L e t  u s  c o n s i d e r  t h e  fo l lowing  model. 
- 2 1  - u  i j '  + U i l j l  = 0 for a l l  j e c t  t o  u i j  
i, i ' ,  j ,  j f  . 
i ' j  
We can g e n e r a t e  i n  t h e  fo l lowing  manner. 
1J uIJ 
(1) Write u l l  - uI1 - u 
( 2 )  Let  J vary fram 2 t o  4 w i t h  I * 2 . 
(3::f L e t  J va ry  from 2 t o  4 w i t h  I = 3 . 
( 4 )  L e t  J v a r y  from 2 t o  4 w i t h  I = 4 . 
( 5 )  L e t  J va ry  from 2 to 4 wi th  I = 5 . 
I n  computer n o t a t i o n ,  w e  would have 
L1 = 1 
L2 = 1 
DO 1 I = 2 , 5  
DO 1 ,  J = 2 , 4  
WRITE ( 6 , 3 0 )  L l , L 2 , 1 , L l , L 2 , J , I , J  
1 CONTINUE 
30 FORMAT (1H , 4(213,2X)) 
14 9 
T h i s  would p r i n t  o u t  t h e  i n d i c e s  o f  t h e  u i j l s .  
i n s t a n c e ,  t h e  ou tpu t  would l o o k  l i k e  
For  
11 
11 
11 
11 
11 
11 
11 
11 
11 
11 
11 
11 
21 
21 
21 
31 
31 
31 
41 
41 
41 
51 
51 
51 
12 
1 3  
14 
12 
13 
14 
12 
13 
14 
12 
13 
14 
Thus, t h e  f i r s t  row of  e T u ' i s  
22 
2 3  
24 
32 
33 
34 
42 
43 
44 
52 
53 
54 
= 0 ;  12 + u22 Ull - u - u 21 
- u13 + u = 0 , and 21 23 the  second row i s  
so on. T h i s  i s  a l i n e a r l y  e t  such t h a k  
yank(BT) = 15 
ull - u 
as it should.  
5.3.2 The Three-way C l a s s i f i c a t i o n  Without I n t e r -  
a c t i o n  
Suppose o u r  model i s  
i j k  + e i j k R  = u  ' i j k a  
i = 1 , * * * , a ;  j = l , o o * , b ;  k = 1,. .e,e;  fi = 1,0.. 
' n i j k  
s u b j e c t  t o  no two-way i n t e r a c t i o n s  and no three-way 
i n t e r a c t i o n s .  T h i s  means 
U - u  - u  i j l .  + U i l j ' '  = o  
i j -  i ' j '  
- u  - u  + u  i l o k l  = o  i - k '  ' i * k  i ' . k  
U i j k  - u  i ' j k  - u  i j ' k  U i l j l k  
- u  i j k '  t u  i ' j k '  + U i j l k #  
- u  = o  (4) 
i ' j ' k '  
f o r  a l l  i, i f ,  j ,  j ' ,  k ,  k '  . 
To gene ra t e  a l i n e a r l y  independent s e t  s a t i s f y i n g  
(I), we use  
= D  1 J .  4- u I J *  - u  - u  11. 11' U 
and l e t  I = 2 , . * *  ,a , and J = 2 , = . *  ,b  i n  t h e  same 
manner as i n  S e c t i o n  5.3.1'. A set  s a t i s f y i n g  ( 2 )  can 
b e  ob ta ined  by  u s i n g  
t u  = o  -11 - u * J 1  - u e l K  ' J K  U 
and l e t t i n g  J = 2,**-,b; K = 2 , = = * , c  . 
For ( 3 )  w e  u s e  
= o  
1 - K  + u I * K  
- u  - u  
1.1 1'1 
U 
A s  I = 2 , * - * , a  and K = 2 , - - * , c  . For a s e t  sat is-  
f y i n g  ( 4 1 ,  w e  u s e  
I J K  - u  1 1 K  U I I K  + U i J K  - u  IJ1 + u  1J1 - u  I11 - u  ulll 
f o r  I = 2 , 0 - - , a ;  J = 2,*4 . ,b ;  K = 2,*-*,c . We must 
f i x  I and J and t h e n  l e t  K va ry .  I n  computer 
n o t a t i o n ,  w e  have a nes t ed  "do-loop." 
For  example, suppose 
I = 1, 2, 3; J = 1, 2, 3 ;  K = l ,  2 ,  3 .  
The s e t  r e p r e s e n t i n g  no (1,J) i n t e r a c t i o n  i s  
= o  
= o  
= o  
1 2 -  + u 2 2 *  - u  2 1 -  - u  ull- 
13- + u 2 3 *  11- 
11. - u31* - u 1 2 *  -k u 3 2 -  
- u  2 1 -  - u  U 
U 
+ <'.I = o  
13.  33. 
- u  31- - u  11- U 
The se t s  r e p r e s e n t i n g  no ( J , K )  and no ( 1 , K )  i n t e r -  
a c t i o n s  can be ob ta ined  i n  a n  analogous manner. 
The set representing no (I,J,K) interaction is 
ulll - u221 121 u221 - u  
= o  11 2 u212 + u122 - u222 - u  
221 t u  211 - u121 - u  111 
- u113 
U 
= o  223 - u  123 - u  213 - u  
111 U 211 U 131 U 
t 
231 U 
= o  232 - u  - u112 '212 u132 
131 ' u231 - u  211 - u  ulll 
= o  233 - u  113 ' u213 u133 - u  
111 - u311 121 u321 - u  U 
= o  - u112 u312 +- %22 - u322 
121 u321 - u  311 - u  111 U 
= o  - u113 ' '313 u123 - u323 
131 u331 - u  311 - u  ulll 
= o  332 - u  112 u312 u132 - u  
311 - u131 u331 - u  111 U 
= o  333 - u  - u113 u313 + u133 
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Thus, f o r  t h i s  example QT i s  a ( 2 0 x 2 7 )  mat r ix  o f  
r ank  2 0 .  
5 .3 .3  S p l i t  Plot 
A s  shown i n  Chapter  3,  w e  can  c o n s i d e r  t h i s  as 
a three-way c l a s s i f i c a t i o n  w i t h  no ( J , K )  and no ( I , J , K )  
i n t e r a c t i o n .  Thus t h e  model would be  
i j k  ' e i j k  = u  ' i j k  
s u b j e c t  t o  
U - u  - u  i j  ' k  + u  i ' j  ' k  i'jk i j k  
- u  i j k t  + U i l j k l  + U i j 8 k 8  
= o  
i ' j  ' k '  
- u  
f o r  a l l  i, i t ,  j ,  j ' ,  k ,  k t  . We c o n s t r u c t  B T  by  
f i n d i n g  t h e  l i n e a r l y  independent  se t  for no ( J , K )  
i n t e r a c t i o n  and t h e  set  f o r  no ( I , J , K )  i n t e r a c t i o n .  
5.3.4 Missing Cells 
The procedure f o r  constructing eT when there 
are missing cells is as f o l l o w s .  
(1) Construct eT as though no cells were 
missing. 
(2) Eliminate the u ' s  that do not exist in the ij 
model. 
Consider this example; y i j  = u  + e  where i j  i j  ' 
i = 1,2,3; j = 1,2,3, and k = 0,1,.*. ,ni j 
In other words, u12 is no t  in o u r  model. Suppose 
the constraints are no (1,J) interaction. Now we 
write 
= o  I1 - 1J 4- uIJ u - u  11 
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iznd g e n e r a t e  
= o  
%1 - 21 - 12 I- u22 
ull - 21 - 13 ’ u23 = o  
= o  ‘11 - u32 - 12 “32 
ull - ‘31 - u13 u33 = o  
Now w e  s u b t r a c t  ( 3 )  from (1) and o b t a i n  
= o  32 - u21 -t u 2 2  u - u  31 
Now 
= o  
+ u22 
- u  - u  
‘31 21 32 
= o  ull - u21 - u13 ’ “23 
- u13 u33 = o  31 u - u  11 
are a set  o f  l i n e a r l y  independent  c o n s t r a i n t s  which 
span the  s e t  of  p o s s i b l e  c o n s t r a i n t s .  Hence w e  t a k e  
8 u t o  be  t h e  above three e q u a t i o n s .  T 
t 
5.3.5 Balanced Incomplete Block  
A s  shown i n  Chapter  3,  w e  can  c o n s i d e r  t h i s  as 
a two-way c l a s s i f i c a t i o n  wi thout  i n t e r a c t i o n  and w i t h  
Sub- miss ing  c e l l s .  For example: y i j  - u i j  + e i j  
j e c t  t o  no (1,J) i n t e r a c t i o n .  Suppose w e  observed 
t h a t  i s  ~ 3 1 ,  U 2 2 9  and u13 are not  i n  t h e  model. 
Again w e  wr i te  the  c o n s t r a i n t s  as  though the re  
were no miss ing  c e l l s ,  t h a t  i s  
= o  12 + u22 Ull - u - u 21 
= o  13 -t *23 Ull - u 21 - u 
= o  ull - u31 - 12 u32 
= o  ull - u31 - 13 + u33 
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We must e l i m i n a t e  
e q u a t i o n s .  We s u b t r a c t  ( 4 )  from ( 3 )  and o b t a i n  
u31, U 2 2 ,  and u13 from t h e  above 
U l 3 - u  1 2  - u  33 + u32  = o  ( 5 )  
S u b t r a c t i n g  ( 2 )  from (1) we o b t a i n  
-u + u13 - u23 + u22 = o  1 2  
= o  -u 3 3  + u 3 2  + - 2 2  
o r  
u 3 2  u 2 3  
= -u 
2 2  33 U 
S u b s t i t u t i n g  u 2 2  i n t o  (1) we have 
= o  33 u 2 3  + u32 - u 1 2  u - u21 - u 11 
Thus 
2 3  
BTU = 
UI1 - u21 - U12 + u32 - u33 + u  
5.3.6 L a t i n  Square 
The L a t i n  Square can  be cons idered  as a t h r e e -  
way c l a s s i f i c a t i o n  w i t h  no i n t e r a c t i o n s  and w i t h  
miss ing  c e l l s .  
Suppose w e  observe  
Column 
1 2 3 
Row 
I_ 
Here w e  have a 3x3 L a t i n  Square.  We can  c o n s i d e r  
- s u b j e c t  t o  no t h e  model as  y i jk  
i n t e r a c t i o n s  where i = 1’2’3; j = 1’2’3; and 
k = 0,1,2,nij . L e t  u s  f i rs t  wr i t e  eT i f  w e  had 
no mis s ing  c e l l s .  Now eT can  be c o n s t r u c t e d  by 
- U i j k  4- e i j k  
u s i n g  t h e  r e s u l t s  o f  S e c t i o n  5.3.2. We would t h e n  
U U 111’ 122’ 133’ e l i m i n a t e  a l l  t h e  u i j k f s  except  u 
U U U The r e s u l t  o f  212’ u223’ 231’ 313’ 321’ u332 U 
this i s  
O ’1. 1 -1 0 0 1 -1 -1 
1 0 - 1 - 1 1  0 0 - 1 1  
eTu = [ 
N a t u r a l l y  w e  would n o t  use t h i s  approach if we had 
no missing c e l l s  s i n c e  s t anda rd  computing formulas  are 
r e a d i l y  a v a i l a b l e .  
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5.4 T e s t s  o f  Hypothesis  
P rev ious ly ,  w e  have assumed w e  had t h e  hypo- 
t hes i s  to be tes ted .  There was no d i s c u s s i o n  about  
whether t h e s e  hypotheses  were a p p r o p r i a t e .  Our 
a t t i t u d e  has been t h a t  i f  a n  exper imenter  came to 
u s  w i t h  a model and wanted to t e s t  a g iven  hypo thes i s ,  
s a y  H : A u = 0 , t h e n  w e  provided t h e  c o r r e c t  
t e s t .  It was t h e  e x p e r i m e n t e r ' s  problem t o  dec ide  
what he wanted to t e s t .  This  a t t i t u d e  seems to con- 
t r a d i c t  most t ex tbooks  on a p p l i e d  s t a t i s t i c s  and 
most computer programs t h a t  ana lyze  l i n e a r  models. 
T 
0 
These t ex tbooks  and programs p rov ide  t h e  r e a d e r  
o r  u s e r  w i t h  one set  of  hypotheses  t h a t  a r e  to b e  
tes ted.  They seem to s a y ,  "Here a r e  t h e  answers ,  
w e  hope you have asked t h e  q u e s t i o n s  t h a t  correspond 
to t h e s e  answers.' ' 
L e t  us  take a s imple example. Suppose a n  
exper imenter  came to u s  w i t h  data t aken  i n  a com- 
p l e t e l y  randomized d e s i g n  i n  which he had t h r e e  
" t r ea tmen t s . "  H e  knew b e f o r e  he r a n  t h e  experiment 
t h a t  t h e  e f f e c t s  due to the  '%reatments" were not  
e q u a l .  What he wanted t o  know was, "Is t h e  e f f e c t  
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of  t r e a t m e n t  1 twice  t h e  e f f e c t  of  t r e a t m e n t  2 p l u s  
t r e a t m e n t  3?" 
"Treatments"  a-1 
E r r o r  n-a 
Now he r u n s  h i s  exper iment ,  o b t a i n s  t h e  data, 
and c a l l s  on t h e  l o c a l  s t a t i s t i c i a n  to a n a l y z e  h i s  
xx xx f** 
xx xx 
data ,  The s t a t i s t i c i a n  i s  over joyed  a t  having such 
a s i m p l e  t ex tbook  problem. I n  no t i m e  he g i v e s  t h e  
exper imenter  t h e  u s u a l  computer o u t p u t :  
Source of  V a r i a t i o n  df  ss MS F 
A s  t h e  s t a t i s t i c i a n  hands t h e  o u t p u t  to t h e  e x p e r i -  
menter ,  he h a p p i l y  e x p l a i n s ,  "Your F va lue  i s  
h i g h l y  s i g n i f i c a n t . "  The expe r imen te r ,  s e e i n g  t h e  
s t a t i s t i c i a n  i s  p l e a s e d  about  t h e  s i g n i f i c a n t  F , 
a l s o  i s  p l e a s e d  and l e a v e s  w i t h  g r e a t  admi ra t ion  f o r  
t h e  myst ic  powers o f  t h e  s t a t i s t i c i a n  and h i s  s c i e n c e .  
Fa r fe t ched?  Not a t  a l l ;  s i m i l a r  occur rences  
happen d a i l y .  The s t a t i s t i c i a n  i s  g iven  data and 
asked to a n a l y z e  i t .  H e  p u t s  t h e  data i n t o  one o f  
t h e  lrcanl'  programs, g e t s  t h e  s t a n d a r d  o u t p u t ,  and 
t h i n k s  he has done h i s  j o b .  T h i s  i s  f i n e  as long  as 
he i s  i n  t h e  s imple  ba lanced  c a s e .  But t h i n g s  change 
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when he t r i e s  t o  ana lyze  data i n  t h e  unbalanced case. 
I n  t h e  f irst  p l a c e ,  t h e  l i t e r a t u r e  on a n a l y z i n g  such 
data i s  q u i t e  confus ing .  Th i s  problem stems, p o s s i b l y ,  
b- 
A a-1 
B b-1 
E r r o r  (a-1) (b-1) 
from t r y i n g  to t i e  t h e  a n a l y s i s  of l i n e a r  models to 
t h e  a n a l y s i s  o f  "main" e f f e c t s  and i n t e r a c t i o n s .  
For example, suppose w e  are g iven  t h e  fo l lowing  
t ab le :  
Source of  V a r i a t i o n  
It i s  customary to r e f e r  to A and B as  main 
e f f e c t s .  There would be  g e n e r a l  agreement on t h e  
i n t e r p r e t a t i o n  g i v e n  to them. I f  w e  are g iven:  
Source o f  V a r i a t i o n  
w e  s t i l l  say  A and B are main e f f e c t s  and AB i s  
i n t e r a c t i o n .  Now the  t r o u b l e  begins .  A number o f  
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t e x t s  i n d i c a t e  t h a t  "A" means t h a t  we are t e s t i n g  
h 
A a-1 SSA 
B (b-1) SSB 
AB (a-1) (b-1) SSAB 
E r r o r  a b  (n-1) E 
Ho: a :  = 0 ,  i = l,-** ,a . They g i v e  t h i s  i n t e r -  
p r e t a t i o n  to both  of  t h e  p r e v i o u s l y  g iven  t ab le s .  
But then  we read, 
" I n  t h e  p re sence  of i n t e r a c t i o n ,  it i s  
r a r e l y  u s e f u l  to ask about  main e f f e c t s  
of e i t h e r  f a c t o r . . , . . D e s p i t e  q u e s t i o n a b l e  
meaning, mean squa res  f o r  t h e  main e f f e c t s  
are commonly r e p o r t e d  even when i n t e r a c t i o n  
i s  p r e s e n t .  Th i s  i s  a r o u t i n e  p r a c t i c e  
which i s  open to c r i t i c i s m ,  bu t  i s  a l m o s t  
unavoidable .  
One t e x t  d e f i n e s  t h e  main e f f e c t  A "as a measure of 
t h e  change i n  t h e  response  v a r i a b l e  to changes i n  t h e  
l e v e l  of t h e  f a c t o r  averaged over  a l l  l e v e l s  of a l l  
t h e  o t h e r  f a c t o r s . "  But i n  t h e  two-way model w i t h  
i n t e r a c t i o n ,  t h i s  same t e x t  i n d i c a t e s  t h e  t e s t  for 
- . * *  = a . There i s  A i m p l i e s  t e s t i n g  Ho: al  
no ave rag ing  h e r e .  Also t h e  f a c t  t h a t  we are i n  a 
balanced c a s e  a l lows  us  to do t h i n g s  t h a t  a r e  no t  
- 
a 
v a l i d  i n  t h e  unbalanced case .  F o r  i n s t a n c e ,  c o n s i d e r  
the fo l lowing  two t ab le s :  
Source of 
V a r i a t i o n  ss 
and 
df Source o f  V a r i a t i o n  ss 
Note t h a t  
abn-a-b+l 
one d i f f e r e n c e  i n  t h e  two t ab le s  i s  t h a t  
E '  = E + SSAB and t h a t  SSA and SSB remain t h e  same. 
I F  w e  have unbalanced data,  t h i s  i s  no t  t r u e .  We 
would g e t  a n  SSA' and SSB* as w e l l .  I n  the unbalanced 
c a s e ,  what does SSA, SSB, SSA' and SSB' s i g n i f y ?  
Suppose w e  a r e  i n  t h e  "missing" c e l l  c a s e  and 
t h e  model i s  yijk = u + ai + B j  + L j  + eijk . One 
tex tbook says "it i s  now necessa ry  t o  assume t h a t  
there  are no empty  c e l l s ,  e l se  t h e  main e f f e c t s  are 
not  estimable . . . I '  Y e t  a n o t h e r  t e x t  p r e s e n t s  methods 
t o  o b t a i n  t h e  sum for "main" e f f e c t s  i n  t h i s  c a s e .  
T h i s  b r i n g s  u s  t o  ano the r  p o i n t .  Are t h e  
r e s t r i c t i o n s  p l aced  on t h e  parameters  ( o r  random 
v a r i a b l e s )  an  i n t e g r a l  part of t h e  model o r  are 
t h e y  used s i m p l y  t o  he lp  s o l v e  t he  normal equa t ions?  
Again, i f  w e  are i n  t h e  balanced c a s e ,  i t  r e a l l y  
makes l i t t l e  d i f f e r e n c e .  But what about  t h e  
164 
unbalanced case !  The use  of c u i  = 0 ra ther  
t h a n  x n i j a i  = 0 can  r e s u l t  i n  some very  con- 
f u s i n g  answers i n  t h e  a n a l y s i s  of t h e  two-way 
i n t e r a c t i o n  d e s i g n .  A l s o ,  i f  w e  are i n  t h e  mixed 
model, the  expected v a l u e s  o f  t h e  mean squa res  depend 
upon whether we use  t h e  r e s t r i c t i o n s  as a n  i n t e g r a l  
pa r t  of  t h e  model. 
Summing up, i t  seems t h a t  an  a n a l y s i s  has been 
developed f o r  c e r t a i n  models i n  t h e  balanced c a s e .  
T h i s  a n a l y s i s  was t i e d  to t h e  idea o f  main e f f e c t s  
and i n t e r a c t i o n s .  When o t h e r  models were developed,  
t h e i r  a n a l y s e s  were f o r c e d  to f low a long  l i n e s  
similar to t h e  balanced models. S ince  t h e  t echn iques ,  
concepts  and i n t e r p r e t a t i o n s  were s p e c i a l  to t h e  
balanced c a s e ,  t h e y  could not  be c a r r i e d  over  d i r e c t l y  
to t h e  unbalanced c a s e .  There i s  no need to t i e  t h e  
a n a l y s i s  to one f o r m .  I n  f a c t ,  t h e r e  i s  no r e a s o n  
to t h i n k  tha t  exper imenter  A and experimenter  B 
want t h e  same a n a l y s i s  to 
* 
+ e  i j k  * 
= u + ai + yj + (Sij ' i j k  
It i s  absurd  t o  t h i n k  bo th  men are i n t e r e s t e d  i n  t he  
same hypotheses .  Their a n a l y s e s  should depend upon 
t h e  r e a s o n s  f o r  which t h e y  conducted t h e i r  e x p e r i -  
ments.  The i r  experiments  should have been designed 
to answer c e r t a i n  q u e s t i o n s .  
Does t h i s  "ufr-model approach f r e e  t h e  s t a t i s -  
t i c i a n  from a l l  r e s p o n s i b i l i t y  i n  fo rmula t ing  t h e  
hypo thes i s  to be tes ted?  Yes and no. The s t a t i s -  
t i c i a n ,  i n  h i s  r o l e  as c o n s u l t a n t ,  w i l l  have to take 
the  o b j e c t i v e s  of  h i s  c l i e n t  and expres s  them i n  
meaningful  mathematical  terms. A s  w e  a l l  know, t h e  
mere s t a t emen t  o f  t h e  o b j e c t i v e s  i s  q u i t e  a n  accom- 
p l i shmen t .  Also,  i n  c e r t a i n  models, the  s t a t i s t i c i a n  
can p r e s e n t  hypotheses  sugges ted  by t h e  model. For  
example, suppose w e  had a 3 x 3  L a t i n  Square w i t h  one 
mis s ing  o b s e r v a t i o n .  L e t  u s  suppose ull l  i s  m i s -  
s i n g .  And suppose we would l i k e  to sugges t  some 
p o s s i b l e  hypotheses  to be t e s t e d .  
1 
B 
u212 
C 
313 U 
122 133 
C I A  
223 1 u231 U 
321 332 U 
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u.2. u.3. 
Some p o s s i b l e  hypotheses  are  
U 1.- U 2" - u3.. (1) Ho: -= -- - 2 3 3 
C K ~  i s  not  n e c e s s a r i l y  z e r o .  
and s o  O M .  
Another example i s  t h e  fo l lowing  two-way c l a s s i -  
f i c a t i o n  w i t h  i n t e r a c t i o n  
1 2 3 
What are a p p r o p r i a t e  hypotheses  f o r  t h i s  model? The 
f i r s t ,  of  cour se ,  should be t o  see if t h e  model is 
a d d i t i v e ,  Suppose n o t ,  then what can  we a s k .  We 
could t e s t  t h e  fo l lowing:  
4 1  2 1  
2 2  - u 3 2  = u 4 2  
= u  = u  Ho: ull 
- H :  u 
'0: u13 
0 
3 3  
= u  
23 
= u  
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Or w e  could  use  a t e s t  l i k e  t h e  one sugges ted  by 
E l s t o n  and Bush [121.  Again, w e  should d e f i n e  t h e  
purpose of  t h e  experiment and ask q u e s t i o n s  wi th  
t ha t  i n  mind. 
I n  conc lus ion ,  l e t  u s  n o t e  t h a t  throughout  
Chapter 3 w e  postponed t h e  d i s c u s s i o n  of t h e  "merits" 
o f  v a r i o u s  hypotheses  to t h i s  s e c t i o n .  Yet nowhere i n  
t h i s  s e c t i o n  d i d  we d i s c u s s  t h e  "meritsf1 of these 
hypotheses .  The r eason  for t h i s  i s  t h a t ,  while  any o f  
t h e  hypotheses  t ha t  were posed a r e  l e g i t i m a t e ,  t h e i r  
v a l u e  or m e r i t  depends upon t h e  purpose of  t h e  e x p e r i -  
ment. The r e s e a r c h e r  and t h e  s t a t i s t i c i a n  have a 
j o i n t  r e s p o n s i b i l i t y  t o  pose meaningful  hypotheses  
t h a t  are  t o  be t es ted .  F i n a l l y  i t  might be b e t t e r  i f  
w e  d i d  not  t i e  hypotheses  t o  t h e  idea o f  "main" e f f e c t s  
and i n t e r a c t i o n s .  
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CHAPTER 6.  NUMERICAL EXAMPLES 
6 . 0  P r e l i m i n a r i e s  
We w i l l  now c o n s i d e r  s e v e r a l  numerical  examples. 
These examples were run  on t h e  UNIVAC 1108 u s i n g  a 
program w r i t t e n  i n  FORTRAN V, The program c a l c u l a t e s  
t h e  sum of  squa res  f o r  Ho:  A u = 0 i n ' t h e  fo l lowing  
manner. 
T 
T (1) A T  i s  o r thogona l i zed ,  t h a t  i s  h i  = HIA 
where H, i s  chosen s o  t ha t  
T T T  Alhl = HIA AH, = I 
T T ( 2 )  A, = H2Al where Ha i s  chosen so t h a t  
A ; A ( X ~ X )  -1 A T A ,  = H , A : A ( X ~ X )  -1 A T A ~ H T  = D 
a 
T h i s  procedure i s  exp la ined  i n  d e t a i l  i n  Chapter 4 .  
Because of  a l a c k  of space ,  t h i s  c h a p t e r  does  not  
c o n s i d e r  a l l  t h e  i n t e r m e d i a t e  s t eps  needed tQ ca lcu -  
l a t e  t h e  sum of  s q u a r e s .  
169  
6 . 1  The One-way C l a s s i f i c a t i o n  
Consider  t h e  fo l lowing  example t aken  from 
Ostle C241. 
Sto rage  Condi t ions  
1 2 3 4 5 
The model i s  
= u + e  Yij i ij 
where 
u = u + a  i i 
The hypo thes i s  t o  be tested i s  
5 Ho: u1 = u = u3 = u 4  = u 2 
= a  = a  = a  = a  
2 3 4 5 which i s  equ iva len t  t o  Ho: al 
i n  t h e  t1#311 model. 
Thus A:u = 0 is 
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.8617 -.3463 -.1258 -.3463 -.043< 
,1713 .3691 -.8321 .3690 -.0773 
0 ,7071 0 -.7071 0 
.1679 .2095 .3031 ,2095 -.8gOO - 
A T  = [ 
D =  
- 
.2382 0 0 0 
0 .4488 0 0 
0 , o  .3333 0 i 0 0 0 ,8730- 
T Then H : A u = 0 is equivalent to Ho: ATu = 0 
where ATA = I and AT(XTX)-’A = D . 
0 
Now 6 = U* = (XTX) -1 X T Y . ‘ 
1 7 1  
h 
But ( X T X )  i s  d iagonal ,  hence u i s  j u s t  t h e  c e l l  
means, t h a t  i s  
and 
4 
= e ( ~ T G ) ~  = 10.66 
i=l 
and 
and 
10*66 G 3.34 rn F =  
Now suppose a i -  N , and we wish to 
estimate cr2 us ing  t h e  From Eq. 4 . 7 ,  a 
w e  see t h a t  
A2 
;2 = SS(AT) - 4 0  
a kc) 
where k, - = 1 0 . 5 6  
1 
Hence 
and t h e  V(") i s ,  from Eq.  ( 4 . 8 ) ,  
where kl = x> = 32.898 or 
i 
which agrees w i t h  t h e  r e s u l t s  ob ta ined  f rom t h e  for- 
mula i n  Sear le 's  paper 1 2 9 1 .  
N o w  suppose w e  wanted t o  estimate a: from 
T Ho: A u = 0 where 
1 0 -1 01 I A T  = - [ o  
4'2 
Then w e  see t h a t  D = .3333 and 
= 9.375 
173 
Thus 
where 
= 3  1 % = cik 1 = 93333 
o r  
and 
where kl = = g o r  
i 
4 4 2 2 104  a 4  = 2 G a  + - GaG + 81 3 
A2 It i s  c l e a r  t ha t  ua has a smaller v a r i a n c e  
t h a n  zz . 
r a t h e r  l a r g e  s e t  o f  unblased e s t i m a t e s  and f i n d  t h e  
By t h e  above procedure ,  we can  g e n e r a t e  a 
v a r i a n c e s  of t h e  e s t i m a t e s  i n  a r a t h e r  e f f i c i e n t  
manner. T h i s  approach i s  c o n t r a s t e d  w i t h  Searle 's  
paper  E293 i n  which it took c o n s i d e r a b l e  e f f o r t  to 
develop an e x p r e s s i o n  j u s t  f o r  t h e  v a r i a n c e  of  one 
unbiased e s t i m a t e .  
6 .2  The Two-way C l a s s i f i c a t i o n  Without I n t e r a c t i o n  
6 .2 .1  No Missing C e l l s  
Let u s  c o n s i d e r  t h e  example t a k e n  from Harvey C181. 
Rat ion  No. 
1 
S i r e  No. 2 
3 
I 
3 i 4 6 7  
i 4  6 
The model i s  
i j  + e i j k  = u  ' i j k  
2 1  -' 1 2  u - u  11 + 22 U 0 
= o  1 2  i- u 3 2  Ul l  - u - u 3 1  
175 
-1 T The m a t r i x  A ( X T X )  A i s  g iven  i n  S e c t i o n  4.2.2. Now 
(u*IT  = (5.5, 2.5, 4.6, 8.3, 3.0, 5.4) 
( Z I T  = (3.19, 4.81, 5.39, 7.01, 3.65, 5.27) 
s2 = 4.02 
- - - u ' j  - U . j I  
- - and Ho: Let  u s  t e s t  Ho: ui. u i , .  
The cor responding  hypo thes i s  m a t r i c e s  are a l s o  g iven  
i n  S e c t i o n  4.2.2. 
- 
Now 
SS(nT) = 15 .68  
S S ( n : )  = 9.707 
and 
= 1.95 - 15.68 Fl - 2 ' -  (4 .02) 
Now suppose t h a t  b e f o r e  t h e  experiment was r u n  w e  
thought  t h a t  u22 = 2ull . Therefore ,  a n o t h e r  t e s t  i s  
Ho: u Z 2  = 2ull . Most t e x t s  do not t reat  hypotheses  
l i k e  t h i s ;  however, t h e  sums of' squa res  can  b e  
ob ta ined  by  
SS (AT) = ( ATG)T[ATA (XTX )-lATA]-l (AT;) 
where AT = [2 0 0 -1 0 01 
and 
= .35 - 1 . 4 4  F, - TT.2 
T h e  e s t i m a t e s  of v a r i a n c e  components a r e  d i scussed  
i n  S e c t i o n  4 . 2 . 2 .  
177  
6.2.2 Miss ing  Cel l s  
Suppose w e  were g i v e n  the  f o l l o w i n g  data 
Temperature 
F a b r i c  
The model i s  
' i j k  = u  i j  i- e i j k  
T s u b j e c t  to 8 u = 0 where 
u u  u 1 2  u13 u 1 4  u 2 1  u 2 2  u 2 3  u 2 4  u31  ut33 u34  u42 4 3  4 4  - 
0 0 - 1  1 0  0 0 0 0 0 
0 - 1  0 0 0 0 0 0 0 - 1  0 
0 0 1 0 - 1  0 - 1  1 0  0 0 
0 0 1 0  0 4 - 1  0 1 0  0 
0 - 1  0 - 1  0 1 0  0 0 0 0 
-1 0 0 0 0 0 0 0 0 - 1  1 
Now 
;2 = 8.183 
and 
( ~ " 1 ~  = (2.0, 4.6, 7.7 ,  2.3, 4.1, 5.5 ,  9.2, 
3 . 0 ,  8.55, 13.2, 3.37, 5.75, 11.0) 
(6)T = (1.84, 4.01, 8.30, 1.55 ,  3.82, 5.99, 
1 0 . 3 ,  3 .74 ,  8 .17,  1 2 . 4 7 ,  3.76, 5.73, 
10.22) . 
Now suppose w e  t e s t  Ho: u = u and ij i ' j  
= u  then  the  a p p r o p r i a t e  sums o f  Ho: u i j  
squa res  a r e ,  r e s p e c t i v e l y ,  
ij' ' 
SS(Ar> = 37.86 
S,S(AT) = 215.23 
T Again w e  can  test Ho: A u = 0 for a r b i t r a r y  A T  . 
6 . 2 . 3  B I B  Design 
The fo l lowing  example i s  t a k e n  from G r a y b i l l  C151. 
T o t a l  Weights of Nit rogen  i n  G r a m s  o f  Six C u t t i n g s  
o f  Alfalfa Forage Grown i n  Greenhouse Pots 
k = 3, t = 7 ,  b = 7 ,  r = 3,  X = 1  
Grand t o t a l  Ye.. = 58.30 
T 
The model i s  y i j  = u i j  + e i j  s u b j e c t  to 8 u = 0 
where 
180 
BTU = 
- - 
0 0 0 1 - 1  0 1 - 1 0 - 1 1 0 0  0 0 0 0 0  0 0 0 
0 0 0 1 - 1  0 0 0 0 - 1 0 1 1 - 1  0 0 0 0  0 0 0 
0 0 0 1  0 - 1  0 0 0 - 1 1 0 0  0 0 - 1  0 1  0 0 0 
0 0 0 1  0 - 1  0 0 0 - 1 0 0 0  1 0  0 0 0 - 1  1 0  
0 - 1  1 0  0 0 0 0 0  0 0 0 0 - 1  1 0  0 0  1 0 - 1  
0 1 - 1 0  0 0 - 1  0 0  0 0 0 1 ~ 0 - 1  0 0 0  0 0 1 
0 1 - 1 0  0 0 0 0 0  0 0 0 0  0 0 0 - 1 1  0 - 1  1 
1 0 - 1 0  0 0 0 0 0 - 1 0 1 0  0 0 0 0 0 - 1  0 1 - 4 
u 
and where 
U U U 
u 3 3 ’  3 7 ’  4 1 ’  u 4 3 ’  44 ’  u 5 2 ’  u 5 4 ’  
U 5 5 ’  6 3 ’  u 6 5 ’  ‘66’ 74’  7 6 ’  u 7 7 ”  U U U 
181 
Now G2 = .2424 and 
'2 .0999999-  
1 . 8 5 0 0 0 0 0  
3 9 5399999 
2.6700000 
1 . 1 4 0 0 0 0 0  
1 . 8 2 0 0 0 0 0  
3 .0000000  
2 .9200000 
3 .7800000 
2 .9100000 
3 . I 4 0 0 0 0 0  
3 .1300000  
3 .0999999 
2 .8399999 
2 9899999 
3 .1300000 
3 .0100000  
2 .7500000 
2 .9899999 
2 .6300000  
2 .8600000 
Now s u p p o s e  w e  t e s t  
A 
u =  
2.4233332- 
2 . 0 7 0 4 7 6 1  
2 .9961904 
2 .0461904 
1 . 6 2 9 0 4 7 6  
1 . 9 5 4 7 6 1 9  
2 .8404762 
3 .0290476 
3 .8304762  
3 .2104761  
2 .9819047 
2 .9876190 
2 .7704761  
2 .9647619  
2 .8347 618 
3 .0390476 
2 .9147619  
3 .1761904 
2 . 5 5 7 6 1 9 1  
2 .6890476 
3 .3533332  - 
(1) Ho: u i j  = u i ' j  
( 2 ) H : u  = u  0 i j  i j  ' 
182 
These are  
(1) Treatment "ad jus t ed"  f o r  b locks .  
( 2 )  B l o c k s  "ad jus t ed"  f o r  t r e a t m e n t s .  
( 3 )  Treatments  "unadjus ted ."  
( 4 )  Blocks "unadjus ted ."  
I n  t a b u l a r  form, we have 
j u s t  Ho: u = u khen w e  s ee  t h a t  
i j  i ' j  ' 
= 2 . 2 6 3  . 3 . 2 9 0 8  F = 6  ( 2 4 2 4 )  
183  
And i f  we are i n  a mixed model, where t r e a t m e n t s  are 
f i x e d  and b locks  are random, w e  see tha t  
EISS(AT)l = 60 2 + 140, 2 
where AT i s  a s s o c i a t e d  w i t h  H : u = u 
0 i j  i j '  
Now 
;2 = ,2424 
Also 
and 
- ) = a - a  
i' i E(Ci. - U i n .  
L e t  A T  be such t h a t  Xiu = u - u and A; b e  
such  t h a t  Atu = u 
i j  i ' j  
T" - - U j l .  . io  Now X'f; and X2u b o t h  
- 
I 
are unbiased  estimates o f  ai-ail. Let  oll 
and o12 = Cov ( hlu, T" h:j) . Then 
184 
Now from t h e  d i s c u s s i o n  i n  S e c t i o n  4 . 2 . 3 ,  w e  
know a b e t t e r  estimate o f  ai-ai, would be a 
al(ATG) + a2b:6) where 
RTV--lR 
and where QT = [l 11 , But oll ,  o12 and c~~~ a r e  
f u n c t i o n s  of CT and ob . However, i f  w e  u s e  t h e  2 2 
T" as d e s c r i b e d  above, t h e n  Alu and A; ^ 2  A2 CT and ob 
s i n c e  aT s a t i s f i e s  -1 w i l l  be u n c o r r e l a t e d  w i t h  V 
t h e  c o n d i t i o n s  d e s c r i b e d  i n  S e c t i o n  4 . 2 . 3 .  Hence an  
unbiased e s t i m a t e  of ai-ait i s  al(hTj) + a2kT;) 
where 
We 2 '  For example, suppose w e  wanted to estimate al-a 
could  use X,u = u 
h h 
= .377 and T* 11 - u 2 1  
1 *  h h h h A 
2 2 2  3 2  A;; = - [U15 + U17 - u - u 2 6  + u37 - u 
h A h A 
- u  t ;  - G  1 
5 2  '65 66  7 7  7 6  + u55 - u 
= 1.47 
185 
A 
Now u = u t A e  w h e r e  u = yl t Ula t V l b  and 
E[;] = yl t U l a  . 
V f G ]  = ozVIV: t 0 2 A  
And T A  Th 
1 
Now h u and h,u are ucbiased  estimates o f  al-a2. 
V(l;$) = ‘ S ~ A ~ V ~ V ~ X ~  2 T  t dllo 2 
w h e r e  
= .86 
dll 
A;vlV;A, = 0 
H e n c e  
Also 
V(x:G) = abh2V1V1X1 2 T  T t d22‘S 2 
w h e r e  
d 2 2  = 3  
X;V1V1h2 = 9 
186 
Thus 
.(A;) = 30 2 + g o ,  2
Cov (AT;, A:;) = C?~A,V~V:X,  2 T  -I- CT 2 T  X I A ( X T X >  -1 A T A ,  
= 0 .  
Now s u b s t i t u t i n g  G 2  and 
above, w e  have 
, 2 0 8 5  
c 
which we found 
.7812 O 1  
TA T A  n and V i s  u n c o r r e l a t e d  w i t h  X1u and A2u. Therefore ,  
Hence a n o t h e r  unbiased e s t i m a t e  of al-a i s  2 
= .6O7 
T h i s  i s  t h e  same estimate as t h e  one o b t a i n e d  by 
G r a y b i l l  ClSl, where he used t h e  " i n t e r b l o c k "  and 
" i n t r a b l o c k "  e s t i m a t e s .  L e t  u s  e x h i b i t  a n o t h e r  e s t i -  
mate ob ta ined  from t h e  g e n e r a l  p rocedure .  L e t  
h A 
= .377 21 A T C l  = UI1 - u 
h A A A A 
32 - u + u37 - u 22 26 - u  - u  1 7  
h A A - 6  1 
7 6  
+ u55 - u -k G, - u66 t G 7 7  5 2  
= 1.47 
- u  t u  - u  1 1 21 22 26 A; = 7 [ U l l  + U15 + U17 
= .620 
TA T" TA We see t h a t  X1u, h2u and h3u are unbiased estimates 
Now 2' o f  al-a 
.(A:;) = a,X3V1VlA3 2 T  + d 3 p  2
188 
where 
X;V1v;A3 = - 16 
9 
Therefore, 
and 
Cov (AT;, A:;) = A1Ah30 T 2 = 2 o2 3 
Cov h u ,  X3u = A~VIV~A,o~ + A.fAh30 2 ( TA) 
- o2 + 2Gb 2 
- 7  
Now 
.1616 I 0 A .7812 ~ 6 1 8  ,1616 .1618 .1726 
TA h and V is uncorrelated w i t h  Ai;, A:; and X3u . 
Hence 
P R  
T"-1 R V  R 
Thus, a n o t h e r  unbiased e s t i m a t e  of  al-a i s  2 
a l ( h f j )  + a 2 ( h z j )  + a,(IT;) = . 6 0 9 9  
u s i n g  t h e  con- 
c e p t s  developed i n  S e c t i o n  4.2.4. There w e  saw t h a t  
a n o t h e r  unbiased estimate was ATE where 
l-a2 L e t  us  f i n d  a n  e s t i m a t e  of  a 
- T"-1 T"-l -1 T u = [I - (x v x)-le[eT(x v x)-lei e I 
T"-l -1 T"-1 *[xv XI x v  Y 
A 
where V i s  a n  estimate o f  t h e  covar iance  ma t r ix  o f  
Y .  
I n  o u r  c a s e ,  w e  have 
- - 
i s  a n  unbiased estimate o f  
A 
21 Now ATE = u - u 
a -a and ATE = .376 
d i agona l  s i n c e  t h e  nonzero of f -d iagonal  terms a r e  
.006. Hence u and u are no t  s i g n i f i c a n t l y  d i f -  
11 
1 2  
- h 
f e r e n t .  
6 .3  The Two-way C l a s s i f i c a t i o n  With I n t e p a c t i o n  
6 .3 .1  No Missing C e l l s  
Let u s  c o n s i d e r  t h e  example g iven  i n  S e c t i o n  6.2.1.  
S ince  e T  = 0 , we have t h a t  
= (5 .5 ,  2 .5 ,  4.6,  8.3, 3.0,  5.4) . 
Now suppose w e  t e s t  
- u  + u  = o  
i ' j  i j  ' i ' j  ' ( 3 )  Ho: u i j  - u 
T Note t h a t  ( 3 )  i s  equivalei>, t  to Ho: 0 u = 0 where 
B T  i s  d e f i n e d  i n  S e c t i o n  6.2.1.  
The r e s u l t s  are t a b u l a t e d  below 
To i l l u s t r a t e ,  l e t  us f i n d  t h e  expected v a l u e  of 
SS(AT), where A T  i s  t h e  m a t r i x  a s s o c i a t e d  w i t h  ( 2 ) .  
Now A T  = - [l -1 1 -1 1 -11 . 1 
J 6  
Suppose w e  assume t h e  fo l lowing  s t r u c t u r e  on u , 
u = yl + Ula + V l b  + V 2 6  
where yl, and U,a  denote  t h e  f i x e d  e f f e c t ,  V l b  and 
V 2 6  denote  t he  random e f f e c t s ,  and where b - N 
L e t  u s  n o t e  t h a t  some a u t h o r s  C281 
assume t h a t  6 - N ( 0 , V )  where V has some nonzero 
of f -d iagonal  e lements .  N a t u r a l l y ,  t h e i r  r e s u l t s  w i l l  
d i f f e r  from ours. Now u = u + (XTX) X e , hence -1 T A 
E[;] = yl + U l a  
192 
Note that V, = I . Hence 
v[Gl = a 2 V  VT + ai1 + a2(XTX)-l b l l  
Now 
EISS(AT)l = 1 [[ATV(G>A] + (ATu)2] 
dl 
Now 
- - 
Hence 
and 
A~v(G>A = 
E 
Hence 
1 0 0  
0 1 0  
0 0 1  ::iJ 0 0 1
- 
1 
0 
1 
0 
1 
0 
0 
1 
0 
1 :I 
A”u = ATyl + ATUlcl 
= o  
(ATVIVp)o; + a$ 2 T  AI + (AT(xTX)-1A)02 
2 2 2 3ab + as  +, dla 
2 E[SS(AT)] = ab + - 
1 9 3  
where 
dl = nT(xTx)-lfl 
Hence 
N o t e  t h a t  there  i s  a 0: t e rm i n  t h i s  equa t ion .  T h i s  
does not a g r e e  w i t h  t h o s e  a u t h o r s  who assume 
6 - N ( 0 , V )  . 
6.3.2 Missing C e l l s  
We s h a l l  c o n s i d e r  t h e  example g iven  i n  
S e c t i o n  6.2.2.  Here O T  = 0 . The major q u e s t i o n  i s  
which hypotheses  are t o  be t e s t ed .  L e t  u s  t es t  t h e  
fo l lowing .  
- - 
(1) Ho: u = ui,. i- 
T ( 3 )  H ~ :  e u = o 
where e T  i s  de f ined  i n  S e c t i o n  6.2.2. Now 
6) = ( U S )  
= (2.0, 4.6, 7.7,  2.3, 4 . 1 ,  5 .5 ,  9.2, 3.0, 
8.55, 13.2, 3.37, 5-75 ,  11.0) 
The r e s u l t s  are t a b u l a t e d  below 
Hypothesis  ! d f  ss 
Error I 1 3  i 0.4366 
T h i s  concludes t he  examples on t h e  two-way c l a s s i f i c a -  
t i o n  w i t h  i n t e r a c t i o n .  
6.4 L a t i n  Square 
T h i s  example i s  t a k e n  from Snedecor C321. 
cows 
1 2 3 
1 
Per iod  
The model i s  
i j k  i- e i j k  = d  Y i j k  
i = 1,2 ,3 ;  j = 1,2,3;  k = O,l ,n i j  
i n t e r a c t  i o n s .  
s u b j e c t  t o  no 
T Hence 6 u i s  
eTu 
where 
T 
U 
Now we test the fo l lowing  hypotheses: 
Let us cons ide r  ( 3 )  i n  d e t a i l .  
2 3 1  t u  - - %ll ' u 3 2 1  
3 
- U. .1 
- - u 1 2 2  + u212 u 3 3 2  
3 
- u . . 2  
1 3 3  u 2 2 3  ' u 3 1 3  U - 
3 
I u . 0 3  
I n  terms of t h e  1tf311 model 
Hence 
u..3 
Ho - Hence 
u +  
u +  
u +  
- 
u..1 
a + a  + a 3  Y, + Y2 + Y3 1 2 
3 + 3 + 
a + a  + a 3  Yl + y 2  + y3 + 1 2 
3 3 + 
3 a 2 a 1 a 
3 y1 y 2  Y 3  + 3 + 
- - i s  e q u i v a l e n t  t o  - - - u9.2 - u..3 
H : 6, = 6, = 6,  i n  t h e  "f3" model.  The results a r e  
0 
given  below. 
= (711.3, 883.3, 759.7, 931.7, 886.7,  
696, 868, 823)  
197 
L e t  us now c o n s i d e r  t h e  c a s e  where w e  have a miss ing  
Hypothesis  ' , df i SS I 
b 
I 
I 
I I 
Ho: ATu = 0 i 2 80960. 
I I 
$ 1  
E r r o r  l V  i 2773.0 
I 
8 
c e l l .  Suppose yll1 = 608,  i s  missing.  The model 
remains the  same except  t ha t  
eTu = [l -1 -1 0 1 1 -1 o lu  
where 
UT - U U U U - c u 1 2 2 '  133 '  2 1 2 '  2 2 3 '  '231' 313' 
321 '  u3321 U 
Again we have t h e  problem as t o  what we should t e s t .  
L e t  us  t e s t  Ho: A u = 0 o r  T 
= o  
2 3 1  - u313 u 3 3 2  
133 2 3 1  
- u  
t u  - u  2 2 3  - 3 2 2  U 
0 
T h i s  i s  e q u i v a l e n t  t o  Ho: 6 ,  = 6 2  = 6, i n  t h e  ' l B f f  
model. The r e s u l t s  are g iven  i n  t he  folJowing. table .  
6.5 Simultaneous Confidence I n t e r v a l s  
L e t  u s  c o n s i d e r  t h e  example i n  S e c t i o n  6.1.  
That i s  y i j  - u i  + e i j  where i = 1,2 ,3 ,4 ,5  , 
j = 1 , 2 , - * *  ,ni  . Now suppose w e  wanted a n  a% con- 
f i d e n c e  i n t e r v a l  for ATu. From S e c t i o n  2 . 4 ,  w e  see 
t h a t  t h e  se t  of  a l l  5 such  t h a t  
i s  an  a% conf idence  i n t e r v a l ,  where F i s  t h e  
a% p o i n t  of  a c e n t r a l  F d i s t r i b u t i o n  w i t h  s and 
n-p degrees of freedom. L e t  cs t ake  a = .95 and 
(a,s,n-p) 
Now t h e  set of 5 such t h a t  
199 
Or we have 
o r  
200 
C H A P T E R  7. C O N C L U S I O N  
7.0 Summary 
I n  t h e  p reced ing  c h a p t e r s  w e  have developed a 
comprehensive theo ry  of l i n e a r  models. We have shown 
= u t e i jk  , that  by fo rmula t ing  t h e  model as 
where y i jk  - N(uij ,  (5 ) and where c e r t a i n  r e l a t i o n s  i j  y i jk  2 
may be known about  the u i j  , w e  could  ana lyze  t h i s  
model i n  a very e f f i c i e n t  manner. It was shown t h a t  
the one t h e o r y  can be a p p l i e d  t o  t he  ba lanced  case ,  
t he  unbalanced c a s e ,  the  mis s ing  c e l l  ca se ,  t h e  case 
o f  i n t e r a c t i o n s  and t h e  case  o f  no i n t e r a c t i o n s .  We 
a l s o  showed t h a t  t h e  one theo ry  can be a p p l i e d  to bo th  
c l a s s i f i c a t i o n  models and des ign  models. By u s i n g  
t h i s  approach, we  are able to analyze  mixed models, 
t ha t  i s  w e  can estimate components of var i ance  and 
p rov ide  estimates of f i x e d  e f f e c t s  based upon 
i n f o r m a t i o n  recovered  from the random e f f e c t s .  We 
a l s o  a p p l i e d  t h i s  approach to r e g r e s s i o n  and 
covar iance  models. 
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There are a number of  advantages t o  u s i n g  t h e  
model approach. F i r s t ,  l e t  us c o n t r a s t  i t  If uII 
w i t h  the  u s u a l  approach used  t o  t e a c h  the ba lanced  
case.  Here the s t u d e n t  i s  g iven  a s e t  o f  r u l e s  and 
a set  o f  e q u a t i o n s .  
can ana lyze  c e r t a i n  des igns .  For  example, i n  the 
two way c l a s s i f i c a t i o n  w i t h  i n t e r a c t i o n ,  he i s  t o l d  
t ha t  the  f o l l o w i n g  tab le  i s  the  way t o  ana lyze  such 
a model: 
H e  i s  t o l d  that  w i t h  these he 
where 
YY 
B an c 
j=1 
- 
(Yo j. 
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E = AB - A  - B  
YY YY YY YY 
Some i n t u i t i v e  j u s t i f i c a t i o n  i s  g iven  as t o  why 
the degrees o f  freedom and sums o f  squa res  arise as 
t h e y  do. O the r  t e s t s  of hypotheses  are almost  n e v e r  
cons idered .  Also, some a u t h o r s  i n c l u d e  c e r t a i n  
r e s t r i c t i o n s  as a p a r t  o f  t h e i r  models. F o r  example 
' i j k  
U + ai + + e  i j k  + (Sij 
where 
= pij = o  
The t a b l e  above answers only t h r e e  q u e s t i o n s ;  
t ha t  i s ,  i t  tes ts  only th ree  hypotheses .  A s  we know, 
t he re  are i n f i n i t e  hypotheses  one can t e s t .  But the  
s t u d e n t  i s  t o l d  to t e s t  the same hypotheses  each t i m e  
he conducts  such an experiment .  
2 0 3  
This  approach i s  e s p e c i a l l y  harmful  to t h o s e  
s t u d e n t s  from o t h e r  d i s c i p l i n  have 
two o r  three "methods" cour se  t h o s e  cour ses ,  
w e  t a u g h t  them only the  r u l e s  of  s t a t i s t i c s  ra ther  
than the  r u l e s  and concepts .  A s  a r e s u l t ,  t h e y  do 
n o t  unders tand  t h e  t r u e  role o f  s t a t i s t i c s  o r  o f  
the  s t a t i s t i c i a n ,  They t h i n k  s t a t i s t i c s  i s  l i m i t e d  
only  to c e r t a i n  models t ha t  can be ana lyzed  and only  
c e r t a i n  q u e s t i o n s  t h a t  can be  answered. Using 
standlard computer programs p e r p e t u a t e s  t h i s  m i s -  
oonception. Persons l a b o r i n g  under  t h i s  miscon- 
c e p t i o n  are the  ones who g ive  us boxes o f  data cards 
t h a t  we as s t a t i s t i c i a n s  are supposed to analyze b y  
our "mystic" methods. More i m p o r t a n t l y ,  t h e s e  
s t u d e n t s ,  from t h e i r  expe r i ences  i n  t h e  "methods" 
cqur ses ,  have the  mistaken idea tha t  there  are only 
f o u r  o r  f i v e  c l a s s i c a l  models t h a t  are v a l i d  to 
s t a t i s t i c a l  a n a l y s i s .  They might make wrong 
assumptions about  the  data gene ra t ed  by t h e i r  expe r i -  
ments i n  an e f f o r t  to make t h o s e  experiments  f i t  one 
cf t h e  c l a s s i c a l  models. O r  t h e y  might d i s r e g a r d  
m e  o f  the  data i n  o r d e r  tha t  t h e i r  exper iments  
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w i l l  f i t  the  ba lanced  des ign  o f  the c l a s s i c a l  
s t a t i s t i c a l  a n a l y s i s .  The r e s u l t  could b e  t h a t  a 
model which does n o t  d e s c r i b e  t h e  experiment i s  used. 
Thus, the  "u" model p rov ides  a method of  a n a l y s i s  
t h a t  e n a b l e s  t he  expe r imen te r  to pose  an e s s e n t i a l l y  
un l imi t ed  number o f  hypotheses .  It a l s o  a l lows  a 
g r e a t  amount of f l e x i b i l i t y  i n  choosing the  model. 
Second, the  s t a t i s t i c i a n  i s  l i k e  a merchant - he 
i s  a merchant of models. When a s c i e n t i s t  comes t o  a 
s t a t i s t i c i a n ,  the s c i e n t i s t  has c o n j e c t u r e d  t h a t  a 
phenomenon he has observed or will observe  may f i t  a 
c e r t a i n  model. H e  asks the s t a t i s t i c i a n  to h e l p  
formula te  the model s o  t h a t  q u a n t i t a t i v e  a n a l y s i s  can 
be performed. The s t a t i s t i c i a n  l o o k s  o v e r  h i s  "s tock"  
o f  models and t r ies  to f i n d  one t h a t  approximates t he  
model p r e s e n t e d  by the s c i e n t i s t .  If t h e  s t a t i s t i c i a n  
can o f f e r  on ly  ba lanced  models, o r  i f  t he  s c Z e n t i s t  
can only ask prede termined  q u e s t i o n s ,  t h e i r  e f f o r t s  
degenera te  i n t o  a game o f  data s h u f f l i n g  which has 
l i t t l e  or no s c i e n t i f i c  va lue .  
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S t a t i s t i c i a n s  shou ld  be  e x p e r t s  i n  models. T 
shou ld  formulate  a b s t r a c t  models, ana lyze  them, and 
i n v e s t i g a t e  t h e i r  advantages and l i m i t a t i o n s  s o  t h a t  
when t h e y  are c a l l e d  upon to help  t h e  s c i e n t i s t ,  t h e i r  
"s tock" i s  such t h a t  t h e y  can b e  of  h e l p .  They w i l l  
a l s o  be able to determine whether t h e  q u e s t i o n s  posed 
can be answered by a g iven  model. Thus the  second 
advantage i s  t h a t  t h e  ''u" model o f f e r s  a g e n e r a l  
a b s t r a c t  model t h a t  can be  a p p l i e d  to a large number 
o f  p r a c t i c a l  problems. 
F i n a l l y ,  there  are s e v e r a l  approaches to 
ana lyz ing  l i n e a r  models. One i s  the  g e n e r a l i z e d  
i n v e r s e .  Another i s  t h e  "u" model approach o u t l i n e d  
i n  t h i s  paper .  The c la im here i s  n o t  t h a t  the  r r ~ ' l  
model i s  the only approach, ra ther  that  it i s  one 
method t h a t  i s  concep tua l ly  s imple.  It i s  based upon 
t h e  most fundamental  s t a t i s t i c a l  assumptions.  .The 
s t u d e n t  can be shown how to pose the  q u e s t i o n s ,  how 
to t e s t  them, and how to i n t e r p r e t  t h e m  wi thout  having  
t o  unders tand  the  mathematics involved .  Y e t  t he  
p r i n c i p l e s  they  l e a r n  w i l l  apply to a l l  types  of 
l i n e a r  models and n o t  j u s t  to balanced  models. 
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7.1 Fu tu re  Research 
We w i l l  now d i s c u s s  s e v e r a l  r e s e a r c h  t o p i c s  
which a r o s e  from s t u d y i n g  t h e  "u" model. 
7.1.1 Other Models 
P r e s e n t l y ,  t h e  "s tock" o f  models i s  p r i m a r i l y  
l i n e a r  models. We shou ld  seek  to i n c l u d e  n o n l i n e a r  
models, Also, t h e  tes ts  of  hypotheses  are r e s t r i c t e d  
to t h e  form H : ATu = 4 . We shou ld  g e n e r a l i z e  t h i s  
t o  i n c l u d e  hypotheses  of t h e  form 
M : c_ 5 , e t c .  
0 
Ho: ATu I 5 , 
0 
7.1.2 Variance Components 
Perhaps the  use o f  t h e  "u" model cap r e v e a l  
something about t h e  p r o p e r t i e s  of  t he  estimates of 
the  components of  va r i ances  i n  the mixed models. 
7.1.3 Estimates o f  Fixed E f f e c t s  i n  t h e  Mixed Model 
We have seen  t h a t  w e  need n o t  r e s t r i c t  ou rqe lves  
t o  the  B I B  des ign  o r  to' t h e  c l a s s i c a l  i n t e r b l o c k  and 
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i n t r a b l o c k  estimates i n  e s t i m a t i n g  f i x e d  e f f e c t s .  
However, the  c r i t e r i a  w e  used i n  f i n d i n g  estimates 
was t h a t  t he  estzlmates must be  unbiased. We should  
c o n s i d e r  o t h e r  c r i t e r i a ,  such as minimum va r i ance  and 
so  on, 
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