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We study differential equations with the argument m[(r+ k)jm], where [ ‘1 
denotes the greatest-integer function and k and m are positive integers such that 
k i m. The argument deviation T(I) = t - m[(t + k)/m] is a function of period m 
and equals [, for -k < I <m-k. It changes sign in each interval 
mn-k<r<m(n+l)-k, vanishing at t=mn. I(’ 1988 Academic Press, Inc 
1. INTR~DU~T~~N 
This note continues the investigation of differential equations with 
piecewise constant arguments (EPCA) originated in [ 1, 4, 61. They are 
closely related to impulse and loaded equations and, especially, to dif- 
ference equations of a discrete argument. These equations have the struc- 
ture of continuous dynamical systems within intervals of certain length. 
Continuity of a solution at a point joining any two consecutive intervals 
then implies recursion relations for the solution at such points. The 
equations are thus similar in structure to those found in certain “sequen- 
tial-continuous” models of disease dynamics as treated in [3]. The cited 
works show that all types of ECPA share similar characteristics. First of 
all, it is natural to pose the initial value problem for such equations not on 
an interval but at a number of individual points. Second, two-sided 
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solutions exist for all types of EPCA. Finally, since EPCA combine the 
features of both differential and difference equations, their asymptotic 
behavior as t -+ 00 resembles in some cases the solutions growth of differen- 
tial equations, while in others it inherits the properties of difference 
equations. 
2. EXISTENCE THEOREMS AND STABILITY RESULTS 
Consider the equation 
X~(I)=/(X(I),X(rn~~])), x(O)=C,, (2.1) 
where [ .] is the greatest-integer function and k and m are positive integers 
such that k < m. The argument deviation 
f+k 
t(f)=f-m - [ 1 m (2.2) 
is negative for mn -k d t < mn and positive for mn < f < m(n + 1) -k (n is 
integer). Therefore, Eq. (2.1) is of considerable interest: on each interval 
[mn -k, m(n + 1) -k) it is of alternately advanced and retarded type. 
Equation (2.1) is of advanced type on [mn -k, mn) and of retarded type 
on (mn, m(n + 1) -k). The linear equation 
has been studied recently in [S], and related results have also been 
discussed in [2]. 
DEFINITION. A solution of Eq. (2.1) on [0, co ) is a function x(t) that 
satisfies the conditions: 
(i) x(f) is continuous on [0, co); 
(ii) the derivative x’(f) exists at each point tE [0, co), with the 
possible exception of the points t = mn - k (n = 1,2,...), where one-sided 
derivatives exist; 
(iii) Eq. (2.1) is satisfied on each interval 
I, = [mn - k, m(n + 1) -k). 
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Consider along with (2.1) the ordinary differential equation with a 
parameter 
g =f(x, PI. (2.3) 
Iff(x, p) is continuous and different from zero on a set G, then on G there 
exists a general integral 
F(x, 11) = t + g(P)9 
with an arbitrary function g(p). Assume that the solutions of (2.3) can be 
extended over all t 2 0, and let x,(t) be a solution of Eq. (2.1) on Z,, 
satisfying the condition 
x,(mn) = C,“. 
Then we have the equation 
2 =f(x,, Cm,). 
If ZJ = C,,, then 
CL Cm,) = t + g(C,,,). 
For t = mn this gives 
F( Cm 3 Cm,) = mn + dc,,). 
Therefore, 
F(x,,, C,,,)-QC,,, C,,,,,)=t-mn. 
This can be written as 
s 
xn dx 
cmf(x,C,")=t-mn. 
At t=mn-k we have x,=C,,-~, hence 
s 
cm dx 
cm-kfw,,)=k. 
Furthermore, at t = m(n + 1) -k we have x, = Cmcn+ ,) Pk and 
(2.4) 
(2.5) 
(2.6) 
s 
G(..I)-a dx 
Ctfl” f(x, C,,)=m-k. 
(2.7) 
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Equations (2.6) and (2.7) also follow directly by integrating (2.4) from 
t = mn - k to t = mn and from t = mn to t = m(n + 1) -k, respectively. If 
Eq. (2.6) has a unique solution with respect to C,,, 
cm, = hl(Cw-k)3 n = 1, 2,..., 
and if Eq. (2.7) has a unique solution with respect to Cmcn+ ,J--k, 
c m(n+I)--k=hZGm)~ n = 1, 2,..., 
then 
C m(n+ I)-& =h(Cm,-kL n = I, 2,..., 
where h = h, 0 h, . From (2.10) 
C m(n+,) -k =h”(C,c k)> I7 = 1, 2,..., 
where h” is the nth iteration of h. Substituting (2.11) in (2.8) gives 
G,“=ff,- l(C,-,A n = 1, 2,..., 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
where H,~~I=hl~h”p’. Finally, at t = m -k and n = 0, we have from (2.5) 
that 
I 
cm-a & 
(2.13) 
c-0 Sk Co) = m -k. 
From (2.13) we find C,,-, = $(C,) and substitute this value in (2.12). Then 
we substitute (2.12) in (2.5) and find x,(t, C,), the solution of (2.1) on the 
interval 1,. Notice that if (2.3) satisfies uniqueness conditions, then (2.5) 
has a unique solution with respect to x,. In this case, Eqs. (2.7) and (2.13) 
have unique solutions with respect to C,,, + 1j _ k and C, -k. 
We may always suppose f (x, C,,) # 0, for x E (C,, _ k, C,,), since the 
assumption f(C, C,,) = 0 for some CE (C,,- k, C,,) leads to the con- 
clusion that the constant function x,(t) = C is a solution of Eq. (2.1) on the 
interval mn - k < f< mn. However, this solution does not satisfy the 
condition x,(mn) = C,, because C# C,,. On the other hand, if 
j(C,,, C,,) = 0 for a particular n, then x,(t) = C,, is a solution of 
Eq. (2.1) on (mn - kmn). But in this case, x(t) = C,, is the unique solution 
on [0, co) of Eq. (2.1) with the initial condition x(O)= C,. Hence, it 
satisfies problem (2.1) only if C,, = Co. This concludes the proof of the 
following: 
THEOREM 2.1. Assume that (2.3) satisfies existence and uniqueness con- 
ditions everywhere, its solutions can be extended over LO, oo), and 
RETARDED AND ADVANCED DIFFERENTIALEQUATIONS 241 
f( Co, Co) # 0. Zf Eq. (2.6) has a unique solution (2.8) with respect to C,,, 
then on [0, 00) there exists a unique solution of (2.1). Zff( C,, C,) = 0, then 
x(t) = Co is the unique solution of (2.1) on [0, co). 
COROLLARY 2.1. The linear equation with constant coefficients 
x~,,,=~x,,,..,x(m[~]), x(O)==C, 
has a unique solution on [0, co) if 
a 
a0 + -7zy-f. e 
Proof. For (2.14), Eq. (2.6) becomes 
I 
cm” dx 
cmn-kax+aoCmn 
= k, 
that is, 
(uo(eku - 1) - a) C,, = aekUC,, _ k. 
THEOREM 2.2. Problem (2.14) has on [0, co) a unique solution 
x(t) = n(r(t))(l,/l_ )C(r+k)‘m’ co, 
if ,I _ I # 0, where z(t) is given by (2.2) and 
I(r)=e”‘+T(e”‘- l), i,=A(m-k),I-,=2(-k). 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
Proof: Assuming that x,(t) is a solution of Eq. (2.14) on the interval 
mn -k d t < m(n + 1) - k, with the condition x,(mn) = C,,, we have 
x,(t) = ax,(t) + uoCmn. 
The general solution of this equation on the given interval is 
x,(t) = e 4-mn)c-a0 c,,, 
a 
with an arbitrary constant C. Putting here t = mn gives 
409.:129;1-17 
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and 
x,(t)=;l(t-mn) C,“. (2.18) 
For t =mn- k, we have 
x,(mn-k)=C,,-,=A-,C,,, 
1 
C,, =1_, &V-k 
and for t=m(n+ 1)-k, 
Hence. 
c m(n+l)~k=(~l/~~I)Cmn--k=(~ll~-l)nCm-k, 
c,,=fc,,_,=~(~,/~-,).‘c,~,. 
-I -1 
From (2.18) it follows that 
x,(t) = J(t) co 
and 
Therefore, 
x,(m-k)=C,-,=A,C,. 
Cmn=(4/~-,)” co 
and 
x,(t)=;l(t-rnmn)(~,/~-,)“C,, (2.19) 
where A(t), il,, and Iz- i are given by (2.17). Formula (2.19) is equivalent to 
(2.16). It was obtained with the implicit assumption a #O, but the limiting 
case of (2.16) as a + 0 is the solution of problem (2.14) with a = 0. We also 
notice that inequalities (2.15) and A_, # 0 are equivalent. The proof of the 
following theorem can be traced in [S]. 
THEOREM 2.3. The solution of problem (2.14) has a unique backward 
continuation on ( - co, 0] given by formula (2.16) if A _ i # 0. 
THEOREM 2.4. The solution x = 0 of Eq. (2.14) is asymptotically stable as 
t + +03 ifand only zf j11/L,1 < 1. 
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Proof: Since -k < r(t) Q m - k and L(t) is continuous, the function 
L(r( t)) is bounded for all t. The proof then follows easily from (2.16). 
LEMMA 2.1. For m # 2k, the equation 
cp(a)-em”-2ek”+ 1=0 (2.20) 
has a unique nonzero solution with respect to a. This solution is negative if 
m > 2k, and positive tf m < 2k. 
Proof For m > 2k, the function 
q,(r) = rm-- 2rk + 1 
is decreasing on (0, rl) and increasing on (r,, I), where 
r, = (2k/m)“(“-k’. 
Since cpr(l)=O, then qr(r,)<O, and q,(r) is negative on (rl, 1). By virtue 
of q,(O) >O, we conclude that q,(r) has a unique zero in (0, rl). This 
proves the assertion for m > 2k, and the case m < 2k is treated similarly. 
THEOREM 2.5. Let a denote the nonzero solution of (2.20) if m # 2k, and 
ii = 0 if m = 2k. The solution x = 0 of Eq. (2.14) is asymptotically stable as 
t + + co if and only if any one of the following hypothesis is satisfied: 
(i) a > a, 
--(emu+ llca 
da) 
0 
< -a. 
9 
(ii) a < a, a0 > 
-a(em” + 1) 
v(a) 
or ao< -a; 
(iii) a=& a,< -a. 
Proof According to Theorem 2.4, we should verify the inequalities 
- 1 <J.,/L, < 1, where 2, and IL, are given by (2.17). Assuming, first, 
A_ 1 > 0 implies 
a 
a,<-, eka- 1 
and ,I, /,I ~, < 1 is equivalent to 
ao< -a. (2.21) 
Since -a < a/(ekU - l), we retain only (2.21). Furthermore, J.,/L, > -1 
leads to (ada) cp(a) > -ema - 1. For a>& we have (l/a) cp(a)>O and 
(2.22) 
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This inequality, together with (2.21), proves hypothesis (i). For acti, we 
have (l/a) q(a) < 0 and 
a0 < 
-u(P+ 1) 
da) ’ 
(2.23) 
but in this case, 
-a< 
--(em0 + 1) 
da) . 
Hence, (2.21) remains again. 
The inequality A_ i < 0 implies 
(2.24) 
and II,/,? ~, < 1 is equivalent to a, > --a. In this case, we retain (2.24). On 
the other hand, 1,/A-, > -1 gives 
fj q(a) < --(emu+ I), 
and (2.23) follows from here for a>Z. However, (2.23) and (2.24) are 
inconsistent. For a<& we get (2.22), which together with (2.21) proves 
hypothesis (ii), since 
< --(emu+ 1) a 
eka - 1 da) 
Condition (iii) is obvious. 
THEOREM 2.6. The problem 
x~(~,=.(~,x(~,+.o,~,x(m[~]), x(O)=C, (2.25) 
has a unique solution on [0, co) if a(t) and so(t) are continuous for t 2 0, and 
s 
mn 
u-‘(t) so(t) dt# u-‘(mn), n = 1, 2,..., 
mn-k 
where 
u(t)=exp(Jb’a(s)ds). 
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Proof: For the solution x,(t) of Eq. (2.25) on the interval 
Z, = [mn - k, m(n + 1) -k) satisfying the condition x,(mn) = C,,, we 
obtain 
x,(t) = 46 mn) cm,, (2.26) 
where 
A( t, 0) = u( t, 13) + j”l u( t, s) a&) ds 
0 
and 
u(t, s) = u(t) u-l(s). 
At t = mn -k and t = m(n + 1) -k, relation (2.26) gives 
and 
Hence, 
C m(n+l)--k=~(m(n+l)-kk,mn)C,,. 
C’,,=A-‘(mn-k,mn)C,,p, (2.27) 
and 
C mcn+,~-k=~(m(n+l)-kk,mn)~-‘(mn-k,mn)C,,~,. (2.28) 
From (2.28) the values Cmnek can be determined uniquely in terms of 
C m-k, where 
C mpk=I(m-kk,O)C,. 
The proof is concluded by substituting C,, from (2.27) into (2.26) where 
C,, is given by 
c,,= co f, W-k m(i- 1)). 
i=, A(mi- k, mi) 
(2.29) 
3. OSCILLATORY AND PERIODIC SOLUTIONS 
In this section we shall discuss the oscillatory and periodic properties of 
solutions of the linear equation 
x’(t)=a(t)x(t)+a,(t)x(m[$]), x(O)=&, (3.1) 
where u(t) and so(t) are continuous on [0, co). 
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THEOREM 3.1. Zf either of the conditions 
lim sup I IIpk q,(t) exp ( j,mn 4s) ds) dt > 1, (3.2) n- foe 
m(n+l)-k 
lim inf 
s n-+a mn 
a,(t)exp(/,?z(s)ds)dt< -1 (3.3) 
holds true, then every solution of Eq. (3.1) is oscillatory. 
ProoJ: If Eq. (3.1) has no oscillatory solution, then x(t) > 0 (or 
x(t) < 0) for sufficiently large t. Let us assume that x(t) > 0 for t > mn - k, 
where n is a large integer. Then we have 
Taking integral from mn - k to mn, we get 
x(mn) exp 
( (i’ 
m”pk 
mn 
a(s) ds) +Imnek so(t) exp (I”‘“-” a(s) ds) dt) 
mn , 
=x(mn-k). 
Since x(mn) and x(mn - k) > 0, then 
o,(t)exp(Jyo(s)ds)dt<l, 
or 
lim sup mn 
n- +m s mn-k 
a,(t)exp(~~a(s)ds)dtCl, 
which contradicts (3.2). 
Now taking integral from mn to m(n + 1) -k of (3.4) we get, after some 
simplifications and using the fact that x(mn) > 0 and x(m(n + 1) -k) > 0, 
a,(t)exp(fya(s)ds)dt> -1, 
or 
a,(t)exp(/Ta(s)ds)dt> -1, 
which contradicts (3.3). Proof is the same in case x(t) < 0 for large t. Thus, 
Eq. (3.1) has oscillatory solutions only. 
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When a(z) and so(t) are constants, i.e., 
(3.1)’ 
then the conditions (3.2) and (3.3) reduce to 
and 
a 
a0 > q (3.2)’ e 
-a 
a0 < 
u(m-k) 
@-k)- 1 
e . 
e 
(3.3)’ 
The following theorem shows that (3.2)’ and (3.3)’ are best possible 
(sharp conditions). 
THEOREM 3.2. rf 
-a a 
edm-k)- 1 
eu(mpk)<a,<- 
euk- 1 (3.5) 
then Eq. (3.1)’ has no oscillatory solution. 
Proof Condition (3.5) implies that A,/,4 _~, > 0. So from (2.16) we 
deduce that the solution x(t) of (3.1)’ is always of one sign. 
In view of Theorems 3.1 and 3.2, we conclude that 
COROLLARY 3.1. Equation (3.1)’ has no oscillatory solution if and only if 
condition (3.5) is satisfied. 
We note that L, =0 ifao=a/(eUk- 1) and A, =0 if 
-a 
a,= e4m - k) 
e 4m-k)- 1 
LEMMA 3.1. The solution x(t) of (3.1)’ is periodic of period T if and only 
tf C,= Co, where T is a positive integer. 
Proof follows from the uniqueness of solution and the autonomous type 
of Eq. (3.1)‘. 
THEOREM 3.3. Any solution of Eq. (3.1)’ is periodic of period 2m if and 
only if 
a,=?(1 +eum), 
da) 
(3.6) 
provided a is not a solution of (2.20). 
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Proof If Eq. (3.1)’ has periodic solution of period 2m, then by 
Lemma 3.1, Czm = C,,. Hence, 
or 
(n,/nLp = 1. 
This implies (3.6) or a = --a,. In case of a = -a,, the solution of Eq. (3.1)’ 
is constant. 
If (3.6) holds true, then 1, = -A _, . Then from 
C,,=(-l)“C,, 
we have C,, = CO. Thus by Lemma 3.1, x(t) is periodic of period 2m. 
In view of the above results we conclude that 
THEOREM 3.4. Let ii denotes the nonzero solution of (2.20) ifm # 2k, and 
a = 0 tf m = 2k. Then every oscillatory solution of (3.1)’ tends to zero tf and 
only tf any one of the following conditions holds true: 
0) a < a, a,>s(e”+ 1); 
(ii) a > a, ~(e”+l)ra,,<e~~--::-l eafmpk). 
THEOREM 3.5. The only bounded solution of Eq. (3.1)’ that does not tend 
to zero as t + fco is periodic. 
THEOREM 3.6. Zf either of the conditions (3.2)‘, (3.3)’ holds true, then on 
each interval (mn- k, m(n + 1)-k) the solution of Eq. (3.1)’ has a zero t,, 
given by 
Let us again consider Eq. (3.1), where a(t) and a,,(t) are continuous on 
( - co, + co) and are periodic of period m. Then from (2.29) one obtains 
(3.7) 
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THEOREM 3.7. Assume that a(t), a,,(t) are periodic of period m and 
I(m-k,O)#O, I(-k,O)#O. If 
s 
mao(r)erp(~~a(s)ds)dr=l-erp(~~~*a(s)ds), (3.8) 
0 
then Eq. (3.1) has periodic solutions of period m, and if 
s 
mao(r)exp({:a(s)ds)dr 
0 
= 2su -k ao(r)exp(~~oa(s)ds)dr-exp(~~~xa(s)ds)-l, 
then Eq. (3.1) has periodic solutions of period 2m. 
Proof: Condition (3.8) ensures that Eq. (3.1) has a unique solution on 
( - co, + co), provided a(t) and so(t) are periodic of period m. If (3.9) holds 
true, then from (3.7) we have C,= Co, which shows the solution is 
periodic of period 2m. If (3.10) holds, then C,, = Co. Proof is complete. 
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