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Resumo
Neste trabalho, estudamos o comportamento da distribuic¸a˜o da soma de varia´veis
aleato´rias na˜o necessariamente independentes. Com isso calculamos o VaR da soma
dessas varia´veis aleato´rias, que e´ uma medida de risco frequentemente utilizada em
risco operacional e atua´ria. O cerne deste trabalho esta´ na abordagem que relaciona
a func¸a˜o de distribuic¸a˜o da soma de varia´veis aleato´rias com a func¸a˜o co´pula. Dada
a natureza dos dados em ana´lise preferimos a utilizac¸a˜o de co´pulas Extremais. A fim
de apresentar uma ferramenta via´vel e de poss´ıvel aplicac¸a˜o computacional optamos
pela teoria de discretizac¸a˜o de varia´veis aleato´rias cont´ınuas para determinac¸a˜o da
func¸a˜o de distribuic¸a˜o da soma de varia´veis aleato´rias na˜o necessariamente indepen-
dentes e posterior coˆmputo do VaR.
Palavras Chave




In this thesis we have studied the behavior of the distribution of the sum of not
necessarily independent random variables. With this we calculate the VaR of the sum
of these random variables, which is a measure of risk commonly used in operational
and actuarial risk. The core of this work is the approach that relates the distribution
function of the sum of random variables with copula function. Given the nature of
the data analysis preferred to use extreme copulas. In order to present a viable
and feasible computational tool application we chose the theory of discretization of
continuous random variables to determine the distribution function of the sum of
random variables not necessarily independent and subsequent calculation of VaR.
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Introduc¸a˜o
Nesta dissertac¸a˜o, estudamos o comportamento da distribuic¸a˜o da soma de
varia´veis aleato´rias na˜o necessariamente independentes, com o objetivo de construir
um ferramental para o coˆmputo do Value at Risk, de L = X1 +X2 + . . .+Xn com
um n´ıvel de confianc¸a γ, V aRγ(L), dado por:
V aRγ(L) = inf{x|F (x) ≥ γ},
em que L representa, em atua´ria e risco operacional, o valor agregado de reclamos e
perdas individuais Xi’s, respectivamente. Nestes casos, o V aR(L) permite calcular o
capital regularo´rio mı´nimo necessa´rio que a instituic¸a˜o deve alocar para fazer frente
aos reclamos ou perdas. Nestes cena´rios, em geral, os reclamos ou perdas individuais
na˜o sa˜o independentes, com isto, uma abordagem com distribuic¸o˜es multivariadas
se faz necessa´rio.
Observando a dificuldade existente na ana´lise multivariada, nos aprofundamos na
teoria de co´pulas, apresentando seus elementos ba´sicos e principais teoremas que per-
mitem o ajuste da dependeˆncia existente entre varia´veis aleato´rias. Apresentamos,
tambe´m, algumas importantes famı´lias de co´pulas, dentre essas a co´pula Gaussiana,
as co´pulas Arquimedianas e, principalmente, as co´pulas de valor extremo, as quais,
geralmente, se ajustam melhor a dados relacionados a retornos de ac¸o˜es, ou seja,
i
dados relacionados a riscos em geral.
Com base na ana´lise e no entendimento sobre a teoria de co´pulas, utilizamos
alguns conceitos que relacionam a func¸a˜o co´pula com a distribuic¸a˜o da soma de
varia´veis aleato´rias no caso geral. A partir da unia˜o dessas teorias, partimos para o
ca´lculo da soma de varia´veis aleato´rias, dadas as premissas e os cena´rios necessa´rios
para a utilizac¸a˜o do ferramental aqui.
A expressa˜o precursora nessa abordagem e´ a convoluc¸a˜o para varia´veis aleato´rias




fX(x)fY (z − x),




fX(t)fY (z − t)dt,
para o caso cont´ınuo.
Neste trabalho, o arcabouc¸o teo´rico necessa´rio para a utilizac¸a˜o da teoria de
co´pulas esta´ de acordo com o trabalho de Embrechts et al. (2001) e Nelsen (2006).
Os principais resultados descritos neste trabalho sa˜o de Cherubini et al. (2012),
no qual, sa˜o apresentadas as expresso˜es e as premissas necessa´rias para a utilizac¸a˜o
da func¸a˜o co´pula na determinac¸a˜o da distribuic¸a˜o da soma de varia´veis aleato´rias.
Tambe´m observamos distintos cena´rios para o ca´lculo da func¸a˜o de distribuic¸a˜o da
soma de varia´veis aleato´rias. Verificamos que, quando as varia´veis aleato´rias Xi’s
sa˜o cont´ınuas o ca´lculo da distribuic¸a˜o da soma pode se tornar bastante complexo,
ja´ no caso discreto na˜o ha´ esse problema. No caso particular em que a soma das
ii
varia´veis aleato´rias e´ limitada superior ou inferiormente, alguns resultados sobre sua
distribuic¸a˜o tambe´m sa˜o tratados.
Pore´m, a presenc¸a de limites na˜o e´ condic¸a˜o necessa´ria nos cena´rios reais, onde se
almeja o ca´lculo do VaR. Assim, como a determinac¸a˜o da func¸a˜o de distribuic¸a˜o da
soma no caso discreto apresentou facilidades em relac¸a˜o ao caso cont´ınuo .Nos atemos
ao trabalho de T. Nakagawa e S. Osaki (1975), no qual e´ poss´ıvel encontrar o conceito
de discretizac¸a˜o de varia´veis aleato´rias cont´ınuas. Por isso, introduzimos no apeˆndice
A a discretizac¸a˜o de varia´veis aleato´rias cont´ınuas para utilizar os resultados de
varia´veis aleato´rias discretas.
No Cap´ıtulo 1, o arcabouc¸o teo´rico necessa´rio para a compreensa˜o da teoria de
co´pulas, desde o conceito primordial presente no teorema de Sklar, passando pelas
definic¸o˜es de algumas importantes famı´lias de co´pulas, ate´ a determinac¸a˜o de coefi-
cientes de dependeˆncia, τ de Kendall , ρ de Spearman e coeficiente de dependeˆncia
caudal.
No Cap´ıtulo 2, apresentamos a conjugac¸a˜o da teoria de co´pulas com a deter-
minac¸a˜o da expressa˜o da func¸a˜o de distribuic¸a˜o da soma de varia´veis aleato´rias.
Nesse cap´ıtulo, sa˜o discutidos alguns casos particulares, como a presenc¸a de limite
superior e inferior para a soma de varia´veis aleato´rias cont´ınuas, bem como a distri-
buic¸a˜o da soma de varia´veis aleato´rias discretas. Ambas as situac¸o˜es sa˜o apresenta-
das para o caso bidimensional. Tendo em vista a operacionalidade no momento da
utilizac¸a˜o da expressa˜o para varia´veis aleato´rias discretas, apresentamos tambe´m,
nesse cap´ıtulo, uma generalizac¸a˜o em termos de dimenso˜es, que corresponde com
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maior fidedignidade, ao observado no mundo real.
Para a utilizac¸a˜o da teoria de co´pulas, faz-se necessa´rio apresentar e detalhar
processos de estimac¸a˜o relacionados a essa abordagem. No Cap´ıtulo 3, apresentamos
alguns me´todos de estimac¸a˜o dos paraˆmetros de uma co´pula. Sa˜o eles: da ma´xima
verossimilhanc¸a, o de estimac¸a˜o semiparame´trico, apresentados em um contexto
geral, para quaisquer famı´lias de co´pulas, e o me´todos na˜o parame´tricos para co´pulas
Arquimedianas e co´pulas Extremais, de nosso interesse.
Com isso, calculamos o VaR para alguns n´ıveis de confiaˆnc¸a referentes aos dados
reais. Nos apeˆndices apresentamos, detalhadamente, o processo de discretizac¸a˜o
para varia´veis aleato´rias cont´ınuas, alguns exemplos da utilizac¸a˜o dessa abordagem
e tabelas com os resultados para a func¸a˜o de distribuic¸a˜o da soma para os dados





O cerne deste trabalho baseia-se nas distribuic¸o˜es multivariadas, cuja definic¸a˜o,base
para os estudos subsequentes, e´ apresentada a seguir.
Definic¸a˜o 1.1(Func¸a˜o de Distribuic¸a˜o Multivariada) Uma func¸a˜o F : <n → <
que satisfaz as propriedades listadas a seguir e´ chamada func¸a˜o de distribuic¸a˜o n-
dimensional (ou n-variada), se:
1. F (x1, . . . , xn) e´ na˜o-decrescente em cada uma das varia´veis;
2. F (x1, . . . , xn) e´ cont´ınua a` direita em cada uma das varia´veis;
3. Para todo i
lim
xi→−∞




F (x1, . . . , xn) = 1;
1
4.
41,I1 . . .4n,In F (x1, . . . , xn) ≥ 0, (1.1)
∀Ik = (ak, bk], ak < bk, k = 1, . . . , n,
em que o operador de diferenc¸a 4k,I de uma func¸a˜o g : Rn −→ Rn, aplicado
em I = (a, b] e´ definido por
4k,Ig(x1, . . . , xk) = g(x1, . . . , xk−1, b)− g(x1, . . . , xk−1, a). (1.2)
Outra notac¸a˜o para (1.1) e´ a de volume de I1 × I2 × . . .× In por F ,seja
V olF (I1 × I2 × . . .× In) = VF ([I1, I2, . . . , In]) ≥ 0,
∀Ik = (ak, bk]. (1.3)
A definic¸a˜o mais comum para Co´pula consiste em uma func¸a˜o de distribuic¸a˜o
multivariada definida em um hipercubo unita´rio de dimensa˜o n, em que n corres-
ponde a` dimensa˜o da distribuic¸a˜o supracitada.
Definic¸a˜o 1.2(Co´pula) Uma co´pula n-dimensional e´ uma func¸a˜o C : [0, 1]n −→
[0, 1] que satisfaz
1. C e´ limitada, na˜o-decrescente nas n varia´veis e cont´ınua a` direita em cada
componente;
2. C(u) = 0, u ∈ [0, 1]n se alguma das coordenadas de u tende a zero; C(u) = 1
se todas as coordenadas tendem para 1;
3. C possui marginais Ck, k = 1, 2, . . . , n que satisfazem Ck(u) = u para todo u
no intervalo [0, 1];
2
4. Para todo a=(a1, a2, . . . , an) e b=(b1, b2, . . . , bn) em [0, 1]
n, tal que ai ≤ bi para
todo i, VC([a,b]) ≥ 0.
Tem-se que, para qualquer co´pula n-dimensional, para n ≥ 3, cada marginal
k-dimensional, k < n, de C e´ uma co´pula k-dimensional.
Teorema 1.1(Teorema de Sklar) Seja H uma func¸a˜o de distribuic¸a˜o n-
dimensional com marginais F1, . . . , Fn. Enta˜o, existe uma co´pula n-dimensional,
tal que para todo x em <n,
H(x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)). (1.4)
Se F1, . . . , Fn forem todas cont´ınuas, enta˜o C sera´ u´nica; caso na˜o sejam todas
cont´ınuas, C sera´ unicamente determinada no seu domı´nio. De maneira rec´ıproca,
se C for uma co´pula n-dimensional e F1, . . . , Fn forem func¸o˜es de distribuic¸a˜o, enta˜o
a func¸a˜o H definida acima sera´ uma func¸a˜o de distribuic¸a˜o n-dimensional com dis-
tribuic¸o˜es marginais unidimensionais F1, . . . , Fn.
A partir desse teorema, e´ poss´ıvel escrever func¸o˜es de distribuic¸a˜o multivariadas
cont´ınuas como a composic¸a˜o das distribuic¸o˜es marginais univariadas e a estrutura
de dependeˆncia ajustada pela co´pula, conforme o seguinte Corola´rio.
Corola´rio 1.1 Seja H uma func¸a˜o de distribuic¸a˜o com distribuic¸o˜es marginais
cont´ınuas F1, . . . , Fn e co´pula C, enta˜o, para qualquer vetor u em [0, 1]
n,
C(u1, . . . , un) = H(F
−1
1 (u1), . . . , F
−1
n (un)).
Alguns exemplos importantes de co´pulas sa˜o as func¸o˜es Mn, Πn e W n, definidas
em [0, 1]n por :
Mn(u) = min(u1, . . . , un),
3
Πn(u) = u1 · · ·un,
e
W n(u) = max(u1 + . . .+ un − n+ 1, 0), n = 1, 2,
pois satisfazem as condic¸o˜es (I) - (IV) da definic¸a˜o 1.2.
u














Cópula Independência Curva de Nivel
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Figura 1.1: A` esquerda, co´pula Π, e, a` direita, suas curvas de n´ıvel.
u
















Limite superior − Frécht Curva de Nivel
 0.2  0.4  0.6  0.8  1 













Figura 1.2: A` esquerda, co´pula M , e, a` direita, suas curvas de n´ıvel.
Se C e´ uma co´pula n-dimensional, enta˜o, para todo u˜ ∈ [0, 1]n,










































Figura 1.3: A` esquerda, co´pula W , e, a` direita, suas curvas de n´ıvel.
e´ denominada de desigualdade de Fre´chet - Hoeffding. Assim W n e Mn sa˜o conhe-
cidos como limites de Fre´chet - Hoeffding. Representac¸o˜es gra´ficas tridimensionais
e as respectivas curvas de n´ıvel de W 2, Π2 e M2 foram apresentadas nas Figuras
1.1, 1.2 e 1.3, que ajudam a compreender o porqueˆ de as componentes de um vetor
(X, Y ) com co´pula M terem dependeˆncia positiva, e as componentes de um vetor
(X, Y ) com co´pula W , dependeˆncia negativa.
Tendo como base o Teorema de Sklar, a definic¸a˜o de co´pula associada a um vetor
aleato´rio surge de forma natural.
Sejam X1, . . . , Xn varia´veis aleato´rias com func¸o˜es de distribuic¸a˜o cont´ınuas
F1, . . . , Fn, respectivamente, e func¸a˜o de distribuic¸a˜o conjunta H. Enta˜o
(X1, . . . , Xn)
T tem uma u´nica co´pula C, em que C e´ dada por (1.4). A representac¸a˜o
padra˜o para co´pula de uma distribuic¸a˜o de um vetor aleato´rio (X1, . . . , Xn)
T e´
H(x1, . . . , xn) = P (X1 ≤ x1, . . . , Xn ≤ xn) = C(F1(x1), . . . , Fn(xn)). (1.5)
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Uma propriedade interessante das co´pulas consiste no fato de que, para trans-
formac¸o˜es estritamente mono´tonas de varia´veis aleato´rias, as co´pulas sa˜o, em geral,
invariantes ou sofrem alterac¸o˜es simples.
Teorema 1.2 Seja (X1, . . . , Xn)
T um vetor de varia´veis aleato´rias com co´pula C.
Se α1, . . . , αn sa˜o func¸o˜es estritamente crescentes em RanX1, . . . , RanXn, respecti-
vamente, enta˜o (α1(X1), . . . , αn(Xn))
T tambe´m apresenta co´pula C.
Em que RanX corresponde a` amplitude total de uma distribuic¸a˜o X. A prova pode
ser encontrada em Nelsen (2006).
Da mesma forma que para uma func¸a˜o de distribuic¸a˜o multidimensional, a k-
e´sima derivada parcial mista de uma co´pula C, ∂kC(u)/∂u1 . . . ∂uk, existe para
quase todo u em [0, 1]n e para cada u, 0 ≤ ∂kC(u)/∂u1 . . . ∂uk ≤ 1. Utilizando essas
informac¸o˜es, teˆm-se
C(u1, . . . , un) = AC(u1, . . . , un) + SC(u1, . . . , un),
em que a parte absolutamente cont´ınua de C e´ dada por







∂s1 . . . ∂sn
C(s1, . . . , sn)ds1 . . . dsn,
e a parte singular, por
SC(u1, . . . , un) = C(u1, . . . , un)− AC(u1, . . . , un).
Se C = AC em [0, 1]




C(u1, . . . , un). Por outro lado, se C = SC em [0, 1]
n, enta˜o C
e´ dita singular, e ∂
n
∂u1...∂un
C(u1, . . . , un) = 0 em quase todo o hiperespac¸o [0, 1]
n.
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1.2 Conceitos de Dependeˆncia
A teoria de co´pulas sugere um caminho natural para o estudo e para a mensurac¸a˜o de
dependeˆncia entre varia´veis aleato´rias. A correlac¸a˜o linear (correlac¸a˜o de Pearson)
e´ amplamente utilizada, na pra´tica, como medida de dependeˆncia. Contudo, como
a correlac¸a˜o linear na˜o e´ uma medida de dependeˆncia baseada na teoria de co´pulas,
pode-se ter como consequeˆncia uma compreensa˜o enganosa da verdadeira relac¸a˜o
existente entre as varia´veis aleato´rias em questa˜o e, por isso, e´ necessa´rio utilizar
outras medidas de dependeˆncia, como o coeficiente de Kendall, o coeficiente de
Spearman e o coeficiente caudal.
Iniciamos esta sec¸a˜o com a correlac¸a˜o de Pearson.
Definic¸a˜o 1.3 (Coeficiente de Correlac¸a˜o Linear) Seja (X, Y )T um vetor de
varia´veis aleto´rias com variaˆncias finitas e diferentes de 0. O coeficiente de correlac¸a˜o
linear para (X, Y )T e´ dado por






em que Cov(X, Y ) = E(XY )−E(X)E(Y ) e´ a covariaˆncia de (X, Y )T , e V ar(X) e
V ar(Y ) sa˜o as variaˆncias de X e Y , respectivamente.
O coeficiente de correlac¸a˜o linear e´ uma medida de dependeˆncia linear. No caso
de uma dependeˆncia linear perfeita, isto e´, Y = aX + b, quase certamente, para
a ∈ < − {0}, b ∈ <, tem-se que |ρ(X, Y )| = 1. O inverso tambe´m se mante´m. Caso
na˜o haja dependeˆncia linear perfeita, −1 < ρ(X, Y ) < 1, a correlac¸a˜o linear possuira´
a seguinte propriedade importante
ρ(αX + β, γY + δ) = sign(αγ)ρ(X, Y )
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para α, γ ∈ < − {0}, β, δ ∈ <. Consequentemente, o coeficiente de correlac¸a˜o linear
e´ invariante por transformac¸o˜es lineares. Pore´m, na˜o e´ invariante por outro tipo de
transformac¸a˜o, como, por exemplo, por transformac¸o˜es mono´tonas.
Outro importante conceito de dependeˆncia e´ o seguinte.
Definic¸a˜o 1.4 (Dependeˆncia Perfeita) Um vetor aleato´rio (U1, U2)
T com func¸a˜o
de distribuic¸a˜o acumulada bivariada C(u1, u2) apresenta dependeˆncia perfeita
positiva entre os seus componentes quando C(u1, u2) = M(u1, u2) e dependeˆncia
perfeita negativa quando C(u1, u2) = W (u1, u2).
Definic¸a˜o 1.5 (Comonoticidade e Contramonoticidade) Seja (X,Y) um vetor
aleato´rio com co´pula C. Enta˜o,
(a) se C = M , enta˜o X e Y sa˜o denominados comonotoˆnicos;
(b) se C = W , enta˜o X e Y sa˜o ditos contramonotoˆnicos.
Teorema 1.3 Considere que o vetor aleto´rio (X, Y )T possui uma das seguintes
co´pulas, W ou M . Enta˜o, existem duas func¸o˜es mono´tonas α, β : < −→ < e uma
varia´vel aleato´ria Z, tais que
(X, Y )
D
= (α(Z), β(Z)), (1.7)
com α crescente e β decrescente no caso de a co´pula ser W e, no caso de a co´pula
ser M , tanto α como β sa˜o crescentes. A rec´ıproca desse resultado tambe´m e´
verdadeira.
Para a prova veja Embrechts et al. (1999).
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Para definirmos o coeficiente de Kendall e o coeficiente de Spearman, primeiro
apresentamos a relac¸a˜o entre a medida de concordaˆncia e discordaˆncia e co´pulas.
Sejam (x, y)T e (x˜, y˜)T observac¸o˜es do vetor aleato´rio (X, Y )T de varia´veis
aleato´rias cont´ınuas. Enta˜o, (x, y)T e (x˜, y˜)T sa˜o ditos concordantes se
(x− x˜)(y − y˜) > 0, e discordantes se (x− x˜)(y − y˜) < 0.
Sejam (X, Y )T e (X˜, Y˜ )T vetores independentes de varia´veis aleato´rias com
func¸o˜es de distribuic¸a˜o conjuta H e H˜, respectivamente, com func¸o˜es de distri-
buic¸a˜o marginais comuns, F (para X e X˜) e G (para Y e Y˜ ). Considerando C e C˜
as co´pulas para (X, Y )T e (X˜, Y˜ )T , respectivamente, enta˜o H(x, y) = C(F (x), G(x))
e H˜(x, y) = C˜(F (x), G(x)). Define-se Q como a diferenc¸a entre a probabilidade de
concordaˆncia e discordaˆncia de (X, Y )T e (X˜, Y˜ )T , isto e´,
Q = P ((X − X˜)(Y − Y˜ ) > 0)− P ((X − X˜)(Y − Y˜ ) < 0),
e escrevendo essas distribuic¸o˜es em termos de co´pulas, mostra-se que
Q = Q(C, C˜) = 4
∫ ∫
[0,1]2
C˜(u, v)dC(u, v)− 1. (1.8)
A func¸a˜o Q satisfaz as seguintes propriedades.
1. Q e´ sime´trica nos seus argumentos : Q(C,C˜) = Q(C˜,C);
2. Q e´ na˜o-decrescente em cada argumento : se C ≺ C ′ enta˜o
Q(C,C˜) ≤ Q(C ′, C˜), em que ≺ diz respeito a` ordenac¸a˜o parcial de C em relac¸a˜o a
C˜ ;
3. Co´pulas podem ser substitu´ıdas pelas co´pulas de sobreviveˆncia, isto e´, Q(C,
C˜) = Q(Cˆ, ˆ˜C), em que a co´pula de sobreviveˆncia para um vetor bidimensional (X, Y )
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e´ dado por C(x, y) = C(1− x, 1− y) + x+ y − 1.
As medidas de dependeˆncia (concordaˆncia) τ de Kendall e rho de Spearman sa˜o,
talvez, as melhores alternativas ao coeficiente de correlac¸a˜o linear como medida de
dependeˆncia, para as quais o coeficiente de correlac¸a˜o linear e´ inapropriado ou, por
vezes, na˜o consegue expressar toda a informac¸a˜o de dependeˆncia existente entre as
distribuic¸o˜es.
Definic¸a˜o 1.6 (τ de Kendall) A medida τ de Kendall para um vetor aleato´rio
(X, Y )T e´ definida como
τ(X, Y ) = P{(X − X˜)(Y − Y˜ ) > 0} − P{(X − X˜)(Y − Y˜ ) < 0}
= Q(C,C),
em que (X˜, Y˜ )T e´ uma co´pia independente de (X, Y )T e C a co´pula relacionada ao
vetor aleato´rio (X, Y ).
Por (1.8), temos que
τ(X, Y ) = Q(C,C) = 4
∫ ∫
[0,1]2
C(u, v)dC(u, v)− 1. (1.9)
Nota-se que a integral acima e´ o valor esperado da varia´vel aleato´ria C(U, V ),
onde U, V ∼ U(0, 1) com func¸a˜o de distribuic¸a˜o conjunta C, isto e´, τ(X, Y ) =
4E(C(U, V ))− 1.
Definic¸a˜o 1.7 (ρ de Spearman) A medida ρ de Spearman para um vetor aleato´rio
(X, Y )T e´ definida como
ρS(X, Y ) = 3(P{(X − X˜)(Y − Y ′) > 0} − P{(X − X˜)(Y − Y ′) < 0}),
em que (X, Y )T , (X˜, Y˜ )T e (X ′, Y ′)T sa˜o co´pias independentes (percebe-se que X˜ e
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Y ′ sa˜o independentes).
Teorema 1.4 Seja (X, Y )T um vetor aleato´rio constitu´ıdo de varia´veis aleato´rias
cont´ınuas com co´pula C. Enta˜o, a medida ρ de Spearman para (X, Y )T e´ dada por
ρS(X, Y ) = 3Q(C,Π) = 3Q(Π, C) (1.10)
A prova pode ser encontrada em Embrechts et al.(2001). A partir desse teorema, se
X ∼ F e Y ∼ G, e U = F (X) e V = G(Y ), enta˜o
ρS(X, Y ) = 12
∫ ∫
[0,1]2











= ρ(F (X), G(Y )). (1.11)
Definic¸a˜o 1.8 (Medida de dependeˆncia) Uma medida real κ de dependeˆncia
entre duas varia´veis aleato´rias cont´ınuas X e Y , cuja co´pula e´ C, e´ uma medida de
concordaˆncia se satifaz as seguintes propriedades:
1. κ e´ definida para todo par X, Y de varia´veis aleato´rias cont´ınuas;
2. −1 ≤ κX,Y ≤ 1, κX,X = 1 e κX,−X = −1 ;
3. κX,Y = κY,X ;
4. Se X e Y sa˜o independentes, enta˜o κX,Y = κΠ = 0;
5. κ−X,Y = κX,−Y = −κX,Y ;
6. Se C e C˜ sa˜o co´pulas tais que C ≺ C˜, enta˜o κC ≤ κC˜ ;
7. Se {(Xn, Yn} e´ uma sequeˆncia de varia´veis aleato´rias com co´pulas Cn e se
{Cn} converge pontualmente para C, enta˜o limn→∞ κCn = κC .
Exemplos de medidas de concordaˆncia sa˜o: τ de Kendall e ρ de Spearman. Enta˜o,
−1 ≤ τ(X, Y ) ≤ 1 e − 1 ≤ ρS(X, Y ) ≤ 1 (1.12)
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em que a igualdade a` esquerda ocorre se C = W , e a igualdade a` direita ocorre se
C = M .
Finalmente, apresentamos uma medida de dependeˆncia caudal, coeficiente cau-
dal, o qual mede a dependeˆncia no quadrante superior direito ou no quadrante
inferior esquerdo para uma distribuic¸a˜o bivariada. Esse e´ um conceito relevante
quando ha´ interesse em estudar dependeˆncia entre valores extremos.
Definic¸a˜o 1.9 (Coeficiente Caudal) Seja (X, Y )T um vetor aleato´rio constitu´ıdo
de varia´veis aleato´rias cont´ınuas com func¸o˜es de distribuic¸a˜o marginais F e G.




1− u = limu→1P{Y > G
−1(u)|X > F−1(u)} = λU ,
se o limite λU ∈ [0, 1] existe. Se λU ∈ (0, 1], X e Y sa˜o ditos assintoticamente
dependentes na cauda superior; se λU = 0, X e Y sa˜o ditos assintoticamente inde-
pendentes na cauda superior. Note que C¯(u, u) = 1− 2u+ C(u, u).








P{Y < G−1(u)|X < F−1(u)} = λL.
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1.3 Algumas Famı´lias de Co´pulas
Nesta sec¸a˜o, descreveremos algumas famı´lias de co´pulas que sera˜o utilizadas no
Cap´ıtulo 2.
1.3.1 Co´pulas de Marshall-Olkin
Considere um sistema com dois componentes sujeitos a colapsos, os quais sa˜o
fatais para um ou ambos os componentes. Os tempos de vida dos dois componentes
sa˜o denotados porX1 eX2. Assume-se que os colapsos seguem 3 processos de Poisson
independentes com paraˆmetros λ1, λ2 e λ12 ≥ 0, em que o ı´ndice indica se o colapso
afetou apenas o componente 1, apenas o componente 2 ou ambos, respectivamente.
Enta˜o, os tempos Z1, Z2 e Z12 de ocorreˆncia dos colapsos sa˜o varia´veis aleato´rias
exponenciais independentes com paraˆmetros λ1, λ2 e λ12, respectivamente. A partir
dessas informac¸o˜es, tem-se a seguinte func¸a˜o de sobreviveˆncia conjunta
H(x1, x2) = P{X1 > x1, X2 > x2} = P{Z1 > x1}P{Z2 > x2}P{Z12 > max(x1, x2)}.
As func¸o˜es de sobreviveˆncia univariadas para X1 e X2 sa˜o F1(x1) =
exp (−(λ1 + λ12)x1) e F2(x2) = exp (−(λ2 + λ12)x2), respectivamente. Ale´m disso,
max(x1, x2) = x1 + x2 −min(x1, x2),
H(x1, x2) = exp(−(λ1 + λ12)x1 − (λ2 + λ12)x2 + λ12 min(x1, x2))







. Enta˜o, exp (λ12x1) = F1(x1)
−α1 e exp (λ12x2) =
F2(x2)
−α2 , e, enta˜o, a co´pula de sobreviveˆncia para (X1, X2)T e´ dada por










Essa construc¸a˜o leva a uma famı´lia de co´pula dada por

















conhecida como famı´lia Marshall - Olkin. As co´pulas de Marshall - Olkin possuem














a massa da componente singular esta´ concentrada na curva uα11 = u
α2
2 em [0, 1]
2.
As medidas de concordaˆncia τ de Kendall e ρ de Spearman sa˜o facilmente avali-




















2α1 + 2α2 − α1α2 . (1.13)
Utilizando as expresso˜es 1.8 e 1.11 pode-se obter
τ(Cα1,α2) =
α1α2
α1 + α2 − α1α2 . (1.14)
Assim, todos os valores no intervalo [0, 1] podem ser obtidos para ρS(Cα1,α2) e
para τ(Cα1,α2). As co´pulas de Marshall - Olkin possuem dependeˆncia caudal superior
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1− u = limu→1








(2− 2u1−α2 + α2u1−α2) = α2
= λU = min(α1, α2). (1.15)
1.3.2 Co´pula Gaussiana
A co´pula de uma distribuic¸a˜o normal multivariada de dimensa˜o n, com matriz de
correlac¸a˜o R e´
CGaR (u) = Φ
n
R(Φ
−1(u1), . . . ,Φ−1(un)),
em que ΦnR denota a func¸a˜o de distribuic¸a˜o conjunta de n func¸o˜es de distribuic¸a˜o
normal padra˜o com matriz de correlac¸a˜o linear R, e Φ−1 denota a inversa da func¸a˜o
de distribuic¸a˜o de uma distribuic¸a˜o normal padra˜o univariada. Co´pulas que apre-
sentam a forma mostrada acima sa˜o denominadas co´pulas Gaussianas. No caso
bivariado, a expressa˜o da co´pula pode ser reescrita da seguinte forma :
















A seguir, apresentaremos a relac¸a˜o do τ de Kendall e do ρ de Spearman com o
coeficiente de correlac¸a˜o linear e a prova da inexisteˆncia de coeficiente de dependeˆncia


















O coeficiente de dependeˆncia caudal e´ igual a 0, como apresentado a seguir










Na figura 1.4, observamos o Scatterplot e as curvas de n´ıvel para uma co´pula
Gaussiana com marginais, tambe´m gaussianas, com ρ = 0, 5.
ScatterPlot − Cópula Gaussiana 








































































































































































































































Figura 1.4: Scatterplot e Curvas de Nı´vel - Co´pula Gaussiana - ρ = 0, 5
1.3.3 Co´pulas Arquimedianas
A famı´lia de co´pulas Arquimedianas e´ amplamente encontrada na literatura e utili-
zada em diversas aplicac¸o˜es, pelo fato de apresentar expresso˜es anal´ıticas relativa-
mente simples.
A seguir, apresentaremos o conceito e algumas propriedades da inversa generali-
zada de uma distribuic¸a˜o, a qual sera´ u´til para definir co´pulas Arquimedianas e no
Cap´ıtulo 2.
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Definic¸a˜o 1.11 (Inversa Generalizada) Seja F : < → I uma func¸a˜o de




sup{x ∈ <|F (x) = 0}, t = 0,
inf{x ∈ <|F (x) ≥ t}, 0 < t ≤ 1.
A inversa generalizada de uma func¸a˜o de distribuic¸a˜o possui as seguintes proprieda-
des.
Lema 2.1 Seja F uma func¸a˜o de distribuic¸a˜o e seja F−1 sua inversa generalizada.
Enta˜o,
1. se F e´ cont´ınua (na˜o cont´ınua), F−1 e´ crescente (na˜o-decrescente) e cont´ınua
a` direita em I;
2. F−1(x) ≥ x, para todo x ∈ (0, 1);
3. F−1(F (x)) ≤ x, x ∈ (0, 1);
4. se F e´ cont´ınua em F−1(x), x ∈ (0, 1), F (F−1(x)) = x;
5. se F−1 e´ cont´ınua em F (x), x ∈ < e F (x) ∈ (0, 1), F−1(F (x)) = x.
Definic¸a˜o 1.12 (Pseudo-inversa de ϕ) Seja ϕ uma func¸a˜o cont´ınua, estrita-
mente decrescente [0, 1]→ [0,∞] tal que ϕ(1)=0. A pseudo-inversa de ϕ e´ a func¸a˜o
ϕ[−1] : [0,∞]→ [0, 1], dada por
ϕ[−1](t) =
{
ϕ−1(t), 0 ≤ t ≤ ϕ(0),
0, ϕ(0) ≤ t ≤ ∞.
A partir da informac¸a˜o acima, tem-se que ϕ[−1] e´ cont´ınua e decrescente em




t, 0 ≤ t ≤ ϕ(0),
ϕ(0), ϕ(0) ≤ t ≤ ∞.
Por fim, se ϕ(0) =∞, enta˜o ϕ[−1] = ϕ−1.
Teorema 1.5 Seja ϕ uma func¸a˜o cont´ınua, estritamente decrescente [0, 1]→ [0,∞]
tal que ϕ(1) = 0, e ϕ[−1] a pseudo-inversa de ϕ. Seja C uma func¸a˜o [0, 1]2 → [0, 1]
dada por
C(u, v) = ϕ[−1](ϕ(u) + ϕ(v)). (1.18)
Enta˜o, C e´ uma co´pula Arquimediana se, e somente se, ϕ for convexa.
Para a prova, veja Nelsen (1999).
A func¸a˜o ϕ e´ chamada de gerador da co´pula. Se ϕ(0) = ∞, diz-se que ϕ e´ um
gerador estrito. Nesse caso, ϕ[−1] = ϕ−1 e C(u, v)= ϕ−1(ϕ(u) + ϕ(v)) e´ denominada
co´pula Arquimediana estrita.
Propriedades importantes de uma co´pula Arquimediana C, sa˜o:
1. C e´ sime´trica, isto e´, C(u, v) = C(v, u) para todo u, v ∈ [0, 1];
2. C e´ associativa, isto e´, C(C(u, v), w) = C(u,C(v, w)) para todo u, v e w ∈ [0, 1].
Teorema 1.6 Seja C uma co´pula Arquimediana gerada por ϕ e
KC(t) = VC({(u, v) ∈ [0, 1]2 | C(u, v),≤ t})
para qualquer t ∈ [0, 1]. Enta˜o,
KC(t) = t− ϕ(t)
ϕ′(t+)
. (1.19)
Para a prova, ver Nelsen (1999).
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Corola´rio 1.5 Se (U, V )T tem func¸a˜o de distribuic¸a˜o C, sendo C uma co´pula Arqui-
mediana gerada por ϕ, enta˜o a func¸a˜o KC dada por (1.19) e´ a func¸a˜o de distribuic¸a˜o
da varia´vel aleato´ria C(U, V ).
O τ de Kendall para uma co´pula C pode ser escrito como uma integral dupla
de C. Na maioria dos casos, essa integral dupla na˜o e´ facilmente calculada. Pore´m,
para uma co´pula Arquimediana, o τ de Kendall pode ser expresso como uma integral
simples do gerador e da derivada simples do gerador.
Teorema 1.7 (τ de Kendall) Sejam X e Y varia´veis aleato´rias com co´pula Arqui-
mediana C gerada por ϕ. O τ de Kendall para X e Y pode ser dado pela seguinte
expressa˜o






A prova pode ser encontrada em Embrechets et al. (2001).
Desde que ϕ seja convexa, ϕ′(t+) e ϕ′(t−) existam para todo t em (0,1) e o
conjunto {t ∈ (0, 1) : ϕ′(t+) 6= ϕ′(t−)} seja, no ma´ximo, conta´vel, teremos:











Para co´pulas Arquimedianas, a dependeˆncia caudal pode ser expressa em termos
dos geradores.
Teorema 1.8 Seja ϕ′−1(0) = −∞. Enta˜o, o coeficiente de dependeˆncia caudal
inferior para a co´pula C(u, v) = ϕ−1(ϕ(u) + ϕ(v)) e´ igual a








Para a prova, veja Joe (1997).
A expressa˜o para a co´pula produto n−dimensional Πn, com u = (u1 · · ·un)T ,
pode ser dada por Πn(u) = u1 · · ·un = exp(−[(− log u1) + · · · + (− log un)]). A
partir dessa informac¸a˜o, pode-se observar a seguinte generalizac¸a˜o de (1.18):
Cn(u) = ϕ[−1](ϕ(u1) + · · ·+ ϕ(un)). (1.20)
Em geral, para n ≥ 3, Cn(u1, . . . , un) = C(Cn−1(u1, u2, . . . , un−1)). Essa te´cnica
de construc¸a˜o de co´pulas com dimensa˜o elevada geralmente falha. Pore´m, como as
co´pulas Arquimedianas sa˜o sime´tricas e associativas, Cn obtidas da maneira supra-
citada, com algumas propriedades adicionais de ϕ(e ϕ[−1]), tambe´m se configuram
como co´pulas para n ≥ 3.
Na tabela a seguir, sa˜o apresentadas algumas co´pulas Arquimedianas, seus gera-
dores e os coeficientes de correlac¸a˜o de Kendall.
Tabela 1.1: Tabela de Co´pulas Arquimedianas
Co´pula C(u,v) Gerador τ




Gumbel exp(−[(− log u)θ + (− log v)θ] 1θ ) (− log v)θ θ−1
θ
Log-Copula Expressa˜o I (1− log(v)
θγ
)θ+1 − 1 θ−2+4Ce(θ)
(θ+1)









e−θ−1 ) − log( exp(−θv)−1exp(−θ)−1 ) 1 - 4(1−D1(θ))θ
Expressa˜o I




)θ+1 + (1− log(v)
θγ
)θ+1 − 1) 1θ+1 − 1]}(1.21)
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Expressa˜o II


























Nas figuras a seguir, apresentamos a representac¸a˜o gra´fica de algumas curvas de
n´ıvel para algumas co´pulas Arquimedianas, com marginais normal padra˜o.





































3 τ = 0.75





















3 τ = 0.5

















3 τ = 0.2
Figura 1.5: Curvas de Nı´vel - Co´pulas de Clayton com τ de Kendall igual a 0,75;
0,5 e 0,2, respectivamente.
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3 τ = 0.51






















3 τ = 0.31



















3 τ = 0.16
Figura 1.6: Curvas de Nı´vel - Co´pulas de Frank com τ de Kendall igual a 0,51; 0,31
e 0,16, respectivamente.




























3 τ = 0.83

























3 τ = 0.66





















3 τ = 0.33
Figura 1.7: Curvas de Nı´vel -Co´pulas de Gumbel com τ de Kendall igual a 0,83;
0,66 e 0,33 , respectivamente.
































3 τ = 0.72




















3 τ = 0.52

















3 τ = 0.22
Figura 1.8: Curvas de Nı´vel - Co´pulas de Joe com τ de Kendall igual a 0,72; 0,52 e
0,22, respectivamente.
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3 τ = 0.28





















3 τ = 0.13

















3 τ = 0.06
Figura 1.9: Curvas de Nı´vel - Co´pulas de Ali - Mikhail - Haq com τ de Kendall igual
a 0,28; 0,13 e 0,06, respectivamente.
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1.3.4 Distribuic¸o˜es e co´pulas de valores extremos
O estudo das distribuic¸o˜es de valores extremos, atrelado a` modelagem por meio de
co´pulas de valores extremos, pode apresentar resultados significativamente melhores
que a utilizac¸a˜o de distribuic¸o˜es gaussianas e sua respectiva co´pula.
Tendo em vista esse poss´ıvel incremento nos resultados almejados, procederemos
com definic¸o˜es das distribuic¸o˜es de cauda pesada. Posteriormente, definiremos as
co´pulas extremais e, com esse arcabouc¸o teo´rico, poderemos alcanc¸ar alguns resul-
tados, dentre eles alguns dos objetivos propostos para este trabalho, utilizando essa
abordagem como refereˆncia.
O conceito de cauda pesada para uma func¸a˜o de distribuic¸a˜o acumulada faz
refereˆncia a` velocidade com a qual essa func¸a˜o decai a zero se comparada a` velocidade
com a qual func¸o˜es de distribuic¸a˜o da famı´lia exponencial decaem a zero.
Definic¸a˜o 1.13 Uma func¸a˜o de distribuic¸a˜o acumulada e´ dita de cauda pesada,






em que F (x) = 1− F (x). Uma classe importante dessas distribuic¸o˜es e´ a de distri-
buic¸o˜es de valor extremo.
Sejam X1, . . . , Xn, por exemplo, perdas moneta´rias observadas em determinado
per´ıodo de tempo. Sendo
Yn = max{X1, . . . , Xn}, (1.26)
o valor ma´ximo das n perdas, o objetivo e´ obter a distribuic¸a˜o assinto´tica normali-
zada de Yn, quando o interesse e´ analisar o comportamento assinto´tico dos extremos,
24
ou dos valores ma´ximos.
Teorema 1.9 (Fisher-Tippett) Seja Xn uma sequeˆncia de varia´veis aleato´rias
independentes e identicamente distribu´ıdas, com distribuic¸a˜o comum F . Se existirem

















)−α], se x > µ







)α], se x > µ





σ ), x ∈ <, (1.30)
em que α > 0 e´ o ı´ndice de estabilidade, µ e´ o paraˆmetro de locac¸a˜o e σ > 0 e´ o
paraˆmetro de escala. As treˆs distribuic¸o˜es sa˜o chamadas de distribuic¸a˜o padra˜o de
valores extremos.
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Uma forma unificada para essas treˆs distribuic¸o˜es, u´til em inu´meras ocasio˜es, e´
a distribuic¸a˜o de valor extremo generalizado (GEV), estabelecida apenas em 1955
por Jenkinson - Von Mises.








ξ }, se ξ 6= 0
exp{−e−x−µσ }, se ξ = 0 , (1.31)
em que ξ ∈ < e´ denominado ı´ndice caudal, µ ∈ < e´ o paraˆmetro de locac¸a˜o, σ > 0 e´
o paraˆmetro de escala e 1+ξ(x−µ)/σ > 0. Hξ e´ padronizada quando µ = 0 e σ = 1.
A distribuic¸a˜o GEV tera´ cauda pesada quando ξ > 1
2
, ou seja, no caso particular da
Fre´chet. A relac¸a˜o entre as distribuic¸o˜es Fre´chet, Weibull e Gumbel com a GEV e´
dada da seguinte forma: se ξ > 0, Fre´chet; se ξ = 0, Gumbel; e se ξ < 0, Weibull.
Com essas definic¸o˜es, agora iremos introduzir o conceito de co´pula de valor ex-
tremo.
Seja Xi = (Xi1, . . . , Xid) em que i pertence a {1, . . . , n}, uma amostra de veto-
res aleato´rios independentes e identicamente distribu´ıdos com a mesma func¸a˜o de
distribuic¸a˜o F , marginais F1, . . . , Fd e co´pula CF . Para uma primeira abordagem,
consideremos F como sendo uma distribuic¸a˜o cont´ınua. Consideremos um vetor
aleato´rio de componentes de blocos ma´ximos :
Mn = (Mn,1, . . . ,Mn,d), (1.32)
em que Mn,j = max(Xi,j, . . . , Xn,j) e j = 1, . . . , d. A distribuic¸a˜o conjunta e mar-
ginais de Mn sa˜o dadas por F
n e F n1 , . . . , F
n
d , respectivamente. Isso significa que a
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co´pula Cn de Mn e´ dada por
Cn(u1, . . . , un) = CF (u
1
n





Definic¸a˜o 1.15 (Co´pula de Valor Extremo) Uma co´pula C e´ chamada de








n→∞−→ C(u1, . . . , ud), (1.34)
para todo (u1, . . . , ud) ∈ [0, 1]d. A co´pula CF pertence ao domı´nio de atrac¸a˜o de
uma Co´pula de Valores Extremos e denotamos por CF ∈ D(C).
Em outras palavras, estamos interessados em obter a poss´ıvel distribuic¸a˜o multiva-
riada limite de Mn sob normalizac¸o˜es apropriadas.
Para um entendimento mais simples dessa abordagem, consideremos X e Y
varia´veis aleato´rias, e G, a distribuic¸a˜o conjunta de (X, Y ) com distribuic¸o˜es margi-
nais de valor extremo HX e HY . Assim, podemos encontrar a func¸a˜o de distribuic¸a˜o
na˜o-degenerada, C0, tal que a distribuic¸a˜o bivariada G possa ser conectada a` co´pula
de valores extremos C0
G(x, y) = C0(HX(x;µ1, σ1, ξ1), HY (y;µ2, σ2, ξ2)), (1.35)
em que µj, σj, ξj sa˜o paraˆmetros da GEV e H e´ a marginal da GEV.
De acordo com Joe(1997), uma u´nica co´pula C0 existe e satisfaz
C0(u
t, vt) = Ct0(u, v), (1.36)
para t > 0.
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Teorema 1.10 Uma co´pula bivariada C e´ uma co´pula de valor extremo se, e
somente se,












max[t(1− x), x(1− t)]dH(x). (1.38)
A func¸a˜o A : [0, 1]→ [1
2
, 1] e´ convexa e satisfaz
max[t, (1− t)] ≤ A(t) ≤ 1,
em que 0 ≤ t ≤ 1 e para todo t ∈ [0, 1]. Qualquer func¸a˜o que satisfac¸a essas duas
restric¸o˜es do teorema acima e´ uma co´pula de valor extremo.
O limite superior de A, A(t) = 1, corresponde a` independeˆncia, ou seja, C(u, v) = uv,
enquanto o limite inferior, A(t) = max[t, (1−t)], corresponde a` dependeˆncia perfeita
positiva (comonotonicidade), ou seja, C(u, v) = min(u, v).
Uma vantagem das co´pulas de valores extremos em relac¸a˜o a` classe de co´pulas
Arquimedianas, encontradas com grande frequeˆncia na literatura, consiste no fato
de aquelas na˜o serem sime´tricas.
Como observado para a famı´lia de co´pulas Arquimedianas, os coeficientes τ e ρS
podem ser obtidos a partir de uma func¸a˜o espec´ıfica que caracteriza a famı´lia. Para
as co´pulas extremais, essa func¸a˜o e´ a func¸a˜o de dependeˆncia A(t), e os coeficientes











[A(t) + 1]−2dt− 3. (1.40)
Haja vista terem sido apresentadas algumas expresso˜es para os coeficientes de
dependeˆncia para as co´pulas extremais, podemos, tambe´m, apresentar a relac¸a˜o
existente entre o coeficiente de dependeˆncia caudal superior λU , apresentado acima,









A seguir, treˆs co´pulas de valores extremos encontradas com bastante frequeˆncia
na literatura sa˜o definidas, θ e´ um paraˆmetro de controle de dependeˆncia.
Co´pula de Gumbel
C(u, v) = exp{−[(− log(u))θ + (− log(v))θ] 1θ }, (1.42)
θ ∈ [1,∞). Sua func¸a˜o de dependeˆncia e´ dada por
A(t) = [tθ + (1− t)θ] 1θ . (1.43)
Co´pula de Galambos
C(u, v) = uv exp{[(− log u)−θ + (− log v)−θ]− 1θ }, (1.44)
e possui func¸a˜o de dependeˆncia
A(t) = 1− [t−α+(1−t)−α ]− 1θ . (1.45)
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Co´pula de Husler-Reiss

















u˜ = − log u, v˜ = − log v e Φ e´ a distribuic¸a˜o normal padra˜o. Sua func¸a˜o de de-
pendeˆncia e´ dada por











As figuras a seguir apresentam a representac¸a˜o gra´fica de algumas curvas de n´ıvel
para as co´pulas de Gumbel, de Galambos e de Husler - Reiss, com marginais normal
padra˜o.































3 τ = 0.5



















3 τ = 0.2




















3 τ = 0.1
Figura 1.10: Curvas de Nı´vel - Co´pulas de Gumbel com τ de Kendall igual a 0,5;
0,2 e 0,1, respectivamente.
































3 τ = 0.5



















3 τ = 0.2






















3 τ = 0.1
Figura 1.11: Curvas de Nı´vel - Co´pulas de Galambos com τ de Kendall igual a 0,5;
0,2 e 0,1, respectivamente.
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3 τ = 0.2


















3 τ = 0.1
Figura 1.12: Curvas de Nı´vel - Co´pulas de Husler - Reiss com τ de Kendall igual a
0,5; 0,2 e 0,1, respectivamente.
1.4 VaR para varia´veis aleato´rias na˜o necessaria-
mente independentes
Utilizando a definic¸a˜o de VaR dada na introduc¸a˜o deste trabalho, o conceito de
varia´veis aleato´rias comonotoˆnicas e o conceito de inversa generalizada, mostra-se,
a seguir, que o VaR de varia´veis aleato´rias agregadas e´ a soma de seus respectivos
VaR’s.
Proposic¸a˜o 1.1 Se X e Y sa˜o varia´veis aleato´rias comonotoˆnicas, enta˜o
V aRγ(X + Y ) = V aRγ(X) + V aRγ(Y ).




para uma varia´vel aleato´ria Z e α, β func¸o˜es na˜o-decrescentes. Enta˜o,




= (α ◦ F−1Z )(1− γ),
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eV aR(Y ) = β ◦ F−1Z (1− γ).
Assim,
V aRγ(X + Y ) = F
−1
X+Y (1− γ)
= (α + β) ◦ F−1Z (1− γ)
= α ◦ F−1Z (1− γ) + β ◦ F−1(1− γ)
= V aRγ(X) + V aRγ(Y ). (1.48)
Para um vetor aleato´rio (X1, . . . , Xn) qualquer, o V aR(X1, . . . , Xn) na˜o e´ sempre
igual a V aR(X1)+· · ·+V aR(Xn), isto e´, o VaR na˜o e´ aditivo, pois a co´pula associada
ao vetor (X1, . . . , Xn) na˜o e´ sempre a co´pula superior de Fre´chet, C = M .
Em geral, o ca´lculo do V aR(X1, . . . , Xn) se remete ao ca´lculo da inversa genera-
lizada da func¸a˜o de distribuic¸a˜o acumulada
FX1+···+Xn(z) = P (X1 + · · ·+Xn ≤ z),
cujo valor e´ obtido calculando a integral mu´ltipla






fX1,...,Xn(x1, x2 − x1, . . . , xn−1 − xn−2, u− xn)du
]
dxn−1 · · · dx1 (1.49)
Essa integral envolve a densidade conjunta de X1, . . . , Xn, pore´m, mesmo quando
as distribuic¸o˜es marginais sa˜o conhecidas, a func¸a˜o de distribuic¸a˜o acumulada con-
juntax. Por tal motivo, uma soluc¸a˜o alternativa para (1.48) e´ assumir alguma func¸a˜o
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de densidade conjunta associada a (X1, . . . , Xn), o que corresponde a adotar alguma
func¸a˜o co´pula do vetor (X1, . . . , Xn).
Se X1, . . . , Xn representam n tipos de perdas ou reclamos em financ¸as ou atua´ria,
por exemplo, o ca´lculo de V aR(X1 + · · ·+Xn) na˜o e´ simples devido a` complexidade
de (1.48). Tentativas nu´mericas de resoluc¸a˜o para (1.48) continuam aparecendo na
literatura, temos, por exemplo, o recente trabalho de Embrechts, et al. (2013), os
quais apresentam algoritmos nume´ricos de otimizac¸a˜o para estimar (1.48).
No cap´ıtulo seguinte, tratamos do ca´lculo de (1.48), utilizando co´pulas, baseado
no trabalho de Cherubini, et al. Q(2011). A maior parte do trabalho trata de (1.48),
quando n = 2, isto e´, trata da soluc¸a˜o de











Distribuic¸a˜o da soma de varia´veis
aleato´rias na˜o necessariamente
independentes
Neste cap´ıtulo, estudaremos detalhadamente a agregac¸a˜o de informac¸a˜o de varia´veis
aleato´rias, tendo como principais focos a dependeˆncia entre as varia´veis aleato´rias e
o suporte da soma dessas varia´veis, que pode ser limitado ou na˜o. Analisaremos o
impacto causado pela presenc¸a de limites na estrutura de dependeˆncia das varia´veis,
bem como a intensidade desse impacto. Ale´m disso, observaremos o cena´rio para
distribuic¸o˜es discretas com o objetivo de calcular a func¸a˜o de distribuic¸a˜o da soma
para as varia´veis em ana´lise.
2.1 Distribuic¸a˜o da soma no caso geral
Nesta sec¸a˜o, focalizaremos a distribuic¸a˜o da soma de varia´veis aleato´rias cont´ınuas.
Inicialmente, estudaremos situac¸o˜es nas quais na˜o sa˜o observados limites superior
e inferior da distribuic¸a˜o da soma, e, posteriormente, situac¸o˜es em que podem ser
admitidas restric¸o˜es para a presenc¸a de tais limites.
Dizemos que uma propriedade P (u) e´ va´lida para quase todo u ∈ A se P (u) e´ va´lida
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para todo u ∈ A, exceto para um subconjunto B ⊂ A tal que P (B) = 0 (B ocorre
com probabilidade nula). Doravante, usaremos a notac¸a˜o
P (u) e´ va´lida p.q.t. u ∈ A.
Utilizando a notac¸a˜o da propriedade acima procederemos com alguns Lemas para
posterior definic¸a˜o da distribuic¸a˜o da soma de varia´veis aleato´rias. Sejam X, Y
varia´veis aleato´rias cont´ınuas com func¸o˜es de distribuic¸a˜o FX e FY . Seja CX,Y (u, v)
a func¸a˜o co´pula que descreve a dependeˆncia exitente entre as varia´veis aleato´rias em
questa˜o.
Nesta sec¸a˜o detalharemos as provas dos resultados apresentados em Cherubini et al.
(2012), os quais permitem obter expressa˜o para a distribuic¸a˜o de somas de varia´veis
aleato´rias. Dois resultados preliminares sa˜o dados nos seguintes Lemas.
Lema 2.1 Seja C uma co´pula bidimensional. Se ∀v ∈ I, existe ∂C(u,v)
∂u
p.q.t. u ∈ I
e ∀u ∈ I, existe ∂C(u,v)
∂v
e p.q.t. v ∈ I.
Ale´m disso, as func¸o˜es
u −→ ∂C(u, v)
∂v
, v −→ ∂C(u, v)
∂u
(2.1)
esta˜o bem definidas, sa˜o na˜o-decrescentes e sa˜o tais que












e´ imediata utilizando o fato que func¸o˜es
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mono´tonas sa˜o diferencia´veis para quase todo ponto. De fato, por definic¸a˜o, a
co´pula C e´ na˜o-decrescente em cada componente, isto e´, para v fixo, C(u, v) e´
na˜o-decrescente em u e para u fixo, C(u, v) e´ na˜o-decrescente em v, enta˜o C(u, v) e´
crescente p.q.t em cada componente.
Para provar (2.1), temos que:
Para quaisquer v1, v2 ∈ I tais que v1 ≤ v2, enta˜o C(u, v1) ≤ C(u, v2),∀u ∈ I. Em
outras palavras, a func¸a˜o








C(u, v1) ≤ ∂
∂u










esta´ bem definida e e´ na˜o-decrescente p.q.t. u ∈ I.
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Para provar (2.2), considere U e V varia´veis aleato´rias uniformes em I = [0, 1],




C(u, v) = lim
h→0+








P (u ≤ U ≤ u+ h, V ≤ v)
P (U ≤ u+ h)− P (U ≤ u)
= lim
h→0+
P (u ≤ U ≤ u+ h, V ≤ v)
P (u ≤ U ≤ u+ h)
= lim
h→0+
P (V ≤ v|u ≤ U ≤ u+ h)




C(u, v) = P (U ≤ u|V = v)
= D2C(u, v). (2.6)
Como (2.5) e (2.6) sa˜o probabilidades, temos que (2.2) e (2.3) sa˜o satisfeitas.
Para o entendimento do Lema a seguir, faz-se necessa´rio relembrar a definic¸a˜o




sup{x ∈ <|F (x) = 0}, t = 0,
inf{x ∈ <|F (x) ≥ t}, 0 < t ≤ 1.
Lema 2.2 Seja C(u, v) uma co´pula associada ao vetor aleato´rio (U, V ) e sejam
FX , FY func¸o˜es de distribuic¸a˜o acumuladas cont´ınuas tais que U =
d FX(X) e V =
d
FY (Y ). Enta˜o, p.q.t. t ∈ I,
D1C(u, FY (t− F−1X (u)))
37
esta´ bem definida p.q.t. u ∈ I.
Prova
A prova segue a mesma ideia de (2.4) do Lema anterior. Para tanto, define-se
vt(u) = FY (t− F−1X (u)) para todo t ∈ I.
Se verificarmos que vt1(u) ≤ vt2(u) para todo t1 ≤ t2, enta˜o a func¸a˜o
u −→ C(u, vt2(u))− C(u, vt1(u))
e´ na˜o-decrescente. O que ocorre se
vt1(u) ≤ vt2(u) implicar C(u, vt1(u)) ≤ C(u, vt2(u)).
Tal resultado e´ imediato, pois, se t1 ≤ t2, enta˜o t1−F−1X (u) ≤ t2−F−1X (u), ∀u ∈ I
e, como FY e´ na˜o-decrescente, vt1(u) ≤ vt2(u). Enta˜o,
C(u, vt1(u)) ≤ C(u, vt2(u)),
pelo fato de C ser na˜o-decrescente na segunda componente.
Proposic¸a˜o 2.1 Sejam X e Y duas varia´veis aleato´rias com o mesmo espac¸o de





D1C(u, FY (t− F−1X (u)))du. (2.7)
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Prova
































D1C(u, FY (t− F−1X (u)))du.
Enta˜o






D1C(u, FY (t− F−1X (u)))du.
Para toda func¸a˜o de distribuic¸a˜o G, G(x) = 1 − G(x) e´ a func¸a˜o de sobreviveˆncia,
e, para toda func¸a˜o co´pula bidimensional C , C(u, v) = u+ v − 1 + C(1− u, 1− v)
e´ a co´pula de sobreviveˆncia, como ja´ apresentado. E´ conhecido da literatura que
FX,Y (x, y) = P (X > x, Y > y) = C(FX(x), F Y (y)) e C(u, v) e´, tambe´m, uma
co´pula.
Como G e´ na˜o-crescente, a inversa generalizada pode ser expressada por G
−1
:
(0, 1)→ R como
G
−1




(u) = G−1(1− u).
Corola´rio 2.1 Sejam X e Y duas varia´veis aleato´rias com o mesmo espac¸o de
probabilidade (Ω,A, P ) com co´pula C(u, v) e func¸o˜es marginais cont´ınuas FX e FY .




D1C(u, F Y (t− F−1X (u)))du. (2.8)
Prova
Para toda func¸a˜o co´pula C, C(u, v) = u+ v − 1 + C(1− u, 1− v), e´, tambe´m, uma
co´pula. Tem-se que D1C(u, v) = 1−D1C(1− u, 1− v).
Assim, como o observado na prova da Proposic¸a˜o 2.1, tem-se
FX+Y (t) = 1−
∫ 1
0












D1C(u, F Y (t− FX(u)))du.
Corola´rio 2.2 Se C(u, v) = C(u, v), FX(t) = FX(−t) e F Y (t) = FY (−t), enta˜o













D1C(u, FY (−t− F−1X (u)))du




X (u) = F
−1
X (1− u) = −F−1X (u).
Baseado na expressa˜o (2.7), a distribuic¸a˜o da soma de duas varia´veis aleato´rias na˜o
necessariamente independentes pode ser expressada conforme a definic¸a˜o a seguir.
Definic¸a˜o 2.1 (C-convoluc¸a˜o) Sejam F eG duas func¸o˜es de distribuic¸a˜o cont´ınuas
e C uma func¸a˜o co´pula. Define-se C-convoluc¸a˜o de F e G como a func¸a˜o de distri-




D1C(u,G(t− F−1(u)))du p.q.t. t ∈ I.
Exemplo 2.1 (Independeˆncia). Se C e´ uma co´pula produto, CΠ, a C-convoluc¸a˜o
de FX e FY coincide com a convoluc¸a˜o comumente encontrada na literatura de FX
e FY .
Prova
A convoluc¸a˜o comumente encontrada na literatura e´ demonstrada da seguinte ma-
neira





















D1C(u, FY (t− F−1X (u)))du.
41




FY (t− F−1X (u))du.
Utilizando a transformada integral ja´ definida, temos que
x = F−1X (u)











= (FX ∗ FY ()t).
Observa-se, assim, a igualdade entre as expresso˜es
Exemplo 2.2 (Caso comonotoˆnico). Quando C(u, v) = u ∧ v, ou seja, CM
CM(u, v) = min{u, v}
CM(u, v) =
{
u, se u < v;
v, se u ≥ v. ,
D1CM(u, v) =
{
1, se u < v;

















= P (u ∈ [0, 1]|F−1X (u) + F−1Y (u) < t).
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Dada a medida uniforme para a probabilidade
= sup{u ∈ (0, 1)|F−1X (u) + F−1Y (u) < t}
Note que, com este resultado tambe´m temos que V aRγ(X + Y ) = V aRγ(X) +
V aRγ(Y ), conforme a proposic¸a˜o presente na pa´gina 30.
Exemplo 2.3 (Caso contramonotoˆnico). Quando C(u, v) = u ∨ v, ou seja, CW
CW (u, v) = max{u+ v − 1, 0}
CW (u, v) =
{
u+ v − 1, se u+ v > v;
v, se u+ v ≤ 1. ,
D1CW (u, v) =
{
1, se u+ v > 1;

















= P (u ∈ [0, 1]|F−1Y (u) + F−1X (u) ≥ t)
= 1− sup{u|F−1Y (u) + F−1X (u) ≥ t}.
Apresentaremos a seguir dois casos particulares para o ca´lculo da expressa˜o para
a distribuic¸a˜o da soma de duas varia´veis aleato´rias.
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Para o caso da co´pula Arquimediana, temos a seguinte situac¸a˜o.
C(u, v) = φ[−1](φ(u) + φ(v)),















Para o caso da co´pula Extremal, temos a seguinte situac¸a˜o.


































































Com isso, constatamos que o ca´lculo da distribuic¸a˜o da soma (2.7) na˜o e´ simples,
em geral, e produz sempre um caso espec´ıfico para cada tipo de co´pula, na˜o sendo
possivel elucidar uma expressa˜o geral. Portanto, podemos analisar o caso no qual
sa˜o observados limites para o suporte da soma.
Observac¸a˜o 2.1 Na prova da Proposic¸a˜o 2.1, escolheu-se por expressar a dis-
tribuic¸a˜o condicional de Y em relac¸a˜o a X. De forma ana´loga, pode-se considerar a
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distribuic¸a˜o de X condicionada a Y . Enta˜o, FX+Y (t) pode ser expressa em termos







D2C(Fx(t− F−1Y (u)), u)du,
e todos os resultados subsequentes podem ser reescritos em func¸a˜o de D2C(u, v).
Em particular,







D2C(F (t−G−1(u), u)du p.q.t. t ∈ I.
2.2 Distribuic¸a˜o da soma com suporte limitado
Considere duas varia´veis aleato´rias X e Y . Analisaremos em que circunstaˆncias as
func¸o˜es de distribuic¸a˜o FX , FY e a co´pula C associada ao vetor (X, Y ) satisfazem
as restric¸o˜es de limites para a soma do seguinte tipo
P (β ≤ X + Y ≤ γ) = 1, (2.10)
em que β e γ ∈ R. Consideraremos, inicialmente, o caso para a existeˆncia do limite
superior γ.
Teorema 2.1 Sejam X e Y varia´veis aleato´rias com func¸o˜es de distribuic¸a˜o
cont´ınuas FX e FY e seja a co´pula C associada ao vetor aleato´rio (X, Y ). Assume-
se que D1C(u, FY (γ − F−1X (u))) e´ bem definida ∀u ∈ (0, 1); quase certamente,
P (X + Y ≤ γ) = 1 se, e somente se,
D1C(u, FY (γ − F−1X (u))) = 1 ∀u ∈ [0, 1] quase certamente. (2.11)
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Prova




D1C(u, FY (t− F−1X (u)))du e




D1C(u, FY (γ − F−1X (u)))du = 1. (2.12)
Pore´m, 0 ≤ D1C(u, v) ≤ 1 e (2.12) e´ verificado se, e somente se,
D1C(u, FY (γ − F−1X (u))) = 1,∀u ∈ [0, 1] quase certamente.
Haja visto o teorema acima, temos a necessidade de estudar a equac¸a˜o
D1C(u, v) = 1. (2.13)
Consideremos o seguinte conjunto de pares (u, v) que satisfazem a equac¸a˜o acima
SC = {(u, v) ∈ [0, 1]2|D1C(u, v) = 1}.
Proposic¸a˜o 2.2 As seguintes assertivas sa˜o verdadeiras.
1. (u,1) ∈ SC para quase todo u ∈ [0, 1];
2. se (u,v) ∈ SC , (u,v’) ∈ SC p.q.t v′ ≥ v;
3. ∀u ∈ (0, 1), (u, 0) /∈ SC .
Prova
1. Assumindo C(u,1) = u, D1C(u, 1) = 1 para quase todo u ∈ [0, 1];
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2. Seja (u,v) ∈ SC , isto e´ D1C(u, v) = 1. Pore´m, D1C(u, v) e´, como ja´ provado, para
um u fixo, na˜o-decrescente em relac¸a˜o a v. Logo, se v′ > v, D1C(u, v)zleqD1C(u, v′).
Ale´m disso, 0 ≤ D1C(u, v) ≤ 1 para quase todo par (u,v) ∈ [0, 1]2, e, enta˜o,
D1C(u, v
′) = 1 nos pontos em que D1C(u, v) esta´ bem definida;
3. Dado que C(u, 0) = 0, a assertiva e´ imediata.
Dada uma func¸a˜o co´pula C, a expressa˜o presente em (2.13) e´ satisfeita se, e somente
se, FX e FY definem uma func¸a˜o na˜o-crescente v(u) = FY (γ − F−1X (u)) cuja curva
esta´ contida em SC .
Observac¸a˜o 2.2 Se considerarmos a existeˆncia de um limite inferior, isto e´,
P (X + Y ≥ β) = 1; como o visto no Corola´rio 2.1, podemos assumir de forma
similar que P (X + Y ≥ β) = 1⇔ D1C(u, FY (β − FX−1(u))) = 1.
O Teorema 2.1 caracteriza a necessidade de que a soma X + Y seja limitada
superiormente, em termos da derivada D1C. O resultado a seguir demonstra a
utilidade supracitada.
Teorema 2.2 P (X + Y ≤ γ) = 1 se, e somente se, C(u, v) = u + v − 1, para todo
(u, v) ∈ Aγ quase certamente, em que Aγ = {(u, v) ∈ [0, 1]2|v ≥ FY (γ − F−1x (u))}.
Ale´m disso, FY (γ − F−1X (u)) ≥ 1− u.
Prova
Pelo Teorema 2.1, P (X + Y ≥ γ) = 1 ⇔ D1C(u, FY (γ − F−1X (u))) = 1 ∀u ∈
[0, 1] quase certamente. Pore´m, pela Proposic¸a˜o 2.2, D1C(u, v) = 1,∀(u, v) so-
bre a curva da func¸a˜o na˜o-crescente (u, FY (γ − F−1X (u))); isto e´, D1C(u, v) =
1,∀(u, v) ∈ Aγ quase certamente. Isso implica C(u, v) = u + h(v), e como
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C(1, v) = v ⇒ 1 +h(v) = v ⇒ h(v) = v− 1, enta˜o C(u, v) = u+ v− 1,∀(u, v) ∈ Aγ.
Ale´m disso, como para todas as func¸o˜es co´pulas C(u, v) ≥ 0, observamos
que (u + v − 1)1Aγ ≥ 0. Isso nos assegura que u + v − 1 ≥ 0, que implica
Aγ ⊂ {(u, v)|v ≥ 1− u} ou FY (γ − F−1X (u)) ≥ 1− u,∀u.
Observac¸a˜o 2.3 O ponto principal do teorema acima e´ que a co´pula C deve coinci-
dir com o limite inferior de Fre´chet ao menos sobre a curva de v(u) = FY (γ−F−1X (u)).
Pore´m v(u) e´ uma func¸a˜o na˜o-crescente. Encontramos, assim, o conjunto mı´nimo
com limite inferior na˜o-crescente no qual C coincide com o limite inferior de Fre´chet.
Outra vez, por meio da Proposic¸a˜o 2.2, e´ poss´ıvel expressar o limite inferior em
termos da func¸a˜o co´pula C.
Teorema 2.3 P (X + Y ≥ β) = 1 se, e somente se, C(u, v) = 0, para todo (u, v) ∈
ACβ , em que Aβ = {(u, v) ∈ [0, 1]2|v > FY (β − F−1X (u))}. Ale´m disso, FY (β −
F−1X (u)) ≤ 1− u.
Prova
A partir do Teorema 2.2 e do que foi apresentado na Observac¸a˜o 2.2,
P (X + Y ≥ β) = 1⇔ D1C(u, F Y (β − F−1X (u))) = 1
∀u ∈ [0, 1] quase certamente.
Pore´m, seja D1C(u, v) na˜o-decrescente com respeito a v, observa-se que D1C(u, v) =
0,∀(u, v) abaixo da curva de (u, FY (β − F−1X (u)))) ou D1C(u, v) = 0,∀(u, v) ∈ ACβ .
Isso implica C(u, v) = g(v) e como C(0, v) = 0⇒ g(v) = 0⇒ C(u, v) = 0,∀(u, v) ∈
ACβ . Ale´m disso, em virtude de que para todas as func¸o˜es co´pulas C(u, v) ≥ 0,
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e verificarmos (u + v − 1)1Aβ ≥ 0, o que assegura que u + v − 1 ≥ 0; enta˜o,
ACβ ⊂ {(u, v)|v ≤ 1− u} ou FY (β − F−1X (u)) ≥ 1− u,∀u.
Observac¸a˜o 2.4 Se assumirmos, simultaneamente, o mesmo limite superior e infe-
rior, isto e´, P (X + Y = γ) = 1, observamos o resultado abaixo.
Corola´rio 2.3 P (X + Y = γ) = 1 se, e somente se, C(u, v) = max(u + v − 1, 0) e
FY (γ − F−1X (u)) = 1− u.
Prova
Para P (X + Y = γ) = 1, devemos ter
D1C(u, FY (γ − F−1X (u))) = 1 ∀u ∈ [0, 1] quase certamente.
e
D1C(u, FY (γ − F−1X (u))) = 0 ∀u ∈ [0, 1] quase certamente.,
o que e´ imposs´ıvel, e que implica a curva
(u, FY (γ − F−1X (u))) ∈ [0, 1]× [0, 1]
pertencer ao conjunto de pontos para o qual D1C(u, v) na˜o existe. Pore´m, pelos
Teoremas 2.2 e 2.3, D1C(u, v) = 1,∀(u, v) sobre a curva (u, FY (γ − F−1X (u))), e
D1C(u, v) = 0,∀(u, v) abaixo da mesma curva, enta˜o C(u, v) = (u+ v − 1)1Aγ .
Uma vez que C(0, v) = 0 para todas func¸o˜es co´pula, todos os pontos (0, v) devem
pertencer a ACγ ; isso implica (0, FY (γ − F−1X (0))) = (0, 1). De maneira similar, uma
vez que C(1, v) = v para todas func¸o˜es co´pulas, todos os pontos (1, v) deveriam
pertencer a Aγ; isso implica (1, FY (γ − F−1X (1))) = (1, 0). Enta˜o a curva formada
por (u, FY (γ − F−1X (u))) tem pontos extremos em (0,1) e (1,0).
49
Ale´m disso, pelo Teorema 2.2, FY (γ − F−1X (u)) ≥ 1 − u,∀u. Pore´m, se existe uˆ
tal que FY (γ − F−1X (uˆ)) > 1 − uˆ, dever´ıamos observar C(u, v) = (u + v − 1)1aγ ≥
max(u+ v − 1, 0) com desigualdades estritas nos pontos (uˆ, v) tais que 1− uˆ < c ≥
FY (γ − F−1X (uˆ)). Uma vez que e´ imposs´ıvel observar a existeˆncia simultaˆnea dessas
inequac¸o˜es, isto assegura que FY (γ−F−1X (u)) = 1−u e C(u, v) = max(u+v−1, 0) .
A seguir, apresentaremos exemplos para algumas famı´lias de co´pulas importantes
definidas no cap´ıtulo anterior.
Exemplo 2.4 Seja C(u, v) uma co´pula de Marshal-Olkin como a definida na
subsec¸a˜o 1.3.1 com paraˆmetros α1 e α2:
C(u, v) = vu1−α1I{uα1≥vα2} + uv−1I{uα1<vα2}.
Enta˜o, SC = {(u, 1)|u ∈ [0, 1]}.
Prova
D1C(u, v) = (1− α1)u−α1vI{uα1>vα2} + v1−α2I{uα1<vα2}.
A partir de (2.13), temos que
(1− α1)u−α2vI{uα1>vα2} + v1−α2I{uα1<vα2} = 1. (2.14)
Para isso, as duas parcelas devem ser iguais a 1. Pore´m,





Se uα1 > vα2 , isto e´, (1 − α1)v > vα2 , tem-se que v1−α2 > 11−α1 , o que e´ imposs´ıvel,
ja´ que 1
1−α1 > 1. Consequentemente, apenas a segunda parcela e´ bem definida, e
v1−α2 = 1,
de onde observamos que
v = 1, , p.q.t.
Na subsec¸a˜o 1.3.3. foram apresentadas e definidas as co´pulas Arquimedianas. A
proposic¸a˜o a seguir utiliza as definic¸o˜es apresentadas naquela subsec¸a˜o.
Exemplo 2.5 Seja C(u, v) uma co´pula Arquimediana com gerador φ:
C(u, v) = φ[−1](φ(u) + φ(v)),
em que φ[−1] e´ a inversa generalizada de φ.
Observaremos SC = {(u, 1)|u ∈ [0, 1]} se, e somente se, φ′ for invers´ıvel.
Caso φ′ na˜o seja invers´ıvel, existira´ um invertalo aberto (a, b) tal que
{(u, v)|u ∈ (a, b), v ∈ (φ−1(φ(a)− φ(u)), 1)} ⊂ Sc.
Prova
Inicialmente, procederemos com o caso particular de uma co´pula estrita, ou seja, o










eφ′(u) = φ′(φ−1(φ(u) + φ(v))).
Uma vez que φ′ e´ invers´ıvel,
u = φ−1(φ(u) + φ(v)),
de onde observamos que
φ(u) = φ(u) + φ(v).
Por isso,
φ(v) = 0;
ou seja, v = 1.
Consideremos o caso em que a co´pula Arquimediana na˜o e´ estrita, ou seja, φ(0) <
+∞.
Seja A = {(u, v) ∈ [0, 1]2|φ(u) + φ(v) ≤ φ(0)}. Por definic¸a˜o,
C(u, v) =
{
φ−1(φ(u) + φ(v)), se (u, v) ∈ A
0, caso contra´rio
.
Claramente, pode-se observar que D1C(u, v) = 0 para todo (u, v) ∈ AC . Por isso,
apenas pares (u, v) ∈ A sa˜o candidatos a satisfazer a condic¸a˜o observada em (2.13).
Pore´m, para todo u ∈ (0, 1), seja A(u) = {v ∈ [0, 1]|φ(u) + φ(v) ≤ φ(0)}. A(u)
na˜o e´ um conjunto vazio, visto que φ(u) + φ(v) ≤ φ(0) implica φ(v) ≤ φ(0)− φ(u),
isto e´, v ≥ φ−1(φ(0)−φ(u)). Pore´m 0 < φ(0)−φ(u) < φ(0), ou seja, 0 < φ−1(φ(0)−
φ(u)) < 1, o que implica A(u) na˜o ser um conjunto vazio.
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A partir dessa informac¸a˜o, observamos que, para todo u ∈ (0, 1) e v ∈ A(u),
todos os argumentos apresentados na prova para co´pula Arquimediana estrita esta˜o
observados, e a u´nica soluc¸a˜o e´ v = 1.
Por outro lado, sejam u1 e u2 tais que u1 < u2 e φ
′(u1) = φ′(u2) = m. Uma
vez que φ e´ uma func¸a˜o convexa, temos por consequeˆncia que φ′(u) = m para quase
todo u ∈ [u1, u2]. Seja (a, b) o intervalo aberto ma´ximo tal que φ′(u) = m para quase
todo u ∈ (a, b). Agora, para quase todo u ∈ (a, b), a condic¸a˜o (2.13) e´ satisfeita para
um certo v ∈ A(u) se, e somente se,
φ′(u) = φ′(C(u, v));
isto e´, se, e somente se, C(u, v) ∈ (a, b). O que implica
a < φ−1(φ(u) + φ(v)) < b,
isto e´,
φ(b)− φ(u) < φ(v) < φ(a)− φ(u).
Pore´m, φ(b)− φ(u) ≥ 0; disso, obtem-se
0 ≤ φ(v) < φ(a)− φ(u);
isto e´,
φ−1(φ(a)− φ(u)) < v ≤ 1.
Percebe-se que [φ−1(φ(a) − φ(u)), 1] ⊂ A(u) e φ−1(φ(a) − φ(u)) = 1 se, e somente
se, u = a. Por isso, para todo u ∈ (a, b), existe um intervalo na˜o-vazio (φ−1(φ(a)−
φ(u)), 1] de soluc¸o˜es v(u).
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Ale´m disso, no caso acima apresentado, e´ poss´ıvel identificar o n´ıvel do conjunto
φ−1(φ(a)−φ(u)). Seja vˆ(u) = φ−1(φ(a)−φ(u)),∀u ∈ (a, b). Uma vez que o gerador
φ e´ estritamente decrescente, vˆ e´, tambe´m, decrescente. Ja´ que vˆ(a) = 1, enta˜o
vˆ(b) < 1. Para elucidar o caso trivial acima apresentado, deve-se considerar b = 1.
NC = {(u, v)|v ≥ vˆ(u)} ⊂ MC , em que MC = {(u, v)|v > vˆ(u)} ⊂ S, enta˜o
C(u, v) = u+ v − 1, ∀(u, v) ∈ NC . Visto que, no entanto, C(u, vˆ(u)) = a,
segue-se que, necessariamente, a expressa˜o acima deve ser a curva de n´ıvel a da
co´pula minimal; enta˜o vˆ(u) = φ−1(φ(a)− φ(u)) = −u+ a+ 1 para todo u ∈ [a, 1].
Observac¸a˜o 2.5 O limite inferior de Fre´chet e´ o caso especial para a famı´lia de
co´pulas Arquimedianas em que φ(u) = 1− u e
C(u, v) = (u+ v − 1)I{u+v−1≥0}.
Ale´m disso, o intervalo [a, b] presente na Proposic¸a˜o 2.6 e´ o intervalo [0, 1] e o
intervalo que conte´m todas as soluc¸o˜es [φ−1(φ(a)−φ(u)), 1] e´ [φ−1(φ(0)−φ(u)), 1] =
[φ−1(u), 1] = [1− u, 1]. Consequentemente, SC = {(u, v) ∈ [0, 1]2|v ≥ 1− u}.
Prova
No caso em que φ(u) = 1− u⇒ φ(1) = 0⇒ φ(u) e´ um gerador estrito. Ale´m disso,
temos que
φ(u) = 1− u
y = 1− u
u = 1− y
y = 1− u ⇒ φ−1(u) = 1− u
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Enta˜o, pela definic¸a˜o de co´pulas Arquimedianas temos
C(u, v) = φ[−1](φ(u) + φ(v))
C(u, v) = φ[−1](1− u+ 1− v) = φ[−1](2− u− v)
⇒ 1− (2− u− v) = 1− 2 + u+ v
⇒ C(u, v) = u+ v − 1.
Pore´m,
0 ≤ u ≤ 1 e 0 ≤ v ≤ 1
⇒ 0 ≤ u+ v ≤ 2⇒ −1 ≤ u+ v − 1 ≤ 1.
Mas, 0 ≤ C(u, v) ≤ 1⇒
C(u, v) = u+ v − 1, se u+ v − 1 > 0.
Enta˜o, se φ(u) = 1− u⇒ C(u, v) = (u+ v − 1)I{u+v−1>0}.
Para que uma func¸a˜o seja invers´ıvel, e´ condic¸a˜o suficiente que a func¸a˜o seja estrita-
mente crescente ou estritamente decrescente no seu domı´nio. Logo, a derivada do
gerador φ′(u) na˜o e´ invers´ıvel (φ′(u) = −1).
Portanto, pela Proposic¸a˜o 2.6 existe um intervalo aberto (a,b) tal que {(u, v)|u ∈
(a, b), v ∈ [φ[−1](φ(a)− φ(u)), 1]} ⊂ SC .
Tomando (a, b) = [0, 1]ev ∈ [φ[−1](φ(0)− φ(u)), 1]
⇒ v ∈ [φ[−1](1− 1 + u), 1]⇒ v ∈ [φ[−1](u), 1]
⇒ v ∈ [1− u, 1].
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Portanto,
{(u, v)|u ∈ (0, 1), v ∈ (1− u, 1)} ⊂ SC .





i=1 λi = 1 e λi ≥ 0; enta˜o
SC = ∩ni=1SCi .
Prova
Uma vez que D1C(u, v) =
∑n
i=1 λiC
i(u, v), e desde que 0 ≤ D1Ci(u, v) ≤ 1,
∀i, ∀(u, v) ∈ (0, 1), quase certamente, D1C(u, v) = 1 ⇔ D1Ci(u, v) = 1,∀i =
1, . . . , n.
Exemplo 2.6 Seja Cρ(u, v) a co´pula Gaussiana como a apresentada na sec¸a˜o que










em que Φ e´ a func¸a˜o de distribuic¸a˜o normal acumulada; enta˜o SCρ = {(u, v)|v =
1, u ∈ (0, 1)}.
Prova






∀(u, v) ∈ (0, 1) e´ imposs´ıvel, e a tese segue a partir da primeira parte da Proposic¸a˜o
2.2.
Ilustrac¸a˜o para o caso limitado
Para efeitos de exemplificac¸a˜o, utilizaremos distribuic¸o˜es conhecidas e adequadas
para a obtenc¸a˜o de determinado resultado de interesse dida´tico. Assim, embasados
pela teoria apresentada nessa sec¸a˜o, apresentaremos o caso a seguir.
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Sejam X e Y varia´veis aleato´rias independetes tais que X ∼ Exp(1) e Y ∼
Exp(1). Assim, sabe-se que FX(x) = 1−exp(−x), para x > 0 e FY (y) = 1−exp(−y),
para y > 0. Tambe´m sabemos que F−1X (x) = − log(1− x) e F−1Y (y) = − log(1− y).



















utilizando integral por partes z = u, e−zdz = du, du = dz e v = −e−zdz, temos




= −te−t − (e−z)|t0
= 1− te−1 − e−t.
Enta˜o, FX+Y (t) = 1− e−t(t+ 1).




D1C(u, FY (t− F−1X (u))du = 1
e´ equivalente a
D1C(u, FY (t− F−1X (u)) = 1, ∀u ∈ [0, 1]quase certamente.
Nesse caso, C(u, v) = uv e D1C(u, v) = v. Assim,
D1C(u, FY (t− F−1X (u)) = FY (t− F−1X (u)) = 1.
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Utilizando o Teorema 2.2, observamos que
P (X + Y ≤ γ) = 1⇔ C(u, v)u+ v − 1 ∀ (u, v) ∈ Aγ.
Para o caso das varia´veis aleato´rias independentes, C(u, v) = uv, enta˜o
uv = C(u, v) −→ C1(u1, v1) = u+ v − 1 em que
v ≥ FY (γ − F−1X (u)).
Isto posto, observamos que v1 e´ uma func¸a˜o de u, tal que
v1 = g(u) = FY (γ − F−1X (u))
= 1− e−(γ+log(1−u)).
Na Figura a seguir observamos a representac¸a˜o gra´fica do comportamento de
g(u) em func¸a˜o de u, em que γ e´, aproximadamente, 7.





















Figura 2.1: g(u) versus u
Logo, a co´pula C(u, v) coincidira´ com C1(u1, v1) = u+ v − 1 apenas nos pontos
em que v ≥ g(u). Para a amostra utilizada, apenas os u´ltimos quatro elementos do
vetor v sa˜o maiores que g(u).
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Na Figura a seguir, apresentaremos os pontos nos quais v e´ maior que g(u) e o
resultado do teorema e´ verificado.






















Figura 2.2: g(u) versus u
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O que de fato pode ser observado nas curvas de n´ıvel apresentadas na figura a
seguir, pois, nos pontos onde v ≥ g(u), os pontos em vermelho da Figura 2.2, as
curvas de n´ıvel da func¸a˜o co´pula para as amostras aleato´rias de X e Y coincidem


































Figura 2.3: Curvas de Nı´vel - C(u,v) = uv
A fim de ilustrarmos um caso pra´tico no qual possamos observar a utilizac¸a˜o da
teoria apresentada nessa sec¸a˜o, analisaremos a seguinte situac¸a˜o.
Suponhamos que uma seguradora esteja exposta a dois fatores de risco. Sejam
X e Y as perdas relacionadas aos dois fatores. Se a perda global acima de um limiar
γ e´ assumida por uma resseguradora, essa, enta˜o, tem interesse em determinar
γ = V aR100%(X + Y ) = F
−1
X+Y (1)⇐⇒ P (X + Y ≤ γ) = 1.
De acordo a representac¸a˜o geome´trica apresentada no Teorema 2.2, a ressegura-
dora esta´ interessada no valor γ tal que as curvas de n´ıvel da co´pula C de (X, Y )
comec¸am a coincidir com a co´pula C(u, v) = u+ v − 1.
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Utilizando uma co´pula de Marshall-Olkin como exemplo, observamos, na figura
a seguir, que o interesse esta´, geometricamente, em determinar γ de tal forma que a
representac¸a˜o gra´fica da co´pula C e´ transpassada pelo plano observado na imagem
a` esquerda. Na parte direita da figura, observamos as curvas de n´ıvel para a co´pula






















C(u,v) − Cópula de Marshall−Olkin (alpha_1 = 0.5





































Figura 2.4: Marshal - Olkin
2.3 Distribuic¸a˜o da soma no caso discreto
Nesta sec¸a˜o, apresentaremos um resultado para a distribuic¸a˜o da soma de duas
varia´veis aleato´rias discretas no caso geral de um conjunto na˜o limitado.
Proposic¸a˜o 2.9 Sejam X e Y duas varia´veis aleato´rias no mesmo espac¸o de pro-
babilidade (Ω,A, P ), e seja C(u, v) uma func¸a˜o co´pula qualquer associada a (X, Y ).
Se {xj}j∈IX , em que IX e´ o conjunto de valores tomados por X com probabilidades










FX,X+Y (s, t) =
∑
xj≤s
















[C(pj, FY (t− F−1X (pj)))− C(pj−1, FY (t− F−1X (pj)))].
Assim, quando s ↑ +∞, obte´m-se a expressa˜o (2.15).
Corola´rio 2.4 Sejam X e Y duas varia´veis aleato´rias no mesmo espac¸o de probabili-
dade (Ω,A, P ) e seja C(u, v) uma func¸a˜o co´pula qualquer associada ao vetor (X, Y ).
Se {xj}j∈IX , em que IX e´ o conjunto de valores tomados por X com probabilidades









FX+Y (t) = 1−
∑
j∈IX
[C(1− pj, F Y (t− F−1X (pj)))]
−(1− pj + F Y (t− F−1X (pj)))− C(pj−1, F Y (t)




[C(1− pj, F Y (t− F−1X (pj)))




[C(1− pj, F y(t− F−1X (pj)))
−C(pj−1, F Y (t− F−1X (pj)))].
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2.4 Generalizac¸a˜o da distribuic¸a˜o da soma no caso
discreto
Nesta sec¸a˜o apresentaremos uma generalizac¸a˜o, para n ≥ 2 varia´veis aleato´rias,
da expressa˜o (2.15), que trata da distribuic¸a˜o da soma de duas varia´veis aleato´rias
discretas. Para tal, sejam X e Y varia´veis aleato´rias discretas ou discretizadas
definidas sob o mesmo espac¸o de probabilidade (Ω,A, P ), e seja C uma co´pula
associada ao (X, Y ). Se x−j e´ o valor de X imediatamente anterior a xj, enta˜o, como





C(pj, FY (t− F−1X (pj)))− C(pj−1, FY (t− F−1X (pj)))
]
,
em que FX(xj) = pj e IX e´ um conjunto enumera´vel de ı´ndices de valores de X. A
expressa˜o acima pode ser reescrita em termos de operador de diferenc¸a aplicado em




41,IjC(u, FY (t− F−1X (pj)). (2.17)
Isto e´, a distribuic¸a˜o da soma de duas varia´veis aleato´rias, em que C e´ a co´pula
associada a (X, Y ), e´ dada em termos do operador de diferenc¸a, conforme (2.17).
Usando operador de diferenc¸a, generalizamos (2.15), na seguinte proposic¸a˜o.
Proposic¸a˜o 2.10 Sejam X1, . . . , Xn varia´veis aleato´rias discretas ou discretiza-
das definidas sob o mesmo espac¸o de probabilidade (Ω,A, P ) e seja C uma co´pula
associada a (X1, . . . , Xn). Se x
−
ji
e´ o valor de Xj imediatamente anterior ao i-e´simo
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valor xji ,e IXj e´ o conjunto de ı´ndices dos valores de Xj, j = 1, . . . , n, enta˜o








4n−1,Ijn−1 · · · 42,Ij2 41,Ij1
(






em que Iji = (x
−
ji
, xji ] e FXj(xji) = pji , i = 1, . . . n− 1.
Prova
Por definic¸a˜o









P (X1 = xj1 , X2 = xj2 ,




Aplicando o operador de diferenc¸a na 1a componente da probabilidade, temos








41,Ij1P (X1 ≤ x1




Analogamente, aplicando o operador de diferenc¸a da 2a ate´ a (n − 1)-e´sima
componente da probabilidade conjunta de (2.19), obtemos a distribuic¸a˜o da soma
em termos da distribuic¸a˜o acumulada conjunta de X1, . . . , Xn, por








4n−1,Ijn−1 · · · 42,Ij2 41,Ij1






Agora, a expressa˜o (2.20) escrita em termos da co´pula C, e´








4n−1,Ijn−1 · · · 42,Ij2 41,Ij1




O resultado (2.19) segue substituindo-se FXj(xji) por pji , i = 1, . . . , n − 1, e




Sabe-se que as co´pulas sa˜o uma poderosa ferramenta para descrevermos a relac¸a˜o
existente entre varia´veis aleato´rias. Isto posto, podemos ajustar e escolher, da melhor
maneira, evidenciados os crite´rios estat´ısticos de ajuste, os modelos que melhor se
adaptam aos dados em uma certa ana´lise, ainda que a variedade de modelos que
ajusta´veis a um conjunto de dados, no aˆmbito unidimensional, seja extensa. Ale´m
disso, apo´s a escolha por um dado modelo, temos de proceder com a escolha do
modelo da co´pula que melhor se ajuste aos dados em questa˜o.
Dessa forma, em um ajuste final, poder´ıamos nos perder nas inu´meras poss´ıveis
combinac¸o˜es de modelos univariados e nas respectivas co´pulas. Por isso, uma fer-
ramenta que pode nos guiar para a escolha dos modelos consiste em me´todos na˜o
parame´tricos, tanto para os modelos das marginais como para a co´pula.
Outra ferramenta importante para o estudo que envolve o conceito de co´pula
consiste em simular cena´rios utilizando a teoria de co´pulas. No Apeˆndice C apre-
sentamos a teoria a cerca dessa teoria de simulac¸a˜o.
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3.1 Me´todo de ma´xima verossimilhanc¸a exato
Seja (X1, . . . Xn) um vetor aleato´rio com co´pula associada C e cujas distribuic¸o˜es
marginais sa˜o Fi, i = 1 . . . n. Enta˜o,





c(F1(x1), F2(x2), . . . , Fn(xn)) =
∂n(C(F1(x1), F2(x2), . . . , Fn(xn)))
∂F1(x1)∂F2(x2) . . . ∂Fn(xn)
(3.2)
e´ a n-e´sima derivada parcial para a co´pula C, sendo c a densidade da co´pula.
A representac¸a˜o canoˆnica para a func¸a˜o de densidade multivariada nos permite
afimar que, em geral, um problema de modelagem estat´ıstica para co´pula pode ser
decomposto em dois esta´gios:
• identificar as distribuic¸o˜es das marginais;
• definir a func¸a˜o co´pula apropriada.
Este e´ um ponto importante, como passo inicial, para as questo˜es referentes a`
estimac¸a˜o, como veremos a seguir.
Seja (X1, Y1), . . . , (Xm, Ym) uma amostra de um vetor aleato´rio. Enta˜o, a ex-
pressa˜o para a func¸a˜o de verossimilhanc¸a e´
L(θ) = f(x1, y1; θ) . . . f(xm, ym; θ)
= c(F1(x1), F2(y1); θ) . . . c(F1(xm), F2(ym); θ)




log c(F1(xi), F2(yi); θ) +
m∑
j=1
(log f1(xi) + log f2(yi)), (3.3)
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em que θ e´ o conjunto de paraˆmetros, tanto das marginais como da co´pula.
Isto posto, dado um conjunto de func¸o˜es de densidade das marginais e uma
co´pula, a log verossimilhanc¸a pode ser escrita, e, pela sua maximizac¸a˜o, obte´m-se o
estimador de ma´xima verossimilhanc¸a:
θˆMLE = argmaxθ∈Θ{l(θ)}. (3.4)
Sob condic¸o˜es de regularidade, normalmente assumidas no caso univariado, o
estimador de ma´xima verossimilhanc¸a existe e e´ consistente e assintoticamente efi-
ciente. Pode-se verificar a propriedade de o estimador ser assintoticamente normal.
Temos :
√
T (θˆMLE − θ0) −→ N(0,=−1, (θ0)) (3.5)
em que =(θ0) e´ a matriz de informac¸a˜o de Fisher e θ0 e´ o verdadeiro valor de θ.
A matriz de covariaˆncia de θˆMLE (matriz de informac¸a˜o de Fisher) pode ser
estimada pela inversa da matriz Hessiana negativa da func¸a˜o de log verossimilhanc¸a.
Os me´todos de estimac¸a˜o ate´ aqui apresentados sa˜o, de certa forma, gerais para
qualquer famı´lia de co´pula a ser estimada. Pore´m, sabemos que existem peculia-
ridades presentes em cada famı´lia de co´pula e, por isso, me´todos espec´ıficos para
determinadas famı´lias de co´pulas foram desenvolvidos, sendo alguns deles apresen-
tados a seguir.
3.2 Me´todo de estimac¸a˜o semiparame´trico
Um grande nu´mero de modelos multivariados para dependeˆncia pode ser gerado por
famı´lias parame´tricas de co´pulas(Cθ). Existem casos em que os dados sa˜o suficientes
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para a obtenc¸a˜o de estimativas na˜o parame´tricas das distribuic¸o˜es marginais, pore´m
na˜o possuem informac¸o˜es suficientes para estimac¸a˜o na˜o parame´trica da estrutura de
dependeˆncia em ana´lise. Nesses casos, e´ conveniente adotar uma forma parame´trica
para a func¸a˜o de dependeˆncia Cα, deixando as marginais na˜o especificadas.
Para estimar o conjunto de paraˆmetros θ, duas estrate´gias podem ser utiliza-
das, de acordo com as circunstaˆncias. Para modelos parame´tricos que ja´ foram
determinados para as marginais, deve-se, em princ´ıpio, determinar a func¸a˜o de ve-
rossimilhanc¸a de acordo com os dados. A estimativa, enta˜o, sera´ dependente dos
pressupostos assumidos para a determinac¸a˜o das marginais. Quando estimativas
na˜o parame´tricas sa˜o utilizadas para as marginais, a infereˆncia sobre as estimativas
de α esta˜o livres da influeˆncia de escolhas das marginais.
Dada uma amostra aleato´ria (X1, Y1), . . . , (Xn, Yn) da distribuic¸a˜o Fθ(x1, x2) =
Cθ(F1(x1), F2(x2)), o procedimento consiste em determinar um valor de paraˆmetro





onde Fi corresponde a
n
(n+1)
vezes a func¸a˜o de distribuic¸a˜o emp´ırica para a i−e´sima
componente. Essa transformac¸a˜o e´ utilizada no sentido de prevenir uma poss´ıvel in-
consisteˆncia de log(cθ(u, v)) quando valores de u e v correspondem a 1. O estimador
θˆ e´ um estimador consistente e assintoticamente normal.
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3.3 Me´todo de estimac¸a˜o na˜o parame´trico
Ale´m de provir uma estimativa para a func¸a˜o co´pula desejada, a estimac¸a˜o na˜o pa-
rame´trica permite a obtenc¸a˜o de informac¸a˜o inicial que pode ser utilizada para a
formulac¸a˜o de um modelo parame´trico para a co´pula. Existem diferentes abordagens
para a estimac¸a˜o na˜o parame´trica da func¸a˜o co´pula. Neste trabalho, nos deteremos
diretamente a` estimac¸a˜o da func¸a˜o co´pula. A t´ıtulo de comparac¸a˜o, outras verten-
tes desse ferramental fazem refereˆncia a` estimac¸a˜o da func¸a˜o densidade da co´pula,
pore´m, quando procedemos com a estimac¸a˜o direta da func¸a˜o co´pula, nos deparamos
com uma taxa de convergeˆncia superior, que na˜o e´ afetada pela dimensionalidade
da co´pula.
Sejam (xi, yi), i = 1, . . . , T os dados referentes a uma distribuic¸a˜o bivariada
(X, Y ). Enta˜o, qualquer co´pula CT definida na grade A = {( iT , jT ), 1 ≤ i, j ≤ T} e´












I{xk ≤ x(i), yk ≤ y(j)} para i, j = 1, . . . , T. (3.7)
Em Deheuvels (1978,1979), e´ provado que
supu|CT (u)− C(u)| −→ 0,
quando T −→∞
Haja vista a natureza da definic¸a˜o da co´pula emp´ırica, observamos que existe
mais de uma u´nica co´pula emp´ırica, pore´m todas essas apresentam os mesmos valores
sobre A, para um certo T .
Ainda sob o aspecto de estimac¸a˜o na˜o parame´trica, podemos estimar os coefici-
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entes de dependeˆncia ora apresentados τ, ρS.









(xi − xj)(yi − yj)
)
(3.8)
e o estimador na˜o parame´trico para o coeficiente de dependeˆncia ρ de Sperman














As expresso˜es acima apresentadas podem ser bastante u´teis na estimac¸a˜o das
co´pulas.
3.3.1 Estimac¸a˜o na˜o parame´trica para Co´pulas Arquimedi-
anas
Esta sec¸a˜o baseia-se nas informac¸o˜es contidas no trabalho de Genest e Rivest (1993)
e na disssertac¸a˜o de Bianchi (2008). O cerne esta´ no processo de estimac¸a˜o de
uma func¸a˜o de distribuic¸a˜o emp´ırica unidimensional, a qual e´ determinada a partir
da representac¸a˜o uniforme das varia´veis marginais. Dada a existeˆncia de distintas
famı´lias de co´pulas Arquimedianas, definiremos um crite´rio para determinar qual
famı´lia Arquimediana apresenta melhor ajuste.
A partir dessa distribuic¸a˜o, observaremos a relac¸a˜o desta com o coeficiente τ de
Kendall ja´ definido neste trabalho. E, assim, o estimador para o paraˆmetro θ de
uma dada famı´lia parame´trica Cθ(F (X), G(Y )) e´ baseado na decomposic¸a˜o do τ de
Kendall.
Suponha que uma amostra aleato´ria (X1, Y1), . . . , (Xn, Yn) seja observada ad-
vinda de uma distribuic¸a˜o multivariada H(x, y), com distribuic¸o˜es marginais
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cont´ınuas F (x) e G(x) e func¸a˜o co´pula Cθ(F (X), G(Y )).
Seja V = H(X, Y ) a varia´vel aleato´ria transformada pela acumulada conjunta,
ana´loga ao me´todo da transformada integral para varia´veis aleato´rias unidimensio-
nais, enta˜o, um caminho natural e´ proceder com a estimac¸a˜o da func¸a˜o de distri-
buic¸a˜o univariada K(v) = P (H(X, Y ) ≤ v) = P [C(F (X), G(Y )) ≤ v] no intervalo
(0, 1).
Observando que Hn(Xi, Yi) representa a proporc¸a˜o de observac¸o˜es na amostra
que sa˜o menores ou iguais a (Xi, Yi), componente a componente, podemos definir
pseudo-observac¸o˜es Vi, para i, j = 1, . . . , n, da seguinte maneira:
Vi =
#{(Xi, Yj)|Xj < Xi, Yj < Yi}








em que I e´ func¸a˜o indicadora.
Podemos definir K(t) = P (Vi < v) ∀v ∈ [0, 1]. Assim,
K(v) = v − φ(v)
φ′(v)
. (3.12)
Apresentaremos a func¸a˜o K(v) para algumas co´pulas Arquimedianas:
• Gumbel:



















No trabalho de Bianchi (2008) podemos observar detalhadamente o caminho
alge´brico para a obtec¸a˜o da relac¸a˜o da func¸a˜o K(v) com o gerador φ(t) e o coeficiente
τ de Kendall.
Antes de examinarmos efetivamente as propriedades amostrais do estimador Kn,
e´ importante observamos que os V ′i s apresentados na forma da expressa˜o (3.11) esta˜o
fortemente relacionados ao valor amostral para o τ de Kendall.
De fato, como ja´ conceitualizado, o τ de Kendall pode ser definido como o nu´mero
de pares concordantes menos o nu´mero de pares discordantes presentes na amostra,
divido por n(n−1)
2





C(u, v)dC(u, v)− 1 = 4E(C(u, v))− 1.
Enta˜o,
τ = 4E(H)− 1 (3.13)










− 1 = 4V − 1.
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A partir dessas informac¸o˜es, devemos selecionar a co´pula que melhor se ajusta
aos dados; um poss´ıvel crite´rio utiliza a distaˆncia de Kolmogorov - Smirnov, assim,
aquela que apresentar menor distaˆncia entre K(v) e Kn(v) sera´ escolhida.








Procederemos, enta˜o, a` estimac¸a˜o de θ para a famı´lia parame´trica das co´pulas
Arquimedianas, que consiste em uma estimac¸a˜o ana´loga a` observada no me´todo dos
momentos, baseada na igualdade do τ de Kendall teo´rico com o estimado τn.
Enta˜o, apo´s a estimac¸a˜o da func¸a˜o K conforme a expressa˜o (3.13) podemos
estimar o paraˆmetro θ, igualando τ de Kendall teo´rico para a famı´lia escolhida e o
valor estimado obtido para essa estat´ıstica, de acordo com a expressa˜o (3.15).
3.3.2 Estimac¸a˜o na˜o parame´trica para Co´pulas Extremais
Diversos estimadores na˜o parame´tricos para co´pulas extremais, baseados na func¸a˜o
de dependeˆncia de Pickands, A(t) definida em (1.38), foram desenvolvidos. Nesta
sec¸a˜o, apresentaremos os estimadores mais conhecidos na literatura. Iniciamos com
o estimador de Pickands, que sera´ definido a seguir.
Seja U = F (X) e V = G(Y ). O par (U, V ) enta˜o, tem distribuic¸a˜o C. Sabemos
que as varia´veis S = − log(U) e T = − log(V ) teˆm distribuic¸a˜o Exponencial(1),








em que x ∧ y = min(x, y), ξ(0) = S e ξ(1) = T . Pode-se notar que para qualquer
t ∈ [0, 1] e x ≥ 0, tem-se
P (ξ(t) > x) = P (S > (1− t)x, T > tx)
= P (U < e−(1−t)x, V < e−tx)
= e−xA(t). (3.16)




e E[log(ξ(t))] = − log(A(t)− γ, (3.17)
em que γ = − ∫∞
0
log(x)e−xdx ≈ 0.577 e´ a constante de Euler.
O estimador de Pickands e´ um estimador natural. Seja (X1, Y1), . . . , (Xn, Yn)
uma amostra aleato´ria. Para i ∈ {1, . . . , n}, seja Ui = F (Xi), Vi = G(Yi), Si =







Quando F e G sa˜o conhecidos, o estimador para A(t) de Pickands para um
determinado valor de t pode ser baseado na amostra ξ1(t), . . . , ξn(t). Haja vista o









As propriedades assinto´ticas do estimador de Pickands foram apresentadas no
trabalho de Deheuvels (1991), no qual, tambe´m, foi proposta uma variac¸a˜o desse
estimador para corrigir um poss´ıvel vie´s.
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O estimador de Pickands na˜o e´ esta´vel nas fronteiras do domı´nio da func¸a˜o de
dependeˆncia A(t). Portanto, faz-se necessa´rio corrigir esse fator, pois ele na˜o satisfaz
A(0) = A(1) = 1.



















Posteriormente, fora desenvolvido um estimador para a func¸a˜o A(t) por Cape´raa`
et al. (1997). No trabalho original de Cape´raa` et al.(1997) a obtenc¸a˜o do estimador
para a func¸a˜o A(t) da´-se de forma complexa. Utilizando da informac¸a˜o ja´ apresen-
tada a cerca da func¸a˜o ξi(t) e o Lema a seguir, podemos expressar o estimador em
questa˜o de forma mais simples.
Lema 3.1 Para 0 ≤ t ≤ 1, temos


















log(x)e−xdx = 0.577 . . .
a constante de Euler. Como γ = −E[log(X)], com X ∼ Exp(1), ξ(t) ∼ Exp(A(t)),
enta˜o
E[log(ξ(t))] = − log(A(t))− γ, 0 ≤ t ≤ 1. (3.20)
Assim,







O estimador de Cape´raa` et al. (1997) pode ser expresso por (3.23). Pore´m, como
o estimador na˜o satisfaz A(0) = A(1) = 1, procurou-se determinar p(t) de tal forma
que a variaˆncia do estimador fosse minimizada e as premissas para A(t) ser uma
func¸a˜o de dependeˆncia serem atendidas. Assim, determinou-se
log(ACFGn (t; p)) = log(A
CFG
n (t))− (1− t) log(ACFGn (0))
−(t log(ACFGn (1))). (3.22)
A prova alge´brica para a obtenc¸a˜o do estimador acima apresentado pode ser
encontrada em Cape´raa` et al. (1997).
A seguir, apresentaremos o estimador proposto por Genest e Segers (2009). Esse
estimador baseia-se no fato de as distribuic¸o˜es marginais F e G serem desconheci-
das. Uma soluc¸a˜o natural e proposta no referido trabalho consiste em substituir as
marginais desconhecidas pelas suas estimativas emp´ıricas, Fn e Gn. A partir desse
fato, teremos (Fn(X1), Gn(Y1)), . . . , (Fn(Xn), Gn(Yn)) como pseudo-observac¸o˜es de
C. Para evitar os problemas encontrados na fronteira do quadrado unita´rio, e´ mais


















O par (Uˆi, Vˆi), cujas coordenadas sa˜o ranks transformados, pode ser considerado
como uma amostra ana´loga ao par na˜o observado (Ui, Vi) = (F (Xi), G(Yi)). Para
todo i ∈ {1, . . . , n} e para um arbitra´rio t ∈ (0, 1), temos






Enta˜o, o estimador proposto nesse trabalho consiste em verso˜es baseadas no rank














Dados os estimadores apresentados, devemos, sob algum crite´rio, determinar qual
deles e´ melhor. Em Segers e Genest (2009), observa-se uma figura resumo sobre a
eficieˆncia assinto´tica dos estimadores apresentados, podendo esse ser um crite´rio
para determinar qual dos estimadores melhor se comporta assintoticamente.
Figura 3.1: Comparac¸a˜o de estimadores.
Uma seta→ entre os estimadores E1 e E2 indica que o u´ltimo e´ assintoticamente
mais eficiente que o anterior, isto e´, σ2E2 ≤ σ2E1 . Notac¸a˜o : P = Pickands; CFG =
Cape´rra`-Fouge`res-Genest; -u = marginais conhecidas, pontos nas fronteiras na˜o cor-
rigidos; -c = marginais conhecidas, pontos nas fronteiras corrigidos; -opt; marginais
conhecidas; correc¸a˜o o´tima de pontos nas fronteiras e -r = baseado em rank. Nenhum
comparativo pode ser feito entre P-r e CFG-r, P-c e P -r, ou CFG-c e CFG-r. O
aster´ısco indica que a relac¸a˜o e´ uma conjectura obtida mediante exaustivos ca´lculos
nume´ricos.
Dessa maneira, os estimadores propostos por Segers e Genest(2009) sa˜o, geral-
mente, mais eficientes que os estimadores na˜o corrigidos nos pontos de fronteiras,
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mesmo quando as marginais sa˜o conhecidas. Pore´m, na pra´tica, apenas os estimado-
res com as correc¸o˜es nas fronteiras podem ser utilizados, pois apenas nesse cena´rio os





Neste cap´ıtulo, por meio do arcabouc¸o teo´rico apresentado, realizaremos o ca´lculo
do VaR para varia´veis aleato´rias na˜o necessariamente independentes. Inicialmente,
apresentaremos os resultados obtidos atra´ves de simulac¸o˜es, para melhor compre-
ensa˜o do ferramental proposto neste trabalho e, posteriormente, procederemos com
a ana´lise de dados reais.
Para a simulac¸a˜o, definiremos alguns paraˆmetros relacionados a`s distribuic¸o˜es
das varia´veis aleato´rias univariadas, o coeficiente de dependeˆncia τ de Kendall e,
tambe´m, famı´lias de co´pulas parame´tricas, para o ajuste da dependeˆncia existente
entre as varia´veis. Portanto, diferentemente do observado para os dados reais, na˜o
sera´ necessa´rio ajuste dos dados a alguma distribuic¸a˜o univariada.
Posteriormente, procederemos com o ajuste do modelo univariado para cada uma
das varia´veis em estudo e, apo´s essa etapa, realizaremos o processo de discretizac¸a˜o
dessas varia´veis ajustadas. Em seguida, ajustaremos uma func¸a˜o co´pula que melhor
se adapte aos dados em ana´lise, para, assim, por meio da expressa˜o (2.15) obtermos
a func¸a˜o de distribuic¸a˜o para a soma das varia´veis aleato´rias em ana´lise. Por fim,




A fim de compreendermos e elucidarmos de forma mais clara o resultado que pode ser
obtido a partir da expressa˜o (2.15), utilizaremos uma distribuic¸a˜o discreta bastante
utilizada em ana´lises estat´ısticas, a distribuic¸a˜o Poisson (λ).
A partir do ferramental observado pela expressa˜o (2.15), procederemos com uma
aplicac¸a˜o para observac¸a˜o do resultado obtido para a func¸a˜o de distribuic¸a˜o para a
soma de varia´veis aleato´rias. Como a expressa˜o e´ definida para varia´veis aleato´rias
discretas, utilizaremos duas amostras de tamanho 10.000. Enta˜o, obteremos amos-
tras de varia´veis aletato´rias discretas , z e r, em que 1
λz
= 3 e 1
λr
= 5, respecti-
vamente, tais que a correlac¸a˜o existente seja igual a 0,004, o que e´ um indicativo
de independeˆncia linear entre as varia´veis. A seguir, na figura 4.1 apresentamos




































































































































Figura 4.1: z versus r
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Para tanto, procederemos com um teste na˜o parame´trico de independeˆncia pre-
sente no software R, para podermos corroborar com a hipo´tese de independeˆncia en-
tre as varia´veis. O teste apresentou como resultado p − value = 0,73, portanto na˜o
existem evideˆncias para rejeitarmos a hipo´tese de independeˆncia entre as varia´veis
aleato´rias.
A partir dessa premissa, poderemos utilizar a func¸a˜o co´pula independeˆncia para
modelar a distribuic¸a˜o conjunta entre as varia´veis, o que sera´ poss´ıvel com a uti-
lizac¸a˜o do ferramental presente na expressa˜o (2.15). Para compararmos o resul-
tado obtido com a expressa˜o (2.15), utilizamos do fato de que a soma de varia´veis
aleato´rias com distribuic¸a˜o Poisson independentes tambe´m tem distribuic¸a˜o Poisson
em que λr+s = λr + λs. Dessa forma, observamos os seguintes resultados para a
func¸a˜o de distribuic¸a˜o da soma:
Tabela 4.1: Tabela Comparativa - Func¸a˜o Teo´rica - Utilizando Co´pula






Portanto, apo´s as informac¸o˜es obtidas na tabela acima, podemos observar que
a expressa˜o (2.15) nos fornece um ferramental u´til para a descric¸a˜o da func¸a˜o de
distribuic¸a˜o da soma para varia´veis aleato´rias discretas.
Apo´s termos verificado que a expressa˜o fornecida em (2.15) e´, de fato, u´til, pode-
mos utilizar esse ferramental no ca´lculo do VaR para varia´veis aleato´rias na˜o neces-
sariamente independentes cont´ınuas que estejam relacionadas a perdas. Para tanto,
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precisamos ajustar os modelos univariados para cada uma das perdas em questa˜o e,
posteriormente, discretizar essas varia´veis para utilizar o ferramental disponibilizado
pela expressa˜o (2.15).
A seguir, realizaremos simulac¸o˜es para apresentar o comportamento da ferra-
menta proposta neste trabalho. Inicialmente, definiremos famı´lias de co´pulas e
as distribuic¸o˜es marginais, sendo, as co´pulas de Frank e de Clayton, como apre-
sentadas na Tabela 1.1, distribuic¸o˜es marginais univariadas com distribuic¸a˜o Wei-
bull(1;1,5),X, e Weibull(1,5;1),Y; e o coeficiente de dependeˆncia τ de Kendall =
1,5.
Primeiramente, retiramos uma amostra de tamanho 500 das varia´veis aleato´rias
apresentadas acima, de acordo com a estrutura de dependeˆncia obtida com a co´pula
de Frank e com a co´pula de Clayton com o coeficiente de dependeˆncia τ de Kendall
ja´ definido.
As varia´veis aleato´rias em questa˜o sa˜o cont´ınuas, portanto, devemos proceder
com o processo de discretizac¸a˜o apresentado no apeˆndice A desse trabalho. Para
obtermos um resultado mais preciso, realizaremos a discretizac¸a˜o para os cente´simos
dos valores observados nas amostras.
A seguir, na figura 4.2, observamos o histograma referente a` amostra retirada
para uma varia´vel aleato´ria com distribuic¸a˜o Weibull(1,5;1), ao passo que, na figura
4.3 observamos o histograma referente a` amostra retirada para uma varia´vel aleato´ria
com distribuic¸a˜o Weibull(1;1,5).



































Figura 4.3: Histograma - Amostra - Weibull(1;1,5)
amostra retirada para uma varia´vel aleato´ria com distribuic¸a˜o Weibull(1;1,5).














Figura 4.4: Histograma - Amostra Discretizada- Weibull(1;1,5)
Apo´s o processo de discretizac¸a˜o, faz-se necessa´rio ordernar o vetor relacionado
a` varia´vel aleato´ria discretizada de X, para utilizarmos a expressa˜o (2.15).
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Com os dados ordenados, podemos, enta˜o, utilizar a expressa˜o (2.15) para ob-
termos a func¸a˜o de distribuic¸a˜o da varia´vel aleato´ria X + Y .
Podemos tambe´m, para efeito comparativo, estimar a probabilidade acumulada,
acima mencionada, de forma emp´ırica.
Dessa maneira, repetimos o processo 100 vezes, a fim de buscar, como estimador,
a me´dia das estimativas obtidas em cada uma das 100 vezes em que o processo
apresentado foi executado.
Apo´s a realizac¸a˜o das 100 repetic¸o˜es, encontramos como me´dia das estimativas,
para t = 3, 5 e o valor de 0,7849 e erro padra˜o igual a 0,0021. Para as estimativas
emp´ıricas, obtivemos como me´dia o valor 0,7887, e com erro padra˜o igual a 0,0173.
Utilizando a co´pula de Clayton, presente na Tabela 1.1. Obtivemos os seguintes
resultados, apo´s realizac¸a˜o de processo semelhante ao utilizado com a co´pula de
Frank. O valor me´dio das estimativas obtidas por meio da utilizac¸a˜o da expressa˜o
(2.15) foi igual a 0,7668, e o erro padra˜o foi de 0,0027. Para as estimativas emp´ıricas
nesse processo, observou-se me´dia igual a 0,7704 e erro padra˜o igual a 0,0212.
Dessa forma, podemos produzir a tabela comparativa a seguir a partir da uti-
lizac¸a˜o das diferentes co´pulas escolhidas para essas simulac¸o˜es.
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Tabela 4.2: Tabela Comparativa - Co´pula Frank - Co´pula Clayton
t (2.15) - Frank Emp´ırico (2.15) - Clayton Emp´ırico
1,0 0,1993 0,2017 0,2418 0,2486
(Erro Padra˜o) (0,0019) (0,0178) (0,0025) (0,0191)
2,0 0,5003 0,5030 0,4950 0,4982
(Erro Padra˜o) (0,0021) (0,0235) (0,0022) (0,0230)
3,5 0,7848 0,7887 0,7668 0,7704
(Erro Padra˜o) (0,0021) (0,0173) (0,0027) (0,02118)
6,0 0,9515 0,9576 0,9462 0,9510
(Erro Padra˜o) (0,0027) (0,0087) (0,0028) (0,0102)
8,0 0,9825 0,9892 0,9813 0,9874
(Erro Padra˜o) (0,0032) (0,0044) (0,0026) (0,0050)
10,0 0,9914 0,9971 0,9936 0,9990
(Erro Padra˜o) (0,0026) (0,0025) (0,0036) (0,0014)
4.2 Aplicac¸a˜o com dados reais
A fim de proceder com uma aplicac¸a˜o das ferramentas ate´ aqui apresentadas, neces-
sitamos de uma base de dados que possa ser utilizada nessa abordagem. Para isso,
obtivemos, por meio do servidor dispon´ıvel no software R, dados referentes ao valor
de fechamento dia´rio de ac¸o˜es da empresa Toyota e de ac¸o˜es da empresa Gol, no
per´ıodo de 24/06/2004 a 25/04/2014.
A seguir, apresentamos na figura 4.5 a representac¸a˜o gra´fica da variac¸a˜o do valor
de fechamento das ac¸o˜es da empresa Toyota ao longo do pe´riodo dispon´ıvel para a
ana´lise.









Preço de fechamento das ações da Toyota
Figura 4.5: Variac¸a˜o temporal - Valor de fechamento Toyota
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A seguir, na figura 4.6 apresentamos a representac¸a˜o gra´fica da variac¸a˜o do valor
de fechamento das ac¸o˜es da Gol ao longo do pe´riodo dispon´ıvel para a ana´lise.






Preço de fechamento das ações da Gol
Figura 4.6: Variac¸a˜o temporal - Valor de fechamento Gol
Em seguida, procederemos com a definic¸a˜o de log retornos e o ca´lculo dessas
quantidades para os dados em ana´lise. A quantidade log retorno e´ definida da
seguinte forma:
Definic¸a˜o 4.1 (Log Retorno)






, i = 2, . . . , n. (4.1)
em que pi corresponde ao valor de fechamento do valor da ac¸a˜o no i-e´simo dia.
Para os dados referentes a` empresa Toyota, observamos na figura 4.7 a seguinte
representac¸a˜o gra´fica para os log retornos.
Os log retornos referentes a` Gol esta˜o representados na figura 4.8.
A fim de estudar o comportamento das distribuic¸o˜es em ana´lise para, em seguida,
ajustar as distribuic¸o˜es para o modelo que melhor se ajuste aos dados, observamos
graficamente a relac¸a˜o entre o histograma dos log retornos e a distribuic¸a˜o normal,
tendo como paraˆmetros a me´dia e a variaˆncia dos dados observados e um ajuste
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Figura 4.7: Log Retorno - Toyota






















Figura 4.8: Log Retornos - Gol
na˜o parame´trico para os dados. Na figura 4.9, apresentamos o histograma dos log
retornos para Toyota e as distribuic¸o˜es ajustadas anteriormente citadas.
Histograma dos log retornos − Toyota
Log Retornos







Figura 4.9: Histograma e curvas- Log Retornos - Toyota
Na Figura 4.10, apresentamos a representac¸a˜o gra´fica dos ajustes parame´tricos
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e na˜o parame´tricos, ana´logo ao apresentado para a empresa Toyota, para os log
retornos para a empresa Gol.
Histograma dos Log retornos − Gol
Log Retornos








Figura 4.10: Histograma e curvas- Log Retornos - Gol
A partir da ana´lise das figuras 4.9 e 4.10, percebemos que os conjuntos de dados
univariados na˜o devem se ajustar bem a` distribuic¸a˜o normal e, tambe´m, apresentam
certa massa de probabilidade nas caudas, indicando um poss´ıvel melhor ajuste com
distribuic¸o˜es de cauda pesada.
Dada a indicac¸a˜o apresentada no para´grafo anterior, procederemos com o ajuste
dos conjuntos univariados de dados com distribuic¸o˜es de cauda pesada por meio de
blocos ma´ximos, como apresentado na sec¸a˜o 1.3.4. Utilizando n igual a 28 obser-
vamos a seguinte representac¸a˜o gra´fica para os blocos ma´ximos referentes aos log
retornos dos valores de fechamento das ac¸o˜es da empresa Toyota.
Na figura 4.12, observamos o histograma dos blocos ma´ximos para os valores de
fechamento para as ac¸o˜es da empresa Gol.
Observando um poss´ıvel bom ajuste dos dados univariados com distribuic¸o˜es de
cauda pesada, procederemos o ajuste dos dados com distribuic¸o˜es desse tipo. Utili-
zamos os me´todos da ma´xima verossimilhanc¸a e o me´todo dos momentos ponderados
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Figura 4.11: Histograma dos ma´ximos - Toyota












Figura 4.12: Histograma dos ma´ximos - Gol
para estimar os paraˆmetros das distribuic¸o˜es.
A partir desses ajustes, obtivemos os seguintes diagno´sticos gra´ficos, presentes
nas figuras 4.13 e 4.14, para as distribuic¸o˜es de cauda pesada para a empresa Toyota:
ajuste por ma´xima verossimilhanc¸a e momentos ponderados, respectivamente.
Nas Figuras 4.15 e 4.16, apresentamos os diagno´sticos gra´ficos para o ajuste feito





































































































































































































































































































































































































Figura 4.15: Diagno´sticos gra´ficos - Ma´xima Verossimilhanc¸a - Gol
A partir da ana´lise dos diagno´sticos gra´ficos, percebemos um bom ajuste dos
dados com distribuic¸o˜es de cauda pesada.































































































































Figura 4.16: Diagno´sticos gra´ficos - Momentos Ponderados - Gol












Figura 4.17: Ajustes - Dados Toyota - GEV(0,3157;0,0230;0,0091);
GEV(0,3103;0,0230; 0,0092), Ma´xima Verossimilhanc¸a e Momentos Pondera-
dos, respectivamente.
Na Figura 4.18, apresentamos o histograma dos blocos ma´ximos para os dados
referentes a` Gol e as curvas referentes aos ajustes realizados.
Novamente, observamos um bom ajuste dos dados a` distribuc¸o˜es de cauda pesada
com os valores estimados, por ambos os me´todos.
A partir do resultado acima, passamos ao pro´ximo passo, que consiste na ana´lise












Figura 4.18: Ajustes - Dados Gol - GEV(0,2837;0,0508;0,0241) ;
GEV(0,4074;0,0495;0,0217), Ma´xima Verossimilhanc¸a e Momentos Ponderados,
respectivamente.
os pares de observac¸o˜es que podem ser utilizados na ana´lise. Em termos pra´ticos,
devemos levar em considerac¸a˜o apenas os dados referentes aos dias nos quais existem
tanto observac¸o˜es para os valores de fechamento da Toyota quanto observac¸o˜es para
os valores de fechamento da Gol.
Faz-se necessa´rio apresentar algumas estat´ısticas descritivas referente aos log
retornos dos dados que sera˜o utilizados. Na Tabela 4.3 apresentamos algumas es-
tat´ıtiscas descritivas dos log retornos para os dados referentes a` empresa Toyota.
Tabela 4.3: Estat´ısticas Descritivas - Log Retornos - Toyota
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
-0,1325000 -0,0091710 0,0001905 -0,0001168 0,0087500 0,1806000
Ao passo que na Tabela 4.4 apresentamos algumas estat´ısticas descritivas dos log
retornos para os dados referentes a` Gol.
Tabela 4.4: Estat´ısticas Descritivas - Log Retornos - Gol
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
-0,3646000 -0,195200 0,0011360 0,0004569 0,0210600 0,6976000
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Inicialmente, observamos na Figura 4.19 a representac¸a˜o gra´fica dos log retornos











































































 Scatter Plot − Log Retornos Máximos Toyota v.s. Log Retornos Máximos Gol














Figura 4.19: Scatter Plot - Log Retornos Ma´ximos Toyota v.s. Log Retornos
Ma´ximos Gol
Observando a Figura 4.20, procederemos com o ajuste de co´pulas extremais para
o vetor bivariado dos retornos ma´ximos em ana´lise, sejam elas Co´pula de Gumbel,
Co´pula de Galambos e Co´pula de Husler - Reiss. Para fins dida´ticos e comparativos,
tambe´m ajustaremos a co´pula Independeˆncia. Para as distribuic¸o˜es marginais, GEV,
como observado na expressa˜o (1.31), atribu´ımos aos paraˆmetros os valores encontra-
dos nos me´todos de estimac¸a˜o acima apresentados, sejam ξ = 0, 3157;µ = 0, 0230 e
σ = 0, 0091 para os dados referentes a` empresa Toyota, e ξ = 0, 2832;µ = 0, 0508 e
σ = 0, 0241 para os dados referentes a` Gol.
Na Figura 4.20, apresentamos amostras de pares para as co´pulas citadas no
para´grafo anterior com as distribuic¸o˜es marginais univariadas apresentadas.
Para as treˆs famı´lias de co´pulas ajustadas e apresentadas na figura 4.20, obser-
vamos os seguintes valores para os paraˆmetros de cada famı´lia:




























































































































































































































































































































































































































Figura 4.20: Amostras de Co´pulas Ajustadas
2 Co´pula de Husler Reiss, θ = 1, 0648;
3 Co´pula de Galambos, θ = 0, 6611.
Ha´ indicativos gra´ficos de que as co´pulas de Gumbel e de Galambos foram aque-
las que melhor se ajustaram quando comparadas com a estrutura de depeˆndencia
observada no Scatter Plot da Figura 4.19. Procederemos com um teste bootstrap pa-
rame´trico de qualidade de ajuste dispon´ıvel no software R, denominado gofCopula(),
que apresentou os resultados presentes na Tabela 4.5.
Tabela 4.5: Teste de Qualidade de Ajuste - Co´pulas Extremais
Co´pula Estat´ıstica do Teste p-valor
Gumbel 0,0175 0,6731
Galambos 0,0217 0,2885
Husler - Reiss 0,0121 0,8654
Observando os valores presentes na Tabela 4.5 observamos que as 3 co´pulas
ajustadas apresentam evideˆncias que podem ajustar os dados em ana´lise.
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Com o objetivo de utilizar a expressa˜o (2.15) para o coˆmputo do VaR, precisamos
discretizar os dados em questa˜o. Procederemos de forma ana´loga ao presente no
Apeˆndice A e na sec¸a˜o de simulac¸a˜o presente neste cap´ıtulo.
Na Figura 4.21, apresentamos o histograma dos blocos ma´ximos observados e
o histograma dos blocos ma´ximos discretizados para as ac¸o˜es referentes a` empresa
Toyota.




























Figura 4.21: Histograma - Blocos Ma´ximos - Observados e Discretizados - Toyota
A representac¸a˜o gra´fica definida acima para os dados referentes a` Gol pode ser
observada na Figura 4.22.
























Figura 4.22: Histograma - Blocos Ma´ximos - Observados e Discretizados - Gol
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Apo´s discretizar os dados, procederemos com a utilizac¸a˜o da expressa˜o (2.15) a
fim de obter estimativas para a func¸a˜o de distribuic¸a˜o para a soma das varia´veis
aleato´rias em questa˜o. Utilizamos a co´pula de Galambos e a co´pula de Gumbel
ajustadas para obter os resultados referentes aos dados reais observados na amostra
em ana´lise, sejam eles, a probabilidade estimada a partir da expressa˜o (2.15), o
estimador emp´ırico da probablidade para o conjuntos dos dados e o erro absoluto
referente a` diferenc¸a entre essas duas quantidades. Os resultados sa˜o apresentados
no Apeˆndice B ao final desse trabalho.
Na Figura 4.23 apresentamos, em uma espe´cie de QQ-Plot, a representac¸a˜o






































































































































Figura 4.23: QQ-Plot - Resultados obtidos com a expressa˜o (2.15) e resultados
emp´ıricos.
A partir das informac¸o˜es encontradas, foi poss´ıvel gerar um grid de valores e, as-
sim, encontrar o valor para o VaR para 90% e 95% para a soma dos dados em ana´lise.
Na tabela 4.6 encontramos os valores citados, utilizando a co´pula de Galambos.
A fim de verificarmos a importaˆncia desse ferramental, apresentamos nas tabelas
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4.6 e 4.7 uma coluna com os resultados que seriam encontrados caso fosse utilizada
a abordagem de comonoticidade (V aR(X + Y ) = V aRX + V aRY )entre as varia´veis
aleato´rias, conforme observado na pa´gina 9.
Tabela 4.6: VaR - Co´pula de Galambos
Quantil Procurado Quantil Encontrado V aRX+Y V aRX + V aRY
0,9 0,90044 0,191 0,76848
0,95 0,95016 0,262 0,82431
Na tabela 4.7, encontramos os valores para o VaR, utilizando a co´pula de Gumbel
como ajuste.
Tabela 4.7: VaR - Co´pula de Gumbel
Quantil Procurado Quantil Encontrado V aRX+Y V aRX + V aRY
0,9 0,90033 0,191 0,76848
0,95 0,95018 0,262 0,82431
A partir dessas informac¸o˜es podemos inferir que o VaR, para os log retornos
referentes aos valores de fechamentos das ac¸o˜es em questa˜o, ao n´ıvel de 95% de
significaˆncia, e´ de aproximadamente de 0,262. Ou seja, o valor ma´ximo de log
retorno esperado para o horizonte de tempo em questa˜o e´ de 0,262.
A partir das comparac¸o˜es entre as tabela 4.6 e 4.7 percebemos que o ajuste
da dependeˆncia existente entre as varia´veis e´ de extrema importaˆncia pois, na˜o
necessariamente, varia´veis aleato´rias dessa natureza sa˜o comonotoˆnicas, e assumir a
premissa de comonoticidade acarreta em um ca´lculo na˜o apropriado para o VaR.
A fim de observamos outro cena´rio para a depeˆndencia existente entre va´riaveis
em um vetor bidimensional, utilizaremos a mesma abordagem para outro par de
empresas. Para isso, obtivemos, por meio do servidor dispon´ıvel no software R,
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dados referentes ao valor de fechamento de ac¸o˜es da empresa Microsoft e de ac¸o˜es
da empresa Coca-Cola, no per´ıodo de 01/07/2007 a 01/07/2010.
Na Figura 4.24, apresentamos graficamente a variac¸a˜o do valor de fechamento
das ac¸o˜es da empresa Microsoft ao longo do pe´riodo dispon´ıvel para a ana´lise.






Preço de fechamento das ações da Microsoft
Figura 4.24: Variac¸a˜o temporal - Valor de fechamento Microsoft
A seguir, na Figura 4.25, apresentamos graficamente a variac¸a˜o do valor de fe-
chamento das ac¸o˜es da Coca-Cola ao longo do pe´riodo dispon´ıvel para a ana´lise.







Preço de fechamento das ações da Coca−Cola
Figura 4.25: Variac¸a˜o temporal - Valor de fechamento Coca-Cola
Em seguida, procederemos com a definic¸a˜o de retornos simples e o ca´lculo dessas
quantidades para os dados em ana´lise. A quantidade retorno simples e´ definida da
seguinte forma:
Definic¸a˜o 4.2 (Retorno Simles)
O retorno simples, r, e´ definido como:
ri = vf i − vf i−1, i = 2, . . . , n. (4.2)
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em que vf i corresponde ao valor de fechamento do valor da ac¸a˜o no i-e´simo dia.
Para os dados referentes a` empresa Microsoft, observamos, na Figura 4.26, a
seguinte representac¸a˜o gra´fica para os retornos simples.






















Figura 4.26: Retorno simples- Microsoft
Os retornos simples referentes a` Coca-Cola esta˜o representados na Figura 4.27.




















Figura 4.27: Retornos simples - Coca-Cola
A fim de estudar o comportamento das distribuic¸o˜es em ana´lise para, em seguida,
ajustar as distribuic¸o˜es para o modelo que melhor se ajuste aos dados, observamos
graficamente a relac¸a˜o entre o histograma retornos simples e a distribuic¸a˜o normal,
tendo como paraˆmetros a me´dia e a variaˆncia dos dados observados e um ajuste na˜o
parame´trico para os dados. Na Figura 4.28, apresentamos o histograma dos retornos
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simples para a Mcrosoft e as distribuic¸o˜es ajustadas anteriormente citadas.
Histograma dos Retorno Simples − Microsoft
Retorno Simpless















Figura 4.28: Histograma e curvas- Retornos simples - Microsoft
Na figura 4.29, apresentamos a representac¸a˜o gra´fica dos ajustes parame´tricos e
na˜o parame´tricos, ana´logo ao apresentado para a empresa Microsoft, para os retornos
simples para a empresa Coca-Cola.
Histograma dos Retorno Simples − Coca−Cola
Retorno Simpless













Figura 4.29: Histograma e curvas- Retornos simples - Coca-Cola
A partir da ana´lise das figuras 4.28 e 4.29, percebemos que os conjuntos de dados
univariados na˜o devem se ajustar bem a` distribuic¸a˜o normal e, tambe´m, apresentam
certa massa de probabilidade nas caudas, nos indicando um poss´ıvel melhor ajuste
com distribuic¸o˜es de cauda pesada.
Dada a indicac¸a˜o apresentada no para´grafo anterior, procederemos com o ajuste
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dos conjuntos univariados de dados com distribuic¸o˜es de cauda pesada por meio de
blocos ma´ximos, como apresentado na sec¸a˜o 1.3.4. Utilizando n igual a 5 observamos
a seguinte representac¸a˜o gra´fica para os blocos ma´ximos referentes aos retornos
simples dos valores de fechamento das ac¸o˜es da empresa Microsoft.















Figura 4.30: Histograma dos ma´ximos - Microsoft
Na Figura 4.31, observamos o histograma dos blocos ma´ximos para os valores de
fechamento para as ac¸o˜es da empresa Coca-Cola.
Observando um poss´ıvel bom ajuste dos dados univariados com distribuic¸o˜es de
cauda pesada, procederemos o ajuste dos dados com distribuic¸o˜es desse tipo. Utili-
zamos os me´todos da ma´xima verossimilhanc¸a e o me´todo dos momentos ponderados
para estimar os paraˆmetros das distribuic¸o˜es.
A partir desses ajustes, obtivemos os seguintes diagno´sticos gra´ficos, presentes
nas figuras 4.32 e 4.33, para as distribuic¸o˜es de cauda pesada para a empresa Micro-
soft: ajuste por ma´xima verossimilhanc¸a e momentos ponderados, respectivamente.
A seguir, nas figuras 4.34 e 4.35, apresentamos os diagno´sticos gra´ficos para o
ajuste feito com os blocos ma´ximos dos retornos simples do valor de fechamento das
ac¸o˜es da empresa Coca-Cola.
102


















































































































































































l l l l



























Figura 4.32: Diagno´sticos gra´ficos - Ma´xima Verossimilhanc¸a - Microsoft
A partir da ana´lise dos diagno´sticos gra´ficos, percebemos um bom ajuste dos
dados com distribuic¸o˜es de cauda pesada.
Para comparar os ajustes por cada me´todo, apresentamos, a Figura 4.36, o histo-
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Figura 4.35: Diagno´sticos gra´ficos - Momentos Ponderados - Coca-Cola
Na Figura 4.37, apresentamos o histograma dos blocos ma´ximos para os dados
referentes a` Coca-Cola e as curvas referentes aos ajustes realizados.















Figura 4.36: Ajustes - Dados Microsoft - GEV(0,1198; 0,3991; 0,3223); GEV(0,1010;
0,4009; 0,3290), Ma´xima Verossimilhanc¸a e Momentos Ponderados, respectivamente.
Coca−Cola
Retorno Simples Máximos















Figura 4.37: Ajustes - Dados Coca-Cola - GEV(0,0235; 0,5862; 0,4413) ; GEV(-
0,0033; 0,5912; 0,4517), Ma´xima Verossimilhanc¸a e Momentos Ponderados, respec-
tivamente.
bivariada dos conjuntos de dados. Para tal, faz-se necessa´rio compreender e definir
os pares de observac¸o˜es que podem ser utilizados na ana´lise. Em termos pra´ticos,
devemos levar em considerac¸a˜o apenas os dados referentes aos dias nos quais existem
tanto observac¸o˜es para os valores de fechamento da Microsoft quanto observac¸o˜es
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para os valores de fechamento da Coca-Cola.
Faz-se necessa´rio apresentar algumas estat´ısticas descritivas referente aos retor-
nos simples dos dados que sera˜o utilizados. Na Tabela 4.8 apresentamos algumas
estat´ıtiscas descritivas dos retornos simples para os dados referentes a` empresa Mi-
crosoft.
Tabela 4.8: Estat´ısticas Descritivas - Retornos Simples - Microsoft
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
-4.000000 -0.290000 0.000000 0.009086 0.320000 2.390000
Ao passo que na Tabela 4.9 apresentamos algumas estat´ısticas descritivas dos
retornos simples para os dados referentes a` Coca-Cola.
Tabela 4.9: Estat´ısticas Descritivas - Retornos Simples - Coca-Cola
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
-5.760000 -0.390000 -0.030000 0.003801 0.435000 4.110000
Inicialmente, observamos na figura 4.38 a representac¸a˜o gra´fica dos retornos sim-















































































































































 Scatter Plot − Retorno Simpless Máximos Microsoft v.s. Retorno Simpless Máximos Coca−Cola



















Figura 4.38: Scatter Plot - Retornos Simples Ma´ximos Microsoft v.s. Retornos
Simples Ma´ximos Coca-Cola
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Observando a figura 4.39, procederemos com o ajuste de co´pulas extremais para
o vetor bivariado dos retornos ma´ximos em ana´lise, sejam elas Co´pula de Gumbel,
Co´pula de Galambos e Co´pula de Husler - Reiss. Para fins dida´ticos e comparativos,
tambe´m ajustaremos a co´pula Independeˆncia. Para as distribuic¸o˜es marginais, GEV,
como observado na expressa˜o (1.31), atribu´ımos aos paraˆmetros os valores encontra-
dos nos me´todos de estimac¸a˜o acima apresentados, sejam ξ = 0, 1198;µ = 0, 3991 e
σ = 0, 3223 para os dados referentes a` empresa Microsoft, e ξ = 0, 0235;µ = 0, 5862
e σ = 0, 4413 para os dados referentes a` Coca-Cola.
Na Figura 4.39, apresentamos amostras de pares paras as co´pulas citadas no
























































































































































































































































































































































































































































































































































































































































Figura 4.39: Amostras de Co´pulas Ajustadas
Para as treˆs famı´lias de co´pulas ajustadas e apresentadas na figura 4.39, obser-
vamos os seguintes valores para os paraˆmetros de cada famı´lia:
1 Co´pula de Gumbel, θ = 1, 5788;
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2 Co´pula de Husler Reiss, θ = 1, 2992;
3 Co´pula de Galambos, θ = 0, 8558.
Ha´ indicativos de que as co´pulas de Galambos e Gumbel foram as que que melhor
ajustaram quando comparadas com a estrutura de depeˆndencia observada no Scatter
Plot da Figura 4.39. Procederemos com um teste bootstrap parame´trico de qualidade
de ajuste dispon´ıvel no software R, denominado gofCopula(), que apresentou os
resultados presentes na Tabela 4.10.
Tabela 4.10: Teste de Qualidade de Ajuste - Co´pulas Extremais
Co´pula Estat´ıstica do Teste p-valor
Gumbel 0,0073 0,9808
Galambos 0,0051 0,9808
Husler - Reiss 0,0162 0,4808
Observando os valores presentes na Tabela 4.10 temos evideˆncias de que as 3
co´pulas ajustadas podem ser utilizadas para ajustar a dependeˆncia existente entre
as varia´veis em ana´lise.
Com o objetivo de utilizar a expressa˜o (2.15) para o computo do VaR, precisamos
discretizar os dados em questa˜o. Procederemos de forma ana´loga ao presente no
Apeˆndice A e na sec¸a˜o de simulac¸a˜o presente neste cap´ıtulo.
Na figura 4.40, apresentamos o histograma dos blocos ma´ximos observados e o
histograma dos blocos ma´ximos discretizados para as ac¸o˜es referentes a` empresa
Microsoft.
Apo´s discretizar os dados, procederemos com a utilizac¸a˜o da expressa˜o (2.15) a
fim de obter estimativas para a func¸a˜o de distribuic¸a˜o para a soma das varia´veis
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Figura 4.40: Histograma - Blocos Ma´ximos - Observados e Discretizados - Microsoft
aleato´rias em questa˜o. Utilizamos a co´pula de Galambos, de Gumbel e de Hus-
ler - Reiss ajustadas para obter os resultados referentes aos dados reais observados
na amostra em ana´lise, sejam eles, a probabilidade estimada a partir da expressa˜o
(2.15), o estimador emp´ırico da probablidade para o conjuntos dos dados e o erro
absoluto referente a` diferenc¸a entre essas duas quantidades. Os resultados sa˜o apre-
sentados no Apeˆndice B ao final desse trabalho.
Na Figura 4.41 apresentamos, em uma espe´cie de QQ-Plot, a representac¸a˜o
















































































































































































































































































Figura 4.41: QQ-Plot - Resultados obtidos com a expressa˜o (2.15) e resultados
emp´ıricos.
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A partir das informac¸o˜es encontradas, foi poss´ıvel gerar um grid de valores e, as-
sim, encontrar o valor para o VaR para 90% e 95% para a soma dos dados em ana´lise.
Na tabela 4.11 encontramos os valores citados, utilizando a co´pula de Galambos.
A fim de verificarmos a importaˆncia desse ferramental, acrescentamos uma co-
luna com os resultados que seriam encontrados caso fosse utilizada a abordagem de
comonoticidade entre as varia´veis aleato´rias(V aRX+Y = V aRX + V aRY ), conforme
observado na pa´gina 9.
Tabela 4.11: VaR - Co´pula de Galambos
Quantil Procurado Quantil Encontrado V aRX+Y V aRX + V aRY
0,9 0,9036297 3 2,83775
0,95 0,9524432 4 3,49285
Na tabela 4.12, encontramos os valores para o VaR, utilizando a co´pula de Gum-
bel como ajuste.
Tabela 4.12: VaR - Co´pula de Gumbel
Quantil Procurado Quantil Encontrado V aRX+Y V aRX + V aRY
0,9 0,9039674 3 2,83775
0,95 0,9524787 4 3,49285
Na tabela 4.13, encontramos os valores para o VaR, utilizando a co´pula de Husler
- Reiss como ajuste.
Tabela 4.13: VaR - Co´pula de Husler - Reiss
Quantil Procurado Quantil Encontrado V aRX+Y V aRX + V aRY
0,9 0,9033063 3 2,83775
0,95 0,9524198 4 3,49285
A partir dessas informac¸o˜es podemos inferir que o VaR, para os log retornos
referentes aos valores de fechamentos das ac¸o˜es em questa˜o, ao n´ıvel de 95% de
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significaˆncia, e´ de aproximadamente de 4 do´lares. Ou seja, a pior perda esperada,
em termos dos retornos simples, para o horizonte de tempo em questa˜o e´ de 4 do´lares.
A partir das comparac¸o˜es entre as tabelas 4.11, 4.12 e 4.13 percebemos que o
ajuste da dependeˆncia existente entre as varia´veis e´ de extrema importaˆncia pois, na˜o
necessariamente, varia´veis aleato´rias dessa natureza sa˜o comonotoˆnicas, e assumir a
premissa de comonoticidade acarreta em um ca´lculo na˜o apropriado para o VaR.
Os dois pares de varia´veis aleato´rias apresentam dois cena´rios distintos que re-
velam a importaˆncia do ajuste da dependeˆncia entre varia´veis aleato´rias. Para o
caso dos dados referentes ao vetor formado pelos dados referentes a` Toyota e a Gol
observamos que o valor encontrado com a utilizac¸a˜o do V aR por meio da func¸a˜o de
distribuic¸a˜o da soma foi inferior ao valor encontrado caso fosse utilizada a aborda-
gem de V aRX + V aRY , caracter´ıstica denominada subaditividade. Ja´ no caso do
vetor aleato´rio formado pelas dados referentes a`s ac¸o˜es da Microsoft e da Coca-Cola
o valor encontrado para o V aR por meio da func¸a˜o de distribuic¸a˜o da soma foi
inferior ao valor encontrado caso fosse utilziada a abordagem de V aRX +V aRY , ca-
racter´ıstica denominada superaditividade. Assim, e´ de grande importaˆncia o ajuste
da dependeˆncia entre varia´veis aleato´rias referentes a um certo portifo´lio, pois, ao as-
sumirmos a comonoticidade entre as varia´veis formadoras de um certo portifo´lio essa
premissa pode levar a valores de V aR que na˜o correspondem a` realidade observada
no comportamento das varia´veis aleato´rias em ana´lise.
Portanto, a partir desses resultados, constatamos que podemos, por meio do fer-
ramental apresentado, calcular os valores para a func¸a˜o de distribuic¸a˜o da soma de
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varia´veis aleato´rias na˜o necessariamente independentes (P (X + Y ≤ t)), apresenta-
dos no Apeˆndice B e, a partir desses valores, e´ poss´ıvel determinar quaisquer quantis
desejados, ou seja, calcular o VaR para essa soma.
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Conclusa˜o
Para concluirmos o presente estudo, apresentaremos um detalhamento dos resultados
encontrados para os objetivos, bem como as recomendac¸o˜es para futuras pesquisas
sobre o tema.
Para o coˆmputo do VaR, foram estudadas a teoria acerca do conceito de co´pulas,
a teoria relacionada a distribuic¸o˜es de valores extremos, a relac¸a˜o da co´pula com
a func¸a˜o de distribuic¸a˜o para a soma de varia´veis aleato´rias na˜o necessariamente
independentes e a ferramenta de discretizac¸a˜o de varia´veis aleato´rias cont´ınuas.
Utilizando todos os aspectos teo´ricos apresentados neste trabalho, conseguimos
obter avanc¸os relevantes para o coˆmputo da func¸a˜o de distribuic¸a˜o para a soma
de varia´veis aleato´rias na˜o necessariamente independentes. Devido ao fato de ter-
mos unido diferentes vertentes de ana´lise para que obtive´ssemos eˆxito nos objetivos
propostos para este trabalho, fez-se necessa´rio analisar e verificar a importaˆncia e
o comportamento de cada ferramenta proposta para que pude´ssemos alcanc¸ar os
objetivos deste trabalho.
Inicialmente, nos dedicamos a` ana´lise da teoria de co´pula para que con-
segu´ıssemos ajustar e captar a depeˆndencia existente entre varia´veis aleato´rias, a
fim de avanc¸armos na ana´lise multivariada de varia´veis aleato´tias na˜o necessaria-
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mente independentes, essa ja´ bastante estudada e aceita em ana´lises para estudos
de dimenso˜es superiores a 1.
Ja´ possuindo o ferramental necessa´rio para a ana´lise multivariada, apresenta-
mos um arcabouc¸o te´orico que a conjuga, por meio de co´pulas, com a func¸a˜o de
distribuic¸a˜o para a soma de varia´veis aleato´rias. Nesse ponto, observamos certa
dificuldade para o coˆmputo dessa func¸a˜o de distribuic¸a˜o, assim, procedemos com
alguns casos espec´ıficos que ajudaram a compreender a forc¸a e a importaˆncia dessa
ferramenta. Como observado, na˜o e´ trivial o ca´lculo para o caso geral de varia´veis
aleato´rias cont´ınuas. Contudo, apresentamos que, para o caso discreto, e´ poss´ıvel
obter a func¸a˜o de distribuic¸a˜o almejada a partir de algumas transformac¸o˜es (discre-
tizac¸o˜es) relativamente simples de serem realizadas.
Tendo em vista esse potencial resultado, apresentamos o processo de discretizac¸a˜o
para uma varia´vel aleato´ria cont´ınua. A partir desses resultados, conseguimos cons-
truir um processo para o coˆmputo da func¸a˜o de distribuic¸a˜o para a soma de varia´veis
aleato´rias na˜o necessariamente independentes.
A fim de corroborarmos os resultados encontrados, apresentamos alguns resulta-
dos teo´ricos e simulados. Dessa forma, utilizamos a expressa˜o (2.15) para o coˆmputo
da func¸a˜o de distribuic¸a˜o para varia´veis aleato´rias discretas e independentes, o qual
apresentou resultado aceita´vel e, assim, prosseguimos com a ana´lise do ferramental
proposto.
Realizamos simulac¸o˜es com varia´veis aleato´rias cont´ınuas e na˜o necessariamente
independentes, com o objetivo de corroborar o resultado obtido com dados reais.
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Essa simulac¸a˜o apresentou resultado satisfato´rio, o que nos permitiu proceder com
a utilizac¸a˜o do processo proposto para dados reais.
Por fim, utilizamos dados reais referentes a valores de fechamento de ac¸o˜es de em-
presas. Realizamos todo o processo de ana´lise para um cena´rio bidimensional, desde
o ajuste univariado para os valores de fechamento de cada empresa, encontrando dis-
tribuic¸o˜es de valores extremos como as que melhor se ajustaram aos dados; ajuste
de co´pulas parame´tricas para a dependeˆncia entre as varia´veis em estudo, no qual
as co´pulas extremais apresentaram melhor resultado; a discretizac¸a˜o das varia´veis,
tendo em vista os pressupostos necessa´rios para a utilizac¸a˜o da expressa˜o (2.15); e,
por fim, o coˆmputo do VaR, com diferentes n´ıveis para os retornos simples relacio-
nados ao vetor aleato´rio em estudo.
O resultado encontrado para o VaR apresenta avanc¸o para o ca´lculo dessa quan-
tidade quando do cena´rio de varia´veis aleato´rias na˜o necessariamente independen-
tes. Verificamos resultados bidimensionais e com algumas restric¸o˜es teo´ricas, pore´m,
essa ana´lise na˜o esta´ circunstanciada a duas empresas (ana´lise bidimensional), enta˜o
ana´lises futuras para dimenso˜es superiores a 2 podem gerar resultados ainda mais
u´teis no ca´lculo do VaR em cena´rios reais e aplicados a outros tipos de riscos.
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Apeˆndice A
Na equac¸a˜o (2.15) do Cap´ıtulo 2, apresentamos uma expressa˜o relativamente simples
para a distribuic¸a˜o da soma de varia´veis aleato´rias, na˜o necessariamente indepen-
dentes. Pore´m, em muitos casos, os modelos cont´ınuos ajustam de maneira mais
adequada dados relativos a perdas, reseguros, entre outras varia´veis que se enquan-
dram na abordagem do ca´lculo do VaR.
Dado (2.15) e da melhor adequac¸a˜o dos modelos cont´ınuos para o foco deste
trabalho, podemos utilizar uma ferramenta de discretizac¸a˜o de alguns modelos
cont´ınuos para a sua posterior utilizac¸a˜o no ca´lculo mais preciso da distribuic¸a˜o
da soma de varia´veis aleato´rias na˜o necessariamente independentes.
O processo de discretizac¸a˜o e´ simples e pode ser compreendido da seguinte forma.
Seja X ∼ FX com FX cont´ınua. A partir disso, podemos escolher a magnitude da
discretizac¸a˜o, ou seja, a amplitude da diferenc¸a entre dois valores subsequentes obser-
vados na amostra, sejam elas: unita´ria, em passos decimais, em passos centesimais,
dentre outros. Consideremos T a varia´vel aleato´ria discretizada de X. Assim, temos:
P (T = xi) = FX(xi)− FX(xi − 1), xi = min{xi}, . . . (3)
para o caso de discretizac¸a˜o unita´ria. Ja´ para o caso da discretizac¸a˜o decimal, temos:
P (T = xi) = FX(xi)− FX(xi − 0.1), xi = min{xi}, . . . . (4)
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Em termos pra´ticos, quando possu´ımos uma amostra de certa populac¸a˜o, pri-
meiro constru´ımos um grid de valores discretos esperados, (min{xi},min{xi} +
1,min{xi} + 2 . . .) = (t[1], t[2], . . .) para a discretizac¸a˜o unita´ria. Para a discre-
tizac¸a˜o decimal, utilizamos (min{xi},min{xi}+0.1,min{xi}+0.2 . . .) = (t[1], t[2], . . .).
Enta˜o, o segundo passo e´ o ca´lculo da func¸a˜o de distribuic¸a˜o acumulada para esses
valores, (Fx(t[1]), FX(t[2]), . . .). Assim, para determinarmos os valores discretizados
de uma amostra observamos a seguinte regra:
ti =

0, se, FX(xi) ≤ FX(t[1])
t[1], se FX(t[1]) ≤ FX(xi) < FX(t[2]),
t[2], se FX(t[2]) ≤ FX(xi) < FX(t[3]),
t[3], se FX(t[3]) ≤ FX(xi) < FX(t[4]),
...
Utilizando o fato de que T ∼ FT , FT (T ) = U ⇔ T = F−1T (U), podemos usar o
algoritmo abaixo para determinar uma amostra aleato´ria para a varia´vel em questa˜o.
1. Gerar U1 ∼ U(0, 1) ;
2.
• U1 ∈ [FT (i), FT (i+ 1))⇒ T1 = FT (U1) = i, i = 1, 2, . . .;
• U1 ∈ [0, FT (1))⇒ T1 = 0.
Para a utilizac¸a˜o pra´tica desse algoritmo e´ importante observar que
FX(T ) = FT (t)⇒ F−1T (t) = F−1X (x) (5)
A partir dos passos apresentados, realizaremos discretizac¸o˜es unita´rias para al-
guns modelos de varia´veis aleato´rias cont´ınuas.
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Modelo Weibull
Com o objetivo de utilizar a abordagem especificada na introduc¸a˜o deste apeˆndice,
procederemos com a determinac¸a˜o de alguns modelos discretizados para determina-
dos modelos cont´ınuos que sa˜o amplamente utilizados no escopo deste trabalho.
Inicialmente, observamos no trabalho de T. Nakagawa e S. Osaki(1975) a discre-
tizac¸a˜o da distribuic¸a˜o cont´ınua Weibull. Esse procedimento pode ser reapresentado
da seguinte maneira.
Seja X ∼ Weibull(α, β) em que
P (X ≤ x) = FX(x) = 1− e−βxα . (6)
Enta˜o, um modelo discreto gerado por X e´ dado por T = dXc,
P (T = t) = P (X > t− 1)− P (X > t)
= e−β(t−1)
α − e−β(t)α . (7)
Dessa maneira, a func¸a˜o de distribuic¸a˜o acumulada de T e´ dada por
FT (t) =

0 , t < 1;
1− e−β , 1 ≤ t < 2;
1− e−β2α , 2 ≤ t < 3;
...





0 , t < 1;
1− e−βtα , t = 1, 2, 3, . . .
A partir da obtenc¸a˜o da expressa˜o relacionada a` func¸a˜o de distribuic¸a˜o acu-
mulada para a varia´vel aleato´ria discretizada Weibull, podemos gerar amostras
aleato´rias dessa nova varia´vel aleato´ria apresentada.
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Na figura 43, observamos a representac¸a˜o gra´fica da func¸a˜o densidade de proba-
bilidade para quatro poss´ıveis conjuntos de paraˆmetros.
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α = 1.5 β = 1
α = 5 β = 1.5
α = 2 β = 0.5
α = 4 β = 0.1
Figura 42: Func¸a˜o densidade de probabilidade - Weibull
Ja´ na figura 44, observamos a representac¸a˜o gra´fica da func¸a˜o de probabilidade






































α = 1.5 β = 1
α = 5 β = 1.5
α = 2 β = 0.5
α = 4 β = 0.1
Figura 43: Func¸a˜o de probabilidade - Weibull Discretizada
Podemos utilizar um ferramental que permita a estimac¸a˜o dos paraˆmetros da
distribuic¸a˜o discretizada por meio da ma´xima verossimilhanc¸a.
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Para uma amostra X1, . . . , Xn de X ∼ dWeibull(α, β)c, temos a seguinte veros-
similhanc¸a:
L(α, β) = P (X = x1) · · ·P (X = Xn)
= [e−β(x1−1)
α − e−β(x1)α ] · · · [e−β(xn−1)α − e−β(xn)α ].





α − e−β(xi)α ]
em que θ e´ o vetor de paraˆmetros a serem estimados, θ = (α, β) e θˆ =
argmaxα,βL(α, β).
Apo´s a utilizac¸a˜o da abordagem da ma´xima verossimilhanc¸a para a estimac¸a˜o dos
paraˆmetros em questa˜o, podemos, gerar um grande nu´mero de amostras e utilizar
como estimadores para esses paraˆmetros a me´dia dos valores obtidos das estimativas
em cada amostra utilizada.
Na Tabela 14, sa˜o apresentados os conjuntos de poss´ıveis paraˆmetros, as esti-
mativas para os paraˆmetros, utilizando a metodologia apresentada acima, e os seus
respectivos erros padra˜o.
Tabela 14: Paraˆmetros, Estimativas e Erros Padra˜o - Weibull
α β Estimativa α Estimativa β Erro Padra˜o α Erro Padra˜o β
1,5 1 1,5009 1,0184 0,2077 0,1442
5 1,5 3,7297 1,5073 0,2467 0,1822
2 0,5 2,0394 0,5013 0,1906 0,0722
4 0,1 4,0933 0,1012 0,5286 0,0341
Nas figuras 45, 46, 47 e 48, podem-se observar as representac¸o˜es gra´ficas dos
ajustes obtidos com as estimativas acima apresentadas e o histograma de uma das
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100 amostras encontradas a partir do algoritmo de gerac¸a˜o de varia´veis aleato´rias
mencionado no in´ıcio desse apeˆndice.




























Figura 44: Ajuste e Weibull Discretizada (1,5;1)





















Figura 45: Ajuste e Weibull Discretizada (5;1,5)
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Figura 46: Ajuste e Weibull Discretizada (2;0,5)






























Figura 47: Ajuste e Weibull Discretizada (4;0,1)
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Modelo Pareto
De forma ana´loga a` apresentada para o modelo Weibull, podemos, tambe´m, realizar
o mesmo processo para outras importantes distribuic¸o˜es.






modelo discreto gerado por X e´ dado por T = dXc, com
P (T = t) = P (X > t− 1)− P (X > t) (8)
=
( β
β + t− 1




Dessa maneira, a func¸a˜o de distribuic¸a˜o acumulada de T e´ dada por
FT (t) =



















0 , t < 1;
1− e−βtα , t = 1, 2, 3, . . .
Isto posto, tambe´m e´ poss´ıvel gerar amostras aleato´rias de um modelo Pareto
discretizado com paraˆmetros α e β.
Na figura 49, observamos a representac¸a˜o gra´fica da func¸a˜o densidade de proba-
bilidade para quatro poss´ıveis conjuntos de paraˆmetros.
Ja´ na figura 50, observamos a representac¸a˜o gra´fica da func¸a˜o de probabilidade
























α = 1.5 β = 1
α = 5 β = 1.5
α = 2 β = 0.5
α = 3 β = 0.5
Figura 48: Func¸a˜o densidade de probabilidade - Pareto
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α = 1.5 β = 1
α = 5 β = 1.5
α = 2 β = 0.5
α = 3 β = 0.5
Figura 49: Func¸a˜o de probabilidade - Pareto Discretizada
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Para uma amostra X1, . . . , Xn de X ∼ dPareto(α, β)c, temos a seguinte verossi-
milhanc¸a:




































em que θ e´ o vetor de paraˆmetros a serem estimados, θ = (α, β) e θˆ =
argmaxα,βL(α, β).
Apo´s a utilizac¸a˜o da abordagem da ma´xima verossimilhanc¸a para a estimac¸a˜o dos
paraˆmetros em questa˜o, podemos, gerar um grande nu´mero de amostras e utilizar
como estimadores para esses paraˆmetros a me´dia dos valores obtidos das estimativas
em cada amostra utilizada.
Na Tabela 15, sa˜o apresentados os conjuntos de poss´ıveis paraˆmetros, as esti-
mativas para os paraˆmetros, utilizando a metodologia apresentada acima, e os seus
respectivos erros padra˜o.
Tabela 15: Paraˆmetros, Estimativas e Erros Padra˜o - Pareto
α β Estimativa α Estimativa β Erro Padra˜o α Erro Padra˜o β
1,5 1 1,6302 1,1730 0,5942 0,6613
5 1.5 4,6005 1,3425 2,1962 0,8771
2 0.5 2,3234 0,6611 1,1922 0,5402
3 0.5 3,7420 0,1119 1,0615 0,3863
Nas figuras 51, 52, 53 e 54, podem-se observar as representac¸o˜es gra´ficas dos
ajustes obtidos com as estimativas acima apresentadas e o histograma de uma das
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100 amostras encontradas a partir do algoritmo de gerac¸a˜o de varia´veis aleato´rias
mencionado no in´ıcio deste apeˆndice.
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α = 1.630193
β = 1.173032
Figura 50: Ajuste e Pareto Discretizada (1,5;1)
























Figura 51: Ajuste e Pareto Discretizada (5;1,5)
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α = 2.323361
β = 0.6611393
Figura 52: Ajuste e Pareto Discretizada (2;0,5)






















Figura 53: Ajuste e Pareto Discretizada (3;0,5)
Modelo Pareto Generalizada
Um dos aspectos importantes neste trabalho consiste na utilizac¸a˜o de distribuic¸o˜es
de cauda pesada para ajustes de dados, pois estas, na maioria das categorias de
dados observados para o ca´lculo do VaR, apresentam resultados mais precisos que
outros tipos de distribuic¸o˜es.
Seja X ∼ Pareto Generalizada(γ, µ, σ) com
F(γ,µ,σ)(t) =
{
1− e−x−µσ , γ = 0;
1− [1 + γ
σ
(x− µ)]− 1γ , γ 6= 0.
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Se γ > 0, enta˜o a func¸a˜o FX(x) esta´ definida apenas em [µ− σγ ,+∞) e se γ < 0, a
func¸a˜o FX(x) esta´ definida apenas em (−∞, µ− σγ ].
Enta˜o, um modelo discreto gerado por X e´ dado por T = dXc, onde P (T = t) =
P (X > t− 1)− P (X > t) ={
e−
(t−1)−µ
σ − e− t−µσ , γ = 0;
{1 + γ
σ
(t− 1− µ)}− 1γ − {1 + γ
σ
(t− µ)}− 1γ , γ 6= 0.
Na figura 55, observamos a representac¸a˜o gra´fica da func¸a˜o densidade de proba-
bilidade para quatro poss´ıveis conjuntos de paraˆmetros.




























Figura 54: Func¸a˜o densidade de probabilidade - Pareto Generalizada
Ja´ na figura 56, observamos a representac¸a˜o gra´fica da func¸a˜o de probabilidade
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Figura 55: Func¸a˜o de probabilidade - Pareto Generalizada Discretizada
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Modelo GEV
Outro tipo de distribuic¸a˜o que apresenta cauda pesada e que e´ amplamente uti-
lizada na teoria de valores extremos e´ a distribuic¸a˜o GEV, que tambe´m pode ser
discretizada.
Seja X ∼ GEV(γ, µ, σ) onde
F(γ,µ,σ)(t) =
{







, γ 6= 0.
Se γ > 0, enta˜o a func¸a˜o FX(x) esta´ definida apenas em [µ− σγ ,+∞) e se γ < 0, a
func¸a˜o FX(x) esta´ definida apenas em (−∞, µ− σγ ].
Enta˜o, um modelo discreto gerado por X e´ dado por T = dXc, com P (T = t) =
P (X > t− 1)− P (X > t) ={
e−e
− t−µσ − e−e−
t−1−µ






γ − e−{1+ γσ (t−1−µ)}−
1
γ
, γ 6= 0.




























Figura 56: Func¸a˜o densidade de probabilidade - GEV
Na figura 57, observamos a representac¸a˜o gra´fica da func¸a˜o densidade de proba-
bilidade para quatro poss´ıveis conjuntos de paraˆmetros.
Ja´ na figura 58, observamos a representac¸a˜o gra´fica da func¸a˜o de probabilidade














































Figura 57: Func¸a˜o de probabilidade - GEV Discretizada
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Apeˆndice B
Tabela 16: Resultados FX+Y (t) - Co´pula Galambos -
Toyota e Gol
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,04311 0,01157 0,01136 0,00021
0,04459 0,01565 0,02273 0,00708
0,04685 0,02426 0,03409 0,00983
0,05139 0,05033 0,04545 0,00488
0,05204 0,05498 0,05682 0,00184
0,05332 0,06478 0,06818 0,00341
0,05358 0,06686 0,07955 0,01269
0,05428 0,07267 0,09091 0,01824
0,05489 0,07793 0,10227 0,02434
0,05552 0,08349 0,11364 0,03014
0,05635 0,09113 0,125 0,03387
0,05645 0,09208 0,13636 0,04429
0,05817 0,10875 0,14773 0,03897
0,05861 0,11329 0,15909 0,0458
0,05916 0,11894 0,17045 0,05152
0,05924 0,1198 0,18182 0,06202
0,05969 0,12451 0,19318 0,06868
0,06018 0,12974 0,20455 0,0748
0,06041 0,13222 0,21591 0,08369
0,06213 0,1513 0,22727 0,07597
0,06476 0,18179 0,23864 0,05685
0,06486 0,18301 0,25 0,06699
0,06635 0,20082 0,26136 0,06054
0,06871 0,22979 0,27273 0,04294
0,06957 0,24039 0,28409 0,0437
0,0697 0,24209 0,29545 0,05336
0,07266 0,27896 0,30682 0,02786
0,07413 0,29733 0,31818 0,02085
0,076 0,32052 0,32955 0,00902
0,07615 0,32235 0,34091 0,01856
0,07771 0,34156 0,35227 0,01071
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Tabela 16: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,07871 0,3537 0,36364 0,00994
0,08052 0,37552 0,375 0,00052
0,08125 0,38424 0,38636 0,00212
0,08175 0,39016 0,39773 0,00757
0,08245 0,39837 0,40909 0,01072
0,08285 0,40299 0,42045 0,01746
0,08288 0,40333 0,43182 0,02848
0,08483 0,42568 0,44318 0,0175
0,08579 0,43653 0,45455 0,01801
0,08619 0,44096 0,46591 0,02495
0,08711 0,45106 0,47727 0,02622
0,08733 0,45349 0,48864 0,03514
0,08803 0,46108 0,5 0,03892
0,08838 0,46491 0,51136 0,04645
0,09114 0,49383 0,52273 0,0289
0,09172 0,49971 0,53409 0,03438
0,09187 0,50125 0,54545 0,04421
0,09512 0,5332 0,55682 0,02362
0,09694 0,55021 0,56818 0,01797
0,09749 0,55527 0,57955 0,02428
0,09783 0,55836 0,59091 0,03255
0,09913 0,56986 0,60227 0,03241
0,09922 0,57072 0,61364 0,04291
0,10053 0,582 0,625 0,043
0,10069 0,58335 0,63636 0,05301
0,10324 0,60451 0,64773 0,04322
0,1034 0,60582 0,65909 0,05327
0,10363 0,60761 0,67045 0,06284
0,10587 0,62511 0,68182 0,05671
0,10601 0,62612 0,69318 0,06706
0,1072 0,63503 0,70455 0,06951
0,10986 0,6541 0,71591 0,06181
0,10994 0,65466 0,72727 0,07261
0,11406 0,68199 0,73864 0,05665
0,11531 0,68971 0,75 0,06029
0,11811 0,70637 0,76136 0,05499
0,11954 0,71444 0,77273 0,05828
0,11992 0,71652 0,78409 0,06757
0,12412 0,73857 0,79545 0,05688
0,1244 0,73994 0,80682 0,06688
0,12769 0,75559 0,81818 0,0626
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Tabela 16: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,13158 0,77228 0,82955 0,05726
0,13388 0,78118 0,84091 0,05973
0,14423 0,8148 0,85227 0,03747
0,14618 0,82016 0,86364 0,04347
0,15006 0,82995 0,875 0,04505
0,15474 0,84075 0,88636 0,04562
0,1567 0,84515 0,89773 0,05258
0,16084 0,85409 0,90909 0,055
0,17086 0,87362 0,92045 0,04683
0,17691 0,88373 0,93182 0,04809
0,17861 0,88625 0,94318 0,05693
0,2048 0,91294 0,95455 0,0416
0,23512 0,93868 0,96591 0,02723
0,3028 0,95601 0,97727 0,02126
0,45493 0,96175 0,98864 0,02689
0,72864 0,98114 1 0,01886
Na Figura 58 apresentamos a representac¸a˜o gra´fica dos dados presentes na tabela
16 com as informac¸o˜es acerca da func¸a˜o de distribuic¸a˜o para a soma referentes aos
dados da Toyota e da Gol, utilizando a co´pula de Galambos.













Função de Distribuição Acumulada − T = X + Y − Toyota e Gol − Cópula de Galambos














Figura 58: Func¸a˜o de Distribuic¸a˜o Acumulada - T = X + Y - Toyota e Gol - Co´pula
de Galambos
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Tabela 17: Resultados FX+Y (t) - Co´pula Gumbel - Toy-
tota e Gol
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,04311 0,01164 0,01136 0,00027
0,04459 0,01574 0,02273 0,00699
0,04685 0,02439 0,03409 0,0097
0,05139 0,05046 0,04545 0,00501
0,05204 0,0551 0,05682 0,00171
0,05332 0,06489 0,06818 0,0033
0,05358 0,06696 0,07955 0,01258
0,05428 0,07276 0,09091 0,01815
0,05489 0,07802 0,10227 0,02426
0,05552 0,08357 0,11364 0,03007
0,05635 0,09119 0,125 0,03381
0,05645 0,09213 0,13636 0,04423
0,05817 0,10877 0,14773 0,03896
0,05861 0,1133 0,15909 0,04579
0,05916 0,11893 0,17045 0,05152
0,05924 0,11979 0,18182 0,06203
0,05969 0,12449 0,19318 0,0687
0,06018 0,12971 0,20455 0,07483
0,06041 0,13219 0,21591 0,08372
0,06213 0,15122 0,22727 0,07605
0,06476 0,18164 0,23864 0,057
0,06486 0,18286 0,25 0,06714
0,06635 0,20063 0,26136 0,06073
0,06871 0,22955 0,27273 0,04318
0,06957 0,24013 0,28409 0,04396
0,0697 0,24183 0,29545 0,05363
0,07266 0,27862 0,30682 0,02819
0,07413 0,29697 0,31818 0,02121
0,076 0,32013 0,32955 0,00942
0,07615 0,32195 0,34091 0,01895
0,07771 0,34114 0,35227 0,01113
0,07871 0,35326 0,36364 0,01037
0,08052 0,37507 0,375 0,00007
0,08125 0,38378 0,38636 0,00258
0,08175 0,38969 0,39773 0,00804
0,08245 0,39789 0,40909 0,0112
0,08285 0,40251 0,42045 0,01794
0,08288 0,40285 0,43182 0,02897
0,08483 0,42518 0,44318 0,018
0,08579 0,43603 0,45455 0,01852
0,08619 0,44046 0,46591 0,02545
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Tabela 17: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,08711 0,45054 0,47727 0,02673
0,08733 0,45298 0,48864 0,03566
0,08803 0,46056 0,5 0,03944
0,08838 0,46439 0,51136 0,04697
0,09114 0,4933 0,52273 0,02942
0,09172 0,49918 0,53409 0,03491
0,09187 0,50072 0,54545 0,04473
0,09512 0,53267 0,55682 0,02414
0,09694 0,54969 0,56818 0,0185
0,09749 0,55475 0,57955 0,0248
0,09783 0,55784 0,59091 0,03307
0,09913 0,56935 0,60227 0,03293
0,09922 0,57021 0,61364 0,04343
0,10053 0,5815 0,625 0,0435
0,10069 0,58284 0,63636 0,05352
0,10324 0,60401 0,64773 0,04372
0,1034 0,60533 0,65909 0,05376
0,10363 0,60712 0,67045 0,06333
0,10587 0,62463 0,68182 0,05718
0,10601 0,62564 0,69318 0,06754
0,1072 0,63457 0,70455 0,06998
0,10986 0,65365 0,71591 0,06226
0,10994 0,65421 0,72727 0,07306
0,11406 0,68157 0,73864 0,05706
0,11531 0,6893 0,75 0,0607
0,11811 0,70599 0,76136 0,05537
0,11954 0,71408 0,77273 0,05865
0,11992 0,71616 0,78409 0,06793
0,12412 0,73825 0,79545 0,05721
0,1244 0,73962 0,80682 0,0672
0,12769 0,75529 0,81818 0,0629
0,13158 0,77199 0,82955 0,05755
0,13388 0,7809 0,84091 0,06001
0,14423 0,81472 0,85227 0,03756
0,14618 0,82008 0,86364 0,04356
0,15006 0,82986 0,875 0,04514
0,15474 0,84075 0,88636 0,04561
0,1567 0,84519 0,89773 0,05254
0,16084 0,85412 0,90909 0,05497
0,17086 0,87359 0,92045 0,04686
0,17691 0,88361 0,93182 0,0482
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Tabela 17: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,17861 0,88612 0,94318 0,05706
0,2048 0,91336 0,95455 0,04119
0,23512 0,93858 0,96591 0,02733
0,3028 0,95614 0,97727 0,02113
0,45493 0,96233 0,98864 0,0263
0,72864 0,98116 1 0,01884
Na Figura 59 apresentamos a representac¸a˜o gra´fica dos dados presentes na tabela
17 com as informac¸o˜es acerca da func¸a˜o de distribuic¸a˜o para a soma referentes aos
dados da Toyota e da Gol, utilizando a co´pula de Gumbel.













Função de Distribuição Acumulada − T = X + Y − Toyota e Gol − Cópula de Gumbel














Figura 59: Func¸a˜o de Distribuic¸a˜o Acumulada - T = X + Y - Toyota e Gol - Co´pula
de Gumbel
Tabela 18: Resultados FX+Y (t) - Co´pula Galambos - Mi-
crosoft e Coca-Cola
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
-0,11 0 0,00662 0,00662
0,08 0,00113 0,01325 0,01212
0,09 0,00135 0,01987 0,01852
0,19 0,00568 0,02649 0,02081
0,23 0,00882 0,03311 0,02429
0,28 0,01418 0,03974 0,02556
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Tabela 18: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,29 0,01545 0,04636 0,03091
0,31 0,01822 0,05298 0,03476
0,32 0,01972 0,0596 0,03989
0,34 0,02293 0,06623 0,04329
0,35 0,02466 0,07285 0,04819
0,42 0,03893 0,07947 0,04054
0,43 0,04129 0,08609 0,0448
0,47 0,05154 0,09272 0,04117
0,52 0,06616 0,09934 0,03318
0,53 0,06932 0,10596 0,03664
0,54 0,07256 0,11258 0,04002
0,57 0,08274 0,11921 0,03646
0,58 0,08629 0,12583 0,03954
0,6 0,0936 0,13245 0,03885
0,62 0,1012 0,1457 0,04449
0,62 0,1012 0,1457 0,04449
0,63 0,10511 0,15232 0,04721
0,66 0,11724 0,16556 0,04832
0,66 0,11724 0,16556 0,04832
0,68 0,12566 0,17219 0,04652
0,73 0,14779 0,17881 0,03102
0,77 0,1665 0,19868 0,03217
0,77 0,1665 0,19868 0,03217
0,77 0,1665 0,19868 0,03217
0,78 0,17131 0,2053 0,03399
0,79 0,17617 0,21854 0,04238
0,79 0,17617 0,21854 0,04238
0,8 0,18107 0,22517 0,0441
0,83 0,19604 0,23179 0,03575
0,88 0,22176 0,23841 0,01665
0,88 0,22176 0,24503 0,02327
0,89 0,22701 0,2649 0,03789
0,89 0,22701 0,2649 0,03789
0,89 0,22701 0,2649 0,03789
0,91 0,23759 0,27152 0,03393
0,91 0,23759 0,28477 0,04717
0,91 0,23759 0,28477 0,04717
0,93 0,24828 0,30464 0,05635
0,93 0,24828 0,30464 0,05635
0,93 0,24828 0,30464 0,05635
0,93 0,24828 0,3245 0,07622
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Tabela 18: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,93 0,24828 0,3245 0,07622
0,93 0,24828 0,3245 0,07622
0,94 0,25366 0,33113 0,07746
0,95 0,25906 0,33775 0,07868
0,95 0,25906 0,34437 0,08531
0,96 0,26449 0,35762 0,09313
0,96 0,26449 0,35762 0,09313
0,97 0,26993 0,36424 0,09431
1 0,28634 0,37748 0,09114
1 0,28634 0,37748 0,09114
1,01 0,29184 0,39073 0,09889
1,01 0,29184 0,39073 0,09889
1,02 0,29735 0,39735 0,1
1,03 0,30286 0,40397 0,10111
1,04 0,30839 0,4106 0,10221
1,05 0,31392 0,42384 0,10992
1,05 0,31392 0,42384 0,10992
1,05 0,31392 0,43046 0,11654
1,06 0,31945 0,44371 0,12425
1,06 0,31945 0,44371 0,12425
1,07 0,32499 0,45033 0,12534
1,1 0,34161 0,45695 0,11534
1,14 0,36373 0,46358 0,09984
1,14 0,36373 0,4702 0,10647
1,16 0,37475 0,47682 0,10207
1,19 0,3912 0,48344 0,09224
1,23 0,41294 0,49669 0,08375
1,23 0,41294 0,49669 0,08375
1,29 0,445 0,50331 0,05831
1,3 0,45027 0,50993 0,05966
1,31 0,45551 0,5298 0,07429
1,31 0,45551 0,5298 0,07429
1,31 0,45551 0,5298 0,07429
1,32 0,46073 0,53642 0,07569
1,32 0,46073 0,54967 0,08893
1,32 0,46073 0,54967 0,08893
1,35 0,47624 0,55629 0,08005
1,36 0,48135 0,56291 0,08156
1,42 0,51142 0,56954 0,05812
1,43 0,51633 0,57616 0,05983
1,43 0,51633 0,58278 0,06646
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Tabela 18: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
1,44 0,5212 0,5894 0,06821
1,44 0,5212 0,59603 0,07483
1,47 0,53562 0,60265 0,06703
1,5 0,54974 0,61589 0,06615
1,5 0,54974 0,61589 0,06615
1,54 0,56808 0,62914 0,06106
1,54 0,56808 0,62914 0,06106
1,57 0,58147 0,63576 0,0543
1,58 0,58586 0,64238 0,05653
1,59 0,59021 0,64901 0,0588
1,61 0,5988 0,65563 0,05683
1,67 0,62371 0,66225 0,03854
1,7 0,63566 0,66887 0,03321
1,73 0,64728 0,68212 0,03484
1,73 0,64728 0,68212 0,03484
1,8 0,67311 0,68874 0,01564
1,83 0,68363 0,69536 0,01173
1,83 0,68363 0,70199 0,01836
1,84 0,68707 0,70861 0,02154
1,87 0,69716 0,72185 0,02469
1,87 0,69716 0,72185 0,02469
1,88 0,70045 0,72848 0,02802
1,9 0,70694 0,7351 0,02816
1,94 0,71949 0,74834 0,02885
1,94 0,71949 0,74834 0,02885
1,96 0,72557 0,75497 0,0294
1,97 0,72855 0,76159 0,03304
1,98 0,73151 0,77483 0,04333
1,98 0,73151 0,77483 0,04333
2,12 0,7695 0,78146 0,01196
2,18 0,78396 0,78808 0,00412
2,2 0,78856 0,80132 0,01277
2,2 0,78856 0,80132 0,01277
2,21 0,79081 0,80795 0,01713
2,23 0,79525 0,82119 0,02595
2,23 0,79525 0,82119 0,02595
2,25 0,79957 0,82781 0,02825
2,26 0,80169 0,83444 0,03274
2,28 0,80586 0,84106 0,0352
2,31 0,81192 0,84768 0,03576
2,49 0,84391 0,8543 0,01039
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Tabela 18: Resultados FX+Y (t) - Co´pula Galambos
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
2,54 0,85159 0,86093 0,00934
2,55 0,85307 0,86755 0,01448
2,59 0,8588 0,87417 0,01537
2,6 0,86019 0,88079 0,0206
2,63 0,86425 0,88742 0,02316
2,66 0,86817 0,89404 0,02587
2,71 0,87437 0,90066 0,02629
2,73 0,87674 0,90728 0,03054
2,75 0,87906 0,91391 0,03485
2,89 0,89375 0,92053 0,02678
3 0,90363 0,92715 0,02352
3,1 0,91153 0,93377 0,02225
3,19 0,91787 0,9404 0,02253
3,33 0,92646 0,94702 0,02056
3,38 0,92919 0,95364 0,02445
3,41 0,93076 0,96026 0,02951
3,57 0,93823 0,96689 0,02866
3,61 0,93989 0,97351 0,03362
3,66 0,94185 0,98013 0,03828
3,84 0,94801 0,98675 0,03875
4,15 0,95585 0,99338 0,03752
5,55 0,96767 1 0,03233
Na Figura 60 apresentamos a representac¸a˜o gra´fica dos dados presentes na tabela
18 com as informac¸o˜es acerca da func¸a˜o de distribuic¸a˜o para a soma referentes aos
dados da Microsoft e da Coca - Cola, utilizando a co´pula de Galambos.
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Função de Distribuição Acumulada − T = X + Y − Microsoft e Coca − Cola − Cópula de Galambos














Figura 60: Func¸a˜o de Distribuic¸a˜o Acumulada - T = X + Y - Microsoft e Coca-Cola
- Co´pula de Galambos
Tabela 19: Resultados FX+Y (t) - Co´pula Gumbel - Mi-
crosoft e Coca-Cola
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
-0,11 0 0,00662 0,00662
0,08 0,00112 0,01325 0,01212
0,09 0,00134 0,01987 0,01853
0,19 0,00571 0,02649 0,02078
0,23 0,00887 0,03311 0,02424
0,28 0,01426 0,03974 0,02548
0,29 0,01554 0,04636 0,03082
0,31 0,01832 0,05298 0,03466
0,32 0,01982 0,0596 0,03978
0,34 0,02305 0,06623 0,04318
0,35 0,02478 0,07285 0,04807
0,42 0,03907 0,07947 0,0404
0,43 0,04143 0,08609 0,04466
0,47 0,05167 0,09272 0,04104
0,52 0,06627 0,09934 0,03307
0,53 0,06943 0,10596 0,03653
0,54 0,07266 0,11258 0,03992
0,57 0,08282 0,11921 0,03638
0,58 0,08636 0,12583 0,03947
0,6 0,09365 0,13245 0,0388
0,62 0,10124 0,1457 0,04446
0,62 0,10124 0,1457 0,04446
0,63 0,10513 0,15232 0,04718
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Tabela 19: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,66 0,11724 0,16556 0,04833
0,66 0,11724 0,16556 0,04833
0,68 0,12563 0,17219 0,04655
0,73 0,1477 0,17881 0,03111
0,77 0,16637 0,19868 0,03231
0,77 0,16637 0,19868 0,03231
0,77 0,16637 0,19868 0,03231
0,78 0,17116 0,2053 0,03414
0,79 0,176 0,21854 0,04254
0,79 0,176 0,21854 0,04254
0,8 0,18089 0,22517 0,04427
0,83 0,19582 0,23179 0,03597
0,88 0,22149 0,23841 0,01693
0,88 0,22149 0,24503 0,02355
0,89 0,22672 0,2649 0,03818
0,89 0,22672 0,2649 0,03818
0,89 0,22672 0,2649 0,03818
0,91 0,23728 0,27152 0,03425
0,91 0,23728 0,28477 0,04749
0,91 0,23728 0,28477 0,04749
0,93 0,24794 0,30464 0,05669
0,93 0,24794 0,30464 0,05669
0,93 0,24794 0,30464 0,05669
0,93 0,24794 0,3245 0,07656
0,93 0,24794 0,3245 0,07656
0,93 0,24794 0,3245 0,07656
0,94 0,25331 0,33113 0,07782
0,95 0,2587 0,33775 0,07905
0,95 0,2587 0,34437 0,08567
0,96 0,26411 0,35762 0,0935
0,96 0,26411 0,35762 0,0935
0,97 0,26954 0,36424 0,0947
1 0,28592 0,37748 0,09156
1 0,28592 0,37748 0,09156
1,01 0,29141 0,39073 0,09932
1,01 0,29141 0,39073 0,09932
1,02 0,29691 0,39735 0,10044
1,03 0,30242 0,40397 0,10156
1,04 0,30793 0,4106 0,10266
1,05 0,31345 0,42384 0,11039
1,05 0,31345 0,42384 0,11039
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Tabela 19: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
1,05 0,31345 0,43046 0,11701
1,06 0,31898 0,44371 0,12473
1,06 0,31898 0,44371 0,12473
1,07 0,32451 0,45033 0,12582
1,1 0,34111 0,45695 0,11585
1,14 0,3632 0,46358 0,10038
1,14 0,3632 0,4702 0,107
1,16 0,37421 0,47682 0,10262
1,19 0,39064 0,48344 0,0928
1,23 0,41236 0,49669 0,08433
1,23 0,41236 0,49669 0,08433
1,29 0,44441 0,50331 0,0589
1,3 0,44968 0,50993 0,06026
1,31 0,45492 0,5298 0,07488
1,31 0,45492 0,5298 0,07488
1,31 0,45492 0,5298 0,07488
1,32 0,46014 0,53642 0,07628
1,32 0,46014 0,54967 0,08953
1,32 0,46014 0,54967 0,08953
1,35 0,47564 0,55629 0,08065
1,36 0,48076 0,56291 0,08216
1,42 0,51084 0,56954 0,0587
1,43 0,51574 0,57616 0,06042
1,43 0,51574 0,58278 0,06704
1,44 0,52062 0,5894 0,06879
1,44 0,52062 0,59603 0,07541
1,47 0,53505 0,60265 0,0676
1,5 0,54918 0,61589 0,06671
1,5 0,54918 0,61589 0,06671
1,54 0,56754 0,62914 0,0616
1,54 0,56754 0,62914 0,0616
1,57 0,58094 0,63576 0,05482
1,58 0,58534 0,64238 0,05705
1,59 0,58969 0,64901 0,05931
1,61 0,5983 0,65563 0,05733
1,67 0,62325 0,66225 0,039
1,7 0,63522 0,66887 0,03365
1,73 0,64687 0,68212 0,03525
1,73 0,64687 0,68212 0,03525
1,8 0,67275 0,68874 0,01599
1,83 0,6833 0,69536 0,01207
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Tabela 19: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
1,83 0,6833 0,70199 0,01869
1,84 0,68674 0,70861 0,02187
1,87 0,69686 0,72185 0,02499
1,87 0,69686 0,72185 0,02499
1,88 0,70016 0,72848 0,02831
1,9 0,70666 0,7351 0,02844
1,94 0,71925 0,74834 0,02909
1,94 0,71925 0,74834 0,02909
1,96 0,72534 0,75497 0,02963
1,97 0,72834 0,76159 0,03325
1,98 0,7313 0,77483 0,04354
1,98 0,7313 0,77483 0,04354
2,12 0,76939 0,78146 0,01207
2,18 0,78389 0,78808 0,00419
2,2 0,7885 0,80132 0,01282
2,2 0,7885 0,80132 0,01282
2,21 0,79076 0,80795 0,01719
2,23 0,7952 0,82119 0,02599
2,23 0,7952 0,82119 0,02599
2,25 0,79954 0,82781 0,02827
2,26 0,80167 0,83444 0,03277
2,28 0,80585 0,84106 0,03521
2,31 0,81193 0,84768 0,03575
2,49 0,84403 0,8543 0,01028
2,54 0,85174 0,86093 0,00919
2,55 0,85322 0,86755 0,01433
2,59 0,85898 0,87417 0,01519
2,6 0,86038 0,88079 0,02042
2,63 0,86446 0,88742 0,02296
2,66 0,86839 0,89404 0,02565
2,71 0,87462 0,90066 0,02604
2,73 0,877 0,90728 0,03028
2,75 0,87933 0,91391 0,03458
2,89 0,89407 0,92053 0,02646
3 0,90397 0,92715 0,02318
3,1 0,91186 0,93377 0,02192
3,19 0,91817 0,9404 0,02222
3,33 0,92671 0,94702 0,02031
3,38 0,92942 0,95364 0,02422
3,41 0,93098 0,96026 0,02929
3,57 0,93838 0,96689 0,02851
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Tabela 19: Resultados FX+Y (t) - Co´pula Gumbel
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
3,61 0,94002 0,97351 0,03349
3,66 0,94196 0,98013 0,03817
3,84 0,94807 0,98675 0,03868
4,15 0,95588 0,99338 0,0375
5,55 0,96772 1 0,03228
Na Figura 61 apresentamos a representac¸a˜o gra´fica dos dados presentes na tabela
19 com as informac¸o˜es acerca da func¸a˜o de distribuic¸a˜o para a soma referentes aos
dados da Microsoft e da Coca - Cola, utilizando a co´pula de Gumbel.













Função de Distribuição Acumulada − T = X + Y − Microsoft e Coca − Cola − Cópula de Gumbel














Figura 61: Func¸a˜o de Distribuic¸a˜o Acumulada - T = X + Y - Microsoft e Coca-Cola
- Co´pula de Gumbel
Tabela 20: Resultados FX+Y (t) - Co´pula Husler-Reiss -
Microsoft e Coca-Cola
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
-0,11 0 0,00662 0,00662
0,08 0,00113 0,01325 0,01211
0,09 0,00135 0,01987 0,01851
0,19 0,00566 0,02649 0,02083
0,23 0,00878 0,03311 0,02433
0,28 0,0141 0,03974 0,02563
0,29 0,01538 0,04636 0,03098
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Tabela 20: Resultados FX+Y (t) - Co´pula Husler-Reiss
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,31 0,01813 0,05298 0,03485
0,32 0,01962 0,0596 0,03998
0,34 0,02283 0,06623 0,04339
0,35 0,02455 0,07285 0,0483
0,42 0,03881 0,07947 0,04066
0,43 0,04116 0,08609 0,04493
0,47 0,05141 0,09272 0,0413
0,52 0,06604 0,09934 0,03329
0,53 0,06921 0,10596 0,03675
0,54 0,07245 0,11258 0,04013
0,57 0,08265 0,11921 0,03655
0,58 0,0862 0,12583 0,03962
0,6 0,09353 0,13245 0,03892
0,62 0,10115 0,1457 0,04455
0,62 0,10115 0,1457 0,04455
0,63 0,10507 0,15232 0,04725
0,66 0,11723 0,16556 0,04834
0,66 0,11723 0,16556 0,04834
0,68 0,12567 0,17219 0,04652
0,73 0,14785 0,17881 0,03096
0,77 0,16661 0,19868 0,03207
0,77 0,16661 0,19868 0,03207
0,77 0,16661 0,19868 0,03207
0,78 0,17143 0,2053 0,03387
0,79 0,1763 0,21854 0,04225
0,79 0,1763 0,21854 0,04225
0,8 0,18121 0,22517 0,04396
0,83 0,19622 0,23179 0,03557
0,88 0,222 0,23841 0,01641
0,88 0,222 0,24503 0,02303
0,89 0,22726 0,2649 0,03764
0,89 0,22726 0,2649 0,03764
0,89 0,22726 0,2649 0,03764
0,91 0,23787 0,27152 0,03365
0,91 0,23787 0,28477 0,0469
0,91 0,23787 0,28477 0,0469
0,93 0,24858 0,30464 0,05605
0,93 0,24858 0,30464 0,05605
0,93 0,24858 0,30464 0,05605
0,93 0,24858 0,3245 0,07592
0,93 0,24858 0,3245 0,07592
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Tabela 20: Resultados FX+Y (t) - Co´pula Husler-Reiss
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
0,93 0,24858 0,3245 0,07592
0,94 0,25397 0,33113 0,07715
0,95 0,25939 0,33775 0,07836
0,95 0,25939 0,34437 0,08499
0,96 0,26482 0,35762 0,0928
0,96 0,26482 0,35762 0,0928
0,97 0,27027 0,36424 0,09397
1 0,28672 0,37748 0,09077
1 0,28672 0,37748 0,09077
1,01 0,29222 0,39073 0,0985
1,01 0,29222 0,39073 0,0985
1,02 0,29774 0,39735 0,09961
1,03 0,30327 0,40397 0,1007
1,04 0,3088 0,4106 0,10179
1,05 0,31435 0,42384 0,1095
1,05 0,31435 0,42384 0,1095
1,05 0,31435 0,43046 0,11612
1,06 0,31989 0,44371 0,12382
1,06 0,31989 0,44371 0,12382
1,07 0,32544 0,45033 0,12489
1,1 0,34208 0,45695 0,11487
1,14 0,36423 0,46358 0,09935
1,14 0,36423 0,4702 0,10597
1,16 0,37526 0,47682 0,10156
1,19 0,39173 0,48344 0,09172
1,23 0,41349 0,49669 0,0832
1,23 0,41349 0,49669 0,0832
1,29 0,44557 0,50331 0,05774
1,3 0,45084 0,50993 0,0591
1,31 0,45608 0,5298 0,07372
1,31 0,45608 0,5298 0,07372
1,31 0,45608 0,5298 0,07372
1,32 0,4613 0,53642 0,07512
1,32 0,4613 0,54967 0,08836
1,32 0,4613 0,54967 0,08836
1,35 0,47681 0,55629 0,07948
1,36 0,48192 0,56291 0,08099
1,42 0,51199 0,56954 0,05755
1,43 0,51689 0,57616 0,05927
1,43 0,51689 0,58278 0,06589
1,44 0,52176 0,5894 0,06764
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Tabela 20: Resultados FX+Y (t) - Co´pula Husler-Reiss
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
1,44 0,52176 0,59603 0,07426
1,47 0,53618 0,60265 0,06647
1,5 0,55029 0,61589 0,06561
1,5 0,55029 0,61589 0,06561
1,54 0,56861 0,62914 0,06053
1,54 0,56861 0,62914 0,06053
1,57 0,58198 0,63576 0,05378
1,58 0,58637 0,64238 0,05602
1,59 0,59071 0,64901 0,05829
1,61 0,5993 0,65563 0,05633
1,67 0,62416 0,66225 0,03809
1,7 0,6361 0,66887 0,03278
1,73 0,64769 0,68212 0,03443
1,73 0,64769 0,68212 0,03443
1,8 0,67347 0,68874 0,01528
1,83 0,68396 0,69536 0,0114
1,83 0,68396 0,70199 0,01802
1,84 0,68739 0,70861 0,02122
1,87 0,69746 0,72185 0,02439
1,87 0,69746 0,72185 0,02439
1,88 0,70075 0,72848 0,02773
1,9 0,70722 0,7351 0,02788
1,94 0,71974 0,74834 0,02861
1,94 0,71974 0,74834 0,02861
1,96 0,7258 0,75497 0,02917
1,97 0,72878 0,76159 0,03281
1,98 0,73172 0,77483 0,04311
1,98 0,73172 0,77483 0,04311
2,12 0,76962 0,78146 0,01184
2,18 0,78405 0,78808 0,00403
2,2 0,78863 0,80132 0,0127
2,2 0,78863 0,80132 0,0127
2,21 0,79088 0,80795 0,01707
2,23 0,7953 0,82119 0,02589
2,23 0,7953 0,82119 0,02589
2,25 0,79961 0,82781 0,0282
2,26 0,80173 0,83444 0,03271
2,28 0,80588 0,84106 0,03518
2,31 0,81193 0,84768 0,03576
2,49 0,8438 0,8543 0,01051
2,54 0,85144 0,86093 0,00948
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Tabela 20: Resultados FX+Y (t) - Co´pula Husler-Reiss
t FˆX+Y (t) F˜X+Y (t) Erro Absoluto
2,55 0,85291 0,86755 0,01464
2,59 0,85862 0,87417 0,01555
2,6 0,86 0,88079 0,02079
2,63 0,86405 0,88742 0,02337
2,66 0,86794 0,89404 0,0261
2,71 0,87412 0,90066 0,02654
2,73 0,87648 0,90728 0,0308
2,75 0,87879 0,91391 0,03512
2,89 0,89343 0,92053 0,0271
3 0,90331 0,92715 0,02385
3,1 0,91122 0,93377 0,02256
3,19 0,91757 0,9404 0,02282
3,33 0,92621 0,94702 0,02081
3,38 0,92897 0,95364 0,02467
3,41 0,93055 0,96026 0,02972
3,57 0,93809 0,96689 0,0288
3,61 0,93976 0,97351 0,03375
3,66 0,94174 0,98013 0,03839
3,84 0,94795 0,98675 0,0388
4,15 0,95584 0,99338 0,03753
5,55 0,96763 1 0,03237
Na Figura 62 apresentamos a representac¸a˜o gra´fica dos dados presentes na tabela
20 com as informac¸o˜es acerca da func¸a˜o de distribuic¸a˜o para a soma referentes aos
dados da Microsoft e da Coca - Cola, utilizando a co´pula de Husler - Reiss.
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Função de Distribuição Acumulada − T = X + Y − Microsoft e Coca − Cola − Cópula de Husler − Reiss














Figura 62: Func¸a˜o de Distribuic¸a˜o Acumulada - T = X + Y - Microsoft e Coca-Cola
- Co´pula de Husler - Reiss
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Apeˆndice C
Ao tratarmos de varia´veis aleato´rias dependentes, a teoria de co´pulas traz ferramen-
tas robustas para a ana´lise e simulac¸a˜o de dados multivariados. Para prosseguirmos
com essa abordagem, devemos nos remeter ao conceito de func¸a˜o inversa generali-
zada, como apresentada na Definic¸a˜o 1.11.
Neste trabalho trataremos o caso bidimensional. Um algoritmo geral para ge-
rarmos observac¸o˜es (x, y) para um par de varia´veis aleato´rias (X, Y ) com marginais
FX , FY , func¸a˜o de distribuic¸a˜o conjunta FXY e co´pula C e´ apresentado a seguir.
Utilizando o teorema de Sklar (Teorema 1.1), precisamos gerar pares de observac¸a˜o
(u, v) das varia´veis aleto´rias (U, V ), uniformes em [0, 1] e determinar a func¸a˜o co´pula,
C, a ela designada. Enta˜o, utilizando a transformada integral, transformaremos








Para gerarmos o par (u, v), devemos considerar a distribuic¸a˜o condicional de V
dado o evento {U = u}:
cu(v) = P (V ≤ v|U = u) = ∂
∂u
C(u, v). (9)
Um poss´ıvel agoritmo pode ser apresentado como
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1. Gerar varia´veis aleato´rias independentes u, t com distribuic¸a˜o uniforme [0,1];
2. Determinar v = c
[−1]
u (t).
O par de observac¸o˜es desejado e´, enta˜o, (u, v).
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