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Abstract
For a fixed j–invariant j0 of an elliptic curve without complex multiplication we
bound the number of j–invariants j that are algebraic units and such that elliptic
curves corresponding to j and j0 are isogenous. Our bounds are effective. We also
modify the problem slightly by fixing a singular modulus α and looking at all j such
that j − α is an algebraic unit and such that elliptic curves corresponding to j and
j0 are isogenous. The number of such j can again be bounded effectively.
1 Introduction
In this text, K will be a number field. By a finite place ν of K we mean a non–
archimedean absolute value on K that restricts to the p–adic absolute value on Q for
some rational prime p. We thus have |p|ν = p−1. The integer dv will denote the degree
of the completion of K with respect to the valuation ν over the field Qp. We define the
(absolute logarithmic) height of an algebraic number j by
h(j) =
1
[K : Q]
(∑
σ
log max{1, |σ(j)|}+
∑
ν
dν log max{1, |j|ν}
)
,
where K is any number field containing j and σ runs over all field embeddings σ : K → C
and ν runs over all finite places of K. This definition is independent of the choice of K.
Note that j is an algebraic integer if and only if |j|ν ≤ 1 holds for all finite places. Thus
the height of an algebraic integer is given by
h(j) =
1
[K : Q]
∑
|σ(j)|>1
log |σ(j)|.
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Since h(j) = h(j−1) holds for all algebraic numbers, we obtain for an algebraic integer
the equality
h(j) =
1
[K : Q]
∑
|σ(j)|>1
log |σ(j)|
= − 1
[K : Q]
 ∑
|σ(j)|<1
log |σ(j)|+
∑
ν
dν log |j|ν
 .
Let j be an algebraic unit, so that it has norm ±1. The height of j then reduces to
h(j) =
1
[K : Q]
∑
|σ(j)|>1
log|σ(j)| = − 1
[K : Q]
∑
|σ(j)|<1
log|σ(j)| (1)
where D = [K : Q], and σ runs over all Q–homomorphisms K ↪→ C.
Note that h also denotes the Faltings height (with the 12 log pi–term) but there should
be no ambiguity.
The multiplicative height will be denoted by H(·) = eh(·) and satisfies
H(αβ) ≤ 2H(α)H(β) (2)
for any two algebraic numbers α and β.
We will denote Klein’s modular function by j : H→ C. For a fixed α ∈ Q¯ the number
of j–invariants j of elliptic curves with complex multiplication such that j − α is a unit
can be effectively bounded. See [BHK18] and [Sch19] for details.
We want to look at a similar problem where j does not have complex multiplication.
Without further assumptions the number of such j can not be bounded. We thus fix an
elliptic curve without complex multiplication, and denote by j0 its j–invariant. Assume
that the curve is defined over a number field K contained in C. Our aim is to prove the
following result.
Theorem 1.1 Let j0 be the j–invariant of an elliptic curve without complex multipli-
cation. Then there are at most finitely many j–invariants j of elliptic curves that are
isogenous to an elliptic curve corresponding to j0 and such that j is an algebraic unit.
To be precise, we give an effective bound for the degree of the minimal isogeny. This
leaves only finitely many possibilities for j.
We can also look a slightly different problem and fix the j–invariant α of an elliptic
curve with complex multiplication. We have the same result as stated in the following
theorem.
Theorem 1.2 Assume α is the j–invariant of an elliptic curve with CM. Let j0 be
the j–invariant of an elliptic curve without CM. Then there are at most finitely many
j–invariants j of elliptic curves that are isogenous to an elliptic curve corresponding to
j0 and such that j − α is an algebraic unit.
Again we give a bound on the degree of the minimal isogeny and our bounds are
effective.
2
2 Isogenous points in the fundamental domain
Recall that j0 is the j–invariant of a fixed elliptic curve without CM. Assume j(τ0) = j0
for τ0 ∈ F . For any number field K and any embedding σ : K ↪→ C there is a τσ0 ∈ F
such that j(τσ0 ) = σ(j0).
For ξ ∈ F¯ and τ ∈ H we define the sets
Σ(ξ, ε) = {τ ∈ F ; |j(τ)− j(ξ)| < ε}
and
Γ(ξ, ε) = {σ : K → C; τσ0 ∈ Σ(ξ, ε)} .
We will write Σε and Γε for Σ(ζ, ε) and Γ(ζ, ε), respectively, where ζ = e
2pii/6.
We want to give an explicit bound for the number of elements in the Galois orbit of j0
satisfying the condition above. First, we will bound the number of points in the Hecke
orbit, and then use a result of Lombardo to estimate the total number. Two (equivalence
classes of isomorphic) elliptic curves are in the same Hecke orbit if they are isogenous.
We will need the following counting lemma. We translate points in the upper half–
plane into the fundamental domain with matrices in SL2(Z), and thus get restrictions
on then entries of the matrices.
Lemma 2.1 Let ξ ∈ F¯ and ε ∈ (0,
√
3
3|ξ|+2 ]. Let τ ∈ H satisfy |τ˜ − ξ| ≤ ε, where τ˜ ∈ F
is in the SL2(Z)–orbit of τ . Pick
γ =
(
a b
c d
)
∈ SL2(Z)
such that γτ = τ˜ . Then there exist ν ∈ {±1} such that∣∣∣∣a2 + ν2|Re(ξ)|ac+ |ξ|2c2 − Im(ξ)Im(τ)
∣∣∣∣ ≤ 74|ξ|+ 1√3 |ξ|2 ε1/2Im(τ) , (3)
and
max
{
a2, c2
} ≤ 4|ξ|+ 1√
3
1
Im(τ)
. (4)
Moreover, we have
|d| ≤ |c||Re(τ)|+ 4|ξ|+ 1√
3
and
|b| ≤ |a||Re(τ)|+ 4|ξ|+ 1√
3
.
The lemma tells us, that the first column of γ, considered as a point in the plane, is
close to a conic section. Since
(2ν|Re(ξ)|)2 − 4|ξ|2 = 4(Re(ξ)2 − Re(ξ)2 − Im(ξ)2) = −4 Im(ξ) < 0
the equation actually defines an ellipse. The ellipse is defined in terms of ξ and τ .
3
Proof. Let R = |ξ| and A = Im(ξ). Moreover write τ = x+ iy. We have
Im(γτ) =
Im τ
(cx+ d)2 + c2y2
≥ A− ε ≥ A−
√
3
3R+ 2
≥
√
3
4R+ 1
by definition of ε and A ≥
√
3
2 . Define δ1 := Im(γτ)
−1. Then δ1 ≤ 1/(A− ε) and
(cx+ d)2 + c2y2 = δ1y. (5)
This yields c2 ≤ δ1/y ≤ (A− ε)−1y−1, which implies the bound on c2, and
|cx+ d||c|y ≤ 1
2
(
(cx+ d)2 + c2y2
)
=
1
2
δ1y ≤ 1
2(A− ε)y.
Further we get
|cx+ d||c| ≤ 1
2(A− ε) ≤
4R+ 1√
3
(6)
and hence
|d| ≤ |c||Re(τ)|+ 4R+ 1√
3
if c 6= 0. Thus the inequality for d in the statement is true in the case c 6= 0. But if
c = 0, then d = ±1, and |d| = 1 ≤ 5√
3
≤ 4R+1√
3
. Thus, the inequality for d holds in both
cases.
Put γ′ =
(
0 −1
1 0
)
γ. Then γ′τ = − 1τ˜ . Define δ2 := Im(γ′τ)−1, i.e.
(ax+ b)2 + a2y2 = δ2y. (7)
We put r = |τ˜ | and B = Im(τ˜). Now by the general rule of transformation of the
imaginary part under fractional linear transformations
δ2 = Im(γ
′τ)−1 = Im
(
−1
τ˜
)−1
=
(
Im(τ˜)
|τ˜ |2
)−1
=
r2
B
.
We remark that B/r = Im(τ˜ /|τ˜ |) ≥ √3/2 since τ˜ /r ∈ F¯ , and similarly A/R ≥ √3/2.
This implies
δ2 ≤ 2√
3
r ≤ 2√
3
(R+ ε) ≤ 2R+ 1√
3
.
We proceed as before with the bound on d and c2. From (7) we obtain a2 ≤ δ2/y ≤
(3R+ 1)/(
√
3y), which is the desired inequality of the statement. Moreover, we obtain
|ax+ b||a| ≤ δ2/2 ≤ (R+ 1)/
√
3 (8)
and hence
|b| ≤ |a||Re(τ)|+ R+ 1√
3
,
4
whenever a 6= 0. Again, if a = 0, then |b| = 1 ≤ 4R+1√
3
, as claimed.
It remains to prove (3). We deal with the case c = 0 first. Then a = d = ±1 and
y = δ−11 = Im τ˜ = Im τ , and thus |y −A| ≤ |τ˜ − ξ| ≤ ε. This implies∣∣∣∣ 1A − 1y
∣∣∣∣ ≤ εAy ≤ 1A ε1/2y .
Multiplying by A shows that Equation (3) is true for any value of ν. Now assume c 6= 0.
We want to prove |δ2 − |ξ|
2
Im ξ | = |δ2 − |ξ|
2
A |  ε. We compute∣∣∣∣δ2 − R2A
∣∣∣∣ = ∣∣∣∣r2B − R2A
∣∣∣∣ = ∣∣∣∣R2B − r2AAB
∣∣∣∣
=
∣∣∣∣R2B −BRr +BRr −ARr +ARr − r2AAB
∣∣∣∣
≤ RB
∣∣∣∣r −RAB
∣∣∣∣+Rr ∣∣∣∣A−BAB
∣∣∣∣+ rA ∣∣∣∣r −RAB
∣∣∣∣
≤ 2√
3
ε+
4
3
ε+
2√
3
ε
≤ 4ε,
(9)
where we have used |R− r| = ||ξ| − |τ˜ || ≤ |ξ − τ˜ | ≤ ε and |A−B| = | Im(ξ)− Im(τ˜)| ≤
|ξ − τ˜ | ≤ ε in the second last inequality.
Suppose a = 0 for now. Then b = −c = ±1 and y = δ−12 . Multiplying (9) by Im(ξ) = A
shows (3) as the following argument shows. We have δ−12 = Im(γ
′τ) = Im(τ)|b|2 = Im(τ)
by the usual transformation formula for the imaginary part of the action of SL2(Z) by
fractional linear transformations. Thus
|Aδ2 −R2| =
∣∣∣∣R2 − AIm(τ)
∣∣∣∣ = ∣∣∣∣|ξ|2 − Im(ξ)Im(τ)
∣∣∣∣ ≤ 4Aε ≤ 4Rε1/2.
We have Im(τ) ≤ 2/√3 since a = 0 and γ translates τ into the fundamental do-
main. Therefore, the inequality remains true after multiplying the right–hand side by
2/
√
3 Im(τ)−1. This shows equation (3).
Finally, assume ac 6= 0. Put X := x+ d/c and Y := x+ b/a. Consider the difference
of the two
X − Y =
(
x+
d
c
)
−
(
x+
b
a
)
=
1
ac
.
If we divide (5) by c2 and rewrite the result in terms of Y we get
0 = X2 + y2 − δ1y
c2
=
(
Y +
1
ac
)2
+ y2 − δ1y
c2
= Y 2 +
2
ac
Y +
1
(ac)2
+ y2 − δ1y
c2
.
Similarly, if we divide (7) by a2 we find
0 = Y 2 + y2 − δ2y
a2
5
Computing the resultant of the last two displays as polynomials in Y , and multiplying
the result by (ac)4 to kill the denominators, gives us the expression
a4y2δ21 − 2a2c2y2δ1δ2 + c4y2δ22 + 4a2c2y2 − 2a2yδ1 − 2c2yδ2 + 1 = 0. (10)
Now write δ1 =
1
A + ε1 and δ2 =
R2
A + ε2. Then
|ε1| =
∣∣∣∣δ1 − 1A
∣∣∣∣ = ∣∣∣∣A− Im(τ˜)A Im(τ˜)
∣∣∣∣ ≤ 2√3Aε
since Im(τ˜) ≥ √3/2 and | Im(ξ) − Im(τ˜)| ≤ |ξ − τ˜ | ≤ ε. Also |ε2| ≤ 4ε by (9). Put
σ = Re(ξ). If we substitute these expressions for δ1 and δ2 in (10) we obtain
0 =a4y2
(
1
A
+ ε1
)2
− 2a2c2y2
(
1
A
+ ε1
)(
R2
A
+ ε2
)
+ c4y2
(
R2
A
+ ε2
)2
+ 4a2c2y2 − 2a2y
(
1
A
+ ε1
)
− 2c2y
(
R2
A
+ ε2
)
+ 1.
(11)
After multiplying the equation by A2/y2 the terms that do not include ε1 and ε2 are
given by
a4 − 2a2c2AR
2
A
+ c4A2
R4
A2
+ 4a2c2A2 − 2a2A
y
− 2c2R
2
A
A2
y
+
A2
y2
= a4 − 2a2c2R2 + c4R4 + 4a2c2A2 − 2a2A
y
− 2c2R2A
y
+
A2
y2
= a4 − 2a2c2R2 + c4R4 + 4a2c2(R2 − σ2)− 2a2A
y
− 2c2R2A
y
+
A2
y2
=
(
a2 − 2σac+R2c2 − A
y
)(
a2 + 2σac+R2c2 − A
y
)
The terms that involve ε1 and ε2 in (11) after multiplying it by A
2/y2 are given by
A2
((
a4
2
A
− 2a2c2R
2
A
− 2a2 1
y
)
ε1 +
(
−2a2c2 1
A
+ 2c4
R2
A
− 2c2 1
y
)
ε2
+
(
a4ε21 − 2a2c2ε1ε2 + c4ε22
))
= A2
(
a2
(
a2
2
A
− 2c2R
2
A
− 21
y
)
ε1 + c
2
(
−2a2 1
A
+ 2c2
R2
A
− 21
y
)
ε2
+
(
a2ε1 − c2ε2
)2)
.
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Putting everything together in one equation again we obtain(
a2 − 2σac+R2c2 − A
y
)(
a2 + 2σac+R2c2 − A
y
)
= −A2
(
2a2
(
a2
1
A
− c2R
2
A
− 1
y
)
ε1 + 2c
2
(
−a2 1
A
+ c2
R2
A
− 1
y
)
ε2
+
(
a2ε1 − c2ε2
)2)
.
We are now ready to prove (3). Choose ν ∈ {±1} such that∣∣∣∣a2 + 2ν|σ|ac+R2c2 − Ay
∣∣∣∣ ≤ ∣∣∣∣a2 − 2ν|σ|ac+R2c2 − Ay
∣∣∣∣ .
Then∣∣∣∣a2 + 2ν|σ|ac+R2c2 − Ay
∣∣∣∣2 ≤ ∣∣∣∣a2 − 2σac+R2c2 − Ay
∣∣∣∣ ∣∣∣∣a2 + 2σac+R2c2 − Ay
∣∣∣∣
≤A2 max{a2, c2}(2(a2 1
A
+ c2
R2
A
+
1
y
)
|ε1|
+ 2
(
a2
1
A
+ c2
R2
A
+
1
y
)
|ε2|
+ max{a2, c2} (|ε1|+ |ε2|)2
)
.
(12)
Note that 1/A ≤ 2/√3 and R2/A ≤ 2R/√3 as remarked on page 4. We also have ac-
quired a bound for max{a2, c2} in the beginning of the proof displayed in (4). Therefore,
a2
1
A
+ c2
R2
A
+
1
y
≤ 4R+ 1√
3
1
y
1
A
+
4R+ 1√
3
1
y
R2
A
+
1
y
≤ 4R+ 1√
3
1
y
(
1
A
+
R2
A
+
2√
3
)
≤ 4R+ 1√
3
6R√
3
1
y
.
Using the bounds for ε1 and ε2 we get
2
(
a2
1
A
+ c2
R2
A
+
1
y
)
|ε1| ≤ 24R+ 1√
3
6R√
3
1
y
2√
3A
ε ≤ 104R+ 1√
3
ε
y
,
2
(
a2
1
A
+ c2
R2
A
+
1
y
)
|ε2| ≤ 24R+ 1√
3
6R√
3
1
y
4ε ≤ 28R4R+ 1√
3
ε
y
and
(|ε1|+ |ε2|)2 ≤
(
1
A
2√
3
ε+ 4ε
)2
≤ ε2
(
1
A
2√
3
+ 4
)2
≤ ε2
(
4
3
+ 4
)2
≤ 29ε2 ≤ 11ε
7
since ε ≤ √3/5. Using these inequalities for (12) and applying (4) again we obtain∣∣∣∣a2 + 2ν|σ|ac+R2c2 − Ay
∣∣∣∣2 ≤ A2 max{a2, c2}(38R4R+ 1√3 εy + 11 max{a2, c2}ε
)
≤ 49A2R
(
4R+ 1√
3
)2 ε
y2
.
Taking the square–root on both sides gets us∣∣∣∣a2 + 2ν|σ|ac+R2c2 − Ay
∣∣∣∣ ≤ 7AR1/2(4R+ 1√3
)
ε1/2
y
.
Using A ≤ R and y = Im(τ) we get∣∣∣∣a2 + 2ν|σ|ac+R2c2 − Ay
∣∣∣∣ ≤ 7R2(4R+ 1√3
)
ε1/2
Im(τ)
.
This proves (3).
Note that the estimates might be improved slightly, especially when ξ = ζ or ξ = ζ2
with ζ = e2pii/6.
We want to use the last lemma to prove the following proposition.
Proposition 2.2 Let N be an integer, and let E0 be an elliptic curve, and ξ ∈ F¯ .
Further, assume that 0 ≤ ε ≤ (100−1|ξ|−3 Im(ξ))2. Then the number of τ ∈ F¯ with
|ξ− τ | ≤ ε and such that E0 is N–isogenous to a curve corresponding to j(τ) is bounded
by
107|τ0||ξ|5
(√
Nσ0(N) +
√
εψ(N)
)
.
For the remainder of the section we are going to prove this proposition.
For fixed τ ∈ H with bounded real part we want to bound the number of matrices
that satisfy the conditions in the lemma. For this we define
M(ξ;x; y; ε) = #{γ ∈ SL2(Z);∃τ = x˜+ iy, |x˜| ≤ |x|, |γτ − ξ| ≤ ε and γτ ∈ F¯}.
Note that the last lemma tells us that all τ on horizontal lines in the upper half–plane
satisfy the same equation for (a, c). Thus, if we look at horizontal line segments the
number M(ξ;x; y; ε) can be bounded independent in terms of x.
If γ is as in the last lemma, then the first column (a, c) is close to one of the two
ellipses
X2 ± 2|Re(ξ)|XY + |ξ|2Y 2 = Im(ξ)
Im(τ)
.
More precisely, we have∣∣∣∣λ− Im(ξ)Im(τ)
∣∣∣∣ ≤ 50|ξ|3 ε1/2Im(τ) , where λ = a2 ± 2|Re(ξ)|ac+ |ξ|2c2. (13)
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We need an upper bound for the number N(Im(τ), ε) of lattice points (a, c) ∈ Z2 that
satisfy (13). Each of these points lies in a neighborhood of an ellipse defined above. We
are going to use a result by Davenport [Dav51]. The following theorem is a special case
of the result of Davenport.
Theorem 2.3 Let R be a region in the two–dimensional plane with smooth boundary.
If V (R) denotes the volume of R and N(R) the number of points with integral coordinates
in R, then
|N(R)− V (R)| < 4(L+ 1),
where L is the length of the boundary of R.
Thus, we need to compute the volume and the circumference of the ellipses that bound
the given neighborhood. Let us assume that
ε ≤
(
Im(ξ)
100|ξ|3
)2
is small enough. We consider the case when ν = 1. The ellipses are then given by
E± : Aa2 +Bab+ Cb2 = 1
with
A =
Im(τ)
Im(ξ)± 50|ξ|3ε1/2 , B =
2|Re(ξ)| Im(τ)
Im(ξ)± 50|ξ|3ε1/2 , C =
|ξ|2 Im(τ)
Im(ξ)± 50|ξ|3ε1/2 .
The area of the bigger ellipse is then given by
vol(E+) =
2pi√
4AC −B2 = pi
Im(ξ) + 50|ξ|3ε1/2
Im(τ)
√|ξ|2 − Re(ξ)2 = pi Im(ξ) + 50|ξ|
3ε1/2
Im(τ) Im(ξ)
.
Similarly, we have
vol(E−) = pi
Im(ξ)− 50|ξ|3ε1/2
Im(τ) Im(ξ)
for the smaller ellipse.
We now want to bound the circumference of E±. For this we will use the following
lemma.
Lemma 2.4 Let E be an ellipse given by Aa2+Bac+Cc2 = 1. Then the circumference
L of E is bounded by
L ≤
√
2(A+ C) vol(E).
Proof. To prove this we rotate the ellipse, so that the new equation becomes
A′a2 + C ′b2 = 1. (14)
9
The coefficients are given by
A′ =
A+ C
2
+
A− C
2
cos(2θ)− B
2
sin(2θ)
and
C ′ =
A+ C
2
− A− C
2
cos(2θ) +
B
2
sin(2θ),
where θ satisfies cot 2θ = A−CB or tan 2θ =
B
A−C . Note if B = 0, we have θ = 0, so that
A′ = A and C ′ = C. Now the circumference of an ellipse in the form of (14) can be
estimated by
L ≤
√
2pi
√
1
A′
+
1
C ′
≤
√
2pi
√
A′ + C ′
A′C ′
= 2
√
2pi
√
A′ + C ′
4A′C ′
.
But if we put B′ = 0, then A′+C ′ = A+C and 4A′C ′ = 4A′C ′−B′2 = 4AC−B2 since
the discriminant is an invariant. Thus
L ≤
√
2
√
A+ C
2pi
4AC −B2 =
√
2
√
A+ C vol(E),
as desired.
If L+ denotes the circumference of E+, then we have by the previous lemma
L+ ≤
√
2pi
√
Im(τ) + |ξ|2 Im(τ)
Im(ξ) + 50|ξ|3ε1/2
Im(ξ) + 50|ξ|3ε1/2
Im(τ) Im(ξ)
≤
√
2pi
√
1 + |ξ|2
Im(ξ)
√
Im(ξ) + 50|ξ|3ε1/2
Im(τ)
.
Now we use the bound on ε to get
L+ ≤
√
2pi
√
1 + |ξ|2
Im(ξ)
√
Im(ξ) + 12 Im(ξ)
Im(τ)
=
√
3pi
√
1 + |ξ|2
Im(ξ)
1√
Im(τ)
.
We have |ξ|Im(ξ) ≤ 2√3 since ξ is in the fundamental domain. Hence
|ξ|2
Im(ξ) ≤ 43 Im(ξ) and
therefore
1 + |ξ|2
Im(ξ)
=
1
Im(ξ)
+
|ξ|2
Im(ξ)
≤ 2√
3
+
4
3
Im(ξ) ≤ 8
3
Im(ξ).
Using this for the bound of L+ yields
L+ ≤ 2pi
√
2 Im(ξ)√
Im(τ)
.
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Clearly this bound also holds for L−, the circumference of the smaller ellipse.
Let N(E±) denote the number of lattice points contained in E± as defined in Theorem
2.3. By this same theorem, the number of points contained in the elliptical annulus can
be estimated by
N(E+)−N(E−) = N(E+)− vol(E+)− (N(E−)− vol(E−)) + vol(E+)− vol(E−)
≤ 4(L+ + 1) + 4(L− + 1) + vol(E+)− vol(E−)
≤ 8(L+ + 1) + 100pi|ξ|
3ε1/2
Im(τ) Im(ξ)
≤ 16pi
√
2 Im(ξ) +
√
Im(τ)√
Im(τ)
+
100pi|ξ|3ε1/2
Im(τ) Im(ξ)
.
Therefore, a bound for N(Im(τ), ε) is given by twice this number since the ellipse for
ν = −1 gives the same bound.
To obtain a bound for the number of matrices satisfying the conditions in Lemma 2.1,
we need to estimate the possible pairs (b, d) when (a, c) is fixed. Let (a, c) be fixed, and
assume that (b, d) and (b′, d′) satisfy ad − bc = 1 and ad′ − b′c = 1, respectively. Then
(b− b′, d− d′) = (ak, ck) for some integer k. Lemma 2.1 now implies
|k| ≤ 2|Re(τ)|+ 24|ξ|+ 1√
3
≤ 2|Re(τ)|+ 6|ξ|.
Thus, M(ξ;x; y; ε) is bounded by
N(y, ε) · (2 · (2x+ 6|ξ|) + 1) ≤ N(y, ε) · (4x+ 13|ξ|)
≤ 2
(
16pi
√
2 Im(ξ) +
√
y√
y
+
100pi|ξ|3ε1/2
y Im(ξ)
)
(4x+ 13|ξ|) . (15)
We now want to apply this result to estimate the number of points close to a fixed
point which are given by a cyclic isogeny of degree N . Let τ0 ∈ H be fixed. Let N ∈ N.
We will be working with matrices M of the form
(
m l
0 n
)
with N = mn and 0 ≤ l < n.
We will denote M.τ0 by τM . We want to bound the number of points τM satisfying
|τ˜M − ξ| ≤ ε with τ˜M in the SL2(Z)–orbit of τM and in F¯ . For this we momentarily fix
a divisor n of N with n ≥ √N and a matrix M with M = (m l0 n ) and 0 ≤ l < n. Then
y := Im(τM ) =
m
n Im(τ0) for any 0 ≤ l < n. Figure 2 shows an example with τ = 1 + i
and N = 10.
Since y does not depend on l and |Re(τM )| ≤ |Re(τ0)|+1, the bound forM(ξ; |Re(τ0)|+
1; y; ε) is independent of l. This number does not estimate all the τM that are translated
close to ξ as we will see later. The bound in (15) translates to
M(ξ; |Re(τ0)|+ 1; y; ε) ≤ 8
(
4pi
√
2 Im(ξ) +
√
m
n Im(τ0)√
Im(τ0)
√
n
m
+
25pi|ξ|3ε1/2
Im(τ0) Im(ξ)
n
m
)
· (4|Re(τ0)|+ 13|ξ|+ 4) .
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Figure 1: τ0 and all except one τM for N = 10
But mn ≤ 1 since n ≥
√
N and hence
M(ξ;|Re(τ0)|+ 1; y; ε)
≤ 8 (4|Re(τ0)|+ 17|ξ|)
(
4pi
√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
√
n
m
+
25pi|ξ|3ε1/2
Im(τ0) Im(ξ)
n
m
)
≤ 8 (4|Re(τ0)|+ 17|ξ|)
(
8pi
√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
√
n
m
+
35pi|ξ|2ε1/2
Im(τ0)
n
m
)
if we also apply |ξ|2/ Im(ξ) ≤ 4|ξ|/3. Further we get
M(ξ; |Re(τ0)|+ 1; y; ε) ≤ 64pi (4|Re(τ0)|+ 17|ξ|)
·max
{√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
, 5
|ξ|2
Im(τ0)
}
(16)
·
(√
n
m
+
n
m
ε1/2
)
.
Now different τM (entry l different) can be translated close to ξ by the same matrix,
so we have to restrict those. So if τM is translated into the disc around ξ by a matrix(
a b
c d
)
then the real part x of τM satisfies
|cx+ d| |c| ≤ 3|ξ| and |ax+ b| |a| ≤ 3|ξ|
by (6) and (8). Assume that c 6= 0. Then |x+ d/c| ≤ 3|ξ|c−2, so that x lies in an interval
I with center −d/c and of length bounded by 6|ξ|c−2. This implies
|{l ∈ {0, . . . , n− 1} : (mRe(τ0) + l)/n ∈ I}| ≤ n|I|+ 1 ≤ 6|ξ| n
c2
+ 1.
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A similar result is obtained if a 6= 0. So in any case
|{l ∈ {0, . . . , n− 1} : (mRe(τ0) + l)/n ∈ I}| ≤ 6|ξ| n
max{|a|, |c|}2 + 1 (17)
independent of whether the interval is centered around−d/c or−b/a. Moreover, max{|a|, |c|}2
can be bounded by
3|ξ|2 max{|a|, |c|}2 ≥ a2 + ν2|Re(ξ)|ac+ |ξ|2c2
≥ Im(ξ)− 50|ξ|
3ε1/2
y
=
Im(ξ)− 50|ξ|3ε1/2
Im(τ0)
n
m
,
where the last inequality follows from Equation (3). Using the upper bound on ε we
obtain
3|ξ|2 max{|a|, |c|}2 ≥ Im(ξ)
2 Im(τ0)
n
m
,
and hence
6|ξ| n
max{|a|, |c|}2 ≤ 36|ξ|
3 Im(τ0)
Im(ξ)
m ≤ 50|ξ|2 Im(τ0)m (18)
since |ξ|/ Im(ξ) ≤ 2/√3.
Recall that the matrix M is of the form
(
m l
0 n
)
with N = mn and 0 ≤ l < n and
τM = Mτ0. As before, τ˜M is in the SL2(Z)–orbit of τM and in F¯ .
Let Λ(τ0;N ; ε) be the set of τM satisfying |τ˜M − ξ| ≤ ε, where τM is as before. The
number of elements in Λ(τ0;N ; ε) is surely bounded by the number of matrices M with
lower right entry greater than
√
N satisfying the condition plus the total number of
matrices with n ≤ √N . The latter is bounded by∑
n|N
0<n≤√N
n ≤
√
N
∑
n|N
1 =
√
Nσ0(N).
For n ≤ √N we are going to count τ˜M independent of whether |τ˜M − ξ| ≤ ε or not since
the number
√
Nσ0(N) does not grow too fast. Now by the arguments we just made,
we can bound the number of τM and thus the total number of points in Λ(τM ;N ; ε) as
follows. Recall that N = mn.
|Λ(τ0;N ; ε)| ≤
∑
n|N
n≥√N
M
(
ξ; |Re(τ0)|+ 1; N
n2
Im(τ0); ε
)(
6|ξ| n
max{|a|, |c|}2 + 1
)
+
√
Nσ0(N).
Here, for fixed n the number M (ξ; |Re(τ0)|+ 1; Nn2 Im(τ0); ε) bounds the matrices that
translate any τM of the form
(
m l
0 n
)
with varying l close to ξ. But since different τM
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can be translated into the disc around ξ by the same matrix we have to compensate this
with the inequality in (17). This in turn can be estimated as displayed in (18) so that
|Λ(τ0;N ; ε)| ≤
∑
n|N
n≥√N
M
(
ξ; |Re(τ0)|+ 1; N
n2
Im(τ0); ε
)(
50|ξ|2 Im(τ0)N
n
+ 1
)
+
√
Nσ0(N).
By the inequality for M (ξ; |Re(τ0)|+ 1; Nn2 Im(τ0); ε) in (16) and 1 ≤ m we get
|Λ(τ0;N ; ε)| ≤
√
Nσ0(N) +
∑
m|N
m≤√N
m · I(τ0, ξ) ·
(√
N
m2
+
N
m2
ε1/2
)
where
I(τ0, ξ) = 64pi (4|Re(τ0)|+ 17|ξ|)
(
50|ξ|2 Im(τ0) + 1
)
·max
{√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
, 5
|ξ|2
Im(τ0)
}
.
We can continue the estimate
|Λ(τ0;N ; ε)| ≤
√
Nσ0(N) + I(τ0, ξ)
∑
m|N
m≤√N
m
(√
N
m
+
N
m2
ε1/2
)
=
√
Nσ0(N) + I(τ0, ξ)
∑
m|N
m≤√N
(√
N +
N
m
ε1/2
)
.
We split the sum to get
|Λ(τ0;N ; ε)| ≤
√
Nσ0(N) + I(τ0, ξ)
 ∑
m|N
m≤√N
√
N +
∑
m|N
m≤√N
N
m
ε1/2

=
√
Nσ0(N)(1 + I(τ0, ξ)) + I(τ0, ξ)ε1/2
∑
n|N
n≥√N
n
=
√
Nσ0(N)(1 + I(τ0, ξ)) + I(τ0, ξ)ε1/2σ1(N). (19)
Lemma 2.5 Let N be a positive integer. Then σ1(N) ≤ pi26 ψ(N).
Proof. It is well–known that σ1 is multiplicative. The function ψ is also multiplicative,
see page 53 of [Lan87]. We have σ1(p
k) = p
k+1−1
p−1 and ψ(p
k) = pk−1(p+ 1). Thus
σ1(p
k)
ψ(pk)
=
pk+1 − 1
(p− 1)(p+ 1)pk−1 ≤
p2
p2 − 1 =
1
1− p−2 .
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For general N this yields
σ1(N)
ψ(N)
≤
∏
pk‖N
1
1− p−2 ≤
∏
p
1
1− p−2 = ζ(2),
where ζ denotes the Riemann zeta function. This proves the claim.
Altogether we get
Lemma 2.6 Fix τ0 ∈ H and ξ ∈ F¯ . Let 0 < ε ≤
(
Im(ξ)
100|ξ|3
)2
. Let Λ(τ0;N ; ε) be the
number of Mτ0, M =
(
m l
0 n
)
with N = mn and 0 ≤ l < n, that satisfy |γMτ0 − ξ| ≤ ε
for some γ ∈ SL2(Z). Then
|Λ(τ0;N ; ε)| ≤
√
Nσ0(N)(1 + I(τ0, ξ)) + pi
2
6
I(τ0, ξ)ε1/2ψ(N).
with
I(τ0, ξ) = 64pi (4|Re(τ0)|+ 17|ξ|)
(
50|ξ|2 Im(τ0) + 1
)
·max
{√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
, 5
|ξ|2
Im(τ0)
}
.
To complete the proof of Proposition 2.2 we restrict τ0 to the fundamental domain.
Then Im(τ0) ≥
√
3/2 and |Re(τ0)| ≤ 1/2. Therefore we get√
2 Im(ξ) +
√
Im(τ0)√
Im(τ0)
= 1 +
√
2 Im(ξ)√
Im(τ0)
≤ 1 + 2
√
Im(ξ) ≤ 6|ξ|2
and hence
max
{
1 + I(τ0, ξ), pi
2
6
I(τ0, ξ)
}
≤ 64pi (2 + 17|ξ|) · 60|ξ|2|τ0| · 6|ξ|2 ≤ 107|τ0||ξ|5.
Recall that an N–isogeny (i.e. a cyclic isogeny of degree N) is related to a matrix of the
form M =
(
m l
0 n
)
with N = mn, 0 ≤ l < n and gcd(m,n, l) = 1. We have considered
such matrices without a condition on the greatest common divisor. Therefore we are
done with the proof of Proposition 2.2.
3 Bounding the height
Recall that we have fixed an elliptic curve without complex multiplication defined over a
number field K and j0 is its j–invariant. Two points in the fundamental domain are in
the same Hecke orbit if there exists an isgoeny between them. We are going to compare
the Galois orbit of j0 to the Hecke orbit of all conjugates of E0. We now want to bound
the number of elements in Γ(ξ, ε). For this we use the connection between the isogeny
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orbit and the Galois orbit of Serre’s open image theorem. See The´ore`me 3 in §4 of
[Ser72].
More precisely, we will be using a version proved by Lombardo [Lom15], that gives us
an explicit bound. Let GK = Gal(K¯/K) be the absolute Galois group of K. Recall that
GK acts on the N–torsion points of N , and we thus get a representation
ρN : GK → Aut(E[N ]).
The group Aut(E[N ]) is isomorphic to GL2(Z/NZ). It is possible to choose a suitable
basis of GL2(Z/NZ) so that we obtain a representation
ρ∞ : GK → GL2(Zˆ)
after taking the inverse limit (over N .) Serre proved in [Ser72] that [GL2(Zˆ) : ρ∞(GK)]
is finite. The result by Lombardo implies[
GL2(Zˆ) : ρ∞(GK)
]
< γ1 · [K : Q]γ2 ·max {1, h(E), log[K : Q]}2γ2 (20)
where γ1 = exp
(
1021483
)
and γ2 = 2.4 · 1010. In particular, we obtain
[GL2(Z/NZ) : ρN (GK)] < γ1 · [K : Q]γ2 ·max {1, h(E), log[K : Q]}2γ2 .
Note that Lombardo’s result actually uses the original definition of the Faltings height.
This information was acquired through a private conversation with the author. Since
the original definition of the Faltings height is smaller than the normalization of Deligne,
we can just substitute h(E) into Lombardo’s result.
The cyclic isogenies of degree N correspond in a one–to–one fashion to the cyclic
subgroups of order N in Z/NZ × Z/NZ ' E[N ]. The action of GL2(Z/NZ) on these
subgroups is transitive as the next lemma states. We start with some group theory. We
denote by ϕ Euler’s totient function given by ϕ(N) = #(Z/NZ)× = N
∏
p|N (1 − 1/p),
where the product runs over all primes p dividing N . Recall ψ(N) = N
∏
p|N (1 + 1/p).
Lemma 3.1 The cardinality of GL2(Z/NZ) is equal to ϕ(N)2ψ(N)N . Let ∆ ⊆
GL2(Z/NZ) denote the subgroup of upper triangular matrices. Then #∆ = Nϕ(N)2.
There are ψ(N) cyclic subgroups of Z/NZ×Z/NZ. The group GL2(Z/NZ) acts transi-
tively on the cyclic subgroups of order N in (Z/NZ)2.
Lemma 3.2 Let E/K be an elliptic curve, N an integer, and Φ ⊆ E[N ] a cyclic
subgroup of N–torsion points. Put B = |{σ(Φ) : σ ∈ Gal(K¯/K)}|. Then we have
ψ(N)
B
≤ [GL2(Z/NZ) : ρN (GK)] .
Proof. Suppose Φ is generated by P ∈ E[N ]. After choosing a basis, we may assume
that P corresponds to (1, 0) in Z/NZ×Z/NZ. For any σ ∈ Gal(K¯/K), the group σ(Φ)
is generated by a point (a, c) ∈ Z/NZ×Z/NZ where ( a bc d ) is the image of σ under ρN .
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Let ∆ be the subgroup of upper triangular matrices of GL2(Z/NZ). The equality σ(Φ) =
Φ holds if and only if σ is mapped into ∆ under ρN . We thus have
B =
# im ρN
#(∆ ∩ im ρN ) ≥
# im ρN
#∆
=
# im ρN
Nϕ(N)2
.
This implies
ψ(N)
B
≤ ψ(N)ϕ(N)
2N
# im ρN
=
ψ(N)ϕ(N)2N
# GL2(Z/NZ)
[GL2(Z/NZ) : ρN (GK)]
= [GL2(Z/NZ) : ρN (GK)] ,
as desired.
We want to estimate a Mertens’ type of sum. In fact, we are going to use a result by
Mertens.
Lemma 3.3 Let n ≥ 4 be a positive integer. Then∑
p|n
log p
p
≤ 5.25 log log n,
where the sum runs over all prime divisors of n.
Proof. The function log x/x is decreasing on (e,∞). Note that (log 2)/2 < (log 3)/3.
So let n = pa be a prime power with p 6= 2. Then
log p
p
≤ log 3
3
≤ 5 log log 3 ≤ 5 log log p
and the claim holds. If n = 2a with a ≥ 2, then
log 2
2
< 1 ≤ 5 log log(4).
Now let n = paqb with different primes p, q and a, b ≥ 1. We have (log 5)/5 < (log 2)/2
and (log p)/p < 0.5. Thus
log p
p
+
log q
q
≤ log 2
2
+
log 3
3
≤ 1 < 5 log log 6 ≤ 5 log log n.
So the claim is true for all 4 ≤ n ≤ 29. let us now assume that n is composite with
ω(n) ≥ 3. We can bound the sum by looking at the first ω(n) primes∑
p|n
log p
p
≤ log p1
p1
+
log p2
p2
+ · · ·+ log pω(n)
pω(n)
.
Note that (log 2)/2 < (log 3)/3, so that if 3 occurs in the prime decomposition of n and
2 does not, we can just estimate the largest prime divisor of n by (log 2)/2 and get the
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same inequality. It is a well–known result by Cipolla in [Cip02], that the n–th prime
pn is bounded from above by n(log n + log log n) for sufficiently large n. Indeed Rosser
proved in Theorem 2 of [Ros39] that pn ≤ n(log n + 2 log log n) for all n ≥ 4. Also
compare to the bound in [RS62]. Hence pn ≤ 2n log n for all n ≥ 3 since this bound also
holds for p3 = 5. Since we have ω(n) ≥ 3 we can apply this to the last inequality to
obtain ∑
p|n
log p
p
≤
∑
p≤2ω(n) logω(n)
log p
p
.
By Mertens’ Theorem (see [Mer74]) the sum on the right–hand side is bounded by∑
p≤2ω(n) logω(n)
log p
p
≤ 2 log(2ω(n) logω(n))
for all n ≥ 1 composite of at least 3 distinct primes. We have the trivial inequality
ω(n) ≤ log n
log 2
.
This gives us ∑
p|n
log p
p
≤ 2 log
(
2
log n
log 2
log
log n
log 2
)
≤ 2 log log n+ 2 log (log log n− log log 2) + 2.12
and if n ≥ 5 this gets us∑
p|n
log p
p
≤ 2 log log n+ 2 log (2 log log n) + 2.12
≤ 2 log log n+ 2 log log log n+ 3.51.
But we have log log n ≤ 36100 log n since x 7→ (log log x)/ log x is decreasing for x ≥ 16 and
(log log 30)/(log 30) < 0.36. Because of 3.51 + 2 log 0.36 < 1.25 log log 30 we obtain∑
p≤2ω(n) logω(n)
log p
p
≤ 5.25 log log n,
as desired.
Proposition 3.4 Let E/Q¯ and E0/K be elliptic curves without CM such that there
exists a cyclic isogeny of degree N from E0 to E. Let ρN be the Galois representation
associated to E0. If N ≥ 4, we have
h(E) ≥ h(E0) + 1
2
logN − 7 · [GL2(Z/NZ) : ρN (GK)] log logN.
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Proof. We denote by h(E) and h(E0) the stable Faltings height of E and E0, respec-
tively. (The stated inequality does not depend on the normalization of the Faltings
height.) We consider the action of Gal(Q¯/K) on the set of Q¯–isomorphism classes of
elliptic curves. Let E = E1, . . . , Eψ(N) be representatives of elliptic curves that are N–
isogenous to E0. Note that the group Gal(Q¯/K) acts on the set {E1, . . . , Eψ(N)}. By
Corollaire 3.3 in [Aut03] we have
1
ψ(N)
ψ(N)∑
i=1
h(Ei) = h(E0) +
1
2
logN − λN
where N = pα11 · · · pαrr and λN =
∑r
i=1
p
αi
i −1
(p2i−1)p
αi−1
i
log pi. Rearranging and using |h(E0)−
h(Ei)| ≤ 1/2 logN (e.g. [Ray85, Corollaire 2.1.4, page 207]) we obtain
n1
ψ(N)
h(E1) ≥ h(E0) + 1
2
logN − λN −
∑
j
nj
2ψ(N)
logN −
∑
j
nj
ψ(N)
h(E0)
= h(E0) +
1
2
logN − λN − ψ(N)− n1
2ψ(N)
logN − ψ(N)− n1
ψ(N)
h(E0)
=
n1
ψ(N)
h(E0) +
n1
2ψ(N)
logN − λN ,
where we have grouped curves into Gal(Q¯/K)–orbits, each of size nj . The number n1 is
the number of elliptic curves up to Q¯–isomorphism that are in the Gal(Q¯/K)–orbit of
E1. This implies
h(E1) ≥ h(E0) + 1
2
logN − ψ(N)
n1
λN .
We have
pαii − 1
(p2i − 1)pαi−1i
≤ p
αi
i
(p2i − 1)pαi−1i
=
pi
p2i − 1
≤ 4
3pi
.
It follows from the last lemma and Lemma 3.2 that
h(E1) ≥ h(E0) + 1
2
logN − 21
3
[GL2(Z/NZ) : ρN (GK)] log logN,
as desired.
Corollary 3.5 In the setting of the previous proposition, let j0 and j be the j–invariants
of E0 and E, respectively. We have
h(j0)− 6 log(1 + h(j0)) + 6 logN − 84 [GL2(Z/NZ) : ρN (GK)] log logN
≤ h(j) + 16.212
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Proof. Compare the proof to Proposition 2.1 in [Sil86a]. Using Proposition 3.2 of
[Lo¨b17] in the first step and Lemme 7.8 of [GR11] on the third we obtain
1
12
h(j0)− 1
2
log(1 + h(j0))− 2.071 + 1
2
logN − 7 [GL2(Z/NZ) : ρN (GK)] log logN
≤ h(E0) + 1
2
logN − 7 [GL2(Z/NZ) : ρN (GK)] log logN + 1
2
log pi
≤ h(E) + 1
2
log pi
≤ 1
12
h(j)− 1
2
log(1 + h(j))− 0.72
≤ 1
12
h(j)− 0.72.
Note that the authors of both cited papers use the normalization of the Faltings height
of Deligne. Multiplying the inequality by 12 and rearranging the terms yields the desired
inequality.
In the proof of the next lemma we will use the function
D(z) = max{1, |Re(z)|, Im(z)−1}, for all z ∈ H.
It appears in [HP12]. Note that if z is in F¯ , then D(z) ≤ 2/√3. The height of an
element in Mat2(Q) will be the height of that element when regarded as a member of
Q4. The following result can be found in a slightly weaker form in [HP12].
Lemma 3.6 If z ∈ H \ SL2(Z) ζ, then for any ρ ∈ SL2(Z) with ρz ∈ F we have
H(ρ) ≤ 264D(z)9. If z ∈ SL2(Z) ζ, then we have H(ρ) ≤ 1056D(z)9 for any ρ ∈ SL2(Z)
with ρz ∈ F .
Proof. The result follows from the theory in Chapter 2 of [DS05]. The result of
Habegger and Pila states, that H(ρ) ≤ 264D(z)9 for some ρ ∈ SL2(Z). Note that
H(ρ) = H(−ρ). If ρ′ ∈ SL2(Z) satisfies ρz = ρ′z, then ρ−1ρ′ lies in the isotropy sub-
group SL2(Z)z of z. Assume z is neither in the SL2(Z)–orbit of i nor of ζ. Then since z
is not an elliptic point we have {±I} SL2(Z)z = {±I} with I the 2–by–2 identity matrix.
Thus we have H(ρ) ≤ 264D(z)9 in any case.
Assume z ∈ SL2(Z) i. Then ρ−1ρ′ ∈ SL2(Z)i = 〈S〉 with S =
(
0 −1
1 0
)
. But then
H(ρ) = H(ρ′) and the result follows.
Finally, assume z ∈ SL2(Z) ζ. Then ρ−1ρ′ ∈ SL2(Z)ζ = 〈
(
0 −1
1 1
)〉, so that H(ρ′) ≤
4H(ρ) ≤ 1056D(z)9.
Let N,m, n, l be integers satisfying 1 < N = mn and 0 ≤ l < n. Then we have
|Re (mτ+ln )| ≤ N (|Re(τ)|+ 1) ≤ N(D(τ) + 1), and we can similarly bound the inverse
of the imaginary part by N(D(τ) + 1). Thus
D
(
mτ + l
n
)
≤ N(D(τ) + 1). (21)
We will use this for the proof of Lemma 3.8, but first
20
Lemma 3.7 We have |τσ0 |/[K : Q] ≤ 3 max{1, h(j0)}.
Proof. Put D = [K : Q]. We have
|τσ0 | ≤
3
2
log max{e, |j(τσ0 )|}
by Lemme 1 item (iv) in [FP87]. Thus
|τσ0 |
D
≤ 3
2
1
D
log max{e, |j(τσ0 )|}
≤ 3
2
1
D
(1 + log max{1, |j(τσ0 )|})
=
3
2
1
D
(1 + log max{1, |σ(j(τ0))|})
≤ 3
2
1
D
1 + ∑
ν∈MK
dν log max{1, |j(τ0)|ν}

≤ 3
2
+
3
2
h(j0).
This gives the desired inequality.
Lemma 3.8 Let E0 : y
2 = 4x3 − g2x− g3 be the Weierstrass form of an elliptic curve
without complex multiplication defined over a number field K. Let j0 be the j–invariant
of E0 and put h = max{1, h(1, g2, g3), h(j0)}. Let ω1 and ω2 be periods of the elliptic
curve such that τ0 = ω2/ω1 is in F . Suppose that ξ is an algebraic number of degree 2.
Let N,m, n, l be integers satisfying
N ≥
(
max{e18pih, [K : Q], (4 · 1011H(ξ))20}
)1/20
=: N (E0, ξ),
N = mn and 0 ≤ l < n. Let ρ ∈ SL2(Z) satisfy ρ
(
m l
0 n
)
.τ0 ∈ F¯ . Write
( α β
γ δ
)
= ρ
(
m l
0 n
)
.
Then there exists an explicit constant c′1 ≥ 1 such that
log|(α− ξγ)ω2 + (β − ξδ)ω1| ≥ −c′1 · (logN)4.
The constant c′1 depends on the elliptic curve E0.
Proof. This is a special case of The´ore`me 2.1 in [Dav95]. We set D = [K : Q]. Also
see [DH09] for a similar result with a computable constant. We put L(z0, z1, z2) =
(α− ξγ)z1 + (β − ξδ)z2. Our elliptic curve and the coefficients are in a number field of
degree at most 2D since ξ is quadratic. Note that (α− ξγ)ω2 + (β− ξδ)ω1 6= 0 otherwise
we would have
τ0 =
ξδ − β
α− ξγ =
(
δ −β
−γ α
)
.ξ
i.e. there is a isogeny of degree N between elliptic curves with j–invariant j(τ0) and
j(ξ). But one has complex multiplication and the other does not, so this is impossible.
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We choose the variables u1, u2 in the theorem to be ω2 and ω1, respectively. Then
γ1 = γ2 = (0, 0, 1) and v = (1, ω2, ω1). We have to estimate the height of the coefficients
of the linear form. For this, let H denote the multiplicative height. Let ρ =
(
a b
c d
)
. Then
α = ma and γ = cm, and by 2 we obtain
H(α− ξγ) ≤ 2H(α)H(−ξγ)
≤ 2H(α)H(ξ)H(γ)
= 2H(am)H(ξ)H(cm)
≤ 2H(a)H(m)H(ξ)H(c)H(m)
= 2H(a)H(ξ)H(c)m2.
Now m ≤ N and H(a), H(c) ≤ H(ρ) so that
H(α− ξγ) ≤ 2H(ρ)2H(ξ)N2.
Note that
(
m l
0 n
)
.τ0 does not have CM and is thus not an elliptic point for SL2(Z). This
means that if ρ′ ∈ SL2(Z) transfers the point to the same points as ρ does, then ρ′ = ±ρ.
Since H(ρ) = H(−ρ) we can use Lemma 3.6 together with (21) to obtain
H(ρ) ≤ 264D
(
mτ0 + l
n
)9
≤ 264(D(τ0) + 1)9N9 ≤ 2 · 105N9, (22)
because τ0 ∈ F . Altogether we have
H(α− ξγ) ≤ 8 · 1010H(ξ)N20.
We have β = al + bn and δ = cl + dn. Recall 0 ≤ l < n ≤ N and thus
H(β) = |al + bn| ≤ |al|+ |bn| ≤ (|a|+ |b|)N ≤ 2H(ρ)N
and
H(δ) = |cl + dn| ≤ |cl|+ |dn| ≤ (|c|+ |d|)N ≤ 2H(ρ)N.
For the height of H(β − ξδ) we obtain
H(β − ξδ) ≤ 2H(β)H(ξ)H(δ)
≤ 8H(ρ)2H(ξ)N2.
Using (22) again this yields
H(β − ξδ) ≤ 4 · 1011H(ξ)N20.
Put V1 = V2 = e
18pih. We have
3pi|u1|2
|ω1|2 Im(τ0)2D ≤
3pi|u1|2
|ω1|2 Im(τ0)D ≤
3pi|τ0|2
Im(τ0)D
≤ 6pi
D
|τ0| ≤ 18pih
22
where we used the previous lemma on the last inequality and we also have
3pi|u2|2
|ω1|2 Im(τ0)D ≤
3pi
Im(τ0)D
≤ 6pi
since |τ0|2/ Im(τ0) ≤ 2|τ0|/
√
3 and Im(τ0) ≥
√
3/2 for τ0 ∈ F¯ . Therefore, equation (3) of
The´ore`me 2.1 in [Dav95] is satisfied independently of whether ξ is in K or not. Assume
N ≥
(
max{e18pih, D, (4 · 1011H(ξ))20}
)1/20
.
Define
B = N21.
We picked N large enough so that
B ≥ max{e18pih, H(α− ξγ), H(β − ξδ)}.
This implies B ≥ V 1/D1 = V 1/D2 . Thus, equations (1) and (2) of the theorem in [Dav95]
are satisfied, and we are in the situation of the theorem to obtain as a result the lower
bound
log|L(v)| ≥ −C · 26 ·D6(logB + log(2D)) · (log logB + h+ log(2D))3 log V1 log V2
≥ −C · 26 ·D6 · 54 · (18pih)2 · (logB)4
since h ≤ logB and log(2D) ≤ logB. If we substitute B and take C from [Dav95] we
get
log|L(v)| ≥ −C · 26 ·D6 · 54 · (18pih)2 · 214 · (logN)4
≥ −1054 ·D6 · h2 · (logN)4.
This gives the desired inequality of the lemma.
We use the definitions
F+ = {τ ∈ F ; 0 ≤ Re(τ) ≤ 1/2}
and
F− = {τ ∈ F ;−1/2 ≤ Re(τ) ≤ 0}.
The following lemma can be found in [BLP16].
Lemma 3.9 For τ ∈ F+ we either have |τ − ζ| ≥ 10−3 and |j(τ)| ≥ 4.4 · 10−5 or
|τ − ζ| ≤ 10−3 and
44000|τ − ζ|3 ≤ |j(τ)| ≤ 47000|τ − ζ|3.
For τ ∈ F− we either have |τ − ζ2| ≥ 10−3 and |j(τ)| ≥ 4.4 · 10−5 or |τ − ζ2| ≤ 10−3 and
44000|τ − ζ|3 ≤ |j(τ)| ≤ 47000|τ − ζ|3.
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We fix E0 given by a Weierstrass equation y
2 = 4x3−g2x−g3, and assume it is defined
over a number field K. Let j0 be its j–invariant and pick τ0 ∈ F with j(τ0) = j0. Let
E be an elliptic curve with j–invariant j that is N–isogenous to E0. As before, we set
j(τσ0 ) = σ(j(τ0)) with τ
σ
0 ∈ F for any field embedding σ : K → C. By Eσ0 and Eσ we
denote the Galois conjugates of E0 and E, respectively.
Lemma 3.10 Let N ≥ N (Eσ0 , ζ). We have log|σ(j)| ≥ −c1 · (logN)6 − c2 for any
Q–homomorphism σ : K → C, where the constants are explicit and only depend on the
fixed elliptic curve E0. We have c1 ≥ 1 and we can have c2 ≥ 0.
Proof. We assume |σ(j)| ≤ 10−3 for now. We have an N–isogeny between Eσ0 and Eσ
since E0 and E are N–isogenous. Let E
σ
0 (C) ' C/(ωσ0,1Z+ωσ0,2Z) with τσ0 = ωσ0,2/ωσ0,1 in
the fundamental domain. Similarly, let τσ correspond to Eσ(C). We can choose ωσ1 and
ωσ2 such that τ
σ = ρ
(
m l
0 n
)
τσ0 and such that τ
σ is in the fundamental domain F . Write( α β
γ δ
)
= ρ
(
m l
0 n
)
. A similar estimate to the one in the proof of Lemma 3.8 shows
|γωσ0,2 + δωσ0,1| ≤ 3N max{|ωσ0,1|, |ωσ0,2|}H(ρ)
≤ 792(D(τσ0 ) + 1)9 max{|ωσ0,1|, |ωσ0,2|}N10
≤ 106 max{|ωσ0,1|, |ωσ0,2|}N10,
(23)
since D(τσ0 ) ≤ 2/
√
3. Note that we have τσ 6= ζ since E does not have CM. We have
log|τσ − ζ| = log
∣∣∣( α βγ δ ).τσ0 − ζ∣∣∣
= log
∣∣∣∣ατσ0 + βγτσ0 + δ − ζ
∣∣∣∣
= log
∣∣∣∣∣αωσ0,2 + βωσ0,1γωσ0,2 + δωσ0,1 − ζ
∣∣∣∣∣
= log
(
1
|γωσ0,2 + δωσ0,1|
|αωσ0,2 + βωσ0,1 − ζ(γωσ0,2 + δωσ0,1)|
)
= − log|γωσ0,2 + δωσ0,1|+ log|(α− ζγ)ωσ0,2 + (β − ζδ)ωσ0,1|.
(24)
We can use (23) in the first step and Lemma 3.8 the second to get
log|τσ − ζ| ≥ − log (106 max{|ωσ0,1|, |ωσ0,2|}N10)+ log|(α− ζγ)ωσ0,2 + (β − ζδ)ωσ0,1|
≥ − log (106 max{|ωσ0,1|, |ωσ0,2|}N10)− c′1 · (logN)6,
where c′1 is the constant from Lemma 3.8. The same bound holds for ζ replaced by ζ2
since N (E, ζ) = N (E, ζ2). Assuming that τσ is closer to ζ, Lemma 3.9 says
|σ(j)| = |j(τσ)| ≥ 44000|τσ − ζ|3.
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This implies
log|σ(j)| = log|j(τσ)| ≥ log 44000 + log |τσ − ζ|3
≥ log 44000− 3 log (106 max{|ωσ0,1|, |ωσ0,2|})
− 10 logN − 3c′1 · (logN)6
≥− 14− 3 log (max{|ωσ0,1|, |ωσ0,2|})
− 4 · 1054 ·D6 · h2 · (logN)6.
So we can put c1 = 2 · 1051 · D6 · h2 ≥ 1. Since |ωσ0,1| and |ωσ0,2| can be small we put
c2 = 14 + 3 log
(
max{1, |ωσ0,1|, |ωσ0,2|}
)
.
If |σ(j)| ≥ 10−3, then
log(|σ(j)|) ≥ log(10−3) ≥ −7 > −c2,
so the bound is true.
Proposition 3.11 Let j0 and j be j–invariants of elliptic curves, where j0 is as-
sociated to the elliptic curve E0/K given by E0 : y
2 = 4x3 − g2x − g3. Put h =
max{1, h(1, g2, g3), h(j0)} and j(τ0) = j0 with τ0 ∈ F . Assume we have a cyclic isogeny
of degree N between E0 and an elliptic curve corresponding to j. Further assume that j
is an algebraic unit. If
N ≥ max
{
4 · 1011, [K : Q], e18pih
}
,
then the height of j can be estimated by
h(j) ≤6 · 107h[K : Q][GL2(Z/NZ) : ρN (GK)]
(
N−1/10 +
√
ε
) (
c1(logN)
6 + c2
)
+ 3|log ε|
where 0 < ε < 10−5 is arbitrary.
Proof. Let E be an elliptic curve corresponding to j, so that there is a cyclic isogeny of
degree N between E0 and E. Let Φ ⊆ E0[N ] be the kernel of the given isogeny E0 → E.
Put G = {σ ∈ Gal(K(E0[N ])/K);σ(Φ) = Φ}, and let KΦ = {α ∈ K(E0[N ]);σ(α) =
α for all σ ∈ G} be the fixed field of Φ. By basic Galois theory Gal(K(E0[N ])/KΦ) is
equal to G, and hence σ(Φ) = Φ for all σ ∈ Gal(KΦ/KΦ). This implies
B = |{σ(Φ) : σ ∈ Gal(K(E0[N ])/K)}|
=
|Gal(K(E0[N ])/K)|
|G|
= |Gal(KΦ/K)| = [KΦ : K].
25
By Remark III.4.13.2 in [Sil86b] the elliptic curve E is defined over KΦ, and hence
j ∈ KΦ. Let D be the degree of KΦ over Q. Put ε0 = 44000ε3. By (1) we have
h(j) = − 1
D
 ∑
|σ(j)|<ε0
log|σ(j)|+
∑
ε0≤|σ(j)|<1
log|σ(j)|

≤ − 1
D
∑
|σ(j)|<ε0
log|σ(j)|+ |log ε0|. (25)
Recall the definitions
Γε = {σ : K → C; τσ ∈ Σε}
with
Σε = {τ ∈ F ; |j(τ)| < ε} .
If |σ(j)| = |j(τσ)| < ε0 ≤ 10−3 and τσ ∈ F+, then by Lemma 3.9
|τσ − ζ|3 ≤ |j(τ
σ)|
44000
<
ε0
44000
= ε3, (26)
i.e. |τσ − ζ| < ε. If τσ is not in F+ but in F−, then |τσ − ζ2| < ε also follows from
|σ(j)| < ε0 and Lemma 3.9. We have σ ∈ Γε since
|σ(j)| = |j(τσ)| < ε0 = 47000ε3 ≤ 47000 · 10−10ε ≤ ε.
Continuing the estimate of (25) this gives
h(j) ≤ − 1
D
∑
|σ(j)|<ε0
log|σ(j)|+ |log ε0|
≤ #Γε0
D
max
|σ(j)|<ε0
{
log
∣∣σ(j)−1∣∣}+ 3|log ε| − log 44000
≤ #Γε0
D
max
|σ(j)|<ε0
{
log
∣∣σ(j)−1∣∣}+ 3|log ε|. (27)
Since ε ≤ 10−5 < 3/2002 we can apply Proposition 2.2 to each pair (Eσ0 , ζ) and (Eσ0 , ζ2)
where σ runs over all embeddings σ : K ↪→ C as follows. For each σ ∈ Γε0 the number
τσ is close to either ζ or ζ2 as we have seen in (26) and gives an N–isogeny from Eσ0 to
Eσ. Thus we can bound #Γε0 by
#Γε0 ≤ 6 · 107h[K : Q]2
(√
Nσ0(N) +
√
εψ(N)
)
.
after applying Lemma 3.7. We also have ε0 ≤ 10−3 and N ≥ N (Eσ0 , ζ) by assumption
and the previous lemma, so we can apply Lemma 3.10 to get
max
|σ(j)|<ε0
{
log
∣∣σ(j)−1∣∣} ≤ c1(logN)6 + c2.
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Using the last two inequalities for (27) we obtain
h(j) ≤
6 · 107h[K : Q]
(√
Nσ0(N) +
√
εψ(N)
)
B
(
c1(logN)
6 + c2
)
+ 3|log ε|
since we have D = [KΦ : Q] = B · [K : Q]. Nicolas shows on page 229 in [Nic87] that
σ0(N) ≤ N2/5 for N ≥ 107. Moreover, we have
√
Nσ0(N) ·B−1 ≤ N9/10 ·B−1 ≤ N9/10 · ψ(N)−1 · [GL2(Z/NZ) : ρN (GK)]
≤ N−1/10 · [GL2(Z/NZ) : ρN (GK)].
by Lemma 3.2. Using this in the inequality for the height above, and Lemma 3.2 again,
we get
h(j) ≤6 · 107 · h[K : Q][GL2(Z/NZ) : ρN (GK)]
(
N−1/10 +
√
ε
) (
c1(logN)
6 + c2
)
+ 3|log ε|,
as desired.
Theorem 3.12 Let j0 be the j–invariant of an elliptic curve without complex multi-
plication. Then there are at most finitely many j–invariants j of elliptic curves that are
isogenous to an elliptic curve corresponding to j0 and such that j is an algebraic unit.
Proof. Let E0 and E be elliptic curves with j–invariants j0 and j, respectively. Suppose
that there is an isogeny of degree N between them. We may assume that N is minimal.
By Lemma 6.2 in [MW90] the isogeny is cyclic. If N is large enough, then Corollary 3.5
gives a lower bound for the height of j
h(j) ≥ h(j0)− 6 log(1 + h(j0)) + 6 logN
− 84 [GL2(Z/NZ) : ρN (GK)] log logN − 16.212
(28)
Moreover, if j is an algebraic unit and N is large as in Proposition 3.11, that proposition
yields the upper bound
h(j) ≤6 · 107 · h[K : Q][GL2(Z/NZ) : ρN (GK)]
(
N−1/10 +
√
ε
) (
c1(logN)
6 + c2
)
+ 3|log ε|,
For large enough N , the preconceived restrictions on ε are met if we take ε = 1/(logN)12
since N ≥ 107 and thus ε < 10−5. Therefore, we have
h(j) ≤ 6 · 107 · h[K : Q][GL2(Z/NZ) : ρN (GK)]
(
N−1/10 +
1
(logN)6
)
· (c1(logN)6 + c2)
+ 36 log logN.
(29)
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Recall that Serre proved that [GL2(Z/NZ) : ρN (GK)] is uniformly bounded in N . Also
Lombardo gives an explicit bound in [Lom15]. As we have seen in Corollary 3.5 the lower
bound for h(j) grows as logN and the upper bound as log logN . This clearly gives a
contradiction for large enough N , which leaves us with only finitely many N , and hence
finitely many isogenies.
The next proposition bounds the number of j satisfying the conditions in the theorem.
Note that the index [GL2(Zˆ) : ρ∞(GK)] can be bounded explicitly by the result of
Lombardo. See [Lom15] or page 16.
Proposition 3.13 Let E0 : y
2 = 4x3 − g2x − g3 be an elliptic curve without complex
multiplication defined over a number field K of degree D. Let j0 be its j–invariant
with j(τ0) = j0 and τ0 ∈ F . We choose ω1 and ω2 with ω2/ω1 = τ0 and E0(C) '
C/(ω1Z+ω2Z) and similarly for Eσ0 , σ : K ↪→ C. Define h = max{1, h(1, g2, g3), h(j0)}.
If j is the j–invariant of an elliptic curve isogenous to E0 such that j is a unit, then the
degree of the minimal isogeny between j0 and j is bounded by
max
{
10180(Cc1)
20, (Cc2)
10, eCc1+Cc2+c3 , e120
2[GL2(Zˆ):ρ∞(GK)]2 , e18pih, D
}
,
where the constants are given by
C = 6 · 107 · h ·D[GL2(Zˆ) : ρ∞(GK)],
c1 = 4 · 1054D6 · h2 ≥ 1,
c2 = 14 + 3 log
(
max
σ
{1, |ωσ0,1|, |ωσ0,2|}
)
and
c3 = 20− h(j0) + 6 log(1 + h(j0)).
Note that c3 < 26 since −x+ 6 log(1 + x) has a maximum at 5 and −5 + 6 log(6) < 6.
Proof. We proceed as in the proof of the theorem. The inequalities (28) and (29) in
the proof of the theorem give
6 logN ≤C
(
N−1/10 +
1
(logN)6
)(
c1(logN)
6 + c2
)
+ 36 log logN + 84 [GL2(Z/NZ) : ρN (GK)] log logN
− h(j0) + 6 log(1 + h(j0)) + 16.212
and thus
6 ≤ 1
logN
(
Cc1N
−1/10(logN)6 + Cc2N−1/10 + Cc1 +
Cc2
(logN)6
+(84[GL2(Z/NZ) : ρN (GK)] + 36) log logN + c3
)
≤
(
Cc1N
−1/10(logN)5 + Cc2
N−1/10
logN
+
Cc1 + Cc2 + c3
logN
+120[GL2(Z/NZ) : ρN (GK)]
log logN
logN
)
(30)
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We are going to bound each term by 1 individually. This will give a contradiction
to the lower bound 6. We will work our way from the back to the front. We have
log log x < (log x)1/2 for all x ≥ 10. Thus
120[GL2(Z/NZ) : ρN (GK)] ≤ logN/ log logN
follows from
120[GL2(Z/NZ) : ρN (GK)] ≤ (logN)1/2 ≤ logN/ log logN,
which is true for all N ≥ e(120[GL2(Zˆ):ρ∞(GK)])2 .
The next term is (Cc1 +Cc2 + c3)/ logN . This is bounded by 1 for all N ≥ eCc1+Cc2+c3 .
The second term is less than 1 if Cc2 ≤ N1/10 is satisfied and N ≥ 3. This is true for
all N ≥ max{(Cc2)10, 3}.
For the first term we need
Cc1 ≤ N
1/10
(logN)5
.
We have log x ≤ 40x1/100 for all x ≥ 1045. Thus the bound holds if
Cc1 ≤ 10−9N1/20 = 10−9405 N
1/10
(40N1/100)5
≤ N
1/10
(logN)5
.
This is true for N ≥ 10180(Cc1)20.
All those assumptions on N together with the constraint
N ≥ max
{
4 · 1011, [K : Q], e18pih
}
we made in the previous proposition gives the desired bound.
This finishes the case j−α when α is zero. In the next section we are going to discuss
the case when α is different from 0.
4 Translates
Fix α ∈ Q¯ the j–invariant of an elliptic curve with complex multiplication, and let j0 be
the j–invariant of an elliptic curve without complex multiplication. We further assume
α 6= 0 since this is the case discussed in the last section. We now want to bound the
j–invariants j such that the corresponding elliptic curve is isogenous to the elliptic curve
E0, and such that j−α is an algebraic unit. Note that the previous case is a special case
of this where α = 0. Let ξ be imaginary quadratic with j(ξ) = α. We proceed as before,
i.e. we want to give lower and upper bounds of h(j − α) that contradict each other.
On the one hand we have
h(j − α) ≥ h(j)− h(α)− log 2 (31)
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as remarked in (2). So if there is a cyclic N–isogeny between the curves corresponding
to j and j0, then Corollary 3.5 yields
h(j − α) ≥ h(j0)− 6 log(1 + h(j0)) + 6 logN
− 84 [GL2(Z/NZ) : ρN (GK)] log logN − 20− h(α).
Now we want to bound the height from above. We need a similar statement to the
one in Lemma 3.10. First we want to introduce the following constant
c(ξ) =

|j′(ξ)|δ/2 if ξ ∈ (∂F+ ∪ ∂F−) \ {i}
|j′′(i)|δ2/4 if ξ = i
min {| Im(j(ξ))|, |j′(ξ)|δ/2} otherwise
where δ is defined as the minimum of A12A+108B and half the distance of ξ to any geodesic
of ∂F+ not containing ξ, B is defined as 4 · 105 max{1, |j(ξ)|} and A = |j′′(i)| if ξ = i
and A = |j′(ξ)| otherwise. We also assumed ξ 6= ζ, ζ2. More details can be found in
Lemma 3.8 of [Sch19].
Recall the definition
N (E0, ξ) :=
(
max{e6pi|τ0|/[K:Q], ee·h, [K : Q], (4 · 1011H(ξ))20}
)1/20
.
Lemma 4.1 Let j(τ) be N–isogenous to E0 and N ≥ N (Eσ0 , ξσ).
log |σ(j − α)| ≥ −c1(logN)6 − c2
for any embedding σ : K ↪→ C. Here the constants are effective and depend on the fixed
elliptic curve E0 and c2 additionally depends on ξ. We also have c1 ≥ 1 and we can
have c2 ≥ 0.
Proof. The setup is the same as in Lemma 3.10. Let E be an elliptic curve with
j–invariant j(τ) and Eσ be the elliptic curve E conjugated by σ. Then there is an
N–isogeny between E0 = E
σ
0 and E
σ since E0 and E are N–isogenous. Let E
σ
0 (C) '
C/(ωσ0,1Z + ωσ0,2Z) with τσ0 = ωσ0,2/ωσ0,1 in the fundamental domain. Similarly, let τσ
correspond to Eσ(C). We can choose ωσ1 , ωσ2 and ρ ∈ SL2(Z) such that τσ = ρ
(
m l
0 n
)
τσ0
and such that τσ is in the fundamental domain F . Write ( α βγ δ ) = ρ(m l0 n ).
Assume |σ(j−α)| < c(ξσ) for a moment. Put Aσ = |j′′(ξσ)| if ξσ = i and Aσ = |j′(ξσ)|
otherwise. By Lemma 3.9 in [Sch19] we obtain |τσ −Mξσ| < δσ for some M ∈ T with
T = {( 1 00 1 ), ( 1 ±10 1 ), ( 0 −11 0 )}. The number δσ is the δ stated above but associated to ξσ.
Since δσ satisfies by definition δσ ≤ Aσ12Aσ+108Bσ , where Bσ = 4 · 105 max{1, |j(ξσ)|}, we
obtain by Lemma 3.7 in [Sch19] the inequality
|j(τσ)− j(ξσ)| ≥ A
σ
4
|τσ −Mξσ|2 (32)
for some M ∈ T .
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Equation (23) says |γωσ0,2 +δωσ0,1| ≤ 106 max{|ωσ0,1|, |ωσ0,2|}N10. Note that we also have
τσ 6= Mξσ since ξ comes from a curve with complex multiplication. We can substitute
Mξσ for ζ in (24) to get the equality
log|τσ −Mξσ| = − log|γωσ0,2 + δωσ0,1|+ log|(α−Mξσγ)ωσ0,2 + (β −Mξσδ)ωσ0,1|.
Since ξσ is algebraic of degree two so is Mξσ. We have
log |τσ −Mξσ| ≥ − log (106 max{|ωσ0,1|, |ωσ0,2|}N10)− c′1 · (logN)6.
as in the proof of Lemma 3.10. Here c′1 is the constant from Lemma 3.8.
As before we obtain by (32)
log|σ(j − α)| = log|j(τσ)− j(ξσ)| ≥ log A
σ
4
+ log |τσ −Mξσ|2
≥ log
(
Aσ
4
)
− 2 log (106 max{|ωσ0,1|, |ωσ0,2|})
− 10 logN − 2c′1 · (logN)6
≥ log
(
Aσ
4
)
− 2 log (106 max{|ωσ0,1|, |ωσ0,2|})
− 3c′1 · (logN)6
where we have used the fact that N ≥ N (E0, ξσ) ≥ 4 · 1011. If we put
c2 = log max
{
1, c(ξσ),
4
Aσ
1012|ωσ0,1|2,
4
Aσ
1012|ωσ0,1|2
}
the claim holds independently of whether |σ(j − α)| < c(ξσ) or not.
We want to apply this lemma. Recall that α = j(ξ) is a singular modulus. Let ∆ be
the discriminant of the associated endomorphism ring. For any σ : K ↪→ C the singular
moduli j(ξσ) have the same associated discriminant. The following function can also be
found in [Sch19]
P(ξ) = log max
σ
{
1, c(ξσ)−1
}
.
Proposition 4.2 Let j0 and j be j–invariants of elliptic curves, where j0 is asso-
ciated to the elliptic curve E0/K defined by E0 : y
2 = 4x3 − g2x − g3. Put h =
max{1, h(1, g2, g3), h(j0)}. Assume we have a cyclic isogeny of degree N between E0
and an elliptic curve corresponding to j. Further assume that j is an algebraic unit. If
N ≥ max{e18pih, [K : Q], 4 · 1011
√
|∆|}
then the height of j can be estimated by
h(j − α) ≤10
8h[K : Q]2|∆|5[GL2(Z/NZ) : ρN (GK)]
[Q(α) : Q]
(N−1/10 +
√
ε)
(
c1(logN)
6 + c2
)
+ P(ξ) + 2| log ε|.
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where
0 < ε < 10−4 min
σ : K↪→C
{|ξσ|−4}
is arbitrary.
Proof. Recall from the proof of Proposition 3.11 the fieldKΦ for which we have j ∈ KΦ.
We also showed that [KΦ : Q] = B[K : Q] and B = [KΦ : K]. Let
ε0 = ε
2 · min
σ : K↪→C
{1, c(ξσ)} .
Let |σ(j − α)| < ε0 < c(ξσ). We have N ≥ N (Eσ0 , ξσ) since we have
√|∆| ≥ H(ξσ) by
Lemma 5 of [Hab15] and the statement of Lemma 3.7. So the previous lemma says
log |σ(j − α)| ≥ −c1(logN)6 − c2,
where we now can take c2 to be the maximum over all constants that we get from the
lemma for each ξσ. We have σ ∈ Γ(ξσ, ε) since we assumed |σ(j − α)| < ε0 < ε. The
same argument as in the proof of Proposition 3.11 shows
h(j − α) ≤ − 1
D
∑
|σ(j−α)|<ε0
log|σ(j − α)|+ |log ε0|
≤
∑
σ : K↪→C #Γ(ξ
σ, ε0)
D
max
|σ(j−α)|<ε0
{
log
∣∣σ(j − α)−1∣∣}+ |log ε0|
≤
∑
σ : K↪→C #Γ(ξ
σ, ε0)
D
(
c1(logN)
6 + c2
)
+ |log ε0|, (33)
where D is the degree of KΦ(α) over Q. Now if ρ ∈ Γ(ξσ, ε0), then |j(τρ) − j(ξσ)| <
ε0 ≤ c(ξσ). With δσ as before we get from Lemma 3.9 in [Sch19]
|τρ −Mξσ| < δσ
for some M ∈ T . As before we put Aσ = |j′′(i)| if ξσ = i and Aσ = |j′(ξ)| otherwise.
Recall that δσ ≤ 1 so that c(ξσ) ≤ Aσ/2 or c(ξσ) ≤ Aσ/4. Lemma 3.7 of [Sch19] then
implies
Aσ
2k
|τρ −Mξσ|2 ≤ |j(τρ)− j(ξσ)| < ε0 ≤ c(ξσ)ε2 ≤ A
σ
2k
ε2,
where k ∈ {1, 2} depending on whether Mξσ = i or not. Therefore we have |τρ−Mξσ| <
ε. So every ρ ∈ Γ(ξσ, ε0) gives a point satisfying |τρ −Mξσ| ≤ ε and an N–isogeny
between Eρ0 and E
ρ. Note that M can only be different from the identity if ξσ lies
on the boundary of F . In any case since ξ (and all Mξσ) is imaginary quadratic, some
conjugate lies on the imaginary axis and is the largest with respect to the absolute value.
It is given by i|∆|1/2/2. Moreover, ε satisfies the conditions of Proposition 2.2. We thus
can apply Proposition 2.2 to bound
#Γ(ξσ, ε0) ≤ 4 · 107[K : Q]2|∆|5h
(√
Nσ0(N) +
√
εψ(N)
)
.
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Note that ε ≤ (100−1|Mξσ| Im(Mξσ))2 holds since if M is different from the identity,
then ξσ lies on the boundary of the fundamental domain and we obtain |Mξσ| = |ξσ|
and Im(Mξσ) = Im(ξσ). We can continue the height estimate in (33)
h(j − α) ≤[K : Q]
4[K : Q]2107|∆|5h
(√
Nσ0(N) +
√
εψ(N)
)
D
(
c1(logN)
6 + c2
)
+ |log ε0|
≤[K : Q]
4[K : Q]2107|∆|5h
(√
Nσ0(N) +
√
εψ(N)
)
[KΦ : Q][Q(α) : Q]
(
c1(logN)
6 + c2
)
+ |log ε0|
≤
4[K : Q]2107|∆|5h
(√
Nσ0(N) +
√
εψ(N)
)
B[Q(α) : Q]
(
c1(logN)
6 + c2
)
+ |log ε0|.
We have bounded the term
(√
Nσ0(N) +
√
εψ(N)
)
/B in Proposition 3.11, so that we
obtain
h(j − α) ≤10
8[K : Q]2|∆|5h[GL2(Z/NZ) : ρN (GK)]
[Q(α) : Q]
(N−1/10 +
√
ε)
(
c1(logN)
6 + c2
)
+ |log ε0|.
Now
| log ε0| = 2| log ε|+ | log min
σ
{1, c(ξσ)} | = 2| log ε|+ P(ξ).
Replacing this into the height bound be obtain
h(j − α) ≤10
8[K : Q]2|∆|5h[GL2(Z/NZ) : ρN (GK)]
[Q(α) : Q]
(N−1/10 +
√
ε)
(
c1(logN)
6 + c2
)
+ P(ξ) + 2| log ε|.
Theorem 4.3 Assume α is the j–invariant of an elliptic curve with CM. Let j0 be
the j–invariant of an elliptic curve without CM. Then there are at most finitely many
j–invariants j of elliptic curves that are isogenous to an elliptic curve corresponding to
j0 and such that j − α is an algebraic unit.
Proof. In the same situation as before we get an additional − log 2 − h(α) term from
(31) for the lower bound and obtain
h(j0)− 6 log(1 + h(j0)) + 6 logN − 84 [GL2(Z/NZ) : ρN (GK)] log logN
− 20− h(α) ≤ h(j − α).
We want to pick ε = 1/(logN)12 again. Thus, N must be large enough so that
ε = 1/(logN)12 ≤ 10−4 min
σ
{|ξσ|−4}
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or equivalently
(logN)12 ≥ 104 max
σ
{|ξσ|4}.
But as mentioned in the previous proof, ξ and |ξσ| are imaginary quadratic and one of
its conjugates is i|∆|/2 and has maximal modulus amongst them. Hence it suffices for
N to satisfy logN ≥ 3|∆|, i.e.
N ≥ e3|∆|.
If N additionally satisfies the conditions of the previous proposition then
h(j − α) ≤10
8h[K : Q]2|∆|5[GL2(Z/NZ) : ρN (GK)]
[Q(α) : Q]
·
(
N−1/10 +
1
(logN)6
)(
c1(logN)
6 + c2
)
+ P(ξ) + 24 log logN.
The growth of the bounds for h(j−α) is as before, and we get the same contradiction.
In total we obtain the following result. We also recall that c3 < 26.
Proposition 4.4 Let E0 : y
2 = 4x3 − g2x − g3 be an elliptic curve without complex
multiplication defined over a number field K of degree D. Let j0 be its j–invariant with
j(τ0) = j0 and τ0 ∈ F . Define h = max{1, h(1, g2, g3), h(j0)}. Let ξ ∈ F be imaginary
quadratic and let ∆ be the discriminant of the endomorphism ring. Put α = j(ξ). If j
is the j–invariant of an elliptic curve isogenous to the elliptic curve E0 and j − α is a
unit, then the degree of the minimal isogeny is bounded by
max
{
10180(Cˆc1)
20, (Cˆc2)
10, eCˆc1+Cˆc2+c3+P(ξ), e120
2[GL2(Zˆ):ρ∞(GK)]2 ,
e18pih, [K : Q], e3|∆|, 4 · 1011
√
|∆|
}
,
where Cˆ = 108h[K : Q]2|∆|5[GL2(Zˆ) : ρ∞(GK)]/[Q(α) : Q] and c3 = 20 − h(j0) +
6 log(1 + h(j0)).
Proof. The bounds from the previous proof give the same inequality as in (30) with C
replaced by the new constant Cˆ and the third term becomes
Cˆc1 + Cˆc2 + c3 + P (ξ)
logN
.
Also we have the additional prerequisites N ≥ e3|∆| and N ≥ 4 · 1011√|∆| from the
proof of the last theorem.
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