Abstract-In this paper, we consider the distributed filtering problem for continuous-time stochastic systems over sensor networks subject to Markovian switching topologies. Due to limited communication energy and bandwidth, an event-based communication scheme is proposed with the aim to decrease the transmission frequency. An individual triggering condition is put forward to regulate the communication rates for each component of the system state in order to better reflect the engineering requirements. The aim of this paper is to design a distributed filter over sensor networks with Markovian switching topologies such that the dynamics of the estimation error is exponentially mean-square bounded. It is shown that, with the proposed event-based distributed filtering algorithm, the exponential mean-square boundedness of the estimation errors is guaranteed if the sensor network is distributively detectable and the combined communication topology is strongly connected. A numerical example is presented to illustrate the usefulness of the developed algorithm.
I. INTRODUCTION
In the past decades, wireless sensor networks have been well recognized as one of the most distinguished technological advances [3] , [13] . Small and inexpensive sensors, which are spread spatially over monitored regions, are connected through wireless links to form sensor networks that work as a foundation of various complicated applications such as battlefield surveillance, traffic control, environmental monitoring, machine health monitoring, and so on. A fundamental issue of these applications is the distributed filtering, namely, to estimate the state vector of the target plant by exploiting noisy observations taken from a group of sensors. This problem has been widely investigated under various objectives, see e.g. [5] , [12] , and [14] for optimal filter design and [34] and [9] for H ∞ performance.
Although the wireless sensor network provides us with unprecedented opportunities, the limitations of sensor devices and wireless channels do introduce new challenges to the distributed applications. For instance, the tendency of miniaturization of modern sensors in general seriously restricts the battery supply and colored wireless bandwidth constraints do not allow frequent communication. Therefore, resource-efficient transmission schemes have been a focus of research because of their explicit engineering insights in extending the serving hours of sensor networks. Up to now, a number of resource-efficient schemes have been developed in the literature from various perspectives in order to preserve the network resources. Such schemes include, but are not limited to, optimal routing algorithms, sensor/estimator scheduling strategies, and event-based transmission approaches [15] , [26] . Among others, special attention has been paid to the event-based communication strategy because of its cost effectiveness. A guiding ideology behind such a strategy is to reduce the communication frequency through introducing an event generator to decide whether the signals shall be sent to the estimator/controller or not. Recently, a rich body of research results has been reported in the literature on the eventbased communication problems [6] , [8] , [15] , [20] , [29] . To be specific, in [29] , the stability has been investigated for event-based networked control systems. By transforming the event-induced error into a system delay model, a sufficient condition that guarantees the stability of closed-loop systems has been obtained by utilizing linear matrix inequalities. In [15] , the event-based distributed filtering problems have been considered in order to obtain the optimal estimation. Note that it is generally impossible to compute the error covariance in a closed form primarily due to the event-induced error, and an alternative way is therefore to design the suboptimal filters by minimizing certain upper bound of error covariance.
It has now been well recognized that the communication networks may suffer from some degree of topological changes due to potentially harsh, uncertain, and dynamic wireless environments, and this gives rise to the so-called dynamic topology problem that has drawn considerable research interest in the context of consensus problems for multiagent systems [4] , [25] , [28] , [30] , [33] . In [28] , the stochastic link failure, which stems from the irregular detection areas of agents during the information exchange, has been thoroughly investigated. The dynamically changing interaction topologies have been addressed in [25] , where the consensus has been shown to be achieved if the union of the directed interaction graphs has a spanning tree. As for the stochastic topologies, it has been proved in [33] that the mean topology determines whether the consensus of single-integrator agent can be achieved, and this result has then been extended to the case of Markovian switching topology in [30] . Although the issue of stochastically switching topologies has been attracting considerable attention in the community of multiagent systems, the corresponding results concerning distributed filtering problems are scattered despite the profound application insights of wireless sensor networks.
Recently, some results have been available in the literature on the event-based distributed filtering problems [16] , [23] . Nonetheless, under the Markovian switching topologies, the topologies may stochastically change among a set of disconnected graphs at every sampling instant, which substantially impedes the information exchange between sensors and thus hinders the cooperation of the distributed filters. Consequently, in order to guarantee the satisfactory filtering performance (e.g., mean-square boundedness of the estimation errors) for the distributed filtering dynamics, there is an urgent need to develop algorithms capable of accommodating the topology switching while achieving adequate estimation accuracy. As such, the focus of this paper is on the event-based distributed filtering problems for wireless sensor networks over Markovian switching topologies.
The main challenges we are facing can be highlighted as follows: First, how to define the triggering rule for each state with an individual threshold? Second, what is the influence of the Markovian switching topologies on the distributed filters? Last, under which conditions the exponential mean-square boundedness of the estimation error dynamics for the distributed filtering system can be guaranteed? These challenges are properly handled in this paper by developing a novel event-based distributed filtering algorithm. Specifically, a set of distributed event schedulers are deployed in every sensor to check its individual state so that the communication is only executed whenever an individual triggering condition is satisfied. By exploiting the stochastic analysis techniques and the graph theory, we conclude that the event-based distributed filters with Markovian switching topologies can achieve exponential mean-square boundedness if the sensor network is distributively detectable and the combined interaction topology is strongly connected. A numerical example is utilized to demonstrate the practical significance of the developed algorithm.
Notations: The notations used in this paper are standard (or otherwise will be clarified as we proceed). R n denotes the n-dimensional Euclidean space, R n ×m is the set of all n × m matrices, and R + represents the set of all positive real numbers. E{x} denotes the mathematical expectation of a random vector x, E{x|y} represents the conditional expectation of x given y, and P {·} stands for the occurrence probability of the event "·". We refer to col{x 1 , x 2 , . . . , x n } as the column vector {x 1 , x 2 , . . . , x n } and 0 n ×m as a n × m zero matrix. 
II. PROBLEM FORMULATION

A. Markovian Switching Topology
Directed graphs can be utilized to describe the communication connections of the individual sensors in sensor networks. A directed graph is denoted by G = (V, E, A) with a vertex set V = {v 1 In this paper, we suppose that the sensor nodes are deployed with the communication connections subject to a set of time-varying graphs G(r(t)) = (V, E(r(t)), A(r(t))). The evolution of the graph G(r(t)) is governed by a homogeneous continuous-time Markov process {r(t)} (with right continuous trajectories) taking values on a finite set S = {1, 2, . . . , S}. As such, we have the corresponding adjacency matrix A(r(t)), the set of neighbors N i (r(t)), and the Laplacian matrix H(r(t)). The transition probabilities of the Markov process are given by
where [π ij ] S ×S is a finite-dimensional transition rate matrix of the Markov chain with π ij ≥ 0 for i = j and
represents an infinitesimal of higher order than Δt, i.e.,
B. Wireless Sensor Network
Consider the target plant described by the following nonlinear continuous-time stochastic system:
where
n is a nonlinear function that contributes to the dynamical evolution of the target plant,
n represents the noise intensity, and w(t) is a scalar Gaussian random variable with zero mean and autocorrelation E{w(t)w(t + τ )} = δ(τ ).
For every i ∈ V, the measurement of sensor i is given as follows:
n represents the noise intensity, and ζ i (t) ∈ R is a scalar Gaussian random variable with zero mean and autocorrelation
. C i is the measurement matrix of appropriate dimensions. The random variables r(t), w(t), and ζ i (t) are mutually independent, and the components of the vectors b(t) and v i (t) are bounded, i.e., 0 < b k (t) ≤b k and 0 < v ik (t) ≤v ik , for i ∈ V and k = 1, 2, . . . , n, whereb k andv ik are positive scalars. The system (1)- (2) under consideration is assumed to satisfy the following assumptions:
Assumption 1 ( [32] ): The nonlinear function f (·) : R n → R n is analytic everywhere and satisfies the following condition:
. . , δ n }, and η, p i , and δ i are positive scalars.
Assumption 2: The continuous-time Markov process {r(t)} with the transition rate matrix [π ij ] S ×S is ergodic.
Remark 1: Under the ergodic assumption, the state of the Markov process can be reached from any other state and, for any initial distribution, there always exists a unique stationary distribution {π i > 0, i ∈ S} with n i = 1π i = 1. Moreover, when the Markov process is started off initially with such a stationary distribution, the distribution will be invariant over time.
C. Event-Based Distributed Filter
A fundamental issue of the filtering problems is to estimate the state vector x(t) based on the noisy measurements. It is noted that, different from the classical single filter case, the target plant is now observed by a group of smart sensors, and the estimation is carried out in every sensor node in a distributive fashion. Due to the physical limitations of the sensors, the individual sensor usually has insufficient abilities to estimate the plant state based on the local measurements only. To achieve high-accuracy estimation, we need to utilize the complementary messages gathered from all the local and neighboring nodes. As such, the distributed filtering algorithm is chosen as follows:
wherex i (t) ∈ R n is the local estimate of the full state vector x(t) from the ith sensor. The filter gain L i ∈ R n ×m and the strength c ∈ R are parameters to be designed. According to the above-mentioned structure, every sensor calculates the local estimate based on its measurements y i (t) as well as the estimatesx i (t) received from the neighboring sensors.
When taking the energy and bandwidth restrictions into account, some new challenges arise for the distributed filtering problem. As shown in (4), in order to compute the local state estimates, one needs to use the real-time neighboring estimates transmitted via wireless networks. Note that the network communication constitutes one of the main sources for the consumption of the constrained resources. Too frequent transmissions will inevitably put more burden on the network and deteriorate the network performance leading to some unfavorable phenomena such as packet losses and communication delays. As such, in this paper, an event-based scheme is introduced to determine whether the local information will be broadcast or not.
To begin with, we define a sequence of event instants for the sth entry of the estimatex i (t) [i.e.,x i,s (t)] by a monotonically increasing sequence 0 = t 0 i,s < t 1 i,s < t 2 i,s < · · · and the broadcast is triggered only at these event instants. Such a sequence is determined iteratively online according to the following rule t
for i ∈ V and s = 1, 2, . . . , n with the individual thresholds σ i,s being positive scalars. From the above event-based mechanism, it can be seen that, whenever the triggering For the purpose of clarity, we augment all the components at the latest event instantsx
According to the event-based mechanism, let us revise (4) by only using the neighboring information at their latest event instants. In the event-based case, the distributed filter is given as follows:
which is further rewritten as follows:
where h ij (r(t)) is the (i, j)th element of the Laplacian matrix H(r(t)) associated with the graph G(r(t) ).
Denote the event-induced and estimation errors by e t i (t) x t i (t) − x i (t) and e i (t) x i (t) − x(t), respectively. By subtracting (6) from (1), we can obtain the dynamics of the estimation error as follows:
Before proceeding, we introduce the following definition for the exponential mean-square boundedness.
Definition 1: The dynamics of the estimation error in (7) is said to be exponentially bounded in mean square if there exist real numbers ρ > 0, τ > 0, and μ > 0 such that
where τ is the decay rate and μ is the ultimate bound. Remark 2: It is noteworthy that the mean-square boundedness of error dynamics could be regarded as an important criterion judging whether the filtering algorithm is feasible or not, and therefore, it is widely considered in many works [7] , [10] , [21] .
The objective of this paper is to design the parameter c and the filter gains L i for each sensor such that the dynamics of the distributed estimation error (7) is exponentially bounded in the mean-square sense.
III. MAIN RESULTS
In this section, a sufficient criterion will be established to guarantee the exponential mean-square boundedness of the estimation errors for the proposed event-based distributed filtering algorithm over Markovian switching topologies.
A useful lemma is presented as follows.
Lemma 1 ([31]):
Suppose that a directed graph G with the Laplacian matrix H is strongly connected. Then, there exists a positive vector ξ = (ξ 1 , ξ 2 , . . . , ξ N ) such that ξ H = 0. Furthermore, (H) s (ΞH + H Ξ) is a symmetric matrix with zero row sum, where
To continue the discussion, we need to introduce the definition for the distributive detectability as follows.
Definition 2: A sensor network described by (1)-(2) is said to be distributively detectable if there exist matrices L i satisfying
where P is a positive definite diagonal matrix defined in Assumption 1, M i is any arbitrary subset of {k} n k = 1 , and Θ ik is a diagonal matrix of the form
with a positive real number γ ik > 0.
Remark 3: For linear time-invariant systems, it has been shown that the mean-square boundedness can be achieved when (A, C) is distributively observable, where C = [C 1 ; C 2 ; ...; C m ]. Unfortunately, as the system in (1) has nonlinear dynamics, the observability of linear time-invariant systems is inapplicable. In this case, we need to establish another type of distributive detectability to guarantee the boundedness of the estimation error dynamics.
The distributive detectability property plays an essential role in guaranteeing the boundedness of the estimation error dynamics. For a distributive detectable system, the following condition always holds:
from which we can see that the kth (k ∈ M i ) entry of the state vector can be extracted by sensor i. Notice that the union of all the subsets equals to the whole set, i.e., ∀i ∈V M i = {k} n k = 1 . In this case, we will show that the sensor network can complete the distributed estimation from a cooperative perspective.
For 
where e i,k (t) is the kth element of the vector e i (t). Additionally, we denote the set gathering all the sensors that can extract the kth entry of the target state by
When the sensor network has the distributive detectability as defined in Definition 2, it can be verified that ∀k ∈{1 ,...,n } M − k = V. Furthermore, the ergodicity of the Markov chain ensures that there exists a unique stationary distribution {π i > 0, i ∈ S}. Without loss of generality, we assume that the Markov process starts from such a stationary distribution. As such, it can be seen that P {r(t) = i} = π i > 0, ∀t ≥ 0. Moreover, we define the weighted Laplacian matrix as H S l = 1π l H(l) whose corresponding graph is called the combined graph. According to Lemma 1, we can compute the matrix Ξ with respect to the weighted matrix H if the combined graph is strongly connected. 
are satisfied for k = 1, 2, . . . , n, then the filtering error dynamics (7) is exponentially mean-square bounded with the decay rate τ < 2η/p + and the ultimate bound μ =μ/τ ξ − p − , wherẽ
Proof: Construct the following Lyapunov-like function for system (7):
ξ i e i (t)P j e i (t) (13) where P j are positive definite matrices.
Denote the infinitesimal operator L(·) of the random process {e(t), r(t)} by
LV (e(t), j)
Δt {E{V (e(t + Δt), r(t + Δt))|r(t) = j, e(t)} − V (e(t), j)} then, we have [19] , [22] LV (e(t), j)
From Assumption 1, we have
Moreover, through some algebraic manipulations, it can be verified that
and
where (H(r(t))) s = ΞH(r(t)) + H (r(t))Ξ. Furthermore, we have
Note that the Markov process {r(t)} starts from the invariant distribution {π i > 0, i ∈ S}. According to [19] and [24] , we have
Let P i = P . Substituting (14)-(19) into the above-mentioned equations and together with
ij e j (t)
whereĥ ij is the (i, j)th element of the matrix H. Invoking the basic inequality (x + y) (x + y) ≥ 0, one derives that
ξ i e i (t)P e i (t)
The second term in the right-hand side of the above inequality can be rewritten as follows:
where the last inequality follows from i, (21) and (22) into (20) yields that
By utilizing the distributed detectability of the sensor network (9), we obtain
As such, when the condition in (11) is fulfilled, the following inequality can be derived:
To further prove the exponential mean-square boundedness, we construct a new function as follows:
V (t, e(t), r(t)) e τ t V (e(t), r(t))
where τ > 0 is a constant to be determined later. It is straightforward to show that
E{LV (t, e(t), r(t))} = e τ t E{LV (e(t), r(t))}
+ τ e τ t E{V (e(t), r(t))}.
Note that
ξ i e i (t)e i (t) .
Choosing τ < 2η/p + , in conjunction with (25) , it is not difficult to prove that
E{LV (t, e(t), r(t))}
By using the generalized Itô formula [1] , one has E {V (t, e(t), r(t))} = E {V (0, e(0), r(0))}
Obviously, we have E{V (e(t),
which eventually implies that the distributed filtering system is exponentially mean-square bounded. The proof is complete.
The following corollary is readily accessible from Theorem 1. Corollary 1: Consider the event-based distributed filtering system over Markovian switching topologies. If the sensor network is distributively detectable and the union of the graphs {G 1 , . . . , G S } is strongly connected, then by choosing the parameter c > max
the filtering error dynamics (7) is exponentially mean-square bounded. Proof: Because of the distributive detectability of the sensor networks, every component of the state can be observed by at least a sensor node, i.e., M − k = ∅, for k = 1, 2, . . . , n, where ∅ represents an empty set. Since the combined graph is strongly connected, the weighted Laplacian matrix H is irreducible. According to Lemma 1, it is not hard to verify that the matrix (p k H) s is a new symmetric Laplacian matrix with the eigenvalues satisfying
To this end, it can be seen that, if we choose c according to (27) , then criteria (11) is satisfied and, therefore, the dynamics of the estimation error is exponentially mean-square bounded, which ends the proof.
Remark 4:
In the proposed distributed filter, there are two parameters (i.e., strength c and filter gains L i ) waited to be designed, where L i can be obtained by solving the inequalities in (9) and c can be determined based on (27) in Corollary 1. That is to say, if the conditions in Corollary 1 are satisfied, then by choosing the parameter
s }, the filtering error dynamics must be exponentially mean-square bounded. Remark 5: Note that the threshold σ i,s determines the size of an event domain. A large σ i,s will result in the increase of ultimate boundμ (12) while usually reducing the communication frequency. Particularly, when the thresholds σ i,s = 0, the event-based transmission strategy reduces to the classical clock-driven one.
Remark 6: Although the model under investigation is not general for all the real plants, it can describe a lot of practical systems such as three-tank systems [36] and wind turbine systems [17] . The goal of this paper is to establish an explicit condition guaranteeing the mean-square boundedness of the estimation error. Unfortunately, the nonlinear output would significantly complicate the analysis process making it very difficult to obtain an explicit condition. Therefore, the model with nonlinear output is beyond the scope of current paper, but it represents a potential topic for our future research.
Remark 7: For estimator design problems of stochastic nonlinear systems subject to Brownian perturbations, an excellent work [18] has been carried out that provides a rigorous mathematical proof of the finite-time input-to-stabilization of the estimation error dynamics. Different from [18] , we consider the distributed state estimation in this paper where the nonlinear stochastic system under consideration is subject to both Brownian perturbations and Markovian switching topologies.
IV. NUMERICAL EXAMPLE
In this section, a numerical example is provided to demonstrate the applicability of the proposed filtering technique.
The sensor network under consideration is composed of N = 4 nodes. The directed graphs G(r(t)) = (V, E(r(t)), A(r(t))) with r(t) ∈ {1, 2} are depicted in Fig. 1 . The adjacency matrices A 1 and A 2 are given by The transmission probability matrix is chosen to be
Suppose that the initial distribution of the Markov process obeys an invariant distributionπ 1 = 0.5 andπ 2 = 0.5.
The dynamics of the target system is ṡ = −s + 0.2132α + 0. From the results of Corollary 1, it is not hard to verify that criteria (11) can be fulfilled by choosing the strength c = 2. For the sake of simulating the proposed event-based distributed filtering algorithm, we set the simulation step dt to be 0.01 s and examine the triggering conditions at each step.
The simulation result is presented in Fig. 2 , which depicts the trajectories of the mean-square error of the distributed filters under 1000 independent experiments. The result shows that the estimation error of the distributed filters interacting over Markovian switching topologies is exponentially mean-square bounded. Additionally, the number of events among 2000 steps is presented in Table I , from which we confirm that the communication frequency has been greatly reduced.
V. CONCLUSION
This paper has addressed the event-based distributed filtering problems over Markovian switching networks. To focus on specific components of the target state, we have introduced individual triggering conditions by utilizing individual thresholds for different components. We have shown that the exponential mean-square boundedness of distributed estimation error is always achieved if the sensor network is distributively detectable as a whole and the combined communication topology is strongly connected. Finally, the validity of the proposed filtering strategy has been illustrated via numerical simulation. We note that the proposed distributed filter is only valid when the nonlinear function f (x(t), t) satisfies Assumption 1 and the measurement output y(t) is linear. Then, a relevant research topic is to investigate the distributed filter design problem for general nonlinear systems based on the Takagi-Sugeno fuzzy model as [17] . Moreover, another future research topic would be the extension of our main results to more complex situations such as considering time delay or quantization effect in the communication process [2] , [27] , [35] .
