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ON THE HAUSDORFF DIMENSION OF SOME SETS OF
NUMBERS DEFINED THROUGH THE DIGITS OF THEIR
Q-CANTOR SERIES EXPANSIONS
DYLAN AIREY AND BILL MANCE
Abstract. Following in the footsteps of P. Erdo˝s, A. Re´nyi, and T. S˘ala´t
we compute the Hausdorff dimension of sets of numbers whose digits with re-
spect to their Q-Cantor series expansions satisfy various statistical properties.
In particular, we consider difference sets associated with various notions of
normality and sets of numbers with a prescribed range of digits.
1. Introduction
The study of normal numbers and other statistical properties of real numbers
with respect to large classes of Cantor series expansions was first done by P. Erdo˝s
and A. Re´nyi in [4] and [5] and by A. Re´nyi in [14], [15], and [16] and by P. Tura´n
in [19].
The Q-Cantor series expansions, first studied by G. Cantor in [3], are a natural
generalization of the b-ary expansions.1 Let Nk := Z ∩ [k,∞). If Q ∈ NN2 , then we
say that Q is a basic sequence. Given a basic sequence Q = (qn)
∞
n=1, the Q-Cantor
series expansion of a real number x is the (unique)2 expansion of the form
(1.1) x = E0 +
∞∑
n=1
En
q1q2 · · · qn
where E0 = ⌊x⌋ and En is in {0, 1, . . . , qn− 1} for n ≥ 1 with En 6= qn− 1 infinitely
often. We abbreviate (1.1) with the notation x = E0.E1E2E3 . . . w.r.t. Q.
A block is an ordered tuple of non-negative integers, a block of length k is an
ordered k-tuple of integers, and block of length k in base b is an ordered k-tuple of
integers in {0, 1, . . . , b− 1}.
Let
Q(k)n :=
n∑
j=1
1
qjqj+1 · · · qj+k−1
and TQ,n(x) :=

 n∏
j=1
qj

 x (mod 1).
A. Re´nyi [15] defined a real number x to be normal with respect to Q if for all
blocks B of length 1,
(1.2) lim
n→∞
NQn (B, x)
Q
(1)
n
= 1.
Research of the authors is partially supported by the U.S. NSF grant DMS-0943870.
1G. Cantor’s motivation to study the Cantor series expansions was to extend the well known
proof of the irrationality of the number e =
∑
1/n! to a larger class of numbers. Results along
these lines may be found in the monograph of J. Galambos [7].
2Uniqueness can be proven in the same way as for the b-ary expansions.
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If qn = b for all n and we restrict B to consist of only digits less than b, then (1.2)
is equivalent to simple normality in base b, but not equivalent to normality in base
b. A basic sequence Q is k-divergent if limn→∞Q
(k)
n = ∞, fully divergent if Q is
k-divergent for all k, and k-convergent if it is not k-divergent. A basic sequence Q
is infinite in limit if qn →∞.
Definition 1.1. A real number x is Q-normal of order k if for all blocks B of
length k,
lim
n→∞
NQn (B, x)
Q
(k)
n
= 1.
We let Nk(Q) be the set of numbers that are Q-normal of order k. The real number
x is Q-normal if x ∈ N(Q) :=
⋂∞
k=1 Nk(Q). x is Q-ratio normal of order k (here we
write x ∈ RNk(Q)) if for all blocks B1 and B2 of length k
lim
n→∞
NQn (B1, x)
NQn (B2, x)
= 1.
x is Q-ratio normal if x ∈ RN(Q) :=
⋂∞
k=1 RNk(Q). A real number x is Q-
distribution normal if the sequence (TQ,n(x))
∞
n=0 is uniformly distributed mod 1.
Let DN(Q) be the set of Q-distribution normal numbers.
It was proven in [11] that the directed graph in Figure 1 gives the complete
containment relationships between these notions when Q is infinite in limit and
fully divergent. The vertices are labeled with all possible intersections of one, two,
or three choices of the sets N(Q), RN(Q), and DN(Q). The set labeled on vertex A
is a subset of the set labeled on vertex B if and only if there is a directed path from
A to B. For example, N(Q) ∩DN(Q) ⊆ RN(Q), so all numbers that are Q-normal
and Q-distribution normal are also Q-ratio normal.
Note that in base b, where qn = b for all n, the corresponding notions of Q-
normality, Q-ratio normality, and Q-distribution normality are equivalent. This
equivalence is fundamental in the study of normality in base b.
It follows from a well known result of H. Weyl [24, 25] that DN(Q) is a set of full
Lebesgue measure for every basic sequence Q. We will need the following result of
the second author [13] later in this paper.
Theorem 1.2. 3 Suppose that Q that is infinite in limit. Then Nk(Q) and RNk(Q)
are of full measure if and only if Q is k-divergent. The sets N(Q) and RN(Q) are
of full measure if and only if Q is fully divergent.
Based on Figure 1 and Theorem 1.2 it is natural to ask for the Hausdorff dimen-
sion of the difference sets. It was proven in [12] that for every basic sequence Q
that is infinite in limit
dimH (DN(Q)\N(Q)) = dimH (DN(Q)\RN(Q)) = 1.
Using different methods we will prove the following theorem.
Theorem 1.3. Every non-empty difference set expressed in terms of N(Q), RN(Q),
and DN(Q), possibly involving intersections and unions, has full Hausdorff dimen-
sion for every Q that is infinite in limit, except for the set N(Q)\DN(Q),
3Early work in this direction has been done by A. Re´nyi [15], T. S˘ala´t [22], and F. Schweiger [18].
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Figure 1.
N(Q)RN(Q)
N(Q)∩RN(Q)RN(Q)∩DN(Q) N(Q)∩DN(Q)
N(Q)∩RN(Q)∩DN(Q)DN(Q)
It will be shown that the set N(Q)\DN(Q) has full Hausdorff dimension for a
more restricted class of basic sequences in Theorem 3.4. We should note that we
can not hope to establish dimH (N(Q)\DN(Q)) = 1 for all Q that are infinite in
limit. This follows from the result in [13] that N(Q) = ∅ when Q is infinite in limit
and not fully divergent.
A surprising property of Q-normality of order k is that we may not conclude that
Nk(Q) ⊆ Nj(Q) for all j < k like we may for the b-ary expansions. In fact, it was
shown in [10] that for every k there exists a basic sequence Q and a real number x
such that Nk(Q)\
⋃k−1
j=1 Nj(Q) is non-empty. Thus, we will have to be more careful
in stating exactly what our theorems prove since lack of Q-normality of order 2
does not imply lack of Q-normality of order 338, for example. Furthermore, we will
greatly expand on this result in Theorem 3.5 where for each natural number ℓ we
exhibit a class of basic sequences such that
dimH

 ∞⋂
j=ℓ
Nj(Q)
∖ ℓ−1⋃
j=1
Nj(Q)

 = 1.
For x = E0.E1E2 · · · w.r.t. Q, define the set
SQ(x) = {E1, E2, E3, · · · }.
P. Erdo˝s and A. Re´nyi [4] proved the following theorems.
Theorem 1.4 (P. Erdo˝s and A. Re´nyi). If Q is 1-convergent, then SQ(x) has
density 0 for almost every real number x.
Theorem 1.5 (P. Erdo˝s and A. Re´nyi). For x = E0.E1E2 · · · w.r.t. Q, let dn(x)
denote the number of different numbers in the sequence E1, · · · , En. If Q is 1-
convergent, then for almost every x we have limn→∞
dn(x)
n = 1.
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It should be noted that T. S˘ala´t [23] considered sets related to those mentioned
in Theorem 1.4 and Theorem 1.5. We will need the following definition from [2].
Definition 1.6. For S ⊆ Z, define the mass dimension of S to be the limit
dimM (S) = limn→∞
log#(S ∩ (−n/2, n/2))
logn
,
if it exists.
We note that an upper mass dimension and a lower mass dimension may be
defined similarly by changing the limit in Definition 1.6 to a lim sup or a lim inf.
For non-empty S ⊆ N0, define
WQ(S) = {x ∈ R : SQ(x) = S} .
We will build on Theorem 1.4 and Theorem 1.5 by proving the following theorem.
Theorem 1.7. If Q is infinite in limit, limn→∞
log qn∑n
i=1 log qi
= 0, and S ⊆ N such
that minS < minQ and dimM (S) exists, then
dimH (WQ(S)) = dimM (S) .
T. S˘ala´t proved in [21] that under some conditions on the basic sequence Q
the set of real numbers whose digits in their Q-Cantor expansion is bounded has
zero Hausdorff dimension. We remark that his result may be sharpened with his
conditions weakened by use of our Lemma 2.4 instead of Satz 1 from [20]. The
proof of this otherwise follows identically to his original proof, so we do not record
it in this paper.
If Q is infinite in limit and not fully divergent, then λ (RN(Q)) = 0. We will
show as a consequence of the following theorem that dimH (RN(Q)) = 1 whenever
Q is infinite in limit.
Theorem 1.8. If Q is infinite in limit, then dimH (RN(Q) ∩DN(Q)\N(Q)) = 1.
Lastly, we remark that some of the techniques developed in this paper and
Lemma 2.4 are used to study fractals associated with normality preserving op-
erations in [1].
2. Lemmas
Let (nk) be a sequence of positive integers and (ck) be a sequence of positive
numbers such that nk ≥ 2, 0 < ck < 1, n1c1 ≤ δ, and nkck ≤ 1, where δ is a
positive real number. For any k, let Dk = {(i1, · · · , ik) : 1 ≤ ij ≤ nj , 1 ≤ j ≤ k},
and D =
⋃
Dk, where D0 = ∅. If σ = (σ1, · · · , σk) ∈ Dk, τ = (τ1, · · · , τm) ∈ Dm,
put σ ∗ τ = (σ1, · · · , σk, τ1, · · · , τm).
Definition 2.1. Suppose J is a closed interval of length δ. The collection of closed
subintervals F = {Jσ : σ ∈ D} of J has homogeneous Moran structure if:
(1) J∅ = J ;
(2) ∀k ≥ 0, σ ∈ Dk, Jσ∗1, · · · , Jσ∗nk+1 are subintervals of Jσ and J˚σ∗i∩J˚σ∗j = ∅
for i 6= j;
(3) ∀k ≥ 1, ∀σ ∈ Dk−1, 1 ≤ j ≤ nk, ck =
λ(Jσ∗j)
λ(Jσ)
.
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Suppose that F is a collection of closed subintervals of J having homogeneous
Moran structure. Let E(F) =
⋂
k≥1
⋃
σ∈Dk
Jσ. We say E(F) is a homogeneous
Moran set determined by F , or it is a homogeneous Moran set determined by J ,
(nk), (ck). We will need the following theorem of D. Feng, Z. Wen, and J. Wu from
[6].
Theorem 2.2 (D. Feng, Z. Wen, and J. Wu). If S is a homogeneous Moran set
determined by J , (nk), (ck), then
lim inf
k→∞
logn1n2 · · ·nk
− log c1c2 · · · ck+1nk+1
≤ dimH (S) ≤ lim infk→∞
logn1n2 · · ·nk
− log c1c2 · · · ck
.
Given basic sequences α = (αi) and β = (βi), sequences of non-negative integers
s = (si), t = (ti), υ = (υi), and F = (Fi), and a sequence of sets I = (Ii) such
that Ii ⊆ {0, 1, · · · , βi − 1}, define the set Θ(α, β, s, t, υ, F, I) as follows. Let Q =
Q(α, β, s, t, υ) = (qn) be the following basic sequence:
(2.1)
[
[α1]
s1 [β1]
t1
]υ1 [
[α2]
s2 [β2]
t2
]υ2 [
[α3]
s3 [β3]
t3
]υ3 · · · .
Define the function
i(n) = min
{
t :
t−1∑
i=1
υi(si + ti) < n
}
.
Set
Φα(i, c, d) =
i−1∑
j=1
υjsj + csi + d
where 0 ≤ c < υi and 0 ≤ d < si and let the functions iα(n), cα(n), and dα(n) be
such that Φ−1α (n) = (iα(n), cα(n), dα(n)). Note this is possible since Φα is a bijec-
tion from U =
{
(i, c, d) ∈ N3 : 0 ≤ c < υi, 0 ≤ d < si
}
to N. Define the functions
G(n) =
iα(n)−1∑
j=1
υj(sj + tj) + cα(n)
(
siα(n) + tiα(n)
)
+ dα(n)
and g(n) = min {t : G(t) ≥ n}. Note that iα(g(n)) = i(n) and cα(g(n)) = cα(n).
Furthermore, define Cα(n) =
(∑iα(n)−1
j=1 uj
)
+ cα(n).
We consider the condition on n
(2.2)

n− i(n)−1∑
j=1
υj(sj + tj)

 mod (si(n) + ti(n)) ≥ si(n).
Define the intervals
V (n) =


Ii(n) if condition (2.2) holds
[
FG(n), FG(n) + 1
)
else
.
That is, we choose digits from Ii(n) in positions corresponding to the bases obtained
from the sequence β and choose a specific digit from F for the bases obtained from
the sequence α. Set
Θ(α, β, s, t, υ, F, I) = {x = 0.E1E2 · · · w.r.t. Q : En ∈ V (n)} .
We will need the following basic lemma to prove Lemma 2.4 and elsewhere in this
paper.
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Lemma 2.3. Let L be a real number and (an)
∞
n=1 and (bn)
∞
n=1 be two sequences of
positive real numbers such that
∞∑
n=1
bn =∞ and lim
n→∞
an
bn
= L.
Then
lim
n→∞
a1 + a2 + . . .+ an
b1 + b2 + . . .+ bn
= L.
Lemma 2.4. Given basic sequences α = (αi) and β = (βi), sequences of non-
negative integers s = (si), t = (ti), υ = (υi), and F = (Fi), and a sequence of sets
I = (Ii) such that Ii ⊆ {0, 1, · · · , βi − 1} such that the following conditions hold:
lim
n→∞
sn logαn∑n−1
i=1 υiti log βi
= 0;(2.3)
lim
n→∞
sn logαn
tn log βn
= 0.(2.4)
Then
dimH (Θ(α, β, s, t, υ, F, I)) = γ := limn→∞
log |In|
log βn
.
Proof. Note that Θ(α, β, s, t, υ, F, I) is a homogeneous Moran set with
nk =
{
|Ik| if qk = βi(k)
1 if qk = αi(k)
and ck =
1
qk
. Thus
dimH (Θ(α, β, s, t, υ, F, I)) ≥ lim infk→∞
logn1n2 · · ·nk
− log c1c2 · · · ck+1nk+1
≥ lim
n→∞
∑i(n)−1
j=1
∑uj
k=1 tj log |Ii|+
∑b(n)
j=1 ti(n) log |Ii(n)|∑i(n)−1
j=1
∑uj
k=1 [tj log βj + sj logαj ] +
∑b(n)
j=1
[
ti(n) log βi(n) + si(n) logαi(n)
]
+ si(n) logαi(n)
= lim
n→∞
(∑i(n)−1
j=1 ujtjγ log βj
)
+ b(n)ti(n)γ log βi(n)∑i(n)−1
j=1
∑uj
k=1 [tj log βj + sj logαj ] +
∑b(n)
j=1
[
ti(n) log βi(n) + si(n) logαi(n)
]
+ si(n) logαi(n)
where we have used Lemma 2.3.
= lim
n→∞
(∑i(n)−1
j=1 ujtjγ log βj
)
+ b(n)ti(n)γ log βi(n)(∑i(n)−1
j=1 ujtj log βj
)
+ b(n)ti(n) log βi(n) + si(n) logαi(n)
which follows from (2.4).
= lim
n→∞
(∑i(n)−1
j=1 ujtjγ log βj
)
+ b(n)ti(n)γ log βi(n)(∑i(n)−1
j=1 ujtj log βj
)
+ b(n)ti(n) log βi(n)
= γ.
which we get from (2.3). The upper bound follows from a similar calculation. 
For a sequence of real numbers X = (xn) with xn ∈ [0, 1) and an interval
I ⊆ [0, 1], define An(I,X) = #{i ≤ n : xi ∈ I}. We will need the following
standard definition and lemma that we quote from [8].
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Definition 2.5. Let X = (x1, · · · , xN ) be a finite sequence of real numbers. The
number
DN = DN (X) = sup
0≤α≤β≤1
∣∣∣∣AN ([α, β), X)N − (β − α)
∣∣∣∣
is called the discrepancy of the sequence ω.
It is well known that a sequence X is uniformly distributed mod 1 if and only if
DN(X)→ 0.
Lemma 2.6. Let x1, x2, · · · , xN and y1, y2, · · · , yN be two finite sequences in [0, 1).
Suppose ǫ1, ǫ2, · · · , ǫN are non-negative numbers such that |xn − yn| ≤ ǫn for 1 ≤
n ≤ N . Then, for any ǫ ≥ 0, we have
|DN (x1, · · · , xN )−DN (y1, · · · , yN)| ≤ 2ǫ+
N(ǫ)
N
,
where N(ǫ) denotes the number of n, 1 ≤ n ≤ N , such that ǫn > ǫ.
3. Results
We will compute the Hausdorff dimension of difference sets formed by taking
unions or intersections of the sets N(Q), RN(Q), and DN(Q). Every other similar
result will follow as a corollary of one of these theorems, by using similar techniques,
or by Figure 1.
Proof of Theorem 1.8. Let P = (pi) with pi = ⌊log i⌋ + 2 and ξ ∈ N(P ) with
ξ = .F1F2 · · · w.r.t. P . Fix a sequence X = (xn) that is uniformly distributed
modulo 1. Define the sequences
νn = min
{
t :
∑n−1
i=0 log qI(n−1)+i∑j−I(n−1)−1
i=0 log qI(n−1)+i
<
1
n
, ∀j ≥ t
}
;
υn,k = min
{
t :
Q
(k)
n∑j
i=1 P
(k)
i−k+1
<
1
n
, ∀j ≥ t
}
;
L0 = 0;
Ln = max
{
min {t : log(qj) > n, ∀j ≥ t} , Ln−1 + n
2, Ln−1 + νn,max
k≤n
{υn,k}
}
and set i(n) = max {j : Lj ≤ n}. Note that νn and υn,k exist since Q is infinite in
limit and P is fully divergent. Define the set
S =
∞⋃
n=1
{Ln, Ln + 1, · · · , Ln + n− 1}.
Note that this set has density 0 since∑n
i=1 i∑n
i=1 i+ ti
≤
∑n
i=1 i∑n
i=1 i+ i
2
→ 0 as n goes to infinity.
Define the intervals
V (n) =
{
[Fn−Li , Fn−Li + 1) if n ∈ [Li, Li + 1, · · · , Li + i]
[xnqn − ωn, xnqn + ωn) ∩ [⌈log i(n)⌉ , qn − 1] else
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where
ωn = q
1−ǫi
n and ǫi =
min {log q1 · · · qi−1, log qi}
1/2
log qi
Set ΛQ = {x = .E1E2 w.r.t. Q : En ∈ V (n)}. We claim that ΛQ ⊆ RN(Q) ∩
DN(Q)\N(Q) and dimH (ΛQ) = 1. Let x ∈ ΛQ and let B be a block of length k.
Note that by the definition of Ln, there are only finitely many values n ∈ N\S such
that B occurs at position n in the Q-Cantor series expansion of x. This is because
all digits En with n ∈ N\S must be greater than ⌈log i(n)⌉ by the definition of
V (n) and since i(n) tends to infinity as n does. Thus, if m is the maximum digit
for the block B, we have that for n ∈ N\S with i(n) > m, that En > m. Thus
NQn (B, x) =
∑i(n)
i=1 N
P
i−k+1(B, ξ)+O(1). So for any two blocks B1 and B2 of length
k, we have
lim
n→∞
NQn (B1, x)
NQn (B2, x)
= lim
n→∞
∑i(n)
i=1 N
P
i−k+1(B1, ξ) +O(1)∑i(n)
i=1 N
P
i−k+1(B2, ξ) +O(1)
= lim
n→∞
NPn−k+1(B1, ξ)
NPn−k+1(B2, ξ)
= 1.
Thus x ∈ RN(Q).
Consider the sequence Y =
(
En
qn
)
. For n ∈ N\S, we have
∣∣∣Enqn − xn
∣∣∣ < ωnqn ,
which tends to 0 as n goes to infinity. We therefore have for ǫ > 0 that N(ǫ) =
O(1) + #S ∩ {1, · · · , N}. Thus by Lemma 2.6
|DN(X)−DN (Y )| < 2ǫ+
O(1)
N
+
#S ∩ {1, · · · , N}
N
→ 2ǫ
as N tends to infinity. Since the inequality holds for all ǫ > 0, we have that
(
En
qn
)
is uniformly distributed mod 1. Thus x ∈ DN(Q).
Note that
lim
n→∞
NQn (B, x)∑i(n)
i=1 P
(k)
i−k+1
= 1.
However,
lim
n→∞
Q
(k)
n∑i(n)
i=1 P
(k)
i−k+1
= 0
by the definition of Ln, so x 6∈ N(Q). Thus ΛQ ⊆ RN(Q) ∩DN(Q)\N(Q).
Evidently ΛQ is a homogeneous Moran set with nk = |V (k)| and ck =
1
qk
. Thus
dimH (ΛQ) ≥ lim infk→∞
logn1 · · ·nk
− log c1 · · · ck+1nk+1
= lim inf
n→∞
∑k
i=1 χN\S(i) (1− ǫi) log qi∑k
i=1 log qi + log qk+1
= lim inf
n→∞
(
1−
∑i(n)
j=1
∑j−1
k=0 log qLj+k∑i(n)
j=1
∑i(j)−i(j−1)
k=0 log qLj+k
)
= lim inf
n→∞
(
1−
∑n−1
i=0 log qLn+i∑Ln−Ln−1
i=0 log qLn+i
)
= 1
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by the definition of Ln. Thus
dimH (ΛQ) = 1 and dimH (RN(Q) ∩DN(Q)\N(Q)) = 1.

Corollary 3.1. If Q is infinite in limit, then dimH (RN(Q)) = 1.
Theorem 3.2. If Q is infinite in limit, then
dimH

RN(Q)\

 ∞⋃
j=1
Nj(Q) ∪DN(Q)



 = 1.
Proof. The proof is the same as Theorem 1.8, but with X = (xn) a sequence that
is not uniformly distributed mod 1. 
Theorem 3.3. If Q is infinite in limit, then
dimH

DN(Q)\ ∞⋃
j=1
RNj(Q)

 = 1.
Proof. The proof is the same as Theorem 1.8, but we choose ξ = .E1E2 · · · w.r.t. P
such that the digit 0 never occurs. 
We will need to refer to the following four conditions.
lim
n→∞
tnα
k
n
snβkn
= 0;(3.1)
lim
n→∞
tnα
k
n
snβkn
> 0;(3.2)
lim
n→∞
αkn
sn
= 0;(3.3)
lim
n→∞
∑n
i=1 υisi∑n
i=1 υi(si + ti)
= 0.(3.4)
Theorem 3.4. Suppose that Q = Q(α, β, s, t, υ) is infinite in limit, k-divergent
(resp. fully divergent), and satisfies conditions (2.3), (2.4), (3.1) for all k, (3.3),
and (3.4). If αi = o(βi), then
dimH

 k⋂
j=1
Nj(Q)\DN(Q)

 = 1 (resp. dimH (N(Q)\DN(Q)) = 1) .
Proof. We will prove the statement for when Q = (qn) is fully divergent. The proof
for when Q is k-divergent follows similarly. Define the basic sequence P by
P = [α1]
s1υ1 [α2]
s2υ2 [α3]
s3υ3 [α4]
s4υ4 · · · .
We note that P is fully divergent since Q is fully divergent. By Theorem 1.2, there
exists a real number ξ = E0.E1E2 · · · w.r.t. P that is an element of N(P ). Set
Ii =
{
αi, αi + 1, · · · ,
⌊
β
1−(1/ log βi)
1/2
i
⌋
+ 1
}
and Fi = Ei. Note that limn→∞ log |In|/ logβn = 1, so dimH (Θ(α, β, s, t, υ, F, I)) =
1 by Lemma 2.4. We now wish to show that
Θ(α, β, s, t, υ, F, I) ⊆ N(Q)\DN(Q).
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Let k and n be natural numbers, B be a block of length k, and x ∈ Θ(α, β, s, t, υ, F, I).
We wish to show that
NPg(n)(B, ξ)− kCα(g(n)) ≤ N
Q
n (B, x) ≤ N
P
g(n)(B, ξ) +O(1).
Let m be the maximum digit in the block B. Since min Ii → ∞, we know that
there are only finitely many indices i such that m > min Ii. Thus, there are at
most finitely many occurrences of B starting at position n when qn = βi(n). If
every occurrence of B in ξ occurs at the corresponding place in x, then we have
NPg(n)(B, ξ) +O(1) = N
Q
n (B, x).
If some of the occurrences of B in ξ do not occur in the corresponding places in x,
then we have NQn (B, x) ≤ N
P
g(n)(B, ξ).
On the other hand, the total number of places up to position n where B can occur
in the P -Cantor series expansion of ξ but B does not occur in the corresponding
positions in the Q-Cantor series expansion of x is at most kCα(n), the total length
of the last k terms of the substrings [αi]
si of P . Thus
NPg(n)(B, ξ)− kCα(g(n)) ≤ N
Q
n (B, x) ≤ N
P
g(n)(B, ξ) +O(1).
Many of the following calculations use Lemma 2.3. Note that
P (k)n =
iα(n)−1∑
j=1
sjυj
αkj
+
si(n)bα(n)
αkiα(n)
and
Q(k)n =

i(n)−1∑
j=1
(sj − k)υj
αkj
+
(tj − k)υj
βkj
+
(
k−1∑
l=1
υj
βljα
k−l
j
+
υj
αljβ
k−l
j
)
+
c(n)(si(n) − k)
αki(n)
+
c(n)(ti(n) − k)
βki(n)
+
(
k−1∑
l=1
υi(n)
βli(n)α
k−l
i(n)
+
υj
αli(n)β
k−l
i(n)
)
.
Note that by (2.3) and (2.4), we have that
lim
n→∞
Q
(k)
n(∑i(n)−1
j=1
(sj−k)υj
αkj
+
(tj−k)υj
βkj
)
+
c(n)(si(n)−k)
αk
i(n)
+
c(n)(ti(n)−k)
βk
i(n)
= 1.
Thus
lim
n→∞
Q
(k)
n
P
(k)
g(n)
= lim
n→∞
(∑i(n)−1
j=1
(sj−k)υj
αkj
+
(tj−k)υj
βkj
)
+
c(n)(si(n)−k)
αk
i(n)
+
c(n)(ti(n)−k)
βk
i(n)(∑i(n)−1
j=1
sjυj
αkj
)
+
c(n)si(n)
αk
i(n)
= lim
n→∞
sn − k
sn
+
(tn − k)αkn
snβkn
= 1 + lim
n→∞
tnα
k
n
snβkn
= 1.
Furthermore, we have that
lim
n→∞
Cα(g(n))
P
(k)
g(n)
= lim
n→∞
(∑i(n)−1
j=1 υj
)
+ c(n)(∑i(n)−1
j=1
sjυj−k
αkj
)
+
c(n)si(n)−k
αk
i(n)
= lim
n→∞
αkn
sn − k/υn
= lim
n→∞
αkn
sn
= 0.
HAUSDORFF DIMENSION OF DIGIT SETS 11
Since ξ ∈ N(P ), we have that
lim
n→∞
NQn (B, x)
Q
(k)
n
= lim
n→∞
NQn (B, x)
P
(k)
g(n)
= 1.
Therefore, x ∈ N(Q).
For n where qn = βi(n), we have
(3.5)
En
qn
≤
β
1−log−1/2 βi(n)
i(n)
βi(n)
→ 0 as n→∞.
Up to position n there are at least
∑i(n)
j=1 υiti + c(n)ti(n) such places where (3.5)
holds. By (3.4), we have
lim
n→∞
∑i(n)
j=1 υiti + c(n)ti(n)
n
= 1
so the sequence
(
En
qn
)
is not uniformly distributed mod 1. Thus x /∈ DN(Q) and
Θ(α, β, s, t, υ, F, I) ⊆ N(Q)\DN(Q), which implies that dimH (N(Q)\DN(Q)) =
1. 
Theorem 3.5. Suppose that Q = Q(α, β, s, t, υ) is infinite in limit, fully divergent,
and satisfies conditions (2.3), (2.4), (3.1) for k ≥ ℓ, (3.2) for ℓ < k, and (3.3).
Then
dimH

 ∞⋂
j=ℓ
Nj(Q)
∖ ℓ−1⋃
j=1
Nj(Q)

 = 1.
Proof. Define the same basic sequence P and sequences I and F as in the proof
of Theorem 3.4. The same arguments regarding the asymptotics of NQn (B, x) for
x ∈ Θ(α, β, s, t, F, I) hold, so
lim
n→∞
NQn (B, x)
P
(k)
g(n)
= 1.
But since (3.1) holds for k ≥ ℓ, we have that
lim
n→∞
Q
(k)
n
P
(k)
g(n)
= 1+ lim
n→∞
tnα
k
n
snβkn
= 1.
Thus x is Q-normal of orders greater than or equal to ℓ. 
Example 3.6. Set αn = ⌊log log(n+ 2)⌋+2, βn = ⌊logn⌋+2, sn = ⌊logn⌋, tn = n,
and υn = 2
n. Then the conditions of Theorem 3.4 are satisfied.
Example 3.7. Fix some integer ℓ. Set αn = ⌊log log(n+ 2)⌋+2, βn = ⌊logn⌋+2,
sn = ⌊logn⌋, tn =
⌊(
βn
αn
)ℓ+1
sn
⌋
, and υn = 2
n. Then the conditions of Theorem 3.5
are satisfied.
Proof of Theorem 1.7. Let γ = dimM (S), αi = 2, βi = qi, si = 0, ti = 1, υi = 1,
Fi = 0, and
Ii = S ∩ {0, · · · , qi − 2}.
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Then (2.3) and (2.4) clearly hold. Note that
WQ(S) ⊆ Θ(α, β, s, t, υ, F, I),
so dimH (WQ(S)) ≤ γ.
To get a lower bound, we construct a subset ofWQ(S) with Hausdorff dimension
γ. To do this, let T ⊂ N be an infinite set that is sparse enough such that
lim
k→∞
∑k
i=1 χT (i) log#(S ∩ {0, · · · , qi − 2})∑k
i=1 log#(S ∩ {0, · · · , qi − 2})
= 0.
Note that such a T exists since limk→∞
∑k
i=1 log#(S ∩ {0, · · · , qi − 2}) =∞.
Let f : T → S be a surjective function such that for all t ∈ T , we have qt > f(t).
Such an f exists since minS < minQ, T is infinite, and Q is infinite in limit.
Consider the homogeneous Moran set C with
nk =
{
1 if k ∈ T
#S ∩ {0, · · · , qk − 2} else
and ck =
1
qk
described as follows: If k ∈ T , then for any x ∈ C, Ek(x) = f(k).
Otherwise, Ek(x) ∈ S ∩ {0, · · · , qk − 2}. Since f is surjective, we have that for any
x ∈ C that SQ(x) = S, so C ⊆ WQ(S). But
dimH (C) ≥ lim infk→∞
logn1 · · ·nk
− log c1 · · · ck+1nk+1
= lim
k→∞
∑k
i=1 χN\T (i) log#(S ∩ {0, · · · , qi − 2})∑k
i=1 log qi + log qk+1
= lim
k→∞
∑k
i=1 log#(S ∩ {0, · · · , qi − 2})∑k
i=1 log qi
= lim
k→∞
log#(S ∩ {0, · · · , qk − 2})
log qk
= γ.
Thus dimH (WQ(S)) ≥ γ, so we have dimH (WQ(S)) = γ.

4. Further problems
Problem 4.1. For which irrational x does there exist a basic sequence Q where
x ∈ RN(Q)∩DN(Q)\N(Q). The same question may be asked about several of the
other sets discussed in this paper. We remark that it is already known that for every
irrational x there exist uncountably many basic sequences Q where x ∈ DN(Q).
See [9].
Problem 4.2. Prove that the conclusions of Theorem 3.4 and Theorem 3.5 hold
for all Q that are infinite in limit and fully divergent.
Problem 4.3. In [12] sufficient conditions are given under countable intersections
of sets of the form DN(Q)\
⋃∞
j=1 RNj(Q) have full Hausdorff dimension. Surely a
similar result holds for many of the sets described in this paper. Necessary and
sufficient conditions similar to conditions found in the paper of W. M. Schmidt [17]
may be possible.
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