Abstract. Given a smooth compact Riemannian n-manifold (M, g), this paper deals with the sharp Sobolev inequality corresponding to the embedding of
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where B ∈ R. In what follows, we say that (S θ opt ) is valid on (M, g) if there exists B ∈ R such that (S θ opt ) holds for all u ∈ H 2 1 (M ). As one can easily check, if (S θ opt ) is valid for some θ 0 ∈ [1, 2] , then it is also valid for all θ ∈ [θ 0 , 2]. For θ = 1, one recovers a sharp inequality of Sobolev-Poincaré type.
Given θ ∈ [1, 2] , and (M, g) a smooth compact Riemannian n-manifold, n ≥ 3, this article deals with the question of how we can know whether (S θ opt ) is valid on (M, g) or not. Among others, such a question was considered in Aubin and Li [3] . Since the work of Druet [10] , we know that a key point when studying sharp Sobolev inequalities is to prove that such inequalities are localisable. They may then be affected by the geometry. In other words, sometimes they are valid and sometimes not, depending on the manifold. This will be referred to as the effect of geometry. In addition to the original [10] , see also [11] and [12] . Another effect that may occur when studying elliptic type problems, first pointed out by Brezis and Nirenberg in their celebrated paper [6] , is the so-called low dimensions effect: a situation may change when passing from low dimensions to high dimensions. A particularly interesting feature when studying the scale (S θ opt ) of sharp inequalities, θ ∈ [1, 2] , is that it mixes both types of phenomena. For θ = 2, we know by Hebey and Vaugon [19] that (S 2 opt ) is always valid, without any assumptions on the manifold. For θ < 2, it appears that (S θ opt ) is always localisable, with the property that it is affected by the geometry when n ≥ 4, but not when n = 3.
Concerning the terminology, a Cartan-Hadamard n-dimensional manifold is a complete simply-connected n-dimensional Riemannian manifold of nonpositive sectional curvature. We then refer to the n-dimensional Cartan-Hadamard conjecture as follows: given a Cartan-Hadamard n-dimensional manifold (M ,g) and a smooth bounded domain Ω inM , we ask for the inequality that is the value one gets for the above ratio in the Euclidean n-dimensional space when Ω is a ball. Such a conjecture has been proved to be true for n = 2 by Weil [26] , for n = 3 by Kleiner [22] , and for n = 4 by Croke [8] . Our first result is the following. We let S g and K g be the scalar and sectional curvatures of g. 
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). For θ = 2, a partition of unity easily gives the localisation. For θ < 2, it is proved here by PDE type arguments.
Regarding Theorem 1, one sees that for n ≥ 4, and θ < 2, (S θ opt ) is valid depending on the sign of the curvature. This is the illustration in our context of the first type of phenomenon mentioned above: the effect of geometry. For n = 3, as we see in Theorem 2 below, (S θ opt ) is valid for any θ on any manifold. One recovers there the second type of phenomenon mentioned above: the effect of low dimensions. Theorems 1 and 2 were announced in [13] .
Theorem 2. For any smooth compact Riemannian 3-manifold (M, g), and for any
Such an inequality is always valid. By definition, we say that u ∈ H OP T ) was studied by Hebey [16] , and more recently by Djadli and Druet [9] . It was proved in [16] that if n ≥ 4, and g is a conformal metric to the standard metric h on the unit sphere S n , then (S 2 OP T ) with respect to g has extremal functions if and only if g and h are (up to a constant) isometric. In particular, there exist manifolds of positive scalar curvature for which (S 2 OP T ) does not have extremal functions. Among other results, it was proved in [9] that when n ≥ 4, (S 2 OP T ) possesses extremal functions if either S g is nonpositive, or S g is constant. As a concluding remark, following an idea that was developed by Humbert [21] , and quoting a theorem that was stated in the very recent announcement [18] by Hebey, Humbert and Vaugon, we wish to point out the influence that (S 1 opt ) has on the existence of extremal functions for the optimal Sobolev inequality (S 2 OP T ). This is the subject of Theorem 3 below. The rest of the article is devoted to the proof of these three theorems.
Proof of Theorem 1
As already mentioned, a main step when proving Theorem 1 is to show that (S θ opt ) is localisable. This is done through PDE arguments. A preliminary technical lemma is needed. 
whereC > 0 does not depend on u.
We omit the proof of this lemma since it goes in a very standard way. Mimicking what was done in Trudinger [25] when studying the regularity for the Yamabe problem, one first gets that u ∈ L k (M ) for some k > 2 . The lemma then follows from the classical De Giorgi-Nash-Moser theory when studying inequations of the type 
Proof. For any α > 0, let I α be the functional defined on H 2 1 (M )\{0} by
Under the assumptions of the lemma, namely that (S θ opt ) is locally valid, the lemma reduces to the existence of some α 0 such that
We proceed by contradiction, and assume that for any α > 0, inf
The proof then goes in several steps.
Step 1. We claim that (1.2) implies the existence of a nonnegative minimizer for
If θ > 1, the proof of such a claim is quite standard. If θ = 1, one may proceed as follows. For q < 2 , let θ q > 1 be given with the property that θ q goes to 1 as q goes to 2 . We fix α > 0 and for q < 2 we let
is compact, and since the above functional is homogeneous, there exists a nonnegative minimizer u q for λ q such that u= 1.
Clearly, u q is a weak solution of
where ∆ g stands for the Laplacian with respect to g. As one can easily check, up to a subsequence we may assume that for some λ α ≤ µ α , the sequence (λ q ) goes to λ α as q goes to 2 . Noting that (u q ) is bounded in H 2 1 (M ), we see that there
, and almost everywhere. Moreover, one can assume that
where 2 = 2n/(n + 2) is the conjugate exponent of 2 . By (1.2), and since for any ε > 0 there exists B ε such that for any
one has that u α ≡ 0. This is by now standard. Let
Concerning such an assertion, just note that for
where V g stands for the volume of M with respect to g. Since L p -spaces are reflexive for p > 1, there exists Σ α ∈ p>1 L p (M ) such that for any p > 1, and up to a subsequence,
Passing to the limit as q goes to 2 in (1.4), one gets that for any p > 1,
As an easy consequence, Σ α ∈ L ∞ (M ) and 0 ≤ Σ α ≤ 1. Another easy claim is that Σ α ϕ = ϕ for any ϕ ∈ H 2 1 (M ) having the property that |ϕ| ≤ Cu α on M for some constant C > 0. By passing to the limit in (1.3), one gets that u α is a weak solution of
Clearly, u α 2 ≤ 1. Mutiplying (1.5) by u α and integrating over M gives
As one can easily check, this implies that u α 2 = 1 and λ α = µ α . In particular, u α is a minimizer for µ α . The above claim is proved.
From now on, let u α ∈ H 2 1 (M ), u α ≥ 0, u α ≡ 0, be the minimizer for µ α given by step 1. As shown in the proof of step 1, we can choose u α such that
for any p > 1, and u α is actually in C 1,λ for any λ ∈ (0, 1). As another remark, the sequence (u α ) is bounded in H 2 1 (M ). By definition (this is by now classical) we say that x ∈ M is a concentration point for the sequence (u α ) if for any δ > 0,
Since M is compact, the existence of at least one such point is easy to get. We prove the uniqueness of the concentration point in step 2.
Step 2. We claim that, up to a subsequence, (u α ) has one and only one concentration point. Given
As one can easily check,
while, by Hölder's inequality,
According to Hebey and Vaugon [19] , there exists B > 0 such that for any u ∈ H
Coming back to (1.6), and since the second term in the left hand side of (1.6) is nonnegative, one gets that
where
Suppose now that x is a concentration point for (u α ). Given δ > 0, let lim sup
Then λ δ > 0 and λ δ ≤ 1. Assume that λ δ < 1 for some δ > 0. Together with (1.2), we may then choose k > 1 sufficiently close to 1 such that
The right hand side of (1.7) being bounded for k > 1 close to 1, we get with (1.7) the existence of K > 0 such that for α 1,
Noting that for k > 1 close to 1,
Concerning such an assertion, just note that multiplying (E α ) by u α and integrating over M gives that the L 1 -norm of u α goes to 0 as α goes to +∞, so that the L qnorm of u α also goes to 0 for any 1 < q < 2 (by Hölder's inequality and since the L 2 -norm of u α is 1). Since (1.8) contradicts the definition of a concentration point, one actually has that λ δ = 1 for any δ > 0. As one will easily check, up to the extraction of a subsequence, this implies that a concentration point must be unique. The above claim is proved.
We let x 0 be the concentration point for (u α ). Given x = x 0 , one gets with (1.7) that for δ > 0 small, the L (2 ) 2 /2 > 2 , this implies that
as α goes to +∞. Mimicking what was done in Druet [10] , the final argument in the proof of lemma 2 goes in the following way.
Step 3. We claim that (1.2) is impossible for α sufficiently large. By assumption there exist B ∈ R and δ > 0 such that for any u ∈ H
(1.10)
where B δ = B x0 (δ) and H . We let η ∈ C ∞ c (B δ ) be such that 0 ≤ η ≤ 1 and η = 1 in B δ for some δ ∈ (0, δ). If we set η = 1 − η, (1.10) leads in particular to
Clearly, there exists C > 0, independent of α, such that
Multiplying (E α ) by u α , and integrating over M , gives
for some other constant C > 0 independent of α. Clearly,
Since µ α K 2 n < 1, one gets
By lemma 1,
where V g stands for the volume of M with respect to g, and C > 0 is independent of α. As a consequence,
Together with (1.9),
= 0 (1.13) For δ ∈ (0, δ ), let 0 ≤ η ≤ 1 be a smooth function on M such that η = 0 on B δ and η = 1 on M \B δ . Mutiplying (E α ) by (η ) 2 u α , and integrating over M , gives
In particular,
for some constant C > 0 independent of α. Hence,
By (1.13),
≤ C for some C > 0 independent of α. Noting that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use one gets the existence of C > 0 independent of α such that
≤ C (1.14)
Combining (1.11) with (1.12)-(1.14), leads to a contradiction. This ends the proof of the lemma.
We prove now Theorem 1.
Proof of Theorem 1. Given a smooth compact Riemannian n-manifold (M, g), suppose first that its sectional curvature K g is nonpositive, and that the n-dimensional Cartan-Hadamard conjecture is true. Let (M ,g) be the universal Riemannian covering of (M, g). Then for any smooth bounded domain Ω inM ,
By standard arguments (see for instance Aubin-Druet-Hebey [2] or Hebey [17] ), (1.15) implies that for any Conversely, let us prove that (S θ opt ) is false if θ ∈ [1, 2), n ≥ 4 and S g > 0 somewhere on M . We can do this very simply. The result was also announced in Aubin and Li [3] . Given x ∈ M such that S g (x) is positive, we let r > 0 be such that r < i g (x), the injectivity radius at x. In geodesic normal coordinates,
where S(r) stands for the sphere of radius r and center x in M . For ε > 0, we define
is given and r = d g (x, .). Easy computations lead to
Hence,
Given B ∈ R, this leads to
As a consequence, for n ≥ 4 and any B ∈ R,
provided that ε > 0 is small. Clearly, this ends the proof of Theorem 1.
Proof of Theorem 2
An interesting situation where Theorem 2 is easy to get is when the manifold considered is conformally flat. This includes the case of the standard 3-sphere. The result is then an easy consequence of the following inequality obtained by Brezis and Nirenberg [6] : for Ω a smooth bounded domain in R 3 , and for any u ∈ C ∞ c (Ω), u x g on Ω x . As one can easily check, for
where S g stands for the scalar curvature of g. Coming back to (2.1), for any
Choosing r x > 0 small enough so that
By lemma 2, this proves the above claim.
For an arbitrary smooth compact 3-manifold, we need to be more subtle. The argument there follows estimates that were obtained by Druet [11] in his resolution of the conjecture on sharp Sobolev constants. Clearly, it suffices to prove the result for θ = 1. As when proving that sharp Sobolev inequalities with lower order remainder terms are localisable (lemma 2), we proceed by contradiction. We assume therefore that for any α > 0, inf
As in the proof of lemma 2, (2.2) leads to the existence of a minimizer u α ∈ H 2 1 (M ) with u α ≥ 0 and of norm 1 in L 6 (M ). If µ α stands for the above infimum, one has in addition that Taking u = u α in this inequality, we get
Together with (2.2), this implies that
Similarly,
Now define a concentration point x for (u α ) by the property that for any δ > 0,
As in the proof of lemma 2, we get that, up to a subsequence, (u α ) has one and only one concentration point x 0 . One may then assume that for any δ > 0,
as α goes to +∞.
We let x α ∈ M and λ α ∈ R be such that
According to what we just said, x α → x 0 and λ α → 0 as α → +∞. By (2.4), noting that
Here again, the proof now splits into several steps.
Step 1. We claim that for any R > 0,
where ε R > 0 is such that ε R → 0 as R → +∞. We let exp xα be the exponential map at x α . There clearly exists δ > 0, independent of α, such that for any α, exp xα is a diffeomorphism from
As we can easily check,
and, if ξ stands for the Euclidean metric of R 3 ,
for any compact subset K of R 3 . By (2.7), (2.9), and theorem 8.24 of Gilbarg and Trudinger [14] , (ũ α ) is equicontinuous on any compact subset of R 3 . By Ascoli's theorem, one gets the existence of someũ ∈ C 0 (R 3 ) such that for any compact
Clearly,ũ(0) = 1 andũ ≡ 0. It is easy to check thatũ ∈ H 
, and
, and ϕ α →ũ in L ∞ (K) for any compact subset K of R 3 . Clearly, there exists C > 0 such that for any α,
On the one hand,
On the other hand,
This proves the above assertion. By passing to the limit as α goes to +∞ in (Ẽ α ), according to (2.3), (2.7), (2.10), and (2.11), one now gets thatũ is a solution of
By Caffarelli-Gidas-Spruck [7] , or also Obata [23] ,
sinceũ(0) = 1. Noting thatũ is of norm 1 in L 6 (R 3 ), and that for any R > 0,
Clearly, this proves (2.8) and the claim we made in step 1.
Step 2. We claim that there exists C > 0, independent of α, such that for any α, and any x,
where d g stands for the distance with respect to g. In order to prove this, set
and assume by contradiction that, for some subsequence,
Let y α be some point in M where v α is maximum. By (2.6), y α → x 0 as α → +∞, while by (2.14),
Fix δ > 0 small, and set
Clearly,
Moreover, as one can easily check,
Since v α (y α ) goes to +∞ as α goes to +∞, using (2.14), one gets that for α large, and all x ∈ B 0 (2),
This implies that
By (2.15) and (2.18), given R > 0, and for α large, Butṽ α (0) = 1, so that (2.14) must be false. This proves (2.13) and the claim we made in step 2.
Step 3. We prove the theorem, showing that (2.2) leads to a contradiction. We take δ > 0 small (to be fixed later on), and for any α, we let η α ∈ C ∞ c B xα (4δ) be such that 0 ≤ η α ≤ 1, η α = 1 in B xα (2δ), and |∇η α | ≤ C/δ. Here, and in what follows, C denotes a constant independent of α and δ. By Brezis and Nirenberg [6] , inequality (2.1), and passing through geodesic normal coordinates,
where λ > 0 does not depend on α and δ. When confusion is possible, we write |.| ξ and |.| g to specify the metric with respect to which norms are taken. Starting from the Cartan expansion of g in such coordinates, we get For α large, noting that B x0 (δ) ⊂ B xα (2δ), one gets from (2.5) and the fact that u α 2 → 0 as α → +∞, that the right hand side in this inequality is positive. Since it is also less than 1, 
