ABSTRACT Internet of Things (IOT) is being widely used especially in industry sectors. The IOT techniques provide more information for the inventory control. With the increased fierce competition in market economy, the supply chain is at the core of a successful enterprise. In today's context, it is an inevitable trend to optimize the inventory cost of supply chains. Separating all aspects of the supply chain impedes controlling inventory costs of the whole system with traditional approaches. Therefore, in this paper, we consider supply chains consisting of multiple suppliers, a manufacturer, and multiple distributors. The time cost of delayed transportation is integrated into previous studies to construct a new model, which is solved with an immune genetic algorithm. Unlike the genetic algorithm, the memory function and adjustment function of the immune algorithm are included in this algorithm. Different from the immune algorithm, genetic operators of the genetic algorithm are included. The immune genetic algorithm effectively overcomes the disadvantages of the genetic algorithm, improving global search ability and search efficiency. The validity and rationality of the optimized model are assessed in comparison with the previous results.
I. INTRODUCTION
Inventory cost control is an important component of supply chain management. On the one hand, the opportunity to sell the product will be diminished if the supplier's inventory is inadequate. The manufacturer's insufficient material inventory will result in production termination, slowdowns, and a waste of time and resources. On the other hand, delayed transportation will inevitably increase costs, such as transportation costs and order cancellations [1] - [3] . Consequently, the operation costs of enterprises will increase, which will result in lower profits. In traditional supply chains, it is not feasible to control the inventory costs from the view of the whole supply chain. However, the development of Internet of Things (IOT) makes it feasible due to the real-time and accurate tracing of inventory items.
In recent years, international scholars have conducted a great deal of research on the immune genetic algorithm and multi-level supply chain inventory. Presbitero et al proposed a model of the immune system based on a genetic algorithm [4] , but their algorithm does not ensure that the simulation will find an optimal solution because of the parameter setting issue of genetic algorithm. Olsson proposed two models of the trapezoidal continuous inventory system for perishable goods [5] . Park constructed a vehicle scheduling model based on a deadline [6] . However, Park' work needs to adjust the weights of three objectives based on practical situations, and its computation time needs to be reduced. Moradi Nasab and Amin-Naseri addressed a new multi-period, multi-echelon and multitransportation integrated petroleum supply chain model to obtain a global optimal solution [7] . Mandel and Vilms introduced stationary strategies in the described process, and developed a software package in which the algorithm is numerically modeled for two varieties of Gaussian-like and nearly uniform discrete demand distributions [8] . Examples illustrate how the parameters and costs for optimal stationary strategies depend on the system's econometric characteristics such as the discount factor. Wang et al built an inventory cost control model and inventory time model to minimize inventory costs among manufacturers, distributors and retailers [9] . Ech-Cheikh et al. dealt with a multi-echelon distribution inventory system made of suppliers, distributors and retailers. The retailer faces stochastic demands placed by customers and replenishes goods from its distributor, which, in turn, procures goods from its supplier at the upstream of the chain. The main purpose of the simulation model is to analyze the multiechelon distribution system according to key performance metrics at each echelon, such as cost, backorder and customer service [10] . Due to the prevalence of the two original models in academic and industrial communities in the last three decades, Lin et al. [11] aimed to systematically review how the IOBPCS (Inventory and Order-based Production Control System) archetypes have been adopted, exploited and adapted to study the dynamics of individual production planning, control systems and supply chains, finding that the principles of cost, flexibility and sustainability need to be considered in the context of supply chain dynamics.
However, multi-echelon inventories of supply chains must be planned scientifically and rationally [12] - [14] . Currently, domestic and foreign scholars have contributed a large amount of research on supply chain inventories, which mainly involve two-echelon supply chain inventories [15] - [17] . Thus, all enterprises are divided, which results in the optimal inventory cost of an individual enterprise but neglects the supply chain system as a whole.
Therefore, suppliers, manufacturers, distributors and transportation can be regarded as a whole. In this way, the whole system is not separated, as it is for the research of two-echelon supply chain inventories. The transportation between systems and the cost of delayed transportation will be considered to understand this kind of models. In this work, the threeechelon supply chain inventory model considers the transportation chain between multiple suppliers and distributors as a whole based on manufacturers. Then, the solution approach of the immune genetic algorithm is explained in detail. The results obtained show that the multi-echelon inventory cost of a supply chain is lower in an optimized model. In comparison with extant works, our immune genetic algorithm tries to obtain a solution with the minimum supply chain costs, so it is more helpful to control the inventory costs of the supply chain as a whole.
The remainder of the work is organized as below. In Section 2, we present the proposed model. Section 3 shows the design of the immune genetic algorithm. In Section 4, we use experiments to verify the effectiveness and advantage of our work. Section 5 concludes the work.
II. MODEL ASSUMPTIONS AND CONSTRUCTION

A. MODEL CONSTRUCTION
The three-echelon supply chain inventory model contains m suppliers, a manufacturer, n distributors and a transport chain between each echelon. The inventory model is shown in Figure 1 . The system is divided into suppliers, manufacturers, and distributors. The arrows represent transportation and logistics directions.
B. MODEL ASSUMPTIONS
Based on the practices in the real-world, we formulate the following assumptions:
1) The manufacturer can purchase raw materials from all suppliers at the upper level [4] , [9] . This assumption is in accord with the principle of free competition in market economy.
2) The products made by the manufacturer can be sold to all distributors at the next level [6] , [11] . This assumption is also in accord with the principle of free competition in market economy.
3) There is only one kind of final products, without semifinished products in inventories for each stage. In order to specify the price and costs of considered products, it is necessary and enough to consider one kind of final products.
4) Products of core manufacturers are limited [6] , [9] - [10] . However, the supply level must be kept at 93% or the shortage rate cannot be over 7%. This assumption is in accord with the common practice.
5) The items in stock will not exceed the storage capacity of the warehouse [10] , [11] . The original inventory of the warehouse is 0. This assumption is also in accord with the practice.
6) The prices of materials and products are fixed. Since we focus on presenting a deterministic model, we do not consider flexible or uncertain prices.
7) The increased costs in transit time per unit material or product are fixed. Similarly as above, we do not consider uncertain costs. These assumptions do not make a big difference to the results.
C. NOTATION DEFINITION 1) Inventory cost parameters: h 1 mj is the per unit holding cost of raw materials at supplier m. h 2 1i is the per unit holding cost of the final product i at the manufacturer. h 3 ni is the per unit holding cost of the final product at distributor n. tr 1 m1j is the per unit transportation cost of raw material j from supplier m to the manufacturer. tr 2 1ni is the per unit transportation cost of final product i from the manufacturer to distributor n. s ni is the per unit shortage cost of product i for distributor n. o 1 m1j is the fixed order cost of raw material j from the manufacturer to supplier m. o 2 1ni is the fixed order cost of final product i from distributor n to the manufacturer. d ni (t) is the demand of raw materials from the manufacturer during time t. I 1 mj (t) is the real time inventory of raw material j at supplier m during time t. I 2 1i (t) is the real-time inventory of the final product at the manufacturer during time t. I 3 ni (t) is the realtime inventory of the final product for distributor n during timet (I 1 mj (t), I 2 1i (t) and I 2 1i (t) are non-negative integers). 2) Time cost parameters: v 1 m1j is the delayed transportation cost of raw material j from supplier m to the manufacturer. v 2 1ni is the delayed transportation cost of final product i from the manufacturer to distributor n. t 1 m1j is the delayed transit time of raw material j from supplier m to the manufacturer. t 2 1ni is the delayed transit time of final product i from the manufacturer to distributor n.
i, i = 1, 2, . . . , I is the index number of the final product; j, j = 1, 2, . . . , J is the index number of the raw material; t, t = 1, 2, . . . , T is the index number of the time period; m, m = 1, 2, . . . , M is the index number of the supplier inventory; n, n = 1, 2, . . . , N is the index number of the distributor inventory.
D. MODEL CONSTRUCTION
Analyzing the causes of inventory cost, the multi-level inventory cost of the supply chain is divided into two components: inventory cost (which includes transaction, inventory holding, shortage and transportation costs) and time cost. The objective is to minimize the multi-level inventory cost.
1) Transaction cost includes the transaction cost among suppliers and manufacturer and the transaction cost among manufacturer and distributors:
(1)
2) Inventory holding cost includes the inventory holding cost of suppliers, the manufacturer and distributors:
3) Shortage cost is determined by the per unit shortage cost s ni , the demand of raw materials from the manufacturer d ni (t), and the real-time inventory of the final product I 2 ni (t).
4) Transportation cost includes the transport cost among suppliers and manufacturer and the transport cost among manufacturer and distributors:
5) Time cost includes the time cost among suppliers and the manufacturer and the time cost among the manufacturer and distributors:
The supplier's delay in transporting the raw material to the manufacturer and the manufacturer's delay in transporting the finished product are not considered in this work.
The objective function of the multi-echelon supply chain inventory model is
where α and β are the weight coefficients of inventory cost and time cost. The constraints in the model are as follows:
Since inventory cost and time cost have different dimensions, constraint (7) is used to unify these two parts in the objective; Constraint (8) guarantees the demand of raw materials is no more than the supply, where b ij denotes the BOM (Bill of Material) demand of final product i on material j and q 1 m1j (t) denotes the supply of the raw material j from supplier m during time t Constraint (9) guarantees the shortage rate is not over 7%. 
III. THE DESIGN OF THE IMMUNE GENETIC ALGORITHM A. IMMUNE GENETIC ALGORITHM
The immune genetic algorithm is an improved genetic algorithm based on the biological immune system. The memory function of the biological immune system is introduced into genetic algorithms. Unlike the genetic algorithm, the memory function and adjustment function of the immune algorithm are included in this algorithm. Different from the immune algorithm, genetic operators of the genetic algorithm are included. The immune genetic algorithm effectively overcomes the disadvantages of the genetic algorithm (e.g., prematurity) and improves global search ability and search efficiency. The objective function of the model corresponds to ''antigen'' of the biological immune mechanism. The solution of the problem of the model corresponds to ''antibody'' of the biological immune mechanism in this algorithm. Owing to memory cells in the biological immune mechanism, the re-invasion of similar antigens is faster than the first invasion. The diversity of antibody populations is maintained by immunological selection, which reflects the immune memory function and self-regulating function of the immune system. The process of the immune genetic algorithm is shown in Figure 2 : The first step is to determine the antigen recognition and update the memory cell; Then the initial antibody is created with the subsequent calculation of antibody fitness and diversity; Based on the fitness and diversity, the antibody promotion and inhibition operations are conducted, which are followed by the antibody production; If meeting the termination condition, the algorithm finishes, otherwise, repeat the above processes.
The immune genetic algorithm, which combines the genetic algorithm and immune algorithm, is characterized by strong global search ability and higher search efficiency. The search ability and efficiency are two key performance indicators of computational algorithms [18] - [19] . It is useful for solving the non-linear inventory optimization problem.
B. DESIGN OF IMMUNE GENETIC ALGORITHM
Chromosomes consist of real-numbered vectors in genetic algorithms. For the optimization problem with n variables, the chromosomes are X = (x 1 , x 2 , . . . x n ). In the optimization model of a multi-echelon supply chain inventory, decision variables that need to be solved are inventory I and delayed transit time T . An antibody is constituted by I 1 mj (t) (realtime inventory of raw material j at supplier m during time t), t 1 m1j (delayed transit time), I 2 1i (t) (real-time inventory of final product at manufacturer during time t), t 2 1ni (delayed transit time), and I 3 ni (t) (real-time inventory of final product at distributor n during time t). The antibody coding of our proposed algorithm is I 1 mj (t) , I 2 1i (t) , I 3 ni (t) , t 1 m1j , t 2 1ni in a multi-echelon inventory system of a supply chain with m suppliers, n distributors and a manufacturer. Each element of the vector represents a decision variable.
2) SET THE INITIAL POPULATION
Understanding the problem and grasping the scope of the optimal solution, the initial population is determined within the estimated range. In the model, the initial population of the antibody is N = 50.
3) CALCULATE ANTIBODY FITNESS
To solve the minimum multi-level inventory cost of the supply chain, the objective function value should be converted to the fitness value to ensure that the best individual has the greatest fitness value. g(i) is the fitness function of the i th antibody of the current population, and Z is the value of the objective function. The conversion formula is as follows:
where γ is the positive real number of (0, 1). A random selection is used when the difference of fitness between antibodies is small; proportional selection is adopted in contrast.
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The population size of a memory cell is expressed as a constant N R . The value is 10% to 20% of N , which is the initial population size. The fitness of the initial antibody is calculated and ranked from large to small. Then, the first n antibody is stored in the memory cell. From the 0 generation, the population N after the operation is merged with the memory unit population N R to a new population N R + N after completing each immune genetic operation. The fitness of the new population is calculated and sorted. Then, the first N R antibody with maximum fitness is compared with the antibody in the memory cell. If they are different, the antibody in the memory cell is replaced by the first N R antibody with maximum fitness. If they are the same, the next operation is performed with the first N R antibody.
5) GENETIC MANIPULATION
The immune genetic algorithm selects the antibody by constructing probability according to its fitness and concentration in the population. Then, the selected antibody population performs crossover and mutation operations to generate a new generation of antibodies. This ensures that the entire population of antibodies evolves toward a high degree of fitness while maintaining the diversity of antibodies in the population.
a: SELECT OPERATOR
According to a comparison between various operator selection methods and the optimization model, a proportion selection method is adopted that improves the search efficiency of the algorithm. The basic idea is that the probability of each individual selected is directly proportional to the value of fitness function.
b: CROSSOVER OPERATOR
Crossover is a genetic operation that plays a central role in genetic algorithms. By crossing, the search ability of the algorithm can be improved substantially. Generally, for realcoded genetic algorithms, the traditional method of intermediate recombination is usually adopted in the crossover operator to maintain the diversity of the population and large search scope. The intermediate recombination method is usually adopted in the crossover operator. The generation of posterity is calculated according to the formulas:
where α is the scaling factor that distributes uniformly in [−0.25, 
β is a random number that distributes uniformly in [0,1]. The value of the gene fluctuates around an original value to generate a new chromosome by the mutation operator. The method of uniform mutation can ensure that the value of each gene in the individual after mutation does not exceed its value range.
6) IMMUNE OPERATION a: CALCULATE ANTIBODY AFFINITY
There are N antibodies containing M genes. Each antibody corresponds to a solution of the problem. The value of the affinity of the antigen to the antibody is the fitness function g(v k ), and its value range is (0, 1]. The greater the value, the better the antibody binding to the antigen. The formula of information entropy under position j is:
The information entropy of the j th gene for each antibody is represented with H j (N ). The probability of the i th gene under the j th position for each antibody in the population is represented with P ij . The formula of information entropy of N antibodies is
The formula of affinity of antibodies i and j is:
A ij is the affinity of antibodies i and j, and its range is (0, 1].
b: CALCULATE ANTIBODY CONCENTRATION
The antibody concentration denotes the ratio of individual i to the population. A * ij is the number of antibodies binding to antibody i with an affinity that is greater than λ. It ranges from 0.9 ∼ 1 and is a preset threshold. The concentration of antibody i is calculated as follows:
where 
c: IMMUNE SELECTION RATE
e i is the immune selection rate of antibody I , which is the ratio of antibody concentration over the affinity of the antigen to the antibody. Calculate and rank the immune selection rate to retain individuals with high immune selection rates. The immune selection rate is calculated as:
IV. APLLICATION STUDY
In this section, we use an application example to show the effectiveness and advantage of the work. An enterprise requires four parts, that is, A, B, C and D, to produce a product. In this supply chain, the supplier is expressed as m, the raw material is denoted as j, the distributor is denoted as n, and the finished product is denoted as i. The parameters are M = 8, N = 6, I = 1, J = 4. The multi-echelon inventory cost optimization model of an enterprise is simulated by the immune genetic algorithm. The per unit holding cost of raw material j at supplier m is as Table 1 shows. As we can see, the maximum unit holding cost from suppliers of the 1 th raw material is 38.6, the maximum unit holding cost from suppliers of the 2 th raw material is 26.4, the maximum unit holding cost from suppliers of the 3 th raw material is 35.0, and the maximum unit holding cost from suppliers of the 4 th raw material is 31.2.
The per unit transportation cost of raw material j from supplier m to the manufacturer is as Table 2 shows. As we can see, the maximum unit transportation cost from suppliers of the 1 th raw material is 14.8, the maximum unit transportation cost from suppliers of the 2 th raw material is 11.2, the maximum unit transportation cost from suppliers of the 3 th raw material is 13.9, and the maximum unit transportation cost from suppliers of the 4 th raw material is 12.5.
The delayed transportation cost of raw material j from supplier m to the manufacturer is as Table 3 shows. As we can see, the maximum delayed transportation cost from suppliers of the 1 th raw material is 5.3, the maximum delayed transportation cost from suppliers of the 2 th raw material is 6.1, the maximum delayed transportation cost from suppliers of the 3 th raw material is 5.9, and the maximum delayed transportation cost from suppliers of the 4 th raw material is 5.9.
The fixed order cost from the manufacturer to supplier m is as follows:
The per unit holding cost of final product i at the manufacturer is h = 65.4. The per unit holding cost of final product i at distributor n is as Table 4 shows. The per unit transportation cost of final product i from the manufacturer to distributor n is as Table 5 shows.
The delayed transportation cost of final product i from the manufacturer to distributor n is as Table 6 shows. The fixed order cost of final product i from distributor n to the manufacturer is as Table 7 shows. According to the parameter values given above, the number of variables in simulation model is M * J + I + N * I = 32 + 1 + 6 = 39. We solved the optimization model (1)- (9) with the above parameter values by using the immune genetic algorithm through MATLAB. Figure 3 shows that the number of iterations of the immune genetic algorithm is about 100 generations where the objective function obtains the optimal value. The cost of the optimization model is 295261.43. If the time cost of delayed transportation is not calculated, the cost of the model is 327013.40. The optimized model is 9.71% less than the model before optimization, which proves the validity and rationality of the optimized model. Figure 4 shows the change curve of inventory cost under different weight coefficients. From the curve, we can find that the optimal weight combination is α = β = 0.5. Under this weight combination, we can take the minimal inventory cost in the supply chain. We can adjust the weight setting based on the practical situations, in order to reflect the preference of decision makers.
From the above results, we verified the effectiveness of our model and the proposed algorithm. Although we use a specific supply chain here, our model and algorithm can produce the optimal costs for any supply chain with other structures. The immune genetic algorithm can converge in short iterations, which verified the effectiveness of the integrated algorithm. Our proposed immune genetic algorithm can also be used for other optimization problems, by adjusting the coding method.
However, this work also has some limitations. For example, the current model and algorithm cannot deal with uncertain situations directly. If the product price and costs are not fixed, extended models and algorithms need to be conducted. We will make further contributions to fix this kind of concerns.
V. CONCLUSION
The delayed transportation cost is added to the model of a multi-echelon inventory cost control of the supply chain for optimization. The time cost is minimized while calculating the cost of inventory, which results in the cost of delayed transportation. After building the model, the genetic algorithm and immune algorithm are combined to enhance the search ability of the algorithm and avoid a premature phenomenon. In comparison with extant studies, our work considers the inventory costs in supply chains as a whole, which is suitable to deal with the IOT based supply chains. The feasibility and effectiveness of the optimization model is validated by using a numerical example. In the future, we will perfect the optimization model to make it more reasonable for practical applications. Another effort will be conducted to develop extended models to deal with the uncertain situations such as fuzzy transportation costs and holding costs. 
