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Let A be a (finite- or infinite-dimensional) vector space of (real valued) functions on a locally compact
Hausdorff space X with basis A. The (generalized) moment problem asks: Given a (real) sequence




a(x) dµ(x) for all a ∈ A, (1.1)





f(x) dµ(x) for all f ∈ A? (1.2)
The name moment problem stems from the special case of monomials: sα =
∫
Rn
xαdµ(x) is the αth
moment of the (probability) measure µ for all α ∈ Nn0 , e.g. in probability theory or physics. This is
also called classical moment problem and is widely studied together with many versions of this problem.
These studies can be found in [Akh65], [KN77], and [Sch17b]. More, including historic remarks and
developments, can be found in [SV97], [CF00], [CF05], [FP05], [Mar08], [Lau09], [Las15], and [Fia16].
Several of the present results in this work were published in [SdD17], [dDS18a], and [dDS18b] jointly with
K. Schmüdgen. Others are not jet published.
The generalization is made by going from monomials xα to functions ai on X . While the classical
moment problem deals with infinitely many moments and is mostly called full moment problem, if finitely
many moments are investigated, it is called truncated. The study of the (truncated) general moment
problem leads naturally to the study of gaps, i.e., where not all monomials xα are present. This will be
one of our main interests in this work and all results in this work are new in the special monominial as
well as the general case. Another distinction is between one- (X ⊆ R) and multidimensional (X ⊆ Rn).
But this is only a technical distinction, since in the one-dimensional case techniques can be used which
do not exist in higher dimensions, e.g., the fundamental theorem of algebra.
The (truncated) moment problem appears in several mathematical areas and also techniques from
several areas can be applied. Some are depicted in the following scheme:































2 CHAPTER 1. INTRODUCTION
The (truncated) moment problem connects all these areas: results and techniques transfer trough the
moment problem from one to another and give an interesting interplay between these fields. So studying
the (truncated) moment problem on its own right is beneficial even in other fields.
In the current work we will investigate the (general) truncated moment problem. As shown, its
range of application is vast and also often studied, see e.g. [KN77] or [Sch17b] and references therein.
We concentrate our effort to two less studies aspects and fundamental questions therein: Carathéodory
numbers and set of atoms. Even for the most important cases where A is the set of polynomials in n
variables of degree at most d little is known there. Our treatment is very general and we are therefore
able to treat the polynomial cases where all monomials are present, but also the cases with gaps.
The starting point of our investigations is a fundamental result by Richter (Theorem 2.23) [Ric57,
Satz 4]: Every truncated moment sequence s = (si)
m
i=1 has a k-atomic representing measure with k ≤ m.
So instead of dealing with all possible measures, it is sufficient to deal with k-atomic measures (linear
combinations of δx-measures). To efficiently deal with k-atomic measures, we introduce the moment
curve sA : X → Rm, x 7→ (ai(x))mi=1, i.e., sA(x) is the moment sequence of δx, and the moment map
Sk,A(C,X) =
∑k
i=1 cisA(xi), i.e., the moment sequence of
∑k
i=1 ciδxi . From the Richter Theorem and
the existence of atomic representing measures fundamental questions arise:
Chapter 3: How many atoms are required to represent a fixed/all truncated moment sequence(s)?
Chapter 4: What are the possible atom positions appearing in an atomic representing measure?
Chapter 5: Does there exist a “good” description of all representing measures of a truncated moment
sequence?
In Chapter 3 we investigate the Carathéodory number. Since every moment sequence s has a k-
atomic representing measure, there is a smallest k. It is called the Carathéodory number CA(s) of s. The
maximum over all moment sequences is called the Carathéodory number CA. Interestingly, despite its
importance, little is known about CA even for the polynomial case with all monomials, let alone with gaps
(some monomials are missing) or even continuous functions.
From the map Sk,A we already find the first fundamental result in this work: A general lower bound
on the Carathéodory number CA. Under the assumption of sufficient differentiablity with n being the




≤ CA in Theorem 3.38.
The main ingredient in the proof is the application of Sard’s Theorem [Sar42]. This lower bound is so
general, that it not only holds for polynomials on Rn, but also for polynomials with gaps or Cr-functions
on subsets X ⊆ Rn. Even for polynomials on Rn lower bounds are rarely known, e.g. for A2,2k−1 the






and Möllers bound grows as ∼ 16k
2 (Lemma 3.45). The implications of
this result to numerics is discussed in Section 6.1. In Theorem 3.55 we also use the lower bound on the
Carathéodory number to reprove upper bounds on the real Waring rank of a homogeneous polynomial
previously proved by Blekherman and Teitler [BT15].






our lower bound is the Carathéodory number in this case. This study was also extended to unions of
intervals of R, see e.g. [KN77]. But for systems with gaps little is known. In Theorem 3.68 we gave a





at our lower bound.
In Example 3.69 with A = {1, x2, x3, x5, x6} this condition is fulfilled, i.e., the Carathéodory number is
3. A nice little byproduct is Corollary 3.70: Every non-negative polynomial
a+ bx2 + cx3 + dx5 + ex6






is possible. Our method is suited to study non-negative polynomials with gaps further.
In Section 6.2 we treat the convex hulls of curves (a special case of the one-dimensional truncated
moment problem) and especially their Carathéodory numbers. We show in Theorem 6.5 that







. Applying this we get in Theorem 6.6 that
{eλ1x, . . . , eλmx} with λi ∈ R










. Note the important fact that the exponents are
real, i.e., we left the safe haven of polynomials and real algebraic geometry.
We show that under some mild assumptions (e.g. continuity of all ai’s) the Carathéodory number of
any (multidimensional) truncated moment problem is bounded by
m− 1 in Theorem 3.13.
All assumptions in Theorem 3.13 are met for the polynomials in n variables of degree at most d, i.e., we




− 1 in Corollary 3.18
instead of the bound m = ( n+dn ) in Richters Theorem (or later reproven in the Bayer–Teichman Theorem).
Investigating the homogeneous polynomials in n homogeneous variables of degree 2d we improve
the upper bounds further (see Theorem 3.81, Theorem 3.86, and Theorem 3.91). So for homogenuous
polynomials in 3 variables of degree 2d we get the bounds
3
2
d(d+ 1) + 1 in Theorem 3.81 and
3
2
d(d− 1) + 2 in Theorem 3.86.





− 1. The second bound in Theorem 3.86 is better than
the first from Theorem 3.81. But Theorem 3.86 uses Bezout’s Theorem and a result of Choi, Lam, and
Reznick (Theorem 3.79, [CLR80]). Both can not be extended to higher dimensions to improve the m− 1




− n+ 1 in Theorem 3.91.
From these investigations we draw several conclusion about the face structure of the moment cone from
homogeneous polynomials.
In Section 6.5 we apply the results of the Carathéodory number to Gaussian mixtures, i.e., linear
combinations of Gaussian distributions. We show that the Gaussian mixtures can be treated in the same
way as we treated the atomic measures. So we find in Theorem 6.28 that any truncated moment sequence





Gaussians. We also give upper
bounds for multidimensional polynomial cases and one-dimensional cases with gaps.
In Chapter 4 we deal with the set of atoms W(s), i.e., which x ∈ X can appear as atom of a given
moment sequence s. Previously the set V+(s) was introduced, see e.g., [Mat92] or [Sch17b]:




In Theorem 4.4 the first main result of this chapter is that V(s) is generated by only one p ≥ 0, i.e.,
∃p ≥ 0 : V(s) = Z(p).
In Theorem 4.2 another main result is that
W(s) = X ⇔ s is an inner point of the moment cone.
The importance in this result lies in the fact that the functions ai only need to be measurable. It
also holds for non-measurable functions, but then the moment problem needs to be redefined (X is no
locally compact Hausdorff space and every possible measure is a linear combination of δxi ’s). Building
on Theorem 4.2 we show in Theorem 4.7 that
W(s) = V+(s) ⇔ s is in the relative interior of an exposed face of the moment cone.
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For A = {1, x, . . . , xd} it is known that W(s) = V+(s) holds always. If we have gaps, then W(s) 6= V+(s)
already appears in the one-dimensional truncated moment problem as seen in the Examples 4.8, 4.16, and
4.17. For the multidimensional truncated moment problem, this question was also open and we show in
Example 4.10 the Harris polynomial [Har99] gives an example of a moment sequence with W(s) 6= V+(s)
even though all monomials are present. So we can study one-dimensional cases with gaps which are easier
to compute and learn much about the multidimensional cases.
In Theorem 4.34 we show with the moment curve sA that W(s) is measurable and in fact is given by
W(s) = Z(p) ∩ Z(p1) ∩ · · · ∩ Z(pk) for a p ≥ 0 and pi indefinite.
As mentioned above, all these results already hold for measurable functions. Additionally, we give a
simplified proof of the fact that W(s) is equal to the core variety V(s) introduced by L. Fialkow [Fia17].
In Chapter 5 we investigate the one-dimensional (truncated) moment problem and their Weyl circles.
The Weyl circles give a description of all solutions of a moment problem (of all representing measures of a
moment sequence). We simplify the preexisting proof for the Hamburger moment problem and calculate
the Weyl circles for various other cases from this simplified proof in a unified way.
Chapter 2
Preliminaries
2.1 Basic Definitions for the Moment Problem and Carathéodory
Numbers
The main interest in this work are atomic representations and their properties. So an efficient way to
deal with atoms and atomic measures is captured in the following definition.
Definition 2.1. Let X be a set (locally compact Hausdorff space) and A = {a1, . . . , am} be a finite
linearly independet set1 of (measurable) functions on X . The moment curve2 is defined by




Additionally, the moment map Sk,A is defined by
Sk,A : R




with C = (c1, . . . , ck) and X = (x1, . . . , xk). The image of the moment map is
Sk := rangeSk,A. (2.3)
Definition 2.2. Let s = (si)
m
i=1 ∈ Rm. s is called a moment sequence (for A on X ) if there exists a




ai(x) dµ(x) ∀i = 1, . . . ,m. (2.4)
Any such measure µ is called a representing measure of s. The moment cone SA (SA,X ) is the set of all
moment sequences (for A on X ).
Lemma 2.3. SA is a convex cone.
1In the following, A is the basis of a finite-dimensional subspace A of (measurable) functions on X . So the order of
elements a1, . . . , am is needed to well-define sA in eq. (2.1). But a different order induces only a vector space isomorphism,
so the moment cone is rotated/distorted. But the dimension of faces, atom positions/number, and other properties do not
depend on the specific choice of basis functions ai’s. So we treat A in the following as a set since this simplifies notation a
lot. Since A will be the basis of A, the assumption on linear dependence is natural. If A is not linearly independent, then
we can choose it to be.
2Note, that in general sA resp. sA(X ) is not a curve in Rm. However, in the most prominent case X = R and A =
{1, x, . . . , xn} A is a curve. But for higher dimensional X or measurable functions ai this is no longer the case. But we stick
with the name because of its simplicity and no misunderstandings should occur.
5
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Proof. Let s, t ∈ SA with representing measure µ and ν. Then λµ+ (1− λ)ν is a representing measure of
λs+ (1− λ)t, i.e., λs+ (1− λ)t ∈ SA for all λ ∈ [0, 1] and SA is convex.
Additionally, λs ∈ SA for all λ ≥ 0 since λµ is a representing measure of λs, so SA is a cone.
Definition 2.4. The Dirac measure δx (x ∈ X ) is called one-atomic, a k-atomic measure is µ =
∑k
i=1 ciδxi
(ci ≥ 0), and it is abbreviated by µ = (C,X) with C = (c1, . . . , cm) and X = (x1, . . . , xm). If all ci = 0,
then µ = 0 is the 0-atomic measure 0. The ci’s in µ are called masses.

























The existence of finitely atomic measures inspires the following definition.
Definition 2.5. Let s ∈ SA with a k-atomic representing measure. The Carathéodory number CA(s) (of
s) is the smallest number k s.t. s has a k-atomic representing measure. CA is the smallest number k s.t.
every s ∈ SA has an at most k-atomic representing measure, i.e.,
CA := max{CA(s) | s ∈ SA}.
That CA(s) and CA is well-defined, i.e., that every s ∈ SA has a finite-atomic representing measure and
CA(s) is bounded over SA, follows from Theorem 2.23.
Despite positive Borel measures we also treat signed Borel measures. This inspires the following
definition.
Definition 2.6. The signed Carathéodory number CA,±(s) (for s ∈ SA, Rm) is the minimal number k of
atoms of a signed (ci ∈ R) atomic representing measure of s. The signed Carathéodory number CA,± is
the minimal number s.t. all s ∈ SA (Rm) have an at most CA,±-atomic signed representing measure:
CA,± := max{CA,±(s) | s ∈ Rm}.
That CA,±(s) and CA,± are well-defined follows from the following fact: Since A is linearly independent,
there are x1, . . . , xm ∈ X such that sA(x1), . . . , sA(xm) are linearly independent, i.e., sA(x1), . . . , sA(xm)
is a basis of Rm and every s ∈ Rm has a representation
s = c1sA(x1) + · · ·+ cmsA(xm).
Therefore, CA,±(s), CA,± ≤ m.
To connect the study of the truncated moment problem to the rich theory of functional analysis, we
use the following.
Definition 2.7. Let s ∈ Rm and A = {a1, . . . , am} be a basis of the finite-dimensional function space
A = spanA. The Riesz functional Ls is defined by
Ls(ai) := si i = 1, . . . ,m
and extents linearly to all of A.
Recall from [Sch15] the maximal mass function ρL(x) of a moment functional L is defined by
ρL(x) := sup{µ({x}) |µ is a representing measure of L}, x ∈ X . (2.5)
Similarly, we define the following.
2.1. BASIC DEFINITIONS FOR THE MOMENT PROBLEM AND CARATHÉODORY NUMBERS7
Definition 2.8. Define the maximal mass cs(x) of s ∈ SA at x ∈ X as
cs(x) := sup {c ∈ R | s− c · sA(x) ∈ SA }. (2.6)
Despite the fact that we try to deal with the truncated moment problem as general as possible, sev-
eral restrictions have to be made to get to interesting properties and phenomena. The most prominent
truncated moment problem and our guiding example which we want to investigate is the case of the mul-
tivariate polynomial truncated moment problem, i.e., A = R[x1, . . . , xn]d is the set of all real polynomials
R[x1, . . . , xn] with a degree at most d, or its homogeneous equivalence. We introduce the following short
hand notation.
Definition 2.9. Let n, d ∈ N. Then we define
An,d := {xα11 · · ·xαnn |αi ≥ 0 and α1 + · · ·+ αn ≤ d} (2.7)
Bn,d := {xα11 · · ·xαnn |αi ≥ 0 and α1 + · · ·+ αn = d} (2.8)






In Lemma 2.3 we have seen that SA is a convex cone. Therefore, the application of results from
convexity theory is eminent and we give a collection of basic facts for what follows. More can be found
in [Sol15], [Roc72], and especially in [Sch14].
Definition 2.10. Let K ⊂ Rm be a convex set. A nonempty set F ⊆ K is called extreme face if for any
x, y ∈ K s.t. λx+ (1− λ)y ∈ F for one λ ∈ (0, 1) implies x, y ∈ F .
Definition 2.11. Let v ∈ Rm \ {0}. We define the linear functional hv on Rm by
hv(x) := 〈v, x〉 x ∈ Rm.
Then the hyperplane Hv (through 0) is defined by
Hv := {x ∈ Rm |hv(x) = 〈v, x〉 = 0}
and the halfspace H+v is
H+v := {x ∈ Rm | 〈v, x〉 ≥ 0}.
Definition 2.12. H+v is said to be a containing halfspace for SA if SA ⊆ H+v . If SA ⊆ H+v and SA∩H+v 6= ∅
then it is called a supporting hyperplane.
For a boundary point s of SA we say Hv is a supporting hyperplane at s if Hv supports SA and
s ∈ SA ∩Hv.
The previous definition holds for boundary points of SA, but for inner points of SA we can say that
only the whole space Rm supports SA at s, i.e., we set v = 0 in the definition. This will be useful in the
connection to non-negative functions (polynomials) in A.
The boundary structure will be of special interest in this work and we will not only investigate closed
moment cones. That complicates things and we have to distinguish between the boundary of the cone
and the boundary that belongs to it.
Definition 2.13. For a set K ⊆ Rm we set ∂∗K := ∂K ∩K.
Definition 2.14. Let K ⊆ Rm be a convex cone. F ⊆ K is called exposed face if F is an extreme face
and there exists a hyperplane Hv such that F = K ∩Hv.
Definition 2.15. The normal cone Nor A(s) at s ∈ SA is defined by
Nor A(s) := {v ∈ Rm |Hv is a supporting hyperplane at s}.
Nor A(s) is a closed convex cone, see e.g. [Sol15].
Lemma 2.16. If SA 6= Rm and s ∈ ∂SA (not necessarily ∂∗SA), then Nor A(s) 6= {0}.
8 CHAPTER 2. PRELIMINARIES
Proof. Since SA 6= Rm, it is contained in a non-trivial halfspace H+v . Then there is also a containing
halfspace s.t. its hyperplane contains s.
To connect the convex body point of view with positive functions and finally with real algebraic
geometry, we need the following.
Definition 2.17. Let f ∈ A. The coefficient vector ~f ∈ Rm of f is defined as
f( · ) = 〈~f, sA( · )〉.
Definition 2.18. The set of non-negative functions in A is
Pos (A) := {f ∈ A = spanA | f ≥ 0 on X}.
The zero set Z(p) of p ∈ A is
Z(p) := {x ∈ X | p(x) = 0}.
Definition 2.19. For a moment sequence s ∈ SA we define
Ms := {µ |µ is a representing measure of s},
N+(s) := {f ∈ Pos (A) |Ls(f) = 0},
V+(s) := {x ∈ X | f(x) = 0 for all f ∈ N+(s)},
W(s) := {x ∈ X |µ({x}) > 0 for some µ ∈Ms}.
W(s) is called the set of atoms of s.
V+(s) was introduced by J. Matzke [Mat92] and W(s) by K. Schmüdgen [Sch15]. See also [CF13].
That V+(s) is a measurable set in X is clear from its definition. That also W(s) is measurable needs
some work and is shown in Proposition 3.96. The following result finally connects positive functions (and
therefore real algebraic geometry) to the convex structure of the moment cone SA.
Lemma 2.20. (i) SA ⊆ H+v ⇔ v · sA ∈ Pos (A).
(ii) v · sA ∈ N+(s) ⇔ SA ⊆ H+v ∧ hv(s) = 0.
(iii) v · sA ∈ N+(s) ⇔ v ∈ Nor A(s).
Proof. (i): ⇒: Since SA ⊆ H+v we have 〈v, s〉 ≥ 0 for all s ∈ SA,especially for all sA(x).
⇐: Since v · sA ∈ Pos (A) we have 〈v, sA(x)〉 ≥ 0 for all x ∈ X and therefore also






ci〈v, sA(xi)〉 ≥ 0
for all s ∈ SA since ci ≥ 0.
(ii): v · sA ∈ N+(s) ⇔ 〈v, sA(x)〉 ≥ 0 ∧ 〈v, s〉 = 0 ⇔ SA ⊆ H+v ∧ hv(s) = 0.
(iii): Follows from (ii).
We end the (long) line of definitions with basic properties concerning the set of atoms W(s).
Lemma 2.21. Let A = {a1, . . . , am} be a finite linearly independent set of measurable functions on a set
X and s ∈ SA be a moment sequence.
(i) p ∈ Pos (A) : Ls(p) = 0 ⇒ W(s) ⊆ Z(p).
(ii) W(s) ⊆ V+(s).
(iii) ∃e ∈ A : e > 0 on X . Then: s = 0 ⇒ W(s) = ∅.
Let X be a locally compact Hausdorff space, A ⊂ C(X ,R) s.t. there exists an e ∈ A: e > 0 on X . Then:
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(iv) p ∈ Pos (A) : Ls(p) = 0 ⇒ suppµ ⊆ Z(p) ∀µ ∈Ms.
(v) s = 0 ⇔ Ms = {0}.
(vi) s = 0 ⇔ W(s) = ∅.
Proof. (i): Let p ∈ Pos (A), x ∈ W(s), and µ ∈Ms s.t. µ({x}) > 0. Then






p(y) dµ(y) = p(x)µ({x}) ≥ 0 ⇒ p(x) = 0 ⇒ x ∈ Z(p).
(ii): Let x ∈ W(s) and µ ∈Ms s.t. µ({x}) > 0. Then for every f ∈ N+(s) we have






f(y) dµ(y) = f(x)µ({x}) ≥ 0 ⇒ f(x) = 0 ⇒ x ∈ V+(s).
(iii): Follows from (i): e ∈ Pos (A), L0(e) = 0 ⇒ ∅ ⊆ W(0) ⊆ Z(e) = ∅.







p(y) dµ(y) ≥ εµ(Ux) ≥ 0 ⇒ x 6∈ suppµ ∀µ ∈Ms.
(v): “⇒”: By (iv) we have suppµ ⊆ Z(e) = ∅ ∀µ ∈Ms, i.e., M0 = {0}.
“⇐”: µ = 0 ∈Ms ⇒ s = 0.
(vi): “⇒” follows from the fact s = 0 ⇒ Ms = {0} ⇒ W(s) = ∅. For “⇒” from 2.23 is follows that
every moment sequence has an atomic representation µ, then µ = 0 since W(s) = ∅ and s = 0.
More on the set of atoms will be developed in Chapter 4, e.g. Lemma 4.1.
Remark 2.22. The important thing why we restrict ourselves to continuous functions on a locally compact
Hausdorff space is (v) in the previous lemma. Without these restrictions this needs no longer hold. E.g.,
let A = {χ{x1}, . . . , χ{xm}} be a set of characteristic functions of point sets at xi ∈ X = R and λ be the
Lebesgue measure, then ∫
R
sA(x) dλ(x) = 0 ∈ Rm,
i.e., s = 0 has a non-trivial representing measure andM0 6= {0}. So in this case, every moment sequence
is indeterminate. To avoid this we have to factor outM0 and lock at representing elements of [µ], but this
no longer needs to be a positive (!) Borel measure. So assuming the existence of an e > 0 is reasonable
since it also appears in An,d (e = 1) and Bn,2d (e(x) = x
2d
1 + · · ·+ x2dn ) to get non-trivial results. But for
some results, the existence of such an element e is not required and we assume its existence when it is
necessary.
2.2 Three Theorems of Hans Richter
The paper3 by Hans Richters from 1957 already solves the most important part of the Carathéodory
number problem: the existence of finitely atomic representing measures for any moment sequence (The-
orem 2.23). The first theorem, rewritten in our mathematical language, not only gives a general upper
bound of CA for measurable functions from Carathéodory’s Theorem. But (as already mentioned) the
most important result is, that any representing measure can be replaced by a finitely atomic representing
measure! A generalization is given in Theorem 3.13. The second theorem treats continuous functions
and the third one the one-dimensional polynomial case without gaps. Generalizations are given in Corol-
lary 3.14 and Theorem 3.68, respectively.
3It appeared in a German journal of insurance mathematics, is written in German, and treats expectations of distribution
functions. At the same time M. V. Tchakaloff [Tch57] proved the first Richter Theorem in the compact case. This paper,
written in French, is however well-understood. The problem in [Ric57] is that he did not stated his main result explicitly in
the general formulation. It reads as if he only states it on R. So for decades is was believed that it only holds on R. But a
few people realized that he actually formulated and proved his main result for general measure spaces as in Theorem 2.23.
One of the few people/groups include Kemperman [Kem68, Thm. 1].
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Theorem 2.23 (H. Richter 1957 [Ric57, Satz 4]). Let A = {a1, . . . , am} be a set of measurable functions
on a locally compact Hausdorff space X with a1 = 1. Then every moment sequence s ∈ SA has a k-atomic
representing measure with k ≤ m, i.e.,
CA ≤ |A| = m.
If s is a boundary point of SA, then CA(s) ≤ |A| − 1 = m− 1.
It is sufficient to assume a1 > 0 on X , see [Sch17b, Thm. 1.15].
Theorem 2.24 (H. Richter 1957 [Ric57, Satz 5]). Let X be an interval (of R) and let A = {a1, . . . , am}
be continuous functions on X with a1 = 1. Then
CA ≤ m− 1.
Theorem 2.25 (H. Richter 1957 [Ric57, Satz 11]). Let X be an interval of R (open or closed, finite or
infinite) and let A = {a0, . . . , ad} with a0 = 1 be polynomials in one variable such that deg ai ≤ d for all







If additionally A is linearly independent (w.l.o.g. A = {1, x, . . . , xd}), then equality holds.
2.3 Apolar Scalar Product and Real Waring Rank
Let us recall some basics on the apolar scalar product [ · , · ], see e.g. [Rez92] or [Sch17b].
Definition 2.26. The real Waring rank w(n, 2d) is the smallest number k such that each f ∈ Bn,2d can




ci(x · λi)2d (2.9)
of 2d-powers of linear forms x · λi = λi,1x1 + · · ·+ λi,nxn, where ci ∈ R and λi ∈ Rn.
Definition 2.27. For α = (α1, . . . , αn) ∈ Nn0 with |α| := α1 + · · ·+ αn = 2d we set γα :=
(2d)!
α1!···αn! . Let
p, q ∈ Bn,2d. We write p(x) =
∑
α γαaαx
α and q(x) =
∑
α γαbαx





Lemma 2.28. (i) (Bn,2d, [ · , · ]) is a finite-dimensional real Hilbert space.





α = p(λ). (2.11)
(iii) Let f be of the form (2.9). Then








cip(λi) ∀p ∈ Bn,2d. (2.12)
Remark 2.29. (iii) means that the linear functional Lf on Bn,2d is the integral with respect to the signed
measure µ :=
∑k
i=1 ciδλi . Conversely, each signed atomic measure yields a function f of the form (2.9)
such that (2.12) holds. By the Riesz Representation Theorem on Hilbert spaces all linear functionals on
Bn,2d are of the form Lf , where f is as in (2.9).
Remark 2.30. From the Riesz functional Ls and the functional Lf in eq. (2.12) we find∫
p(x) dµ = Ls(p) = Lf (p) =
k∑
i=1
cip(λi) ∀p ∈ Bn,2d, (2.13)
so from eq. (2.9) we find an k-atomic representing measure µ =
∑k
i=1 ciδλi . Especially, the minimal k in
both situations coincides, see Theorem 3.56(i).
Chapter 3
Carathéodory Numbers CA and CA,±
In Section 2.2 we already gave the three main results of Richter [Ric57] concerning existence and bounds
on the Carathéodory number. As Richter already showed, without further assumptions the bound CA ≤ m
can not be tightened, see Section 3.3.
In the present chapter we will tighten these bounds by going from the most general case of measurable
functions to one- and multidimensional monomials.
3.1 The Moment Cone SA and its Connection to CA
The moment cone SA was already defined in Definition 2.2.
The most important thing to know about a moment cone is: Is it pointed, i.e., does it contain no lines:
SA ∩ (−SA) = {0}?
And is it closed? Sufficient criteria are the following.
Proposition 3.1. Let A be a finite set of measurable functions and suppose that there exists an e ∈ Pos (A)
s.t. e > 0 on X .
(i) The cone SA is pointed.
(ii) If S1 is closed, then Sk is closed for all k.
(iii) If A is continuous and the set X is compact, then Sk is closed for all k.
Proof. (i): Suppose that s,−s ∈ SA. Using that e(x) > 0 on X we conclude that Ls(e) ≥ 0 and
L−s(e) = −Ls(e) ≥ 0, so Ls(e) = 0 and therefore s = 0.
(ii): The proof follows by induction. Assume S1 and Sk is closed for some k. We show that Sk+1 is also
closed.
Let (sn)n∈N be a sequence of Sk+1 such that sn → s ∈ Sk+1. We can write sn = αnxn + βnyn
such that xn ∈ Sk, yn ∈ S1, αn, βn ∈ [0,+∞), and ‖xn‖ = ‖yn‖ = 1 for all n. Since Sk and S1 are
closed, the sets Sk ∩B1(0) and S1∩B1(0) are both compact. Hence we can find a subsequence (ni)
such that xni → x ∈ Sk ∩B1(0), and yni → y ∈ S1 ∩B1(0). Let us assume for a moment that the
sequences (αni) and (βni) are bounded. There is a subsequence nij such that αnij → α ∈ [0,+∞)
and βnij → β ∈ [0,+∞). Then snij → s = αx+ βy ∈ Sk+1. Thus, Sk+1 is closed.
We show that the sequence (βni) is unbounded if (αni) is unbounded. Taking the standard scalar
product 〈 · , ·〉 in Rm, we can uniquely write yn = y⊥n + y
‖
n with xn ‖ y‖n, xn ⊥ y⊥n . Then
‖sni‖2 = ‖αnixni + βniy‖ni‖








Since (sni) converges, the sequence (‖sni‖) is bounded by some k. Thus,
k ≥ ‖αnixni + βniy‖ni‖ ≥ |αni‖xni‖ − βni‖y
‖
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and if (αni) is unbounded, so (βni) is unbounded. The same reasoning shows that (αni) is un-
bounded if (βni) is unbounded.
If the sequence (βni) is unbounded, (y
⊥
ni) converges to 0 and hence y = −x. Since S is pointed by
(i), this implies x = y = 0, a contradiction to ‖x‖ = ‖y‖ = 1. This completes the proof.
(iii): By (ii) it suffices to prove that S1 is closed. Clearly, condition e > 0 on X implies that sA(x) 6= 0
for all x ∈ X . Since A ⊆ C(X ,R) and X is compact, we have ‖sA‖−1sA ∈ C(X , Sm−1) (Sm−1
denotes the unit sphere in Rm) and range ‖sA‖−1sA is closed. Hence, S1 ≡ R≥0 · range ‖sA‖−1sA is
closed.
Let us give two examples. In the first the moment cone SA is not pointed, in the second it is not
closed.
Examples 3.2. (A) Let A = {x, x3, x5} with X = R. Since sA(−x) = −sA(x), SA contains all lines
R · sA(x) for all x ∈ R \ {0}. In fact, we have SA = R3.









since s1 = 0 implies µ = 0. That contradicts sx2 = 1.
The following proposition gives existence criteria for non-negative functions where the support of any
atomic representing measures of a moment sequence is in the zero set. This shows that zero sets play the
most important role in describing the (boundary structure of) moment cones.
Proposition 3.3. Let A be measurable on X and suppose that s ∈ ∂∗SA is a boundary point of SA 6= Rm.
Then there exists p ∈ Pos (A) \ {0} s.t. Ls(p) = 0 and each finitely atomic representing measure of s is
supported on Z(p).
Proof. Since s ∈ ∂∗SA combine Lemma 2.16 and Lemma 2.20.
But to gain information for inner points of the moment cone we need to go on the boundary.
Proposition 3.4. Let s ∈ SA and x ∈ X . Suppose there is an e ∈ Pos (A,X ) s.t. e > 0 on X . Then
cs(x) ≤ e(x)−1Ls(e) and s− cs(x)sA(x) ∈ ∂SA.
If X is compact, then the supremum in eq. (2.6) is attained, the moment cone SA is closed in Rm, and
we have
CA ≤ max {CA(s) | s ∈ ∂SA }+ 1. (3.1)
Proof. Let c ∈ R. If s − csA(x) ∈ SA, then Ls − clx is a moment functional on A and therefore (Ls −
clx)(e) ≥ 0, so that c ≤ e(x)−1Ls(e). Hence cs(x) ≤ e(x)−1Ls(e). The definition of cs(x) implies that
s− cs(x)sA(x) belongs to the boundary of SA.
Since X is compact and A is continuous, it was shown in Proposition 3.1 (or [FN10]) that the moment
cone SA is closed in Rm. We choose a sequence (cn)n∈N such that s − cnsA(x) ∈ SA for all n and
limn cn = cs(x). Then s − cnsA(x) → s − cs(x)sA(x). Since SA is closed, we have s − cs(x)sA(x) ∈ SA,
that is, the supremum in eq. (2.6) is attained.
Note that s − cs(x)sA(x) ∈ ∂SA ∩ SA. Obviously, CA(s) ≤ CA(s − cs(x)sA(x)) + 1. This implies the
inequality in eq. (3.1).
The following example shows that the number cs(x) is not equal to
cs(x) := sup {c ∈ R | s− c · sA(x) ∈ SA }. (3.2)
However, if s ∈ int SA, then cs(x) = cs(x) by Proposition 3.6(vi) below.
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Example 3.5. Set X = [−1, π],
f1(x) := 1, f2(x) :=
{
0 x ∈ [−1, 0]
sinx x ∈ (0, π]
, f3(x) :=
{
x+ 1 x ∈ [−1, 0]
cosx x ∈ (0, π]
,
and gi = fi|[−1,π) for i = 1, 2, 3. Set A = {f1, f2, f3} and B = {g1, g2, g3}. Then SA is closed, but SB is
not closed. In fact, SB = SA. Let s = sA(−1) = (1, 0, 0)T , then s′ = s − sA(0)/2 = (1/2, 0,−1/2)T =
sA(π)/2 ∈ ∂SA = ∂SB, but sA(π) 6∈ SA. Thus cs(0) = 0 and cs(0) = 1/2.
Proposition 3.6. Suppose that there exists an e ∈ Pos (A,X ) s.t. e > 0 on X .
(i) s− c · sA(x) 6∈ SA for all c > cs(x).
(ii) If s ∈ intSA, then s− c · sA(x) ∈ intSA for all c < cs(x).
(iii) The map int SA 3 s 7→ cs(x) ∈ R is concave and continuous for all x ∈ X .
(iv) Let A be continuous. Then the map X 3 x 7→ cs(x) ∈ R is continuous for all s ∈ intSA.
(v) cs(x) = ρLs(x).
(vi) If s ∈ int SA, then cs(x) = cs(x).
Proof. (i): Clear from Definition 2.8.





(s− c · sA(x)) ⊂ intSA ∀c < cs(x).
(iii): Let s, t ∈ SA and λ ∈ (0, 1). Choose c, c′ ∈ R such that c < cs(x) and c′ < ct(x). Then s− csA(x)
and t− c′sA(x) are in SA. Since SA is convex, we have
λ[s− csA(x)] + (1− λ)[t− c′sA(x)]
= [λs+ (1− λ)t]− [λc+ (1− λ)c′]sA(x) ∈ SA,
i.e., λc+ (1− λ)c′ ≤ cλs+(1−λ)t(x). Taking the suprema over c and c′ it follows that λcs(x) + (1−
λ)ct(x) ≤ cλs+(1−λ)t(x). Hence s 7→ cs(x) is a concave function and therefore continuous on int SA
by [Sch14, Thm. 1.5.3].
(iv): Let x ∈ X . Let K be a compact neighborhood of x and (xi)i∈I a net in K such that limi∈I xi = x.
Since K is compact, we have e(y) ≥ δ > 0 and ‖sA(y)‖ ≥ δ for y ∈ K. Hence cs(y) is bounded
on K, say by k, by Proposition 3.4. Since sA(y) is continuous, there exists an M > 0 such
that ‖cs(y)sA(y)‖ ≤ M on K. Further, from (i) and (ii) it follows that ∂SA ∩ (s + R · sA(y)) =
{s− cs(y)sA(y)} for y ∈ K.
Define s′y := s− cs(y)sA(y). Then s′y ∈ BM (s)∩ ∂SA for all y ∈ K. Since ∂SA is closed and BM (s)
is compact, BM (s)∩ ∂SA is also compact. Therefore, (s′xi)i∈I ⊆ BM (s)∩ ∂SA has an accumulation
point, say a. Since ∂SA is closed, a ∈ ∂SA. Since cs(xi) is bounded by k and sA is continuous,
|〈v, s′xi − s〉| = |〈v,−cs(xi)sA(xi)〉| ≤ k · |〈v, sA(xi)〉| → k · |〈v, sA(x)〉| = 0
for all v ⊥ sA(x), i.e., a− s ∈ [−k, k] · sA(x), so that a ∈ s+ [−k, k] · sA(x). Then
a ∈ ∂SA ∩ (s+ [−k, k] · sA(x)) ⊆ ∂SA ∩ (s+R · sA(x)) = {s′x},
so (s′xi)i∈I has a unique accumulation point s
′




x. This proves that the map
y 7→ s′y is continuous at x. Therefore,
‖s− s′y‖ · ‖sA(y)‖−1 = ‖cs(y)sA(y)‖ · ‖sA(y)‖−1 = ‖cs(y)‖ = cs(y)
is continuous at x. Since x ∈ X was arbitrary, x 7→ cs(x) is continuous on X .
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(v): Let c ∈ R be such that s̃ := s− c · sA(x) ∈ SA. Then Ls = Ls̃ + c · δx. Hence there is a representing
measure µ of s such that c ≤ µ({x}) ≤ ρLs(x). Taking the supremum over c yields cs(x) ≤ ρLs(x).
Assume that cs(x) < ρLs(x). By the definition of ρLs(x), there exist a c ∈ (cs(x), ρLs(x)) and a
representing measure µ of s such that µ({x}) = c. Then µ̃ := µ− c · δx is a positive Radon measure
representing s̃ = s− c · sA(x). But s̃ 6∈ SA by (i), a contradiction. This proves that cs(x) 6< ρLs(x).
Thus, cs(x) = ρLs(x).
(vi): Since s ∈ int SA, it follows from (i) and (ii) that
∂SA ∩ (s+R · sA(x)) = {s′x = s− cs(x)sA(x)}.
Both numbers s− cs(x)sA(x) and s− cs(x)sA(x) belong to the set on left hand side set. Hence they
are equal and therefore cs(x) = cs(x).
From Proposition 3.6(iii) we easily derive that the supremum in eq. (2.5) is attained if X is compact.
This was proved in [Sch15, Prop. 6] by using the weak topology on the set of representing measures and
the Portmanteau Theorem. The previous proof avoids these technicalities.
The following example shows that (iv) is false in general if s ∈ ∂SA.
Example 3.7. Let A = spanB3,6 be the homogeneous polynomials of degree 6 on P(R2), and s :=∑10
i=1 sA(xi). The Robinson polynomial [Rob69]
R(x, y, z) = x6 + y6 + z6 − x4(y2 + z2)− y4(x2 + z2)− z4(x2 + y2) + 3x2y2z2 (3.3)
is non-negative and has the zero set
Z = Z(R) = {(1, 1, 1), (1, 1,−1), (1,−1, 1), (1,−1,−1), (1, 1, 0),
(1,−1, 0), (1, 0, 1), (1, 0,−1), (0, 1, 1), (0, 1,−1)}.
Let s :=
∑10
i=1 sA(xi) be a moment sequence with representing measure µ =
∑10
i=1 δxi . Since suppµ = Z
we have Ls(R) = 0 and from Lemma 2.21(iv) we get suppµ
′ ⊆ Z for any representing measure µ′. But
since sA(xi) (xi ∈ Z) is linearly independent, we have Ms = {µ}. Therefore,
ρs(x) = cs(x) =
{
1 for x ∈ {x1, . . . , x10},
0 else.
If X is not compact, then the supremum in eq. (2.5) is not attained in general. This is shown by the
following simple example.
Example 3.8. Let X = R, A = {1, x, x2}. Set s = (1, 0, 1)T = 12 (sA(−1) + sA(1)). Clearly, sA(0) =
(1, 0, 0)T . Then cs(0) = 1, but s
′ = s− cs(0)sA(0) = (0, 0, 1)T is not in SA.
From Example 3.7 we find that the Carathéodory number is 10 for the given moment sequence s, i.e.,
10 is a lower bound on the Carathéodory number CA. This can be generalized.
Theorem 3.9. Let p ∈ Pos (A) and x1, . . . , xk ∈ X , k ∈ N. Suppose that Z(p) = {x1, . . . , xk} and the
set {sA(xi) | i = 1, . . . , k} is linearly independent. Then k ≤ CA.
Proof. Let s =
∑k
i=1 sA(xi). Clearly, Ls(p) = 0 and hence suppµ ⊆ Z(p) = {x1, . . . , xk} for any
representing measure µ of s by Proposition 3.3. Assume there is an at most (k − 1)-atomic representing
measure µ. Without loss of generality we assume that x1 /∈ supp µ, so µ is of the form µ =
∑k
i=2 ciδxi ,
ci ≥ 0. Then










Since the set {sA(xi) : i = 1, . . . , k} is linearly independent, this is a contradiction.
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We find more general results connecting the moment cone SA and it’s Carathéodory number CA.
Lemma 3.10. For fixed k ∈ N the following are equivalent:
(i) Sk is convex, or equivalently, Sk + Sk ⊆ Sk.
(ii) Sk = Sk+1.
(iii) CA ≤ k.
Proof. (i)⇒(ii): Let s = (1− λ)s1 + λsA(x) ∈ Sk+1 with s1, sA(x) ∈ Sk. Since Sk is convex , s ∈ Sk.
Hence Sk = Sk+1.
(ii)⇒(iii): Let s = s0 + λ1sA(x1) + · · · + λlsA(xl) ∈ Sk+l be an arbitrary moment sequence. Set
si := s0 + λ1sA(x1) + · · ·+ λlsA(xi). Then
s1 = s0 + λ1sA(x1) ∈ Sk+1 = Sk ⇒ s2 = s1 + λ2sA(x2) ∈ Sk+1 = Sk
...
⇒ s = sl−1 + λlsA(xl)Sk+1 = Sk
Thus CA ≤ k.
(iii)⇒(i): Since CA ≤ k, we have SCA ⊆ Sk ⊆ SCA . Here the last inclusion follows from the mimimality
of CA. Hence, Sk = SCA is convex.
An immediate consequence of the preceding lemma are the following inclusions:
{0} = S0 $ S1 $ · · · $ SCA = SCA+j , j ∈ N. (3.4)
Proposition 3.11. (i) CA = min{k | Sk is convex} = min{k | Sk = Sk+1}.
(ii) For each k = 0, 1, . . . , CA there is a moment sequence s such that CA(s) = k.
Proof. (i): Follows at once from the minimality of CA in Lemma 3.10.
(ii): By eq. (3.4), we have Sk−1 $ Sk for k = 0, . . . , CA, where we set S−1 := ∅. Hence, Sk \Sk−1 6= ∅.
3.2 Continuous Functions
Theorem 2.23 says that for measurable functions A = {a1, . . . , am} we have CA ≤ |A| = m. This bound
can not be tightened, as Richter already showed.
Example 3.12. Let M ⊂ X and let
χM (x) :=
{
1 if x ∈M,
0 otherwise.
be the characteristic function of M . For x1, . . . , xm ∈ X pairwise different set A = {a1, . . . , am} with
ai := χ{xi} for i = 1, . . . ,m. Then
CA = m
since s = (1, . . . , 1)T = sA(x1) + · · ·+ sA(xm) has an m-atomic representing measure µ = δx1 + · · ·+ δxm
but no k-atomic representing measure with k < m.
For lower bounds of measurable functions, the same as in Remark 3.22 holds for continuous functions.
Essentially, no lower bounds exist in general. Every Carathéodory number from 1 to m, m ∈ N, can be
realized for some A = {a1, . . . , am}, where all ai’s are continuous, i.e., also measurable. So we can treat
the continuous functions and Theorem 2.24 can be slightly improved.
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Theorem 3.13. Let X be a locally compact Hausdorff space and A = {a1, . . . , am} be measurable functions
s.t. range sA = sA(X ) ⊆ Rm has at most m− 1 path connected components and there is an e ∈ spanA s.t.
e(x) > 0 for all x ∈ X . Then
CA ≤ m− 1.





If k ≤ m− 1 we are done, so let k = m and ci > 0 for all i.
Since e ∈ spanA, there is a basis B = {b1, . . . , bm} with bm = e and an invertable R ∈ Rm×m with






















where B′ = {b1/e, . . . , bm−1/e, 1} since e(x) > 0 on X . By scaling s we can w.l.o.g. assume that (Rs)m = 1,
i.e., Rs ∈ Rm−1 × {1}. By assumption range sA = sA(X ) consists of at most m − 1 path-connected
components, i.e., at least two xi’s (say x1 and x2) lie in the same component. Let γ : [0, 1]→ range sA ⊆
Rm be a connecting path between sA(x1) and sA(x2), i.e., γ(0) = sB′(x1) and γ(1) = sB′(x2). For t ∈ [0, 1]
let ∆t denote the simplex in R





i = 1, Rs belongs to the simplex ∆1. By decreasing t to 0 it follows from the continuity
of γ that there is a t′ ∈ [0, 1] such that Rs ∈ ∂∆t′ , i.e., Rs has an (m− 1)-atomic representing measure.
Since Rs has an (m−1)-atomic representing measure and R is invertable, also s has an (m−1)-atomic
measure with atoms x1, x, x3, . . . , xm.
So the key idea behind this theorem is that e > 0 implies that any representing measure of a moment
sequence is a simplex in {e = 1} (by scaling s), see fig. 3.1. And since the image sA(X ) has at most
Figure 3.1: Sketch for the proof of Theorem 3.13.
m − 1 path connected components, two atoms (e.g., x1 and x2) lie in the same component and can be
connected by a path. Moving one, e.g., sA(x1) to sA(x2), at some point, the given moment sequence lies
in the boundary of the simplex and therefore needs at most m− 1 atoms.
A simplification of the previous theorem is the following corollary.
Corollary 3.14. Let X be a locally compact Hausdorff space with at most m− 1 connected components
and A = {a1, . . . , am} ⊂ C(X ,R) s.t. ∃e ∈ spanA : e(x) > 0 for all x ∈ X . Then
CA ≤ m− 1.
Remark 3.15. In [dDS18b, Thm. 13], Corollary 3.14 was the main theorem. But realizing that not the
number of path-connected components of X but rather of sA(X ) is important leads to Theorem 3.13
without the assumption on continuity of the ai’s and on X .
Remark 3.16. Theorem 2.23 was rediscovered by Bayer–Teichmann [BT06] for the special case of A =
An,2d on R
n. But it can completely recovered from Theorem 2.23.
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Corollary 3.17 (Bayer–Teichmann Theorem [BT06]). Let A = An,2d on R
n and let s ∈ SA be a moment
sequence with representing measure µ. Then there is a k-atomic measure ν with k ≤ |A| = ( 2d+nn ) and
supp ν ⊆ suppµ.
Proof. Set X = suppµ ⊆ Rn in Theorem 2.23.
Weakening supp ν ⊆ suppµ gives the bound in Theorem 3.13.
Corollary 3.18. Let A = An,2d on R
n and let s ∈ SA be a moment sequence with representing measure µ.
Then there is an x ∈ Rn and a k-atomic measure ν with k ≤ |A|−1 = ( 2d+nn )−1 and supp ν ⊆ suppµ∪{x}.
Proof. Of course, e(x) = 1 ∈ spanA and e(x) = 1 > 0 for all x ∈ Rn. Set X = suppµ, then by
Theorem 3.13 there is a ν =
∑|A|
i=1 ciδxi with xi ∈ X = suppµ for all i = 1, . . . ,m. But since Rn has only
one path-connected component and the ai’s are polynomials (and therefore continuous) also sA(R
n) has
only one path-connected component. By the proof of Theorem 3.13 there is an x ∈ X = Rn such that
there is a k-atomic measure ν′ with k ≤ |A| − 1 and supp ν′ ⊂ {x1, x, x3, . . . , x|A|}.
So, we see that this detailed study already improved the upper bounds on the Carathéodory number
for multivariate polynomials without even using more than continuity. We will see later, that using
algebraic properties improves these bounds even more.
Remark 3.19. Without the conditions
a) “range sA = sA(X ) has at most m− 1 path-connected components” and
b) “∃e ∈ spanA : e(x) > 0 for all x ∈ X”
Theorem 3.13 and therefore also Corollary 3.14 no longer hold.
Example 3.20 (Condition a) fails.). Let X = {x1, . . . , xm} ⊂ R be a set of m-different points in R and
A = {a1, . . . , am} ⊂ C(R,R) such that {sA(x) |x ∈ X} is linearly independent. So for s =
∑m
i=1 sA(xi)
we find CA = m.
Example 3.21 (Condition b) fails.). Set
ϕ(x) :=

x for x ∈ [0, 1],
−x+ 2 for x ∈ (1, 2],
0 elsewhere.
ϕ1(x) := ϕ(x), ϕ2(x) := ϕ(x − 1), ϕ3(x) := ϕ(x − 2). Then A := {ϕ1, ϕ2, ϕ3} ⊂ C(R,R). Using the
moment sequence s = (1, 1, 1) we find that CA = 3.
Remark 3.22. Up to now we treated only upper bounds. For lower bounds the next example shows that
for any m ∈ N there is an A = {a1, . . . , am} ⊂ C([0, 1],R) such that CA = 1. Continuity of the ai’s is not
sufficient to give sharper bounds else than
1 ≤ CA ≤ m− 1 or ≤ m.
Combining generalizations of Example 3.21 and Example 3.23 shows that every Carathéodory number in
between is realized.
Example 3.23. Let xL and yL be the coordinate functions of a space filling curve [Sag94, Ch. 5], i.e.,
xL, yL : [0, 1]→ [0, 1] are continuous, nowhere differentiable on the Cantor set C, differentiable on [0, 1]\C,
and the curve
(xL, yL) : [0, 1]→ [0, 1]2
is surjective. Set A := {xL, yL, 1} and X = [0, 1]. Then
sA([0, 1]) = [0, 1]
2 × {1} (∗)
and the moment cone SA = {(x, y, z) : z ≥ 0, 0 ≤ x ≤ z, 0 ≤ y ≤ z} is full-dimensional. Clearly, (∗)
implies that CA = 1.
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Remark 3.24. In this work the vector space A is finite-dimensional so that the Carathéodory number is
finite. However, the definitions of the moment cone and the Carathéodory number can be extended to
infinite-dimensional vector spaces A. The following example shows that even in this case it is possible
that CA = 1. Let A = {ϕn}n∈N be the coordinate functions of the ℵ0-dimensional Schönberg space filling
curve [Sag94, Ch. 7], i.e., ϕn is continuous and nowhere differentiable on [0, 1] for all n, and set ϕ0 = 1.
Then
(ϕn)n∈N0 : [0, 1]→ {1} × [0, 1]N (∗)
is surjective. The moment cone SA = {(xn)n∈N0 : 0 ≤ xn ≤ x0} is full dimensional, closed, and CA = 1
from (∗).
3.3 Differentiable Functions
If A = {a1, . . . , am} ⊂ Cr(X ,R) with r ∈ N, so Sk,A is also a Cr-function. The total derivative DSk,A
for inner points of X is
DSk,A = (∂c1Sk,A, ∂x(1)1
Sk,A, . . . , ∂x(n)1
Sk,A, ∂c2Sk,A, . . . , ∂x(n)k
Sk,A)
= (sA(x1), c1∂1sA|x=x1 , . . . , c1∂nsA|x=x1 , sA(x2), . . . , ck∂nsA|x=xk).
(3.5)
The following number is crucial for what follows.
Definition 3.25. Let X ⊆ Rn be open and let A = {a1, . . . , am} ⊂ C1(X ,R) be linearly independent.
Set
NA := min{k ∈ N |DSk,A has full rank}.
Remark 3.26. Instead of X being an open subset of Rn, we could extend this definition and the following
treatments to (differentiable) manifolds X . However, by choosing a chart ϕ : U ⊆ Rn → X of the
manifold, U open, we have again the previous definition for A ◦ ϕ = {ai ◦ ϕ | i = 1, . . . ,m}. It therefore
suffices to treat X ⊆ Rn open or X = Rn.
Remark 3.27. For notational convenience we introduce a symbol for the vector (1, . . . , 1)T ∈ Rk, i.e.,
1 ≡ 1k := (1, . . . , 1)T ∈ Rk,
where k in 1 is chosen appropriately. It will be used to simplify DSk,A((1, . . . , 1), X) to DSk,A(1, X),
since from Definition 3.25 it is easily seen that the rank of DSk,A does not depend on the ci (6= 0) and
with scaling the ci’s we can always assume ci = 1.





since all coefficients ci must satisfy ci ≥ 0. However, for treating CA,± eq. (3.6) is not useful since we have
ci ∈ R in these cases. But both definitions give different behavior at ci = c̃2i = 0 what is of interest in a
deeper differential geometric treatment. But this is not done here.
Remark 3.29. The requirement “X is an open subset of Rn” can be slightly generalized in the following
way. Assume X = [a, b] ⊂ R, then write X = {a} ∪ (a, b) ∪ {b} and consider the map
















i.e., the requirement of being open is fulfilled by (0,∞)k+2 × (a, b)k ⊂ R2k+2 and the boundary points
a and b of [a, b] are treated as fixed constants whose derivatives ∂c appear in DSk,A if a or b appear but
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not the derivatives ∂x. All are left out if only one or no boundary point is present in the set of atoms.
That mean boundary atom to not “move freely” in X .
This scheme also extends to higher dimension. A set in R2 is decomposed into an open set in R2 and
the remaining set might contain sets of lower dimensions (e.g., curves) which are again decomposed (e.g.,
in the open parts of the curves and their end points). The open differentiable parts of the curves can
then be treated as sets in R1. This is ongoing work, see Open Problem 7.1.
Remark 3.30. Of special interest might be the case where X is discrete (countable) [IKLS17]. In this case





and all xi are treated as constants. Only the coefficients ci are the variables and the total derivative
becomes
DSk,sA = (sA(x1), . . . , sA(xk)).
Then Sk,A is C
∞ and NA = m.
We get the following result.
Theorem 3.31. Let X be countable and A = {a1, . . . , am} functions on X . Then CA = m.
Proof. Since SA is full-dimensional, intSA 6= ∅ is open. Set hx1,...,xm−1 := span {sA(x1), . . . , sA(xm−1)}
with xi ∈ X , i.e., hx1,...,xm−1 is a closed set of dimension at most m−1. Since X is countable, so is Xm−1
and H :=
⋃
x1,...,xm−1∈X hx1,...,xm−1 is a countable union of closed sets with dimension at most m − 1,
i.e., H does not contain inner points. Therefore, intSA \H 6= ∅, i.e., all s ∈ intSA \H need at least m
atoms, otherwise they would be in some hx1,...,xm−1 .
Let us give two examples where we calculate NA.
Example 3.32. Let A = {1, x, y, x2, xy, y2}. Then
DS2,A(1, ((x1, y1), (x2, y2))) =

1 0 0 1 0 0
x1 1 0 x2 1 0
y1 0 1 y2 0 1
x21 2x1 0 x
2
2 2x2 0
x1y1 y1 x1 x2y2 y2 x2




and detDS2,A(1, ((x1, y1), (x2, y2))) = 0, i.e., NA ≥ 3. Then
DS3,A(1, ((x1, y1), (x2, y2), (x3, y3))) =

1 0 0 1 0 0 1 0 0
x1 1 0 x2 1 0 x3 1 0
y1 0 1 y2 0 1 y3 0 1
x21 2x1 0 x
2
2 2x2 0 x
2
3 2x3 0
x1y1 y1 x1 x2y2 y2 x2 x3y3 y3 x3
y21 0 2y1 y
2





det(sA(x1, y1), ∂xsA(x1, y1), ∂ysA(x1, y1), sA(x2, y2), ∂xsA(x2, y2), sA(x3, y3))
= det

1 0 0 1 0 1
x1 1 0 x2 1 x3
y1 0 1 y2 0 y3





x1y1 y1 x1 x2y2 y2 x3y3






= (y1 − y2)(x2y1 − x3y1 − x1y2 + x3y2 + x1y3 − x2y3)2,
i.e., DS3,A has full rank and therefore NA = 3.
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Example 3.33. Let a ∈ C∞(R,R) with supp a = [0, 1]. Set ai(x) := a(x − i) and therefore A =
{a1, . . . , am} ⊂ C∞(R,Rm). Then sA(x) = ai(x) · ei and ddxsA(x) = a
′
i(x) · ei for x ∈ [i, i + 1] and 0
otherwise, where {ei}mi=1 is the canonical basis of Rm. Hence, NA = m.











Proof. Since DSk,A has |A| rows and each atom contributes n + 1 columns, we need at least k ≥ |A|n+1






If all functions fi are homogeneous of degree r, then fi(λx) = λ
rfi(x) and so δλx = λ
rδx. Hence
DS1,A has rank at most d and kernel dimension at least 1. Therefore, at least k ≥ |A|n atoms are needed,






The following powerful theorem by Sard allows us to give lower bounds on CA and CA,±.
Theorem 3.35 (A. Sard 1942 [Sar42], [Zei86, Prop. 4.55]). Let f : U ⊆ RN → RM be a Cr-mapping
on the open set U with r > max(0, N −M). Then the set of singular values of f has M -dimensional
Lebesgue measure zero and the set of regular values of f is dense in RM .
To use this theorem, we give the following translations of singular and regular to our moment problem.
Definition 3.36. Let k,m, n ∈ N with k ≥ NA and A = {a1, . . . , am} ⊂ C1(Rn,R). A k-atomic measure
(C,X) is called regular (for Sk,A or simply for A) iff DSk,A(C,X) has full rank. Otherwise (C,X) is called
singular (for Sk,A).
Note, that being singular or regular does not depend on C since the rank of DSk,A is not affected by
scaling the columns.
Let us investigate the special case X = Rn in more detail.
Definition 3.37. Let A = {a1, . . . , am} ⊂ C1(Rn,R). A (moment) sequence s ∈ Rm is called regular iff
s ∈ SA and all representing measures of s are regular or s 6∈ SA. Otherwise s is called singular.
The following is one of the main results in this work.
Theorem 3.38. Suppose that A = {a1, . . . , am} ⊂ Cr(Rn,R) is linearly independent and r > NA · (n+
1)−m. Then
NA ≤ CA. (3.8)
Further, the set of moment sequences s which can be represented by less than NA atoms has m-dimensional
Lebesgue measure zero in Rm.
Proof. By Proposition 3.34 we have r > NA · (n + 1) − m ≥ 1. With N = NA · (n + 1) and M = m
Sard’s Theorem (Theorem 3.35) applies. The moment sequences which can be represented by less than
NA atoms are singular values and therefore have m-dimensional Lebesgue measure zero.
To prove eq. (3.8) assume CA < NA. Then every moment sequence in the full dimensional moment
cone SA is singular. This is a contradiction to Sard’s Theorem.
Remark 3.39. Theorem 3.38 also holds for the signed Carathéodory number with verbatim the same
proof:
NA ≤ CA,±. (3.9)
Without r > NA · (n+ 1)−m the lower bounds need not to hold, neither for CA nor for CA,±, see [Fed69,
pp. 317–318].
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Remark 3.40. We only proved the lower bound NA on open sets of Rn (the whole set Rn). But NA is
also a lower bound for any K-moment problem since the Carathéordory number CA(K) on K is at least
CA(Rn), i.e., increasing the domain decreases the Carathéodory number
NA ≤ CA(Rn) ≤ CA(K).
This is especially important for numerics, when integration is considered on, e.g., the square [0, 1]2 or
other (bounded and/or closed) regions. If K is e.g. a line or more general an open or closed Cr-manifold





, see also Remark 3.26.
Surprisingly, lower bound estimates on CA are rare in the literature, even for multivariate polynomials.
That makes the previous theorem even more astonishing, since this simple “dimension argument” is not
only very general, but also gives better results for known cases as we will see in Lemma 3.45. But before
we turn to this we restate the Alexander–Hirschowitz Theorem [AH95].
Remark 3.41. We denote by Vn,d,r the vector space of polynomials in n variables of degree at most d
having singularities at r general points in Rn. I.e., let x1, . . . , xr be r general points in R
n. Then
Vn,d,r = {p ∈ An,d | p(xi) = ∂jp(xi) = 0 ∀i = 1, . . . , r and j = 1, . . . , n}. (3.10)
Therefore, Vn,d,r and DSr,An,d are connected through
〈~p, sAn,d(xi)〉 = p(xi) = 0 and 〈~p, ∂jsAn,d(xi)〉 = ∂jp(xi) = 0, (3.11)
i.e.,
~p ∈ kerDSr,An,d(1, (x1, . . . , xr))T
〈~p,sAn,d (x)〉=p(x)⇐==========⇒ p ∈ Vn,d,r. (3.12)
This holds not only for An,d but much more general: kerDSr,A(1, (x1, . . . , xr))
T is isomorphic to the
subvector space of A of functions p having singularities at x1, . . . , xr, i.e., p(xi) = ∂jp(xi) = 0 holds for
all i = 1, . . . , r and j = 1, . . . , n.









except for the following cases:
(i) d = 2; 2 ≤ r ≤ n, codimVn,2,r = r(n+ 1)− r(r − 1)/2;
(ii) d = 3; n = 4, r = 7, dimV4,3,7 = 1;
(iii) d = 4; (n, r) = (2, 5), (3, 9), (4, 14), dimVn,4,r = 1.










except for the following cases:
(i) d = 2: NAn,2 = n+ 1.
(ii) n = 4, d = 3: NA4,3 = 8.
(iii) n = 2, d = 4: NA2,4 = 6.
(iv) n = 3, d = 4: NA3,4 = 10.
(v) n = d = 4: NA4,4 = 15.
Proof. From eq. (3.12) we obtain
codimVn,d,r = |An,d| − dimVn,d,r = rankDSk,An,d(1, X).
Therefore, apart from exceptional cases, (3.13) follows at once from the Alexander–Hirschowitz Theorem.
Next we treat the exceptions:
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(i): Note that NAn,2 ≥ dn/2e+1. Since for all k satisfying dn/2e+1 ≤ k ≤ n the matrix DSk,An,2(1, X)
has not the expected full rank for any X, the first k with full rank is k = n+ 1.
(ii): Since NA4,3 ≥ 7 and DS7,A4,3(1, X) has not the expected full rank for any X, NA4,3 = 8.
(iii): We have NA2,4 ≥ 5 and DS5,A2,4(1, X) has not the expected full rank for any X. Hence NA2,4 = 6.
(iv): Then NA3,4 ≥ 9 and DS9,A3,4(1, X) has not the expected full rank for any X. Thus NA3,4 = 10.
(v): Then NA4,4 ≥ 14 and DS14,A4,4(1, X) has not the expected full rank for any X. I.e., NA4,4 = 15.
For the homogeneous case Bn,d we have
Corollary 3.44. NBn+1,d = NAn,d .
Proof. Let X = (X1, . . . , Xk) ∈ Rnk, k = NAn,d , be such that DSk,An,d(1, X) has full rank. Then
DSk,Bn+1,d(1, Y ) with Y = ((X1, 1), . . . , (Xk, 1)) has full rank, so that NAn,d = k ≥ NBn+1,d .
On the other hand, let Y = (Y1, . . . , Yk) ∈ R(n+1)k, k = NBn+1,d , be such that DSk,Bn+1,d(1, Y )
has full rank. We can assume that all (n+ 1)-th coordinates of Yi are non-zero by the continuity of the
determinant and therefore they can be chosen to be 1, since we are in P(Rn). The column ∂n+1sBn+1,d(Yi)
depends linearly on sBn+1,d(Yi) and ∂jsBn+1,d(Yi), j = 1, . . . , n. Therefore, omitting this column does not
change the rank. Hence DSk,An,d(1, X) with Yi = (Xi, 1) has full rank, that is, NAn,d ≤ k = NBn+1,d .
To our knowledge lower bound approximations for Carathéodory numbers have been given for special
cases earlier [DR84, p. 366] but are otherwise unknown. So Theorem 3.38 is the first general lower bound
that applies to all cases without any exceptions. For A2,2k−1 Stroud [Str71, Thm. 3.15-1] showed the lower
















These two lower bounds and the approximation in Proposition 3.34 fulfill the following inequalities.
Lemma 3.45. We have










−Mö(2, 2k − 1) ≥ (k − 2)
2 − 4
6
∀k ≥ 4. (3.15)
Proof. Inequalities one and three in (3.14) are clear or have been proven in Proposition 3.34. To prove
the middle inequality for k = 1, 2, and 3 we find that it holds by direct computation and hence it is








































(k − 2)2 − 4
6
.
Remark 3.46. The easiest way to compare these lower bounds is by looking at the long term behavior
k →∞, i.e., Stroud and Möller behave like
St(2, 2k − 1), Mö(2, 2k − 1) ∼ 1
2
k2 (3.16)






















and is only beaten by the recent bound by C. Riener and M. Schweighofer [RS18]:
RS(2, 2k − 1) = (k − 1)2 ∼ k2. (3.18)
For further special lower bounds of A2,2k−1 see [RS18] and reference therein. These are smaller than our
bound.
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Remark 3.47. Our NA-lower bound is only improved by C. Riener and M. Schweighofer for A2,2k−1.
Otherwise, especially when one is interested in moment problems where not all moment are present and
standard algebraic techniques break down our lower bound is to our knowledge the best (and only) one.
Note also that our lower bound does not require any special properties of the monomials/polynomials
but differentiability and the number of monomials/polynomials.
Remark 3.48. As mentioned above, the key idea is a “dimension argument”. If we known that the
cone SA is full-dimensional (i.e., m-dimensional), then it seems appropriate to use at least m-variables
to parametrize this cone. But since every atom gives n + 1 variables (degrees of freedom) we should of
course use at least mn+1 atoms. This is the “dimension argument”. The proof of this argument needs
only differentiability required to apply Sard’s Theorem. So using an increasing number of atoms can be
visualized by the increasing chain in eq. (3.4):
{0} = S0 ⊆ S1 ⊆ S2 ⊆ . . . ⊆ SNA ⊆ . . . ⊆ SCA = SCA+j (j ≥ 0).
We know that SNA has inner points by Definition 3.25 and so does SCA since it is full-dimensional. So
the idea to use NA as a lower bound is eminent. We “just” have to ensure, that k = NA is the first time,
the cone Sk has inner points, i.e., NA ≤ CA. This requires the differentiablity assumption. Without this,
the argument no longer holds [Fed69, pp. 317–318]. For polynomials, this differentiability assumption is
of course always fulfilled. One can use similar dimensional arguments from algebra, e.g., [BCR98, Thm.
2.8.8]. However, we prefer the analytic treatment since here we see which property is responsible for this
lower bound: sufficient differentiability.
So we established the lower bound. Let us return to the Carathéodory number CA and its upper
bounds. To understand the Carathéodory number better, we will investigate the set of all k-atomic
solutions S−1k sA(s) and the chain in (3.4) in more detail. We start with S
−1
k,A(s).
Theorem 3.49. Suppose that A ⊆ C1(Rn,R) and {x ∈ Rn | sA(x) = 0} is bounded. Let γ ∈ C1(Rn,R)












with l ∈ N0 and c ≥ 0. Then:
(i) Γl,c(s) is closed for all l ∈ N0 and c ≥ 0.
(ii) Γ0,c(s) is compact for all c ≥ 0.
If in addition s is regular, then:
(iii) ∃c ≥ 0 : Γl,c(s) unbounded ⇔ l ≥ 1.
(iv) Γl,c(s) compact ∀c ≥ 0 ⇔ l = 0.
Proof. (i): If f ∈ C(Rn,Rm) and K ⊆ Rm is closed, then f−1(K) is closed by the continuity of f . Since
both intersecting sets in (3.19) are of the form f−1(K), they are closed and so is their intersection.
(ii): Suppose Γ0,c is non-empty. Since Γ0,c is closed by (i), it suffices to show that it is bounded. Assume












l γ(xl) ≤ c
the sequence (C(i)) is bounded. The sequence (X(i)) is unbounded. After renumbering and passing
to subsequences we can assume that c
(i)
j → c∗j for all j, x
(i)
j → x∗j for j = 1, . . . , k and ‖x
(i)
j ‖ → ∞
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1, . . . , x
∗
k)) is a k-atomic representing measure of s with k ≤ CA(s).
By the minimality of CA(s), k = CA(s). Hence all sequence (x(i)j ) are bounded which is a contradic-
tion. Thus Γ0,c(s) is bounded.
It is clear that (iii) and (iv) are equivalent. Thus it suffices to prove (iii).
(iii): “⇒”: By (ii), if Γl,c(s) is unbounded, we find a k-atomic representing measure with k < CA(s) + l,
i.e., l ≥ 1.
“⇐”: We will show that there is a c > 0 such that for every x ∈ Rn there is a representing measure
µ in Γ1,c(s) which has x as an atom. This will prove that Γ1,c, hence also Γl,c, is unbounded for
l ≥ 1.
Let µ0 = (C0, X0) = ((c0,1, . . . , c0,CA(s)), (x0,1, . . . , x0,CA(s))) be a representing measure of s. Set
c :=
∫
γ dµ0 + 1.
Since s is regular, all representing measures have full rank. Hence there exist variables y1, . . . , ym
from c1, . . . , cCA(s), x1,1, . . . , xCA(s),n such that DyS(µ0) is a square matrix with full rank. Then
F ((C,X), t) = SCA(s),A((C,X))− s+ t · sA(x)
is a C1-function such that F ((C0, X0), 0) = 0 and DyF ((C0, X0)) = DyS(µ0) is bijective. Thus, F
fulfills all assumptions of the implicit function theorem, hence there are an ε > 0 and a C1–function
(C(t), X(t)) such that F ((C(t), X(t)), t) = 0 for all t ∈ (−ε, ε). Since ci,0 > 0, there is t0 ∈ (0, ε)




ci(t0)δxi(t0) + t0δx with
∫
γ dµ(t0) ≤ c
is a (CA(s) + 1)-atomic representing measure of s which has x as an atom.
The previous theorem might look quite technical. But the idea behind it is to give a qualitative
difference in the behaviors of k-atomic solutions of the moment problem with k = CA(s) and k > CA(s).
The function γ is a function that grows faster than all ai’s and therefore “prevents solutions (C,X) which





ciγ(xi) ≤ c. (3.20)
The set Γl,c is then the set of all (CA(s) + l)-atomic solutions, i.e., l more atoms are allowed than the
minimal number. While Γl,c is always closed, for l = 0 (i.e., only the minimal number of atoms is allowed)
the set is even compact (closed and bounded since we are in Rn).
1In fact, one might think the atom positions can still be far away if the coefficients become small.
3.3. DIFFERENTIABLE FUNCTIONS 25
The second part then shows that for a regular moment sequence (i.e., all solutions (C,X) give full
rank DSk,A(C,X)) the set Γl,c is compact iff l = 0, i.e., even when one thinks it is possible that an atom
moves further away as long as its coefficient decreases, this contradicts the minimality of the number of
atoms. So atoms which are arbitrary away (‖x‖ arbitrary large) appear only in the case when more than
the minimal number of atoms are allowed!
In fact, (iii) and (iv) also hold when s has a CA(s)-atomic regular representing measure such that it
is in Γl,c′ for a sufficient large c
′. Then Γc,l with l ≥ 1 becomes unbounded for all c > c′ and Γc,l is still
compact. But then for c ∈ (0, c′] no assertion can be made. So we restricted the previous result to regular
moment sequences to ensure that every solution is regular. For general singular moment sequences, this
is not true. E.g., let s be the moment sequence of the measure µ =
∑10
i=1 δxi where xi are the ten zeros
of the Robinson polynomial, then S−1k,A(s) ⊆ [0, 10]k × {x1, . . . , x10}k is compact for all k ≥ 10.
That we have to use regular moment sequences is no real restriction since they are dense by Sard’s
Theorem. But it is possible, that inner moment sequences have singular solutions, see e.g. Example 3.74
and Example 3.76. This and other behaviors are collected in the following theorem. Recall that Br(t) is
the ball with center t and radius r in Rm.
Theorem 3.50. (i) Suppose that Sk−1 is closed for some k, NA ≤ k ≤ CA. Then there exist a moment
sequence s and an ε > 0 such that CA(t) = k for all t ∈ Bε(s).
(ii) s ∈ intSCA = intSA ⇔ there exists (C,X) such that SA(C,X) = s and rankDSA(C,X) = |A|.
(iii) s ∈ ∂∗SCA = ∂∗SA ⇔ rankDSA(C,X) < |A| for all (C,X) such that SA(C,X) = s.
(iv) Suppose that NA < CA and Sk is closed for all k = NA, . . . , CA. Then for each such k there exists
s ∈ intSCA = intSA such that all k-atomic representing measures of s are singular, but s has a
regular representing measure with at least k + 1 atoms.
(v) Suppose that NA < CA, Sk is closed for k = CA − 1, CA and SCA 6= R|A|. If R|A| \ SCA−1 is path-
connected, there exists s ∈ ∂SCA such that CA(s) = CA.
Proof. (i): Fix such a number k and assume (intSk)\Sk−1 = ∅. Then we have Sk−1 ⊇ intSk ⊇ intSk−1.
Taking the closure, Sk−1 = Sk−1 ⊇ Sk ⊇ Sk−1 = Sk−1, so that Sk ⊆ Sk−1 which contradicts (3.4).
Thus, (intSk) \ Sk−1 6= ∅.
(ii): “⇐”: Let (C,X) be a full rank measure of s. Then a neighborhood U of (C,X) is mapped onto a
neighborhood of s, that is, s is an inner point.
“⇒”: Let s be an inner point. Choose ν such that SA(ν) has full rank. Since s is an inner point,
there exists ε > 0 such that s′ := s− ε · SA(ν) is also an inner point. In particular, s′ is a moment
sequence. Let µ′ be a representing measure of s′. Then µ = µ′ + ε · ν is a representing measure of
s and has full rank, since already DSA(ν) has full rank.
(iii): Follows from (ii).
(iv): Let s ∈ intSk ⊆ intSCA . By (i), there exists t ∈ (intSCA) \ Sk for all k = NA, . . . , CA − 1. Then
[s, t] := {λs+ (1− λ)t |λ ∈ [0, 1]} ⊆ intSCA by the convexity of SCA . Therefore, since s ∈ intSk but
s 6∈ intSk, we have
intSCA ∩ ∂Sk ⊇ [s, t] ∩ ∂Sk 6= ∅.
Hence there exists s ∈ intSCA ∩ ∂Sk. Then all k-atomic representing measures of s are singular.
Otherwise, a full rank k-atomic measures implies that s is an inner point of Sk. But, by (iv), s has
a regular l-atomic measure with l > k.
(v): Let s ∈ intSCA \ SCA−1 by (i) and t ∈ R|A| \ SCA . Since s, t ∈ R|A| \ SCA−1, they are path-connected,
so there exists a continuous path γ : [0, 1]→ R|A| \SCA−1 with γ(0) = s and γ(1) = t. But since s =
γ(0) ∈ intSCA , t = γ(1) 6∈ intSCA , and γ([0, 1]) ⊆ R|A| \SCA−1, we have γ([0, 1])∩(∂SCA \SCA−1) 6= ∅.
Therefore, ∂SCA \ SCA−1 6= ∅.
Below we will derive upper bounds of CA by using Proposition 3.4 and the inequality in eq. (3.1). But
as (v) in the previous theorem implies, this inequality can be strict, since the Carathéodory number CA
can be attained at a boundary point, see the following example.
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Example 3.51. The (homogeneous) Motzkin polynomial
M(x, y, z) = z6 + x4y2 + x2y4 − 3x2y2z2
has the 6 projective roots
Z(M) = {(1, 1, 1), (1, 1,−1), (1,−1, 1), (1,−1,−1), (1, 0, 0), (0, 1, 0)}.
We consider the truncated moment problem on the projective space P(R2) for
B := {z6 + x4y2 + x2y4 − 3x2y2z2, x6, y6, z6, x5y, x5z, x4yz}.
Clearly, M ∈ spanB. Since M is non-negative and has a discrete set of roots, s =
∑
ξ∈Z(M) sB(ξ) is a
boundary point of the closed moment cone. The matrix
(sB(ξ))ξ∈Z(M) =

0 0 0 0 0 0
1 1 1 1 1 0
1 1 1 1 0 1
1 1 1 1 0 0
1 1 −1 −1 0 0
1 −1 1 −1 0 0
1 −1 −1 1 0 0

has rank 6, i.e., the set {sB(ξ)}ξ∈Z(M) is linearly independent. Hence CB(s) = 6 by Theorem 3.9 and
CB ≤ 6 = |B| − 1 by Theorem 3.13. Thus, CB = CB(s) = 6, that is, the Carathéodory number is attained
at the boundary moment sequence s.
Next we derive an upper bound for the Carathéodory number in terms of zeros of positive elements
of A.
Definition 3.52. Let MA be the largest number k obeying the following property:
∃f ∈ Pos (A) and x1, . . . , xk ∈ Z(f) : {sA(xi)}ki=1 is linearly independet, (∗)k
i.e., DSk,A(1, (x1, . . . , xk)) does not have full rank.
From the definition it is clear that MA is the largest dimension an exposed face of SA.
Proposition 3.53. For each s ∈ ∂∗SA we have CA(s) ≤MA.
Proof. In this proof we abbreviate N := CA(s). Let µ =
∑N
i=1 ciδxi be an N -atomic representing measure
of s. Since s ∈ ∂∗SA, there exists f ∈ Pos (A) s.t. Ls(f) = 0. From the latter it follows that suppµ ⊆
Z(f) by Lemma 2.21 and hence x1, . . . , xN ∈ Z(f). Further, by Theorem 3.50(iii), s ∈ ∂∗SA implies
that DSN,A(C,X) does not have full rank |A|. Since ci > 0 for all i, we have rankDSN,A(C,X) =
rankDSN,A(1, X). Finally, by Theorem 3.9 the set {sA(xi)}Ni=1 is linearly independent. Thus, property
(∗)N in Definition 3.52 holds, so that CA(s) = N ≤MA.
Of course, the previous is “just” a reformulation of the fact, that boundary moment sequences need
at most as many atoms as the dimension of the exposed face which contains it.
Theorem 3.54. Suppose that X is a compact subset of Rn or P(Rn) and A ⊆ C1(X ,R) s.t. there is an
e ∈ Pos (A) : e > 0 on X . Then
CA ≤MA + 1.
Proof. The assumptions of this theorem ensure that Proposition 3.4 applies. Hence the assertion follows
by combining Proposition 3.53 with eq. (3.1).
3.4. UPPER BOUND ESTIMATES ON CA,± AND THE REAL WARING RANK 27
3.4 Upper Bound Estimates on CA,± and the Real Waring Rank
In the previous section we established the lower bound
NA ≤ CA, CA,±
by the observation that the moment cone SA has inner points, so in the chain (3.4) the first set Sk having
non-empty interior (k = NA) is a lower bound of CA and CA,±. But that SNA has non-empty interior
already gives an upper bound on CA,±.
Theorem 3.55. Suppose that A ⊆ C1(Rn,R). Then
CA,± ≤ 2NA. (3.21)
There exists X ∈ RNA·n s.t. for every ε > 0 and s ∈ Rm there are (Cε, Xε) with ‖X − Xε‖ ≤ ε and
‖1− Cε‖ < ε as well as s.t.
s = λε(SA,NA(1, X)− SA,NA(Cε, Xε)) for some λε ∈ R. (3.22)
Proof. It clearly suffices to prove the second part of the theorem. The first assertion follows then from
the second.
Since DSNA has full rank, there is a (C,X) ∈ R
NA
>0 ×RNAn such that DSNA(C,X) has full rank. Since
scaling the columns of DSNA(C,X) does not change the rank, we can assume without loss of generality
that C = 1. Since the determinant is continuous
SNA,A(1, X) ∈ intSNA,A(Bε((1, X)) ∀ε > 0. (∗)
Let s ∈ Rm. By (∗) there is a (Cε, Xε) ∈ Bε((1, X)) such that SA,NA(1, X)− SA,NA(Cε, Xε) is a multiple
of s, i.e., (3.22) holds for some λε ∈ R.
In the theorem it is not important that SNA is the first set in the chain in eq. (3.4) having inner
points, i.e., only continuous differentiability is required. But important is the observation that an inner
point s̃ already gives this upper bound. An inner point has a neighborhood (all moment sequences in this
neighborhood also having at most NA-atomic representing measures) and a line through the arbitrary
s ∈ Rm and the inner point t also contains a point tε of the neighborhood. s is then a linear combination
of t and tε, i.e., has a representing measure with at most NA +NA = 2NA atoms.
In the case of A = Bn,2d we have with the apolar scalar product the following.
Theorem 3.56. (i) w(n, 2d) = CBn,2d,±.
(ii) NBn,2d ≤ w(n, 2d) ≤ 2NBn,2d .
(iii) Set N := NBn,2d . Then there exists λ = (λ1, . . . , λN ) ∈ RN ·n such that for all ε > 0 and p ∈ Bn,2d
we have




(λi · x)2d − ci(λεi · x)2d
]
for some λε = (λε1, . . . , λ
ε
N ) with ‖λ− λε‖ < ε, |1− ci| < ε, c ∈ R.
(iv) The set of vectors λ as in (iii) is open and dense in RNBn,2d ·n.
Proof. (i): Follows from Remark 2.30.
(ii): Follows from (i) with Theorem 3.38 and Theorem 3.55.
(iii): Follows from Theorem 3.55 combined with (i).
(iv): Is a consequence of Sard’s Theorem.
Remark 3.57. With Theorem 3.43 the upper bound in (ii) was already obtained by G. Blekherman and
Z. Teitler [BT15, Cor. 9]. This bound holds for the non-exceptional cases of the Alexander–Hirschowitz
Theorem. For the exceptional cases they found CA ≤ 2NA−1. This can be easily seen from the Alexander–
Hirschowitz Theorem. In the exceptional cases the moment sequences with (NA − 1)-atomic measures or
less are (locally) a hypersurface and the ray in the proof of Theorem 3.56(ii) and (iii) can be chosen to
go through this hypersurface, i.e., at most NA +NA − 1 = 2NA − 1 atoms are required.
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3.5 One-Dimensional Monomial Case with Gaps
For one-dimensional truncated moment problems exact calculations can be done for the Carathéodory
number, so we treat this case more detailed. E.g., the numberNA can be calculated from the Vandermonde
determinant even though it was already shown by application of the Alexander–Hirschowitz Theorem.
Lemma 3.58. Let A := {1, x, . . . , xd}, where d ∈ N.
(i) If d = 2k − 1, k ∈ N, then
detDSk,A = c1 · · · ck ·
∏
1≤i<j≤k
(xj − xi)4. (3.23)
(ii) If d = 2k, k ∈ N, then
det(DSk−1,A, sA(xk)) = c1 · · · ck−1 ·
∏
1≤i<j≤k−1
(xj − xi)4 ·
k−1∏
i=1












Proof. We carry out the proofs in the odd case d = 2k − 1. The even case d = 2k is derived in a similar
manner.
We have ∂ciSk(C,X) = sA(xi) and ∂xiSk(C,X) = cis
′
A(xi). Therefore,














sA(x1 + h1)− sA(x1)
h1
, . . . ,





. . . lim
hk→0
det(sA(x1), sA(x1 + h1), . . . , sA(xk + hk))
h1 · · ·hk
= lim
h1→0















Combined with (3.25), this yields (3.23).
We choose the numbers xi pairwise different and all ci positive. Then the determinants in (3.23) and






Example 3.59. H. Richter [Ric57] has shown that for the one-dimensional truncated moment problem





. This result will also follow from Theorem 3.68












Now we turn to the general case and assume that
A = {xd1 , . . . , xdm}, where 0 ≤ d1 < d2 < · · · < dm, d1, . . . , dm ∈ N0. (3.27)
Then we compute
fA(x1, . . . , xm) := det(sA(x1), . . . , sA(xm)) = |(x
dj
i )i,j=1,...,m|





2 · · · xd1m
xd21 x
d2







2 · · · xdmm
∣∣∣∣∣∣∣∣∣ = (x1 · · ·xm)
d1 ·
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
xd2−d11 x
d2−d1







2 · · · xdm−d1m
∣∣∣∣∣∣∣∣∣ .
From the latter equation it follows that each linear polynomial xj − xi, j 6= i, divides the polynomial fA.
Hence there exists a polynomial pA such that
fA(x1, . . . , xm) = |(x
dj




(xj−xi) · pA(x1, . . . , xm) (3.28)
The polynomial pA is uniquely determined by (3.28). It is homogeneous with degree




Such polynomials pA are called Schur polynomials. They are well studied in the literature, see e.g. [Mac95].
For these Schur polynomials it is known that




where α ranges over some Young tableaux. In particular, (3.30) implies that all non-zero coefficients of
pA are positive.
Let us see some examples.
Examples 3.60. (A) A = {x, x4, x7}. Then we compute
det(sA(x1), sA(x2), sA(x3)) = x1x2x3
∏
1≤i<j≤3
(xj − xi) · pA(x1, x2, x3),
where
pA(x1, x2, x3) = (x
2








2 + x2x3 + x
2
3).
(B) A = {x, x2, x6}. Then
det(sA(x1), sA(x2), sA(x3)) = x1x2x3
∏
1≤i<j≤3
(xj − xi) · pA(x1, x2, x3),
where



















(C) A = {1, x, x2, x6}. Then
det(sA(x1), sA(x2), sA(x3), sA(x4)) =
∏
1≤i<j≤3
(xj − xi) · pA(x1, x2, x3, x4)
with










2 + x1x2x3 + x1x2x4
+ x1x
2




























(xj − xi) · pA(x1, x2, x3, x4, x5)
with







Ω = {all permuations of (2, 2, 1, 1, 0)}, Φ = {all permuations of (2, 1, 1, 1, 1)}.
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Definition 3.61. Assume that A is as in (3.27) and pA is defined by (3.28). Set
qA(x1, . . . , xk) := pA(x1, x1, . . . , xk, xk)
if m = 2k is even and
qA,i(x1, . . . , xk) := pA(x1, x1, . . . , xi−1, xi−1, xi, xi+1, xi+1, . . . , xk, xk)
for all i = 1, . . . , k if m = 2k − 1 is odd.
Lemma 3.62. (i) If m is even then qA is symmetric.
(ii) If m is odd then qA,i(x1, . . . , xk) = qA,k(x1, . . . , xi−1, xi+1, . . . , xk, xi) for all i = 1, . . . , k.
Proof. (i): Since the Schur polynomial pA is symmetric, so is qA.
(ii): We derive
qA,i(x1, . . . , xk) = pA(x1, x1, . . . , xi−1, xi−1, xi, xi+1, xi+1, . . . , xk, xk)
= pA(x1, x1, . . . , xi−1, xi−1, xi+1, xi+1, . . . , xk, xk, xi)
= qA,k(x1, . . . , xi−1, xi+1, . . . , xk, xi).
In the odd case it suffices to prove eq. (3.32) below. All other determinants are then obtained by
interchanging variables and Lemma 3.62(ii).
Lemma 3.63. Suppose that A is of the form (3.27).
(i) If m = 2k is even, then
detDSk,A(c1, . . . , ck, x1, . . . , xk) = c1 · · · ck · (x1 · · ·xk)2d1
∏
1≤i<j≤k
(xj − xi)4 · qA(x1, . . . , xk). (3.31)
(ii) If m = 2k − 1 is odd, then
det(DSk−1,A, sA(xk)) =
c1 · · · ck−1 · (x1 · · ·xk−1)2d1xd1k ·
∏
1≤i<j≤k−1
(xj − xi)4 ·
k−1∏
i=1








Proof. (i) and (ii): Clearly, ∂ciSk(C,X) = sA(xi) and ∂xiSk(C,X) = cis
′
A(xi). By the linearity of the
determinant, the factor c1 · · · ck can be taken out, so we can assume without loss of generality that
c1 = · · · = ck = 1. The calculations follow in a similar way as in (3.26).
(iii): Since qA is not the zero polynomial and all nonzero coefficients are positive, there are x1, . . . , xk
such that det(DSk,A)(x1, . . . , xk) 6= 0. Then DSk,A has full rank, so that NA = k = dm/2e.
Now we turn to the homogeneous case and set
B = {xd1ydm−d1 , . . . , xdm}, where 0 ≤ d1 < d2 < · · · < dm, di ∈ N0. (3.33)
Let us see some examples.
Examples 3.64. (A) In the case B = {xy7, x4y4, x7y} we have
det((sB(xi, yi))
3
i=1) = x1y1x2y2x3y3 ·
∏
1≤i<j≤3
(xjyi − xiyj) · pB(x1, y1, x2, y2, x3, y3)
with
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(B) B = {xy5, x2y4, x6}. Then we have
det((sB(xi, yi))
3
i=1) = x1x2x3 ·
∏
1≤i<j≤3
(xjyi − xiyj) · pB(x1, y1, x2, y2, x3, y3)
with





























































Definition 3.65. For even m = 2k we define









For odd m = 2k − 1 we set









Lemma 3.66. Let B be of the form (3.33).
(i) If m = 2k is even, then
detDc,xSk,B(c1, . . . , ck, x1, y1, . . . , xk, yk)
= c1 · · · ck · (x1 · · ·xk)2d1 ·
∏
1≤i<j≤k
(xjyi − xiyj)4 · qB(x1, y1, . . . , xk, yk).
(ii) If m = 2k − 1 is odd, then







(xkyi−xiyk)2 · qB,k(x1, . . . , xk).











. Using the relation ∂x = y
−1∂u and equations (3.23) and (3.34) we compute
detDc,xSk,B(c1, . . . , ck, x1, y1, . . . , xk, yk)
= det(sB(x1, y1), ∂xsB(x1, y1), . . . , sB(xk, yk), ∂xsB(xk, yk))
= (y1 · · · yk)2dm · det(sA(u1), ∂xsA(u1), . . . , sA(uk), ∂xsA(uk))
= (y1 · · · yk)2dm−1 · det(sA(u1), ∂usA(u1), . . . , sA(uk), ∂usA(uk))
= (y1 · · · yk)2dm−1(u1 · · ·uk)2d1 ·
∏
1≤i<j≤k
(uj − ui)4 · qA(u1, . . . , uk)
= (x1 · · ·xk)2d1(y1 · · · yk)2(dm−d1−m)+3
∏
1≤i<j≤k








= (x1 · · ·xk)2d1
∏
1≤i<j≤k
(xjyi − xiyj)4 · qB(x1, y1, . . . , xk, yk).
(ii): We proceed in a similar manner as in (i).
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(iii): First we show that qB and qB,k are polynomials. That they are polynomials in x1, . . . , xk is clear,
since qA and qA,k are polynomials in the coordinates and all xi appear only with non-negative
exponent in the definitions. Therefore, it suffices to show that they are also polynomials in all yi.
We will only prove the statement for qB, for qB,k the same chain of arguments holds.
Assume the contrary. Then qB contains a term with y
−l
k for some l > 0 with non-zero coefficient.
Let l be the largest such l and let f(x, y) :=
∑
i aix
αiyβi be the factor of y−lk in qB. Since f is
non-zero by assumption, there are Z = (x1, y1, . . . , xk, yk) ∈ R2k and ε > 0 such that f is non-zero
on the ball Bε(Z) centered at Z with radius ε.
On the other hand, we expand
∏
1≤i<j≤k(xjyi − xiyj)4 and let g(x, y) :=
∑
i bix
γiyδi be the sum
of all terms therein which contain no yk. Then g is a polynomial in all xi and yi and g is not the






From the Laplace expansion it follows that the determinant
det(sB(x1, y1), ∂xsB(x1, y1), . . . , sB(xk, yk), ∂xsB(xk, yk)) (∗)
is a polynomial in xi, yj . Further, fg appears in the expansion of the product
(x1 · · ·xk)2e1
∏
1≤i<j≤k
(xjyi − xiyj)4 · qB(x1, y1, . . . , xk, yk) (∗∗)
and by the maximality of l it does not cancel. Hence (∗) does not contain a term with y−lk but (∗∗)
does. Since both are equal by (i), we get a contradiction. Thus, qB is a polynomial in all yi.
It remains to show that all coefficients of qB are in N0. Since qA comes from the Schur polyno-
mial pA (see eq. (3.30)), its coefficients are in N0. This is not changed by multiplication with
(y1 · · · yk)2(dm−d1−m)+3, so qB has N0-coefficients as well.
(iv): By (iii) all nonzero coefficients of qB are positive integers. Hence, by (i) and (ii), we can find real





Let us see some Examples.
Examples 3.67. (A) Let B = {xy7, x4y4, x7y}. Then we have




1x2y2(x1y2 − x2y1)2(x21y22 + x1x2y1y2 + x22y21)2.
(B) B = {xy5, x2y4, x6}. Then
det(sB(x1, y1), ∂xsB(x1, y1), sB(x2, y2))
= x21x2y
4
1(x1y2 − x2y1)2(4x31y32 + 3x21x2y1y22 + 2x1x22y21y2 + x32y31).
The following theorem is the main result of this section. It gives sufficient conditions for the validity
of eq. (3.37) concerning the Carathéodory number CB.
Theorem 3.68. Let m, d1, d2, . . . , dm, d ∈ N be such that 0 = d1 < · · · < dm = 2d, put A =
{1, xd2 , . . . , xdm}, B = {y2d, xd2y2d−d2 , . . . , xdm−1y2d−dm−1 , x2d}, and Z := Z(qA) ⊆ Rk if m = 2k is
even or Z := Z(qA,1) ∩ · · · ∩ Z(qA,k) ⊆ Rk if m = 2k − 1 is odd. Suppose that
(x1, . . . , xk) ∈ Z ⇒ ∃i 6= j : xi = xj . (3.36)
Then
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. Further, NA ≤ CA and NA ≤ CB by
Theorem 3.38. Therefore, it suffices to show that CA ≤ NA and CB ≤ NA.
First we prove that CB ≤ NA.
Let s ∈ SB. Since X = P(R) is compact and e(x, y) := x2d + y2d ∈ spanB, Proposition 3.6 applies
with x = (1, 0). Hence the supremum cs(1, 0) := sup{c ∈ R | s − csB(1, 0) ∈ SB} is attained and
s′ := s−cs(1, 0)sB(1, 0) ∈ ∂SB. By Theorem 3.50(iii) all representing measures (C ′, X ′) of s′ are singular.
They do not contain (1, 0) as an atom. (Indeed, otherwise cs(1, 0) could be increased which contradicts
to the maximality of cs(1, 0).) Since the polynomials of B are homogeneous, we can assume without loss
of generality that X ′i = (x
′
i, 1) with x
′




2 < · · · < x′l, and s′ ∈ ∂∗SA, i.e., s′
is a boundary moment sequence of SA. But from eq. (3.36) and Lemma 3.66(i) and (ii), it follows that
l < NA, that is, CB(s) ≤ l + 1 ≤ NB = NA. This completes the proof of the inequality CB ≤ NA.
Next we show that CA ≤ NA.
If s ∈ ∂∗SA, then CA(s) < NA by the preceding paragraph. Now let s ∈ intSA = intSB. Then CB(s) ≤
NA by the preceding paragraph and it suffices to show that s has an at most NA-atomic representing
measure which does not have an atom at (1, 0). We choose ε > 0 such that Bε(s) ⊆ int SA.
By Proposition 3.6 ct(1, 0) is continuous in t ∈ Bε(s) ⊂ intSA and therefore bounded from above on




Bε(s− c · sB(1, 0))
be the ε-tube around the line γ := s− [0, C + 1] · sB(1, 0) (gray tube in fig. 3.2). Write T = T1 ∪ T2 ∪ T3
with T2 := T ∩ ∂SB, T1 := T ∩ int SB, and T3 := T \ (T1 ∪ T2), i.e., T1 is the part inside SB, T3 is the
part outside SB, and T2 is the boundary part of SB in T . Since SB is closed and convex, T2 is closed
and every path in T starting in T1 and ending in T3 contains at least one point in T2. By construction,
t′ := t − ct(1, 0)sB(1, 0) ∈ T2 for all t ∈ T1 and no representing measure of t′ contains (1, 0) as an atom,
i.e., T2 ⊂ ∂∗SA. Then γ = s− [0, 1] · (C + 1)sB(1, 0) ⊂ T and s ∈ γ ∩ T1 and s− (C + 1)sB(1, 0) ∈ γ ∩ T3,
so that s′ = s− cs(1, 0)sB(1, 0) ∈ T2. Since sB is continuous and C <∞ there is a δ > 0 such that
‖(s− (C + 1)sB(1, 0))− (s− (C + 1)sB(1, δ))‖ = (C + 1)‖sB(1, 0)− sB(1, δ)‖ < ε.
Thus, s − (C + 1)sB(1, δ) ∈ T3. Then γδ := s − [0, 1] · (C + 1)sB(1, δ) ⊂ T and s ∈ γδ ∩ T1 and
s− (C + 1)sB(1, δ) ∈ γδ ∩ T3, i.e.,
s′δ = s− cs(1, δ)sB(1, δ) ∈ T2 ⊂ ∂∗SA.
Summarizing, s = s′δ + cs(1, δ)sB(1, δ) and s
′
δ has a k-atomic representing measure (k < NA) which has
no atom at (1, 0). Therefore, s has an l-atomic presenting measure (l ≤ NA) which has no atom at (1, 0).
This proves CA(s) ≤ NA.
The main idea of the previous proof is the following, see fig. 3.2. From the calculation of detDSk,A we
Figure 3.2: Sketch for the proof of Theorem 3.68.
have seen that it is a polynomial which factors. The first term consists of the differences of atom positions
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(xj − xi) and the second term stems from the Schur polynomial associated to A resp. B. So condition
(3.36) is designed to ensure that when a moment sequence s has a singular representing measure, then




So in the spirit of previous proofs we take an inner moment sequence and subtract an atom until we reach
a boundary moment sequence. This has definitely singular representing measures and has therefore a
bound as in eq. (3.38). So this settles the question for the homogeneous case where an “atom at infinity”
(1, 0) is allowed.
On R the question is more complicated. We have to find a representing measure without (1, 0) and
therefore especially ensure that the boundary point s′ does not need an atom at infinity (1, 0). That the
boundary moment sequence does not have (1, 0) as an atom can be ensured by subtracting sB(1, 0), the
atom at infinity. We “only” need a way to remove (1, 0) from this representation. Figure 3.2 shows how
this is done. Since s is an inner point, there is a whole closed ball Bε(s) ⊂ intSA. Removing sB(1, 0) from
all these moment sequences gives us a neighborhood of s′ on the boundary, and all these points do not
have (1, 0) as an atoms. But then continuity of sA( · ) and cs( · ) gives that we can alter sB(1, 0) slightly to
sB(1, δ) and still get a boundary point in the neighborhood of s
′. I.e., we found a representing measure
that does not need the atom (1, 0) at infinity but (1, δ), which is finite but probably very large.
Condition (3.36) seems to be far fetched since it is specifically designed to give the desired results.
But in the following two examples we give a case where this is fulfilled (Example 3.69) and a case
(Example 3.71) where it is not fulfilled and in fact the Carathéodory number is not NA but NA + 1. This
shows that condition (3.36) is reasonable.






A(y), sA(z)) = (x− y)4(x− z)2(y − z)2 · f(x, y, z), (3.39)
where
f(x, y, z) := xy(x3y + 4x2y2 + xy3 + 2x3z + 10x2yz + 10xy2z + 2y3z + 4x2z2 + 7xyz2 + 4y2z2). (3.40)
This implies NB = NA = 3 as also proved in Lemma 3.58 and 3.66. Hence CA ≥ 3. From Theorem 2.23
we find CA ≤ m = 5, while Theorem 3.13 gives a better bound CA ≤ m− 1 = 4.
To apply Theorem 3.68 we have to check that the assumptions are satisfied. Clearly, d1 = 0 and
dm = 6 is even. It remains to show that eq. (3.36) is true. By symmetry it suffices to verify eq. (3.36) for
f1(x, y, z) := f(x, y, z), f2(x, y, z) := f(y, z, x), and f3(x, y, z) := f(z, x, y).
Set Z := Z(f1) ∩ Z(f2) ∩ Z(f3) and let X = (x, y, z) ∈ Z. If X = 0, then eq. (3.36) holds. Now let
X 6= 0. Since f is homogeneous, we can scale X such that x2 +y2 + z2 = 1. Then we derive (for instance,
by using spherical coordinates)
Z(f1) ∩ Z(f2) ∩ Z(f3) = {(±1, 0, 0), (0,±1, 0), (0, 0,±1)}, (3.41)
so eq. (3.36) is fulfilled. Therefore, by Theorem 3.68 we have CA = 3.
This example also shows that the different theorems improve the Carathéodory number bounds step
by step with increasing number of properties of the system. A rough estimate from Theorem 2.23 gives
CA ≤ 5, while Theorem 3.13 gives CA ≤ 4, and finally using all properties of the system we get CA = 3
from Theorem 3.68.
A nice application of the preceding example is the following corollary.
Corollary 3.70. Let p(x) = a+ bx2 + cx3 +dx5 + ex6 be a non-negative polynomial which is not the zero
polynomial. Then p has at most 2 distinct real zeros.
Proof. Assume to the contrary that p has three distinct zeros, say x, y, z. Let s be the moment sequence
of the measure µ = δx + δy + δz. Then Ls(p) = 0, so s is a boundary point of the moment cone.
But from eq. (3.41) it follows that the determinant in eq. (3.39) is non-zero, so s is an inner point, a
contradiction.
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The significance of this result is that generally one uses bounds on the number of zeros of a positive
polynomial to bound the Carathéodory number. But this works in both directions and since we used a
completely different track to calculate the Carathéodory number, this gives information about positive
polynomials in one variable with gaps (i.e., not all monomials are used). While zeros of polynomials
with gaps are extensively studied, see e.g. [MMR94] and [RS02], positivity is not accounted for since it
is very hard to include. But from the study of the Carathéodory number, positivity appears almost for
free. The price to pay is that instead of univariate non-negative polynomials p one has to study (a set
of) multivariate polymonials qA reps. qA,i. It is interesting what further studies in this direction give, but
this is ongoing work, see Open Problem 7.2.
As we learned from C. Riener in Oberwolfach 2017 one can also use Descartes’ rule of sign. Unfortu-
nately, this only bounds the number of zeros on (0,∞) [Rie16]. Our approach covers all R.
In the following example the assumption in eq. (3.36) of Theorem 3.68 is not satisfied and the assertion
in eq. (3.37) does not hold.
Example 3.71. Let A = {1, x, x2, x6} and B = {y6, xy5, x2y4, x6}. From Theorem 3.13, CB ≤ m−1 = 3,





A(y)) = 2(y − x)4(x+ y)(2x2 + xy + 2y2)
yield 2 = NB ≤ CA, so that CB ∈ {2, 3}. We prove that CB = 3. Let ν := 14 (δ−2 + δ−1 + δ1 + δ2). Then




(sA(−2) + sA(−1) + sA(1) + sA(2)) = (1, 0, 2.5, 32.5)T .
Assume s is represented by a 2-atomic measure in projective space and one atom is (1, 0). But sB(1, 0) =
(0, 0, 0, 1), so the other atom must be (0, 1), since sx = 0. This is not possible since sx2 6= 0. So let both
atoms 6= (1, 0), then µ = aδx + bδy (a, b 6= 0) in R. Then
1 = a+ b ⇒ b = 1− a, (3.42a)





2 + by2 ⇒ x1/2 = s1 ±
√
(s2 − s21)(1− a)
a
, (3.42c)






6 + by6. (3.42d)


































a3(1− a)2 ≤ 5
3
27
< 1 < 32.5,
with maximum 5
3
27 at a =
1
2 . Hence, s6 = 32.5 can not be realized by any 2-atomic measure which also
has the moments s0, s1, and s2 as given above. Therefore, CA = 3 = NA + 1 and the equality in eq. (3.37)
fails.
In Theorem 3.68 we used the crucial fact that
detDSNA,A(1, X) = (x1 · · ·xk)2d1
∏
1≤i<j≤k
(xj − xi)4 · qA(x1, . . . , xk)
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and qA does not have “too complicated” zeros, i.e., condition (3.36) holds. This leads to the observation,
that whenever DSA(µ) is singular (does not have full rank), then µ has less then NA atoms. But this
also gives an interesting characterization of the interior intSA and the boundary ∂SA (or ∂∗SA) of the
moment cone SA. In Theorem 3.50 we already showed that boundary moment sequences only have
singular representing measures and inner moment sequences have a regular representing measure. But
we did not stated that all representing measures of an inner moment sequence are regular: Because that
is false, see Example 3.74. But for A = {1, x, . . . , xd} we have the following
s ∈ intSA ⇔ s is regular. (3.43)
This is proved in the following theorem along with other equivalent statements.
Theorem 3.72. Let A = {1, x, . . . , xd} on R with d ∈ N. The following are equivalent:
(i) s ∈ intSA.
(ii) s is regular.
(iii) ∃µ ∈Ms : |suppµ| ≥ dm2 e.
(iv) |suppµ| ≥ dm2 e ∀µ ∈Ms.
(v) CA(s) = dm2 e.
Proof. “(i) ⇔ (iii)”, “(iv) ⇔ (v)”, and “(ii) ⇒ (iv) ⇒ (iii)” are clear from Theorem 3.68 (pA ≡ 1, i.e.,
qi,A ≡ 1). So it suffices to prove the most important implication:
(i)⇒(ii): Let s ∈ intSA and assume to the contrary that s has a singular presenting measure µ, i.e.,
DSA(µ) does not have full rank. But then suppµ = {x1, . . . , xk} with k < dd2e by Lemma 3.58.
Then p(x) = (x− x1)2 · · · (x− xk)2 ∈ Pos (A), i.e., s ∈ ∂∗SA: A contradiction.
So for A = {1, x, . . . , xd} the interior consists only of regular moment sequences and the singular
moment sequences are the boundary.
Corollary 3.73. Let A = {1, x, . . . , xd} on R with d ∈ N. Then
s ∈ ∂∗SA ⇔ s is singular. (3.44)
The following example shows that property (3.43) is independent on CA = NA.
Example 3.74 (Example 3.69 revisited). Let A = {1, x2, x3, x5, x6}. From Example 3.69 we have seen
that CA = NA = 3 by Theorem 3.68. Let us show that (3.43) does not hold.
Let x1 = 1 and x2 = 2 and s = c1sA(x1) + c2sA(x2) for some c1, c2 > 0. Then s is singular, since
rankDS2,A((c1, c2), (x1, x2)) = 4 < 5 = |A|. But s is not a boundary moment sequence. If s would be a




1 1 1 1 1
0 2 3 5 6
1 4 8 32 64
0 4 12 80 192
 = v ·R with v = (52,−231, 225,−63, 17)T ,
we find that
p(x) = 〈v, sA(x)〉 = (x− 1)2(x− 2)2(17x2 + 39x+ 13)
is the only possible polynomial in A but it is indefinite (p(−1) = −324 and p(0) = 52), i.e., s is no
boundary point but an inner point.
Since we revisited Example 3.69, let us see what we learn from its counter example Example 3.71.
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Example 3.75 (Example 3.71 revisited). Let A = {1, x, x2, x6} on R. Then
detDS2,A(1, (x, y)) = 2(x− y)4qA(x, y) with qA(x, y) = (x+ y)(2x2 + xy + 2y2)
and Z(qA) = {(a,−a) | a ∈ R} from a straight forward calculation. From Example 3.71 we know that
CA = 3. Let s = c1sA(x) + c2sA(y) ∈ ∂∗SA (x 6= y). Then x = −y 6= 0 since otherwise DS2,A has full rank
and s ∈ intSA. Let s = c1sA(x)+c2sA(y)+c3sA(z) ∈ ∂∗SA. By the same reasoning we must have x = −y.
But then again z = −x or z = −y, i.e., z = y or z = x, respectively. Therefore, there is no boundary
moment sequence with a k-atomic representing measure (k ≥ 3). This follows also from Corollary 3.70.
Let us show that any s = c1sA(a) + c2sA(−a) is in ∂∗SA. But this follows from the existence of
pa(x) := x
6 − 3a4x2 + 2a6 = (x− a)2(x+ a)2(2a2 + x2) ∈ Pos (A).
In summary, we have
S1 ( S2 ( S3 = SA with ∂∗SA = S2
and eq. (3.44) (equivalently eq. (3.43)) holds, i.e.,
intSA ∩ SCA−1 = ∅.
The previous example differs from Example 3.69 in this last equation. In Example 3.69 we had
intSA ∩ SCA−1 6= ∅.
So for Example 3.71 we have the constellation CA 6= NA and (3.43) holds, and for Example 3.69 the other
way around: CA = NA and (3.43) does not hold. Let us summarize these combinations in Table 3.1.
Table 3.1: All possible combinations of “CA = NA” and “s regular ⇔ s ∈ intSA” (eq. (3.43)).




A = {1, x, . . . , xd} A = {1, x2, x3, x5, x6}
(Theorem 3.72) (Example 3.74)
FALSE
A = {1, x, x2, x6} A = B3,6
(Example 3.75) (Example 3.76)
At this point let us give a “small” multivariate example to complete Table 3.1.
Example 3.76. Let
A = B3,6 = {x6, x5y, x4y2, x3y3, x2y4, xy5, y6, x5z, x4yz, x3y2z, x2y3z, xy4z, y5z, x4z2, x3yz2,
x2y2z2, xy3z2, y4z2, x3z3, x2yz3, xy2z3, y3z3, x2z4, xyz4, y2z4, xz5, yz5, z6}
on P2. From the Alexander–Hirschowitz Theorem we have already seen that NA = 10 but it is known
that CA = 11 [Kun14]. Let
X = {ξ1, . . . , ξ10}
= {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1,−1, 0), (1, 0,−1), (1, 1, 1), (1,−1, 1)}
be 10 projective points. Let s =
∑10
i=1 cisA(ξi) for some c1, . . . , c10 > 0. Since rankDS10,A(1, X) = 27 <
28 = |A| the moment sequence s is singular. But s is not a boundary moment sequence. If s would be a
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1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6
1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 5 4 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 2 3 4 5 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1
6 0 0 0 0 0 0 5 0 0 0 0 0 4 0 0 0 0 3 0 0 0 2 0 0 1 0 0
0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 0 0 2 0 0 0 0 3 0 0 0 4 0 0 5 0 6
0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1
0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 0 0
0 0 0 0 0 0 6 0 0 0 0 0 5 0 0 0 0 4 0 0 0 3 0 0 2 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 2 0 0 0 3 0 0 4 0 5 6
1 −1 1 −1 1 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 −5 4 −3 2 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 −2 3 −4 5 −6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 −1 1 −1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 0 −1 0 0 0 1 0 0 −1 0 1
6 0 0 0 0 0 0 −5 0 0 0 0 0 4 0 0 0 0 −3 0 0 0 2 0 0 −1 0 0
0 1 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 0 −1 0 0 0 1 0 0 −1 0
0 0 0 0 0 0 0 1 0 0 0 0 0 −2 0 0 0 0 3 0 0 0 −4 0 0 5 0 −6
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
6 5 4 3 2 1 0 5 4 3 2 1 0 4 3 2 1 0 3 2 1 0 2 1 0 1 0 0
0 1 2 3 4 5 6 0 1 2 3 4 5 0 1 2 3 4 0 1 2 3 0 1 2 0 1 0
0 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 4 4 4 5 5 6
1 −1 1 −1 1 −1 1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1 −1 1 −1 1 −1 1 1 −1 1
6 −5 4 −3 2 −1 0 5 −4 3 −2 1 0 4 −3 2 −1 0 3 −2 1 0 2 −1 0 1 0 0
0 1 −2 3 −4 5 −6 0 1 −2 3 −4 5 0 1 −2 3 −4 0 1 −2 3 0 1 −2 0 1 0




v = (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,−1, 0, 0,−1, 0, 2, 1, 0, 0,−2,−2, 0, 1, 1, 0, 0, 0)T
we find that
p(x) = 〈v, sA(x, y, z)〉 = y(x+ y)(x− z)(y − z)z(x− y + z)
is the only possible polynomial in A but it is indefinite (p(1, 2, 3) = 72 and p(6, 2, 3) = −1008). So s is no
boundary point (i.e., it is an inner point) but singular. Therefore, B3,6 on P
2 is an example of “CA 6= NA”
and eq. (3.43) does not hold.
Remark 3.77. Note, that 9 points in the previous example do not work. For any 9 points there is an
(indefinite) polynomial q in B3,3 such that these 9 points are in Z(q) because |B3,3| = 10 > 9. Then
q2 ∈ B3,6 is non-negative and Z(q2) contains these 9 points, i.e., any moment sequence with at most 9
atoms is a boundary point:
S9 ⊂ ∂SB3,6 .
Equality does not hold because of the Robinson polynomial with 10 zeros.
So we completed Table 3.1 showing that “CA = NA” (T or F) and eq. (3.43) (T or F) are independent
properties. From Example 3.76 we see that (F,F) is probably the largest and most common class. But
for (T,T) we only know A = {1, x, . . . , xd}. An open question is: Is A = {1, x, . . . , xd} the only example
in (T,T) or are there others (Open Problem 7.3)? And how do they look like or can they be completely
described?
Also unknown is how the other classes look like or can be described. Do these classes share other
properties or are there additional properties to classify moment problems? So it might be better not
to treat and classify moment problems by general or polynomial (with and without gaps), truncated or
full, one- or multivariate etc. but by properties as in Table 3.1. Maybe there is a classification in which
every class has additional shared properties (e.g., structure of the moment cone boundary, atom positions,
etc.)?
3.6 Multidimensional Monomial Case
In the following section we treat the truncated moment problem on projective space P(Rn). The following
example gives an explicit case of a moment sequence s on the boundary with infinitely many representing
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measures with CB(s) atoms. This is the most important difference between the one- and multidimensional
truncated moment problem.
Example 3.78. Let n = d = k = 2, xα = (x(1))α1(x(2))α2 and




1 0 0 1 0 0
x
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i ). From this we find that


























Hence rankDS2,A2,2 = 5 at each point (x1, x2), x1 6= x2, so the local rank theorem of differential geometry
applies. Fix (C,X) as above. The local rank theorem [Hil03, Proposition 1, p. 309] implies that there
is a one-parameter family (C(t), X(t)) which has the same moments as (C,X) satisfying the differential
equations γ̇(t) = v(C(t), X(t)) with initial condition (C(0), X(0)) = (C,X). This system is
ċ1 = −2 ċ2 = 2






















and its solution is given by







c2(t) = c2,0 + 2t x
(i)







with t ∈ (− c2,02 ,
c1,0
2 ). Here C = (c1,0, c2,0) and X = ((γ1,1, γ1,2), (γ2,1, γ2,2)) are the initial values at t = 0.
It should be noted that the corresponding moment sequence is indeterminate, but it is a boundary point
of the moment cone.
Let us abbreviate the Carathéodory number on Bn,2d:
C(n, 2d) := CBn,2d
We have already seen that the Carathéodory number of boundary moment sequences is connected to
the zeros of non-negative functions, i.e., polynomials. The idea in this section is to use the zeros of
these non-negative polynomials. Taking an inner moment sequence s and removing one atom we get a
boundary moment sequence s′. The support of all representing measures of s′ lies then in the zero set of
a polynomial p. But removing another atom from s′ s.t. we get a moment sequence s′′ such that s′′ lies
in the relative boundary of the face of s′. So all representing measures s′′ are supported on the zero set
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of p and another polynomial q. To these polynomials p and q Bezout’s Theorem is applied which bounds
the number of atoms.
We will treat the case of n = 3 homogeneous variables first. Let
β(d)




d(d− 1) + 1. (3.45)
Then Choi, Lam, and Reznick [CLR80] showed by using deep results of Petrowsky [Pet38] that β(2d) ≤
α(2d). To give better bounds on the Carathéodory number C(3, 2d), the following result due to Choi,
Lam, and Reznick is used.
Theorem 3.79 (Choi–Lam–Reznick [CLR80]). Let f ∈ B3,2d and suppose that f ≥ 0. Then either
(i) |Z(f)| ≤ β(2d), or
(ii) f = p · q2 with |Z(p)| ≤ β(deg p) and q is indefinite.
Using this result and that the number of zeros is bounded by β(2d), we get the following.
Theorem 3.80.














Proof. Let s ∈ SB with B := B3,2d. Since the projective space P(Rn−1) is compact and e := x2d1 +x2d2 +x2d3 ,
it follows from Proposition 3.4 that C(3, 2d) ≤ maxs∈∂SB C(3, 2d)(s)+1. Therefore, it is sufficient to show














for all s ∈ ∂SB.
Let s =
∑l
i=1 cisB(xi) be an l-atomic representing measure of s ∈ ∂SB. Since s ∈ ∂SB, there exists a
polynomial p ∈ B3,2d, p 6= 0, such that p(x) ≥ 0 on P(R2) and Ls(p) = 0. Then suppµ ⊆ Z(p), that is,
x1, . . . , xl ∈ Z(p) (Lemma 2.21(iv)).
We can assume without loss of generality that the set {sB(xi)}i=1,...,l is linearly independent. Indeed,
assume that these vectors are linearly dependent and let
∑l
i=1 disB(xi) = 0 be a non-trivial linear
combination. Since all ci > 0, there exists ε > 0 such that ci + εdi ≥ 0 for all i and cj + εdj = 0 for one
j. Hence µ′ =
∑l
i=1(ci + εdi) · sB(xi) is an (l − 1)-atomic representing measure of s.
The polynomial p ∈ B3,2d is non-negative on P(R2), hence on R3, so the Choi–Lam–Reznick Theorem
(Theorem 3.79) applies. There are two cases:
a) |Z(p)| ≤ β(2d).
b) p = h2q, where k := deg(h) ≥ 1.
In the case a) we have |Z(p)| ≤ β(2d) by the definition of β(2d) and therefore C(3, 2d)(s) ≤ β(2d). This
is the case d = k in (∗).
Now we turn to case b). Then k = 1, . . . , d − 1. Let D(k) denote the largest l for which there exist
y1, . . . , yl ∈ Z(h) such that the vector sB(y1), . . . , sB(yl) are linearly independent. Then, by the paragraph
before last, we have
C(3, 2d)(s) ≤ D(k) + β(2(d− k)). (3.47)
Let y1, . . . , yl ∈ Z(h). We define
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and hα := x
αh for α ∈ N30, |α| = 2d − k. Since sB3,2d(yi)T · ~hα = 〈~hα, sB(yi)〉 = yαi h(yi) = 0, we have
~hα ∈ kerM(y1, . . . , yl). Clearly, the vectors ~hα are linearly independent. Therefore, using eq. (3.47) we
derive
C(3, 2d)(s) ≤ D(k) + β(2(d− k))
≤ max rankM(y1, . . . , yl) + β(2(d− k))












which is the k-th term in (∗).
Summarizing, we have k = d in case a) and k = 1, . . . , d− 1 in case b). Thus we have proved (∗) for
arbitrary s ∈ ∂SB which completes the proof.
With the approximation of β(2d) by α(2d) in eq. (3.45) we get
Theorem 3.81. For d ∈ N we have
C(3, 2d) ≤ α(2(d+ 1)) = 3
2
d(d+ 1) + 1. (3.48)
Proof. Since β(2d) ≤ α(2d) = 32d(d− 1) + 1 and (d− k)(k+ 3)− 1 ≥ 0 for all d ∈ N and k = 0, . . . , d− 1,




















2d− k + 2
2
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While Theorem 3.79 only holds for n = 3, it does not hold in general. The only other case we know
of is a similar result in the case (n, 2d) = (4, 4).
Proposition 3.82 (Choi, Lam, Reznick [CLR80]). If p ∈ B4,4, p ≥ 0, and |Z(p)| > 11, then p is a sum
of at most six squares of quadratics.
In the spirit of Theorem 3.81 we can prove a better bound for C(4, 4).
Theorem 3.83. CB4,4 ≤ 26.
Proof. Let s ∈ ∂SB with B = B4,4. Then there exists p ∈ B4,4, p 6= 0, such that p ≥ 0 and Ls(p) = 0. By
Proposition 3.82, |Z(p)| ≤ 11 or we have p = f21 + · · · + f26 for some f1, . . . , f6 ∈ B4,2. In the following
proof we give an upper bound on the maximal number l of linearly independent vectors sB(x1), . . . , sB(xl)
with xi ∈ Z(p). We proceed in a similar manner as in the proof of Theorem 3.80.
By Proposition 3.82 we have two cases:
a) |Z(p)| ≤ 11,
b) p = f21 + · · ·+ f2k , k ≤ 6.
In the case a) we clearly have l ≤ |Z(p)| ≤ 11.
Now we treat case b). Clearly, Z(f21 + · · ·+ f2k ) ⊆ Z(f21 ) = Z(f1). Hence it suffices to determine the
maximal number l for a single square p = f2, where f ∈ B4,2, f 6= 0. Let x1, . . . , xl ∈ Z(f) be such that
the set {sB(xi)}i=1,...,l is linearly independent. Define
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fα := x
αf for α ∈ N40, |α| = 2. Then we have ~fα ∈ kerM(x1, . . . , xl), since sB(xi)T · ~fα = 〈~fα, sB(xi)〉 =
xαi f(xi) = 0. The vectors
~fα are linearly independent. Therefore, dim kerM(x1, . . . , xl) ≥ #fα = |B4,2|
and











This proves that the moment sequence s can be represented by at most 25 atoms.
Summarizing both cases, we have shown that each s ∈ ∂SB has a k-atomic representing measure with
k ≤ 25. Therefore, by Proposition 3.4, C(4, 4) ≤ 25 + 1 = 26.
Theorem 2.23 yields C(4, 4) ≤ 35, while Theorem 3.13 gives C(4, 4) ≤ 34. Combining the upper bound
of Theorem 3.83 with the lower bound from Theorem 3.38 we get
NB4,4 = NA3,4 = 10 ≤ C(4, 4) ≤ 26. (3.49)
Now we give another approach based on the idea of K. Schmüdgen to obtain estimates of the
Carathéodory number CB3,2d from above. It is based on Bezout’s Theorem.
Let f1 ∈ B3,d1 and f2 ∈ B3,d2 . For each point t ∈ Z(f1) ∩ Z(f2) the intersection multiplicity
It(f1, f2) ∈ N of the projective curves f1 = 0 and f2 = 0 at t is defined in [Wal78, III, Section 2.2]. We
do not restate the precise definition here. In what follows we use only the fact that It(f1, f2) ≥ 2 if t is a
singular point of one of the curves f1 = 0 or f2 = 0. We use the following version of Bezout’s Theorem.
Theorem 3.84 (Bezout). If f1 ∈ B3,d1 and f2 ∈ B3,d2 are relatively prime in R[x1, x2, x3], then∑
t∈Z(f1)∩Z(f2)
It(f1, f2) ≤ d1d2.
Proof. See e.g. [Wal78, p. 59].
From this we find the following bound on C(3, 2d)(s) where s is a boundary moment sequence.
Lemma 3.85. Let s be a moment sequence for B3,2d. Suppose p ∈ B3,k is irreducible in R[x1, x2, x3],
k ≤ d, and Ls(p2(x21 + x22 + x23)d−k) = 0. Then
C(n, 2d)(s) ≤ dk + 1.
Proof. Consider the moment cone S̃ := SB3,2d with X = Z(p). Then S̃ is an exposed face of the moment
cone S = SB3,2d on X = P(R2)) and s ∈ S̃. By Proposition 3.1, S is closed and so is S̃. Clearly, each point
of S̃ is the limit of relative inner points of S̃. Therefore, since the sets S̃k are closed by Proposition 3.1,
it is sufficient to prove the assertion for all relatively inner points of the cone S̃.
Let s be a relatively inner point of S̃ and x ∈ Z(p). Setting e := x2d1 +x2d2 +x2d3 . Since Z(p) is compact,
3.4 applies, so the supremum cs(x) := sup{c | s−c·sB3,2d(x) ∈ S̃} is attained and s′ := s−cs(x)·sB3,2d(x) ∈
∂S̃. Thus there exists a supporting hyperplane of the cone S̃ at s′. Hence there exists a polynomial
q ∈ B3,2d such that Ls′(q) = 0, Ls(q) > 0, and q ≥ 0 on Z(p). From Ls′(q) = Ls(q) − cs(x)q(x) = 0 it
follows that q(x) 6= 0. (Indeed, otherwise Ls(q) = 0, so s would be a boundary point of S̃, a contradiction.)
Since p(x) = 0 and q(x) 6= 0, the irreducible polynomial p is not a factor of q, so p and q are relatively
prime and Bezout’s Theorem applies.
Since q(y) ≥ 0 on Z(p), for each intersection point of q and p has the intersection multiplicity of at
least 2. Therefore, by Theorem 3.84,
2|Z(q) ∩ Z(p)| ≤ deg(q) deg(p) = 2dk. (3.50)
Since each representing measure of s′ is supported on Z(p) ∩ Z(q), (3.50) implies that C(3, 2d)(s′) ≤ dk.
Hence C(3, 2d)(s) ≤ C(3, 2d)(s′) + 1 ≤ dk + 1.
Using this we get the following bound on C(3, 2d).
Theorem 3.86. C(3, 2d) ≤ α(2d) + 1 = 32d(d− 1) + 2 for d ∈ N, d ≥ 5.
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Proof. Let us consider the moment cone S := SB3,2d with X = P(R2). We proceed in a similar manner
as in the proof of Lemma 3.85. By Proposition 3.1, the sets Sk are closed. Hence it suffices to prove the
inequality C(3, 2d)(s) ≤ α(2d) + 1 for all relatively inner points of the cone S.
Let s be an inner point of S and x ∈ P(R2). By 3.4, the supremum cs(x) := sup{c | s−c·sB3,2d(x) ∈ S}
is attained and s′ := s−cs(x) ·sB3,2d(x) ∈ ∂S. Then there exists a supporting hyperplane of S at s, hence
there is a polynomial f ∈ B3,2d such that Ls′(f) = 0 and f ≥ 0 on P(R2). We apply Theorem 3.79 to f .
Then, we can write f = p · q21 · · · q2r (r ≤ d), where p ∈ Pos (P(R2)), all qi are indefinite and irreducible
in R[x1, x2, x3], |Z(p)| <∞ and all |Z(qi)| are infinite. Since
Z(f) = Z(p) ∪ Z(q1) ∪ · · · ∪ Z(qr)
we find a disjoint decomposition Z ∪ Z1 ∪ · · · ∪ Zr of Z(f) with Z ⊆ Z(p) and Zi ⊆ Z(qi). Let
µ′ =
∑m









Clearly, s′ = s0 + s1 + · · ·+ sr. Setting di = deg(qi) and 2k = deg(p), we have d = k + d1 + · · ·+ dr and
r ≤ d− k. Using Theorem 3.79 and Lemma 3.85 we derive
CB3,2d(s′) ≤ CB3,2d(s0) + CB3,2d(s1) + · · ·+ CB3,2d(sr) ≤ α(2k) + (d · d1 + 1) + · · ·+ (d · dr + 1)
= α(2k) + d(d− k) + r ≤ α(2k) + (d+ 1)(d− k)
= α(2d)− (α(2d)− α(2k)− (d+ 1)(d− k))︸ ︷︷ ︸
= 12 (d−k)(d+3k−5)≥0 ∀d≥5, k=0,...,d
≤ α(2d).
Therefore, CB3,2d(s) ≤ CB3,2d(s′) + 1 ≤ α(2d) + 1 = 32d(d− 1) + 2 for all d ≥ 5.
So comparing the approach in Theorem 3.81 where we got C(3, 2d) ≤ 32d(d+ 1) + 1 with the approach
of K. Schmüdgen where we got C(3, 2d) ≤ 32d(d − 1) + 2 for d ≥ 5 shows that the long term behavior













2d(d− 1) + 2
|B3,2d|
.
Let us give an example where all important results on the Carathéodory number are collected and
compared.
Example 3.87 (d = 5). W. R. Harris [Har99] discovered a polynomial h ∈ B3,10 that is nonnegative on
P(R2) with projective zero set
Z(h) = {(1, 1, 0)∗, (1, 1,
√
2)∗, (1, 1, 1/2)∗},
where (a, b, c)∗ denotes all permutations of (a, b, c) including sign changes. Hence h has exactly 30
projective zeros zi, i = 1, . . . , 30. A computer calculation shows that the matrix (sB3,10(z))z∈ZP(h) has rank
30, i.e., the set {sB3,10(zi) | i = 1, . . . , 30} is linearly independent. Therefore, CB3,10 ≥ 30 by Theorem 3.9.
Further, we compute NB3,10 = 15 and have CB3,10 ≤ α(10) + 1 = 37 by Theorem 3.86. Summarizing,
NB3,10 = 15 < 30 ≤ CB3,10 ≤ 37. (3.51)
The following corollary reformulates Theorem 3.9 in the present context.
Corollary 3.88. Let d ∈ N and p ∈ B3,2d. Suppose that p ∈ Pos (R3), |Z(p)| = β(2d), and the set
{sB3,2d(z) | z ∈ Z(p)} is linearly independent. Then
β(2d) ≤ CB3,2d .
It seems natural to ask whether or not the assumption on the linear independence of the set {sB3,2d(z) | z ∈
Z(p)} in Corollary 3.88 can be omitted. This leads to the
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Open Problem 7.4: Suppose p ∈ B3,2d, p ∈ Pos (R3), and |Z(p)| <∞ (or |Z(p)| = β(2d)).
Is the set {sB3,2d(z) | z ∈ Z(p)} linearly independent?
Note that for the Robinson polynomial R ∈ B3,6 the answer is “Yes”.
Recall that β(2d) ≤ α(2d) by the Choi–Lam–Reznick Theorem. It seems likely to conjecture that
Conjecture: β(2d) ≤ CB3,2d ≤ β(2d) + 1 for d ≥ 3. (3.52)
The Robinson polynomial has 10 projective zeros, so that α(6) = β(6) = 10. Therefore, since C(3, 6) = 11
as shown in [Kun14], this conjecture is true for d = 3. As noted above, the Harris polynomial h ∈ B3,10
has 30 projective zeros. Hence 30 ≤ β(10) ≤ α(10) = 31.
From the proof of Theorem 3.86 it follows that (3.52) holds if
β(d) + (d′ + 1)(d′ − d) ≤ β(d′) for d′ ∈ N, d ∈ N0, d < d′, (d′, d) 6= (3, 0).
So we collected and compared the most important results for n = 3. Let us return to new ones for
n > 3.
In Theorem 3.86 the Choi–Lam–Reznick Theorem and Bezout’s Theorem are essential. But the Choi–
Lam–Reznick Theorem only holds for n = 3 and successive application of Bezout’s Theorem2 gives even
worse bounds than Carathéodory Theorem. In Theorem 3.81 no Bezout is used but Choi–Lam–Reznick.
However, the key idea translates as we will see in the next results. We will use Theorem 3.54 to do so.
Set M(n, d) :=MBn,d in Definition 3.52.






Proof. Let p ∈ Pos (Bn,d) and ξ1, . . . , ξk ∈ Z(p) such that {sBn,d(ξi)}ki=1 is linearly independent. Set







i.e., rankM(ξ1, . . . , ξk) = k. Then ~p ∈ kerM(ξ1, . . . , ξk), since we have




p is a nonzero polynomial and therefore ∂jp 6= 0 for at least one j. W.l.o.g., j = 1, i.e., p is not
independent on x1. We will show that
~K :=
{−−−→




is a linearly independent subset of kerM(ξ1, . . . , ξk).
a) ~K ⊆ kerM(ξ1, . . . , ξk): Since p ≥ 0, we have ∂jp = 0 on Z(p) for all j = 1, . . . , n. Therefore,
M(ξ1, . . . , ξk)
−−−→
xi∂jp = 0 for all i, j = 1, . . . , n, especially for j = 1.
b) ~K is linearly independent: ~K is linearly independent iff
K := {x1∂1p, . . . , xn∂1p}
is linearly independent. Assume K is linearly dependent, i.e.,
0 = α1x1∂1p(x) + · · ·+ αnxn∂1p(x) = (α1x1 + · · ·+ αnxn)∂1p(x).
Since ∂1p is a non-zero polynomial, α1x1 + · · · + αnxn is the zero polynomial, i.e., α1 = · · · = αn = 0
which proves linear independence.
Since ~K is a linearly independent subset of kerM(ξ1, . . . , ξk), we have






2Removing in one atom with Proposition 3.4 gives a boundary point and a positive polynomial. Removing more atoms
finally gives p1, . . . , pn polynomials. Under the best assumption that already z = |Z(p1) ∩ · · · ∩ Z(pn)| < ∞ we only get
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Remark 3.90. For the coefficient vector ~f of f ∈ Bn,d we have
〈sBn,d(x),
−→




xi∂jf〉 = xi∂jf(x) = 〈xi∂jsBn,d(x), ~f〉. (3.53)
We collected enough to prove the following.






Proof. Follows from CA ≤MA + 1 (Theorem 3.54) with Lemma 3.89.
In 3.89 we used a specific p ≥ 0 as a supporting hyperplane. But can we remove two different atoms
x1 and x2 so that we get another p
′ ≥ 0 as a supporting hyperplane. The following gives the technical
ground.
Lemma 3.92. Let s ∈ intSA and there is an e ∈ Pos (A): e > 0 on X . Then there are x1, x2 ∈ X such
that
s− cs(x1)sA(x1) and s− cs(x2)sA(x2)
lie in two different exposed faces.
Proof. Assume s′(xi) := s − cs(xi)sA(xi) ∈ ∂SA (i = 1, 2) lie in the same exposed face F of SA for all
x1, x2 ∈ X . Then s′(x2)−s′(x1) = cs(x1)sA(x1)−cs(x2)sA(x2) ∈ aff F . Since s ∈ intSA we have cs(x) > 0
for all x ∈ X . So fix x1 and since A is linear independent, sA(x2) is not contained in a hyperplane, i.e., also
s′(x2)− s′(x1) is not contained in a hyperplane. So F is not contained in a hyperplane. A contradiction,
i.e., there are x1 and x2 such that s
′(x1) and s
′(x2) lie not in the same exposed face F .
Remark 3.93. In the proof of Lemma 3.89 we actually showed that all xi∂jp are zero on Z(p), of course.
However, linear independence was only showed for xi∂1p, which gives a lower bound on
dim kerM(ξ1, . . . , ξk),
since in general not all xi∂jp are linearly independent. So taking p(x) = x
d
1 we get ∂jp = 0 for j = 2, . . . , n,
and for p(x) = xα11 · · ·xαnn (αi, αj 6= 0) we have 1αixi∂ip = p =
1
αj
xj∂jp. The open question (Open
Problem 7.5) is, can we use Lemma 3.92 to chose p of the exposed face such that more xi∂jp are linearly
independent? Equation (3.53) and the following result support this suggestion.
Lemma 3.94. {xi∂jsBn,d(x)}ni,j=1 is linearly independent.
Proof. {∂jsBn,d(x)}nj=1 is linearly independent by the Alexander–Hirschowitz Theorem, i.e., there are a














implies wj(x) = 0 on Bε(ξ), i.e., vi,j = 0 for all i, j = 1, . . . , n.
To further investigate the Carathéodory number, let us introduce the following.
Definition 3.95. Let A be measurable and s ∈ ∂∗SA. We define the face Fs of s as
Fs := cone conv sA(W(s)) (3.54)
and the dimension Ds of s as
Ds := dimFs. (3.55)
Proposition 3.96. Let A measurable and s ∈ ∂∗SA. Then
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(i) s ∈ rel intFs,
(ii) Fs is an extreme face of SA, and
(iii) sA(x) ∈ Fs ⇒ x ∈ W(s), i.e.,
W(s) = s−1A (Fs). (3.56)
Proof. (i): Since Fs ⊆ SA is a finite-dimensional cone (f := dimFs) there are x1, . . . , xf ∈ W(s) and
µ1, . . . , µf ∈ Ms s.t. {sA(xi)}fi=1 is linearly independent and µi({xi}) ≥ ε for a ε > 0. Then
µ := 1f
∑f
i=1 µi is a representing measure of s and with the same reasoning as in the proof of
Theorem 4.2 we get s ∈ rel intFs.
(ii): Since s ∈ rel intFs and tλ ∈ Fs there is a ε > 0 s.t. s′ := s − εtλ ∈ rel intFs with representing
measure µ′ and a representing measure µλ of tλ. So s = s
′ + εtλ gives
W(t0),W(t1) ⊆ W(tλ) ⊆ W(s) ⇒ t0, t1 ∈ Fs.
(iii): Follows from (ii) with t0 = sA(x) and t1 = s.
So Fs is the smallest extreme face of SA containing s and from Theorem 2.23 we find that
CA(s) ≤ Ds = dimFs.
Definition 3.97. Let f ∈ An,d, f ≥ 0, Z(f) 6= ∅. Define
[f ] := {α ∈ Nn0 | ∂αf |Z(f) = 0}
and
Γf := dim span {xβ∂αf |α ∈ [f ] ∧ β ∈ Nn0 : |β| = |α|}.






− Γf . (3.57)
Proof. Since Ls(x
β∂αf) = 0 by Z(f) ⊆ Z(xβ∂αf) for all α ∈ [f ] and suitable β (|β| = |α|), we have Fs ⊆
Hxβ∂αf . So Fs lies in the intersection of Γf linearly independent hyperplanes and codimFs ≥ Γf .
Let us illustrate the previous by some examples.
Examples 3.99. (A) f(x, y) = x6 on R2, i.e., Z(f) = Z(x) = {x = 0}. So






= 21 and Ds = dimFs ≤ 7. In fact, for a general s s.t. Ls(f) = 0 we have Γs = 7,
since Fs is essentially the moment cone spaned by 1, y, . . . , y6. So f has 7 linearly independent zeros.
But from Theorem 3.13 we get CA(s) ≤ 6 and in fact CA(s) ≤ 4 by Theorem 2.25 or Theorem 3.68.
(B) f(x, y) = x4y2. Then Z(f) = Z(x · y) = {x = 0} ∪ {y = 0}. Again,






= 15 and CA(s) ≤ Ds ≤ 13. But from Z(f)) = {x = 0} ∪ {y = 0} we get
CA(s) ≤ 4 + 4 = 8 by Theorem 2.25 or Theorem 3.68.
So connecting Ds and M(n, d) we get
M(n, d) = max
s∈∂∗SA
Ds
and Lemma 3.89 is that Γf ≥ n. Investigations of Ds, Γf , orM(n, d) requires more algabraic techniques
and is ongoing work.
Chapter 4
Set of Atoms, Determinacy, and
Core Variety
In Section 2.1 we already introduced the set of atoms W(s) and gave basic properties of it. We resume
its study here. This set was already studied in [Sch15] and we repeat and extend several of these results
here.
4.1 Set W(s) of Atoms
In the previous chapter we have been interested in the number of atoms we need to represent a truncated
moment sequence. Here we are interested in the possible positions of the atoms.
Lemma 4.1. Suppose that X is a locally compact Hausdorff space and A ⊂ C(X ,R) s.t. there is an e > 0
in A. Let s ∈ SA.
(i) If µ ∈Ms and M ⊆ X be a Borel set containing W(s), then µ(X \M) = 0.
(ii) If W(s) is finite, there exists a µ ∈Ms such that suppµ =W(s).
(iii) If W(s) is infinite, then for any n ∈ N there exists a measure µ ∈Ms such that |suppµ| ≥ n.
Proof. The proofs of all three assertions use Richters Theorem (Theorem 2.23).








Applying Theorem 2.23 to the functionals L1 and L2 and the measure spaces M and X\M , respec-
tively, with measures induced from µ, we conclude that L1 and L2 have finitely atomic representing
measures µ1 and µ2 with atoms in M and X \M , respectively. Since µ ∈ML, we have L = L1 +L2
and hence µ̃ := (µ1 + µ2) ∈ Ms. From µ(X \M) > 0 and Lemma 2.21(v) it follows that L2 6= 0.
Hence µ2 6= 0. Therefore, if x0 ∈ X \M is an atom of µ, then µ̃({x0}) ≥ µ2({x0}) > 0, so that
x0 ∈ W(L) ⊆M which contradicts x0 ∈ X \M.








and W(s) ⊆ suppµ. (i) implies that suppµ ⊆ W(s). Thus, suppµ =W(s).
(iii): Is proved by a similar reasoning as (ii).
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For inner points of the moment cone we find that any point x ∈ X can appear as an atom δx.
Theorem 4.2. Let X be a locally compact Hausdorff space, A measurable. Then
s ∈ intSA ⇔ W(s) = X .
Proof. “⇒”: Since s ∈ intSA, for any x ∈ X there is a εs > 0 such that s′ := s− εxsA(x) ∈ intSA. Let µ′
be a representing measure of s′, then µ := µ′ + εxδx is a representing measure of s.
“⇐”: Let x1, . . . , xm ∈ X s.t. {sA(xi)}mi=1 is linearly independent. Since W(s) = X , for every xi there is
a µi ∈Ms: µi({xi}) ≥ εm. Define µ := 1m
∑m
i=1 µi ∈Ms, i.e.,
µ(xi) ≥ ε, (∗)
for an ε > 0. Since {sA(xi)}mi=1 is linearly independent, B̃ε := (sA(x1), . . . , sA(xm))Bε(0) is an open
neighborhood of 0 in Rm. But by (∗) sB̃ε ⊆ intSA is an open neighborhood of s in SA, i.e., s is an
inner point.
So for inner points the question is solved and the result is not hard to realize. For boundary points,
the question is more delicate.
Proposition 4.3. Let s ∈ SA. Then:
(i) N+(s) 6= {0} if and only if s is a boundary point of SA.
(ii) N+(s) = {0} if and only if s is an inner point of SA.
Proof. (i): It is well-known from convex analysis that s is a boundary point of SA if and only if there is a
supporting hyperplane Hv of SA at s. By the preceding the latter holds if and only if v ·sA ∈ N+(s)
and v · sA 6= 0.
(ii): Follows from (i) and the obvious fact that s is an inner point of S if and only if s is not a boundary
point.
In Definition 2.19 we defined the variety V+(s) by {x ∈ X | f(x) = 0 for all f ∈ N+(s)}, i.e., an
in general infinite intersection
⋂
f∈N+(s)Z(f). The following results not only shows that finitely many
f1, . . . , fk suffices but in fact one p is enough.
Theorem 4.4. Let A be measurable. For each moment sequence s there exists p ∈ N+(s) such that















= Z((v1 + · · ·+ vk) · sA) (4.2)
where (∗) holds by Lemma 2.20. (+) holds, since the intersection of arbitrary many hyperplanes in Rm
can be realized by at most m− 1 many of them, and (−) holds since vi · sA ≥ 0.
Remark 4.5. In the previous proof we relied in the fact, that an arbitrary intersection of hyperplanes
in Rm can be realized by at most m of them. And since by Lemma 2.20 non-negative functions are
equivalent to hyperplanes we needed only finitely many non-negative functions vi · sA. But finally the
intersection of the zero sets of vi · sA is the zero set of the sum because of non-negativity.
The connection to the normal cone Nor A(s) ∼= N+(s) (Lemma 2.20(iii)) gives the following result.
Theorem 4.6. Let A be measurable and s ∈ SA. Then
~p ∈ rel int Nor A(s) ⇒ V+(s) = Z(p).
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Proof. Let v ∈ Nor A(s). Since ~p ∈ rel int Nor A(s), there is a εv > 0 such that ~qv := ~p− εv · v ∈ Nor A(s),
i.e., qv := ~qv · sA ≥ 0. Then





Z(v · sA) =: V+(s) ⊆ Z(p).
Algebraically speaking, an inner polynomial of the normal cone has exactly the zeros which all poly-
nomials in the normal cone have in common.
The next theorem characterizes those boundary points for which V+(s) =W(s).
Theorem 4.7. Let s be a boundary points of SA. Then V+(s) =W(s) if and only if s lies in the relative
interior of an exposed face of the moment cone SA.
Proof. By Theorem 4.4, there exists p ∈ N+(s) such that Z(p) = V+(s), i.e., s is in the exposed face
S ′A := H~p ∩ SA (a cone). Set X ′ := V+(s), i.e., s ∈ S ′A. The assertion follows from Theorem 4.2.
So the study of the cases where V+(s) = W(s) holds leads to the study of the facial structure of SA.
Let us give an example, where V+(s) 6= W(s), i.e., an s which does not lie in the relative interior of an
exposed face.
Example 4.8. Let A := {1, x, x2(x− 1)2} and X = R. Set s := sA(0) = (1, 0, 0)T . Then






kerDST1 = R · v with v = (0, 0, 1)T .
Set p(x) := 〈v, sA(x)〉 = x2(x + 1)2. One verifies that N+(s) = R≥ · p. Hence V+(s) = {0, 1}, but
W(s) = {0}. Thus, W(s) 6= V+(s).
So we have seen several times that DSk,A(1, Xk) and rankDSk,A(1, Xk) for Xk = {x1, . . . , xk} play a
central role. So let us investigate it a little further, especially, when k increases. Note again, that scaling
the columns in a matrix does not change the rank, therefore we can restrict ourselves to C = 1.
Example 4.9 (B3,6). Let
X = Z(R) = {x1 = (1, 1, 1), x2 = (1, 1,−1), x3 = (1,−1, 1), x4 = (1,−1,−1), x5 = (1, 1, 0),
x6 = (1,−1, 0), x7 = (1, 0, 1), x8 = (1, 0,−1), x9 = (0, 1, 1), x10 = (0, 1,−1)}.
be the zero set of the Robinson polynomial R. Table 4.1 shows the rank of DSk,A(1, Xk) for Xk =
{x1, . . . , xk} ⊆ X.
Table 4.1: Rank of DSk,A(1, Xk) for subsets Xk = {x1, . . . , xk} of the zero set of the Robinson polynomial.
|B3,6| = 28.
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
rankDSk,A(1, Xk) 3 6 9 12 15 18 21 24 26 27
increase +3 +3 +3 +3 +3 +3 +3 +3 +2 +1
So we see that up to 8 atoms, each atom contributes an increase in rank of +3 “as expected” for
general positions xi from the Alexander–Hirschowitz Theorem. But the 9th only contributes +2 and the
10th even only +1. Note, that full rank of DSk,B3,6 is |B3,6| = 28.
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The next example shows, that the probably expected increase in rank
. . . ,+3,+2, . . . ,+2,+1, . . . ,+1, 0, . . .
does not always appear.
Example 4.10 (B3,10). Let
X = Z(h) = {(1, 1, 0)∗, (1, 1,
√
2)∗, (1, 1, 1/2)∗}
= {x1 = (1, 1, 0), x2 = (1,−1, 0), x3 = (1, 0, 1), x4 = (1, 0,−1), x5 = (0, 1, 1), x6 = (0, 1,−1)
x7 = (1, 1, 1/2), x8 = (1, 1,−1/2), x9 = (1,−1, 1/2), x10 = (1,−1,−1/2),
x11 = (1, 1/2, 1), x12 = (1, 1/2,−1), x13 = (1,−1/2, 1), x14 = (1,−1/2,−1),
x15 = (1/2, 1, 1), x16 = (1/2, 1,−1), x17 = (1/2,−1, 1), x18 = (1/2,−1,−1),
x19 = (1, 1,
√
2), x20 = (1, 1,−
√
2), x21 = (1,−1,
√





2, 1), x24 = (1,
√
2,−1), x25 = (1,−
√





2, 1, 1), x28 = (
√
2, 1,−1), x29 = (
√
2,−1, 1), x30 = (
√
2,−1,−1)}
be the zero set of the Harris polynomial h and Xk = {x1, . . . , xk}. Note, that full rank of DSk,B3,10 is
|B3,10| = 66. Table 4.2 shows the rank of DSk,A(1, Xk) for Xk = {x1, . . . , xk} ⊆ X.1
Table 4.2: Rank of DSk,A(1, Xk) of subsets Xk = {x1, . . . , xk} of the zero set of the Harris polynomial.
|B3,10| = 66.
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
rankDSk,A(1, Xk) 3 6 9 12 15 18 21 24 27 30
increase +3 +3 +3 +3 +3 +3 +3 +3 +2 +1
X11 X12 X13 X14 X15 X16 X17 X18 X19 X20
rankDSk,A(1, Xk) 33 36 39 42 45 48 51 54 57 60
increase +3 +3 +3 +3 +3 +3 +3 +3 +3 +3
X21 X22 X23 X24 X25 X26 X27 X28 X29 X30
rankDSk,A(1, Xk) 62 63 65 65 65 65 65 65 65 65
increase +2 +1 +2 +0 +0 +0 +0 +0 +0 +0
So from this example we see that the increase does not follow the simple scheme
. . . ,+3,+2, . . . ,+2,+1, . . . ,+1,+0, . . .
but here we have
. . . ,+3,+2,+1,+2,+0, . . . .
Additionally, we have here that the zeros x1, . . . , x23 imply the zeros x24, . . . , x30, i.e., the first case where
V+(s) 6=W(s) for a An,d without gaps. See next chapter for details, especially Example 4.11.
So the previous example gives a case where V+(s) 6= W(s) without gaps, i.e., on all An,d or Bn,d,
respectively.
Example 4.11. In Example 3.87 and Example 4.10 we have already investigated the Harris polynomial
h ∈ B3,10 with its 30 zeros
Z(h) = {(1, 1, 0)∗, (1, 1,
√
2)∗, (1, 1, 1/2)∗} = {x1, . . . , x30}.
1The rank calculations have been performed by Mathematica for k = 1, . . . , 22 with the MatrixRank command, while
for k ≥ 23 the SingularValueList command was used. Computationally, the singular value composition is much faster than
the rank calculation implemented in Mathematica, especially, when implemented in C++. With an C++ implementation
of the algorithm by Golub and Reinsch [GR70] the complete decomposition of an 146 × 900 matrix takes only 5 seconds
and the decomposition of a 50× 8 · 106 matrix takes approximately 45 minutes [dDBK11, dD13]. So also higher (n, d)’s are
accessible with numerical precision but unfortunately not by Mathematica.
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In Example 3.87 we have seen that {sB3,10(xi)}30i=1 is linearly independent, i.e., the exposed face of h
has dimension 30: dimSB3,10 ∩ H~h = 30. But from Example 4.10 we have seen that already the zeros
x1, . . . , x23 give rankDS23,B3,10(1, (x1, . . . , x23)) = 65. So every s =
∑23
i=1 cisB3,10(xi) (ci > 0) gives
V+(s) = Z(h) = {x1, . . . , x30} but W(s) = {x1, . . . , x23}, i.e., V+(s) 6=W(s).
As seen from the previous examples, that A is differentiable is quite helpful to determine N+(s) and
V+(s). So we will deal with differentiable A a little bit more.
Definition 4.12. Let X = Rn and A ⊂ C1(A,R). For s ∈ SA we define the image =(s), the set I(s),








Z(v · sA), (4.4)
d(s) := codim=(s) = m− dim=(s). (4.5)
Note that the dimension of =(s) is well-defined, since =(s) is a linear subspace of Rm by the following
lemma.
Lemma 4.13. For each s ∈ SA there exist k ∈ N and a k-atomic representing measure (C,X) such that
=(s) = rangeDSk(C,X). In particular, =(s) is a linear subspace of Rm.
Proof. Let us prove that =(s) is a vector space. Obviously, rangeDSk,A(C,X) is a vector space for any
(C,X). Let v1, v2 ∈ =(s). There are (Ci, Xi), ki ∈ N, and ui ∈ R(m+1)ki such that vi = DSki(Ci, Xi)ui.
Then









∈ rangeDSk1+k2((C1/2, C2/2), (X1, X2)) ⊆ =(s)
for any λ1, λ2 ∈ R.
Let {v1, . . . , vl} be a basis of the finite-dimensional vector space =(s). By the definition of the set
=(s) for each i there exists (Ci, Xi) such that vi ∈ rangeDSki(Ci, Xi). Define
k := k1 + · · ·+ kl, C := (C1/l, . . . , Ck/l), X := (X1, . . . , Xk).
Clearly, (C,X) is an atomic representing measure. One easily verifies that vi ∈ rangeDSk(C,X) for each i.
Therefore, =(s) = span {v1, . . . , vl} ⊆ rangeDSk(C,X). The converse inclusion rangeDSk(C,X) ⊆ =(s)
is trivial.
A representing measure (C,X) of s such that =(s) = rangeDSk,A(C,X) is called a representing
measure of =(s).
Corollary 4.14. Suppose that s is a boundary point of SA with representing measure (C,X). If
codim rangeDSA(C,X) = 1 ⇒ =(s) = rangeDSA(C,X).
Proof. Since 1 = codim rangeDSA(C,X) ≥ d(s) ≥ 1, (C,X) is a representing measure of =(s).
Let ~g1, . . . , ~gd(s) ∈ Rm be a basis of =(s)⊥, where =(s)⊥ denotes the orthogonal complement of =(s)
with respect to the standard scalar product of Rm. Then
gi( · ) := 〈sA( · ), ~gi〉





Note that the gi can be indefinite. This simplifies calculations, since non-negativity over all R
n is hard
to check or control.
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Lemma 4.15. Let X = Rn and A ⊂ C1(Rn,R).
(i) span {~g1, . . . , ~gd(s)} = kerDSk,A(C,X)T for each representing measure (C,X) of =(s).
(ii) span {g1, . . . , gd(s)} = {p ∈ A | p|W(s) = 0 and ∂jp|W(s) = 0∀ j = 1, . . . , n}.
(iii) W(s) ⊆ I(s) ⊆ V+(s).
(iv) d(s) = 1 ⇒ I(s) = V+(s).
Proof. (i): Follows at once from the corresponding definitions.
(ii): For “⊆” we have ~gi ⊥ sA(x) and ~gi ⊥ ∂jsA(x) for all x ∈ W(s), j = 1, . . . , n, and i = 1, . . . , d(s),
i.e.,
gi(x) = 〈~gi, sA(x)〉 = 0
and
∂jgi(x) = 〈~gi, ∂jsA(x)〉 = 0
for all x ∈ W(s), j = 1, . . . , n, and i = 1, . . . , d(s).
For “⊇” let p( · ) = 〈~p, sA( · )〉 ∈ A such that p|W(s) = 0 and ∂jp|W(s) = 0. Then ~p ∈ =(s)⊥ =
span {~g1, . . . , ~gd(s)}.
(iii): First we prove that W(s) ⊆ I(s). Let x ∈ W(s), i.e., there is a representing measure (C,X) with
X = (x, x2, . . . , xk). Then
sA(x) ∈ rangeDSk,A(C,X) ⇒ sA(x) ∈ =(s)
⇒ sA(x) ⊥ ~gi ∀i = 1, . . . , d(s)
⇒ gi(x) = 〈sA(x), ~gi〉 = 0 ∀i = 1, . . . , d(s)
⇒ x ∈ I(s).
Now we prove that I(s) ⊆ V+(s). From (ii) and the inclusion









(iv): Since d(s) = 1 > 0, s is not an inner point of the moment cone. Hence there exists p ∈ N+(s), p 6= 0.
Then p ∈ span {g1} = R · g1 by (ii), i.e., p = c · g1 for some c 6= 0 and I(s) = Z(g1) = V+(s).
The following examples show that both inclusions in (iii) can be strict. In fact, W(s) ( I(s) = V+(s)
in Example 4.16 and W(s) = I(s) ( V+(s) in Example 4.17.
Example 4.16. Let A := {1, x2, x4, x5, x6, x7, x8} and a, b ∈ R\{0} s.t. |a| 6= |b|. Set µ = c1δ−a+ c2δa+
c3δb with ci > 0 for i = 1, 2, 3 and let s be the moment sequence of µ. Then we have ker(DS3,A)
T = R ·v,
where




, 0, 1)T ,
p(x) := 〈v, sA(x)〉 = (x2 − a2)2(x2 − b2)2.
Hence V+(s) = {a,−a, b,−b}. We show that W(s) = {a,−a, b}. Clearly, {a,−a, b} ⊆ W(s) ⊆ V+(s).
Assume to the contrary that W(s) = {a,−a, b,−b}. Then s has a representing measure of the form






4δb and we obtain
s = c1sA(−a) + c2sA(a) + c3sA(b) = c∗1sA(−a) + c∗2sA(a) + c∗3sA(b) + c∗4sA(−b)
0 = (c∗1 − c1)sA(−a) + (c∗2 − c2)sA(a) + (c∗3 − c3)sA(b) + c∗4sA(−b).
This implies that c4 = 0 and ci = c
∗
i for i = 1, 2, 3. Thus µ = µ
∗ and we have
W(s) ( I(s) = V+(s).
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Example 4.17. Let X = R,
A := {x3α+5β |α, β = 0, 1, 2} = {1, x3, x5, x6, x8, x10, x11, x12, x16}
and let s be the moment sequence of µ := c1δ−1 + c2δ0 + c3δ1 + c4δ2. Then
kerDST4 = v1R+ v2R,
where
v1 = (0, 12864,−17152,−14580, 29163,−14584, 4288, 0, 1)T ,
v2 = (0, 192,−256,−220, 441,−222, 64, 1, 0)T ,
so that
p1(x) = 〈v1, sA(x)〉
= (x− 2)2(x− 1)2x3(x+ 1)2(x7 + 4x6 + 14x5 + 40x4 + 107x3 + 4556x2 + 3216x+ 3216),
p2(x) = 〈v2, sA(x)〉(x− 2)2(x− 1)2x3(x+ 1)2(x3 + 68x2 + 48x+ 48).
But neither p1 nor p2 is non-negative. It it not difficult to verify that
p(x) := p1(x)− 67p2(x) = (x− 2)2(x− 1)2x6(x+ 1)2(x+ 2)2(x2 + 10)
is, up to a constant factor, the only non-negative element of A such that Ls(p) = 0. Therefore, N+(s) =
R+· p and V+(s) = {−2,−1, 0, 1, 2}. Using that the vectors sA(−2), sA(−1), sA(0), sA(1), sA(2) are linearly
independent, a similar reasoning as in the preceding example shows W(s) = {−1, 0, 1, 2}. Thus,
W(s) = I(s) ( V+(s).
An open question (Open Problem 7.6) is: What is the algebraic or geometric interpretation of I(s)?
While W(s) is the set of atoms and V+(s) the set of points x where the moment curve sA(x) touches the
smallest exposed face containing s, such an interpretation for I(s) is open. Also open is the question,
whether there exists a case where W(s) ( I(s) ( V+(s) holds (Open Problem 7.7).
The following theorem collects all characterizations of inner points of the moment cone.
Theorem 4.18. For s ∈ SA the following are equivalent:
(i) s is an inner point of the moment cone SA.
(ii) N+(s) = {0}.
(iii) W(s) = Rn.
(iv) I(s) = Rn.
(v) V+(s) = Rn.
(vi) d(s) = 0.
(vii) =(s) = Rm.
Proof. (i)⇔(ii) follows from Lemma 2.20(iii).
(vi)⇔(vii) is Definition 4.12.
(i)⇒(iii): Let x ∈ Rn. Since s is an inner point, so is s′ := s − εs(x) for some ε > 0. If µ′ is a
representing measure of s′, then µ := µ′ + εδx represents s and µ({x}) ≥ ε > 0, so that x ∈ W(s).
(iii)⇒(iv)⇒(v) follows from Lemma 4.15(iii).
(v)⇒(ii): Let p ∈ N+(s). Then, since Rn = V+(s) ⊆ Z(p) by (v), p = 0.
(vii)⇒(i): By Lemma 4.13 there exists a representing measure (C,X) of s such that DSk,A(C,X) has
full rank. But then an open neighborhood of (C,X) is mapped to an open neighborhood of s, i.e., s is
an inner point.
(iii)⇒(vii): Since W(s) = Rn and the functions f1, . . . , fm are linearly independent, there are points
x1, . . . , xm ∈ Rn =W(s) such that the vectors sA(x1), . . . , sA(xn) are linearly independent. Then for any
xi there is an atomic measure µi such that xi ∈ suppµi. Setting µ := 1m
∑m
i=1 µi, µ is a representing
measure of s and rangeDSk1+···+km,A(µ) is m-dimensional, so that R
m ⊆ =(s) ⊆ Rm.
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Since s ∈ SA is a boundary point if and only if it is not inner, the following corollary restates the
preceding theorem.
Corollary 4.19. For each s ∈ SA following statements are equivalent:
(i) s is a boundary point of the moment cone.
(ii) N+(s) 6= {0}.
(iii) W(s) ( Rn.
(iv) I(s) ( Rn.
(v) V+(s) ( Rn.
(vi) d(s) > 0.
(vii) =(s) ( Rm.
So far we have seen that under special circumstances DSk,A(C,X) determines the boundary structure
of the moment cone SA. Interestingly, under different circumstances DSk,A(C,X)T determines properties
of the set of solutions S−1k,A(s). This of course is clear from a differential geometric/analytic point of view
since Sk,A maps the measures into the moment cone. But algebraically, the behavior and properties of
DSk,A are not very well-known studied except for the generic case (Alexander–Hirschowitz Theorem).
The following proposition collects a number of useful properties of the set S−1k,A(s) of at most k-atomic
representing measures of s, especially its local structure related to DSk,A(C,X)
T .
Proposition 4.20. Suppose that n ∈ N and A ⊂ Cr(Rn,R), r ≥ 0. Let s ∈ SA.
(i) The set S−1k,A(s) of k-atomic representing measures (C,X) of s is closed in R
k(n+1).
(ii) S−1k+1,A(s)|ck+1=0 = S
−1
k (s)× {0} ×Rn.
(iii) Suppose that (C,X) is an at most k-atomic representing measure of s and DSk,A(C,X) has full
rank. In a neighborhood of (C,X), S−1k,A(s) is a C
r-manifold of dimension k(n+ 1)−m in Rk(n+1).
The tangent space T(C,X)S
−1
k,A(s) at (C,X) is
T(C,X)S
−1
k,A(s) = kerDSk,A(C,X). (4.6)
(iv) If s is regular, then S−1k,A(s) is a C
r-manifold and (4.6) holds at any representing measure (C,X).
(v) W(s) = {x ∈ Rn | (c1, . . . , ck;x, x2, . . . , xk) ∈ S−1k,A(s), c1 > 0, for some k ≥ 1}.
Proof. The continuity of the map Sk,A gives (i). (ii) is clear.
(iii) and (iv) are straightforward applications of the implicit function theorem.
(v) follows easily from the definitions of W(s) and Sk,A.
4.2 Determinacy of Moment Sequences
The third question we want to deal with is determinacy, i.e., when is a given solution (C,X) unique or
do there exist other representing measures?
Definition 4.21. s ∈ SA is called determinate if it has a unique representing measure. Otherwise it is
called indeterminate.
Let us prove some basic facts about determinacy.
Theorem 4.22. For all s ∈ SA the following are equivalent:
(i) s is indeterminate.
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(ii) The set {sA(x) |x ∈ W(L)} is linearly dependent in Rm.
(iii) |W(s)| > dim(A|W(s)).
(iv) s has a representing measure µ such that |suppµ| > dimA|W(s).
Proof. (i)⇒(iii): Assume to the contrary that |W(s)| ≤ dimA|W(s) and let µ1 and µ2 be representing
measures of s. Then, since A is finite, so is W(s), say W(s) = {x1, . . . , xn} with n ∈ N. In
particular, W(s) is a Borel set. Hence, from Lemma 4.1(i), applied to M =W(s), we deduce







f(xj)ci,j for all f ∈ A.
From the assumption |W(s)| ≤ dimA|W(s) it follows that there are functions fj ∈ E such
that fj(xk) = δjk. Then L(fj) = cij for i = 1, 2, so that c1j = c2j for all j = 1, . . . , n. Hence
µ1 = µ2, so s is determinate. This contradicts (i).
(iii)⇒(ii): Since the cardinality of the set {sA(x) |x ∈ W(s)} exceeds the dimension of A|W(s) by (iii),
the set must be linearly dependent.
(ii)⇒(i): Since the set {sA(x) |x ∈ W(s)} is linearly dependent, there are pairwise distinct points
x1, . . . , xk ∈ W(s) and real numbers c1, . . . , ck, not all zero, such that
∑k
i=1 cisA(xi) = 0.
Then, since A = {a1, . . . , am} is a basis of A, we have
k∑
i=1
cif(xi) = 0 for all f ∈ A. (4.7)
We choose for xi ∈ W(s) a representing measure µi of s such that xi ∈ suppµi. Clearly,
µ := 1k
∑k
i=1 µi is a representing measure of s such that µ({xi}) > 0 for all i. Let ε =
min{µ({xi}) | i = 1, . . . , k}. For each number c ∈ (−ε, ε),




is a positive (!) measure which represents s by (4.7). By the choice of xi, ci, the signed
measure
∑
i ciδxi is not the zero measure. Therefore, µc 6= µc′ for c 6= c′. This shows that s
is indeterminate.
(iii)⇔(iv): If W(s) is finite, by Lemma 4.1(ii) we can choose µ ∈Ms such that suppµ =W(s). If W(s)
is infinite, Lemma 4.1(iii) implies that there exists µ ∈ Ms such that |suppµ| > dimA|W(s).
Thus, the equivalence (iii)⇔(iv) is proved in both cases.
The previous theorem with (i), (iii), and (iv) was found by K. Schmüdgen while the importance of
point evaluation in (ii) is new. It simplifies several proofs and gives new insights as we will show.
An immediate consequence of Theorem 4.22 is the following.
Corollary 4.23. If |W(s)| > |A| or if there is a measure µ ∈ Ms such that |suppµ| > |A|, then s is
not determinate. In particular, s is indeterminate if W(s) is an infinite set or if s has a representing
measure of infinite support.
Corollary 4.24. Let s ∈ intSA. Then s is determinate if and only if |X | = |A|.
Proof. From Theorem 4.2 we obtain X =W(s). Therefore, |A| = dimA|W(s). Hence the assertion follows
from Theorem 4.22(iii)⇔(i).
The following simple results contain useful sufficient criteria for determinacy.
Proposition 4.25. Let s ∈ SA. Suppose that W(s) = {x1, . . . , xk}, where k ∈ N. If for each j = 1, . . . , k
there exists pj ∈ Pos (A) such that pj(xi) = δi,j, then s is determinate.
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Proof. Let µ and ν be representing measures of s. Then suppµ ⊆ W(s) and supp ν ⊆ W(s) by
Lemma 4.1(i), so µ =
∑k
i=1 ciδxi and ν =
∑k




pi dµ = Ls(pi) =
∫
X
pi dν = di ∀i = 1, . . . , k,
so that µ = ν. Hence s is determinate.
The next proposition contains a sufficient criterion for the existence of such polynomials pj .
Proposition 4.26. Let B = {b1, . . . , bk} be a subset of C(X ;R). We suppose that B2 := {bibj | i, j =
1, . . . , k} ⊆ A. Let s ∈ SA such that W(s) = {x1, . . . , xl}, l ≤ k. If the vectors sB(x1), . . . , sB(xl) ∈ Rk
are linearly independent, then there exist functions pj ∈ Pos (A) such that pj(xi) = δij for i, j = 1, . . . , l
and s is determinate.
Proof. Recall that sB(x) = (b1(x), . . . , bj(x))
T for x ∈ X . Set
M := (sB(xi)
T )i=1,...,l and Mj := (sB(xi)
T )i=1,...,j−1,j+1,...,l ∀j = 1, . . . , l.
Since {sB(x1), . . . , sB(xl)} is linearly independent, we have
rankM = l and rankMj = l − 1 ∀j = 1, . . . , l.
Hence, for any j there exists q̃j ∈ kerMj \ kerM . Then qj(x) := 〈q̃j , sB(x)〉 ∈ spanB. We have
qj(xi) = 0 for i 6= j and qj(xj) 6= 0, since otherwise q̃j ∈ kerM . Therefore, pj := qj(xj)−2q2j ∈ Pos (A)
has the desired properties.
The determinacy of s follows from Proposition 4.25.
We have seen that the result in Proposition 4.25 are more general, but Proposition 4.26 is easier to
apply. In the following example the Robinson polynomial is used to develop an application of Proposi-
tion 4.26 and to demonstrate its easy use.
Example 4.27. Let A := {(x, y, z)α | |α| = 6} and B := {(x, y, z)α | |α| = 3}. Then spanB2 = A.
We consider the homogeneous polynomials of A and B = spanB acting as continuous functions on the
projective space X = P(R2). Our aim is to apply Proposition 4.26. Let
Z = {(1, 1, 1), (1, 1,−1), (1,−1, 1), (1,−1,−1), (1, 1, 0),
(1,−1, 0), (1, 0, 1), (1, 0,−1), (0, 1, 1), (0, 1,−1)}.
It is known that the Robinson polynomial
R(x, y, z) = x6 + y6 + z6 − x4(y2 + z2)− y4(x2 + z2)− z4(x2 + y2) + 3x2y2z2
is non-negative on R3, hence R ∈ Pos (A), and that R has the projective zero set Z = {r1, . . . , r10}. Then
M := (sB(r1), . . . , sB(r10))
T
is a full rank 10× 10-matrix and for i = 1, . . . , 10 the matrix
Mi := (sB(r1), . . . , sB(ri−1), sB(ri+1), . . . , sB(r10))
T
has rank 9. Hence, by Proposition 4.26, there exist polynomials pi ∈ Pos (A) such that pi(rj) = δi,j .
Therefore,
Z(R+ pi) = {r1, . . . , ri−1, ri+1, . . . , r10}.
Using polynomials R + pi1 + · · · + pik we find that W(s) = V+(s) for all moment sequences s with
representing measure µ such that suppµ ⊆ Z.
In the next example we use the Motzkin polynomial and derive the determinacy from Theorem 4.22.
4.3. CORE VARIETY 57
Example 4.28. We consider the Motzkin polynomial
M(x, y) = 1− 3x2y2 + x2y4 + x4y2.
Its zero set is Z(M) = {r1 = (1, 1), r2 = (1,−1, ), r3 = (−1, 1), r4 = (−1,−1)}. Let us set X = R2,
B := {1, x, xy, x3, xy2} and A := B2 = {1, x, x2, xy, x3, x2y, xy2, x4, x2y2, x4y, x2y3, x6, x4y2, x2y4}.
Then M ∈ Pos (A). The set {sB(r1), . . . , sB(r4)} is linearly dependent, since
0 = sB(1, 1)− sB(1,−1) + sB(−1, 1)− sB(−1,−1).
Hence each polynomial in spanB vanishing at three roots of M vanishes at the fourth as well. Proposi-
tion 4.26 does not apply. But the set {sA(r1), . . . , sA(r4)} is linearly independent. Therefore, the moment
sequence of any measure µ =
∑4
i=1 ciδri is determinate by Theorem 4.22(i)⇔(ii).
The previous example applies Theorem 4.22 to a set of multivariate monomials with (large) gaps. It
demonstrates the usefulness of the point evaluations sA(x) where explicit construction of polynomials as
required in Proposition 4.25 and Proposition 4.26 is complicated.
4.3 Core Variety
In the remaining section we deal with a construction which was recently invented by L. Fialkow [Fia17]:
the core variety. See also [BF]. We translate these concepts into our framework and give easy proofs as
well as simple (geometric) interpretations.
Definition 4.29. Let A be measurable, X be a set, and s ∈ ∂∗SA. For all k ∈ N we successively define
Nk(s) := {p ∈ A |Ls(p) = 0, p ≥ 0 on Vk−1(s)},
Vk(s) := {x ∈ X | p(t) = 0 ∀p ∈ Nk(s)},
where V0(s) := X .
For k = 1 these notions coincide with 2.19, that is, N1(s) = N+(s) and V1(s) = V+(s). From the
definition it is clear that Vk+1(s) ⊆ Vk(s) for k ∈ N0. The essential object of this section is





The main result (Theorem 4.32) which we simplify is based on the following proposition (Proposi-
tion 4.31). Both are proven by K. Schmüdgen for the first time. We will give simpler proofs with more
geometric insight.
Proposition 4.31 ([dDS18a, Prop. 31]). There exists k ∈ N0, k ≤ |A| such that
X = V0(L) % V1(L) % · · · % Vk(L) = Vk+j(L) = V(L), j ∈ N. (4.8)
Theorem 4.32 ([dDS18a, Thm. 32]). s ∈ SA ⇒ W(s) = V(s).
The simplifications are based on Proposition 3.96. Since W(s) = V(s) = V+(s) = X for s ∈ intSA it
is sufficient to prove only the case s ∈ ∂∗SA. So eq. (3.56) shows that W(s) is in fact the set of x ∈ X
where the moment curve sA touches the face Fs and W(s) is a measurable set (what is not clear from its
definition).
From Proposition 3.96 we also understand what the iterative procedure does: It successively cuts the
face Fs out of SA. The following lemma proves this interpretation and simplifies as well as improves
Proposition 4.31.
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Lemma 4.33. For k ≤ m− dimFs we have v1, . . . , vk ∈ Rm s.t.
SA ) SA ∩Hv1 ) SA ∩Hv1 ∩Hv2 ) . . . ) SA ∩Hv1 ∩ · · · ∩Hvk ≡ Fs 3 s (4.9)




v2 ( SA ∩H
+










v2 , . . . , i.e.,
Vi(s) = s−1A (SA ∩Hv1 ∩ · · · ∩Hvi). (4.10)
Proof. By Theorem 4.4 there exists a v1 ∈ Rm s.t. V1(s) = V+(s) = Z(v1 · sA) = s−1A (SA ∩ Hv1) and
SA ⊂ H+v1 . Set inductively X
(i) := Vi(s) and S(i)A := S
(i−1)
A ∩ Hvi (i = 0, . . . , k) as new set X and new
moment cone SA and apply Theorem 4.4 again. This inductively cuts Fs out of SA with the hyperplanes
Hvi . But since Fs is dimFs-dimensional, at most m− dimFs hyperplanes are needed.
We now give the simplified proof of Theorem 4.32.
Proof of Theorem 4.32. By Lemma 4.33 and Proposition 3.96 we have
V(s) = Vk(s) = s−1A (SA ∩Hv1 ∩ · · · ∩Hvk) = s
−1
A (Fs) =W(s).
From the previous Lemma, we also get an easy description of W(s) as the intersection of zero sets.
Theorem 4.34. There are p, p1, . . . , pk ∈ A s.t. p ≥ 0, the pi’s are indefinite, and
W(s) = Z(p) ∩ Z(p1) ∩ · · · ∩ Z(pk).
Proof. Follows from the previous Lemma with p = 〈v1, sA〉 and pi = 〈vi+1, sA〉.
An open question is, when does the iteration procedure in Definition 4.29 terminates. The following
theorem partially answers this question, Theorem 4.37 gives a general upper bound for An,2d and Bn,2d,
respectively.
Theorem 4.35. Let V+(s) be finite, then V2(s) =W(s).
Proof. Since V1(s) = V+(s) is finite, SA∩Hv1 = cone conv sA(V+(s)) is an unbounded polytope, i.e., every
extreme face is an exposed face.
For the Robinson polynomial, we already have V+(s) = W(s), but for the Harris polynomial with
only 27 of the 30 zeros we have
V+(s) = V1(s) = {x1, . . . , x30} 6= {x1, . . . , x27} = V2(s) =W(s),
see Example 4.10 and Table 4.2. For general A the worst case is dimFs = 1 and the iteration terminates
at k = m− 1. But for polynomials An,2d or Bn,2d every Fs with dimFs = 1 is an extreme ray and is also
an exposed ray.
Theorem 4.36. Let A = An,2d or Bn,2d on R
n or Pn, respectively, and s ∈ ∂∗SA s.t. dimFs = 1. Then
W(s) = {ξ} = V+(s) = Z(p)
with p(x1, . . . , xn) = (x1 − ξ1)2d + · · ·+ (xn − ξn)2d and ξ ∈ Rn or Pn.
Proof. Let ξ ∈ W(s), then set p(x1, . . . , xn) := (x1 − ξ1)2d + · · ·+ (xn − ξn)2d.
Therefore, in the polynomial case An,2d on R
n or Bn,2d on P
n, the 1-dimensional extreme faces (rays)
are exposed faces, i.e., V+(s) = W(s). So in this case the iteration procedure terminates immediately.
Hence, only for dimFs ≥ 2 the termination is open but bounded by |An,2d| − 2.
Theorem 4.37. Let A = An,2d on R
n or Bn,2d on P
n. Then













For the one-dimensional monomial (truncated or full) moment problem a description of all solutions
µ ∈ Ms for an indeterminate moment sequence is given in form of the Nevanlinna parametrization.
There, we will see that there is a bijection between µ and functions Φ through the transformation
Iµ(z) =
∫ dµ(x)
x−z and the Möbius transformation, see eq. (5.3). This is long known and we will study the
Weyl circles. Fixing z ∈ C with =(z) > 0 the set
Kz := {Iµ(z) |µ ∈Ms} (5.1)
turns out to be a circle in C+ := {x ∈ C | Imx > 0}. Kz in eq. (5.1) will be called Weyl circle.
The aim of this chapter is to give a unified approach to the description of Weyl circles for various one-
dimensional moment problems and to derive explicit formulas for center and radii of the corresponding
circles, see [dD15]. To our knowledge for the Stieltjes moment problem these formulas are new. They are
not jet contained in the literature. We also derive such formulas for the truncated moment problem on
[a, b], R \ (a, b) (R \
⋃m
i=1(ai, bi)). The method we use is simple, easily handles more complicated cases,
and even simplifies known proofs.
For the multidimensional (truncated) monomial moment problem, a similar description or any de-
scription of Ms besides Proposition 4.20 is unknown (Open Problem 7.8).
Let us state some well-known facts which will be needed later.
5.1 Preliminaries
Let Ls be defined on C[x]. Ls induces a scalar product 〈 · , · 〉s on C[x] with




for all p, q ∈ C[x]. The Gram–Schmidt orthonormalization of {xn}n∈N0 with respect to Ls gives the







where Ls,x means that Ls acts on x and z is treated as a constant.
From C[x] and 〈 · , · 〉s we can construct the Hilbert space Hs = C[x]
〈 · , · 〉s
/N with scalar product 〈 · , · 〉
where N denotes the null space of 〈 · , · 〉s. Furthermore, defining the multiplication operator Mx on C[x]
by (Mxp)(x) := x · p(x) we find that Mx is a densely defined symmetric operator and every self-adjoint





xnd〈E(x)1, 1〉 = 〈1, xn〉 = 〈Xn1, 1〉 = 〈(Mx)n1, 1〉s = 〈xn, 1〉s = Ls(xn) = sn.
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On the other hand, every representing measure of the moment problem is of this form, see e.g. [Sch12,
Thm. 16.1]. Let XF be the Friedrichs extension of Mx then we have




for all z ∈ C \ [γ,∞) where γ = inf(σ(XF )), see e.g. [Sim98, Prop. 5.6].
The solutions of the moment problem can also be characterized by using the following functions
(Nevanlinna functions) and relations.
Definition 5.1 (see e.g. [Sch12, Lem. 16.19 and p. 379]). For z, w ∈ C and n ∈ N0 we define
























Therein, the an come from the recurrence relation
xPn(x) = anPn+1(x) + bnPn(x) + an−1Pn−1(x) (5.2)
with a−1 = 1 and P−1(x) = 0, see [Sch12, Prop. 16.5].
As n→∞ these functions converge uniformly on each compact subset of R2. Therefore, setting
A(z, w) := lim
n→∞
An(z, w), B(z, w) := lim
n→∞
Bn(z, w),
C(z, w) := lim
n→∞
Cn(z, w), D(z, w) := lim
n→∞
Dn(z, w)
we obtain entire functions A, B, C, D on R2. For all these functions we summarize some relations in the
next lemma.
Lemma 5.2 (see e.g. [Sch12, p. 390]). Let z1, z2, z3, z4 ∈ C and n ∈ N0 ∪ {∞}. Then:
(i) An(z1, z2) = −An(z2, z1),
(ii) Bn(z1, z2) = −Cn(z2, z1),
(iii) Dn(z1, z2) = −Dn(z2, z1),
(iv)
∣∣∣An(z1,z2) Cn(z1,z4)Bn(z3,z2) Dn(z3,z4) ∣∣∣ = Cn(z1, z3) · Cn(z2, z4),
(v)
∣∣∣An(z1,z2) An(z1,z4)An(z3,z2) An(z3,z4) ∣∣∣ = An(z1, z3) ·An(z2, z4)
(vi)
∣∣∣An(z1,z2) Cn(z1,z4)An(z3,z2) Cn(z3,z4) ∣∣∣ = An(z1, z3) · Cn(z2, z4),
(vii)
∣∣∣Bn(z1,z2) Bn(z1,z4)Bn(z3,z2) Bn(z3,z4) ∣∣∣ = Dn(z1, z3) ·An(z2, z4),
(viii)
∣∣∣Bn(z1,z2) Dn(z1,z4)Bn(z3,z2) Dn(z3,z4) ∣∣∣ = Dn(z1, z3) · Cn(z2, z4), and
(ix)
∣∣∣Dn(z1,z2) Dn(z1,z4)Dn(z3,z2) Dn(z3,z4) ∣∣∣ = Dn(z1, z3) ·Dn(z2, z4).
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These relations can be proven with the following lemma and Definition 5.1 for n < ∞ and then by
going to the limit n → ∞ for A, B, C, and D using uniform convergence on each compact set in C2.
Lemma 5.3 is proven by direct computation and provides hints to simplify the center and radius formulas.
Lemma 5.3. For a, b, c, d, α, β, γ, δ ∈ C we have∣∣∣∣∣∣∣∣
∣∣∣∣a bc d
∣∣∣∣ ∣∣∣∣a bγ δ
∣∣∣∣∣∣∣∣α βc d




∣∣∣∣ · ∣∣∣∣c dγ δ
∣∣∣∣ .
As described in the introduction of this chapter, there is a bijection between all µ ∈ Ms and Pick
functions. So we have to introduce Pick functions.
Definition 5.4 (see [Sch12, Def. F.1]). A holomorphic complex function f on C+ is called a Pick function
(likewise, a Nevanlinna function or a Herglotz function) if
Im f(z) ≥ 0 ∀z ∈ C+.
P denotes the set of all Pick functions.
Besides the description of all solutions by self-adjoint extensions, the solutions of the indeterminate






= −C(z, 0)Φ(z) +A(z, 0)
D(z, 0)Φ(z) +B(z, 0)
=: H0z (Φ(z)) (5.3)
is a one-to-one correspondence between the Stieltjes transform of the representing (probability) measures
µ and the Möbius transform of Pick functions Φ, see [Sch12, Thm. 16.34].
5.2 Main Tool
The main idea to calculate the Weyl circle (radius and center) is to calculate the set {Φ(z) |Φ ∈ P} and
∂{Φ(z) |Φ ∈ P}, respectively. Then the boundary of is mapped to the boundary of the Weyl circle by
the Möbius transformation




Our main tool for the calculations of the center and radii of the Weyl circles is the following lemma.





describes (part of) the boundary ∂K of a circle K in C, i.e., w(I) ⊆ ∂K and therefore















∣∣∣∣ t ∈ R} ⊂ C
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is a circle with center M = −i/2 and radius R = 1/2. Otherwise, each circle is uniquely determined by





∣∣∣∣ t ∈ R} = { µγt+ δ












t′ + i · Im(δ/γ)


























∣∣∣ α βγ δ ∣∣∣∣∣∣ γ δγ δ ∣∣∣ and r =
∣∣∣∣2iγ(βγ − αδ)γ(γδ − γδ) ·R
∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣ α βγ δ ∣∣∣∣∣∣ γ δγ δ ∣∣∣
∣∣∣∣∣∣ .
Remark 5.6. In the case that
∣∣∣ γ δγ δ ∣∣∣ 6= 0 and ∣∣∣ α βγ δ ∣∣∣ = 0 the image of R is a point, i.e., m ∈ C and r = 0,
while in the case
∣∣∣ γ δγ δ ∣∣∣ = 0 and ∣∣∣ α βγ δ ∣∣∣ 6= 0 the image is a line, i.e., m = r =∞.
5.3 Hamburger Moment Problem
Let us now reprove the formulas for the center and radius of the Hamburger moment problem to see how
the relation between A, B, C, and D work together.
Theorem 5.7 (see e.g. [Sch12, Thm. 16.28, Def. 16.7, and Lem. 16.32]). For the one-dimensional Ham-
















= −A(z, 0) + tC(z, 0)
B(z, 0) + tD(z, 0)
(t ∈ R)
and therefore we have α = −C(z, 0), β = −A(z, 0), γ = D(z, 0) and δ = B(z, 0) in Lemma 5.5 with the
three determinants
∣∣∣ α βγ δ ∣∣∣ = 1, ∣∣∣ α βγ δ ∣∣∣ = C(z, z), and ∣∣∣ γ δγ δ ∣∣∣ = −D(z, z) by Lemma 5.2. This gives mz and
rz.






























see e.g. [Kre70, Thm. 1]. As n→∞ the center and radius in eqs. (5.6) and (5.7) tend to the center and
radius of the Hamburger moment problem in Theorem 5.7.
Remark 5.9. From the previous remark and the proof of Theorem 5.7 we see that any parametrization
−C(z, a)t+A(z, a)
D(z, a)t+B(z, a)
gives the same center and radius for all a ∈ R, i.e., the change between different a’s results only in a
linear transformation of t with real coefficient in front of t.
5.4 Stieltjes Moment Problem on [a,∞)
In the previous section we used the fact that for fixed z ∈ C+ the values Φ(z) are the whole C+ and
therefore only required the image of its boundary ∂C+ = R ∪ {∞}. The following treatment of the
Stieltjes moment problem on [a,∞) reveals in a very easy way that for fixed a ∈ R the boundary of
{Iz(µ)} depends solely on ∂{Φ(z)}.
Let Pa,ta be the set of all Pick functions Φ s.t. Φ is a constant in [ta,∞) or is analytic in C \ [0,∞)
with Φ(x) ∈ [ta,∞) ∀x ∈ (−∞, a). Pa,ta also includes Φ =∞. Recall the following proposition.
Proposition 5.10 (see e.g. [Sim98, Thm. 4.18] or [Ped97]). Let s = {sk}k∈N0 be an indeterminate




= −C(z, a)Φ(z) +A(z, a)
D(z, a)Φ(z) +B(z, a)
is one-to-one correspondence between Pick functions Φ ∈ Pa,ta and solutions µ of this moment problem.









x−a+1 <∞ or Φ =∞.
Therefore, we have to calculate {Φ(z) |Φ ∈ Pa,ta}.
Lemma 5.11. Let a ∈ R. Then we have





∣∣∣∣ β ≥ ta, γ ≥ 0} ∪ {∞}
for all z ∈ C+.




x−z for some β ≥ ta and
some measure ρ with
∫∞
a






∣∣∣∣ β ≥ ta, ρ measure} = {β + γa− z
∣∣∣∣ β ≥ ta, γ ≥ 0} . (∗)
The inclusion ⊇ in (∗) follows easily by setting ρ = γδa (γ ≥ 0). The harder part is the inclusion ⊆.




∣∣∣x ∈ [a,∞]} and K(z) := conv ∂K(z), see fig. 5.1. Then by applying
Lemma 5.5 we see that ∂K(z) is an arc of a circle with center m and radius r given by m = i2Im(z) and
r = 12Im(z) . The end points of K(z) are 0 (x =∞) and (a− z)
−1 (x = a), i.e., the circle is divided by the
line l : γa−z (γ ≥ 0) into two arcs and the disk in two parts. ∂K(z) is the right arc and K(z) the right
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Figure 5.1: Scheme for the proof of Lemma 5.11.
i.e., ∂K(z) is parametrized in mathematical negative direction.
Finally, let ρ be a measure. Then either Φ(z) =∞ and therefore it is in the right set of (∗) or we can







k ∈ [a,∞) and c
(n)
k > 0 for all k = 1, . . . , n and















x−z in the right set of (∗). This shows that
also ⊆ holds in (∗) and equality is proven.
Remark 5.12. The previous statement can also be viewed as a consequence of a result due to F. Riesz (see
e.g. [Rie11] or [KN77, Thm. 3.5]): Let u ∈ C([a, b],Rn). Then the closed convex hull conv {u(t) | t ∈ [a, b]}
is the set of points c admitting the representation c =
∫ b
a
u(t) dµ(t) where µ is a probability measure.
Theorem 5.13. If µ ranges over all solutions of the Stieltjes moment problem then for a fixed z ∈ C+




x−z fill the closed region L(z), bounded by a pair of circular arcs and lying in the
upper half plane, with vertices at the points −C(z,a)D(z,a) and tz = limn→∞−
Qn(z)
Pn(z)
= 〈1, (XF − z)−11〉 and
angle equal to arg(1/(a− z)).







C(z, a)t+ (a− z)[A(z, a) + taC(z, a)]
D(z, a)t+ (a− z)[B(z, a) + taD(z, a)]
(t ∈ [0,∞])





∣∣∣∣(a− z)[A(z, a) + taC(z, a)] C(z, a)(a− z̄)[B(z̄, a) + taD(z̄, a)] D(z̄, a)







a− z∣∣∣∣(a− z)[B(z, a) + taD(z, a)] D(z, a)(a− z̄)[B(z̄, a) + taD(z̄, a)] D(z̄, a)
∣∣∣∣
∣∣∣∣∣∣∣∣ .
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Proof. Set Haz (t) := −
C(z,a)t+A(z,a)
D(z,a)t+B(z,a) and P := Pa,ta(z) := {Φ(z) | Φ ∈ Pa,ta} for z ∈ C
+, then by
Lemma 5.11 we have





∣∣∣∣ β ≥ ta, t ≥ 0}
and boundary ∂P = ∂1P ∪ ∂2P with





∣∣∣∣ t ∈ [0,∞]} ,
see fig. 5.2. By Proposition 5.10 Haz maps P bijective to L(z) with boundary
Figure 5.2: Scheme for the proof of Theorem 5.13.
∂L(z) = Haz (∂P ) = H
a
z (∂1P ∪ ∂2P ) = Haz (∂1P ) ∪Haz (∂2P ).
Therefore, L(z) is bounded by the circular arcs L(∂1P ) and L(∂2P ) parametrized by w1(t) = H
a
z (t) with
t ∈ [ta,∞] and w2(t) = Haz (ta + (a− z)−1t) with t ∈ [0,∞].
The vertices of L(z) are w1(∞) = w2(∞) = −C(z, a)/D(z, a) and
w1(ta) = w2(0) = −
A(z, a) + taC(z, a)




An(z, a)− Qn(a)Pn(a)Cn(z, a)




















= 〈1, (XF − z)−11〉 = tz.
The angles at the vertices are by symmetry equal and also equal to arg(1/(a− z)), the angle between
∂1P and ∂2P which is preserved by H
a
z .
In the case of the center and radius for w1 similar calculations as in Theorem 5.7 hold leading to the
exact same results. For w2 applying Lemma 5.5 we have α = −C(z, a), β = (a− z)[A(z, a) + taC(z, a)],
γ = D(z, a), and δ = (a− z)[B(z, a) + taD(z, a)] leading to
∣∣∣ α βγ δ ∣∣∣ = a− z,∣∣∣∣α βγ δ
∣∣∣∣ = ∣∣∣∣(a− z)[A(z, a) + taC(z, a)] C(z, a)(a− z̄)[B(z̄, a) + taD(z̄, a)] D(z̄, a)
∣∣∣∣ ,
and ∣∣∣∣γ δγ δ
∣∣∣∣ = ∣∣∣∣D(z, a) (a− z)[B(z, a) + taD(z, a)]D(z̄, a) (a− z̄)[B(z̄, a) + taD(z̄, a)]
∣∣∣∣
which gives m2 and r2.
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5.5 Truncated Moment Problem on [a, b]
Proposition 5.14 (see [Kre70, Cor. p. 227f.]). If µ ranges over the solutions of the truncated moment




t−z fill the closed
region Lm(z), bounded by a pair of circular arcs and lying in the upper half plane.
1 The bounding arcs of
this region Lm(z) have with t ∈ [0,∞] the following parametric equations for m = 2n:
w1(t) = −




(z − b)(−1)nCn(z, a)t+ (z − a)Cn(z, b)
(z − b)(−1)nDn(z, a)t+ (z − a)Dn(z, b)
;
and for m = 2n+ 1:
w3(t) = −
(−1)n
∣∣∣∣Qn+2(z) Qn+1(z) Qn(z)Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − a)Qn+1(z)
(−1)n
∣∣∣∣ Pn+2(z) Pn+1(z) Pn(z)Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − a)Pn+1(z) ,
w4(t) = −
(−1)n
∣∣∣∣Qn+2(z) Qn+1(z) Qn(z)Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − b)Qn+1(z)
(−1)n
∣∣∣∣ Pn+2(z) Pn+1(z) Pn(z)Pn+2(a) Pn+1(a) Pn(a)
Pn+2(b) Pn+1(b) Pn(b)
∣∣∣∣ t+ (z − b)Pn+1(z) .
The center and radii of the bounding circles are summarized in the next theorem.
Theorem 5.15. The circle K1(z) corresponding to w1 has center m1 and radius r1 and the circle K2(z)




, m2 = −
∣∣∣∣(z − b)Cn(z, a) (z − a)Cn(z, b)(z̄ − b)Dn(z̄, a) (z̄ − a)Dn(z̄, b)





, and r2 =
∣∣∣∣∣∣∣∣
(z − a)(z − b)Dn(a, b)∣∣∣∣(z − b)Dn(z, a) (z − a)Dn(z, b)(z̄ − b)Dn(z̄, a) (z̄ − a)Dn(z̄, b)
∣∣∣∣
∣∣∣∣∣∣∣∣ .
Proof. We always apply Lemma 5.5 with different α, β, γ, and δ. For K1(z) we have α1 = (−1)nBn(a, z),
β1 = Bn(b, z), γ1 = (−1)n+1Dn(a, z), and δ1 = −Dn(b, z) by Lemma 5.2 and it follows that∣∣∣∣α1 β1γ1 δ1
∣∣∣∣ = (−1)n+1Dn(a, b), ∣∣∣∣α1 β1γ1 δ1
∣∣∣∣ = (−1)n+1Cn(z, z)Dn(a, b), and∣∣∣∣γ1 δ1γ1 δ1
∣∣∣∣ = (−1)nDn(z, z)Dn(a, b)
which gives m1 and r1.
For K2(z) we have α2 = (−1)n(z− b)Bn(a, z), β2 = (z−a)Bn(b, z), γ2 = (−1)n+1(z− b)Dn(a, z), and
δ2 = −(z − a)Dn(b, z). It follows that∣∣∣∣α2 β2γ2 δ2
∣∣∣∣ = (−1)n+1(z − a)(z − b)Dn(a, b), ∣∣∣∣α2 β2γ2 δ2
∣∣∣∣ = (−1)n+1 ∣∣∣∣(z − b)Cn(z, a) (z − a)Cn(z, b)(z̄ − b)Dn(z̄, a) (z̄ − a)Dn(z̄, b)
∣∣∣∣ , and∣∣∣∣γ2 δ2γ2 δ2
∣∣∣∣ = (−1)n ∣∣∣∣(z − b)Dn(z, a) (z − a)Dn(z, b)(z̄ − b)Dn(z̄, a) (z̄ − a)Dn(z̄, b)
∣∣∣∣
which gives m2 and r2.




z−t . Therefore, Krein’s Lm(z) in
[Kre70, Cor. p. 227f.] lies in the lower half plane of C.
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Remark 5.16. We see that the circle K1(z) is just the Weyl circle of the truncated Hamburger moment
problem with the moment sequence s = (sk)
2n
k=0, see Remark 5.8.
Remark 5.17. The center m3 and m4 as well as the radii r3 and r4 can be calculated by the same method.
But the formulas are very large since no simplifications appear due to the appearance of 3×3-determinants
together with 1× 1-determinants.
Remark 5.18. We treated here only the truncated moment problem on [a, b]. The center and radii of the
full moment problem on [a, b] is then given by taking the limit n → ∞ in the even case. Again, also for
n → ∞ K1(z) is the circle for the Hamburger moment problem and K2(z) represents the restriction of
the support of µ to be in [a, b].
5.6 Truncated Moment Problem on R \ (a, b)
Definition 5.19 (see e.g. [KN77, p. 396]). Let a1 < b1 < a2 < b2 < · · · < am < bm and Em :=
R \
⋃m
i=1(ai, bi) for m ∈ N. Define S(Em) to be the set of Pick functions (i.e., functions f holomorphic
on C+ with f(z) ∈ C+ for all z ∈ C+) such that f is holomorphic and positive in the intervals (ai, bi)
(i = 1, . . . ,m).
Proposition 5.20 (see e.g. [KN77, Thm. A.8]). A function F is in class S(Em) iff it admits a multi-
plicative representation











where C > 0 and 0 ≤ f(z) ≤ 1 a.e. on Em.




∣∣∣∣ 0 ≤ arg x ≤ arg−z − az − b ≤ π
}
.
Proof. Since S(Em) is a cone {F (z)}F∈S(Em) is a cone in C+ for any z ∈ C+. Define the rays













Fcf (z) = Ff (z)
c ∀c ≥ 0 and Ff1+f2(z) = Ff1(z) · Ff2(z). (∗)
We will show that 0 ≤ argFf (z) ≤ arg− z−az−b for all measurable f : E → [0, 1]. Let −∞ < a1 < b1 ≤






argFg(z) = arg(z − b1)− arg(z − a1) + arg(z − b2)− arg(z − a2) = B1 −A1 +B2 −A2,
see fig. 5.3. Going to general step functions h =
∑k
i=1 ciχ[ai,bi] (ci ∈ [0, 1] and a1 < b1 ≤ a2 < b2 ≤ · · · <
Figure 5.3: Scheme for the proof of Proposition 5.21.
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bk) we find























as well as Ai < Bi for all i. Hence,
f1(z) ≤ f2(z) a.e. ⇒ argFf1 ≤ argFf2 . (∗∗)
From (∗∗) we see that minf argFf (z) = 0 with fmin = 0, i.e., 0 ≤ argFf (z). To show that argFf (z) ≤
arg− z−az−b let a1 → −∞, b1 → a, a2 → b, and b2 →∞ in g:
sup
f




This supremum is in fact a maximum since it is attained by fmax = 1.
Proposition 5.22 (see e.g. [DM95, Thm. 10.3]2). Let E := R \ (a, b) with a < b and suppose that
s = (sk)
2n




= − Cn(z, a)τ(z)− Cn(z, b)
Dn(z, a)τ(z)−Dn(z, b)
establishes a bijective correspondence between the solution µ of the moment problem s with supp µ ⊆ E
and functions τ ∈ S(E).
Theorem 5.23. If µ ranges over all solutions of the R \ (a, b)-moment problem then for a fixed z ∈ C+




t−z fill the closed region L2n(z), bounded by a pair of circular arcs and lying in





∣∣∣∣(z − a)Cn(z, a) (z − b)Cn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣∣∣∣∣(z − a)Dn(z, a) (z − b)Dn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣






(z − a)(z − b)Dn(a, b)∣∣∣∣(z − a)Dn(z, a) (z − b)Dn(z, b)(z − a)Dn(z, a) (z − b)Dn(z, b)
∣∣∣∣
∣∣∣∣∣∣∣∣ .
Proof. The proof proceeds as previous by applying Lemma 5.5, Proposition 5.21, and Proposition 5.22.
Remark 5.24. We see that L2n(z) is the intersection of the Weyl circle for the Hamburger moment
problem and another circle Ki2(z) for the (single) restriction suppµ ⊆ R \ (ai, bi) with i = 1. Hence, for
Em = R \
⋃m




t−z ranges over all
K1(z) ∩K12 (z) ∩ · · · ∩Km2 (z) (∗)
while µ ranges over all solutions and the moment problem is solvable on Em iff (∗) is non-empty. This is
also found in the other Weyl circle cases and we therefore get an easy method to handle more complicated
cases, restrictions, and combinations: take the Weyl circle K1(z) for the Hamburger moment problem
and intersect it with all Weyl circles Ki2(z) of the corresponding restrictions to gain (∗). For instance,
we have not seen how we can add up supporting intervals of the measure µ but we can rewrite them as⋃m
i=1[ai, bi] = [a1, bm] \
⋃m−1
i=1 (bi, ai+1) which then can be treated by (∗).
2Derkach and Malamud gave the bijection with a factor (anDn(β, α))−1 in the τ(z) term. But since this factor is positive,
we can remove it.
Chapter 6
Applications
Going to end this work, let us present some applications: Some of them are very straightforward as
the numerical integration application, some are more abstract like positive functions/polynomials and
tangent planes. But all are ongoing work. At last we will treat Gaussian mixtures.
6.1 Numerical Integration





for a given measure µ and finitely many functions fi by
k∑
j=1
cjfi(xj) with xi ∈ K, (6.2)
or at least approximate eq. (6.1) by eq. (6.2), see e.g. [Kry62] or [Str71]. For numerical reasons, it is
convenient that ci > 0. Of course, this is the general truncated moment problem and Theorem 2.23 shows
that the replacement is always possible without any error. We want to deal with the exact replacement
instead of approximations. In numerics, eq. (6.2) is called a cubature formula (for n = 2, but let us also
use this name for n > 2). If the fi’s are polynomials in A2,d, then d is the degree of this cubature formula
and the atoms δxi or the atom positions xi are called nodes. The cubature formula is called minimal, if
k is minimal. Instead of general measures, one is interested in weight functions w, so the measures wdλn
with λn the Lebesgue measure on Rn. Theorem 2.23 can be reformulated:
Theorem 6.1 (Theorem 2.23). Every weight function has a minimal cubature formula.
The difference to our investigation is that in numerics the measure µ (weight function w) is fixed,
e.g., Lebesgue λn with K the square. So the moment sequence is fixed. But the measures of interest are
supported on the whole K with nonempty interior. So s ∈ intSA by Theorem 4.2. The open question is:
Is s from λn regular or singular. If it is regular, then at least NA ≥ d mn+1e many atoms are needed by
Theorem 3.38, see also Lemma 3.45 and Remark 3.46. We can restate Theorem 3.38 as follows:






many nodes, even if cj < 0 is allowed.
In the cone of integral formulas, λm-a.e. integral I needs at least this many nodes, even if cj < 0 is
allowed.
If s (i.e., I) is singular, representations with fewer atoms are possible. So it remains open to extend
the investigation of the Carathéodory number to fixed moment sequences (measures).
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In numerics, the interest in the moment problem for polynomials comes from the following [Kry62,
Sec. 5.1]: The integral ∫ b
a
p(x)f(x) dλ(x) (∗)
is considered where p is a certain fixed which is measurable (weight function). Then we want to integrate
a class F = {f1, . . . , fm} or span {f1, . . . , fm} of functions fi. But instead of integrating f ∈ F , the
functions in F are approximated by another system of functions ωi, i.e.,∫ b
a




E.g. ωi(x) = x
i are monomials or ωi(x) = (x+1)
−i (i = 0, 1, 2, . . . ). Then the degree d (ωi for i = 1, . . . , d)
and the precision in (∗) is increased, i.e., the error in (∗∗) is decreased. But from Theorem 3.38 we see
that this increases the Carathéodory number enormously and finally even succeeds |F | = m. So
we have to remove the ωi’s!
Of course, the existence of exact cubature formulas for F already follows from Theorem 2.23 with the
bound m. But to decrease the bound of m further, we have to do a little bit more, i.e., investigate special
systems F we want to integrate. This will be done in the next section e.g. for F = {eλ1x, . . . , eλmx}.
Additionally, since in numerics K in (6.1) is usually compact, e.g. the square [0, 1]2, the Carathéodory
number increases compared to K = Rn or Pn. Let us show in the next example a typical reason, why CA
is larger.
Example 6.3. In Example 3.78 we have seen for A2,2 that kerDS2,A2,2 is non-trivial. But by replacing
(0, 2) by (0, 3), i.e., we choose
A = {xα |α = (0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 3)},
we have that DS2,A has full rank, i.e., NA = 2. Let us take a three atomic measure with
c1,0 = 1.5 c2,0 = 1 c3,0 = 2 (6.3a)
x
(1)
1,0 = 2 x
(1)
2,0 = −1 x
(1)
3,0 = 0 (6.3b)
x
(2)
1,0 = 2 x
(2)
2,0 = 1 x
(2)
3,0 = 0. (6.3c)
Since already x1,0 and x2,0 give full rank in DS2,A we can fix the position of x3 and can move the other
atoms by varying c3. This can be done by taking a non-zero vector
v = (v1,0, v1,1, v1,2, v2,0, v2,1, v2,2, v3,0) ∈ ker(DS2,A((c1, c2), (x1, x2)), sA(x3))
such that v3,0 = 1. We always find such a vector since DS2,A((c1, c2), (x1, x2)) has full rank and therefore
sA(x3) is in the image of DS2,A((c1, c2), (x1, x2)). Then moving the atoms x1 and x2 with their masses
c1 and c2 means solving the following system of differential equations:
ċ1(t) = v1,0 = v1,0(c1(t), x1(t), c2(t), x2(t), c3(t))
ẋ
(1)
1 (t) = v1,1 = v1,1(c1(t), x1(t), c2(t), x2(t), c3(t))
ẋ
(2)
1 (t) = v1,2 = v1,2(c1(t), x1(t), c2(t), x2(t), c3(t))
ċ2(t) = v2,0 = v2,0(c1(t), x1(t), c2(t), x2(t), c3(t))
ẋ
(1)
2 (t) = v2,1 = v2,1(c1(t), x1(t), c2(t), x2(t), c3(t))
ẋ
(2)
2 (t) = v2,2 = v2,2(c1(t), x1(t), c2(t), x2(t), c3(t))
ċ3(t) = v1,0 = 1 ⇒ c3(t) = c3,0 + t = 2 + t.
Despite the last equation the system is highly non-linear and no analytic expression as in Example 3.78
can be found. But since the initial values are known, numerical integration is feasible. The results are
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Figure 6.1: Coefficients c1(t) and c2(t) determined by c3(t) = 2 + t with t ∈ [−2, 0.0922) in Example 6.3.
Figure 6.2: Positions of x1(t) and x2(t) by varying c3(t) = 2 + t with t ∈ [−2, 0.0922) in Example 6.3.
The black dots correspond to t = 0,−0.125,−0.25,−0.5, and −2 (labeled only for x1) and the empty
circles correspond to t = 0.025, 0.05, and 0.075 (labeled only for x2).
given in fig. 6.1 and fig. 6.2. Let us decrease c3 by decreasing t from 0 to finally −2. We find that in
this example we can remove the third atom since x1 as well as x2 converge as t → −2. However, at the
initial values (t = 0) the support of our three atom measure lies within K = [−1.5, 2.5]× [−1.5, 2.5]. But
by decreasing t atom x1(t) remains inside K while atom x2(t) leaves K, i.e., integration is only possible
until x2(t) ∈ ∂K if we want to retain the support restriction. The atom x3 can therefore not be removed
by fixing its position and decreasing its mass to zero. Also when we allow x3 to move, the final measure
has the atoms x1(−2) 6∈ K and x2(−2) ∈ K. This example shows that in general we can not attain the
minimal number of atoms CA(s) on Rn and fulfill the support restriction.
We also showed the calculations, if c3 is increased. In this case x2 leaves K and x1 stays inside.
In this example we were fortunate that while decreasing c3 we did not run into a singular point, i.e.,
where DS2,A((c1(t), c2(t)), (x1(t), x2(t))) is singular for some t ∈ (−2, 0].
6.2 Carathéodory Number of Convex Hulls of Curves
Convex hulls of curves have been studied previously, see e.g. [Sch11], [RS12], and [Sch17a]. Let us see
how our studies extent to their Carathéodory number.
The exponential function eλx, λ ∈ R, plays an important role in chemical reaction dynamics, nuclear
decay, growth of populations and many more. So we investigate the Carathéodory number of the system
A = {eλ1x, . . . , eλmx} with λi ∈ R.
But before we do that, we will investigate a probably even more interesting system:
A = {1, xe2 , . . . , xem} on [0,∞) with ei ∈ R>0.
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Let us start.
Lemma 6.4. Let












follows from Proposition 3.34 and Theorem 3.38.





for m = 2k even. Since ei ∈ Q there is an n ∈ N such that nei ∈ N for all i.
Substitute x by xn (a bijection on [0,∞)) and reorder ei’s, w.l.o.g. we can assume that e1 = 0 < e2 <
· · · < em with ei ∈ N. Let e ∈ N even with e > em. Set
B = {ye, xe2ye−e2 , . . . , xemye−em , xe}
on [0,∞] in projective space P, i.e., [(0, 1), (1, 0)]. From Lemma 3.66 we know DSk,B(1, (x1, . . . , xk))1 is
∏
1≤i<j≤k−1
(xjyi − xiyj)4 ·
k−1∏
i=0
(xkyi − xiyk)2qB(x1, . . . , yk).
qB stems from the Schur polynomial pB, see e.g. eq. (3.30). These are linear combinations of monomials
with positive coefficients, i.e., qB(x1, . . . , yk) > 0 if one (xj , yj) ∈ ((0, 1), (1, 0)). Since m = 2k we have





= k+ 1. Therefore, DSl,B(1, (x1, . . . , xm)) being singular implies






Let s ∈ SA and µ ∈Ms be finitely atomic. Set s = (s,
∫
[0,∞) x
edµ), i.e., s ∈ SB. Then
s′ = s− cssB(1, 0) ∈ ∂SB
is singular, i.e., every atomic representing measure ν is singular and has by the previous discussion at






sB(1, 0) = (0, . . . , 0, 1)
T ,







For m = 2k + 1 odd, let us use the even case we just have been proven. Let A′ = A ∪ {xd} for some
d 6= ei for all i = 1, . . . ,m. Then |A′| = m+ 1 = 2k + 2 is even and we get⌈m
2
⌉















Let us prove the main theorem of this section where the exponents ei > 0 are real.
Theorem 6.5. Let












i = ei ∀i = 2, . . . ,m.
Define









1If one of the atoms xi is the atoms at 0, then let it be the one only appearing with sB(0, 1) but without ∂xsB(0, 1).
2Of course, we spare the details on transforming an atomic measure on [0,∞) to the projective form and back.
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on [(0, 1), (1, 0)] in projective space. Then sBj ([(0, 1), (1, 0)]) converges uniformly to sB([(0, 1), (1, 0)])




i converges uniformly to xeiye−ei . So SBj
converges to SB, i.e., dist (SBj ∩ B1(0),SB ∩ B1(0)) → 0 as j → ∞. Hence, SBj = rangeSd(m+1)/2e,Bj so





. But more importantly, what about CA?
Let s ∈ SA and sj ∈ SAj such that sj → s as j →∞. For s and all sj pick finitely atomic representing
measures µ and µj , respectively. Set s = (s,
∫
xedµ) and sj = (sj ,
∫
xedµj) as well as
s′ = s− cs(1, 0)sB(1, 0) and s′j = sj − csj (1, 0)sBj (1, 0).
By Lemma 6.4 s′j possesses atomic representing measures νj with at most dm/2e atoms, none at infinity
(1, 0). Pick a subsequence of (νj)j∈N such that |supp νj | is constant, say equal to l ≤ dm/2e. In each νj
label the atoms xj,i s.t. xj,1 < xj,2 < · · · < xj,l for all j ∈ N.3 Now since [(0, 1), (1, 0)] is compact, we can
chose subsequences from subsequences etc. s.t. xj,i → xi and cj,i → ci (the coefficients cj,i are bounded
from below by 0 and from above by some C ∈ N by Proposition 3.4) for all i = 1, . . . , l. If xh = (1, 0) for
some h, then xi = (1, 0) for all i = h, . . . , l. So νj → ν =
∑l
i=1 ciδxi and ν is an at most l ≤ dm/2e atomic




i and xeiye−ei the
measure ν is a representing measure of s. Therefore, CA ≤ dm/2e.
CA ≥ dm/2e follows again from Proposition 3.34 and Theorem 3.38.
So we see from the previous theorem that we are finally able to treat functions other than polynomials,
i.e., {xei} with real positive exponents! We can use that result to treat even more complicated cases like
our beginning motivation: exponential functions.
Theorem 6.6. Let































with λ < λi for all i = 1, . . . ,m and A
′ = {eλ′1x, . . . , eλ′mx} with λ′i = λi − λ > 0 we have SA = SA′ and
CA = CA′ . So w.l.o.g. assume 0 < λ1 < · · · < λm.
Set y = ex, so eλix = yλi and B := {1, yλ1 , . . . , yλm}. From Theorem 6.5 we get CB = d(m + 1)/2e.
If a CB-atomic represeting measure of an (κ, s) ∈ SB (s ∈ SA) contains y = 0 as an atoms, then only the
moment κ of 1 is not represented by leaving this atom out. But s is, i.e., CA ≤ d(m+ 1)/2e.
So in the odd case m = 2k + 1 we have









and in the even case m = 2k we have⌈m
2
⌉






3In fact, this order is unnecessary since the permutation group of l elements is finite, so we can chose a sufficient
subsequence without labeling the atoms. This makes this part of the proof also useful in higher dimensions where an
ordering is not easy to find, if at all.
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6.3 Non-negative Functions and Polynomials
In this section we briefly want to discuss the effects of our research to non-negative functions, especially
polynomials.
Theorem 6.7. Let A = {1, xe2 , . . . , xem} on R with em even, ei ∈ N, and 0 < e2 < · · · < em. Then





Proof. Then let B = {yem , xe2yem−e2 , . . . , xem} on P1 and s ∈ SB. By Proposition 3.4 s′ = s −
cs(1, 0)sB(1, 0) ∈ ∂SB and there is a p ∈ Pos (B) \ {0} s.t. W(s′) ⊆ Z(p). Since we removed the atom at
infinity (1, 0), we known (1, 0) 6∈ W(s′), i.e., Z(p) ⊂ R.
















. That contradicts Theorem 3.38, i.e., a non-zero polynomial with the desired
number of zeros exists.
So Theorem 3.38 implies very generally the existence of non-negative functions with a certain number
of zeros. The conditions on X and A must fit Proposition 3.4 and Theorem 3.38 and the proof of the
previous theorem applies.
It is eminent that much more results are possible. It is ongoing work.
6.4 Tangent Planes
The existence of 3-tangent planes for special closed curves (knots) in R3 was treated previously, see e.g.
[Fre80] and [Hei04]. Let us adapt our results to k-tangent planes at curves in Rm.
Definition 6.8. A Cr-curve is a map γ : I → Rm, x 7→ γ(x) = (γ1(x), . . . , γm(x)). γ is closed if I = [a, b],
γ(a) = γ(b), and γ(i)(a) = γ(i)(b) for i = 1, . . . , r.
Definition 6.9. Let γ be a curve in C1(I), I an interval. A tangent plane h is a hyperplane hv,c such
that hγ(x) = 〈v, γ(x)〉+ c ≥ 0 but not > 0 everywhere. A touching point is a zero z of hγ with γ′(z) ⊥ v.
A k-tangent plane is a tangent point with exactly k touching points.







Proof. Let γ ∈ C1(I) be a closed curve in Rm on the interval I ⊆ R. If conv γ(I) is not full-dimensional,
then it is contained in a hyperplane which is a tangent plane with infinitely many touching points. If
0 6∈ int conv γ(I), then we can replace γ by γ′ = γ − v with v ∈ int conv γ(I). So w.l.o.g. we can assume
that conv γ(I) is full-dimensional and 0 ∈ int conv γ(I).
Set A := {1, γ1, . . . , γm}, where γi is the ith coordinate function of γ. Since conv γ(I) is full-
dimensional and closed (since γ(I) is compact), so SA is full-dimensional and closed. Let hv,c be a
tangent plane of γ, v ∈ Rm and c ∈ R. From
0 ≤ 〈v, γ(x)〉+ c = 〈(1, v), sA(x)〉
we find that every tangent plane of γ is a supporting hyperplane of SA and vice versa since 0 ∈
int conv γ(I), i.e., c 6= 0.





− 2 touching points. Then
CA ≤ N + 1 by Proposition 3.4. But N ≤ NA − 2 and therefore CA ≤ N + 1 ≤ NA − 1 < NA which
contradicts Theorem 3.38 since γ is Cm+2.
In fact, in the previous proof it is sufficient that the curve is Cr with r > 2NA∪{1} −m− 1, but since
NA∪{1} ≤ m+ 1, i.e., NA∪{1}(n+ 1)− |A ∪ {1}| ≤ 2(m+ 1)− (m+ 1) = m+ 1 < r, we assumed γ to be
Cm+2.
The following theorem shows that this lower bound is attained even for curves not closed.
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Proof. Set γ(x) := (x, x2, . . . , xm) on R and let hv,c be a tangent plane, i.e.,
0 ≤ c+ 〈v, γ(x)〉 = c+ v1x+ v2x2 + · · ·+ vmxm = f(x).





− 1 roots, i.e., touching points.
The curves in the proof can be closed by going to the projective case, at least for m even.
Examples 6.12. (A) The curve γ(x) = (x, x2, x3) ⊂ R3 with x ∈ R has only 1-tangent planes.
(B) The curve γ(x) = (x2, x3, x5, x6) ⊂ R4 with x ∈ R has only 1- and 2-tangent planes, see Corol-
lary 3.70.
(C) The curve γ(x) = (x, x2, x3, x4, x5) ⊂ R5 with x ∈ R has only 1- and 2-tangent planes.
6.5 Truncated Moment Problem for Gaussian Measures
At least we treat a nice application of what we have developed up to now: Truncated moment sequences
from Gaussian mixtures [ARS17]. See also [ABB+17] for related studies.
Let σ ∈ Rn×n be a symmetric non-singular matrix and x ∈ Rn. We define the n-dimensional Gaussian
measure δx,σ by
dδx,σ(y) := Fx,σ(y)dλ







(y − x)Tσ−2(y − x)
)
where λn is the n-dimensional Lebesgue measure.
Definition 6.13. Let A = {a1, . . . , am} be measurable,4 x ∈ Rn, and σ ∈ Rn×n symmetric, non-singular.









with C = (c1, . . . , ck), X = (x1, . . . , xk), and Σ = (σ1, . . . , σk) with ci > 0, xi ∈ Rn, and σi ∈ Rn×n
symmetric non-singular.





∣∣ k ∈ N0, ci > 0, xi ∈ Rn, and σi ∈ Rn×n symmetric, non-singular} .
Equivalently to the Carathéodory number CA for the Dirac measures δx we can define the Carathéodory
number for the Gaussian measures δx,σ.
Definition 6.15. Let s ∈ TA. Then we define the Gaussian Carathéodory number CGA (s) of s by
CGA (s) := min{k | s = Tk,A(C,X,Σ)}.




If in Σ we have σi = σ for all i = 1, . . . , k, then we denote the Carathéodory number by CGA,σ.
4In this section, we will shortly say A is measurable or continuous and mean that all ai’s are also δx,σ-integrable for all
x ∈ Rn and σ ∈ Rn×n symmetric and non-singular.
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We need the following known result due to Lebesgue:
Lemma 6.16 ([Gru09, Lem. 2.8]). Let M ⊆ Rn be measurable and let I be an interval of R. Let
f(x, a) be a family of functions of x ∈ M depending on the parameter a ∈ I, such that for each a ∈ I,




f(x, a) dλn(x) for a ∈ I.
(i) Assume that for each x ∈ M , f(x, a) is a continuous function of a at the point a0 ∈ I, and that
there is a function g(x) ∈ L1(M) such that |f(a, x)| ≤ g(x) for all (x, a) ∈ M × I. Then F (a) is
continuous at the point a0.
A similar statement holds when the parameter a runs in a ball Br(a0).
(ii) Assume that ∂af(x, a) exists for all (x, a) ∈M × I and that there is a function g(x) ∈ L1(M) such
that
|∂af(x, a)| ≤ g(x) ∀(x, a) ∈M × I.






The following result will pave the way for all our investigations of CGA . It shows that instead of treating
A with the Gaussian measures, we find a Aσ and can use the Dirac measures. So we can fully rely on
what we have already proven.
Lemma 6.17. Let A = {a1, . . . , am} be continuous and ai · ∂lyFy,σ, ai · ∂lσj,kFy,σ ∈ L
1(Rn) for all i =
1, . . . ,m, l = 1, . . . , L and σj,k in σ = (σj,k)j,k. Then Aσ = {aσ,1, . . . , aσ,m} with aσ,i(x) := (ai ∗F0,σ)(x)
is CL in x and all σi,j and
sA,σ(x) = sAσ (x) ∀x ∈ Rn. (6.5)
Additionally,
SAσ ⊆ TA ∀σ ∈ Rn×n symmetric, non-singular. (6.6)
Proof. The convolution ai ∗F0,σ is CL by Lemma 6.16. Equation (6.5) is proven by direct calculation for
each component:
aσ,i(x) = (ai ∗ F0,σ)(x) =
∫




Equation (6.6) follows from eq. (6.5).
Remark 6.18. If A is polynomial, all assumptions in the previous theorem are fulfilled, i.e., aσ,i is C
∞.
Let us give the equivalent of Theorem 3.38: A lower bound for the Gaussian Carathéodory number.
For Tk,A(C,X,Σ) ∈ C1(Rk+kn+kn(n+1)/2,R) we define NA as in Definition 3.25. Note, that T shall
also be C1 in every entry of the symmetric non-singular matrices σi.





≤ NA ≤ CGA . (6.7)





Proof. Follows the same arguments as in Theorem 3.38 and Proposition 3.34 with Sard’s Theorem.
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Remark 6.20. We see that this lower bound already holds for A not necessary Cr but T1(c, x, σ) must
be Cr. So Lemma 6.16 shows that this is a larger class of functions. The lower bound in eq. (6.7) is
the “expected” lower bounds from counting the degrees of freedom. In [ARS17] it is shown that for





, i.e., they proved “that all moment varieties of univariate
Gaussian mixtures have the expected dimension” [ARS17]. Note, that in σ only n(n + 1)2 degrees of
freedom appear since σ shall be symmetric.
The second lower bound for fixed σ is attained, as seen from Theorem 6.28.
Remark 6.21. In eq. (6.5) we showed that we can replace a Gaussian measure by a Dirac measure by
changing A to Aσ. But for a linear combination of Gaussian measures with different σi’s one has to use
an Aσi for each atom xi with σi. We will see, this is not the case if we do not need to restrict the number
of atoms. So for a fixed s ∈ TA we can use the same Aσ for some σ and we will even see that we have a
large freedom to chose σ.
Let us first give an approximation result.
Lemma 6.22. Let A = {a1, . . . , am} ⊂ C(Rn,R) and (σi)i∈N be a sequence of symmetric non-singular




Proof. By translating all ai’s we can assume w.l.o.g. that x = 0 ∈ Rn. Since all σi are symmetric and
non-singular, there are Mi ∈ SO(n,R) s.t. diag(σi,1, . . . , σi,n) = MTi σiMi and σi,j are the eigenvalues of





















































































1 + · · ·+ σ−2j,nz2n
2
)
dλn(z) ∀ε > 0
= aj(0)
where the last equality holds since miny∈Bε(0) aj(y),maxy∈Bε(0) aj(y)→ aj(0) as ε→ 0 by continuity of
all aj ’s.
In applications, A is continuous, e.g., a set of polynomials/monomials. But this implies the following.
Theorem 6.23. Let A be continuous. Then
TA = intSA ∪ {0},
and TA \ {0} is open.
Proof. Since every s ∈ TA has a representing measure µ with suppµ = Rn (µ is a Gaussian mixture),
s ∈ int TA by Theorem 4.2. That proves TA ⊆ intSA ∪ {0}. “⊇” follows from Theorem 6.25.
With eq. (6.6) we get
SAσ ⊆ TA ⊆ SA. (6.8)
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The previous theorem can be interpreted in the following way: The closer we get to the boundary of
TA, the smaller the eigenvalues of the σi, i.e., the Gaussian measures degenerate into Dirac measures.
Let us give an easy but improved upper bound on the Gaussian Carathéodory number.
Theorem 6.24. Let A s.t. ai,σ are continuous and a1,σ > 0 for all symmetric non-singular σ. Then
CGA ≤ m− 1.
Proof. Since all ai,σ are continuous, a1,σ > 0, and sA,σ(R
n) has only one path-connected component, the
assertion follows from Theorem 3.13.
Let us prove that the question in Remark 6.21 can be answered with Yes.
Theorem 6.25. Let A be continuous, σ ∈ Rn×n be symmetric and non-singular, and s ∈ TA. Then
∃ε = ε(s) > 0 : s =
k≤m∑
i=1







i.e., CGA ≤ m.
Proof. Of course it is sufficient to prove the first equation. So let s ∈ TA. By Theorem 6.23 we have





Since s in an inner point of SA we can chose k = m, ci > 0, and xi s.t. {sA(xi)} is linearly independent,
i.e., s is contained in the interior of the simplex spanned by sA(x1), . . . , sA(xm), resp. the cone spanned
by sA(x1), . . . , sA(xm). Let (σj)j∈N with σj := j
−1σ be a sequence of symmetric non-singular matrices,
then by Lemma 6.22 we have
lim
j→∞
sA,σj (xi) = sA(xi),
i.e., by continuity there exists an N ∈ N s.t. s is contained in the interior of the simplex (cone) spanned
by sA,σj (x1), . . . , sA,σj (xm) for all j ≥ N . Set ε = N−1.
Of special interest, since it is the easiest symmetric non-singular matrix, might be the identity matrix
id := diag(1, . . . , 1) ∈ Rn×n in the previous theorem.
So from the proof of Theorem 6.25 we see that the approximation in Lemma 6.22 is used not to get
Dirac measures, but to get a Gaussian measure close enough to the Dirac measures, see fig. 6.3. The
Figure 6.3: Scheme for the proof of Theorem 6.25.
important thing is that s lies in the interior of the simplex (cone). Therefore, we have to use m atoms!
This might give bad bounds for CGA . But the following result shows that using m atoms is artificial and
we can chose an at most CAεσ -atomic representation using eq. (6.5).
Theorem 6.26. Let A be continuous, σ ∈ Rn×n symmetric and non-singluar, and s ∈ TA. Then
CGA (s) ≤ CAεσ for some ε > 0.
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Proof. Follows from Theorem 6.25 and eq. (6.5).
Corollary 6.27. Let A be continuous and there are a σ ∈ Rn×n symmetric and non-singular, a ε′ > 0,
and a C ∈ N s.t. CAεσ ≤ C for all ε ∈ (0, ε′). Then
CGA ≤ C.
Proof. Follows from Theorem 6.25 and Theorem 6.26.
Let us give some specific calculations on a common example.



















and some σ = σ(s) > 0.
































is a polynomial in x with leading term xi (its coefficient is 1): deg aσ,i = i. So






follows from Corollary 6.27 with Theorem 2.25.
Remark 6.29. Of course, eq. (6.9) extends to higher dimensions







2σ2 dλn(y) with α ∈ Nn0 (∗)
where we used Theorem 6.25, i.e., the matrix σ ∈ Rn×n can be chosen to be a multiple of the identity
matrix σid, σ ∈ (0,∞). Then (∗) becomes

















with α = (α1, . . . , αn) and therefore aσ,i(x1, . . . , xn) is a polynomial in x1, . . . , xn with leading term x
α.
So
span (An,d)σid = spanAn,d ∀σ > 0 (6.10)
and therefore CGA ≤ CAn,d and we can apply the results from Section 3.6.
The previous remark with CA2,2d−1 ≤
3d(d−1)
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Proof. The lower bound follows from Theorem 6.19. Riener and Schweighofer [RS18] showed that
CA2,2d−1 ≤
3d(d−1)
2 + 1 for any d ∈ N. In Remark 6.29, especially (6.10), we showed that spanAσ =
spanAn,d for any σ, i.e., CAσ = CA2,2d−1 ≤
3d(d−1)
2 + 1. From Corollary 6.27 follows (6.11).
So we see that CAn,d bounds CGAn,d . So the following theorem summarizes 6.27, Remark 6.29, Theo-
rem 6.28, and Theorem 6.30.
Theorem 6.31. CGAn,d ≤ CAn,d .
Proof. Follows from Corollary 6.27 combined Remark 6.29, eq. (6.10).
Remark 6.32. But for systems A ⊂ R[x1, . . . , xn] with gaps, the application of previous results is more
involved. E.g. for A = {1, x2, x3, x5, x6} on R in Example 3.69 we get






5 + 10σ2x3 + 15σ4x,
a6,σ(x) = x
6 + 15σ2x4 + 45σ4x2 + 15σ6},
so
spanAσ = span {1, x2, x3 + 3σ2x, x5 − 15σ4x, x6 + 15σ2x4},
i.e., we always have contributions from x and x4.
Theorem 6.33. Let A ∈ C1 s.t. aσid,i(x) and ∂jaσid,i(x) are continuous in σ ∈ [0,∞) and x ∈ Rn for
all i = 1, . . . ,m and j = 1, . . . , n, and let s ∈ SA s.t. s has a regular k-atomic representing measure. Then
CGA (s) ≤ k.
Proof. Since s has a regular k-atomic representing measure (Cs, Xs), s ∈ intSA ⊂ TA by Theorem 4.18
and Theorem 6.23. Since DSk,A(Cs, Xs) has full rank, pick m variables y = (y1, . . . , ym) from c1, . . . , ck
and x1,1, . . . , xk,n s.t. DySk,A(Cs, Xs) ∈ Rm×m is non-singular. Since aσid,i(x) and ∂jaσid,i(x) are con-
tinuous in σ ∈ [0,∞) and x ∈ Rn for all i = 1, . . . ,m and j = 1, . . . , n, DyTk,A(C,X, σ(id, . . . , id)) =
DySk,Aσid(C,X) is continuous in σ ∈ [0,∞), ci ∈ [0,∞), and x ∈ Rn. Therefore, there is a ε > 0
s.t. DySk,Aσid is non-singular for all (σ,C,X) ∈ Kε := [0, ε] × Bε(Cs, Xs) since the determinant in con-
tinuous in the entries of the matrix. Denote by τ1(σ,C,X) < · · · < τn(σ,C,X) the singular values of
DySk,Aσid(C,X). Since the singular values also depend continuously on the matrix,
5 they depend contin-
uously on (σ,C,X) ∈ Kε. Since τi(σ,C,X) are continuous, they are bounded from above on the compact
set Kε. But since det(DySk,Aσid(C,X)) = ±τ1(σ,C,X) · · · τn(σ,C,X) 6= 0, τ1 is non-zero on Kε, there is






But this means that
Br(Sk,Aσid(Cs, Xs)) ⊆ Sk,Aσid(Bε(Cs, Xs)) ∀r ∈ (0,min{ε, τminε}) ∧ σ ∈ [0, ε].
Fix r ∈ (0,min{ε, τminε}). Then s ∈ Br(Sk,Aσid(Cs, Xs)) ⊆ Sk,Aσid(Bε(Cs, Xs)) for all σ ∈ (0, ε) s.t.
‖s− Sk,Aσid(Cs, Xs)‖ < r, i.e.,
s = Sk,Aσid(C,X) = Tk,A(C,X, (σid, . . . , σid)) for some (C,X) ∈ Bε(Cs, Xs).
The key idea in the previous proof is that a neighborhood of a regular measure (Cs, Xs) is mapped
under Sk,A to a neighborhood of its moment sequence s. Introducing the parameter σ in Aσid, it is
shown that for small σ a neighborhood of (Cs, Xs) is mapped to a neighborhood of the moment sequence
sσ = Sk,Aσid(Cs, Xs) of the corresponding Gaussian mixture. The important thing is to find a ball of
constant radius r such that it is always in this neighborhood of sσ. Then for a small σ the neighborhood
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Figure 6.4: Scheme for the proof of Theorem 6.33.
of sσ covers the original moment sequence s, i.e., the is a k-atomic Gaussian mixture representing s, see
fig. 6.4. To find such an r we used the singular values of the differential, since they describe how the ball
Bε(Cs, Xs) is deformed into an ellipsoid. The smallest singular value is the factor for the smallest axes. So
bounding the lowest singular value from below ensures that the size of the smallest axis is bounded from
below by a positive constant. So a ball smaller than this constant is always contained in the ellipsoid.
Note, that in the proof of Theorem 6.33 the use of the multiple of id is arbitrary, any non-singular
symmetric matrix will do, just insert a basis transformation on Rn.
From Theorem 6.33 we get the following.
Theorem 6.34. Let A = {a1, . . . , am} in Cr(Rn,R) with r > NA ·(n+1)−m s.t. aσid,i(x) and ∂jaσid,i(x)
are continuous in σ ∈ [0,∞) and x ∈ Rn for all i = 1, . . . ,m and j = 1, . . . , n. Then
CA(s)G ≤ CA(s) ≤ CA ∀s ∈ TA λn-a.e. (6.12)
and the interior of the set where eq. (6.12) holds is dense in TA.
Proof. From Sard’s Theorem we know that the set of singular values is of n-dimensional Lebesgue measure
zero and Theorem 6.33 applies to the regular values.
The problem we are facing here is that we can not ensure that singular moment sequences have regular
representing measures with at most CA atoms. This question is open, see Open Problem 7.9. If we allow
more atoms, this is true by Theorem 4.18.
Let us give an example of Theorem 6.34.
Example 6.35. Let A = {1, x2, x3, x5, x6} on R, see Example 3.69. There we found that CA = 3. It is
easily seen that A fulfills all condition in Theorem 6.34 (resp. Theorem 6.33) and therefore
CGA (s) ≤ 3 s ∈ TA λn-a.e.




= 2 ≤ CGA
holds because of Theorem 6.19.
Of course, for polynomials one should expect that the almost everywhere bounds hold everywhere.
But we give a warning. This is not obvious (for us), and jet not proven. We end this section with an
example that shows drastically that despite the fact that
TA ⊂ SA
we do not need to have CGA ≤ CA.
Example 6.36. Let ϕ = (ϕi)
m
i=1 : [0, 1]→ [0, 1]m be a space filling curve and ϕ0 = 1, see Example 3.23.
Extend ϕ and ϕ0 to R s.t. 0 ≤ ϕi ≤ 1 and ϕi for i = 1, . . . ,m have compact support, say in [−1, 2]. This
is easily achieved by linear functions. Since ϕ0 = 1 we have ϕ0,σ = 1 for all non-singular symmetric σ,
and since ϕi (i = 1, . . . ,m) have compact support and are continuous, ϕi,σ is C
∞ by Lemma 6.16. So
5This is easily seen from the following: Let M ∈ Rk×l. Then the singular values τi of M are the (positive) square roots
of the eigenvalues of the symmetric positive semi-definite matrix MTM . And the eigenvalues depend continuously on M
since they are the roots of the characteristic polynomial det(MTM − λid).
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(> 1 for m ≥ 4) by Theorem 6.19
but CA = 1, see Example 3.23. So even that Aσ is C∞ does not imply a relation as in eq. (6.12). We need
more atoms in a Gaussian mixture than in an Dirac representation.
Of course, it is eminent that the present study can be extended to more general Fx,σ. This is ongoing
work.
Chapter 7
Conclusions and Open Problems
In this work we continued the investigation of the truncated moment problem. It’s investigation started
more than a century ago with the full moment problem, see [Sch17b] for some state of the art results.
The starting point of our investigation is the first Richter Theorem (Theorem 2.23): Every truncated
moment sequence has a finitely atomic representing measure. From this theorem three questions occur:
Chapter 3: How many atoms are required to represent a fixed/all truncated moment sequence(s)?
Chapter 4: What are the possible atom positions appearing in an atomic representing measure?
Chapter 5: Does there exist a “good” description of all representing measures of a truncated moment
sequence?
In Chapter 3 we treated the minimal number of atoms: Carathéodory number CA. We started with
the most general system: measurable functions on a locally compact Hausdorff space. There we repeated
the example by Richter, that the set of characteristic functions χxi has maximal Carathéodory number
m (= number of χxi ’s). Going to continuous functions (Section 3.2) we found that the existence of a
strictly positive function combined with a bound on the path-connected components of the image of
the moment map reduces the upper bound to m − 1 (Theorem 3.13). Examples showed that without
the existence of a strictly positive function or to many path connected components this bound does not
hold. This treatment of continuous functions already improved the bound by Bayer–Teichman by one




≤ CA in Theorem 3.38.
This lower bound improves despite its easy proof all (but one) existing lower bounds. Its generality
applies to all cases of moment problems with sufficient differentiable functions. It is the first (and up to
now only) general lower bound.
The main object we are investigating is the total derivative DSk,A (Equation (3.5)). But it’s current
definition only applies to open sets (of Rn) or manifolds. The inclusion of the boundary, i.e., treating
e.g. compact sets, was shortly discussed (Remark 3.29) but much work must be done there. That is to
understand how the one-dimensional index [KN77, p. 35] extents to higher dimensions:
Open Problem 7.1. How does the one-dimensional index extents to higher dimensions and what prop-
erties remain valid?
In Section 3.4 we proved an upper bound for the signed Carathéodory number and reproved in a much
more general sense a previous result of Blekherman and Teitler (Theorem 3.56).
We then proceeded with the treatment of the one-dimensional polynomial moment problem (Sec-
tion 3.5). For this problem, the Vandermonde determinant is a very useful tool. It provided us with
Schur-like polynomials coming from Schur polynomials (Definition 3.61). We where able to show that a
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where m is the number of monomials. It is the first time an explicit result on a polynomial truncated
moment problem with gaps (i.e., not all monomials are present) is given. In Example 3.69 we applied our
result. As a consequence, we showed that any non-negative (real) polynomial
a+ bx2 + cx3 + dx5 + ex6
has at most 2 zeros in R (Corollary 3.70). This leads to the following question:
Open Problem 7.2. How many zeros can a non-negative polynomial have depending on the gaps? And
what can we also learn for non-negative polynomials with gaps?
We also gave an explicit example (Example 3.71) where the condition on the Schur-like polynomials






A deeper investigation of Sard’s Theorem and of the distribution of regular and singular moment
sequences gave us two properties:
Property 1: NA = CA
and
Property 2: s regular ⇔ s ∈ intSA.
In Table 3.1 we showed that any combination of TRUE/FALSE of both properties appear in examples.
We concluded that (F,F) is the largest class. But it remained open how large the class (T,T) is.
Open Problem 7.3. Is A = {1, x, . . . , xd} the only example in (T,T) or how do other examples look
like?
In Section 3.6 we treated the Carathéodory number of multivariate polynomials/monomials (on pro-
jective space). For the lower and upper bounds we showed that polynomials with finitely many zeros
play an important part. For the lower bound a polynomial with finitely many zeros would give a lower
bound on CA if the zeros are linearly independent, i.e., {sA(ξi)}i is linearly independent. For the Motzkin,
Robinson, and Harris polynomials this was found to be true [SdD17]. This leads to the following
Open Problem 7.4. Suppose p ∈ B3,2d, p ∈ Pos (R3), and |Z(p)| < ∞ (or |Z(p)| = β(2d)). Is the set
{sB3,2d(z) | z ∈ Z(p)} linearly independent?
For the upper bound we showed that the use of Bezout’s Theorem for curves in Theorem 3.86 gives
significant improvements for B3,2d but it was not possible to apply this method to higher dimensions.
Bezout’s Theorem also exists in higher dimensions but so far its application gives worse bounds than m
from Richter’s Theorem. But a simpler method extended to higher dimensions, see Theorem 3.91. We
counted the possible linearly independent xi∂jp of a non-negative polynomial p giving an estimate. So
we arrived at the
Open Problem 7.5. Given a s ∈ ∂SA. What is the maximal number of linearly independent xj∂ip when
p ranges over all non-negative polynomials p with Ls(p) = 0?
The answer to the previous question would also bound the dimension of Ds, see Theorem 3.98.
In Chapter 4 we started the investigation of the set of atomsW(s). We showed thatW(s) = X iff s ∈
intSA (Theorem 4.2) andW(s) = V+(s) iff s is in the relative interior of an exposed face (Theorem 4.18).
We also gave a simple geometric proof that the core variety is measurable and the intersection of finitely
many zero sets of functions in A (Theorem 4.32 and Theorem 4.34).
Aiming at results for polynomials we used the differentiability of A to introduce I(s) (Definition 4.12).
While for W(s) we have from the definition that it is the set of atoms, and V+(s) the points where the
moment curve touches the exposed face of s, no such algebraic or geometric interpretation is jet found
for I(s).
Open Problem 7.6. What is the algebraic or geometric interpretation of I(s)?
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We also showed that we have the inclusion W(s) ⊆ I(s) ⊆ V+(s) and both inclusions can be strict.
In Example 4.16 we showed that W(s) ( I(s) = V+(s) is possible and in Example 4.17 we showed that
W(s) = I(s) ( V+(s) is also possible. A smaller open question in the following.
Open Problem 7.7. Does there exists a case where W(s) ( I(s) ( V+(s) holds?
In Chapter 5 we expanded the investigation of the set of atoms to the set of solutions. In [PS08] the set
of solution described by Weyl circles was extended to the multidimensional moment problem by reducing
it to the one-dimensional cases. In this thesis we showed that the for the full one-dimensional moment
problem on R the Weyl circle extents to various other cases of one-dimensional moment problems. We
present a unified approach which includes all previous cases and simplifies existing proofs significantly.
But giving an extension to multidimensional moment problem is
Open Problem 7.8. How does the one-dimensional Weyl circle description extend to the multidimen-
sional moment problem?
Finally in Chapter 6 we applied the theory of truncated moment sequences and our results to several
areas. We discussed the implication of the theory of the truncated moment problem and this work to
numerics, especially the lower bound from Theorem 3.38. In numerics cubature formulas are constructed
to preplace integration with respect to a measure by point evaluation (Dirac measures). In a first step,
the given functions f1, . . . , fm are approximated by polynomials and then in a second step these approx-
imations are integrated. But from our lower bound Theorem 3.38 we have seen that with increasing
degree the minimal number of atom increases and eventually exceed the number m of functions fi. This
immediately leads to the question why functions should be approximated by polynomials and then for
these approximations a point evaluation (atomic representing measure) should be found. But our analytic
treatment of the problem showed that this approximation can be circumvented or even left out completely.
In Section 6.2 we started the investigation of special families of functions and their Carathéodory number,
e.g., we investigated the systems
{1, xe2 , . . . , xem} with ei > 0 real in Theorem 6.5
and
{eλ1x, . . . , eλmx} with λi ∈ R in Theorem 6.6.
While the Richter Theorem already gives the existence of atomic measures and Theorem 3.38 a lower











Finally, in Section 6.5 we investigated the Carathéodory numbers of Gaussian mixtures and showed
that the methods for atomic measures can be applied with small modifications. We showed that for the
truncated moment problem with all monomials the Carathéodory number of atomic measures bound the
Carathéodory number of the Gaussian mixtures. For systems with gaps, this bound holds only for almost
all moment sequences and we even gave an example of C∞-functions, where this bound is violated, i.e.,
more Gaussian measures are needed than atomic measures. This lead to our final
Open Problem 7.9. Give sufficient conditions on A s.t. CGA ≤ CA holds?
For the polynomial cases An,d we have seen that
CGAn,d ≤ CAn,d in Theorem 6.31
holds. But in general we could only prove that a regular k-atomic measure of a moment sequence s
bounds CGA (s) ≤ k, see Theorem 6.33 and Theorem 6.34.
86 CHAPTER 7. CONCLUSIONS AND OPEN PROBLEMS
Acknowledgment
At first I want to thank my supervisor Konrad Schmüdgen not only for the possibility to work with him,
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[ABB+17] C. Améndola, N. Bliss, I. Burke, C. R. Gibbons, M. Helmer, S. Hoşten, E. D. Nash,
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[KN77] M. G. Krĕın and A. A. Nudel’man, The Markow Moment Problem and Extremal Problems,
Translations of Mathematical Monographs, no. 50, American Mathematical Society, Provi-
dence, Rhode Island, 1977.
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[PS08] M. Putinar and K. Schmüdgen, Multivariate Determinateness, Indiana U. Math. J. 57(6)
(2008), 2931–2968.
[Rez92] B. Reznick, Sums of even powers of real linear forms, Mem. Amer. Math. Soc., vol. 96, Amer-
ican Mathematical Society, 1992, MEMO/0463.
[Ric57] H. Richter, Parameterfreie Abschätzung und Realisierung von Erwartungswerten, Bl. Dtsch.
Ges. Versmath. 3 (1957), 147–161.
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[Sch17b] K. Schmüdgen, The Moment Problem, Graduate Texts in Mathematics, no. 277, Springer,
2017.
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