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I derive uni-directional wave equations for fields propagating in materials with both electric and magnetic
dispersion and nonlinearity. The derivation imposes no conditions on the pulse profile except that the material
modulates the propagation only slowly: i.e. that loss, dispersion, and nonlinearity have only a small effect over
the scale of a wavelength. It also allows a direct term-to-term comparison of the exact bi-directional theory with
its approximate uni-directional counterpart.
I. INTRODUCTION
In the past few years, composite materials (“metamateri-
als”) that demonstrate both an electric and magnetic response
have been the subject of both experimental and theoretical in-
vestigation. Often the motivation for this research is the po-
tential for exotic applications: for example, superresolution
[1], or the possibility of “trapped rainbow” light storage [2].
Despite these interesting possibilities, there is also the more
basic need for efficient methods for propagating optical pulses
in such metamaterials, in particular in one-dimensional (1D)
waveguide geometries. Indeed, methods for doing so have al-
ready led to interesting predictions (see, e.g., [3–5]). How-
ever, these methods, and earlier ones, (e.g. [6–9]) tend to
rely on mechanisms such as the introduction of a co-moving
frame, and assumptions that the pulse profile has negligi-
ble second-order temporal or spatial derivatives. Assuming
second-order derivatives are small may well be reasonable,
but it means that the pulse profile must remain well behaved.
This approximation therefore might well become poorly con-
trolled [6, 10], particularly for ultrashort or otherwise ultraw-
ideband pulses, or exotic or extreme material parameters. Ide-
ally we would prefer to make approximations based solely on
the material parameters of our device, so as to avoid making
assumptions about the state of an ever-changing propagating
pulse.
Here I derive 1D wave equations for a waveguide with both
electric and magnetic dispersion, and electric and magnetic
nonlinearity. I use the directional fields approach [11, 12],
which allows us to directly write down a first-order wave
equation for pulse propagation without complicated deriva-
tion or approximation. We simply look at the coupled forward
and backward wave equations that are a direct re-expression
of Maxwell’s curl equations, and substitute in the appropri-
ate dispersion and nonlinearity. I also show separate exam-
ples for second- and third-order nonlinearities in both electric
and magnetic responses, although the effects can be combined
if desired. Note that these directional fields are applicable
to more than just pulse propagation, as they have been used
to simplify Poynting-vector-based approaches to electromag-
netic continuity equations [13].
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The derivation makes only a single, well-defined approxi-
mation to reduce the bi-directional forward-backward coupled
model down to a single first-order wave equation – that of as-
suming small changes over the scale of a wavelength. This
approximation is remarkably robust for all physically realistic
parameter values – see [14] for an analysis focused on nonlin-
ear effects; more general considerations have been dealt with
in terms of factorized wave equations [15]. The resulting wave
equation retains all the usual intuitive and analytical simplicity
of ordinary wave propagation equations, unlike the computa-
tionally intensive approach of a direct numerical solution of
Maxwell’s equations (see, e.g., [7? ? ? ? ? ]).
This paper is structured as follows: Directional fields and
their re-expression of the Maxwell curl equations is outlined
in Section II, followed by the reduction of the bi-directional
wave equation into a uni-directional form in Section III. Sec-
tion IV shows wave equations for a doubly-nonlinear third-
order nonlinearity material, and Section V does the same for
a second-order case. In Section VI propagation under the in-
fluence of typical metamaterial responses is discussed, and I
conclude in Section VII.
II. DIRECTIONAL FIELDS
The directional fields approach [11] allows us to write down
wave equations for hybrid electromagnetic fields G±. Note
that here I define G± with an alternate (and more sensible)
sign convention than previously. Further, I also allow for more
general types of polarization and magnetization in such a way
as to provide a simpler presentation. For propagation along
the unit vector u, the propagation (curl) equation for G± is
written in the frequency domain as1
∇×G± =±ıωαrβru×G± ± ıωβru×Pc + ıωαrµ0Mc
(1)
with
G±(ω) = αr(ω)E(ω)±βr(ω)H(ω)×u. (2)
Here the electric response of the material is encoded in two
parts: a spatially invariant linear response component αr, and
1 See derivation in Appendix A.
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the remaining contributions (of any type) in Pc. Similarly, the
magnetic response is divided up in the same way between βr
and µ0Mc. Generally we will put the entire non-lossy linear
response of the medium (i.e. the dispersion) into the refer-
ence parameters αr and βr, although it may also be conve-
nient to specify only that the product αrβr is real (cf. [? ]).
All the nonlinear responses and other complications (“correc-
tions”), such as spatial variations in the material parameters,
remain in Pc and Mc. As an example, in [11] this approach
was applied to second-harmonic generation in a periodically
poled dielectric crystal. The time derivatives of these correc-
tions Pc and Mc correspond to bound electric and magnetic
currents respectively [13]. These Pc and Mc are functions of
both fields E and H, i.e. Pc ≡ Pc(E,H) and Mc ≡ Mc(E,H).
If we choose instead to have frequency-independent αr and
βr, then the remaining linear response can simply be included
in Pc and Mc; in this case the “weak loss and nonlinearity”
condition I use later to decouple forward and backward fields
would then need to be broadened to include weak dispersion
as well (also see [11] for more discussion). However, neither
version imposes any requirements on the pulse profile.
It is useful to give a simple example of the directional fields
to provide some insight into their nature. In the pure trans-
verse plane-polarized case, with fields propagating along the
z direction, and frequency-independent (material parameters)
permitivitty εr and permeability µr, we can write
G±x =
√
εrEx±√µrHy, (3)
G±y =
√
εrEy∓√µrHx, (4)
where this simple G±x definition matches the original proposal
of Fleck [16].
It is worth considering how reflections arise in this pic-
ture based on spatially invariant reference parameters aug-
mented by corrections terms. Leaving aside for now the dis-
tinctions between spatially propagated fields and temporally
propagated ones (see the discussion in [15]), transition to a
new media can be handled in two ways. First, we could map
the existing fields G± onto new ones G±n based on new ref-
erence parameters αrn and βrn. Here a pure G+ field would
separate into two pieces, one a forward propagating G+n , and
the other a “reflected” backward propagating G−n . Second, we
might retain the existing reference parameters, and have mod-
ified corrections P′c and M′c. These altered correction terms
then couple the forward and backward directed fields, induc-
ing the necessary reflection in G−; although as a side-effect
of our now no longer optimal αr and βr, the forward evolving
field is made up of coupled G+ and G− components [11].
A. Material response
We define the electric and magnetic material response in
the frequency domain, as it greatly simplifies the description
of the linear components. Let us chose a reference behaviour
given by εr(ω),µr(ω), and use them to define reference pa-
rameters αr(ω) =
√
εr(ω) and βr(ω) =
√
µr(ω). Note that
these are allowed to have a frequency dependence [11], and
that αrβr is just the reciprocal of the (reference) speed of light
in the medium (i.e. nr/c). We therefore have that the electric
displacement and magnetic fields are
D(ω) = ε0E(ω)+P(ω) = εr(ω)E(ω)+Pc(ω), (5)
B(ω) = µ0H(ω)+M(ω) = µr(ω)H(ω)+ µ0Mc(ω). (6)
To give a specific example, we can define frequency-
dependent loss and dispersive corrections by κε(ω) and
κµ(ω), along with (e.g.) independent third-order nonlinear-
ities χε ,χµ to both the material responses; although any ap-
propriate expression can be used – even magneto-electric or
other types. Thus we can write the frequency domain expres-
sions
Pc(ω) = α2r κε E+ ε0F
[
χε E2(t)
]
⋆E (7)
µ0Mc(ω) = β 2r κµH+ µ0F
[
χµH2(t)
]
⋆H, (8)
where F[...] takes the Fourier transform (which is necessary
because nonlinear effects are defined in the time domain as
powers of the field) and ⋆ denotes a convolution [i.e., a ⋆ b =∫
a(ω)b(ω −ω ′)dω ′]. If the nonlinearity is time dependent,
then the simple χε E2 type terms can be replaced with the ap-
propriate convolution. In general, it is best to pick αr,βr sub-
ject to the condition that the sizes of Pc and Mc are minimised.
In a double-negative material (with both ε,µ < 0) we would
get imaginary αr,βr, changing the complex phase of G±(ω)
away from that given by the original E and H. Since this is
in the frequency domain, it converts into a phase shift in the
time domain, so although imaginary-valued αr,βr might seem
inconvenient, it does not give unphysical results.
III. WAVE EQUATIONS
Starting with the vectorial curl equation (1), I first take the
1D, but bi-directional, limit, and describe the approximation
necessary to produce a simpler uni-directional form. After
this, I discuss how the common transformations used in opti-
cal wave equations can be applied in this context. All equa-
tions and field quantities are in the frequency (ω) domain, un-
less explicitly noted otherwise.
A. Bi-directional wave equations
Here we set u along the z axis without loss of general-
ity, and consider just an x polarized wave (i.e., consisting
of Ex,Hy). This means we use the y component of eqn. (1)
with ∂z = d/dz, so that the wave equations for the full spec-
trum fields G±x (ω), coupled by corrections Px ≡ Pc,x(ω) and
My ≡ Mc,y(ω) are
∂zG±x =±ıωαrβrG±x ± ıωβrPx + ıωαrMy. (9)
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Following the detailed discussion in [15]2, we say that this
wave equation propagates (“steps”) the fields forward along
the z direction using oppositely directed fields G+x and G−x .
These fields can be written as functions of either time or fre-
quency, and pulses they describe therefore evolve (travel) for-
ward or backward in time.
Consider the example case with parameters κε(ω) and
κµ(ω), and χε ,χµ in eqns. (7) and (8). Defining kr(ω) =
ωαr(ω)βr(ω), we get
∂zG±x =±ıkrG±x ±
ıkrκε
2
(
G+x +G−x
)
+
ıkrκµ
2
(
G+x −G−x
)
± ıkr
2
ε0
εr
F
[
χε E2
]
⋆
(
G+x +G−x
)
+
ıkr
2
µ0
µr
F
[
χµH2
]
⋆
(
G+x −G−x
)
. (10)
Note that even for a frequency-independent choice of the ref-
erence parameters αr and βr, the reference wave vector kr re-
tains a (linear) frequency dependence. Also, the dispersion
and/or loss parameters κε ,κµ are directly related to ε and µ
respectively, and not to a refractive index n or wavevector k.
This is why there is a factor of 1/2 associated with their ap-
pearance in eqn. (10) and subsequently.
If written in the time domain, these wave equations are seen
to propagate the full temporal history of a field forward in
space. There, the reference propagation given by ±ıkrG±x be-
comes a convolution if kr retains a nontrivial frequency de-
pendence. However, if we expand kr(ω) around a central
frequency ω1 in powers of ω −ω1, we can instead convert
it (in the time domain) into a Taylor series in time deriva-
tives, which is a popular alternative to the frequency domain
form used here. However, if implementing a split-step Fourier
method of solving these wave equations, dispersion is applied
in the frequency domain, so that in general such an expansion
is an unnecessary complication.
B. Uni-directional approximation
Now we apply the approximation: that the effect of any
correction terms is small over propagation distances of one
wavelength – or, if you prefer, over time intervals of one op-
tical period. This translates into a weak loss and nonlinear-
ity assumption; and if the correction terms Pc and Mc in-
clude dispersion, a weak dispersion assumption is also made.
These are rarely very stringent approximations. If |Pc|<< |D|
and |µ0Mc| << |B|, then a forward G+ has minimal co-
propagating G− [11]. Further, the forward field has a wave
vector kr evolving as exp(+ıkrz), but any generated backward
component will evolve as exp(−ıkrz). This gives a very rapid
relative oscillation exp(−2ıkrz), which will quickly average
to zero. Nevertheless, although achievable optical nonlinear-
ity coefficients fall well within this approximation, care may
2 Section III
need to be taken with the dispersion, particularly if near a band
edge or in the vicinity of a narrow resonance.
A directly comparable approximation is treated exhaus-
tively in [15], where although applied to bi-directional factor-
izations of the second-order wave equation, the physical con-
siderations are exactly the same: Deviations from the refer-
ence behaviour over a propagation distance of one wavelength
should be small. Note that the slow evolution approximation
applied here is not the same as other “slowly varying” types
of approximation [e.g., the slowly varying envelope approxi-
mation (SVEA)] – although the physical motivation is similar,
the approach used here is far less restrictive.
After we apply this weak correction or “slow evolution”
approximation, we set the initial value of G−x ≡ 0, and can
be sure that it will stay negligible. Thus eqn. (9) for the full
spectrum, forward directed field G+x (ω) can be written as
∂zG+x ≃+ıωαrβrG+x + ıωβrPx + ıωαrµ0My. (11)
Alternatively, we can scale the G+x field so that it has the
same units and scaling as the electric field, using F+x (ω) =
G+x (ω)/2αr(ω). This gives
∂zF+x ≃+ıωαrβrF+x + ıωβr2αr P
+
x + ı
ω
2
µ0M+y . (12)
Note that E+x = G+x /2αr ≡ F+x and H+y = G+x /2βr ≡
F+x αr/βr, since G−x = 0. In either version of these
uni-directional equations, P+x ≡ P(E+x ,H+y ) and M+y ≡
M(H+y ,E+x ) – the uni-directional (residual) polarization P+x
and (residual) magnetization M+y should not be written as
functions of the total fields Ex and Hy.
C. Modifications
Either of eqns. (11) or (12) by themselves are sufficient
to model the propagation of the electric and magnetic fields.
However, there are many traditional simplifications which can
be applied, and which in other treatments are even sometimes
required in order obtain a simple evolution equation. In par-
ticular, the various envelope equations [6–8, 17] all use co-
moving and/or envelopes as a preparation for discarding in-
convenient derivatives: Here such steps are optional extras.
These are all considered in more detail for a factorised wave
equation approach in [15], but here I have adapted them for
this context.
1. A co-moving frame can now be added, using t ′ = t −
z/v f . This is a simple linear process that causes no ex-
tra complications; the leading right-hand side (RHS)
ıαrβrω = ıkr term is replaced by ı(αrβrω ∓ k f ), for
frame speed v f = ω0/k f . Setting k f = kr(ω0) will can-
cel the phase velocity vp of the pulse at ω0, not the
group velocity.
2. The field can be split up into pieces localized at certain
frequencies, as done in descriptions of optical paramet-
ric amplifiers or Raman combs (as in, e.g., [6, 18, 19]).
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The wave equation can then be separated into one
equation for each piece, coupled by the appropriate
frequency-matched polarization terms (see, e.g., [20]).
3. A carrier-envelope description of the field can easily
be implemented with the usual prescription of [21, 22]
F+x (t) = A(t)exp[ı(ω1t − k1z)] + A∗(t)exp[−ı(ω1t −
k1z)] defining an envelope A(t) with respect to carrier
frequency ω1 and wave vector k1; this also provides
a built-in a co-moving frame v f = ω1/k1. Multiple
envelopes centred at different carrier frequencies and
wave vectors (ωi, ki) can also be used [20, 21].
4. Bandwidth restrictions might be added (see below), ei-
ther to ensure a smooth envelope or to simplify the wave
equations; in addition they might be used to separate out
or neglect frequency mixing terms or harmonic gener-
ation. As it stands, no bandwidth restrictions were ap-
plied when deriving eqns. (11) or (12) – there are only
the limitations introduced by the dispersion and/or po-
larization models to consider. Typically we would ex-
pand the model parameters to the first few orders about
some convenient reference frequency ω0.
5. Mode averaging is where the transverse extent of a
propagating beam is not explicitly modeled, but is sub-
sumed into a description of a transverse mode profile; as
such it is typically applied to situations involving opti-
cal fibres or other waveguides. Thus we could use mode
averaging when calculating the effective dispersion or
nonlinear parameters. See, for example, [23] for a re-
cent approach, which goes beyond a simple addition of
a frequency dependence to the “effective area” of the
mode, and generalizes the effective area concept itself.
D. Diffraction
One important feature lacking in this approach is the han-
dling of transverse effects such as diffraction, although they
can be inserted by hand (at least in the paraxial limit) by
adding the term ı(∂ 2x + ∂ 2y )F+x /2kr to the RHS [12]. How-
ever, no treatment of transverse effects has been achieved in
a native directional fields description on the basis of the first-
order equations – although transverse terms arise naturally in
the second-order equation resulting from taking the curl of
eqn. (1). Treating nonlinear diffraction [24] suffers the same
difficulties, although presumably it might be incorporated in
an analogous way as to ordinary diffraction.
IV. THIRD-ORDER NONLINEARITY
Third-order nonlinearities are common in many materials,
for example in the silica used to make optical fibres (see, e.g.,
[9]). There are many applications of significant scientific in-
terest, for example, white light supercontinnua [25–27], opti-
cal rogue waves [28]; or filamentation [29, 30].
Here we study propagation through such a material, with
non-reference linear responses κε ,κµ (describing e.g. loss
and dispersion), and instantaneous magnetic third-order non-
linearity χµ [? ] along with the more common electric type
χε . For such a system, and for plane-polarized fields, the prop-
agation equation is
∂zF+x =+ıkr
[
1+
κε
2
+
κµ
2
]
F+x
+
ıkr
2
ε0
εr
[
χε +
µ0
ε0
ε2r
µ2r
χµ
]
F
[
F+2x (t)
]
⋆F+x . (13)
This is a generalized nonlinear Schro¨dinger (NLS) equation,
and it retains both the full field (i.e. uses no envelope descrip-
tion) and the full nonlinearity (i.e. includes third-harmonic
generation). The only assumptions made are that of transverse
fields and weak dispersive and nonlinear responses; these lat-
ter assumptions allow us to decouple the forward and back-
ward wave equations. This decoupling allows us, without
any extra approximation, to reduce our description to one of
forward-only pulse propagation. The specific example chosen
here is for a cubic nonlinearity, but it is easily generalized to
the noninstantaneous case or even other scalar nonlinearities.
We can transform eqn. (13) into one closer to the ordinary
NLS equation by representing the field in terms of an envelope
and carrier
F+x (t) = A(t)exp [ı(ω0t− k0z)]+A∗(t)exp [−ı(ω0t− k0z)] ,
(14)
where we choose the carrier wave vector to be k0 = kr(ω0) =
ω0αr(ω0)βr(ω0). After separating into a pair of complex-
conjugate equations (one for A and one for A∗), and ignor-
ing the off-resonant third-harmonic generation term, this gives
us the expected NLS equation without diffraction. The cho-
sen carrier effectively moves us into a frame that freezes the
carrier oscillations, but this phase velocity (vp = ω/k) frame
differs from one that is co-moving with the pulse envelope
(i.e., one moving at the group velocity vg = ∂ω/∂k). After
we transform into a frame co-moving with the group velocity
at ω0, where ∆g = ω0[v−1g (ω0)− v−1p (ω0)], the wave equation
for A(ω) is
∂zA =+ıK(ω)A +
ıkr
2
ε0
εr
F
[
2χ |A(t)|2A(t)
]
, (15)
where K(ω) = kr[κε(ω) + κµ(ω)]/2 + ∆g; and χ = χε −
(µ0ε2r /ε0µ2r )χµ . All that has been assumed to derive this stan-
dard envelope NLS equation is uni-directional propagation
and negligible third-harmonic generation. The self-steepening
term, often seen in (or added to) NLS equations arises from
the frequency dependence of kr. This self-steepening has both
electric and magnetic contributions, which can be adjusted in-
dependently, as has been pointed out by Wen et al. [4] for the
case of the SVEA limit. In Section VI, I discuss how the im-
portance of each contribution varies with frequency for both a
double-plasmon model (as in [4]), and a wire-array and split-
ring model more typical of practical metamaterials.
It is worth comparing this eqn. (15) to D’Aguanno et al.’s
[5] eqn. (5) [hereafter eqn. (DMB5)]. Although in many re-
spects they appear to be the same, mine is far more general
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and can be applied (at least in principle) to an arbitrarily wide
pulse bandwidth, whereas theirs is subject to the rather re-
strictive SVEA. For example, my eqn. (15) results from only
one “slow evolution” approximation, as opposed to the numer-
ous steps, substitutions, and approximations in Section 2 of
[5]. I also retain the possibility of arbitrary dispersion K(ω),
whereas theirs retains only the second-order part (i.e. as ∝ ∂ 2t ,
which in the frequency domain would be ∝ ω2). Indeed, with
the dispersion and nonlinear factors in my eqn. (13) com-
bined, that full-spectrum wave propagation equation is scare-
cly more complicated than eqn. (DMB5). Similar remarks
also hold when comparing eqn. (15) to Wen et al.’s [4]: but
although Wen et al.’s result is also restricted by the SVEA, it
does at least allow for diffraction. Both, however, along with
Scalora et al.’s form [3], cannot model the full non-envelope
field, nor revert to an exact and explicitly bi-directional form,
as in my eqn. (9) or (10).
V. SECOND-ORDER NONLINEARITY
Treating a second-order nonlinearity is more complicated
than the third-order case, since it typically couples the two
possible polarization states of the field together. Such inter-
actions occur in materials used for optical parametric ampli-
fication, and have long been used for a wide variety of appli-
cations (see, e.g., [21, 31, 32]). To model the cross-coupling
between the orthogonally polarised fields, it is necessary to
solve for both field polarizations; and to allow for the birefrin-
gence we need two pairs of (non-reference) linear responses,
i.e. κεx,κεy and κµx,κµy.
As an example, I choose a magnetic nonlinearity that cou-
ples Hy and Hx in the same way as the electric nonlinearity
couples Ex and Ey, although other configurations are possible.
This means that the βru×P term in eqn. (1), which repre-
sents the non-reference part of the electric response, needs to
include those for the standard second-order nonlinear terms
(here Px ∝ ExEy and Py ∝ E2x ). Similarly, the αrµ0M term has
ones for the complementary second-order nonlinear magnetic
response. Note that second-order nonlinear magnetic effects
have been measured in split ring resonators by Klein et al. [?
? ].
Since it is convenient, I split the vector form of the G± wave
equation up into its transverse x and y components. By noting
that the definition of G±y means that H+x =−F+y αr/βr, the 1D
wave equations can be written as
∂zF+x =+ıkr
[
1+ κεx
2
+
κµy
2
]
F+x
+ 2
ıkr
2
ε0
εr
[
χε − µ0
ε0
(
εr
µr
) 3
2
χµ
]
F
[
F+y (t)F
+
x (t)
]
(16)
∂zF+y =+ıkr
[
1+
κεy
2
+
κµx
2
]
F+y
+
ıkr
2
ε0
εr
[
χε +
µ0
ε0
(
εr
µr
) 3
2
χµ
]
F
[
F+x (t)
2] .
(17)
These wave equations for the field are strikingly similar to the
usual SVEA equations used to propagate narrowband pulses;
the main differences are the addition of terms for magnetic
dispersion (κµx,κµy) and nonlinearity (χµ), and the lack of a
co-moving frame.
We can transform eqns. (16) and (17) into a form close to
the usual equations for a parametric amplifier by representing
the x and y polarized fields in terms of three envelope and
carrier pairs:
F+x (t) = A1(t)exp [ı(ω1t− k1z)]+A∗1(t)exp [−ı(ω1t− k1z)]
+A2(t)exp [ı(ω2t− k2z)]+A∗2(t)exp [−ı(ω2t− k2z)]
(18)
F+y (t) = A3(t)exp [ı(ω3t− k3z)]+A∗3(t)exp [−ı(ω3t− k3z)] ,
(19)
where ω3 = ω1 +ω2. After separating into pairs of complex-
conjugate equations (one each for all Ai and A∗i ), and ignoring
the off-resonant polarization terms, we transform into a frame
co-moving with the group velocity, although here we select
the group velocity of a preferred frequency component, with
∆g = ω(v−1g − v−1p ). The wave equations for the Ai(ω) are
then
∂zA1 =+ıK1(ω)A1 +
ık20
2k1
χ−F [2A3(t)A∗2(t)]e−ı∆kz (20)
∂zA2 =+ıK2(ω)A2 +
ık20
2k2
χ−F [2A3(t)A∗1(t)]e−ı∆kz (21)
∂zA3 =+ıK3(ω)A3 +
ık20
2k3
χ+F [A1(t)A2(t)]e+ı∆kz. (22)
Here K1,2(ω) = k1,2[κεx(ω)+κµy(ω)]/2+∆g and K3(ω) =
k3[κεy(ω)+κµx(ω)]/2+∆g; we choose kr for each equation
differently (i.e., with kr ∈ {k1,k2,k3}); also the phase mis-
match term is ∆k = k3 − k2 − k1. The combined nonlinear
coefficient is χ± = χε ± (µ0/ε0)(εr/µr)3/2χµ .
VI. DISCUSSION
Examining the respective roles of the reference permittivity
εr and permeability µr in eqns. (13) and (16), (17), we see
that as far as dispersion and other linear effects are concerned,
the two components simply add. In contrast, their effect on
nonlinear terms is more dramatic: with the ratio Y 2 = εr/µr
scaling the nonlinear corrections to the magnetization into the
electric field units of F±. This is because Y 2 determines how
much of a given directional field F± is electric field and how
much magnetic field; large values of Y 2 correspond to cases
where the magnetic field is most prominent. Indeed, Y is just
the reciprocal of the electromagnetic impedance of our chosen
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FIG. 1: Normalised electromagnetic field ratio and ε,µ curves for
Drude responses in both permittivity εr and permeability µr. The
magnetic resonance at ωµ = ωε/
√
2 is lower than the (dielectric)
plasma frequency ωε , and γε = γµ = 0.01ωε . Large |Y | corresponds
to mostly magnetic G± fields, small |Y | corresponds to mostly elec-
tric G±. The frequency ranges of propagating negative phase veloc-
ity (NPV) and positive phase velocity (PPV) light are shown.
reference medium, and only if Y is real-valued do propagating
fields exist, since otherwise the fields become evanescent.
Figures 1 and 2 show how Y varies with frequency for two
different metamaterial types, with the dispersions encoded on
εr and µr and scaled by ω2 to moderate the low-frequency
singularity of the Drude response. The extreme limits of large
Y occur when |µr| ≪ |εr|, that is, usually just at an edge of a
non-propagating band, where µr is about to change sign. In
such a region, it would be better to revert to the G± fields,
or to rescale the propagation equations into units of magnetic
field (e.g., with some K± = G±/2βr).
In previous work [3–5], a Drude type response for both ε
and µ was assumed, where εr,µr ∝ 1−ω2ε,µ/(ω2 − ıγε,µω);
and this situation is shown on Fig. 1. However, although the
dielectric response in metamaterials (e.g., a wire grid array
[? ? ]) often has this behaviour, the magnetic response of
split ring resonators (SRRs) differs. SRR magnetization is
best described by a pseudo-Lorentz model3 [? ] with µr ∝ 1+
Fµω2/(ω2−ω2µ − ıγµω), although sometimes a true Lorentz
response is used instead, µr ∝ 1+Fµω2µ/(ω2 −ω2µ − ıγµ ω).
Note the difference between the numerators in these latter two
expressions: a frequency-dependent ω2 versus a constant ma-
terial parameter ω2µ . The pseudo-Lorentz model has an incor-
rect high-frequency behaviour, and so it is incompatible with
the Kramers-Kronig relations that enforce causality. However,
at low and medium frequency it is a better match to the phys-
ical response of SRRs, and so I use it for Figs. 2 and 3.
There are frequency ranges over which the linear material
responses vary dramatically, and in particular on Fig. 3 (which
uses the same model as Fig. 2) this is evident for both the re-
fractive index n and group velocity vg. If we aim to operate in
such regions, this leads to two potential complications. First,
if we have chosen reference parameters that do not match the
3 Also known as the “F-model”
ω  ε
ω  µ
ω/ω ε
2Y
2Y
2Y
2
propagating
NPV
propagating
PPV
2
10 2
0
FIG. 2: Normalised electromagnetic field ratio and ε,µ curves
for Drude response permittivity εr (dot-dashed line), with a pseudo-
Lorentz response for the permeability µr (dashed line). The magnetic
resonance at ωµ = ωε/
√
2 is lower than the (dielectric) plasma fre-
quency ωε , and γε = γµ/5 = 0.01ωε , Fµ = 5. The high-frequency
behaviour of the pseudo-Lorentz model “illegally” increases faster
than that of the Drude model, whereas a properly causal form should
match it. Apart from detail, and the high-frequency behaviour, re-
placing the pseudo-Lorentz model with the (causal) Lorentz one
gives a figure of similar appearance. The frequency ranges of propa-
gating NPV and PPV light are shown.
propagating PPV
0.7 1.0 1.3
propagating
NPV
0.0
n
n
vg
vg
FIG. 3: Normalised refractive index n (solid line) and group velocity
vg = dk/dω (dashed line) for the system defined in fig. 2, for only
those frequencies where the field propagates. By comparing with fig.
2, we can see that the edges of the NPV band are dominated by the
magnetic field, whereas the lower edge of the PPV band is dominated
by the electric field. Note that in the NPV band, the sign of the group
velocity is not tied to the sign of the phase velocity.
linear material responses exactly, then the correction terms
will become large, meaning that our wavelength-scale “slow
evolution” approximation may come under threat. Second,
even if our reference parameters do match the linear material
responses exactly, our wavelength-scale will have become fre-
quency dependent, and so again our “slow evolution” approxi-
mation may be threatened. In either case the solution is simple
– we just need to revert to the bi-directional wave equations
[i.e., eqns. (9) or (10)]. However, this does not necessarily
mean that any backward evolving fields are generated (as ex-
plained in [11], and following a different approach in [15]), so
that in principle one could optimize the propagation by rein-
stating it only over those frequency ranges where it becomes
necessary.
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VII. CONCLUSIONS
I have derived a uni-directional optical pulse propagation
equation for media with both electric and magnetic responses,
based on the directional fields approach [11]. This involved a
re-expression of Maxwell’s equations, and required only a sin-
gle approximation to reduce a one dimensional bi-directional
model, to a uni-directional first-order wave equation. The sim-
plicity of this approach makes it very convenient in waveg-
uides, optical fibres, or other collinear situations. The impor-
tant approximation is that the pulse evolves only slowly on the
scale of a wavelength; and indeed this is a valid assumption
in a wide variety of cases – note in particular that nonlinear
effects have to be unrealizably strong to violate it [14]. The
result has no intrinsic bandwidth restrictions, makes no de-
mands on the pulse profile, and does not require a co-moving
frame – unlike other common types of derivation [6–9].
The resulting equations have the advantage that they are
straightforward to write down, despite containing the compli-
cations of both electric and magnetic responses, and that a
carrier-envelope representation or co-moving frames are easy
to apply if desired, requiring no further approximation. In
this, they match the clarity and flexibility of factorized second-
order wave equations [15, 33, 34], but they can more easily
incorporate the effects of magnetic material responses – albiet
at the cost of being restricted to one dimensional propagation.
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Appendix A: Derivation of eqn. (1)
The derivation in this paper is simpler, more general, and
defines G± using a better sign convention than those in [11,
35]. I start with the Maxwell curl equations, and transform
into frequency space:
∇×H(t) = +∂tεr ⋆E(t)+ J(t),
∇×E(t) =−∂t µr ⋆H(t)− µ0K(t) (A1)
∇×H(ω) =−ıω αr(ω)2E(ω)+ J(ω),
∇×E(ω) = +ıω βr(ω)2H(ω)− µ0K(ω). (A2)
I now rotate the ∇×H equation by taking the cross product
with u,
u× (∇×H) =−ıω α2r (u ×E)+u× J, (A3)
scale each part by βr and αr respectively, while insisting that
these parameters do not depend on position. Thus,
u× (∇×βrH) =−ıω βrα2r (u ×E)+u×βrJ,
∇×αrE =+ıω αrβ 2r H−αrµ0K, (A4)
and then take the sum and difference –
∇×αrE± u× (∇×βrH)
= +ıω αrβ 2r H ∓ ıω βrα2r (u ×E)
± u×βrJ−αrµ0K. (A5)
The vector G± fields are defined in eqn. (2), but that ne-
glects the longitudinal part of H. Thus, for completeness, we
also need to define G◦ = u ·βrH (as in [11, 35]). Their form
means that I need to convert both the second term on the LHS
of the sum-and-difference equation above, as well as the RHS.
It is most important for the LHS to be simple, because this
will define the type of propagation specified by the RHS. In
the following I use the vector identity.
u× (∇×H)−∇(u ·H) = ∇× (u×H) , (A6)
along with u× [u×H] = [u ·H]u−H, so that
u×G∓ = u×αrE±u× [u×βrH] (A7)
= u×αrE∓βrH ± [u ·βrH]u (A8)
= u×αrE∓βrH ±uG◦. (A9)
Continuing the derivation,
∇×αrE ± u× (∇×βrH) = +ıωαrβ 2r H ∓ ıωβrα2r (u×E) ±u×βrJ−αrµ0K, (A10)
∇×αrE ± ∇× (u×βrH)±∇(u ·βrH) = +ıωαrβ 2r H ∓ ıωβrα2r (u×E) ±u×βrJ−αrµ0K (A11)
∇× [αrE ± (u×βrH)] = +ıωαrβ 2r H ∓ ıωβrα2r (u×E)∓∇(u ·βrH) ±u×βrJ−αrµ0K (A12)
∇×G∓ = ıω {αrβ 2r H ∓ βrα2r (u×E)}∓∇(u ·βrH) ±u×βrJ−αrµ0K (A13)
I now rearrange eqn. (A13) to give the final form, in which I substitute ∂tP = J(t) and ∂tM = K(t) to match eqn. (1). Thus
∇×G∓ = ıω {αrβruG◦ −αrβ 2r (u× [u×H]) ∓βrα2r (u×E)}∓∇G◦ ±u×βrJ−αrµ0K (A14)
=∓ıω {βrα2r (u×E)±αrβ 2r (u× [u×H])} + ıωαrβruG◦ ∓∇G◦ ±u×βrJ−αrµ0K, (A15)
and finally
∇×G± =±ıω αrβru×G± + ıωαrβruG◦ ±∇G◦ ∓u×βrJ−αrµ0K (A16)
=±ıω αrβru×G± + ıωαrβruG◦ ±∇G◦ ± ıωβru×P+ ıωαrµ0M. (A17)
Note that for J(t) = ∂tP= ∂tκε E(t), where κε is some com- plicated but scalar dielectric response function, we have
∓u×βrJ(ω) =±ıωβru×P =±ıωα2r βrκε ⋆u×E
(A18)
=±ıω α
2
r βr
2
κε ⋆
(
u× [G++G−]) , (A19)
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and for K(t) = ∂tM = ∂tκµH(t), where κµ is some compli-
cated but scalar magnetic response function, we have
−αrµ0K(ω) = +ıωµ0αrM =+ıωµ0αrκµ ⋆H (A20)
=+ıωµ0αrκµ ⋆ (u [u ·H]−u×u×H) (A21)
=+ıωµ0
αr
βr κµ ⋆ (uG
◦−u× [u×βrH])
(A22)
=−ıωµ0 αr2βr κµ ⋆
(
u× [G+−G−]− 2uG◦) .
(A23)
Finally, when generating eqn. (A3), we lost the longitudinal
part of ∇×H = ∂εrE+ J (i.e. that parallel to u). This is
u ·∇×H =−ıωα2r u ·E+u ·J (A24)
u ·∇× (G+−G−+ 2uG◦)=−ıωαrβru · (G+−G−)
+ 2βru ·J (A25)
2u · (∇G◦−u×∇G◦) =−ıωαrβru · (G+−G−)
+ 2βru ·J (A26)
2u ·∇G◦ =−ıωαrβru · (G+−G−)+ 2βru ·J, (A27)
since ∇×G◦u = G◦∇×u−u×∇G◦ =−u×∇G◦, and
u ·∇× (G+−G−)= ıωαrβru ·u× (G++G−)
+ 2u ·∇G◦+ 2ıωβru ·u×P (A28)
= 2u ·∇G◦. (A29)
Appendix B: Correction terms
In this appendix I work through the details of how the polar-
ization and magnetization terms scale with respect to one an-
other. To simplify matters, I assume all corrections are scalar
since when εr and µr are not field-polarization or orientation
sensitive, the scalings remain the same, even if the specific
field terms may vary (e.g. ExEy instead of E2x ).
Consider the general unidirectional equation for F±x (i.e.
eqn. (10)), and replace the polarization and magnetization
terms with dimensionless response parameters qε and qµ mul-
tiplied by the appropriate field Ex or Hy. Then replace Ex and
Hy with their representation in terms of F+x , so that
ıω
2
βr
αr
Px +
ıω
2
µ0My =
ıω
2
βr
αr
qε ε0Ex +
ıω
2
qµ µ0Hy (B1)
=
ıω
2
[βr
αr
qε ε0F+x + qµ µ0
αr
βr F
+
x
]
(B2)
=
ıωαrβr
2
[
qεε0
α2r
F+x +
qµ µ0
β 2r F
+
x
]
(B3)
=
ıkr
2
ε0
εr
[
qε + qµ
µ0
ε0
εr
µr
]
F+x , (B4)
remembering that F+ = E = (βr/αr)H, and that εr = α2r , and
µr = β 2r .
Since we consider the electric-field-like field F+, the po-
larization corrections are trivial to write down; as for an m-th
order nonlinear term, qε = χε F+(m−1). This means we need
only concentrate on the magnetization correction. If qµ is
that for an m-th order nonlinear term, then qµ = χµHn−1 =
χµ(αr/βr)(m−1)F+(m−1). Writing down only the term in
square brackets from eqn. (B4) gives us
[
qε + χµ
µ0
ε0
εr
µr
(
αr
βr
)m−1
F+(m−1)x
]
F+x (B5)
=
[
qε + χµ
µ0
ε0
(
εr
µr
)m+1
2
F+(m−1)x
]
F+x . (B6)
Note that corrections for linear loss or gain are first-order pro-
cesses (i.e. with m = 1), where for loss we need q ∼ ıγ , with
γ > 0; Thus for loss the whole correction term will be propor-
tional to −γF+x , as would be expected.
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