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SOMMAIRE 
L'imagerie photo-acoustique est une nouvelle modalite developpee pour diverses 
raisons mais qui jouit, aujourd'hui, d'un interet plus particulier quant a son uti-
lisation sur les petits animaux. Comme en imagerie optique diffuse, elle est sen-
sible au contraste endogene present dans les tissus mais permet d'atteindre une 
meilleure resolution pour une portee moyenne de l'ordre de 3 a 10mm. Cependant, 
les temps d'acquisition necessaires pour l'obtention d'une image satisfaisante avec 
les algorithmes de reconstruction actuels sont tres longs, phenomene provoque par 
la quantite de lumiere limitee a laquelle un tissu peut etre expose. Ainsi, pour rea-
liser une mesure resolue en temps avec cette methode, il est necessaire de se doter 
d'une electronique complexe et couteuse. 
Ce memoire propose une nouvelle strategic de reconstruction impliquant les 
bases compressees. En utilisant le formalisme de l'echantillonnage compresse, il 
est possible, a partir d'un petit nombre de projections lineaires d'une image com-
pressible de detenir suffisament d'information pour la reconstruire exactement. En 
effet, en concevant la mesure adequatement, il est possible de faire comme si Ton 
echantillonnait directement l'image a recuperer dans une base compressee. En utili-
sant cette methode, le nombre de mesures necessaires a la reconstruction pour une 
qualite donnee est grandement reduit. Dans certaines configurations, ce nombre est 
cinq fois plus petit que pour la methode reconnue dans la litterature. 
Une telle diminution permet d'abord la reduction du nombre de detecteurs 
et done du cout de fabrication de l'appareil d'imagerie. A l'inverse, si ce nombre 
de detecteurs n'est pas reduit, l'echantiollonnage compresse permet d'ameliorer la 
qualite de la reconstruction ou d'obtenir une meilleure resolution temporelle. 
Vll 
ABSTRACT 
Photo-acoustic imaging has been developed for different purposes but recent years 
has seen the modality gain interest with applications to small animal imaging. As 
a technique it is sensitive to endogenous optical contrast present in tissues and, 
contrary to diffuse optical imaging, it promises to bring high resolution imaging for 
in vivo studies at mid-range depths (3mm-10mm). Because of the limited amount of 
radiation tissues can be exposed to, existing reconstruction algorithms for circular 
tomography require a great number of measurements and averaging, implying long 
acquisition times. Time-resolved photo-acoustic imaging is therefore possible only 
at the cost of complex and expensive electronics. 
This thesis suggests a new reconstruction strategy using the compressed sensing 
formalism which states that a small number of linear projections of a compressible 
image contain enough information for reconstruction. By directly sampling the 
image to recover in a sparse representation, it is possible to dramatically reduce 
the number of measurements needed for a given quality of reconstruction. In given 
configurations, this number is reduced five-fold in comparison with the literature 
gold-standard. 
Reducing the number of measurements translates directly in the possibility of 
reducing the number of detectors in the imaging system, which means a lower 
fabrication cost. On the other hand, if this number of detector is kept constant, 
the compressed sensing approach provides a better image reconstruction or a higher 
frame rate. 
Vlll 
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Le contenu de ce memoire a fait l'objet d'un article de conference presente le 
5 juin 2007 dans le cadre de Photonics North intitule Compressive Sampling in 
Photo-Acoustic Imaging. Cet article est presente en annexe. 
Un article a aussi ete soumis au journal IEEE Transactions on Medical Ima-
ging et a pour titre The Application of Compressed Sensing to Photo-Acoustic 
Tomography. II est presente au chapitre 5. 
L'originalite de ces travaux reside dans l'utilisation d'une nouvelle theorie en 
traitement du signal, l'echantillonnage compresse, pour la conception d'un algo-
rithme de formation de l'image en imagerie photo-acoustique. Ce nouvel algorithme 
permet une reduction significative du nombre de mesures necessaires pour une qua-
lite d'image donnee. Cela a pour principale consequence une reduction des couts de 
fabrication et ouvre la voie a l'imagerie photo-acoustique resolue en temps. II s'agit 
aussi d'une des premieres applications de la theorie de l'echantillonnage compresse. 
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I N T R O D U C T I O N 
Depuis quelques annees, le domaine de l'imagerie medicale se transforme. De 
nouvelles methodes, basees sur l'imagerie moleculaire, apparaissent et permettent 
de cibler tres specifiquement certains recepteurs biologiques et ce au niveau cel-
lulaire. L'imagerie moleculaire est defmie comme la caracterisation et la mesure 
in vivo des processus biologiques cellulaires et moleculaires en opposition a l'ima-
gerie conventionnelle anatomique ou fonctionnelle. Ainsi, l'intention est de cibler 
des anomalies moleculaires qui sont a l'origine des maladies au lieu d'imager la 
condition resultante de celles-ci. 
II serait interessant de pouvoir utiliser ces marqueurs pour suivre revolution 
d'une maladie dans un petit animal comme une souris a l'aide d'une modalite a 
faible cout. En general, ces molecules fonctionnalisees sont detectees grace a une an-
tenne fluorescente ou radioactive, mais les modalites disponibles commercialement 
permettant de les detecter souffrent soit d'un cout prohibitif pour une utilisation 
a grande echelle comme l'imagerie a resonance magnetique ou la tomographie a 
emission de positrons, d'une trop faible profondeur de detection comme l'image-
rie a coherence optique ou d'une trop faible resolution comme l'imagerie optique 
diffuse [1]. 
L'imagerie photo-acoustique est une nouvelle modalite non-invasive et fonction-
nelle qui permet de mesurer les coefficients d'absorption de la lumiere avec une reso-
lution de quelques dizaines de microns (en fonction de la configuration choisie) a une 
profondeur variant de un a dix millimetres. Ces caracteristiques en font une moda-
lite particulierement adaptee aux petits animaux. Autre avantage non-negligeable, 
l'imagerie photo-acoustique est a la fois fonctionnelle [2, 3] et anatomique[4, 5] 
contrairement a l'imagerie optique diffuse et permet ainsi de detecter des regions 
fortement vascularisees comme le deviennent les tumeurs au stade de l'angiogenese. 
Elle est done prometteuse pour des applications de detection du cancer de la peau 
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ou meme du sein[6]. 
Elle est basee sur le principe suivant : un chromophore illumine par im laser 
pulse emettra des ultrasons qu'il est possible de mesurer a l'aide d'un transducteur 
ultrasons a haute frequence. Ainsi, le fait que l'excitation provienne de la lumiere 
permet la mise a profit des proprietes de fluorescence des marqueurs moleculaires 
deja developpes pour les methodes optiques et le retour en ultrasons permet de 
faire une image a haute resolution de l'anatomie. Cependant, la dose de lumiere 
utilisee est limitee. Ainsi, pour imager de grands volumes chez l'etre humain, la 
forte attenuation de la lumiere menera a un faible rapport signal a bruit. Quant a 
l'imagerie moleculaire, c'est le fait que les coefficients d'absorption des molecules 
fonctionnalisees soient, au mieux, semblables a celui du sang qui mene a un faible 
rapport signal a bruit. L'amelioration de ce rapport passe necessairement par une 
augmentation du temps d'acquisition ou du nombre de detecteurs utilises, ce qui 
implique une augmentation des couts et une complexification de l'electronique. Je 
propose, dans ce memoire, de mettre a profit de nouvelles decouvertes en mathe-
matiques appliquees pour pallier ce probleme sans augmentation de couts. 
Depuis la fin des annees 1980, un grand interet en mathematiques, en traitement 
du signal, en informatique et en physique s'est developpe pour les representations 
compressees qui font appel au concept de parcimonie, terme traduit librement de 
l'anglais sparsity. Ces representations ont pour objectif de faire ressortir une struc-
ture commune inherente aux signaux naturels comme les images ou les sons. Ces 
approches ont eu tellement de succes qu'elles sont desormais utilisees quotidienne-
ment pour la compression de signal: par exemple, les formats mp3 pour la musique, 
jpeg et maintenant jpeg2000 pour les images et mpeg pour les films sont tons issus 
de ces developpements mathematiques. 
Les representations compressees sont la solution au probleme suivant : On dis-
pose d'une image echantillonnee sur un certain nombre de pixels et on aimerait 
transmettre l'information qu'elle contient. Classiquement, on transmettra la valeur 
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de chacun des pixels. Or, ces pixels out une structure : ils forment des lignes, des 
surfaces, des contours. Ne serait-il pas possible de transmettre cette information a 
la place ? Une solution qui s' applique a une large gamme de signaux est de concevoir 
une base qui a la caracteristique de pouvoir mesurer a chaque instant le contenu 
frequentiel d'un signal. Plusieurs bases differentes ayant cette caracteristique com-
mune sont apparues au cours des vingt dernieres annees : la transformee de Fourier 
fenetree, les ondelettes et, plus recemment, les curvelets[7, 8], les brushlets[9], les 
contourlets[10], etc. En fonction de l'application visee, ces bases seront plus ou 
moins performantes. 
La capacite de representer de maniere optimale l'information contenue dans un 
signal en ayant comme unique donnee a priori le fait qu'il soit naturel a donne 
lieu a d'autres applications plus recentes. Nous nous interesserons particulierement 
ici au debruitage; en effet, pouvoir faire ressortir les structures coherentes d'un 
signal permet par la meme occasion de discriminer les structures non-coherentes 
qui, dans nombres d'applications, sont essentiellement un signal indesirable, soit, 
par definition, du bruit. Cette premiere application de la parcimonie au debruitage 
permettra de mettre en place des concepts et des definitions pour la suite du me-
moire mais n'est pas nouvelle au domaine de l'imagerie biomedicals Cependant 
l'utilisation d'une base recemment developpee dans la litterature, les curvelets, est 
nouvelle au domaine de la tomographie photo-acoustique en particulier. 
Generalement, le signal pergu en imagerie doit etre transforme avant qu'il ne 
represente adequatement une image qui permette le diagnostic. La transformation 
du signal percu en image est definie comme le probleme inverse. Ce probleme inverse 
sera etudie en detail et nous permettra de venir a la conclusion que le debruitage du 
signal brut ameliore mais n'optimise pas la qualite de l'image finale. En integrant la 
parcimonie dans le probleme inverse il sera possible d'ameliorer grandement cette 
qualite. En particulier, une telle approche proposee par Daubechies et al[ll]. sera 
appliquee au probleme de la deconvolution d'un sinogramme. 
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La comprehension du probleme inverse et de ses difficultes nous menera, par 
equivalence entre problemes d'optimisation, au concept recemment propose d'echan-
tillonnage compresse[12. 13]. L'idee a la base de ce concept est la suivante : plutot 
que d'echantillonner cliacun des pixels d'une image pour ensuite la compresser a 
un dixieme - ou voire moins - de sa taille, ne serait-il pas possible d'echantillonner 
directement les (bons) elements de la base qui a permis la compression. II parait 
utopique de pouvoir predire, sans information a priori, quels seront les coefficients 
importants de cette base. Or il appert, de maniere etonnante, que cette approche 
soit extremement fructueuse. Theoriquement, en echantillonnant differemment le 
signal, il est possible de recontruire parfaitement l'image finale en utilisant un 
nombre de mesures egal a environ trois fois le nombre de coefficients necessaires a 
sa representation dans une base compressee. 
De par sa grande generalite, ce developpement mathematique risque de creer 
une petite revolution dans divers domaines. On peut deja predire un grand impact, 
grace une experience qui s'est deroulee l'universite Rice[14], sur les appareils photo 
numeriques. En imagerie biomedicale, cette approche pourrait aussi devenir une 
panacee car elle permet de reduire grandement, pour une qualite d'image donnee, 
le nombre de mesures. En imagerie non-invasive comme en imagerie par resonance 
magnetique[15] ou, dans le cas qui nous interesse, en imagerie photo-acoustique, 
reduire le nombre de mesures entraine au moins deux consequences positives. Pre-
mierement, reduire le nombre de mesures permet de reduire le nombre de detecteurs 
pour une meme qualite de diagnostic, ce qui mene done a une reduction des couts 
de l'appareillage. Deuxiemement, un plus faible nombre de mesures peut mener a 





L'imagerie photo-acoustique se sert du phenomene suivant pour arriver a obtenir 
une image de tissus biologiques. Si l'on chauffe rapidement un materiau, il prendra 
de l'expansion et reviendra a son etat initial, provoquant remission d'une onde 
acoustique. Cette onde acoustique aura des proprietes dependant de la chaleur 
injectee. Si Ton utilise une lumiere laser a une longueur d'onde donnee pour effectuer 
cette augmentation de temperature, la chaleur injectee dependra de la capacite des 
differents constituants du materiau a absorber cette longueur d'onde en particulier. 
Ainsi, il sera possible de differencier les constituants en fonction de leur coefficient 
d'absorption de la lumiere. 
Ce premier chapitre fait une revue de la litterature concernant l'imagerie photo-
acoustique et s'interesse plus specifiquement aux algorithmes de formation de l'image 
En premiere partie, une modelisation du phenomene photo-acoustique sera reali-
see. A partir de celle-ci, differentes approches permettant d'obtenir les coefficients 
d'absorption a partir de la mesure des ondes de pression seront presentees. 
II sera utile de se placer le probleme de formation de l'image dans un cadre 
formel. Un tel probleme peut generalement se diviser en deux parties : le probleme 
direct et le probleme inverse. Modeliser le probleme direct correspond a la capacite 
de predire les mesures obtenues a partir des caracterisques recherchees. Le pro-
bleme inverse, comme son nom l'indique consiste a determiner les caracteristiques 
recherchees a partir des mesures ; il s'agit done de l'objectif final de tout probleme 
d'imagerie et sera obtenu a partir du probleme direct. Dans notre cas, ces caracte-
ristiques seront les coefficients d'absorption de la lumiere et les mesures, des ondes 
ultrasonores. L'objectif de ce chapitre est d'arriver a formuler ce probleme direct 
et de presenter differentes formulations du probleme inverse proposees dans la lit-
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terature. Une description plus formelle et complete des problemes direct et inverse 
lineaires est donnee au prochain chapitre. 
1.1 Modelisation du phenomene 
Pour arriver a formuler le probleme direct, il faut d'abord modeliser adequate-
ment le phenomene que Ton cherche a mesurer. En imagerie photo-acoustique, on 
cherche done a mettre en equation les ondes acoustiques generees par l'illumination 
laser de la matiere. 
En effet, lorsqu'il y a augmentation de temperature dans un milieu continu, 
le volume de ce milieu augmente. Ce phenomene est compense par les proprietes 
elastiques du materiau qui retiendront cette expansion. Ces deux forces sont decrites 
par l'equation : 
X7u(r,t) = - ^ 4 + PT(r:t) (1.1) 
PmVs 
ou u est le deplacement, p la pression, pm est la densite massique, (3 est le coef-
ficient d'expansion volumique isobare, vs est la vitesse du son dans le materiau, 
que l'on considere constante, et T est la temperature. Le signe moins montre bien 
l'opposition entre les deux phenomenes. De plus, cette variation du deplacement 
est liee a une force decrite par la deuxieme loi de Newton : 
d2u(f,t) _ ._ . . 
Pm^r1 =-yp{r,t) (1.2) 
ou la pression joue le role de potentiel en l'absence de forces de frottement (que 
nous negligeons ici). En derivant deux fois l'equation 1.1 par rapport au temps, il 
est possible de combiner ces deux equations et de ne considerer que la pression. On 
obtient 
2 1 Ppft t) „d
2T(f,t) 
v K r ' t ] ~ *-&- = -p^-mr- (1-3) 
s 
qui est une equation d'onde inhomogene. On cherche a utiliser cette inhomogeneite, 
le terme source dependant de la temperature, pour discrimer des structures. Ce-
pendant, on ne peut pas imposer une temperature mais bien une source de chaleur. 
L'equation de la diffusion nous montre le comportement du champ de temperature 
en presence d'une telle source : 
PmC^^- - AV2T(r, t) = H(f, t) (1.4) 
ou C est la chaleur specifique, A est la conductivite thermique et H est la source 
de chaleur, en energie par unite de temps et de volume. 
Cette source de chaleur est un parametre que Ton peut controler : en particulier, 
si l'on arrive a en produire une qui depende de la nature de tissus biologiques, il 
sera possible de deduire, a partir de la mesure du champ de pression, la position de 
ces differents tissus. Ainsi, on illumine un tissu avec une impulsion laser, on peut 
ecrire que la chaleur degagee par unite de temps de volume est l'energie contenue 
dans 1'impulsion laser par unite de temps I(f,t), ponderee par la capacite de la 
matiere a Pabsorber par unite de volume A(f,t) : 
H(f,t) = A(f,t)I(f,t) (1.5) 
Dans les tissus mous, le laplacien de la temperature dans l'equation 1.4 est negli-
geable. En effet, en considerant un temps caracteristique de changement de tem-
perature r qui sera du meme ordre de grandeur que la duree de l'impulsion laser 
et une longueur caracteristique £ qui elle sera du meme ordre de grandeur que la 
distance de penetration du medium par la lumiere, on peut ecrire : 
<8T(rJ) •2 
7 = | A V » T ( * t ) | a ' - ) i ^ > 1 (L6) 
en faisant l'hypothese raisonnable[16] que r < l/xs,Z > 0,1cm et en utilisant le 
fait que dans les tissus mous, A G [0, 002,0, 006] W/cm°C, pm & lg/cm
3 et C » 
lcal/g°C. En effet, avec ces valeurs, on obtient 7 > 7 x 106 ^> 1. 
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Cette constatation nous amene done, en combinant 1.3 et 1.4, a definir l'equation 
modelisant le phenomene photo-acoustique[l, 17] : 
p[ ' ' vi de c dt l ' 
II s'agit de la formulation la plus generale et complete que nous considererons a 
partir d'ici. 
11 sera interessant de mettre le probleme direct sous la forme y = Kx ou y re-
presente les mesures, K l'operateur direct et x les donnees recherchees. En imagerie 
photo-acoustique, les mesures y sont la pression p(f, t); ainsi, pour mettre le pro-
bleme sous la forme y = Kx, il faut isoler p(f, t) dans l'equation 1.7. Pour ce faire, 
on utilise un formalisme de Green qui nous permettra d'en deduire une formulation 
de type potentiels retardes, bien connue en electromagnetisme entre autres. 
1.1.1 Fonctions de Green 
Soit L l'operateur V2 — ^2§p- On a done 
L(p(f,t)) = S(r,t) (1.8) 
ou S — — ̂ —^p^- est le terme source. 
Soit G(f, t) la fonction de Green associee au probleme L definie par 
L(G{r,t)) = 5(r-7)5(t-t') (1.9) 
On peut demontrer que [18] 
G(r,t)*S(f,t)=p(f,t) (1.10) 
En effet, la transformed de Fourier de 1.8 nous permet d'ecrire L sous la forme d'un 




et on remarque que dans le cas ou S(f, t) = 8(f — f)S(t — t'), on a 
TF{G}(k,u) = —l— (1.12) 
Ainsi, 
TF{p}{k,u) = TF{G}(k,to)TF{S}{k,u;) (1.13) 
et enfin 
p(f,t) = G(r,t) * S(r,t) (1.14) 
ce qu'il fallait demontrer. 
1.2 Probleme direct 
En utilisant les fonctions de Green, la pression s'ecrit[16] : 
pM = ^c J W^\—dT- (L15) 
avec t' = t — ~r . Faisons maintenant l'hypothese que I(f,t) = S(t'), c'est-a-dire 
que l'illumination est homogene spatialement et que l'impulsion laser est plus courte 
que la resolution temporelle de l'appareillage. On suppose aussi que A(f, t) = A(f), 
c'est-a-dire que les absorbeurs sont immobiles. La pression se reecrit alors : 
p f dr'Air) d5(t') 
p(f,t) = -?— \ . _ \\, _Y (1.16) 
v ' ATYC J Wf-r'W dt' y ' 
et on peut ecrire, 
V = K{x) (1.17) 
avec y — p(f, t), x = A(r) et 
K{-]-^c iif-fii dv ( L 1 8 ) 
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Nous verrons plus loin qu'il pourra etre avantageux de travailler dans l'espace de 
Fourier : 
k{-) = -£cJdr'{-),uf-?f (1'19) 
Ici, l'integrale est effectuee sur un volume comprenant toutes les sources de pression. 
L'operateur direct est maintenant defmi. Le reste du chapitre presentera une revue 
de la litterature des methodes d'inversion analytiques existantes. 
1.3 Inversion 
Si Ton considere une surface So englobant tous les absorbeurs et que la pression 
est connue sur toute cette surface, il est possible[1, 19], en reliant le probleme direct 
qui est une integrate sur le volume a une integrate de surface par le theoreme de 
Green, d'obtenir une inversion exacte du probleme direct par retroprojection : 
P A,~* f ww . \f-fQ\ dn0 
-A(r)= b(r0,t= )-p— (1.20) 
avec 
6(f0, t) = 2p(f0, t) - 2 t ^ M (1.21) 
et 
\r — r 0 f \r — ro\ 
ou n0 est le vecteur normal a la surface 5*0 et ou rQ € S0. Ici, O0
 e s t Tangle solide 
sous-tendu par So. 
1.3.1 Tomographic circulaire 
En particulier, on peut appliquer l'inversion (1.20) a une geometrie spherique. 
Dans ce cas, on a 
*>, = j ^ % (1.23) 
\r — ro r 
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j f - fpi 4 7 r | f - f0|
2 11-24) 
La reconstruction par retroprojection proposee dans [20] fait l'hypothese que — \f— 
fo| ^> 1. Pour justifier cette hypothese, on doit prendre en compte les caracteris-
tiques reelles du transducteur ultrasons qui nous permettra de mesurer la pression. 
Un transducteur ultrason est generalement passe-bande, c'est-a-dire qu'il ne per-
mettra de detecter que des signaux a l'interieur d'une bande de frequence precise. 
Or, on remarque que dans l'equation 1.19, la pression mesuree est multipliee par 
u, et cette multiplication agit comme un filtre passe-haut. Ainsi, il sera avantageux 
d'utiliser des transducteurs a haute frequence pour mesurer un signal. En pra-
tique, on utilisera des transducteurs allant de quelques megahertz a une centaine 
de megahertz. La vitesse du son dans l'eau est environ 1500 metres par seconde et 
les distances considerees seront de l'ordre du centimetre. Pour un transducteur de 
5Mhz et une distance de 40mm, on obtient : 
— \f-f0\ « 133.33 (1-25) 
On voit done que cette approximation est discutable, mais devient meilleure en 
augmentant la frequence du transducteur ou la distance entre celui-ci et l'objet a 
imager. En supposant que cette approximation est acceptable, on remarque que 
b(?Q,t = £=**) s'ecrit : 
6(f0,t) = 2TF

















Figure 1.1 - Tomographie circulaire 
la, reconstruction se fera dans un plan en utilisant cles transducteurs focalises, ce 
qui implique une integration par rapport a yj seulement et un angle solide de 2TT. 
On obtient alors une nouvelle reconstruction 
(hi? ,8 A(-, I 
TV 
^ _2fdp(r0}t) 
dt t=ifzfai 2n\r — r0\2 





qui correspond a la notation de [20]. Desormais, on se referera a cette reconstruction 
par le terine retro-projection et on ne tiendra pas compte des facteurs constants : 
^ 1 ap(ro, t) 
A(f) <x 
t dt _JfzM 
(1.31) 
La figure 1.1 montre la configuration utilisee en tomograpliie circulaire. Dans le 
cas particulier de la tomographie circulaire, on referera aux mesures p(fo, t) par le 
terme sinogramme. II s'agit en fait d'une representation bidimensionnelle avec dans 
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Temps (MS) Temps (JJS) Temps (us) 
Figure 1.2 - L'image de gauche montre un sinogramme obtenu a partir d'un unique 
point aborbant au centre du cercle cle retro-projection considered L'image du centre 
montre que lorsque ce point n'est plus au centre, la distance entre ce point et 
les detecteurs varie en fonction de la position angulaire de ce dernier. La courbe 
obtenue est done sinusoi'dale. Enfin, l'image de droite montre un sinogramme plus 
complexe obtenu a partir du fantome Shepp-Logan [21]. 
une dimension les angles des differentes positions mesurees sur le cercle defini par 
To et dans l'autre, le signal ultrasonore dependant du temps. Le terme sinogramme 
provient des formes sinusoidales observees dans le cas classique de la transformee 
de Radon. De plus, etant donne que l'effet photo-acoustique agit comme un filtre 
passe-haut, la pression associee aux contours des objets a imager sera amplifiee. 
Ainsi, le sinogramme sera compose principalement de courbes se recoupant comme 
le montre la figure 1.2. Cette propriete sera importante lorsque le bruit polluant le 
signal de pression sera pris en consideration. 
C'est cette reconstruction, utilisee initialement en imagerie thermo-acoustique 
(terme utilise pour l'imagerie photo-acoustique utilisant une source radio-frequence 
plutot que laser), qui semble la plus maitrisee car elle a permis de nombreuses 
applications in vivo. Parmi celles-ci, notons la reconstruction recente d'une tete 
entiere d'une souris [22] et d'une tranche d'une tete de macaque rhesus [23]. Pour 
arriver a realiser une reconstruction tridimensionnelle, il est possible de simplement 
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concatener les differents plans mesures. 
Un facteur qui est simplifie dans cette description du probleme est le fait que la 
lumiere, et done le signal photo-acoustique, sera plus ou moms attenuee en fonction 
de la profondeur. En effet, les tissus biologiques sont des milieux diffusant et he-
terogenes et ces proprietes affecteront la propagation de la lumiere. II est possible 
de modeliser cette propagation par des simulations A4onte-Carlo. Dans ce cas, il 
faut revenir sur l'hypothese faite plus haut supposant que H(f,t) = A(r)I(t). En 
effet, l'illumination / ne sera plus homogene spatialement. Pour tenir compte de la 
diffusivite du tissu biologique, on suppose que H(f,t) = A(f)Ir(r)It(t), e'est-a-dire 
que les coefficients d'absorption sont simplement ponderes par l'illumination. Ainsi, 
les equations precedantes permettent de recuperer A{r)Ir{r). Si Ir{r) est adequate-
ment modelise, il est toujours possible d'obtenir A(r) par une simple division[24]. 
On peut meme aller plus loin et modeliser l'heterogeneite du tissu : en effet, il est 
plus juste d'affirmer que Fillumination dependra aussi des coefficients d'absorption. 
Ainsi, on devrait plutot ecrire H(f,t) = A(f)Ir{A(r)}It(t) et proceder de maniere 
iterative [25]. 
1.3.2 Tomographie planaire 
Une deuxieme approche permettant de reconstruire les sources de pression est 
d'utiliser un plan de detection plutot qu'une surface spherique. L'approche presen-
tee au chapitre precedent etant tres generale, il est possible de l'appliquer a cette 
configuration directement. On peut aussi travailler dans l'espace de Fourier comme 
propose dans [26], methode qui a ete utilisee[27, 28] en combinaison avec un systeme 
utilisant une membrane dont le mouvement est mesure par interferometric[29, 30] 
plutot qu'un ensemble de transducteurs ultrasons piezoelectriques. Si l'on consi-
dere que l'on connait parfaitement la transformee de Fourier de p(x, y, z — 0, t) 
pour tout t, il est alors possible de calculer p(x,y,z,0), c'est-a-dire la grandeur 
d'interet, par le biais d'une simple transformee de Fourier. Plus precisement, si k 
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la composante spatio-frequentielle et u> la composante temporelle-frequentielle de 
la pression p, on peut ecrire 
P(r,t = 0) = -l-Jp(k)eikrcPk (1.32) 
avec UJ = vs\k\. On peut par la suite demontrer[26] que 
P(kx,ky,Kz) = -^— I TFx^y{p(x,y,0,t)}(kx,ky,t)cos(ujt)dt (1.33) 
w Jo 
2 
OUKZ = i / | - | — kl — ky. Ainsi, la connaissance de p(x, y, 0, t) permet de deduire 
p(x,y,z,0). 
1.3.3 Microscopie 
Une troisieme configuration permet d'obtenir une meilleure resolution en uti-
lisant un transducteur et une illumination focalisesfl, 31]. L'idee est d'utiliser un 
transducteur a tres haute frequence, de l'ordre de 30 a lOOMhz, focalise en un point. 
Quant a Fillumination, on la congoit de telle fagon qu'il n'y ait pas de lumiere sur 
la surface directement sous le transducteur. On favorise done une illumination en 
forme d'anneau autour du transducteur. Puisque le milieu que Ton cherche a imager 
est dispersif, les photons arriveront tout de meme au champ focal du transducteur 
et permettront d'obtenir un signal photo-acoustique en profondeur (de 3 a 10mm) 
qui ne sera pas pollue par un fort signal photo-acoustique provenant de la surface. 
L'interet de cette methode est que le signal de pression detecte peut etre interprete 
sans traitement et ne necessite que peu ou pas de moyennage pour qu'il soit sa-
tisfaisant. II est aussi possible, bien sur, d'inverser le probleme direct pour obtenir 
les coefficients d'absorption. Dans ce cas, la difficulte reside plutot dans la mode-
lisation adequate du champ focal du transducteur. II s'agit en fait de la premiere 
configuration qui permit la detection de changement de saturation en oxygene de 
Phemoglobine en imagerie photo-acoustique [32, 33]. 
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1.4 Montage 
La conception, la mise en place et la caracterisation du montage photo-acoustique 
utilise pour generer des resultats dans ce memoire ont ete realises par Mathieu Cour-
solle et ont deja fait l'objet d'un memoire de maitrise[21]. Le systeme a ete congu 
avec l'objectif d'appliquer l'algorithme de reconstruction par retroprojection en 
configuration circulaire. Ainsi, un moteur permet de faire tourner un transducteur 
ultrasons autour d'une cible illuminee par une source laser (voir figure 1.3). 
1.4.1 Chaine ultrasonore 
Supposons que l'objet a imager est uniformement illumine par une source laser 
adequate. Pour mesurer le signal ultrasonore provenant de cette illumination, et ce, 
en champ lointain, il est necessaire d'assurer la continuite de l'impedance acoustique 
des materiaux separant le transducteur ultrasons de la source de pression. En effet, 
dans tous les developpements faits ci-haut, on suppose que la vitesse du son est 
constante, ce qui correspond a une impedance acoustique constante. De plus, une 
variation brusque des proprietes acoustiques impliquerait des reflexions d'ondes 
qui ne sont pas prises en compte dans le modele propose. Pour ce faire, on fait 
l'hypothese raisonnable que le son voyage a la meme vitesse dans l'eau et dans les 
tissus biologiques, et on plonge l'objet a imager dans l'eau. 
En fonction de la position de la source de pression, le transducteur ultrasons ne 
produira pas exactement le meme signal electrique. On parle alors de champ acous-
tique, qui peut etre divise en deux partie : le champ lointain et le champ proche. 
Alors que la pression mesuree en champ proche est fortement distortionnee par ce 
phenomene, celle mesuree en champ lointain peut etre, en premiere approximation, 
considered comme valable sans modelisation additionnelle. 
Dans le cas qui nous interesse, soit la tomographic circulaire, nous ferons done 
l'hypothese que toutes les mesures effectuees dans ce memoire le seront en champ 
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lointain. De plus, a l'exception des tout derniers resultats presentes au chapitre 
5, nous ferons l'hypothese que le transducteur mesure les sources de pression sur 
tin arc de cercle de 180 degres. Or, cela est faux; le transducteur detecte plutot 
uniquement ce qui se trouve dans un arc de cercle correspondent a sa largeur. 
A posteriori, cette hypothese ne semble pas avoir un impact fondamental sur les 
methodes de reconstruction etudiees ici. 
Les signaux que le transducteur ultrasons detecte sont faibles et doivent etre am-
plifies pour etre adequatement numerises. Pour ce faire, une chaine d'amplification 
de 54dB est inseree entre le transducteur et le convertiseur analogique-numerique. 
1.4.2 Source laser 
La source laser utilisee a ete developpee par la societe OPOTEK. II s'agit du 
modele Opolette 355 II qui comprend une source laser pulsee de type Nd :YAG 
ainsi qu'un module permettant de selectionner la longueur d'onde et la puisance 
d'emission. Cette caracteristique est utile pour differencier des absorbeurs selon leur 
longueur d'onde d'absorption. La frequence d'operation maximale est de 20Hz, ce 
qui correspond done a 20 implusions laser par seconde. Cette impulsion est transmis 
vers l'objet a imager a l'aide d'une fibre optique multimode de 1mm de coeur. 
Au debut de chaque impulsion laser, le transducteur ultrasons mesure le signal 
acoustique produit. Pour diminuer le niveau de bruit, il est necessaire de moyenner ; 
ainsi, le transducteur reste en place pour un nombre d'impulsions laser predetermine 
et les signaux obtenus sont sommes. Lorsque ce nombre est atteint, le moteur se met 
en marche et fait tourner le transducteur d'un angle precis. Toutes ces operations 
sont gerees par un systeme de controle decrit dans [21]. 
Ce memoire s'interesse a l'optimisation de ce montage et plus particulierement 
au temps necessaire a l'obtention d'une image de qualite. Ce temps est long pour 
deux raisons : d'abord, les signaux ultrasonores sont tres bruites et un grand nombre 
d'angles tomographiques est necessaire pour que l'algorithme de retroprojection 
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Moteur 
Figure 1.3 - Schema du montage. Un bras motorise controle un transducteur qui 
tourne autour d'une cible illuminee par un laser OPO. [21] 
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permette une bonne reconstruction. Actuellement, les signaux sont debruites en 
moyennant plusieurs fois le signal a chaque angle. Ainsi, non seulement il est ne-
cessaire de mesurer plusieurs angles, le transducteur doit de plus rester plusieurs 
dizaines de secondes a chacun de ces angles. Pour un rayon de 40mm, il faut entre 
100 et 250 angles pour une reconstruction satisfaisante, ce qui mene a des temps 
d'acquisition variant de vingt minutes a plus d'une heure. 
La premiere strategic adoptee a ete d'arriver a debruiter plus efficacement les 
mesures a l'aide des bases compressees. Plutot que d'ameliorer simplement la qua-
lite des mesures, la seconde strategic consiste en une approche globale integrant le 
debruitage qui sera utilisee pour obtenir directement les coefficients d'absorption en 
utilisant beaucoup moins d'angles tomographiques. Le prochain chapitre constitue 
une revue de la litterature du debruitage a l'aide des bases compressees, des carac-
teristiques de ces memes bases et enfin des approches possibles pour l'inversion du 
probleme direct lineaire. 
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C H A P I T R E 2 
P R O B L E M E S LINEAIRES 
Ce chapitre a pour but la mise en place des concepts et des definitions entourant 
les problemes lineaires. En premiere partie, on presente le developpement theorique 
du debruitage. Ce developpement debruitera plus emcacement le sinogramme qu'un 
simple moyennage et il mettra en evidence la pertinence de l'utilisation des bases 
compressees. Avec cette justification, nous presenterons une description succincte 
de certaines bases compressees, soient la transformed de Fourier fenetree, les on-
delettes en une et deux dimensions et enfin les curvelets, en plus d'une revue des 
autres bases proposees dans la litterature. Enfin, une troisieme partie presentera 
le probleme inverse et les approches classiques permettant de le resoudre. Finale-
ment, nous presenterons l'integration des bases compressees dans la solution de ce 
probleme. C dernier point qui est l'objectif principal de ce memoire. 
Nota t ion 
Ce chapitre ne cherche pas a presenter les resultats sous une forme generale 
mais bien dans l'objectif de les appliquer a un probleme specifique en imagerie 
photo-acoustique. Les images sont done des fonctions R2— > R1 discretisees vers 
un vecteur de Rn. De maniere generale, la version continue sera notee avec des 
parentheses et la version discretisee avec des crochets. II est souvent plus simple de 
travailler avec des fonctions plutot qu'avec des vecteurs de Rn; pour cette raison, 
nous oscillerons entre la representation continue et discretisee d'une image ou d'un 
signal pour faciliter le developpement de certains resultats. Le cout en est un certain 
manque de rigueur et une perte de generalite lors de ces passages repetes. Cette 




Le probleme du debruitage est souvent approche de la facon suivante : on dispose 
d'une mesure X qui est la somme d'un signal / et d'un bruit W qui resulte d'un 
processus aleatoire : 
X = f + W (2.1) 
On cherche une estimation / a Faide d'un operateur de decision D, 
f = DX (2.2) 
qui minimisera le risque d'erreur qui est la perte moyenne calculee par rapport a 
la distribution de probability de W1 
r(DJ) = E{\\f - DX\\2} (2.3) 
Cette section a comme objectif de caracteriser cet operateur de decision. En suivant 
la demarche de [34], nous debuterons par l'approche bayesienne et poursuiverons 
avec l'approche minimax. L'interet de cette demarche est de mettre en evidence 
les concepts qui sont utilises pour montrer les resultats plus compliques qui seront 
simplement admis plus loin. 
2.1.1 Risque Bayesien 
Supposons que / est la realisation d'une variable aleatoire F dont la distribution 
de probabilite TT est connue a priori; 
X[n] - F[n] + W[n] (2.4) 
On suppose de plus que les variables aleatoires F[n] et W[n] sont independantes 
pour tout n et done la distribution de probabilite conjointe est le produit des 
1Nous nous limitons ici a un risque quadratique qui sera suffisant pour le debruitage. 
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distributions de probability marginales. Cette fois-ci l'operateur de decision D agit 
sur un vecteur aleatoire : F = DX. On definit le risque de Bayes de la fagon 
suivante : 
r(D17T) = En{r(D,F)} (2.5) 
qui, puisque les variables sont independantes, s'ecrit aussi 
r(D,Ti) = E{\\F - F\\2} (2.6) 
ou l'esperance est calculee a partir de la distribution conjointe. On definit ensuite 
le risque minimal de Bayes 
rn(vr) = inf r{D,ir) (2.7) 
ou On est l'ensemble des operateurs de decision, qu'ils soient lineaires ou non. 
On peut demontrer en utilisant la regie de Bayes que l'estimateur correspondant 
a ce risque est donne par : 
F[n} = E{F[n]\X[0},X[l],...,X[N-l}} (2.8) 
qui constitue done le resultat principal de l'approche bayesienne. Demontrons-le : 
soit 7rn(y) la distribution de probabilite de la valeur y de F[n] et F[n] — Dn(X). 
On a, 




par la formule de Bayes et ou la distribution de probabilite marginale de x est 
donnee par P{x) = J Pn(x\y)dirn(y). L'integrale double sera minimisee si l'integrale 




2d7rn(y\x) = 2 I'(Dn(x) - y)d-Kn{y\x) = 0 (2.11) 
24 
et done, 
Dn{x) = Jydirn(y\x) = E{F[n]\X = x} (2.12) 
d'ou le resultat 2, qui n'est cependant pas facilement applicable a un probleme 
concret. En effet, cette fonction est generalement non-lineaire et compliquee. On 
tente done l'approximation lineaire pour simplifier le probleme. Cette approche 
peut etre suffisante dans certain cas, mais nous verrons plus loin qu'une approche 
non-lineaire peut etre beaucoup plus performante. 
Estimateur de Wiener 
On appelle estimateur de Wiener l'operateur de decision lineaire qui minimise 
la probability d'erreur. II s'agit d'un operateur important et recurrent dans diverses 
applications, entre autres dans les problemes inverses. Parce que Ton restreint l'es-
pace des operateurs possibles, on peut conclure que l'operateur est optimal si et 
seulement si VO < k, n < N 
E{{F[n] - F[n])X{k)} = 0 (2.13) 
En effet, VO < n < N on doit trouver un estimateur lineaire : 
N-l 




r(Dn,7rn) = E{(F[n] - ^ h[n, k}X[k})
2}. 
fc=0 
En annulant la derivee par rapport a h[n,k], on obtient l'expression 2.13 a un 
facteur 2 pres. 
Cette expression est une condition de non-correlation que nous utiliserons pour 
determiner l'estimateur de Wiener. 
2Ce resultat peut etre obtenu plus simplement. L'interet d'utiliser le concept de risque appa-
raitra lorsque nous voudrons comparer les performances de differentes bases. 
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Nous aurons besoin du concept de base de Karhunen-Loeve pour poursuivre : 
il s'agit d'une base qui diagonalise a la fois les matrices de covariance de F et de 
W. II peut sembler que cette condition soit tres forte. Or, dans plusieurs appli-
cations le bruit est le meme pour cliaque echantillon et done il peut etre decrit 
uniquement par un ecart-type a. Ainsi, sa matrice de covariance devient a2I ou / 
est la matrice identite. Elle est done diagonale dans toutes les bases orthonormales 
et en particulier dans la base qui diagonalise la matrice de covariance de F. Soit 
B — {gm}o<m<N la base de Karhunen-Loeve de notre probleme de debruitage. On 
a alors : 
XB[m] =< X,gm > FB[m]=< F,gm> 
FB[m]=<F,gm> WB[m] =< W,gm > (2.14) 
Pi = E{\FB[m)f} ol = E{WB{m]\*} 
On cherche a calculer explicitement l'expression de l'operateur H (la represen-
tation matricielle de h[n, k}). De la condition de non-correlation, on a la relation 
suivante : 
J V - l 
E{F[n}X[k]} = E{F[n]X[k]} = J ^ h[n, l]E{X[l]X[k}} (2.15) 
1=0 
De par l'expression de X et l'independance du bruit et du signal, on obtient de 
l'equation precedente : 
N-l 
E{F[n]X[k}} = J2 h[l, k]((E{F[l]F[k}} + E{W[l]W[k}}) 
1=0 
En denotant les matrices de covariance de F et W par CF et CWl l'expression 
de^'ient : 
Cp = H\Cp + C\y) 
et done 
H = CF(CF + Cw)~ 
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Dans une base de Karhunen-Loeve, cet operateur est diagonal et on obtient : 
FBH = -&—XB[m] (2.16) 
" m ' m 
avec un risque donne par : 
^) = Efer (2-17) 
En regardant la figure 2.1, on arrive a mieux interpreter ce resultat : L'estimation 
Fs[m\ est obtenue en retrecissant les composantes de X dans une base de Karhunen-
Loeve qui sont en dega d'un niveau de confiance determine par la variance de X et 
d e F . 
Cette demonstration justifie done l'utilisation de la decomposition de Fourier 
pour le debruitage en traitement du signal typiquement realise en retirant les haute 
frequence a l'aide d'un nitre passe-bas. En effet, si F et W sont des processus gaus-
siens et s'ils sont diagonalises dans une base de Fourier (ce qui est le cas pour un 
vecteur aleatoire stationnaire et periodique au sens large), alors l'operateur de Wie-
ner est optimal. L'essentiel de l'approche bayesienne etant couvert, on se penche a 
present sur le probleme de la distribution de probabilite de F, qui n'est generale-
ment pas connue a priori. On est cependant en mesure de l'inclure dans un espace 
0 . L'approche a privilegier alors est de caracteriser l'erreur liee au pire estimateur 
que l'on peut trouver dans cet espace. On parle alors d'estimation minimax. 
2.1.2 Risque min imax 
L'approche du probleme est differente ici mais on cherche toujours a caracteriser 
D. Plutot que de considerer une distribution de densite, on considere un espace 
dans lequel / peut se trouver. Par exemple, il est souvent possible de savoir qu'une 
fonction sera discontinue par morceaux avec n discontinuity ou bien qu'elle possede 
des derives bornees. Plus l'on disposera d'informations a priori, plus cet espace sera 
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Figure 2.1 - Filtre de Wiener pour differents a 
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restreint. On nommera cet espace B et le probleme se reecrit, 
X[n] = f[n] + W[n], feB 
toujours avec un estimateur F = DX et un risque r(D,f) = £{ | |DX — / | | 2 } . 
Cependant, puisque / est inconnue, nous n'allons pas minimiser le risque mais le 
maximum des risques obtenus dans l'espace des / : 
r{D,S) = sup E{\\DX-f\\2} 
fee 
Ainsi, le risque minimax est 
rB(0) = inf r(£>,6) = inf sup E{\\DX - ff} Deon Deon jG@ 
Generalement, il n'est pas possible de determiner l'operateur qui atteindra le risque 
minimax. On est oblige de considerer certains types d'operateurs, en l'occurence 
lineaires ou diagonaux. Un operateur diagonal dm est un operateur non lineaire 
mais qui n'estime /B[W] qu'a partir de Xgfm]. On a 
J V - l i V - l 
/ = 5Z drn(X)gm = Y^ a[fn}XB[m]gm 
rra=0 m = 0 
On cherche d'abord a determiner les bornes de notre estimation : quel est le meilleur 
debruitage que Ton puisse faire avec un operateur diagonal? Un peu a l'instar 
de l'approche bayesienne, on suppose cette fois-ci que Ton connait la solution a 
priori, c'est-a-dire que Ton connait | | /B [^ ] | | - L'espace contenant / est done compose 
uniquement de / . L'espace ne contenant qu'un element, il n'est plus necessaire d'en 
prendre le supremum. On parle alors d'estimateur oracle. On cherche a minimiser 
J V - l 
r(D, / ) = E{\\f - / | | } = J2 E{\fB[m] - XB[m}a[m}f} 
Puisque XB = fB + WB et E{|WBMI
2} = o-2 on a : 
E{\fB[m] - XB[m]a[m]\
2} = \fB[m}\




[DJ) = £ | / s [ m ] |
2 ( l - a [ r o ] ) + <72a[™]2 (2-19) 
m = 0 
Le risque est done minimum pour 
et est donne par 
n n / U J - ^ | / B [ m ] | 2 + (j2 
On retrouve encore une fois un filtre de type Wiener, sauf que le terme | /B[WI]| 
est plus facile a caracteriser. En effet, il s'agit de la mesure de la "qualite" de la 
representation fournie par une base, i.e. le nombre de coefficients necessaires pour 
atteindre une estimation donnee d'une image avec le debruitage. En efFet, prenons 
par exemple un operateur diagonal lineaire binaire, e'est-a-dire qu'il est egal a 
un pour M coefficients et nul pour les autres. On obtient l'expression du risque 
suivante : 
N-l M-\ 
HDJ) = £ l / * H I 2 + £ f f 2 (2.21) 
m=M m=0 
= e[M] + Ma2 (2.22) 
ou e[M] est l'erreur d'estimation. Cette equation peut etre expliquee de la fagon 
suivante : pour chaque coefficient conserve, le risque correspond a la norme du 
bruit, alors que pour chaque coefficient elimine, le risque correspond a la norme 
dudit coefficient. Ainsi, moins il faut de coefficients pour representer adequatement 
l'image / , moins le risque sera grand. Effectivement, e[M] diminue quand M aug-
mente ; si cette diminution est rapide, on pourra prendre M plus faible et diminuer 
ainsi le terme Ma2. 
Cette expression est bien sur inutilisable car elle necessite la connaissance de 
la solution. On tente alors de la simplifier en utilisant un projecteur non-lineaire. 
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Celui qui minimise le risque est donne par : 
1 si\fB[m]\ >a 
a [raj = ^ (2.23) 
0 si\fB[m]\ < a 





or, puisqu'on a l'inegalite 
• / \ XV 1 • i \ mm(x, y) > > - mm(x, y) 
on peut ecrire : 
rP(f) > rinf{f) > \rp{f) 
et done, on peut conclure que le risque lie a un projecteur non-lineaire est du meme 
ordre de grandeur que celui lie a Poperateur diagonal optimal. Le commentaire fait 
par rapport au choix de la base pour un operateur diagonal lineaire est encore 
valable, e'est-a-dire que moins de coefficients sont necessaires pour representer une 
image dans un base donnee, plus le risque est faible. 
En pratique, on utilisera le meme genre d'operateurs de projection mais depen-
dant de X plutot que / . On parlera alors de seuillage, en anglais thresholding. II 
en existe de plusieurs types, les plus importants etant le hard-thresholding (voir 
figure 2.2) : 
dm{XB[m}) = { (2.24) 
0 si\XB[m]\<T 
et le soft-thresholding : 
dm(XB[m]) = { 
XB[m] - T si XB[m] > T 
0 si \XB[m]\ < T (2.25) 
XB[m]+T siXB[m] < -T 
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Figure 2.2 - Operateurs de seuillage 
Donoho et Johnstone on demontre qu'en choisissant adequatement T [35], on 
peut atteindre un risque approchant l'estimateur oracle. Theoriquement, la valeur 
optimale de T est T = oV21niV[35] mais empiriquement, on trouve que pour le 
cas d'une image 512 x 512 on obtient de meilleurs resultats avec T = 3<r[34]. II 
est possible d'estimer Fecart-type du bruit(cr) a l'aide d'une methode utilisant les 
ondelettes, presentees dans la section suivante. En somme, la strategie qui sera 
employee pour le debruitage sera d'arriver a representer l'image dans une base qui 
produira une erreur d'approximation e[M] decroissant le plus rapidement possible 
et qui permettra de retirer les petits coefficients. La section suivante presentera 
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2.2 Representations parcimonieuses 
2.2.1 Transformee de Fourier 
La section precedente a demontre l'importance de l'erreur d'estimation 
N-l 
m=M 
On utilise souvent la base de Fourier pour debruiter en traitement du signal. Com-
ment se comporte l'erreur d'estimation lorsque B est la base de Fourier ? Pour 
arriver a repondre a cette question, il faut d'abord definir la derivee au sens de So-
bolev qui nous permettra de caracteriser la regularity d'une fonction. Nous verrons 
que dans certains cas, la base de Fourier n'est pas optimale. Puisque 
TF{jtf{t)}{u>) = -iujTF{f(t)Hu) (2.27) 
on obtient de la relation de Plancherel que la derivee de / est de carre sommable 
si 
/
+ 0O /" + 00 O 
\u\2\f(u)\2dw = 2TT J \g-tf(t)\
2dt < oo (2.28) 
Cette constatation amene une nouvelle definition : une fonction est s fois differen-
tiable au sens de Sobolev si 
/
+oo 
\uj\2s\f(uj)\2duj < oo (2.29) 
-oo 
L'approche generate pour mesurer l'erreur d'estimation sera de l'exprimer en fonc-
tion de s. Ainsi, pour une base de Fourier, il est possible de demontrer que si / 
est s fois differentiable au sens de Sobolev sur un intervalle [a, b], ce qui s'ecrit 
/ G Ws[a, b] , alors 
+0O 
J2 M2s~le[M} < oo (2.30) 
M = l 
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qui implique e[M] = o(M~2s). Une fonction discontinue n'est pas s fois differen-
tiable au sens de Sobolev pour s > | . On peut demontrer qu'une fonction dis-
continue mais dont la somme des variations est bornee fait partie de W5[0,1] et 
done que l'erreur d'approximation se comporte comme o(M^1). Les images a va-
riation bornee sont typiquement ce qui surviendra en imagerie photo-acoustique; 
il est done interessant de ce concentrer sur cette classe de fonction en particulier. 
On remarque done que les singularites ralentissent la decroissance de l'erreur d'ap-
proximation : plus une fonction est reguliere, plus la base de Fourier sera efficace. 
Ainsi, une fonction tres reguliere en dehors d'une unique discontinuity sera mal 
representee. L'idee qui s'impose est done de tenter de decouper le support de la 
fonction en intervalles contenant une partie de la fonction qui est reguliere. C'est 
ce qui nous amenera a la transformee de Gabor. 
2.2.2 Transformee de Fourier fenetree 





= Y2 J f(t)e~i{u;)tdt (2.32) 
ou (J In = R, ce qui nous donne une transformee de Fourier par intervalle : 
TFI{f}(co,n)= I f^e-^dt (2.33) 
Jin 
Cependant, on remarque que 
/




= TF{rect(LL^)}{uj)TF{f{t)}(u) (2.35) 
0"n 
ou an caracterise la largeur de la fenetre consideree, et tn, son centre. Or la fonc-
tion red est elle meme discontinue; il s'agit done d'une approche qui n'est pas 
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satisfaisante. On cherchera pfutot une convolution avec une fonction tres reguliere 
(avec s grand) a decroissance rapide. Cependant, cette nouvelle convolution agira 
comme un filtre passe-bas et la transformation obtenue ne constituera pas une 
base complete car elle ne couvrira qu'une partie de l'espace frequentiel possible. 
Pour pallier ce probleme, on transformera done ce filtre passe-bas en filtre passe-
bande en aj out ant une translation dans l'espace de Fourier, ce qui correspond a 
une multiplication par une exponentielle complexe dans l'espace direct. Ces deux 
caracteristiques definissent done la transformee de Fourier fenetree. Dans le cas 
particulier ou la fenetre utilisee est une gaussienne, cette transformee se nomme la 





qui devrait done amefiorer la vitesse de decroissance de l'erreur d'estimation. Ce-
pendant, le choix de an pose probleme : en effet, comment le choisir de fagon 
optimale? De plus, on vient ici d'augmenter de fagon significative le nombre de 
coefficients par l'introduction du parametre m. 
On peut se demander aussi si cette augmentation du nombre de dimensions 
permettra une reconstruction du signal initial car nous ne sommes pas en presence 
d'une base. Nous recourrons au concept de repere pour s'assurer qu'une recons-
truction soit possible. Un repere (frame) est une generalisation du concept de base 
qui admet des vecteurs lineairement dependants. Plus precisement, un repere est 
un ensemble de vecteurs e$ d'un espace vectoriel V admettant un produit scalaire 
qui respecte la condition suivante : 
-4|MI2 < J^l < v>ek > I - BWVW2 (2-37) 
k 
\/v € V et ou A et B sont des constantes positives non nulles. A partir des vecteurs 
eh, on peut construire un operateur U de transformation dans un repere : 
Uf[n]=<f,en> (2.38) 
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On cherche a trouver une matrice U'~l tel que f = U'~lUf dans l'objectif de 
reconstruire le signal / . Ceci est fait en utilisant le pseudo-inverse, donne par U'~l = 
(U*U)~1U* et qui sera decrit precisement dans la section 2.3. II existe alors un 
ensemble dual de vecteur e[ tel que 
v = ^<v,e'k> ek =
 S}2<v,ek> e'k (2.39) 
k k 
ou e'k = (U*U)~
1ek qui permet la reconstruction d'un vecteur. Dans le cas particu-
lier ou A = B on dit qu'on a un repere etroit et l'identite de Parseval est respectee. 
De plus, l'ensemble dual est simplement donne par Ae'k — ek. On voit done que 
dans le cas ou A = B = 1 et \ek\ — 1 We, ek forme une base orthonormale. Dans ce 
document, on s'interessera aux ensembles de vecteurs qui forment un repere etroit. 
2.2.3 Ondelettes 
L'idee ici est de trouver des relations entre m, n et an pour optimiser la trans-
formee de Gabor. La localisation se faisant en temps et en frequence, on peut la 
representer dans un plan. Le principe d'incertitude d'Heisenberg nous interdisant 
d'avoir une connaissance exacte simultanee du temps et de la frequence, l'informa-
tion sera dispersee dans une fenetre plus ou moins grande. 
Une fonction w e L2 est une fenetre si xw{x) G Li2. Le centre x* et la largeur 
Aw de cette fenetre sont dermis comme suit : 
x* := <x, \w(x)\2 > (2.40) 
Aw := V < (x-x*)
2, \w(x)\2 > (2.41) 
ou < .,. > designe le produit scalaire dans L2. 
On peut interpreter ces definitions comme la moyenne et l'ecart-type de l'energie 
de la fenetre. En ces termes, on peut exprimer le principe d'incertitude d'Heisenberg 
comme suit3 : 
3Ce theoreme peut s'inscrire dans un cadre beaucoup plus general, cette definition nous sera 
suffisante. 
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A ^ > - (2.42) 
En effet, on peut calculer facilement la largeur et le centre d'une fenetre quel-
conque en espace et en frequence : 
[x* - Aw, x* + Aw] x [u* - Atf, u* + Art] (2.43) 
Soit ty(x) le noyau de la transformation de Gabor. II est clair qu'il s'agit d'une 
fenetre. En la deplagant dans le plan temps-frequence a l'aide de deux parametres 
a, que l'on associera a la frequence et b, que Ton associera au temps, on pourra se 
creer un ensemble de fonctions \Pa6 qui couvrira la totalite de l'espace. On pourra 
alors par la suite decomposer notre signal I(x) selon cette ensemble : 
c{a,b)=<I(x),Vah> (2.44) 
Plus |c(a,6)| sera grand, plus l'energie du signal sera presente dans la fenetre as-
sociee aux parametres a et b. Comment definir a et 6? L'approche paraissant la 
plus evidente est d'utiliser a et b pour effectuer des translations de telle sorte que 
^ab(x) devienne ^a(x — b) et que ^ab(u) devienne ^b(w — a). Cette approche sera 
cependant insuffisante. En effet, ce genre de translation n'a aucun effet sur la lar-
geur de la fenetre. Or, les frequences a analyser auront un impact sur les largeurs 
de fenetres spectrale et temporelle. 
Notre analyse sur une fenetre sera valable si le contenu frequentiel varie peu sur 
un intervalle de temps associe. Or, une frequence etant inversement proportionnelle 
a la longueur d'onde, l'mtervalle de temps dont le contenu spectral est approxi-
mativement stable sera inversement proportionnel a l'intervalle de frequence. En 
reutilisant les notations precedentes, on doit avoir 
A$ oc — - (2.45) 
A ^ 
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On definit done finalement une ondelette de la fagon suivante, a partir d'une 
fenetre, plus communement appelee ondelette mere ty(x) et de deux parametres de 
translation a et b : \&( — ) . Cette definition amenera la fenetre dans le plan temps 
frequence suivante : 
J; A j(- A 
[b + ax* - aA*, b + ax* + a A J x [- ^, — + - 1 ] (2.46) 
a a a a 
Generalement, x* sera nul (de meme que les moments d'ordre superieur, pro-
priete qui sera utile pour caracteriser la regularite d'un signal), b est done un 
parametre permettant la translation en temps, a, sous l'hypothese to* > 0, permet 
de deplaeer la fenetre frequentielle; on voit que pour un o faible, on obtient une 
frequence elevee, d'ou le nom echelle qui lui est associe. Le produit des largeurs 
a/S.y et -^- ne depend pas de a ce qui permet de choisir une taille de boite d'Hei-
senberg dans la fonction mere, taille qui restera la meme peu importe l'echelle. 
Et enfin, en considerant les ecart-types comme des constantes (car choisis dans 
la fonction mere), on voit qu'ils sont inversement proportionnels, en accord avec 
l'equation 2.45. La figure 2.3 montre une ondelette construite a partir d'une fenetre 
gaussienne. 
Avec une telle definition, et en selectionnant les M plus grands coefficients, on 
obtient une erreur d'estimation o(M~2) pour une fonction continue par morceaux 
a variation bornee. 
Exemple 
Un type d'ondelette largement utilise est le chapeau mexicain, defini comme 
etant la deuxieme derivee d'une gaussienne. II s'agit d'une ondelette reelle ou le 
comportement oscillatoire provient du polynome de degre deux qui multiplie la 
gaussienne. Plus precisement, 
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b-a b b+a 
Figure 2.3 - Partie reelle d'une ondelette construite a partir d'une fenetre gaus-
sienne. 
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Figure 2.4 - Representation dans le plan temps-frequence d'une ondelette de type 
chapeau mexicain pour differents a et b 
La figure 2.4 montre le comportement de cette ondelette pour des a et b differents 
dans le plan temps-frequence, ou l'ordonnee est en frequence et l'abscisse en temps. 
On remarque que pour un a grand, Fenergie de l'ondelette est concentree dans les 
basses frequences et sur un grand intervalle de temps, alors que pour a petit, Fener-
gie est tres localisee en espace mais pas en frequence. Les coefficients d'ondelettes 
sont obtenus par la transformee 
/'+°° 1 t - b 
TW{f(t)}{a,b) = / /(i)-7=V( )dt (2.48) 
et on peut reconstruire le signal grace a la transformee inverse 
J
f+oo /.+oo -i f — h fin 
1 / TW{f(t)}(a,b)^(—)db™ (2.49) 
On remarque que certains facteurs dependant cle a ont ete ajoutes pour tenir compte 
de sa mesure et ainsi assurer la conservation de Fenergie. II s'agit ici d'une expli-
cation tres succincte des ondelettes et de leurs applications. Pour plus de details, 
[34] constitue une excellente reference. 
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On a done obtenu une representation optimale d'un signal contenant des dis-
continuites en une dimension. La section suivante montrera que le passage en deux 
dimensions implique d'autres dimcultes. 
2.2.4 Ondelettes en deux dimensions 
La transformation en ondelettes d'une fonction bidimensionelle est typiquement 
realisee en effectuant deux transformees unidimensionelles dans les directions x-y 
de l'image, comme cela est fait pour la transformed de Fourier en deux dimensions. 
On dit alors que Ton effectue le produit tensoriel entre la transformation en x et 
celle en y. L'ondelette utilisee sera done simplement une fonction de deux variables 
separables : 
* . ( ^ ) » , ( ^ ) (2.50) 
Puisque les ondelettes representent de maniere tres efficace, en terme d'erreur 
d'approximation, les signaux unidimensionnels continus par morceaux, on pourrait 
s'attendre au meme comportement en o(M~2) pour les images continues par mor-
ceaux. Or ce n'est pas le cas. La raison en est que l'application en x et en y de 
la transformation en ondelettes implique que les plans spatial et frequentiel sont 
divises en carres. On verra plus loin que cette approche n'est pas la representa-
tion optimale d'une image. En effet, les ondelettes sont particulierement adaptees 
pour detecter des points singuliers en une dimension. Or, en l'appliquant en deux 
dimensions de maniere separable, on ne tient pas compte d'une information que 
Ton a a priori. En effet, un point faisant partie d'une courbe est vu comme une 
discontinuite a la fois en x et en y alors qu'en realite, elle est continue et meme a 
variation lente selon la direction de ce contour. 
Prenons un exemple pour determiner comment le terme d'erreur se comporte 
avec une representation en ondelettes bidimensionnelles : une courbe c(x) G Cp 
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2' < X 
1 ) 
Figure 2.5 - Approximation non-lineaire d'un contour; les curvelets peuvent etre 
vues comme un regroupement local d'ondelettes 
separant4 deux domaines dans un carre unite. D'un cote de la courbe les points 
prennent la valeur 1, de l'autre, 0. En d'autres termes, pour 0 < x,y < 1 : 
f(x,y) = l{y>c{x)} (2.51) 
Ce modele a ete clioisi car typiquement les termes dominants dans le taux d'ap-
proximation sont dus aux courbes singulieres. II est possible de prouver [34] que 
le terme d'erreur se comporte essentiellement de la meme fagon pour les images a 
variation bornee que pour les images continues par morceaux. 
Dans le cas des ondelettes, le support a une echelle j est un carre de cote 2-?. 
Puisque c(x) est de longueur L finie, il faudra un nombre de coefficients non nuls 
c'est-a-dire dont le support intersecte c(x) de l'ordre de L2~j (voir figure 2.5). 
La valeur de ces coefficients se comporte pres de la frontiere comme 23' pour une 
image bornee et a variation bornee([34],p.400). Supposons que les M plus grands 
termes sont conserves et considerons pour simplifier que Ton conserve des echelles 
en entier. On note |/B[A;]| les coefficients en ondelettes ordonnes de telle fagon que 
4L'espace Cp est l'espace des fonctions continuement differentiables p fois 
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I/BIXII > I /B[^+1] | - Puisque l'amplitude de ces coefficients decroit avec l'affinement 
de l'echelle j et puisqu'il y a un nombre de coefficients non-nuls a des echelles plus 
grandes que 2-7 de l'ordre de 2~j, le coefficient |/B[A;]| de rang k est situe a l'echelle 
2J et done k ~ U1~K On a alors | /B[&]| ~ Lk~l. Pour une approximation a M 
termes qui s'arrete a une echelle J, on a, puisque l'echelle J sera dominante dans 
la serie, le terme d'erreur suivant[36] : 
e[M] = | | / - / M | | ~ M -
1 (2.52) 
ou fM est la reconstruction obtenue a partir de M coefficients. 
2.2.5 Curvelets 
II s'agit d'une performance qu'il est possible d'ameliorer. En effet, en utilisant 
des ondelettes s'adaptant a la geometrie on peut atteindre un terme d'erreur se 
comportant comme M~2. Cependant, cette approche n'est pas generale car elle 
necessite la creation d'une nouvelle base pour chacune des images considerees, ce qui 
en alourdit le traitement. On cherchera done plutot a construire une base generique 
qui pourra etre appliquee avec un terme d'erreur en M~2 peu importe l'image. Pour 
ce faire, on conserve l'idee du decoupage temps-frequence des ondelettes, mais on 
n'appliquera pas directement le produit tensoriel (2.50). En effet, rien ne Justine le 
choix des directions cartesiennes en particulier. 
On pourra arriver a un tel taux de decroissance pour l'erreur simplement en 
changeant le type de support utilise pour les fonctions de la base. Comme a la sec-
tion precedente, on utilise une fonction continue par morceaux car elle se comporte 
scnsiblement de la meme facon qu'unc image naturelle. Ainsi, analysons une image 
de ce type pour comprendre la structure des curvelets. 
La figure 2.6 montre une courbe, ici un polynome de degre 3, et sa transformed 
de Fourier. II est interessant d'analyser le spectre de cette image : on remarque 
particulierement la structure en etoile. A premiere vue, on pourrait meme afnrmer 
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Figure 2.6 - Polynome de degre 3 et sa transformed de Fourier, respectivement 
que ce que Ton voit est une famille de fonctions affines d'ordonnee a l'origine nulle; 
c'est-a-dire 
— = cste (2.53) 
De plus, on remarque que la densite de courbes est plus grande a proximite 
des basses frequences. On suggere done de prendre comme deux nouvelles coordon-
nees une distance et un quotient, ou en d'autres termes un rayon et un angle. La 
contrainte liee au principe d'incertitude d'Heisenberg etant toujours presente, on 
considerera des regions de cet espace, idealement courtes selon Tangle et allongees 
selon le rayon. 
La premiere solution est done de considerer des ondelettes directionnelles. En 
effet, plutot que de poser 
*ab{x,y) = iHx(^h)iSv(U^h) (2.54) 
on utilise 
^abe{x,y) = ^{ReD(x,y)) (2.55) 
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ou D, une matrice de dilatation et f?#, une matrice de rotation, sont definies de la 








Or cette approche, quoique largement utilisee dans la litterature (ridgelets[37], 
directionlets[38], wedgelets[39]) n'est pas optimale. En effet, on peut montrer que 
ces ondelettes directionnelles ne "resolvent pas le front d'ondes"[40], i.e. qu'a une 
echelle suffisament fine, on retrouve toutes les orientations alors qu'on voudrait 
seulement la tangente. 
Toujours selon [40], la solution a ce probleme est de conserver un lien longueur 
a largeur2. En d'autres termes, plutot que de changer tous les supports avec une 
operation lineaire, on allonge le support en fonction de l'echelle. Plus l'echelle est 
fine, plus l'aUongement du support sera important. Un autre exposant aurait pu 
etre choisi, mais il est possible de montrer que le choix quadratique est optimal. 
On peut aussi voir cette approche d'une autre fagon [10] a l'aide de la figure 2.5. 
L' approche non-lineaire de deformation du support peut etre vue comme le regrou-
pement a une echelle de deux supports d'ondelettes classiques. Ainsi, plutot que 
de changer la forme de chacun des supports, on arrive a "compresser" l'information 
en regroupant 2~2 (pour atteindre le lien lien longueur oc largeur2) coefficients. En 
reprenant l'exemple de la fonction continue par morceaux, on passe de 2~-7 coef-
ficients pour representer la courbe a 2~2? ce qui mene a une erreur de l'ordre de 
AT2 . 
Ainsi, pour construire les curvelets, il suffit de remplacer D par Da qui dependra 
done de l'echelle et s'ecrira 
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Figure 2.7 - Curvelets dans l'espace direct et sa transformee de Fourier, 








D'autres transformers permettent d'atteindre line erreur d'approximation optimale 
comme les bandelets[41] et les platelets [42]. Cependant les premieres sont ad apt a-
tives, c'est-a-dire que les vecteurs de la base changent selon l'image considered. Cela 
permet d'obtenir une erreur d'approximation optimale pour une plus grande classe 
de fonction, mais ne sera pas (ou plus difficilement) applicables aux algorithmes de 
reconstruction d'image qui nous interessent. Les platelets quant a elles ne peuvent 
etre generees avec un algorithme rapide de type FFT, mais permettent de s'adapter 
plus facilement a un bruit de Poisson plutot que gaussien, ce qui peut etre utile 
dans certaines applications. 
Definit ion exacte 
II est done possible de definir une curvelets a partir de trois coefficients : a, b et 
9, l'echelle, la position et 1'angle respectivement. On peut obtenir tous les vecteurs 
de la base a partir d'une fonction mere de la facon suivante[40] : 
*»,&,*(£, y) = va,ofi(M
x -b)) (2.59) 
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avec 
TF{V}afifi{p, (/>) = wp{ap)w4>(-^=)a^ (2.60) 
ou p et <j> sont les coordonnees polaire dans l'espace de Fourier et ou wp(p) est 
une fenetre radiale avec p G (|>2) et w^cj)) est une fenetre angulaire avec <f> G 
[—1,1]. La figure 2.7 montre cette fenetre et sa transformee de Fourier. II est clair 
que cette definition respecte les caracteristiques recherchees : le support radial de 
TF{W}Q)o,o(p, 4>)
 e s t donne par [^, | ] et done grandit lorsque l'echelle diminue ; de 
meme, son support angulaire est donne par [—y/a, y/a\ et grandit avec l'echelle. Si 
on note L la longueur et I la largeur, on remarque de plus que 
L = 1 - 1 = 1- (2.61) 
a 2a 2a K ' 
I « p{2yfa) (2.62) 
« - ( 2 ^ ) = - l (2.63) 
a \ a 
et done, 
L « Z2 (2.64) 
Ce qui verifie effectivement que la longueur est proportionnelle a la largeur au carre. 
La definition de la transformee en curvelets est donnee par 
TC{f(x, y)}(a, b,6) = J K,b,ei^ v)f(x, y)dxdy (2.65) 
De meme, la reconstruction s'obtient par 
TC{f(x, y)}(a, b, 9)*x,y(a, b, 9)-^dbd9 (2.66) 
II est aussi possible de discretiser ces transformers continues et de les calculer en 
utilisant un algorithme rapide de type FFT[44]. 
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2.2.6 Conclusion 
En revenant au probleme du debruitage, on peut ecrire que le risque minimax 
se comporte de la fagon suivante 
r(DJ) = \\f-fMf + Mo
2 (2.67) 
= e[M]+Ma2 (2.68) 
0(M~1/2) + Ma2 pour une base de Fourier 
~ \ 0(M~l) + Ma2 pour une base en ondelettes (2.69) 
0(M~2) + Ma2 pour une base en curvelets 
et en observant la figure 2.2.6, on remarque que les curvelets permettent non 
seulement de reduire le nombre de coefficients pour obtenir le minimum du risque 
mais egalement de reduire cette valeur minimale, ameliorant a la fois les perfor-
mances visuelles et de calcul. Pour estimer l'ecart-type du bruit, on peut faire l'hy-
pothese qu'empiriquement, les coefficients d'ondelettes aux petites echelles contien-
dront principalement du bruit[35]. II est possible de demontrer que l'esperance de 
la mediane d'une distribution gaussienne est donnee par 0.6745cr. De plus, la me-
diane a la propriete de n'etre que peu influencee par les valeurs extremes. Ainsi, le 
signal present dans les petites echelles sera negligeable par rapport au bruit et on 
pourra faire l'hypothese qu'en divisant par 0.6745 la valeur de la mediane des coef-
ficients aux echelles fines, on obtiendra une bonne estimation de <r[34]. Le chapitre 
3 presentera une application de cette strategic. 
2.3 P r o b l e m e inverse l inea i re 
L'application d'un seuillage sur les coefficients de curvelets constitue done theo-
riquement un outil permettant de debruiter les signaux ultrasonores de maniere 
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Figure 2.8 - Evolution du risque en fonction du choix de la base 
d'angles necessaire a une bonne reconstruction. Pour ce faire, on etudie de fagon 
plus formelle le probleme direct lineaire et son inversion. 
2.3.1 Probleme direct, probleme inverse 
La physique nous permet de faire des predictions : a partir de la description 
complete d'un systeme, il est possible de determiner quelles devraient etre les me-
sures effectuees, du moins en physique classique. Predire les sorties d'un systeme a 
partir des entrees definit le probleme direct. Le probleme inverse consiste done a la 
deduction, a partir des sorties, i.e. des mesures, de certains parametres du systeme 
physique; les entrees[45]. 
Alors que le probleme direct possede generalement une solution unique, le pro-
bleme inverse en possede une infinite. Par exemple, dans un probleme simple d'elec-
tromagnetisme, la mesure d'un champ electrique nul en un point peut etre due a 
une absence de charge, mais aussi a la presence de deux charges de meme signe. 
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Si l'on cherche a determiner la disposition des charges a partir de cette mesure, il 
existe done au moins deux solutions possibles. De plus, ces mesures ne sont jamais 
exactes : il existe toujours une incertitude sur celles-ci. 
Plus formellement, on dispose de donnees mesurees y qui sont le resultat bruite 
par un processus e d'une operation K appliquee sur un vecteur recherche x : 
y = Kx + e (2.70) 
Ici K est operateur lineaire et peut done etre represents par une matrice (even-
tuellement infinie). Le nombre de lignes de cet operateur correspond au nombre de 
mesures effectuees. Puisque ce nombre est arbitraire, la matrice K est necessaire-
ment rectangulaire et ne possede done pas d'inverse. II existe done une infinite de 
vecteurs x difierents permettant d'obtenir les mesures y. 
On dit alors que le probleme est mal pose, e'est-a-dire qu'il n'est pas un pro-
bleme bien pose. Un probleme bien pose, selon la definition d'Hadamard[46], est un 
probleme inverse dont la solution existe, est unique et dont l'operateur inverse est 
stable. La solution n'est pas unique done le probleme est mal pose. Dans le cas par-
ticulier d'une matrice carree, il est possible que le probleme soit mal conditionne, 
e'est-a-dire qu'il possede toutes les proprietes d'un probleme bien pose mais qui 
devient instable parce que traite numeriquement. Ceci apparaitra dans le probleme 
de convolution par un filtre passe-bande. 
2.3.2 Maximum a posteriori 
Puisque le bruit e provient d'un processus aleatoire E, y lui-meme provient 
d'une variable aleatoire Y et on peut reecrire l'equation 2.70 sous la forme 
Y = Kx + E (2.71) 
Une premiere approche interessante pour trouver une estimation de x satisfaisante 
est de maximiser la vraisemblance des parametres x en considerant les mesures 
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y. En d'autres termes, on cherche a maximiser la fonction de vraisemblance pour 
obtenir un estimateur de x5[48] : 
x = argmaxZ/(x|j/) = argmaxp(F = y\x) (2.72) 
X X 
Or, en faisant l'hypothese que le bruit est gaussien, independant d'un pixel a l'autre 
et de meme variance a pour tous les pixels (i.i.d), 
P(Y = y\x) = P(Kx + E = y\x) = P(y - Kx = E) (2.73) 
(y-Kx)T(y-Kx) 
= ae ^ (2.74) 
En maximisant cette expression, on obtient : 
maxlog(P(?/|:r)) = max— [y — Kx)2 (2-75) 
X X 
= mm\\y-Kx\\l (2.76) 
X 
Ainsi, maximiser la vraisemblance sous l'hypothese d'un bruit gaussien revient a 
effectuer une operation de moindres carres. Pour ce faire, on note 
A(x) = \\Kx - yf (2.77) 
La minimisation de cette fonctionnelle peut se faire en annulant le gradient de A(x). 
Ce gradient se calcule a l'aide de la differentielle au sens de Gateaux6 definie pour 
une fonction F(x) de V(un espace vectoriel norme) dans R de la fagon suivante[49] : 
—F(x + \h)\x=0 = DF(x).h (2.78) 
clX 
ou A e R et h € V. Le gradient VF( i ) est alors defini comme 
DF{x).h = < VF(x), h > (2.79) 
5Notons que cette approche est equivalente a minimiser un risque Bayesien uniforme[47]. 
6La differentielle au sens de Gateaux est une forme plus faible de differentielle utile pour les 
applications car elle ramene au calcul de la derivee d'une fonction d'une variable. Une fonction 
differentiable au sens de Frechet est differentiable au sens de Gateaux mais l'inverse n'est pas 
toujours vrai. Dans le cas qui nous interesse, elles sont equivalentes. 
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ou < .,. > est un produit scalaire. Puisqu'une norme est convexe, le minimum est 
unique et donne par V F ( i ) = 0. Calculons a present ce gradient. On peut reecrire 
A(x) de la fagon suivante : 
A(a;) = \\Kx-yf (2.80) 
= < Kx, Kx > - 2 < Kx, y> + <y,y> (2.81) 
En appliquant l'operation 2.78, on obtiendra la derivee d'un polynome en A. Ainsi, 
les termes constants par rapport a x dans A (a;) disparaitront, les termes constants 
du polynome aussi et parce que l'on prend la derivee en A = 0, les termes non 
lineaires disparaitront egalement. On obtient done 
DA(x).h = -£-A(x + \h)\x=o (2.82) 
dX 
= -^-(< K(x + Xh), K(x + Xh) > - 2 < K(x + \h),y >)U42.83) 
dX 
= -^-(2A < Kx, Kh > -2A < Kh, y > ) | A = 0 (2.84) 
dX 
= ^-(2X<K*KXlh> -2X<K*y,h>)\x=0 (2.85) 
otA 
= < 2K*Kx - 2K*y, h >=< V[A(x)], h > (2.86) 
Ainsi, x minimisant la fonctionnelle 2.77 est donne par 
x = {K*K)-lK*y (2.87) 
x est appele pseudo-solution et (K*K)~1K* pseudo-inverse. Malheureusement, il 
est frequent d'avoir un operateur pseudo-inverse mal pose, e'est-a-dire qu'il est 
non-borne, ou dans le cas qui nous interesse, mal conditionne, e'est-a-dire qu'il a 
une tres grande norme. Dans les reels, cela correspond a une division par zero ou 
numeriquement par une division instable. Or, en imagerie, x est necessairement 
d'energie finie puisqu'il s'agit d'un phenomene physique; il faudra done remplacer 
l'operateur pseudo-inverse par une approximation qui, elle, sera bornee pour le cas 
mal pose et a norme reduite pour le cas mal conditionne. 
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Ainsi, on ajoute une contrainte, par exemple que l'energie de x est finie (ou 
bornee). On propose alors une fonctionnelle de la forme : 
A(x) + fi\\x\\2 (2.88) 
ou fi mesurera l'importance que Ton veut donner a cette contrainte additionnelle. 
On peut aussi obtenir une explication bayesienne : si on suppose que x provient 
d'un processus gaussien et que Ton pondere la fonction de vraisemblance par la 
probabilite d'obtenir X = x on obtient une fonctionnelle equivalente[50]. La nou-
velle pseudo-solution est obtenue d'une maniere similaire a la precedente et s'ecrit 
maintenant 
x = (K*K + (j,I)-1K*y (2.89) 
L'inversion est dite regularisee. 
2.3.3 Decomposition en valeurs singulieres 
Lorsque l'operateur K*K est compact, on peut en faire une decomposition en 
valeurs singulieres 
CXD 
Kx = ^ Gk < X, Vk > Uk 
k=l 
ou les vk et les uk sont respectivement les vecteurs propres de K*K et KK* et 
les o\ sont les valeurs propres. On obtient par la suite un ensemble de problemes 
unidimensionnels a resoudre de la forme 
oo 
x = Y" 2 h < V' uk > vk (2.90) 
On parle alors de regularisation Tikhonov. En deconvolution, puisque la base dia-
gonalisant l'operateur est celle de Fourier, on utilise plutot l'expression filtre de 
Wiener. 
Malheureusement, cette approche n'est toujours pas optimale. Comme le montre 
justement l'exemple de la deconvolution. Supposons que Ton dispose d'une fonction 
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Figure 2.9 - Apparition des oscillations de Gibbs lorsqu'un petit nombre de vecteur 
de la base de Fourier sont retires. 
continue par morceaux representative d'une image naturelle et que Ton tente de 
la deconvoluer avec le filtre de Tikhonov. Le terme -^- de l'equation 5.12 peut 
etre approxime par un seuillage et puisque la base de Fourier diagonalise les ope-
rateurs de convolution, < y,^ > vk est la transformed de Fourier de y. Ainsi, on 
seuille la decomposition de Fourier d'un signal a debruiter, ce qui, comme montre 
precedemment, n'est pas efficace car la qualite d'approximation n'est que de M " 
et done le risque est eleve. De plus, le niveau de seuillage n'est pas determine par 
les proprietes de x mais bien par les valeurs propres de l'operateur K. Ainsi, on 
limite l'energie de x en retirant des composantes de y dans une base adaptee a K. 
En particulier, on observe le phenomene des oscillations de Gibbs lorsqu'on effec-
tue un tel seuillage sur une fonction red comme montre a la figure 2.9. Cependant, 
contrairement au probleme du debruitage, il n'est pas simple de changer cette base, 
car elle doit aussi etre adaptee a la contrainte supplementaire qu'est la bonne re-
presentation de l'operateur K. II faudra done trouver le compromis optimal entre 
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la decomposition de K et la decomposition de y. 
2.3.4 Ondelettes-Vaguelettes 
Une premiere approche, la decomposition en ondelettes-vaguelettes proposee 
en 1991 par Donoho[51] et generalisee par la suite pour les curvelets[52] permet 
d'obtenir un compromis optimal dans ce probleme pour certains operateurs. On 
remarque qu'en multipliant par vk des deux cotes de l'expression 2.90, on obtient : 
<x,vk> = -2-—<y,uk> (2.91) 
= -p— < Kx, uk > (2.92) 
4 + V 
= °k < x, K*uk > (2.93) 
<?£ + » 
L'idee consiste a remplacer K*uk par un vecteur d'une base adaptee au signal, 
done, par exemple, on pourrait prendre des vecteurs d'une base d'ondelettes ou de 
curvelets. Ainsi, comme il a ete montre dans la section precedente, le debruitage 
serait optimal. Sous des conditions contralgnantes sur l'operateur, cela est possible. 
Cependant, ces conditions nous limitent a certains operateurs comme l'operateur 
de convolution ou celui de la transformee de Radon. Par contre, son application a 
l'operateur direct en photo-acoustique, qui sera decrit au prochain chapitre, est plus 
difficile. Toutefois, cette approche montre qu'il est possible d'ameliorer, en integrant 
des bases compressees, la resolution du probleme inverse de la meme fagon qu'en 
debruitage. On propose done de remplacer l'a priori qui stipule que l'energie de la 
solution doit etre finie par un a priori plus fort stipulant que la solution obtenue 
devrait etre compressible dans une base donnee. Tel est le principe de base de 
l'echantillonnage compresse. 
2.3.5 Normes £p 
Inequivalence entre la decomposition en valeurs singulieres et l'approche baye-
sienne montre que parmi 1'infinite de solutions possibles, celle minimisant l'energie 
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de l'image n'est pas optimale car elle correspond a un debruitage par seuillage dans 
une base qui represente mal l'image a recuperer dans le cas general. De plus, mi-
nimiser l'energie correspond a optimiser Festimateur d'une image provenant d'une 
distribution gaussienne. Or, rien ne nous permet de faire cette hypothese a priori. 
Dans notre cas, une information a priori dont nous disposons est que l'image 
finale obtenue sera compressible dans une base multiresolution. parmi l'infinite de 
solutions possibles, s'il en existe une qui est composee de moins de coefficients, 
on fait l'hypothese que cette solution est la meilleure approximation. D'abord, on 




Avec cette notation, choisir la solution la plus parcimonieuse correspond a solu-
tionner le probleme PO : 
min ||^|U0 t.q. y = K<5>6 (2.95) 
ou x = §9, $ etant une transformation multiresolution et ou la norme l§ est sim-
plement le nombre d'elements. Cependant, il n'existe pas d'approche algorithmique 
efficace pour dans un temps raisonnable : il s'agit d'un probleme NP-complet[12]. 
Donoho a demontre[53] que la solution du probleme PI 
min||#||£l t.q. y = K§6 (2.96) 
etait equivalente a la solution du probleme PO pour des problemes a grande echelle 
comme celui que nous considerons. Dans le cas de calculs numeriques, il est plus 
juste de reecrire PI sous la forme 
mm\\d\\ei t.q. \\y - K$e\\e2 < e (2.97) 
car il faut prendre en compte la bruit polluant les mesures. Ce bruit est toujours 
present et ce meme en simulations auquel cas il provient de la precision machine. 
N 
\U\ = £ Ui 
i = i 
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II existe plusieurs methodes pour arriver a trouver une solution a PI . Nous les 
presentons ici de maniere succincte, mais elles seront reprises en details dans les 
chapitres 4 et 5. 
D'abord, il est possible d'approcher PI a l'aide de programmation lineaire et du 
second ordre[54]. Ces methodes utilisent le fait que les contraintes y — KQd torment 
un polygone et que le minimum recherche se trouvera sur l'un des sommets de ce 
poly gone. Une methode bien connue est celle du simplexe qui cherche le sommet 
optimal par l'exterieur du polygone. Cependant, un type d'algorithme plus recent, 
dit de point interieur, approche le probleme de l'interieur et est beaucoup plus 
efficace pour les problemes a grande echelle que nous considerons[55]. Malgre cela, 
les algorithmes de programmation lineaire usuels impliquent des calculs lourds qui 
limitent la reconstruction d'images de haute resolution. lis seront tout de meme 
utilises au chapitre 5. 
En deuxieme lieu, notons qu'avant que Donoho ne prouve la correspondance 
P0-P1, Daubechies et al. avaient propose[ll] une fonction auxiliaire qui permet 
minimiser la fonctionnelle Pp suivante 
\\Kx-y\\e2+fi\\e\\ep (2.98) 
par une serie de seuillages ou /J, est un scalaire 7. Sous cette forme, on peut se 
ramener a une minimisation de la variation totale qui s'inscrit dans le cadre plus 
large de criteres semi-quadratiques pour la restauration d'images[56] en choisissant 
adequatement $. Le raisonnement pour justifier que minimiser Pp avec p < 2 
permet d'ameliorer la reconstruction est interessant car intuitif : Si p — 2, on 
retrouve une minimisation de l'energie par le theoreme de Parseval-Plancherel. En 
diminuant p, on augmente la penalisation sur les pet-its coefficients et on favorise 
les grands coefficients. Plus p se rapproche de 1, plus cet effet est important. Or, 
7La methode peut aussi etre generalised a un vecteur poids qui agit differemment sur chacun 
des coefficients de la base. Nous nous limiterons cependant au cas oil // est un scalaire. 
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favoriser les grands coefficients correspond a favoriser la parcimonie de la solution 
obtenue. 
Plus precisement, dans le cas p = 1, la solution xn de 
^ = S^x;-1 + [K*(y - Kxn~%) (2.99) 
ou SWji est un operateur de soft-thresholding avec un seuillage etabli a w/2, est 
solution de Pp. 
Toujours dans le cas oil p = 1, on peut montrer qu'il existe une relation entre /i 
et e qui rend les problemes Pp et PI equivalents [57]. II s'agit done d'une deuxieme 
approche possible pour solutionner PI. 
Enfin, bien que ces deux dernieres approches soient interessantes, elles ne per-
mettent pas de determiner la valeur de \i ou de e de fagon optimale. II est necessaire, 
dans l'objectif de pouvoir fournir un algorithme de formation d'image facilement 
utilisable et robuste, de pouvoir les obtenir. II faut aussi que l'inversion soit rapide. 
L'algorithme LASSO [57] remplit ces conditions. 
Pour en comprendre les grandes lignes, analysons le comportement de la solution 
pour p = 1 en fonction de \i : Lorsque [i est tres grand, on trouvera la solution 
xn — 0 et plus /i se rapprochera de zero, plus x^ tendra vers la solution de 2.96 
avec e = 0. On parle alors d'une trajectoire de solution[57] definie par Pensemble 
{xM : \x G [0, oo)}, que Ton peut definir aussi pour e. II existe une reparametrisation 
q telle que e = q(/x). Ainsi, les deux problemes suivent la meme trajectoire. Osborne 
et al.[58] ont demontre, et e'est l'element cle ici, que cette trajectoire est constante 
par morceaux. Ceci signifie qu'une variation de /i n'implique pas necessairement une 
variation de la solution x^. Cette variation apparaitra seulement pour un ensemble 
denombrable de \i, qui peut etre associes aux sommets d'un polygone. 
II est done possible de construire un algorithme qui, litteralement, sautera d'un 
sommet a l'autre comme le fait l'algorithme LASSO. En pratique, cela signifie, 
en partant d'un p,Q suffisamment grand pour que xMo soit nul, que Ton ajoute 
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un coefficient de la base multiresolution a chaque iteration. Ainsi, contrairement 
aux algorithmes de points interieurs, cet algorithme profite du fait que l'image est 
compressible pour diminuer le temps de calcul. Cette approche est tres efficace et 
permet de mener des calculs sur de bien plus gros problemes. 
En somme, nous disposons de trois algorithmes permettant de solutionner P I : 
programmation lineaire ou du second ordre, fonction auxiliaire de Daubechies et al. 
et 1'algorithme LASSO. Nous utiliserons au chapitre 4 la fonction auxiliaire de Dau-
bechies et al. pour ameliorer l'etape de deconvolution dans l'inversion du probleme 
en photo-acoustique. Les deux autres methodes seront utilisees pour l'inversion 
totale au chapitre 5. 
Echanti l lonnage compresse 
Jusqu'a maintenant, presque tous les elements du probleme initial ont ete opti-
mises. En effet, le choix de la norme £2 pour mesurer \\y — Kx\\ est optimal car il est 
connu a priori que le bruit est gaussien. La contrainte sur la norme de x a elle aussi 
ete optimisee par la correspondance entre les problemes PO et P I . Enfin, le choix de 
H a ete etudie ce qui a mene a une approche ne necessitant pas sa determination. 
Un dernier parametre reste a etre optimise : K. 
Nous avons tente de trouver la solution la plus plausible a un probleme qui 
en admet une infinite. Or, une serie d'articles recents[12, 13, 59-64] a montre que 
si K respectait une condition d''incoherence avec $ , que le nombre de mesures 
etait suffisant et que la solution recherchee est compressible dans la base $ alors la 
solution trouvee en minimisant 2.95 sera la solution recherchee avec une tres grande 
probabilite. C'est ce qu'on appelle 1'echantillonnage compresse. Ce nom provient du 
fait que les mesures sont congues dans l'objectif d'echantillonner non pas le temps 
ou la frequence, mais bien un vecteur de la base <&. 
II est important ici de mettre en relief l'importance et la force de l'echantillon-
nage compresse. Sans ces conditions sur K, on imposait simplement un choix de 
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solution parmi l'infmite existante en choisissant arbitrairement un ou des a priori 
sur la solution. On supposait par la suite que ces a priori permettaient de rap-
procher la solution choisie de la veritable solution, mais sans pouvoir le quantifier. 
Avec cette nouvelle approche, on est en mesure d'affirmer que le choix de Fa priori 
utilisant la norme l\ retrouvera l'unique veritable solution avec une tres faible pro-
babilite de se tromper. 
La suite du memoire se presentera done comme suit : un chapitre presentera 
l'application des methodes de debruitage suivi d'un autre present ant la deconvo-
lution en utilisant une norme i\. Le dernier chapitre contient un article soumis au 
journal IEEE Transactions on Medical Imaging qui explique comment il est possible 
d'obtenir un operateur direct en imagerie photo-acoustique repondant aux criteres 
de l'echantillonnage compresse. La theorie de l'echantillonnage compresse sera aussi 
decrite plus precisement. II presentera de plus une application de la solution de PI 





La theorie ayant ete exposee, ce chapitre presente l'application des strategies de 
debruitage elaborees dans le dernier chapitre. L'objectif ici est d'arriver a diminuer 
le nombre de moyennages des mesures de pression necessaires pour obtenir une 
reconstruction satisfaisante. Comme explique au premier chapitre, un sinogramme 
typique obtenu en tomographic circulaire contiendra des courbes sinusoi'dales as-
sociees aux contours des objets a imager et cela est du au fait que l'effet photo-
acoustique agit comme un filtre passe-haut sur les coefficients d'absorption. Les 
curvelets devraient etre particulierement bien adaptees a ce type d'image et ainsi 
fournir un debruitage plus efficace que les ondelettes bidimensionnelle. C'est ce qui 
sera verifie en comparant la performance des ondelettes vis-a-vis des curvelets sur 
deux fantomes, presentes a la figure 3.1. Le premier fantome contient deux niveaux 
de contraste differents ainsi qu'une structure en arbre qui nous permettra de voir 
la performance du debruitage a differentes echelles. Un soin particulier a aussi ete 
apporte dans sa conception pour eviter de favoriser les coordonnees cartesiennes. 
Le second fantome est le sinogramme associe au premier, qui s'approche done gran-
dement de la situation reelle a laquelle nous sommes confrontes. 
Le niveau de bruit a ete calcule a partir de l'estimateur de l'ecart-type suivant : 
. _MED{(x,^):jeIH} 
0,6745 [ } 
ou IH est l'ensemble des indices d'ondelettes a l'echelle la plus fine. On peut done 
facilement determiner le niveau de seuillage. Comme propose dans [65], nous avons 
augmente le niveau de seuillage pour l'echelle la plus fine dans un rapport de | . 
Une fois cette estimation obtenue, l'algorithme de debruitage est tres simple : 
1. Transformation de l'image en ondelettes 
61 
2. Evaluation de a 
3. Determination du niveau de seuillage a partir de a 
4. Application du seuillage (hard ou soft) 
5. Transformation inverse de l'image dans l'espace des ondelettes 
Dans le cas d'une transformation en curvelets, on doit tenir compte du fait que 
cette transformation n'est pas orthonormale comme la transformee en ondelettes. 
En effet, la norme des curvelets depend de l'echelle et de Tangle. Ainsi, il est ne-
cessaire d'adapter le niveau de seuillage a ce contexte en determinant un seuillage 
different pour chaque angle et chaque echelle. Nous avons teste deux methodes pour 
determiner la norme des curvelets. La premiere consiste simplement a la transfor-
mation inverse d'un seul coefficient et de calcuer la norme du resultat, et ce, pour 
tous les coefficients. Cette methode est tres precise mais est lourde numeriquement. 
Une deuxieme approche est de faire la transformation d'un delta de Dirac. En effet, 
on obtient dans ce cas : 
TC{S(x,y)}{a,b,6) = J%Ad(x,y)5(x,y)^dxdy) (3.2) 
= **m(a,b,9) (3.3) 
En pratique, il est impossible de modeliser precisement une distribution de Dirac. 
En premiere approximation, nous avons effectue la transformee de Fourier inverse 
d'une fonction en deux dimensions, constante et egale a un, ce qui modelise une 
telle distribution. En sommant sur tous les b a chaque echelle et a chaque angle, et 
en divisant par la cardinalite de b, on obtient une estimation adequate de la norme. 
En comparant avec la premiere approche, on obtient des resultats tres similaires 
mais en une fraction du temps. Quelques secondes sont suffisantes pour effectuer 
ce calcul. On peut par la suite ponderer le seuillage avec la norme obtenue et on 
obtient l'algorithme suivant pour le debruitage en curvelets : 
1. Transformation de l'image en ondelettes 
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2. Evaluation de a 
3. Transformation de l'image en curvelets 
4. Evaluation de la norme des curvelets 
5. Determination du niveau de seuillage a partir de a et de la norme des curvelets 
6. Application du seuillage (hard ou soft) 
7. Transformation inverse de l'image dans Fespace des curvelets 
ou on applique toujours le rapport de | dans le niveau de seuillage pour l'echelle 
la plus fine. 
3.1 Metr ique 
II faut desormais definir une metrique pour evaluer la qualite du debruitage 
obtenu. Nous avons fait le choix -arbitraire- du PSNR car il est largement utilise 
dans la litterature. II ne constitue qu'une mesure parmi d'autres dont la principale 
qualite est Fobjectivite. Selon [66], le PSNR entre deux images A et B est defini 
par 
PSNR(I) = 20 log10 [
 b = | (3.4) 
ou E{.} est la valeur moyenne et ou b est la valeur maximale de l'image. Typique-
ment, on normalisera l'image entre 0 et 1 ce qui implique 6 = 1 . 
3.2 Fantomes 
La figure 3.1 montre les fantomes choisis pour tester les methodes de debrui-
tage explicitees ci-haut. Le premier est un fantome presentant des arborescences, ce 
qui permettra de voir l'impact du debruitage pour differentes frequences spatiales. 
Le second est un sinogramme obtenu en appliquant le probleme direct en photo-
acoustique sur le premier fantome, ce qui se rapproche davantage des signaux reels 
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qui nous interesserons plus loin. Les versions bruitees de ces sinogrammes corres-
pondent a un PSNR situe entre 15 et 16dB. 
La figure 3.2 montre un debruitage hard en ondelettes et en curvelets. On re-
marque la presence d'artefacts pour les deux bases. Cependant, lorsque le bruit 
augmente, les curvelets permettent un bien meilleur debruitage avec une difference 
de PSNR de l'ordre de 5dB. La figure 3.3 montre la meme experience mais realisee 
sur le second fantome. On remarque le meme comportement pour les forts niveaux 
de bruit, c'est-a-dire une meilleure performance des curvelets. Par contre, on voit 
apparaitre aussi davantage d'artefacts pour cette base. 
La figure 3.4 montre un comparatif entre les met nodes hard et soft effectue sur 
le premier fantome. On y remarque une meilleure performance, en terme de PSNR, 
pour le debruitage soft. 
On remarque done que les curvelets permettent toujours d'obtenir un debruitage 
de niveau equivalent ou superieur a un debruitage en ondelettes, comme le predisait 
la theorie. C'est cette constatation qui nous menera a vouloir integrer les curvelets 
dans le processus de reconstruction en imagerie photo-acoustique. La premiere ap-
plication de cette strategic sera faite pour la premiere etape de la reconduction : 
la deconvolution du sinogramme. 
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(a) Fantome (b) Sinogramme 
• • I I I • 
•4vv ' i ' ; i i!i ,o*]* ,"i ' .«"'W.i. 
(c) Fantome bruite (d) Sinogramme bruite 
Figure 3.1 - Fantomes. (a) Fantome permettant l'analyse du debruitage pour diffe-
rentes echelles grace aux differentes arborescences. Permct aussi l'analyse du com-
portement pour un faible constraste. (b) Sinogramme obtenu a partir du fantome 
en (a). On remarque la presence de quelques instabilites numeriques dues au cal-
cul de la derivee par rapport au temps, (c) Fantome additionne d'un bruit blanc 







0.08 0.1 0.12 
Niveau de bruit 
(c) 
Figure 3.2 - Debruitage du fantome par seuillage hard, (a) Utilisation de onde-
lettes. On remarque une difficulte a recuperer la partie de faible contraste et l'ap-
parition d'artefacts dans l'arriere-plan. (b) Utilisation des curvelets. On remarque 
une meilleure recuperation du fantome en general, mais les artefacts d'arriere-plan 
semblent plus importants. (c) Evolution du PSNR obtenu apres debruitage en on-
delettes et en curvelets par seuillage hard pour differents niveaux de bruit. 
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0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 
Niveau de bruit 
(c) 
Figure 3.3 - Debruitage du sinogramme par debruitage hard, (a) Utilisation des 
ondelettes. (b) Utilisation des curvelets. On remarque un meilleure mise en evi-
dence de certaines caracteristiques de l'image, mais aussi des artefacts importants 
dans l'arriere-plan. Dans le cas des ondelettes, ces artefacts sont inexistants, mais 
le niveau de bruit restant est plus eleve. (c) Evolution du PSNR obtenu apres de-
bruitage en ondelettes et en curvelets par seuillage hard pour differents niveaux de 
bruit. 
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0.08 0.1 0.12 
Niveau de bruit 
(a) 
0.06 0.08 0.1 
Niveau de bruit 
(b) 
Figure 3.4 - Comparaison entre seuillages hard et soft, (a) Pour les ondelettes. (b) 
Pour les curvelets. On remarque un leger avantage pour le seuillage soft, et ce, de 
maniere generate. 
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C H A P I T R E 4 
D E C O N V O L U T I O N 
Le chapitre precedent a montre que l'utilisation des curvelets pour debruiter un 
sinogramme etait efficace. Cependant, avant de pouvoir appliquer l'algorithme de 
retro-projection, il faut d'abord tenir compte du fait que le transducteur a deforme 
le contenu frequentiel du signal. En effet, il mesure plus efficacement les frequences 
entourant sa frequence centrale. Plus specifiquement, on peut approximer cette 
reponse par une gaussienne centree a la frequence du transducteur. On a done 
s(f) = g(f)p(f) (4.1) 
ou g(f) est la reponse du transducteur, p(f) est la pression recherchee et s(f) est 
le signal mesure. On peut done recuperer p(f) de la fagon suivante : 
* / ) - ^ | (4.2) 
Cependant, en presence d'un bruit e, on exprime plutot l'estimation de la pression 
par 
On remarque alors que pour une frequence eloignee de la frequence centrale, g(f) 
sera tres petit et done que l'erreur commise 4jr qui est une division instable pourra 
etre tres grande de par le fait que e est aleatoire. On devra done regulariser l'es-
timateur p(f)- On r emarque qu'il s'agit de l'inversion d'un probleme direct et quo 
toute la methodologie developpee au second chapitre est applicable. En considerant 
la totalite du sinogramme, on a 
s = Gp + e (4.4) 
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ou G est l'operateur de convolution, s est le sinogramme mesure (done convolue et 
bruite) et p est le sinogramme a recuperer. 
Plus precisement, ce chapitre presente l'implementation d'un algorithme per-
mettant la minimisation d'une fonctionnelle comportant une norme i\ appliquee sur 
des coefficients de curvelets. En premiere partie, nous presenterons l'approche clas-
sique de la deconvolution, en utilisant un filtre de Tikhonov que nous optimiserons 
a l'aide d'une approche Lcurve. 
Nous avons obtenu au chapitre 2 la solution (2.89) du probleme de minimisation 
de la fonctionnelle : 
l b - ^ l k + /"IMk (4-5) 
qui est appellee filtre de Tikhonov. 
4.1 Lcurve 
Dans le but de comparer l'approche avec la norme t\ avec une normalisation 
£2, il etait necessaire d'utiliser une version optimisee de cette derniere, e'est-a-dire 
de choisir de maniere objective le parametre /i apparaissant dans la fonctionnelle a 
minimiser : 
\\y - Kx\\i2 + n\\x\\i2 (4.6) 
II existe diverses methodes dans la litterature (UPRE,GCV,Discrepancy principle), 
toutes decrites dans [50]. Notre choix s'est cependant arrete sur la methode Lcurve, 
largement utilisee dans la litterature [67-69] car elle est simple a implementer et ne 
demande pas de calculs lourds. 
L'idee a la base de cette methode est simple : lorsque JJL —>• CXD, la solution 
x^ minimisera uniquement l'energie de x et done ||xM|| ~ 0. A l'inverse, si /x —> 
0, puisque K est mal pose ou mal conditionne, la solution explosera, e'est-a-dire 
Hâ ll —> oo. Lorsque Ton trace le logarithme de l'energie S(fi) = \\x^\\ de la solution 
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en fonction du logarithme du residu R(/J.) = \\Kx — y\\, on obtient une courbe en 
forme de L, d'ou le nom Lcurve. Intuitivement, on postule done que le \i optimal est 
celui qui offre le meilleur compromis entre la limitation de l'energie et la proximite 
de l'estimation a la solution, e'est-a-dire celui correspondant au coin du L. 
Pour le determiner, il suffit de maximiser la derivee seconde de cette courbe, ce 
qui correspond a maximiser K{JI) defini par 
= x 'MrM-xwrM (47) 
(xw + rW)1 
ou X(n) — logR(fi) et Y(n) — log S(fi). II apparait utile, puisque les derivees 
secondes sont instables numeriquement, d'utiliser cette identite[70] : 
R'(/i) = -nS'ifi) (4.8) 
pour reecrire K sous la forme 
R(P)2S(H)2 
Klfji) — j - — — — — (4.9) 
[RW + fSW]* 
Cette methode a ete critiquee dans la litterature [70, 71] car elle ne converge pas 
toujours. Or dans [71], l'auteur suggere que cette non-convergence ne se produit 
que dans le cas ou x est s fois differentiable au sens de Sobolev (voir equation 
2.29) avec s grand. Dans notre cas, nous nous interessons justement aux fonctions 
discontinues, done qui ont un s inferieur a une demie. En effet, en deconvolution, 
le seuillage implicite effectue par la contrainte energetique se fait sur une base de 
Fourier. Si s est grand, cette base represente efficacement la fonction a obtenir et 
il devient done inutile d'utiliser une base multiresolution (voir chapitre 2.3). 
4.2 Normes lx 
L'idee de cette approche est d'arriver a imposer une contrainte sur la parcimonie 
de la solution. On applique ici une norme £x, qui, en comparaison avec un approche 
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£2 favorisera les grands coefficients et penalisera les petits. Cela est simplement clu 
au fait qu'une petite valeur au carre est plus faible qu'elle meme et qu'a l'inverse une 
grande valeur au carre est plus grande qu'elle-meme. Ainsi, la norme £2 a tendance 
a penaliser les grands coefficients qui, apparaissant plus gros dans la fonctionnelle, 
seront les premiers a etre elimines. La norme i\ ne provoque pas de telle distortion. 
Le probleme direct que Ton veut inverser est le suivant : 
s = Gp + e (4.10) 
ou, s est le signal mesure, G est un operateur de convolution (filtre passe-bande 
dans notre cas)e est un bruit blanc gaussien et p est le veritable champ de pression 
que Ton voudrait recuperer. On peut decomposer le sinogramme p dans un base 
compressee et ici, on s'interesse plus particulierement aux curvelets 07 : 
V ]Tp707, (4.11) 
Les curvelets sont particulierement interessantes car elles permettront de tirer profit 
de la structure bi-dimensionnelle du sinogramme pour effectuer une deconvolution 
unidimensionnelle. 
On voudrait done minimiser la fonctionnelle 
Hs-GpHfc+HM* (4-12) 
Pour ce faire, on utilise l'algoritlime iteratif suivant propose par Daubechies et al 
[11] qui converge vers la meme solution que la minimisation de la fonctionnelle 
precedente. 
Pn, = S w , ! ^ - 1 + [K*{s - Kpn~%) (4.13) 
ou SWji est un operateur de soft-thresholding : 
Oiu 1 — 
x 2 
0 




x > | 
W < f 
x < | 
(4.14) 
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Tableau 4.1 - PSNR obtenu pour differentes approches de deconvolution 
Tikhonov Curvelets + Tikhonov t\ 
PSNR 28.85 35.09 39.35 
Nous avons implements cet algoritlime et l'avons d'abord applique a des fantomes 
numeriques. Nous avons modelise le probleme direct pour obtenir un sinogramme a 
partir d'une image. Ce sinogramme etait par la suite convolue par une modelisation 
de la reponse a l'impulsion du transducteur et finalement ajoute d'un bruit blanc 
gaussien d'ecart-type 0,05. 
4.2.1 Simulations 
Nous avons simule un fantome numerique comportant deux inclusions lineaires 
de taille 25X10mm tel que montre a la figure 4.1(a). Nous avons compare la de-
convolution de Tikhonov a une deconvolution utilisant l'algorithme de Daubechies 
et al et enfin, pour eviter de percevoir une augmentation du PSNR uniquement 
a cause du debruitage en curvelets, l'avons compare a un filtre de Tikhonov suivi 
d'un debruitage en curvelets par hard-thresholding. 
Nous avons remarque un hausse dans le PSNR calcule par rapport au sino-
gramme initial sans bruit et sans convolution. Les images montrees a la figure 4.1 
representent la reconstruction totale obtenue par retroprojection. Les valeurs sont 
donnees dans le tableau 4.1. 
La figure 4.2 montrent une courbe du sinogramme simule. On remarque trois 
phenomenes : la hauteur relative des deux pics, la largeurs de ces pics et le niveau 
de bruit. Alors que l'approche classique de Tikhonov montre de bons resultats pour 
les deux premiers criteres, le niveau de bruit est eleve et le contraste du premier pic 
est faible. D'un autre cote, le debruitage en curvelets precedant une deconvolution 
Tikhonov donne un meilleur contraste mais les pics s'elargissent et leur hauteur 
relative n'est pas conserve. Enfin, l'approche de Daubechies et al. semble etre un 
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(a) Fantome initial 
20 22 24 
mm 
(b) Deconvolution Tikhonov 
(c) Deconvolution Tikhonov appliquee a un si-
gnal debruite 
(d) Deconvolution t\ 
Figure 4.1 - Deconvolution d'un fantome numerique suivant trois approches, re-
constructions totales 
(a) Fantome initial (b) Deconvolution Tikhonov 
(c) Deconvolution Tikhonov appliquee a un si-
gnal debruite 
(d) Deconvolution £i 
Figure 4.2 - Deconvolution d'un fantome numerique suivant trois approches, sino-
grammes 
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bon compromis : les pics sont etroits, leur hauteur relative est conservee et le niveau 
de bruit est faible. 
4.2.2 Resul tats experimentaux 
Pour valider cette approche, nous l'avons applique a un fantome reel constitue 
de deux tubes de tygon de bOOfim contenant de l'encre et inseres dans une gela-
tine translucide. Les dimensions du fantomes correspondent a ce qui pourrait etre 
observe in vivo pour le cerveau d'une souris. 
Les resultats obtenus montrent (figure 4.3(d)) montrent des contours mieux 
definis et moins de bruit. 
4.2.3 Conclusion 
Malgre le fait que cette approche soit prometteuse, elle a un desavantage im-
portant : le choix de \i est tres difficile a faire. En pratique, il est necessaire d'avoir 
une approche de type black box pour que l'algorithme total de reconstruction soit 
facilement utilise par un non-specialiste. Une approche de type Lcurve pour une 
minimisation l\ pourrait etre envisagee. Cependant, cela impliquerait de calculer la 
solution pour divers /z, et etant donne le caractere iteratif de l'algorithme, de plus 
longs calculs, qui ne convergent pas toujours selon la valeur de fx. II apparaitera 
beaucoup plus efficace de considerer une approche globale integrant les normes l\ 
a la fois pour la deconvolution et l'inversion du probleme direct de la tomographie 
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Figure 4.3 - Deconvolution d'un fantome reel suivant trois approches. Le cercle noir 
de (d) represente approximativement la region illuminee par le laser. 
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CHAPITRE 5 
THE APPLICATION OF COMPRESSED SENSING FOR 
PHOTO-ACOUSTIC TOMOGRAPHY 
L'article faisant l'objet de ce chapitre explique comment il est possible, en conce-
vant l'operateur direct K adequatement, de faire appel a la theorie de l'echantillon-
nage compresse pour la tomographic circulaire en imagerie photo-acoustique. En 
utilisant une metrique definie dans [15], la TPSF, il sera possible de determiner 
si l'operateur direct associe a une base donnee est une 'CS-matrix', c'est-a-dire 
une matrice permettant l'application de l'echantillonnage compresse. Apres avoir 
fixe l'operateur direct dans sa formulation dans l'espace de Fourier, ce document 
compare differentes bases compressees possibles pour la reconstruction et conclut 
qu'une base d'ondelettes s'avere plus performante qu'une base en curvelets. II se 
termine par une application de cette theorie sur des simulations et sur des donnees 
experiment ales provenant de fantomes. 
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ABSTRACT 
Photo-acoustic (PA) imaging has been developed for different purposes but 
recent years has seen the modality gain interest with applications to small animal 
imaging. As a technique it is sensitive to endogenous optical contrast present in 
tissues and, contrary to diffuse optical imaging, it promises to bring high reso-
lution imaging for in vivo studies at mid-range depths (3mm-10mm). Because of 
the limited amount of radiation tissues can be exposed to, existing reconstruction 
algorithms for circular tomography require a great number of measurements and 
averaging, implying long acquisition times. Time-resolved photo-acoustic imaging 
is therefore possible only at the cost of complex and expensive electronics. This 
paper suggests a new reconstruction strategy using the compressed sensing forma-
lism which states that a small number of linear projections of a compressible image 
contain enough information for reconstruction. By directly sampling the image to 
recover in a sparse representation, it is possible to dramatically reduce the number 
of measurements needed for a given quality of reconstruction. 
5.1 Introduction 
Photo-acoustic (PA) imaging has been developed for different purposes but 
recent years has seen the modality gain interest with applications to small animal 
imaging [4, 5]. As a technique it is sensitive to endogenous optical contrast present in 
tissues and, contrary to diffuse optical imaging, it promises to bring high resolution 
imaging for in vivo studies at mid-range depths (3mm-10mm). Gain in resolution 
originates from the acoustic detection whereby it is limited by transducer frequency. 
For example the vascularisation of a rat brain has been clearly imaged to high 
precision[4]. To this day, much work in the field is being done in instrumentation : 
techniques to accelerate the acquisition process and increase the resolution [31] are 
being explored as well as creating new applications. These results translate into 
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new opportunities for the modality : molecular imaging in small animals [2, 3] and 
human applications[6] are now becoming accessible. 
PA imaging is being used for biomedical applications in three different confi-
gurations. Dark field photo-acoustic microscopy [31] uses focused ultrasound and 
illumination to image small portions of tissues. A backward-mode planar photoa-
coustic scanner using a transparent planar Fabry Perot polymer film ultrasound 
sensor allows fast measurements of 3D-volume [27]. In this paper we concentrate 
on circular tomography [1, 16, 72], where a transducer rotates around a target 
illuminated by a pulsed laser. Though our results are expected to translate, under 
some conditions, to other geometries. 
In PA imaging, two issues emerge due to the limited amount of radiation one can 
use : for human studies light penetration in tissues is subject to strong attenuation 
and imaging large tissue portions leads to low signal to noise ratios (SNR). For 
molecular imaging the extinction coefficients of molecular compounds are on par 
with blood and to be able to make a distinction high SNR ratios are also required. 
In PA tomography, these problems can be addressed by averaging data and taking 
a large number of angles. This strategy leads to high resolution imaging but also to 
long acquisition times. Thus, it would be beneficial to obtain, as well, a good time 
resolution. For example, monitoring hemodynamic changes occurring over seconds 
in microvasculature are of great interest [32]. 
Reducing the total acquisition time is typically achieved by using an array of 
transducers that implies, however, complex and expensive electronics. In this pa-
per, we propose to replace the back-project ion algorithm typically used for circular 
PAT by a reconstruction paradigm based on the theory of compressed sensing(CS). 
By incorporating compression into the data acquisition process, images can be re-
constructed from what appears to be highly incomplete data via nonlinear recovery 
algorithms based on convex optimization. Therefore, at the cost of longer calcula-
tions, the number of angles needed for a given image quality can be significantly 
80 
reduced. In combination with an array of transducers, this strategy opens the way 
to higher time resolution or, in combination with a single transducer, it becomes 
possible to produce an improved photo-acoustic imaging system at very low cost. 
5.2 Photo-acoustic Imaging 
The photo-acoustic phenomenon can be modelled with the following inhomoge-
neous wave equation[l] 
V p ( r ' t j vi at* ~ c dt [bA) 
where c is the sound velocity, p is the pressure, r is the position, t is the time, (3 
is the isobaric volume expansion coefficient, and C is the heat capacity. The right 
hand side of the equation depends on the heat source H(r, t) that can be written 
as the product of a spatial absorption function A(r) and a temporal illumination 
function I(t) : 
H(r,t) = A(r)I(t) 
The objective here is to recover the light absorption coefficients A(r) from the 
pressure measurements p(r,t). By using Green's functions, p(r,t) can be isolated, 
providing the forward problem : 
,-> s 0 f dr' dH(r',t') , N 
where t' = t — \r—r'\ 
5.3 Analytical Inversion 
Analytical inversions of (5.2) have been proposed in the literature in various 
geometries. For instance, an exact solution using back-projections that can be ge-
neralized to any geometry has been developed by Xu and Wang [19]. In particular, 
by considering a spherical geometry, it is possible to derive an exact 2D solution 
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by back-projecting measurements made over a circle. By considering a far-field 
approximation, the final solution proposed by [73] takes the form 
where r$ is the radius of the trajectory of the ultrasound transducer. Equation (5.3) 
can be rewritten in a more compact notation : 
x = K£(y) (5.4) 
where y = p(r, t), x = A(r), and 
In the experiments, the received PA signals for each measurement are convol-
ved by both the transducer impulse response and the laser pulse. The signal s(t) 
perceived by the transducer is thus : 
s(t)=poGoL (5.6) 
where G and L represent the convolution of the pressure signal with the transducer 
impulse response and the laser pulse respectively. If we assume the laser pulse is 
short (which is the case here, 10-20 ns), the PA signal can be rewritten 
s{t)=poG (5.7) 
The far-field approximation reconstruction algorithm amounts to two steps : first 
deconvolve the signal and then apply (5.3). 
Since the transducer is band-limited, only a small part of the spectrum is mea-
sured and the first step is ill-conditioned, meaning that there is not enough infor-
mation to perfectly recover the pressure signal. 
Moreover, in practice, one must approximate the second step inverse operator 
Kfy1 by sampling it. In other words, since both x and y have finite resolution, Kr^ 
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lines and columns are chosen among an infinite number of possibilities. Suppose 
that one measurement yj is not made. This back-projection algorithm will simply 
not reproject it; in other words, it approximates the unknown yj by zero. Assuming 
yj = 0 implies A(r) = 0 which is obviously not true. 
It is possible to better approximate these missing y/s - or, in other words, 
obtain a better estimate of x - by using the a priori knowledge we have over A{r). 
The compressed sensing scheme incorporates the fact that A(r) is compressible in 
some basis to reduce the number of yj needed for a given image quality. 
5.4 Pseudo-Solution 
This section presents the classical approach to linear inverse problem and will 
justify the introduction of compressed sensing. Consider K being the total forward 
operator, including both convolution and tomography : 
y = Kx (5.8) 
Since inverting this problem is ill-posed, constraints must be put over x in order 
to choose one solution among an infinite number of possibilities. A typical way to 
address this problem is to choose, among solutions explaining y in a range e, the 
one that has the smallest energy : 
min||a;||£2 s.t. \\y — Kx\\g2 < e (5.9) 
There exists a mapping between e and \x such that the minimization of the func-
tional 
\\Kx — y\\i2 + n\\x\\i2 (5.10) 
is equivalent. The minimum of this functional is unique and is called the Tikhonov-
regularized pseudo-solution 
xli = (KK* + tiI)-
1K*y (5.11) 
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The pseudo-solution however blurs the separation between two objects. To show 
this, let us consider the first step of the inversion alone, which is, to deconvolve the 
signal perceived by the transducer. The problem is therefore to recover the pressure 
p from the signal s convolved by the transducer response G : s — Gp. By using the 
SVD decomposition of G : 
Gx = ^ ok < x, vk > uk 
where the vks and wfc's are the eigenvectors of G*G and GG* respectively and the 
o|'s are the eigenvalues, (5.11) can be rewritten [50] : 
0 0 i 2 
pM = V 2 - T
- <s,uk>vk (5.12) 
To better understand the implications of this equation, let HfljlJ(x) define the hard-
2 
thresholding operator that approximates 2'l x : 
{ x if at > a (5.13) 0 if o\ < ii 
This, in fact, means limiting the energy of p is equivalent to remove components 
of s in the eigenbasis of GG* when associated eigenvalues are small. In the case of 
the deconvolution operator, this eigenbasis is the Fourier basis. Since the latter is 
smooth, for /j, > 0, the estimate p^ will be a smoothed version of p, without sharp 
features[ll]. In PA imaging, since the forward operator acts as a high-pass filter 
due to the derivative with respect to t', it is knowTn beforehand that we want to 
recover sharp features of p. 
It appears that working directly on the £2-norm of x is sub-optimal when x 
contains discontinuities. Such a minimization removes components of y based on 
the properties of K in order to limit the energy of x. Instead, many publications 
[11, 51, 74] suggested to recover x by constraining the i^-norm of the coefficients 
of x expressed in a basis sparsely representing it in order to keep track of these 
discontinuities. 
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5.5 Sparse Representations of Images 
A sparse representation of an image can be built by using a priori knowledge 
regarding the structure of the image in order to define an adapted basis and then 
to compress the information contained in the image / in a few essential coefficients 
< /, 07 > : 
/ = £(J,07)07, (5.14) 
7 
Examples of such sparse bases are numerous : smooth images are sparse in the 
Fourier basis, piecewise smooth images are sparse in a wavelets basis, and images 
with discontinuities along C2 edges are sparse in a curvelets basis. The curvelets 
basis is a multiresolution basis akin to wavelets. While a wavelet is defined by a 
scale and a position, a curvelet is defined by a scale, a position and an angle, leading 
to an almost optimal representation of images containing edges[7]. To quantify the 
performance of a basis one can define an approximation error 
M 
<̂  = ||/-J](/,07>07|k (5-15) 
7=1 
where (7,07_i) > (/, 07). It can be shown [7, 34] that for an image containing 
discontinuities the approximation error for the Fourier, wavelets and curvelets basis 
are given by : 
f OiM-1/2) Fourier 
CM ~ I 0(M-r) Wavelets (5.16) 
0(M~2) Curvelets 
The faster the decay, the sparser the representation is. 
There is a distinction between sparse and compressible signals : the former is 
a representation where most of the coefficients are equal to zero while the latter is 
a representation where the coefficients decay rapidly but not to zero. However, we 
will interchangeably use the terms sparse and compressible in this paper since they 
behave similarly in the compressed sensing formalism. 
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Thus, constraining the ^i-norm of the coefficients of a: in a basis sparsely repre-
senting still limits the energy of x but preserves important features appearing as 
large coefficients in that basis : consider a basis respecting the Parseval-Plancherel 
theorem such that minimizing the £ 2 -
n o r m in that basis is equivalent to minimizing 
the £2-norm of x directly. By diminishing the exponent from two to one, large co-
efficients contribute less to the functional while small coefficients contribute more. 
In other words, penalization on large coefficients is decreased while penalization 
on small ones is increased. This approach has shown interesting results but it is 
possible to go further. By designing adequately the operator K, not only will we 
obtain an enhanced estimate of x but will recover x exactly. 
5.6 Compressed Sensing 
The iconic application of sparse representations is compression : we sample a 
signal and then compress it in order to store or transmit the information. The idea 
behind compressed sensing is to reverse the process : in order to reduce the number 
of measurements and therefore acquisition time, we would like to directly sample 
the few essential coefficients containing the information. By non-linearly finding 
structure throughout incoherent measurements, CS performs as if it were possible 
to directly acquire just the important information about the image to reconstruct. 
5.6.1 Theory 
Mathematically, the image x containing N pixels to be recovered is sparse in 
some functional basis <3> : x = $9 where 9 is a vector containing the coefficients 
and \\9\\e0 < N. The l0-norm is simply the number of non-zero coefficients ;hence, 
sparsity (and in this case, not compressibility) can be defined as ||#||^0 <C N. 
Formally, the CS theory tells us that if a signal to recover x of length N is 
sparse in a basis $, i.e. y = $9 where \\9\\i0 < N, then 9 is the solution to the IQ 
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minimization 
min||0||£o s.t. y = K§6 (5.17) 
with overwhelming probability[59] if K$ is a CS-matrix. We consider at this point 
that our operator K& fulfills the conditions to be a CS-matrix for which an exact 
definition will be provided in the next section. If ||0||jo = M, one can remarkably 
show that only M + 1 measurements are necessary to recover perfectly x[75]. 
However, this problem is combinatorial and therefore not applicable to me-
dical imaging. It has been shown recently that the l\ minimization problem is 
equivalent [53] 
min||0||£l s.t. y = K<5>0 (5.18) 
and is easily tractable through linear or second-order programming, or with a mat-
ching pursuit-type algorithm[57]. However, the drawback of this approach is that 
3M to 5M[62] measurements will be needed to recover x. In the presence of noise, 
we rewrite this minimization as 
min||0|ta s.t. \\y - K$6\\e2 < e (5.19) 
which is equivalent to replace the f2-norm of x in (5.10) by the ^i-norm of coeffi-
cients of £ in a sparse basis as suggested before : 
\\Kx-y\\e2+n\\6\\h (5.20) 
with the difference that this time, there is a supplementary condition on K. Thus, 
if we can find a basis $ that sparsely represents x and express K in such a way 
that K<$> is a CS-matrix, not only the reconstruction of x will be enhanced, it will 
be possible to recover exactly the image x with a small number of measurements. 
5.6.2 The photo-acoustic forward operator as a CS-matrix 
In order to justify the use of the compressed sensing scheme for photo-acoustic 
tomography, the matrix K<& must be a CS-matrix. The forward operator (5.2) can 
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be rewritten in the Fourier domain : 
p(r, k) = -ickg(k) f dr'A(r')f * *,. (5.21) 
/ I iy nr*f I 
where k = ^ and g(k) is the impulse response of the transducer that we suppose 
in a first approximation to be spatially invariant. More compactly, 
y = Kx + e (5.22) 
where y is the sinogram, x is the absorption map, e is white noise, and K is the 
forward operator that we discretize 
-f»-(m,n)(i,j) tCKn- r9n 
I ' m ' ij I 
where i and j indicate the cartesian coordinates, n indicates the frequency, and m 
indicates the position of the transducer. 
In previous work[59], Candes et al. showed that when K is the operator that 
samples randomly the Fourier domain and $ is the total variation basis, A'$ is a 
CS-matrix. In fact, they conducted numerical experiments with a particular random 
realisation of such an operator K : the star-shaped domain appearing in a Radon 
transform and have recovered complex images perfectly with only a small number 
of tomographic angles. 
Since our operator samples the Fourier domain but with a different kernel and 
that it is similar to a Radon transform, it seems reasonable to expect that such an 
operator may fulfill the necessary conditions for the CS scheme to work. The matrix 
obtained from the product between the forward operator in the Fourier domain with 
a basis sparsely representing x will be a CS-matrix if there is a certain quantitative 
degree of linear independence among all small groups of columns and if linear 
combinations of small groups of columns give vectors that look much like random 
noise. A third condition must be met but we refer the reader to [13] for more details. 
A column is the measurement of one basis vector of $ . Therefore, columns being 
linearly independent implies that two different basis vectors output two different 
sets of measurements. At the same time, linear combinations of columns being 
noise-like implies that one measurement of a basis vector is not correlated to the 
measurement of another basis vector. These two conditions will be verified using 
the point spread transform (TPSF) introduced in [15]. To account for the third one, 
numerical experiments are conducted in the next sections to heuristically show that 
a well behaved TPSF is a sufficient condition to obtain convergence. 
The TPSF is defined as 
TPSF(n;m)- <*+"•**»> (5.23) 
| |A0n | | | |A0m | | 
We would like this TPSF to have the following properties for m ^ n. First, 
TPSF(m;n) should be much smaller than 1. This property characterizes the fact 
that two different basis vectors output different measurements. Secondly, TPSF(m; n) 
should be noise-like to characterize the fact that one measurement of a basis vector 
is not correlated to the measurement of another basis vector. 
In summary, for a given forward operator K, the basis $ must have the three 
following properties : 
1. For m 7̂  n, TPSF{K,Q}(m;n) is noise-like 
2. For m^n, TPSF{K, $}(m; n) < 1 
3. ejv/{$} is rapidly decaying 
Now that the operator K has been redefined in the Fourier space, we simply 
have to compare the TPSF associated with generic bases. We propose four of them : 
curvelets, wavelets, numerical derivative (ND), and Fourier. Note that minimizing 
the 4-norm in the ND basis is equivalent to the minimization of the total variation. 
Figures 5.1 and 5.2 shows TPSFs evaluated for one basis coefficient m and all 
n's : TPSF(m, n) . The basis clearly showing the best properties is the wavelets 
basis since for n ^ m, TPSF(n, m) is noise-like with a small average value. It 
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(a) Fourier (b) Numerical Deriva- (c) Wavelets (d) Curvelets 
tive 
Figure 5.1 (a) to (d) shows TPSF(m;n) of different basis for a fixed m and for 
all n's. A value of the TPSF is therefore associated for each coefficient of the basis, 
(a) Absolute value of the TPSF(m, n) of the Fourier basis, the n corresponding 
to the DC component being at the upper left corner. A clear star-shaped structure 
can be seen around n = m. (b) TPSF(m, n) of the numerical derivative basis, 
where the pixel n corresponds to the numerical derivative computed with respect 
to the right and bottom neighbors of n. (c) TPSF(m, n) of the Haar wavelets basis, 
(d) TPSF(m, n) of the curvelets basis where the finest scale has been replaced by 
wavelets. The image is separated into three horizontal sections, the upper one being 
the coarse scale. While what is expected is to have TPSF(m, n) noise-like and of 
amplitude near zero for m ^ n and TPSF(m, n) = 1 for m = n, there is a second 
coefficient giving a TPSF of 0.8. This other coefficient has the same scale and the 
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Figure 5.2 - Quantile-Quantile plots of TPSF(m,n) -m is still fixed- of the four 
bases presented in figure 5.1, with respect to the normal distribution. If samples 
come from a normal distribution, the plot is linear. The only linear plot is given by 
the wavelets basis. The curvelets basis seems to show good properties around the 
center of the distribution but is corrupted by the presence extreme values coming 
from another important lobe around nearby angles. 
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does not, however, perform as well as the curvelets basis for the sparsity of the 
representation of natural images. The curvelets basis seems to show good properties 
with the exception of a second sidelobe that appears for the same scale and position, 
but with a slightly different angle. In order to verify how not respecting these three 
conditions will affect the reconstruction, the next section shows a simple numerical 
experiment with the ND basis which is not fulfilling conditions 1) and 2) adequately. 
5.6.3 Proof of concept on small phantoms 
Even though t\ minimization algorithms are numerically tractable by second-
order programming, they are computationally demanding since they involve solving, 
for a n x n resolution, full linear systems, each costing 0(n3) flops. The first nume-
rical experiments have thus been conducted on 64 x 64 phantoms. It is possible to 
reach higher resolution by using the LASSO algorithm [58] presented in the next 
section. Using such small phantoms also provides the opportunity to compare CS 
with a classical pseudo-inverse inside reasonable calculation times. We neglect noise 
in these examples in a first approximation, since small changes in CS algorithms[64] 
should be sufficient to consider inaccurate measurements and handle noise. 
The simulation conducted can be summarized into three steps : 
1. Generate measurements y(m,n) from a phantom x ^ using A'(m,n)(iij) : 2/(m,n) = 
tt-(m,n)(i,j)X(i,j)-
2. From y(m<n), compute the pseudo-inverse x = (KK* + nI)~
1K*y(m,n) 
3. Solve (5.19) with the pseudo-inverse as the first approximation, using the 
algorithm provided in the ^-magic package [76]. 
However, one needs to model the transducer response gn appearing in i^(m,n)(ij)-
As a first approximation, we used the simplest band-pass filter : frequencies at 
each angles have been sampled in a rectangular window between lMhz and 3Mhz 
which corresponds to the frequencies better detected with a 2.25MHz transducer 
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(a) Shepp-Logan phantom (b) Pseudoinverse (c) Compressed sensing 
(d) Original image (e) Pseudoinverse (f) Compressed sensing 
Figure 5.3 - Application of the CS reconstruction scheme on 64 x 64 numerical 
phantoms, (a) and (d) shows the original phantoms, (b) and (e) the reconstruction 
obtained with the pseudo-inverse, and (c) and (f) the reconstruction using com-
pressed sensing with the ND basis. These images were obtained using 20 equispaced 
tomographic angles and 40 Fourier samples per angle between 1 and 3 Mhz. A per-
fect reconstruction is achieved for the Shepp-Logan phantom which is particularly 
sparse in the ND basis. On the other hand, the phantom (b) is blurry and contains 
small details that are not sparse in the ND basis. It is also these small details that 
are not recovered with the CS reconstruction. 
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typically used in experiments. We also used the characteristics of the analog to 
digital converter used in our experiments in order to define the number of frequency 
samples that are used inside that window. 
More precisely, to model the transducer response, the domains of kn, n and gn 
were restricted to certain values : J ^ E [l,3]Mhz, n E [1,128] and gn = 1 . To 
completely define if(m>n)(y), we considered a fixed number of tomographic angles 
indexed by m with 40 randomly chosen | ^ ' s inside the [1,3]Mhz window for each 
and the numerical derivative as a sparse basis. 
Figure 5.3 shows quite impressive results for two phantoms using 20 tomogra-
phic angles. A total of 20 x 40 x 2 = 1600 measurements (where a factor 2 was added 
to take into account the fact that measurements are complex numbers) were used 
to recover 64 x 64 = 4096 pixels. The shepp-logan phantom - which is particularly 
sparse in a numerical derivative basis - was perfectly recovered while a cat brain 
image taken with a ccd camera showed much better results than the pseudoin-
verse. A perfect reconstruction using the pseudoinverse typically needs 26 angles. 
Therefore, it seems CS does not provide the expected enhancement it promises 
when used in combination with the ND basis, which is coherent with the analysis 
of the TPSF. On the other hand, the CS formalism is robust enough so that even 
when the CS conditions are not fulfilled, it still provides a better reconstruction 
than the pseudo-inverse. This experiment also showed how the strong sparsity of 
the Shepp-Logan phantom in the numerical derivative basis lead to much better 
results. 
The next section shows experiments made in the wavelets and curvelets basis, 
since even though the wavelets basis provides a better CS-matrix, the image to 
recover will be sparser in the curvelets domain. 
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(e) (f) (g) (h) 
Figure 5.4 - Reconstructions using the back-projection algorithm, and the compres-
sed sensing algorithm with wavelets. For all CS reconstructions, 15000 iterations of 
the LASSO algorithm were computed, (a) Original phantom, (b), (c), and (d) Re-
construction using back-projection over 250(b), 56(c) and 28(d) angles. Equispaced 
angles were used for (b) while for all other reconstructions, there was a dead angle 
of 30 degrees. The signal has been deconvolved with a Tikhonov filter where /J, was 
determined using the Lcurve method, (e) and (f) Reconstruction using the CS al-
gorithm solved with wavelets using 56(e) and 23(f) angles and 128 Fourier samples 
per angle in a frequency window going from 0.3 to 2.3 MHz. (g) Reconstruction 
using the CS algorithm solved with wavelets using 56 tomographic angles and 128 
Fourier samples per angle in a frequency window going from 0.3 to 4.3 MHz. (h) 
Reconstruction using the CS algorithm solved with wavelets using 23 tomographic 




Figure 5.5 - Reconstruction using the CS algorithm solved with curvelets using 
56(e) tomographic angles and 128 Fourier samples per angle in a frequency window 
going from 0.3 to 2.3 MHz (a) and from 0.3 to 4.3 MHz(b). 
5.7 Results 
In order to reach higher resolution, it was necessary to consider greedy algo-
rithms. The LASSO algorithm proposed by Osborne et al. [58] and applied to 
underdetermined problems by Donoho and Tsaig [57] constructs the solution by 
finding one basis coefficient at a time. It is similar to the matching pursuit, or-
thogonal matching pursuit [74], and LARS algorithms [77]. Instead of constructing 
a solution from a dense initial approximation such as the pseudo-inverse, this algo-
rithm builds the solution from 9 = 0. In other words, it starts with the solution to 
the minimization of 
\\y - K$x\\e2 + \\\8\\h (5.24) 
with A —> oo. There exists a mapping between e from (5.19) and A making the two 
minimization problems equivalent. The choice of A changes the solution 9, defining 
a "solution path" (9(A). When A —>• 0, 0(A) —>• 6. It appears such a solution path 
is polygonal [58]. The idea behind the LASSO algorithm is to use this property to 
jump from one vertice to another. In other words, this algorithm adds or removes 
one basis coefficient to the solution estimate at each iteration. The sparser 9 is, 
the faster this algorithm converges since a smaller amount of coefficients will be 
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necessary in order to obtain a satisfactory approximation of x. We have applied 
the LASSO algorithm to numerical phantoms and on real data, using the curvelets 
and wavelets bases, and reconstructed 256 x 256 images. 
5.7.1 Simulations 
As before, we generated measurements t/(m,n) from a phantom x^j) using K[jn,n)(i,j) 
and changed four parameters : the number of tomographic angles, the frequency 
window width, the sampling of this frequency window, and the basis used for re-
construction. 
In order to recover M coefficients of the image represented in the basis $, one 
typically needs Me = 3M to bM measurements. In the case of PAT, there are two 
ways to get more measurements : one can either increase the number of Fourier 
samples or get more tomographic angles. Since, for example, one can increase the 
number of Fourier sample by zero-padding measurements, it seems that these two 
types of measurements will not contribute in the same way to the quality of the 
reconstruction. In the following simulations, Me never exceeds 15000 implying the 
highest number of coefficients that can be recovered is 5000. Thus, for all the 
simulations 15000 iterations of the LASSO algorithm were computed since one 
iteration should recover one coefficient. As predicted by theory, negligible changes 
can be observed in the last thousands of iterations. 
Figure 5.4 shows a comparison between the backprojection and the CS recons-
tructions using wavelets. For the backprojection, the forward problem was imple-
mented in the time domain and convolved using a model of a typical gaussian 
transducer response around 1MHz with a bandwith at -3db of 2MH2 in order to 
model the same frequency window as in CS but without the Gibbs oscillations gene-
rated by a rectangular window. This data was then deconvolved using a Tikhonov 
filter where // was determined using the Lcurve method [50]. We observe that CS 
reconstructions are clearly enhanced in comparison to back-projection, even when 
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using only one fifth of the tomographic angles. In a general manner, CS provides a 
better reconstruction and can handle dead angles effectively. 
By comparing (e) and (g), we see that for a given number of frequencies, better 
contrast is achieved with a smaller frequency window. Note, however, that since 
the number of frequency sample is the same for the two simulations, the sampling 
rate of each of these window is not the same. Moreover, the diminished number of 
frequency samples did not affect much reconstruction between (f) and (h). Figure 
5.5 shows CS reconstruction using curvelets for two different frequency windows. 
More artifacts are visible than for the reconstructions using wavelets. This is, once 
again, coherent with the TPSF analysis. 
5.7.2 Experiments 
The setup used is similar to that of [73] : an ultrasound transducer at 3.5 MHz 
is set to rotate on an arm around a phantom placed in water. A pulsed OPO 
laser (Opolette 355,Opotek) is used to inject a 1 mm core multimode fiber. The 
output of the fiber is collimated and directed towards the top of the phantom. The 
pulse energy of the OPO laser was 3mJ and pulses were generated at 20Hz. The 
incident light on the phantom had a diameter of 1.5cm leading to an energy density 
well below MPE standards. The recovered ultrasound signal is then amplified and 
filtered (Minicircuits and SLX Inc). Acquisition is done by a FPGA development 
board (Altera, Stratix II) by synchronizing the laser pulse with the acquisition 
window. Averaging of the signal is done on the FPGA board which then sends 
the information to a host computer. This same board controls, in parallel, the 
motorized arm, the acquisition, and the averaging. 
In order to validate our hypothesis we created a set of phantoms by using gelatin 
and we embedded tygon tubes containing india ink and having 250 \im diameter to 
create inclusions. The phantom dimension is comparable to what would be observed 
in vivo for a mouse brain. Figure 5.6 shows two reconstructions using the wavelets 
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(a) (b) (c) (d) 
Figure 5.6 - (a) Reconstruction of a phantom containing two parallel 250 /mi tygon 
tubes embedded in transparent gelatin, (b) Reconstruction of a phantom containing 
two crossing 250 /mi tygon tubes embedded in gelatin made with 4% intralipid. The 
whole phantom is not visible because only part of it was illuminated and only signal 
coming from a plane was detected, (c) Photograph of the phantom reconstructed in 
(a). The black circle represent the region illuminated by the laser, (d) Photograph 
of the phantom reconstructed in (b). 
basis. The forward operator was modified to ta,ke into account the fact that the 
transducer does not detect over a full 180 degrees range. This was done by replacing 
Qn by 9{n,i,j) — 9nh(i,j) where h^j) = 1 inside the transducer spatial range and 
h(i.j) = 0 outside. Figure 5.6(a) shows reconstruction using 56 angles taken outside 
a dead angle of 45 degrees and 128 frequency samples randomly chosen inside 
the [0.5,6]MHz window. Figure 5.6(c) shows reconstruction using 50 angles taken 
outside a dead angle of 35 degrees and 128 frequency samples randomly chosen 
inside the [0.5,6]MHz window. 
5.8 Conclusion 
We have presented how the theory of compressed sensing can be used for recons-
truction in photo-acoustic tomography using a small number of angles. Simulations 
demonstrated that even with a smaller number of measurements, our approach 
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provides better results than back-projection and pseudo-inversion. By comparing 
four possible bases through a TPSF analysis, we have showed that the wavelets 
basis has better properties than the Fourier, ND, and Curvelets basis for PAT 
reconstruction. Finally, the approach was validated on real phantoms. 
The main goal of this study was to evaluate compressed sensing for photo-
acoustic tomography. As such our observations show that the technique is apt at 





L'imagerie photo-acoustique est une modalite d'imagerie qui semble vouee a 
un avenir interessant par la mise en commun de la precision anatomique de l'ima-
gerie ultrasonore et de l'aspect fonctionnel de l'imagerie optique. Cependant, les 
appareils photo-acoustiques existants ne permettent pas d'imager la dynamique 
des phenomenes physiologiques. La strategic presentee dans ce memoire pour y 
parvenir suppose qu'il n'est pas necessaire d'obtenir une imagerie en temps reel, 
mais bien resofue en temps, ce qui signifle que l'echantillonnage temporel est suf-
fisant pour percevoir tel ou tel phenomene sans que les calculs necessaires a son 
obtention soient fait a l'interieur d'un pas de temps. En effet, l'imagerie photo-
acoustique fournit un type d'image qu'aucune autre modalite ne permet d'obtenir. 
On ne cherche done pas ici a surpasser les performances d'une modalite existante, 
mais bien a atteindre une information qui est autrement inaccessible. 
L'echantillonnage temporel sera dependant de l'application visee et est limite 
par le nombre de mesures necessaires a chaque pas de temps. En diminuant le 
nombre de mesures par pas de temps, on augmente done le taux d'echantillonnage 
possible. Par contre, diminuer le nombre de mesures implique aussi une diminution 
de la qualite de l'information acquise, e'est-a-dire une plus faible resolution ou une 
presence plus importante d'artefacts. On peut done affirmer qu'une amelioration 
de la resolution temporelle est equivalente a une diminution du nombre de mesures 
necessaires pour une qualite d'image donnee. 
C'est ce qui a ete propose dans ce memoire par l'utilisation des bases compres-
sees. Ces dernieres sont le plus souvent utilisees pour retirer les mesures superfiues, 
celles qui ne contiennent que peu d'information ou du bruit. Cela a en effet ete mon-
tre dans le cas du bruit dans les chapitres 2 et 3 : il est possible de retirer un grand 
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nombre des coefficients d'une image compressee dans une base tout en conservant 
l'information de maniere satisfaisante. Ce qui a ete elimine etait done du bruit dans 
sa definition la plus generale : un signal indesirable. En revenant au probleme de 
l'imagerie photo-acoustique par tomographic circulaire, le debruitage utilisant les 
bases compressees s'est montre plus performant que le simple moyennage, e'est-a-
dire que pour un nombre de mesures donne, la qualite de l'image est superieure. 
Autrement dit, on arrive a reduire le nombre de mesures pour une qualite d'image 
donnee ce qui implique une acceleration du taux d'acquisition. 
Toujours dans la meme optique, nous avons introduit le debruitage a l'interieur 
du processus de formation d'image, plus precisement dans l'etape de la deconvolu-
tion. Les resultats obtenus, quoique probants, ne semblaient pas, a nos yeux, etre 
suffisants pour diminuer de maniere significative le temps d'acquisition. Cependant, 
cette etape intermediaire utilisait une regularisation par une norme t\ tout comme 
l'echantillonnage compresse. 
La comprehension de la strategic de debruitage par retrecissement du signal 
dans une base compressee a mis en evidence un autre phenomene : les mesures 
sont faites de maniere inefheace. En effet, une importante proportion des mesures 
realisees contiennent un signal peu utile a la reconstruction. Cette affirmation peut 
etre faite car en analysant l'image dans une base compressee, seulement un faible 
nombre de coefficients est necessaire pour fournir une image satisfaisante. La stra-
tegie suivante a done ete de concevoir la prise de mesure de telle fagon a ce que 
les grands coefficients d'une base compressee soient favorises. II a ete etonnant de 
constater que la configuration initiale en tomographie circulaire presentait deja ces 
conditions, dans la mesure ou l'acquisition etait representee dans l'espace de Fourier 
et qu'une reconstruction de type £i soit utilisee. 
Un des principes fondamentaux de l'echantillonnage compresse stipule que la 
base des mesures et la base compressee doivent etre incoherentes. Ceci signifie qu'un 
vecteur de la base compressee produit un ensemble de mesures suffisamment dif-
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ferent d'un autre ensemble de mesures genere par un autre vecteur arbitrairement 
choisi pour que Fori puisse les distinguer. La quantification de ce "suffisamment" a 
ete fait en utilisant la TPSF. Cette quantification a permis de prouver que malgre 
le pouvoir de compression plus grand des curvelets, les ondelettes sont mieux adap-
ters au probleme direct de l'imagerie photo-acoustique. Ainsi, optimiser une base 
compressee en aillant comme critere le niveau de compression d'une image naturelle 
n'est pas suffisant pour l'integrer a un processus de reconstruction d'image; il est 
aussi necessaire d'ajouter un deuxieme critere d'incoherence avec la matrice des 
mesures. 
L'application des algorithmes qui permettent la reconstruction sous contraintes 
de type t\ est tres lourde en temps de calcul et en memoire. En premiere approche, 
nous avons considere des algorithmes de points interieurs. Le desavantage de ces 
methodes est qu'elles se basent sur une approximation initiale. Ainsi, a chaque 
iteration, une nouvelle image complete, comprenant un grand nombre de coefficients 
d'ondelettes, est generee. Ceci limitait la taille des images reconstruites a 64 x 64. 
Pour arriver a reconstruire des images de plus grande taille, soit 256 x 256, nous 
avons utilise un algorithme de type LASSO, qui tire profit de la compressibilite 
de l'image pour accelerer la reconstruction. En effet, alors que les algorithmes de 
points interieurs modifient la distribution de l'ensemble des coefficients, l'algorithme 
LASSO retrouve ou corrige un coefficient a chaque iteration. 
Le passage a l'experimental rat particulierement aise dans le sens ou l'algo-
rithme permit une reconstruction dans sa forme utilisee pour les simulations. Pour 
en ameliorer les resultats, nous avons affine le modele direct en considerant un 
champ de detection du transducteur inferieur a 180 degres ainsi qu'une fonction de 
transfert gaussienne plutot que rectangulaire. 
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CONCLUSION ET RECOMMANDATIONS 
L'objectif de ce travail etait de reduire le nombre de mesures necessaires pour ob-
tenir une recontruction satisfaisante en tomographie photo-acoustique. Ce nombre 
de mesures se presentait sous deux formes : le nombre d'angles echantillonnes et le 
nombre de moyennages effectues a chacun de ces angles. Pour ce faire, trois stra-
tegies ont ete developpees. Pour diminuer le nombre de moyennages necessaires, 
l'utilisation des curvelets pour optimiser le debruitage a ete presentee. Ensuite, 
toujours dans la meme optique, ce debruitage a ete inclus dans l'operation plus 
large de deconvolution, et ce, en contraignant la norme des coefficients de curve-
lets. Enfin, pour reduire le nombre d'angles necessaires a une bonne reconstruction, 
il a ete necessaire de definir une nouvelle inversion. En utilisant plutot la formula-
tion dans l'espace de Fourier de l'operateur direct, une toute nouvelle methode de 
reconstruction utilisant la theorie de l'echantillonnage compresse a ete developpee. 
Cette nouvelle formulation est globale, c'est-a-dire qu'elle inclut un debruitage et 
une deconvolution optimises par l'utilisation d'une base compressee. 
Cette nouvelle methode de reconstruction d'images pour la tomographie photo-
acoustique semble etre, a ce jour, la plus performante dans la litterature. Cette 
performance se presente sous deux formes : elle permet soit une amelioration de la 
qualite de l'image obtenue ou une diminution, pour une qualite donnee, du nombre 
de detections necessaires. Realiser moins de detections implique une meilleure re-
solution temporelle ou une diminution des couts de fabrication de l'appareillage. 
II s'agit aussi d'une des premieres applications de la theorie de l'echantillonnage 
compresse. De plus, a notre connaissance, jamais cette theorie n'avait ete appliquee 
sur un operateur non spherique, c'est-a-dire un operateur dont la representation 
matricielle ne contient que des colonnes de norme un. Cette constatation n'est pas 
triviale puisque toutes les preuves theoriques permettant d'affirmer qu'un operateur 
remplit les conditions suffisantes a l'application de l'echantillonnage compresse ont 
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ete faites sur des operateurs spheriques. Ainsi, ce travail pourrait ouvrir la porte 
a un agrandissement de l'ensemble des operateurs admissibles dans un cadre plus 
formel. 
Pour la premiere fois, les curvelets ont ete utilisees a l'exterieur du cadre du 
debruitage, de la compression et de l'analyse. Etonnament, malgre son fort poten-
tiel de compression, cette base n'est pas necessairement plus performantes que les 
ondelettes pour la reconstruction d'images. 
Le montage experimental peut aussi etre simplifie grace a cette nouvelle recons-
truction. Premierement, puisque le nombre de detections necessaires a ete grande-
ment reduit, il devient plus simple et moins couteux de remplacer le moteur par une 
matrice de transducteurs. Le retrait des pieces mobiles du montage ameliore gran-
dement la reproductibilite des resultats et la facilite d'utilisation de l'equipement. 
Deuxiemement, l'inversion proposee permet une tres grande flexibilite dans la geo-
metrie utilisee pour effectuer les mesures. Bien que cela n'ait pas ete montre dans 
ce memoire, il semble que la seule contrainte geometrique consiste en une superpo-
sition partielle des champs de detections associes aux positions des transducteurs. 
Ce gain en flexibilite et l'afrranchissement du besoin de deplacer les detecteurs 
pourrait permettre, par exemple, la conception d'un casque pour petits animaux 
ou seraient inseres des transducteurs. Le contact direct entre la tete de l'animal et 
le transducteur permettrait ainsi de remplacer l'eau par un gel et ainsi simplifier 
grandement le dispositif experimental. 
En contrepartie, cette methode de reconstruction demande une puissance de 
calcul substantielle pour obtenir une bonne resolution. Ainsi, meme si elle permet 
d'ameliorer la resolution temporelle, le temps de reconstruction devient prohibitif 
avec les ordinateurs actuels lorsque Ton veut reconstruire plusieurs pas de temps. 
Pour ameliorer encore davantage la resolution temporelle, il apparait logique 
de reconstruire, plutot que l'image entiere pour chaque pas temporel, la difference 
entre l'image au temps i et celle au temps i + 1. Plus la resolution temporelle 
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sera grande, plus ces changements seront petits impliquant que moins de mesures 
devraient etre necessaires par pas pour les obtenir. II s'agit de 1'avenue qui nous 
semble la plus interessante aujourd'hui quant a la poursuite des developpements 
theoriques. 
Une autre avenue possible serait de considerer d'autres geometries. Par exemple, 
dans [15], il appert que de travailler directement en trois dimensions plutot que de 
concatener des reconstructions bidimensionnelles ameliore les proprietes de l'opera-
teur direct par rapport a l'echantillonnage compresse. Ainsi, considerer des parcours 
helicoi'daux ou planaires par exemple, pourrait permettre, mais cela reste a prouver, 
une reconstruction tridimensionnelle tres efficace. 
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ANNEXE I 
Compressive Sampling in Photo-Acoustic Imaging 
Cet article de conference a ete presente le 5 juin 2007 dans le cadre de Photonics 
North. Les auteurs sont Jean Provost et Frederic Lesage. 
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A B S T R A C T 
Photo-acoustic (PA) imaging has been developped for different purposes but 
recent years has seen the technique gain interest with applications to small animal 
imaging. As a technique it is sensitive to endogenous optical contrast present in 
tissues and, contrary to diffuse optical imaging, it promises to bring high resolution 
imaging for in vivo studies at mid-range depths (3mm-10mm). However, a typical 
acquisition for the reconstruction of one slice in PA tomography can take up to 
approximatively 30 minutes which is clearly prohibitive for 3D imaging. This paper 
suggests a new reconstruction strategy using the compressive sampling formalism 
which states that a small number of linear projection of a compressible image 
contains enough information for reconstruction. This new scheme allows perfect 
reconstruction of numerical phantoms with only a fraction of the measurements 
normally needed with classical methods such as the pseudo-inverse. 
1.1 Introduct ion 
Photo-acoustic (PA) imaging has been developped for different purposes but 
recent years has seen the technique gain interest with applications to small animal 
imaging [4, 5]. As a technique it is sensitive to endogenous optical contrast present in 
tissues and, contrary to diffuse optical imaging, it promises to bring high resolution 
imaging for in vivo studies at mid-range depths (3mm-10mm). Gain in resolution 
originates from the acoustic detection whereby it is limited by transducer frequency. 
For example the vascularization of a rat brain has been clearly imaged to high 
precision[4]. To this day, much work in the field is being done in instrumentation : 
techniques to accelerate the acquisition process and increase the resolution [31] are 
being explored as well as creating new applications. These results translate into 
new opportunities for the modality : molecular imaging in small animals [2, 3] and 
human applications[6] are now becoming accessible. 
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When going towards the latter applications, two issues emerge due to the limited 
amount of radiation one can use : for human studies light penetration in tissues is 
subject to strong attenuation and imaging large tissue portions leads to low signal 
to noise ratios (SNR). For molecular imaging the extinction coefficients of molecular 
compounds are on par with blood and to be able to make a distinction high SNR 
ratios are also required. In PA tomography, these problems can be addressed by 
averaging data and taking a large number of angles, leading to a longer acquisition 
time. 
Very recently, a theory of compressive sampling(CS) has emerged. By using 
nonlinear recovery algorithms based on convex optimization, images can be recons-
tructed from what appears to be highly incomplete data. The idea of compressive 
sampling is to implicitly incorporate compression into the data acquisition process. 
For example, in given tomography problems, it is possible to solve the inverse pro-
blem exactly with a dramatic decrease in the number of angles taken. Moreover, 
by choosing an appropriate basis, denoising can be performed at the same time, 
allowing the use of lower SNR. 
In this paper, we investigate the use of such compressing algorithms for PA to-
mography on numerical phantoms. More precisely, the total variation is minimized 
under an equality constraint (or inequality in presence of noise). The results are 
impressive : compared to a classical pseudoinverse, it is possible to almost double 
the PSNR of the reconstruction for a given number of measures. In other words, 
this means that for a wanted SNR, the acquisition time decreases substantially. 
1.2 Photo-acoustic tomography 
The forward problem in photo-acoustic tomography is based on the following 
inhomogeneous wave equation 
V^ *) " ^ I ^ r ' f ) = ~B^H^ *) (L1) 
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where c is the sound velocity, p is the pressure, r is the position, t is the time and 
B is a known constant. The right hand side of the equation depends on the heat 
source H(r,t) that can be written as the product of a spatial absorption function 
and a temporal illumination function 
H (r, t) = A(r)I(t) 
The solution, based on Green's function, gives the forward problem 
where t' = t — ~r . By considering a spherical geometry, it is possible to derive 
an exact solution using the spherical harmonic function basis. This solution is 
however computationnaly expensive and can be simplified by considering a far-
field approximation. The approximate solution[73] is given by 
where TQ is the radius of the trajectory of the ultrasound transducer. In practice, 
the integral becomes a sum 
„ ( r ) = Eift*»j) ( I4) 
m 
where the index m indicates the position of the transducer. An example of such a 
reconstruction is presented on figure 1.1. This method will be refered to later on as 
the far-field approximation reconstruction algorithm. 
In the experiments, the received PA signals for each measure are convoluted by 
both the transducer impulse response and the laser pulse. The signal S(t) perceived 
by the transducer is thus of the form : 
S(t)=poGoL (1.5) 
where G and L represent the convolution of the pressure signal with the transducer 
impulse response and the laser pulse respectively, p is the wanted pressure. If we 
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assume the laser pulse is small (which is the case here, 10-20 ns), the PA signal can 
be rewritten 
S(t)=poG (1.6) 
The far-field approximation reconstruction algorithm is therefore 2-step : first de-
convolve the signal and then apply equation 1.4. Since only a small part of the 
spectrum is measured, the first step is ill-conditionned, which means that there is 
not enough information to perfectly reconstruct the absorption coefficients. The 
missing frequencies must be chosen and they are typically put to zero using a Ti-
khonov filter. However, doing so smoothes edges and blurs the separation between 
two objects. Moreover, when backprojecting as equation 1.4 does, the contribu-
tion from the tomographic angles that are missing is not considered. The new 
reconstruction scheme we propose will extrapolate more accurately the missing fre-
quencies and estimate the information contained in the missing angles. A typical 
acquisition in PA tomography can take up to approximatively 30 minutes which 
allow the reconstruction for one slice and will not use a far field approximation. 
This is clearly prohibitive for 3D imaging. By using an algorithm that needs a lot 
less measurements for a given PSNR, it becomes possible to dramatically decrease 
the acquisition time. 
1.3 Compressive Sampling 
There is a great interest in applied mathematics and in many applications for 
sparse representations of images. Such representations use a priori knowledge re-
garding the structure of the image in order to construct an adapted basis and then 
to compress the information contained in the image in a few essential coefficients. 
Examples of these basis are numerous : smooth images are sparse in the Fourier 
basis, and piecewise smooth images are sparse in a wavelets basis. The iconic ap-
plication of these sparse representations is compression : we sample a signal and 
I l l 
(a) Shepp-Logan phantom (b) Reconstruction using 200 (c) Reconstruction using 50 
angles angles 
Figure 1.1 - Simulation of the far-field approximation reconstruction. 
then compress it in order to store or transmit the information. 
The idea behind compressive sampling is to reverse the process : in order to 
reduce the number of measurements and therefore acquisition time, we would like 
to directly sample the few essential coefficients that contain the information. If 
we knew before making measurements which coefficients will contain most of the 
information, we could simply sample the value of each of these coefficients and 
not bother about the others. It is of course impossible to know beforehand where 
the information will have support. Instead, the strategy will be to ensure that 
information contained in each coefficient is distributed among all the measures 
and find the important ones by minimizing the number of coefficients needed to 
explain the measures. 
Mathematically, the image x containing N pixels that we want to recover is 
sparse in some functional basis $ : x = $# where 0 is a vector containing the coef-
ficients and IÎ H^Q < N. The norm CQ is simply the number of non-zero coefficients. 
Sparsity can therefore be defined as \\0\\eo <C N. The goal is to sample the non-zero 
coefficients in 6. In order to do that, we have measurements y = Kx where each 
Hi, i € M, contains partial information concerning all 0j. In other words, y is not 
sparse in $ and we say that K and $ are incoherent. We then try all possible com-
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binations of 0 and keep the one solution that explains y with the smallest number 
of non-zero coefficients. 
Formally, the CS theory tells us that if a signal to recover x of length N is 
sparse in a basis $, i.e. y = <&6 where \\6\\i0 < N, then 9 is the solution to the l0 
minimization 
min||^||<0 s.t. y = K$6 (1.7) 
with overwhelming probability[59]. However, this problem is combinatorial and 
therefore not applicable to medical imaging. It has been shown that the l\ mini-
mization problem is, under some conditions[13] that we assume to be respected, 
equivalent 
min ||#||£l s.t. y = K$6 (1.8) 
and is easily tractable through linear or second-order programming. Moreover, it is 
possible to generalize these results to compressible signals (which have coefficients 
that decay rapidly but not to zero), which allows us to use them on natural images. 
The strategy we propose to invert the forward problem in photo-acoustic to-
mography is to use this formalism in order to reduce acquisition time. The next 
section will present how it can done. 
1.4 Method 
Proving that two basis are incoherent is not a simple task. However, it has 
been shown in the litterature[12] that randomly chosen Fourier samples constitute 
a good measurement matrix for delta spikes. The Fourier transform of the forward 






where k = ^. More compactly, 
y = Kx + e (1.10) 
where y is the sinogram, x is the absorption map, e is white noise, and K is the 
forward operator that we discretize 
plKn \Tm fij \ 
I 'm ' ij | 
where i and j indicate the cartesian coordinates, n indicates the frequency, and m 
indicates the position of the transducer. 
What heuristically makes us think that random tomographic angles in the Fou-
rier domain is a good measurement matrix choice is the fact that since high fre-
quency transducers are used, typical photo-acoustic signals are mostly the deriva-
tive of edges. These type of signals have a smooth Fourier representation which 
means that one edge will have an impact on all t/j's. Edges can be represented by 
the gradient of the image. Therefore, a sparse basis that can be used to our advan-
tage for x is the absolute value of the gradient of the image. In other words, we 
minimize the total variation 
min ||x|| ry s.t. y = Kx (1.11) 
A gold standard inversion will be needed to evaluate the performance of the CS 
method. The pseudoinverse is widely used in the litterature and comes from the 
minimization of the discrepancy A(x) 
A(x) = \\Kx-y\\'2 (1.12) 
Minimizing this quantity is equivalent to a least-square problem and has a unique 
minimum obtained by analytical differentiation : 
x = {KK*YlK*y (1.13) 
The next section will show results of the application of such an algorithm, compared 
with the performance of the pseudoinverse. 
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(a) Shepp-Logan phantom (b) Pseudoinverse (c) Compressive sampling 
(d) Original image (e) Pseudoinverse (f) Compressive sampling 
Figure 1.2 - Images obtained using 20 tomographic angles and 40 Fourier samples 
per angle. 
1.5 Results 
Even though l\ minimization algorithms are numerically tractable, they are 
computionnally demanding and the numerical examples shown in this section will 
be conducted on 64X64 phantoms. It is possible to reach higher resolution by 
enhancing the performance of present algorithms1 or by using new approaches 
recently proposed[57]. We neglect noise in these examples in a first approximation, 
since small changes in CS algorithms [64] should be sufficient to consider inaccurate 
measurements and handle noise. This will be the object of future work. 
In order to model the transducer response, frequencies at each angles have 
been sampled in a rectangular window between lMhz and 3Mhz that contains 
aThe implementation proposed by E. Candes and Justin Romberg in the 11-magic package 
was used, http ://www.acm.caltech.edu/llmagic/index.html 
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128 equally spaced fourier samples. The forward operator was applied on these 
frequencies to generate simulated measurements from which the pseudoinverse was 
obtained. With these measurements and the pseudoinverse as a first approximation 
to the solution as inputs, the l\ minimization under equality constraints was solved 
using the second order linear programming algorithm of the 11-magic package. 
The first experiment that was conducted was to simply consider a fixed number 
of tomographic angles with 128 fourier samples for each. This rapidly leads to nu-
merical instabilities and in order to stabilize the algorithm, we reduced the number 
of Fourier samples to 40 for each tomographic angles and chose them randomly. 
Figure 1.2 shows quite impressive results for two phantoms : both the shepp-logan 
phantom - which is particularly sparse in a variation basis - and a cat brain image 
taken with a ccd camera have been almost perfectly recovered with only 20 tomo-
graphic angles while the pseudoinverse typically needs 26 of these angles. 
Choosing randomly the Fourier samples might not be an optimal approach. 
Therefore, instead of doing so, the measurement matrix was changed to a truncated 
SVD. More specifically, if K = USV, where U and V are orthogonal and where 
S is diagonal, we kept a fixed number of singular values, in this case we chose 
arbitrarily the 2048 biggest singular values, and applied the algorithm on y — U'y 
and K = SV since U'y = SV'x. The results obtained using this methodology 
are presented on figure 1.3 and show that we get a perfect reconstruction of the 
shepp-logan phantom more rapidly than with the Fourier basis : only 12 angles 
were needed to get a similar PSNR. 
Figure 1.5 shows pathological cases for the total variation. In some cases, where 
we need to identify small details, the variation is not a sparse representation and 
therefore the algorithm never converge towards the solution. The use of a multire-
solution basis such as wavelets or curvelets might lead to convergence. 
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(a) Shepp-Logan phantom 
.wr-
(b) Pseudoinverse 
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(c) Compressive sampling 
(d) Cat brain phantom (e) Pseudoinverse (f) Compressive sampling 
Figure 1.3 - Images obtained using 2048 measurements chosen among 12 tomogra-
phic angles 
(a) Original phantom (b) Variation (c) Pseudoinverse (d) Compressive sam-
pling 
Figure 1.4 - Pathological case. Images obtained using 2048 measurements chosen 
among 12 tomographic angles 
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1.6 Conclusion 
This paper shows that the minimization of a t\ problem under constraints can 
be a powerful approach in order to reduce the number of tomographic angles needed 
in photoacoustic tomography. It is limited by numerical instabilities that appear 
when too many measurements are taken. However, it is always equal or superior to 
a pseudoinverse approach. Because of the polynomial numerical complexity of the 
algorithm, only small images can be reconstructed. Future work will include the 
implementation of new algorithms which will reach higher resolution in combination 
with a multiresolution basis instead of the total variation. Such an approach should 
be better adapted to natural images containing vasculature which are typical to 
photo-acoustic imaging. In parallel, a caracterization of the behavior of the solution 
in presence of noise will be conducted and tests will be run on experimental data. 
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