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PAR T I 
CRUSTAL STRUCTURE IN THE WESTERN UNITED STATES 
FROM MULTI-MODE SURFACE WAVE DISPERSION 
ABSTRACT 
Multi - mode group velocity dispersion of both Rayleigh 
and Lo ve waves was measured for a number of paths In the 
Western United States by means of a technique developed for 
separating the modes. Results for each region studied are 
i nterpreted in terms of a crustal structure which produces 
simu l taneous agreement with al l the modes observed, as well 
as avai l ab l e body wave data. Certa i n diagnostic features 
of group velocity dispersion curves we re noted and used to 
advantage in this study. 
Th e analysis techniques developed have rather broad 
geo physical appl ications, for example i n studies of source 
properties, i nterference ph enomena, and noise propert ies. 
PART I 
CRUSTAL STRUCTURE IN THE WESTERN UNITED 
STATES FROM MULTI-MODE SURFACE WAVE DISPERSION 
INTRODUCTION 
It is important to realize the contribution surface 
wave dispersion studies of the t ype to be presented here 
can make in determining earth properties. In part1icular, 
what can be learned from such dispersion studies that cannot 
be learned as easily by another technique, such as refraction, 
and what are the advantages of using surface waves. 
Perhaps the most important role of surface waves is in 
determining the shear velocity distribution, since 1 ittle 
body wave data exists for this distribution in the crust and 
upper mantle. With few exceptions the crustal shear velocity 
has always been inferred from reflection and refraction data 
by assuming Poisson's ratio, because direct measurement of 
shear veloc ity by these methods has proved difficult in prac-
tice. Such body wave models rarely, if ever, have accounted 
for observed surface wave dispersion. Structures derived 
from gravity measurements are even less adequate in this 
regard. These discrepancies are due, among other things, to 
the existence of Poisson ratios different from those assumed. 
This means that these techniques alone do not provide a 
sufficiently complete description of the existing structure, 
inasmuch as the true structure must produce simultaneous 
agreement among body wave, gravity, and surface wave results. 
Surface wave dispersion~ which is controlled largely by the 
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shear velocity structure, provides an independent means of 
inferring the existing shear velocity distribution; hence 
the distribution of Poisson's ratio. One of the most impor-
tant results of this study, therefore, is the determination 
of the average shear velocity structure for the paths 
investigated. 
The existence of vertical velocity gradients is also 
, 
difficult to establ ish by reflection or refractlon :methods. 
One can discern such features by use of surface waves, as 
will be demonstrated later in this discussion. 
The presence of masked layers (those which do not pro-
duce first arrivals on refraction profiles) can be detected 
by surface wave analysis. This includes low velocity layers 
at depth, which are not ever detectable by refraction methods. 
This use of dispersion is particularly important for depths 
greater than 20 or 30 kilometers where existing reflection 
and refraction methods begin to fai 1. 
Surface waves have the simp l e advantage that they arrive 
with much greater ampl itudes than body waves, both because 
the dependence of ampli t ude with distance is different from 
body waves and because more energy initially is partitioned 
into surface waves. Hence, surface waves can be detected 
and accurately measured to relatively large distances, so 
that even aseismic regions where only small events occur can 
be investigated. In addition, surface waves represent a 
sampl ing of the entire structure rather than just portions 
having high velocity contrast. 
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Moreover, whole regions may be investigated very expe-
ditious l y and economica l ly with surface waves by only one 
person with a minimum of a single instr ument, whereas body 
wave surveys require much more gear and manpower. Furt her-
more, regions that are inaccessible and vir tually uninhabit-
able can readily be investigated, since only measurements 
exterior to such regions are required. 
Aside from deducing earth structure from surf~ce wave 
dispersion, the dispersion is important i n itself in order 
to provide a description of the tra nsfer function of the 
earth. Only after accurately correcting for propagatio nal 
effec ts can source properties be deduced. Ideally, then, one 
would 1 ike to construct a world wide "map" of the earth's 
transfer function i n as great detail as possible. To this 
end any data is valuab l e. The important problem of distin-
guishing underground nuclear explosions from earthquakes 
illust rates the need for knowing the transfer function of 
the earth. 
Among t he more significant contributions of the present 
investigation are (1) the first estimate from combined body 
wave, Love wave, and Rayleigh wa ve data of the vert ica l 
distribution of shear velocity and Poisson's ratio in the 
crust of the regions studied; (2) estab l ishment of the genera l 
character of the im portant transition zone from cr us t t o 
uppe r mantle (25 - 100 km dept h) in the Weste rn United states; 
(3) a comparison of similarities and differences in crustal 
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structure .from one geologic province to another which may 
provide important clues to the geologic history of the We stern 
United States; (4) the development of a systematic method for 
deli neat i ng normal modes of surface waves; (5) the determi-
nation of certain general structural properties which account 
for sal ient features of group velocity dispersion curves. and 
(6) the programming for a digital computer of all fhe compu-
tations required for experimental dispersion measu~ementsK so 
that comprehensive dispersion studies are now possible with a 
minimum of te diiJus hand calculations. 
The use of surface wave dispersion to determine crustal 
structure is now widespread and the basic ideas involved have 
been published in the literature. 
Until recently dispersion over only a 1 imited peri od 
range for one or two mo des. usually the fundamental mode of 
Rayleigh waves. could be measured sufficiently well to allow 
an interpretation in terms of crustal structure. The struc-
tures derived from such data are far from unique. and 
detailed features of t he structure are Impossi ble to determine. 
This is not to say. however. that surface wave dispersion is 
not a sensitive measure of crustal properties. for its 
sensitivity can be demonstrated. Two recourses exist for 
improving t he usefulness of surface wave dispersion to discern 
structural detail. One is to ex t end the observation range for 
a single mode to periods long enough so that shallow crusta l 
features have 1 ittle effect on t he disperston and to periods 
so sho rt that only the very shallow structure controls their 
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dispersion. The other is to measure several modes in a re-
strlcted period range and take advantage of the different way 
each mode samp 1 es the structure. Idea 11 y one wou 1 d 1 ike to 
do both. 
Therefore, if the fundamental Rayleigh and Love modes 
and two or three higher mo des of each can be measured over a 
broad period range, a very restrictive structure if required 
, 
to fit a l l the data. While this derived structure, too, will 
not be unique, it should be reasonably close to the true 
situation, because of the additional constraints imposed by 
the higher mo des and the required fit over a large period 
range. 
In this study an attempt was made to extend the period 
range of observations and to de l ineate as many modes as 
possible. Higher modes have previously been used for study i ng 
crusta 1 structure by 01 i ver, Press, Brune, and others for a 
few events where it was possible to readi ly del i neate port i ons 
of the higher mode dispersion curves by visual methods. For 
the most part, however, t he valuable higher mode i nformation 
has no t been fully used in surface wave stud i es of crustal 
structure due to their compl icated appearance on the seismo-
grams and the resulting difficulty in making rel iable 
measurements of their dispersion. 
A method for systematically de l ineating the various modes 
was developed and used to great advantage i n this study. The 
technique Involves a combination of group veloc i ty wi ndows 
a nd band pass filtering so t ha t a record containing only 
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energy from an arbitrary region in the group ve l ocity - period 
plane can be obtained. Each region can be chosen such that 
it contains only one mode. In effect, then, the techn i que 
allows separat i on of superposed sIgna 1 s so long as no two 
energy arriva l s of the same frequency occur simultaneously. 
Several paths in the Western United States were investi-
gated using group veloc i ty dispersion obtained for 1the 
fundamental Love and Rayleigh modes with perIods extending to 
50 seconds and for the first two higher modes in the period 
range 2 to 15 seconds. Fundamental mode Rayleigh wave phase 
velocity was also measured over one lar ge net in the southern 
part of the Basin and Range provInce. 
The path lengths involved are all of the order of 1000 
ki l ometers. Therefore, the assumption must be made that the 
structure does not have strong lateral variations over these 
individual paths so that the average structure derived from 
the observations is representative of the structure over the 
re g ion traversed. The paths were chosen such that each was 
confined as nearly as possible to a single structural province, 
such as the Basin and Range, Sierra Nevadas, or coastal region 
of Cal ifornia. The refraction data available at various 
l ocations a l ong these paths ind i cate that, in fact, no strong 
l ateral variations in crustal structure exist along the 
i nd i v i dual paths. However, from region to region the 
l1 average l1 structure is significantly different. Hence, it is 
cons i dered 1 eg i t i mate to interpret the observed d i spers ion in 
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terms of an average structure between the source and stations. 
The average structure along each path was obtained by 
comparing t he observed data wi th theoretical dispersiorffor 
various assumed models of the structure, respecting any 
available refraction data, and adjusting the elastic para-
meters of these models unt i l the best over-all fit to the 
data was achieved. 
Regardless of any such structural models deduced to fit 
t he data, however, comparison of the observed data between 
regions in itself is sufficient to i ndicate the nature of the 
differences which exist between the regions. 
It was found that one of the most diagnostic features of 
a group velocity curve is i ts shape. For example, one can 
use the shape to deduce the existence of thick uniform layers 
as well as to ascertain whe ther any sharp veloc ity cont r asts 
exis t at depth. This is why one s hould span a large period 
range whenever possible. 
*The dispersion pro grams of Harkrider and Anderson (1962) 
and Press, Harkrider, and Seafeldt ( 1961) were used for 
the theoretical calculations. 
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METHODS OF ANALYSIS 
A glance at the surface wave porti on of t ypica l seismo-
grams for continental tra vel paths, such as those shown in 
Figures 4 and 5, is sufficient for one to appreciate t he 
difficulty in obtaining re l iable group (and phase) velocity 
dispersion me asurements using standard v is ual techni ques, 
since precise period vs . arrival time curves are rrquired. 
The problem is that appreciab l e energy at severa l different 
frequencies . arrives simultaneously and t he resulting seismo-
gram appears very compl icated. This is always to be expected 
whe re more than one mode is present and when any mode has an 
inverse branch of group veloc i ty dispersion. 
To get an idea of t he type of compl ications to expect 
whe n several modes ar e present , consider Figure 3, which shows 
typical grou p veloci ty dispersion curves f or three modes of 
continental Rayleigh wave s. If th i s we r e the pre va iIi ng 
dis persion , one would observe within the group velo city window 
from 3.8 - 3·5 km/se c on t he seismogram a long period wave 
(MI l) decreasing in period from about 45 seconds to 30 seconds. 
Ri ding on this wave would be two shorter per iod waves, one 
decreasing In period from about 10 seconds to 9 seconds ( M2 1) 
and one decreasing in per iod from 7 seconds to 6 seco nds 
(M I2 ). Ob v iously i nclus ion of more modes and a broader period 
ran ge would make the seismogram still mo re complex. 
Therefore, one of the first tasks i n this study was to 
devi se a method for separat i ng t he modes such that the d is-
persion of each mode could be rel iab ly obtained. 
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Two workable met hods were developed. One is based 
primarily on the definition of group velocity. The other 
is based on the fact that individual modes are sufficiently 
separate in most of the group velocity -p eriod plane t hat they 
may be isolated in the time domain. Each mode so isolated 
may then be analyzed independently, as if only t hat mode were 
present. 
Th ese methods are discussed in deta i 1 in Appendi x F . 
Therefore, only a summary of how they work wi 11 be included 
here . 
To make use of either method t he seismogram must first 
be digitized at int ervals sufficiently small that the Nyquist 
frequency ( __ 1_) i s at l eas t as grea t as the highest f r equency 
2M 
v isible on the record . Na tura l ly th i s frequency must also be 
greater tha n any freq uency of i nt erest in the study. 
Then, t o apply the first method (Method A) one numerl-
cal l y band -pass filters t he digitized seismogram, allowing 
only a very narr ow band of frequencies E~w F about some center 
frequency (wo ) to contribute to the f iltered seismogram. 
This filtering 0p,er:a t ion is done such t hat no phase shift is 
i ntroduced for any frequency (see Appendix G). The gr oup 
a rr i val for the frequency Wo occu rs where the harmonic 
components about w add together I n phase. Thus, peaks in 
o 
the envelope of the na r ro w band -pass fi l t ered seismogram 
correspond to gr oup arrivals for frequency wo o Each of 
these group arrivals jn t urn belongs to a particu l ar mo de. 
Th e bottom trac e in Figure 8 i llustra t es such group a rr iva l s, 
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correspond i ng to the modes M21 , M12 , and M11 , for a band-pass 
centered at a period of about 6 seconds. By repeating th is 
procedure for a succession of center frequencies spanning 
the period range of interest, the complete set of dispersion 
curves for all the modes present can be obtained. 
It should be noted in passing that th is method also 
permits an estimate of the relative excitation of the various 
modes with frequency. These relative excitations are strongly 
controlled by source depth and source type, so that this 
method may prove very useful for future Investigations of 
source phenomena. 
In pr i nc iple a time record containing only contributions 
from an arb i trarily chosen region of the group ve l ocity -
period (U-T) plane can be obtained us ing a combination of 
group ve l ocity windows and numer ical band-pass filtering. 
To il l ustrate, consider the 
region R in t he U-T p l ane shown in 
the diagram at t he ri gh t . Approxi-
mate t h is region by N b l ocks (dashed 
in t he diagram) each of which is .:::> 
specified by a minimum (T i 1) and maximum ~ 
period (T i2 ) and a maximum (U i ) and mini-
mum (U i+ 1) group velocity. Therefore, 
if one band-pass fi 1ters the seismogram 
T 
such that for the time interva l il/rK ~ t~il/ r K 1 on ly periods 
1 1+ 
in the range qi1~ T:!:Ti2 
am p 1 I t u de, the res u 1 tan t 
can contribute wit h sizable 
total record from Ll ~t~il 
U 1 UN 
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represen ts the signa l from R. 
The second method (Method B) is an appl icatlon of this 
concept where one chooses R such that each group arrival 
f rom R is a single valued function of T. The resulting record, 
therefore, can be analyzed by simple conventional methods to 
define whatever dispersion curve(s) 1 ies wi thin R. Examining 
a number of adjacent or overlapping re gions in thl f fashion 
allows one to construct the continuous dispersion curve for 
each mode over a wide period interval. The adjacent shaded 
and unshaded portions of Figure 2 above 6 seconds period 
illustrate the simplest types of acceptable regions. 
A graphic example of how well this technique wo rks is 
pro vided by a comparison of Figure 6, which shows the Ben ioff 
1-90Z seismograms of a Montana aftershock recorded at three 
stations in Southern Cal ifornia, and Fi gu re 7, which shows 
these same records after band-pass filtering to obtain the 
longer period fundamental mode (M ll ). 
This technique was so effective that fundamental mode 
phase velocity measurements could also be made over arrays 
in Southern Cal ifornia using records as compl icated as those 
shown i n Figures 4 and 6. 
As another illustration of this method, Fi gu re 8 shows 
the result of three band passes on t he Riverside seismogram 
shown In Figure 6. Each pass shown permits one to accurately 
define a portion of the group velocity dispersion curve of 
one or more modes. 
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In applying Method B there exists the problem of 
selecting regions in the U-T plane which contain only a 
single mode, or at leas t con t ain no t wo modes ove rlappin g i n 
group veloc ity. As a practical matter, therefore, i t is best 
to use method B only after the approximate l ocation of the 
modes in the U-T plane is establ ished, since trial land error 
in choosing the reg ions is very time consuming. However, 
the problem is not as acute as it might at first appear, even 
for the wo rst situationj namely, whe n the only data available 
is the seismogram for an even t of knnwn epicentral distance 
and origin time. It is not so acute, because a rough scanning 
of t he seismogram (in a fashion to be discussed pres ently) 
quickly establ ishes approximately where the energy (hence one 
or more modes) is located i n the U-T plane. 
One way to quickly scan the record for this purpose is to 
successively apply Method A for a set of rather widely spaced 
center frequencies in the ran ge of interest. Correlating 
group arrivals from one such pass to t he ne xt and interpolating 
between them out 1 i nes the reg ions of interest. 
Anothe r is to compute the Fourier transform for each of 
several short record segments, defined by narrow group 
velocity windows in the group velnci t y interval of Interest. 
Relative maxima in the Fo urier spectrum of any such segment 
wi 11 occur for those frequencies whose group arrivals 1 ie 
within the group velocity window defi ning that segment. This 
procedure may be termed the "transform" of Method A, since 
- 13 -
i t works essentially the same as Method A with the ro l es of 
frequency and group velocity interchanged. 
As an illustrative examp l e, consider the ve locity window 
4.3 km/ sec to 3.54 km/ sec defined by the unshaded portion in 
Figure 3. If the dispersion shown there preva i led, the 
Fourier spectrum of the seismogram for that window would 
exhibit three peaks, one at about 7 seconds per iod , corre-
sponding to t he second higher mode (M I2 ), one at about 12 
seconds period, corresponding to the first h igher mode (M21 ), 
and another at a period greater than 30 seconds corresponding 
to the fundamenta 1 mode (M il )· With no pr lo r knowl edge 
whatsoever of the dispersion, these peaks would be sufficient 
to infer t he approximate location of these three modes in the 
gr oup velocity interva l from 4.3 km/ sec to 3.54 km/sec. As 
the velocity window is changed, each of these peaks migrates 
along a path in the U-T plane which defines the locus of a 
zone of energy concentration, corresponding to one or more 
modes. 
The results of one of the earl iest attempts to use this 
i dea on a se i smogram are shown in Figure 9, where the group 
velocity wi ndow extended from approximately 4.4 km/sec t o 
3 . 0 km/ sec . Whi le this window was much too l arge to separate 
the higher modes in detail, the res ult in g peaks (each l abeled 
with its period in Figure 9) were sufficient to indica te 
where most of the higher mode e nergy was l ocated (6-10 
seconds period) within this window. The pr omi nen t peak at a 
period of about 27.8 se conds i n Fi gure 9 is due to the 
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fundamental mode. Therefore , these results provided a sound 
starting point for the more detailed analysis, as is evident 
from the location (abo ve 3.0 km/sec) of the precisely deter-
mine d experimental dispersion shown in Figures 14 and 16. 
In addition to the uses of these methods in dispersion 
and source stud i es, numerous other important app 1 i cat ions 
exist. For example, in detailed earth noise studiEfs Me thod A· 
would prov ide essentially a pointwise (in time) FoJrier 
analysis of the records. The advantages of this are obvious, 
since the duration of coherent sections of a noise record 
suitable for correlation over a hori zontal or ver t i cal array 
is usually very short. Two other very important appl ications 
of these methods may be made In refraction work . First of 
all they can be used to pick secondary refracted arrivals, 
particularly when the predominant frequency for separate 
refracted arrivals varies. Secondly, the spectrum of amp l itud e 
attenuation wi th distance for each arr ival can be obtained, 
again by using Method A to prov ide nearly pointwise time 
domain Fourier ana l ysis. Thus a valuable body of additional 
informa ti on can be obtained routinely for every refraction 
profi l e. 
These methods, Met hod B especially, can also be used to 
advantage i n stud i es of interference phenomena, where it is 
desirable to decompose records containing beats into simpler 
wave trains with no beats. These simpler wave trains, taken 
together, will reproduce the interfere nce phenomena and, 
taken separately, may provide clues to the physical con-
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ditions causin g interfere nce. 
Actually Method B is applicab l e to a lmost any problem 
requirin g separation of superposed wave trains, and Method A 
is appl icable to any problem requiring dynamic Four ier 
analysis. 
Both of the abo ve methods were pro grammed for the 
IBM 7090 computer, so that given the origin time, ,h e epi-
central distance, and the digitized se i smogram, any number of 
passes with different combinations of velocity windows a nd 
band-pass filtering can be made. The filtered seismogram is 
p l otted and the dispersion computed and plotted automatically 
for each pass on the data. Optiona l ly, the Fourier transform 
can a l so be computed a nd plotted for each pass. Therefore, 
these techniques may now be used routinely for any of the 
app l ications discussed above. 
The methods presented here constitute the first system-
atic means of de l ineatin g higher mode dispersion curves on 
a routine basis. 
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EXPERiMENTAL RESULTS AND iNTERPRETATiON 
in this study an att empt was made to define experi-
mentally as many modes of Rayleigh and Lnve waves as 
possible over a broad frequency band and to Include any 
avai l able body wave and gravity information, so that the 
best possible appro x imation to the ex isting structure in 
eac h region could be obtained. This preferred strJcture 
was obtained by adjusting the elastic parameters of assumed 
structures until the best over-all fit between the theo-
retical and experimental dispersion was achie ved. 
It is worthwhile at this point to digress long enough 
to state why the structure so derived should be a reason-
able approximation of the ex isting structure. Any given 
structure is sampled in a characteristica l ly different 
(linearly independent) fashion by each freque ncy of each 
mode of Love and Raylei gh waves. For examp l e, Figure 10 
illustrates approximately how the structur e shown there 
is samp l ed by the vertical component of the first three 
Rayleigh modes at periods of 10.2 seconds and 6.0 seconds. 
Therefore, for infin i tely prec i se multi-mode dis-
pers i on over an arb i trar i 1 y 1 arge frequency i nterva 1, it 
f ollows that one and only one structure can be found 
wh ich will produce an exact fit to all the data. 
In practice, however, the accu r acy of measurement, the 
number of modes defined, and the frequency interval are all 
1 imited, so one cannot hope to def i ne a completely unique 
structure. 
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However, the permissible structures wh ich explain all 
the observations equally well, can be expected to con-
verge to the true structure as the data become more 
complete and accurate. The class of structures which 
simultaneously explains the observed multi-mode Rayleigh 
and Love wave dispersion, as well as refraction and 
I , 
grav ity data, will be far more r estrictive than t He 
class which explains the data of a s i ngle mode. The 
ex isting structure wi l l be between the narrower 1 imits 
of this more restrictive class. 
As the result of investigat i ng many assumed models 
during the course of this study, it became apparent that 
sal ient features in the shape of group velocity curves 
are diagnostic of certain important properties of the 
structure. 
The existence of an Airy phase (i.e. a stationary 
value of group velocity) for example, indicates that a 
section of relatively uniform velocity exists at depth. 
The separation in frequency (wave length) between adjacent 
Airy phases is a measure of the thickness of such a 
section, and the difference in group velocity of the 
adjacent Airy phases is a measure of the velocity 
contrast at the bottom of the uniform section. Figure 12 
shows a test of these effects where se veral cases for 
one model were computed varying only the thickness of 
the "granite" layer, as indicated. 
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From this Figure it can be seen that as the thick-
ness of the uniform layer increases from 19 km to 21 km 
to 24 km (curves 2, 3, and 5 respective l y), the sepa-
ration between the maximum Airy phase at about 8 seconds 
period and the adjacent minimum at longer periods 
systematically Increases from 6 seconds to 7 seconds to 
8.5 seconds (about .5 seconds per km increase in ihickness). 
The curve for 12 km thickness (curve 4) conforms to this 
pattern also, if the interval between its points of 
maximum curvature (Airy phases are also such points) 
are used to define the separation. These Airy phases 
disappear as the structure approaches a 1 inear ve loc ity 
increase with depth. The usefulness of t his result i n 
crustal studies is apparent, inasmuch as one can, me rely 
by looking at the dispersion curve for a region, or just 
the seismogram. infer whether the underlying structure 
has thick uniform sec t io ns or inc reas es in velocity 
gradually with depth. in this re gard dispersion also 
complements refraction data by indicating whether 
velocity gradients exist between the velocity dis-
cont inuities inferred from the travel time curves; that 
is. whethe r or not It is l egitimate to approximate the 
refraction travel time curve by the particular straight 
1 ine segments selected. 
Ther efore, if a thick uniform section does exist, 
one can tell how its thickness changes f r om one area to 
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to another by compar i ng the period interval between the 
adjacent Airy phases on the dispersion curves or just on 
the seismograms, for each region. 
Figure 12 a l so illustrates how a change in the 
effective ve l ocity contrast at the bottom of the uniform 
layer affects the difference in group velocity between 
I the adjacent Airy phases. For curve 1 the average 
velocity gradient below the thick layer was made sl ightly 
greater t han for the corresponding curve 3. This 
increased the difference in group velocity between the 
adjacent Airy phases as shown in Figure 12 (compare 
curves and 3). Note t hat t his did not alter the sepa-
ration between the Airy phases, as the thickness of the 
uniform layer was kept fixed at 21 km for both curves . 
Thus, comparison of the Ildepth" of an Airy phase minimum 
from region to region will indicate how the effective 
velocity contrast at the base of a uniform section 
changes. 
These same effects occUr for the higher modes and 
are still more pronounced, since the higher modes are 
more sensitive to structural details. Therefore, higher 
mode dispersion can be used to great advantage in deter-
mining the sharpness of ve l ocity gradients and discon -
t i nuit ies as well as to detect t hi nn er uniform portions 
of the structure. 
The point of the foregoing discussion IS that when 
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one finds a structure which produces agreement in shape 
but not absolute value between theoretica l and observed 
dispersion, it means that the relative velocity relation-
ships with depth are nearly correct, so that this structure 
has only to be scaled uniformly to produce good agreement 
wi th the data. 
In t he discussion to follow it wIll be instr Jctive 
to keep the foregoing statements regarding the signifi -
cance of the shape of dispersion curves in mind, 
especially when examining the experimental and theo-
retical curves for the areas investigated. 
The events analyze d were chosen such that their 
travel paths to the recording stations in Southern 
Cal ifornia were confined as nearly as possible to 
single geologic pro v inces. The 1 ines emanating from 
Pasadena on the map shown in Figure indicate the 
principal paths investigated. Data for the sl igh t l y 
different paths between other stations in Southern 
Cal ifornia and each of the epicenters 1 isted in Table 2 
we re included whenever possible, since the d is pers ion 
for these perturbed paths was the same within the 
precision in measurement. 
The data for the Basln and Range are the most 
complete, in that the dispersion was measured for more 
paths and more events in thIs reg ion, and in that ex-
tensive portions of this province have been explored by 
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refraction and gravity methods. The permissible crustal 
structures which produce equally good agreement with all 
the available data jn this region can vary only in detail. 
Figures 14, 15, and 16 summarize the experimental 
group velocity dispersion measurements obtained for 
paths in the Basin and Range Province. By comparison 
of these figures it can be seen that the data are ! 
essentially the same for different distances along 
sl ightly different paths. This, to an extent, val idates 
the assumption that the structure in the Basin and Range 
js undergoing no strong lateral variations. 
From these Figures one can see that it was possible 
to del ineate the fundamental Rayleigh and love modes in 
the period range from about 6 seconds to 50 seconds as 
well as the first two higher modes of both Rayleigh and 
Love waves in the period range from 2 to about 12 seconds. 
A few points which may belong to the third higher mode 
were also obtained. 
Figure 14 represents data from the larger events in 
aftershock sequence of the Montana earthquake of 
August 17, 1959. Figures 15 and 16 represent data 
from a pair of earthquakes on the Utah-Idaho border in 
1962. Table 2 gives the location, origin time, magni-
tude, and approximate depth for each of these events. 
These events from Utah offered a unique opportun"ity 
to investigate Love waves, since the Caltech digital 
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seismograph was oriented such that one component was 
normal to the geodesic path of propagation to within 
one degree. 
Theoretical dispersion curves were computed for 
numerous structures based on the available compressional 
velocity refractio n models. None of these produced 
agreement with the observed dispersion when the s~ear 
velocity was inferred* using a constant Po iss ons ratio 
of .25. Some of these cases which do not fit the data 
well are shown in Figures 19-23. 
Among other things, the poor agreement of these 
structures with the data in d icates that if the layer 
thickness and compressional ve locities are correct, 
Po isson's ratio is not constant at .25 In this region. 
In addition, these examples point up the value of 
obtaining data over as large a period range as possible. 
That is, several of these cases produce reasonable 
agreement with the data over a restricted period range, 
but seriously depart from it elsewhere. Only whe n the 
over-all shape of theoret ical and experimental curves 
agree has a good approximation to the true structure been 
obtained. 
*The shear velocity (13) and compressional velocity ("'() 
are related by the expression 2. _ /)'1.(1 + I .) 
0( - loJ / -2tJ-j 
where a- is Poisson's ratio. Figure 31 gives a con-
venient plot of comprBss[onal velocity versus shear 
velocity for various Poisson ratios. 
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When Poisson 1 s ratio was allowed to vary within 
reasonable limits (.22-.30), it was possible, after 
numerous trials, to arrive at a structure which simul-
taneously produced satisfactory agreement among all the 
data, including refraction. That structure is shown in 
Figure 17. Basically this is a rather simple structure 
consisting of about 2-3 km of "sedimentary" material 
overlying a rather uniform section of "granitic" ma-
terial about 23 km thick, which in turn overlies an 
intermediate section about 25 km thick which will be 
designated section X. 
Next, a maximum in velocity occurs at a depth of 
about 50 km with a gradual decrease in velocity at 
greater depth corresponding to the beginning of the 
Gutenberg low-velocity zone centered at a depth of 
around 125-150 km. 
The theoretical dispersion for this structure is 
compared with the data in Figures 14, 15, and 16. The 
over-all agreement for the fundamental mode Love and 
Rayleigh waves, the higher Love modes, and the second 
higher Rayleigh mode is considered good. The first 
higher Rayleigh mode agrees satisfactorily in shape but 
not in absolute value between 6 and 10 seconds period. 
A correction for curvature of the earth would bring the 
theoretical and experimental results for the higher 
modes into even better agreement at t he longer periods 
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(7-12 seconds) without altering the results at the 
shorter periods. Below 50 seconds the curvature ef fect on 
the fundamental Love and Rayleigh modes is smaller than 
the scatter of the data. 
The other theoretical curve shown in Figure 14 
(Case 5EEBM3) gives as good a fit as Case 35CM2 at the 
Ion g e r per i ods for all the modes except M2 l' The ! 
structure for this case is given in Figure 18. It is 
important to note that t he only significant difference 
in the shear velocity structure of this case and 
Case 35CM2 is the presence of a thin (6 km) high velocity 
layer at a depth of about 25 km in this mo del. The 
compressional velocity structure at 25 km has a corre-
sponding high velocity layer formed by reducing the 
compressional velocity from 7.7 km/sec to 7.0 km/sec 
between 30 and 50 km depth. 
The observed data for the first higher mode (M21 ) 
decidedly rules out model 5EEBM3 in favor of model 
35CM2 and indicates t ha t no such high velocity layer 
per sis t sin th e Bas ina n d Ran g e . The rea son M2 1 iss 0 
diagnostic is t ha t in the period range from 4-10 seconds, 
it is controlled mainly by that portion of the structure 
containing the high velocity layer. The second higher 
mode (M 12) has a node In vertical displacement in this 
depth range for the per iods invo lved, as can be seen 
from Fi gure 10, and the fundamental mode averages th e 
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structure so uniformly that it i s not very sensitive to 
such fine structural details at depth. In contrast, 
M21 has its maximum vertical displacement in the depth 
range of the high ve l ocity layer (see Fi gure 10) and 
is, therefore, very sensitive to that portion of t he 
structure.* 
It is Important to point out which features df this 
best structure (35CM2) are definite and which are 
questionable. 
The location of the fundamental mode maximum a t 
about 10 seconds period and the steep drop to low 
velocities for per io ds under 10 seconds (see F igure 14) 
requires an appreciable surface IIsediment ary ll layer 
approximately 2-3 km thick with a very strong velocity 
contrast be t ween this surficial layer and the IIgranitell 
layer. A thickness Df this order is necessary to move 
the Airy phase maximum to a period as high as 10 seconds. 
This surficial layer probably is not uniform in velocity 
or composition over t hi s area, but it varies within 
1 (mits which do not m.ateria ll y affect this relationship. 
One can, as a matter of fact, note some difference in 
both the Love wave and Ray l eigh wave dispersion for 
*The close correspondence between the ampl itude of 
ve rtical displacement with depth and the contribution 
to the group velocity from each portion of the structure 
is discussed in Section I I of Appendix G. 
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periods below 10 seconds for different stations and 
events (Figures 14, 15, and 16). 
The distinctive inverse branch of dispersion in 
the fundamental mode from 10 seconds period to 17 
seconds period (see Figure 14) requires the uniform 
"granitic ll layer. The Interval between these Airy 
phases requires the thickness of this uniform sec . ion 
to be very close (within about 2 km) to 23 km in 
thickness. The average thickness of this layer cannot 
be as great as 30 km. 
The inverse branch of the higher mode dispersion~ 
beginning at about two seconds with a velocity of 
about 3.55 km/sec (L9), is the analog of the inverse 
branch of the fundamental Rayleigh mode dispersion curve 
between 10 and 17 seconds period and simi lar remarks can 
be made for the interval between 2 and 4.5 seconds. The 
value 3.55 km/sec represents a lower bound on the average 
shear velocity in the llgranite ll layer. The higher the 
mode the closer this Airy phase maximum approaches the 
shear velocity in the "graniticll layer. For any model 
to fit the shorter period dispersion data even reason-
ably well, an average shear velocity between 3.6 and 
3.65 km/sec was required in this upper layer. 
A nearly constant compressional velocity of 6.1 ± .1 
km/ sec for the top of this section has been definitely 
establ i shed over much of the Basin and Range by the 
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extensive refraction wo rk of the Crustal Studies Branch 
of the United States Geological Survey. From the work 
of Birch ( 1958, 1960) It is reasonable that this 
velo c i ty may Increase sl igh-tly (1V.2 km/sec) with depth, 
bu t not sufficiently to destroy the relative un iform i ty 
of this layer. Thus, the compressional vel ocity in this 
I 
sect Ion was not a 1. lowed to va r y bey 0 n d the 1 i mit s : jus t 
stated. 
The structure just below the "granit ic " layer 
(Section X) which has a shear velocity of 4.1 km/sec 
and a compressional velocity of 7.7 km/sec in model 
35CM2 is highly controversial and requires some dis-
cuss ion. The fact that a layer with a compressional 
velocity between 7.7 km/sec and 7.85 km/sec persists 
over large portions of the Basin and Range has been 
establ ished by the recent refraction work of the USGS. 
Keepi ng t he compressional velocity of section X 
fixed at 7.7 km/sec, a shear velocity of about 4.1 km/sec 
(corresponding to a Poisson ratio of about .3) was 
required to fit the observed dispersion in the inter -
mediate period ranges. However, a zo ne of higher shear 
veloci ty (N4.6 km/sec) is required at a depth of about 
50 km in order to fit the fundamen tal Rayleigh and Love 
modes near 50 seconds period. It was not possible to 
determine t he sharpness of the boundaries of this higher 
velocity zone, a lthough of the models investigated, t he 
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ones with th e sharper contrast seemed to fit the data 
better. The possibil ity that the velocity gradually 
increases from 4.1 km/sec to about 4 .6 km/sec in lower 
portions of section X cannot be conclusively ruled ou t . 
The value of Poisson's ratio (.3) required in the 
upper part of section X to simultaneously satisfy ~he 
refract ion and dispersion data is unusually high, al-
though not unreasonable. Values approaching .3 have 
been observed in tecton i ca 11 y act i ve reg ions of Japan, 
for example. Observed va l ues at the base of the crust 
in Southern Cal ifornia and Eastern New Mexico are 
about .28. 
At the present time, however, considerable evi-
dence is accumUlating for the presence of a masked 
lay er at the top of section X with a compressional velo-
city of about 7.0 km/sec and thickness of about 10 km. If 
this is the case, then a more ordinary Poisson's ratio be-
tween 25 and 50 km depth can be inferred. However, in 
either case t he dispersion requires that the average 
shear veloc ity in section X cannot be changed greatly 
from 4.1 km/sec. Such a layer will not appreciably 
affec t t he dispersion results if only the compressional 
veloci ty is involved, since variatio ns in compressional 
veloci ty alone do not have a strong effect. 
All the models (including 35CM2) which agree with 
the higher mode dispersion have a low velocity zone 
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jn the upper mantle. None of the other models investi-
gated could be made to agree well in shape or numerical 
values with the observed longer period (7-12 seconds) 
higher mode dispersion. 
A thick layer (rvlOO km) of constant shear velocity 
in the mantle also gives poor agreement. A half space 
! 
with constant velocity below 50 km depth produces 'a very 
poor fit for the longer period higher modes, which are 
influenced strongly by the structure below that depth. 
Hence a low velocity zone at depth produces a better over-
all resu 1 t and is dec i ded 1 y th e preferred i nterpreta t i on 
of the observed data. The fundamental Rayleigh and Love 
modes below 50 seconds in period are not very sensitive 
to th is deeper (H ~ 65 km) structure and do not furn i sh 
any evidence on the structure below 65 km. 
An attempt was made to find other evidence for the 
presence or absence of an increased compressional wave 
velocity around 50 km depth corresponding to that 
r equired in shear velocity by the dispersion. 
First of all, if the compressional velocity 
structure of Case 35CM2 is approximately correct, one 
would obsewve the change in the slope of refraction 
travel time curves from 7.7 km/sec to about 8.1 km/sec 
at a distance of about 500-600 km, corresponding to the 
arrival from the high velocity ~ayer at 50 km depth. 
Travel time curves for paths in the Basin and Range were 
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constructed for several of the larger nuclear shots in 
Nevada to try to observe such an arrival. While there 
was a sugge~tlon that the slope changed in that distance 
range, the scatter of the points was so great that no 
definite conclusions could be drawn. 
One other piece of evidence was found, however, 
which is suggestive that such an arrival is prese~t In 
this distance range. It comes from the ampl itude attenu -
ation data for refracted waves from nuclear explosions 
given in a recent publication by Werth and Herbst (1963), 
in which a pronQunced jump In the ampl itude of the first 
half cycle of motion was observed in the distance range 
500-700 km. They suggested that this may represent a new 
arrival, but did not identify it with any particular part 
of the structure. This feature is explained very well 
by the structure in Case 35CM2. Even the more rapid 
apparent attenuation with distance for this arrival is 
consistent with Case 35CM2, since a refracted wave i n 
this thin layer would leak energy into the low velocity 
section below and give rise to rapid apparent attenu-
ation with distance. 
One additio nal test of this model was possible using 
phase velocity dispersion for the fundamental Rayleigh 
mode. Figure 24 s hows the comparison between Case 35CM2 
and phase velocity dispersion measured for the tri-
partite array of Pasadena, Cal iforniaj Ruth, Nevada; 
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and Albuquerque. New Mexico for the Russian nuclear 
series at Novaya Zemlya. The agreement in shape over 
the whole range of values is excellent. Uniformly 
i ncreasing the over-all crustal thickness in the Case 
35CM2 by about 10 km wi 11 produce excellent agreement 
with these observed phase velocity values. This means 
that the velocity relationships among layers in C~se 
35CM2 are nearly correct. This array covered an area 
Including, but most l y southeast of. the paths studied 
from Utah and Montana. Other evidence exists which sug-
gests t hat the crustal t hi ckness is In fact somewhat 
greater in this region. This evidence consists of 
refraction profiles and the add i tional group ve lo city 
dispersion data shown in Figure 25. which also indicate 
that this region is uniformly thicker than the central 
Basin and Range. but has the same velocity relationships 
between layers. 
So far there has been no discussion of t he density 
structure in the various mode ls used, Case 35CM2. in 
particular. The density structure was always kept con-
sistent with the compressional velocity structure using 
the results of Birch (1961), Wo ollard (1959). and Nafe 
and Drake (Talwani et al, 1959) concerning the relation-
ship between compressional wave velocity and density. 
Since surface wave dispersion is no t very sensitive to 
density variations, the density of Case 35CM2 is not 
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~ ecessarily very close t o the true density structure in 
the B~sin and Range. For examp l e, the effect of 
decreasing the density from 2.92 to 2.71 g/cm3 In a 
section 18 km thick in the crust is s.hown in Figure 13 
for the fundamental Raylei gh mode. It can be seen that 
the change in dispersion was not great. The densi t y 
structure of Case 35CM2 is, however, a reasonable one. 
The most significant contributions to our know l edge 
of the Basin and Range provided by this study then are 
(l) the first direct determination of the complete shear 
ve l ocity structure which prevails there, (2) the first 
estimates of the distribution of Poisso n 's ratio in the 
Basin and Range from combined multi-mode dispersion and 
refraction data, establ ishing that Poisson's ratio 
departs significantly (particularly between 25 and 50 km 
depth) from the value of .25 usually assumed in the 
crust, and O} the inference that a thin 0- 15 km} high 
velocity zone exists at a depth of arou nd 50 km with a 
s ub sequent decrease into a ma ntle low velocity zone. 
These results are a l l pertinent to a discussion of 
isostasy in this region. First of all, the lateral 
var iatio ns of compressional velocity in t he deeper part 
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of the crust* (25-50 km) i ndicated by refraction and the 
inference from this study of a low velocity zone at 
greater depth points up a very important point regarding 
isostatic compensat io n in general and this re gion in 
particular. The assumption of isostatic compensation 
impl ies that there exists a l evel in the earth (at 
depth H below sea l evel) above which the mass is donstant; 
H+h 
tha tis , f fez) dz = constant, where his the surface 
o 
elevation above sea level and f(z) is the density at 
an elevation z above the level of compensation. It is 
most reasonab le to expect that if such a level exists, it 
will be in or below any zone of weakness, where dynamic 
processes (such as plastic flow) leading to a redistri-
bution of mass, can most readily occur. The mantle low 
velocity zone qui te probably corresponds to such a zo ne 
of weakness. 
Therefore, the common assumption in the 1 iterature 
that the l eve l of compensation is at the Mohorov icic d is-
continuity does not seem reasonable , since t he rigidity 
(and presumably the strength have a maximum there . In 
separate investigations using different assumptions, 
Hayford (1909) and Bowie (l9l7 ) both concl ud ed that t he 
most probable depth of the level of compensation i n the 
*There is considerable controversy as to whether this 
zone legitimately belongs to the crust or the mant le. 
The USGS has adopted this zone as the beg inning of t he 
mantle. The view taken in this study, however, is that 
this zone should be incl uded as part of the crust. 
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United States is around 100 km. These results add 
additional weight to the statements made above. 
Moreover, the strongest lateral variations in 
crustal ve locities between provinces in the Western 
United States seem to occur below a depth of 25 km. There-
fore, if the density varies laterally with these 
velocities (as is probable), then the level of comp1en-
sation must be at depth of the orde r of 100 km at leas t. 
Pakiser ( 1963) used the available refraction data in the 
Wes tern United States along with velocity-density 
relations of Nafe and Drake, and Birch to compute the 
depth of compensation such that the Ba sin a nd Range 
province would be in isostatic equil ibrium with the 
Great Plains province. The resulting depth was about 
80 km when a constant velocity (and density) was as-
sumed below the Moho ro vi ci c discontinuity. 
The infe r e nce i n this study of a thin high veloc ity 
zone near 50 km depth with an attendant low velocity 
zone in the deeper mantle materially relates to t he 
existing density structure in the lower crust and upper 
mant le of t he Basin and Range province, assuming that 
this re gion is in isostatic equilibrium with adjacent 
provinces. if the density structure be l ow t his high 
velocity zone is la terally un if orm from province to 
province, then th e usual relation between velocity and 
density canno t hold for the intermediate zone above, 
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since the density could not have strong lateral vari-
ations. On the other hand, i f the velocity-density 
relation holds, then lateral variations in the density 
distribution must occur for depths well into the mantle, 
perhaps to depths approaching 150 km. The latter inter-
pretation is preferred , since it appears that the 
entire upper mantle has baen involved in the rela~ively 
recent tectonic activity in the Basin and Range. 
The value of .3 for Poisson's ratio in the anomalous 
7.7 km/sec section X as suggested by the combined surface 
wave and refraction data, great l y reduces the number of 
possible materials which may constituta that zone since 
the 1 imited data which exist (Mo l otova and Vassil lev, 
1960) indicate that only a few rock types exhibit such 
high Poisson ratios (gabbro is one). Therefore, a more 
detailed determination of Poisson's ratio in this zone, 
as well as laboratory measurements of Poisson's ratio for 
various rock types under appropriate conditions of 
pressure and temperature may provide important clues as 
to the composition of t h is zone. The same is true for 
other parts of the structure as well. 
The existence of the high velocity zone at about 
50 km depth has at least two possible explanations in 
terms of tectonic history. It could be a remnant 
feature indicating where the Mohorovicic discontinuity 
once was, if the ensuing tectonic activity in this region 
served only to redistribute the upper mantle materials 
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into the lower part of the crust. In this case, the 
top of the 7.7 km/sec layer should be considered the 
Mohorovicic discontinuity at present. 
If, on the other hand, the physical location of 
this zone is controlled by the prevailing pressure-
temperature conditions, it may be that this high 
velocity zone once was located at the top of the n~w 7.7 
km/sec section and migrated downward to its present 
depth during the recent period of tectonic activity and 
associated vulcanism. In this case, the 7.7 km/sec 
layer would now represent a vestige of a pre-existing 
crust-mantle interface. 
A comparison of the dispersion results in this 
region with the more 1 imited data for other paths in 
the Western United states was made in order to infer 
how the structure changes laterally from one geologi c 
re gion to another. 
Figure 24 shows experimental phase velocity for the 
tripartite array of Pasadena, Cal ifornia; Ruth, Nevada; 
and Albuqu~queI New Mexico obtained from the Russian 
nuclear explosions at Novaya Zemlya. The solid 1 ine 
shows the phase velocity for Case 35CM2, the best 
structure for the Basin and Range paths just discussed 
(see Figure 17). One sees that the experimental and 
theoretical curves agree very well in shape, bu t not in 
absolute value. Th i s means that the relative veloc it y 
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relationships for the crustal layers in Case 35CM2 are 
very nearly correct for this region also, but that the 
over-all thickness is approximately 10 km too small in 
Case 35CM2. 
Figure 25 compares observed fundamental mode Love 
and Rayleigh wave dispersion for a path from Oklahoma to 
Pasadena (see Figure 1) with the data for paths frbm 
Montana and Utah to Pasadena. This comparison also 
indicates a rather uniform increase in average crustal 
thickness for this path compared to the paths confined 
strictly to the central Basin and Range. 
There i s also a strong suggestion that the basic 
shear velocity distribution of Case 35CM2 (see Fjgure 17) 
persists southward as far as the southern part of 
Mexico. Figure 26 shows the experimental dispersion for 
an earthquake in the southern part of Mexico at a depth 
of 100 km. Al l the measurements shown in this Figure 
were made by visual methods, which accounts for the 
greater scatter in the data. Nonetheless, the agreement 
of Case 35CM2 with this data is remarkable. This sug -
gests that the velocity structure along this path is not 
appreciably different from that measured in the Basin and 
Range. The temptation, then, is to suggest that Basin 
and Range type structure persists as a geologic unit at 
least to Southern Mexico. 
One additional fragment of evidence exists for this 
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assertion. For several earthquakes in Mexico, Gutenberg 
and Richter (1940) measured apparent velocities of body 
waves between stations within the Basin and Range region 
having significantly different azimuths from the 
source. The distances involved were appropriate for 
section X first arrivals. Surprisingly enough, these 
apparent velocities were consistently about 7.8 kmYsec, 
which agrees with the recent detailed refraction 
results in the Basin and Range. 
The inference from this is that at least within the 
region defined by the various azimuths from these event~ 
to the recording stations, the crustal velocity to the 
south of the Basin and Range is laterally uniform. 
The experimental dispersion points between 10 and 
30 seconds period with velocities above 4.0 km/sec shown 
in Figure 26 constitute one of the first experimental 
measurements of mantle higher mode dispersion for a 
continental path. It is reasonable that this event in 
Mexico would excite mantle modes, because the depth of 
source was about 100 km, which is favorable for long 
period higher mode excitation. The dashed curves shown 
are for a Gutenberg-Birch earth model computed by Kovach 
(1963). The Important feature of that model is its 
mantle low velocity zone, which produces the minima 
shown in the period range 10-30 seconds. Models without 
a mantle low velocity zone do not produce such pronounced 
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minima in this range. Since the data indicate even more 
pronounced minima than exist for this model, it is sug-
gested that a mantle low velocity zo ne definitely exists 
along this path. A more precise determination of the 
dispersion in this period range, however~ is necessary 
before drawing further conclusions about the detai ls of 
such a mantle low velocity zone under this contindntal 
region. 
Figure 27 shows a comparison of fundamental Rayleigh 
and Love mode dispersion for the paths in the Basin and 
Range with that for a path along the Sierra Nevada range 
from Vancouver, British Columb ia to Southern Cal ifornia 
and for a path along the coastal region of Cal ifornia 
from a source off Oregon. These paths are shown in 
Figure 1. 
It Is evident from this comparison that the pre-
vail lng structure in the Sierra Nevada is strikingly 
different from that in the Basin and Range and the 
Cal ifornia coastal regions. From this comparison one 
can conclude, first of all, that the same velocity 
relationships do not exist in the Sierras that exist in 
the crust of the Basin and Range. In particular there 
appears to be no llsedimentary" l ayer of any consequence 
in the Sierras, nor any thick, uniform layer of material 
near the top of the section, as exists in the Basin and 
Range. Instead, the velocity in the shallower portion 
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seems to increase gradually with depth, attaining an 
intermediate shear velocity E~4KO km/sec) at a moderate 
depth E~OR km). The broad plateau in the Rayleigh 
wave dispersion between 25 and 40 seconds and for Love 
wave between 28 and 35 seconds indicates the presence 
of a very thick section (N40 km) of intermediate 
ve l ocity material in the lower portion of the crust. 
i 
This thick section Is also responsible for the kinks 
observed in the first two higher Rayleigh modes between 
6 and 10 seconds period. 
At present, a mode l wh ich agrees well wi th all the 
data for the Sierras has not been found . However, some 
structures which are reasonably acceptable are given in 
Table 4. These are shown in comparison to the data in 
Figure 28. The high shear velocity (4.6 km/ sec) is 
required at the base of the thick section in order to 
produce the observed plateau i n both Rayleigh and Love 
waves. 
The theoretical curves for the higher modes, whi l e 
agreeing in shape, are too high compared with the data. 
Insertion of a mantle low velocity zone would improve 
the fi t at t he longer periods without seriously 
alter i ng t he shape in this r egion. 
Therefore, the results of this study give another 
indication that a II roo t" exists under the Sierra Nevadas 
extend i ng to a depth of the order of 70 km, where i t is 
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terminated by high velocity mantle material. Moreover, 
these dispersion results establ ish that this "root" is 
a result of an increase in thickness of the intermediate 
crusta l layer rather than in the "granitlc" layer at the 
top. However, instead of two distinct crustal units 
separated by a strong velocity discontinuity, there 
seems to be a gradual transition from one zone to the 
o th er . 
The last path i nvestigated was along the Cal ifornia 
coast as seen in Figure 1. Figure 27 shows the com-
parison of this data with that from the Sierras and the 
Basin and Range. It is clear from this comparison that 
this path has a thinner crust than those in the Basin 
and Range or the Sierras. A long reversed refraction 
proflle between Los Angeles and San Francisco has been 
studied by th~ USGS, (Healy, 1962) which nearly dupli-
ca tes the path for this event. In Figure 29 the 
experimental dispersion is compared to the dispersion 
curves for a set of models all of which are consistent 
with the refraction data for this path , assuming a 
Poisso n's ratio of .25. These mode ls are shown i n 
F i gure 30. None of these produces good agreement in 
shape with the observed dispersion. It appears, there-
fore, that in order to fit both the dispersion and 
refraction data, Poisson's ratio must be allowed to 
vary from a value less than .25 in the upper part of 
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The conclusions one can draw from this study 
regarding crustal structure in the Western United States 
may be summarized as follows: 
Throughout the Basin and Range province the 
crustal structure is very close to that shown in 
Figure 17. The high Poisson's ratio In the zone from 
25-50 km depth, the thin high velocity layer at about 
50 km depth, and the mantle low velocity zone are note-
worthy features of this structure. 
The velocity relationships of this model persist 
to t he southwest of the Basin and Range with an 
increase in over-all crustal thickness of about 10 km. 
There is also a strong indication that this basic 
velocity structure, including the mantle l ow velocity 
zone, persists southward all the way to the southern 
part of Mexico. 
A very different type of crustal structure exists 
in the Sierra Nevada region. Here there is a very 
thick intermediate crustal layer extending to a depth 
of around 70 km, accounting for the " root" of the 
Sierras. No "sedimentary" layer of Im portance persists 
In t his region, and the velocity in the "granitic" 
layer Increases wi t h depth to where It joins the 
intermediate layer at a depth of about 25 km. The 
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coastal region of Cal ifornia was concluded to have a 
shallower crust with Po isson's ratio increasing with 
depth. 
Considerable variation in Poisson's ratio was 
fou nd to occur in the crust in the Western United 
States. This means that the common practice of 
assuming a Poisson's ratio of .25 to infer crustal i 
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ABSTR ACT 
The effects of t he transition zone at t he conti nen tal 
margin of Southern Cal i fornia on Rayleigh wave propagation 
have been investigated . Among the anomalous effects dis-
covered are a minimum in phase velocity between 20 a nd 35 
seconds period, different phase velocit ie s on re versed 
pa t hs across the same array, and systematic lateral re-
fraction at the continental boundary. These anomalous 
effects can be attributed largely to t he slope and curva-
ture of the Mohorovicic discontinuity across this region. 
An ultrasonic model was const r ucted to aid in interpreting 
these results. 
Interpretation of the dispersion for periods below 
20 seconds indicates that t he crust thickens toward the 
con t inen t wit h a slope of about 50 attaining a thickness 




THE EFFECTS OF THE CONTINENTAL MARGIN 
IN SOUTHERN CALIFORNIA 
ON RAYLEIGH WAVE PROPAGAT ION 
The purpose of this investigation was to observe t he 
effects of a transition zone, such as a continental margin, 
on Rayleigh wave propagation, and to identify, if poss i ble, 
the structural features which produce these effects, and 
to determine which effects may be used as diagnostic aids 
for studying other transition zones. 
Th is represents a controlled experiment in that some 
gravity and rc efraction data exist for the structure in the 
continental margin region of Southern California. 
Dispersion, amplitude attenuation, and direct i on of 
propagation are t he parameters whic h completely descri be 
surface wave propagation across an array, so that e f fects 
on each of these parameters are relevant. 
It is to be expected that the results cannot be inter-
preted solely using simple, plane parallel layered structure 
models at a continental margin where lateral changes are 
appreciable. To aid in interpreting the results for which 
only rudimentary theory e xists , an ultrasonic model was 
constructed and used as an analog device in this study. 
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In such a transit i on zone effects on amplitude and 
direction of propagation of Rayle igh waves become more 
pronounced, and these may be diagnostic of certain of the 
lateral changes, in contrast to the simple layered struc-
tures where dispersion is the only d i agnostic surface wave 
! 
parameter. 
Therefore, combined measurements of dispersion, 
direction of propagation, and amplitude attenuat ion of 
Rayleigh waves should be used whenever possible for studying 
transition zones . 
Wh i 1e phase velocity dispersion across such a zone is 
not so easi 1y i nterpreted as for laterally homogeneous 
areas, it remains a sensitive measure of crustal structure 
when used properly. For this reason strong emphasis was 
placed on investigation of effects on phase velocity dis-
persion during this study. 
One important side result of this research was the 
programming of experimental phase velocity methods for a 
digital computer so that phase velocity dispersion can be 
computed rapidly and routinely in the future. 
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METHODS OF ANALYSIS 
The most important experimental methods for measur i ng 
phase velocity and direction of propagation are summarized 
in Bigures 33,34, and 35. The l east squares technique is 
the most general and the others can be derived from i t . The 
! 
relative merits of these and other methods, as well ' as de-
tailed requirements for the use of each, are discussed in 
Appendix A. 
For most of the dispersion measurements time domain 
methods were used. However, frequency domain methods were 
used to check the time domain results in a few instances, 
as well as to measure most of t he dispers i on for the ultra-
sonic model. For a more complete discussion of the methods 
used for the model experiment, refer to Appendix D. 
Computer programs for these methods were written for 
the Bendix G-15 and IBM 7090 digital computers. These 
programs, described i n deta i l i n Appendix H, allow rout i ne 
computation of phase veloc i ty di spersion and d i rect i on of 
propagation, as well as the auxiliary distance and azimuth 
i nformation required. Table 3 gives the distances and 
azimuths between stations in the Southern Californ i a network 
us i ng these programs. 
For the continental sources t here ex i sts the pro b lem 
of separating t~e long period fundamental mode Rayle i gh 
wa ves fro m the hig her modes so that reliable t i me domain 
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correlation among the stations could be achieved. A method 
involving a comb i nation of numerical band pass fi ltering and 
ve loc i ty windows was developed for separati ng the modes. A 
detai led discussion of this method can be found in Appendix F 
and Part I of this thesis. An example of the great effective-
I 
ness of t his method is given by a comparison of FigJres 6 and 
7. Figure 6 shows seismograms from a single event recorded 
at three stations in t he Southern CalIforn i a network. 
Figure 7 shows t he same seismograms after applying t he mode 
delineation method. Its effect i veness is apparent . This 
method proved i nvaluable in obtaining reliable resu lts from 
the continental sources. 
Amplitude spectrum meas ure me nts were made by numerically 
computing the Fo urier transform of the d i gitized wave tra in 
using a computer program written for t h is purpose. Appendix 
H also contains a descr i pt i on of this program and the inte-
gration met hods which can be used wit h it. 
Theoretical dispersion curves for various structural 
models were computed by means of existing computer programs 
prevIousJy described in the lIterature (Press, Harkrider and 
Seafeldt, 1960; Harkrider and Anderson, 1961). 
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EXPERIMENTAL RESULTS AND INTERPRETATION 
Figure 32 shows the locations of stations (sol i d dots) 
avai lable for this study. Records from Benioff 1-90 long 
period vertical seismometers at each station were used i n 
the analysis. These instruments were suitably matc hed in 
phase response (see Appendix E) so that reliable co~relation 
of each wave train across the array could be ac h ieved . 
A number of earthquakes located in t he South Pacif i c 
were used to investigate propagation from the ocean to 
continent. Table 1 lists pertinent epicenter information 
about these events. Table 2 gives simi lar data for the 
continental shocks used to investigate continent to ocean 
propagation over the same array of stations. 
Composite curves showing the average phase velocity 
dispersion measured for various coastal tripartite arrays 
are shown in Figure 37 where Press's "standard" curves 
(Press, 1956) are shown as a frame of reference. The values 
shown represent t he mean of the values obtained from all 
the events fro m the South Pacific. The standard deviation 
of the mean is about .5 percent for periods below 22 seco nd s 
and about 1 percent at the longer periods. Figure 38 shows 
a representative set of curves from the use of least squares 
for reversed propagation over the array . The len~th of the 
vert i ca 1 symbo 1 in the case where a 11 stat i on s were s i mu 1 t ane-
ously used represents the standard deviation of the mean. 
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For periods under 22 seconds, the values for both directions 
have standard deviations around .5 percent and many for ocean 
to continent propagat ion were un der .3 percent. 
Se veral features are evident from examination of t hese 
two figures. First, for periods below about 22 seconds the 
I , 
dispersion is typical and indicates a s ystematic change 
(thickening) in crustal structure with distance i nland. That 
is, for arrays where the average thickness of the crust is 
shallow, the phase velocity dispersion is consistently higher 
than for arrays under which the average crustal thickness 
is greater. Figure 39 shows the comparison of the published 
results of Shor and Raitt from refract i on in the offshore 
reg i on of Southern California and the values of thickness 
inferred from phase velocity dispersion using Press's 
standard curves. Whi le the absolute values of thicknesses 
inferred from the dispersion are from 5 to 8 km gr eate r than 
those infe rred from refraction, the agreement in the slope 
of the crust-mantle interface derived from the two techni ques 
is good.* The slope inferred from the dispersion is so~e-
what greater, however. 
*The validity of using these curves to interpret the observed 
dispersion in ter ms of absolute crustal t h ickness is open to 
question, since t he assumption of a p lane parallel-layered 
structure is clearly violated in this region. On the other 
hand, changes in thickness can be estimated rather well using 
adjacent arrays, sinCerdCEeIq~ is a slowly varying function 
of the total crustal t ~e thickness, H. Appendix I dis-
cusses a modified approach for using the plane-parallel layer 
theory to interpret results in reglons where the thickness 
c hanges laterally. 
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Secondly, from Figure 38 one can see that the velocity 
of propagation from continent to ocean is higher than for 
propagation from ocean to continent over the same network 
1n Southern California. Th i s effect is more pronounced 
when the individual tripartite arrays near the coast are 
used. These results are ana l ogous to refract i on re Ju l ts 
over di pp i ng layers in that the apparent velo c ity updip is 
greater t han t hat for propagation dow ndi p across a fi xed 
array of receivers. 
The mean of the phase veloc i ties obtained for these 
reversed directions gives an average crustal thickness 
about 2 km less than the values inferred only from ocean 
to continent propagation. This adjustment would bring 
the values of thickness determined from refraction and 
phase velocity shown in Figure 39 into better agreement 
without appreciably changing the slope of the base of the 
crust. 
Figure 40 shows two Bouguer anomaly profi les, derived 
from Emery's publis hed results (Emery, 1959), across two 
portions of the reg i on studied , The profi les are defined 
by the co-ordinates of latitude and longitude they trans-
verse. These also ind i cate a gradual (almailinear) increase 
i n crustal thickness from t he continental slope to the coast 
of California . 
Theoreti cal d i spersion for t he refract i on struct ure of 
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Shor and Raitt, assuming a Poisson's ratio of .25, gave 
results wh ic h agreed reasonably well in shape with t he 
observed dispersion below 22 seconds period, but which 
were consistently above the observed dispersion. Uni-
formly increasing the layer thicknesses of their refraction 
1 
model, insert i ng a thin (5 km}crusta l low velocity ',l ayer, 
or increasing Poisson's ratio i n the crust wi ll eac h bring 
the refract i on and dispersion results into reasonably close 
agreement. At the present time there is little to choose 
among these alternatives, although crusta l low velocity 
layers do not appear to be present further inland. 
In this regard, shear velocity refraction measurements 
would be most useful for resolvi ng the di screpancies between 
surface wave and body wave crustal models, since the pract i ce 
of inferring shear velocJty from compress i onal velocity, 
assuming a Poisson's ratio of .25 almost never leads to 
satisfactory ag r eement between refraction and dispersion 
results. 
The results discussed above are all consistent in t hat 
they indicate a gradual, almost linear, t h i,ckenin g of the 
crust from 300 km offshore to the coastal region of Southern 
California. There the s lo pe of t he crust - mantle interface 
decreases and the crusta l thickness is s l ow ly varying as 
one goes furt her inland. 
The th i rd striking feature of the observed data is a 
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phase velocity minimum, or certainly a knee in the experi-
mental dispersion, which occurs in the period range 20-35 
seconds, as shown in Fi gure~ 37 and 38. Thi s feature 
becomes less pronounced for arrays away from the coast. 
Simi lar features for both t he Pacific and Atlantic conti-
I , 
nental margins can also be observed in this period range 
in the experimental phase velocity dispersion curves pre-
viously published by Press and Ewing (1959). In their 
results, too, this perturbation becomes less pronounced 
for arrays further inland, where the structure is pre-
sumably laterally more unifDrm. 
Frequency domain determinat io ns of the phase veloc i ty 
gave results consistent with time doma in measurements in 
the period range of this anomalous feature, as can be seen 
in Figure 37. 
Experimental errors (Appendix C) are not nearly large 
enough to remove this anom~lous feature. Moreover, no 
prominent flholes" occur in the spectrum of the Rayleigh 
waves in this period range, as can be seen from Figure 42, 
where typical spectra for events from the South Pacific are 
shown. The reason this point is important is that peculiar 
phase velocities have often been observed for periods cor-
responding to minima in the amplitude spectrum, particular ly 
when these minima result from interference. (Pilant, 1962). 
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Therefore J it was concluded that t h is anomalous feature in 
the dispersion was real. This naturally brings up the 
question of how to explain this curious result. 
First of all J the theory for plane parallel layer 
structure does not predict a mi nimum in phase velocity 
I , 
dispersion; at most a flat plateau can occur. qher~foreg 
the existence of this minimum indirectly indicates that 
lateral changes in crustal thickness are at least partly 
responsible for this feature . The fact thatJ for arrays 
progressively further inland (where the crustal thickness 
becomes laterally un i form)J th i s feature becomes less pro-
nounced gives another indication t ha t the rapid lateral 
changes of the crust at t he continental margins are res -
ponsible for the anomalous dispersion. 
No ade qua te theory exists at present which gives the 
. Rayle i gh wave dispers i on for geometries other than flat 
lying layers. These problems are exceedingly difficult to 
solve exactly (or approximately) even for the simplest case 
of a lateral li nea r i ncrease in crustal thickness . 
Therefore J i t was concluded that the study of an analog 
model would be the most fruitful approach to explaining 
these anomalous features. Using the avai lable refraction J 
grav i tYJ and surface wave data for a guide J an ultrasonic 
model was constructed which approx imates the geometrYJ as 
well as the ratio between the mean crustal veloc i ty and the 
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mantle velocity, for th i s region. The shape of this model 
is shown at the bottom of Figure 45. This is the analog 
of a crust which thickens with a constant (5 degree) slope 
from a thickness of 10 km to 40 km. In this particular 
analog model the period in microseconds corresponds directly 
I 
to the period in seconds i n the earth. For a detail~d 
account of how this model was constructed and how the results 
were obtained refer to Append ix D. Figure 45 summarizes 
the dispersion results for this model, for various station 
arrays on the model. The sol id curves are the plane-layer 
theory for a layer over a ha l fspace where only the thickness 
of the 1 ayer is changed. 
The agreement between the measured and theoretical 
values outside the transition zone is very good as shown 
for the curves H=.25 and H=l.O in this figure. For pro-
files entirely within, or partly within, this transition, 
however, certain important departures from the theory were 
observed. 
First of all for arrays completely in the transition 
zone (where the underlying slope is linear) the velocity 
of propagation updip was higher than for propagation down-
dip. At the shorter periods the mean of these velocities 
fell on the theoretical curve appropriate for the mean 
thickness beneath the array. (Profiles 22-27 in Figure 45, 
for example). 
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When th'e array was part 1y in and part 1y out of the 
transition zone (that is, when it spanned the section where 
the slope changed) certain anomo1ous results were obtained 
at the longer per iods (';> 20)-lsec). In these instances 
there was a pronounced flattening in the dispersion curves 
I between periods of 20 and 40 micro-seconds for both directions 
of propagation and in one or two cases a slight minimum 
occurred. (Profi 1es 25-29,26-29 in Figure 45, for e xample.) 
Below 20J-'seconds period the dispersion f ollowed t he 
typical pattern of decreasing uniformly as the mean t hi ckness 
over the array increased. This was true even when t he mean 
thickness was only slightly different (Pr ofi les 23-29,25-
29, and 26-29 in Figu re 45). Below 20.J-Iseconds the velocity 
was different over reversed prof i 1es, but not so pronounced 
as ',wh'en the profi 1e was completely inside the transition 
zone (Profile 25-29 in Figure 45, for example). 
These results are highly suggestive that the different 
phase velocities observed on a reversed path in Southern 
Cal i fornia are a result of t he slope of the crust-mantle 
interface and that the anomalous dispersion beyond 22 
seconds period is due to changes in the slope of this 
interface beneath the arrays in Southern California. This 
would explain why these anomo10us effects are less pr o-
nounced or absent away from the continental margins in 
laterally more homogeneous areas. In the model this effect 
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is most pronounced for wave lengths from 3 to 5 times the 
mean depth of the layer-halfspace interface. By analogy, 
the same features should be observed for approximately 
this range of wave lengths in the earth. The ranges of 
wave lengths where the anomaly occurs in Southern California 
! 
is from about 80 to 150 km, which is approximately ~he 
range of 3-5 times the mean crustal thickness in this region. 
It is clear that only the shorter period E~ 22 seconds 
in Southern California) phase velocity dispersion gives a 
reliable indication of how the crust is changing in a tran-
sition zone when conventional interpretation is used. In 
both the experimental results and the model results the dis-
persion in this shorter period range, without exception, 
reflected the systematic increase in crustal thickness by 
a corresponding decrease in phase velocity. 
However, i f the foregoing conclusions concerning the 
anomalous features of the dispersion in this transition 
zone are correct, it means that it will also be possible 
to use these peculiarities of phase velocity dispersion 
to detect the presence of a tapering crust, to locate 
sections where the slope of the crust-mantle interface 
changes, and to determine t he approximate depth at which 
these perturbations in crustal thickness occur. 
Therefore, phase velocity dispersion should be a very 
pract i cal means of studying lateral changes of the crust 
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at the continental margins of other areas. One could then 
determine the similarities and differences in the continent 
to ocean transition zone from one area to another. Such 
studies might furnish important clues to the geologic pro-
cesses which lead to the formation of continents as1well 
, 
as those which mainta in the continents in their pre~ent 
position. 
In addition to dispersion, one other aspect of surface 
wave propagation is useful in investigating transition zones. 
Tha t feature is lateral refraction of surface waves for 
oblique incidence on a velocity boundary. This refraction 
follows SnelPs law and is controlled by the phase velocity 
in the two regionz. A more complete discussion of la teral 
refraction of surface waves is given in Appendix B. 
Because direct io n of propagation is computed as a by-
pro duct of phase velocity measurements, the refract ion as 
a function of frequency can be experimentally measured 
simultaneously with the phase velocity, provided the 
direction of propaga tio n of the incident Wave can be de-
termined. 
In the present study limited use of lateral refraction 
could be made since the angles of incidence were small 
« 20 degrees), and there was no sure way of determining 
the exact angle of incidence on the bound ary . It could 
only be assumed that every frequency in the wave train had 
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the identical angle of incidence on the boundary and that 
this direction corresponded to the geodesic direction back 
to the source. 
An attempt was made to c heck the validity of this as-
sumption by examining the group velocity data for t r e 
Pacific whic h was recently published by Santo and B8th 
(1963J . Their data indicates that over the ent i re range 
of geodesic paths to Southern California used in this study, 
the oceanic crust is relatively uniform and has high group 
velocity compared to adjacent reg i ons . This means that the 
least time pat h should correspond rather closely to the 
geodesic path for the events used in t h is study. The group 
velocity of one of t he events used is shown in Figure 43. 
The lines bracket i ng the data in t h is figure represent t he 
limits of group velocity for the range of possib l e paths 
to the Un i ted States from the source region of interest here. 
These limiting curves aretaken from t he results of Sa nto 
and Bgth (1963), just mentioned. 
Therefore, the angle of incidence at any point on the 
continental boundary can be e xpected to coincide reasonably 
closely to the geodesic directio n back to the source for 
all the events used in t his study. 
In spite of these poss ib le uncertainties, the obser ved 
d i rectio n of propagat i on showed a systemat i c variation suc h 
t hat for propagation f rom ocean to cont i nent t he waves always 
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appeared to come more nearly from the normal to the con-
tinental boundary. There was some dispersion in this sys-
tematic refraction, in that waves of about 40 seconds 
period and above were essentially unrefracted, as were 
waves at about 15 or 16 seconds period, whi le intermediate 
I , 
periods were refracted several degrees depending on ' t he 
angle of incidence at the boundary. 
The fact that periods above 40 seconds were hardly 
refracted at the boundary implies that the sharp differ-
ences in velocity between oceans and continents are super-
ficial, ' since with increasing period, the waves are 
sampling the structure to progressively greater depths. 
The lateral differences in velocity between oceanic and 
continental structure are a maximum at the intermediate 
depths (10- 50 km), since the intermediate periods whic h 
"feel rl the velocity at these depths most strongly, are 
refracted most in traversing the continental boundary. 
However, the vanish i ng refraction around 15 seconds 
period ( indicating no velocity contrast) points up the 
danger of associating velocity with composition in the 
earth. Clearly the shallow (top 10-20 km) material in 
the oceans is vastly di fferent from that in the continent. 
Yet for certain periods (in this case around 15 secondsl 
the average velocity which the wave "sees" is the same for 
both oceanic and continental propagation. 
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Simi lar refraction effects were observed for events 
propagating from the continent to the ocean, except that 
the refraction was away from the normal to the boundary, 
as expected for an average crustal velocity increase toward 
the ocean. 
A method for using the lateral refraction of surface 
waves to experimenta lly determine the strike of linear 
features was developed. Basically, it takes advantage of 
the fact that the smaller the angle of incidence, the sm~l~t~ 
deflection from the incident direction of propagation. 
This method is described in detai 1 in Appendix B and sum-
marized in Figure 44. When applied in Southern California, 
the strike of the velocity boundary between continent and 
ocean was found to be about N30W, which agrees reasonably 
we ll with the strike of the continental slope, shown dotted 
in Figure 32. 
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CONCLUSIONS 
I t may be concluded from this study lliat the crust at 
the continental margin of So uth ern California increases 
in thickness toward the continent with a slope of about 
5 degrees, achieving a t h ickness of approximately 35 km 
I 
; 
under Southern California proper. 
Over transition zones where the crustal thickness 
varies rapidly, only the shorter period E~OM seconds) 
port ion of the dispersion curve can be used reliably to 
determine lateral changes in crustal thickness, using con-
ventional inte rpretations of dispersion data . 
The anomalous feature of t he observed dispersion, 
that the phase velocity in opposite directions over a f i xed 
array is different, may be attributed to a sloping crustal-
mantle interface at the continental margin . 
The pronounced minimum, or kink, in the observed dis-
persion in the per i pd range 22-35 seconds may be attributed 
to changes in the slope of the Mohorovicic discontinuity 
under the coastal reg i on of Sout he rn Californ ia. This 
anomalous feature in the d is persion appears to occur for 
periods corresponding to wave lengths 3 to 5 times the mean 
depth of the perturbed interface. 
Lateral refraction of surface waves at the continental 
margin indicates that the strong lateral variations in 
average velocity which occur i n the transition from oceanic 
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to continental crust do not persist to great depth in the 
mantle under Southern California. 
Lateral refraction of surface waves can be used to 
determine the strike of linear features in the earth. In 
Southern Californ i a the strike of the continental m~rgin 
, 
was found to be about N30W. 
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TAB LE 1 
SUMMAR Y OF OCEANIC SOURCES USED 
Origin 
Location Lat. Long . T ime 
E. Santa Cr uz I s 12 S 167 E 13: 50:05 
New Heb r ides I s 15 S 169 E 19:32 :30 
W. Tonga I s 17 S 173 w 21: 09: 09 
New Heb ri des Is 14 S 167 E 09:40:07 
Kerma dec Is 33t S lntw 19: 05:44 
Samoa Is 15tS 173 W 20:54: 00 
So lomon Is 6t S 155 E 00:28:09 
So lomon I s lOtS 161 E 21 :30: 46 
Kermadec Is 28ts In W 14: 09 :39 
w. Kerma dec I s 29 S 176tw 15 :3 1:5 7 
New Hebri des I s 16t S 168t E 16:33:38 
New Hebrides I s 20 S 169 E 22 :09: 31. 4 































Apr i 1 
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TABLE 2 
SUMMARY OF CONT IN ENTAL SOURCES USED 
Lat(N) Or i gin Long(W) Time 
Locat ion (Deg . ) (Deg.) (GCT) 
Utah 41.8 11 1 .8 13:35 :28.7 
Utah 40.7 1 12. 0 16:04:29.0 
Oaxaca , Mex 17.5 97.0 19: 1 7 :40.0 
Mo ntana 44 . 81 111 .07 06: 37: 15.0 
±2.3 
Monta na 45.0 111. 0 07 :56: 18. 0 
Monta na 44 .8 110.7 08 :41 : 50 . 0 
Monta na 44.8 111. 1 11 :03:52.0 
Montana 44.88 110 . 73 15:26 :06. 5 
Montana 44.9 111.63 04: 04: 03.0 
Oregon Cst . 43.5 128.5 08 : 20 : 5 1 . 0 
Vancouver Is. 48.75 129 . 25 22:58:50 . 0 






5. 0 14 
63;4-7 100 
7. 1 25 
6.5 25 
6 . 0 25 






DISTANCES AND AZIMUTHS BETWEEN STATIONS 
IN SOUTHERN CALIFORNIA 
LAT ITUDE(N) LONGITUDE(W) DISTANCE DISTANCE AZIMUTH 
STATION deg min sec deg min sec (Deg) (km) (Deg) 
Barrett 32 40 48.0 .1 164018.0 
St. Nicholas 33 15 00.0 · 119 31 24.0 2.463 274.0 284.1 
Palos Verdes 33 45 30 . 0 .118 21 24.0 1.775 197.4 307.7 
Pasadena 34 08 54.0 . 118 10 18.0 1.928 214.4 319.8 
Riverside 33 59 36.0 .117 22 30.0 1. 436 159.7 336.0 
Palomar 33 21 12 .0 .116 51 42.0 .690 76 .8 346.7 
Hayfield 33 42 24.0 .115 38 12.0 
St. Nicholas 33 15 00 . 0 .119 31 24.0 3.280 364.8 263.1 
Pasadena 34 08 54.0 .118 10 18.0 2.153 239.5 282.5 
Riverside 33 59 36.0 .117 22 30.0 1.475 164.0 281.7 
Palomar 33 21 12 .0 .116 51 42 . 0 1.082 120.4 251.3 
Barrett 32 40 48.0 · 116 40 18.0 1.342 149.3 220.6 
Tinemaha 37 03 18.0 .118 13 42.0 3. 955 439 .8 328 .4 
Palos Verdes 33 45 30 . 0 · 118 21 24.0 2.267 252.1 272.1 
Palomar 33 21 12 . 0 .116 51 42.0 
St. Nicholas 33 15 00.0 · 119 31 24.0 2.231 248.2 268.1 
Palos Verdes 33 45 30.0 · 118 21 24.0 1.312 145 . 9 288.3 
Pasadena 34 08 54 . 0 · 118 10 18.0 1.349 150.0 306.4 
Riverside 33 59 36.0 .1172230.0 .768 85.5 326.3 
Barrett 32 40 48.0 · 116 40 18.0 .690 76.8 166.6 
Tinemaha 37 03 18.0 .1 18 13 42.0 3.858 429 . 1 343.5 
Palos Verdes 33 45 30 . 0 .118 21 24.0 
St. Nicholas 33 15 00.0 .119 31 24 . 0 1.098 122 . 2 242 .8 
Pasadena 34 08 54.0 .118 10 18.0 .418 46.5 21.5 
Riverside 33 59 56 .0 · 1 17 22 30.0 .849 94.5 73.7 
Palomar 33 21 12.0 . 116 51 42.0 1. 312 145.9 107.5 
Ba rre tt 32 40 48 . 0 .116 40 18.0 1.775 197.4 126.8 
Tinemaha 37 03 18.0 . 118 13 42.0 3.290 365.9 1.8 
Pasadena 34 08 54.0 · 118 10 18.0 
St. Nicholas 33 15 00.0 . 119 31 24 . 0 1.439 160. 1 231.9 
Palos Verdes 33 45 30.0 . 11 8 21 24 . 0 .418 46 . 5 201.6 
Ri ve rside 33 59 36.0 .117 22 30 . 0 . 679 75.5 102.9 
Paloma r 33 21 12.0 .1 16 51 42.0 1.349 150 .0 125.6 
Barrett 32 40 48.0 · 116 40 18.0 1.928 214.4 139.0 
Tinemaha 37 03 18.0 .118 13 42 . 0 2.900 322.5 359.1 
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TABLE 3 (Cant.) 
DISTANCES AND AZIMUTHS BETWEEN STATIONS 
IN SOUTHERN CALIFORNIA 
LATITUDE(N) LONGITUDE(W) 01 STANCE DISTANCE AZIMUTH 
STAT! ON deg min sec deg min sec (Deg) (km) (Deg) 
Rive rside 33 59 36.0 .117 22 30.0 
St. Nicholas 33 15 00.0 · 119 31 24.0 1.939 215.7 248.1 
Palos Verdes 33 45 30.0 · 118 21 24.0 .849 94 . 5 254 . 3 
Pasadena 34 08 54.0 .118 10 18.0 .679 74.5 283.4 
Palomar 33 21 12.0 .116 51 42.0 .768 85.5 146.0 
Barrett 32 40 48.0 · 1 16 40 18 .0 1.436 159 .7 155.6 
Tinemaha 37 03 18.0 .118 13 42.0 3.133 348.4 347.4 
St. Nicholas 33 15 00.0 .119 31 24.0 
Palos Verdes 33 45 30.0 .1182124.0 1.098 122.2 62.2 
Pasadena 34 08 54.0 . 118 10 18.0 1.439 160.1 . 51. 1 
Riverside 33 59 36.0 . 1172230.0 1.939 215 . 7 66.9 
Palomar 33 21 12.0 .116 51 42.0 2.231 248.2 86 .6 
Barrett 32 40 1;8.0 · 116 40 18.0 2.463 274.0 102.6 
Tinemaha 37 03 18.0 .118 13 42.0 3.941 438.3 15.2 
Tinemaha 37 03 18.0 · 118 13 42.0 
St. Nicholas 33 15 00.0 · 1 19 31 24.0 3.941 438.3 196.0 
Palos Verdes 33 45 30.0 .118 21 24.0 3.290 365.9 181 .9 
Pasadena 34 08 54.0 .118 10 18.0 2.900 322.5 179.1 
Ri verside 33 59 36.0 · 1 17 22 30.0 3.133 348.4 166.9 
Palomar 33 21 12.0 · 116 51 42.0 3.858 429.1 162.7 
Barrett 32 40 48.0 · 116 40 18.0 4.548 505.8 163 .2 
Laye r 



















16 . 0 
16.0 













Case S 70 
Compressional Shear 
Velocity 
a( km/ <;pr: \ ~El~/fty B' km sec) 
5.10 3.00 
5.73 3.40 
5. 93 3.60 




7.40 4 . 10 
7.97 4.60 
Case S 55 
Comp ressional Shear 
s~rll o'1 i ty l a km/se c ~r~~ T~~~ I 
5. 10 3.00 
5. 73 3.45 
5. 93 3.60 
6.33 3.70 
6.33 3.85 
7. 59 4.25 
7.59 4 .25 
7.50 4. 25 
8.10 4 .65 
Case S 10 
Compressional Shear 
Ve 1 l~:i ty 
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EXPERIMENTAL MEASUREMENT OF PHASE VELOCITY DISPERSION 
In the. follow i ng paragraphs a summary of the techni ques 
avai la b le for exper i mental measurements of phase velocity in 
both the time domain and frequency domain are g i ven ! along 
with some of the requirements and ass umptions i nvolved in 
each. 
I. TIME DOMAIN ANA LYS IS 
A. Recording Conditions 
To obtain phase velocity dispersions from records in 
the time domain alone, several conditions of record i ng must 
be met. 
(1) The three or more stations used must have 
approximately matched instr uments so that crests, zeros, 
and troughs may be reliably correlated across the array. 
(2) The dimensions of the array must be of the 
order of a wave length for the shortest period of interest 
so that phase correlation is possible. 
(3 ) Timing must be accurate enough to give the 
desired precision in phase velocity. 
(4) Distances and azimuths between stations must 
be accurately known. 
B. Data 
(1) Correlate and successively num ber extrema 
(crests, zeros, troughs ) across t he array such that extrem um 
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number k at one station is also extremum number k at each 
of the other stations. (k/4 = 0,1,2,3, .••• when zeros, 
crests, and troughs are a 11 used.) 
(2) Measure the arrival time of each extremum 
and plot arr ival time versus extremum number at each 
station. For a given phase* the slope of this curve gives 
its period. Horizontal components of Rayleigh waveS may 
be inc luded t o give a composite curve, if the extremum 
numbers are changed by ±t to allow for the 11/2 phase dif-
ference between the hori~on tal and vertical displacements. 
The period to be associated with the phase ve locity of a 
particular crest, zero, or trough is the mean of the indi-
vidual periods from all t he stations for t ha t phase 
(Savarensky, 1959, pp. 1106). 
(3) Choose the mth station as a standard and 
apply a correction to the arrival time of the kth peak at 
the i t h s t a ti 0 n g i v e n by 6:. =- [;r: rp l.:-r:) - K;;: q)(;;r,;.fj ~ IT ( tl /( ""L /2 
where kTi is the period of the k t h peak at the . t h I 
station and CPCTi) i s the instrument phase delay in 
radians for period k T i . I t should be noted that if there 
is dispersion, this correction, in general, cannot be zero, 
even i f the instruments are perfectly matched, since 
*A phase is defined as any feature on the seismogram which 
can be correlated from one station to another, such as a peak, 
zero, trough, impulse, etc. In this case a single period 
may be assigned to each phase. 
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tnstrument mismatch aleo is taken into accoun t by this 
correction. 
(4) Compute t he distance and azimuth of each of 
the stations from some arbi t rarily chosen "pseudo-orig i n." 
for the tripart i te method distances and azimut hs between 
stations are required. It is useful to know the distances 
and az i muths from the ep i center as well, as wi .ll be ! seen 
presently. 
Since the method of computing phase velocity assumes 
plane wave fronts, errors occur because this assumption 
is violated fo r earthquake or explosion sources. In most 
cases only distant events are used so that t hi s effect is 
not important. However, a correction can be made to take 
curva t ure of the wave f ronts into account. The center 
station of the ar r ay (with respect t o thesource) is taken 
as a standard and a correc t i on to the arrival times of 
co r responding phases at other s t ations i s applied. 
This correc t ion can be app r oximated by 
T' = J d~P Ie 
Dj [I >.. ivE~Fg d".· =- I> + J _J zr /2 r 
Where 
r = mean of the epicentral di stances of the 
reference station and the jth station 
(211.) 
(z b) 
DJ · = mean arc di stance from the reference station 
to the j t h station given by r !C(j -0(01 
0( . = 
J 
E = 
azim ut h from jth station back to source 
mean phase ve l ocity for the phase being measured 
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Another more precise way of correcting for this effect 
is to form a pseudo-array by modifying the station co-
ordinates in the following way: 
(pseudo-longitude of jth station) 
(pseudo-latitude of jth s~ationF 
where 
CfJ; true longitude of jth station 
g. = J true geographical latitude of jth station 
0(. 
J azimuth from E~D FUKgF back to the source 
d 1'" = J same as in equation 2b above 
This correction modifies distances between stations 
so that the curved wave fronts are effectively plane. 
This correction is the most accurate of the two suggested, 
although more computation is required, since distances 
between stations must be recomputed for each event ana lyzed. 
Some caution should be exercised in applying this 
correction when the travel path from t he source to the array 
traverses transition zones, because lateral refraction 
effects may significantly alter the location of the 
"effective" epicenter (see Appendix B). 
C. Methods 
Gi ven data I n the form descr I bed above, it is then 
poss ible to compute the phase ve locity by one of the 
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following methods. 
(1) One Station Method 
Using a single station, phase velocity may 
be computed for either (a) multiple transits of the same 
wave train around the earth, or (b) wave trains for which 
the initial phase at the source is known or assumed. 
Then 
CE~F y--k'L (3 ) 
where 
Y = geodesic distance around the eart h for (a) 
above, or epicen t ral distance for (b) above 
t I< = travel time of kt h extremum around the 
earth for (a) above, or travel ti me from 
the epicenter for ( b ) above, i nclud i ng 
initial phase at the source. 
t;; = average period of thek th extremum 
This met hod has the advantage of simplicity and 
no requirement of plane wave fronts. 
It has the disadvantages that it assumes t he 
surface waves follow a geodesic on the earth's surface, 
that averaging the periods in case (a) may introduce sig-
nificanterrors (Savarensky, 1959), and that it requires 
knowledge or assumption of initial phase at the source. 
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(2) Two Station Method 
Using any two stations not equidistant from 
the source the phase velocity of the kth extremum is given 
by 
c ( I,J ( 1+) 
where 
r. = epicentral distance of ith station 
K~ = arrival time of kth extremum at ith 
station 
7; = average period of kth extremum 
Advantages of this method are that the 
numerical calculation is simple and that the wave front s 
need not be plane. 
Disadvantages are t hat t he direction of 
propagation to each station is as s umed to be along a geo-
desic, when often this is not the case, it a s sumes no 
azimuthal variation of initial phase at the source, and it 
assumes no azimuthal difference in velocity over the dis-
tances '(. I. for t he two azimuths involved. These disad-
vantages are mini mized if the two stations are on the same 
azimuth fr om the source. 
(3) Tr ipa r tite Method 
Using any array of three non-colinear stations 
across which phases can be correlated, the phase ve loc ity 
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and direct jon of propagation can be determined for that 
array by the technique described in Figure 33. The first 
to apply this technique was Press in a study of crustal 
structure in California (Press, 1956). 
The phase velocity of the kth phase is 
given by 
C< LJ. IZ $v17 HK ~ 5en 
( /II< + 01) 
- '3 
-
.r-' J<t;3 KL 12 
and t he direction of propagation by (5) 
11 J<. ::. fa n -/ f~K D;:II~ -c .J 




= distance from station 1 to station 
(i =2, 3) 
k~i measured travel time of kth phase from 
station 1 to station i, corrected by 
E as defined in equation 1 above I< It' 
~ = angle between stations 2 and 3 measured 
from station 
Basic assumptions in this technique are (1) 
that the wave fronts are plane and (2) that the underlying 
structure is laterall y homogeneous over the dimensions of 
the array. 
Advantages of t h is method are (1) that one 
need not know the source location, EO~ direction of propa-
gation is measured rather than assumed, (3) greater pre-
cision in phase ve loc ity results fr om the fact that distance 
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between stations can be more accurately determi ned than 
epicentral distance, and (4) the average period of each 
phase is determ i ned from three measurements instead of two. 
Disadvantages are that no measure of pre-
cision can be assigned to the phase velocity and direction 
of propagation and no check is ava ilable on the assumption 
of homogeneity and plane wave fronts. 
(4) Least Squares Method 
Given the arriva l time of a particular phase 
and t he geographica l co- ordinates appropriate for each 
station of a multi-partite ar r ay of N statioffi,the best (in 
t he l east squares sense ) phase velocity and direction of 
propagation for that phase may be determined, as well as 
an erro r estimate for each. 
The idea was fi rst used by Aki ina study of 
dispersion in Japan (Aki, 1961). Wi th minor modifications 
the technique is s ummarized in Figure 34. The arrival 
time of t he kt h phase at t he ith station is g iv en by 
a., x + 
where 
6,. = , 
0( . , 
(6) 
b'y +c·:z , ( 
distance of the ith station from an arbi -
trary pseudo-origin 
azimuth of the ith station from the pseudo-
origin 










d i '-ect ion of propagation of kth phase 
across t he array 
phase velocity of kth 
array 
Co os B"" 
Ck 
oS r'n 9.« 
C,< 
"'" ~Kk 






phase across the 
standard deviation of a 
average period 
The advantages of this method are that 
(1) it gives error estimates for phase velocity and direc-
t ion of propagation, (2) a n' b i , and c i in equation 6 
abo ve, being ind ependent of direction of propagation, are 
determin~d once for a ll, so that subsequent events require 
measurement only of arrival times of phases correlated 
across the array, (3) the average period Tk, determined 
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from N measurements, is more reliable, (4) it affords an 
opportunity to check the assumption of lateral homogeneity 
and plane wave fronts by replacing a station by the "pseudo-
origin!! and determining the difference between the predicted 
and observed arr iv al time of each phase, and (5) all those 
previously mentioned for t he tr ipartite met hod. 
Disadvantages are that the comput1tion 
requires either a high speed digital computer or much 
laborious hand calculations , 
II. FREQUENCY DOMAIN ANALYSIS 
A. Data Requirements 
To compute phase velocity in the frequency domain 
the fol lowing data requirements should be satisfied. 
( 1) Digital samples of each analog signa l at 
inte rva l s bt such that the shortest period visible on 
the record is ~ 2/:; t . This minimizes errors due to aliasing 
(Blackman and Tukey, 1958) • 
(2) The beginning time t and ending time t 
1 2 
should be such that there is zero signal for t~ tl and 
for t ~ t 2 • This insures that at each station all of the 
transient signal is included for the computation of the 
Fourier transform. 
When more than one dispersed wave train is 
inc l uded in t 2-t l , certain digital filtering operations 
(described in Appendix F) can be performed to insure that 
only one mode is analyzed at a time. This is important, 
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since the Fourier transform will mix the phases from two 
such transients and lead to serious errors in phase 
velocity. 
(3) Instrumen t phase response at each station 
must be known as a function of frequency. 
(4) Relative t Ime among all t he stations must 
be known very accurately; hence, some time standard fust 
be established which is common to all the stations. 
(5) The co-ordinates (lat i tude and ~ongitudeF 
must be accurately known for each station, so that t he 
necessary d i stances and azimuths can be computed. 
B. Met hods 
All the met ho ds in the freque ncy domain are 
identical to those in the time domain when the travel 
time of a particular phase of average period T be tween 
stations is replaced by 
t · -t-o + T[/().(T)-tg(T):i:!I,JJ 
< J '-rJ • (8 ) 
where 
t· , = the time (with respect to some standard 
common to all the stations) of the first 
digital sample at the ith station 
t· J = the time (with respect to the same standard 




~DEqF= observed phase (fractions of a circle) 
wi th respect to t i at the i th stat i on 
minus the i nstrument phase for period T 
at the jth station 
1?-{~ = observed phase (fractions of a circle) 
J 
wi t h respect to t. at the jth stat ion 
J 
minus the instrument phase for peri6d T 
at the jth station 
tv;., = arbitrary integer, which, once determined, 
:; 
remains fixed for all T 
To show that this transformation is valid, consider 
the propagating transient wave train at a distance r from 
the source and represent it (Sato, 1955) by 
;
- i[W{t-L) f (t) r) = F (t.J,V') e CCw) 
--
where 
F{w) .... ) = amp 1 i tude spectrum at di stance r 
C(w) = phase velocity dispersion 
;3{w) = initial phase at the source 
~ = frequency (radians/sec) 
(9 ) 
Then the Fourier transform of f(t,r} with respect to 
time is given by 
( 10) 
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Thus taking the ratio of the transforms at two 
stations, the i t h and jth, say, one obtains 
F(til) "..) i[tJ(r;'-Yj)JCfw) 
__ --=.J_ e 
F(/IJ)Yi) 
Note that the initial phase at the source cancels. 
I 
Equat in g the phases in equation 11 (assuming F(w,rj'- and 
A(w,r) are real for all r) and solving for C(T) one gets 
V,. - V,. 
L ) 
T/{lII(rJ- V(r)) I :!: ~· ·T L( J { '1277 J ( 12) 
where 
N. .. = 7]. _no = an integer 
LJ L ) 
T= 271 -W = 
period 
To get equat i on 12 i n a more tractable form for 
computational use one can rewrite equation 10 as follows 
"'" ·j..)t 
[ {(f)r);'df 
tyrD J) ( t·(..d -/Ioft, ( -,wi 
= J !{fjr)e- dt' = e. '; !"(t;r)e dt' 
- t;~ 0 
('[.zIT f(toJ) r) - tJ"t,] ( 13) 
- f1(wJ r)e 
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where 
1" = t - tl 
D duration of the transient f(t,r) which has 
the property that it is identically zero 
for t ~ t1 and for t ~ tl + T at distance r 
The ref 0 r e , e qua tin g the p has e i n e qua t ion lOw Ii t h 
; 
that in equation 13 and substituting CD = 20/T (me gets 
ljf (0 r) :: tf (0 r-) - t/r 
,vr 




t· = J 
( t 1 ) i 
( t 1 ) j 
v.: - y; ( J 
time of first digital sample at 
ith station 
t ime of first digital sample at 
. t h t t· J s a Jon 
( 14) 
( 15) 
Hence, it can be seen that equation 4 in the time 
domain and equation 15 are connected through equation 8. 
*Note that tA< is the phase obt,ai ned 
transform is de fined by ;7roi'":Jr 
u sed, then .,.. 
cp (w) -4--IfJ (w) 
1'- '-(K 
when the Fourier 
1 f e.'lIJf were 
in equation 15. 
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For a multi-station array of L stations one should 
choose one station as a standard, say the mth station, 
and determine the Nmj (al l j;t:m ). Then the 5t ,(T) can mJ 
be determined and used in any of t he time domain formu las 
previously given in this Append ix . In the least squares 
formulation set the arrival time at t he mt h station to 
zero and use 5t mj (T) for the arrival time of period + at 
the jth station. 
When uncontaminated wave trains are avai lable, fre-
quency domain analysis is preferable, since it involves 
no errors in determining the period and allows exact 
correction for instrumental phase delay. Freque ncy 
domain analysis is essential for comput i ng dispersion 
for cases where the group velocity dispersion is slight, 
such as t he mantle G waves: It is also essent i al when 
the dimensions of the array are so large that phase cor-
relation in the t i me domain is not reliable, as well as 
when the instruments used are not matched. 
I n addition, frequency domain analysis provides the 
amplitude spectrum of t he signal as a byproduct of the 
phase determination. 
Disadvantages are the necessity of a high speed 
digital computer, the necessity of analog to digital con-
version, and the danger of phase distortions being intro-
duced when more than one transient (such as a higher mode) 
is incl uded in the time series analyzed. 
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APPENDIX B 
LATERAL REFRACTION OF SURFACE WAVES 
I f a surface wave is obliquely inc i dent on a boundary 
S separating regions of different velocity structure, this 
wave i s laterally refra cted in a manner governed by the 
phase veloc i t ies in the two regions (Stone1» 1934; 
Ever nden, 1954), The signal arriving at a station B 











source function of azimut h 
source funct ion of frequency 
phase velocity in 1st medium 
phase veloc i ty in 2nd med i um 
( 1 ) 
epicentral distance from A to intersection 
with boundary S 
== d i stance from in tersectio n of rand S t o 
1 
station B 
Making equation 1 stationary with respect to ill and 
s, assuming f( ill ) and g(S) are slowly varying functions 
of ill and s, gives 
l 
o (travel time) (2 ) 
I dr./,. 0 i-- -C,/I<)) Ii s -
(lateral refractio n ) (3) 
I 
; 
If S is a li nea r boundary, then 
so t hat equation 3 above becomes 
R~ ~DI _ S,'i1 t z 
C, (Io.l) CL (w) 
Since i n general ClEmF/COEmF~constantI the angle 
of refraction i2 is a function of rn, so that the spectrum 
of i 1(m)-i 2 (m) is a measure of t he relative phase velocity 
contrast between the two regions. 
For more complicated geometry equation 1 may be 
appropriately evaluated to determine the distortion of 
each wave front due to crossing the boundary S. This 
type of analysis would be pertinent in studies of beat 
phenomena and other complications often observed in t he 
surface wave portion of seismograms. 
Strike of Linear Features 
I n the case where the boundary Sis 1 i near and r 1 is 
sufficiently great that the wave fronts may be considered 
plane, one can use the measured refraction of surface 
waves to determine the IIstrike ll of the boundary S, as well 
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as to assign a lower bound on the phase velocity in the 
o the r reg ion by ate c h n i que w h i chi sou t 1 i ned i n Fig u r e 44. 
The angles ~iE m F are obtained from the dif fe rence 
between the measured direction of propagation and the 
geodesic direction back to the source. The intersection 
with the ~ axis gives the strike of the boundary for each 
frequency. 
tn this way t he orientation of t he velocity bo undary 
with depth may be inferred, since the depth sampled by 
surface waves is frequency dependent. 
Once the strike of this boundary is determined, then 
a bound on the phase velocity in the med ium containing the 
source can be obtained. If the l oca tion of one point on 
the boundary is known, then estimates of the true phase 
velocity rather than a bo und can be obtained. 
In addition, the approximate extent of the velocity 
contrast with depth can be determined by using a range of 
frequencies and finding a frequency below whi ch there is 
no appreciable refraction. The maximum depth of t he dis_ 
continuity is, then, the depth to which this first un-
affected frequency "sees." For examp le, th is freque ncy 
for fundamental mode Rayleigh waves crossing from the 
Pacific to the continental United States in Southern 
California is .02 cps, corresponding to a wave length of 
the order of 150 km. 
Effective Epicenter 
For propagation from a high velocity material t o a 
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low velocity material across a linear boundary the re-
fraction is such that the "effective epicenter"* is moved 
furt her away from the boundary along the normal through 
t he true epicenter. Conversely the effective epicenter 
is moved closer for pr opagation from low to h ig h velocity 
material. qh ~ s effect should be taken into account when 
the correction for curved wave fronts is made (se e 4ppen-
dix A). This effective epicenter changes for every 'fre-
quency and for every different angle of incidence on the 
boundary. However, over the small range of angles of 
incidence spanning local arrays, the effective epicenter 
may be considered fixed for each frequency (but different 
from the actual epicenter). 
Thus, l ateral refraction of surface waves may provide 
a pract ical means of delineating the shape of boundaries 
between bodies of different velocity material. The pro-
cedure would be to use an array of dimension small compared 
to the radius of curvature of the boundary and measure t he 
strike of a small segment of t he interface, as outlined 
above. Moving this array or operating several arrays si-
multaneously will then permit mapping of the entire boundary. 
I n add i t ion, man y 0 f the con c e p t s 0 f g eo met ric a 1 op tic s 
may be used to treat cases where the bounda ry separating the 
reg io ns is not l inear, compared to the dimensions of the 
*T h is term is used to designate t hat geographical position 
from whi ch t he wave appears to come after it has been re-
fracted across the boundary. 
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array(s) avai 1ab1e. Thi s type of approach may prove use-
ful in explaining observed interference phenomena, different 
levels of background microseism noise from site to site, 
and the long coda often observed fo ll owing the principal 




The experimental meas ure men ts presented in the text 
are subject to one or more of the sources of error to be 
enumerated and discussed in this Appendix. 
I. Timing Errors: Absolute time could, for the most 
part, be determined to about. 1 second at each stat i on. 
Arrival time of phases (peaks and troughs) could be 
measured to bette r than . 5 seconds on the long period 
instruments and to better than .3 on the short period 
instruments. 
II. Distance Errors: Distances between points on the 
earth's surface can be computed with an accuracy of at 
least.l km and azimuths to .0 1 degree. Thus, distances 
and azimuths between stations have accuracies of thi s 
order, since the station co-ordinates are known very pre-
cisely. 
However, epicenter locatio n is rarely better than 
±5 km and often is an order of magnitude worse. The co-
ordinates reported by the United States Coast and Geodetic 
Survey, the most common source of epicentral information, 
are given only to the nearest tenth of a degree, or about 
±10 km. This means that epicentral distance may be in 
error by ±10 km. 
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111. Least Time Path Errors: Errors may result if t he 
least time pa t h travel led by the surface waves is not 
along a geodesic on the earth's surface. These errors 
are very difficult to estimate since the three-dimen-
sional velocity distribution in the earth's crust and 
uppe r mantle, · which controls this effect, is poorly known. 
The late arrivals of surface wave energy commo~lv 
observed following many events can be attributed to such 
non -geodesic travel paths. Whenever possible, therefore, 
one should experimentally verify that t he d irec t ion of 
propagation is nearly along a geodesic before computing 
average velocity using geodesic distances, or else attempt 
to estimate the tr ue distance travelled. 
Within geologic provinces these effects appea r to 
be negligible for fundamental mode surface waves of 
period above about 10 seconds and for high er modes above 
about 2 seconds. However, for transmission through or 
near tra nsi tion zones, these effects were found to be 
appreciable for periods of 40 seconds or more for the 
fundamental Rayleigh mode. Therefore, some care should 
be taken to test for these effects, even for the longer 
periods, when t he wave train has traversed more than one 
geologic province. 
lV; Phase Veloc i ty 
A. Time Domain 
Errors in phase velocity measured in the time 
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domain may result from 
(1) inaccurate distances between stations 
(2} inaccurate travel time of a phase between 
stations 
(3) inaccurate determination of the period to 
assign to a phase at each station 
(4) interference effects 
(5) instrument mismatch 
(6) dispersion induced errors 
(7) violations of assumptions made in the 
computational method 
(8) microseism noise 
The combined effects of these errors can cause an 
uncertainty of as much as percent in the average phase 
velocity values obtained in this study using tripartite 
arrays. Wi th the least squares technique standard devia-
tions considerably under 1 percent were obtained for most 
events. 
A maximum error of less than .2 percent can be attri-
buted to (1) for the arrays used in this study. 
The most significant error in phase velocity results 
from (2). At each station the arrival time of a phase can 
be determined to about .5 seconds which implies errors up 
to 2 percent in individual values of phase velocity. 
However, averaging the values from several events gives 
a resultant with a standard deviation of about .5 percent, 
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a value comparable with the other errors enumerated above. 
When the least squares technique was used, the standard 
de v iations were, for the most part, well under 1 percent, 
even for individual events. 
By smoothing t he phase number vs. arrival time curve, 
errors due to (3) can be kept within about . 5 percent. 
I 
Errors due to ( 4 ) may be considered insignifica~tI 
since only events which clearly could be correlated across 
t he array were used. This is further substantiated by the 
smooth Fourier spectra (phase and amplitude) obtained for 
t he events analyzed. 
Errors due to (5) for i ndividual tripartite ar rays 
used are less than .5 percent for periods under 20 seconds 
and less than 1 percent for longer periods. Since t he 
true magnitude of this error depends on the array d imen-
sions, the direction of propagation, and the phase velo-
city, it may be more i nstructive to give the maximum dif-
ferences in instrument phase delay. These differences can 
be obtained from Figure 41. With the except i on of River-
side, all t he stations used are matched to within .3 
seconds in t he period range studied and some combinations 
are matc hed co nsiderably better . Below 20 seconds period 
all the instruments are matched to within about. 15 second. 
When several stations are combined in the least squares 
technique, these errors are in effect furt her reduced, so 
t hat for t he purposes of t hi s invest i gation effects of 
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instrument mismatch may be neglected. 
Errors due to (6) occur because t he predominant 
period of a particular phase changes from station to sta-
tion due to dispersion. Savatensky (1959) gives the 
following expression for this effect on phase velocity: 
-I 
= ;).1 [J _ Ki~E£ _/'( ~tDFOT C (1') 
where 
/ 
Jt "l-U u:'; t'J 
1" = (T 2 + T 1 ) /2 
51" = T2 - Tl 
= period at Ith station 
phase ve loc ity of a particular ext rem um 
(p eak, zero, trough) having per i od Ti at 
the ith station 
C(1" ) true phase ve locity for period 1" 
( 1 ) 
The second term in the bracket in equation gives 
the error introduced by assigning to the observed velocity 
of a given phase the mean period(T2 + Tl)/2, when that 
velocity is, in fact, appropriate for some other period 
i n the interval between T2 and T l • The magn itu de of this 
error depends on the group velocity dispersion of t he 
medium and the distance between stations. For the arrays 
studied in Southern California, this error is never more 
than .5 percent, and for the most part it is considerably 
less. Hence this source of error can be neglected. 




C!?r-Ji)= instrumental phase shift at the ith station 
77 = period of a given phase at the ith station 
Note that this error exists even when the two instru-
ments are perfectly matched in phase, since T2# Tl and 
in general. However, for the instruments 
I 
used and dispersion encountered in this study this error 
amounts to less than .5 percent in phase velocity. 
Effects of (7) are caused by eit her departure from 
plane wave fronts or strong lateral inhomogeneities under 
the array perpendicular to t he direction of propagation. 
Corrections for the first can be made when necessary (see 
Appendix A). However, for the epicentral distances and 
array dime nsions involved in this study departure from 
plane wave fronts in t roduces errors considerably less than 
.5 percent in phase velocity. A test for both these effects 
is provided by the least squares met hod. Using one of th e 
station locations as the pseudo-origin one obtain s t he pre-
dicted arrival time for each phase at that station, as 
well as its standard deviation. If t he observed and pre-
dicted arrival t i mes agree, then the assumptions of t he 
met hod are considered verified. For the events checked in 
t his way the observed and predicted arrival times agree 
within the standard deviation, so the applicability of the 
method in Southern California is assured. 
The effects of (8) are considered insignificant since 
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only large events with very high signal to noise ratios 
were used (see Figure 36, for example). 
B. Frequency Domain 
The sources of error discussed above for the time 
domain all exist for the frequency domain analysis, except 
(3) and (6). Of these, om ly (2) is di fferent in its effect 
in the frequency domain. The travel time for peri08 T 
between two stations is given by 
where 
(2 ) 
~~l = difference in feducial time between t he 
two records 
C~En= measured phase difference (fractions of 
'(,1 
a circle) between the two stations for 
period T 
N = arbitrary integer 





It is very difficult to estimate the magnitude of 
since it is made up of noise, bath 
from mi broseisms and from digitizing and computation. 
However, all of these errors may be considered ran -
dom, so that the smoot hness of the phase spectrum is an 
i ndication of the accuracy in phase determination • 
. . 
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Moreover, actually smoothing the phase spectrum can further 
reduce the effects of these errors. For the array dimen-
sions and the period. range considered in thisstudy the maxi-
mum error in phase velocity due to the error in . determining 
phase shift is estimated to be about .5 percent. Therefore 
the results from frequency domain analysis are also accu-
rate to within 1 percent. 
V. Group Velocity 
Errors in group velocity result from 
( 1 ) inaccurate epicentral distance 
(2 ) group delay of the instrument 
( 3 ) group delay of the source 
(4) interference of modes 
(5) errors in origin time 
(6 ) timing errors on the seismogram 
(7) period determination 
(8) noise 
Errors due to (1), given by aU:aA result principally 
, U ,A 
from inaccurate epicenter location and deviation from geo-
des i c travel paths. The first introduces an error of less 
than 1 percent, since the epicenters used are located to 
flO km and the distances used are 1000 km or more. As well 
as could be determined, deviation from a geodesic travel 
path was not important~ sinee the observed deviations from 
geodesic travel paths were small. 
Errors due to (2) are very small since a correction 
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for this effect was made uSing the measured Instrument 
response .. 
Errors due to (3) are difficult to estimate, since 
the effective time duration of the source is not known. 
It is assumed throughout that this error is small. The 
only check on this assumption IS that . several events of 
different magnitude from the same general area gave l the 
same dispersion results to within about .5 percent. 
Errors due to (4) result from interference of modes 
such that spurious group arrivals are obtained which are 
appropriate to no mode. Special care was taken to avoid 
this problem as much as possible. The fundamental mode 
is free of this type of error, as are the higher modes 
above about 7 seconds period. The increased scatter of 
the results at shorter periods IS, in part, due to this 
source . of error. 
Errors due to (5) are less than 1 percent. In addi-
tion this error IS partly compensated by theerrors In epI -
center location, since epicenter location and origin time 
are made consistent for body waves at many stations. 
Errors due to (6) are much less than 1 percent, si nce 
the timing accuracy IS .2 seconds or better. 
Errors due to (7) are about 1 percent or less for 
per i ods above 7 seconds and roughly 2 percent at s horter 
per i ods, depending on the interference among modes and 
background noise. 
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The largest errors occur as a result of (8), since 
the signal to noise ratio for the short periods some-
times approaches unity, especially for the higher modes. 
The difficu l ty in distinguishing between microseism noise 
and higher mode signal may sometimes cause ve ry lar ge 
errors in measurements at an individual station. However, 
averaging the resu lts for several events from the ~ame 
source region at one station and/or t he results fro~ 
several different stations gives a resultant which is 
more trustworthy. The composite curves obtained in this 
study indicate an accuracy approaching 1 percent in group 
velocity for periods under 7 seconds. For the longer 





The pecul iar phase velocity dispersion resu lts ob-
tained near the coast in Southern Cal ifornia prompted 
an ultrasonic model experiment to in vest i ga te the 
effects of sloping interfaces and changes in slope 0n 
Rayleigh wave propagat ion . No adequate theoretical 
treatment of the sloping in terface problem ex ists. 
Nu me rous attempts have been made to solve this problem, 
but none have been very successful, even for the 
simpler Love wave problem. Theref ore, analog models 
offer the best opportunity to investigate the effects 
of such structures at present. 
The available refraction and gravity data were used 
as a basis to construct t he model about to be described, 
so that It was a reasonable appr oxi mation of the 
structure at th e continental margi n of Southern 
Cal ifornia. 
Design of the Model 
The mo del was designed such that a 1/4 inch layer 
increased with a slope of 5 degrees t o a thickness of 
1 inch (see Figure 45 ) . This is the analog of an 
inc rease in crustal thic kness fro m 10 km to 40 km. The 
compressional velocity was chosen to be the analog of 
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an average crustal velocity of 6.5 km/ sec and a mantle 
velocity of 8.2 km/ sec. The shear velocity contrast 
is the analog of 3.0 km/ sec in the crust and 4.68 km/sec 
i n the mantle. A density contrast of 1.6075 gm/cm3 in 
the l ayer and 2.77 gm/sec3 i n the half space resulted . 
Although this model is obviously oversimp lif iep 
and t he elastic parameters not an accurate representation 
of the true structure, it is conside r ed adequate to 
allow a qual itative comparison of the model results 
with th e real ear t h measurements . 
It shou ld be noted, howe ver, that the only limi -
tations in princ iple, to achieving precise analogs of 
ea rt h models a re in obtaining suitable materials and 
construct ing the model wi th sufficiently sma ll 
tolerances. 
To achieve t he desired compressional velocity in 
the layer the results of Hea l y and Press (1960) for 
controlling the velocity and densi t y of a t h i n lami -
nated plate we re used. That is, 
where V = velocity of the composite lam i nated 
pla te 
( 1 ) 
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a. = thickness of ·th layer I I 
Pi density of 
. th layer = I 
Vi shear or plate velocity in ·th layer = I 
N number of layers in the composite. 
In order that equat ion 1 hold, the total width 0 
of the composite should be small compared to the 
shortest wave l ength of interest. Therefore, 
II 
o = 2 0(" « ..1. rn ,,, is one condition which 
D~f 
must always be satisfied. 
The sca1 ing was such that the period in micro-
seconds corresponds reasonably closely to the period 
in seconds in the earth. 
Model Construction 
The model was fabricated from an aluminum sheet 
of dimensions 48 11 x 30 11 X .087"· The contour of the 
desired crustal shape was uniformly milled from the 
aluminum to a remaining thickness of .022" . The 
"depth" of this layer was .25" from 0-20 inches and 
1" from 28-48 inches with ali near increase from 20-28 
inches (see Figure 45). Epo xy resin plastic was poured 
onto this contour and allowed to solidify, restoring 
the total thickness of t h is laminated portion to .087'1. 
Shell Epon No. 828 plastic was used with 10 percent 
(by weight) diethy1enetr ianamene hard e ner. 
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The resu lti ng elastic parameters of the model are 




Mater ia l Plate Velocity Shear Velocity Density 
( inc h e s //'*s e c ) (i nches/)'sec) (gl cm3) 
Laminated 
l ayer . 16 .078 1 .6075 
Aluminum 
half space .2196 .1248 2·77 
Equ i pment 
The attendan t equipment for making measurements on 
t he model was essential l y that described in previous 
publ ications of Healy and Press (1 960) and 01 i ver. 
Press. and Ewing ( 1954 ). Bar ium titanate cyl inders 
we r e used as sources and bar i um titanate bimorph trans-
ducers were used as receivers. 
Exper imen ta l Resul ts 
Wi th the source at the thin end of the model. 
records were taken at 1 inch spacings from station 17 
to station 34 (see Fi gure 45 ) across t he reg i ons where 
the layer thickened. Then. the source was placed a t 
the thick end and records taken at th ese same stations. 
thus reversi ng the prof ] leo 
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The range of period E~-s e cF which the source 
adequately exc i ted, so that rel iable measurements 
could be made, was from 10 to 50 microseconds. This 
spans the period range of interest for which the analog 
mode l was constructed. 
Severa l different methods were used to measure l 
; 
t he dispersion. These were al l s imp l e appl ications 
of the genera l techniques for measuring d i spersion 
describ ed in Appendi x A. Phase veloc i ty was measured 
primari l y in the frequency domain using the Fourier 
transform of the time records at each station. How-
ever, these results were amp l y checked by measurements 
in the time domain. These l ess precise time doma i n 
measureme nts consiste ntly f e ll on or scattered close 
to the corresponding frequency domain measurements. 
The time domain measurements were faci lltated by 
adjusting the high and low frequency cutoffs on a 
Krohn-Hite filter such that only a very narro w band of 
frequencies about a selected freque ncy was passed. 
This serves the same purpose as a long trave l path j n 
the earth which disperses a wave t r ain sufficiently 
that the per iod changes only sl ightly over several 
osc i llations in the time domain. Samp l es were taken 
at the same stations as before. Repeating this 
proc edur e for a succession of center frequencies made 
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it possible to define the whole dispersion curve. 
This approach was particularly useful when the source 
was at the thin end of the model, where the Rayleigh 
wave traveled to the sloping region essentially non-
dispersed as shown in Figure 48. 
One can appreciate the necessity for simpl ifying 
the time domain measurements by examining Figure 47, 
which shows the set of seismograms obtained with the 
source at the thick end and an open pass band. Fi gu re 48 
shows the simpler narrow band pass records over t his 
sam e pro f i 1 e . 
Figure 45 gives a summary of the results obtained, 
along with a comparison with plane para llel layer theory. 
Th e agreement between theoretical and experimental 
dispersion between stations where the layer is of 
uniform t hick ness is very good. However, where the 
thickness is not uniform, certain departures fro m the 
theory are apparent. Among these is a difference in 
phase velocity on a reversed path keeping the stations 
fixed. The data shown for the phase velocity between 
stations 22 and 27in Figure 45 i ll ustrates this 
effect, which is analogous to the body wave refraction 
over a dipping interface. Another is t he appearance 
of a kink in the dispersion curve near 25 ~-seconds 
period when the receivers span a re gion where the 
slope of the interface is changing. In one case 
(stat ion 29-25 curve in Figure 45) an actual minimum 
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was observed. Moreover, at the longer periods the 
phase velocities across these reg ions fell below those 
measured entirely in the thickest portion of the model 
beyond the sloping reg ion. 
Be low 20 ~-seconds period, however, the usual 
inference of a greater average thickness whe re the ! 
phase ve locity is lower seems val id, because even when 
the average thickness was only slightly different, 
there was the expected systematic difference in phase 
velocity (compare profIle 25-29 dispersion wit h profi le 
26-29 dispersion in Figure 45). That is, without 
exception the greater the mean layer thickness between 
stations, the lowe r the observed phase velocity at a 
given per i od be 1 ow 20 /l-'seconds. Therefore, these 
shorter periods, with wave lengths less than 3 times 
the mean 1 ayer th i ckness, seem to give the most re 1 i a-
ble i ndication of how the ave ra ge layer th ickness 
changes over regions where the layer thickness varies. 
Conversely, the period range most strongly 
affected by underly ing changes in slope of the inter-
face corresponds to wave lengths 3 to 5 times the mean 
l ayer thickness. 
In addition, t he apparent attenuation is different 
for propagation in opposite directions between fixed 
stations. That is, the apparent attenuation for 
propagat Ion downslope is less than for propagation 
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upslope, especially in the intermediate period range 
(15-30,).t -sec). The apparent attenuatlon downslope is 
uniform and small (Figure 48), while that upslope i s 
extreme at the intermediate periods (M ll in Figures 47 
and 48). 
Figure 46 shows that the large amplitude portion 
! 
labeled M2l in Figure 47 is a higher mode, because : it 
conf 6rms to the theoretical displacement with depth 
predicted for the first higher mode, shown schemati-
cally at the right of Figure 46. That is, it exhibits 
a reversal in polarity at depth and a subsequent 
gradual decrease in ampl itude with depth. 
I t can be seen from Figure 47 tha t th ish i gher 
mode (M2l ) attenuates very differently from the funda-
mental mode (M ll ), propagating esse ntially unattenuated 
ups l ope over most of the sloping region. 
A discussion of these results as they relate to 
measured phase velocity dispersion in Southern California 




For many types of investigation in seismology instru-
ment response must be taken into account. The object of 
this Appendix is to indicate how instrument respo nse may 
be determined for the seismograph systems used in t~is 
s tud y. 
l . General Linear System 
The result of passing a t ime function f(t) through a 
linear system is given by 
f10 
R ( t) = ff( T) W (t - T) d T ( 1 ) 
--
where W(t) = tra ns fer function (ti me) of the system 
then FT [RCt)] = R(w) = P(w) W(w) (2 ) 
where F(m) = Fourier spectrum (ampl itude and phase) 
of f(t) 
W(ill) = Fourier spectrum (amplit ude and phase) 
of W(t) 
or, W (ill) = R (ill) IF ( m) 
In the special case when f(t) = ~EtF Ei mp u ls ~ 
F (ill) = 1, so that W(ill) = R (ill) 
(2a) 
Hence, to cal ibrate any linear seismometer system 
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using this technique, one should apply to the system some 
convenient time function for which the Fourier transform 
is known or can be accurately computed. Numerically 
compute the Fourier transform of the resultant time 
function R(t) by use of ex isting digital or analog 
computer programs described in Appendix H. The response 
I 
of the system i s obtained then by use of equation ~a 
above, where both R(ru) and F(ru) have been determined. 
This technique is particularly useful when compl i-
cated amplifiers and other e l ectronjc ci r cuitry constitute 
part of the recording system, since the theoretical 
response of the ensemb l e of all these components is often 
extreme l y difficult to calculate. 
I I. Particular Systems 
in certain simple seismograph recording systems it is 
practical to compute the theoretical response, since the 
procedure is straightforward. To do this, one must measure 
the appropr iate instrument constants and use them in the 
expressions for the response of the system. 
A. Pendu lu m Galvanomete r Systems 
1. Velocity transducer 
The impulse response of this system is given 
by 
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W((I)) = Q(I)3(X2((I)) + y2 ((I)) F-~ (Amp 1 i t u de) 
(3) 
qJ((I)) = tan - 1 (X ( (I) ) / Y ( (I)) ) (Phase) 
where 
(I) = frequency (radians/ sec) 
X = (1)4 _ w2 [n 2 + n 2 1 2 + 4 k 1 k2 ( 1 -o-1.U + n 2!n 2 1 . 2 
nl = natural frequency of the pendulum 
n2 = natural frequency of the galvanometer 
kl/nl = h l damping factor for the pendulum with the 
galvanometer c l amped (h l = 1) for critical 
damping) 
k2/n2 = h2 damping factor for t he galvanome ter with 
the pendulum clamped (h2 = 1) for critical 
damping 
a- = coup 1 i ng factor 
Q constant determined by parameters of the 
e l ectrical and mechanical system (see 
Hagiwara, 1958) 
The techniques used to measure these constants as 
well as the response for the stations cal ibrated will be 
g i ven later in t his Appendix. 
Examp les of this t ype of seismograph are numerous. 
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Am ong those cammonly encountered are the Ben ioff lo ng 
period seismograph (T l = 1, T2 90), the Benioff short 
period seismograph (T l = 1, T2 .2), and Press-Ewing 
long period seismograph (11 = 15 or 30, T2 = 90) 
2 . D.C. Transducer 






X (ru) + Y (ru)j ( Am p 1 i t u de) 
tp(ru) 
where 
X(ru) = same as for velocity transducer (equation 
3 above) 
Y(ru) same as for velocity transducer (equation 
3 above) 
Zn circuit impedence where t he subscript n 
denotes the type of circuit (TI,T, or Box) 
Z. = imaginary part of Z 
I n 
Zr = real part of Zn 
D = constant determined by parameters of the 
electrica l and mechanical system. 
B. Damped Pendulum 
The impulse response of a simple, damped pendu lum 
Is given by 
(4 ) 
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n natural frequency of the pendulum 
h = damping factor 
M static magnification 
Common examples having this type of response are the 
Wood - Anderson torsion seismograph, t he Benioff strain 
seismograph, and the Cal tech digital seismograph. 
I I I. Procedure for Measuring Instr ument Constants and 
Response 
The instruments used in this study were primarily of 
the pendulum-galvanometer type. Therefore, on ly the 
procedure adopted for measuring the constants of this 
type i. nstrument will be given, although essentially the 
same procedures can be used for the damped pendulum ahd 
displacement systems. 
The equations of the pendulum galvanometer system 
are 
d2X 2k dX + 
2 2 d¢ + n I X = -Bd u +2a;-kl d? I d t dt2" CiT (6 ) 
d2¢ + 2k2 d ¢ + n/¢ = 2 0-'2 k dX 




¢ deflection of the galvanometer 
x = pendulum displacement 
u ground displacement 
n 1 natural frequency of the pendulum 
n2 = natural frequency of the galvanometer 
k/n] h damping 1 factor for the pendulum 
k2/n2 = h2 damping factor for the galva nometer 
0] <J'2 = coupl ing factor (0'"'2) 
B = constant 
The basic equation to be so lve d for determining the 
constants is equation 6 or 7 with the right hand side 
equ al to zero, i.e. 
2 2 
d y + 2hn il + n y =0 dt'2" dt (8) 
The Laplace transform of (8) is 
y = (m + 2k)yo + y'o 
(m2 + k)2 + (1_h 2 )n2 
(9 ) 
where Yo ini tial displacement 
y'o = in itial velocity 
In t he followin g paragraphs the detailed procedures 
for measur i ng t he constants, n l' n2 , h l' hO l' h2 , h02 ' 
(j", and Q necessary for comput i ng th e instrument 
response wi 1 1 be given. 
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A. Free Period and Air Damping of Galvanometer 
----
Disconnect the leads to the galvanometer and 
deflect the mirror by a small appl ied voltage to the 
terminals. Record the decay curve which, for an impulse 
with the system initially at rest, (i.e.y 0 in 
o 
equation 9) is given by 
y(t) ( 1 0 ) 
The ratio R of successive maxima of I y(l)1 permits 
calculation of h02 (air damping of the galvanometer) 
using the following expression 
( 1 1 ) 
Several such determinations of h02 can be made and 
averaged, since equation 10 has several oscillations for 
which R can be measured. Then the free period of the 
galvanometer is given by 
( 12) 
n2 = 211/T 2 
where 
T = measured time interval between p half cycles 
of equation 10. 
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8. Free Period a nd Ai r Damping of t he Pendulum 
Disconn ect the transducer le ads , deflect the 
pe ndu lum, and record the subsequent motion using an 
auxi 1 iar y high impedence record er . A Va rian recorder 
was used for this purpose. 
The air damping, hOl' is obtained as in ( A) a9ove, 
u sin g e qua t ion 1 1. The f r e e per i 0 d, T l' i sob t a i n ed 
using equatio n 12 wi th hOI. 
C. Galvanometer Damping 
Clamp the pendulum (before reco nne ct ing t he lead s 
tb t he galvanometer), connect th e galvanometer lead s , 
deflect the galvanometer mirro r wit h a small appl ied 
voltage, a nd record the resu l tant mot ion as before. 
The r e s u lt f or Yo = 0 in equation 9 is given by 
y( t) = Ce-h2n2 t sin V I-h 22n 2t h2 < I (o scilla tory) 
( 13 ) 
( non - 0 sci 1 I at 0 r y ) 
- h2 n2 t 1/ Ce sin h y h22 _1 n2 t 
h2 > I (non-osci lla t ory ) 
For h < I use the s ame procedure a s in ( A) abo ve to 
2 
find h2 · 
For h = 1 t he t ime interval fro m t = 0 t o t is 2 m 
2TI/T2 , whe re 
T [: ( t )] = Y (t m) ' so t h e t est for c r i t i c a I 
damping in volves only measurement of t his time 
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interval. 
For h2>1 one can use the interval from t = 0 to 
tm where m~x [y(tU y(tm) and solve for h2 by inve rs e 





( 14 ) 
Table 5 gives values of h for various va l ues oftm 
with period T as a parameter. 
I n addit ion i nverse interpolation using the method 
of regula falsi can be used to determine more estimates 
of h2 using the ratio y(t2)/y(t l ) where O<t l<t2 . Th is 
method is summarized as follows: 
y (t2 )/y(tl) = e-n2h2(t2-tl)sinhvh22-1 n2 t 2 
s i nhth22-1 n2tl 
Let 
h = h2 
F(h) = f(h,t 2 ,t l ,T2 ) 
The n the recursion relation for obtaining h is 
- F ( h v _ I ) I F ( h v ) 
( 15) 
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Technically this procedure will work for any h, 
but for h < 1 the procedures out1 ined previously are 
much simpler and require little calculation . 
D. Pendulum Damping 
Clamp the ga l vanometer, apply either an impulse or 
an 1 ni t I a 1 d i sp 1 acement to the pendu 1 um, and record l the 
resulting motion with an auxi 1 iary r ecorder attached to 
the transducer terminals. A Varian r ecorder was used 
for this purpose. 
Depend i ng on the in i t i a 1 cond i t Ions, the resu 1 tant 
can be analyzed appropriately to give the pendulum 
damp i ng. 
Initial Impulse 
h ~ I I 







= Ce -h lnltsinhYh12-lnlt ~ t t ... .., .. 
For h l < 1 the motion is osci llatory and the 
techniques in (A) above can be used. 
When h ~ 1 the same table 5 may also be used to 1 
determine the pendu l um damping for either initial 
condition by using the appropriate t shown above . 
m 
In addit ion, the method of regula fals i can be used, 
provided the appropriate F fUnction is used i n equation 
15· 
E. Coupl ing Factor 
The coupling factor (J is given by 
(hl - hOl }(h 2 - h02 ) Z221.' 2 0- 2 
--I 
h l h2 Z 1 1 ( 18) 
where 
Za. Z" ZcZa 
Z22 = Zb + -- ~ ZaZc Z. 
Z 1 1 = Z + 
ZbZc 
a Zb +Zc 
;: Zc = 
Zb+Zc 
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Za includes the impedance of the transducer and Zb 
includes the impedance of the ga l vanometer. 
With these measured constants (n l , n2 , h l , hOl ' h2' 
h02' CJ') one can compute the phase and relative amplitude 
us ing equation 3. 
F. Magnification Factor for Absolute Ampl itude , 
Response 
Whi 1e one can compute the magnification factor Q for 
a b sol ute am p 1 i t u d e r e s p 0 n s e, k no w i n g the me c han i cal and 
electrical constants of the system (moment of inertia 
of pendulum, distance of recording drum from the 
galvanometer, field strength of the magnet, etc.), it 
is simpler to drive t he pendulum with a sinusoidal 
wave of some known ampl itude Ao and freque ncy Wo and 
record the resu l ting amp1 i tude to get t he absolute 
magnification M at w. One such value with the 
o 
relative response curve computed from equation 3 gives 
the comp 1 ete abso 1 ute amp 1 i tude response. 
Hence, one can determine the complete amp1 itude 
and phase response of the system. Since only phase 
calibration was of concern in this study, however, the 
absolute magnification was not measured. The response 
curves dete rmined for the stat ions used are shown in 
Fi gure 4 1 . 
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APPEND IX F 
MODE DELINEATION METHOD 
The detai ls of the method developed t o separate 
the var i ous modes wi ll be given in this Appendix. 
I . Basis of the Method 
The defin i tion of group ve loc ity provides the fdunda -
t i on of the method developed to separate the mo des . That 
is, for a given epicentral distance, mode, and frequency 
(wo ) the group arrival occurs at a time when the spectral 
components in a narrow band of frequency about Wo add up 
in phase. Except for a discrete set of frequencies where 
two or more modes cross, each mode has a distinct dis -
persion curve, so that the gro up arrivals of each mode 
are separated in time for any given frequency . 
This makes it possible in principle to delineate the 
dispersion appropriate to each mode present by either or 
both of the following procedures. 
(A) Perform a very narrow band pass about a selected 
frequency, and plot all the group arrivals observed for 
that frequency . Each such arrival presumably belongs to 
a particular mode . Repeating this procedure for a succes-
sion of frequenc i es then defines d ispe rsion curves for all 
the modes present. 
(B) Us ing the proper combination of veloc ity windows 
and band pass fi ltering, a time record representing any 
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specified region of the group velocity-frequency plane 
can be obtained. Then a region can be chosen such that 
it contains only one branch of any single mode, and the 
resulting time record can be analyzed us i ng conventional 
methods to obtain the dispersion. Using this techni que 
one pass is made on the data for each branch of each mode. 
This procedu re requ i res some general knowledge of Where 
the dispersion curve for each mode is located. 
II . Narrow Band Pass (Method A) 
Construct a set of fi lter coefficients (see Appendix 
G) which allows a very narrow pass band of frequencies . 
Then peaks in the envelope of the fi ltered seismogram 
represent group arrivals for a frequency in the ba nd-pass 
i nte rval. This is seen as follows: 
The operation of fi ltering a time series gives a new 
-time series y(t) = f g(L) h (t-L)dL, and its frequency 
--spectrum f rom the Fourier transform of y(t) is Y(ru)=G(ru)H(ru). 
The fi lter ing function h(t) can be constructed such that 
eEruF~l ru l ~ ru ~ ru2 and zero elsewhere with no phase 
shift (see Appendix G). 
Then 
~ (t) = Re f;(w) H(w)e('W:w = Ire r;;w)e'1w 
-(>0 tv, (l) ! 











instrumental amplitude distortion 
instrumental phase delay 
atte nu atio n factor duri ng propagation 
initial phase at the source 
I phase delay due to propagation over 
distance X 
A kJ = (W1 - /,oJ,)/z W ::. (w, + w.J /z 
!1(vJJ ><) = 5(w) W(w) e-o((w)( 
@ (WJX) = k(UJ)X + f/(w) + (fJ.(w) 
Expanding R(wJx) and ®(w,X) in Taylor series 
about wand suppressing the X dependence, 
/lew) - or~F + (JR(t.0) (w-w) + tfL(w-wi} 
,)1,.) Jw (2) 
@ (w) = ®(w) +E;~Fi:jEw-wF +E~~~Ffw~~l+Eg[Ew_~Fg 
Ins erting these expansions into equation 1, 





'7(!-) = wt" - @(w) 
P(w') -:: (d ®L,/ +E~ leI ~ 'I.. -t tJ [( W')'] 
\".JW)i:J ~tAg"/w z. 
Then retaining only 1st order terms in the expansion of R(w) 
gives 
where 
Evaluat ion ~ l1!l 
- 4W 
I(i) ::: {c.;s (WIt - P(UJ'J)!w l 
-.4W 
-+dJl) d (-iI((-J) 7) 
,;w - tit J I.J 
4tAJ 
,I- " {>~ (lAJ'f- P(IAl))Jw/ 
- iJVJ 
p (w') = [X ~Fw + t/~F + 4?E~Fz /p' 
+ [xE~; .. )w + tj'(td) + tlo;~gjM{lzK -f {j[(w11 (6 ) 
*This expression can readily be generaljzed to include 'highe r 
order terms, i. e. [ nl(f) .." EK-If~ilfTEtFF JhI(t)J 
lj(t,t) = Re. e 2. 11; ~tM J- tit" 
no. ~ 
Noting that 
* == trF/e(tu) 
;~ == YU(w) 
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.v dU(w)/ Ur.I 'v ~~~:: - d;;J / U'{tu) = - wYU'(w) 
Equation 6 becomes 
If Lm is chosen such that 
\[
-X U'(Cj) + f/EiPF+~D{wFgKtKD-gzKy _ C>(AW2 
r~~F Z 
(7 ) 
« I (8 ) 
even order terms of order (m,)4 and above can be neg 1 ected. 
2 Then P(m l ) - a(ml) is an odd function. Therefore, 
2 
mit - P(m ') + a(m') = Q(m') is also an odd function of m'. 
Hence, 
,dIAl 
- (.5r'n [tJ't - P{w l)} dw' = 
-at..) 
LlW 
-/s,n [Q(tu1- c{w'1dw' 
-LIt..) 
--fs:: O(W) Cos (0([,/) dw' + 
- .&t:J 
J!.W r G,H Q{tu'} Sin(c¥dIj d'w l 
-.<lW 





and ,s(.J f CoS [iJ'f - P(tJ')] dw' 
whe re 
AW 
2. [cos t.J 'f 
o 
I I 
t == t - L - //)p) - ~EtPF U{CJ) l' 
( 1 0) 
3 Thus, ne g lectin g terms of order E~mF and above, equation 5 
becomes 
( 1 1 ) 
The refore, equation 4 may be approximated by 
:= l. 11 E~/F C051(Xj t) S/17 Llwf(x) f) 
.f/x) t) 
+(df?) s-,'n 1(x)-t) [.dWC05 LlWf(X;-t)_S/J7AW f (X,1 (12b) 
;; t-J z:; f (x)d f(X,T) 
whe re only the first two terms of equation 12a are retained. 
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The dominant term in this expression is ampli -
t ude modulated by sin LllJ f S which attains its 
maximum as 
, I 




Narrow band pass fi ltering about (Jj permits deter-
mi nati on of 't ifJ'((;j) is determi ned from the instrument 
( 
response; and rfo{iJ) may be assumed small when Xis several 
wave lengths from the source, so U( r;:;) can be readi ly 
measured. 
Generalization to Multi-mode Case 
Equation 11 applies to any particular mode. Then the 
resultant for more than one mode is obtained by super-







then has N relative maxima in its envelope given 
by the zeros of t;,tl) (i.e. the succession of group 
arrivals for the various modes). 
In addition, spurious maxima can occur due to con-
structive interference among the modulating factors 
fin .6W t,/t) 
t,/f) 
carriers 
of the various modes, as well asanong the 
of the vario us modes. The latter is 
most troublesome where the group velocity dispersion 
curves of two or mo re modes coalesce. 
Keeping only those group arrivals common to an array 
of stations and consistent for a number of adjacent fre -
quencies mi ni mizes these difficulties. In addition it is 
sometimes useful to use slightly different b"ill intervals 
about ill and retain those envelope maxima which are in-
variant under small changes in ~illK 
The bottom seismogram of Figure 8 shows t he results 
of n a r row ban d pas s f j It e r i n gas e ism 0 gram. E a c h pea k 
in the envelope of the curve corresponds to a group 
arrival for frequency ill ~ .146 cps. The locat ion of 
maxima in the envelope can be determined from a plot of 
the integral of the absolute value of t he fi ltered seis-
mogram over a half cycle of osci llatio n. 
Note that using equation 14, it is possible to obtain 
a rough estimate of the relative excitation of the modes 
by comparison of amplitudes of the group arrivals of the 
various modes at each frequency sampled. 
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II. Mode Isolation EMethod~F 
The raw seismogram to be analyzed can be represente d 
sin LlW(' f/ cd,') t) 
t"'/uJ<) t) ( 15) 
Sc'y/ .aWi (JW'-JiVl 
l;IEtgI~ 1) 1 
The inner sum gives the se i smogram for each mode and 
the outer sum superposes all the modes*. The idea of 
this method is to isolate each branch of each mode by a 
combination of band pass fi Hering and velocity windows. 
Tha t is, the inner sum for t he frequency i nterva 1 between 
successive Airy phases must be found for each mode . The 
selection of a region enclosing on ly one such branch 
requires a determination of the general location of the 
dispersion curves in the group velocity-frequency plane. 
This can be accomplished by one or a combination of the 
f 01 low i n g: 
(a) use of the previous method at a few selected 
frequencies 
*The inner sum is a generalization of t he Aki synthesis 
method ( Aki, 1960), including amplitude as well as phase, 
which may be used numerically to construct theoretical 
seismograms for each mode. The entire expression (15) 
can also be used to constr~ct a complete seismogram 
including the relative excitation of the modes for 
different types of sources. 
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(b) computing theoretical curves for an approxi-
mate structure derived from refraction results, 
gravity results, and/or fundamental mode dis-
persion. 
(c) linear interpolation betwe en Airy phases 
(d) using peaks in the spectrum of short velocity 
windows* 
(e) trial and error 
Figure 3 shows typical dispersion curves for the 
first three modes. If the spectrum of the velocity window 
shown in Fi gure 3 were computed, a peak due to the 1 st ' 
higher mode should appear in the vicinity of 12 seconds 
perio~I another at about 7 seconds due to the 2nd higher 
mode, and one due to t he fundamental mode above 30 seconds. 
Figure 2 (unshaded portions) shows three band passes i n 
frequency about these periods. The ti me record corres-
ponding to each of these band passes has only one mode 
arriving at any given instant. Figure 8 shows three such 
passes made on the same seismogram. Each pass allows de-
termination of a portion of the dispersion curve of one 
or more modes using conventional ti me domain analysis. 
*This procedure is termed the "transform" of Method A, 
since it is applied in the same way as Method A with the 
roles of group velocity and frequency interchanged. 
Furt her di scussion of this point may be found under 
Methods of Analysis in Part I of this thesis. 
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APPENDIX G 
Contained in this Appendix a r e several results, 
each of which supplements the text and one or more of 
the appendices and yet is sufficiently distinct to be 
included sepa r ately here. 
1. Numer i ca 1 Band Pass F i Her 
suc h 
Find a time function, h(t) = h(-t) 
t hat F. T. [ h ( t 1] = !h( t ); i wt d t = 
has the following properties 
H( w) = 
= 
= 
rp( w) = 
Now, 
(w + wr ) p 
( wr - W c ) 
(wr - w) p 
( wr - w c ) 
0 Iwl > wr 
w 
c 
- wr :%: w ~ - w c 
w c < w ~ wr 
0 everywhere 




H(w) e i CP (w) 
( 1 ) 
t 
0 
H(w) = H(-w) sin ce h ( t ) is symmetric 
hence 
H( w) = H* (w) which implies rp(w) == 0 
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Taki ng t he inverse transform of equation 1 and 
simplifying, one obtains i ts corresponding time function 
given by 
h ( t ) 1 [ e-i CDc t _ e- i CDr t = 2TT( CDr -CDc )P ( i ) p+ 1 
(2a) 
+ 
ei CDc t _ ei CDr t ] dP ( ~ ) (_ i ) p+ 1 dt P 
or 
h ( t ) CDct - cos CDrt - i (sin CDc t-sin CDrt ) 
( i ) p+ 1 
+ cos CDct - cos CDrt + i(sin 
(_ i ) p+ 1 
CDC t - sin CDr t ) ] t- p+ 1 
If one shifts the center frequency away from zero 
then the results above mast be modified by mu l tiplying 
h(t) in equations 2a and 2b by 2 cos CDot. 
Discretizing and normalizin g frequency to the 
sampling frequency f - 1 as fo l lows: 
s -~ 
tn = nLlt 
.:1.c = f c 
fs 
;tD = f r- f c 
f 
s 
A= ~ o 
(2b) 
Then equation 2b becomes 
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= .E.l(_-_l_)P[(coS 2TTni\ - cos 2TTni\y)(1 + (_l)P+l) 
TT 2TT.I\, (3 ) 
pJ . -(p+l) 
- i(sin 2TTnt1, - sin 2TTnrt,,)(1 + (-1) ) (In) cos (2 TTn i\)fs 
(4 ) 
where 
hn = b-l/~Fm[EClp 2TTn;t,- cos 2TTn,1\,,)(1 + (_l)P+L ) 
11 ~qq~a (5) 
- i(sin 2TTn,1t - sin 2TTnAr )(1 + (-l)P)] EinF-Ep~~lOqqn~o 
Case P = 
h 
n 





Mul tipl icati on in th e f requency domain is accompl ished 
by convolution in the time domain, so in order to band pass 
filter a signal S(t), one convolves h(t) with S(t) to get the 
f i 1 t e red record 
T 








discretizing such that 
equation 7 becomes 
= (8 ) 
Note that ~t for the integration was included 
previously in hn . 
Genera I F i Iter 
A more general numerical filter can be constructed 
simply by computing t he Fourier transform of the desired 
frequency function either analytically or numerical l y. 
Let H (rn) be t he des i red spectrum (amp I i tude and 
phase) to be passed. Then the time function to convolve 
wi th the signal to achieve the desired filterin g is 
00 
h(t) = fH(rn)e iUltdrn/2TI (9) 
The only restriction on H(rn) is t hat It iSI. i ntegrable. 
In practice h(t) is discretized and truncated for 
use in equation 8 above. In princip le this approximate 
h(t) can be mad e arbitrarily close to the desired h( t), 
so any particular f requency shaping of the signal can 
be accompl ish ed. 
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2. Group Veloc i ty I nversjon 
Fr om an ene r gy method publ i shed by J effreys (1961) 
it Is possible to determine the effect of each po r tio.n of 
a given st r uctu r e on both the phase and gr oup ve l ocity 
I, 
d i spe r s i on fo r a ny mo de of sur f ace waves. 
Ex ist in g Love wave d i s pe r sion pr og rams have been 
modif ie d by Ande r son ( 1963 ) t o use J eff r ey1s method, and 
si mil a r modification of Rayleigh wave pr og r am s is now i n 
pr og r ess . The refore, only the expression fo r the group 
ve l ocity of RaY l e i gh waves wi 11 be discussed here In order 
to i ndic a te how the st r uctu r e cont r o l s gr oup ve l ocit y 
dis pe r s i on a nd how o ne can use exis t ing dispe r sion pr o-
gr ams to find the,structu r e wh i ch best fits th e obse r ved 
dat a . 
Afte r r earranging Jeff r ey 1s expression, us i ng the 
defini t ions of shear a nd co mpr essional velocity I n terms 
of the elast i c parameters , the f o l lowing resu l t is obtained 
fo r the gr oup ve l oc i t y : 
0" 
U = r -I { k oj ?(o(2.u 1 + J3zw2.) '!! (1) 
~ .0 - / 





k wave numbe r 
p = dens i ty 
0< = compressional veloc i ty 
~ s hear velocity 
u = horizontal par ti cle displacement 





vertica l partic l e d i sp l acement 
dw 
dz 
U = gr oup velocity 
For the N laye r ed case equation 1 becomes 
-I 
U ::: r 
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where 
Zi- = hi thick ness of the ith l ayer. 
For a g iven laye r ed st r uctu r e, (hi' O<i ' f3i' Pi ) ' 
existi ng d i spe r sion pr og r ams give u, w, k, and 0 , so that 
all the elements necessa r y to compute U a r e ava i lable. If, 
fo r a particu l ar dispe r sion point, one plots the i~teg r ands 
of the nu merator in equation 2 as a function of z, i t I S 
apparent what portion of the st r ucture i s cont r olling 
the dispe r sion at that fre que ncy. Scrutiny of seve r al 
frequencies in this way wi l l suggest what changes must 
be made in the assumed model to bri ng it into c l oser 
ag r eement with the observed data . That is, this provides 
a means of inve r ting gr oup ve l ocity dispersion. 
Actually the pa r tia l derivatives of U with r espect 
to each elastic paramete r in eac h l ayer can be computed 
to make the inve r s i on eve n mo r e st r aight f o r wa r d. Howeve r , 
as ment i oned above, a computer pr ogram to do this is not 
yet operat i ona 1. 
Reformulat ing equation 2 
assumption that ~ i = )fj , so 
u 
wi th the 
2 
that 0( i 
simpl i fying 
2 
= 3f3i gives 
(3) 
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This expression enables one to use only the output from 
existing dispersion program~ to determine approximately 
what part of the assumed structure controls any given 
group velocity value. That is, maxima (with depth) of 
the integrands of the numerator correspond approximately 
to portions of the structure controlling the dispersio n, 
I 
and these I ntegrands can be formed easi l y from the values 
of u and w prov i ded by ex i st i ng programs. In most 
instances zones of maximum contribution we re found to 
correspond rather closely to zones where the absol ute 
value of vertical displacement with depth was maximum. 
Therefore, merely examining the distribution of vertical 
displacement with depth for a given dispersion value IS 
sufficient to indicate what part of the structure is 
Important for that particular mode and frequency. 
As an Illustrative example Figure 11 sh ows the 
integran ds of equation 3 (shaded regions) plotted with 
depth for the first higher mode (M21 ) at a particular 
period (7.249 seconds), for the structure indicated (Case 
5EEBM3) . In addition the individual elements appearin g 
in the integrands are shown. It i s clear that the portion 
of the structure contributing most to the group velocity 
at this period is centered at about 25 km dept h. Note 
the close correspondence of this zone with the maximum 
absolute value of vertical displacement w, as mentioned 
earl ier. 
*See Harkrider and Anderson, 1962; Press, Harkrider and 
Seafeldt, 1961 . 
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The dispe r sion curve for this mode (M21 ) for Case 
5E EB M3 is shown in Figure 14 compared with the observed 
data. F igure 11 (the shaded part or just the vert i cal 
displacement with depth) i mm ediately ind i cates which 
portion of the st r uctu r e is responsible f or the l arge 
disc r epancy between this assumed mode l and the obse r ved 
I 
data at about 7 seconds peri od . 
Th e r efore, using this appro ach, one can adjust an 
assumed model in a systematic fashion to find that 
structu re which best fits the observed dispersion . 
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3· Surface Distance from Rudoe 1 s Formula 
In many investigations in geophysics it is desirable 
to know the surface distance between points on the earth 1 s 
surface very precisely. 
With the aid of modern computers it is practical to 
use Rudoe1s formula, which gives surface distances more 
I 
accuratel y than the standard methods of convert i ng : distance 
in degrees of central angle in the earth to surface 
distance. Since Rudoe1s formula is not well known it 
seems wor th while t o give the formula he re wit h a brief 
explanation of how It works. 
The basis of the method is to approximate the geodesic 
distance between any tw o points on th e ellipsoid of revo-
lution representing the earth by normal section dis t ances 
between the two points. That is, one comp utes the dis t ance 
from one point to another along the inter sec tion of a 
plane passing t hrough the two points and the cen te r of the 
earth, with t he surface of the earth (ellipsoid of revol u-
tion). This intersection is an ellipse which very c l ose l y 
approximates the geodesic passing through the two points.* 
The surface distance bet ween the po I nts E~ I ~IF and 
E~D;{zF where qJ is t he geographic latitude and /I.. is the 
*For example the length of the no rmal section d i ffers from 
that of th e geodesic by under 1 in 150,000,000 for a d is-
tance of 2000 mi les. The difference between the normal 
section and geodesic distances can always be ignored fo r 
the ea rt h . 
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long itude is given by 
L = 1,0 [c;, (u: - ti, ') + Cz ( .ft'i}.l w: - s/'" 1 (I, ') ( 1)* 
+ C'I ( s,'n ~ liz.' - SOl ~ 1.1, /) + . ' . . J 
where 
;'0 [11//( I +€o)] 1/ re Col ~ftIz CMRtK~ 
fo - e ( corL ~ C.oS ~t + f/17 ,. c,q) 
/)1 
I: = tan -I[ tan rA ~ fl )] I+to C.oS Il 
XL - t{ COS r!z C.oS ..1 /l 
~i - l{ coS f/{ s-, n Ll/1. -
Zl. - J/z. ( 1.,1- €: L) 5', 'n t1,. -
:l-, .= 
~ (1- ~~ $'//1 (1 
* See Bomford, Geodesy, pages 88-89. 
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Ilz = (a ,,-I [( 1y~::C:~~F"inf{z azimuth at E~I;/Il of normal section con-
ta in i ng (¢l..' "ill 
LJA - /tlK-~D 
z. 
+ e 
{; = e/(t_ el) 
(; + € ) -f n n z. ~ 
o -f-GI f ta.I'I.l ~ 
e {fa. 7..f b 1/a z. eccentricity of the ellipsoid wit h 
semi axes a and b 
~K radius of curvature in the prime vertical 
Using the International Ellipsoid as the earth model 
the quantities necessary to use Rudoe's formula are give n by 
= 6.72267002 . 10-3 
Vi = exp [3.8054426856 - 7.323684 . 10-4 cos 2tfi 
+ 6.175 . 10- 7 cos 4fi - 7.0 . 10- 10 
cos 6fi+ .. . . ] 
Equation 1 gives normal section d i stances correct to 1 in 
107 for any distance. 
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Rudoe's formula was incorporated in a computer 
subroutine for calculating distances and azimuths on 




A number of computer programs and subroutines have 
been written to faci 1 itate the computations described 
in the te xt of this thesis. 
Some of t hese programs have broad enough appl i~ 
cation to be of use in future research, so that 
In c lusion of them here seems warranted. 
The source programs have some explanation of the 
methods used whe reas, the subroutines merely state 
wha t the subroutine does and how to use it. 
1. Source Programs 
A. IFourier Analysis Package I 
This program for~he IBM-7090 computer calculates 
the Fourier Transf orm of a series of points X. after 
t 
any, all, or none of the following operations are per-
fo r med before taking the transform: 
(1) Remove a mean or 1 inear trend from the data. 
(2) Filter with up to 1000 fi lte r coefficients 
and decimate by any number up to 100. 
(3) Remove a mean or linear trend from the 
resulting series . 
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*(4) Print out and plot the resultant series af t er 
some, a l l, or none of the above. 
The output format is : 
Frequency 
( cyel es/ 


















Plot of Modulus Normed, I L0ge(A/Amaxl/, and Phase as a 
function of frequency. 
Limitations: 









data point s L 15,000 
--
frequencies ~ 1,000 
-
f i ite r coeff i c i ents £. 999 
(4) Decimation number L 99 
(5) Any number of diffe rent sets of data may be 
Fourier transformed as one job by putting 
them one after another behind the program 
binary deck. 
To use the program, prepare a data deck, fo r each 
se r ies to be analyzed, consisting of the following: 
*Af t e r step (4) one 
jus t processing of 
(3) is desired. 
can bypass the Fourier Transform if 









(1) Two cards containing any identifying infor-
mation; these two cards must be inserted 
even if one or both is left blank. 
(2) One card specifying the format of the data 
somewhere in the first ha l f of the card 
(Col. 1-36), and the format of the filterl 
coefficients, if any, somewhere in the 
second ha l f (Co l. 37-72). 
(3) One card of input parameters l ocated as 
follows: 
1-5 NN Number of data po i nts (format 
6- 10 K Number of frequencies 
desired (format 
11 -25 FI 1 nit i a 1 frequency (format 
26-40 OF Fr equency inc re ment (format 
41-55 DT Digital inte r val of data (format 
56-57 INT Type of integration desired (format 
0 Trape zoid rule 
Modi f ied trapezoid rule 
-
2 Si mpson's rule 
3 F ilon ' s method 
58-59 L Degree of trend to be 
removed (format 






E 15.9 ) 
E 15.9 ) 
E 15· 9) 
12) 
12 ) 
Col 60-61 LL 
Col 62 - 64 MN 
Co l 65 - 66 ML 
Col 67-68 MI 
(4 ) Data 
card. 
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Degree of trend removed just (format 12) 
before going i nto F . T. 
= 1,0, or - 1 as above 
Number of filter coefficients (format 13) 
o Bypass 
Compute coefficients 
> 1 Read coefficients 
Decimation number 
Print and p l ot option 
(format 12) 
(format 12) 
-1 Print and plot preprocessed data 
and bypass F.T. 
0 Bypass and go to F.T. 
Print and p lot preprocessed data 
and go to F.T. 
in the format specified on the format 
(5) Filter coefficients, if any, in the format 
specified on the format card. (See (2) 
above) . Or if MN = 1 specify N and Band. 
(See Note 6). 
(6) Additional cards of Modification A, if any. 
Each data deck must be arranged in the exact sequence 
given above . 
The complete program ready to be run then should 
consist of: 
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(1) Peripheral cards, as required by computing 
center 
(2) an XEQ card 
(3) the binary program deck, including subroutines. 
(4) a DATA card 
(5) Data decks as described above 
(6) an END OF FILE card 
Notes: 
(1) To communicate between the printed values of 
the Fourier transform and the plotted values match 
inde x numbers at the extreme right of the pr inted 
values wi t h th ose along the abscissa of the plotted 
values. 
(2 ) The plotted values and the ir symbols are: 
*(A/Amax )·(10/9) 1 (use scale 0 to 1. 1 ) + ]L0g e (A/Amax ) I 
. Phase (use sca le 
-0·5 to 0.5) 
(3) When a filter i ng operation is done a non-zero 
decimation number , ML, must be used. 
(4) Methods of Integration and Formulae: 
Assumption: 
00 0 T 00 
F.T. = jf(t)dt = J f (t)dt + J f(t)dt + S f(t)dt = 
-00 




Where f(t) = X(t)e irut 
( i ) Trapezoid 
F.T. = M[f(0) / 2 + f(M) + ... M f(T-M) + f(T)/21 
-T(llt)2f "(t) / 12 
• O<t<T 
Error 
( i i) Mod if i ed Trapezo i d 
F . T. = II t [f ( 0 ) /2 + f (Llt) + ... + f (T -Ll t) + f (T ) / 2 J 
+ (Ll t ) 2 [tC 0) - f (T)] / 12 
+ T(Llt)4 f IV (t) / 720 _ 
, Y' JO<t<:.T 
Error 
(i i i) Simpson's rule 
F.T. =~t[fElF 
+ f (T) ] 
( i v) 
+ 4f(M) + 2 f(2M) + ... + 4 f(T-M) 
- T(Llt)4 f IV (t)/180 _ 
, Y' J O<t<T 
Error 
Fi l on's met hod: 
F.T. = M t(f(T) - f(O))+ ~EfEMF /O + f(2M) + ... + f(T) / 2) 
+ '6 (f (Ll t) + f ( 3Ll t ) . .. + f (T -Ll t )) 1 
_T(M)4[4rue i ilT/ 2/(t) + X(t)] e irut 
180 
~----~v 0 <t<T 
Error 
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Where, S 7 3 
29 29 2e 0<.. = + 4 5 315 47 2.5 
2-
4-84 2. a' 88 2- 2.9 t3 +-- - 105 + 567 - 55f.S .7?·"(See Tranter, C . J. ; 3 /5 
2. 4 0" e8 Inte gra l Transforms 
'6 = 4- 29 + ~ __ 0_ +_..,..-=-: T -"15 210 11340 997.92.0 
e = Cl>"'lt L TT/4 (S:;"TT/4 see Note 7) 
in Ma thema tiI ca 1 
Physics, pp~ST-TOF 
Selection of the integration routine which should 
be used depends on the series to be tra nsfo rmed and 
the transform freque nc ies of interest. 
The propert i es of the first three rules are well 
known and only a couple of points need be made in 
t he ir re ga rd. Computationally the trapezoid and 
modified trapezoid are the fastest, bu t for a very 
large numbe r of points machine roundoff error can be 
up to twice that in Simpson's and Fi lon 's methods. 
Modified trapezoid depends more on the first derivative 
at the end points than does Simpson's rul e, but if 
these derivatives are re i iably determined, the error 
in the modified trapezo id rule is 4 ti mes smaller than 
that in Simpson's rule. The ma in disadvantage to all 
th ree is that for a given accuracy, closer and closer 
spacing of data points is required as the frequency 
of in terest i ncreases, due to the rapid oscillation of 
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the e i mt fact 0 r . 
Filon's method eliminates this disadvantage and 
requ ires a data spacing no finer than that necessary 
t o in tegrate the series wi thout the e imt factor. 
Computat ional l y it is slightly longe r since the 
weighting coefficients are a function of frequency 
and must be calculated for each new frequency; howeve r , 
this is more than compensated for by the fewer data 
points required. In the limit as m~l this method 
reduces to Simpson's rule. 
With Simpson's rule and Filon's method an odd 
number of data points is requ ir ed. 
(5) Computation ti me per 1000 data points per 
frequency is about ~ sec. 
(6) To compute filter coefficients i nsert card 
containing: 
Co 1 1- 5 
Col 6-20 
N De t erm i nes number~ (2N+l), if filter 
coeff i cients to be computed and used.(15) 
Sand(l) Specifies center frequency (cps of 
desired band times DT i .e. fo* DT (E 15.7) 
*An approximate formula to determine the number, (2N+l), 





N = :-----=:-_=__=_ 
[SandO)] [€] 
is the maximum error (percent) 
the des ir ed filter and the one achieved. (See 
1961, pp. 440-466.) 
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Col 21-35 Band(2} Specifies half band width in cps 
times DT = f *DT (E 15.7) 
c 
Col 36-50 Band(3} Specifies frequency interval be-




), times DT = E~r-fc}*aq (E 15.7) 
(7) A revision has been made so that for e>r/4 
th e following formulas are used for ~I ~I t : 
0<. = ( e 2 + e. sin e . co s e - 2 s i n2 e ) / e 3 
~ = 2(9 (1 + cos2e ) - 2 sin e cose }/e 3 
'6 = 4 ( sin e - e co s e ) / e 3 
B. Fourier Analysis Package - Modification A 
This program does the same things as the previous 
package wi th the following added optional features: 
( l ) Permits any number of velocity windows on a 
set of data. 
(2) Band-pass filters and decimates each window 
and plots result. 
(3) Picks zeros, peaks, and troughs of wi ndowed, 
filtered ser ie s. 
(4) Computes and plots group velocity dispersion 
U(T} for each zero, peak, and trough and any 
number of intermediate values. 
(5) Computes the envelope of the windowed, fi ltered 
series with corresponding group velocity. 
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(6) Transforms windowed, filtered series and 
plots result. 
(7) Transforms filter coefficients giving transfer 
function and plots result. 
Input: 




card Format specification (unchanged) 
Parameter card (unchanged through Col. 68 
but includ i ng Co l. 69- 70 M2(Velocity Window 
opt ion)(format 12) 
= 0 Use program exactly as befo r e modifi-
cat i on 
J 0 Permits new options of Modification A 
(4) Data i n prescribed format 
(5) Filter coefficients, if any, as before. 
(6) 1 card containing: 
Co l 1-15 DELTA 
Col 16- 30 TINIT 
Col 31 - 45 TORIG 
Epicentral distance 
Arrival time of first 
point of series (or 
travel time if TORiG 
is made zero.) 




(7) Any number of cards each containing: 
E 15 .7 ) 
E 15.7) 
E 15.7) 
Co 1 1- 4 NU Number of Intermediate(format 14) 
group velocities 
Col 1-12 UMX Maximum velocity for (format E 10.4) 
window 
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Col 13 -24 UMN Mi n im um velocity for 
wi ndow 
Col 25-36 BAND (l)Cent er of pass band 
times DT 
Col 37-48 BAND (2)Ha lf band width times 
DT 
(format E 10 .4) 
(format E 12.6) 
(format E 12 . 6) 
Co l 49- 60 BAND(3)Cut off to total reject (format E!12.6) 
Col 61 - 63 N 
Col 64 - 66 ML 
times DT 
Determination numb er of (format 13 ) 
coefficients (2N+l) 
De cimat ion number (f ormat 13) 
Col 67- 69 KW > O Permits "read in" of a 
new initia l frequency 
and frequency increment 
and changes numbe r of 
frequencies to be ca l cu-
l ated to KW. 
= 0 Computes for frequ encies 
last specified pre v iou sly . 
Col 70- 71 NT= 0 Fi nds transform of fi l ter (format 12) 
Co l 72 
coefficients 
> 0 Does no t fi nd transform 
of coeff ici en t s 
ND= 0 Another pass to fo llow (format 11) 
on same data 
/ 0 Last pass on current 
set of data 
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(7a) Follow every parameter card above on which 
KW = 0 wi t h a card containing: 
Co 1 1 - 15 FI New in i t i a 1 frequency (format E 15·7) 
Col 16-30 OF New frequency inc r ement (format E 15.7) 
C. ILeast Squares Phase Ve10c l ty* 
This program for th e Bendix G-150 computer tak~s 
; 
phases correlated across an array of N stations (N ~ 3) 
and by means of a least squares fit to the data finds 
estimates of the phase veloci t y, C, t he direction of 
propaga t ion across the array, 5, and the arrival time 
of each phase at the "origin" chosen, TO' When N ~ 4 
the standard deviations of C, 5, and TO a r e given. 
Theory: 
T', J' = .6. . co s D(.. co s 5. + .6.. sin 0( 
, , J , i 
C· J 
sin 5 + T . j 0 J C. 
J 
= a.X + b. Y + C.z , , , 
where T • . arriva l time of the ·th J phase at the = 
, J 
. th , station 
.6. . = great circle dist anc e from "origin" , 
to the . th station. , 
0< azimuth of ·t h station from "o rigin " i = , 
*An IBM 7090 subroutine wa s also wr itt e n for this 




x cos 5 
C . j 
J 
y = sin 5 j 
C. 
J 
Z TO j 
5 tan - l (y/ x) 
C (X2 + y2)-1 / 2 
S1~ ( ~ ( 6,;k ~kF t 
Format: 




of '6 (x,y,z) 
05 N 
Procedure: 
l. Load IC 1000 DP 
2. Read program (551700 then 691700; wait for 
photo reader 1 i gh t to remain off) 
*3. Enter: a) 6.. in consecutive lo cations In 
I 
CH 13 starting at 1300 
b ) <:X . in consecutive locat ions in 
I 
CH 15 starting at 1500 
4 . a) Manually set i nde x register 47200 (2( N-l)) 
*If the ai' b i are already computed, enter th e a· in C H 1 3 and b i inC H 14, se t i n d e x reg i s t e r 47200 { 2 ( N - 1 ) ) , 
and go to step 5. 
- 169 -
b) Compute automatically beginning at 1179 
(691 l79) . The coefficients b . and a. will 
I I 
be computed and typed out in pairs, b. 
I 
t hen a · · When the computer ha 1 ts, the a· I I 
wil l be stored i n CH 13 and the b i in CH 14. 
5· Enter: a} T· ., I J (i= l ,N) in CH 12 start i ng ! 
at 1200 
b) N in 0990 Ek~4TF 
6. Compute automatically beginning at 1710. N-2 
calculations wi l l be made, successively eliminating 
stations starting with first station. Manually stop 
program if less than N-2 calculations are desir ed. 
Data i s not destroyed. 
7. a} Reload N in 0990 
b) Set inde x regIster 27000 (2(K-l}) where the 
Kth station is the first to be el iminated. 
c) Compute automatically be g inning at 1706 
(69l706) N-2 (or K if N-2> K) ca l culations 
will be made successively remov ing stations 
beginnin g wit h the Kth stat Ion, then the 
(K_l) s t etc. 
8. Go to step 5 for next phase , 'i (j + l)· 
Remarks: 
1. The average period to be associated with each 
phase i s not computed by this program and must be 
obtain ed elsewhere. 
- 170 -
2. The use of this program is not restricted to 
dispersed surface waves. It can be used for body waves 
or any propagating even t to find the apparent velocity 
and direction of propagation. 
D. Group Velocity from Phase Velocity Dispersion 
This program for the IBM 7090 computer t akes ~ 
phase velocity (C) ve rsus period (T) or frequency (f) 
points, fits a best least squares polynomial (P(x)) to 
the points and uses t his polynomial and its derivative 
to obtain the group veloc it y as a function of period or 
frequency. The formula used is 
U(x) P (x) 
where x = T period 
ve I DO i t y] P(x) = c(T) phase 
pi (x) dC (f) 
if k is even 
dT 
x = f frequency 
p(x) = C(f) phase velocity if k is odd 
pi (x) = dC ( f) 
df 
Any order polynomial up to 19 may be used for the fit. 
Any nu mber of values of U for arbitrary T or f may 
be computed, as well as values at the input values of T 
or f, if desired . 
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Input: Each set of data should consist of 
(1) 2 cards of identifying information 
(2) card containing: 
Col 1-36 Format of phase velocities to be 
read. e.g. (18F4.1) 
Col 37-72 Format of perIods or frequen9ies to 
be read. 
(3) 1 card containing: 





Col 15-29 DT 
Col 30-44 TB 
Col 45-46 L 
Col 47-48 LF 
Number of input dispersion points. 
Number of output dispersion points 
desired. 
Degree + 1 of desired polynomial. 
Period (frequency) Increment between 
output points. 
Beginning period (frequency) for output 
points. (Computes NZ dispersion points 
at inter vals of DT beginning at TB). 
= 0 Does not compute va lues at the 
inp ut points. 
= 1 Computes for in put periods (fre-
quenc y) using fitted phase velocities. 
= 2 Computes for input periods 
(freque ncy ) using both fitted and 
input phase velocities. 







= 1 indicates input frequencies will 
be read. 
= 2 i nd i cates input per i ods to be 
computed at equa 1 increments beg i nn i ng 
at T 1. 
= 3 i nd i cates input frequenc i es tO j be 
computed at equa 1 increments beg i nn 'i ng 
at T 1. 
= - 1 i ndica t es input C(f) to be computed 
at equal i ncremen ts beginning at Tl. 
= -2 indicates input C(T) to be computed 
at equal increments beginnin g at T 1. 
Beginning input 
T if LF = 2 
f if LF = 3 
c(f) if LF = - 1 
C(T) if LF = -2 
T)NC Increment for input 
T if LF = 2 
f i f LF = 3 
c(f) if LF = - 1 
C(T) if LF = -2 
Input phase velocit i es if not computed 
inte rnall y, in the format specified above. 
Input periods (frequenc i es), if not computed 
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i nternally, in the format specified above. 
output: 
( 1 ) Coefficients of f i tted polynomial 
(2) Period (frequency) Phase Vel, Group Ve 1. 
, --
a) from T8 to T8 + (NZ- l )DT 
b) optionally for input T, computed C 
c) optionally for in put T, input C 
Notes: 
1. C(l) = C(T(l)) I = 1, N 
2. If T or f is compu t ed C mus t be read and vice 
ve rsa. 
3. For experimental data a rather Tow order fit 
should be used because it smooths the data and be tt er 
app r oximates the true group veloci t y curve. 
4. T(l) or f(l) i s used to normalize the input 
values of T or f before the fi tt ing is done. Other 
no rmalizations may be used by changin g a command in 
the Fortran source deck and recompil in g. Output 
val ues are not normal ized . 
Limitations: 
1. N ~ 5000 
2. KK ~ 20 
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2. Subroutines 
A. Subroutine DISTAl (TH, PHI, N, K, XDEG, Al, 
AlINV, DIST, STA) 
Distance-Azimuth Computations 
Computes distances and azimuths from the Kth point 
on the earth's surface to each of a set of N-l otherl 
points, given the longitude and geograp h ic latit ude 
of each point. 
Distance in degrees of central ang l e and azimuths 
are computed using direction cosines with geocen tric 
la titude. Distance in kilometers is determined using 
Rudoe's formula. The Inter national Ell ips o ld taken 
as the earth model. 
Input: 
STA(I) = Alphanumeric designation of I'th s tation 
( 16) (I = 1,N) 
TH(I) = Geographical latitude of Ith station 
in degrees (I = 1, N) 
PH I ( I ) = Longitude of Ith station in degrees 
( I = 
N = Number of stat i ons i nclud ing origin 
K = Station to be used as origin 
Quantit ies Computed: 
XDEG(I)= Distance in degrees of central angle 
from STA(K) to STA(I) 
1 , N) 
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DIST(I)= Distance in kilometers from STA(K) to 
STA ( I ) 
AZ( I )= Azimuth from STA(K) to STA( I) (measured 
from North) 




Long. PH I (K) 
Station Latitude Longitude DIST(deg) 
STA( I ) TH(I) . PHI ( I ) XDEG ( I ) 
DIST(km) Azimu th Back Azimuth 
DIST(I) AZ(I) AZINV(I) 
Restriction: 
Each of the subscripted var iab l es above must be in 
a DIMENSION statement in the source program. 
B. Subroutine PHVEL (Y, DIST, AZ,L,M,K,PV, SDPV, 
TH, SDTH, PAT, SDPAT) 
Input: 
Y( I, J) Arrival time of the jth event at the Ith 
station I = l,N J = 1,K 
DIST( I) =Distance of ,th station from some point 
(pseudo-origi0 wi t hin or near the array. 
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AZ(I) = Azimuth of Ith station from the pseudo-
origin. 
L(JJ) = Specifies the array of stations to be used 
for phase velocity calculation. This 
enables one to use any subset of a large 
number of stations for a particular ph~se 
velocity calculation. M ~ total numb'er 
of stations. E~ .. :Jl..'J L(l) = 2, L (2) = 4, 
L (3) = 8, L(4) = 3 would compute phase 
velocity for array of stations 2, 4~ 8, 
and 3) 
M = Number of stations in the array L 
K = Number of events or phases. 
Computes: 
PV (J) Ph l ·t f .th t th ase ve OC I y 0 J even across e 
array L of M stations 
SDPV(J)= Standard Deviation of PV(J) 
TH(J) =- Direction of propagation of jth event 
across the array L of M stations 
SDTH(J)= Standard deviation of TH(J) 
PAT(J) = Predicted arrival time of the jth event 
at the pseudo-origin. 
SDPAT(J)=Standard deviation of PAT(J) 
Restrictions: 
M ~ 100 can be increased by changing DIMENSION 
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of X( 100), A1(1 00), and AZ( 100) a nd 
r ecomp iling. 
Requires Subroutine LSQFIT and DET3 
C. Isubroutine PlGK. (X,NN,DT,YS,Y,N) 
Th i s subroutine tak es an oscillato r y function, 
X(t), havi ng NN values sampled at an inte r val DT 
beginn i ng at YS and pick s t he location Yi of each 
zero, peak, and trough and stores t hem as the array 
Y . Y(l), yO) , Y(5) 
and Y(2), y(4), Y(6) 
are the zeros of X(t) , 
are t he peaks and troughs. 
N is the total number of va lues i n the Y array, i.e. 
total number of zeros, peaks a nd t roughs picked. 
Rest ri ction: 
Arrays X and Y req uire DIMENSION statements i n 
the source progr am. 
D. Subroutine IMPRSP (M, KK, W, DW, A, TG, TP, Y) 
Given: 
M = number of syn thesis points desired 
KK = number of input frequenc ie s to be use d 
W(l) = array of freque ncies I = 1, KK 
DW(I) = ar ray of frequency increments DW (I) = 
t a~F-t Ef-~F I = 1, KK 
A ( I ) = arr ay of ampl itudes = 1 , KK 
TG ( I) = Group delay = 1 , KK 
TP(I) = Phase delay = 1 , KK 








Prints and stores y(tl as the array Y(II 1 = 1, KK 
Required statements in source program: 
Dimension W( I, A( I, DW( I, TG( I, TP( I, Y( I 
E. Subroutine LSQF IT (Y,Al,A2,N,D2,SD2,D3,SD3, 
D4,SD4,SD 
For a set of N equations of the form 
Finds least square fit giving best Xl' X2 , X3 and 
the standard deviat ion of each. 
Restriction: 
(1 I N ~ 20 (Th i s can be changed by chang i ng 
DIMENS ION statement for Y, Al, and A21 
(21 Requires SUBRQUT INE . DET3 
(3) Coeffic ien t of X3 i s always 1; this can 
always be achieved by dividing both s ides 
of (1) by the coefficient of X3 · 










= X 1 
=0'":":" 
Xl 
= X 2 
= a--:' X2 
2 
2 
Y ( I , 1 ) 
A 1 ( I ) 
A2( I ) 
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= 1, N 
N = number of values i n each of t he 
above arrays; also number of equations 
of form (1) 
where Xii s quadrat i c mean error in 
determining Xi 
whe re u is quadrat i c mean error in the 
whole set of observations 
F. Isubr outlne NOTRNO (K,KK,X,N,Z) 
This subroutine takes an X, of N points, fits a 
least squares straight 1 ine to the first K points and 
a different least squares straight 1 ine t o the last 
KK points, and removes a 1 inear trend from all N points 
of X using a weighted slope 
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to give a new array, Z, of N points. 
(1) Input K, KK, N, X defined above. (K, KK, N 
are i ntegers) 
(2) Output array Z of N "NDTRND"l ed points (Z 
can be X in the ca 11 i ng statement caus i ng 
origi na l series to be replaced by new 
lINDTRN0 11 ,ed series; I.e., calling sequence 
can be (K, KK, X, N, X) 
(3) Limits: K ~ 1000 
KK ~ 1000 
Th is can be increased or decreased by changing 
DIMENSION of Y(lOOO) 
(4) Required subroutine OETRNO 
G. IF unc ti on NFACT (N,K) 
Factoria l Funct ion 
Computes NFACT = N . (N-l) ,· (N-2) . (N-3) 
(N-K) for any integer N wIth h~ (N-l) 
H. ISu brou tine OET3 (A,O ) I 
Compute value, 0, of a 3 X 3 determinant 
A 









I . Isubrou tine POLVAL (X ,B,KK,S ) 
Evaluate a polynomial: 
Takes an independent va riable X and a set of KK 
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coefficients B(I,l),1 = 1,KK and computes the value, S, 
of a polynomial of degree KK-l having coefficients B. 
( ( 2 ( KK- l i.e. S = B 1,1) + B 2,1)X + B(3,l)X + ... B KK,l)X 
Restrictions: 
KK ~ 20. This can be increased by recompil ing 
and changing first dimension of B in DIMENSION state~entK 
J. ISubroutine DERIV (X,B, KK, S) 
Derivative of a polynomial: 
For a given X computes S =E~~F where Y = B(KK,l)XKK-l 
X 
+ .... + B(2,l)X + B(l,l) 
Restrictions: 
KK ~ 20 This can be increased by changing just 
dimension of B in the DIMENSION statement. 
K. I Subroutine DPOLYC (K,N, B,A,M) I 
Given a set N + 1 coefficients, B, of an Nth 
degree po l ynomial this subroutine computes the M 
coefficients, A, of the Kth derivative polynomial. 
Input: 




A ( I ) 1,M 
degree polynomial 
Degree of polynomial 
= Derivative desired 
= Array of coefficients of Kth 
derivative polynomial 
-182 -
M = Number of coefficients of Kth 
derivative polynomial 
Requires DIMENSION statement for B and A i n source 
program; FUNCTION NFACT. 
L. Isubroutine CXPROD (Z,S,L,K) 
Comple x Product: 
Given a set of complex numbers Z( 1,1) + iZ( 1,2) 
I = 1,N and L(J) a set of K integers between 1 and N, 
this subrouti ne computes t he complex product 
K 




MODIFI ED USE OF THEORETICAL DISPERSION CURVES 
Transition zones appear to be able to distort the 
phase velocity dispers i on curves enough so that absolute 
t hickness values derived from the ordinary theoreti¢al 
\ 
dispersion for plane horizontal structures are not \ 
reliable. 
Examina tion of typ ical continental phase velocity 
d i spersion curves indicates that in the period range 
above about 16 seconds (;;C(T,H2) is a slGwly varying ~ 1-1 IT 
function of H for 25 ~ H ~ 45 km. This means that it 
may be poss i ble to interpret the observed dispersion 
us i ng the standard theoretical dispersion calculations 
in a slightly different way. 
Let C(T,H) = phase velocity 
T = period 
H crusta 1 th i ckness 
then 
dC(T,H) ( 1 ) 
For a fixed T, 
d ( (de C T,H) ';W)TdH 
or (2 ) 
dH 
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Once existing body velocities and densities are 
determined for a region, then the usual multi-layered 
dispersion calculation permits a determinat i on of E~CF 
.ilf r 
for any interval el~ H ~ H2 defining the bounds on t he 
a bsolute thickness thought to exist in that region. In-
herent is the assumption that only layer thicknesses 
change so that no lateral gradients exist in body s~locity 
within each layer. 
However, it should be pointed out that with the 
relative ease of computing theoretical dispersion curves, 
one can readi l y investigate cases where only some of the 
crustal layers vary laterally i n thickness without vio-
lating this assumption. 
Values of dC(T) are obtained from the experimental 
measurements of phase velocity over two or more adjacent 
local tripartite arrays. 
For numerical computations, let 
q~ T 
L 
d C (Tj H) ~ 6. C (1;:) H) - LJ C, 
d H ~ c,H 
( d C (r; II)) ~ 0( (7() II) = 0(. JH /T , 
Then an independent estimate of the change in thick-
ness is obtained for every period T (L' - I 2. ".oJ N) L -) ) so 
that the mean change in crustal thickness is given by 
tV 
Ll H = --L-~ L). C,' 





with a standard deviation of 
(5) 
The following table serves as an example for values 
of (;!j)T . These values come from Pressts standard curves. 
TABLE 6 
Change in phase velocity (C) with change in total 
crustal thickness (H) vs. period (T) using Pressts 
standard curves. 
Period E-~ ~Fq (%)r 
T(sec) 
Z 5 ~ 1-1::: 5) km 3S-~ H ~ LiS- km 
12 .015 .006 
14 .020 .0075 
16 .025 .01 1 
18 .023 .014 
20 .022 . 017 
22 .018 .018 
24 . 015 .017 
26 .012 .0165 
28 .010 .015 
30 . 008 . 0 1 1 
36 .005 .008 
40 .0045 .0055 
48 . 004 .0035 
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Note that in this example E;~Fq is a very 
slowly varying function of H for periods beyond 20 
seconds for the depth range 25 ~ H ~ 45 km. 
To assign absolute thicknesses using t h is modified 
method requires that the crustal thickness be known at 
one point in the region to be studied. This is the only 
requirement in addition to usual ones of specifying ! 
velocity-density structure for computing the theoretical 
dispersion curves. It is felt that in transition zones 
this modified appr~ach is the most relia ble means of de-




Figure 1. Map showing the paths from Pasadena to the 
continental sources used. Paths from other 
stations In Southern Cal ifornia to the source 
areas are not shown. 
Fi gure 2. Typical gr oup velocity dispersion curves lshowing 
suitable band passes (alternate shaded and 
unshaded portions above 6 seconds period) for 
separating the modes in the time domain. 
Figure 3. Typical group velocity dispersion curves, 
ve locity windowed (unshaded portion) to separate 
the modes . in the frequency domain. 
Figure 4. Sample seismograms showing continental events 
used. The records shown are p l ayouts of the 
digitized seismograms from t he various stations 
indicated. 
Figure 5. Seismogram of a Montana aftershock recorded at 
Riverside. This is a good example of t he com-
pl icated appearance of the seismogram when more 
than one mode is present with sizeable amplitude. 
Figure 6. Seismograms from a Montana aftershock recorded 
at three stations in Southern California on 
matched Benioff 1- 90 vertical component 
seismographs. 
Fi gu re 7. Result of applying the mode isolation technique 
to t he seismograms shown in Figure 6 to recover 
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the fundamental mode Rayleigh Waves. 
Figure 8. Result of three band passes on the Riverside 
seismogram in Figure 6 to del ineate the modes 
present in each frequency band. 
Figure 9 . spectra at three stations of a velocity window 
from about 4.5 km/sec to .3.0 km/sec for ~ Mon-
tana aftershock. The period in seconds is 
indicated for each peak. These spectra were 
not corrected for instrument response . 
Figure 10. Normal ized vertical displacement with dept h at 
two periods for the first three Rayleigh modes 
(M l1 , M21 , M12 ) for the structure shown. This 
i llus tr ates that for a given frequency each 
successive higher mode samples deeper into the 
structure . The compression velocity E~F and 
shea r velocity E~F are in km/sec . The density 
(p) is in cgs units. 
Figure 11. Example of how the fir st higher mode (M2l ) a t 
7 . 249 seconds is sampl ing the struc t ure indi-
cated. The true samp1 ing is given by sca1 ing 
t he shaded zone B plus * times the shaded zone A 
by th e mi~iO appropria t e for each laye r. 
Figure 12. Comparison of cases to test the sensitivity of 
modes to changes in thickness, velocity gr adients, 
and thin high ve locity layers. The s tructure for 
Case 5EEBM3A differs from that of 5EEBM4 only in 
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a thin, high velocity la ye r at depth as shown in 
Fi gu re 18. Case 5EEBM6 has a more gradual 
increase in velocity with depth. 
Figure 13. Test of the effect of density on fundamental mode 
dispersion. The crosses represent the result of 
chan g ing the density from 2.9 to 2.78 In1the 
depth i nt e rval from 26.5 to 44.5 km. 
Fi gure 14. Composite experimental grou p velocity dispersion 
for the aftershock sequence of t he Mon tana earth-
qua k e 0 f Aug u s t 17, 1 959. The sol I dan d d ash e d 
1 ines are t wo theoretical models derived to fit 
the observed data. 
Fi gure 15. Observed Lo ve wave dispersion fr om two events in 
utah to Pasadena. The structure for Case 35CM2 
is shown in F igure 17. The sol i d 1 i ne shows the 
effect of sp he ricity on L21' The narrow minimum 
in the dispersion at about 7 seconds pe riod 
(dotted 1 ine) was ~btained by computing the 
exact group velocity by an ene r gy method. 
Figure 16 . Observed Rayleigh wave dispersion from two eve nts 
in Utah to Pasadena. The structure corr espo nding 
to theor e t ica l curves for Case 35CM2 is shown i n 
Figure 17. 
Fi gur e 17 . Structure whi ch pro vi des the best fit to all the 
Basin and Ra nge dispersion data. 
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Figure 18. structure for two models having a thin high 
velocity layer at depth and a mantle low velocity 
layer. 
Figure 19. Comparison of theoretical and experimental dis-
persion for the Basin and Range, including 
several cases which do not fit the data well. 
I , 
Figure 20. Theoretical phase and group velocity dispersion 
for the structures shown in F i gure 21. The thick 
sol id line indicates the observed group velocity 
dispersion for the Basin and Range. 
Figure 21. Crustal models based on the compressional wave 
refraction resu l ts of Berg et al in the Eastern 
Basin and Range. Only the shear velocity is 
allowed to vary from one case to another. 
Figure 22. Theoretical phase and group velocity dispersion 
for the structures shown In Figure 23. The 
thick solid l ine indicates the observed group 
velocity dispersion for the Basin and Range. 
Figure 23. Crustal models based on the compressional wave 
refraction results of Berg et al in the Eastern 
Basin and Range. Only the shear velocity is 
allowed to vary from one case to another. 
Figure 24. Observed phase velocity dispersion for the array 
Pasadena - Ruth, Nev. - Albuquerque, N.M. com-
pared to the theoretical dispersion for Case 
35CM2 shown in Figure 17. Data from the Soviet 
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nuclear tests at Novaya Zemlya were used to obtain 
the experimental points. 
Figure 25. Comparison of experimental Rayleigh and Love wave 
dispersion for the Basin and Range with that for 
a path further south from Oklahoma to Pasadena. 
Figure 26. Observed Rayleigh wave dispersion for a path 
i 
from Southern Mex i co to Southern Ca 1 i forn i a. 
The dispersion for the structure model 35CM2 is 
shown~ as well as long period higher mode curves 
for a Gutenberg-Birch model. Note that between 
15 and 30 seconds the observed data scatters 
below the theoretical values. 
Figure 27. Comparison of observed dispersion for the Basin 
and Range, Sierra Nevada, and California coastal 
regions. 
Figure 28. Comparison of observed and theoretical dispersion 
for the Sierra Nevada region. Table 4 gives the 
structure for the theoretical curves. 
Figure 29. Observed Rayleigh wave group velocity dispersion 
along the Cal ifornia coast (\sol id dots) compared 
with theoretical curves for various assumed 
models consistent with refraction data. Figure 
30 shows the structure for each of these cases. 
Figure 30. Crustal models consistent with refraction results 
in the coastal region of California. 
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Figure 31. Graph show·ing the relationship of compressional 
and shear velocity for various Poisson ratios. 
Figure 32. Map showing the location (solid dots) of stations 
used for phase velocity measurements. 
Figure 33. Summary of Press' tripartite method for deter-
mining phase velocity and direction of propaga-
! 
tion. 
Figure 34. Least squares me thod for determining phase 
velocity and direction of propagation. The 
arrival time of the kth phase at the ith station 
Figure 35. 
is [ik· The standard dev i at Lo ns of Ck and Bk 
are included in expression.s ( i ) and (i i ) 
respectively. 
Modifications in Press' tripartite method 
(Fig. 33) for use in the frequency domain. The 
phase difference between the ith and jth stations 
is S~ij; ~ij is the difference in feducial times 
used at the it h and jth stations; m and n are 
Integers] 6r ij i~ the difference in epicentral 
distance between the ith and jth stations; E is 
arbitrary and small; and T is the period. 
Figure 36. Typical seismograms from an earthquake in the 
South Pacific recorded on matched Benioff 1-90 
vertical seismographs in Southern Cal ifornia. 
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Figure 37. Composite of the experimental phase velocity 
dispersion at the continen t a l margin of Southern 
Cal ifornia, using tr ipartite arrays and Fourier 
analysis. Press' "standard" theoretical phase 
velocity curves are shown for reference. 
Figure 38. Experimental phase ve l ocity dispersion comparin g 
I 
propagation in opposite directions over a fixed 
array in Southern Cal ifornia. 
Figure 39. Comparison of refraction and phase velocity 
methods for determining the depth and slope of 
the crust-mantle interface. The structure 
sect i on i s from Shor and Raitt ( 1958). 
Figure 40. Two Bouguer gravity profiles across the con-
t i nenta 1 marg i n of Southern Ca 1 I forn i a. 
Figure 41. Measured phase response for the Benioff 1-90 
vertical instruments at the stations shown in 
Figure 32. The relative ampl itude response 
normalized to unity at 5 seconds period is also 
shown. 
Figure 42. Sample Fourier spectra for an event in the South 
Pacific recorded i n Southern Ca l ifornia. 
Figure 43. Experimental group velocity dispersion for an 
event in the Solomon Islands. The dashed curves 
are limits of observed group velocity in the 
United States from th i s source re g ion. 
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Figure 44. Summary of a method for determining the strike of 
1 inear features from lateral refraction of sur-
face waves . 
Figure 45. Summary of results from an ultra-sonic model 
experiment. The sol id 1 ines represent theoretical 
curves for a layer of thick ness H over a half 
i 
space. The geometry of the model is shown below 
the 1 egend. 
Figure 46. Ampl itude dependence with depth for t he funda-
mental and first higher mode of Rayleigh waves at 
station 27 in the ultrasonic model shown 
schematically in Figure 45. Note the reversal 
of polarity in the higher mode at about H/2 . 
Figure 47. Records for a profile on the ultrasonic model 
(Fig. 45) with the source at the thick end and 
no f i I t e r i n g . The fun d am e n t a I ( MIl) and fir s t 
h i g he r mod e ( M2 I) are I abe 1. e d • 
Fi gure 48. Records for two profiles on the ultrasonic 
model (Fig. 45). The prof i le on the left was 
made with the source at the thin layer end and 
no filtering. The profile on the right was 
made with the source at the thick end and a 
narrow band pass (compare with open band 
records on the same profile in Figure 47). 
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