We present a new model checking algorithm for verifying computation tree logic (CTL) properties. To our knowledge, this is the first CTL model checking algorithm for infinite state systems that can also handle fairness constraints. Our technique is based on using language inference to learn the fixpoints necessary for checking a CTL formula instead of computing them iteratively as is done in traditional model checking. This allows us to analyze infinite or large statespace systems where the traditional iterations may not converge or may take too long to converge. Our procedure is guaranteed to terminate with the correct answer if fixpoints needed for all subformulas of the CTL property are regular. We have extended our Lever tool to use the technique presented in this paper and demonstrate its effectiveness by verifying a number of parametric and integer systems.
INTRODUCTION
Infinite state models often arise as natural abstractions of software systems at the design and modeling stage. There have been two broad approaches to algorithmically verify infinite state systems. The first approach uses ideas like widening [4, 12] and acceleration [3] to approximate (in the case of invariants) the set of reachable states of the system. The second complementary approach that has been proposed recently, is to use machine learning [13, 14, 8] . The idea here is to view the verification problem as a problem where the (unknown) fixpoint set needs to be learnt from examples. The approach has been applied to verify safety properties and ω-regular properties of infinite-state systems.
In this paper, we present a learning based model checking algorithm for infinite state systems with respect to CTL properties. The algorithm presented here is the first CTL model checker (based on machine learning or otherwise) for infinite state systems with fairness constraints; the CTL model checker for infinite state systems reported in [5] did not account for fairness constraints. It is also the first extension of the learning based method to branching-time properties, as all previous applications of learning were confined to linear-time properties. Finally, there is precise characterization of the class of systems for which this model checking algorithm is complete; for every subformula, if the set of states satisfying it form a regular language, then the algorithm presented here is guaranteed to terminate with the right answer.
In order to apply the learning based verification method to CTL, we need to overcome three fundamental challenges. The first is that CTL properties, unlike safety properties, are characterized by nested fixpoints. This means that the set of states satisfying inner subformulas must be identified exactly, before proceeding to the outer fixpoints. This poses a challenge because earlier learning based verification methods only learn an approximation to the actual fixpoint, that allows them to either prove the system to be correct or identify a bug; they do not need to learn the exact set of reachable, safe states. We overcome this challenge by presenting a new characterization of CTL operators in terms of functions with unique fixpoints, which we then can learn.
The next challenge is to adequately take into account the fairness constraints. In the case of finite state systems, this is handled using the observation that it is sufficient to only consider fair computations that are ultimately periodic and looping, i.e., computations that repeatedly execute a sequence of steps that loop to a state. However, for infinite state systems, we also need to consider fair computations that are truly infinite, and not just those that are looping. We generalize ideas that we developed for the verification of ω-regular properties [14] to account for fairness.
Finally, we have implemented this algorithm in our tool Lever, and extensively experimented with the tool on many examples. Since we represent sets of states using DFAs, we use algorithms for learning regular languages that have been investigated in the literature. In order to make them scalable to practical software systems, we make some improvements to these algorithms. First, we combine Rivest and Schapire's idea [11] for processing counterexamples, with the Kearns and Vazirani algorithm [9] to yield a space and time efficient learning algorithm for regular languages. Second, we address the problem that the running time and space of the learning algorithm depends on the size of the alphabet used in encoding the state, which grows exponentially in the number of variables in the system being verified. To mitigate this blowup, we represent the transition relation of the DFA using ordered BDDs; the idea of representing the transition relation of a DFA using BDDs as been explored before in [1] , though in a slightly different context.
A more detailed discussion about the related work along with the proofs of propositions presented in this paper can be found in [15] .
PRELIMINARIES

Kripke Structures and CTL
We use Kripke structures to model software systems. A Kripke structure is a quintuple (S, AP, R, S0, L) where S is a set of (possibly infinite) states, AP is a finite set of atomic propositions, R ⊆ S × S is a (total) transition relation, S0 ⊆ S is a set of initial states and L : S → 2 AP is function that assigns to each state the set of propositions that are true in that state. We restrict ourselves to Kripke structures that are finitely branching, i.e., for any state s, the set {s | R(s, s )} is finite. We will sometimes denote (s1, s2) ∈ R by s1 → s2. A computation starting from state s is a sequence of states s0, s1, . . . such that s0 = s, and si → si+1 for each i.
Kripke structures are sometimes augmented with fairness constraints that hold in the system. Formally, a Fair Kripke structure is (S, AP, R, S0, L, F), where (S, AP, R, S0, L) is a Kripke structure, and F ⊆ S is the set of fair states. A fair computation starting from s is then a computation s0, s1, . . . starting from s that visits the fair states infinitely often, i.e., sj ∈ F for infinitely many j.
Computation Tree Logic (CTL) is a temporal logic, where formulas are built up from atomic propositions, using temporal operators X("next time"), G ("globally"), and U ("until"), and path quantifier E ("for some computation path"). For a formal presentation of the logic's syntax and semantics the reader is refered to [6] .
Learning Framework
We use the framework of active learning [2] , in which the learning algorithm is given access to a knowledgeable teacher who can be queried. The teacher can be thought of as a pair of oracles: a membership oracle and an equivalence oracle. The membership oracle provides answers to queries about whether an example belongs to the concept being learnt or not. The equivalence oracle is a more powerful oracle which answers question about whether a hypothesis proposed by the learning algorithm is indeed equivalent to the concept being learnt. If at some point the learning algorithm's hypothesis is deemed correct by the equivalence oracle then the learning process stops. If on the other hand, the learner submits a hypothesis which is not equivalent to the target concept, the equivalence oracle not only says no, but also provides a counter-example to demonstrate why the hypothesis is wrong. The counter-example is either an example belonging to the hypothesis but not to the target concept, or it is an example belonging to the target concept but not to the submitted hypothesis.
LEARNING TO VERIFY CTL
The classical model checking algorithm ( [6] ) for CTL proceeds by inductively determining the set of all states that satisfy each of the subformulas. For each subformula, the algorithm to determine the set of states satisfying it is determined based on the outermost logic operator. Given a suitable representation for sets of states, ¬f and f1 ∨ f2 correspond to performing the boolean operations of complementation and union on the sets of states satisfying f, f1 and f2. In the case of EX it involves computing predecessors: EX(Z) = {s | ∃s → s and s ∈ Z}.
The most interesting cases are those of EU and EG, which are handled by computing fixpoints. To illustrate the challenges in developing a model checking algorithm for infinitestate systems, let us consider a formula E[true U f ] which is also sometimes written as EF f . The set of states satisfying EF f consists of the states which can reach a state labeled by f . Thus, EF f can be found by starting with a set Z0 consisting of states satisfying f and in the ith iteration adding the states that can reach a state satisfying f in i-steps. Clearly this method of computing the set of states satisfying EF f may not terminate for a system with infinitely many states. As mentioned before, therefore, our idea is to learn this set instead of performing the iterative computation. In order to do this, we have to answer membership and equivalence queries for the set of states satisfying EF f . We do have a weak test for equivalence; if the set hypothesized for EF f changes under backward reachability then it is certainly not the right set. However, even if it does not change under backward reachability, it may be just an overapproximation of EF f (in the case of EGf this can be an underapproximation). For membership queries, the situation is even more difficult; it is unclear how we can answer whether a state s satisfies EF f without solving the original verification problem. The solution is to learn a set with more information from which EF f can be computed and which allows answering membership and equivalence queries. In the case of EF f , one simple way to achieve this is to learn a set X of (s, i) pairs where (s, i) ∈ X means that the state s can reach some state labeled f in i steps. Now, a membership check (s, i) ∈ X involves checking if in i steps a computation from s can reach X, which is an easier problem. Moreover, it can be shown that there is a unique set that does not change under the function Γ(Z) = {(s, j) | ∃s → s and (s , j − 1) ∈ Z} ∪ {(s, 1) | s |= f }. This allows us to answer the equivalence query for EF f exactly.
Using the ideas informally presented above, we can develop a learning based algorithm for CTL, in the absence of fairness constraints. This is formally presented next.
CTL formulas without Fairness
First, let us consider the problem of model checking a Kripke structure that does not have any fairness constraints. As we saw before, ¬, ∨, EX can be handled in a fairly straightforward manner. From [6] , we know that E[f1U f2] is the least fixpoint of the function 
, we can learn the fixpoint of Γ E[f 1 U f 2 ] (Γ EGf ) and then retrieve the desired fixpoint of T . The first challenge is to answer equivalence queries. For this, we have the following proposition.
and Γ EGf has a unique fixpoint.
The above proposition helps us answer equivalence queries as follows. The query asks whether a proposed hypothetical set Z is the same as the fixpoint Z of Γ (Γ could be Γ E[f 1 U f 2 ] or Γ EGf ). Since the fixpoint of Γ is unique, this can be correctly answered by checking if Z itself is a fixpoint, i.e. comparing Z with the image Γ(Z ). It is important to note that in general the fixpoints encountered in CTL verification are not unique; it is due to our construction of Γ that the fixpoint is unique.
The next challenge is to answer a membership query asking if (s, i) is in the fixpoint of Γ E[f 1 U f 2 ] or Γ EGf . The following proposition shows that in order to check if some pair (s, i) is in the fixpoint of Γ E[f 1 U f 2 ] (Γ EGf ) we only need to check the i-fold composition Γ
Proposition 2.
1. Let Z be the fixpoint of In case Z = Z, the learner typically also needs an element in the symmetric difference Z ⊕ Z to make progress. We can obtain such an element using the method in our earlier work [14] which is summarized for Γ E[f 1 U f 2 ] (Z ) (Γ EGf (Z ) can be done in a similar manner) as follows for the different cases possible.
•
in this set. If l = (s, 1) then l ∈ Z, because the only way we can have any (s, 1) in
. In this case, l is in Z and hence in Z ⊕Z. If l = (s, i) for some i > 1, we can check if l ∈ Z using the membership query. If yes, then l is also in Z ⊕ Z and we are done. Otherwise, l ∈ Γ E[f 1 U f 2 ] (Z ) because of the existence of some pair (s , i − 1) ∈ Z . Clearly (s , i − 1) cannot be in Z otherwise (s, i) would have to be in Z. Hence (s , i − 1) ∈ Z ⊕ Z.
From standard fixpoint theory, since Z happens to also be the least fixpoint of
Z and using monotonicity of
Since l is outside the intersection of two prefixpoints, it is not in the least fixpoint Z. Hence, l is in Z ⊕ Z.
Finally, once the learning procedure is done, we need to retrieve the set of states satisfying E[f1 U f2] (resp. EGf ) from fixpoint of Γ E[f 1 U f 2 ] (resp. Γ EGf ). The following proposition addresses this.
Proposition 3.
1. Suppose Z be the fixpoint of
CTL with Fairness Constraints
We are now ready to consider the problem of model checking a Kripke structure that has fairness constraints F. Evaluating CTL formulas with fairness constraints is known to be harder than the case where there are no fairness constraints. As shown in [6] , the problem can be reduced to the following. Let fair denote the set of all states s such that there is a fair computation starting from s. It can be shown that EX(f ) under fairness conditions is equivalent to EX(f ∧ fair) without fairness conditions. Similarly, E[f U g]) under fairness conditions is equivalent to E[f U g ∧ fair ]) without fairness conditions. The set fair can be shown to be the states satisfying EGtrue under the fairness constraint. Therefore, if we can evaluate a formula EGf under fairness constraints, we can compute all other CTL formulas using the method in Section 3.1.
Let us now look at the learning problem for EGf under a fairness constraint F. 
Learning Engine
Go to next level Figure 1 : Verification procedure that there exists a path beginning with the current state on which f holds globally and states in F are encountered infinitely often on this path. The set of all such states Z is the largest set with the following properties: a) all of the states in Z satisfy f , b) for all states s ∈ Z, there is a sequence of states of length one or greater to a state in Z which is also in F such that all states on the path satisfy f . This set can be written as the greatest fixpoint of a function
but we cannot directly use the procedure outlined in the Section 3.1 because each application of the function requires evaluating an EU formula which itself needs a fixpoint computation. However, we can adapt a fixpoint characterization we developed in an earlier work ( [14] ) to EGf .
Intuitively, we associate two counters with each state. Let Z EGf be the fixpoint of Γ fair EGf . A triple (s, i, j) in ZEG means that there exists a path of length j starting from s which encounters at least i + 1 states labeled with F and all states in this path satisfy f . Since this can be checked in finite time, we have a method of answering membership queries. The uniqueness of the fixpoint allows equivalence queries to be answered as before. The proposition also gives us a way to compute EGf from ZEG.
The overall verification procedure is depicted in Figure 1 .
REPRESENTING STATES WITH REGULAR SETS
In the previous section, we presented a general set of conditions under which we can use a learning based approach to verify CTL properties of systems. For a number of systems, the states are encoded as strings over some alphabet and regular languages are used for symbolically representing sets of states. For these systems, the various operations needed for the learning based verification method can be carried out using operations on regular sets (for details, the reader is referred to [15] ). Moreover, for learning regular sets we can use Kearns and Vazirani algorithm [9] which is guaranteed to make only polynomial number of membership and equivalence queries.
The learning based verification procedure is always sound since it computes all CTL subformulas exactly. Further, our algorithm is complete in many cases; for a precise characterization see [15] 
IMPLEMENTATION
We have extended our learning based verification tool Lever [10] with the techniques presented in this paper. We have used Lever to analyze a number of examples taken from the literature on infinite state systems and give a comparison to another popular tool called FAST [7] . The details of this analysis are reported in [15] .
