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rate-control communication system
Michiko Harayama* and Noboru Miyagawa
Abstract: In view of the successful application of deep learning, mainly in the field of image recognition, deep learning
applications are now being explored in the fields of communication and computer networks. In these fields, systems
have been developed by use of proper theoretical calculations and procedures. However, due to the large amount of
data to be processed, proper processing takes time and deviations from the theory sometimes occur due to the
inclusion of uncertain disturbances. Therefore, deep learning or nonlinear approximation by neural networks may be
useful in some cases. We have studied a user datagram protocol (UDP) based rate-control communication system
called the simultaneous multipath communication system (SMPC), which measures throughput by a group of packets
at the destination node and feeds it back to the source node continuously. By comparing the throughput with the
recorded transmission rate, the source node detects congestion on the transmission route and adjusts the packet
transmission interval. However, the throughput fluctuates as packets pass through the route, and if it is fed back
directly, the transmission rate fluctuates greatly, causing the fluctuation of the throughput to become even larger. In
addition, the average throughput becomes even lower. In this study, we tried to stabilize the transmission rate by
incorporating prediction and learning performed by a neural network. The prediction is performed using the
throughput measured by the destination node, and the result is learned so as to generate a stabilizer. A simple moving
average method and a stabilizer using three types of neural networks, namely multilayer perceptrons, recurrent neural
networks, and long short-term memory, were built into the transmission controller of the SMPC. The results showed
that not only fluctuation reduced but also the average throughput improved. Together, the results demonstrated that
deep learning can be used to predict and output stable values from data with complicated time fluctuations that are
difficultly analyzed.
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Introduction

These days, the Internet has become a social
infrastructure that supports the activities of people
around the world. As a result, heavy traffic caused by
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the streaming of movies, online conferences, and so on,
is increasing, and applications are becoming more
diverse. Therefore, a new communication protocol
needs to be developed. For example, in order to make
better use of communication in the IoT, research on
highly reliable and high-throughput protocols is under
way, based on the user datagram protocol (UDP)
instead of the transmission control protocol (TCP)[1−3].
In addition, multipath communication protocols that
transfer large files without interference from crosstraffic are also being researched[4, 5]. In this laboratory,
we have been studying a communication method called
simultaneous multipath communication (SMPC)[6, 7]
with the goals of improving communication
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performance and reducing the load on network
resources. SMPC is a UDP-based data communication
system that maintains a high-flow bandwidth by
distributing it over multiple paths. In order to distribute
the bandwidth properly, the most desirable information
is the available bandwidth in each path. In addition,
SMPC measures the throughput by a packet group at
the destination node and notifies the source node. The
transmission rate is adjusted based on that, and the
congestion of each route is eliminated. SMPC also
controls the slow start function, packet retransmission,
and so on. However, since the throughput measured at
the destination node fluctuates greatly, the fluctuation
of the transmission rate also becomes large if the
source node determines the transmission rate based on
the throughput. Therefore, it is necessary to incorporate
a stabilization mechanism into the transmission rate
control in order to suppress the fluctuation of the
SMPC transmission rate.
On the other hand, deep learning is currently
attracting attention in various fields. The core of deep
learning technology is a neural network (NN)
conventionally centered on multilayer perceptrons
(MLPs). The main application field is image
recognition and identification, but there have also been
studies on recurrent NNs (RNNs), long short-term
memory (LSTM), and convolutional NNs (CNNs), all
of which model the mechanisms of feature extraction
in the visual cortex. In addition, NNs can be used not
only to recognize but also to predict time-series data[8],
and methods of predicting stock prices using LSTM
and CNNs have been proposed[9−11].
The use of deep learning is also being explored in the
field of network communication. Fadlullah et al.[12] has
proposed a routing control method using deep learning.
In general, the optimal route search has been performed
by solving algorithms, and the communication route is
determined according to the routing protocol based on
the algorithms, but this involves a large amount of
calculation, which takes time. It was found that
parameters such as average delay time and packet loss
rate were improved in comparison to open shortest path
first (OSPF) by deep learning to obtain the
communication path. Osanai et al.[13] used an RNN to
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predict network traffic fluctuations. In the field of
machinery, Cheon et al.[14] announced a control method
using deep learning. This replaces the proportionalintegral-differential (PID) control for moving a motor
with a controller that has been learned through deep
learning. The effectiveness of stabilization with NNs
has been shown in other mechanical research fields,
such as tracking control of mobile robots[15] and
industrial robot manipulators[16] as well as stabilization
of hydropower-unit oscillations[17], the sprung mass
position of the quarter car electrohydraulic active
suspension[18], and the airgap of a nonlinear maglev
vehicle[19].
Even in the field of computer communication
designed by deterministic consideration, attempts have
been made to seek the usefulness of deep learning.
However, it is not clear how to apply the deep learning
method to each conventional problem solved by
deterministic methods in the computer field
conventionally. In this study, therefore, we also tried to
generate a communication stabilizer for SMPC using
the deep learning method.

2

Overview of SMPC

SMPC is a communication method we have been
investigating to facilitate the smooth communication of
large volumes of data[1]. When transmitted by TCP
communication, such a data flow causes congestion in
the communication path and interferes with other
communication. Therefore, we propose the distribution
of one flow over multiple paths. This prevents the
communication performance of the flow from
deteriorating and prevents the flow from occupying the
communication
path
and
rejecting
other
communication. SMPC determines the packet
transmission rate for each path and appropriately
distributes the bandwidth. Since window control such
as TCP cannot finely adjust the transmission rate, the
packet transmission interval is set and transmission is
performed using UDP. The destination node measures
the communication throughput by a packet group,
stores the information in a packet, and returns it to the
source node. In SMPC, this return packet is called
Train ACKnowledgment (TACK). The source node
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Table 1

determines the congestion state of each communication
path based on the throughput measured on the
destination node, and the source node controls the
transmission rate by adjusting the data packet
transmission interval.
Although a main feature of SMPC is multipath
communication, in this paper we focus on single-path
transmission in order to stabilize communication.
Figure 1 shows the SMPC transmission rate control. N
data packets (data size S ) are transmitted continuously
from the source node at a sending rate r s. These
consecutive packets are called trains, and each packet
has a train ID. Upon receiving one train’s worth of
packets, the destination node calculates the receiving
rate rr by Eq. (1):
rr = (M − 1)S /(T r2 − T r1 )

Source node Destination node

Packet train
Check
congestion
status and
renew rs

Measure throughput rr
per every train
and feedback rr
to the source node
TACK
TACK
Time
TACK

Fig. 1

Throughput (Mbps)
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90
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70
60
50
40
30
20
10
0

0

Measurement and feedback of throughput in SMPC.

0.5

Congestion control of SMPC.

Fig. 2

r′s

Condition
(informed by TACK)

r s − ∆r

r s  rr

r s + ∆r

r s < rr

r s − ∆r

r s > rr

rr − ∆r

1.0

1.5 2.0
Time (s)

Stage 1:
Slow start

(1)

where M is the received packet count, T r1 is the train’s
first packet arrival time, and T r2 is the last packet’s
arrival time. The destination node sends rr , the received
train ID, and the other information of received packets
in a TACK packet, then sends them back to the source.
When the source node receives the TACK sent by the
destination node, it compares r s and rr and decides new
sending rate r′s with the SMPC congestion control.
Based on the relationship between rr and r s, the
congestion situation is classified and the transmission
rate is updated to r′s as in Table 1.
Figure 2 shows the time change of the SMPC
throughput observed at our experimental network. The
throughput gradually increases due to the slow start
function. When it reaches the maximum, it starts
fluctuating between 60 Mbps and 90 Mbps. This is the
Packet's sending
rate rs

Status
Packet loss
Normal
Recovery
SDelay
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2.5

3.0

3.5

Stage 2:
Maintransmission

Fluctuation of SMPC throughput.

case without any cross-traffic, but when cross-traffic
does flow in, the throughput decreases due to the
congestion control.

3

Proposal:
throughput

Stabilizer

for

SMPC

A smoothing filter is often used as a stabilization
technique to suppress data fluctuations that occur over
time. In the case of the five-point moving average
method, the output rate r′ (t) is calculated by Eq. (2):
r′ (t) = (1/5)

∑5
i=1

r(t − i)

(2)

However, when r (t) shifts with time, such
stabilization not only suppresses fluctuation but also
influences on the shift level of r (t). r′ (t) should be
estimated by finding an approximate function of the
past r (t) with respect to time. In this study, we propose
predicting this using deep learning. The upper graph in
Fig. 3 shows the predictions made in this study. First,
the time and the transmission rate at that time are
measured. These measurements are used to make
predictions in two phases. In the learning phase, the
NN learns the past five times and the transmission rates
as teacher data. After the learning, the next time is
input, and the output of the NN is regarded as the
prediction rate. This is done for all measurement data,

Intelligent and Converged Networks, 2021, 2(3): 205−212

Sending rate

208

rt−5 rt−4

rt−3

rt−2 rt−1 r't
Time

t−5 t−4 t−3 t−2 t−1

t

Learning
rt−5, rt−4, rt−3, rt−2, rt−1

t−5, t−4, t−3, t−2, t−1

Prediction
r't

t

Fig. 3

Prediction of transmission rate.

and the four transmission rates used as teacher data and
the prediction rate are combined and saved.
Next, Fig. 4 shows how learning is performed using
a three-layer MLP that performs NN learning using the
saved transmission rate as input data and the predicted
rate as teacher data. This is an MLP with 5 input layer
nodes, 10 hidden layer nodes, and 1 output layer node.
The weights and biases after learning are stored so as
to be incorporated in the transmission node of the real
machine.

4

Experimental system

SMPC is a multipath communication method with a
bandwidth distribution mechanism. The objective of
this study, however, is to verify whether variations in
the packet transmission rate can be suppressed by a
stabilizer with NN. Therefore, in this study, we
conducted a single-pass experiment without the

Learning

Input
rt−5
rt−4
rt−3
rt−2
rt−1

3-Layered NN (5-3-1)
Output
r't

bandwidth allocation function.
In order to incorporate the stabilizing function into
the SMPC, we introduce our MLP stabilizer into the
control module in the SMPC program for the
transmitting node. After the transmission rate is
controlled based on the information fed back from the
destination node, the MLP stabilizes the transmission
rate, as shown in Fig. 5 . The structure of the MLP is
the same as that of the MLP for learning, and the
weight and bias are identical to the values saved after
learning. In this research, three NNs-the MLP, RNN,
and LSTM-are used to make predictions using the
Python 3.6.3, tensorflow 1.15.0, and keras 2.2.4
libraries. Each prediction result was learned by an
MLP, and the resulting weights and biases after
learning were saved.
Figure 6 shows the experimental network. The
source S and the destination node D were FreeBSD 4.1
PCs, the relay node was a Raspberry Pi3 model B/Arch
Linux, and the router was a Yamaha RTX-3000. A
three-layer MLP stabilizer program was created in C
and incorporated into the SMPC program.
After the weights and biases learned by MLP, RNN,
and LSTM were copied to the stabilizer NN,
communication experiments were performed under the
following conditions: the packet payload size was 1 024
bytes and the train size packets were sent as 25 MB
Source node
rs Sending data packet

Sender
module

Destination
node

r's
rr
Congestion
controller

Weights
and
biases

Fig. 5
Source
node

TACK

Stabilizer

Incorporation of proposed stabilizer in SMPC.
Relay
node

R

Relay
node

R

Relay
node

Destination
node

Source node: Pentium/FreeBSD 4.1/
SMPC controller, sender, stabilizer
Weights and biases

Fig. 4

Stabilization with MLP.

R (router):

Yamaha RX3000

Relay node:

RaspberryPi3: SMPC receiver

Fig. 6

Experimental network.
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text data. The experiment was performed five times,
and the average throughput and its standard deviation
were calculated. However, after the communication
started, the throughput was divided into two stages: up
to 5 seconds after the increase in throughput and
thereafter. The fluctuation of the throughput was
observed.
In order to investigate the effect of stabilization in
the absence of a stabilization mechanism, the standard
deviation of the throughput in each of the two stages
was calculated for the moving average, MLP, RNN,
and LSTM. However, for stage 1, where the throughput
increased, the deviation for every five points was
obtained and compared.

5

Experimental results

In the incorporation of NN, weights and biases after
learning were needed. In the MLP used this time, the
weights from the input layer to the hidden layer, biases
from the input layer to the hidden layer, weights from
the hidden layer to the output layer, and biases from the
hidden layer to the output layer were determined.
Table 2 shows the weights and biases after learning
Table 2
Parameter

O
Bho

−4.696 60
42.013 79

100
90
80
70
60
50
40
30
20
10
0

determined using the predicted values of MLP, RNN,
and LSTM. Here, I is the input layer, H is the middle
layer, O is the output layer, and B is the bias. Also, for
example, Bih is the bias in calculating the output from
the input layer to the hidden layer and Bho is the bias
from the hidden layer to the output layer.
Figure 7 shows the throughput observed in a
communication experiment. Figure 7a shows the result
obtained by the moving average method and Fig. 7b is
the result obtained by introducing the stabilizer by the
proposed method. In both Figs. 7a and 7b , the
fluctuation range of the throughput is smaller than that
obtained without stabilization, as shown in Fig. 2.
In order to quantitatively compare the fluctuation
ranges, the standard deviation was calculated for stage
1 and stage 2. However, because the throughput in
stage 1 increased, the average of the standard deviation
of five consecutive points was calculated. Figure 8
shows the standard deviation (SD) when the stabilizer
was introduced, with the standard deviation when the
stabilizer was not introduced given as 1.
Stabilizers obtained from predictions made using the
moving average, MLP, RNN, and LSTM were

Learned parameters of stabilizer neural network.

−0.029 89
−0.041 98
−0.012 78
−0.032 41
−0.061 30

0.025 806
0.035 838
0.014 112
0.027 393
0.053 122

12.042 60
12.221 33
−10.811 40 −11.915 80
40.485 634

−10.383 00
29.387 67

RNN
H
0.022 930
0.022 242
0.033 657
0.035 162
0.034 049
−6.019 07
28.426 62
27.139 341

Throughput (Mbps)

Bih

Throughput (Mbps)

I

0.017 469
0.018 528
0.023 783
0.026 225
0.029 000

MLP
H
−0.029 66
−0.041 48
−0.012 85
−0.032 31
−0.059 89

0

0.5

1.0

1.5 2.0 2.5 3.0
Time (s)
(a) Moving average method

Fig. 7
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0

−0.059 90
−0.007 37
−0.090 89
−0.023 45
−0.068 16

0.021 853
0.027 308
0.027 254
0.040 152
0.045 532

4.959 404
−16.127 8

−4.944 79
29.533 58

0.5

1.0

LSTM
H
0.029 567
0.033 341
0.046 296
0.028 960
−0.003 61

−8.097 35 9.796 071
29.604 97 −11.127 80
26.589 25

1.5 2.0 2.5
Time (s)
(b) Proposed method

Effect of stabilizer on throughput fluctuation.
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0.078 832
0.001 308
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Comparison of standard deviations.

compared. In stage 1, the effect of the stabilizer
obtained using NNs was higher than that obtained
using the moving average, and LSTM was the most
effective. However, in stage 2, MLP showed the
highest stabilizing effect, and RNN and LSTM showed
lower stabilizing effects than the moving average. As
shown in Fig. 9 , the average throughput of stage 2
increased as a result of stabilization and was highest in
the case of MLP.

6

Discussion

Unlike TCP, SMPC is a communication method that
controls the transmission rate by feeding back the
instantaneous communication throughput observed at
the destination node to the source node. However, even
if the packet is transmitted from the source node at a
constant rate, the delay of each packet fluctuates while
passing through the router. Therefore, the
communication throughput that is fed back fluctuates
greatly, and if the transmission rate is controlled on the
feedback rate, it fluctuates more, and thus the
communication throughput becomes unstable. The
Internet has a long communication route, and there are
Average throughput (Mbps)

83
81.18

81
80

81.31 81.18

79.87

79
78
0

Fig. 9

82.04

82

NONE MA

MLP RNN LSTM

Effects of stabilizer on average throughputs.

many routers along with it. Packets can pass smoothly
in some cases, but in others they cannot pass due to
congestion. It is to be expected that the throughput
measured on the receiving side fluctuates because the
network situation changes every moment. Therefore,
the stabilization of the transmission rate is
indispensable for a feedback-based method like SMPC.
Stabilization using NN learning was more effective
than the simple moving average method. The effect,
however, differed depending on the type of NN, and
the tendency also differed between stage 1 and stage 2.
Although the throughput gradually increased in stage 1,
the effect of the learning of time-series data increased
in the order of MLP, RNN, and LSTM. On the other
hand, in stage 2, the effect of MLP was the highest.
This stage involves communication without any timeseries tendency and the fluctuation is just large.
However, RNN and LSTM memorize the past large
fluctuation tendencies, so they could not stabilize the
throughput.
In an NN, output data can be calculated quickly from
input data, but learning takes time. Since real-time
prediction of the fed-back observation data cannot
follow the updating of the transmission rate, in this
study the prediction and learning were performed
separately, with the data observed in advance, and a
ballast that only outputs data was incorporated.
However, if it is possible to learn the fluctuation of the
communication throughput in real-time and directly
apply the rate control based on it, communication may
be controlled more stably.
In this research, the stabilization also has the
advantage of increasing the average throughput. SMPC
increases the transmission rate when the received rate
is almost the same as the transmitted rate, but if the
received rate is lower than the transmitted rate, it
judges that congestion has occurred in the path and
lowers the transmission rate. The received rate
sometimes is higher than the transmitted rate when
packets accumulate and then burst at a router on the
path. In this case, SMPC also lowers the transmission
rate. When the fluctuation of the received rate is large,
the SMPC has less chance of increasing the
transmission rate, so the average throughput becomes
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low. In contrast, the stabilizer controlled the congestion
appropriately, resulting in a higher average throughput.
It is considered that the average throughput was kept
high because the transmission rate fluctuated less due
to stabilization, even when a low throughput was fed
back.
Currently, new transport layer protocols are being
studied to replace TCP to cope with diversified
applications[20−22]. The method using deep learning
described in this paper will be useful to control the
communication rate. As the overall traffic on the
Internet continues to grow, traffic measurement is also
becoming an important topic[23, 24] . Deep learning
methods are also applied to these measurements[25] as
well.

7

Conclusion

SMPC is a UDP-based communication system that has
a mechanism with which to adjust the packet
transmission rate based on the feedback of the
throughput measured on the destination node to the
source node. In this study, we proposed that the
fluctuation of the communication speed due to SMPC
feedback can be stabilized using prediction and
learning by NNs. MLP, RNN, and LSTM learned the
trend of the throughput measured in advance to obtain
a predicted value, which was then learned by MLP and
incorporated into the transmission controller. When
compared with the stabilization achieved by the simple
moving average method, the proposed method was able
to suppress the throughput fluctuation to a finer degree
than the stabilization by the moving average method,
and the average throughput was improved.
This stabilization mechanism by NNs is not limited
to the stabilization of SMPC applied in this study. It
has been shown that deep learning can be used to
predict from data with time variation and to output a
stable value. In this research, the learning and output
were performed separately, but it is possible to perform
real-time prediction and learning based on the observed
data in the transmission system. As a result, it is
possible to achieve a learning-type stabilizer in which
the performance of the stabilizer improves with
learning.
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