Abstract-Different from focused texts present in natural images, which are captured with user's intention and intervention, incidental texts usually exhibit much more diversity, variability and complexity, thus posing significant difficulties and challenges for scene text detection and recognition algorithms. The ICDAR 2015 Robust Reading Competition Challenge 4 was launched to assess the performance of existing scene text detection and recognition methods on incidental texts as well as to stimulate novel ideas and solutions. This report is dedicated to briefly introduce our strategies for this challenging problem and compare them with prior arts in this field.
I. INTRODUCTION
In the past few years, scene text detection and recognition have drawn much interest and concern from both the computer vision community and document analysis community, and numerous inspiring ideas and effective approaches have been proposed [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] to tackle these problems.
Though considerable progresses have been made by the aforementioned methods, it is still not clear that how these algorithms perform on incidental texts instead of focused texts. Incidental texts mean that texts appeared in natural images are captured without user's prior preference or intention and thus bear much more complexities and difficulties, such as blur, usual layout, non-uniform illumination, low resolution in addition to cluttered background.
The organizers of the ICDAR 2015 Robust Reading Competition Challenge 4 [11] therefore prepared this contest to evaluate the performance of existing algorithms that were originally designed for focused texts as well as to stimulate new insights and ideas.
To tackle this challenging problem, we propose in this paper ideas and solutions that are both novel and effective. The experiments and comparisons on the ICDAR 2015 dataset evidently verify the effectiveness of the proposed strategies.
II. DATASET AND COMPETITION
The ICDAR 2015 dataset 1 is from the Challenge 4 (Incidental Scene Text challenge) of the ICDAR 2015 Robust Reading Competition [11] . The dataset includes 1500 natural images in total, which are acquired using Google Glass.
1 http://rrc.cvc.uab.es/?ch=4&com=downloads Different from the images from the previous ICDAR competitions [12] , [13] , [14] , in which the texts are well positioned and focused, the images from ICDAR 2015 are taken in an arbitrary or insouciance way, so the texts are usually skewed or blurred.
There are three tasks, namely Text Localization (Task 4.1), Word Recognition (Task 4.3) and End-to-End Recognition (Task 4.4), based on this benchmark. For details of the tasks, evaluations protocols and accuracies of the participating methods, refer to [11] .
III. PROPOSED STRATEGIES
In this section, we will briefly describe the main ideas and work flows of the proposed strategies for text detection, word recognition and end-to-end recognition, respectively.
A. Text Detection
Most of the existing text detection systems [1] , [15] , [2] , [16] , [17] , [9] , [18] detect text within local regions, typically through extracting character, word or line level candidates followed by candidate aggregation and false positive elimination, which potentially ignore the effect of wide-scope and long-range contextual cues in the scene. In this work, we explore an alternative approach and propose to localize text in a holistic manner, by casting scene text detection as a semantic segmentation problem.
Specifically, we train a Fully Convolutional Networks (FCN) [19] to perform per-pixel prediction on the probability of text regions ( 
B. Word Recognition
Word recognition is accomplished by training a combined model containing convolutional layers, and Long Short-Term Memory (LSTM) [20] based Recurrent Neural Network (RNN) layers and a Connectionist Temporal Classification (CTC) [21] layer, followed by a dictionary based error correction (Fig. 2) .
C. End-to-End Recognition
The method for end-to-end recognition is simply a combination the above two strategies. This combination has proven to be promising (see Sec. IV foe details).
IV. EXPERIMENTS AND COMPARISONS
In this section, we will present the performances of the proposed strategies on the three tasks and compare them with the previous methods that have been evaluated on the ICDAR 2015 benchmark. All the results shown in this section can be also found on the homepage 2 of the ICDAR 2015 Robust Reading Competition Challenge 4.
A. Text Localization (Task 4.1)
The text detection performance of the proposed method (denoted as Megvii-Image++) as well as other competing methods on the Text Localization task are shown in Tab. I. The proposed method achieves the highest recall (0.5696) and the second highest precision (0.724). Specifically, the F-measure of the proposed algorithm is significantly better than that of previous state-of-the-art (0.6376 vs. 0.4984). This confirms the effectiveness and advantage of the proposed approach.
Regarding running time, it takes the proposed text detection method about 20s to process a 640x480 image on CPU and 1s on GPU (no parallelization or multithread).
B. Word Recognition (Task 4.3)
Tab. II depicts the word recognition accuracies of our method and other participants on the Word Recognition task. As can be seen, our method substantially advances the state-ofthe-art performance by nearly halving the Total Edit Distance (T.E.D.) and doubling the ratio of Correctly Recognized Words (C.R.W.). For the case insensitive settings, the superiority of the proposed method over other competitors is also obvious.
To further verify the effectiveness of the proposed strategy for word recognition, we also evaluated it on the test set o from the Word Recognition task of ICDAR 2013. As can be seen from Tab. III, the proposed method for word recognition outperforms the previous state-of-the-art algorithm PhotoOCR [7] as well as other competitors, in all metrics.
C. End-to-End Recognition (Task 4.4)
The end-to-end recognition performances of different methods on the End-to-End Recognition task are demonstrated in Tab. IV. For the Strongly Contextualised setting, the proposed method achieves the best F-measure (0.4674) and the second best in recall (0.3938). For the Weakly Contextualised and Generic settings, which are more close to real-world applications and more realistic, the proposed strategy obtains overwhelmingly superior accuracies than the existing methods, almost doubling all the metrics (precision=0.4919, recall= 0.337, F-measure=0.4 for the Weakly Contextualised setting and precision=0.4041, recall= 0.2768, F-measure=0.3286 for the Generic setting).
We have also assessed the proposed system on the dataset of the ICDAR 2015 Robust Reading Competition Challenge 1 (Born-Digital). The end-to-end recognition performances of different algorithms on the End-to-End Recognition task are demonstrated in Tab. V. As can be observed, on the dataset of Challenge 1, where all the text are born-digital, the proposed method achieves state-of-the-art performance as well.
Overall, the significantly improved performances on the three tasks evidently prove the effectiveness and superiority of the proposed strategies.
V. CONCLUSIONS
In this paper, we have presented our strategies for incidental text detection and recognition in natural scene images. The strategies introduce novel insights on the problem and exploit the power of deep learning [30] . The experiments on the 
