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Introduction
Les cate´gories de foncteurs entre A-modules permettent d’exprimer comme groupes
d’extensions certaines the´ories cohomologiques, telles la cohomologie de MacLane [McL2,
JP], la cohomologie de Hochschild topologique [Bo, PW], la K-the´orie stable, ou la coho-
mologie des groupes alge´briques. Dans le cas A = Fp, ces cate´gories sont e´galement lie´es
aux modules instables sur l’alge`bre de Steenrod (voir, par exemple, [Sc]). Cette approche
a permis de nombreux calculs ([FFSS], pour une re´fe´rence re´cente).
Pour l’e´tude de ces cate´gories on de´finit le degre´ polynoˆmial d’un foncteur. Cette
notion produit une filtration de la cate´gorie de tous les foncteurs par les sous-cate´gories
de foncteurs polynoˆmiaux de degre´ infe´rieur ou` e´gal a` n. Celles-ci ve´rifient des conditions
de “recollement”, qui ont de´ja` e´te´ utilise´es pour l’e´tude des foncteurs simples.
Dans la suite, on s’inte´resse a` l’approximation, sous forme de localisation, d’un foncteur
par une suite de foncteurs “polynomiaux a` homotopie pre`s”, selon les ide´es introduites par
J. Smith. Ces ide´es ont e´te´ utilise´es dans [FS] pour obtenir un the´ore`me de dualite´.
On conside`re d’abord une cate´gorie abe´lienne (localement petite) A posse´dant assez de
projectifs, et B une sous-cate´gorie colocalisante telle que A/B posse`de assez de projectifs.
La cate´gorie B est une sous-cate´gorie e´paisse de A et le foncteur quotient T posse`de un
adjoint a` gauche G :
B - A ﬀ
G
T
- A/B
Apre`s prolongement simplicial, la paire (G,T ) induit une adjonction entre cate´gories ho-
motopiques :
Ho(sA) ﬀ
L(G)
T˜
- Ho(s(A/B))
telle que l’unite´ de l’adjonction : Id −→ (T˜ ◦L(G)) soit un isomorphisme. On appelle hB
la classe des morphismes induisant un isomorphisme via les foncteurs [−,ΣqB], ou` q ∈ N
et B ∈ B. Une hB-acyclisation A(X) −→ X de X est un morphisme terminal parmi
les morphismes de but X et de source un objet annule´ par les foncteurs [−,ΣqB]. Une
hB-localisation X −→ L(X) de X est un morphisme terminal parmi les morphismes de
hB et de source X. On ve´rifie : (cf. the´ore`me 1.1.6, p.11)
The´ore`me 0.0.1 La co-unite´ d’adjonction : (L(G) ◦ T˜ ) −→ Id est la hB-acyclisation
(A,θ).
Il existe une hB-localisation (L,η), et on a, pour tout X ∈ sA, une suite de cofibration :
A(X) −→ X −→L(X). De plus, L est hB-local si et seulement si pi∗(L) ∈ B.
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Si la cate´gorie A est une cate´gorie de Grothendieck posse`dant un ensemble de petits
ge´ne´rateurs projectifs, la hB-localistion s’inscrit dans le cadre d’une structure de cate´gorie
de mode`le, avec les de´finitions suivantes. On appelle hB-e´quivalence faible (resp. hB-
cofibration) un morphisme de sA appartenant a` hB (resp. une cofibration) et hB-fibration
un morphisme ayant la proprie´te´ de rele`vement a` droite par rapport a` toute cofibration
de hB. On montre alors : (cf. the´ore`me 1.2.8, p.16)
The´ore`me 0.0.2 La cate´gorie sA et les classes de hB-e´quivalences faibles, hB-cofibrations,
et hB-fibrations de´finies ci-dessus constituent une cate´gorie de mode`le ferme´.
On applique ensuite ces remarques a` la cate´gorie F des foncteurs de source une petite
cate´gorie additive E et de but la cate´gorie des A-modules.
Soit F ′(n) la cate´gorie des foncteurs a` n variables, nuls de`s qu’une variable est nulle.
La restriction du foncteur diagonale : ∆∗n : F ′(n) −→ F posse`de un adjoint a` gauche et
a` droite : crn : F −→ F ′(n), appele´ n-ie`me de´viation (ou cross-effect). Les foncteurs crn
mesurent le de´faut d’additivite´ des foncteurs de F . Un foncteur F ∈ F est dit polynoˆmial
de degre´ infe´rieur ou e´gal a` n si crn+1(F ) = 0, et on note Fn la sous-cate´gorie de F forme´e
de ces foncteurs.
La filtration F0 ⊂ F1 ⊂ ... ⊂ Fn−1 ⊂ Fn ⊂ Fn+1 ⊂ ... ⊂ F induit une tour de
localisation :
Fn+1(X) Fn(X) F1(X)
↓ ↓ ↓
X −→ ... Ln+1(X) −→ Ln(X) −→ Ln−1(X) ... L1(X) −→ L0(X)
ou`
Fn = An−1 ◦Ln
et
Fn(X) −→Ln(X) −→Ln−1(X)
est une suite de cofibration.
Pour e´tudier les fibres de localisationsFn, on utilise les foncteurs syme´triques, c’est-a`-
dire a` valeur invariante par permutation des variables. On peut voir les foncteurs syme´triques
comme les alge`bres sur la monade Sym de F ′(n) de´finie par :
Sym(G)(V1, ..., Vn) =
⊕
Σn
G(Vσ(1), ..., Vσ(n))
ou` Σn de´signe le n-ie`me groupe syme´trique, et (V1, ..., Vn) ∈ En. On note S ′(n) la cate´gorie
des Sym-alge`bres, et S ′(n)n la sous-cate´gorie des foncteurs line´aires en chaque variable.
La n-ie`me de´viation crn est a` valeur dans S ′(n). D’autre part, la diagonale ∆∗n(G) d’un
foncteur syme´trique G est munie d’une action de Σn. En notant Sn le foncteur :
ColimΣn ◦∆∗n : S ′(n) → FΣn → F
on a une adjonction :
Ho(sF) ﬀ
L(Sn)
˜crn
- Ho(sS ′(n))
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Par ailleurs, il existe une multiline´arisation homotopique (hS ′(n)n -localisation), note´eMn,
dans Ho(sS ′(n)). Avec ceci, on peut donner une description de la n-ie`me fibre de localisa-
tions, obtenue par B. Johnson et R. McCarthy [JMcC2] : (cf. the´ore`me 2.3.5, p.34)
The´ore`me 0.0.3 Pour tout F dans sF , la fibre de localisation Fn(F ) est naturellement
isomorphe au foncteur obtenu en prenant les co-invariants homotopiques de la multi-
line´arisation homotopique de la n-ie`me de´viation de F :
Fn(F )(V ) ' (Mn(F(n))(V, ..., V ))hΣn .
La cate´gorie des n-ie`mes fibres de localisations, i.e. : des objets hFn-locaux et hFn−1-
acycliques de Ho(sF), est e´quivalente a` celle des hS ′(n)n -locaux de Ho(sS ′(n)).
On suppose de´sormais que l’anneau A est commutatif et que E est la cate´gorie des A-
modules libre de rang fini. La cate´gorie des foncteurs syme´triques multiline´aires S ′(n)n est
alors e´quivalente a` la cate´gorie des A[Σn]-modulesModΣn . On peut exprimer la cate´gorie
des n-ie`mes fibres de localisations comme cate´gorie homotopique de modules simpliciaux
sur un anneau simplicial deModΣn .
Soit Q(n) un mode`le cofibrant de la hS ′(n)n -localisation du foncteur :
P¯n : (V1, ..., Vn) 7→ P¯ (V1)⊗ ...⊗ P¯ (Vn)
ou` P¯ de´signe le foncteur “ide´al d’augmentation” A˜[−] de F . PourQ(1), on peut par exemple
choisir la construction cubique de MacLane [McL]. L’espace fonctionnel Map(−,−) de
sF ′(n) permet de de´finir un foncteur :
M(n) =Map(Q(n),−) : sS ′(n) −→ sModΣn(R(n))
avec R(n) =Map(Q(n), Q(n)). Ce foncteur posse`de un adjoint a` gauche T (n), et on ve´rifie :
(cf. the´ore`me 3.3.5, p.43)
The´ore`me 0.0.4 L’adjonction :
Ho(sModΣn(R(n))) ﬀ
L(T (n))
M˜(n)
- Ho(sS ′(n))
se restreint en une e´quivalence de la cate´gorie des multiline´aires homotopiques de Ho(sS ′(n))
avec la cate´gorie Ho(sModΣn(R(n))).
La cate´gorie des n-ie`mes fibres de localisations est donc e´quivalente a`Ho(sModΣn(R(n))).
La structure explicite des anneaux simpliciaux R(n) n’est pas connue. Ne´anmoins dans
le cas A = Fp, les groupes d’homotopie ont e´te´ calcule´s. Un re´sultat de J. Smith montre
que l’alge`bre pi∗(R(1)) est isomorphe a` A∗, l’alge`bre duale de l’alge`bre de Steenrod. On
peut alors ve´rifier que pi∗(R(n)) est isomorphe a` l’alge`bre A⊗n∗ , ou` Σn agit par permutation
des facteurs.
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Chapitre 1
Sous-cate´gorie colocalisante et
localisation homotopique
Les premiers paragraphes sont des rappels sur la notion de localisation, en particulier
dans les cate´gories abe´liennes. Le but de la premie`re section est de ve´rifier l’existence de cer-
taines localisations et acyclisations dans la cate´gorie homotopique associe´e a` une cate´gorie
abe´lienne. La deuxie`me section indique que, sous certaines conditions, on a e´galement une
structure de cate´gorie de mode`le ferme´e, ou` les e´quivalences faibles sont les morphismes
localisants de la premie`re section. La troisie`me section de´crit la construction d’une suite
spectrale a` partir de la tour de localisations produite par une suite de sous-cate´gories co-
localisantes. Enfin, la quatrie`me section signale comment la localisation peut eˆtre utilise´e
pour la ve´rification de certaines dualite´s entre groupes d’extensions.
1.1 Localisation
1.1.1 Localisation relativement a` une classe de morphisme
Soit C une cate´gorie et W une classe de morphisme de C.
De´finitions : Un objet L ∈ C est dit W-local si tout morphisme X → Y de W induit un
isomorphisme Hom(Y, L) ∼→ Hom(X,L).
Un objet C ∈ C est dit W-colocal si tout morphisme X → Y de W induit un isomor-
phisme Hom(C,X) ∼→ Hom(C, Y ).
Une localisation d’un objet X ∈ C est la donne´e d’un morphisme X → L de W ou` L
est W-local.
Une colocalisation d’un objet X ∈ C est la donne´e d’un morphisme C → X de W ou`
C est W-colocal.
Une monade (resp. comonade) idempotente (E, η) [A, B1] est constitue´e d’un foncteur
E : C → C et d’une transformation naturelle η : IdC → E (resp. η : E → IdC) tels que :
Eη = ηE : E → E2 (resp. Eη = ηE : E2 → E).
Comme il est indique´ dans [B1], la donne´e d’une localisation (resp. colocalisation) pour
tout objet de C est e´quivalente a` la donne´e d’un foncteur localisation (resp. colocalisation),
c’est a` dire une monade (resp. comonade) idempotente (E, η) telle que, pour tout objet
X de C : ηX ∈ W et E(X) W-local (resp. W-colocal).
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1.1.2 Localisation et colocalisation dans une cate´gorie abe´lienne
Il s’agit de rappels de de´finitions et re´sultats ([G, Ch.3] ou [P, Ch.4]) concernant les
situations localisantes et colocalisantes dans une cate´gorie abe´lienne.
Dans toute la suite, les cate´gories abe´liennes seront suppose´es localement petites, i.e. :
pour chaque objet, la classe des sous-objets forme un ensemble.
De´finition : Soient A une cate´gorie abelienne, B une sous-cate´gorie e´paisse de A. On dit
que B est localisante (resp. colocalisante) si le foncteur passage au quotient : T : A → A/B
posse`de un adjoint a` droite, note´ R (resp. a` gauche, note´ S).
Dans [G, p.371], il est montre´ que le foncteur R est alors section de T , au sens ou` la
co-unite´ d’adjonction est un isomorphime, si bien que l’unite´ : u : IdC → R ◦ T constitue
une monade idempotente. C’est une localisation relative a` la classe WB des morphismes
ayant noyau et conoyau dans B. On appelle B-isomorphisme les morphismes de WB.
Les propositions suivantes donnent des caracte´risations des sous-cate´gories localisantes.
La premie`re sera utilise´e dans le chapitre suivant.
Proposition 1.1.1 [G, p.372] Soit B une sous-cate´gorie e´paisse d’une cate´gorie abe´lienne
A. Les propositions suivantes sont e´quivalentes :
(i) B est une sous-cate´gorie localisante de A
(ii) Tout objet A de A contient un sous-objet maximal parmi les sous-objets de A
appartenant a` B ; de plus, si tout sous-objet de A appartenant a` B est nul, il existe un
monomorphisme de A dans un objet B-local. 2
Proposition 1.1.2 [P, p.182] Soit B une sous-cate´gorie e´paisse d’une cate´gorie abe´lienne
A posse´dant des enveloppes injectives. Les propositions suivantes sont e´quivalentes :
(i) B est une sous-cate´gorie localisante de A
(ii) Tout objet A de A posse`de un sous-objet maximal dans B.
Si, de plus, la cate´gorie A posse`de des sommes quelconques, ces assertions sont e´quivalentes
a` [P, p.186] :
(iii) B est stable par somme. 2
Les e´nonce´s ci-dessus se dualisent, permettant de caracte´riser les sous-cate´gories colo-
calisantes.
De´finitions : Un objet U de A est ge´ne´rateur si le foncteur Hom(U,−) est pleine-
ment fide`le. Une cate´gorie abe´lienne est une cate´gorie de Grothendieck si elle posse`de
un ge´ne´rateur et des colimites filtrantes exactes.
Exemple : Pour tout anneau A, la cate´gorie des A-modulesModA, et la cate´gorie de
foncteurs (ModA)I , ou` I de´signe une petite cate´gorie quelconque, sont des cate´gories de
Grothendieck.
On a dans ce cadre une caracte´risation tre`s simple des sous-cate´gories localisantes :
Proposition 1.1.3 [NT] Soit une cate´gorie de Grothendieck A bicomple`te. Toute sous-
cate´gorie colocalisante est alors localisante.
De´monstration : Soit B une sous-cate´gorie colocalisante de A. Elle est e´paisse et stable par
produits. Dans une cate´gorie de Grothendieck, la somme d’un ensemble d’objets est un
sous-objet du produit de ces objets. La cate´gorie B est donc e´galement stable par sommes.
2
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1.1.3 Objets simpliciaux, chaines, cate´gorie de mode`le ferme´e
Etant donne´e une cate´gorie C, sC de´signe la cate´gorie des objets simpliciaux sur C. Le
prolongement simplicial d’un foncteur F : C → D est le foncteur sC → sD obtenu par
postcomposition, c’est-a`-dire en appliquant F en chaque degre´. Il sera e´galement note´ F
dans la suite.
Soit A une cate´gorie abe´lienne localement petite, posse´dant assez de projectifs, et B
une sous-cate´gorie colocalisante :
B ↪→ A T−→ A/B .
On note S l’adjoint a` gauche du foncteur quotient T : pour tout objet X de A/B, et pour
tout Y de A, il existe un isomorphisme naturel :
HomA(S(X), Y ) ' HomA/B(X,T (Y )).
L’unite´ d’adjonction : IdA/B → T ◦ S est alors un isomorphisme [G, p.371].
Cette situation se prolonge simplicialement :
sB ↪→ sA T−→ s(A/B),
T et S de´signant e´galement les prolongements simpliciaux.
On note Ch(A) la cate´gorie des complexes concentre´s en degre´s positifs. Le foncteur
normalisation N : sA → Ch(A) associe a` un objet simplicial A ∈ sA un complexe
N(A) tel que, pour n ∈ N, N(A)n = ∩i=1...nKer(di : An+1 → An) et de diffe´rentielle
d0 : An+1 → An. Selon le the´ore`me de Dold-Kan [D], c’est une e´quivalence de cate´gorie.
On de´finit, pour n ∈ N, les foncteurs pin : sA → A par pin(A) = Hn(N(A)), l’homologie
du complexe.
On rappelle ci-dessous la de´finition d’une cate´gorie de mode`le ferme´e de [DS].
De´finition : [DS, p.83] Une cate´gorie de mode`le ferme´e est une cate´gorie C avec trois
classes distingue´es de morphismes : les e´quivalences faibles, les fibrations et les cofibra-
tions, chacunes ferme´es pour la composition et contenant les morphismes identite´s. Un
morphisme qui est a` la fois une fibration (resp. cofibration) et une e´quivalence faible est
appele´e fibration triviale (resp. cofibration triviale). Ces donne´s doivent ve´rifier les axiomes
suivant :
MC1 La cate´gorie C posse`de toute limite finie et toute colimite finie.
MC2 Si f et g sont des morphismes de C tel que gf est de´fini et si deux des trois
morphismes f , g et gf sont des e´quivalences faibles, il en est de meˆme de la troisie`me.
MC3 Si f est un retracte de g et bsi g est est une fibration, une cofibration, ou une
e´quivalence faible, il en est de meˆme de f .
MC4
A
f→ X
i ↓ ↓ p
B
g→ Y
Un rele`vement : B → X existe dans le diagramme ci-dessus dans chacune des deux situa-
tions suivantes : (i) i est une cofibration et p est une fibration triviale, ou (ii) i est une
cofibration trivialeet p est une fibration.
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MC5 Tout morphisme f peut eˆtre factorise´ de deux manie`res : (i) f = pi, ou` i est une
cofibration et p est une fibration triviale, et (ii) f = pi, ou` i est une cofibration triviale et
p est une fibration.
Le fait que la cate´gorie sA ait assez de projectifs permet de la munir d’une structure
de cate´gorie de mode`le simpliciale ferme´e [Q, Ch.II, =A7 4].
Les e´quivalences faibles sont les morphismes transforme´s en isomorphismes par les
foncteurs pin (n ∈ N). Les cofibrations sont les injections de conoyau projectif en chaque
degre´. Les fibrations peuvent eˆtre caracte´rise´s comme les morphismes induisant par le
foncteur normalisation des surjections en degre´s strictement positifs.
Ceci assure l’existence de Ho(sA), la cate´gorie homotopique associe´e a` sA. L’ensemble
des morphismes X → Y de Ho(sA) est de´signe´ par [X,Y ]. Le foncteur suspension est note´
Σ, son adjoint a` droite Ω, et on notera e´ventuellement, pour n < 0 : Σn = Ω−n.
Le diagramme de Ho(sA) : X → Y → Z, est appele´ suite de cofibration [Q, Ch.I, =A7
3] s’il est isomorphe a` un diagramme A → B → C de sA, ou` A → B est une cofibration
entre cofibrants, de cofibre C, c’est-a`-dire une suite exacte de cofibrants. Toute suite exacte
de sA est faiblement e´quivalente a` une suite exacte de cofibrants.
1.1.4 Construction de la localisation
Le but de cette section est de ve´rifier l’existence de localisation et acyclisation homo-
topique associe´es a` une sous-cate´gorie colocalisante.
Dans toute ce chapitre, on fait l’hypothe`se suivante :
(H) A/B posse`de assez de projectifs.
Elle assure l’existence de la structure de cate´gorie de mode`le ferme´e sur s(A/B), et
donc l’existence de Ho(s(A/B)).
Cette hypothe`se est ve´rifie´e pour toute sous-cate´gorie colocalisante si A posse`de des
reveˆtements projectifs [P, p.182]. Elle le sera e´galement dans le cadre des cate´gories de
foncteurs considere´es dans le chapitre suivant.
Proposition 1.1.4 La paire de foncteurs adjoints (S, T ) induit une paire
d’adjoints :
Ho(sA) ﬀ
L(S)
T˜
- Ho(s(A/B))
telle que l’unite´ de l’adjonction : Id→ (T˜ ◦L(S)) soit un isomorphisme.
De´monstration : L’exactitude de T implique que son prolongement simplicial pre´serve les
e´quivalences faibles. Cela implique e´galement que T pre´serve les fibrations. D’une part,
ceci assure l’existence de T˜ . D’autre part, il s’ensuit, par adjonction, que S pre´serve les
cofibrations et les cofibrations triviales. Ce dernier point justifie l’existence de L(S), par
le lemme de Brown [DS, p.114] [DHK, p.13]. La pre´servation des fibrations par T et des
cofibrations par S donne l’adjonction (L(S), T˜ ) [Q, p.4.6].
Pour que l’unite´ de l’adjonction soit un isomorphisme, il suffit [Q, p.4.6] que l’adjointe
d’une e´quivalence faible S(X)
f→ Y , X ∈ s(A/B), Y ∈ sA, soit une e´quivalence faible
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X
fˇ→ T (Y ). Or, le foncteur T pre´serve les e´quivalences faibles, et on a : fˇ = T (f) ◦ u ou`
u est l’isomorphisme unite´ : Id→ (T ◦ S). 2
De´finitions :
1) On appelle piB-e´quivalence un morphisme f de sA tel que pi∗(f) soit un B-isomorphisme.
La classe des piB-e´quivalences est note´e piB.
2) On appelle hB-e´quivalence un morphisme f de sA tel que, pour tout B ∈ B, [f,Σ∗B]
soit un isomorphisme. La classe des hB-e´quivalences est note´e hB. Un objet A est dit hB-
acyclique si, pour tout B ∈ B : [A,Σ∗B] = 0
Proposition 1.1.5 La co-unite´ d’adjonction : (L(S) ◦ T˜ )→ Id constitue une colocalisa-
tion par rapport a` piB. Les objets colocaux sont les hB-acycliques.
De´monstration : L’unite´ de l’adjonction (L(S), T˜ ) e´tant un isomorphisme (proposition
1.1.4) la co-unite´ (L(S) ◦ T˜ )→ Id est une comonade idempotente.
Elle de´finit une colocalisation, par rapport aux morphismes de Ho(sA) transforme´s en
isomorphisme par L(S)◦ T˜ , donc ceux transforme´s en isomorphisme par T˜ , car T˜ ◦L(S) '
Id. Il s’agit donc bien d’une colocalisation par rapport a` piB car pi∗ ◦ T˜ ' T ◦ pi∗.
Si A est colocal, A ' (L(S) ◦ T˜ )(A), et donc :
[A,Σ∗B] ' [L(S) ◦ T˜ (A),Σ∗B] ' [T˜ (A),Σ∗T (B)] = 0
soit A hB-acyclique.
Re´ciproquement, soit A un hB-acyclique. Par de´finition, A est colocal si et seulement
si, pour tout f ∈ piB, [A, f ] est un isomorphisme. Il suffit alors de conside´rer le cas ou`
f ∈ piB est une cofibration de sA. Sa cofibre Cf ve´rifie alors : pi∗(Cf ) ∈ B. Comme A est
hB-acycliques, en particulier pour tout n, k ∈ N, [A,Σnpik(Cf )] = 0. Notons Pk le k-ie`me
e´tage de la tour de Postnikov de Cf . Par re´currence, la suite exacte longue associe´e a` la
suite de cofibration : Σkpik(Cf ) → Pk → Pk−1 montre, pour tout k ∈ N, [A,ΣnPk] = 0.
Comme Cf ' LimkPk, une suite exacte courte de Milnor :
0→ Lim1k[A,Σn−1Pk]→ [A,ΣnCf ]→ Limk[A,ΣnPk]→ 0
montre que pour tout n ∈ Z : [A,ΣnCf ] = 0. La suite exacte longue associe´e a` la suite
exacte courte : 0→ X f→ Y → Cf → 0 montre enfin que [A, f ] est un isomorphisme. 2
De´finition : Une hB-acyclisation d’un objetX deHo(sA) est la donne´e d’un hB-acyclique
A et d’un morphisme A → X terminal parmi les morphismes de source hB-acyclique et
de but X.
La donne´e d’une hB-acyclisation pour tout X de Ho(sA) est e´quivalente a` la donne´e
d’un foncteur hB-acyclisation, soit un couple (A,θ), ou` θ est une transformation naturelle :
A→ Id, tel que, pour tout X de Ho(sA), A(X)→ X soit une hB-acyclisation de X.
Le the´ore`me suivant donne l’existence de la hB-acyclisation et de la hB-localisation,
et donne une caracte´risation des objets hB-locaux.
The´ore`me 1.1.6 La co-unite´ d’adjonction : (L(S)◦T˜ )→ Id est la hB-acyclisation (A,θ).
Il existe une hB-localisation (L,η), et on a, pour tout X ∈ sA, une suite de cofibration :
A(X)→ X →L(X).
De plus, L est hB-local si et seulement si pi∗(L) ∈ B.
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De´monstration : D’apre`s la proposition 1.1.5, (L(S) ◦ T˜ )→ Id est la piB-colocalisation, et
ve´rifie donc, pour tout X de Ho(sA), la proprie´te´ universelle : (L(S) ◦ T˜ )(X) → X est
terminal parmi les morphismes de source piB-colocal et de but X. En utilisant l’e´quivalence
entre piB-colocaux et hB-acycliques, celle-ci devient : (L(S) ◦ T˜ )(X) → X est terminal
parmi les morphismes de source hB-acyclique et de but X, ce qui de´montre la premie`re
assertion.
On suit la me´thode de [B3] pour construire la localisation. Soit L la cofibre homotopique
de (L(S) ◦ T˜ )(X)→ X. La suite exacte longue induite par la suite de cofibration :
(L(S) ◦ T˜ )(X)→ X → L montre que X → L est hB-localisante.
Une suite de cofibration peut eˆtre repre´sente´e par une suite exacte courte. Par la suite
exacte longue d’homotopie et la proposition 1.1.5 : pi∗(L) ∈ B. Soit f ∈ hB. Par de´finition
, pour tout B ∈ B, pour tout n ∈ N [f,ΣnB] est un isomorphisme. Donc, par les tours
de Postnikov, [f, L] est un isomorphisme pour tout L ∈ Ho(sA) ve´rifiant pi∗(L) ∈ B. Ceci
implique que L est hB-local. Le morphisme X → L est donc bien une hB-localisation. Ceci
permet de de´finir la pair (L,η).
On vient de voir que si pi∗(L) ∈ B, alors L est hB-local. Re´ciproquement, le foncteur hB-
localisation L ainsi construit prenant comme valeurs les objets A tel que pi∗(A) ∈ B, les
objets hB-locaux ve´rifient cette proprie´te´. 2
Remarque : Les conside´rations ci-dessus sont e´galement valables dans la cate´gorie
Ch(A) des complexes de chaines borne´s infe´rieurement.
1.2 Structure de cate´gorie de mode`le localise´e
Il s’agit d’obtenir une structure de cate´gorie de mode`le ferme´e avec hB comme classe
d’e´quivalence. L’essentiel de la section est consacre´ a` la construction d’une factorisation.
Ceci sera effectue´ sous les hypothe`ses de´taille´es ci-dessous.
1.2.1 Hypothe`ses et remarques
A de´signe une cate´gorie de Grothendieck bicomple`te, posse´dant assez de projectifs. De
plus, A posse`de un ensemble {Ui}i∈I de petits ge´ne´rateurs projectifs, Ui petit signifiant
que Hom(Ui,−) commute avec toute colimite. En particulier, toute fle`che de Ui dans une
somme se factorise par une sous-somme finie. On note U =
⊕
IUi ; c’est un ge´ne´rateur
projectif de A.
Soit B une sous-cate´gorie colocalisante de A, tel que A/B posse`de assez de projectifs.
Toutes les hypothe`ses de la section prece´dente sont ainsi ve´rifie´es.
Comme A est une cate´gorie de Grothendieck, B est e´galement localisante, d’apre`s la
proposition 1.1.3, et le foncteur T pre´serve ge´ne´rateurs et toute colimite [P]. Soit U ′ un
ge´ne´rateur projectif dans A/B, et V = S(U ′). L’objet V est projectif, B-colocal.
Les foncteurs : Ei = (Hom(Ui,−) ◦ pi∗) : sA →Ab commutent donc aux colimites, et
procurent une caracte´risation des e´quivalences faibles :⋂
I
E−1i ({isomorphismes}) = {e´quivalencesfaibles}
.
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De´finition : Soit A un objet de A. Un projectif de A est dit A-libre s’il est isomorphe a`
une somme de A. Un cofibrant de sA est dit A-libre s’il est A-libre en chaque degre´. Une
cofibration de sA est dite A-libre si sa cofibre est libre.
Lemme 1.2.1 Toute cofibration (resp.dans hB) de sA est re´tracte d’une cofibration U -
libre (resp.dans hB). 2
Proposition 1.2.2 Soit V le projectif B-colocal de´fini ci-dessus. Un cofibrant C de sA
est hB-acyclique si et seulement s’il existe une e´quivalence faible : C ′ → C dans sA, ou`
C ′ est un cofibrant V -libre.
De´monstration : D’apre`s le the´ore`me 1.1.6, C ∈ sA est hB-acyclique si et seulement si
(L(S) ◦ T˜ )(C) → C est un isomorphisme dans Ho(sA). Il existe C¯ ′ ∈ A/B cofibrant U ′-
libre, ainsi qu’une e´quivalence faible C¯ ′ → T (C), et donc tels que : L(S)(T˜ (C)) ' S(C¯ ′).
Posant C ′ = S(C¯ ′), le morphisme entre cofibrants : C ′ ' (L(S) ◦ T˜ )(C)→ C de Ho(sA)
provient donc de sA, et C ′ → C est une e´quivalence faible si et seulement si C est hB-
acyclique. 2
1.2.2 Factorisation
De´finition : Soit β un cardinal. Un objet A ∈ A est dit β-petit s’il est quotient de l’objet
libre : (
⊕
JU), avec |J |≤ β. Un complexe A ∈Ch(A) est β-petit s’il l’est en chaque degre´.
Un morphisme de Ch(A) est β-petit si sa source et son but le sont.
Soient α le plus petit cardinal infini superieur a` | I |, et γ tel que V soit γ-petit. Les
fle`ches de Ui dans une somme se factorisant par des sous-sommes finies, celles de source
U se factorisent par des sous-sommes de cardinal infe´rieur a` α, et donc celles de source V
se factorisent par des sous-sommes de cardinal infe´rieur a` max(α,γ).
Soit ρ le cardinal max(α,γ).
Soit {Ai}i∈I un ensemble d’objets de sA. On appelle sous-somme de ⊕i∈IAi un objet
de la forme ⊕i∈JAi, ou` J est un sous-ensemble de I. On a un injection e´vidente : ⊕i∈JAi ↪→
⊕i∈IAi.
Lemme 1.2.3 Tout morphisme C ′ f→ C avec C ′ V -libre et C U -libre est colimite filtrante
de ses sous-morphismes ρ-petit, de source et but sous-somme en chaque degre´.
De´monstration : Soit, pour tout n ∈ N, Cn ' (
⊕
i∈InU), un isomorphisme fixe´. Soit An
l’ensemble des parties finies de In, et A = (
∐
n∈NAn). Soit, pour tout α ∈ A, le sous-
complexe de C :
Si α ∈ Ak : Cαn =

0 n > k
(
⊕
αU) n = k
plus petite sous-somme contenant Im(dk) n < k
ou` dk : Ck+1 → Ck de´signe la diffe´rentielle. Avec ces de´finitions : C ' Colimα∈ACα.
De meˆme, en utilisant des notations similaires, on a : C ′ ' Colimβ∈BC ′β .
Soit, pour tout β ∈ B, fβ = f|C′β : C ′β → ICβ , ou` ICβ de´signe le plus petit sous-complexe
de C sous-somme en chaque degre´ contenant f(C ′β).
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Les complexes Cα, C ′β , ICβ ainsi constitue´s sont ρ-petits par construction. Soit, pour
tout α ∈ A, fα : 0→ Cα. Le diagramme de sous-morphismes {f i}i∈(A∪B) a les proprie´te´s
requises. 2
Soit dα = sup{card(Ei(A)) / i ∈ I, A U -libre ou V -libre, α-petits}.
On definit par re´currence, pour k ∈ N :
- αo = ρ
- αk = αk−1 + α.(ρ.dαk−1), si k > 0
Soit c=sup{αk/ k ∈ N}
Proposition 1.2.4 Soit C un cofibrant libre non nul de Ch(A), hB-acyclique. Il existe
un sous-complexe non nul D c-petit, cofibrant libre, hB-acyclique, et en chaque degre´ sous-
somme de C.
De´monstration : Le principe de cette de´monstration est du a` Jeffrey Smith.
Pour construire D, on conside`re le diagramme donne´ par le lemme 1.2.3 pour la fle`che
associe´e a` C par la proposition 1.2.2.
Soit un sous-morphisme fαo : C ′αo → Cαo , tel que : Cαo 6= 0. Il s’inscrit dans le diagramme
commutatif, ou`, pour tout i ∈ I, Ei(f) est un isomorphisme :
Ei(C ′)
Ei(f)−→ Ei(C)
Ei(jαo) ↑ ↑ Ei(iαo)
Ei(C ′αo)
Ei(fαo )−→ Ei(Cαo)
iαo : Cαo → C (resp. jαo : C ′αo → C ′) de´signant l’injection canonique.
Soient i ∈ I et x ∈ Ei(C ′αo) tels que : Ei(fαo)(x) = 0.
Comme Ei(f) ◦ Ei(jαo) = Ei(iαo) ◦ Ei(fαo) et Ei(f) est injectif, Ei(jαo)(x) = 0.
Par l’isomorphisme : Ei(f) ' ColimαEi(fα), il existe C ′βx et jβxαo : C ′αo → C ′βx factorisant
jαo tels que : Ei(j
βx
αo )(x) = 0.
Soient i ∈ I et y ∈ Ei(Cαo) tels que : y 6∈ Im(Ei(fαo)).
Comme Ei(f) est surjectif, il existe z ∈ Ei(C ′) tel que : Ei(f)(z) = Ei(iαo)(y). Il existe
donc f δ : C ′δ → Cδ et z′ ∈ C ′δ tel que : Ei(jδ)(z′) = z.
D’ou : Ei(iδ)(Ei(f δ)(z′)) = Ei(iδ)(Ei(iδαo)(y)).
Donc il existe γy tel que : Ei(i
γy
δ )(Ei(f
δ)(z′)) = Ei(i
γy
δ )(Ei(i
δ
αo)(y)) = Ei(i
γy
αo)(y). Donc :
Ei(i
γy
αo)(y) = Ei(fγy)(Ei(j
γy
αo)(z′)), soit : Ei(i
γy
αo)(y) ∈ Im(Ei(fγy)).
Soit f1 : D′1 → D1 = Colimj∈J1{f j} ou` J1 = {αo, βx, γy}x,y
De fac¸on similaire, on construit par re´currence, pour k > 0 : fk : D′k → Dk a` partir
de fk−1. Soit f∞ = ColimNfk.
f∞ : D′∞ → D∞ est c-petit, de par les constructions de D′∞ et D∞ et la de´finition de c.
De plus, f∞ est une e´quivalence faible, car, pour tout i ∈ I, Ei(f∞) est un isomorphisme.
D = D∞ est le sous-objet annonce´. 2
Corollaire 1.2.5 Soit A ↪→ B une cofibration libre de hB tel que B/A 6= 0. Il existe un
objet c-petit S ∈Ch(A) tel que S ⊂ B, S 6⊂ A. De plus, le morphisme S ∩A ↪→ S est une
cofibration libre de hB tel que S/(S ∩A) s’identifie en chaque degre´ a` une sous-somme de
B/A. 2
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Lemme 1.2.6 Soit f : X → Y un morphisme de Ch(A) ayant la proprie´te´ de rele`vement
a` droite par rapport a` toutes les cofibrations libres de hB entre objets c-petits. Alors f a
la proprie´te´ de rele`vement a` droite par rapport a` toute cofibration de hB.
De´monstration : C’est essentiellement une de´monstration de [B1].
D’apre`s le lemme 1.2.1, il suffit de ve´rifier la proprie´te´ de rele`vement par rapport aux
cofibrations libres de hB. Soit i : A ↪→ B une cofibration libre de hB, et une fle`che :
A
k→ X
i ↓ ↓ f
B
l→ Y
Fixons, pour chaque q ∈ N, un isomorphisme : (B/A)q ' (
⊕
i∈IqU). Soit P l’ensemble des
paires (M,kM ) de Ch(A) telles que :
(i) A ↪→M et M ↪→ B soient des cofibrations libres de hB,
(ii) Pour tout q ∈ N : (B/A)q ' (
⊕
i∈IqMU)
pq→ (⊕i∈IqU) ' (B/M)q, avec IqM ⊂ Iq,
est la projection canonique,
(iii) le diagramme commute : A ↪→ M ↪→ B
k ↓ ↙ ↓ l
X
f−→ Y
L’ensemble P est non vide car il contient (A, k).
P est muni d’une relation d’ordre : (M,kM ) ≥ (N, kN ) si N ⊂ M (IqN ⊂ IqM ) et
kM|N = k
N .
Soit C une chaine dans P et Maj = ColimCM, kaj = ColimCkM .
On a : (B/Maj)q ' (Bq/ColimCMq) ' Colim(B/M)q ' (
⊕
i∈JqU) ⊂ (B/A)q, ou`
Jq =
⋂
CI
q
M ⊂ Iq. Donc B/Maj est cofibrant et Maj ↪→ B une cofibration libre. De plus,
B/Maj est hB-acyclique comme colimite hB-acycliques, d’ou`Maj ↪→ B est une cofibration
libre de hB. A ↪→Maj en est donc une e´galement. Ainsi, (Maj , kaj) est un majorant de C.
Donc P posse`de un e´le´ment maximal (Max, kax).
Si Max 6= B, le corollaire 1.2.5 implique l’existence d’une cofibration libre de hB :
S ∩Max ↪→Max, et donc, par hypothe`se, d’une fle`che : kS : S → X faisant commuter le
diagramme :
S ∩Max ↪→ S
kax|S∩Max ↓ ↙ ↓ l|S
X
f−→ Y
Donc (S ∪Max, kS ∪ kax) ∈ P et (S ∪Max, kS ∪ kax) > (Max, kax). Cette contradiction
montre que : Max = B. 2
The´ore`me 1.2.7 [B1] Soit f : X → Y un morphisme de Ch(A). Il existe une factorisa-
tion naturelle de f : X
i
↪→ Lf u→ Y ou` i est une cofibration de hB, et u a la proprie´te´ de
rele`vement a` droite par rapport a` toute cofibration de hB. 2
1.2.3 Cate´gorie de mode`le
De´finitions : Soit f un morphisme de sA :
- f est une hB-cofibration si f est une cofibration
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- f est une hB-e´quivalence faible si f ∈ hB, c’est-a`-dire : pour tout B ∈ B, [f,Σ∗B]
est un isomorphisme.
- f est une hB-fibration si et seulement si f a la proprie´te´ de rele`vement a` droite par
rapport a` toute cofibration de hB.
Les cofibrants sont donc encore les objets projectifs en chaque degre´.
The´ore`me 1.2.8 La cate´gorie sA et les classes de hB-e´quivalences faibles, hB-cofibrations,
et hB-fibrations de´finies ci-dessus constituent une cate´gorie de mode`le ferme´.
De´monstration : L’existence de la factorisation (axiome MC5(ii) de la liste de [DS] rappele´
a` la section 1.1.3) est assure´e par le the´ore`me 1.2.7, et le reste est standard [B1, B2]. 2
1.3 Filtration et suite spectrale
Pour cette section, on revient aux hypothe`ses de la section 1 : A est une cate´gorie
abe´lienne (localement petite) avec suffisament de projectifs.
1.3.1 Pre´liminaire
Soient B et C deux sous-cate´gories colocalisantes de A ve´rifant les hypothe`ses de la
section 1. En particulier, A/B et A/C posse`dent assez de projectifs.
Si C ⊂ B ⊂ A, la cate´gorie B/C est une sous-cate´gorie colocalisante de A/C. La
cate´gorie quotient est alors e´quivalente a` A/B. On note (SB/C , TB/C) la paire d’adjoints
associe´e. On a un diagramme :
Ho(sA)
Ho(s(A/C)) ﬀ
L(SB/C)
T˜B/C
- Ho(s(A/B))
Ceci produit une h(B/C)-acyclisation AB/C = L(SB/C) ◦ T˜B/C et une h(B/C)-localisation
LB/C .
Proposition 1.3.1 Soit A ∈ Ho(sA). L’image par T˜C : Ho(sA) −→ Ho(s(A/C)) de la
suite de cofibration :AB(A) −→ A −→LB(A) est la suite de cofibration :AB/C(T˜C(A)) −→
T˜C(A) −→LB/C(T˜C(A)).
En particulier, on a des isomorphismes naturels :
T˜C ◦AB ' AB/C ◦ T˜C et T˜C ◦LB 'LB/C ◦ T˜C.
De´monstration : Le foncteur T˜C transforme les suites de cofibration en suites de cofibration.
Il suffit de ve´rifier qu’il pre´serve locaux et acycliques.
D’une part, pi∗((T˜C ◦ LB)(A)) ' TC(pi∗(LB(A))) appartient a` l’image de B par TC ,
c’est-a`-dire (B/C). D’autre part, on a les isomorphismes :
T˜C ◦AB = T˜C ◦L(SB) ◦ T˜B ' T˜C ◦L(SC) ◦L(SB/C) ◦ T˜B ' L(SB/C) ◦ T˜B/C ◦ T˜B = AB/C ◦ T˜C .
2
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1.3.2 Suite spectrale de localisation
Soit {An}n∈N une suite croissante de sous-cate´gories de A telle que, pour tout n ∈ N :
An ↪→ A soient colocalisantes, A/An posse´dant assez de projectif.
Les foncteurs An et Ln de´signent respectivement la hAn-acyclisation et la hAn-
localisation. Soit Fn le foncteur compose´ An−1 ◦Ln.
Pour tout X ∈ sA , Ln−1(X) est isomorphe dans Ho(sA) a` la cofibre homotopique
de Fn(X)→Ln(X), ce qui permet de construire une tour de fibrations :
Fn+1(X) Fn(X) F1(X)
↓ ↓ ↓
X −→ ... Ln+1(X) −→ Ln(X) −→ Ln−1(X) ... L1(X) −→ L0(X)
ou`, pour tout n ∈ N, Fn(X)→Ln(X)→Ln−1(X) est une suite de cofibration.
Proposition 1.3.2 Soient X,Y ∈ sA. La situation ci-dessus donne lieu a` une suite spec-
trale a` deux quadrants :
Ep,q1 = [Fp(X),Σ
qY ] =⇒ Colimn[Ln(X),ΣqY ]
de diffe´rentielle dr de bidegre´ (−r, 1).
De´monstration : On note : Lp =Lp(X), Fp =Fp(X).
Via les suites exactes longues de cohomologie produites par les suites de cofibration,
la tour de localisation ge´ne`re un couple exact :
Dp,q
i→ Dp+1,q Dp,q = [Lp,ΣqY ]
↓ j Ep,q = [Fp,ΣqY ]
Dp,q+1
k← Ep+1,q d = j ◦ k : (−1, 1)
et donc une suite spectrale, avec : Ep,qr = (Ep,q)(r), dr = jr ◦ kr : (−r, 1).
On utilise les notations de [McC, p.39].
On a une suite exacte courte :
0→ Dp,q/(Ker(ir : Dp,q → Dp+r,q) + i(Dp−1,q))→ Ep,qr+1
→ Im(ir : Dp−r,q+1 → Dp−1,q+1) ∩Ker(i : Dp−1,q+1 → Dp,q+1)→ 0
Si r > p, Dp−r,q = 0 et donc :
- d’une part, Zp,q∞ = k−1(∩rIm(ir−1 : Dp−r,q+1 → Dp−1,q+1))
= k−1(0) = Ker(k) = j(Dp,q) ;
- d’autre part, pour tout r > p : Im(ir : Dp−r,q+1 → Dp−1,q+1) = 0, d’ou` :
Dp,q/(Ker(ir : Dp,q → Dp+r,q) + i(Dp−1,q)) ∼−→ Ep,qr+1.
Ainsi : Ep,q∞ ' Colimr>p{Ep,qr+1 → Ep,qr } ' Dp,q/(∪rKer(ir) + i(Dp−1,q)).
Soit : D∞,q = Colim{Dp,q i→ Dp+1,q} = Colim{[Lp,ΣqY ], l’aboutissement de la suite
spectrale. On de´finit la filtration (Φp(D∞,q))p∈N de D∞,q par Φp(D∞,q) = Im(Dp,q →
D∞,q). C’est une filtration croissante et exhaustive : ColimpΦp(D∞,q) ' D∞,q.
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SoitKpq = Ker(Dp,q → D∞,q) ' ∪rKer(ir : Dp,q → Dp+r,q). On a alors un diagramme
de suite exacte :
0 → Kp−1q → Dp−1,q → Φp−1(D∞,q) → 0
↓ ↓ ↓
0 → Kpq → Dp,q → Φp(D∞,q) → 0
↓ ↓ ↓
0 → Kpq /i(Kp−1q ) → Dp,q/i(Dp−1,q) → Φp(D∞,q)/Φp−1(D∞,q) → 0
↓ ↓ ↓
0 0 0
Celui-ci montre que : Φp(D∞,q)/Φp−1(D∞,q) ' Dp,q/(i(Dp−1,q) +Kpq ) et donc :
Ep,q∞ ' Φp(D∞,q)/Φp−1(D∞,q). 2
Remarque : On note lp la h(Ap/Ap−1)-localisation de Ho(A/Ap−1) : L(Ap/Ap−1).
La section pre´ce´dente donne un isomorphisme :
Ep,q1 = [Fp(X),Σ
qY ] ' [lp(T˜p−1(X)),ΣqT˜p−1(Y )](A/Ap−1).
1.4 Dualite´
Dans cette section, on reproduit une application (cf. [FS]) des me´thodes de localisations
aux questions de dualite´s entre groupes d’extensions.
A nouveau, on conside`re dans cette section une cate´gorie A ve´rifiant les hypothe`ses
de la section 1 : A est une cate´gorie abe´lienne (localement petite) avec suffisament de
projectifs.
Soient D un objet de A, et B(D) une sous-cate´gorie colocalisante de A contenant D,
telle que A/B(D) posse`de assez de projectifs.
Soient R un anneau, et Rˇ un R-module injectif.
Soient Dˇ ∈ sA, N un entier naturel et un morphisme de R-module [Dˇ,ΣND] → Rˇ.
On conside`re, pour tout A ∈ sA : [A,ΣkD]→ ([Dˇ,ΣN−kA])∗, le morphisme adjoint de la
compose´e : [Dˇ,ΣN−kA]⊗ [A,ΣkD]→ [Dˇ,ΣND]→ Rˇ.
The´ore`me 1.4.1 Les assertions I et II sont e´quivalentes :
(I)(a) Pour tout k ∈ Z, pour tout B ∈ B(D), on a : [B,ΣkD] ∼→ ([Dˇ,ΣN−kB])∗
(b) et pour tout A ∈ sA, hB(D)-acyclique, pour tout k ∈ N, on a : ([ΣkDˇ, A])∗ = 0
(II) Pour tout k ∈ Z, pour tout A ∈ sA, on a : [A,ΣkD] ∼→ ([Dˇ,ΣN−kA])∗
De´monstration : Il s’agit d’une partie de la de´monstration du principal re´sultat de [FS].
L’assertion (Ia) implique, pour tout i ∈ N, k ∈ Z et tout A ∈ B(D) :
[ΣiA,ΣkD] ∼→ ([Dˇ,ΣN−k+iA])∗
Les suites exactes courtes : 0 → (Σnpin(A)) → Pn(A) → Pn−1(A) → 0 associe´es a` la tour
de Postnikov d’un objet A B(D)-local induisent des suites exactes longues qui entrainent,
par le lemme des cinq, pour tout n ∈ N, k ∈ Z et tout B(D)-local A :
[Pn(A),ΣkD]
∼→ ([Dˇ,ΣN−kPn(A)])∗
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Soit la suite exacte courte : 0 → Kn(A) → A → Pn(A) → 0 ; Kn(A) est (n-1)-connexe et
B(D)-local siA l’est. D’ou` [Kn(A),ΣkD] = 0 pour n > k et, par (Ia), ([Dˇ,ΣN−kKn(A)])∗ =
0 pour n > k+1. Ainsi, pour n assez grand, pour tout A ∈ Ho(sA) les fle`ches horizontales
du premier carre´ sont des isomorphismes :
[Pn(L(A)),ΣkD] → [L(A),ΣkD] → [A,ΣkD]
↓ ↓ ↓
([Dˇ,ΣN−kPn(L(A))])∗ → ([Dˇ,ΣN−kL(A)])∗ → ([Dˇ,ΣN−kA])∗
Les fle`ches horizontales du second carre´ sont des isomorphismes par de´finition de la
localisation et (Ib). Ceci de´montre (II). 2
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Chapitre 2
Cate´gorie de foncteurs et
foncteurs syme´triques
Il s’agit d’appliquer certaines des conside´rations du premier chapitre au cas d’une
cate´gorie de foncteurs de source une petite cate´gorie additive et de but une cate´gorie
de module. Dans la premie`re section, on rappelle quelques proprie´te´s de la filtration po-
lynoˆmiale de ces cate´gories et on ve´rifie que l’on peut utiliser les re´sultats du premier
chapitre. Dans la deuxie`me section, on fait essentiellement le meˆme travail sur la cate´gorie
des foncteurs syme´triques, c’est-a`-dire des foncteurs a` plusieurs variables de valeurs inva-
riantes par permutations des variables. Dans la troisie`me section, on utilise ces re´sultats
pour donner une description des fibres de localisations duˆ a` B. Johnson et R. McCarthy.
2.1 Cate´gories de foncteurs
2.1.1 Filtration polynoˆmiale
De´finition : Soit E une petite cate´gorie additive et A un anneau. F(E ;A) de´signe la
cate´gorie des foncteurs de E dansModA.
La cate´gorie F(E ;A) est une cate´gorie de Grothendieck, localement petite. Pour un
objet E dans E , on note PE le foncteur A[Hom(E,−)]. La famille {PE}E∈E forme un
ensemble de petits ge´ne´rateurs projectifs dans F(E ;A).
Il est commode de disposer aussi de la cate´gorie des foncteurs a` plusieurs variables.
Pour tout n ∈ N, on notera F (n)(E) ou F (n) (F(E) ou F quand n = 1) pour F(En;A)
lorsqu’il n’y aura pas d’ambiguite´.
Les foncteurs ∆n : E −→ En et ∇n : En −→ E , de´finis par :
∆n(V ) = (V, ..., V ) et ∇n(V1, ..., Vn) = ⊕ni=1Vi
sont adjoints a` droite et a` gauche l’un de l’autre. Ils induisent, par pre´composition, des
paires d’adjoints : ∆∗n : F (n) ←→ F : ∇∗n et ∇∗n : F ←→ F (n) : ∆∗n :
∆∗n(G)(V ) = G(V, ..., V ) et ∇∗n(F )(V1, ..., Vn) = F (⊕ni=1Vi) .
Soit, pour 1 ≤ j ≤ n, le foncteur ej : En −→ En de´fini par :
ej(V1, ..., Vn) = (V1, ..., 0j , ..., Vn) .
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C’est un facteur direct de IdEn et les transformations naturelles :
ij : ej → IdEn et pj : IdEn → ej
de´signent respectivement l’injection et la projection. On pose : εj = ij ◦ pj . Ces transfor-
mations naturelles du foncteur IdEn dans lui-meˆme sont idempotentes et commutent entre
elles.
Par pre´composition, on obtient e∗j : F (n) −→ F (n) et ε∗j : IdF(n) −→ IdF(n) . Les
transformations naturelles ε∗j sont idempotentes et commutent entre elles.
On de´signe par F ′(n) la sous-cate´gorie pleine de F (n) constitue´e par les foncteurs G
ve´rifiant pour tout j ∈ {1, ..., n} : e∗j (G) = 0, et on note i l’inclusion F ′(n) ↪→ F (n).
De´finition : Un foncteur est dit n-diagonalisable s’il appartient a` (∆∗n ◦ i)(F ′(n)). Un
foncteur simplicial est dit n-diagonalisable s’il appartient a` (∆∗n◦i)(sF ′(n)). En particulier,
un foncteur simplicial n-diagonalisable est n-diagonalisable en chaque degre´.
Soit la transformation naturelle idempotente : e = (ε′1 ◦ ... ◦ ε′n) : IdF(n) −→ IdF(n) ,
ou` ε′j = Id− ε∗j , transformations naturelles idempotentes commutant entre elles.
Pour tout G ∈ F (n), on pose Πn(G) = Im(e(G)).
Proposition 2.1.1 [Pi] Le foncteur inclusion F ′(n) i↪→ F (n) posse`de un adjoint a` droite
et a` gauche : Πn : F (n) −→ F ′(n). En outre, Πn ◦ i = IdF ′(n), i ◦Πn est idempotent et Πn
est facteur direct de IdF(n).
De´monstration : Pour tout 1 ≤ j ≤ n, on a : e∗j (ε∗j (G)) = Ide∗j (G) : e∗j (G) → e∗j (G). Ceci
implique que e∗j (ε
′
j(G)) = 0 et donc : e∗j (e(G)) = e
∗
j (ε
′
1(G)) ◦ ... ◦ e∗j (ε′n(G)) = 0. D’ou`
e∗j (Πn(G)) = 0, soit Πn(G) ∈ F ′(n). Par naturalite´ de e(G) en G, on a donc de´fini un
foncteur Πn : F (n) −→ F ′(n).
Soit G ∈ F ′(n). Pour tout 1 ≤ j ≤ n, e∗j (G) = 0, donc ε∗j (G) = 0, soit encore
ε′j(G) = IdG. Il s’ensuit que e(G) = ε′1(G) ◦ ... ◦ ε′n(G) = IdG, et donc (En ◦ i)(G) = G.
Ceci implique que i ◦Πn est idempotent et Πn facteur direct de IdF(n) .
Enfin, ces proprie´te´s de Πn assure l’existence des adjonctions (Πn, i) et (i,Πn). 2
Cette dernie`re proposition indique e´galement que la cate´gorie F ′(n) est une cate´gorie
de Grothendieck, localement petite, posse´dant un ensemble de petits ge´ne´rateurs projectifs
{Πn(PE)}E∈En .
De´finition : On appelle n-ie`me de´viation et on note crn le foncteur : Πn◦∇∗n : F −→ F ′(n).
On note : F(n)(V1 | ... | Vn) pour crn(F )(V1, ..., Vn). Un foncteur F est dit polynoˆmial de
degre´ infe´rieur ou e´gal a` n si crn+1(F ) = 0. On de´signe par Fn la sous-cate´gorie pleine de
F forme´e des foncteurs polynoˆmiaux de degre´ infe´rieur (ou e´gal) a` n.
Proposition 2.1.2 Le foncteur : (∆∗n ◦ i) : F ′(n) −→ F de´fini par :
(∆∗n ◦ i)(G)(V ) = G(V, ..., V )
est adjoint a` droite et a` gauche au foncteur : crn : F −→ F ′(n) de´fini par :
(V1, ..., Vn) 7→ F(n)(V1 | ... | Vn)
Ceci induit les adjonctions :
(∆˜∗n◦ i˜) : Ho(sF ′(n+1))←→ Ho(sF) : ˜crn et ˜crn : Ho(sF)←→ Ho(sF ′(n+1)) : (∆˜∗n◦ i˜).
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De´monstration : L’adjonction (∆∗n ◦ i, crn) (resp. (crn,∆∗n ◦ i), s’obtient en composant les
adjonctions (∆∗n,∇∗n) et (i,Πn) (resp. (∇∗n,∆∗n) et (Πn, i)).
Le passage aux cate´gories homotopiques est imme´diat car les foncteurs conside´re´s sont
les prolongements simpliciaux de foncteurs exacts. 2
Soient : IdEn−1 ×∆2 : En −→ En+1 et IdEn−1 ×∇2 : En+1 −→ En, de´finis par :
(IdEn−1 ×∆2)(V1, ..., Vn) = (V1, ..., Vn−1, Vn, Vn)
et
(IdEn−1 ×∇2)(V1, ..., Vn+1) = (V1, ..., Vn ⊕ Vn+1) .
Ces foncteurs sont adjoints a` droite et a` gauche, et induisent les adjonctions :
((IdEn−1 ×∆2)∗, (IdEn−1 ×∇2)∗) et ((IdEn−1 ×∇2)∗, (IdEn−1 ×∆2)∗), ou` :
(IdEn−1 ×∆2)∗(F )(V1, ..., Vn) = F (V1, ..., Vn−1, Vn, Vn)
et (IdEn−1 ×∇2)∗(F )(V1, ..., Vn+1) = F (V1, ..., Vn ⊕ Vn+1) .
De plus, on a : ∆∗n+1 = ∆∗n ◦ (IdEn−1 ×∆2)∗ et ∇∗n+1 = (IdEn−1 ×∇2)∗ ◦ ∇∗n.
On note e´galement (IdEn−1 ×∆2)∗ sa restriction : F ′(n+1) −→ F ′(n).
Le foncteur : Πn+1 ◦ (IdEn−1 ×∇2)∗ : F ′(n) −→ F ′(n+1) est adjoint a` droite et a` gauche de
ce dernier. On en de´duit un isomorphisme : Πn+1 ◦ (IdEn−1 ×∇2)∗ ◦ crn ' crn+1.
Le re´sultat classique suivant permet de calculer les de´viations par re´curence (cf. [JP],
par exemple)
Proposition 2.1.3 Pour tout n ∈ N∗, pour tout F ∈ F et (V1, ..., Vn+1) ∈ En+1, on a un
isomorphisme naturel en F et en (V1, ..., Vn+1) :
F(n)(V1 | ... | Vn⊕Vn+1) ' F(n)(V1 | ... | Vn)⊕F(n)(V1 | ... | Vn+1)⊕F(n+1)(V1 | ... | Vn | Vn+1) .
De´monstration : On reprend les notations de la proposition pre´ce´dente et de sa de´monstration.
Les foncteurs e∗n et e∗n+1 sont idempotents et e∗n ◦ e∗n+1 ◦ (IdEn−1 ×∇2) = 0 sur F ′(n). Pour
tout G ∈ F ′(n), il existe donc un objet S ∈ F ′(n+1) et un isomorphisme :
(IdEn−1 ×∇2)∗(G) ' e∗n((IdEn−1 ×∇2)∗(G))⊕ e∗n+1((IdEn−1 ×∇2)∗(G))⊕ S .
Pour i = n, n+ 1, on a : ε′i(e∗i ((IdEn−1 ×∇2)∗(G))) = 0 ,
donc : Πn+1(e∗i ((IdEn−1 ×∇2)∗(G))) = 0.
D’ ou` : S ' Πn+1((IdEn−1×∇2)∗(G)). En prenant : G = crn(F ), on obtient la proposition.
2
La proposition pre´ce´dente indique en particulier que crn+1(F ) = 0 de`s que crn(F ) = 0.
La suite croissante de sous-cate´gories e´paisses de F (resp. Fd) :
F0 ⊂ F1 ⊂ ... ⊂ Fn−1 ⊂ Fn ⊂ Fn+1 ⊂ ...
de´finit la filtration polynoˆmiale de F .
Pour les foncteurs a` n variables, on note : ∆(n)∗d et ∇(n)∗d les foncteurs induits respec-
tivement par : (∆d)n : En → (Ed)n = (En)d et (∇d)n : (Ed)n = (En)d → En.
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Proposition 2.1.4 Soient, pour d, n ∈ N, cr(n)d (resp. crd) la d-ie`me de´viation de F(En)
(resp. F(E)). Pour tout G ∈ F(En), on a un isomorphisme naturel dans F (d) :
(∆(d)∗n ◦ cr(n)d )(G) ' (crd ◦∆∗n)(G) .
En particulier : (∆∗n)−1(Fd(E))Fd(En).
De´monstration : Il suffit de ve´rifier la commutativite´ du diagramme suivant :
F(En) ∇
(n)∗
d - F (d)(En) Π
(n)
d- F ′(d)(En)
F(E)
∆∗n
? ∇∗d- F (d)(E)
∆(d)∗n
?
Πd- F ′(d)(E)
∆(d)∗n
?
La commutativite´ du carre´ gauche provient de l’e´galite´ : ∇(n)d ◦∆(d)n = ∆n ◦ ∇d, et celle
du carre´ droit s’obtient par adjonction. 2
Corollaire 2.1.5 Les foncteurs exacts : ∆∗n : F (n)d −→ Fd et ∇∗n : Fd −→ F (n)d sont bien
de´finis, et forment deux paires de foncteurs adjoints : (∆∗n,∇∗n) et (∇∗n,∆∗n). 2
Le re´sultat suivant de T. Pirashvili [BP, Appendix] permet de distinguer une classe
utile de hFn-acycliques.
Proposition 2.1.6 Soient F et G des foncteurs simpliciaux. Si l’homotopie de F est de
degre´ infe´rieur ou e´gal a` n−1 et si G est n-diagonalisable, alors : [G,F ] ' 0 et [F,G] ' 0.
En particulier, tout foncteur simplicial n-diagonalisable en chaque degre´ est hFn−1-
acyclique.
De´monstration : Les deux annulations re´sultent des adjonctions : (∆˜∗n ◦ i˜, ˜crn) et ( ˜crn, ∆˜∗n ◦
i˜). En effet, si l’homotopie de F est de degre´ infe´rieur ou e´gal a` n − 1, pi∗( ˜crn(F )) '
crn(pi∗(F )) ' 0, soit ˜crn(F ) ' 0 dans Ho(sF). D’autre part, si G est n-diagonalisable,
il existe H ∈ sF ′(n) tel que G ' (∆˜∗n ◦ i˜)(H). On a donc : [G,F ] ' [H, ˜crn(F )] ' 0 et
[F,G] ' [ ˜crn(F ),H] ' 0.
La dernie`re remarque s’obtient en prenant F = ΣkB, avec k ∈ N et B ∈ Fn−1, et par
re´currence sur le squelette d’un foncteur simplicial n-diagonalisable en chaque degre´. 2
Remarque : Une re´ciproque est montre´e en 2.1.12.
Corollaire 2.1.7 Tout foncteur de F (d+1)-diagonalisable est Fd-local et Fd-colocal. 2
2.1.2 Localisations dans les cate´gories de foncteurs
On pose : crδd+1 = (∆
∗
d+1 ◦ i) ◦ crd+1, soit, pour tout F dans F et V dans E :
crδd+1(F )(V ) = F(d+1)(V | ... | V )
et on note c la co-unite´ de l’adjonction : (∆∗ ◦ i, crd+1). Pour tout F dans F , on a une
suite exacte naturelle en F :
crδd+1(F )
c−→ F −→ md(F ) −→ 0 .
26
De meˆme, l’unite´ de l’adjonction : (crd+1,∆∗d+1 ◦ i)) donne une suite exacte :
0 −→ td(F ) −→ F −→ crδd+1(F ) .
L’objet crδd+1(F ) est d-local et d-colocal par le corollaire 2.1.7.
Lemme 2.1.8 [Pi] L’injection : Fd id↪→ F posse`de un adjoint a` gauche (resp. a` droite),
note´ : md (resp. td). En particulier, pour F ∈ F , md(F ) (resp. td(F )) est le plus grand
quotient (resp. sous-objet) de F dans Fd.
De´monstration : Notant u l’unite´ de l’adjonction (∆∗d+1 ◦ i, crd+1), la compose´e :
(crd+1(cF ) ◦ ucrd+1(F )) : crd+1(F )→ (crd+1 ◦ crδd+1)(F )→ crd+1(F )
est l’identite´ de crd+1(F ). Cela montre, par l’exactitude de crd+1, que crd+1(md(F )) = 0,
soit md(F ) ∈ Fd.
Soit Q un quotient de F , de degre´ infe´rieur ou e´gal a` d. La compose´e : crδd+1(F )
c−→
F −→ Q est nulle car crδd+1(F ) est d-colocal, si bien que F −→ Q se factorise par md(F ).
Le quotient md(F ) est donc maximal parmi les quotients de F appartenant a` Fd, ce qui
implique l’existence de l’adjonction : (md, id). 2
Corollaire 2.1.9 On a des isomorphismes naturels de foncteurs de F vers F (n)d : crn ◦
md ' m(n)d ◦ crn et de foncteurs de F (n) vers Fd : ∆∗n ◦m(n)d ' md ◦∆∗n.
De´monstration : Le re´sultat se de´duit de l’adjonction a` droite et a` gauche de crn et ∆∗n,
et des adjonctions (md, id) et (m
(n)
d , i
(n)
d ) donne´es par la proposition pre´ce`dente. 2
Proposition 2.1.10 Pour chaque entier positif d, les sous-cate´gories Fd sont localisantes
et colocalisantes.
De´monstration : On utilise la caracte´risation donne´e par la proposition 1.1 du chapitre I.
Soit F ∈ F . Le lemme pre´ce´dent assure que F posse`de un quotient maximal dans Fd :
md(F ), et la suite exacte : crδd+1(F )
c−→ F −→ md(F ) −→ 0 montre que si celui-ci est
nul, F est quotient d’un colocal. 2
Proposition 2.1.11 Pour chaque entier positif d, les cate´gories Fd et F/Fd sont des
cate´gories de Grothendieck bicomple`tes. La cate´gorie Fd posse`de un ensemble de petits
ge´ne´rateurs projectifs {md(PE)}E∈E . La cate´gorie quotient F/Fd posse`de un ge´ne´rateur
projectif de la forme Td(crδd+1(Q)), ou` Q est un ge´ne´rateur projectif quelconque de F (par
exemple : Q = ⊕EPE) et Td de´signe le foncteur : F −→ F/Fd.
De´monstration : La premie`re partie de´coule du fait que Fd est localisante [G, P].
L’ensemble {PE}E∈E est un ensemble de petit ge´ne´rateur projectif de F . L’isomor-
phisme d’adjonction : HomFd(md(PE),−) ' HomF (PE ,−) montre que {md(PE)}E∈E est
un ensemble de petit ge´ne´rateur projectif dans Fd.
La cate´gorie F posse´dant suffisament de projectifs, il existe pour tout F ∈ F un pro-
jectif P ∈ F et un e´pimorphisme P → F . La compose´e : crδd+1(P )
c→ P → F induit
un e´pimorphisme par Td : F −→ F/Fd. Il reste a` ve´rifier que Td(crδd+1(P )) est projec-
tif dans F/Fd. L’adjonction (Sd, Td) et le fait que crδd+1(P ) est d-colocal entrainent les
isomorphismes :
Hom(Td(crδd+1(P )),−) ◦ Td ' Hom((Sd ◦ Td)(crδd+1(P )),−) ' Hom(crδd+1(P ),−).
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Ceci assure que Hom(Td(crδd+1(P )),−) est exact. 2
Les proprie´te´s observe´es dans les propositions pre´ce´dentes assurent que ces meˆmes
propositions s’adaptent aux inclusions : Fn ↪→ Fd, pour n ≤ d, Fd en place de F , par
restriction des foncteurs crn et ∆∗n ◦ i.
En particulier, ces propositions assurent l’existence des cate´gories homotopiques et des
adjonctions :
(∆˜∗n ◦ i˜) : Ho(sF ′(n)d )←→ Ho(sFd) : ˜crn et ˜crn : Ho(sFd)←→ Ho(sF ′(n)d ) : (∆˜∗n ◦ i˜),
ce qui permet d’obtenir la proposition 2.1.6 dans sFd.
L’ensemble des hypothe`ses conside´re´es dans le chapitre I sont ve´rifie´es par les situation
colocalisantes : Fn ↪→ F (resp. Fn ↪→ Fd, pour n ≤ d), justifiant l’existence de hFn-
acyclisation An (resp. A
d
n ) et de hFn-localisation Ln (resp. L dn ) dans Ho(sF) (resp.
Ho(sFd)).
On rappelle que F ∈ sF est dit hFn-acyclique si, pour tout B ∈ Fn : [F,Σ∗B] = 0 et
que les foncteurs simpliciaux (n+1)-diagonalisables en chaque degre´ sont hFn-acycliques
(cf. la proposition 2.1.6).
The´ore`me 2.1.12 Dans Ho(sF) (resp. Ho(sFd)), un objet est hFn-acyclique si et seule-
ment s’il est isomorphe a` un objet (n + 1)-diagonalisable en chaque degre´, qui peut eˆtre
choisit cofibrant.
De´monstration : On reprend les notations du chapitre I, section 1.2.
Par la proposition I,2.2, un hFn-acyclique est isomorphe a` un objet V -libre (somme de V
en chaque degre´), ou` V = Sn(U ′), U ′ un ge´ne´rateur projectif de F/Fn. Il suffit de ve´rifier
que l’on peut choisir V (n+ 1)-diagonalisable et projectif.
D’apre`s la proposition 2.1.11, U ′ peut eˆtre choisit de la forme : Tn(crδn+1(P )), avec P
projectif, et alors V = (Sn ◦ Tn)(crδn+1(P )) ' crδn+1(P ) convient. 2
Corollaire 2.1.13 Soient n ≤ d des entiers positifs et F dans Ho(sFd). L’image par
i˜d : Ho(sFd) −→ Ho(sF) de la suite de cofibration : A dn (F ) −→ F −→ L dn (F ) est la
suite de cofibration : An(i˜d(F )) −→ i˜d(F ) −→Ln(i˜d(F )).
En particulier, on a des isomorphismes naturels : i˜d◦A dn ' An◦ i˜d et i˜d◦L dn 'Ln◦ i˜d.
De´monstration : Comme i˜d pre´serve les suites de cofibrations, il s’agit de montrer que
i˜d(A
d
n (F )) est hFn-acyclique et que i˜d(L dn (F )) est hFn-local. Le premier point provient
de ce que l’homotopie : pi∗(i˜d(L
d
n (F ))) ' id(pi∗(L dn (F ))) est dans Fn.
D’apre`s la proposition pre´ce´dente, on peut supposer que A dn (F ) est un objet (n+ 1)-
diagonalisable en chaque degre´. C’est alors aussi le cas de i˜d(A
d
n (F )), ce qui e´tablit le
second point. 2
Ce corollaire justifie que l’on note par la suite Ln (resp. An) pour L
d
n (resp. A
d
n ).
2.2 Foncteurs syme´triques
On conside`re dans cette section une certaine cate´gorie de foncteurs a` plusieurs variables
de valeurs invariantes par permutations des variables, introduite et e´tudie´e par L. Piriou
dans [Pi].
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2.2.1 De´finitions
Soit Σn le n-ie`me groupe syme´trique.
Soient, pour σ ∈ Σn, tσ : En −→ En, tel que : tσ(E1, ..., En) = (Eσ(1), ..., Eσ(n)), et
t∗σ : F (n) −→ F (n), le foncteur induit par pre´composition.
On a tσ ◦ tτ = tτσ, et donc t∗σ ◦ t∗τ = t∗στ . En particulier, t∗σ est un isomorphisme de
cate´gorie, d’inverse et d’adjoint a` droite et a` gauche t∗σ−1 .
Soit l’endofoncteur : Sym = (
⊕
Σn
t∗σ) : F (n) −→ F (n).
On de´finit une unite´ η : Id = t∗1 −→ Sym comme l’injection du facteur direct, et une
multiplication µ : Sym2 −→ Sym comme la compose´ :
Sym2 =
⊕
σ
t∗σ(
⊕
τ
t∗τ ) ' (
⊕
(σ,τ)∈Σ2n
t∗στ ) −→ (
⊕
σ
t∗σ) = Sym
ou` la fle`che est la somme (sur Σn × Σn) des injections t∗στ ↪→
⊕
σt
∗
σ.
Proposition 2.2.1 Le triplet (Sym, µ, η) constitue une monade de F (n). De plus, Sym
est exact et auto-adjoint.
De´monstration :
Sym3
Sym(µ)- Sym2 Sym
ηSym- Sym2 ﬀ
Sym(η)
Sym
Sym2
µSym
?
µ
- Sym
µ
?
Sym
µ
?ﬀ
Id
Sy
m
Id
Sym -
Les axiomes d’associativite´ et d’unite´ [McL] pour le triplet de´coule de ce que ces meˆmes
proprie´te´s sont ve´rifie´s par le groupe Σn.
Les foncteurs t∗σ sont des pre´compositions, donc exacts, ce qui entraine l’exactitude de
Sym. L’auto-adjonction de Sym de´coule des adjonctions : (t∗σ, t∗σ−1). 2
De´finition : On note S(n) et on appelle cate´gorie des foncteurs syme´triques la sous-
cate´gorie (non pleine) de F (n) des Sym-alge`bres. Syml de´signera le foncteur libre : F (n) −→
S(n) adjoint a` gauche de l’oubli : S(n) −→ F (n).
Un foncteur syme´trique est donc la donne´e d’un objet de F (n) muni d’une action
aG : Sym(G) → G. Ceci est e´quivalent a` la donne´e d’un ensemble de morphisme : {aGσ :
t∗σ(G)→ G}σ∈Σn ve´rifiant les e´quations [Pi] :
(1) aG1 = IdG,
(2) Pour tout σ, τ ∈ Σn, aGσ ◦ t∗σ(aGτ ) = aGστ : t∗στ (G)→ G.
En particulier, on a : aGσ ◦ t∗σ(aGσ−1) = IdG.
Un morphisme de foncteurs syme´triques est la donne´e d’un morphisme f ∈ HomF(n)(F,G)
ve´rifiant les e´quations : pour tout σ ∈ Σn, aGσ ◦ t∗σ(f) = f ◦ aFσ .
Proposition 2.2.2 La cate´gorie S(n) est une cate´gorie de Grothendieck bicomple`te, sous-
cate´gorie abe´lienne de F (n), posse´dant un ensemble de petits ge´ne´rateurs projectifs {Syml(PE)}E∈En.
De plus, le foncteur oubli pre´serve les projectifs, et Syml est adjoint a` droite de l’oubli.
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De´monstration : Le fait que S(n) est une sous-cate´gorie abe´lienne de F (n) est assure´ par
l’exactitude de Sym. De plus, Sym commutant avec toute limite et colimite, S(n) posse`de
toute limite et colimite.
La cate´gorie F (n) posse`de un ensemble de petits ge´ne´rateurs projectifs : {PE}E∈En .
L’isomorphisme d’adjonction : HomS(n)(Sym
l(PE),−) ' HomF(n)(PE , o−) montre que
{Syml(PE)}E∈En est un ensemble de petits ge´ne´rateurs projectifs dans S(n).
En outre, comme Sym est auto-adjoint et exact, on a un isomorphisme naturel :
HomF(n)(o Sym
l(PE),−) ' HomF(n)(PE ,−) ◦ Sym
ce qui montre que l’oubli pre´serve les projectifs.
En particulier, S(n) posse`de un ge´ne´rateur et des colimites filtrantes exactes. C’est
donc une cate´gorie de Grothendieck.
Pour ve´rifier la dernie`re assertion, on conside`re, pour chaqueG dans S ′(n), une pre´sentation
libre : Syml(oP1) → Syml(oP0) → G → 0, ou` P0 et P1 sont des projectifs de S(n), pour
se ramener a` une ve´rification sur les objets Sym-libres de S ′(n). Celle-ci de´coule de l’auto-
adjonction de Sym dans F (n). 2
On note FΣn la cate´gorie des alge`bres sur la monade standard de F : ((Z[Σn]⊗Z−),m, u),
ou` m et u sont induit par la multiplication et l’unite´ de Σn. On de´signe e´galement par
(Z[Σn]⊗Z−) l’adjoint a` gauche de l’oubli : FΣn −→ F .
Proposition 2.2.3 Le foncteur diagonal : ∆∗n : F (n) −→ F transforme la monade (Sym, µ, η)
en la monade ((Z[Σn]⊗Z−),m, u) et donc les Sym-alge`bres en (Z[Σn]⊗Z−)-alge`bres .
En particulier, on a un isomorphisme naturel : ∆∗n◦Sym ' (Z[Σn]⊗Z−)◦∆∗n : F (n) −→
FΣn, soit pour tout G dans F (n) et tout V dans E :
(Sym(G))(V, ..., V ) ' Z[Σn]⊗ZG(V, ..., V )
De´monstration : Pour tout σ ∈ Σn, on a : tσ ◦∆n = ∆n, et donc ∆∗n ◦ t∗σ = ∆∗n. D’ou` les
isomorphismes naturels en V et en G :
∆∗n(Sym(G))(V ) '
⊕
Σn
∆∗n(t∗σ(G))(V ) =
⊕
Σn
G(V, ..., V ) ' Z[Σn]⊗ZG(V, ..., V ).
Par de´finition, un objet G de F (n) appartient a` S(n) s’il est muni d’une action aG :
Sym(G)→ G. En appliquant ∆∗n, on obtient une action Z[Σn]⊗Z(∆∗n(G))→ ∆∗n(G). 2
Proposition 2.2.4 (i) Le foncteur ∇∗n : F −→ F (n) se factorise par l’oubli en un fonc-
teur : F −→ S(n), e´galement note´ ∇∗n, qui a` F dans F et (V1, ..., Vn) dans En associe :
∇∗n(F )(V1, ..., Vn) = F (V1 ⊕ ...⊕ Vn).
(ii) Le foncteur compose´ ∆∗n ◦ o : S(n) −→ F se factorise par l’oubli en un foncteur :
S(n) −→ FΣn, e´galement note´ ∆∗n, qui a` G dans F (n) et V dans E associe : ∆∗n(G)(V ) =
G(V, ..., V ).
De´monstration : (i) Pour tout σ ∈ Σn, on a un isomorpisme naturel : (
∑
k ik ◦ pσ(k)) :
∇n −→ ∇n ◦ tσ, ou` ik et pk de´signe respectivement l’injection et la projection du k-ie`me
facteur direct. Celui-ci induit un isomorphisme : aσ : t∗σ ◦ ∇∗n −→ ∇∗n. Pour tout F de F ,
la fle`che :
⊕
Σn
aσ(F ) : Sym(∇∗n(F )) −→ ∇∗n(F ) de´finit alors sur ∇∗n(F ) une structure de
foncteur syme´trique.
(ii) Cette assertion de´coule de la proposition pre´ce´dente. 2
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Les conside´rations qui pre´ce`dent s’adaptent aux foncteurs s’annulant de`s qu’une va-
riable est nulle.
On de´finit S ′(n) = S(n) ∩ F ′(n), la cate´gorie des foncteurs syme´triques a` n variables,
nul lorsqu’une variable est nulle. C’est e´galement la cate´gorie des Sym−alge`bres de F ′(n).
Soit G ∈ S(n). Comme facteur direct, Πn(G) he´rite de la structure de Sym−alge`bre de
G, si bien que Πn : F (n) −→ F ′(n) induit un foncteur : S(n) −→ S ′(n), et le carre´ gauche
du diagramme est comple`tement commutatif.
S ′(n) ﬀ
Πn
i
- S(n) ﬀ
∇∗n
∆∗n
- FΣn ﬀ
c
ColimΣn
- F
F ′(n)
Syml
6
o
?
ﬀΠn
i
- F (n)
Syml
6
o
?
ﬀ∇∗n
∆∗n
- F
(Z[Σn]⊗Z−)
6
o
?
On de´signe par ColimΣn : FΣn −→ F , ou (−)Σn , le foncteur “co-invariants”. On note
encore crn le foncteur de´viation : Πn ◦∇n∗ ◦ c : F −→ S ′(n), qui a` F dans F et (V1, ..., Vn)
dans E(n) associe F(n)(V1 | ... | Vn). On de´signe par Sn le foncteur : ColimΣn ◦ ∆∗n ◦ i :
S ′(n) −→ F , qui a` G dans S ′(n) et V dans E associe (G(V, ..., V ))Σn .
2.2.2 Adjonctions
Proposition 2.2.5 Les foncteurs : Sn : S ′(n) ←→ F : crn forment une paire d’adjoints.
De´monstration : Par l’adjonction : (ColimΣn , c), il suffit d’obtenir une adjonction : (∆∗n,∇∗n),
soit pour F ∈ F , G ∈ S ′(n) : HomS′(n)(G,∇∗n(F )) ' HomFΣn (∆∗n(G), F ).
On conside`re d’abord le cas ou` G est Sym-libre, soit G = Syml(G′), ou` G′ ∈ F (n). On
a alors les isomorphismes suivants :
HomS(n)(G,∇∗n(F ))
' HomF(n)(G′,∇∗n(F )) par l’adjonction (Syml, o)
' HomF (∆∗n(G′), F ) par l’adjonction (∆∗n,∇∗n) usuelle
' HomFΣn (Z[Σn]⊗Z(∆∗n(G′)), F ) par l’adjonction ((Z[Σn]⊗Z−), o)
' HomFΣn (∆∗n(Sym(G′)), F ) par la proposition 2.2.3.
Pour tout G ∈ S ′(n), il existe un de´but de re´solution : Sym(P1) → Sym(P0) → G → 0,
qui permet de de´duire le cas ge´ne´ral. 2
Proposition 2.2.6 L’ adjonction pre´ce´dente engendre la paire d’adjoint :
L(Sn) : Ho(sS ′(n))←→ Ho(sF) : ˜crn.
De´monstration : Le foncteur : crn : sF −→ sS ′(n) est le prolongement simplicial d’un fonc-
teur exact. Il pre´serve donc les e´quivalences faibles et les fibrations. Ceci assure l’existence
de ˜crn, de L(Sn), et de l’adjonction. 2
On a les e´quivalences : FΣn ' F(E ×Σn;A) ' F(E ;A[Σn]). La cate´gorie FΣn est donc
de Grothendieck, avec suffisament de projectifs. Par les meˆmes arguments que ci-dessus,
on a les adjonctions :
L(ColimΣn) : Ho(sFΣn)←→ Ho(sF) : c˜,
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et ∆˜∗n ◦ i˜ : Ho(sFΣn)←→ Ho(sFΣn) : E˜n ◦ ∇˜∗n.
En particulier, on a : L(Sn) ' L(ColimΣn) ◦ (∆˜∗n ◦ i˜).
Suivant [BK, p.303] ou [DHK], on peut de´finir la colimite homotopique :
(−)hΣn = hocolimΣn : FΣn −→ F , via le remplacement simplicial : soit X ∈ sF ,
(X)hΣn = diag(Z[Σn]⊗∗⊗ZX∗). Le foncteur hocolimΣn pre´serve les e´quivalences faibles,
et induit donc : hocolimΣn : Ho(FΣn) −→ Ho(F). Selon [DHK], pour tout X ∈ Ho(F) :
L(ColimΣn)(X) ' hocolimΣn(X).
Proposition 2.2.7 L(Sn) est a` valeur dans les (n-1)-acycliques.
De´monstration : Soient G ∈ Ho(sS ′(n)) et F ∈ Fn−1. On a : crn(F ) = 0, donc par
adjonction : [L(Sn)(G),Σ∗F ] ' [G,Σ∗ ˜crn(F )] ' 0. 2
2.2.3 Foncteurs syme´triques polynoˆmiaux
De´finition : La cate´gorie des foncteurs syme´triques polynoˆmiaux de degre´ infe´rieur ou
e´gal a` d est la sous-cate´gorie pleine de S(n) : S(n)d = S(n) ∩ F (n)d .
On forme une adjonction : (Syml ◦∆(n)∗d+1 ◦ i) : S(n) ←→ F ′(d+1)(En) : (cr(n)d+1 ◦ o), en
composant les adjonctions (Syml, o) et (∆(n)∗d+1 ◦ i, cr(n)d+1).
Soit c sa co-unite´ : (Syml ◦ cr(n)δd+1 ) −→ Id. On note sm(n)d le foncteur Coker(c).
Des arguments identiques a` ceux employe´s pour la de´monstration du lemme 2.1.8
montrent que sm(n)d est un foncteur a` valeur dans S(n)d , adjoint a` gauche de id : S(n)d −→
S(n).
Proposition 2.2.8 La cate´gorie S(n)d est sous-cate´gorie localisante et colocalisante de
S(n) et S(n)d et (S(n)/S(n)d ) sont des cate´gories de Grothendieck bicomple`tes. De plus,
S(n)d posse`de un ensemble de petits ge´ne´rateurs projectifs {sm(n)d (PE)}E∈E , et (S(n)/S(n)d )
posse`de un ge´ne´rateur projectif de la forme Td(Syml(cr
(n)δ
d+1 (P ))), ou` P est un projectif de
F (n).
De´monstration : Avec les remarques ci-dessus, le fait que S(n)d est sous-cate´gorie colocali-
sante se ve´rifie de la meˆme manie`re que pour Fd dans la proposition 2.1.10. Comme S(n)
est une cate´gorie de Grothendieck, S(n)d est e´galement une sous-cate´gorie localisante.
Le reste de la propositon s’obtient comme la propositon 2.1.11. 2
Les proprie´te´s observe´es dans les propositions pre´ce´dentes assurent que ces meˆmes
propositions s’adaptent aux inclusions : S(n)m ↪→ S(n)d , pour m ≤ d, S(n)d en place de S(n),
par restriction des foncteurs cr(n)m et ∆
(n)∗
m ◦ i.
En particulier, ces propositions assurent l’existence des cate´gories homotopiques.
L’ensemble des hypothe`ses conside´re´es dans le chapitre I sont ve´rifie´es par les situation
colocalisantes : S(n)m ↪→ S(n) (resp. S(n)m ↪→ S(n)d , pour m ≤ d), justifiant l’existence de
hS(n)m -acyclisation A s(n)m (resp. A s(n)dm ) et de hS(n)m -localisationL s(n)m (resp.L s(n)dm ) dans
Ho(sS(n)) (resp. Ho(sS(n)d )).
Conforme´ment aux notations de la section 1.2, la hS(n)m -acyclisation et la hS(n)m -localisation
de Ho(sF (n)) sont note´es respectivement A (n)m et L (n)m .
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Proposition 2.2.9 Dans Ho(sS(n)) (resp. Ho(sS(n)d )), un objet est hS(n)m -acyclique si et
seulement s’il est isomorphe a` un objet qui est en chaque degre´ le syme´trise´ d’un (m+1)-
diagonalisable. Cet objet peut eˆtre choisit cofibrant.
De´monstration : Cette proposition de´coule de la proposition 2.2.8, de la meˆme manie`re
que pour la proposition 2.1.12. 2
Corollaire 2.2.10 Soient m ≤ d et F ∈ Ho(sS(n)). L’image par o˜ : Ho(sS(n)) −→
Ho(sF (n)) de la suite de cofibration : A s(n)m (F ) −→ F −→ L s(n)m (F ) est la suite de
cofibration : A (n)m (o˜(F )) −→ o˜(F ) −→L (n)m (o˜(F )).
En particulier, on a des isomorphismes naturels :
o˜ ◦A s(n)m ' A (n)m ◦ o˜ et o˜ ◦L s(n)m 'L (n)m ◦ o˜.
De plus, o˜ refle`te les acycliques.
On a un re´sultat similaire avec ˜Sym
l
: Ho(sF (n)) −→ Ho(sS(n)).
De´monstration : Comme o˜ pre´serve les suites de cofibrations, il s’agit de montrer que
o˜(A s(n)m (F )) est hF (n)m -acyclique et que o˜(L s(n)m (F )) est hF (n)m -local.
Ce dernier point rele`ve de la de´finition de S(n)m .
D’apre`s la proposition pre´ce´dente, on peut supposer que A s(n)m (F ) est un objet en
chaque degre´ le syme´trise´ d’un (m+1)-diagonalisable. C’est alors aussi le cas de o˜(A s(n)m (F ))
qui est donc en chaque degre´ un (m+ 1)-diagonalisable de F (n).
Enfin, en appliquant o˜ a` l’acyclisation A s(n)m (F ) −→ F et en utilisant le fait que o˜
refle`te les isomorphismes, on constate que o˜ refle`te les acycliques. 2
Ce corollaire justifie que l’on note par la suite L (n)m (resp. A
(n)
m ) pour L
s(n)
m (resp.
A s(n)m ).
Corollaire 2.2.11 Soient m ≤ d et F ∈ Ho(sS(n)d ). L’image par i˜d : Ho(sS(n)d ) −→
Ho(sS(n)) de la suite de cofibration : A s(n)dm (F ) −→ F −→ L s(n)dm (F ) est la suite de
cofibration : A s(n)m (i˜d(F )) −→ i˜d(F ) −→L s(n)m (i˜d(F )).
En particulier, on a des isomorphismes naturels :
i˜d ◦A s(n)dm ' A s(n)m ◦ i˜d et i˜d ◦L s(n)dm 'L s(n)m ◦ i˜d.
De´monstration : Ce corollaire se s’obtient de la meˆme manie`re que le corollaire 2.1.13, gra`ce
a` la proposition 2.2.9. Il de´coule e´galement du corollaire 2.1.13 et du corollaire pre´ce´dent.
2
Ce corollaire justifie que l’on note par la suite L s(n)m ou L
(n)
m pour L
s(n)d
m et A
s(n)
m
ou A (n)m pour A
s(n)d
m .
Toutes les conside´rations de cette section s’appliquent e´galement a` S ′(n) et a` S ′(n)d , par
simple restriction des foncteurs.
2.2.4 Foncteurs syme´triques multiline´aires
De´finition : Les objets de S ′(n) de degre´ n sont dits multiline´aires.
On de´signe de´sormais par Mn la hS ′(n)n -localisation (ou multiline´arisation homoto-
pique) L (n)n de Ho(sS ′(n)) (resp. Ho(sS ′(n)d )).
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Soit G ∈ S ′(n). A l’unite´ de l’adjonction (∆∗n, crn) : uoG : oG −→ (crn ◦ ∆∗n)(oG),
de F ′(n), correspond, par l’adjonction (Syml, o), le morphisme de S ′(n) : Sym(G) −→
(crn ◦∆∗n)(oG).
Lemme 2.2.12 (i) On a un isomorphisme : Sn ◦Sym ' ∆∗n : F (n) −→ F , soit, pour tout
G dans F (n) et tout V dans E :
(Sym(G)(V, ..., V ))Σn ' G(V, ..., V )
(ii) Pour tout foncteur G multiline´aire, le morphisme ci-dessus est un isomorphisme :
Sym(G) ' (crn ◦∆∗n)(G).
De´monstration : (i) Par la proposition 2.2.3, on a :
Sn(Sym(G))(V ) ' (Z[Σn]⊗ZG(V, ..., V ))Σn ∼−→ ∆∗n(G)(V )
(ii) Soit (V1, ..., Vn) ∈ En. D’apre`s la proposition 2.1.3, on a :
G(V1, ..., Vn) ' G(V1, ..., Vn−1, 0)⊕G(0, ..., 0, Vn)⊕ cr(n)2 (G)((V1, ..., Vn−1, 0), (0, ..., 0, Vn)),
et donc : G(V1, ..., Vn) ' cr(n)2 (G)((V1, ..., Vn−1, 0), (0, ..., 0, Vn)) car G ∈ S ′(n).
En utilisant re´cursivement la proposition 2.1.3, sur la premie`re variable du foncteur
cr
(n)
k , k ≤ n, on obtient : G(V1, ..., Vn) ' cr(n)n (G)((V1, 0, ..., 0), ..., (0, ..., 0, Vn)).
D’autre part, G ∈ S ′(n)n et donc cr(n)n+1(G) = 0. A nouveau la proposition 2.1.3 donne,
pour V j ∈ En, j = 1, ..., n+ 1 :
cr
(n)
n (G)(V 1, ..., V n−1, V n⊕V n+1) ' cr(n)n (G)(V 1, ..., V n−1, V n)⊕cr(n)n (G)(V 1, ..., V n−1, V n+1).
Par re´currence, les deux remarques qui pre´ce`de impliquent l’isomorphisme, naturel en
(V1, ..., Vn) ∈ En :⊕
f∈End(n)G(Vf(1), ..., Vf(n))
∼−→ G(⊕Vi, ...,⊕Vi) = (∇∗n ◦∆∗n)(G)
ou` End(n) de´signe l’ensemble des endomorphismes de {1, ..., n}.
Si f 6∈ Σn, il existe i 6∈ Im(f), donc tel que : ei(t∗f (G)) = t∗f (G). D’ou` Πn(t∗f (G)) = 0,
et l’isomorphisme voulu s’obtient comme facteur direct du pre´ce´dent. 2
Proposition 2.2.13 [Pi] La paire d’adjoints (Sn, crn) se restreint en une paire d’ad-
joints :
Sn : S ′(n)n ←→ Fn : crn.
De plus, l’unite´ : Id −→ (crn ◦ Sn) est un isomorphisme.
De´monstration : La proposition 2.1.4 donne : (∆∗n)−1(Fd) = F (n)d , et implique donc la
restriction de Sn, et de crn. Pour tout G multiline´aire, on a un diagramme commutatif :
Sym(G) - (crn ◦ Sn)(Sym(G))
(crn ◦∆∗n)(G)
?ﬀ
ou` les fle`ches verticales sont induites par les isomorphismes du lemme pre´ce´dent. On
conclut alors en utilisant un de´but de re´solution : Sym(Q) −→ Sym(P ) −→ G −→ 0, et
l’exactitude a` droite de (crn ◦ Sn). 2
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2.3 Fibres de localisations
Le but de cette section est d’obtenir une identification des fibres de localisations d’un
foncteur (the´ore`me 2.3.5).
2.3.1 Plongement
Lemme 2.3.1 Pour tout hS ′(n)n -local G de Ho(sS ′(n)), l’unite´ d’adjonction :
uG : G→ ( ˜crn ◦L(Sn))(G) est un isomorphisme.
De´monstration : On peut supposer G cofibrant. Le diagramme de la de´monstration de
la proposition 2.2.13 (ci-dessus) est de´fini e´galement pour G ∈ sS ′(n). Si G est hS ′(n)n -
local, l’exactitude de Sym assure que le morphisme : Sym(G) −→ (crn ◦ ∆∗n)(G) est
une e´quivalence faible. Il en va donc de meˆme de l’unite´ uSym(G) : Sym(G) −→ (crn ◦
Sn)(Sym(G)), ce qui montre l’e´nonce´ pour les objets Sym-libres et (S ′(n)n )-locaux de
Ho(sS ′(n)).
On conside`re la re´solution bisimpliciale Sym•(G) ∈ s2S ′(n), produite par le cotriple
Syml ◦ o, et on note D(Sym•(G)) l’objet simplicial diagonal associe´. Pour tout q ∈ N,
l’augmentation : εGq : Sym•(Gq) −→ Gq est une e´quivalence faible [W, p.282] entre
cofibrants, donc une e´quivalence d’homotopie forte de sS ′(n). C’est alors aussi le cas de
(crn ◦ Sn)(εGq). Les fle`ches horizontales du diagramme commutatif sont induites par les
augmentations des re´solutions monadiques, via la diagonale, et sont donc des e´quivalences
faibles :
G ﬀ D(Sym•(G))
(crn ◦ Sn)(G)
uG
?
ﬀ D((crn ◦ Sn)(Sym•(G)))
D(uSym•(G))
?
Par les suites spectrales de diagonales, le morphisme : pi∗(D(uSym•(G))) est l’aboutissement
de morphismes : E1p,∗ = pi∗(Symp+1(G)) −→ E1p,∗ = pi∗((crn ◦ Sn)(Symp+1(G))), qui sont
des isomorphismes d’apre`s le de´but de la de´monstration. 2
Proposition 2.3.2 La (n-1)-acyclisation : An−1 → Id et la co-unite´ : c : (L(Sn)◦ ˜crn)→
Id sont isomorphes sur la sous-cate´gorie des hFn-locaux de Ho(sF).
De´monstration : Soit X dans Ho(sF). Suivant les conside´rations du chapitre I, il suffit de
ve´rifier que la co-unite´ cX est la (piFn−1)-colocalisation.
D’une part, d’apre`s la proposition 2.2.7, (L(Sn) ◦ ˜crn) est a` valeur dans les (n − 1)-
acycliques.
D’autre part, cX est un (piFn−1)-isomorphisme si et seulement si ˜crn(cX) est un iso-
morphisme. Or, par l’exactitude de crn et la proposition 2.2.13, si X est hFn-local, alors
˜crn(X) est (hS ′(n)n )-local. Par le lemme 2.3.1, u ˜crn(X) est un isomorphisme de Ho(sS ′(n)),
et comme :
Id = ( ˜crn(cX) ◦ u ˜crn(X)) : ˜crn(X)→ ( ˜crn ◦L(Sn) ◦ ˜crn)(X)→ ˜crn(X),
˜crn(cX) est alors un isomorphisme. 2
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Remarque : Si F ∈ Ho(sF) est hFn-local, la suite spectrale d’hyperhomologie associe´e
a` L(Sn) [W, p.148], s’e´crit :
pip+q(An−1(F ))⇐ E2p,q = Hq(Σn; crδn(pip(F ))).
The´ore`me 2.3.3 Soit X,Y dans Ho(sF), X hFn-local et hFn−1-acyclique. Le foncteur
˜crn : Ho(sF) −→ Ho(sS ′(n)) induit un isomorphisme :
˜crn(X,Y ) : [X,Y ]
∼−→ [ ˜crn(X), ˜crn(Y )].
En particulier, la paire (L(Sn), ˜crn) se restreint en une e´quivalence de la cate´gorie des
hFn-locaux et hFn−1-acycliques de Ho(sF) avec la cate´gorie des multiline´aires homoto-
piques de Ho(sS ′(n)).
De´monstration : La compose´e : [X,Y ] ˜crn−→ [ ˜crn(X), ˜crn(Y )] ' [(L(Sn) ◦ ˜crn)(X), Y ] est
e´gale au morphisme induit par la co-unite´ : cX : (L(Sn)◦ ˜crn)(X)→ X. La fle`che ˜crn(X,Y )
est donc un isomorphisme pour tout Y si et seulement si cX est e´galement un isomorphisme.
Or, sous l’hypothe`se : X hFn-local, cela e´quivaut, par la proposition 2.3.2, a` : X hFn−1-
acyclique. 2
2.3.2 Compatibilite´ de la de´viation et de la localisation
Proposition 2.3.4 Soient m,n appartenant a` N et F dans Ho(sF). L’image par ˜crn :
Ho(sF) −→ Ho(sS ′(n)) de la suite de cofibration : Am(F ) −→ F −→Lm(F ) est la suite
de cofibration : A (n)m ( ˜crn(F )) −→ ˜crn(F ) −→L (n)m ( ˜crn(F )).
En particulier, on a des isomorphismes naturels :
˜crn ◦Am ' A (n)m ◦ ˜crn et ˜crn ◦Lm 'L (n)m ◦ ˜crn.
De´monstration : Comme ˜crn pre´serve les suites de cofibrations, il s’agit de montrer que
˜crn(Am(F )) est hS ′(n)m -acyclique et ˜crn hS ′(n)m -local.
La proposition 2.1.4 et l’exactitude de crn assure que ˜crn(X)(Lm(F )) est bien hS ′(n)m -
local.
Soit A un hFm-acyclique. Par la proposition 2.1.12, A peut eˆtre suppose´ (m + 1)-
diagonalisable en chaque degre´. Par la proposition 2.1.4, on a : crn◦∆∗m+1 ' ∆(n)∗m+1◦cr(m+1)n ,
ce qui montre que crn(A) est (m+1)-diagonalisable en chaque degre´ dans sF ′(n). Comme
l’oubli refle`te les acycliques, ˜crn(A) est un hS ′(n)m -acyclique. 2
Selon les notations du chapitre I, le foncteur Fn de´signe la fibre de la transforma-
tion naturelle Ln −→ Ln−1 de Ho(sF). Le foncteur multiline´arisation homotopique est
note´ Mn. Le foncteur Sn associe a` G dans F (n) et V dans E le module Sn(G)(V ) =
(G(V, ..., V ))Σn .La n-ie`me de´viation crn(F ) d’un foncteur F de F est note´ F(n).
The´ore`me 2.3.5 [JMcC2] Pour tout F dans sF et V dans E, il existe un isomorphisme
naturel en F et en V :
Fn(F )(V ) ' (Mn(F(n))(V, ..., V ))hΣn .
De´monstration : En utilisant les isomorphismes des proposition 2.3.2 et 2.3.4 , on a :
Fn = An−1 ◦Ln ' L(Sn) ◦ ˜crn ◦Ln ' L(Sn) ◦Mn ◦ ˜crn. 2
Corollaire 2.3.6 Pour tout X,Y ∈ Ho(sF), on a un isomorphisme :
[Fn(X), Y ]
∼−→ [Mn( ˜crn(X)), ˜crn(Y )].
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De´monstration : Le re´sultat de´coule directement des the´ore`mes 2.3.3 et 2.3.5, et de l’ad-
jonction (L(Sn), ˜crn). 2
Les e´nonce´s de cette section sont e´galement ve´rifie´s si on remplace les cate´gories
Ho(sF) et Ho(sS ′(n)) par, respectivement, Ho(sFd) et Ho(sS ′(n)d ).
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Chapitre 3
Fibres de localisations et modules
simpliciaux
La premie`re section est constitue´e de rappels concernant les modules simpliciaux. La
deuxie`me section fait le lien entre les foncteurs syme´triques et les Σn-modules simpliciaux.
Dans les troisie`me et quatrie`me sections, on relie la cate´gorie homotopique des foncteurs
syme´triques a` celle de certains modules simpliciaux.
A compter de ce chapitre, A est un anneau commutatif.
On utilise les conside´rations du chapitre pre´ce´dent dans le cas ou` E est la cate´gorie des
A-modules libres de rang fini.
3.1 Modules simpliciaux sur un anneau simplicial
3.1.1 Rappels
On de´signe par ModA la cate´gorie des A-modules et par ModΣn la cate´gorie des
A[Σn]-modules. Si M,N ∈ ModΣn , on conside`re M⊗AN et HomA(M,N) comme des
A[Σn]-modules via l’action diagonale. La cate´gorieModΣn est ainsi munie d’une structure
de cate´gorie monoidale syme´trique ferme´e (ModΣn ,−⊗A−,HomA(−,−)).
Soit sModΣn la cate´gorie des A[Σn]-modules simpliciaux Le bifoncteur MapA(−,−) :
sModΣn × sModΣn → sModΣn est de´fini par : MapA(M,N) = HomsModA(M ⊗∆•, N),
muni de l’action diagonale. La cate´gorie sModΣn posse`de e´galement une structure de
cate´gorie monoidale syme´trique ferme´e (sModΣn ,−⊗A−,MapA(−,−)).
De plus, sModΣn (resp. sModA) posse`de la structure de cate´gorie de mode`le ferme´e
usuelle (cf. Ch I).
On appelle anneau simplicial un objet monoide dans sModΣn . Soit R un tel anneau
simplicial : on note TR le triple associe´. La cate´gorie des R-modules simpliciaux (a` gauche),
note´e sModΣn(R), de´signe alors la cate´gorie des TR-alge`bres, et on a une adjonction :
TR : sModΣn ←→ sModΣn(R) : o.
D’apre`s [SS, p.15], sModΣn(R) posse`de une structure de cate´gorie de mode`le ferme´e.
L’objet chemin requis e´st donne´ par : MapA(A[∆1],−). Les fibrations et les e´quivalences
faibles de sModΣn(R) sont celles de sModΣn via l’oubli. Les cofibrations sont les mor-
phismes posse`dant la proprie´te´ de rele`vement a` gauche par rapport aux fibrations triviales.
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Comme dans sModΣn , tous les objets de sModΣn(R) sont fibrants. Avec ces structures,
l’adjonction (TR, o) induit une adjonction :
L(TR) : Ho(sModΣn)←→ Ho(sModΣn(R)) : o˜.
On note HomRΣ(M,N) l’ensemble des morphismes dans sModΣn(R).
Via l’oubli,R est aussi un anneau simplicial de sModA. On note sModA(R) la cate´gorie
des R-modules simpliciaux et HomR(M,N) l’ensemble des morphismes. Si M et N ap-
partiennent a` sModΣn(R), HomR(M,N) he´rite d’une action (diagonale) de Σn et on a
un isomorphisme : HomR(M,N)Σn ' HomRΣ(M,N).
On a un produit tensoriel : (−⊗R−) : sModA(R) × sModA(R) −→ sModA. Pour
tout R-module a` droite N , on a une adjonction : (−⊗RN) : sModA(R) ←→ sModA :
MapA(N,−).
La structure de cate´gorie monoidale syme´trique deModΣn s’e´tend a` la cate´gorie GrΣn
des A[Σn]-modules N-gradue´s. Si Π est un anneau de GrΣn , on note GrΣn(Π) la cate´gorie
des Π-modules (TΠ-alge`bres).
Les groupes d’homotopie de´finis sur sModΣn induisent un foncteur pi∗ : sModΣn(R) −→
GrΣn(pi∗(R)).
3.1.2 Suite spectrale d’Adams
Dans cette section, on note : pi∗ pour pi∗(R), grΣpi∗ la cate´gorie GrΣn(pi∗) et on pose :
MapRΣ(−,−) = HomRΣ(−⊗∆•,−).
Les sphe`res de sModΣn(R) sont de´finies par [Q, II.6.12] :
RSq = A[Σn]⊗ Coker(R⊗A[∆˙q]→ R⊗A[∆q])
' Coker(R⊗A[Σn][∆˙q]→ R⊗A[Σn][∆q]).
On a pi∗(RSq) ' A[Σn]⊗ Σqpi∗.
La cate´gorie grΣpi∗ est une cate´gorie abe´lienne avec un ensemble de ge´ne´rateurs pro-
jectifs : {pi∗(RSq)}q∈N.
Proposition 3.1.1 Soient M,N ∈ sModΣn(R). Il existe une suite spectrale a` deux qua-
drants :
E∗,∗2 = Ext
∗,∗
grΣpi∗(pi∗(M), pi∗(N)) =⇒ [M,Σ∗N ]
de diffe´rentielle dr de bidegre´ (r, 1− r), qui converge lorsque pi∗(N) = 0 pour ∗ À 0.
De´monstration : Par [Q, II.6.15], il existe une re´solution de M :
· · · → Pn → Pn−1 → · · · → P1 → P0 →M → 0
telle que : K0 =M, Kq+1 = Ker(Pq
uq→ Kq) avec uq et pi∗(uq) surjectifs, et pi∗(Pq) module
gradue´ libre de grΣpi∗. Les suites exactes longues de cohomologie associe´es aux suites
exactes courtes : 0→ Kq+1 → Pq uq→ Kq → 0 induisent un couple exact : (s ∈ N, t ∈ Z)
Ds+1,t−1 i→ Ds,t Ds,t = [Ks,ΣtN ]
↓ j Es,t = [Ps,ΣtN ]
Ds+1,t
k← Es,t d = j ◦ k : (1, 0)
Avec les notations de la proposition 3.2 du chapitre 1 (cf. [McC, p.39]) :
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Pour r > s, Bs,tr = j(Ker(ir−1 : Ds,t → Ds+r,t)) est inde´pendant de r, donc : Es,t∞ '
Limr>sE
s,t
r . D’ou` la suite exacte courte :
0→ Ds,t/(Ker(is : Ds,t → D0,t+s) + i(Ds+1,t−1))→ Es,t∞
→ (∩rIm(ir : Ds+1+r,t−1 → Ds+1,t)) ∩Ker(i : Ds−1,t → Ds,t+1)→ 0
Soit la filtration de D0,t = [M,ΣtN ] : Ψst = Im(D
s,t−s → D0,t),
et Kst = Ker(D
s,t−s → D0,t).
Ceci donne : Ψst/Ψ
s+1
t ' Ds,t−s/(Kst + i(Ds+1,t−s−1)).
Avec l’hypothe`se : pi∗(N) = 0 pour ∗ À 0, la filtration est finie et on a :
(∩rIm(ir : Ds+1+r,t−1 → Ds+1,t)) ∩Ker(i : Ds−1,t → Ds,t+1) ' 0,
d’ou` : Es,t−s∞ ' Ψst/Ψs+1t .
D’autre part, Es,t1 = [Ps,Σ
tN ], et la surjectivite´ de pi∗(uq) entraine que la suite exacte :
· · · → pi∗(Pn)→ pi∗(Pn−1)→ · · · → pi∗(P1)→ pi∗(P0)→ pi∗(M)→ 0
est une re´solution libre dans grΣpi∗. Par construction, Ps '
⊕
iRS
ni dansHo(sModΣn(R)).
On a les isomorphismes :
Es,t1 ' [
⊕
iRS
ni ,ΣtN ] '∏i pi0(MapRΣ(RSni ,ΣtN)) '∏i pini(ΣtN)
'∏iHomgrΣpi∗(pi∗−ni(A), pi∗(ΣtN)) ' HomgrΣpi∗(⊕i pi∗−ni(R),Σtpi∗(N))
Es,t1 ' HomtgrΣpi∗(pi∗(Ps), pi∗(N)).
Ces isomorphismes font correspondre a` d1 = j ◦ k : [Ps,ΣtN ] → [Ps−1,ΣtN ] l’image par
HomtgrΣpi∗(−, pi∗(N)) de la compose´e : ∂ : Ps
us→ Ks ↪→ Ps−1.
D’ou` : Et,∗2 = Ext
t,∗
grΣpi∗(pi∗(M), pi∗(N)). 2
3.2 Foncteurs syme´triques et Σn-modules
Soit le foncteur  : (F)n −→ S(n) qui, au n-uplet (F1, ..., Fn) associe le foncteur :
(E1, ..., En) 7→ F1(E1)⊗...⊗Fn(En).
Par restriction, on a un foncteur de (F ′)n dans S ′(n). On note Fn le foncteur F...F ,
avec n facteur.
Soit P¯ = Ker(PA → P0) (cf. Ch II). On note : Λn le foncteur n-ie`me puissance
exterieure, Tn pour Idn et Tn = ∆∗n(Tn) le foncteur n-ie`me puissance tensorielle.
Dans S ′(n), on a les isomorphismes [Pi] : crn(P¯ ) ' P¯n, crn(Tn) ' Sym(Tn), crn(Λn) '
sgn⊗Tn, ou` sgn est le Σn-module A muni de l’action signature (la stucture syme´trique
est pre´cise´e au paragraphe 3.2.3).
Le corollaire 1.9 du chapitre II donne un isomorphisme de F ′(n) : crn(md(P¯ )) '
m
(n)
d (crn(P¯ )). On muni m
(n)
d (P¯
n) de la structure de foncteur syme´trique rendant cet
isomorphisme syme´trique.
3.2.1 Aspects discrets
Soient F,G ∈ S ′(n). En utilisant les structures syme´triques de F et G, on de´finit un
ensemble d’automorphismes de HomF ′(n)(F,G) : {mF,Gσ }σ∈Σn par :
mF,Gσ = (aGσ )∗ ◦ t∗σ ◦ (aFσ−1)∗ :
HomF ′(n)(F,G) −→ HomF ′(n)(t∗σ−1(F ), G)
∼−→ HomF ′(n)(F, t∗σ(G)) −→ HomF ′(n)(F,G).
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Proposition 3.2.1 [Pi] Soient F,G ∈ S ′(n). Les morphismes {mF,Gσ }σ∈Σn sont des trans-
formations naturelles en (F,G) ∈ S ′(n)op × S ′(n) du A-module HomF ′(n)(F,G) dans lui-
meˆme, qui le munissent d’une structure de A[Σn]-module, compatible avec la composition.
De plus, on a un isomorphisme naturel : (HomF ′(n)(F,G))
Σn ' HomS′(n)(F,G).
De´monstration : On remarque avant tout que l’on a les e´galite´s suivantes :
mF,Gσ = (aGσ )∗ ◦ t∗σ ◦ (aFσ−1)∗ = (aGσ )∗ ◦ (t∗σ(aFσ−1))∗ ◦ t∗σ = (t∗σ(aFσ−1))∗ ◦ (aGσ )∗ ◦ t∗σ.
On montre que les automorphismes : {mF,Gσ }σ∈Σn constituent une action de Σn sur
HomF ′(n)(F,G).
D’une part, pour σ = 1, on a : mF,G1 = Id. D’autre part, on a :
mF,Gσ ◦mF,Gτ = (aGσ )∗ ◦ (t∗σ(aFσ−1))∗ ◦ t∗σ ◦ (aGτ )∗ ◦ (t∗τ (aFτ−1))∗ ◦ t∗τ
= (aGσ )∗ ◦ (t∗σ(aFσ−1))∗ ◦ (t∗σ(aGτ ))∗ ◦ (t∗σ(t∗τ (aFτ−1)))∗ ◦ t∗σ ◦ t∗τ
= (aGσ ◦ t∗σ(aGτ ))∗ ◦ (t∗στ (aFτ−1) ◦ t∗σ(aFσ−1))∗ ◦ t∗στ
= (aGστ )∗ ◦ t∗στ (aFτ−1 ◦ t∗τ−1(aFσ−1)) ◦ t∗στ
= (aGστ )∗ ◦ t∗στ ◦ (aF(στ)−1)∗
mF,Gσ ◦mF,Gτ = mF,Gστ
On ve´rifie que l’action est donc bien compatible avec la composition. Soient f ∈
HomF ′(n)(F,G) et g ∈ HomF ′(n)(G,H).
mF,Hσ (g ◦ f) = ((aHσ )∗ ◦ (t∗σ(aFσ−1))∗ ◦ t∗σ)(g ◦ f)
= aHσ ◦ t∗σ(g) ◦ t∗σ(f) ◦ t∗σ(aFσ−1)
= aHσ ◦ t∗σ(g) ◦ t∗σ(aGσ−1) ◦ aGσ ◦ t∗σ(f) ◦ t∗σ(aFσ−1)
mF,Hσ (g ◦ f) = mG,Hσ (g) ◦mF,Gσ (f)
La dernie`re assertion ce montre comme suit. Un morphisme f ∈ HomF ′(n)(F,G) est
un morphisme de foncteurs syme´triques si et seulement si, pour tout σ ∈ Σn : aGσ ◦ t∗σ(f) =
f ◦ aFσ . C’est e´quivalent a` :
f = aGσ ◦ t∗σ(f) ◦ t∗σ(aFσ−1) = ((aGσ )∗ ◦ t∗σ ◦ (aFσ−1)∗)(f)f = mF,Gσ (f),
soit : f ∈ (HomF ′(n)(F,G))Σn .
Pour ve´rifier la naturalite´, on conside`re g ∈ HomS′(n)(G,G′), et la fle`che induite :
g∗ : HomF ′(n)(F,G)→ HomF ′(n)(F,G′).
g∗◦mF,Gσ = (g◦aGσ )∗◦t∗σ◦aFσ−1 = (aG
′
σ ◦t∗σ(g))∗◦t∗σ◦aFσ−1 = (aGσ )∗◦t∗σ◦g∗◦aFσ−1 = mF,G
′
σ ◦g∗
Des e´galite´s similaires pour la variable contravariante ache`vent de ve´rifier la naturalite´
annonce´e. 2
Proposition 3.2.2 Pour tout G ∈ S ′(n), on a un isomorphisme Σn-e´quivariant :
HomF ′(n)(P¯
n, G) ' ∆∗n(G)(A).
De´monstration : En composant l’isomorphisme de l’adjonction (crn,∆∗n) et l’isomorphisme
de Yoneda, qui sont e´quivariant, on obtient :
HomF ′(n)(P¯
n, G) ' HomF ′(P¯ ,∆∗n(G)) ' ∆∗n(G)(A), 2
3.2.2 Aspects simpliciaux
La cate´gorie sS ′(n) (resp. sF ′(n)) posse`de une structure de cate´gorie de mode`le simpli-
cial ferme´e [Q]. En particulier, on a un foncteur : MapsS′(n) : sS ′(n) × sS ′(n) −→ sModA,
42
ve´rifiant l’axiome S.M.7 , explicitement : MapsS′(n)(F,G) = HomsS′(n)(F ⊗∆., G). On a
une composition : ◦ :MapsS′(n)(F,G)⊗MapsS′(n)(G,H) −→MapsS′(n)(F,H).
On peut de´finir un ensemble d’automorphismes de MapsF ′(n)(F,G) : {mF,Gσ }σ∈Σn de
la meˆme manie`re que dans le paragraphe pre´ce´dent.
Proposition 3.2.3 Soient F,G ∈ sS ′(n). Les morphismes {mF,Gσ }σ∈Σn sont des transfor-
mations naturelles en (F,G) ∈ (sS ′(n))op× sS ′(n) du A-module simplicial MapsS′(n)(F,G)
dans lui-meˆme, qui le munissent d’une structure de A[Σn]-module, compatible avec la com-
position.
De plus, (MapsF ′(n)(F,G))
Σn 'MapsS′(n)(F,G). 2
3.2.3 Foncteurs syme´triques multiline´aires
Le foncteur de F (n) dans ModA de´fini par : F 7→ ∆∗n(F )(A) induit un isomorphisme
entre les cate´gories F (n)0 etModA. On identifie ces deux cate´gories.
Pour M ∈ ModA, on a, pour tout σ ∈ Σn : t∗σ(M) = M , et donc Sym(M) '
Z[Σn]⊗ZM , ce qui permet d’identifier S(n)0 etModΣn .
Soient F,G ∈ S(n). Le foncteur F ⊗G est muni d’une structure de foncteur syme´trique
diagonale donne´e par le morphisme : aF⊗G : Sym(F ⊗G) −→ F ⊗G induit par aF ⊗ aG :
t∗σ(F ⊗G) = t∗σ(F )⊗ t∗σ(G) −→ F ⊗G.
On de´finit la paire de foncteur :
M (n) : S ′(n)n ←→ModΣn : T (n) (resp. M (n)+ : S ′(n) ←→ModΣn : T (n)+ )
par :
M (n)(F ) = HomF ′(n)(T
n, oF ) et T (n)(M) = (M ⊗ Tn).
(resp. M (n)+ (F ) = HomF ′(n)(P¯
n, oF ) et T (n)+ (M) = (M ⊗ P¯n)).
Proposition 3.2.4 La paire (T (n),M (n)) (resp. (T (n)+ ,M
(n)
+ )) est une paire d’adjoint.
De´monstration : Soient M ∈ ModΣn et G ∈ S ′(n)n . Pour tout L ∈ En, la proposition 3.2.1
et l’e´valuation en L munissent HomA(Tn(L), G(L)) et HomA(M ⊗Tn(L), G(L)) d’une
action du groupe syme´trique, et on ve´rifie que l’isomorphisme d’adjonction :
HomA(M ⊗ Tn(L), G(L)) ' HomA(M,HomA(Tn(L), G(L)))
est Σn-e´quivariant. Celui-ci induit un isomorphisme e´quivariant :
HomF ′(n)(M ⊗ Tn, G) ' HomA(M,HomF ′(n)(Tn, G)).
En prenant les co-invariants, on obtient :
HomS′(n)(M ⊗ Tn, G) ' HomΣn(M,HomF ′(n)(Tn, G)). 2
Par la proposition 3.2.2, on a, pour tout G ∈ S ′(n)n : M (n)+ (G) 'M (n)(G) ' ∆∗n(G)(A).
Proposition 3.2.5 [Pi] L’adjonction : T (n) : ModΣn ←→ S ′(n)n : M (n) constitue une
e´quivalence de cate´gorie.
De´monstration : Soit G ∈ S ′(n)n . Par multiline´arite´, la co-unite´ cG est un isomorphisme si et
seulement si ∆∗n(cG)(A) en est un e´galement. Par l’isomorphisme :M (n)(cG) ' ∆∗n(cG)(A),
et comme : uM(n)(G) ◦ M (n)(cG) = IdM(n)(G), on est ramene´ a` montrer que pour tout
M ∈ModΣn , l’unite´ uM est un isomorphisme. Or :
(M (n) ◦ T (n))(M) = HomF ′(n)(Tn,M ⊗ Tn) ' ∆∗n(M ⊗ Tn)(A) 'M . 2
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3.3 Plongement
Soit P¯n → Q(n) une hS ′(n)n -localisation de P¯n dans Ho(sS ′(n)) tel que Q(n) soit un
cofibrant de sF ′(n). En particulier, Q(n) 'Mn(P¯n). Un tel morphisme existe bien, car
on peut prendre Q(n) cofibrant dans sS ′(n) et l’oubli pre´serve les cofibrants.
Via l’oubli, c’est e´galement une F ′(n)n -localisation de P¯n dans Ho(sF ′(n)). Comme
P¯n est cofibrant dans sF ′(n), cette localisation peut eˆtre repre´sente´e par un morphisme
de sF ′(n).
On note R(n) = MapsF ′(n)(Q
(n), Q(n)). Au vu du paragraphe pre´ce´dent, R(n) est un
anneau de sModΣn , et, pour tout G ∈ sF ′(n), MapsF ′(n)(Q(n), G) est un R(n)-module a`
gauche.
De´finition : On noteM(n) le foncteur : MapsF ′(n)(Q(n), o−) : sS ′(n) −→ sModΣn(R(n)).
L’anneau simplicial R(n) = MapsF ′(n)(Q
(n), Q(n)) peut eˆtre conside´re´ comme un mo-
noide de sS ′(n). Ceci munit Q(n) d’une stucture de R(n)-module a` droite.
De´finition : Le foncteur : T (n) : sModΣn(R(n)) −→ sS ′(n), est de´finit, pour tout M ∈
sModΣn(R(n)), par :
T (n)(M) =M⊗R(n)Q(n) = Coker(M ⊗R(n) ⊗Q(n) −→M ⊗Q(n)) ,
avec l’action diagonale sur le produit tensoriel.
Lemme 3.3.1 Les foncteursM(n) : F 7→MapsF ′(n)(Q(n), oF ) et T (n) :M 7→M⊗R(n)Q(n)
forment une paire d’adjoints (T (n),M(n)).
De´monstration : Soient M ∈ sModΣn(R(n)) et G ∈ sS ′(n). Pour tout L ∈ En, la proposi-
tion 3.2.3 et l’e´valuation en L munissent HomsModA(M⊗R(n)Q(n)(L), G(L)) et
MapA(Q(n)(L), G(L)) d’une action du groupe syme´trique, et on ve´rifie que l’isomorphisme
d’adjonction :
HomsModA(M⊗R(n)Q(n)(L), G(L)) ' HomR(n)(M,MapA(Q(n)(L), G(L)))
est Σn-e´quivariant. Celui-ci induit un isomorphisme e´quivariant :
HomF ′(n)(T (n)(M), G) ' HomR(n)(M,M(n)(G)).
En prenant les co-invariants, on obtient :
HomS′(n)(T (n)(M), G) ' HomR(n)Σ(M,M(n)(G)). 2
Proposition 3.3.2 La paire d’adjoints (T (n),M(n)) induit une adjonction :
L(T (n)) : Ho(sModΣn(R(n)))←→ Ho(sS ′(n)) : M˜(n).
De´monstration : Comme Q(n) est cofibrant, on a :
pi∗(M(n)) = pi∗(MapsF ′(n)(Q(n), o−)) ' [Q(n),Ω∗o−].
Le foncteurM(n) pre´serve donc les e´quivalence faibles, ce qui assure l’existence de M˜(n).
Par ailleurs, a` nouveau car Q(n) est cofibrant, l’axiome S.M.7 montre queM(n) pre´serve les
fibrations et les fibrations triviales. Ceci implique l’existence de L(T (n)) et de l’adjonction.
2
Lemme 3.3.3 Le foncteur L(T (n)) est a` valeur dans les hS ′(n)n -locaux.
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De´monstration : Soit M un cofibrant de sModΣn(R(n)). Il suffit de ve´rifier que T (n)(M)
est hFn-local, soit D˜(n)n+1(T (n)(M)) est faiblement e´quivalent a` ze´ro.
Or, on a un isomorphisme : D˜(n)n+1(M⊗R(n)Q(n)) ' M⊗R(n)D˜(n)n+1(Q(n)), le foncteur
(M⊗R(n)−) pre´serve les e´quivalences faibles, et Q(n) est hFn-local. 2
Lemme 3.3.4 Soit G hS ′(n)n -local. Le morphisme P¯n −→ Q(n) induit une e´quivalence
faible naturelle et Σn-e´quivariante :M(n)(G) =MapsF ′(n)(Q(n), G) −→MapsF ′(n)(P¯n, G).
De´monstration : Comme P¯n et Q(n) sont cofibrants, le morphisme :
pi∗(MapsF ′(n)(Q
(n), G)) −→ pi∗(MapsF ′(n)(P¯n, G))
est isomorphe au morphisme : [Q(n),Ω∗G] −→ [P¯n,Ω∗G]. La fle`che P¯n −→ Q(n) e´tant
une hS ′(n)n -localisation, et G hS ′(n)n -local, ce dernier morphisme est un isomorphisme. 2
The´ore`me 3.3.5 Soit X,Y ∈ Ho(sS ′(n)), X hS ′(n)n -local.
Le foncteur M˜(n) : Ho(sS ′(n)) −→ Ho(sModΣn(R(n))) induit un isomorphisme :
M˜(n)(X,Y ) : [X,Y ]
∼−→ [M˜(n)(X),M˜(n)(Y )] .
De plus, la paire (L(T (n)),M˜(n)) se restreint en une e´quivalence de la cate´gorie des mul-
tiline´aires homotopiques de Ho(sS ′(n)) avec la cate´gorie Ho(sModΣn(R(n))).
De´monstration : La compose´e : [X,Y ]
M˜(n)
(X,Y )−→ [M˜(n)(X),M˜(n)(Y )] ' [(L(T (n))◦M˜(n))(X), Y ]
est e´gale au morphisme induit par la co-unite´ : cX : (L(T (n)) ◦ M˜(n))(X)→ X. La fle`che
M˜(n)(X,Y ) est donc un isomorphisme si et seulement si cX l’est e´galement.
D’apre`s le lemme 3.3.4, il est e´quivalent de montrer que M˜(n)(cX) est un isomorphisme.
Comme l’adjonction (L(T (n)),M˜(n)) donne :
Id = (M˜(n)(cX) ◦ uM˜(n)(X)) : M˜(n)(X)→ (M˜(n) ◦L(T (n)) ◦ M˜(n))(X)→ M˜(n)(X),
on est ramene´ a` ve´rifier que, pour toutM ∈ sModΣn(R(n)) cofibrant, l’unite´ d’adjonction :
uM :M −→ (M(n) ◦ T (n))(M) est une e´quivalence faible.
On a un diagramme commutatif :
M 'M⊗R(n)MapsF ′(n)(Q(n), Q(n)) - M⊗R(n)MapsF ′(n)(P¯n, Q(n))
∼- M⊗R(n)∆∗n(Q(n))(A)
MapsF ′(n)(Q
(n),M⊗R(n)Q(n))
?
-
u
M
-
MapsF ′(n)(P¯
n,M⊗R(n)Q(n))
? ∼- ∆∗n(M⊗R(n)Q(n))(A)
∼
?
Le carre´ de droite est constitue´ d’isomorphismes, les fle`ches horizontales provenant essen-
tiellement des isomorphismes de Yoneda (cf. proposition 3.2.2). Les fle`ches horizontales
du carre´ central sont des e´quivalences faibles par le lemme pre´ce´dent (3.3.4), et car M est
cofibrant pour la fle`che du haut. L’unite´ uM est donc e´quivalence faible. 2
Corollaire 3.3.6 La sous-cate´gorie pleine de Ho(sF) forme´e par les foncteurs de la n-
ie`me fibre (i.e. : n-locaux et (n−1)-acycliques) est e´quivalente a` la cate´gorie Ho(sModΣn(R(n))).
2
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3.4 Cas des foncteurs polynoˆmiaux
A l’instar du plongement conside´re´ au chapitre II, les conside´rations des sections
pre´ce´dentes s’adaptent au cadre des foncteurs polynoˆmiaux de degre´ infe´rieur ou e´gal
a` d.
Soit m(n)d (P¯
n)→ Q(n,d) une hS ′(n)n -localisation de m(n)d (P¯n) dans Ho(sS ′(n)d ) tel que
Q(n,d) soit un cofibrant de sF ′(n)d . En particulier, Q(n,d) 'Mn(m(n)d (P¯n)).
On noteR(n,d) =Map
sF ′(n)d
(Q(n,d), Q(n,d)). A nouveau,R(n,d) est un anneau de sModΣn ,
et, pour tout G ∈ sF ′(n), Map
sF ′(n)d
(Q(n,d), G) est un R(n,d)-module.
On noteM(n,d) le foncteur : Map
sF ′(n)d
(Q(n,d), o−) : sS ′(n)d −→ sModΣn(R(n,d)).
Conside´rant R(n,d) = MapsF ′(n)(Q
(n,d), Q(n,d)) comme un monoide de sS ′(n)d , celui-ci
munit Q(n) d’une stucture de R(n)-module a` droite.
On de´finit un foncteur T (n,d) : sModΣn(R(n,d)) −→ sS ′(n)d , en posant, pour tout
M ∈ sModΣn(R(n,d)) : T (n,d)(M) =M⊗R(n,d)Q(n,d), avec l’action diagonale sur le produit
tensoriel.
The´ore`me 3.4.1 Soit X,Y ∈ Ho(sS ′(n)d ), X hS ′(n)n -local.
Le foncteur M˜(n,d) : Ho(sS ′(n)d ) −→ Ho(sModΣn(R(n,d))) induit un isomorphisme :
M˜(n,d)(X,Y ) : [X,Y ]
∼−→ [M˜(n,d)(X),M˜(n,d)(Y )] .
De plus, la paire (L(T (n,d)),M˜(n,d)) se restreint en une e´quivalence de la cate´gorie des
multiline´aires homotopiques de Ho(sS ′(n)d ) avec la cate´gorie Ho(sModΣn(R(n,d))). 2
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Chapitre 4
Quelques calculs
Dans un premier temps, on rappelle une construction particulie`re de la line´arisation
homotopique, nomme´e stabilisation. On l’utilise ensuite pour expliciter, dans le cas du
corps F2, quelques alge`bres et modules de´finis dans le chapitre 3.
Dans ce chapitre, l’anneau A est un corps commutatif.
4.1 Pre´liminaires
4.1.1 Stabilisation
On rappelle dans cette section une construction de´crite dans [FS].
Soit le foncteur B : sF ′ −→ sF ′ obtenu en pre´composant par la suspension de l’iden-
tite´ : BF = F ◦ ΣI. Pour tout entier n, on a un morphisme : ΣBnF → Bn+1F . Comme
l’unite´ de l’adjonction (Σ,Ω) est un isomorphisme, en appliquant le foncteur Ωn+1 a` ce
morphisme, on obtient le syste`me :
F → ΩBF → · · · → ΩnBnF → Ωn+1Bn+1F → · · ·
De´finition : Le foncteur stabilisation st : sF ′ −→ sF ′ est de´fini par : st(F ) = ColimnΩnBnF .
Ce foncteur pre´serve les degre´s et se restreint donc en : st : sF ′d −→ sF ′d. Le foncteur
stabilisation pre´serve les cofibrants, les suites exactes, et induit en particulier un foncteur
st : Ho(sF ′) −→ Ho(sF ′) (resp. st : Ho(sF ′d) −→ Ho(sF ′d)).
The´ore`me 4.1.1 [FS] La transformation naturelle de Ho(sF ′) (resp. Ho(sF ′d)) : F →
st(F ) est la line´arisation homotopique, i.e. : la hF ′1-localisation M1. 2
On note pist∗ (F ) pour pi∗(st(F ))(A). Il est e´galement indique´ dans [FS] que pour n > k,
pik(st(F )) ' pik+n(BnF ).
4.1.2 Constructions d’objets “sphe`res”
Le foncteur stabilisation fournit des mode`les d’objets locaux permettant de de´finir les
anneaux simpliciaux et cate´gories de modules conside´re´s au chapitre 3 (dont on reprend
les notations).
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On pose : Q(1) = st(P¯ ) et Q(1,d) = st(md(P¯ )). Comme le foncteur stabilisation
pre´serve les cofibrants, Q(1) et Q(1,d) sont bien cofibrants, respectivement dans sF ′ et
sF ′d. Le the´ore`me 4.1.1 assure que se sont les localise´s requis.
On pose e´galement : Q(n) = (Q(1))n. Ce choix est justifie´ par la proposition 4.2.1.
Comme dans le chapitre 3, on note :R(n) =Map(Q(n), Q(n)) etR(n,d) =Map(Q(n,d), Q(n,d)).
On note les A[Σn]-alge`bres gradue´es : A(n)∗ = pi∗(R(n)), A∗ = A(1)∗ et A(n,d)∗ = pi∗(R(n,d)).
4.2 Produit tensoriel et multiline´arisation homotopique
On de´signe encore parMn (resp. A
(n)
n ) la localisation (resp. acyclisation) par rapport
aux multiline´aires dans Ho(sF ′(n)).
Proposition 4.2.1 Soient (F1, · · · , Fn) ∈ (F ′)n et, pour tout i = 1, ..., n, la line´arisation
homotopique : ηi : Fi →M1(Fi). La fle`che : ηi : F1 · · ·Fn −→M1(F1) · · ·M1(Fn)
est la hF ′(n)n -localisation dans Ho(sF ′(n)).
En particulier, on a un isomorphisme : Mn(F1 · · ·Fn) 'M1(F1) · · ·M1(Fn).
De´monstration : Il faut montrer que M1(F1) · · ·M1(Fn) est hF ′(n)n -local et que ηi
est une hF ′(n)n -e´quivalence.
Par exactitude du produit tensoriel, on a un isomorphisme de Kunneth :
pi∗(M1(F1) · · ·M1(Fn)) ' pi∗(M1(F1)) · · ·pi∗(M1(Fn)).
Ceci assure queM1(F1) · · ·M1(Fn) est hF ′(n)n -local.
Pour montrer que ηi est une hF ′(n)n -e´quivalence, il suffit, par composition, de montrer
que chaque :
IdηiId : (i−1j=1M1(Fj))Fi(nj=i+1Fj) −→ (i−1j=1M1(Fj))M1(Fi)(nj=i+1Fj)
est une hF ′(n)n -e´quivalence. Soient F dans sF ′ et G dans sF ′(n−1). Par exactitude du
produit tensoriel, on a une suite de cofibration :
A1(F )G −→ FG −→M1(F )G
et on est donc ramene´ a` montrer que A1(F )G est hF ′(n)n -acyclique. Par re´currence sur le
squelette, il suffit de ve´rifier que A1(F )G est hF ′(n)n -acyclique en chaque degre´. Or,
comme A1(F ) peut-eˆtre suppose´ diagonalisable en chaque degre´, A1(F )G peut-eˆtre
suppose´ dans l’image du foncteur (∆2 × Id)∗. En utilisant la paire d’adjoints ((∆2 ×
Id)∗,Πn+1 ◦ (∇2 × Id)∗) conside´re´e au chapitre 2 (proposition 1.3), les arguments de la
de´monstration de la proposition 1.6 du chapitre 2 assurent que A1(F )G est bien hF ′(n)n -
acyclique. 2
Remarque : La proposition ci-dessus implique en particulier que : P¯n → (Q(1))n est
est une hS ′(n)n -e´quivalence, soit (Q(1))n =Mn(P¯n) dans Ho(sS ′(n)). En effet, d’apre`s
le corollaire 2.10 du chapitre 2, le foncteur oubli refle`te la localisation. Comme (Q(1))n
est cofibrant, ceci justifie le choix Q(n) = (Q(1))n fait a` la section 4.1.2.
Corollaire 4.2.2 On a un isomorphisme Σn-e´quivariant d’alge`bres gradue´es : A(n)∗ '
A⊗n∗ , ou` le groupe Σn agit par permutation des facteurs.
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De´monstration : Comme, par de´finition, Q(n) = (Q(1))n, la tensorisation des morphismes
induit une fle`che :
(R(1))⊗n = (Map(Q(1), Q(1)))⊗n −→Map(Q(n), Q(n)) = R(n)
La compatibilite´ de la tensorisation avec la composition des morphismes montre que celle-ci
est un morphisme d’anneaux simpliciaux. L’anneau simplicial R(n) e´tant muni de l’action
de Σn induite par la structure de foncteur syme´trique de Q(n) = (Q(1))n de´crite au cha-
pitre 3, et (R(1))⊗n de l’action de Σn obtenue par permutation des facteurs, ce morphisme
est e´galement Σn-e´quivariant. On a un diagramme commutatif :
(Map(Q(1), Q(1)))⊗n - (Map(P¯ , Q(1)))⊗n
∼- (Q(1)(A))⊗n
Map(Q(n), Q(n))
?
- Map(P¯n, Q(n))
? ∼- Q(n)(A, ..., A)
=
?
Les deux fle`ches verticales de gauche sont donne´es par la tensorisation des morphismes. Les
deux fle`ches horizontales de gauche sont induites par les hS ′(n)n -e´quivalences : P¯n → Q(n).
D’apre`s le lemme 3.4 du chapitre 3, et par la formule de Kunneth pour la fle`che du haut,
ce sont donc des e´quivalences faibles, car, pour tout n, Q(n) est cofibrant. Le morphisme :
(R(1))⊗n −→ R(n) est ainsi une e´quivalence faible, et induit l’isomorphisme annonce´. 2
4.3 Foncteurs exponentiels
4.3.1 De´finition et exemples
De´finition : [FFSS] Un foncteur exponentiel de F est la donne´ d’un foncteur gradue´
E = (Ei)i∈N, d’un isomorphisme gradue´ dans F (2) : ∇∗2(E) ' EE et d’un isomorphisme
E0 ' A.
En particulier, on a pour tout i > 0 : Ei(0) = 0.
On a : crn(E) ' E˜n, ou` E˜ = E/E(0). La proposition 4.2.1 donne l’isomorphisme :
Mn(crn(E)) ' (M1(E˜))n dans Ho(sS ′(n)). Avec le corollaire 4.2.2, ceci induit un iso-
morphisme : pi∗(Mn(crn(E)))(A, ..., A) ' (pist∗ (E))⊗n faisant correspondre a` la structure
de A(n)∗ -module de pi∗(Mn(crn(E)))(A, ..., A) la structure de A⊗n∗ -module de (pist∗ (E))⊗n.
L’alge`bre exte´rieure, l’alge`bre syme´trique et l’alge`bre a` puissance divise´e fournissent
des exemples de foncteurs exponentiels gradue´s, note´s respectivement : Λ∗, S∗ et Γ∗.
4.3.2 De´calages et annulations
Proposition 4.3.1 [Q2, I] Pour tout d ≥ n ≥ 1 , on a deux isomorphismes de A∗-module
(resp.A(1,d)∗ -module) :
pist∗ (Λn) ' Σn−1pist∗ (Sn) et pist∗ (Γn) ' Σn−1pist∗ (Λn).
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De´monstration : Soit le complexe de Koszul exact :
0→ Λn → Λn−1 ⊗ S1 → · · · → Λn−i ⊗ Si → · · · → Λ1 ⊗ Sn−1 → Sn → 0
En lui appliquant le foncteur stabilisation, on obtient le complexe exact de sF ′ :
0→ st(Λn)→ st(Λn−1⊗S1)→ · · · → st(Λn−i⊗Si)→ · · · → st(Λ1⊗Sn−1)→ st(Sn)→ 0
Pour 1 < i < n, le foncteur Λn−i ⊗ Si = ∆∗2(Λn−i  Si) est diagonalisable, d’ou` st(Λn−i ⊗
Si) ' 0 dansHo(sF ′). On a donc un isomorphisme deHo(sF ′) : Σn−1st(Sn) ' st(Λn). Son
image par M˜(1) : Ho(sF ′) −→ Ho(sModA(R(1))) est l’isomorphisme deHo(sModA(R(1))) :
Σn−1st(Sn)(A) ' st(Λn)(A) qui induit le premier isomorphisme de la proposition.
Le second isomorphisme s’obtient de la meˆme manie`re a` partir du complexe de Koszul
dual. 2
Proposition 4.3.2 [DP, 10.9, p.294] Soit un entier premier p > 0. Si le corps A est
de caracte´ristique p, on a : pist∗ (Γn) ' pist∗ (Λn) ' pist∗ (Sn) ' 0 de`s que n n’est pas une
puissance de p. 2
4.4 Calculs
A compter de cette section, on se restreint au cas du corps F2.
4.4.1 L’alge`bre A∗
On rappelle brie`vement certaines constructions de [I, Br], dont on utilise quelques
re´sultats.
Pour tout F2-espaces vectoriels V,W , le morphisme : V ⊕W → P (V ⊗W ), ou` P =
F2[−], de´fini par : (v, w) 7→ [v ⊗ w], induit une fle`che : P (V ) ⊗ P (W ) → P (V ⊗W ), qui
se restreint en un morphisme, naturel en V et en W : P¯ (V )⊗ P¯ (W )→ P¯ (V ⊗W ).
On de´signe par P¯ d+1 le foncteur (d+1)-puissance de l’ide´al d’augmentation. On a une
suite exacte courte [Pi] :
0→ P¯ d+1 → P¯ → md(P¯ )→ 0
On obtient, par le passage au quotient, un morphisme naturel en V et enW : md(P¯ )(V )⊗
md(P¯ )(W )→ md(P¯ )(V ⊗W ).
D’apre`s [Br, p.70], ces fle`ches induisent les multiplications : st(P¯ )(F2)⊗ st(P¯ )(F2)→
st(P¯ )(F2) et st(md(P¯ ))(F2) ⊗ st(md(P¯ ))(F2) → st(md(P¯ ))(F2), compatible avec le mor-
phisme st(P¯ )→ st(md(P¯ )).
The´ore`me 4.4.1 [S] Le morphisme R(1) =Map(Q(1), Q(1))→ st(P¯ )(F2) (resp. R(1,d) =
Map(Q(1,d), Q(1,d)) → st(md(P¯ ))(F2)) est un morphisme d’anneaux simpliciaux, et une
e´quivalence faible.
Proposition 4.4.2 L’alge`bre A∗ = pi∗(R(1)) est l’alge`bre duale de l’alge`bre de Steenrod.
En particulier, d’apre`s [M], l’alge`bre A∗ est isomorphe a` l’alge`bre polynoˆmiale gradue´e
F2[ξ0, ξ1, ..., ξi, ...], ou` ξi est de degre´ | ξi |= 2i − 1 et ξ0 = 1.
De´monstration : D’apre`s le the´ore`me pre´ce´dent, on a un isomorphisme : A∗ ' pist∗ (P¯ )
d’anneaux gradue´s. Comme ΣnF2 est un n-ie`me espace d’Eilenberg-MacLane K(F2;n),
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on a pi∗(P¯ (ΣnF2)) ' H˜∗(K(F2;n)) ou` H˜∗ de´signe l’homologie re´duite a` coefficient dans F2.
D’ou` : pist∗ (P¯ ) ' Colimnpi∗+n(BnP¯ ) ' ColimnH˜∗+n(K(F2;n)), l’alge`bre duale de l’alge`bre
de Steenrod. La ve´rification, plus de´licate, de la compatibilite´ de cet isomorphisme avec
les structures produits est de´taille´e dans [Br]. 2
4.4.2 L’alge`bre A(1,d)∗ et le module pist∗ (Λ∗)
On a un diagramme d’anneaux simpliciaux :
R(1) → st(P¯ )(F2)→ st(md(P¯ ))(F2)← R(1,d)
ou` les fle`ches de droite et de gauche sont des e´quivalences faibles. Au niveau des groupes
d’homotopies, on obtient un morphisme d’alge`bres : A∗ = pi∗(R(1))→ pi∗(R(1,d)) = A(1,d)∗ .
Proposition 4.4.3 Le morphisme d’alge`bres gradue´es : A∗ → A(1,d)∗ est surjectif.
De´monstration : Il faut ve´rifier que pist∗ (P¯ ) → pist∗ (md(P¯ )) est surjectif. On a une suite
exacte courte de sF ′ :
0→ st(P¯ d+1)→ st(P¯ )→ st(md(P¯ ))→ 0
Par la suite exacte longue d’homotopie associe´e a` cette suite exacte courte, il suffit de
montrer que : pist∗ (P¯ d+1) → pist∗ (P¯ ) est injectif. Pour cela, il suffit que, pour tout n,
pi∗+n(BnP¯ d+1)(F2)→ pi∗+n(BnP¯ )(F2) soit injectif, et donc que, BnP¯ d+1(F2)→ BnP¯ (F2)
posse`de un re´tract d’ensembles simpliciaux.
Pour montrer cela, on conside`re e´galement P = F2[−] comme foncteur de la cate´gorie
des ensembles pointe´s dans celle des F2-espaces vectoriels. On note encore P¯ le noyau du
morphisme : P (−)→ P (∗). Pour tout ensemble pointe´ A, on note rA le re´tract ensembliste,
naturel en A, de l’injection P¯ d+1(P¯ (A)) → P¯ (P¯ (A)), valant 0 sur le supple´mentaire de
P¯ d+1(P¯ (A)). Soit X un ensemble pointe´ simplicial. La naturalite´ du re´tract r entraine
que, pour tout n, rXn est compatible avec les ope´rateurs simpliciaux. On obtient donc un
re´tract d’ensemble simpliciaux rX de l’injection P¯ d+1(P¯ (X))→ P¯ (P¯ (X)). Avec X = Sn,
la n-ie`me sphe`re, et les isomorphismes P¯ (Sn) ' F2[Sn]F2[∗] ' Σ
nF2, on a ainsi un re´tract
d’ensembles simpliciaux rSn de l’injection : BnP¯ d+1(F2) = P¯ d+1(ΣnF2) → P¯ (ΣnF2) =
BnP¯ (F2). 2
On note Pn la se´rie de Poincare´ de pist∗ (Λ2
n
), soit Pn(X) =
∑
qdimF2(pi
st
q (Λ
2n))Xq.
Lemme 4.4.4 Pour tout n > 0, on a : Pn(X) ≤ X
2n−1∏n
k=1(1−X2k−1)
De´monstration : Soit le complexe de [F, p.510] :
Λ2
n → Λ2n−1 ⊗ Λ1 → · · · → Λi ⊗ Λ2n−i → · · · → Λ1 ⊗ Λ2n−1 → Λ2n
C’est un complexe dont l’homologie est nulle sauf en degre´ 2n−1 ou` elle vaut Λ2n−1 . En lui
appliquant le foncteur stabilisation, on obtient le complexe de sF ′ :
C2
n → C2n−1 → · · · → Ci → · · · → C1 → C0
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ou` Ci = st(Λi⊗Λ2n−i). D’une part, par exactitude du foncteur stabilisation, on aHi(C•) '
0 pour tout i 6= 2n−1 et H2n−1(C•) = st(Λ2n−1). D’autre part, pour 0 < i < 2n, Ci
est diagonalisable, et donc pist∗ (Ci) ' 0. Les suites spectrales associe´es au bicomplexe se
re´sument alors a` la suite exacte longue :
· · · → pistq+2n−1(Λ2
n−1
)→ pistq (Λ2
n
)→ pistq+2n−1(Λ2
n
)→ pistq+2n−1−1(Λ2
n−1
)→ pistq−1(Λ2
n
)→ · · ·
Soit la se´rie R(X) = ∑ rqXq ou` rq = dimF2(Im(pistq+2n−1(Λ2n−1) → pistq (Λ2n))). La suite
exacte longue donne alors : (1−X2n−1)Pn(X)−X2n−1Pn−1(X)+(1+X)X2n−1R(X) = 0.
Il s’en de´duit que : (1−X2n−1)Pn(X) ≤ X2n−1Pn−1(X) et donc :
Pn(X) ≤ X
2n−1
1−X2n−1Pn−1(X)
Comme P0(X) = 1, on obtient par re´currence la majoration voulue. 2
Proposition 4.4.5 L’alge`bre A(1,d)∗ = pi∗(R(1,d)) et le module pist∗ (Λ2
h
) ont pour se´rie de
Poincare´ respectivement :
PA(1,d)∗ (X) =
1∏h
k=1(1−X2k−1)
et P
pist∗ (Λ2
h )
(X) =
X2
h−1∏h
k=1(1−X2k−1)
ou` N est l’entier de´termine´ par : 2N ≤ d < 2N+1.
De´monstration : D’apre`s [Pi], pour tout d > 0, on a une suite exacte courte :
0→ Λd → md(P¯ )→ md−1(P¯ )→ 0
qui induit une suite exacte courte dans sF ′ : 0 → st(Λd) → Q(1,d) → Q(1,d−1) → 0. Par
la proposition 4.4.3, la suite exacte longue associe´e se re´duit a` une suite exacte courte de
modules gradue´s :
0→ pist∗ (Λd)→ A(1,d)∗ → A(1,d−1)∗ → 0
D’une part, les annulations de la proposition 4.3.2 impliquent les isomorphismes d’alge`bres,
pour tout k = 0, ..., 2h − 1 : A(1,2h+k)∗ ' A(1,2
h)
∗ . D’autre part, en notant Qh la se´rie de
Poincare´ de A(1,2h)∗ , on obtient : Qh = Ph +Qh−1.
Soit k un entier. Par le lemme 4.4.4, on sait que pistk (Λ
d−1) est nul pour d suffisament
grand par rapport a` k. Pour une telle valeur de d, on a un isomorphisme : pistk (md(P¯ ))→
pistk (md−1(P¯ )), et donc un isomorphisme : pik+n(B
nmd(P¯ ))(F2)→ pik+n(Bnmd−1(P¯ ))(F2)
pour n > k. Par la suite exacte courte de Milnor, on a alors, pour n > k, l’isomorphisme :
pik+n(Limd Bnmd(P¯ ))(F2) ' Limd pik+n(Bnmd−1(P¯ ))(F2)
Or : Limd md(P¯ ) ' P¯ . D’ou` : pistk (P¯ ) ' pistk (md(P¯ )) pour d suffisament grand par rapport
a` k.
On note P∞ la se´rie de Poincare´ associe´e a` A∗ ' pistk (P¯ ). Comme Qd =
∑d
h=0 Ph, le
paragraphe pre´ce´dent montre que P∞ =
∑∞
h=0 Ph, d’ou` :
∞∑
h=0
Ph(X) = 1∏∞
k=1(1−X2k−1)
= 1 +
∞∑
h=1
X2
h−1∏h
k=1(1−X2k−1)
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Avec les ine´galite´s du lemme 4.4.4, on tire :
Ph(X) = X
2h−1∏h
k=1(1−X2k−1)
et Qh(X) = 1∏h
k=1(1−X2k−1)
2
Corollaire 4.4.6 [S] L’alge`bre A(1,d)∗ = pi∗(R(1,d)) est isomorphe a` l’alge`bre polynoˆmiale
gradue´e F2[ξ0, ξ1, ..., ξN ] ou` N est l’entier de´termine´ par : 2N ≤ d < 2N+1. Pour tout
h ≥ 0, le module pist∗ (Λ2
h
) est isomorphe au A∗-module gradue´ ξ2h .F2[ξ0, ξ1, ..., ξ2h ]. 2
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