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SUPERIMPOSING THETA STRUCTURE ON A GENERALIZED
MODULAR RELATION
ATUL DIXIT AND RAHUL KUMAR
Abstract. A generalized modular relation of the form F (z, w, α) = F (z, iw, β), where αβ =
1 and i =
√−1, is obtained in the course of evaluating an integral involving the Riemann
Ξ-function. It is a two-variable generalization of a transformation found on page 220 of
Ramanujan’s Lost Notebook. This modular relation involves a surprising generalization of
the Hurwitz zeta function ζ(s, a), which we denote by ζw(s, a). While ζw(s, 1) is essentially
a product of confluent hypergeometric function and the Riemann zeta function, ζw(s, a) for
0 < a < 1 is an interesting new special function. We show that ζw(s, a) satisfies a beautiful
theory generalizing that of ζ(s, a) albeit the properties of ζw(s, a) are much harder to derive
than those of ζ(s, a). In particular, it is shown that for 0 < a < 1 and w ∈ C, ζw(s, a)
can be analytically continued to Re(s) > −1 except for a simple pole at s = 1. This is
done by obtaining a generalization of Hermite’s formula in the context of ζw(s, a). The
theory of functions reciprocal in the kernel sin(piz)J2z(2
√
xt) − cos(piz)L2z(2
√
xt), where
Lz(x) = − 2piKz(x) − Yz(x) and Jz(x), Yz(x) and Kz(x) are the Bessel functions, is worked
out. So is the theory of a new generalization of Kz(x), namely, 1Kz,w(x). Both these theories
as well as that of ζw(s, a) are essential to obtain the generalized modular relation.
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1. Introduction
Regarding the results in Ramanujan’s only published paper [48] fully devoted to the study
of the Riemann zeta function ζ(s), Hardy says [30]:
“It is difficult at present to estimate the importance of these results. The unsolved prob-
lems concerning the zeros of ζ(s) or of Ξ(t) are among the most obscure and difficult in the
whole range of Pure Mathematics. Any new formulae involving ζ(s) or Ξ(t) are of very great
interest, because of the possibility that they may throw light on some of these outstanding
questions. It is, as I have shown in a short note attached to Mr. Ramanujan’s paper, cer-
tainly possible to apply his formulae in this direction; but the results which can be deduced
from them do not at present go beyond those obtained already by Mr. Littlewood and myself
in other ways. But I should not be at all surprised if still more important applications were
to be made of Mr. Ramanujan’s formulae in the future”.
One of the goals of this paper is to not only give non-trivial applications of Ramanujan’s
formulas but also to generalize an integral involving the Riemann Ξ-function (defined in
(1.1.2) below) occurring in one of them. In the course of doing so, we are led to an interesting
generalization of the Hurwitz zeta function ζ(s, a) whose theory is developed here. As will be
seen, it is difficult to a priori conceive this generalized Hurwitz zeta function, however, we were
naturally led to it through our quest to obtain a generalized modular relation which is a two-
parameter generalization of yet another formula of Ramanujan ((1.1.8) below). Developing
the theory of this generalized Hurwitz zeta function turned out to be an extremely interesting
and a fruitful task, for, in this endeavor, we stumbled upon a new generalization of the
modified Bessel function of the second kind. The rich theory of this generalized modified
Bessel function is also developed here.
The first of the two results in Hardy’s aforementioned quote can be stated in an equivalent
form as [48, Equation (13)]
α
1
2 − 4πα 32
∫ ∞
0
xe−πα2x2
e2πx − 1 dx = β
1
2 − 4πβ 32
∫ ∞
0
xe−πβ2x2
e2πx − 1 dx
=
1
4π3/2
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t log α
)
dt, (1.1.1)
where Ξ(t) is a function of Riemann defined by [53, p. 16]
Ξ(t) := ξ
(
1
2 + it
)
, (1.1.2)
with
ξ(s) :=
1
2
s(s− 1)π− s2Γ
(s
2
)
ζ(s), (1.1.3)
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and Γ(s) being the Euler Gamma function. Here, and throughout the sequel, unless specified
otherwise, α and β will always denote two positive numbers such that αβ = 1.
Even though Ramanujan does not explicitly mention, the first equality in (1.1.1) is a trans-
formation satisfied by an integral analogue of partial theta function, namely,
∫ ∞
0
xe−πα2x2
e2πx − 1 dx.
The reason for this nomenclature is now explained. The transformation for the Jacobi theta
function can be rephrased for αβ = 1, Re(α2) > 0 and Re(β2) > 0 in the form [7, p. 43,
Entry 27(i)]
√
α
(
1
2α
−
∞∑
n=1
e−πα
2n2
)
=
√
β
(
1
2β
−
∞∑
n=1
e−πβ
2n2
)
, (1.1.4)
Since the variable of integration in
∫ ∞
0
xe−πα
2x2
e2πx − 1 dx runs only from 0 to ∞ similar to the
summation indices in the partial theta functions in (1.1.4) running only from 1 to ∞, the
integral is called an ‘integral analogue of partial theta function’ in [20].
It is well-known that (1.1.4) is equivalent to the functional equation of ζ(s) given by [53,
p. 22, eqn. (2.6.4)]
π−
s
2Γ
(s
2
)
ζ(s) = π−
(1−s)
2 Γ
(
1− s
2
)
ζ(1− s), (1.1.5)
Hardy [28] showed that both sides of (1.1.4) also equal
2
π
∫ ∞
0
Ξ(t/2)
1 + t2
cos
(
1
2
t log α
)
dt, (1.1.6)
and used this fact to prove that there are infinitely many zeros of the Riemann zeta function
ζ(s) on the critical line. Regarding the integral involving Ξ-function in (1.1.1), Hardy [29]
says:
‘The integral has properties similar to those of the integral by means of which I proved
recently that ζ(s) has an infinity of zeros on the line σ = 1/2, and may be used for the same
purpose.”
Note that the first equality in (1.1.1) is of the form F (α) = F (β) for αβ = 1.
The second integral that Ramanujan studied in [48, Section 5] is∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos(nt)
(z + 1)2 + t2
dt, (1.1.7)
where n ∈ R, and represented it in terms of equivalent integrals [48, Equations (19), (20),
(21)]1. He does not specify any connection whatsoever between the above integral and the
corresponding one in (1.1.1). However, it was shown in [20, Section 6] that they are related
through “squaring of the functional equation” of ζ(s).
Regarding the special case z = 0 of the above integral, Hardy [29] says, “the properties of
this integral resemble those of one which Mr. Littlewood and I have used, in a paper to be
published shortly in Acta Mathematica to prove that2∫ T
−T
∣∣∣∣ζ
(
1
2
+ ti
)∣∣∣∣
2
dt ∼ 2
π
T log T (T →∞)”.
1See [15, Theorem 1.2] for the corrected versions of equations (19) and (21) of [48].
2Note that there is a typo in this formula in that pi should not be present.
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In his Lost Notebook [49, p. 220], Ramanujan found an exquisitely beautiful result linked
to this special case z = 0 of the integral in (1.1.7), namely, if ψ(s) = Γ′(s)/Γ(s), γ denotes
Euler’s constant and
F(α) :=
√
α
( ∞∑
m=1
(
−ψ(mα) + log(mα)− 1
2mα
)
− (γ − log(2πα))
2α
)
,
then
F(α) = F(β) =
1
π3/2
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ2
(
t
2
)
cos
(
1
2t log α
)
1 + t2
dt. (1.1.8)
The reader is referred to [8] and [14] for proofs of this result. The extra variable z in
(1.1.7), however, suggests that the above result can be generalized. Indeed, the following
generalization of (1.1.8) was obtained in [15, Theorem 1.4] (see also [16, Theorem 1.5]). Let
F(z, α) := α z+12
( ∞∑
m=1
(
ζ(z + 1,mα) − (mα)
−z
z
− 1
2
(mα)−z−1
)
− ζ(z + 1)
2αz+1
− ζ(z)
αz
)
,
where ζ(s, x) denotes the Hurwitz zeta function, defined for Re(s) > 1 and x ∈ C\(R−∪{0}),
by
ζ(s, x) :=
∞∑
n=0
1
(n + x)s
.
Then for −1 < Re(z) < 1,
F(z, α) = F(z, β) = 2
zπ
z−3
2
Γ(z + 1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
× Ξ
(
t− iz
2
)
cos
(
1
2t log α
)
(z + 1)2 + t2
dt. (1.1.9)
Before commencing the main topic which led to this work, we turn our attention to the
general theta transformation, also known as Jacobi’s imaginary transformation [56, p. 475].
This transformation, along with the corresponding integral involving Ξ(t) which was obtained
in [17, Theorem 1.2], together generalize (1.1.4) and (1.1.6). For αβ = 1, Re(α2) > 0,
Re(β2) > 0, and w ∈ C, this general theta transformation is given by
√
α
(
e−
w2
8
2α
− ew
2
8
∞∑
n=1
e−πα
2n2 cos(
√
παnw)
)
=
√
β
(
e
w2
8
2β
− e−w
2
8
∞∑
n=1
e−πβ
2n2 cosh(
√
πβnw)
)
=
1
π
∫ ∞
0
Ξ(t/2)
1 + t2
∇
(
α,w,
1 + it
2
)
dt, (1.1.10)
where
∇(x,w, s) := ρ(x,w, s) + ρ(x,w, 1 − s),
ρ(x,w, s) := x
1
2
−se−
w2
8 1F1
(
1− s
2
;
1
2
;
w2
4
)
,
with 1F1(a; c; z) :=
∑∞
n=0
(a)nzn
(c)nn!
being the confluent hypergeometric function and (a)n :=
a(a+1) · · · (a+n−1). Note that the first equality in (1.1.10) is of the form F (w,α) = F (iw, β),
where αβ = 1 and i =
√−1.
It would be good at this juncture to explain not only what we mean by a modular relation
but also by the one with a theta structure. The theta transformation (1.1.4) is a modular
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transformation since the Jacobi theta function is a weight 1/2 modular form on Γ0(4) twisted
by χ−1, the Dirichlet character modulo 4 defined by χ−1(n) :=
(−1
n
)
= (−1)(n−1)/2. By a
modular relation or a modular-type transformation, however, we mean a transformation of
the form F (−1/z) = F (z), where z ∈ H (the upper-half plane). The F in such a relation may
not be governed by z → z + 1. A generalized modular relation or a generalized modular-type
transformation is the one which involves additional variable(s) besides z.
As explained in [18], any generalized modular relation may be recast in an equivalent form
governed by the relation α → β, where αβ = 1 and Re(α) > 0, Re(β) > 0. Thus, while the
transformations in (1.1.4) and (1.1.10) are modular in that they come from modular forms,
the ones in (1.1.8) and (1.1.9) are only modular relations. Generalized modular relations
have many applications in analytic number theory, special functions and asymptotics. See
[18] for a survey on them as well as for the necessary references.
A modular relation with a theta structure is the one in which the associated function, say
F (w,α), becomes invariant only when α and w are simultaneously replaced by β and iw
respectively. The prototypical example of this is (1.1.10). Several other examples can be
found in [17].
The present work arose from answering the question - can one superimpose the theta
structure on (1.1.9), that is, can one obtain a generalized modular relation of the form
F (z, w, α) = F (z, iw, β), where αβ = 1, which reduces to (1.1.9) when w = 0? One reason
why one may be interested in doing so is because, that would pave a way towards obtaining
a new Jacobi form. Loosely speaking, a Jacobi form is a function f : H× C→ C, satisfying
certain growth conditions, and which is modular in the first variable and elliptic in the second.
Note that the Jacobi theta function in (1.1.10) is a prototypical example of a Jacobi form.
One of the goals of this paper, indeed, is to obtain a relation of the form F (z, w, α) =
F (z, iw, β) generalizing (1.1.9). This transformation is given in Theorem 1.1.5. It is then
used to evaluate a generalization of the integral in (1.1.7) (see Theorem 1.1.6).
The motivation for this work arose from the fact that answering a similar question in [21] in
the context of the Ramanujan-Guinand formula (2.1.2) led us to its interesting generalization
of the form F (z, w, α) = F (z, iw, β) which is given in (2.1.4). The importance of having
such a generalization is clear from the fact that the Ramanujan-Guinand formula itself is
equivalent to the functional equation of the non-holomorphic Eisenstein series on SL2(Z)
as can be seen, for example, from [11]. The framework in which this generalization lies is
explained in detail in Section 2.
The modular relation of the form F (z, w, α) = F (z, iw, β) generalizing (1.1.9) which we
obtain in Theorem 1.1.5 contains a special feature - it involves a new generalization of the
Hurwitz zeta function ζ(s, a). The second goal of this paper is to develop the theory of this
generalized Hurwitz zeta function.
Let B := {ξ : Re(ξ) = 1, Im(ξ) 6= 0}. We define the generalized Hurwitz zeta function for
w ∈ C\{0}, Re(s) > 1 and a ∈ C\B by
ζw(s, a) :=
4
w2
√
πΓ
(
s+1
2
) ∞∑
n=1
∫ ∞
0
∫ ∞
0
(uv)s−1e−(u
2+v2) sin(wv) sinh(wu)
(n2u2 + (a− 1)2v2)s/2
dudv. (1.1.11)
Even though the definition may look intimidating at first glance, we hope to convince the
reader that it is indeed an interesting new object satisfying a beautiful theory! This is owing
to the fact that it naturally arises while generalizing (1.1.9), and is not concocted artificially.
The first conspicuous appearance of this generalized Hurwitz zeta function is seen while
evaluating a generalization of (1.1.9) as can be observed in (9.2.17). Another interesting fact
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is that, even though the double integral in the summand cannot be evaluated in closed-form
in general, we are still able to develop the theory of ζw(s, a).
The series in (1.1.11) converges absolutely for Re(s) > 1. This is easy to see since the
summand is Ow,a
(
n−Re(s)
)
as n → ∞. Note that we require a /∈ B, for, otherwise, the
branch of logarithm in (n2u2 + (a − 1)2v2)s/2 becomes multi-valued. In the case of the
Hurwitz zeta function ζ(s, a), one has to omit all non-positive real numbers to avoid it being
multi-valued.
Note that w = 0 is actually a removable singularity of ζw(s, a) since the power series
expansion of
sin(wv) sinh(wu)
w2
around w = 0 starts with 1. Hence for Re(s) > 1, by ζ0(s, a),
we mean
ζ0(s, a) = lim
w→0
ζw(s, a). (1.1.12)
Indeed, from the fact that the summand in the series definition of ζw(s, a) in (1.1.11) is
Ow,a
(
n−Re(s)
)
as n→∞, we can interchange the order of limw→0 and summation. Also, the
exponential decay of the integrand of the double integral as u, v →∞ allows us to interchange
the order of limw→0 and integration.
As will be seen in Theorem 1.1.2 below, ζ0(s, a) is the familiar Hurwitz zeta function. Our
first result is
Theorem 1.1.1. Let w ∈ C and let a ∈ R. Then the generalized Hurwitz zeta function
ζw(s, a) is analytic in Re(s) > 1.
The generalized Hurwitz zeta function ζw(s, a) is the first-of-its-kind generalization of
ζ(s, a) which, for Re(s) > 1, is symmetric about the line a = 1, that is,
ζw(s, 2− a) = ζw(s, a). (1.1.13)
Moreover, it is an even function of w.
For a = 1 and Re(s) > 1, ζw(s, a) reduces (essentially) to the Riemann zeta function case
since
ζw(s, 1) =
4
w2
√
πΓ
(
s+1
2
) ∞∑
n=1
1
ns
∫ ∞
0
∫ ∞
0
vs−1
u
e−(u
2+v2) sin(wv) sinh(wu)dudv
=
√
π
w
erfi
(w
2
)
1F1
(
1 + s
2
;
3
2
;−w
2
4
)
ζ(s), (1.1.14)
as shown in Section 4.1. Here erfi(w) is the imaginary error function defined by
erfi(w) :=
2√
π
∫ w
0
et
2
dt =
2w√
π
ew
2
1F1
(
1;
3
2
;−w2
)
. (1.1.15)
We also note the definition of the error function erf(w):
erf(w) :=
2√
π
∫ w
0
e−t
2
dt =
2w√
π
e−w
2
1F1
(
1;
3
2
;w2
)
. (1.1.16)
From (1.1.14),
lim
w→0
ζw(s, 1) = ζ(s).
The analytic properties of ζw(s, 1) are studied in Section 4.1. However, the more important
case 0 < a < 1 is dealt in the remainder of that section. In Section 4, the following result is
established too.
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Theorem 1.1.2. For Re(s) > 1,
ζ0(s, a) =
{
ζ(s, a) if Re(a) > 1,
ζ(s, 2− a) if Re(a) < 1. (1.1.17)
The theory of any zeta function is fruitless unless one analytically continues the function
beyond Re(s) > 1. We show in this paper that ζw(s, a) admits analytic continuation to
Re(s) > −1, s 6= 1, as can be seen from the following theorem. Before stating it, however, we
recall the definition of Bessel function of the first kind be [55, p. 40]:
Jν(s) :=
∞∑
m=0
(−1)m(s/2)2m+ν
m!Γ(m+ 1 + ν)
, |s| <∞. (1.1.18)
Also, we will be working only with real a from now onwards, and that too such that 0 < a < 1.
Theorem 1.1.3. Let 0 < a < 1 and w ∈ C. The generalized Hurwitz zeta function ζw(s, a)
can be analytically continued to Re(s) > −1 except for a simple pole at s = 1. The residue
at this pole is
e
w2
4 1F
2
1
(
1;
3
2
;−w
2
4
)
=
π
w2
e−
w2
4 erfi2
(w
2
)
, (1.1.19)
where erfi(w) is defined in (1.1.15). Moreover near s = 1, we have
ζw(s, a+ 1) =
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1 − ψw(a+ 1) +Ow,a(|s− 1|), (1.1.20)
where ψw(a) is a new generalization of the digamma function ψ(a) defined by
ψw(a) :=
4
w2
√
π
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−(u2+v2+x)
u
sin(wv) sinh(wu)
(
1
x
− J0
(
(a− 1)vxu
)
1− e−x
)
dxdudv.
(1.1.21)
The analytic continuation of ζw(s, a) to Re(s) > −1, s 6= 1, is not straightforward as in the
case of ζ(s, a). For example, Hermite’s formula for ζ(s, a) given for s ∈ C\{1} and Re(a) > 0
by [43, p. 609, Formula 25.11.27]
ζ(s, a) =
a−s
2
+
a1−s
s− 1 + 2
∫ ∞
0
sin
(
s tan−1
(y
a
))
dy
(e2πy − 1)(y2 + a2) s2 (1.1.22)
gives analytic continuation of ζ(s, a) in C\{1} at once since the integral on the right-hand
side is an entire function of s. However, as will be shown in Section 5, the generalization
of the above formula in the setting of ζw(s, a) which we state in the theorem below gives
analytic continuation only in Re(s) > −1, s 6= 1 owing to the fact that the triple integral in
the theorem is analytic only in −1 < Re(s) < 2 (see Lemma 5.1.1).
The aforementioned generalization of Hermite’s formula is contained in the following the-
orem which is initially proved for 1 < Re(s) < 2.
Theorem 1.1.4. Let Aw(z) be defined by
Aw(z) :=
√
π
w
erf
(w
2
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)
= e−
w2
4 1F1
(
1;
3
2
;
w2
4
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)
.
(1.1.23)
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Then for a > 0 and 1 < Re(s) < 2,
ζw(s, a+ 1) = −a
−s
2
Aw(s− 1) + a
1−s
s− 1Aiw(1− s)
+
2s+2a1−s
w2Γ
(
1− s2
)
Γ(s)
∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu.
(1.1.24)
In Lemma 5.1.1, we show that the triple integral on the right-hand side of (1.1.24) is
analytic in −1 < Re(s) < 2. Since the first expression on the right-hand side of (1.1.24) is
entire in s, and the second is analytic in C\{1}, we see that (1.1.24) and Lemma 5.1.1 give
analytic continuation of ζw(s, a) in −1 < Re(s) ≤ 1, s 6= 1 upon defining ζw(s, a + 1) to be
the right-hand side of (1.1.24) in this region.
Remark 1. It is clear from Theorem 1.1.3 and the discussion following it that the first
equality in Theorem 1.1.2 now holds for s such that Re(s) > −1 and 1 < a < 2, that is,
ζ0(s, a) = ζ(s, a) (1.1.25)
since the right-hand side of (1.1.24) for w = 0 reduces to that of (1.1.24) as can be seen from
Lemma 4.2.31 below.
Remark 2. The reader may have noticed that in passing from Theorems 1.1.1 and 1.1.2
to Theorems 1.1.3 and 1.1.4, we have switched from stating results for ζw(s, a) to doing the
same for ζw(s, a+ 1). The reason for doing so is now explained. Firstly, in view of (1.1.25)
and to recover the known results for ζ(s, a) from ours, if we let 0 < a < 1, then we are forced
to work with ζw(s, a+1). Secondly, we are unable to find a relation between ζw(s, a+1) and
ζw(s, a) that would contain the relation [43, p. 607, Formula 25.11.3]
ζ(s, a) = ζ(s, a+ 1) + a−s (s ∈ C, 0 < a ≤ 1) (1.1.26)
for Re(s) > −1 as its special case. However, stating the results for ζw(s, a+1) causes no loss
of generality, and hence in the sequel too we state most of the results for ζw(s, a + 1) with
0 < a < 1 rather than for ζw(s, a) with 0 < a < 1.
Since J0(−x) = J0(x), as can be easily seen from (1.1.18), ψw(a) defined in (1.1.21) clearly
satisfies
ψw(a) = ψw(2− a).
Similar to the case of ζw(s, a) for Re(s) > 1, we see that ψw(a) also has a removable singularity
at w = 0. Hence by ψ0(a), we mean
3
ψ0(a) = lim
w→0
ψw(a).
That
ψ0(a) =
{
ψ(a) if Re(a) > 1,
ψ(2 − a) if Re(a) < 1 (1.1.27)
is derived in Section 6. It is natural that ψw(a) turns out to be a triple integral since ψ(a) is
given by a single integral [27, p. 911, Formula 8.361.1], namely for Re(a) > 0,
ψ(a) =
∫ ∞
0
(
e−x
x
− e
−ax
1− e−x
)
dx, (1.1.28)
3The interchange of the order of limw→0 and integration can be easily justified.
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and, as can be seen from (4.2.2) below, the residue of ζw(s, a) at s = 1 itself is a double
integral!
Now that we have stated the basic properties of ζw(s, a), we give below the generalized
modular relation of the form F (z, w, α) = F (z, iw, β), where ζw(s, a) appears naturally. This
result along with the one following it generalizes Theorem 1.5 from [16], that is, (1.1.9). To
prove it, however, it is necessary to first obtain a generalized modular-type transformation
between two triple integrals (see Theorem 9.1.1 below). The following theorem is then derived
from it.
Theorem 1.1.5. Let ζw(s, a) be the generalized Hurwitz zeta function
4. Let w ∈ C, −1 <
Re(z) < 1 and x > 0. Define ϕw(z, x) by
ϕw(z, x) := ζw(z + 1, x+ 1) +
1
2
Aw(z)x
−z−1 −Aiw(−z)x
−z
z
, (1.1.29)
where Aw(z) is defined in (1.1.23). Then for α, β > 0 and αβ = 1, we have
α
z+1
2
( ∞∑
m=1
ϕw(z,mα)− ζ(z + 1)Aw(z)
2αz+1
− ζ(z)Aw(−z)
αz
)
= β
z+1
2
( ∞∑
m=1
ϕiw(z,mβ) − ζ(z + 1)Aiw(z)
2βz+1
− ζ(z)Aiw(−z)
βz
)
. (1.1.30)
The above theorem leads to the following integral evaluation.
Theorem 1.1.6. Let α > 0, w ∈ C and −1 < Re(z) < 1. Let Aw(z) and ϕw(z, x) be defined
in (1.1.23) and (1.1.29) respectively. Define
∆2(x, z, w, s) := ω(x, z, w, s) + ω(x, z, w, 1 − s),
ω(x, z, w, s) := e
w2
4 x
1
2
−s
1F1
(
1− s+ z
2
;
3
2
;−w
2
4
)
1F1
(
1− s− z
2
;
3
2
;−w
2
4
)
. (1.1.31)
Then
2z−1π
z−3
2
Γ(z + 1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
∆2
(
α, z2 , w,
1+it
2
)
(z + 1)2 + t2
dt
= α
z+1
2
( ∞∑
m=1
ϕw(z,mα) − ζ(z + 1)Aw(z)
2αz+1
− ζ(z)Aw(−z)
αz
)
. (1.1.32)
Remark 3. Employing (3.1.7) below, it is easy to see that ∆2
(
β, z2 , iw,
1+it
2
)
= ∆2
(
α, z2 , w,
1+it
2
)
.
The analysis which leads to the generalized modular relation and the integral evaluation
in Theorems 1.1.5 and 1.1.6 rests upon two theories - first, the theory of another new special
function which is a new generalization of the modified Bessel function Kz(x) (different from
(2.1.6)) and second, the theory of functions reciprocal in a kernel consisting of Bessel func-
tions. The latter is developed in Section 7. Note that the modified Bessel function of the
second kind of order z is defined by [55, p. 78, eq. (6)]
Kz(x) :=
π
2
(I−z(x)− Iz(x))
sinπz
, (1.1.33)
4Note that ζw(s, a) is defined for Re(s) > 1 by (1.1.11), and for −1 < Re(s) ≤ 1, s 6= 1, by (1.1.24). The
latter is inferred from the paragraph following (1.1.24).
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where Iz(x) is the modified Bessel function of the first kind of order z given by [55, p. 77]
Iz(x) :=
{
e−
1
2
πziJz(e
1
2
πix), if −π < arg x ≤ π2 ,
e
3
2
πziJν(e
− 3
2
πix), if π2 < arg x ≤ π.
Our generalization of Kz(x) is defined for z, w ∈ C, x ∈ C\{x ∈ R : x ≤ 0} and c :=Re(s) >
−1±Re(z) by
1Kz,w(x) :=
1
2πi
∫
(c)
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
1F1
(
1 + s− z
2
;
3
2
;−w
2
4
)
× 1F1
(
1 + s+ z
2
;
3
2
;−w
2
4
)
2s−1x−s ds, (1.1.34)
where, here, and throughout the paper, the notation
∫
(c) is used to denote the line integral∫ c+i∞
c−i∞ , c ∈ R. It is clear that 1Kz,w(x) is an even function in both variables z and w. When
w = 0,
1Kz,0(x) =
1
2πi
∫
(c)
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
2s−1x−s ds
= xKz(x), (1.1.35)
where the last equality follows by replacing s by s+1 in the well-known formula [42, p. 115,
Formula 11.1], namely, for c :=Re(s) > ±Re(z),
1
2πi
∫
(c)
2s−2Γ
(s
2
− z
2
)
Γ
(s
2
+
z
2
)
x−sds = Kz(x). (1.1.36)
While the theory of 1Kw(x) is developed in Section 8, we record below an integral represen-
tation for it.
Theorem 1.1.7. For z, w ∈ C and |arg x| < π4 , we have
1Kz,w(2x) =
2x−z
w2
∫ ∞
0
u2z−1e−u
2−x2/u2 sin(wu) sin
(wx
u
)
du. (1.1.37)
The two new special functions, ζw(s, a) and 1Kz,w(x), that we have introduced in this
paper are connected by means of the following relation.
Theorem 1.1.8. For w ∈ C, a > 0 and 1 < Re(s) < 2, we have
ζw(s, a+ 1) =
2s+1π
s
2 e−
w2
4
a
s−1
2 Γ
(
1− s2
)
Γ(s)
∫ ∞
1
∫ ∞
0
(tx)
s−1
2 1K s−1
2
,iw(2πatx)
(t2 − 1) s2 (e2πx − 1) dxdt.
2. Motivation behind the project
The transformation of the type (1.1.4) which is equivalent to the result obtained by squaring
the functional equation of ζ(s) was found by Koshliakov [35, p. 32]. For
F(α) :=
√
α
(
γ − log(4πα)
α
− 4
∞∑
n=1
d(n)K0(2πnα)
)
,
it is given by
F(α) = F(β) = −32
π
∫ ∞
0
Ξ2
(
t
2
)
cos
(
1
2t log α
)
dt
(1 + t2)2
. (2.1.1)
SUPERIMPOSING THETA STRUCTURE ON A GENERALIZED MODULAR RELATION 11
Its generalization is the famous Ramanujan-Guinand formula, which, along with the integral
involving the Riemann Ξ-function, is given by [16, Theorem 1.4]
F(z, α) = F(z, β) = −32
π
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2 t logα
)
(t2 + (z + 1)2)(t2 + (z − 1)2) dt,
(2.1.2)
where
F(z, α) := √α
(
α
z
2
−1π
−z
2 Γ
(z
2
)
ζ(z) + α−
z
2
−1π
z
2Γ
(−z
2
)
ζ(−z)− 4
∞∑
n=1
σ−z(n)nz/2K z
2
(2nπα)
)
.
(2.1.3)
Here −1 < Re(z) < 1, α, β > 0 (though one can analytically continue the result for Re(α) > 0,
Re(β) > 0), αβ = 1, σz(n) =
∑
d|n d
z and Kz(x) is defined in (1.1.33).
It is well-known [11, p. 60] that the first equality in (2.1.2) is equivalent to the functional
equation of the non-holomorphic Eisenstein series on SL2(Z). Koshliakov’s aforementioned
formula is obtained by letting z → 0 in (2.1.2).
The natural question that could be asked here is, can one superimpose the theta structure
on (2.1.2)? In other words, does there exist a transformation of the form F (z, w, α) =
F (z, iw, β) whose special case is (2.1.2)?
This question was affirmatively answered in [21, Theorems 1.3, 1.5], where the following
result was obtained for w ∈ C and −1 < Re(z) < 15:
F(z, w, α) = F(z, iw, β) = −16
π
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
) ∇2 (α, z2 , w, 1+it2 ) dt
(t2 + (z + 1)2) (t2 + (z − 1)2) ,
(2.1.4)
where
F(z, w, α) =
√
α
(
Γ
(z
2
)
ζ(z)π−
z
2α
z
2
−1
1F1
(
1− z
2
;
1
2
;
w2
4
)
− 4
∞∑
n=1
σ−z(n)n
z
2 e−
w2
4 K z
2
,iw(2nπα)
+ Γ
(
−z
2
)
ζ(−z)π z2α− z2−1 1F1
(
1 + z
2
;
1
2
;
w2
4
))
. (2.1.5)
Here Kz,w(x) is the generalized modified Bessel function defined for z, w ∈ C, x ∈ C\{x ∈
R : x ≤ 0} and c :=Re(s) > ±Re(z) by [21, Equation (1.3)]
Kz,w(x) :=
1
2πi
∫
(c)
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
1F1
(
s− z
2
;
1
2
;
−w2
4
)
1F1
(
s+ z
2
;
1
2
;
−w2
4
)
2s−2x−sds,
(2.1.6)
and
∇2(x, z, w, s) := ρ(x, z, w, s) + ρ(x, z, w, 1 − s),
ρ(x, z, w, s) := e
w2
4 x
1
2
−s
1F1
(
1− s− z
2
;
1
2
;−w
2
4
)
1F1
(
1− s+ z
2
;
1
2
;−w
2
4
)
.
The surprising thing is, each of the expressions in (2.1.3) is just the first term in the series
expansion of the corresponding one in (2.1.5). In the same paper [21], the new special function
5The first equality in (2.1.4) is actually valid for z ∈ C\{−1, 1}. The condition −1 <Re(z) < 1 is required
only for both equalities to hold. Same is the case with (2.1.2).
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Kz,w(x) is shown to satisfy a theory whose richness is comparable to that of the modified
Bessel function Kz(x).
Thus, in view of the fact that (1.1.8) and (1.1.9) are analogous to (2.1.1) and (2.1.2), we
are motivated to search for a corresponding analogue of (2.1.4).
3. Preliminaries
Here we collect some results from the literature that are used throughout the sequel.
The duplication and reflection formulas for the gamma function are given by [51, p. 46,
Equations (3.4), (3.5)]
Γ(s)Γ
(
s+
1
2
)
=
√
π
22s−1
Γ(2s), (3.1.1)
Γ(s)Γ(1− s) = π
sin(πs)
(s /∈ Z). (3.1.2)
For a > 0, b ∈ C fixed and | arg(s)| < π − δ, where δ > 0, Stirling’s formula for the gamma
function [43, p. 141, Formula 5.11.7] is given by
Γ(as+ b) ∼
√
2πe−as(as)as+b−1/2 (3.1.3)
as s→∞. In the vertical strip p ≤ σ ≤ q, we also have [13, p. 224]
|Γ(s)| =
√
2π|t|σ− 12 e− 12π|t|
(
1 +O
(
1
|t|
))
(3.1.4)
as |t| → ∞. The functional equation (1.1.5) of ζ(s) can be alternatively written in the form
ξ(s) = ξ(1− s), (3.1.5)
where ξ(s) is defined in (1.1.3). An asymmetric version of (1.1.5) is [5, p. 259, Theorem 12.7]
ζ(1− s) = 21−sπ−sΓ(s)ζ(s) cos
(πs
2
)
. (3.1.6)
Kummer’s formula for the confluent hypergeometric function is given by
1F1(a; c; z) = e
z
1F1(c− a; c;−z). (3.1.7)
The error functions erfi(w) and erf(w) in (1.1.15) and (1.1.16) are related by
erf(iw) = ierfi(w). (3.1.8)
If G(s) and H(s) are the Mellin transforms of g(x) and h(x) respectively, then Parseval’s
identity [44, p. 83, Equation (3.1.13)] reads∫ ∞
0
g(x)h
(u
x
) dx
x
=
1
2πi
∫
(c)
G(s)H(s)u−sds, (3.1.9)
whenever the following conditions hold with t = Im(s):∫ ∞
0
x−c−ith(u/x) dx ∈ L(−∞,∞) and xc−1g(x) ∈ L(0,∞). (3.1.10)
A variant of this formula is [44, p. 83, Equation (3.1.11)]∫ ∞
0
g(x)h(x) dx =
1
2πi
∫
(c)
G(1− s)H(s) ds. (3.1.11)
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A useful inverse Mellin transform which we will need is [27, p. 507, Formula 3.952.7]
1
2πi
∫ c+i∞
c−i∞
b
2
a−
1
2
− s
2 e−
b2
4aΓ
(
s+ 1
2
)
1F1
(
1− s
2
;
3
2
;
b2
4a
)
t−s ds = e−at
2
sin(bt) (3.1.12)
for c := Re(s) > −1 and Re(a) > 0. Equivalently,∫ ∞
0
ts−1e−at
2
sin(bt) dt =
b
2
a−
1
2
− s
2 e−
b2
4aΓ
(
s+ 1
2
)
1F1
(
1− s
2
;
3
2
;
b2
4a
)
. (3.1.13)
The following lemma will be used while proving Theorem 8.5.1.
Lemma 3.1.1. For Re(s) < Re(z) and 0 < Re(s) < 2, we have∫ ∞
0
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
xs−1dx =
nsπ
3
2
+s
2 sin
(
πs
2
) Γ ( z−s2 )
Γ
(
1−s
2
)
Γ
(
z
2
) .
Proof. This follows from [43, p. 398, Formula 15.14.1]∫ ∞
0
2F1(a, b; c;−x)xs−1dx = Γ(s)Γ(a− s)Γ(b− s)Γ(c)
Γ(a)Γ(b)Γ(c− s) ,
which is valid for min(Re(a),Re(b)) > Re(s) > 0. 
The following two results will be used several times in the sequel.
Theorem 3.1.2. [51, p. 30, Theorem 2.1] Let (a, b) be a given finite or an infinite interval,
and let {Cn(t)}∞n=1 be a sequence of real or complex valued continuous functions, which satisfy
the following conditions:
(1)
∑∞
n=0Cn(t) converges uniformly on any compact interval in (a, b).
(2) At least one of the following two quantities is finite:
∫ b
a
∞∑
n=0
|Cn(t)| dt,
∞∑
n=0
∫ b
a
|Cn(t)| dt.
Then we have ∫ b
a
∞∑
n=0
Cn(t) dt =
∞∑
n=0
∫ b
a
Cn(t) dt.
Theorem 3.1.3. [51, p. 30, Theorem 2.1] Let t be a real variable ranging over a finite or
infinite interval (a, b) and z a complex variable ranging over a domain Ω. Assume that the
function f : (Ω × (a, b))→ C satisfies the following conditions:
(i) f is a continuous function of both variables.
(ii) For each fixed value of t, f(·, t) is a holomorphic function of the first variable.
(iii) The integral F (z) =
∫ b
a f(z, t) dt, z ∈ Ω, converges uniformly at both limits in any
compact set in Ω.
Then F (z) is holomorphic in Ω, and its derivatives of all orders may be found by differen-
tiating under the sign of integration.
We will be also needing the following result from Titchmarsh’s text [52, p. 25].
Theorem 3.1.4. If f(x, y) is continuous in the rectangle c ≤ x ≤ d, m ≤ y ≤ n, for all
values of d, and the integral κ(y) :=
∫∞
c f(x, y) dx converges uniformly with respect to y in
the interval (m,n), then κ(y) is a continuous function of y in this interval.
The following result from calculus of several variables [26, p. 87-88, Proposition 3.3 (iii)]
is essential too.
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Theorem 3.1.5. For any f : [a, b]× [c, d]→ R, if the partial derivatives ∂f∂x and ∂f∂y exist and
one of them is bounded on [a, b] × [c, d], then f is continuous on [a, b]× [c, d].
Leibnitz’s rule for differentiating under the integral sign [39, p. 337–339] is given below.
Theorem 3.1.6. Let f be a function of two variables (v, x) defined for v ≥ a and x in some
interval J = [c, d], c < d. Assume that ∂f∂x exists, and that both f and
∂f
∂x are continuous.
Assume that there are functions φ(v) and ψ(v) which are ≥ 0, such that |f(v, x)| ≤ φ(v) and
| ∂∂xf(v, x)| ≤ ψ(v), for all v, x, and such that the integrals∫ ∞
a
φ(v)dv and
∫ ∞
a
ψ(v)dv
converge. Then
∫ ∞
a
f(v, x)dv is differentiable, and
d
dx
∫ ∞
a
f(v, x)dv =
∫ ∞
a
∂
∂x
f(v, x)dv.
4. Theory of the generalized Hurwitz zeta function ζw(s, a)
The analytic properties of ζw(s, a) are established here. We first consider the simpler case
a = 1.
4.1. The generalized Riemann zeta function ζw(s, 1).
This subsection is devoted to proving properties of the function ζw(s, 1).
Proof of (1.1.14): Make a change of variable u→ y/v in (4.2.1) and recall the definition
of Aw(z) in (1.1.23) so that∫ ∞
0
∫ ∞
0
yz
v
e−(y
2+v2) sin(wv) sinh(wy)dydv =
πw
4
Γ
(
1 +
z
2
)
erf
(w
2
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)
.
(4.1.1)
Now switch the roles of y and v in the above double integral and note that∫ ∞
0
∫ ∞
0
yz
v
e−(y
2+v2) sin(wv) sinh(wy)dydv =
∫ ∞
0
∫ ∞
0
vz
y
e−(v
2+y2) sin(wy) sinh(wv)dvdy
=
∫ ∞
0
∫ ∞
0
vz
y
e−(v
2+y2) sin(wy) sinh(wv)dydv,
(4.1.2)
where in the last step we applied Fubini’s theorem owing to the absolute convergence of the
double integral. Equating the right-hand sides of (4.1.1) and (4.1.2), multiplying both sides
by 4
w2
√
πΓ(1+ z2)
, letting z = s− 1, replacing w by iw, and using (3.1.8), we deduce that
4
w2
√
πΓ
(
1+s
2
) ∫ ∞
0
∫ ∞
0
vs−1
y
e−(v
2+y2) sin(wv) sinh(wy)dydv =
√
π
w
erfi
(w
2
)
1F1
(
1 + s
2
;
3
2
;−w
2
4
)
.
This proves the second equality in (1.1.14). 
Remark 4. From (1.1.14) and the facts that 1F1
(
1+s
2 ;
3
2 ;−w
2
4
)
is an entire function of s and
ζ(s) has analytic continuation in C\{1}, it is clear that ζw(s, 1) has analytic continuation in
the whole s-complex plane except s = 1 given by the right-hand side of (1.1.14).
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It is easy to obtain the functional equation for ζw(s, 1). It is given in the following theorem.
Theorem 4.1.1. For s,w ∈ C,
ζw(1− s, 1) = 2e−
w2
4
erfi
(
w
2
)
erf
(
w
2
) Γ(s)
(2π)s
cos
(πs
2
)
ζiw(s, 1). (4.1.3)
Proof. First let s 6= 0, 1. Since (1.1.14) holds for all s ∈ C\{1},
ζw(1− s, 1) =
√
π
w
erfi
(w
2
)
1F1
(
1− s
2
;
3
2
;−w
2
4
)
ζ(1− s)
= e−
w2
4
√
π
w
erfi
(w
2
)
1F1
(
1 + s
2
;
3
2
;
w2
4
)
21−sπ−sΓ(s) cos
(πs
2
)
ζ(s)
= 2e−
w2
4
erfi
(
w
2
)
erf
(
w
2
) Γ(s)
(2π)s
cos
(πs
2
)
ζiw(s, 1),
where in the second step, we used (3.1.6) as well as (3.1.7). Now both sides of (4.1.3) have
simple pole at s = 0 (due to ζw(s, 1) and Γ(s)). Also, even though ζiw(s, 1) has a pole at
s = 1, cos
(
πs
2
)
has a zero there. Hence we conclude that (4.1.3) holds for all s ∈ C. 
4.2. The generalized Hurwitz zeta function ζw(s, a).
We begin this subsection by proving Theorem 1.1.1. However, we first need a lemma.
Lemma 4.2.1. Let w ∈ C, n ∈ N and a ∈ R. Then the integral∫ ∞
0
∫ ∞
0
(uv)s−1e−(u2+v2) sin(wv) sinh(wu)
(n2u2 + (a− 1)2v2)s/2 dudv
is analytic for Re(s) > 1.
Proof. This is achieved by repeatedly employing Theorem 3.1.3. Let
fv(s, u) :=
us−1e−u2 sinh(wu)
(n2u2 + (a− 1)2v2)s/2 .
We first show that
∫∞
0 fv(s, u) du is analytic for Re(s) > 1. It is easy to see that fv(s, u) is
a continuous function in both s and u and also an analytic function of s in Re(s) > 1. Now
consider a compact subset of Re(s) > 1 given by
Ω := {s ∈ C : 1 < θ1 ≤ Re(s) ≤ θ2, γ1 ≤ Im(s) ≤ γ2}.
We next show that
∫∞
0 fv(s, u) du converges uniformly at both the limits on compact subsets
Ω of Re(s) > 1. Let ǫ > 0 be given. Let 0 < A < B < 1. Then∣∣∣∣
∫ B
A
fv(s, u) du
∣∣∣∣ ≤
∫ B
A
uRe(s)e−u2
(nu)Re(s)
| sinh(wu)|
u
du
≤ sinh(|w|)
nθ1
∫ B
A
e−u
2
du
=
sinh(|w|)
nθ1
√
π
2
(erf(B)− erf(A)),
for all s ∈ Ω. Thus we can choose λ, 0 < λ < 1, such that
√
π sinh(|w|)
2nθ1
(erf(B) − erf(A)) < ǫ
for |A − B| < λ. The uniform convergence at the upper limit can be similarly observed.
Therefore by Theorem 3.1.3, integral
∫∞
0 fv(s, u) du is an analytic function of s in Re(s) > 1.
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Now we will show
∫∞
0
∫∞
0 v
s−1e−v2 sin(wv)fv(s, u) dudv is analytic in Re(s) > 1.
It is clear that
∫∞
0 v
s−1e−v2 sin(wv)fv(s, u) du is continuous in s from what we just proved.
To show the continuity of this integral in v on (0,∞) as well, we make use of the Theorem
3.1.4. It is easy to see that vs−1e−v
2
sin(wv)fv(s, u) is continuous on 0 ≤ u ≤ κ, 0 ≤ v ≤ δ.
Thus we need only show
∫∞
0 v
s−1e−v2 sin(wv)fv(s, u) du is uniformly convergent in v on (0, δ).
Let ǫ > 0. We find an X0 depending only on ǫ such that for all v ∈ (0, δ) and X ≥ X0,∣∣∣∣
∫ ∞
0
vs−1e−v
2
sin(wv)fv(s, u) du−
∫ X
0
vs−1e−v
2
sin(wv)fv(s, u) du
∣∣∣∣ < ǫ.
To that end,∣∣∣∣
∫ ∞
X
vs−1e−v
2
sin(wv)fv(s, u) du
∣∣∣∣ ≤ e−v2vRe(s) | sin(wv)|v
∫ ∞
X
uRe(s)−1e−u2 | sin(wu)|
(n2u2)Re(s)/2
du
≤ δ
Re(s)−1
nRe(s)
sinh(|w|δ)
∫ ∞
X
u−1e−u
2 | sin(wu)| du,
for all v ∈ (0, δ) and Re(s) > 1. Note that we can always find an X0 large enough such that
for X ≥ X0, we have ∫ ∞
X
u−1e−u
2 | sin(wu)| du < ǫ.n
Re(s) sinh(|w|δ)
δRe(s)−1
.
Therefore the integral
∫∞
0 v
s−1e−v2 sin(wv)fv(s, u) du is uniformly convergent on v ∈ (0, δ).
Hence by Theorem 3.1.4, this integral is continuous in v on (0, δ) for every δ > 0, and hence
on (0,∞). It is easy to see that condition (ii) of Theorem 3.1.3 is satisfied for Re(s) > 1. To
show that the condition (iii) of Theorem 3.1.3 is also satisfied, let ǫ > 0. Let 0 < A < B < 1.
Then ∣∣∣∣
∫ B
A
∫ ∞
0
vs−1e−v
2
sin(wv)fv(s, u) dudv
∣∣∣∣
≤
∫ B
A
∫ ∞
0
(uv)Re(s)−1e−(u
2+v2)| sinh(wu) sin(wv)|
|n2u2 + (a− 1)2v2|Re(s)/2 dudv
≤
∫ B
A
vRe(s)−1e−v
2 | sin(wv)|
∫ ∞
0
e−u
2 | sinh(wu)|
u
dudv
≤ Cw
∫ B
A
vRe(θ1) dv
≤ Cw (B
θ1+1 −Aθ1+1)
θ1 + 1
,
for all s ∈ Ω, where Cw is a constant depending on w. Therefore we can choose δ, 0 < δ < 1,
such that Cw
(Bθ1+1−Aθ1+1)
θ1+1
< ǫ for |B −A| < δ. The uniform convergence at the upper limit
can be similarly observed. Therefore by another application of Theorem 3.1.3, we see that
the double integral
∫∞
0
∫∞
0
(uv)s−1e−(u
2+v2) sin(wv) sinh(wu)
(n2u2+(a−1)2v2)s/2 dudv is analytic in Re(s) > 1. 
Proof of Theorem 1.1.1. As stated in the introduction, it is easy to see that∫ ∞
0
∫ ∞
0
(uv)s−1e−(u2+v2) sin(wv) sinh(wu)
(n2u2 + (a− 1)2v2)s/2 dudv = Ow,a
(
n−Re(s)
)
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as n → ∞. Hence the series in (1.1.11) converges uniformly on Re(s) > 1. Since Lemma
4.2.1 implies that the above double integral is analytic in Re(s) > 1, by Weierstrass’ theorem
on analytic functions, we conclude that ζw(s, a) is analytic in Re(s) > 1. 
Next, we prove a lemma which is crucial in proving not only (1.1.14) but also Theorems 1.1.3
and 1.1.6.
Lemma 4.2.2. Let Aw(z) be defined in (1.1.23). For Re(z) > −2 and w ∈ C, we have∫ ∞
0
∫ ∞
0
uzvze−v
2(u2+1) sin(wv) sinh(wuv)dudv =
√
πw2
4
Γ
(
1 +
z
2
)
Aw(z), (4.2.1)
and, for Re(z) > −1 and w ∈ C,∫ ∞
0
∫ ∞
0
uz−1vze−v
2(u2+1) sin(wv) sinh(wuv)dudv =
w2
4
Γ
(
1 + z
2
)
Aiw(−z). (4.2.2)
Proof. Let s = z+1, a = v2, and b = iwv in (3.1.13) so that for Re(z) > −2 and Re(v2) > 0,∫ ∞
0
uze−u
2v2 sinh(wuv)du =
1
2
wv−1−zΓ
(
1 +
z
2
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)
, (4.2.3)
where we used (3.1.7) for simplification. Now multiply the above equation by vze−v
2
sin(wv)
and integrate the resulting equation with respect to real v from 0 to ∞ so that∫ ∞
0
∫ ∞
0
uzvze−v
2(u2+1) sin(wv) sinh(wuv)dudv
=
1
2
wΓ
(
1 +
z
2
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)∫ ∞
0
e−v
2
sin(wv)
dv
v
=
πw
4
Γ
(
1 +
z
2
)
erf
(w
2
)
1F1
(
1 +
z
2
;
3
2
;
w2
4
)
,
which follows from employing (3.1.13) with s = 0, b = w, and a = 1, and then using (1.1.16).
Equation (4.2.2) can be similarly proved. 
To prove Theorem 1.1.2, we begin with a lemma.
Lemma 4.2.3. For Re(s) > 0, n ∈ R+ and a ∈ C\{ξ : Re(ξ) = 1, Im(ξ) 6= 0}, we have
4√
π
1
Γ
(
1+s
2
) ∫ ∞
0
∫ ∞
0
(uv)se−(u
2+v2)
(n2u2 + (a− 1)2v2) s2 dudv =


(n+ a− 1)−s if Re(a) > 1,
(n− a+ 1)−s if Re(a) < 1,
n−s if a = 1.
(4.2.4)
Proof. The a = 1 case can be easily proved by noting that∫ ∞
0
e−u
2
du =
√
π
2
,∫ ∞
0
vse−v
2
dv =
1
2
Γ
(
1 + s
2
)
,
the first of which is a well-known result and the second results from the integral representation
of the Gamma function. Now assume a 6= 1.
We first prove the result for 1 < a < n
√
2 + 1 and later extend it to Re(a) > 1 by analytic
continuation. Employing change of variable u = (a−1)vn
√
t in the second step below, we see
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that ∫ ∞
0
use−u2
(n2u2 + (a− 1)2v2) s2 du =
1
ns
∫ ∞
0
e−u2(
1 + (a−1)
2v2
n2u2
) s
2
du
=
(a− 1)v
2ns+1
∫ ∞
0
t
s−1
2
(1 + t)
s
2
e−t
(a−1)2v2
n2 dt.
From [43, p. 326, Equation (13.4.4)], for Re(b) > 0 and | arg(ξ)| < π2 ,
U(b; c; ξ) =
1
Γ(b)
∫ ∞
0
e−ξttb−1(1 + t)c−b−1dt,
where U(b, c; ξ) is the Tricomi confluent hypergeometric function. Using this result with
b = s+12 , c =
3
2 and ξ =
(a−1)2v2
n2
so that for a > 16 and Re(s) > 0,∫ ∞
0
use−u
2
(n2u2 + (a− 1)2v2) s2 du =
(a− 1)v
2ns+1
Γ
(
s+ 1
2
)
U
(
s+ 1
2
;
3
2
;
(a− 1)2v2
n2
)
.
This gives ∫ ∞
0
∫ ∞
0
(uv)se−(u
2+v2)
(n2u2 + (a− 1)2v2) s2 dudv
=
(a− 1)
2ns+1
Γ
(
s+ 1
2
)∫ ∞
0
vs+1e−v
2
U
(
s+ 1
2
;
3
2
;
(a− 1)2v2
n2
)
dv
=
1
4ns
(
n
a− 1
)s+1
Γ
(
s+ 1
2
)∫ ∞
0
y
s
2 e
− n2y
(a−1)2U
(
s+ 1
2
;
3
2
; y
)
dy, (4.2.5)
where we again employed change of variable v = n(a−1)
√
y. Next, from [27, p. 830, Equation
(7.621.6)], for Re(ξ) > 12 ,∫ ∞
0
tb−1U(a; c; t)e−ξtdt =
Γ(b)Γ(b− c+ 1)
Γ(a+ b− c+ 1) ξ
−b
2F1
(
a, b; a+ b− c+ 1; 1− 1
ξ
)
.
Now let b = s2 + 1, a =
s+1
2 , c =
3
2 and ξ =
n2
(a−1)2 in the above identity, substitute the
resultant in (4.2.5), and then use the duplication formula (3.1.1) for simplification so that for
n
a−1 >
1√
2
, ∫ ∞
0
∫ ∞
0
(uv)se−(u2+v2)
(n2u2 + (a− 1)2v2) s2 dudv
=
(a− 1)√π
2s+2ns+1
Γ
(
s+ 1
2
)
2F1
(
s
2
+ 1,
s+ 1
2
; s+ 1; 1 − (a− 1)
2
n2
)
,
=
√
π
2s+2(a− 1)sΓ
(
s+ 1
2
)
2F1
(
s
2
,
s+ 1
2
; s+ 1; 1− n
2
(a− 1)2
)
, (4.2.6)
where in the last step, we invoked Pfaff’s transformation [51, p. 110, Equation (5.5)] valid
for | arg(1− z)| < π:
2F1(a, b; c; z) = (1− z)−b2F1
(
c− a, b; c; z
z − 1
)
.
6This result is, in fact, true for Re(a) > 1.
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From [51, p. 130, Exercise 5.7, Equation (3)], for Re(b) > 0 and | arg(1− z)| < π,
2F1 (a, b; 2b; z) =
(
1
2
+
1
2
√
1− z
)−2a
2F1
(
a, a− b+ 1
2
; b+
1
2
;
(
1−√1− z
1 +
√
1− z
)2)
.
Letting a = s/2, b = (s + 1)/2 and z = 1− n2/(a− 1)2 in the above equation, we get
2F1
(
s
2
,
s+ 1
2
; s + 1; 1− n
2
(a− 1)2
)
= 2s
(
1 +
n
a− 1
)−s
. (4.2.7)
Thus from (4.2.6) and (4.2.7), for 1 < a < n
√
2 + 1 and Re(s) > 0,
4√
π
1
Γ
(
1+s
2
) ∫ ∞
0
∫ ∞
0
(uv)se−(u
2+v2)
(n2u2 + (a− 1)2v2) s2 dudv =
1
(n+ a− 1)s . (4.2.8)
Now by a repeated application of Theorem 3.1.3, it can be seen7 that the integral∫ ∞
0
∫ ∞
0
(uv)se−(u2+v2)
(n2u2 + (a− 1)2v2) s2 dudv is analytic for Re(a) > 1. Since the right-hand side of
(4.2.8) is also analytic for Re(a) > 1, we conclude that (4.2.8) holds for Re(a) > 1. To
prove the remaining case when Re(a) < 1, replace a by 2− a and invoke the evaluation just
proved. 
Proof of Theorem 1.1.2. Let n ∈ N in (4.2.4). Assume Re(s) > 1 and sum both sides of
(4.2.4) over n from 1 to ∞ whence
4√
π
1
Γ
(
1+s
2
) ∞∑
n=1
∫ ∞
0
∫ ∞
0
(uv)se−(u2+v2)
(n2u2 + (a− 1)2v2) s2 dudv =
{
ζ(s, a) if Re(a) > 1,
ζ(s, 2− a) if Re(a) < 1.
Since the left-hand side of the above equation is ζ0(s, a), the proof is complete. 
The Mellin transform representations of ζ(s) and ζ(s, a) [5, p. 251] are central to developing
their theories. An analogous representation for the generalized Hurwitz zeta function ζw(s, a)
is now presented. The main ingredient towards obtaining it is the following result of Kapteyn
[34, p. 5] (see also [55, Equation (9), p. 386], [27, p. 710, Formula 6.24.7]) for Re(ν) > 0 and
|Im(b)| < π:
∞∑
n=1
1
(n2π2 + b2)ν+
1
2
=
√
π
(2b)νΓ
(
ν + 12
) ∫ ∞
0
Jν(bx)x
ν
eπx − 1 dx. (4.2.9)
Theorem 4.2.4. For a ∈ R and Re(s) > 1,
ζw(s, a) =
2
s+3
2
w2
√
π(a− 1) s−12 Γ(s)
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
s−1
2
u
e−(u2+v2) sin(wv) sinh(wu)
ey − 1
× J s−1
2
(
(a− 1)vy
u
)
y
s−1
2 dydudv. (4.2.10)
Proof. Let b = (a − 1)πv/u, ν = (s − 1)/2 in (4.2.9) and employ the change of variable
x = y/π to obtain for Re(s) > 1,
∞∑
n=1
1
(n2u2 + (a− 1)2v2) s2 =
√
πu−
(s+1)
2
2
s−1
2 Γ
(
s
2
)
((a− 1)v) s−12
∫ ∞
0
y
s−1
2
ey − 1J s−12
(
(a− 1)vy
u
)
dy.
7We do not give the details of the argument here as a similar one is established in full detail in Lemma
5.1.1.
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Now interchange the order of summation and integration in the definition (1.1.11) of ζw(s, a)
by invoking Theorem 3.1.2 twice, substitute the above representation for the infinite sum,
and simplify to arrive at (4.2.10). 
Remark 5. Note that the function (a− 1) 1−s2 J s−1
2
(
(a−1)vy
u
)
has a removable singularity at
a = 1. Moreover, when we let a → 1 in (4.2.10), we can pass the limit through the triple
integral by appealing to Theorem 3.1.4. This results in (1.1.14).
Remark 6. If we let w → 0 in Theorem 4.2.4, then the double integral over u and v can
be explicitly evaluated leading to the Mellin transform representation of ζ(s, a), namely [5,
p. 251], whose equivalent form is given in Corollary 4.3.1 below.
We now derive a representation for ζw(s, a) which is imperative in obtaining the modular-
type transformation stated in Theorem 1.1.5.
Theorem 4.2.5. Let Aw(z) be defined in (1.1.23). For a > 0 and 1 < Re(s) < 2,
ζw(s, a+ 1) = −a
−s
2
Aw(s− 1) + a
1−s
s− 1Aiw(1− s) +
2
s+3
2 a
1−s
2
w2
√
πΓ(s)
∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2
× e−(u2+v2) sin(wv) sinh(wu)J s−1
2
(avx
u
)
x
s−1
2
(
1
ex − 1 −
1
x
+
1
2
)
dxdudv.
(4.2.11)
Proof. Replace a by a+ 1 in Theorem 4.2.4 and rewrite it in the form
ζw(s, a+ 1) =
2
s+3
2 a
1−s
2
w2
√
πΓ(s)
{∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)y
s−1
2
× J s−1
2
(avy
u
)( 1
ey − 1 −
1
y
+
1
2
)
dydudv + I1(a, s, w) − I2(a, s, w)
}
,
(4.2.12)
where
I1(a, s, w) :=
∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)
× J s−1
2
(avy
u
)
y
s−3
2 dydudv
I2(a, s, w) :=
1
2
∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)
× J s−1
2
(avy
u
)
y
s−1
2 dydudv.
We first evaluate I2(a, s, w) followed by I1(a, s, w).
From [27, p. 684, Formula 6.561.14], for −Re(ν)− 1 < Re(µ) < 12 , b > 0,∫ ∞
0
xµJν(bx) dx = 2
µb−µ−1
Γ
(
1+ν+µ
2
)
Γ
(
1+ν−µ
2
) . (4.2.13)
Let µ = s−12 , ν =
s−1
2 , b =
av
u in (4.2.13) so that for 0 < Re(s) < 2, a > 0, u > 0, and v > 0,∫ ∞
0
J s−1
2
(avx
u
)
x
s−1
2 dx =
2
s−1
2√
π
Γ
(s
2
)( u
av
) s+1
2
, (4.2.14)
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and then evaluate the innermost integral in I2(a, s, w) using (4.2.14) whence for 0 < Re(s) < 2
and a > 0,
I2(a, s, w) =
2
s−3
2
√
πa
s+1
2
Γ
(s
2
)∫ ∞
0
∫ ∞
0
us−1
v
e−(u
2+v2) sin(wv) sinh(wu) dudv
=
2
s−3
2
√
πw
4a
s+1
2
Γ
(s
2
)
Γ
(
s+ 1
2
)
erf
(w
2
)
1F1
(
s+ 1
2
;
3
2
;
w2
4
)
=
2
s−3
2 w2
4a
s+1
2
Γ
(s
2
)
Γ
(
s+ 1
2
)
Aw(s− 1), (4.2.15)
where in the last step, we used (4.2.1) with u replaced by u/v and z by s − 1. Similarly,
substituting (4.2.13), this time with ν = s−12 , µ =
s−3
2 , b =
av
u , in I1(a, s, w), gives for
1 < Re(s) < 4 and a > 0,
I1(a, s, w) = 2
s−3
2 a
1−s
2 Γ
(
s− 1
2
)
Γ
(s
2
) √πw
4
erfi
(w
2
)
1F1
(
3− s
2
;
3
2
;−w
2
4
)
= 2
s−7
2 a
1−s
2 Γ
(
s− 1
2
)
Γ
(s
2
)
w2Aiw(1− s), (4.2.16)
where in the first step, we also used (4.2.2) with u replaced by u/v and z = s − 1. Finally
from (4.2.12), (4.2.15), (4.2.16) and simplifying using (3.1.1) twice, we deduce (4.2.11) for
1 < Re(s) < 2 and a > 0. 
As a corollary of the above result, we obtain a well-known representation of the Hurwitz zeta
function [43, p. 609, Formula 25.11.27]. Before we get to it though, we need a lemma.
Lemma 4.2.6. For x > 0. Let Re(s) > −1, then we have
2
s+3
2
√
π(ax)
s−1
2
∫ ∞
0
∫ ∞
0
u
s−1
2 v
s+1
2 e−(u
2+v2)J s−1
2
(avx
u
)
dudv =
{
e−ax, Re(a) > 0
eax, Re(a) < 0.
(4.2.17)
Proof. We first evaluate the inner integral over u. By change of variable u = 1/t,∫ ∞
0
u
s−1
2 e−u
2
J s−1
2
(avx
u
)
du =
∫ ∞
0
t−
(s+3)
2 e−1/t
2
J s−1
2
(avxt) dt. (4.2.18)
To evaluate the integral on the above right-hand side, we use [46, p. 187, Formula 2.12.9.14]
valid 8 for Re(b) > 0, Re(c) > 0 and Re(ξ) < 32 , namely,∫ ∞
0
e−c/t
2
Jν(bt)t
ξ−1 dt =
c
ξ+ν
2 bν
2ν+1
Γ
(
− (ξ+ν)2
)
Γ(ν + 1)
0F2
(
−; ν + 1, 2 + ξ + ν
2
;
cb2
4
)
+
2ξ−1
bξ
Γ
(
ξ+ν
2
)
Γ
(
2−ξ+ν
2
) 0F2
(
−; 2− ξ − ν
2
,
2− ξ + ν
2
;
cb2
4
)
. (4.2.19)
Let b = avx, c = 1 and ν = s−12 , ξ = − s+12 in (4.2.19), so that for Re(a) > 0, v > 0, x > 0
and Re(s) > −4,∫ ∞
0
t−
(s+3)
2 e−1/t
2
J s−1
2
(avxt) dt =
(avx)
s−1
2
2
s+1
2
√
π
Γ
(
s+1
2
)0F2
(
−; 1
2
,
s+ 1
2
;
a2v2x2
4
)
8This formula, which is given for b > 0 in [46], can be seen to be true for Re(b) > 0 by analytic continuation.
22 ATUL DIXIT AND RAHUL KUMAR
− (avx)
s+1
2
2
s+1
2
√
π
Γ
(
1 + s2
)0F2
(
−; 3
2
, 1 +
s
2
;
a2v2x2
4
)
,
(4.2.20)
since Γ(−1/2) = −2√π. Hence from (4.2.18) and (4.2.20),∫ ∞
0
∫ ∞
0
v
s+1
2 u
s−1
2 e−(u
2+v2)J s−1
2
(avx
u
)
dudv
=
(ax)
s−1
2
2
s+1
2
√
π
Γ
(
s+1
2
) ∫ ∞
0
vse−v
2
0F2
(
−; 1
2
,
s+ 1
2
;
a2v2x2
4
)
dv
− (ax)
s+1
2
2
s+1
2
√
π
Γ
(
1 + s2
) ∫ ∞
0
vs+1e−v
2
0F2
(
−; 3
2
, 1 +
s
2
;
a2v2x2
4
)
dv. (4.2.21)
Employ change of variable v =
√
t in both the integrals on the above right-hand side, and
evaluate the resulting ones by appropriately specializing the identity [27, p. 823, Formula
7.522.5]∫ ∞
0
e−xxξ−1pFq(a1, ...ap; b1, ..., bq ; cx) dx = Γ(ξ) p+1Fq(ξ, a1, ...ap; b1, ..., bq ; c), (4.2.22)
valid for p < q and Re(ξ) > 0. Simplify the resultant evaluations using 0F1
(
−; 12 ; a
2x2
4
)
=
cosh(ax) and 0F1
(
−; 32 ; a
2x2
4
)
= sinh(ax)ax , and put them together to get, in view of (4.2.21),∫ ∞
0
∫ ∞
0
v
s+1
2 u
s−1
2 e−(u
2+v2)J s−1
2
(avx
u
)
dudv =
√
π2−
(s+3)
2 (ax)
s−1
2 e−ax
for Re(a) > 0 and Re(s) > −1. This proves (4.2.17) for Re(a) > 0. To derive the second
part when Re(a) < 0, just replace a by −a in the first, and use the well-known relation
Jν(−x) = (−1)νJν(x). 
Corollary 4.2.7. For9 a > 0 and 1 < Re(s) < 2,
ζ(s, a+ 1) = −1
2
a−s +
a1−s
s− 1 +
1
Γ(s)
∫ ∞
0
e−ax
(
1
ex − 1 −
1
x
+
1
2
)
xs−1 dx, (4.2.23)
Proof. Let w→ 0 on both sides of (4.2.11). Since a+1 > 1, by Theorem 1.1.2 and (1.1.12),
the left-hand side becomes ζ(s, a+1). On the other hand, note that the triple integral on the
right-hand side of (4.2.11) is absolutely convergent because of the presence of exponential
function. Hence interchange the order of integration using Fubini’s theorem so that the
integration is first performed on u, then on v and finally on x, then interchange the order of
limit and integration, permissible due to the uniform convergence of the integral at the upper
and lower limits in any compact subsets of the w-complex plane, and finally invoke Lemma
4.2.6 so as to arrive at the integral on the right-hand side of (4.2.23). 
Proof of Theorem 1.1.4. The Legendre’s integral for t > 0 is given by [48]∫ ∞
0
sin(πyt)
eπy − 1 dy =
1
e2πt − 1 −
1
2πt
+
1
2
. (4.2.24)
9This result actually holds for Re(a) > 0 and Re(s) > −1, s 6= 1, by analytic continuation.
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Invoke the above integral evaluation in the first step below to observe that the triple integral
in Theorem 4.2.5 can be written in the form∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)J s−1
2
(avx
u
)
x
s−1
2
(
1
ex − 1 −
1
x
+
1
2
)
dxdudv
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)J s−1
2
(avx
u
)
x
s−1
2
∫ ∞
0
sin
(xy
2
)
eπy − 1 dydxdudv
=
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)dudv
∫ ∞
0
dy
eπy − 1
∫ ∞
0
J s−1
2
(avx
u
)
x
s−1
2 sin
(xy
2
)
dx,
(4.2.25)
by interchanging the order of integration, which is easily justified. Now from [27, p. 738,
Formula 6.699.1], for −Re(ν)− 1 < 1 + Re(λ) < 32 ,
∫ ∞
0
xλJν(cx) sin(bx) dx =


21+λc−(2+λ)b
Γ( 2+λ+ν2 )
Γ( ν−λ2 )
2F1
(
2+λ+ν
2 ,
2+λ−ν
2 ;
3
2 ;
b2
c2
)
, if 0 < b < c,(
c
2
)ν
b−(ν+λ+1) Γ(ν+λ+1)Γ(ν+1) sin
(
π
(
1+λ+ν
2
))
, if 0 < c < b
×2F1
(
2+λ+ν
2 ,
1+λ+ν
2 ; ν + 1;
c2
b2
)
.
(4.2.26)
Let ν = s−12 , c =
av
u , b =
y
2 , λ =
s−1
2 in (4.2.26) so that for −1 < Re(s) < 2,∫ ∞
0
J s−1
2
(avx
u
)
x
s−1
2 sin
(xy
2
)
dx =


0, if 0 < y < 2avu ,(
av
2u
) s−1
2
y−sΓ(s) sin(pis2 )
2−sΓ( s+12 )
1F0
(
s
2 ;−; 4a
2v2
u2y2
)
, if y > 2avu
=


0, if 0 < y < 2avu ,
2
3s−1
2
√
π
a
1−s
2 Γ(1− s2)
v
s−1
2 u
s+1
2
(u2y2−4a2v2) s2 , if y >
2av
u ,
(4.2.27)
where in the last step, we used (3.1.1), (3.1.2) and the generalized binomial theorem [51,
p. 108]. Thus from (4.2.25) and (4.2.27),∫ ∞
0
∫ ∞
0
∫ ∞
0
u
s−3
2 v
s−1
2 e−(u
2+v2) sin(wv) sinh(wu)J s−1
2
(avx
u
)
x
s−1
2
(
1
ex − 1 −
1
x
+
1
2
)
dxdudv
=
2
3s−1
2
√
π
a
1−s
2 Γ
(
1− s2
) ∫ ∞
0
∫ ∞
0
∫ ∞
2av
u
(uv)s−1e−(u2+v2) sin(wv) sinh(wu)
(eπy − 1)(u2y2 − 4a2v2) s2 dydudv
=
2
s+1
2
√
πa
1−s
2
Γ
(
1− s2
) ∫ ∞
0
∫ ∞
0
∫ ∞
1
us−2e−(u
2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dtdudv
=
2
s+1
2
√
πa
1−s
2
Γ
(
1− s2
) ∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu, (4.2.28)
where, in the last step, we interchanged the order of integration using Fubini’s theorem. This
is now justified.
For brevity, we define
f(u, v) := f(u, v, a, s, w) :=
∫ ∞
1
us−2e−(u2+v2) sin(wv) sinh(wu)(
e
2piavt
u − 1
)
(t2 − 1) s2
dt.
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We first show ∫ ∞
0
∫ ∞
0
f(u, v) dudv =
∫ ∞
0
∫ ∞
0
f(u, v) dvdu. (4.2.29)
Upon deriving (4.2.29), the interchange in the last step in (4.2.28) will follow provided we
show∫ ∞
0
∫ ∞
1
e−v2 sin(wv)(
e
2piavt
u − 1
)
(t2 − 1) s2
dtdv =
∫ ∞
1
∫ ∞
0
e−v2 sin(wv)(
e
2piavt
u − 1
)
(t2 − 1) s2
dvdt. (4.2.30)
To prove (4.2.29), it suffices to show
I1 :=
∣∣∣∣∣∣
∫ ∞
0
∫ ∞
0
∫ ∞
1
us−2e−(u2+v2) sin(wv) sinh(wu)(
e
2piavt
u − 1
)
(t2 − 1) s2
dtdudv
∣∣∣∣∣∣ <∞
and
I2 :=
∣∣∣∣∣∣
∫ ∞
0
∫ ∞
0
∫ ∞
1
us−2e−(u2+v2) sin(wv) sinh(wu)(
e
2piavt
u − 1
)
(t2 − 1) s2
dtdvdu
∣∣∣∣∣∣ <∞.
Using e
2piavt
u − 1 ≥ 2πavtu , we see that for 1 < Re(s) < 2,
I1 ≤ 1
2πa
∫ ∞
0
uRe(s)−1e−u
2 | sinh(wu)| du
∫ ∞
0
v−1e−v
2 | sin(wv)| dv
∫ ∞
1
1
t(t2 − 1)Re(s)2
dt
<∞,
as all integrals are finite. Similarly I2 <∞. This implies (4.2.29).
To prove (4.2.30), we need to show
J1 :=
∣∣∣∣∣∣
∫ ∞
0
∫ ∞
1
e−v
2
sin(wv)(
e
2piavt
u − 1
)
(t2 − 1) s2
dtdv
∣∣∣∣∣∣ <∞
and
J2 :=
∣∣∣∣∣∣
∫ ∞
1
∫ ∞
0
e−v2 sin(wv)(
e
2piavt
u − 1
)
(t2 − 1) s2
dvdt
∣∣∣∣∣∣ <∞.
This follows from using e
2piavt
u − 1 ≥ 2πavtu again since
J1 ≤ u
2πa
∫ ∞
0
v−1e−v
2 | sin(wv)| dv
∫ ∞
1
1
t(t2 − 1)Re(s)2
dtdv <∞,
as 1 < Re(s) < 2. Similarly, J2 < ∞. This proves (4.2.30), and so the last step in (4.2.28)
follows from (4.2.29) and (4.2.30).
Upon substituting (4.2.28) in Theorem 4.2.5, we arrive at (1.1.24). 
Before we derive Hermite’s formula as a special case of Theorem 1.1.4, we require a lemma
which is interesting in itself since it requires Ramanujan’s transformation (1.1.1) in its deriva-
tion.
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Lemma 4.2.8. For10 1 < Re(s) < 2 and a > 0, we have∫ ∞
0
∫ ∞
1
∫ ∞
0
us−1v e−(u2+v2)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu =
Γ(s)Γ
(
1− s2
)
2s+1a1−s
∫ ∞
0
sin
(
s tan−1
(y
a
))
(e2πy − 1) (y2 + a2) s2 dy.
(4.2.31)
Proof. To transform the innermost integral on the left-hand side of (4.2.31), we invoke (1.1.1)
with α = u√
πat
, αβ = 1, so as to obtain
∫ ∞
0
x e−
u2x2
a2t2
e2πx − 1 dx =
at
4
√
πu
− a
2t2
4u2
+
π
3
2 a3t3
u3
∫ ∞
0
x e−(πatx)
2/u2
e2πx − 1 dx.
The change of variable x = atv/u on the above left-hand side gives∫ ∞
0
v e−v2
e
2piavt
u − 1
dv =
u
4
√
πat
− 1
4
+
π
3
2 at
u
∫ ∞
0
x e−(πatx)2/u2
e2πx − 1 dx. (4.2.32)
From (4.2.32),∫ ∞
0
∫ ∞
1
∫ ∞
0
us−1v e−(u
2+v2)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu = I1(s, a) + I2(s, a) + I3(s, a), (4.2.33)
where
I1(s, a) :=
1
4
√
πa
∫ ∞
0
∫ ∞
1
use−u2
t(t2 − 1) s2 dtdu,
I2(s, a) := −1
4
∫ ∞
0
∫ ∞
1
us−1e−u
2
(t2 − 1) s2 dtdu,
I3(s, a) := π
3
2a
∫ ∞
0
∫ ∞
1
tus−2e−u2
(t2 − 1) s2
∫ ∞
0
x e−(πatx)2/u2
e2πx − 1 dxdtdu. (4.2.34)
Since, for Re(s) > −1, ∫ ∞
0
use−u
2
du =
1
2
Γ
(
s+ 1
2
)
,
and for 0 < Re(s) < 2,∫ ∞
1
1
t(t2 − 1) s2 dt =
1
2
∫ 1
0
x
s
2
−1(1− x)− s2 dx = 1
2
Γ
(s
2
)
Γ
(
1− s
2
)
, (4.2.35)
we find that for 0 < Re(s) < 2,
I1(s, a) =
1
2s+3a
Γ(s)Γ
(
1− s
2
)
, (4.2.36)
where we used (3.1.1) for simplification. Similarly for 1 < Re(s) < 2,
I2(s, a) = − 1
2s+2
Γ
(
1− s
2
)
Γ (s− 1) . (4.2.37)
Applying Fubini’s theorem, this time to the last integral in (4.2.34), we have
I3(s, a) = π
3
2a
∫ ∞
0
x dx
e2πx − 1
∫ ∞
1
t dt
(t2 − 1) s2
∫ ∞
0
us−2e−u
2−(πatx)2/u2 du. (4.2.38)
10According to Remark 7 below, this result is actually valid for −1 < Re(s) < 2.
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The formula [27, p. 370, Formula 3.471.9]∫ ∞
0
yν−1e−
β
y
−γy
dy = 2
(
β
γ
)ν
2
Kν(2
√
βγ),
valid for Re(β) > 0 and Re(γ) > 0, gives upon letting ν = s−12 , γ = 1, β = (πatx)
2 and
employing change of variable y = u2,∫ ∞
0
us−2e−u
2
e−
pi2a2t2x2
u2 du = (πatx)
s−1
2 K s−1
2
(2aπtx). (4.2.39)
Moreover, from [46, p. 346, Formula 2.16.3.8], we have for r > 0, Re(c) > 0 and Re(b) > 0,∫ ∞
r
tν+1(t2 − r2)b−1Kν(ct) dt = 2b−1rb+νc−bΓ(b)Kν+b(rc).
Letting r = 1, b = 1− s/2, ν = (s− 1)/2 and c = 2πax in the above equation, we note that
for Re(s) < 2, a > 0 and x > 0,∫ ∞
1
t
s+1
2
(t2 − 1) s2 K s−12 (2aπtx) dt =
1
4
π
s
2
−1(ax)
s−3
2 e−2πaxΓ
(
1− s
2
)
. (4.2.40)
From (4.2.38), (4.2.39) and (4.2.40), we deduce that for 1 < Re(s) < 2,
I3(s, a) =
1
4
πsas−1Γ
(
1− s
2
) ∫ ∞
0
xs−1e−2πax
e2πx − 1 dx
=
as−1
2s+2
Γ
(
1− s
2
) ∫ ∞
0
xs−1e−ax
(
1
ex − 1 −
1
x
+
1
2
)
dx− I2(s, a)− I1(s, a),
(4.2.41)
as can be seen from (4.2.36) and (4.2.37). Thus combining (4.2.33), (4.2.41), and then using
(4.2.24) in the second step, we observe that for 1 < Re(s) < 2,∫ ∞
0
∫ ∞
1
∫ ∞
0
us−1v e−(u2+v2)dvdtdu
(e
2piavt
u − 1)(t2 − 1) s2
=
Γ
(
1− s2
)
2s+2a1−s
∫ ∞
0
xs−1e−ax
(
1
ex − 1 −
1
x
+
1
2
)
dx
=
Γ
(
1− s2
)
2s+1a1−s
∫ ∞
0
∫ ∞
0
e−axxs−1 sin(yx)
e2πy − 1 dydx
=
Γ
(
1− s2
)
2s+1a1−s
∫ ∞
0
∫ ∞
0
e−axxs−1 sin(yx)
e2πy − 1 dxdy, (4.2.42)
where in the last step we again applied Fubini’s theorem. For Re(µ) > −1 and Re(β) >
|Im(δ)|, we have [27, p. 502, Formula 3.944.5]∫ ∞
0
e−βxxµ−1 sin(δx)dx = Γ(µ)
sin
(
µ tan−1(δ/β)
)
(β2 + δ2)
s
2
.
Set µ = s, β = a and δ = y in the above identity, then substitute the resulting evaluation
for the inner integral over x on the right-hand side of (4.2.42) and simplify to arrive at
(4.2.31). 
With the help of the lemma just proved, it is straightforward to obtain Hermite’s formula
(1.1.22) as a special case of Theorem 1.1.4.
Proof of (1.1.22). Let w → 0 in Theorem 1.1.4, interchange the order of limit and triple
integral and then use Lemma 4.2.8 and (1.1.12). 
SUPERIMPOSING THETA STRUCTURE ON A GENERALIZED MODULAR RELATION 27
4.3. A relation between ζw(s, a) and 1Kz,w(x).
The two new special functions introduced in this paper, namely ζw(s, a) and 1Kz,w(x), are
related by a nice relation given in Theorem 1.1.8 which we now prove.
Proof of Theorem 1.1.8. We first transform the triple integral in (1.1.24). To do this, how-
ever, we need the following generalization of the first equality in (1.1.1) which was established
in [20, Theorem 1.1], and which is analogous to (1.1.10), that is, it is a transformation of the
form F (w,α) = F (iw, β):
√
αe
w2
8
(√
π
w
erf
(w
2
)
− 4
√
π
w
∫ ∞
0
e−πα
2x2 sin(
√
παxw)
e2πx − 1 dx
)
=
√
βe
−w2
8
(√
π
w
erfi
(w
2
)
− 4
√
π
w
∫ ∞
0
e−πβ
2x2 sinh(
√
πβxw)
e2πx − 1 dx
)
. (4.3.1)
Let α = u√
πat
in (4.3.1), simplify, and then employ change of variable x = atv/u in the
integral containing sine function so that∫ ∞
0
e−v2 sin (wv)
e2πatv/u − 1 dv =
u
4at
erf
(w
2
)
−
√
π
4
e−
w2
4 erfi
(w
2
)
+
√
π e−
w2
4
∫ ∞
0
e−(πatx/u)
2
sinh
(
πatxw
u
)
e2πx − 1 dx. (4.3.2)
Substituting (4.3.2) for the innermost integral of the triple integral in (1.1.24), invoking
(3.1.13) with appropriate specializations, (4.2.35) and the corresponding evaluation for
∫∞
1 (t
2−
1)−s/2 dt to evaluate the two double integrals on the right-hand side, and then simplifying,
we see that for 1 < Re(s) < 2,
1
w2
∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u
2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu
=
1
2s+3a
Γ(s)Γ
(
1− s
2
)
Aw(s− 1)− 1
2s+2
Γ(s− 1)Γ
(
1− s
2
)
Aiw(1− s)
+
√
π e−
w2
4
w2
∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−u2−(πatx/u)2 sinh(wu) sinh
(
πatxw
u
)
(t2 − 1) s2 (e2πx − 1) dxdtdu, (4.3.3)
where Aw(z) is defined in (1.1.23). In the triple integral on the above right-hand side, apply
Fubini’s theorem again so as to integrate first on u, then on x and finally on t. Then evaluate
the innermost integral on u by letting z = (s− 1)/2 in Theorem 1.1.7 as well as replacing w
and x by iw and πatx respectively so that∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−u2−(πatx/u)2 sinh(wu) sinh
(
πatxw
u
)
(t2 − 1) s2 (e2πx − 1) dxdtdu
=
w2(πa)
s−1
2
2
∫ ∞
1
∫ ∞
0
(tx)
s−1
2 1K s−1
2
,iw(2πatx)
(t2 − 1) s2 (e2πx − 1) dxdt
Now substitute the above equation in (4.3.3), and the resulting equation, in turn, in Theorem
1.1.4 to arrive at Theorem 1.1.8. 
Theorem 1.1.8 gives the well-known Mellin transform representation of ζ(s, a) as its special
case.
28 ATUL DIXIT AND RAHUL KUMAR
Corollary 4.3.1. For Re(a) > 0 and Re(s) > 1,
ζ(s, a+ 1) =
1
Γ(s)
∫ ∞
0
xs−1e−ax
ex − 1 dx. (4.3.4)
Proof. Interchange the order of integration using Fubini’s theorem, then let w → 0 in The-
orem 1.1.8, interchange the order of limit and integration, apply (4.2.40) to evaluate the
resulting inner integral, simplify and then employ change of variable x→ x/(2π) in the last
step so as to get (4.3.4) for 1 < Re(s) < 2 and a > 0. The result now follows for all Re(s) > 1
and Re(a) > 0 by analytic continuation. 
5. Analytic continuation of ζw(s, a)
5.1. Analyticity of a triple integral in −1 < Re(s) < 2.
Before proving Theorem 1.1.3, we prove a crucial lemma.
Lemma 5.1.1. Let w ∈ C and a > 0 be fixed. Then the triple integral∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu (5.1.1)
is an analytic function of s in −1 < Re(s) < 2.
Proof. This is achieved by a repeated application of Theorem 3.1.3. We first show that the
integral ∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu
exists for −1 < Re(s) < 2. (Note that Theorem 1.1.4 implies, in particular, that the above
integral exists, but only in 1 < Re(s) < 2.)
Note that from [20, Theorem 1.4], as α→ 0,
4
w
α1/4e−w
2/8
∫ ∞
0
e−αx
2
sinh(
√
αxw)
e2πx − 1 dx ∼
1
6
e−w
2/8α3/4.
Replacing w by iw, we see that as α→ 0,∫ ∞
0
e−αx2 sin(
√
αxw)
e2πx − 1 dx ∼
w
√
α
24
. (5.1.2)
Let
√
α = u/(at) in (5.1.2), where u and a are fixed. Then employ the change of variable
x = atv/u in the integral on the resulting left-hand side so that as t→∞,∫ ∞
0
e−v2 sin(wv)
e
2piavt
u − 1
dv ∼ wu
2
24a2t2
. (5.1.3)
which implies, in particular, that for t large enough,∫ ∞
0
e−v
2
sin(wv)
e
2piavt
u − 1
dv ≤ c|w|u
2
24a2t2
(5.1.4)
for a positive constant c. Now let M be large enough. Then∣∣∣∣∣∣
∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u
2+v2) sin(wv) sinh(wu)(
e
2piavt
u − 1
)
(t2 − 1) s2
dvdtdu
∣∣∣∣∣∣
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≤
∫ ∞
0
∫ M
1
∫ ∞
0
uRe(s)−2e−(u2+v2)| sin(wv) sinh(wu)|(
e
2piavt
u − 1
)
(t2 − 1)Re(s)2
dvdtdu
+
∫ ∞
0
∫ ∞
M
∫ ∞
0
uRe(s)−2e−(u2+v2)| sin(wv) sinh(wu)|(
e
2piavt
u − 1
)
(t2 − 1)Re(s)2
dvdtdu
≤ 1
2πa
∫ ∞
0
uRe(s)−1e−u
2 | sinh(wu)| du
∫ M
1
1
t(t2 − 1)Re(s)2
dt
∫ ∞
0
v−1e−v
2 | sin(wv)| dv
+
c|w|
24a2
∫ ∞
0
uRe(s)e−u
2 | sinh(wu)| du
∫ ∞
M
1
t2(t2 − 1)Re(s)2
dt.
where in the last step we used (5.1.4) as well as the fact that e
2piavt
u −1 ≥ 2πavtu . Note that all
of the integrals in the last expression exist and are finite as long as −1 < Re(s) < 2. Hence
the integral in (5.1.1) exists for −1 < Re(s) < 2.
We now show that the triple integral in (5.1.1) is analytic in −1 < Re(s) < 2 too. This is
done in several steps below.
(A) Analyticity of
∫ ∞
1
∫ ∞
0
e−v2 sin(wv)(
e
2piavt
u − 1
)
(t2 − 1) s2
dvdt in −1 < Re(s) < 2: Let
f(s, t) :=
1
(t2 − 1) s2
∫ ∞
0
e−v2 sin(wv)
e
2piavt
u − 1
dv.
Clearly, f(s, t) is continuous in s on −1 < Re(s) < 2. We wish to show that f(s, t) is also
continuous in t on (1,∞) so that hypothesis (i) of Theorem 3.1.3 is satisfied. It suffices to
show that
∫∞
0
e−v
2
sin(wv)
e
2piavt
u −1
dv is continuous function of t on (1,∞). This is done by appealing
to Theorem 3.1.4. Consider the rectangle given by 0 ≤ v ≤ b, 1 ≤ t ≤ D. It is easy to see
that e
−v2 sin(wv)
e
2piavt
u −1
is continuous on the rectangle. Next the uniform convergence of the integral∫∞
0
e−v
2
sin(wv)
e
2piavt
u −1
dv on (1,D) is proved, that is, given ǫ > 0, we find an X0 depending only on
ǫ such that for all t ∈ (1,D) and X ≥ X0,∣∣∣∣∣
∫ ∞
0
e−v2 sin(wv)
e
2piavt
u − 1
dv −
∫ X
0
e−v2 sin(wv)
e
2piavt
u − 1
dv
∣∣∣∣∣ < ǫ. (5.1.5)
To that end, observe that∣∣∣∣∣
∫ ∞
0
e−v2 sin(wv)
e
2piavt
u − 1
dv −
∫ X
0
e−v2 sin(wv)
e
2piavt
u − 1
dv
∣∣∣∣∣ <
∫ ∞
X
e−v2 | sin(wv)|
e
2piavt
u − 1
dv
<
u
2πat
∫ ∞
X
e−v
2 | sin(wv)|
v
dv
<
uAw
2πa
∫ ∞
X
e−v
2/2dv,
where, the fact that e−v2/2| sin(wv)|v−1 is continuous and goes to zero as v → ∞ implies
that there exists a constant Aw such that |e−v2/2 sin(wv)v−1| < Aw for all large enough v.
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Therefore, one can always choose X0 large enough so that for all X ≥ X0,∫ ∞
X
e−v
2/2dv < ǫ.
2πa
uAw
.
This implies (5.1.5) and hence the uniform convergence of
∫∞
0
e−v
2
sin(wv)
e
2piavt
u −1
dv with respect to
t in the interval [1,D]. Hence by Theorem 3.1.4, f(s, t) is continuous on (1,D) for every
D > 1, and hence on (1,∞). Thus, part (i) of Theorem 3.1.3 is satisfied.
Part (ii) of Theorem 3.1.3 follows easily as f(s, t) is analytic in −1 < Re(s) < 2 for every
fixed t ∈ (1,∞).
To prove part (iii) of Theorem 3.1.3, consider the compact subset Ω of −1 < Re(s) < 2
given by
Ω := {s ∈ C : −1 < θ1 ≤ Re(s) ≤ θ2 < 2, γ1 ≤ Im(s) ≤ γ2}. (5.1.6)
Let ǫ > 0 be given. Let 1 < A < B < 1 + τ for τ a small positive number. Then∣∣∣∣
∫ B
A
f(s, t) dt
∣∣∣∣ ≤
∫ B
A
1
(t2 − 1)θ2/2
u
2πat
∫ ∞
0
e−v
2 | sin(wv)|
v
dv
≤ uBw
2πa
∫ B
A
1
t(t2 − 1)θ2/2 dt
for all s ∈ Ω, where Bw is a positive constant depending on w. Thus we can choose a
δ, 0 < δ < 1, such that uBw2πa
∫ B
A
1
t(t2−1)θ2/2 dt < ǫ for |A − B| < δ. This proves that integral∫∞
1 f(s, t)dt converges uniformly at the lower limit on the compact subset Ω of −1 < Re(s) <
2.
The uniform convergence at the upper limit is now shown. From (5.1.3), we have∫∞
0
e−v
2
sin(wv)
e
2piavt
u −1
dv ≤ Ca,u,w
t2
for a positive constant Ca,u,w depending on a, u and w. Hence for
B > A > κ, where κ is large enough,∣∣∣∣
∫ B
A
f(s, t) dt
∣∣∣∣ ≤
∫ B
A
1
(t2 − 1)θ1/2
∫ ∞
0
e−v
2
sin(wv)
e
2piavt
u − 1
dvdt
≤ Ca,u,w
∫ B
A
1
t2(t2 − 1)θ1/2 dt
for all s ∈ Ω. Thus, given an ǫ > 0, there is an number κ > 1 such that | ∫ BA 1t2(t2−1)θ1 dt| <
ǫ/Ca,u,w whenever B > A > κ.
By invoking Theorem 3.1.3, we thus conclude that
∫∞
1 f(s, t) dt is analytic in −1 < Re(s) <
2.
Let
g(s, u) := us−2e−u
2
sinh(wu)
∫ ∞
1
∫ ∞
0
1
(t2 − 1) s2
e−v
2
sin(wv)(
e
2piavt
u − 1
) dvdt. (5.1.7)
(B) Analyticity of
∫∞
0 g(s, u) du in −1 < Re(s) < 2: We use Theorem 3.1.3 again.
Note that (A) implies that g(s, u) is continuous function of s in −1 < Re(s) < 2. We
want to show that g(s, u) is also continuous in u on (0,∞) so that hypothesis (i) of The-
orem 3.1.3 is satisfied. To show this we will use Theorem 3.1.4. However, this requires
us−2e−u
2
(t2−1) s2
∫∞
0
e−v
2
sin(wv) sinh(wu)
e
2piavt
u −1
dv to be continuous on the rectangle 0 ≤ u ≤ c, 1 ≤ t ≤ d for
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all values of c. But the function is not continuous at the point (u, t) = (0, 1). This problem
is now circumvented by first proving with the help of Theorem 3.1.4 that for any n ∈ N,
gn(s, u) :=
∫ ∞
1+ 1
n
∫ ∞
0
e−v2 sin(wv) sinh(wu)
(t2 − 1) s2
(
e
2piavt
u − 1
) dvdt
is continuous for u ∈ (0, c) for all values of c and then showing that the sequence {gn(s, u)}∞n=1
converges uniformly to
∫∞
1
∫∞
0
e−v
2
sin(wv) sinh(wu)
(t2−1) s2
(
e
2piavt
u −1
) dvdt, whence the latter will be continuous
function of u in (0, c).
Consider the rectangle given by 0 ≤ u ≤ c, 1 + 1n ≤ t ≤ d. To show the continuity of
1
(t2−1) s2
∫∞
0
e−v
2
sin(wv) sinh(wu)(
e
2piavt
u −1
) dv on the rectangle, we apply Theorem 3.1.5. However, this
requires the existence of partial derivatives of the above function with respect to u and t
as well as the boundedness of one of the partial derivatives. Note that it suffices to show
the existence of the partial derivatives of
∫∞
0
e−v
2
sin(wv) sinh(wu)(
e
2piavt
u −1
) dv, for then, the existence
of the partial derivatives of 1
(t2−1) s2
∫∞
0
e−v
2
sin(wv) sinh(wu)(
e
2piavt
u −1
) dv follows obviously. To show the
existence of partial derivatives of the former with respect to u and t, we need to apply
Theorem 3.1.6 twice.
Let
ft,u(v) :=
e−v2 sin(wv) sinh(wu)
e
2piavt
u − 1
.
To meet the hypotheses of Theorem 3.1.6, apart from the continuity of ft,u(v),
∂
∂tft,u(v) and
∂
∂uft,u(v), we need to find the functions φu(v), ψu(v) and φ˜t(v), ψ˜t(v) such that for all v > 0
|ft,u(v)| ≤ φu(v), | ∂∂uft,u(v)| ≤ ψu(v) for u ∈ [0, c], and |ft,u(v)| ≤ φ˜t(v), | ∂∂tft,u(v)| ≤ ψ˜t(v)
for t ∈ [1 + 1/n, d], and such that the integrals ∫∞0 φu(v) dv, ∫∞0 ψu(v) dv, ∫∞0 φ˜t(v) dv and∫∞
0 ψ˜t(v) dv converge. It is tedious, albeit not difficult, to see that the following choices of
φu(v), ψu(v), φ˜t(v) and ψ˜t(v) work:
φu(v) :=
u
2πav(1 + 1/n)
e−v
2 | sinh(wu) sin(wv)|,
ψu(v) :=
e−v2
u
| sin(wv) sinh(wu)|+ e
−v2 | sin(wv) sinh(wu)|
2πav (1 + 1/n)
+
ue−v2 |w sin(wv)| cosh(|w|u)
2πav (1 + 1/n)
,
φ˜t(v) :=
c
2πatv
e−v
2 | sin(wv)| sinh(|w|c),
ψ˜t(v) :=
1
t
e−v
2 | sin(wv)| sinh(|w|c) + c
2πat2
e−v
2 | sin(wv)| sinh(|w|c).
Also, one can check that ∂∂uft,u(v) is bounded on the rectangle 0 ≤ u ≤ c, 1 + 1n ≤
t ≤ d. The details of this verification are left to the reader. Thus we conclude that
1
(t2−1) s2
∫∞
0
e−v
2
sin(wv) sinh(wu)(
e
2piavt
u −1
) dv is continuous on the above rectangle. Thus, the first hy-
pothesis of Theorem 3.1.4 is satisfied. To see that the other holds too, we now show that
gn(s, u) converges uniformly with respect to u in (0, c). Thus, given an ǫ > 0, we find an X0
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(depending only on ǫ) such that for all u ∈ (0, c) and X ≥ X0,∣∣∣∣∣∣gn(s, u)−
∫ X
1+ 1
n
∫ ∞
0
e−v2 sinh(wu) sin(wv)
(t2 − 1) s2
(
e
2piavt
u − 1
) dvdt
∣∣∣∣∣∣ < ǫ. (5.1.8)
To that end,∣∣∣∣∣∣
∫ ∞
X
∫ ∞
0
e−v
2
sinh(wu) sin(wv)
(t2 − 1) s2
(
e
2piavt
u − 1
) dvdt
∣∣∣∣∣∣ ≤
u| sin(wu)|
2πa
∫ ∞
X
1
t(t2 − 1)Re(s)2
dt
∫ ∞
0
e−v
2 | sin(wv)|
v
dv
≤ cDw
2πa
∫ ∞
X
1
t(t2 − 1)Re(s)2
dt,
where Dw is constant and depends on w. Note that we can choose X0 large enough so that
for all X ≥ X0, ∫ ∞
X
1
t(t2 − 1)Re(s)2
dt < ǫ.
2πa
cDw
.
This implies (5.1.8) and hence the uniform convergence of gn(s, u) with respect to u in (0, c).
Hence by Theorem 3.1.4, gn(s, u) is continuous on (0, c) for every c > 0. Next, we show
gn(s, u) converges uniformly to
G (s, u) :=
∫ ∞
1
∫ ∞
0
e−v
2
sinh(wu) sin(wv)
(t2 − 1) s2
(
e
2piavt
u − 1
) dvdt
on (0, c) whence G (s, u) will be continuous in u in (0, c) for every c > 0. To do this, we need
to show that given an ǫ > 0, there exists n0 which depends only on ǫ (and not on u) such
that for all n ≥ n0,
|gn(s, u)− G (s, u)| < ǫ. (5.1.9)
This indeed is true since
|gn(s, u)− G (s, u)| ≤
∫ 1+1/n
1
∫ ∞
0
e−v
2 | sinh(wu) sin(wv)|
(t2 − 1)Re(s)2
(
e
2piavt
u − 1
) dvdt
≤ u| sinh(wu)|
2πa
∫ 1+1/n
1
1
t(t2 − 1)Re(s)2
dt
∫ ∞
0
e−v2 | sin(wv)|
v
dv
≤ Fw,c,a
∫ 1+1/n
1
1
t(t2 − 1)Re(s)2
dt,
where Fw,c,a is a positive constant depending on w, c and a. It is now clear that one can
choose n0 large enough such that (5.1.9) holds. Therefore, by [50, p. 150, Theorem 7.12],
we see that G (s, u) is continuous in u ∈ (0, c) for every c > 0 and hence on (0,∞). This, in
turn, implies the continuity of g(s, u), defined in (5.1.7), as a function of u, on (0,∞). Thus
hypothesis (i) of Theorem 3.1.3 holds. Clearly, (ii) of Theorem 3.1.3 holds since for any fixed
u ∈ (0,∞), g(s, u) is analytic in −1 < Re(s) < 2 as can be seen from part (A). Thus we need
only show that
∫∞
0 g(s, u) du converges uniformly at both the limits on Ω defined in (5.1.6).
This is now proved.
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Let ǫ > 0 be given. Let 0 < A < B < 1. Using (5.1.3) in the second step below with a and
t fixed and u very small, we have∣∣∣∣
∫ B
A
g(s, u) du
∣∣∣∣ ≤
∫ B
A
uθ1−2e−u
2 | sinh(wu)|
∫ ∞
1
1
(t2 − 1)Re(s)/2
∫ ∞
0
e−v
2 | sin(wv)|
e
2piavt
u − 1
dvdtdu
≤ c1
∫ B
A
uθ1−2e−u
2 | sinh(wu)|
∫ ∞
1
1
(t2 − 1) 12Re(s)
|w|u2
24a2t2
dtdu
≤ c1|w|
24a2
∫ B
A
uθ1e−u
2 | sinh(wu)| du
(∫ √2
1
1
t2(t2 − 1)θ2/2 +
∫ ∞
√
2
1
t2(t2 − 1)θ1/2
)
≤ G
24a2
∫ B
A
uθ1+1 du
≤ G
24a2
(
Bθ1+2 −Aθ1+2
)
,
for all s ∈ Ω, where G := Gw,θ1,θ2 is a positive constant. Thus one can choose a δ, 0 < δ < 1,
such that G24a2 (B
θ1+2 − Aθ1+2) < ǫ for |A − B| < δ. Therefore ∫∞0 g(s, u) du converges
uniformly at the lower limit. Similarly one can show the uniform convergence at the upper
limit.
Finally, since all of the hypotheses of Theorem 3.1.3 are satisfied, we conclude that∫∞
0 g(s, u) du, that is, the triple integral in (5.1.1), is analytic in −1 < Re(s) < 2.

Remark 7. The above lemma can be used to show that Lemma 4.2.8 actually holds for
−1 < Re(s) < 2. To see this, first note that from [56, p. 270] the integral on the right-hand
side of (4.2.31) is an entire function of s. Hence the right-hand side itself is analytic in
C\(2N ∪ Z−). However, Lemma 5.1.1 implies, in particular that the triple integral on the
left-hand side of (4.2.31) is analytic in −1 < Re(s) < 2. Hence by the principle of analytic
continuation, Lemma 4.2.8 is valid for −1 < Re(s) < 2.
5.2. Analytic continuation of ζw(s, a) in Re(s) > −1, s 6= 1: Proof of Theorem 1.1.3.
As explained in the introduction, ζw(s, a), as is originally defined in (1.1.11), is analytic
in Re(s) > 1. From what we just proved in Lemma 5.1.1, it is clear that the right-hand
side of (1.1.24) is analytic for −1 < Re(s) < 2 except for a simple pole at s = 1. Thus we
get a meromorphic continuation of ζw(s, a) in the region −1 < Re(s) ≤ 1 after we define
ζw(s, a + 1) to be the right-hand side of (1.1.24) for −1 < Re(s) ≤ 1, s 6= 1. This gives
meromorphic continuation of ζw(s, a+ 1) (and hence of ζw(s, a)) in Re(s) > −1.
As for the residue at s = 1, multiply both sides of (1.1.24) by s − 1, let s → 1, and then
use the analyticity of the triple integral in the neighborhood of s = 1 to see that
lim
s→1
(s− 1)ζw(s, a+ 1) = Aiw(0) = π
w2
e−
w2
4 erfi2
(w
2
)
= e
w2
4 1F
2
1
(
1;
3
2
;−w
2
4
)
,
as can be seen from (1.1.15) and (1.1.23). It remains to prove only (1.1.20). This is done by
showing that for Re(s) > 1, we have
ζw(s, a+ 1) =
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1 − ψw(a+ 1) +
∞∑
n=1
cn(w, a)(s − 1)n, (5.2.1)
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which, using analytic continuation of ζw(s, a) in Re(s) > −1, s 6= 1 just proved above, is
easily seen to be true in the deleted neighborhood of s = 1. Here, cn(w, a) are constants
depending only on w, a and n. To that end, first write
ζw(s, a)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1 =
1
Γ(s)
{
Γ(s)ζw(s, a)− Γ(s− 1)e
w2
4 1F
2
1
(
1;
3
2
;−w
2
4
)}
.
(5.2.2)
Since Re(s) > 1, we can represent Γ(s− 1) as an integral
Γ(s− 1) =
∫ ∞
0
e−xxs−2 dx. (5.2.3)
Also, replacing u by u/v in (4.2.2) and then letting z = 0, we have
4
w2
√
π
∫ ∞
0
∫ ∞
0
e−(u2+v2)
u
sin(wv) sinh(wu)dudv = e
w2
4 1F
2
1
(
1;
3
2
;−w
2
4
)
. (5.2.4)
Hence, combining (5.2.3) and (5.2.4) to write Γ(s−1)ew
2
4 1F
2
1
(
1; 32 ;−w
2
4
)
as a triple integral,
and also using Theorem 4.2.4 to write Γ(s)ζw(s, a) as a triple integral, we find using (5.2.2)
that
ζw(s, a)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1 =
4
w2
√
πΓ(s)
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−(u
2+v2)
u
sin(wv) sinh(wu)
×


(
2xuv
a− 1
) s−1
2 J s−1
2
(
(a−1)vx
u
)
ex − 1 − e
−xxs−2

 dxdudv,
(5.2.5)
Since s = 1 is the only (simple) pole of ζw(s, a) in Re(s) > −1, we also have
ζw(s, a)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1 =
∞∑
n=0
cn(w, a)(s − 1)n. (5.2.6)
Now let s→ 1 in (5.2.5) and (5.2.6) and compare their resulting right-hand sides so as to get
c0(w, a) =
−4
w2
√
π
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−(u2+v2+x)
u
sin(wv) sinh(wu)
(
1
x
− J0
(
(a− 1)vxu
)
1− e−x
)
dxdudv.
We refrain from justifying the interchange of the order of limit and the triple integral which
can be done using standard methods. Hence from the above equation and (1.1.21), we see
that c0(w, a) = −ψw(a). After replacing a by a+1 in (5.2.6), this proves (5.2.1) for Re(s) > 1,
and hence in the neighborhood of s = 1 as argued after (5.2.1). Thus (1.1.20) is established.
This proves Theorem 1.1.3.

Remark 8. The residue at the simple pole s = 1 of ζ(s), and also of ζ(s, a), is usually
calculated using Euler’s summation formula. However, in the setting of ζw(s, a), Euler’s for-
mula leads to a cumbersome expression involving a double integral and a triple integral whose
analyticity beyond Re(s) > 1 needs to be established first. On the other hand, calculating the
residue using the generalization of Hermite’s formula (1.1.24), as shown in the above proof,
necessitates analyticity of only one triple integral which is established in Lemma 5.1.1.
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We now obtain a well-known result [6, p. 152] for ζ(s, a) as a corollary of Theorem 1.1.3.
Corollary 5.2.1. Let 0 < a < 1. In the neighborhood of s = 1, we have
ζ(s, a+ 1) =
1
s− 1 − ψ(a+ 1) +Oa(|s − 1|). (5.2.7)
Proof. Let w = 0 in (5.2.1). From Remark 1, we see that ζ0(s, a + 1) = ζ(s, a + 1). Also,
from (1.1.27), we have ψ0(a+ 1) = ψ(a+ 1). This leads to
ζ(s, a+ 1) =
1
s− 1 − ψ(a+ 1) +
∞∑
n=1
cn(0, a)(s − 1)n,
which proves (5.2.7). 
5.3. Asymptotic estimate of ζw(s, a) as a→∞.
Here we prove a result which is instrumental in proving that the infinite series in (1.1.30)
are absolutely and uniformly convergent in −1 < Re(z) < 1.
Theorem 5.3.1. For −1 < Re(s) < 2, as a→∞,
ζw(s, a+ 1) = −a
−s
2
Aw(s− 1) + a
1−s
s− 1Aiw(1− s) +Os,w
(
a−Re(s)−1
)
. (5.3.1)
Proof. By analytic continuation, we know that (1.1.24) is valid for −1 < Re(s) < 2. In view
of this, it suffices to show that as a→∞,
2s+2a1−s
w2Γ
(
1− s2
)
Γ(s)
∫ ∞
0
∫ ∞
1
∫ ∞
0
us−2e−(u
2+v2) sin(wv) sinh(wu)
(e
2piavt
u − 1)(t2 − 1) s2
dvdtdu = Os,w
(
a−Re(s)−1
)
.
(5.3.2)
Observe that (5.1.3) holds also when t and u are fixed and a → ∞. Moreover, since −1 <
Re(s) < 2, the double integral∫ ∞
0
∫ ∞
1
uRe(s)e−u
2 | sinh(wu)|
t2(t2 − 1)Re(s)2
dtdu
converges. Hence along with (5.1.3), we arrive at (5.3.2). Substituting (5.3.2) in (1.1.24)
results in (5.3.1). 
5.4. Limitations of (1.1.24) in analytically continuing ζw(s, a) in Re(s) ≤ −1.
It is well-known that Hermite’s formula (1.1.22) provides analytic continuation of ζ(s, a)
in C\{1}. In contrast to this, our generalization of Hermite’s formula for ζw(s, a), that is
(1.1.24), does not give analytic continuation in C\{1} as will now be proved by showing
that the triple integral on the right-hand side of (1.1.24) is not analytic at least at s =
−1,−2,−3, · · · . We show this only for s = −1.
Suppose the triple integral was analytic at s = −1. Then we could define ζw(−1, a+1) by
the right-hand side of (1.1.24) at s = −1. Since Γ(s) has a pole at s = −1, this would imply
ζw(−1, a+ 1) = −a
2
Aw(−2)− a
2
2
Aiw(2)
= −a
2
e−
w2
4 1F1
(
1;
3
2
;
w2
4
)
− a
2
2
e
w2
4 1F1
(
1;
3
2
;−w
2
4
)
1F1
(
2;
3
2
;−w
2
4
)
.
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In particular, for w = 0, we would have
ζ0(−1, a+ 1) = ζ(−1, a+ 1) = −a
2
− a
2
2
,
which is incorrect since [5, p. 264, Theorem 12.13]
ζ(−1, a+ 1) = −a
2
− a
2
2
− 1
12
.
This shows that the triple integral cannot be analytic at s = −1, and that it very well
contributes towards ζw(−1, a+ 1).
It can be similarly seen that the triple integral is not analytic also at s = 2.
6. Some properties of the generalized digamma function ψw(a)
We begin this subsection by obtaining a special value of ψw(a).
Theorem 6.1.1. Let w ∈ C. We have
ψw(1) = −γ πe
−w2
4
w2
erfi2
(w
2
)
.
Proof. Note that the definition of ψw(a) in (1.1.21) holds for any a ∈ C as can be seen from
the asymptotic expansion of J0(x) [2, p. 360, Formula 9.1.7]. Let a = 1 in this definition
and use the fact J0(0) = 1 to observe that
ψw(1) =
4
w2
√
π
∫ ∞
0
∫ ∞
0
e−(u
2+v2)
u
sin(wv) sinh(wu)
∫ ∞
0
e−x
(
1
x
− 1
1− e−x
)
dxdudv
= −γ 4
w2
√
π
∫ ∞
0
∫ ∞
0
e−(u2+v2)
u
sin(wv) sinh(wu)dudv
= −γ π
w2
e−
w2
4 erfi2
(w
2
)
,
where in the first step, we used (1.1.28) and the well-known result ψ(1) = −γ, and in the
second step, we used (5.2.4). 
We now show how ψw(a) reduces to the digamma function ψ(a) when w = 0.
Proof of (1.1.27). Let w → 0 in (1.1.21) and interchange the order of limit and the triple
integral to obtain
lim
w→0
ψw(a) =
4√
π
∫ ∞
0
∫ ∞
0
∫ ∞
0
ve−(u
2+v2+x)

1
x
−
J0
(
(a−1)vx
u
)
1− e−x

 dxdudv
=
4√
π
∫ ∞
0
e−x
(√
π
4x
− 1
1− e−x
∫ ∞
0
∫ ∞
0
ve−(u
2+v2)J0
(
(a− 1)vx
u
)
dudv
)
dx,
(6.1.1)
where we used the fact that ∫ ∞
0
∫ ∞
0
ve−(u
2+v2)dudv =
√
π
4
.
Now replacing a by a− 1 and letting s = 1 in Lemma 4.2.6, we find that∫ ∞
0
∫ ∞
0
ve−(u
2+v2)J0
(
(a− 1)vx
u
)
dudv =
{√
π
4 e
−(a−1)x, Re(a) > 1,√
π
4 e
−(1−a)x, Re(a) < 1.
(6.1.2)
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From (6.1.1) and (6.1.2), for Re(a) > 1,
lim
w→0
ψw(a) =
4√
π
∫ ∞
0
e−x
(√
π
4x
−
√
π
4
e−(a−1)x
1− e−x
)
dx
= ψ(a),
where we used (1.1.28). Similarly for Re(a) < 1, we use (1.1.28) to derive that limw→0ψw(a) =
ψ(2− a). 
We now derive a result which gives asymptotic behavior of ψw(a+ 1) as a→∞.
Theorem 6.1.2. For w ∈ C, 0 < a ≤ 1, we have
ψw(a+ 1) =
π
2aw2
e
w2
4 erf2
(w
2
)
+
π
w2
e−
w2
4 erfi2
(w
2
)
log a
+
√
π
2w
erfi
(w
2
) ∞∑
n=0
(−w2/4)n
(3/2)n
(ψ(n + 1) + γ)
− 8
w2
√
π
∫ ∞
0
∫ ∞
1
∫ ∞
0
e−(u
2+v2) sin(wv) sinh(wu)
u
(
e
2piavt
u − 1
)√
t2 − 1
dvdtdu. (6.1.3)
Proof. Subtracting 1(s−1)
π
w2 e
−w2
4 erfi2
(
w
2
)
from both sides of (1.1.24) and then letting s→ 1,
we observe that
lim
s→1

ζw(s, a+ 1)− e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1


= − 1
2a
Aw(0) + lim
s→1

 a1−s
s− 1Aiw(1− s)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1


+
8
w2
√
π
∫ ∞
0
∫ ∞
1
∫ ∞
0
e−(u
2+v2) sin(wv) sinh(wu)
u
(
e
2piavt
u − 1
)√
t2 − 1
dvdtdu.
Hence using (1.1.19) and (1.1.20), we have
ψw(a+ 1) =
π
2aw2
e
w2
4 erf2
(w
2
)
− lim
s→1

 a1−s
s− 1Aiw(1− s)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1


− 8
w2
√
π
∫ ∞
0
∫ ∞
1
∫ ∞
0
e−(u
2+v2) sin(wv) sinh(wu)
u
(
e
2piavt
u − 1
)√
t2 − 1
dvdtdu. (6.1.4)
To evaluate the limit, first note that, as s→ 1,
a−(s−1) = e−(s−1) log a = 1− (s− 1) log a+ (s− 1)
2(log a)2
2!
+O(|(s − 1)|3),
and
1F1
(
3− s
2
;
3
2
;−w
2
4
)
=
√
πe−
w2
4 erfi
(
w
2
)
w
+ (s− 1) d
ds
1F1
(
3− s
2
;
3
2
;−w
2
4
) ∣∣∣∣∣
s=1
+O(|s − 1|2).
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Now
lim
s→1

 a1−s
s− 1Aiw(1− s)−
e
w2
4 1F
2
1
(
1; 32 ;−w
2
4
)
s− 1


=
√
π
w
erfi
(w
2
)
lim
s→1
{
a1−s
s− 11F1
(
s− 3
2
;
3
2
;−w
2
4
)
− 1
s− 1
e−w
2/4√πerfi(w/2)
w
}
= − π
w2
e−
w2
4 erfi2
(w
2
)
log a+
√
π
w
erfi
(w
2
) d
ds
1F1
(
3− s
2
;
3
2
;−w
2
4
) ∣∣∣∣∣
s=1
. (6.1.5)
By using series definition of 1F1, we see that
d
ds
1F1
(
3− s
2
;
3
2
;−w
2
4
)
= −1
2
∞∑
n=0
(
−w24
)n
(
3
2
)
n
n!
(
3− s
2
)
n
n−1∑
j=0
1(
3−s
2 + j
) .
Since
lim
s→1
(
1 +
s− 1
2
)(
2 +
s− 1
2
)
...
(
n+
s− 1
2
)(
1
1 + s−12
+
1
2 + s−12
+ ...+
1
n+ s−12
)
= n!(ψ(n + 1) + γ),
this gives
d
ds
1F1
(
3− s
2
;
3
2
;−w
2
4
) ∣∣∣∣∣
s=1
= −1
2
∞∑
n=0
(
−w24
)n
(
3
2
)
n
(ψ(n + 1) + γ) . (6.1.6)
Finally, from (6.1.4), (6.1.5) and (6.1.6), we arrive at (6.1.3). 
Remark 9. Note that either by letting s = 1 in (5.3.1) and then proceedings along the same
lines as in the proof of Theorem 6.1.2 or by working from scratch with the triple integral in
Theorem 6.1.2, we arrive at
ψw(a+ 1) =
π
2aw2
e
w2
4 erf2
(w
2
)
+
π
w2
e−
w2
4 erfi2
(w
2
)
log a
+
√
π
2w
erfi
(w
2
) ∞∑
n=0
(−w2/4)n
(3/2)n
(ψ(n + 1) + γ) +Ow
(
1
a2
)
as a → ∞. Of course, one can derive a complete asymptotic expansion for ψw(a + 1) by
obtaining the same for the triple integral in (6.1.3). Note that when w = 0, the above estimate
gives the well-known result
ψ(a) = − 1
2a
+ log a+O
(
1
a2
)
.
As a special case of Theorem 6.1.2, we get the following well-known formula.
Corollary 6.1.3. Let 0 < a ≤ 1. Then
ψ(a) = log a− 1
2a
− 2
∫ ∞
0
y dy
(y2 + a2)(e2πy − 1) . (6.1.7)
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Proof. Let w→ 0 in (6.1.3). Using (1.1.27), we see that
ψ(a + 1) =
1
2a
+ log a− 8√
π
∫ ∞
0
∫ ∞
1
∫ ∞
0
ve−(u
2+v2)(
e
2piavt
u − 1
)√
t2 − 1
dvdtdu, (6.1.8)
where the interchange of the order of limit and the triple integral is justified using standard
methods. To evaluate the triple integral on the right-hand side, let s → 1 in Lemma 4.2.8.
This gives∫ ∞
0
∫ ∞
1
∫ ∞
0
ve−(u2+v2)(
e
2piavt
u − 1
)√
t2 − 1
dvdtdu =
√
π
4
∫ ∞
0
sin
(
tan−1
(y
a
))
(e2πy − 1)
√
y2 + a2
dy
=
√
π
4
∫ ∞
0
y dy
(y2 + a2)(e2πy − 1) , (6.1.9)
since sin
(
tan−1(θ)
)
= θ/
√
1 + θ2. Now substitute (6.1.9) in (6.1.8) and use the functional
equation ψ(a+ 1) = ψ(a) + 1/a to arrive at (6.1.7). 
7. Reciprocal functions in the second Koshliakov kernel
In [36, Equations (8), (13)], Koshliakov obtained two remarkable integral evaluations,
namely, for −12 < Re(z) < 12 ,11∫ ∞
0
Kz(t)
(
cos(πz)M2z(2
√
xt)− sin(πz)J2z(2
√
xt)
)
dt = Kz(x). (7.0.1)
and ∫ ∞
0
tKz(t)
(
sin(πz)J2z(2
√
xt)− cos(πz)L2z(2
√
xt)
)
dt = xKz(x), (7.0.2)
where
Mν(x) =
2
π
Kν(x)− Yν(x) and Lν(x) = − 2
π
Kν(x)− Yν(x), (7.0.3)
Yν(x) being the Bessel function of the second kind of non-integer order ν defined by [55, p. 64]
Yν(x) =
Jν(x) cos (νπ)− J−ν(x)
sin (νπ)
,
and Yn(x) for integer n defined by Yn(x) = limν→n Yν(x).
Owing to (7.0.1) and (7.0.2), we call the two kernels, namely, cos(πz)M2z(2
√
xt)−sin(πz)J2z(2
√
xt)
and sin(πz)J2z(2
√
xt) − cos(πz)L2z(2
√
xt), the first and the second Koshliakov kernels re-
spectively, and the integrals [9, Definition 15.1]∫ ∞
0
f(t, z)
(
cos(πz)M2z(2
√
xt)− sin(πz)J2z(2
√
xt)
)
dt
and ∫ ∞
0
f(t, z)
(
sin(πz)J2z(2
√
xt)− cos(πz)L2z(2
√
xt)
)
dt,
the first and the second Koshliakov transforms of f(t, z) respectively whenever the integrals
converge.
11Koshliakov [36] stated it only for − 1
2
< z < 1
2
, however, they are easily seen to be true for − 1
2
< Re(z) <
1
2
.
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Let φ and ψ be the second Koshliakov transforms of each other12, that is,
φ(x, z, w) = 2
∫ ∞
0
ψ(t, z, w)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt))
)
dt, (7.0.4)
and
ψ(x, z, w) = 2
∫ ∞
0
φ(t, z, w)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt))
)
dt, (7.0.5)
Let the normalized Mellin transform Z1(s, z, w) and Z2(s, z, w) of the functions φ(x, z) and
ψ(x, z) be defined by
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
Z1(s, z, w) :=
∫ ∞
0
xs−1φ(x, z, w)dx, (7.0.6)
and
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
Z2(s, z, w) :=
∫ ∞
0
xs−1ψ(x, z, w)dx, (7.0.7)
where each of the above equations holds in a particular vertical strip in the complex s−plane.
Let
Z(s, z, w) := Z1(s, z, w) + Z2(s, z, w) and Θ(x, z, w) := φ(x, z, w) + ψ(x, z, w), (7.0.8)
whence
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
Z(s, z, w) =
∫ ∞
0
xs−1Θ(x, z, w)dx
for those values of s which lie in the intersection of the aforementioned vertical strips.
7.1. Properties of functions reciprocal in the second Koshliakov kernel.
A class of functions ♦η,ω, called the ‘diamond class’, was introduced in [22]. We reproduce
its definition below as the specific choices of the functions φ and ψ, satisfying (7.0.4) and
(7.0.5), which are used to prove Theorem 7.2.1, and hence Theorem 1.1.6, need to be members
of this class.
Definition 7.1.1. Let 0 < ω ≤ π and η > 0. Let z be fixed. If u(s, z, w) is such that
(i) u(s, z, w) is an analytic function of s = reiθ regular in the angle given by r > 0,
|θ| < ω,
(ii) u(s, z, w) satisfies the bounds
u(s, z, w) =
{
Oz(|s|−δ) if |s| ≤ 1,
Oz(|s|−η−1−|Re(z)|) if |s| > 1,
for every positive δ and uniformly in any angle |θ| < ω, then we say that u belongs to the
diamond class ♦η,ω and write u(s, z, w) ∈ ♦η,ω.
The following lemma is used to prove Theorem 7.2.1 of which Theorem 1.1.6 is a special
case.
Lemma 7.1.2. Let η > 0, 0 < ω ≤ π and let −1/4 < Re(z) < 1/4. Suppose that
φ,ψ ∈ ♦η,ω are reciprocal with respect to the second Koshliakov kernel sin(πz)J2z(2
√
xt) −
cos(πz)L2z(2
√
xt). Let Z(s, z, w) be defined in (7.0.8). Then
12Throughout the analysis z and w will be fixed complex numbers in some domains of their respective
complex planes.
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(1) Z(s, z, w) = Z(1− s, z, w) ∀ s such that −η − |Re(z)| < Re(s) < 1 + η + |Re(z)|.
(2) Z(σ + it, z, w)≪z e(
pi
2
−ω+ǫ)|t| for every ǫ > 0.
Proof. We first show the validity of the first part of the lemma for 34 < Re(s) < 1− |Re(z)|.
It is later extended to −η−|Re(z)| < Re(s) < 1+η+ |Re(z)| by analytic continuation. Define
h(s, z) := Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
.
Note that
h(1− s, z)Z1(1− s, z, w)
=
∫ ∞
0
x−sφ(x, z, w)dx
= 2
∫ ∞
0
x−s
∫ ∞
0
ψ(t, z, w)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt))
)
dtdx
= 2
∫ ∞
0
ψ(t, z, w)
∫ ∞
0
x−s
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt))
)
dxdt
= 2π2−2s
∫ ∞
0
ts−1ψ(t, z, w)
∫ ∞
0
u−s
(
sin(πz)J2z(4π
√
u)− cos(πz)L2z(4π
√
u))
)
dudt,
(7.1.1)
where the interchange of the order of integration in the second step above, which is justifiable
for 34 <Re(s) < 1 − |Re(z)|, can be given along the same lines as for that in Lemma 2.1 of
[22]13.
Replacing s by 1−s, z by 2z and letting y = 1 in [19, Lemma 5.2], we have, for 14 <Re(s) <
1±Re(z) and y > 0,∫ ∞
0
x−s
(
sin(πz)J2z(4π
√
x)− cos(πz)L2z(4π
√
x)
)
dx
=
1
22−2sπ3−2s
Γ (1− s− z) Γ (1− s+ z) (cos(πz) + cos(πs)) . (7.1.2)
Thus from (7.1.1) and (7.1.2),
h(1− s, z)Z1(1− s, z, w) = 2
2s−1
π
Γ (1− s− z) Γ (1− s+ z) (cos(πz) + cos(πs))
∫ ∞
0
ts−1ψ(t, z, w)dt,
=
22s−1
π
Γ (1− s− z) Γ (1− s+ z) (cos(πz) + cos(πs)) h(s, z)Z2(s, z, w),
= Γ
(
2− s+ z
2
)
Γ
(
2− s− z
2
)
Z2(s, z, w)
= h(1− s, z)Z2(s, z, w),
where in the penultimate step, we used (3.1.1) and (3.1.2) for simplification. This implies
that
Z1(1− s, z, w) = Z2(s, z, w).
13The integrals
∫∞
0
x−s
∫∞
0
ψ(t, z, w)
(
sin(piz)J2z(4
√
xt)− cos(piz)L2z(4
√
xt))
)
dtdx and
∫∞
0
ψ(t, z, w)
× ∫∞
0
x−s
(
sin(piz)J2z(4
√
xt)− cos(piz)L2z(4
√
xt))
)
dxdt are absolutely convergent for 3
4
<Re(s) < 1−|Re(z)|.
So the result follows from Fubini’s theorem.
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Similarly one can prove
Z2(1− s, z, w) = Z1(s, z, w).
This, together with (7.0.8), implies
Z(1− s, z, w) = Z(s, z, w).
This proves the functional equation of Z(s, z, w) for 34 < Re(s) < 1− |Re(z)|. Now, as shown
in [22, p. 1117], the functions Z1(s, z, w) and Z2(s, z, w) are well-defined and analytic in s
in the region δ < Re(s) < 1 + η + |Re(z)| for every δ > 014. Hence the results Z1(1 −
s, z, w) = Z2(s, z, w), Z2(1− s, z, w) = Z1(s, z, w) and Z(1− s, z, w) = Z(s, z, w) are valid in
−η − |Re(z)| < Re(s) < 1 + η + |Re(z)| by analytic continuation.
The proof of the second part of the lemma is along the similar lines as that of Lemma 2.1
in [22, p. 1117-1118] and is hence omitted. 
Next, we obtain a useful inverse Mellin transform that is required for proving Theorem 7.2.1
below.
Lemma 7.1.3. Let x > 0 and z be fixed such that −12 < Re(z) < 12 . For ±Re
(
z
2
)
< c :=
Re(s) < 2 + Re
(
z
2
)
, we have
1
2πi
∫
(c)
Γ
(
1 + s2 − z4
)
Γ
(
s
2 +
z
4
)
Γ
(
z
4 − s2
)
Γ
(
s
2 +
1
2 − z4
) x−sds = 2√
π
x−
z
2Γ
(z
2
)(
2F1
(
1,
z
2
;
1
2
;−x−2
)
− 1
)
.
(7.1.3)
Proof. We first prove the result for 0 < Re(z) < 1/2 and then extend it to −12 < Re(z) < 12
by analytic continuation.
From [42, p. 198, Equation (5.51)] for 0 < d :=Re(s) < min{Re(α),Re(β)},
1
2πi
∫
(d)
Γ(α− s)Γ(β − s)Γ(s)
Γ(γ − s) x
−sds =
Γ(α)Γ(β)
Γ(γ)
2F1(α, β; γ;−x).
Now let α = 1, β = z2 , γ =
1
2 and replace s by −
(
s
2 − z4
)
so that for −2min{1,Re(z2)} +
Re(z2 ) < d
′ := Re(s) < Re(z2 ), that is, for −Re(z2 ) < d′ := Re(s) < Re(z2 ) (since Re(z) < 12),
one has
1
2πi
∫
(d′)
Γ
(
1 + s2 − z4
)
Γ
(
s
2 +
z
4
)
Γ
(
z
4 − s2
)
Γ
(
s
2 +
1
2 − z4
) x s2− z4 ds
2
=
Γ
(
z
2
)
√
π
2F1
(
1,
z
2
;
1
2
;−x
)
.
Replace x by x−2 in the above equation to have
1
2πi
∫
(d′)
Γ
(
1 + s2 − z4
)
Γ
(
s
2 +
z
4
)
Γ
(
z
4 − s2
)
Γ
(
s
2 +
1
2 − z4
) x−sds = 2√
π
x−
z
2Γ
(z
2
)
2F1
(
1,
z
2
;
1
2
;−x−2
)
.
(7.1.4)
Consider the contour C formed by the line segments [d′−iT, c−iT ], [c−iT, c+iT ], [c+iT, d′+iT ]
and [d′ + iT, d′ − iT ], oriented in the counter-clockwise direction, where T > Im (z/2) and
±Re (z2) < c := Re(s) < 2 + Re(z)2 . Note that
1. Γ
(
z
4 − s2
)
has poles at s = z2 , 2 +
z
2 , 4 +
z
2 , ...
2. Γ
(
1 + s2 − z4
)
has poles at s = z2 − 2, z2 − 4, ...
3. Γ
(
s
2 +
z
4
)
has poles at s = − z2 , − z2 − 2, ....
It is clear that the only s = z/2 is the only pole of the integrand in (7.1.4) that lies inside
the contour C. Hence applying Cauchy’s residue theorem, letting T → ∞, noting that the
14There is a typo on page 1117 of [22], namely, all instances of |Re(z)|/2 should be replaced by |Re(z)|.
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integrals along horizontal segments vanish as T → ∞ (due to (3.1.4)) and that the residue
at s = z/2 is − 2√
π
Γ
(
z
2
)
x−
z
2 , we find that for Re
(
z
2
)
< c := Re(s) < 2 + Re(z)2 ,
1
2πi
∫
(c)
Γ
(
1 + s2 − z4
)
Γ
(
s
2 +
z
4
)
Γ
(
z
4 − s2
)
Γ
(
s
2 +
1
2 − z4
) x−sds
=
1
2πi
∫
(d′)
Γ
(
1 + s2 − z4
)
Γ
(
s
2 +
z
4
)
Γ
(
z
4 − s2
)
Γ
(
s
2 +
1
2 − z4
) x−sds− 2√
π
Γ
(z
2
)
x−
z
2
=
2√
π
x−
z
2Γ
(z
2
)(
2F1
(
1,
z
2
;
1
2
;−x−2
)
− 1
)
,
where in the last step we used (7.1.4). This proves (7.1.3) for 0 < Re(z) < 1/2. Using
Theorem 3.1.3, it is easy to see that (7.1.3) actually holds for −12 < Re(z) < 12 . 
7.2. A general theorem for evaluating an integral involving the Riemann Ξ-function.
We now prove a result of which is Theorem 1.1.6 is a special case.
Theorem 7.2.1. Let η > 0 and let −12 < Re(z) < 12 . Suppose that φ,ψ ∈ ♦η,ω, and are
reciprocal with respect to the second Koshliakov kernel, that is, they satisfy (7.0.4) and (7.0.5).
Let Z(s, z, w) and Θ(x, z, w) be defined in (7.0.8). Then,
π
z−3
2
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
, w
)
dt
(z + 1)2 + t2
= − 1
π
Γ
(z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
Θ
(
x,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx− S(z, w),
(7.2.1)
where
S(z, w) := 2−1−zΓ(1 + z)ζ(1 + z)Z
(
1 +
z
2
,
z
2
, w
)
+ 2−zΓ(z)ζ(z)Z
(
1− z
2
,
z
2
, w
)
. (7.2.2)
Proof. The convergence of the integral on the left-hand side of (7.2.1) follows easily from
Stirling’s formula (3.1.4) and part (2) of Lemma 7.1.2. We next show that the series
∞∑
n=1
σ−z(n)
∫ ∞
0
Θ
(
x,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx (7.2.3)
converges for −12 < Re(z) < 12 . Note that φ,ψ ∈ ♦η,ω imply that Θ ∈ ♦η,ω.
We first split the integral inside the sum as∫ ∞
0
Θ
(
x,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
[∫ 1
0
+
∫ nπ
1
+
∫ ∞
nπ
]
Θ
(
x,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=: I1(n, z, w) + I2(n, z, w) + I3(n, z, w).
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Consider
∑∞
n=1 σ−z(n)I1(n, z, w) first. Since 2F1
(
1, z2 ;
1
2 ;− x
2
π2n2
)
−1 = Oz
(
x2
n2
)
for x ∈ (0, 1),
we see using φ ∈ ♦η,ω that
I1(n, z, w)≪z 1
n2
∫ 1
0
x−δ+
1
2
|Re(z)|+1 dx≪z 1
n2
.
This implies that
∑∞
n=1 σ−z(n)I1(n, z, w) converges since Re(z) > −12 .
Next, consider
∑∞
n=1 σ−z(n)I2(n, z, w). Again, 2F1
(
1, z2 ;
1
2 ;− x
2
π2n2
)
− 1 = Oz
(
x2
n2
)
since
x ∈ (1, nπ).
I2(n, z, w)≪z 1
n2
∫ nπ
1
x−η−
1
2
|Re(z)|+ 1
2
Re(z) dx =
1
n2
{
(nπ)−η−
1
2
|Re(z)|+ 1
2
Re(z)+1 − 1
}
.
Since η > 0 and −12 < Re(z) < 12 , this implies that
∑∞
n=1 σ−z(n)I2(n, z, w) converges.
We now show that
∑∞
n=1 σ−z(n)I3(n, z, w) converges. Note that
I3(n, z, w) = (nπ)
z/2
∫ ∞
1
Θ
(
tnπ,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;−t2
)
− 1
)
t
z−2
2 dt. (7.2.4)
To that end, we use [51, p. 113, Equation (5.11)], namely, for | arg(−ξ)| < π,
2F1 (a, b; c; ξ) =
Γ (c) Γ (b− a)
Γ(b)Γ(c− a) (−ξ)
−a
2F1
(
a, 1− c+ a; 1− b+ a; 1
ξ
)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)(−ξ)
−b
2F1
(
b, 1− c+ b; 1− a+ b; 1
ξ
)
.
Let a = 1, b = z2 , c =
1
2 and ξ = −t2 in the above transformation to get
2F1
(
1,
z
2
;
1
2
;−t2
)
=
Γ
(
1
2
)
Γ
(
z
2 − 1
)
t2Γ
(
z
2
)
Γ
(−12) 2F1
(
1,
3
2
; 2− z
2
;− 1
t2
)
+
Γ
(
1
2
)
Γ
(
1− z2
)
tzΓ
(
1−z
2
) 1F0
(
1 + z
2
;−;− 1
t2
)
.
Since −12 < Re(z) < 12 , for t > M , where M is large enough, we have
2F1
(
1,
z
2
;
1
2
;−t2
)
= Oz
(
t−Re(z)
)
.
Employing the above estimate in (7.2.4) along with the fact that Θ ∈ ♦η,ω, we find that
I3(n, z, w)≪z n
1
2
Re(z)−η−1− 1
2
|Re(z)|
[ ∫ M
1
t−η−1−
1
2
|Re(z)|
∣∣∣∣2F1
(
1,
z
2
;
1
2
;−t2
)
− 1
∣∣∣∣ dt
+
∫ ∞
M
(
t−η−
1
2
|Re(z)|− 1
2
Re(z)−2 + t−η−
1
2
|Re(z)|+ 1
2
Re(z)−2
)
dt
]
≪z n
1
2
Re(z)−η−1− 1
2
|Re(z)|,
which implies that
∑∞
n=1 σ−z(n)I3(n, z, w) converges. This completes the proof of the fact
that the series in (7.2.3) converges for −12 < Re(z) < 12 .
We now prove (7.2.1). First note that if
f(t, z) = φ(it, z)φ(−it, z), (7.2.5)
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where φ(ξ, z) is analytic in both ξ and z, then∫ ∞
0
f
(
t
2
, z
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
, w
)
dt
=
1
i
∫
( 1
2
)
φ
(
s− 1
2
, z
)
φ
(
1
2
− s, z
)
ξ
(
s− z
2
)
ξ
(
s+
z
2
)
Z
(
s,
z
2
, w
)
ds. (7.2.6)
This is proved by converting the integral on the left into the one along the whole real line
and then letting s = 1+it2 to convert it into a line integral. The former is easy to see since
the integrand of the integral on the left is an even function of t, which can, in turn, be seen
from the fact that (1.1.2) and (3.1.5) imply
Ξ
(
−t± iz
2
)
= Ξ
(
t∓ iz
2
)
,
and since f and Z
(
1+it
2 ,
z
2 , w
)
are even functions of t. Note that the evenness of Z
(
1+it
2 ,
z
2 , w
)
follows from part (1) of Lemma 7.1.2 since −12 < Re(z) < 12 .
We now specialize f in (7.2.5) by choosing
φ(s, z) =
1(
s+ z+12
)Γ(z − 1
4
+
s
2
)
.
Then (7.2.6) implies
4
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
(z + 1)2 + t2
= −1
i
∫
( 1
2
)
H(s, z, w)π−s ds, (7.2.7)
where
H(s, z, w) := Γ
(z
4
− s
2
)
Γ
(s
2
− z
4
+ 1
)
Γ
(z
4
+
s
2
)
Γ
(
z
4
+
s
2
+
1
2
)
× ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Z
(
s,
z
2
, w
)
,
where we used the definition of ξ(s) in (1.1.3) and the functional equation Γ(ω+1) = ωΓ(ω)
for simplification.
Next, we would like to represent ζ
(
s− z2
)
ζ
(
s+ z2
)
as an infinite series using the well-
known Dirichlet series representation [53, p. 8, Equation (1.3.1)]
ζ(s)ζ(s− a) =
∞∑
n=1
σa(n)
ns
, (7.2.8)
valid for Re(s) > max(1, 1+Re(a)). However, note that the conditions −1/2 < Re(z) < 1/2
and Re(s) = 1/2 imply 1/4 < Re(s±z/2) < 3/4. Thus in order to use (7.2.8), with s replaced
by s−z/2 and a replaced by −z (which is then valid for Re(s) > 1± Re( z2)), we need to shift
the line of integration from Re(s) = 1/2 to Re(s) = 5/4. In doing so, we encounter a simple
pole at s = 1 + z/2 (due to ζ
(
s− z2
)
) and a simple pole at s = 1− z/2 (due to ζ (s+ z2)).
After an application of Cauchy’s residue theorem by considering the contour formed by the
line segments [1/2−iT, 5/4−iT ], [5/4−iT, 5/4+iT ], [5/4+iT, 1/2+iT ] and [1/2+iT, 1/2−iT ]
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and noting that integral along horizontal lines vanishes as T →∞ (as can be seen by invoking
(3.1.4)), we get∫
( 1
2
)
H(s, z, w)π−s ds =
∫
( 5
4
)
H(s, z, w)π−s ds− 2πi
(
R1+ z
2
+R1− z
2
)
, (7.2.9)
where, here and throughout the rest of the paper, we use the notation Rb to denote the residue
of the integrand of the associated integral at b. Now employing (7.2.8), with s replaced by
s − z/2 and a replaced by −z, and interchanging the order of summation and integration
which is valid because of absolute convergence, we see from (7.2.7) and (7.2.9) that
4
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
Z
(
1 + it
2
,
z
2
)
dt
(z + 1)2 + t2
= −1
i
( ∞∑
n=1
σ−z(n)n
z
2
∫
( 5
4
)
Γ
(z
4
− s
2
)
Γ
(s
2
− z
4
+ 1
)
Γ
(z
4
+
s
2
)
Γ
(
z
4
+
s
2
+
1
2
)
× Z
(
s,
z
2
)
(nπ)−sds− 2πi
(
R1+ z
2
+R1− z
2
))
. (7.2.10)
The residues are easily computed to be
R1+ z
2
= −2−zπ(1−z)/2Γ(1 + z)ζ(1 + z)Z
(
1 +
z
2
,
z
2
, w
)
,
R1− z
2
= −21−zπ(1−z)/2Γ(z)ζ(z)Z
(
1− z
2
,
z
2
, w
)
. (7.2.11)
We now apply (3.1.9) with g(x) = Θ(x, z2 , w) and h(x) =
2√
π
x−
z
2Γ
(
z
2
) (
2F1
(
1, z2 ;
1
2 ;−x−2
)− 1).
It is easy to see that the conditions (3.1.10) needed for using (3.1.9) are satisfied. Thus using
Lemma 7.1.3,
∫
( 5
4
)
Γ
(z
4
− s
2
)
Γ
(s
2
− z
4
+ 1
)
Γ
(z
4
+
s
2
)
Γ
(
z
4
+
s
2
+
1
2
)
Z
(
s,
z
2
, w
)
(nπ)−sds
= 4
√
πiΓ
(z
2
) ∫ ∞
0
Θ
(
x,
z
2
, w
)(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)(πn
x
)− z
2 dx
x
. (7.2.12)
Substituting (7.2.11) and (7.2.12) in (7.2.10) and then simplifying leads us to (7.2.1).

8. Theory of the generalized modified Bessel function 1Kz,w(x)
The theory of the generalized modified Bessel function 1Kz,w(x) defined in (1.1.34) is
developed in this section. It is essential for evaluating an integral involving the Riemann
Ξ-function stated in Theorem 1.1.6. The proofs of the properties of 1Kz,w(x) are similar
in nature to those occurring in the theory of another generalization of the modified Bessel
function Kz,w(x) defined in (2.1.6). Since the latter was developed in detail in [21], our
approach here will be terse.
8.1. Series and integral representations for 1Kz,w(x).
We begin by proving Theorem 1.1.7.
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Proof of Theorem 1.1.7. Replacing s by s − z and letting a = 1, b = w in (3.1.12), we see
that for c1 :=Re(s) > −1+Re(z),
1
2πi
∫
(c1)
Γ
(
1 + s− z
2
)
1F1
(
1 + s− z
2
;
3
2
;−w
2
4
)
t−sds =
2t−z
w
e−t
2
sin(wt). (8.1.1)
Similarly, for c2 :=Re(s) > −1−Re(z),
1
2πi
∫
(c2)
Γ
(
1 + s+ z
2
)
1F1
(
1 + s+ z
2
;
3
2
;−w
2
4
)
t−sds =
2tz
w
e−t
2
sin(wt). (8.1.2)
From (8.1.1), (8.1.2), (3.1.9) and the definition of 1Kz,w(x) in (1.1.34), we arrive at (1.1.37).

To find the asymptotic behavior of 1Kz,w(x), we need to first prove the lemma given below
and the theorem following it.
Lemma 8.1.1. For z, w ∈ C and | arg(x)| < π4 , we have
1Kz,w(2x) = 2x
∞∑
n=0
∞∑
m=0
(−w2x)n+m
(2n + 1)!(2m + 1)!
Kn−m+z(2x).
Proof. This is proved by starting with (1.1.37), writing the sine functions in the form of their
Taylor series, interchange the order of integration and double sum using Theorem 3.1.2, and
then employing the formula [45, p. 344, Formula 2.3.16.1]∫ ∞
0
ys−1e−py−q/ydy = 2
(
q
p
)s/2
Ks(2
√
pq), (8.1.3)
valid for Re(p) > 0, Re(q) > 0. 
Basset’s integral for the modified Bessel function of the second kind is given by [55, p. 172]
Kz(xy) =
Γ
(
z + 12
)
(2x)z
yzΓ
(
1
2
) ∫ ∞
0
cos(yu) du
(x2 + u2)z+
1
2
,
where Re(z) > −1/2, y > 0 and | arg(x)| < π2 . Performing integration by parts, we obtain
Kz(xy) =
2Γ
(
z + 32
)
(2x)z
yz+1Γ
(
1
2
) ∫ ∞
0
u sin(yu)
(x2 + u2)z+
3
2
du, (8.1.4)
also valid for Re(z) > −1/2, y > 0 and | arg(x)| < π2 .
Theorem 8.1.2. For15 z, w ∈ C, and | arg(x)| < π,
1Kz,w(2x) =
1
w2
∞∑
m=−∞
(−1)mKm+z(2x)(I2m(2w
√
x)− J2m(2w
√
x)). (8.1.5)
Proof. We first prove the result for −12 < Re(z) < 12 and | arg(x)| < π4 , and later extend it
to any z ∈ C and x ∈ C\{x ∈ R : x ≤ 0} by analytic continuation.
15The conditions in the corresponding theorem given in [21], namely Theorem 1.9, are too restrictive. It is
actually valid for z, w ∈ C, and | arg(x)| < pi.
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From (8.1.4) with y = 2,
Kn−m+z(2x) =


xn−m+zΓ(n−m+z+ 32)√
π
∫ ∞
0
u sin(2u)
(x2 + u2)n−m+z+
3
2
du, if Re(n−m+ z) > −12 ,
xm−n−zΓ(m−n−z+ 32)√
π
∫ ∞
0
u sin(2u)
(x2 + u2)m−n−z+
3
2
du, if Re(m− n− z) > −12 .
(8.1.6)
From Lemma 8.1.1,
1Kz,w(2x) = 2x
∞∑
n=0
n∑
m=0
(−w2x)m+n
(2n + 1)!(2m + 1)!
Kn−m+z(2x)
+ 2x
∞∑
n=0
∞∑
m=n+1
(−w2x)m+n
(2n+ 1)!(2m + 1)!
Kn−m+z(2x). (8.1.7)
Using the fact that −12 < Re(z) < 12 and invoking (8.1.6) in (8.1.7), we see that
1Kz,w(2x) =: S1(z, w, x) + S2(z, w, x), (8.1.8)
where
S1(z, w, x) :=
2x√
π
∞∑
n=0
n∑
m=0
(−w2)m+nx2n+z
(2n + 1)!(2m+ 1)!
Γ
(
n−m+ z + 3
2
)∫ ∞
0
u sin(2u) du
(x2 + u2)n−m+z+
3
2
S2(z, w, x) :=
2x√
π
∞∑
n=0
∞∑
m=n+1
(−w2)m+nx2m−z
(2n+ 1)!(2m + 1)!
Γ
(
m− n− z + 3
2
)∫ ∞
0
u sin(2u) du
(x2 + u2)m−n−z+
3
2
.
(8.1.9)
To evaluate S1(z, w, x), we first write it in the form of a doubly infinite series as
S1(z, w, x) =
2x√
π
∞∑
m=0
∞∑
k=0
(−w2)2m+kx2m+2k+z
(2m+ 1)!(2m + 2k + 1)!
Γ
(
k + z +
3
2
)∫ ∞
0
u sin(2u)
(x2 + u2)k+z+
3
2
du.
(8.1.10)
Interchanging the order of the double sum, which is justified by absolute convergence, we
find that
S1(z, w, x) =
2x1+z√
π
∞∑
k=0
(−w2x2)kΓ
(
k + z +
3
2
) ∞∑
m=1
w4mx2m
(2m+ 1)!(2m + 2k + 1)!
×
∫ ∞
0
u sin(2u) du
(x2 + u2)k+z+
3
2
. (8.1.11)
Observe that
∞∑
m=0
w4mx2m
(2m+ 1)!(2m + 2k + 1)!
=
1
2(w2x)k+1
(
I2k(2w
√
x)− J2k(2w
√
x)
)
. (8.1.12)
Replace z by k + z and let y = 2 in (8.1.4) so that for Re(z) < −k − 1/2,∫ ∞
0
u sin(2u) du
(x2 + u2)k+z+
3
2
=
√
π
xz+kΓ(k + z + 32)
Kk+z(2x). (8.1.13)
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Substituting (8.1.12) and (8.1.13) in (8.1.11), we are led to
S1(z, w, x) =
1
w2
∞∑
k=0
(−1)kKk+z(2x)(I2k(2w
√
x)− J2k(2w
√
x)) (8.1.14)
for Re(z) > −1/2. Replace m by n+ ℓ in (8.1.9) and then use (8.1.10) to deduce that
S2(z, w, x) =
2x√
π
∞∑
n=0
∞∑
ℓ=1
(−w2)2n+ℓx2n+2ℓ−zΓ (ℓ− z + 32)
(2n + 1)!(2ℓ + 2n+ 1)!
∫ ∞
0
u sin(2u)
(u2 + x2)ℓ−z+
3
2
du
= S1(−z, w, x) − 2x√
π
∞∑
n=0
(−w2)2nx2n−zΓ (32 − z)
(2n+ 1)!(2n + 1)!
∫ ∞
0
u sin(2u)
(u2 + x2)
3
2
−z du
= S1(−z, w, x) − 1
w2
K−z(x)
(
I0(2w
√
x)− J0(2w
√
x)
)
, (8.1.15)
where we employed (8.1.12) with k = 0 and (8.1.4) with z replaced by −z which is legitimate
since Re(z) < 1/2. Thus from (8.1.14) and (8.1.15),
S2(z, w, x) =
1
w2
∞∑
k=1
(−1)kKk−z(2x)(I2k(2w
√
x)− J2k(2w
√
x))
=
1
w2
−1∑
k=−∞
(−1)kKk+z(2x)(I2k(2w
√
x)− J2k(2w
√
x)), (8.1.16)
where we used the well-known facts that J−n(ξ) = (−1)nJn(ξ) and I−n(ξ) = In(ξ) and
K−ν(ξ) = Kν(ξ). The result now follows from substituting (8.1.14) and (8.1.16) in (8.1.8).
This proves Theorem 8.1.2 for −12 < Re(z) < 12 and | arg(x)| < π4 .
Now from the series definitions of Jν(ξ), Iν(ξ) and Kν(ξ), it is easy to see that as ν →
∞, | arg(ν)| < π − δ, δ > 0 and ξ 6= 0,
Jν(ξ) ∼ 1√
2πν
(
eξ
2ν
)ν
−
(z
2
)ν+2 eν
νν+3/2
√
2π
,
Iν(ξ) ∼ 1√
2πν
(
eξ
2ν
)ν
+
(z
2
)ν+2 eν
νν+3/2
√
2π
,
Kν(ξ) ∼
√
π
2ν
(
eξ
2ν
)−ν
.
These easily show that the bilateral series in (8.1.5) is uniformly convergent not only on
compact subsets of z ∈ C but also on compact subsets of x ∈ C\{x ∈ R : x ≤ 0} and
hence represents an analytic function for any complex z and x ∈ C\{x ∈ R : x ≤ 0}. Since
1Kz,w(2x) is also analytic in these regions as can be seen from (1.1.34), we see that Theorem
8.1.2 holds for these extended regions in z- and x-complex planes. 
Remark 10. Let w → 0 on both sides of Theorem 8.1.2. This results in the trivial identity
2xKz(2x) = 2xKz(2x) as can be seen from (1.1.35) and the fact that
lim
w→0
I2m (2w
√
x)− J2m (2w
√
x)
w2
=
{
2x, if m = 0,
0, if m 6= 0.
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8.2. Asymptotic estimates of 1Kz,w(x).
The asymptotic estimate for 1Kz,w(x) for large values of |x| is given first.
Theorem 8.2.1. Let the complex variables w and z belong to compact domains, then for
large values of |x|, | arg(x)| < 14π, we have
1Kz,w(2x) = − 1
2w2
√
π
x
e−2x
(
cos(2w
√
x)P − sin(2w√x)Q− e− 14w2R
)
, (8.2.1)
where P, Q and R have the asymptotic expansions
P = 1 +
32z2 − 3w2 − 8
128x
+O
(
x−2
)
,
Q =
w
8
√
x
+O
(
x−
3
2
)
,
R = 1 +
(4z2 − 1)(2 − w2)
32x
+O
(
x−2
)
. (8.2.2)
Proof. Employ change of variable u = ys, y =
√
x in Theorem 1.1.7 and represent the sine
functions in terms of exponential function so that
1Kz,w(2x) = − 1
2w2
((Ii,i + I−i,−i − (Ii,−i + I−i,i)) , (8.2.3)
Iσ,τ =
∫ ∞
0
e−y
2ϕσ,τ (s)s2z−1 ds,
ϕσ,τ (s) = s
2 +
1
s2
+
w
y
(
σs+
τ
s
)
,
and
σ = ±i, τ = ±i.
From [21, p. 416, Equation A.4, A.6], we have
Ii,i + I−i,−i =
√
π
y
e−2y
2
(cos(2wy)P − sin(2wy)Q) ,
Ii,−i + I−i,i =
√
π
y
e−2y
2− 1
4
w2R, (8.2.4)
where P,Q, and R are defined in (8.2.2). Now let y =
√
x in each of the equations in (8.2.4)
and substitute the resulting ones in (8.2.3) so as to obtain (8.2.1). 
The above result gives the familiar asymptotic estimate for Kz(x) as x → ∞ as its special
case.
Corollary 8.2.2. For |x| large enough and such that |arg(x)| < π4 , we have
Kz(2x) =
1
2
√
π
x
e−2x
(
1 +
4z2 − 1
16x
+O
(
1
x2
))
. (8.2.5)
Proof. For |x| large enough,
lim
w→0
1
w2
{
cos(2w
√
x)P − 1}
= lim
w→0
1
w2
{(
1− 4w
2x
2!
+
16w4x2
4!
− ...
)(
1 +
32z2 − 3w2 − 8
128x
+O
(
x−2
))− 1}
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= −2x− 4z
2 − 1
8
+O
(
1
x
)
, (8.2.6)
as well as
lim
w→0
1
w2
sin(2w
√
x)Q = lim
w→0
1
w2
(
2w
√
x− (2w
√
x)3
3!
+ ...
)(
w
8
√
x
+O
(
x−
3
2
))
=
1
4
+O
(
1
x
)
. (8.2.7)
Again, for large value of |x|,
lim
w→0
1
w2
{
e−
w2
4 R− 1
}
= lim
w→0
1
w2
{(
1− w
2
4
+
w4
2!16
− ...
)(
1 +
(4z2 − 1)(2 − w2)
32x
+O
(
x−2
))− 1}
= −1
4
+O
(
1
x
)
. (8.2.8)
Upon letting w → 0 in (8.2.1) and using (8.2.6), (8.2.7) and (8.2.8), we see that
lim
w→0 1
Kz,w(2x) = −1
2
√
π
x
e−2x
(
−2x− 4z
2 − 1
8
+O
(
1
x
))
,
which implies (8.2.5) upon noting (1.1.35). 
We now give the asymptotic formula for 1Kz,w(x) valid for small values of |x|.
Theorem 8.2.3. Let w ∈ C be fixed.
(i) Consider a fixed z such that Re(z) > 0. Let D = {x ∈ C : | arg(x)| < π4 }. Then as
x→ 0 along any path in D, we have
1Kz,w(x) ∼ Γ(z)
(x
2
)1−z
1F1
(
z;
3
2
;−w
2
4
)
.
(ii) Let | arg(x)| < π. As x→ 0,
1K0,w(x) ∼ −x log x− w
2x
6
2F2
(
1, 1; 2,
5
2
;−w
2
4
)
. (8.2.9)
Proof. To prove (i), we use (1.1.37) with x replaced by x/2 and write it in the form
1Kz,w(x) =
2z+1x1−z
w
1
xw
∫ ∞
0
t2z−1e−t
2− x2
4t2 sin(wt) sin
(wx
2t
)
dt. (8.2.10)
Now
lim
x→0
1
xw
∫ ∞
0
t2z−1e−t
2−x2
t2 sin(wt) sin
(wx
2t
)
dt =
∫ ∞
0
lim
x→0
t2z−1e−t
2− x2
4t2 sin(wt)
sin
(
wx
2t
)
2t
(
wx
2t
) dt
=
1
2
∫ ∞
0
t2z−2e−t
2
sin(wt) dt
=
w
4
Γ(z)1F1
(
z;
3
2
;−w
2
4
)
, (8.2.11)
where in the last step, we used (3.1.13) with a = 1, b = w and s = 2z − 1, and then used
(3.1.7). The result now follows from (8.2.10) and (8.2.11).
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To prove part (ii), it is convenient to work with 1K0,w(x)/x initially. Invoking Theorem
8.1.2, we observe that
1K0,w(x)
x
=
1
w2
K0(x)
x
(I0(w
√
2x)− J0(w
√
2x)) +
2
w2x
∞∑
n=1
Kn(x)
(
I2n(w
√
2x)− J2n(w
√
2x)
)
.
(8.2.12)
First, using series definitions of I2n(w
√
2x) and J2n(w
√
2x), it is easy to see that for n ≥ 0,
lim
x→0
1
xn+1
(
I2n(w
√
2x)− J2n(w
√
2x)
)
=
w2n+2
2nΓ(2n+ 2)
. (8.2.13)
Further, from [2, p. 375, Equations (9.7.1), (9.7.2)], as x→ 0,
Kz(x) ∼
{
1
2Γ(z)
(
x
2
)−z
, if Re z > 0,
− log x, if z = 0. (8.2.14)
Hence using (8.2.13) and the first part of (8.2.14), we see that
lim
x→0
2
w2x
∞∑
n=1
(−1)nKn(x)
(
I2n(w
√
2x)− J2n(w
√
2x)
)
=
2
w2
∞∑
n=1
(−1)n
(
lim
x→0
xnKn(x)
)(
lim
x→0
1
xn+1
(
I2n(w
√
2x)− J2n(w
√
2x)
))
=
1
w2
∞∑
n=1
(−1)nΓ(n)w2n+2
Γ(2n+ 2)
= −w
2
6
2F2
(
1, 1;
5
2
, 2;−w
2
4
)
. (8.2.15)
Next, from the n = 0 case of (8.2.13) and the second part of (8.2.14),
lim
x→0
1
w2
K0(x)
x
(I0(w
√
2x)− J0(w
√
2x)) = − log x. (8.2.16)
From (8.2.12), (8.2.15) and (8.2.16), as x→ 0,
1K0,w(x)
x
∼ − log x− w
2
6
2F2
(
1, 1;
5
2
, 2;−w
2
4
)
,
which implies (8.2.9). 
8.3. Further properties of 1Kz,w(x).
We commence this subsection by generalizing Basset’s integral representation (8.1.4) for
1K0,w(x). We begin with a lemma.
Lemma 8.3.1. For | arg(x)| < π4 and w ∈ C,∫ ∞
0
e−t
2−x2
t2 sin(wt)
dt
t2
=
w
2
∫ ∞
0
exp
(
− w
2x2
4(x2 + u2)
)
u sin(2u)
(x2 + u2)3/2
du
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Proof. Observe that∫ ∞
0
e−t
2−x2
t2 sin(wt)
dt
t2
=
∫ ∞
0
e−t
2−x2
t2
∞∑
n=0
(−1)n(wt)2n+1
(2n+ 1)!
dt
t2
=
∞∑
n=0
(−1)nw2n+1
(2n + 1)!
∫ ∞
0
e−t
2−x2
t2 t2n−1 dt
=
∞∑
n=0
(−1)nw2n+1xn
(2n + 1)!
Kn(2x) (from(8.1.3))
=
∞∑
n=0
(−1)nw2n+1xn
(2n + 1)!
Γ
(
n+ 32
)
xn
Γ
(
1
2
) ∫ ∞
0
u sin(2u)
(x2 + u2)n+
3
2
du (from(8.1.4))
=
∫ ∞
0
u sin(2u)
(x2 + u2)3/2
∞∑
n=0
(−1)nw2n+1x2n
(x2 + u2)n
Γ
(
n+ 32
)
(2n + 1)!Γ
(
1
2
) du
=
w
2
∫ ∞
0
exp
(
− w
2x2
4(x2 + u2)
)
u sin(2u)
(x2 + u2)3/2
du,
where all interchanges of the order of summation and integration can be justified through
Theorem 3.1.2. 
Theorem 8.3.2. For | arg(x)| < π4 and w ∈ C, we have
1K0,w(x) =
2
w2
∫ ∞
0
exp
(
− w
2x2
2(x2 + u2)
)
sin
(
w2xu
2(x2 + u2)
)
sinu
(x2 + u2)1/2
du. (8.3.1)
Proof. First assume x > 0. Define
I(x,w) :=
1
2πi
∫
(c)
Γ2
(
1 + s
2
)
1F
2
1
(
1 + s
2
;
3
2
;−w
2
4
)
x−sds. (8.3.2)
Then
I
(x
2
, w
)
= 2 1K0,w(x).
We make use of the following formula from [10, p. 121, Equation (43)] to write 1F
2
1 in (8.3.2)
as a series:
1F1(a; c;u)1F1(a; c; v) =
∞∑
n=0
(a)n(c− a)n
n!(c)n(c)2n
(−uv)n1F1(a+ n; c+ 2n;u+ v).
Along with (8.3.2), it gives
I(x,w) =
1
2πi
∫
(c)
Γ2
(
1 + s
2
) ∞∑
n=0
(
1+s
2
)
n
(
2−s
2
)
n
n!
(
3
2
)
n
(
3
2
)
2n
(
−w
4
16
)n
1F1
(
1 + s
2
+ n;
3
2
+ 2n;−w
2
2
)
x−s ds.
(8.3.3)
We would now like to interchange the order of summation and integration. That this can be
done is now justified. Employ the change of variable s = c+ it in the above equation so that
I(x,w) =
x−c
2π
∫ ∞
−∞
Γ2
(
1 + c+ it
2
) ∞∑
n=0
(
1+c+it
2
)
n
(
2−c−it
2
)
n
n!
(
3
2
)
n
(
3
2
)
2n
(
−w
4
16
)n
× 1F1
(
1 + c+ it
2
+ n;
3
2
+ 2n;−w
2
2
)
x−itdt (8.3.4)
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Now ∣∣∣∣
(
1 + c+ it
2
)
n
∣∣∣∣ ≤
∣∣∣∣
(
1 + c+ it
2
+ n
)∣∣∣∣
∣∣∣∣
(
1 + c+ it
2
+ n
)∣∣∣∣ · · ·
∣∣∣∣
(
1 + c+ it
2
+ n
)∣∣∣∣
=
(
1 + |c|+ t
2
+ n
)n
.
Therefore, as n→∞, ∣∣∣∣
(
1 + c+ it
2
)
n
∣∣∣∣ = O (nne 1+|c|+|t|2 ) . (8.3.5)
Similarly, ∣∣∣∣
(
2− c− it
2
)
n
∣∣∣∣ = O (nne 2+|c|+|t|2 ) (8.3.6)
as n→∞. By using (3.1.3), it is easy to see that, as n→∞,
Γ(n+ 1) ∼
√
2πnn+
1
2 e−n
Γ
(
3
2
+ n
)
∼
√
2πnn+1e−n
Γ
(
3
2
+ 2n
)
∼
√
2π(2n)2n+1e−2n. (8.3.7)
From [37, p. 318],
M 1
4
− s
2
, 1
4
+n
(
−w
2
2
)
=
(
−w
2
2
)n+ 3
4
(
1 +O
(
1
n
))
, (8.3.8)
where Mκ,µ(z) is the Whittaker function given by [51, p. 178, Equation (7.17)]
Mκ,µ(z) = e
− 1
2
zz
1
2
+µ
1F1
(
1
2
+ µ− κ; 1 + 2µ; z
)
. (8.3.9)
Thus, as n→∞,
1F1
(
1 + s
2
+ n;
3
2
+ 2n;−w
2
2
)
= e−
w2
4
(
1 +O
(
1
n
))
.
From (8.3.5), (8.3.6), (8.3.7) and (8.3.8), we see that series on the right hand side of (8.3.4)
is uniform convergent in t on compact subsets of (−∞,∞). Again from (8.3.4), for a large
enough M > 0,
|I(x,w)| ≤ x
−c
2π
∫ ∞
−∞
∣∣∣∣Γ2
(
1 + c+ it
2
)∣∣∣∣
[
M∑
n=0
+
∞∑
M+1
] ∣∣∣∣∣
(
1+c+it
2
)
n
(
2−c−it
2
)
n
n!
(
3
2
)
n
(
3
2
)
2n
(
−w
4
16
)n
× 1F1
(
1 + c+ it
2
+ n;
3
2
+ 2n;−w
2
2
)
x−it
∣∣∣∣∣ dt
=: I1(x,w) + I2(x,w).
An application of (3.1.4) implies that |I1(x,w)| < ∞. From (8.3.5), (8.3.6), (8.3.7), (8.3.8)
and (3.1.4), we see that |I2(x,w)| is also finite, hence |I(x,w)| < ∞. Therefore, Theorem
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3.1.2 allows us to interchange the order of integration and summation in (8.3.3). Thus from
(8.3.3),
I(x,w) =
∞∑
n=0
(
−w416
)n
n!
(
3
2
)
n
(
3
2
)
2n
An(x,w), (8.3.10)
where
An(x,w) :=
1
2πi
∫
(c)
Γ
(
1+s
2
)
Γ
(
1+s
2 + n
)
Γ
(
2−s
2 + n
)
Γ
(
2−s
2
) 1F1
(
1 + s
2
+ n;
3
2
+ 2n;−w
2
2
)
x−s ds
=
1
2πi
∫
(c)
Γ
(
1+s
2
)
Γ
(
1+s
2 + n
)
Γ
(
2−s
2 + n
)
Γ
(
2−s
2
) ∞∑
m=0
(
1+s
2 + n
)
m
m!
(
3
2 + 2n
)
m
(
−w
2
2
)m
x−s ds.
Proceeding along the similar lines as in (8.3.3) to interchange the order of summation and
integration, we see that
An(x,w) = Γ
(
3
2
+ 2n
) ∞∑
m=0
(−w2/2)m
m!
Bn,m(x), (8.3.11)
where
Bn,m(x) : =
1
2πi
∫
(c)
Γ
(
1+s
2
)
Γ
(
2−s
2 + n
)
Γ
(
1+s
2 + n+m
)
Γ
(
2−s
2
)
Γ
(
3
2 + 2n+m
) x−s ds.
Next, from [42, p. 42, Formula 5.1] and the fact Γ
(
1+s
2
)
/Γ
(
2−s
2
)
= π−1/221−sΓ(s) sin
(
πs
2
)
,
we see that for −1 < d1 = Re(s) < 1,
1
2πi
∫
(d1)
Γ
(
1+s
2
)
Γ
(
2−s
2
)x−s ds = 2√
π
sin(2x). (8.3.12)
Also, Euler’s beta integral for 0 < d = Re(s) < Re(z) is given by
1
2πi
∫
(d)
Γ(s1)Γ(z − s1)
Γ(z)
x−s1 ds1 =
1
(1 + x)z
.
Substitute s1 =
2−s
2 + n, z =
3
2 + 2n+m and replace x by x
−2 to have for −1− 2n− 2m <
d2 = Re(s) < 2 + 2n,
1
2πi
∫
(d2)
Γ
(
2−s
2 + n
)
Γ
(
1+s
2 + n+m
)
Γ
(
3
2 + 2n+m
) x−s dt = 2xs+2n+2m
(1 + x2)
3
2
+2n+m
. (8.3.13)
Hence from (8.3.12), (8.3.13) and (3.1.9),
Bn,m(x) =
4√
π
x1+2n+2m
∫ ∞
0
t2n+1 sin(2t)
(x2 + t2)
3
2
+2n+m
dt. (8.3.14)
Thus from (8.3.11) and (8.3.14),
An(x,w) =
4x2n+1√
π
Γ
(
3
2
+ 2n
) ∞∑
m=0
(−w2x2/2)m
m!
∫ ∞
0
t2n+1 sin(2t)
(x2 + t2)
3
2
+2n+m
dt.
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Since the series
∞∑
m=0
(−w2x2/2)m
m!(x2 + t2)m
converges uniformly to exp
(
− w
2x2
2(x2 + t2)
)
on any compact
interval of (0,∞) and
∣∣∣∣∣
∫ ∞
0
t2n+1 sin(2t)
(x2 + t2)
3
2
+2n
∞∑
m=0
(−w2x2/2)m
m!(x2 + t2)m
dt
∣∣∣∣∣ is finite, invoking Theorem
3.1.2, we have
An(x,w) =
4x2n+1√
π
Γ
(
3
2
+ 2n
)∫ ∞
0
t2n+1 sin(2t)
(x2 + t2)
3
2
+2n
exp
(
− w
2x2
2(x2 + t2)
)
dt. (8.3.15)
Substituting (8.3.15) in (8.3.10), we deduce that
I(x,w) = 2
∞∑
n=0
x2n+1
n!
(
3
2
)
n
(
−w
4
16
)n ∫ ∞
0
t2n+1 sin(2t)
(x2 + t2)
3
2
+2n
exp
(
− w
2x2
2(x2 + t2)
)
dt
= 2x
∫ ∞
0
exp
(
− w
2x2
2(x2 + t2)
)
t sin(2t)
(x2 + t2)3/2
∞∑
n=0
t2n(−w4x2/16)n
n!
(
3
2
)
n
(x2 + t2)2n
dt
=
4
w2
∫ ∞
0
exp
(
− w
2x2
2(x2 + t2)
)
sin
(
w2xt
2(x2 + t2)
)
sin(2t)
(x2 + t2)1/2
dt, (8.3.16)
where, in the second step above, we interchanged the order of summation and integration us-
ing Theorem 3.1.2 since
∞∑
n=0
t2n(−w4x2/16)n
n!
(
3
2
)
n
(x2 + t2)2n
converges uniformly on any compact interval
of (0,∞) to 2
w2xt
(x2 + t2) sin
(
w2xt
2(x2 + t2)
)
and since
∣∣∣∣
∫ ∞
0
exp
(
− w
2x2
2(x2 + t2)
)
sin(2t)
(x2 + t2)3/2
(
2(x2 + t2) sin
(
w2xt
2(x2 + t2)
))
dt
∣∣∣∣ <∞.
Finally let t = u/2 in the integral on the extreme right of (8.3.16) and simplify to obtain
(8.3.1) for x > 0. Now observe that both sides of (8.3.1) are analytic in | arg(x)| < π4 , so by
analytic continuation, it holds for | arg(x)| < π4 .

We now derive a representation for 1Kz,w(x) as an infinite series of Laplace transforms of
function involving 0F2 hypergeometric functions.
Theorem 8.3.3. Let w ∈ C,Re(z) > −12 and | arg(x)| < π4 . Then
1Kz,w(x) =
2z+
1
2xz+
3
2
Γ(z + 12 )
∞∑
n=0
(
−w2x2
)n
(2n + 1)!
∫ ∞
0
(t2 + t)z−
1
2 (2t+ 1)−n+
1
2Kn+ 1
2
(x(2t + 1))
× 0F2
(
−; 1
2
+ z,
3
2
;−w
2x2t(t+ 1)
4
)
dt. (8.3.17)
Proof. Replace x by x2 in Theorem 1.1.7, let u =
(
xt
2
)1/2
in the resulting equation, then
replace z by −z and use the fact 1K−z,w(x) = 1Kz,w(x) to obtain
1Kz,w(x) =
1
w2
∫ ∞
0
exp
(
−x
2
(
u+
1
u
))
sin
(
w
√
xu√
2
)
sin
(
w
√
x√
2u
)
u−z−1 du. (8.3.18)
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From [42, p. 186, Formula 4.26]16, for Re(u) > 0, Re(z) > −12 ,
u−z sin(au−1/2) =
a
Γ
(
1
2 + z
) ∫ ∞
0
e−yuyz−
1
2 0F2
(
−; 1
2
+ z,
3
2
;−a
2y
4
)
dy.
Replacing a by w
√
x/2 in the above equation, we have
u−z sin
(
w
√
x
2u
)
=
w
√
x√
2Γ
(
1
2 + z
) ∫ ∞
0
e−yuyz−
1
2 0F2
(
−; 1
2
+ z,
3
2
;−w
2xy
8
)
dy. (8.3.19)
Substituting (8.3.19) in (8.3.18) and then interchanging the order of integration using Fubini’s
theorem, we deduce that
1Kz,w(x) =
√
x√
2wΓ
(
z + 12
) ∫ ∞
0
yz−
1
2 0F2
(
−; 1
2
+ z,
3
2
;−w
2xy
8
)
dy
×
∫ ∞
0
exp
(
−u
(
y +
x
2
)
− x
2u
)
sin
(
w
√
xu√
2
)
du
u
. (8.3.20)
Now using the same logic as in the proof of Lemma 8.3.1, one can derive∫ ∞
0
exp
(
−u
(
y +
x
2
)
− x
2u
)
sin
(
w
√
xu√
2
)
du
u
=
2w(x/2)3/4(
y + x2
)1/4
∞∑
n=0
1
(2n+ 1)!
(
− w
2x3/2
23/2
(
y + x2
)1/2
)n
Kn+ 1
2
(√
2x
(
y +
x
2
))
. (8.3.21)
Substituting (8.3.21) in (8.3.20) and then interchanging the order of summation and integra-
tion, we have
1Kz,w(x) =
2(x/2)5/4
Γ
(
z + 12
) ∫ ∞
0
yz−
1
2 0F2
(
−; 1
2
+ z,
3
2
;−w
2xy
8
) ∞∑
n=0
(
−w2x3/2
23/2
)n
(2n+ 1)!
×
(
y +
x
2
)−n
2
− 1
4
Kn+ 1
2
(√
2x
(
y +
x
2
))
dy,
which upon employing change of variable 2t+ 1 =
√
y+x
2√
x/2
and simplifying gives (8.3.17). 
Remark 11. The integral in Theorem 8.3.3 is indeed a Laplace transform since [27, p. 934,
Formula 8.468]
Kn+ 1
2
(y) =
√
π
2y
e−y
n∑
k=0
(n + k)!
k!(n − k)!(2y)k .
Since only the n = 0 term survives when we let w → 0 in Theorem 8.3.3, we recover the
well-known result [21, Equation (1.29)]
Kz(x) =
√
π(2x)ze−x
Γ
(
z + 12
) ∫ ∞
0
e−2xttz−
1
2 (t+ 1)z−
1
2 dt
for Re(z) > −12 and | arg(x)| < π4 .
A double integral representation for 1Kz,w(x) is now given.
16There is typo in the argument of 0F2. It should be − a2y4 instead of − a
2y
2
. Also, yz−1/2 is missing from
the integrand.
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Theorem 8.3.4. Let w ∈ C. For Re(z) > −1 and | arg(x)| < π2 ,
1Kz,w(x) =
x
2Γ(z + 1)
∫ ∞
0
∫ ∞
0
yzt−
1
2√
y + x2
exp
(
−2
√(
y +
x
2
)(
t+
x
2
))
× 0F2
(
−; 1 + z, 3
2
;−w
2xy
8
)
0F2
(
−; 1
2
,
3
2
;−w
2xt
8
)
dt dy.
(8.3.22)
Proof. Replace z by z + 1/2 in (8.3.19), substitute the resulting equation in (8.3.18) and
then interchange the order of integration so as to get for Re(z) > −1,
1Kz,w(x) =
√
x
w
√
2Γ(z + 1)
∫ ∞
0
yz0F2
(
−; 1 + z, 3
2
;−w
2xy
8
)∫ ∞
0
exp
(
u
(
y +
x
2
)
− x
2u
)
× sin
(
w
√
xu√
2
)
du√
u
dy. (8.3.23)
Next, let z = 0 in (8.3.19) and replace u by 1/u in (8.3.19) so that
sin
(
w
√
xu√
2
)
=
∫ ∞
0
w
√
xt−
1
2√
2Γ
(
1
2
) 0F2
(
−; 1
2
,
3
2
;−w
2xt
8
)
e−t/u dt. (8.3.24)
Substitute (8.3.24) in (8.3.23) and then interchange the order of integration to arrive at
1Kz,w(x) =
x
2
√
πΓ(z + 1)
∫ ∞
0
∫ ∞
0
yzt−
1
2 0F2
(
−; 1 + z, 3
2
;−w
2xy
8
)
0F2
(
−; 1
2
,
3
2
;−w
2xt
8
)
×
∫ ∞
0
exp
(
−u
(
y +
x
2
)
−
(
t+
x
2
) 1
u
)
du√
u
dt dy. (8.3.25)
Now let s = 12 , p = y +
x
2 and q = t+
x
2 in (8.1.3) and then use K 12
(x) =
√
π
2xe
−x so that for
Re(x) > 0,
∫ ∞
0
exp
(
−u
(
y +
x
2
)
−
(
t+
x
2
) 1
u
)
du√
u
=
√
π(
y + x2
)1/2 e−2
√
(y+x2 )(t+
x
2 ). (8.3.26)
Finally, (8.3.22) follows by substituting (8.3.26) in (8.3.25). 
Remark 12. Letting w = 0 in Theorem 8.3.4 gives us an integral representation for Kz(x)
that was recently obtained in [21, p. 393].
8.4. An explicit pair of functions reciprocal in the second Koshliakov kernel.
Here we obtain a generalization of (7.0.2) which is the crux of the machinery needed to
prove Theorem 1.1.6.
Theorem 8.4.1. Let −34 < Re(z) < 34 and let w ∈ C. Let Lν(x) be defined in (7.0.3). Let
α and β be two positive numbers such that αβ = 1. The functions e−w
2/2
1Kz,iw(2αx) and
β 1Kz,w(2βx) form a pair of reciprocal functions with respect to the second Koshliakov kernel,
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that is,
e−w
2/2
1Kz,iw(2αx) = 2
∫ ∞
0
β 1Kz,w(2βt)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt)
)
dt,
(8.4.1)
β 1Kz,w(2βx) = 2
∫ ∞
0
e−w
2/2
1Kz,iw(2αt)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt)
)
dt.
(8.4.2)
Proof. Using Theorems 8.2.1, 8.2.3 and the bound
∣∣∣sin(πz)J2z(4√xt)− cos(πz)L2z(4√xt)∣∣∣≪z


1 + | log(tx)|, if z = 0, 0 ≤ tx ≤ 1,
(tx)−|Re(z)|, if z 6= 0, 0 ≤ tx ≤ 1,
(tx)−1/4, if tx ≥ 1,
we see that the integrals in Theorem 8.4.1 converge for −34 < Re(z) < 34 . Now replacing x, z
and y in [19, Lemma 5.2] by t/π2, 2z and x respectively, we see that for ±Re(z) < Re(s) < 34
and x > 0,∫ ∞
0
ts−1
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt)
)
dt =
Γ (s− z) Γ (s+ z) (cos(πz) − cos(πs))
22sπxs
.
(8.4.3)
From (1.1.34), for Re(s) > −1±Re(z),∫ ∞
0
ts−1β 1Kz,w(2βt)dt =
β1−s
2
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
1F1
(
1 + s− z
2
;
3
2
;−w
2
4
)
× 1F1
(
1 + s+ z
2
;
3
2
;−w
2
4
)
. (8.4.4)
Using (8.4.3), (8.4.4) and Parseval’s formula (3.1.11), and then employing (3.1.7), we see that
for ±Re(z) < c = Re(s) < min (34 , 2± Re(z)),∫ ∞
0
β 1Kz,w(2βt)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt)
)
dt
=
e−w2/2
2πi
∫
(c)
βs
2
Γ
(
2− s− z
2
)
Γ
(
2− s+ z
2
)
Γ (s− z) Γ (s+ z)
22sπxs
(cos(πz) − cos(πs))
× 1F1
(
1 + s+ z
2
;
3
2
;
w2
4
)
1F1
(
1 + s− z
2
;
3
2
;
w2
4
)
ds
Note that we need −3/4 < Re(z) < 3/4 since both ±Re(z) < 3/4 and ±Re(z) < 2 ± Re(z)
have to be satisfied. Now simplify the integrand on the above right-hand side using the
duplication and reflection formulas for the gamma function and then use the fact αβ = 1 to
arrive at∫ ∞
0
β 1Kz,w(2βt)
(
sin(πz)J2z(4
√
xt)− cos(πz)L2z(4
√
xt)
)
dt
=
e−w2/2
4πi
∫
(c)
Γ
(
1 + s− z
2
)
Γ
(
1 + s+ z
2
)
1F1
(
1 + s+ z
2
;
3
2
;
w2
4
)
1F1
(
1 + s− z
2
;
3
2
;
w2
4
)
× (2αx)−s2s−1ds
=
1
2
e−w
2/2
1Kz,iw(2αx),
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as can be seen from (1.1.34). This proves (8.4.1). Similarly one can prove (8.4.2). 
Remark 13. Letting α = β = 1 and then w = 0 in either (8.4.1) or (8.4.2) leads to
Koshliakov’s result (7.0.2).
8.5. An integral evaluation involving 1Kz,w(x) and a hypergeometric function.
We now transform an integral involving 1Kz,w(x) into a double integral. This is one of the
main ingredients in the proof of Theorem 1.1.6.
Theorem 8.5.1. Let 0 < Re(z) < 1. Let w ∈ C, n ∈ N and α > 0. Then∫ ∞
0
1K z
2
,iw(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
−4n z2π z+12 ew
2
4
w2Γ
(
z
2
) ∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1)K z
2
(
2nπα
u
)
sin(wv) sinh(wuv) dudv. (8.5.1)
Proof. From (1.1.34), for Re(s) > −1±Re( z2),∫ ∞
0
xs−11K z
2
,iw(2αx)dx
=
1
2αs
Γ
(
1 + s
2
− z
4
)
Γ
(
1 + s
2
+
z
4
)
1F1
(
1 + s
2
− z
4
;
3
2
;
w2
4
)
1F1
(
1 + s
2
+
z
4
;
3
2
;
w2
4
)
.
Replace s by s+ z2 − 1 in the above equation to get for Re(s) > 0,∫ ∞
0
xs+
z
2
−2
1K z
2
,iw(2αx)dx
=
1
2αs+z/2−1
Γ
(s
2
)
Γ
(
s+ z
2
)
1F1
(
s
2
;
3
2
;
w2
4
)
1F1
(
s+ z
2
;
3
2
;
w2
4
)
. (8.5.2)
From Lemma 3.1.1, (8.5.2) and Parseval’s formula in the form (3.1.11), we have for 0 < c =
Re(s) < Re(z),∫ ∞
0
1K z
2
,iw(2αx)2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
x
z−2
2 dx
=
1
2πi
∫
(c)
1
2αz/2−s
Γ
(
1− s
2
)
Γ
(
1− s+ z
2
)
1F1
(
1− s
2
;
3
2
;
w2
4
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
× n
sπ
3
2
+s
2 sin
(
πs
2
) Γ (z−s2 )
Γ
(
1−s
2
)
Γ
(
z
2
) ds
=
√
π
8iαz/2Γ
(
z
2
) ∫
(c)
Γ
(
1−s+z
2
)
Γ
(
z−s
2
)
sin
(
πs
2
) 1F1
(
1− s
2
;
3
2
;
w2
4
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
(πnα)sds
(8.5.3)
Replace x by 2nπα/x, s by −s+ z2 and z by z/2 in (1.1.36) to obtain for c1 = Re(s) < 0,
1
2πi
∫
(c1)
Γ
(
z − s
2
)
Γ
(−s
2
)
(nπα)sx−sds = 4(nπα)
z
2x−
z
2K z
2
(
2nπα
x
)
. (8.5.4)
Replace s by s+ 1 in (3.1.12) and let a = 1, b = w to see that, for c2 = Re(s) > −2,
1
2πi
∫
(c2)
Γ
(
1 +
s
2
)
1F1
(
1− s
2
;
3
2
;
w2
4
)
x−sds =
2x
w
e
w2
4 e−x
2
sin(wx). (8.5.5)
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Apply (3.1.7) in (3.1.12), then replace s by z − s, let a = 1, b = iw and then replace x by
1/x so that for c3 = Re(s) < 1 + Re(z),
1
2πi
∫
(c3)
Γ
(
1− s+ z
2
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
x−sds =
2x−z
w
e−1/x
2
sinh
(w
x
)
. (8.5.6)
From [31, p. 91] (see also [3, p. 121, Exercise (36)]), we have
1
2πi
∫
(λ)
F1(s)F2(s)F3(s)ds =
∫ ∞
0
∫ ∞
0
f1(u)f2(v)f3
(
1
uv
)
dudv
uv
, (8.5.7)
where the conditions for its validity are given in [31]. One can check that the conditions for
(8.5.7) to hold are satisfied by the functions on the right-hand sides of (8.5.4), (8.5.5) and
(8.5.6) as long as −2 < λ = Re(s) < 0. Hence upon using (3.1.2) in the first step below, we
see that for −2 < λ = Re(s) < 0,
1
2πi
∫
(λ)
Γ
(
1−s+z
2
)
Γ
(
z−s
2
)
sin
(
πs
2
) 1F1
(
1− s
2
;
3
2
;
w2
4
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
(nπα)sds
= − 1
2π2i
∫
(λ)
Γ
(
z − s
2
)
Γ
(
−s
2
)
Γ
(
1 +
s
2
)
1F1
(
1− s
2
;
3
2
;
w2
4
)
× Γ
(
1− s+ z
2
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
(nπα)sds
= − 1
π
∫ ∞
0
∫ ∞
0
4(nπα)z/2u−z/2K z
2
(
2nπα
u
)
2v
w
ew
2/4e−v
2
sin(wv)
2(uv)z
w
e−u
2v2 sinh(wuv)
dudv
uv
=
−16(nπα) z2
πw2
ew
2/4
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1)K z
2
(
2nπα
u
)
sin(wv) sinh(wuv) dudv.
(8.5.8)
Now consider the contour formed by the line segments [λ− iT, c− iT ], [c− iT, c+ iT ], [c+
iT, λ+ iT ], and [λ+ iT, λ− iT ], where 0 < c < Re(z). Then the only pole of the integrand of
the left-hand side of (8.5.8) inside the contour is the simple pole at s = 0 (due to sin
(
πs
2
)
).
Since the integrals along the horizontal segments tend to zero as T →∞ because of (3.1.4),
we find from (8.5.8) that for 0 < c = Re(s) < Re(z),
1
2πi
∫
(c)
Γ
(
1−s+z
2
)
Γ
(
z−s
2
)
sin
(
πs
2
) 1F1
(
1− s
2
;
3
2
;
w2
4
)
1F1
(
1− s+ z
2
;
3
2
;
w2
4
)
(nπα)sds
=
−16(nπα) z2
πw2
ew
2/4
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1)K z
2
(
2nπα
u
)
sin(wv) sinh(wuv)dudv +R0,
(8.5.9)
where R0 =
22−z
w
Γ(z)erfi
(w
2
)
1F1
(
1 + z
2
;
3
2
;
w2
4
)
. From (8.5.3) and (8.5.9), we find that
∫ ∞
0
1K z
2
,iw(2αx)2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
x
z−2
2 dx
=
−4n z2π z+12 ew
2
4
w2Γ
(
z
2
) ∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1)K z
2
(
2nπα
u
)
sin(wv) sinh(wuv)dudv
+
πα−
z
2
2w
Γ
(
1 + z
2
)
erfi
(w
2
)
1F1
(
1 + z
2
;
3
2
;
w2
4
)
. (8.5.10)
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Now from (1.1.34),∫ ∞
0
1K z
2
,iw(2αx)x
z−2
2 dx =
πα−
z
2
2w
Γ
(
1 + z
2
)
erfi
(w
2
)
1F1
(
1 + z
2
;
3
2
;
w2
4
)
. (8.5.11)
From (8.5.10) and (8.5.11), we are led to (8.5.1). 
The Lommel functions sµ,ν(ξ) and Sµ,ν(ξ) are defined by [55, p. 346, Equation (10)]
sµ,ν(ξ) =
ξµ+1
(µ− ν + 1)(µ + ν + 1) 1F2
(
1;
1
2
µ− 1
2
ν +
3
2
,
1
2
µ+
1
2
ν +
3
2
;−1
4
ξ2
)
.
and [55, p. 347, Equation (2)]
Sµ,ν(ξ) = sµ,ν(ξ) +
2µ−1Γ
(
µ−ν+1
2
)
Γ
(
µ+ν+1
2
)
sin(νπ)
×
{
cos
(
1
2
(µ− ν)π
)
J−ν(ξ)− cos
(
1
2
(µ+ ν)π
)
Jν(ξ)
}
(8.5.12)
for ν /∈ Z, and
Sµ,ν(ξ) = sµ,ν(ξ) + 2
µ−1Γ
(
µ− ν + 1
2
)
Γ
(
µ+ ν + 1
2
)
×
{
sin
(
1
2
(µ − ν)π
)
Jν(ξ)− cos
(
1
2
(µ − ν)π
)
Yν(ξ)
}
for ν ∈ Z. In his PhD thesis, Yu [57, Appendix C] compiled a list of 75 integral represen-
tations for sµ,ν(ξ) and Sµ,ν(ξ). However, to the best of our knowledge, the representation
for S−z− 3
2
, 1
2
(ξ) given below seems to be new. Note that this special case of the first Lommel
function arises in the seminal work of Lewis [40], and of Lewis and Zagier [41].
Corollary 8.5.2. For Re(z) > −3, n ∈ N and α > 0,∫ ∞
0
2αx
z
2K z
2
(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
dx
= −
√
2πz+
3
2nz+
1
2α
z+1
2
Γ(z + 2)
Γ
(
z
2
) S−z− 3
2
, 1
2
(2πnα). (8.5.13)
Proof. We first obtain the result for 0 < Re(z) < 1 as a special case of Theorem 8.5.1 and
later extend it to Re(z) > −3 by analytic continuation.
Let w = 0 in (8.5.1) and use (1.1.35) so that∫ ∞
0
2αx
z
2K z
2
(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
dx
=
−4n z2π z+12
Γ
(
z
2
) ∫ ∞
0
∫ ∞
0
u
z
2 vz+2e−v
2(u2+1)K z
2
(
2nπα
u
)
dudv. (8.5.14)
From [46, p. 353, Equation 2.16.8.13], for Re(a) > 0 and Re(b) > 0,∫ ∞
0
xs−1e−
a
x2Kν(bx) dx
=
2s−2
bs
Γ
(
s− ν
2
)
Γ
(
s+ ν
2
)
0F2
(
−; 2− s− ν
2
,
2− s+ ν
2
;−ab
2
4
)
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+
a
s+ν
2 bν
2ν+2
Γ(−ν)Γ
(
−s+ ν
2
)
0F2
(
−; 1 + ν, s+ ν + 2
2
;−ab
2
4
)
+
a
s−ν
2
22−νbν
Γ(ν)Γ
(
ν − s
2
)
0F2
(
−; 1− ν, s− ν + 2
2
;−ab
2
4
)
.
Let s = −1 − z2 , ν = z2 and a = v2, v > 0, and b = 2nπα, n > 0, in the above equation so
that for Re(α) > 0,∫ ∞
0
x−
z
2
−2e−
v2
x2K z
2
(2nπαx) dx
=
(nπα)1+
z
2
4
Γ
(
−z
2
− 1
2
)
Γ
(
−1
2
)
0F2
(
−; 3
2
,
3 + z
2
;−(nπαv)2
)
+
(nπα)
z
2
4v
Γ
(
−z
2
)
Γ
(
1
2
)
0F2
(
−; 1 + z
2
,
1
2
;−(nπαv)2
)
+
v−z−1
4(nπα)
z
2
Γ
(z
2
)
Γ
(
z + 1
2
)
0F2
(
−; 1− z
2
,
1− z
2
;−(nπαv)2
)
. (8.5.15)
Make the change of variable x = 1u in the integral on the left-hand side of (8.5.15) then in
the resultant multiply both sides by vz+2e−v2 and integrate with respect to v from 0 to ∞ to
obtain ∫ ∞
0
∫ ∞
0
u
z
2 vz+2e−v
2(u2+1)K z
2
(
2nπα
u
)
dudv
= −
√
π
2
(nπα)1+
z
2Γ
(
−z
2
− 1
2
)∫ ∞
0
vz+2e−v
2
0F2
(
−; 3
2
,
3 + z
2
;−(nπαv)2
)
dv
+
√
π
4
(nπα)
z
2Γ
(
−z
2
)∫ ∞
0
vz+1e−v
2
0F2
(
−; 1 + z
2
,
1
2
;−(nπαv)2
)
dv
+
√
πΓ(z)
2z+1(nπα)
z
2
∫ ∞
0
ve−v
2
0F2
(
−; 1− z
2
,
1− z
2
;−(nπαv)2
)
dv.
Now employ change of variable v =
√
x in all three integrals on the right-hand side and use
(4.2.22) repeatedly to deduce that for n > 0, Re(z) > −1 and Re(α) > 0,∫ ∞
0
∫ ∞
0
u
z
2 vz+2e−v
2(u2+1)K z
2
(
2nπα
u
)
dudv
=
π
3+z
2
8
(nα)
z
2 sec
(πz
2
)
sin(2nπα) − π
3+z
2
8
(nα)
z
2 cosec
(πz
2
)
cos(2nπα)
+
√
πΓ(z)
2z+2(nπα)
z
2
1F2
(
−; 1− z
2
,
1− z
2
;−(nπα)2
)
= −π
3+z
2
4
(nα)
z
2
sin(πz)
cos
(π
2
(z + 4nα)
)
+
√
πΓ(z)
2z+2(nπα)
z
2
1F2
(
1; 1 − z
2
,
1− z
2
;−(nπα)2
)
=
√
π
2
√
2
(πnα)
z+1
2 Γ(z + 2)S−z− 3
2
, 1
2
(2πnα), (8.5.16)
where in the last step, we used (8.5.12). Thus from (8.5.14) and (8.5.16), we obtain (8.5.13)
for 0 < Re(z) < 1. To see that the result is actually valid for Re(z) > −3, it suffices to show
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that both sides of (8.5.13) are analytic in Re(z) > −3. This is shown using Theorem 3.1.3.
Let
g(x, z) := x
z
2K z
2
(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
.
Clearly, for Re(z) > −3, g(x, z) is continuous in x and z and is also analytic in z in this
region for a fixed x. It only remains to show that
∫∞
0 g(x, z) dx converges uniformly at both
the limits in any compact subset of Re(z) > −3.
Case I: x is small and positive.
For Re(z) > 0, (8.2.14) and 2F1
(
1, z2 ;
1
2 ;− x
2
π2n2
)
−1 = On,z(x2) implies that g(x, z) = O(x2)
as x→ 0. Similarly, for Re(z) < 0, from (8.2.14),
K z
2
(2αx) = K− z
2
(2αx) ∼ 1
2
Γ
(
−z
2
)
(αx)
z
2 ,
and hence g(x, z) = O
(
xRe(z)+2
)
. It is thus easy to see that the integral converges uni-
formly in any compact subset of Re(z) > −3,Re(z) 6= 0. Next, for z = 0, (8.2.14) implies
K0(2αx) ∼ − log(2αx) as x → 0, so in this case too the integral is uniformly convergent for
Re(z) > −3. The remaining case for Re(z) = 0, z 6= 0, follows from a result of Dunster [23,
Equation (2.14)].
Case II: x is large and positive.
As x→∞,
K z
2
(2αx) ∼
√
π
4αx
e−4αx. (8.5.17)
The exponential decay ensures that the integral is uniformly convergent in any compact
subset of Re(z) > −3.
Consequently, we see that the left-hand side of (8.5.13) is analytic for Re(z) > −3. Now
consider the right-hand side. We know that S−z− 3
2
, 1
2
(ξ) is analytic in Re(z) > −3 except
for possible poles at z = 2m or 2m − 1, where m ∈ N ∪ {0}. However, these are removable
singularities (see [55, p. 347-349]). Also, the possible pole of the right-hand side at z = −2
is easily seen to be a removable singularity since both Γ(z +2) and Γ(z/2) have simple poles
there. Hence the right-hand side of (8.5.13) is also analytic in Re(z) > −3.
By analytic continuation, we see that (8.5.13) holds for Re(z) > −3. 
Remark 14. One could possibly extend the results in Theorem 8.5.1 to Re(z) > −3. How-
ever, among other things, this would require studying the asymptotics of 1Kz,w(x) for Re(z) =
0, which would generalize a result of Dunster [23, Equation (2.14)]. However, we do not ven-
ture into this since it is not needed for our immediate objectives.
9. Generalized modular relation with theta structure and the Riemann
Ξ-function
We first obtain a generalized modular-type transformation of the form F (z, w, α) = F (z, iw, β)
between two triple integrals and then derive Theorem 1.1.5 from it. To the best of our knowl-
edge, this modular-type transformation given in Theorem 9.1.1 below is first-of-its-kind in the
literature to involve triple integrals. It involves the function Ω(x, z) which was first studied
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in [19, Section 6] and is defined by
Ω(x, z) := 2
∞∑
n=1
σ−z(n)nz/2
(
eπiz/4Kz(4πe
πi/4√nx) + e−πiz/4Kz(4πe−πi/4
√
nx)
)
. (9.0.1)
It plays a crucial role in deriving a short proof of the generalized Vorono¨ı summation formula
for σ−z(n) [9, Theorem 6.1].
It satisfies two important properties, the first of which is, for−1 < Re(z) < 1 and Re(x) > 0
[19, Proposition 6.1],
Ω(x, z) = −Γ(z)ζ(z)
(2π
√
x)z
+
xz/2−1
2π
ζ(z)− x
z/2
2
ζ(z + 1) +
xz/2+1
π
∞∑
n=1
σ−z(n)
n2 + x2
. (9.0.2)
The second property implies that the function Ω(x, z)− 12π ζ(z)x
z
2
−1 is self-reciprocal (up to
a constant) in the Hankel kernel, namely [22, Lemma 4.2], for −1 < Re(z) < 1, Re(x) > 0,
we have∫ ∞
0
Jz(4π
√
xy)
(
Ω(y, z)− 1
2π
ζ(z)y
z
2
−1
)
dy =
1
2π
(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
. (9.0.3)
9.1. A generalized modular relation involving ζw(s, a): Proof of Theorem 1.1.5.
We commence this section by first obtaining a generalized modular relation between two
triple integrals.
Theorem 9.1.1. Let w ∈ C, −1 < Re(z) < 1. For α, β > 0 such that αβ = 1,
√
α
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2παxv
u
)(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
dxdudv
=
√
β
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wu) sinh(wv)
× J z
2
(
2πβxv
u
)(
Ω(x, z) − 1
2π
ζ(z)x
z
2
−1
)
dxdudv. (9.1.1)
Proof. We first show that the triple integrals in (9.1.1) converge. This is shown only for
the one on the left-hand side; the convergence of the integral on the right-hand side can be
similarly shown. To do this, we first analyze the behavior of the innermost integral. From
(9.0.2), it is clear that as x→ 0,
Ω(x, z) − 1
2π
ζ(z)x
z
2
−1 = O
(
x
|Re(z)|
2
)
. (9.1.2)
Using (8.5.17) in (9.0.1), we see that as x→∞,
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1 = O
(
e−2π
√
2x+pi
4
|Im(z)|
)
+O
(
x
Re(z)
2
−1
)
= O
(
x
Re(z)
2
−1
)
. (9.1.3)
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Also, from [2, p. 360], for ǫ1 small enough and M1 large enough,
Jν(x)≪


xRe(ν), if 0 ≤ x < ǫ1,
Aǫ1,M1 , if ǫ1 ≤ x ≤M1,
x−1/2, if x > M1,
(9.1.4)
where Aǫ1,M1 depends only on ǫ1 and M1. Then from (9.1.2), (9.1.3) and (9.1.4), for ǫ2 small
enough and M2 large enough,
J z
2
(
2παxv
u
)(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
≪


(
v
u
)Re(z)
2 x
Re(z)
2
+ |Re(z)|
2 , if 0 < x < ǫ2,
Bǫ2,M2 , if ǫ2 ≤ x ≤M2,(
v
u
)− 1
2 x
Re(z)
2
− 3
2 , if x > M2.
(9.1.5)
Since −1 < Re(z) < 1, (9.1.5) implies∫ ∞
0
J z
2
(
2παxv
u
)(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
dx≪α (v/u)Re(z)/2 + Cǫ2,M2 + (v/u)−1/2.
Substituting the above bound for the innermost integral on the left-hand side of (9.1.1), it is
seen that the resulting double integral over u and v converges. This proves the convergence
of the triple integral for −1 < Re(z) < 1.
Now let I(z, w, α) denote the expression on the left-hand side of (9.1.1). Employing (9.0.3)
to represent Ω(x, z) − 12π ζ(z)x
z
2
−1 in I(z, w, α) as an integral, we observe that for −1 <
Re(z) < 1,
I(z, w, α) =
2π
√
α
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2παxv
u
)∫ ∞
0
Jz(4π
√
xy)
(
Ω(y, z)− 1
2π
ζ(z)y
z
2
−1
)
dydxdudv
=
2π
√
α
w2
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
∫ ∞
0
(
Ω(y, z)− 1
2π
ζ(z)y
z
2
−1
)
×
∫ ∞
0
J z
2
(
2πxαv
u
)
Jz(4π
√
xy) dxdydudv, (9.1.6)
where we interchanged the order of integration of the inner two integrals, permissible because
of absolute convergence. From [46, p. 215, Formula 2.12.34.1], for b, c > 0, Re(ν) > −12 ,∫ ∞
0
J2ν(b
√
x)Jν(cx) dx =
1
c
Jν
(
b2
4c
)
.
Letting b = 4π
√
y, c = 2παvu and ν =
z
2 in the above integral evaluation, for Re(z) > −1, y >
0, α > 0, v > 0 and u > 0, we get∫ ∞
0
J z
2
(
2παvx
u
)
Jz(4π
√
xy) dx =
u
2παv
J z
2
(
2πuy
vα
)
. (9.1.7)
From (9.1.6) and (9.1.7) and the fact αβ = 1, we deduce, for −1 < Re(z) < 1,
I(z, w, α) =
√
β
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
v
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2πyβu
v
)(
Ω(y, z)− 1
2π
ζ(z)y
z
2
−1
)
dydudv
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=
√
β
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wu) sinh(wv)
× J z
2
(
2πyβv
u
)(
Ω(y, z)− 1
2π
ζ(z)y
z
2
−1
)
dydudv,
where in the last step, we swapped the variables u and v and then interchanged the order of
integration, permissible again because of absolute convergence. This completes the proof. 
Remark 15. If we let w → 0 in Theorem 9.1.1, we obtain [22, Equation (4.10)] as a special
case, namely, for −1 < Re(z) < 1 and αβ = 1,
α(z+1)/2
∫ ∞
0
e−2παxxz/2
(
Ω(x, z)− 1
2π
ζ(z)xz/2−1
)
dx
= β(z+1)/2
∫ ∞
0
e−2πβxxz/2
(
Ω(x, z)− 1
2π
ζ(z)xz/2−1
)
dx,
since the double integrals over u and v can be explicitly evaluated in closed-form using Lemma
4.2.6.
We prove Theorem 1.1.5 here.
Proof of Theorem 1.1.5. It suffices to show that for any α > 0 and −1 < Re(z) < 1,
√
α
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2παxv
u
)(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
dxdudv
=
Γ(z + 1)
2z+3π
z+1
2
α
z+1
2
( ∞∑
m=1
ϕw(z,mα) − ζ(z + 1)Aw(z)
2αz+1
− ζ(z)Aw(−z)
αz
)
, (9.1.8)
where ϕw(z,mα) and Aw(z) are defined in (1.1.29) and (1.1.23) respectively, for then, one
can replace α by β, and simultaneously w by iw, in (9.1.8), use the fact αβ = 1, and then
appeal to Theorem 9.1.1 to arrive at Theorem 1.1.5.
Observe from Theorem 1.1.3 that ζ(z + 1,mα + 1) is well-defined and analytic in −1 <
Re(z) < 1 except for a simple pole at z = 0. However, at z = 0, the expression−Aiw(−z)x−z/z
in (1.1.29) also has a simple pole. Hence we see that ϕw(z,mα) is well-defined for −1 <
Re(z) < 1. The convergence of the series
∑∞
m=1 ϕw(z,mα) in −1 < Re(z) < 1 (in fact,
absolute and uniform convergence) follows from (5.3.1). We now prove (9.1.8). Invoke (9.0.2)
to rephrase the integral on the left-hand side of (9.1.8) as
√
α
w2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2παxv
u
)(
Ω(x, z)− 1
2π
ζ(z)x
z
2
−1
)
dxdudv
=
√
α
w2
(T1(z, w, α) + T2(z, w, α)) , (9.1.9)
where
T1(z, w, α) :=
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
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× J z
2
(
2παxv
u
)
x
z
2
+1
π
∞∑
n=1
σ−z(n)
x2 + n2
dxdudv
T2(z, w, α) :=
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
2παxv
u
)(
−x
z/2
2
ζ(z + 1)− Γ(z)ζ(z)
(2π
√
x)z
)
dxdudv
Note that
T1(z, w, α) =
∞∑
m=1
m−z
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)J z
2
(
2παvx
u
)
× x
z
2
+1
π
∞∑
k=1
1
x2 +m2k2
dxdudv
= (2π)−1−
z
2
∞∑
m=1
m−
z
2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× J z
2
(
mαvt
u
)
tz/2
(
2t
∞∑
k=1
1
t2 + 4k2π2
)
dtdudv,
where we interchanged the order of integration and summation in the first step and employed
change of variable x = mt/(2π) in the second. However, from [12, p. 191], for t 6= 0,
2t
∞∑
k=1
1
t2 + 4k2π2
=
1
et − 1 −
1
t
+
1
2
.
Hence
T1(z, w, α) = (2π)
−1− z
2
∞∑
m=1
m−
z
2
∫ ∞
0
∫ ∞
0
∫ ∞
0
(uv)
z
2
u
e−(u
2+v2) sin(wv) sinh(wu)
× t z2J z
2
(
αmvt
u
)(
1
et − 1 −
1
t
+
1
2
)
dtdudv
=
w2Γ(z + 1)αz/2
2z+3π
z+1
2
∞∑
m=1
ϕw(z,mα), (9.1.10)
where in the last step we invoked Theorem 4.2.5 with s = z + 1 and a = mα, and then used
the definition in (1.1.29).
To simplify T2(z, w, α), we first evaluate the inner integral over x. To do this, we first let
µ = z2 = ν and b =
2παv
u in (4.2.13) to observe for −1 < Re(z) < 1, α > 0, v > 0 and u > 0,∫ ∞
0
x
z
2J z
2
(
2παvx
u
)
dx =
2
z
2√
π
Γ
(
1 + z
2
)(
2παv
u
)−1− z
2
. (9.1.11)
Similarly, ∫ ∞
0
x−
z
2J z
2
(
2παvx
u
)
dx =
2−
z
2
√
π
Γ
(
1+z
2
) (2παv
u
)−1+ z
2
. (9.1.12)
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Thus from (9.1.11) and (9.1.12),∫ ∞
0
J z
2
(
2παxv
u
)(
−x
z/2
2
ζ(z + 1)− Γ(z)ζ(z)
(2π
√
x)z
)
dx
= − 1
4π(z+3)/2
Γ
(
z + 1
2
)
ζ(z + 1)
(αv
u
)−1− z
2 − 1
2z+1π(z+1)/2
Γ(z)
Γ
(
z+1
2
)ζ(z)(αv
u
)−1+ z
2
,
so that
T2(z, w, α) = − α
−1− z
2
4π(z+3)/2
Γ
(
z + 1
2
)
ζ(z + 1)
∫ ∞
0
∫ ∞
0
uz
v
e−(u
2+v2) sin(wv) sinh(wu) dudv
− α
−1+ z
2
2z+1π(z+1)/2
Γ(z)
Γ
(
z+1
2
)ζ(z)∫ ∞
0
∫ ∞
0
vz−1e−(u
2+v2) sin(wv) sinh(wu) dudv
= − α
−1− z
2
2z+4π
z+1
2
w2Γ(z + 1)ζ(z + 1)Aw(z)− α
−1+ z
2
2z+3π
z+1
2
w2Γ(z)ζ(z)Aw(−z), (9.1.13)
where in the second step we invoked Lemma 4.2.2. From (9.1.9), (9.1.10) and (9.1.13), we
obtain (9.1.8) upon simplification. This completes the proof. 
9.2. Evaluation of an integral of the Riemann Ξ-function: Proof of Theorem 1.1.6.
Proof of Theorem 1.1.6. We first prove the result for 0 < Re(z) < 1 and later extend it to
−1 < Re(z) < 1 by analytic continuation.
We know from Theorem 8.4.117 that e−w2/21Kz,iw(2αx) and β1Kz,w(2βx), where αβ = 1,
are second Koshliakov transforms of each other. So let us choose φ(x, z, w) and ψ(x, z, w)
from (7.0.4) and (7.0.5) to be
(φ(x, z, w), ψ(x, z, w)) =
(
e−w
2/2
1Kz,iw(2αx), β1Kz,w(2βx)
)
so that from (1.1.34), (7.0.6), (7.0.7) and (7.0.8),
Θ(x, z, w) = e−
w2
2 1Kz,iw(2αx) + β1Kz,w(2βx), (9.2.1)
Z(s, z, w) = Z1(s, z, w) + Z2(s, z, w), (9.2.2)
where, using (1.1.34),
Z1(s, z, w) =
e−
w2
2
2αs
1F1
(
1 + s− z
2
,
3
2
,
w2
4
)
1F1
(
1 + s+ z
2
,
3
2
,
w2
4
)
=
1
2αs
1F1
(
1− s− z
2
,
3
2
,−w
2
4
)
1F1
(
1− s+ z
2
,
3
2
,−w
2
4
)
, (9.2.3)
Z2(s, z, w) =
1
2βs−1 1
F1
(
1 + s− z
2
,
3
2
,−w
2
4
)
1F1
(
1 + s+ z
2
,
3
2
,−w
2
4
)
. (9.2.4)
Note that in the second equality in (9.2.3), we used (3.1.7) twice.
In order to use the above choices of φ,ψ,Θ and Z(s, z, w) in Theorem 7.2.1, we need
to first verify that φ and ψ indeed belong to ♦η,ω. To that end, it suffices to show that
1Kz,w(x) ∈ ♦η,ω, which is done next.
17Even though this result is true only for − 3
4
< Re(z) < 3
4
, later while actually using the reciprocal functions
in this result, we will replace z by z/2, in which case the result then actually holds for − 3
2
< Re(z) < 3
2
.
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From Theorem 1.1.7, it is clear that 1Kz,w(x) is an analytic function of x for | arg(x)| < π4 .
Therefore part (i) of Definition (7.1.1) is satisfied with ω = π4 . Next, from Theorem 8.2.3, for
z 6= 0,
1Kz,w(x) = O
(
x1−Re(z)
)
as x→ 0. Since Re(z) < 1 in the hypotheses of the theorem, we have
1Kz,w(x) = O(x
−δ), (9.2.5)
for small values of x and for every δ > 0. Note from (8.2.9) that (9.2.5) is valid for z = 0
too. Similarly, the near-exponential decay of 1Kz,w(x) for large values of x, as can be seen
from Theorem 8.2.1, ensures that
1Kz,w(x) = O
(
x−η−1−|Re(z)|
)
(9.2.6)
for x large and η > 0. Hence (9.2.5) and (9.2.6) imply that part (ii) of Definition (7.1.1) is
also satisfied whence 1Kz,w(x) ∈ ♦η,ω.
Next, from (1.1.31) and (9.2.2) and the hypothesis αβ = 1, we have
Z
(
1 + it
2
,
z
2
, w
)
=
1
2
√
α
e−
w2
4 ∆2
(
α,
z
2
, w,
1 + it
2
)
. (9.2.7)
Also, from (9.2.3) and (9.2.4),
Z1
(
1± z
2
,
z
2
, w
)
=
1
2
α−1∓
z
2
√
πerf
(
w
2
)
w
1F1
(
1∓ z
2
;
3
2
;−w
2
4
)
Z2
(
1± z
2
,
z
2
, w
)
=
1
2
β∓
z
2
√
πe−
w2
4 erfi
(
w
2
)
w
1F1
(
1± z
2
;
3
2
;−w
2
4
)
so that from (7.2.2) and (9.2.2) and upon using (3.1.7) for each of 1F1’s in the expressions
involving α, we find that
S(z, w) =
Γ(z + 1)e
−w2
4
2z+1
√
α
{
1
2
α
−(z+1)
2 ζ(z + 1)Aw(z) +
1
2
β
−(z+1)
2 ζ(z + 1)Aiw(z)
+ α
z−1
2
ζ(z)
z
Aw(−z) + β
z−1
2
ζ(z)
z
Aiw(−z)
}
=
Γ(z + 1)e
−w2
4
2z+1
√
α
{
α
(z+1)
2
(
ζ(z + 1)Aw(z)
2αz+1
+
ζ(z)Aw(−z)
αz
)
+ β
(z+1)
2
(
ζ(z + 1)Aiw(z)
2βz+1
+
ζ(z)Aiw(−z)
βz
)}
, (9.2.8)
where Aw(z) is defined in (1.1.23).
Thus using the aforementioned choices of φ,ψ as well as (9.2.1), (9.2.2), (9.2.7) and (9.2.8)
in Theorem 7.2.1, we arrive at
e−
w2
4 π
z−3
2
2
√
α
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
∆2
(
α, z2 , w,
1+it
2
)
(z + 1)2 + t2
dt
= − 1
π
Γ
(
z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
{
e
−w2
2 1K z
2
,iw(2αx) + β1K z
2
,w(2βx)
} (
2F1
(
1, z2 ;
1
2 ;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
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− Γ(z + 1)e
−w2
4
2z+1
√
α
{
α
(z+1)
2
(
ζ(z + 1)Aw(z)
2αz+1
+
ζ(z)Aw(−z)
αz
)
+ β
(z+1)
2
(
ζ(z + 1)Aiw(z)
2βz+1
+
ζ(z)Aiw(−z)
βz
)}
(9.2.9)
We will now be done if we can show that
− 1
π
Γ
(z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
e
−w2
2 1K z
2
,iw(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
α
z
2Γ(z + 1)e−
w2
4
2z+1
∞∑
m=1
ϕw(z,mα), (9.2.10)
where φw(z,mα) is defined in (1.1.29), for then, replacing α by β and simultaneously w → iw
in (9.2.10), and then multiplying both sides of the resulting equation by βe−
w2
2 will lead, upon
noticing 1K z
2
,−w(x) = 1K z
2
,w(x), to
− 1
π
Γ
(z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
β1K z
2
,w(2βx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
β
z
2
+1Γ(z + 1)e−
w2
4
2z+1
∞∑
m=1
ϕiw(z,mβ), (9.2.11)
and then substituting (9.2.10) and (9.2.11) in (9.2.9), multiplying both sides of the resulting
equation by 2
z+1e
w2
4
√
α
Γ(z+1) and simplifying would imply
2zπ
z−3
2
Γ(z + 1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
∆2
(
α, z2 , w,
1+it
2
)
(z + 1)2 + t2
dt
= α
z+1
2
( ∞∑
m=1
ϕw(z,mα) − ζ(z + 1)Aw(z)
2αz+1
− ζ(z)Aw(−z)
αz
)
+ β
z+1
2
( ∞∑
m=1
ϕiw(z,mβ)− ζ(z + 1)Aiw(z)
2βz+1
− ζ(z)Aiw(−z)
βz
)
.
Then invoking Theorem 1.1.5, we would finally arrive at (1.1.32).
Thus our aim now is to establish (9.2.10). To that end, note that employing Theorem 8.5.1
in the first step below, we have
− 1
π
Γ
(z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
e
−w2
2 1K z
2
,iw(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
4π
z−1
2 e−
w2
4
w2
∞∑
n=1
σ−z(n)n
z
2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1)K z
2
(
2nπα
u
)
sin(wv) sinh(wuv) dudv
=
4π
z−1
2 e−
w2
4
w2
∞∑
m=1
m−
z
2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1) sin(wv) sinh(wuv)
×
∞∑
n=1
n
z
2K z
2
(
2mnπα
u
)
dudv, (9.2.12)
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where the interchange of the order of summation and integration follows from absolute con-
vergence. Now from [54], we have for Re(ξ) > 0 and Re(ν) > 0,
∞∑
n=1
nνKν(2πnξ) =
1
4
√
π(πξ)−ν−1Γ
(
ν +
1
2
)
− 1
4
(πξ)−νΓ(ν)
+
√
π
2ξ
(
ξ
π
)ν+1
Γ
(
ν +
1
2
) ∞∑
n=1
(n2 + ξ2)−ν−
1
2 . (9.2.13)
Let ν = z/2 and ξ = mα/u in (9.2.13) and substitute the resulting right-hand side to simplify
the inner sum on the extreme right-hand side of (9.2.12) thereby obtaining
− 1
π
Γ
(z
2
) ∞∑
n=1
σ−z(n)
∫ ∞
0
e−
w2
2 1K z
2
,iw(2αx)
(
2F1
(
1,
z
2
;
1
2
;− x
2
π2n2
)
− 1
)
x
z−2
2 dx
=
∞∑
m=1
m−
z
2
4π
z−1
2 e−
w2
4
w2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1) sin(wv) sinh(wuv)
×
{√
π
4
(πmα
u
)− z
2
−1
Γ
(
z + 1
2
)
− 1
4
(πmα
u
)− z
2
Γ
(z
2
)
+
√
πu
2mα
(mα
πu
)1+ z
2
Γ
(
z + 1
2
) ∞∑
n=1
(
n2 +
m2α2
u2
)−1−z
2
}
dudv (9.2.14)
Our next job is to simplify the three double integrals occurring inside the sum on m. Observe
that using Lemma 4.2.2 and (3.1.1) and recalling the definition of Aw(z) given in (1.1.23),
we have
4π
z−1
2 e−
w2
4
w2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1) sin(wv) sinh(wuv)
√
π
4
(πmα
u
)− z
2
−1
Γ
(
z + 1
2
)
dudv
=
(mα)
z
2Γ(z + 1)e−
w2
4
2z+1
(
1
2
Aw(z)(mα)
−z−1
)
, (9.2.15)
and
4π
z−1
2 e−
w2
4
w2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1) sin(wv) sinh(wuv)
1
4
(πmα
u
)− z
2
Γ
(z
2
)
dudv
=
(mα)
z
2Γ(z + 1)e−
w2
4
2z+1
(
Aiw(−z)
z
(mα)−z
)
. (9.2.16)
Moreover, employing change of variable u = t/v in the last double integral occurring in
(9.2.14), we see that
4π
z−1
2 e−
w2
4
w2
∫ ∞
0
∫ ∞
0
u−1+
z
2 vze−v
2(u2+1) sin(wv) sinh(wuv)
√
πu
2mα
(mα
πu
)1+ z
2
Γ
(
z + 1
2
)
×
∞∑
n=1
(
n2 +
m2α2
u2
)−z−1
2
dudv
=
2(mα)
z
2 e−
w2
4
w2π
Γ
(
z + 1
2
)∫ ∞
0
∫ ∞
0
tzvze−(t
2+v2) sin(wv) sinh(wt)
∞∑
n=1
(n2t2 +m2α2v2)
−z−1
2 dtdv
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=
2(mα)
z
2 e−
w2
4
w2π
Γ
(
z + 1
2
) ∞∑
n=1
∫ ∞
0
∫ ∞
0
tzvze−(t
2+v2) sin(wv) sinh(wt) dtdv
(n2t2 + (mα)2v2)
z+1
2
=
(mα)
z
2Γ(z + 1)e−
w2
4
2z+1
ζw(z + 1,mα+ 1), (9.2.17)
where ζw(s, a) is defined in (1.1.11). Note that the interchange of the order of summation and
integration in the second step of the above calculation is valid because of absolute convergence.
Thus from (9.2.14), (9.2.15), (9.2.16) and (9.2.17), we are led to (9.2.10). This completes
the proof of Theorem 1.1.6 for 0 < Re(z) < 1. However, both sides of (1.1.32) are analytic in
−1 < Re(z) < 1. (Note that z = 0 is the removable singularity of the right-hand side as can be
seen from Theorem 1.1.3). Hence we conclude that the result holds for −1 < Re(z) < 1. 
Corollary 9.2.1. Equation (1.1.9) holds for −1 < Re(z) < 1.
Proof. Let w → 0 in (1.1.30) and (1.1.32). To show that passing the limit through the
summation is justified, it suffices to show that
∑∞
n=1 ϕw(z,mα) is uniformly convergent on
any compact subset of the w-complex plane containing the origin w = 0, say, |w| ≤ M for
M > 0. To that end, first note that from (1.1.24),
ϕw(z,mα) =
2z+3(mα)−z
w2Γ
(
1−z
2
)
Γ(z + 1)
∫ ∞
0
∫ ∞
0
∫ ∞
1
uz−1e−(u
2+v2) sin(wv) sinh(wu)
(e
2pimαvt
u − 1)(t2 − 1) z+12
dtdudv.
Using (5.1.3), we see that ∣∣∣∣∣
∫ ∞
0
e−v
2
sin(wv)
e
2pimαvt
u − 1
dv
∣∣∣∣∣≪ |w|u
2
m2α2t2
as m→∞. Thus,
|ϕw(z,mα)| ≪z,α 1
mRe(z)+2
∫ ∞
0
∫ ∞
1
uRe(z)+1e−u
2
t2(t2 − 1)Re(z)+12
∣∣∣∣sinh(wu)w
∣∣∣∣ dtdu
≪z,α 1
mRe(z)+2
∫ ∞
0
∫ ∞
1
uRe(z)+1e−u
2
t2(t2 − 1)Re(z)+12
sinh(Mu)
M
dtdu
≪z,α,M 1
mRe(z)+2
,
since the double integral over t and u converges for −1 < Re(z) < 1. This implies the uniform
convergence of the series
∑∞
n=1 ϕw(z,mα) on |w| ≤M whence we can pass the limit through
the summation.
Also, from [37, p. 318], for |κ| large,
Mκ,µ(z) = Γ(1 + 2µ)π
−1/2z1/4κ−µ−1/4 cos
(
2
√
x
√
z − π
4
(1 + 4µ)
)
+O
(
|κ|−µ−3/4
)
.
Hence from the above equation and (8.3.9), we see that the confluent hypergeometric functions
occurring in ∆2
(
α, z2 , w,
1+it
2
)
in the integral in (1.1.6) satisfy, as |t| → ∞ and −1 < Re(z) <
1,
1F1
(
3∓ it± z
4
;
3
2
;−w
2
4
)
∼ 1
2
e−w2/8√
−w24
(±it±z
4
) sin
(√
−w2
(±it± z
4
))
. (9.2.18)
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Thus, from Stirling’s formula (3.1.4), the fact that Ξ(t) = O
(
tAe−
pi
4
t
)
for A > 0, and the
asymptotic in (9.2.18), we see that the limit w → 0 can be passed through the integral in
(1.1.32). The result now follows easily from (1.1.30), (1.1.32), Theorem 1.1.2 and (1.1.26). 
10. Concluding Remarks
This project commenced with our desire to obtain a generalization of (1.1.9) in which the
modular relation will be of the form F (z, w, α) = F (z, iw, β) with αβ = 1, thus incorporating
the theta structure. In the course of evaluating the integral in (1.1.32) occurring in the
generalization of the integral in (1.1.9), we stumbled upon a surprising new generalization of
the Hurwitz zeta function ζ(s, a), that is, (1.1.11). It was then shown that this generalized
Hurwitz zeta function ζw(s, a) satisfies a beautiful theory analogous to that of ζ(s, a) and
ζ(s), and has a nice additional property not present in ζ(s, a) when Re(s) > 1, namely,
the symmetry along the line Re(a) = 1 as can be seen from (1.1.13). This justifies the
usefulness of working with the integrals involving the Riemann Ξ-function of the type we
have studied here. They have also led us to several new and interesting special functions
Kz,w(x), 1Kz,w(x) and ζw(s, a) defined in (2.1.6), (1.1.34) and (1.1.11) respectively. However,
it would be interesting and worthwhile seeing what the deformation parameter w in ζw(s, a)
corresponds to, in the theory of Jacobi forms or related branches of number theory.
We would also like to emphasize that Theorem 1.1.6 is but one special case of Theorem
7.2.1, where we choose the pair of functions reciprocal in the kernel sin(πz)J2z(4
√
xt) −
cos(πz)L2z(4
√
xt) to be
(
e−w
2/2
1Kz,iw(2αx), β1Kz,w(2βx)
)
with αβ = 1, as done in Theorem
8.4.1. As such, one can start with other pairs of functions reciprocal in this kernel and obtain
further new identities.
In his performance analysis of power line communication systems, Abou-Rjeily [1, p. 407]
writes,
“. . . the CF [Characteristic Function] of VEGC [the noise term] is proportional to the square
of a confluent hypergeometric function which, evidently, renders all subsequent manipulations
very hard to accomplish. Consequently, additional approximations are mandatory”.
Even though the confluent hypergeometric function in our setting is different from Abou-
Rjeily’s, the fact that from Theorem 1.1.3, we have
lim
s→1
(s− 1)ζw(s, a) = e
w2
4 1F
2
1
(
1;
3
2
;−w
2
4
)
,
hints at possible applications of our new zeta function ζw(s, a) in Physics and Engineering
where one might not need to resort to approximations but rather use exact representations
for ζw(s, a) that are established in this paper for further analysis.
Problems for further study:
We list below potential problems that are worthy of investigation.
1. Can ζw(s, a) be analytically continued (in the variable s) to C\{1}?
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2. One of the fundamental formulas in the theory of Hurwitz zeta function ζ(s, a) is
Hurwitz’s formula [53, p. 37, Equation (2.17.3)] given for 0 < a ≤ 1 and Re(s) < 0 by18
ζ(s, a) =
2Γ(1 − s)
(2π)1−s
{
sin
(
1
2
πs
) ∞∑
n=1
cos(2πna)
n1−s
+ cos
(
1
2
πs
) ∞∑
n=1
sin(2πna)
n1−s
}
. (10.0.1)
Several proofs of this result exist in the literature. We refer the interested reader to [32] for
a survey of most of the existing proofs (see also [33]).
Find the generalization of Hurwitz’s formula in the setting of ζw(s, a).
3. Find the role of the deformation parameter w occurring in ζw(s, a), 1Kz,w(x) and
Kz,w(x) in Mathematics and Physics.
4. Corollary 8.5.2 contains a new integral representation for nz+1/2S−z− 3
2
, 1
2
(2πna) (mod-
ulo a factor involving z and α), where S−z− 3
2
, 1
2
(2πna) is a special case of the first Lommel
function. Theorem 8.5.1, which is a generalization of Corollary 8.5.2, therefore contains a
generalized Lommel function in the form of an integral (on the left-hand side of (8.5.1)). This
latter integral is the summand of the infinite series in (9.2.10). The special case w = 0 of such
infinite series are similar to those considered by Lewis and Zagier in [41, Equation (2.11)], and
which represent the period functions of Maass wave forms with spectral parameter (z+1)/2.
Hence it would be of interest to see what do the generalized series in (9.2.10) represent in the
context of Maass wave forms. Also, in view of (9.2.10), it would be worthwhile seeing if the
generalized modular relation in Theorem 1.1.5 has an application in Maass wave forms.
5. We know of no other way to prove the generalized modular-type transformation in
Theorem 1.1.5 and the integral evaluation in Theorem 1.1.6. It would be interesting to see
if other proofs of these results could be constructed, especially since the special case (1.1.9)
has several proofs [15], [16].
6. Find a relation between ζw(s, a+ 1) and ζw(s, a) which would then generalize the well-
known result (1.1.26).
7. Since Hermite’s formula (1.1.22) for ζ(s, a) is valid for Re(a) > 0, it would nice to
analytically continue (1.1.24) as a function of a in Re(a) > 0.
8. It would be nice to study special values of ζw(s, a). For example, note that from (1.1.24),
we have
ζw(0, a+ 1) =
√
π
w
erfi
(w
2
){
−1
2
√
π
w
erf
(w
2
)
− ae−w
2
4
}
,
which, for w = 0, gives the well-known special value of the Hurwitz zeta function, namely,
[5, p. 264, Theorem 12.13]
ζ(0, a+ 1) = −1
2
− a.
9. In Theorem 1.1.3, we introduced a new generalization of the digamma function ψ(a),
namely, ψw(a) defined in (1.1.21). Traditionally, however, ψ(a) is defined as the logarithmic
derivative of the gamma function Γ(a). In view of this, it would be interesting to find the
18This result also holds for Re(s) < 1 if 0 < a < 1. See [5, p. 257, Theorem 12.6].
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generalized gamma function Γw(a) related to ψw(a) in a similar way as Γ(a) is to ψ(a).
Perhaps, a generalization of Lerch’s formula [56, p. 271], namely
d
ds
ζ(s, a)
∣∣∣∣
s=0
= log Γ(a)− 1
2
log(2π),
in the context of ζw(s, a) would be a good place to start.
10. While developing the Theory of 1Kz,w(x) in Section 8, we found a Basset-type integral
representation for 1K0,w(x) (see Theorem 8.3.2). It would be interesting to find a Basset-type
integral representation for 1Kz,w(x) in general. This would then generalize (8.1.4).
11. From [38, Equation (1.19)], we know that the hypergeometric function 2F2
(
1, 1; 2, 32 ;−w
2
4
)
arises in a representation for the cumulative distribution function of the Voigt line profile
which is an important model in molecular spectroscopy and radiative transfer, namely,
F (x;σ, β) = Re
[
1
2
+
erf(w)
2
+
iw2
π
2F2
(
1, 1; 2,
3
2
;−w2
)]
.
Also, the generalized modified Bessel function Kz,w(x) defined in (2.1.6) has a nice connection
with the Voigt line profile as shown in [38, Theorem 3]. It would be interesting to see if the
functions 2F2
(
1, 1; 2, 52 ;−w2
)
arising in (8.2.9) also has a connection with a some model in
physics.
We conclude this paper with a quote by Andrews and Berndt [4, p. 4] since it harmonizes
with the content of this paper. They say, ‘One of the hallmarks of Ramanujan’s mathematics
is that it frequently generates further interesting mathematics. . . ’. Also, as remarked by
Dyson [24, p. 263], Ramanujan indeed left so much in his garden for other people to discover!
We hope that the results obtained here stimulate further studies on ζw(s, a).
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