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Abstract. La evaluacio´n de los individuos en un algoritmo evolutivo constituye
generalmente la etapa con un mayor coste computacional. Este hecho se acentu´a
en los problemas de minerı´a de datos debido al cada vez mayor taman˜o de los
conjuntos de datos. Existen mu´ltiples propuestas y paquetes software para la par-
alelizacio´n y distribucio´n del co´mputo en CPUs multinu´cleo, GPUs, y clu´steres
de nodos de co´mputo, pero estos requieren de la reimplementacio´n del co´digo y
sus caracterı´sticas no siempre se ajustan a la naturaleza de los algoritmos evolu-
tivos. En este trabajo presentamos un wrapper para evaluadores en JCLEC que
permite la evaluacio´n distribuida de individuos de forma totalmente transparente
y sencilla para el usuario sin la necesidad de recodificar. El wrapper se encarga
automa´ticamente de la distribucio´n de la poblacio´n y sincronizacio´n de las conex-
iones. El usuario u´nicamente ha de especificar en el fichero de configuracio´n los
datos de conexio´n de aquellas ma´quinas que desee emplear. El estudio experi-
mental analiza la escalabilidad del wrapper en un clu´ster de 12 nodos con un to-
tal de 144 CPUs. Los resultados indican el buen desempen˜o del wrapper siendo
capaz de aprovechar todos los recursos computacionales de forma transparente.
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1 Introduccio´n
Los algoritmos evolutivos son me´todos de optimizacio´n basados en los principios de la
evolucio´n natural. Los individuos en un algoritmo evolutivo son iterativemente mejora-
dos y la calidad de su solucio´n se evalu´a mediante una funcio´n de fitness. Los algoritmos
poblacionales evolucionan un conjunto de individuos para los que en cada iteracio´n
es necesario evaluar su calidad, lo que representa un gran coste computacional. Este
problema se acentu´a cuando se aplican a la resolucio´n de problemas cuya funcio´n de
fitness es especialmente costosa, como por ejemplo en minerı´a de datos [1]. Afortu-
nadamente estos problemas son intrı´nsicamente paralelos y existe una gran facilidad y
variedad de opciones para acelerar su resolucio´n mediante te´cnicas de paralelizacio´n y
distribucio´n de co´mputo [2, 3]. La explosio´n de la cantidad de informacio´n en minerı´a
de datos ha motivado una gran expectacio´n alrededor del te´rmino Big Data [4, 5], y
existen numerosas propuestas software destinadas a facilitar la computacio´n paralela
y distribuida en este a´mbito. Sin embargo, frecuentemente la curva de aprendizaje de
nuevas metodologı´as motiva el rechazo o desintere´s de los usuarios en el uso de estas
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nuevas tecnologı´as paralelas, especialmente cuando requieren de la reimplementacio´n
del co´digo del usuario y de su redisen˜o enfocado a entornos especı´ficos de computacio´n
paralela, que pueden resultar estrictos y poco flexibles a las necesidades especı´ficas de
co´mputo del usuario.
La motivacio´n de este trabajo es proponer un wrapper que permita distribuir de
forma automa´tica y transparente la evaluacio´n de los individuos de la poblacio´n de un
algoritmo evolutivo en JCLEC [6]. El wrapper envuelve un evaluador base (el que im-
plemento´ el usuario) que se instancia en cada uno de los nodos de co´mputo remotos y
actu´a como un servicio remoto que recibe individuos y devuelve su fitness. El wrap-
per por lo tanto se encargara´ de distribuir de forma automa´tica los individuos de la
poblacio´n en cada uno de los nodos. La ma´xima de este trabajo es facilitar la trans-
parencia en la paralelizacio´n y distribucio´n del co´mputo, sin intervencio´n del usuario ni
la recodificacio´n de los evaluadores.
La propuesta se evalu´a en un conjunto de problemas del mo´dulo de clasificacio´n
de JCLEC [7] empleando conjuntos de datos de diversa dimensionalidad y se mide el
tiempo de ejecucio´n de la evaluacio´n empleado por el evaluador base en sus versiones
monohilo y multihilo, y con la implementacio´n distribuida realizada por el wrapper. Los
experimentos se han realizado en un clu´ster con 12 nodos de co´mputo y un total de 144
nu´cleos. Los resultados obtenidos apoyan la escalabilidad alcanzada por el wrapper,
logrando aprovechar todos los recursos computacionales disponibles, obteniendo ası´ la
ma´xima paralelizacio´n posible.
La estructura del trabajo es la siguiente. La Seccio´n 2 realiza una breve revisio´n
de las estrategias de paralelizacio´n de algoritmos evolutivos. La Seccio´n 3 presenta
nuestra propuesta del wrapper para evaluacio´n distribuida. La Seccio´n 4 muestra el
estudio experimental y analiza los resultados. Finalemente, la Seccio´n 5 recopila las
conclusiones del trabajo.
2 Paralelizacio´n en algoritmos evolutivos
Los algoritmos evolutivos son me´todos de optimizacio´n complejos y poseen un alto
coste computacional. Sin embargo, existen mu´ltiples oportunidades que permiten su
paralelizacio´n. Los algoritmos evolutivos son me´todos intrı´nsicamente paralelos [2, 3]
puesto que la evaluacio´n de cada uno de los individuos de la poblacio´n es paralelizable
al no existir interdependencia entre ellos desde el punto de vista del co´mputo. Esto es
lo que se conoce como paralelismo a nivel de poblacio´n. Adema´s, frecuentemente es
posible paralelizar internamente la evaluacio´n dentro de cada uno de los individuos,
esto se conoce como paralelismo a nivel de individuo. Concretamente, el paralelismo
a nivel de individuo cuando lo que se paraleliza es el tratamiento de datos de forma
concurrente tambie´n se conoce como paralelismo a nivel de datos. Ambas formas de
paralelismo se pueden combinar y resultar en modelos paralelos a nivel de poblacio´n y
a nivel de individuo [8].
Estos modelos se adaptan a los componentes hardware disponibles en cada caso.
Ası´ pues, la disponibilidad de procesadores multinu´cleo a nivel de usuario ha facili-
tado el desarrollo de modelos paralelos que permiten aprovechar 4, 6 u 8 nu´cleos en
las CPUs ma´s recientes. El paralelismo a nivel de hilo en CPU es relativamente sen-
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cillo de cara a la implementacio´n de usuario, y se beneficia de la ra´pida intercomu-
nicacio´n de datos entre los nu´cleos y memoria principal compartida. Sin embargo, la
aceleracio´n que se puede obtener es relativamente pequen˜a debido al poco nu´mero de
nu´cleos disponibles en un procesador. La paralelizacio´n en tarjetas gra´ficas (GPUs) su-
puso un enorme salto en el grado de paralelizacio´n disponible, facilitando que millones
de hilos pudiesen colaborar bajo un paradigma de paralelizacio´n a nivel de poblacio´n
y datos [9]. Sin embargo, la codificacio´n en GPU no es sencilla y habitualmente los
usuarios de algoritmos evolutivos no se motivan a recodificar sus algoritmos en otros
lenguajes o para arquitecturas hardware especı´ficas. Finalmente, los modelos distribui-
dos permiten la interconexio´n en red de nodos de co´mputo para aprovechar su poten-
cial conjunto [10, 11]. Sin embargo, de nuevo es complicado convencer al usuario de
moverse a metodologı´as de programacio´n escalables y distribuidas, como por ejem-
plo MapReduce [12], ya que frecuentemente rechazan la idea de recodificacio´n de sus
algoritmos o de modificacio´n del flujo de ejecucio´n secuencial del co´digo hacia uno
paralelo. Adema´s, las implementaciones concretas pueden resultar demasiado estrictas
para ajustarse a las necesidades especı´ficas de co´mputo de los usuarios, como por ejem-
plo el sistema de ficheros HDFS de Hadoop [13], o el modelo de lenguaje funcional de
Spark [14]. Por lo tanto, creemos conveniente el desarrollar un modelo que facilite un
modelo de co´mputo distribuido transparente sin que el usuario tenga que aprender otro
lenguaje/librerı´a, recodificar su co´digo, o tener conocimientos de paralelismo.
3 Wrapper para evaluacio´n distribuida
La idea del disen˜o del wrapper se basa en la simplificacio´n, transparencia, y reusabil-
idad el co´digo. El wrapper contiene un evaluador base que instanciara´ en cada uno de
los nodos de co´mputo. El evaluador base es el que el usuario implemento´ para su algo-
ritmo. Este disen˜o de reusabilidad de los evaluadores ya implementados esta´ basado en
patro´n de disen˜o decorator. Esto nos permite no tener que crear sucesivas clases que
hereden de los evaluadores incorporando la nueva funcionalidad de evaluacio´n remota.
Los nodos de co´mputo se indican en el fichero de configuracio´n del experimento, y
simplemente es necesario conocer su direccio´n IP y un usuario/contrasen˜a con el cual
poder conectarse, no siendo necesaria ninguna intervencio´n por parte del usuario. Por
lo tanto, se delega en el wrapper la responsabilidad de conectarse a los nodos, transferir
los ejecutables y ficheros de datos necesarios, y de levantar en cada nodo el servi-
cio de evaluacio´n a la espera de atender peticiones remotas. De esta forma se evita la
intervencio´n del usuario en la transferencia de ficheros, ejecucio´n de comandos o in-
teractuacio´n con los nodos remotos. Ası´ pues, la ma´xima de no intervencio´n permite
en u´ltima instancia el empleo transparente de todos los recusos disponibles, como por
ejemplo utilizar todos los PCs de un aula de informa´tica indicando simplemente la lista
de IPs, sin tener que hacer ninguna accio´n en los PCs. La Figura 1 muestra un ejemplo
de la parte del fichero de configuracio´n resultante para el empleo de tres equipos.
La implementacio´n del wrapper se realiza mediante Java RMI y llamadas a pro-
cedimientos remotos. La clase net.sf.jclec.DistributedEvaluator se encarga de leer los
para´metros del evaluador base y los datos de conexio´n a los nodos de co´mputo. La clase




... base-evaluator parameters ...
</base-evaluator>
<remote-hosts>
<host ip="192.168.1.205" username="user1" password="passwd2"/>
<host ip="192.168.1.207" username="user2" password="passwd2"/>
<host ip="192.168.1.213" username="user3" password="passwd3"/>
</remote-hosts>
</evaluator>
Fig. 1. Configuracio´n del experimento usando un evaluador distribuido.
los me´todos contenidos en el evaluador distribuido. El me´todo de configuracio´n del
evaluador distribuido crea tantos hilos como nodos se hayan especificado para proceder
a levantar el servicio de evaluacio´n remota en cada ma´quina. El API de la librerı´a JSch
facilita las herramientas para la conexio´n remota por SSH a cada nodo, la transferen-
cia del jar ejecutable y de los ficheros de datos (en su caso). Finalmente, se ejecuta el
servicio remoto a la espera de peticiones de evaluacio´n de individuos, por lo tanto este
servicio es persistente y permite minimizar el tiempo de respuesta cada vez que se re-
quiera realizar una llamada a la evaluacio´n remota de individuos. El me´todo shutdown
permite terminar los servicios remotos cuando el algoritmo haya finalizado, liberando
los recursos en los nodos de co´mputo.
La poblacio´n se divide de forma uniforme entre el nu´mero de unidades de co´mputo
disponible, de tal forma que si se dispone de ma´quinas heteroge´neas con un diferente
nu´mero de nu´cleos, se balanceara´ automa´ticamente el nu´mero de individuos a evaluar
en cada nodo. Ası´ pues, nodos con un mayor nu´mero de CPUs recibira´n un mayor
nu´mero de individuos a evaluar. Este balanceo se realiza automa´ticamente mediante
la comunicacio´n por parte de los nodos de co´mputo del nu´mero de CPUs disponibles.
Opcionalmente se puede especificar de forma manual en el fichero de configuracio´n el
nu´mero de nu´cleos a emplear en caso de no querer emplear todas las CPUs. La Figura 3
muestra el flujo de trabajo para la distribucio´n de la evaluacio´n en nodos de co´mputo
remotos.
Esta jerarquı´a en la granularidad de la evaluacio´n de los individuos permite que en
el caso de disponer de unidades hardware especı´ficas, por ejemplo GPUs, en algunos
de los nodos de co´mputo, se puedan aprovechar dichas arquitecturas heteroge´neas para
paralelizar la evaluacio´n siguiendo la metodologı´a descrita en los siguientes trabajos de
evaluacio´n de evolutivos en GPU [15–18].
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public interface IDistributedEvaluator extends Remote
{
public void configure(String settings) throws RemoteException;
public IFitness[] evaluate(List<IIndividual> inds) throws RemoteException;
public IFitness evaluate(IIndividual ind) throws RemoteException;
public void shutdown() throws RemoteException;
}










Fig. 3. Flujo de evaluacio´n distribuida de los individuos de la poblacio´n.
4 Estudio experimental
El estudio experimental analiza la escalabilidad de la evaluacio´n de individuos en prob-
lemas de clasificacio´n empleando un algoritmo de programacio´n gene´tica. Para ello
contamos con un clu´ster compuesto por un nodo principal ma´s 12 nodos de co´mputo
con 2 procesadores Intel Xeon E5645 @ 2.4 GHz de 6 nu´cleos cada uno y sistema
Rocks cluster 6.1.1 x64. La suma total es de 144 nu´cleos de co´mputo con montante de
448 GB de memoria, conectados por gigabit ethernet.
Se comparara´ el tiempo de evaluacio´n de una poblacio´n de individuos empleando
un evaluador base monohilo (secuencial) y multihilo (paralelo), ası´ como el wrapper
para la evaluacio´n distribuida. La Tabla 1 muestra los resultados de los tiempos de eval-
uacio´n (ms) para una poblacio´n de 250 individuos, ası´ como las aceleraciones relativas
obtenidas entre los evaluadores. La tabla se encuentra ordenada segu´n el nu´mero de in-
stancias del conjunto de datos. Los tiempos mostrados en la tabla representan el tiempo
total que se requiere para evaluar la poblacio´n, que incluye tanto el tiempo de eval-
uacio´n local/remoto, como el coste de transmisio´n de datos por red y de creacio´n de
hilos en sus respectivos escenarios, para reflejar una comparativa justa.
Los resultados son muy significativos ya que se pueden extraer varias conclusiones
muy interesantes. La primera es la clara tendencia lineal del aumento del tiempo de
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Dataset Instancias Secuencial Paralelo Distribuido
Paralelo vs Distribuido vs Distribuido vs
Secuencial (×) Paralelo (×) Secuencial (×)
iris 150 18 4 28 4.14 0.16 0.65
sonar 208 25 6 29 4.05 0.22 0.87
glass 214 26 8 30 3.42 0.25 0.87
heart 270 34 9 31 3.57 0.30 1.08
ionosphere 351 44 8 33 5.59 0.24 1.35
pima 768 98 11 33 9.09 0.32 2.95
vowel 990 128 20 34 6.34 0.60 3.81
texture 5,500 697 92 58 7.59 1.58 11.98
mushroom 5,644 697 83 59 8.38 1.41 11.78
satimage 6,435 840 84 61 10.00 1.37 13.70
thyroid 7,200 918 85 73 10.77 1.17 12.57
twonorm 7,400 920 73 63 12.64 1.16 14.61
penbased 10,992 1,389 109 92 12.80 1.18 15.15
kr-vs-k 28,056 3,302 311 182 10.62 1.71 18.16
shuttle 58,000 7,237 1,597 311 4.53 5.14 23.29
census 299,284 42,843 9,937 971 4.31 10.24 44.15
kddcup 494,020 70,561 16,498 1,649 4.28 10.01 42.79
airlines 539,383 75,609 22,086 1,869 3.42 11.82 40.46
covtype 581,012 81,072 21,126 1,962 3.84 10.77 41.31
poker 1,025,009 135,912 33,717 3,344 4.03 10.08 40.65
kddcupfull 4,898,431 684,872 167,494 14,093 4.09 11.89 48.60
Table 1. Resultados. Tiempos de evaluacio´n (ms) y aceleracio´n relativa (×).
evaluacio´n secuencial segu´n aumenta el taman˜o del conjunto de datos, cuestio´n es-
perable debido a la complejidad lineal de la funcio´n de evaluacio´n con respecto al
nu´mero de instancias. La segunda es la gran ventaja que supone el uso de un procesador
multinu´cleo para realizar una evaluacio´n paralela, llegando a obtener aceleraciones cer-
canas al nu´mero de nu´cleos disponibles (12) en cada procesador. Sin embargo, es muy
destacable mencionar que a partir de cierto taman˜o del conjunto de datos, esta acel-
eracio´n se decrementa hasta valores cercanos a 4×. Esto es debido al mayor taman˜o en
memoria principal del conjunto de datos y a la paginacio´n que sufre la memoria, aten-
diendo al acceso concurrente de mu´ltiples hilos (12) a grandes segmentos de memoria
ocupados por el conjunto de datos, lo que produce desalineamiento en la lectura de
memoria. Este comportamiento es intrı´nseco al modelo de programacio´n de hilos y
memoria de la ma´quina virtual de Java. La tercera es el comportamiento del evaluador
distribuido, en el que se observa un tiempo mı´nimo base entorno a los 30 ms, indepen-
dientemente del pequen˜o taman˜o del dataset. Este tiempo realmente representa un over-
head introducido por las latencias que ocurren en las transferencias y comunicaciones
en red, tiempo relativamente pequen˜o pero que es inevitable. Este overhead podrı´a re-
ducise con tecnologı´as especı´ficas de alta velocidad y baja latencia como InfiniBand. El
overhead provoca que para conjuntos de datos pequen˜os (menores a 1,000 instancias) no
sea recomendable pasar a un evaluador distribuido frente a uno paralelo (aceleraciones
< 1). Sin embargo, se observa que conforme aumenta el taman˜o del conjunto de datos
la aceleracio´n obtenida aumenta, destacando que para los grandes conjuntos de datos,
los 12 nodos de co´mputo en la evaluacio´n distribuida se acercan a un 12× frente a la
evaluacio´n paralela, verdadero objetivo de este trabajo. Finalmente, si comparamos los
resultados con respecto a la evaluacio´n secuencial se observa un rendimiento de hasta
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Fig. 4. Aceleracio´n del evaluador distribuido con respecto al secuencial.
48×. La tendencia del evaluador distribuido se aprecia en la Figura 4 donde se ilustra la
aceleracio´n con respecto al evaluador secuencial. Este gran rendimiento es muy desta-
cable, especialmente si atendemos a que ha sido con un coste de recodificacio´n cero
para el usuario.
5 Conclusiones
En este trabajo hemos presentado una solucio´n de escalabilidad y de distribucio´n de
co´mputo empleando un wrapper para evaluadores de algoritmos evolutivos en JCLEC.
El wrapper permite la distribucio´n y paralelizacio´n de la evaluacio´n de individuos de
forma totalmente transparente para el usuario, sin que tenga que recodificar su software
ni poseer conocimientos de paralelismo. La implementacio´n mediante llamadas a pro-
cedimientos remotos con RMI permite comunicaciones eficientes memoria-memoria
con los nodos de co´mputo, permitiendo obtener el resultado de la evaluacio´n con tiempo
de respuesta y overhead mı´nimo. El automatismo en la copia de los archivos ejecuta-
bles y de datos a los nodos de co´mputo, ası´ como el inicio/apagado de los servicios
remotos de forma automa´tica facilita enormemente el aprovechamiento de los recur-
sos computaciones sin la intervencio´n del usuario. Los resultados de los experimentos
evaluados en problemas de clasificacio´n demuestran el gran desempen˜o del wrapper,
facilitando la escalabilidad de los algoritmos a grandes conjuntos de datos o a grandes
poblaciones, donde el tiempo de la funcio´n de evaluacio´n es crı´tico para el algoritmo
evolutivo.
Como futuro trabajo nos planteamos an˜adir adema´s una distribucio´n automa´tica
del co´mputo a nivel de datos para problemas especı´ficos en minerı´a de datos, frente al
modelo propuesto en este trabajo que es va´lido para cualquier problema que afronte
un algoritmo evolutivo. La idea para afrontar realmente problemas de big data implica
la divisio´n horizontal del conjunto de datos en las unidades de co´mputo (mapeo), de
fal forma que cada nodo pudiese almacenar en memoria principal un subconjunto de
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instancias. Sin embargo, para ello se requiere de una recodificacio´n del evaluador, para
que cada procedimiento remoto no devuelva un fitness, sino una submatriz de confusio´n
parcial correspondiente al subconjunto de datos evaluado en cada nodo. Finalmente, la
agregacio´n (reduccio´n) se corresponde con la adicio´n de las submatrices en la matriz de
confusio´n final y el ca´lculo de las me´tricas de fitness.
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