We report on the measurement of the all-particle cosmic ray energy spectrum with the IceTop air shower array in the energy range from 1.58 PeV to 1.26 EeV. The IceTop air shower array is the surface component of the IceCube Neutrino Observatory at the geographical South Pole. The analysis was performed using only information from IceTop. The data used in this work were taken from June 1, 2010 to May 13, 2011. During that period the IceTop array consisted of 73 stations, compared to 81 in its final configuration. The measured spectrum exhibits a clear deviation from a single power law above the knee around 4 PeV and below 1 EeV. We observe spectral hardening around 18 PeV and steepening around 130 PeV.
I. INTRODUCTION
High resolution measurements of the cosmic ray energy spectrum and chemical composition will improve our understanding of the acceleration and propagation of high energy cosmic rays. For cosmic ray particles with energies above some 100 TeV this becomes a challenge, since all information is derived indirectly from measurements of extensive air showers. Recently, several experiments reported spectral features or deviations from the smooth power law of the cosmic ray energy spectrum between the knee at about 4 PeV and the ankle at about 4 EeV [1] [2] [3] [4] [5] [6] [7] . In this paper we investigate the spectrum in the region from 1.58 PeV up to 1.26 EeV. We report on the measurement of the spectrum by the IceTop air shower array in its 73-station configuration using the shower size for energy estimation and zenith dependence of the shower attenuation for estimating the uncertainty on flux due to primary composition. In Sec. II the IceTop experiment and experimental data are described, and simulation data are described in Sec. III. The reader is referred to Ref. [8] for detailed technical information on the IceTop detector. The main analysis will be described in Sec. IV.
II. THE ICETOP DETECTOR AND DATA SELECTION
IceTop [8] is the surface air shower array of the IceCube Neutrino Observatory at the geographical South Pole. It is located on top of the Antarctic ice sheet at an altitude of 2835 m above sea level where the measured average atmospheric depth is 692 g=cm 2 . IceTop is designed to detect air showers from primary cosmic rays in the 300 TeV to 1 EeV energy range. For reference, proton primary air showers reach shower maxima around 550 g=cm 2 at 1 PeV and 720 g=cm 2 at 1 EeV [9] . Being around shower maxima is beneficial for energy resolution, since shower fluctuations are smallest at shower maxima.
IceCube measures air showers on the surface with IceTop, high energy muon bundles with the in-ice detector, and both components in coincidence provided that the air shower triggers IceTop and the axis goes through the in-ice detector.
The IceTop array consists of 81 stations in its final configuration, covering an area of one square kilometer, with an interstation separation of 125 m on average. Each station consists of two ice Cherenkov tanks separated by 10 m. Two digital optical modules (DOM) [10] are deployed per tank. Each DOM contains a 10-inch Hamamatsu photomultiplier tube and electronics for signal processing and readout [11] . The two DOMs in the tank operate at different photomultiplier tube gains for increased dynamic range, covering signals equivalent to more than 10 3 muons before saturation. An IceTop station is considered triggered when a local coincidence condition is satisfied, initiating the readout of all waveforms and the data transfer to the IceCube Lab at the surface. The local coincidence condition requires that at least one of the high gain DOMs has passed the discriminator threshold and any one of the DOMs in the neighboring tank has a discriminator trigger within AE1 s. DOM charges are calibrated using signals from single muons and all charges are converted to the tank and the DOM independent unit of ''vertical equivalent muon'' (VEM) [8] . Event triggers are formed in the IceCube Lab from the signals of all DOMs which have transferred data. The basic IceTop trigger for air shower physics is the IceTop simple majority trigger (IceTopSMT), which requires at least 6 DOMs to have waveforms within a sliding window of 6 s. The IceTopSMT trigger rate is 30 Hz.
Examples of previous analyses, using smaller IceCube configurations, can be found in Ref. [1] for an analysis using the surface detector only, and Ref. [2] for coincident events that trigger both surface and deep ice strings.
This analysis uses the surface detector only, and it is based on the data taken in the period from June 1, 2010 to May 13, 2011 when IceTop consisted of 73 stations (Fig. 1) forming a hexagon. The effective live time of the data set used is 327 days. The uncertainty on live time is less than 0.07 days, which is negligible. All events which triggered at least five stations were processed for final analysis. This choice of selection brings the effective threshold up to 1 PeV.
III. SIMULATION
Detailed simulations were used to relate measured air shower parameters to the properties of primary cosmic rays. Air showers were simulated in a wide energy range from 10 5 to 10 9:5 GeV with CORSIKA v6990 [12] . Showers above 10 8 GeV were ''thinned'' [13] to reduce computational time and storage volume. Hadronic interaction models used were SIBYLL 2.1 [14] for interactions with energies greater than 80 GeV and FLUKA [15] at lower energies. A smaller set was simulated using QGSJet-II-03 [16] for systematic studies. CORSIKA atmosphere 12 was used as the simulated atmospheric model which is based on the July 1, 1997 South Pole atmosphere with an atmospheric overburden of 692:9 g=cm 2 (680 hPa). The snow cover on top of the tanks used in simulation was the same as measured in February, 2010. Air showers were simulated with equal numbers of showers per sin cos bin where the additional sin term accounts for the projected detector area. The simulated zenith range was 0 to 40 degrees. Four primary types (H, He, O, Fe) were simulated with an E À1 differential spectrum and 42000
CORSIKA showers per primary. During the analysis, showers are reweighted by different assumed spectra. Each CORSIKA shower was resampled 100 times to increase statistics. Shower cores were uniformly distributed over areas larger than the detector area with an energy dependent resampling radius. Resampling radii were chosen as the largest distance possible for the shower to trigger the array. The detector response was simulated using IceCube MEASUREMENT OF THE COSMIC RAY ENERGY SPECTRUM . . . PHYSICAL REVIEW D 88, 042004 (2013) software that simulates the entire hardware and data chain [8] . Interactions of charged particles with the IceTop tanks were simulated using the GEANT4 [17] package. The simulations of single primary elements were weighted by a power law spectrum, dN dE / E À2:7 . For a mixed composition assumption we used the model from Ref. [18] referred to as H4a. Figure 2 shows the fractional mass composition for the H4a model. The H4a model consists of five elemental groups: H, He, CNO, MgSi, and Fe. Each group has three spectral components. Each spectral component is described by a power law function with an exponential cutoff that depends on magnetic rigidity. The first component represents Galactic cosmic rays from supernova remnants, the second component represents cosmic rays of unknown Galactic origin, while the third component represents extra-Galactic cosmic rays. Because of lack of simulation for the MgSi group, oxygen simulations were weighted by the combined spectra of CNO and MgSi groups.
IV. ANALYSIS
A. Reconstructions: Direction, core, and shower size
The IceTop reconstruction algorithm [8] uses information from individual tanks, including location, charge and pulse time. Shower direction, core location, and shower size are reconstructed by fitting the measured charges with a lateral distribution function (LDF) and the signal times with a function describing the geometric shape of the shower front. The lateral distribution function is defined as
where S ref is the shower size or signal at a reference distance R ref to the shower axis, and is the slope of the logarithmic LDF at R ref . The shower front is described using the signal times as
where a ¼ 4:823 Â 10 À4 ns=m 2 , b ¼ 19:41 ns, ¼ 83:5 m, tðxÞ is the signal time of the tank at position x, x c is the position of the shower core on the ground, and n is the unit vector in the direction of movement of the shower. ÁtðRÞ describes the deviation from the plane perpendicular to the shower axis containing x c [8] . The parameters in Eq. (3) were obtained by first reconstructing showers assuming a plane front and then fitting the distributions of measured delays behind the shower front in a large sample of showers. An example is shown in Fig. 27 of Ref. [8] . Equations (1) and (2) describe the expectations for the charge and time of air shower signals. They are fitted to the measured data using a maximum likelihood method with additional terms accounting for the probability that the signal did not pass the threshold (no-hit likelihood) and that the signal was saturated (saturation likelihood, not yet implemented in [8] ). The shower size, S 125 , is defined as the fitted value of the LDF [Eq. (1)] at a reference distance of 125 m away from the shower axis. The likelihood analysis uses sigmas for charge and arrival time as a function of core distance and shower size based on measured fluctuations between two tanks at the same station.
Snow accumulates on top of IceTop tanks with time, which reduces the measured signal in a tank. To correct for this reduction, the expected signal in the likelihood fitting procedure is reduced according to
where d is the depth of snow cover on top of the tank, is the measured zenith angle of the shower, and ¼ 2:1 m is the effective attenuation length of the electromagnetic component of the shower in the snow. Snow accumulation is not even across the detector and differs from tank to tank. On average the snow accumulation rate is about 20 cm=year over the entire array [19] . (See details in the Appendix.) The core resolution of the current reconstruction method is better than 15 m at energies around a few PeV and improves to less than 8 m at higher energies. The directional resolution is between 0:2 -0:8 , depending on energy and zenith.
B. Event selection
To improve general quality of reconstructions and to stay within the simulated zenith range, the following cuts were applied to the simulated and the experimental data:
(1) Events must trigger at least five stations and with reconstruction fits converged. 6VEM are rejected. Cut 1 was applied to select events with at least five stations triggered that have better reconstruction quality compared to three or four station events, while cut 2 was applied to stay above the threshold. Cut 3 was applied to stay within the simulated zenith range of cos ! 0:77. The cuts 5 and 6 were introduced to reduce the migration of high energy showers that fall outside the geometric containment but still trigger a large number of stations and get reconstructed within the containment area. The passing rates for these cuts in simulation and the experimental data are shown in Table I . In total, 12,253,649 events passed these quality cuts above log 10 ðE=GeVÞ ¼ 6:2. Figure 3 shows the shower size spectra for the full data sample for different numbers of triggered stations. The value of S 125 increases with the number of triggered stations, which is proportional to the primary energy.
C. Energy estimation method
To estimate the energy of the primary cosmic ray, we use the relationship between the shower size S 125 and the true primary energy, E true , from simulation. This relationship depends on the mass of the primary particle and the zenith angle of the air shower. Figure 4 shows a two-dimensional histogram of the log 10 ðS 125 Þ vs log 10 ðE true Þ for simulated protons weighted by a flux model dN dE / E À2:7 . For a given zenith bin we slice the distribution shown in Fig. 4 in 0.05 bins of log 10 ðS 125 Þ and plot the distributions of true energy for each bin (Fig. 5) . We fit each energy distribution with a Gaussian and use the fitted mean as the energy estimate for the given bin of log 10 ðS 125 Þ. The relationship between log 10 ðS 125 Þ bin and the fitted mean, log 10 ðE true Þ, is
The parameters p 1 and p 0 depend on the composition assumption, the zenith angle bin, and the spectral index. Table II shows the fit parameters for pure proton, pure iron, and mixed H4a compositions in four zenith ranges. Energy conversion functions are calculated for each primary mass in four cos bins: 0:80 cos < 0:85, 0:85 cos < 0:90, 0:90 cos < 0:95, and cos ! 0:95. In addition to four single element compositions, the mixed composition model described in the previous section was used. For each composition assumption we get a set of energy estimators as shown in Fig. 6 for pure proton, pure iron, and the H4a model assumptions. When showing spectra for a given zenith range and assumed composition, the energy was estimated using Eq. (5) with appropriate parameters. Figure 7 shows the energy resolution defined as one sigma of the distribution of log 10 ðE reco Þ À log 10 ðE true Þ, for a given zenith bin, as a function of the reconstructed energy. In the whole analyzed energy range, the resolution is better than 0.1 in log 10 ðEÞ. Figure 8 shows the energy reconstruction bias defined as the fitted mean of the
distribution, as a function of the reconstructed energy. Small systematic biases are accounted for when calculating the detector efficiency.
D. Flux derivation
The flux is calculated for different composition assumptions and zenith ranges according to the following definition:
where Á ¼ 2ðcos min À cos max Þ is the solid angle range, T ¼ live time, and A eff is the effective area
where A cut ¼ 577; 265 m 2 is the geometric containment area in Fig. 1 and ðEÞ is the detector efficiency
where N reco is the number of events with reconstructed energy and zenith angle within the bin, and the reconstructed core contained in the IceTop fiducial area, and N true is the number of events with true energy and true zenith angle within the bin, and the true core contained in the IceTop fiducial area (Fig. 1 ). Figure 9 shows the effective area for mixed composition and cos ! 0:8. To calculate the efficiencies for a mixed composition model, single element simulations were reweighted according to the model and the mixed efficiency was calculated. Efficiencies were evaluated and applied separately for each composition assumption and each of the four zenith bins. At maximum efficiency and cos ! 0:8, the acceptance is around 640; 000 m 2 sr. The final spectrum was derived assuming the H4a model over the full zenith range of cos ! 0:8. The energies were reconstructed using Eq. (5) in four zenith subranges. The final acceptance was calculated for the entire zenith range of cos ! 0:8. The spectrum was unfolded by an iterative procedure in which the spectrum derived in the previous step was used to determine the effective area and the S 125 -to-E true relation for the next spectrum evaluation. In case of convergence, the effective area correctly takes account of migrations due to finite resolutions. In the first step, the spectrum was derived assuming the H4a model. The result was fitted by the sum of three power law functions, each with an exponential cutoff. The fitted spectrum, keeping the fractional contributions of the elemental groups as in the H4a model, was used in the reweighting of the simulation for the next step efficiencies and energy conversions. The spectrum derived in this first iteration step showed no significant difference to the one derived using the original H4a model, meaning that the iterative unfolding converged already after one iteration. The same algorithm was applied starting with a featureless power law spectrum with an H4a composition. In this case, the spectrum converged after two iterations.
E. Systematics
The four main systematic uncertainties on the flux were accounted for in this analysis. When calculating different systematics, all conditions except the systematics under investigation are kept the same.
Uncertainty in VEM calibration
The measured charge of each IceTop tank is calibrated using the signal from atmospheric muons [8] . From simulation studies, a 3% uncertainty on the charge calibration and thus on the absolute energy scale was found [20] . This uncertainty on absolute charge calibration translates into an absolute uncertainty in the signal, S 125 , and consecutively in the energy. We propagate this uncertainty to primary energy and flux.
Uncertainty in snow correction
The systematic error due to snow correction arises from the uncertainty in the correction parameter in Eq. (4). In the analysis we used ¼ 2:1 m and the uncertainty is AE0:2 m (see Appendix). The error in S 125 is estimated from the difference between shower size spectra derived using ¼ 1:9 m and ¼ 2:3 m. This error is propagated to an error in energy using the S 125 -to-E true conversion [Eq. (5)] for the H4a composition assumption.
Difference between SIBYLL 2.1 and QGSJet-II-03
Because of limited computational resources, only SIBYLL 2.1 and QGSJet-II-03 hadronic interaction models were used. We have chosen these two models which have also been used by other experiments; however, we are aware that they might not bracket the full uncertainty due to the interaction model. For comparison between SIBYLL 2.1 and QGSJet-II-03, the S 125 -to-E true relations were recalculated using smaller simulated sets with QGSJet-II-03 as the interaction model. Comparison of the S 125 -to-E true relations showed that for a given S 125 , the QGSJet-II-03 simulation results in lower energies compared to SIBYLL 2.1. Although we did not investigate the impact of the EPOS interaction model, a previous analysis [1] showed that the difference in shower size between SIBYLL 2.1 and EPOS 1.99 was slightly larger compared to the difference in shower size between SIBYLL 2.1 and QGSJet-II. The largest difference in energy between SIBYLL 2.1 and QGSJet-II is Á log ðE=GeVÞ ¼ 0:02 (see Table III and Fig. 10) . The difference in the spectra obtained using SIBYLL 2.1 or QGSJet-II-03 as an interaction model are everywhere below 4% and thus relatively small. In Fig. 10 , also, the KASCADE-Grande results for both interaction models are shown. We note that the model differences are in that case much larger, which could be due to the much lower altitude of the KASCADE-Grande detector.
Uncertainty and composition dependence
The method used in this analysis requires a predefined composition assumption to translate the measured S 125 spectrum to the primary energy spectrum. Five models were tried: pure proton, pure helium, pure oxygen, pure iron, and a mixed composition, H4a. Figure 11 shows the IceTop-73 spectrum with five composition assumptions. As shown in Fig. 12 , at energies above 100 PeV the relationship between S 125 and primary energy is less sensitive to different composition assumptions. As a result, the spectrum measurement between 100 PeV and 1 EeV is relatively mass independent.
Assuming that the cosmic ray directions are isotropically distributed, the measurement of the spectrum in different zenith ranges should yield the same result for each zenith bin. For a given energy, protons or light nuclei penetrate deeper into the atmosphere compared to heavy nuclei like iron. Heavy nuclei start to interact higher in the atmosphere and showers will be at a different stages of development at the detector level compared to the light nuclei. When looking at large zenith angle events, one effectively increases the amount of atmosphere that showers need to traverse to get to the detector. This information is sensitive to composition. Reconstruction of the experimental data assuming pure proton and pure iron compositions in four zenith ranges are shown in Figs. 13(a) and 13(b) . It can be seen that for a pure proton assumption the most inclined spectrum (0:80 cos < 0:85) is systematically lower than the vertical spectrum ( cos ! 0:95) in the energy range where statistics are not an issue. For a pure iron assumption it is the opposite: the inclined spectrum is systematically higher than the vertical. The correct composition has to agree in all zenith ranges and be in between pure proton and pure iron spectra for a given zenith range.
Four zenith spectra for a mixed, H4a composition assumption can be seen in Fig. 13(c) . Compared to pure proton and pure iron, the mixed assumption leads to a smaller difference between vertical and inclined spectra, but still not zero. The final spectrum is determined using the H4a model in the zenith angle range cos min ¼ 1:0, and cos max ¼ 0:8. To estimate the systematic uncertainty in the all-particle energy spectrum due to composition, we use the differences for the H4a assumption between the final and the vertical ( cos ! 0:95) spectra, and the final and the most inclined (0:80 cos < 0:85) spectra in the energy range 6:2 < log 10 ðE=GeVÞ < 7:5 where statistical fluctuations are negligible. Although at high energies the S 125 -to-E true relation is relatively mass independent (Figs. 11 and 12 ), the largest difference between spectra is taken as a fixed value for the error due to composition across all energies as a conservative estimate.
Impact of ground pressure
The impact of ground pressure on the measured flux was also investigated by looking at spectra from different data samples with high (690 hPa) and low (670 hPa) average pressures. Changes in the flux between high and low pressure subsamples were less than $2% and the variations averaged out when taking the full year of data with an average pressure of 680 hPa. The simulated pressure was also 680 hPa.
The comparison of these four systematic errors can be seen in Table III .
V. RESULTS AND DISCUSSION
The final spectrum is shown in Fig. 14 . The IceTop shower size parameter, S 125 , is calibrated against the true primary energy using the H4a composition model as an input to our simulations. We observe that, beyond our systematics, the all-particle cosmic ray energy spectrum does not follow a single power law above the knee (4:4 AE 0:4 PeV), but shows significant structure. The final spectrum was fitted by simple power law functions of the form
in four different energy ranges. The fits to the spectrum are shown in Fig. 14 and their parameters in Table IV. The   2 values have been derived using the statistical errors only, which may underestimate the actual uncertainties. The first interval is not well fitted, which could be caused by bin-tobin systematic uncertainties or by a wrong assumption about the fitting function. The obtained slope parameter, however, is in good agreement with those obtained by other experiments. To estimate the systematic errors on fitted parameters, the same fitting procedure was applied to the different spectra from the previous section where the spectra changed by varying each of the systematics. The differences in fitted parameters due to four systematics (VEM calibration, snow correction, composition, and interaction model) were used as the systematic errors and were added in quadrature.
The differential spectral index before the knee is À2:63 AE 0:01 AE 0:06, and changes smoothly between 4 to 7 PeV [log 10 ðE=GeVÞ ¼ 6:6-6:85] to À3:13 AE 0:01 AE 0:03. Another break is observed at around 18 AE 2 PeV [log 10 ðE=GeVÞ ¼ 7:3], above which the spectrum hardens with a differential spectral index of À2:91 AE 0:01 AE 0:03. The break points in the spectrum are defined as the intersection of the fitted power law functions. A sharp fall is observed beyond 130 AE 30 PeV [log 10 ðE=GeVÞ ¼ 8:1] with a differential spectral index of À3:37 AE 0:08 AE 0:08. Above 100 PeV, the measurement of the spectrum is relatively mass independent, as can be seen in Fig. 11 .
The significance that the observed spectra cannot be described by one or two power law functions only can be seen in the differences of the fitted slopes and their uncertainties in Table IV . The difference in the slopes between the first and the second, the second and third, and the third and fourth energy ranges are 7, 5:5, and 4, respectively. In addition, we studied the extrapolations of the fits in one energy range to the energy ranges above the fitted one. For example, if we extrapolate the fit in the second energy range (with ¼ 3:14) we expect to see above that energy range about 124800 events, while we observe 139880. The difference is about 43 ffiffiffiffi N p
, showing the incompatibility of the data with the assumption that the spectrum above the knee can be fitted by only one power law function. Similarly, the extrapolation of the fit in the third energy range to energies above yields 4213 expected events, while 3673 are observed. The discrepancy is about 8 ffiffiffiffi N p . We compare the IceTop-73 result with other, relatively recent experiments in the PeV to EeV energy range in Fig. 15 and with previous IceCube results in Fig. 16 . Comparison of IceCube results to older experiments can be found in [1, 2] . The IceTop-73 result agrees within systematics both with IceTop-26 [1] and IceCube-40 [2] results. The major differences between the IceTop-73 and previous analyses are the assumed composition model, different snow treatment, improvements in the reconstruction and simulation codes, a larger detector, and a longer data taking period.
This result agrees relatively well with Tunka [7] and GAMMA [3] results, except for the spike around 60 PeV in the gamma spectrum which we can not confirm. The agreement with KASCADE [21] and KASCADE-Grande [22] results is within systematic errors. In recent papers [4, 6] , the KASCADE-Grande Collaboration has interpreted the structure around 10 17 eV in terms of changing composition. All experiments show similar structure in the spectra; however, the breaks at 18 PeV [log 10 ðE=GeVÞ ¼ 7:3] and 130 PeV [log 10 ðE=GeVÞ ¼ 8:1] appear to be most significant in the IceTop-73 result.
VI. SUMMARY AND OUTLOOK
In summary, we have obtained a measurement (Table V) of the cosmic ray spectrum with a resolution of 25% around 2 PeV, which improves to 12% above 10 PeV, using one year of data from the nearly complete IceTop array. The result obtained assumes a mixed composition based on the H4a model [18] . The hardening of the spectrum around 20 PeV and steepening around 130 PeV is a clear signature of the spectrum and cannot be attributed to any of the systematics or detector artifacts. Thus, any model trying to explain the acceleration and propagation of cosmic rays needs to reproduce these features.
The potential for obtaining further and more detailed information about the primary cosmic ray spectrum with IceCube is not yet fully exhausted. Analysis of coincident events over the same period as this analysis is currently underway, including improved treatment of photon propagation in the ice and correcting for seasonal variations to be able to use the full year of data without extra systematics. The acceptance can be more than doubled by using the full IceCube as a cosmic ray detector and extending the zenith angle range to greater than 60 degrees. This can be done for showers with cores in IceTop, for showers with cores through the deep detector, and for an energy-dependent fraction of coincident events. Use of several independent and complementary measures of spectrum and composition to cross-calibrate the different approaches will place an important consistency constraint on the conclusions. Finally, the use of single station hits and three-station events, including signals from tanks that come in coincidence with a signal from the neighboring tank at the same station. This signal is dominated by the electromagnetic component of the air shower. Unlike muons that are highly penetrating, electrons and photons are affected by the snow. Electrons and photons can either be absorbed by snow or produce cascades. From simulation studies it was found that absorption is the dominant effect for electrons and gammas with energies less than 1 GeV. This is likely because the ice in the tank is two radiation lengths thick and is the main target for converting photons, which dominate the electromagnetic signal. Since the main signal in IceTop tanks is due to photons and low energy electrons, snow on top of the IceTop tanks tends to reduce the signal. The effect of snow can be seen if we geometrically separate showers according to their shower core locations. Figure 17 shows the IceTop-73 detector geometry with snow coverage indicated by the color scale. Two polygons represent two containment subsets. The first subset, called ''old,'' represents showers that fell in the snowy part of the detector. The second subset, called ''new,'' represents showers that fell in the less snowy part of the detector. Figure 18 (a) shows the uncorrected shower size spectra for these two subsets weighted by their respective containment areas. Since all showers were taken during the same period of time, all atmospheric conditions, like pressure, temperature, etc., were the same for both subsets. It is clearly seen that showers that fell into the snowy part of the detector get a smaller reconstructed shower size, S 125 .
To estimate , a range of possible values from 1.5 to 4.0 m was used in the correction Eq. (4). of 2:1 AE 0:2 m was chosen as the value that reconciles S 125 spectra from different parts of the detector that have different snow cover. During the reconstruction process, the likelihood algorithm tries to minimize the difference between the measured signal of each tank and the signal expected from simulations. The snow correction of Eq. (4) is applied to reduce the expected value of signals in tanks under snow in the likelihood fitting procedure. Figure 18 (b) shows the shower size spectra for new and old containment cuts with the snow correction applied. After correction both parts of the detector give the same shower size spectra. Of course, low energy showers that fell into the old detector and did not trigger but could have triggered if they had fallen into the new detector will not be recovered by this correction.
Another way to see the effect of snow is by looking at the shower core distributions [Figures 19(a) and 19(b) ]. Snow effectively lowers the measured shower size: S 125 , for a given primary energy. As a result, above a certain shower size, parts of the detector with more snow cover will trigger less often because a given S 125 corresponds to a higher primary energy compared to the less snowy part. Since the flux decreases with primary energy, the snowy part of the detector will have lower rates. This can be seen as fewer reconstructed shower cores in that part of the detector [see Fig. 19(a) ]. Snow correction ensures that independent of where the shower falls in the detector, the measured shower size will correspond to the same primary energy (assuming the same mass and atmospheric conditions).
The snow on top of the tanks is measured twice per year. In between these measurements, snow accumulation is estimated by the method described in [8] , which is based on the ratio of the electromagnetic to muon component of the calibration curve. This method is accurate up to 20 cm. The snow density is 0:3-50:4 g=cm 3 and ¼ 2:1 m corresponds to 84 g=cm 2 . The attenuation parameter in Eq. (4) has an energy dependent behavior. In this analysis we used the average value for ¼ 2:1 m but it may vary by AE0:2 m. The value of 0.2 m comes from the comparison of S 125 spectra with different energy and zenith ranges.
