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Abstract 
In 2008, the Czech government launched an information system called Insolvency Register of the Czech Republic. Already 
within the first year of its operation, about 5200 insolvencies were commenced. This number rose, however, immensely in the 
following years as the impact of the Global Financial Crisis became evident also in the Czech Republic - industrial production 
fell by 13.4% and many areas witnessed massive layoffs. Meanwhile, the Czech Insolvency Register contains publicly available 
data concerning approximately 160 000 insolvency proceedings. The subjects participating in insolvency proceedings include 
debtors, creditors, senates deciding in the respective insolvency matter and insolvency administrators who handle debtor's assets 
during the proceedings. Often, the involved subjects participate in several insolvency proceedings thus forming a complex social 
network that evolves over time. In order to better understand emerging trends in such a type of networks, we orient our research 
towards the identification of influential individuals. Association rules used to predict future behavior of the network reveal 
several interesting patterns present across the entire country as well as locally in specific regions only. 
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1. Introduction  
On 1 January 2008, the Czech government launched an information system called Insolvency Register of the 
Czech Republic (IR), that is publicly accessible at http://isir.justice.cz/. IR contains a detailed up-to-date information 
about all insolvency proceedings (IPs) commenced since 2008, altogether about 160 000 cases. The data comprises 
the information about the debtor, such as his/her name, domicile, birth certificate number, etc. If the debtor is a legal 
entity, the company name, registered office and identification number are added. Further information includes the 
number of the judicial senate handling the IP, a list of its administrators and since October 2011 also the involved 
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creditors. Several scanned documents may be attached to any IP as well. In particular this unstructured data could 
represent a valuable source of important information for the following data analysis. For this reason, we will explore 
here the possibility of extracting the information on the names of the involved creditors from scanned documents 
attached to IPs before October 2011.  
The subjects participating in IPs quite naturally form a complex and dynamic social network. In social networks, 
connectivity can be studied to encounter mutual relationships and interactions between individual node actors and to 
assess their significance and role in the network. Prestigious nodes are, e.g., expected to be extensively interlinked 
with other nodes. Link analysis could then help find prominent actors in the network and clarify their role. The 
understanding of their role and its evolution over time could namely provide useful hints for a future link prediction, 
e.g., in the form of relevant association rules.  
2. Related works 
IR contains a lot of data in the form of structured entries. Further information, e.g., on the creditors or the claimed 
debt, could be potentially extracted from scanned text documents called applications of receivables attached to the 
studied IPs. In the so-called vector space model, text documents can be represented as a vectors with each of their 
components determined according to the so-called TF-IDF scheme8. TF stands for the term frequency and IDF for 
the inverse document frequency. Our aim will be to classify pre-processed applications of receivables described as 
vectors of TF-IDF terms into groups identifying the respective creditors. Due to huge amounts of data to be 
processed quickly, computationally more efficient classifiers should be preferred, e.g., Naive Bayesian classifier, 
logistic regression, support vector machines or extreme learning machines. 
2.1. Document classification 
Given an example  v = ( v1, ... , v|V| ) with |V | being the vocabulary size of the document collection, Naive 
Bayesian classifier (NBC) calculates conditional probabilities for all possible classes and then chooses that class k*
yielding maximum posterior probability k*=P(Ck* |v). NBC assumes conditional independence of attribute values vi  
given the class  Ck . The basic formula of the NBC corresponds to:   
 
                        (1) 
 
The task of the NBC learning algorithm is to estimate prior class probabilities P(Ck ), k = 1, ..., m0, and conditional 
class probabilities  P ( vi | Ck ) for the values  vi of attributes Ai , i = 1, ..., a. Standard logistic regression (LR) is a 
classification method used for two-class problems. The classifier defined by the weight vector w predicts the 
likelihood of the classes based on the presented vector v. To maximize the sample likelihood, gradient descent 
method can be utilized. For the sigmoid function  y = P ( C = 1 | v ) = 1 / ( 1 + exp ( - wT v ) ) and d standing for the 
correct classs label, the weight vector update  ' w = K  d - y ) v  corresponds to the delta learning rule of the 
classical two-layer perceptron. After the weights w are found, LR is used for classification so that the class label Ck , 
k  ^ 0, 1`  with the highest likelihood  P ( Ck ) / ( 1 - P ( Ck ) )  is predicted. 
The goal of support vector machines11 (SVMs) is to place an optimal class separating hyperplane in the attribute 
space. An optimal hyperplane is equally distant from the nearest examples out of both classes called support vectors. 
Classes that cannot be linearly separated in the original space, may, however, become linearly separable in a higher-
dimensional attribute space. Anyway, such a transformation into a higher-dimensional attribute space does not have 
to be performed explicitly. For SVMs, the so-called kernel functions can be used instead. In the case of a linear 
kernel function even the original attribute space remains preserved.  
Extreme learning machines6 (ELM) are single-layer feedforward neural networks capable of universal 
approximation. Their main advantage consists in the random initialization of fixed weights and biases in hidden 
neurons that do not need further adjustment. Their output weights E are determined as  E  =  H† Y, where H†  denotes 
the Moore-Penrose generalized inverse of the hidden-layer output matrix and Y stands for the target values.  
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Table 1. 10-fold cross-validation results for the creditors’ dataset classifiers - Recall, Precision, F-measure and Training time for each of the 
considered algorithms along with the corresponding 95% confidence interval. Recall is the relative frequency of correctly classified positive 
examples. Precision estimates the portion of correctly classified examples that were classified as positive. The F-measure is defined as 
F=2RecallPrecision / (Recall+Precision). The shown values correspond to the average computed over 20 classes and 10 folds. 
Classifier Recall Precision F-measure Training time (sec.) 
Naïve Bayes (multinomial) 0.854 ± 0.005 0.828 ± 0.005 0.824 ± 0.005 1.143 ± 0.027 
Logistic Regression 0.966 ± 0.002 0.965 ± 0.002 0.965 ± 0.002 235.004 ± 1.053 
SVM (linear kernel) 0.960 ± 0.002 0.959 ± 0.002 0.959 ± 0.002 59.176 ± 1.729 
ELM (500 hidden neurons) 0.813 ± 0.006 0.828 ± 0.006 0.817 ± 0.006 43.942 ± 0.117 
ELM (5000 hidden neurons) 0.943 ± 0.003 0.942 ± 0.003 0.941 ± 0.003 3 736.228 ± 2.885 
 
 
Fig. 1. Three selected n-grams (n ranging from one to three) most correlating with five top creditors. 
 
2.2. Methods for social network analysis 
Social networks can be described by means of a graph G=(V, E) with the set of nodes V and the set of edges E. 
The nodes stand for individual social actors and the edges illustrate the relationships between them2. For social 
networks represented as undirected graphs, e.g., the degree centrality (corresponding to the normalized node degree) 
or rank prestige, can be studied. In the case of a directed graph, the Hypertext Induced Topic Search method7 (HITS) 
represents a viable option. HITS considers both the incoming links (in-links) and outgoing links (out-links) of each 
node. The prestige of each node i is then expressed by two values, the so-called authority score and the hub score. 
Let the authority score of the node i be defined as a(i) and the hub score of the node j as h(j). Then the mutually 
reinforcing relationship of the two scores can be specified as: 
                                      (2) 
Large authority scores characterize the nodes with many in-links while large hub scores stand for the nodes with 
many out-links. Both the authority and hub scores can be determined using the well-known power iteration method. 
Association rules represent a widely used approach to describe potentially interesting and important relations 
between the attributes in large data collections. Formally, let  I = { i1, i2, ..., in }  be a set of  n  variables called items 
and let D = { t1, t2, ..., tm }  be a set of  m transactions, called the database. Each transaction t in the database is a 
nonempty subset of I. An association rule X => Y with X, Y  I and XY = {} thus indicates that the right-hand-side 
(RHS) itemset Y follows from the set X on the left-hand-side (LHS) meaning that whenever there occurs X, there is 
Y likely to be involved, too. To select the most interesting rules, various measures of interestingness can be used, 
e.g., support, confidence or lift. The value of support, supp(X), of an itemset X is defined as the proportion of 
transactions in the database which contain all the items present in the itemset X. The values of confidence and lift of 
a rule  X => Y  are specified as: 
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   (3) 
Association rules exceeding the given support and confidence requirements can be generated, e.g., by the 
iterative apriori algorithm. Based on I, the algorithm first generates all the i-tuples of items with a sufficiently high 
support. Afterwards, (i+1)-tuples are generated such that all their subsets of size i also have a sufficiently high 
support. All the found i-tuples called frequent itemsets are subsequently used to generate rules exceeding a given 
confidence threshold. An alternative FP-growth algorithm5 first scans the database and derives a list of frequent 
items. Based on this frequency list, the transaction database is compressed into the so-called frequent-pattern tree 
(FP-Tree) by mapping each transaction onto a path in the FP-tree. As different transactions can have several items in 
common, their paths may overlap. Finally, frequent itemsets ending with a particular suffix are recursively 
generated. Tests show that the FP-growth method is about an order of magnitude faster than the apriori algorithm. 
3. Data preparation  
Except for 2 subjects, an explicit information about the participating creditors began to be published in the IR 
since October 2011. For the initial about 50 000 IPs commenced before October 2011, the names of the involved 
creditors can be found only in scanned documents called applications of receivables that are attached to IPs. To 
avoid a cumbersome ´manual´ processing of these cca 270 000 attached documents, we decided to utilize the 
Teseract OCR software9 first. Afterwards, an automatic extraction of missing creditors´ names from the processed 
applications of receivables could be facilitated. For this reason, a document classifier had to be trained on a 
reasonably large subset of similarly pre-processed documents where the creditors´ names were known explicitly. 
Within the framework of preprocessing, the documents were converted to lowercase and all (Czech) stop-words 
were removed as well as the words that did not occur in at least 100 documents and words that occurred in more 
than 50% of all documents. The obtained texts were transformed into a bag of n-grams model (n ranging from 1 to 
3), and each n-gram was weighted by its TF-IDF score. The resulting dictionary contained 34 740 different n-grams. 
For further analysis, we decided to consider only 19 most frequent creditors as class labels. For each of the 19 
classes, the training data contained 1000 randomly sampled documents from applications of receivables and another 
2000 samples were added to represent the class of all other previously unknown creditors. Altogether, the training 
set consisted of 21000 sample documents out of 20 classes. 
The above dataset was used to train various classifiers including the Naïve Bayesian classifier, logistic 
regression, linear kernel SVMs and ELMs with 500 and 5000 hidden neurons. The results† obtained by 10-fold cross 
validation for each classifier are shown in Table 1. The highest accuracy (96.5%) was obtained for logistic 
regression. The performed correlation analysis shows that names or a parts of creditors´ names, e.g., ´cetelem´, 
´financial´ or ´home credit´ represent discriminative features - see Figure 1. Other characteristic features include 
parts of creditors’ addresses (e.g., ´karla´, ´michle´, ´republiky´), company identification numbers (e.g., ´25085689´) 
and data box addresses (e.g., ´i48ae3q´). Relevant are also names of layers representing the creditors (e.g., ´sona´). 
4. Supporting experiments 
Within the framework of a further IP data analysis, we will be interested in mutual relationships between 
participating subjects and their evolution over time. In particular, we will be interested in answering the following 
questions: 
1. How to identify prominent nodes in the IP social network and how does their role change over time? 
2. What impact do the individual nodes have in the IP? Can strong relationships found in the network predict 
the emergence of other links between the nodes? 
                                                          
† Training ran with the scikit-learn and scipy python libraries10 on Intel Core i7 920 (8M Cache, 2.66 GHz) with 6x RAM 4096 MB DDR3.  
      
 
   YsuppXsupp
YXsuppYXlift
Xsupp
YXsuppYXconf
u
   and
56   Iveta Mrázová and Peter Zvirinský /  Procedia Computer Science  61 ( 2015 )  52 – 59 
Year Debtors Creditors  (number of       
all  creditors if known)
Administrators Senates 
2008 150 21 154 15 
2009 371 21 226 19 
2010 545 21 107 19 
2011 1 057 21 133 30 
2012 1 574 21  (4 008) 132 25 
2013 1927 21  (4 113) 188 34 
2014 2003 21  (3 819) 211 46 
Fig. 2. Authority scores of IP subjects from the region Jihomoravsky kraj  between 2008 and in 2014. Creditors are marked blue, debtors green, 
administrators red and senates purple. The table below shows the number of the involved subjects for each respective year. 
 
4.1. The first set of experiments - social network analysis 
Since almost every region in the Czech Republic has its own regional court to handle the corresponding IPs, also 
the IP social networks formed in the respective regions were studied independently with the aim of capturing 
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possible regional differences in IPs. To understand also the evolution of the IPs structure over time, an individual 
network snapshot was considered for each of the years 2008 - 2014 in all 14 regions, yielding together 98 network 
snapshots. The studied networks comprise 4 types of nodes reflecting the respective type of subjects - the creditors, 
debtors, administrators and judicial senates. Directed edges between them represent the following relationships:  
a. a directed edge between debtor d and creditor c means that debtor d owes money to creditor c,  
b. a directed edge between administrator a and debtor d indicates that administrator a manages the insolvency 
proceeding of debtor d, 
c. a directed edge between senate s and debtor d shows that senate s handles the IP of debtor d. 
As the considered networks form a directed graph, the most representative results were obtained by means of the 
authority and hub scores computed by the HITS algorithm. Since the creditors do not contain any outgoing edges 
they represent the authorities in the network. The administrators and senates form on the contrary the hubs of the 
network. Further, we used the NetworkX Python software package3 along with the Gephi visualization tool1. The 
evolution of the authority scores from the region Jihomoravsky kraj between 2008 and 2014 is illustrated in Figure 
2. We can clearly see that the number of IPs dramatically increased in that time and the influence of the involved 
subjects (in particular the creditors) changed as well.  
There can be found creditors whose initial dominance significantly declined over time, e.g., the General Health 
Insurance (VZP), the Home Credit lending company or Telefónica Czech Republic. Other creditors maintain their 
prominence over all 7 years, e.g., the GE Money Bank. We can, however, notice also a rapid rise in influence for 
initially almost dormant creditors like Provident Financial (since 2011). In other regions, the evolution dynamics of 
creditors´ influence seems to be quite similar. This stands in accordance with the authority scores computed both for 
the Jihomoravsky and Karlovarsky regions - see Figure 3a. 
In the case of administrators and senates, a different trend can be observed - see Figure 3b,c. Initially, a small 
number of dominant (with respect to the number of IPs to be handled) nodes is present in IR. With the growing 
number of insolvencies, their influence (measured as hub scores), however, tends to become more evenly distributed 
over time. An exception could represent the region Jihomoravsky kraj, especially for the years 2012 and 2014. In 
this case, a small group of nodes appears to yield higher hub scores. Normalized node degrees, on the other hand, 
did not reveal any meaningful trend in this respect - see Figure 3d. 
4.2. The second set of experiments - mining of association rules for link prediction 
In the context of social network analysis, association rules containing the respective authority or hub nodes as 
their items could help explain some potentially emerging relationships in the network. This knowledge could help 
predict, e.g., what subjects are likely to participate in an IP together. For this task we used the open source data 
mining toolkit Weka4. The itemset contained in this case between 400 and 600 different subjects (debtors, creditors, 
administrators and senates), one item for each of the years 2008 - 2014 and two items representing the debtor's type: 
natural person (N) or legal entity (L). The transaction set, contained approximately 9 000 transactions for the region 
Jihomoravsky kraj and 4 500 transactions for Karlovarsky kraj, each transaction for one IP where at least one 
debtor, administrator and senate participated. 
Due to a rather specific form of the rules we were interested in, the required support thresholds were set 
extremely low (e.g., 0.001 to yield about tens of transactions). When looking for rules matching the pattern  
person_type, senate, year => administrator, both the apriori and FP-growth algorithms returned the same rules for 
both regions within a few seconds. In the case of rules matching the pattern creditor, person_type, senate, year => 
creditor, the FP-growth algorithm finished the search within a few seconds again, as looking for more specific rules 
actually decreases the number of paths to be searched for in the FP-tree. In the case of the apriori algorithm, 
however, the system ran out of memory and was not able to generate any rules at all. 
In both cases, we were able to find several interesting rules accompanied with high confidence and lift scores 
even over 100. For the first set of rules, there occur different administrators on the RHS for different years - see 
Table 2. The found rules thus do not seem to be applicable for a future link prediction in their current form. Based 
on the second set of rules involving the creditors, it is, however, possible to conclude what subjects will be likely to 
participate in future IPs together - see Table 3. For example in the Jihomoravsky region, legal entities owing money 
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to General Health Insurance (VZP) obviously seem to owe money also to the Czech Social Security Administration 
(ýeská správa sociálního zabezpeþení). In the Karlovarsky region, rather natural persons are affected by mounting 
amounts of debt arranged with several non-banking companies like Provident Financial or Door Financial. 
 
 
Fig. 3. Prominence evolution (authority scores, hub scores and normalized degrees) for the union of the top individuals over the considered period 
in the regions Jihomoravsky kraj and Karlovarsky kraj. 
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Table 2. Examples of association rules of the form  person_type, senate, year => administrator  found for the regions  Jihomoravsky kraj (senate 
codes starting with KSBR) and Karlovarsky kraj (senate codes starting with KSPL). Support stands here for the number of transactions.
LHS RHS Support Confidence Lift 
pt_N, sen_KSBR-24, y_2009 admin_Mgr. Vladimíra Zukalová 9 0.257 165.323 
pt_N, sen_KSBR-24, y_2013 admin_Mgr. Tomáš Gartšík 11 0.066 4.361 
pt_N, sen_KSPL-27, y_2014 admin_ CITY TOWER, v.o.s. 11 0.080 3.266 
pt_N, sen_KSPL-27, y_2014 admin_Ing. Petr Bendl 12 0.087 3.186 
Table 3. Examples of association rules of the form  creditor, person_type, senate, year => creditor  found for the regions  Jihomoravsky kraj 
(senate codes starting with KSBR) and Karlovarsky kraj (senate codes starting with KSPL). Support stands here for the number of transactions.
LHS RHS Support Confidence Lift 
cred_VZP, pt_L, sen_KSBR-24, y_2011 cred_þeskásprávasociálníhozabezpeþení 10 0.714 40.067 
cred_ VZP, pt_L, sen_KSBR-24, y_2012 cred_þeskásprávasociálníhozabezpeþení 9 0.692 38.834 
cred_ VZP, pt_L, sen_KSBR-40, y_2012 cred_þeskásprávasociálníhozabezpeþení 13 0.619 34.725 
cred_bohemiafaktoring, pt_N, sen_KSPL-65, y_2014 cred_intrumjustitiaczech 11 0.550 22.535 
cred_gemoneybank, pt_N, sen_KSPL-65, y_2014 cred_intrumjustitiaczech 15 0.172 7.064 
cred_providentfinancial, pt_N, sen_KSPL-29, y_2013 cred_doorfinancial 10 0.179 6.097 
cred_providentfinancial, pt_N, sen_KSPL-27, y_2014 cred_doorfinancial 10 0.175 5.990 
4. Conclusions 
Most of the data used in this case study had been scraped from the Insolvency Register in a structured form. The 
Insolvency Register contains, however, a lot of important information also in the form of unstructured data attached, 
e.g., as scanned applications of receivables. Such information might refer among others to the number, identity and 
address of the creditors, the amount and due date of claimed debt or other debt-involved subjects like family 
members and business partners. Further valuable data, e.g., on the value of the owned real estates, company shares, 
etc. could be obtained also from various other publicly accessible resources. The experiments evaluated so far on the 
extraction of missing creditors´ names from the scanned applications of receivables have confirmed the possibility to 
efficiently explore and exploit these unstructured data. Social network analysis performed on the completed data 
revealed the role some nodes might play in the evolving network structure. The studied measures of influence are 
capable of differentiating between the respective dynamics of role evolution and many of the found association rules 
proved to be applicable for link prediction.   
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