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ABSTRACT
The problem of outlier detection is extremely challenging
in many domains such as text, in which the attribute val-
ues are typically non-negative, and most values are zero. In
such cases, it often becomes difficult to separate the out-
liers from the natural variations in the patterns in the un-
derlying data. In this paper, we present a matrix factor-
ization method, which is naturally able to distinguish the
anomalies with the use of low rank approximations of the
underlying data. Our iterative algorithm TONMF is based
on block coordinate descent (BCD) framework. We define
blocks over the term-document matrix such that the func-
tion becomes solvable. Given most recently updated values
of other matrix blocks, we always update one block at a time
to its optimal. Our approach has significant advantages over
traditional methods for text outlier detection. Finally, we
present experimental results illustrating the effectiveness of
our method over competing methods.
1 Introduction
The problem of outlier detection is that of finding data
points which are unusually different from the rest of the data
set. Such outliers are also variously referred to as anomalies,
deviants, discordants or abnormalities in the data. Since
outliers correspond to unusual observations, they are of-
ten of interest to the analyst in finding interesting anoma-
lies in the underlying generating process. The problem of
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outlier analysis is applicable to a wide variety of domains
such as machine monitoring, financial markets, environmen-
tal modeling and social network analysis. Correspondingly,
the problem has been studied in the context of different data
types which arise in these domains, such as multidimensional
data, spatial data, and discrete sequences. Numerous books
and surveys have been written on the problem of outlier
detection [1, 7, 8, 16].
In this paper, we will study the problem of text outlier
analysis. The problem of text outlier analysis has become
increasingly important because of the greater prevalence of
web-centric and social media applications, which are rich
in text data. Some important applications of text outlier
analysis are as follows:
• Web Site Management: An unusual page from a set
of articles in a web site may be flagged as an outlier.
The knowledge of such outliers may be used for web
site management.
• Sparse High Dimensional Data: While the methods
discussed in this paper have text applications in mind,
they can be used for other sparse high dimensional
domains. For example, such methods can be used for
market basket data sets. Unusual transactions may
sometimes provide an idea of fraudulent behaviour.
• News Article Management: It is often desirable to de-
termine unusual news article from a collection of news
documents. An unusual news from a group of articles
may be flagged as an interesting outlier.
While text is an extremely important domain from the per-
spective of outlier analysis, there are surprisingly few meth-
ods which are specifically focused on this domain, even though
many generic methods such as distance-based methods can
be easily adapted to this domain [21, 29], and are often used
for text outlier analysis. Domains such as text are particu-
larly challenging for the problem of outlier analysis, because
of their sparse high dimensional nature, in which only a small
fraction of the words take on non-zero values. Furthermore,
many words in a document may be topically irrelevant to
the context of the document and add to the noise in the dis-
tance computations. For example, the word “Jaguar” may
correspond to a car, or a cat depending on the context of
the document. In particular, the significance of a word can
be interpreted only in terms of the structure of the data
within the context of a particular data locality. As a result,
document-to-document similarity measures often lose their
robustness. Thus, commonly used outlier analysis methods
for multidimensional data, such as distance-based methods,
are not particularly effective for text data. Our experiments
also validate this observation.
In this paper, we will use non-negative matrix factoriza-
tion (NMF) methods to address the aforementioned chal-
lenges in text anomaly detection. One advantage of ma-
trix factorization methods is that they decompose the term-
document structure of the underlying corpus into a set of se-
mantic term clusters and document clusters. The semantic
nature of this decomposition provides the context in which
a document may be interpreted for outlier analysis. Thus,
documents can be decomposed into word clusters, and words
are decomposed into document clusters with a low-rank1 ap-
proximation. Outliers are therefore defined as data points
which cannot be naturally expressed in terms of this decom-
position. By using carefully chosen model formulations, one
can further sharpen the matrix-factorization method to re-
veal document-centric outliers. One challenge in this case,
is that the design of a matrix factorization approach, which
is optimized to anomaly detection, results in a non-standard
formulation. Therefore, we will design an optimization so-
lution for this model. The NMF model also has the ad-
vantage of providing better interpretability, and it can also
provide insights into why a document should be considered
an outlier. We present extensive experimental results on
many data sets, and compare against a variety of baseline
methods. We show significant improvements achieved by
the approach over a variety of other methods.
This paper is organized as follows. The remainder of this
section discusses the related work. Section 2 introduces
the model for outlier analysis. The algorithm to solve this
model is provided in section 3. Section 4 provides the ex-
perimental results. The conclusions and summary are con-
tained in section 5. Our code can be downloaded from
https://github.com/ramkikannan/outliernmf and tried with
any text dataset.
1.1 Related Work
The outlier analysis problem has been studied extensively
in the literature [1, 7, 16]. Numerous algorithms have been
proposed in the literature for outlier detection of conven-
tional multidimensional data [2, 5, 21, 29]. The key meth-
ods, which are used frequently for outlier analysis include
distance-based methods [21, 29], density-based methods [5],
and subspace methods [2, 18, 24, 28, 23]. In distance-based
methods, data points are declared outliers, when they are
situated far away from the dense regions in the underlying
data. Typically, indexing or other summarization schemes
may be used in order to improve the efficiency of the ap-
proach. In density-based methods [5], data points with low
local density with respect to the remaining points are de-
clared outliers. In addition, a number of subspace methods
[2, 18, 24, 28, 23] have been proposed recently, in which
outliers are defined on the basis of subspace behavior of the
underlying data.
Most of the traditional multidimensional methods [7, 1]
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can also be extended to text data, though they are not par-
ticularly suited to the latter. Some methods have been de-
signed for outlier detection with matrix factorization in net-
work data sets [31], that are not applicable to text data.
Text data is uniquely difficult because of its sparse and high
dimensional nature. As a result, many of the outliers de-
tected using conventional methods may simply correspond
to noisy text segments. Therefore, careful modeling is re-
quired with the use of matrix factorization methods.
Over the last decade, Non-negative Matrix Factorization
(NMF) has emerged as another important low rank approx-
imation technique, where the low-rank factor matrices are
constrained to have only non-negative elements. Lee and Se-
ung [25] introduced a multiplicative update based low rank
approximation with non-negative factors to overcome the
challenges of truncated SVD. Subsequent to this work, NMF
has received enormous attention and has been successfully
applied to a broad range of important problems in areas in-
cluding computer vision, community detection in social net-
works, visualization, recommender systems bioinformatics,
etc. In spite of broad range of applications, NMF’s litera-
ture in text domain is scarce. Xu et. al. [34] experimented
with NMF for document clustering instead of SVD based
Latent Semantic Indexing (LSI). Other than applications of
NMF in the text domain, Gaussier and Goutte [14] estab-
lished the equivalence between NMF and pLSA. Similarly,
Ding et. al. [11] explained the equivalence between NMF
and pLSI.
In this paper, we use an NMF approach for concise mod-
elling of the patterns, the background, and the anomalies in
the underlying data. It should be pointed out that NMF is
similar to the generative models of text such as pLSI and
LDA [14] [11] [30], though NMF often provides better inter-
pretability. Our important challenge is to model the outliers
along with the low rank space of the input matrix. We iden-
tified ℓ1,2-norm as an appropriate approach for factorization
in outlier analysis. Recently, the researchers have used ℓ2,1-
norm in their models to solve various problems, though the
corresponding solution techniques are not easily generaliz-
able to the ℓ1,2-norm. Yang et.al., [35], under the assump-
tion that the class label of input data can be predicted by a
linear classifier, incorporate discriminative analysis and ℓ2,1-
norm minimization into a joint framework for unsupervised
feature selection problem. Similarly, Liu et al [27], solve ℓ2,1-
norm regularized regression model for joint feature selection
from multiple tasks. They also propose to use Nesterov’s
method to solve the optimization problem with non-smooth
ℓ2,1-norm regularization. Also, Kong et al [22] propose a ro-
bust formulation of NMF using ℓ2,1-norm loss function for
data with noises.
1.2 Our Contributions
Text data is uniquely challenging to outlier detection both
because of its sparsity and high dimensional nature. Given
the relevant literature for NMF and text outliers, we propose
the first approach to detect outliers in text data using non-
negative matrix factorization. We extend the fact that NMF
is similar to pLSI and LDA generative models and model
the outliers using the ℓ1,2-norm. This particular formula-
tion of NMF is non-standard, and requires careful design
of optimization methods to solve the problem. We solve
the resulting optimization problem using block coordinate
descent technique. We also present extensive experimental
Notation Explanation
A = [a1 · · ·an] ∈ Rm×n+ Document-word matrix
m Vocabulary size
n Number of documents
Z ∈ Rm×n Outlier matrix
r < rank(A) Rank
W ∈ Rm×r+ Term-Topic matrix
H ∈ Rr×n+ Topic-Document matrix
A(i) Matrix A from the ith iteration
‖A‖1,2
∑n
i=1 ‖ai‖ℓ2 ℓ12-Norm where,
ai ∈ Rm is the i-th column of A
Table 1: Notations used in the paper
Figure 1: Text Outliers Using NMF
results both on text and other kinds of market basket data
sets. We show significant improvements achieved by the ap-
proach over other baseline methods.
2 Matrix Factorization Model
This section will present the matrix factorization model which
is used for outlier detection. Before discussing the model in
detail, we present the notations and definitions. We repre-
sent the corpus of text documents as a bag of words matrix.
A lowercase or uppercase letter such as x or X, is used to de-
note a scalar. A boldface lowercase letter, such as x, is used
to denote a vector, and a boldface uppercase letter, such as
X, is used to denote a matrix. This is consistent with what
is commonly used in much of the data mining literature.
Indices typically start from 1, unless otherwise mentioned.
For a X, xi denotes its i
th column, y⊺j denotes its j
th row
and xij or X(i, j) or (X)ij denote its (i, j)
th element.
For greater expressibility, we have also borrowed certain
notations from matrix manipulation scripts such as Matlab
and Octave. For example, the notation max(x) returns the
maximal element x ∈ x and max(X) returns a vector of
maximal elements from each column x ∈ X. Similarly, X(i, :
) denotes the i-th row of the matrix and X(:, i) for i-th
column. For the reader’s convenience, the notations used in
the paper are summarized in Table 1.
Let A be the matrix representing the underlying data. In
the context of a text collection, this corresponds to a term-
document matrix, where terms correspond to rows and doc-
uments correspond to columns. In other words, aij denotes
the number of times the term i appears in document j. Gen-
erally, we can write A as follows:
A = L0 + Z0. (1)
Here, L0 is a low rank matrix and Z0 represents the ma-
trix of outlier entries. Typically, the matrix L0 represents
the documents created by a lower rank generative process
(such as that modeled by pLSI), and the parts of the docu-
ments that do not correspond to the generative process are
represented as part of the matrix Z0. In real world scenarios,
the outlier matrix Z0 contains entries which are very close
to zero, and only a small number of entries have significantly
non-zero values. These significantly nonzero entries are of-
ten present in only a small fraction of the columns. Columns
which are fully representable in terms of factors are consis-
tent with the low rank behavior of the data, and therefore
not outliers. The rank of L0 is not known in advance, and
it can be expressed in terms of its underlying factors.
L0 ≈W0H0
Here, the two matrices have dimensions W0 ∈ Rm×r+ , H0 ∈
R
r×n
+ , and r ≤ rank(L0). The matrices W0 and H0 are
non-negative, and this provides interpretability in terms of
being able to express a document as a non-negative linear
combination of the relevant basis vectors, each of which in
itself can be considered a frequency-annotated bag of words
(topics) because of its non-negativity. Specifically, H0 cor-
responds to the coefficients for the basis matrix W0. Intu-
itively, this corresponds to the case that every document ai,
is represented as the linear combination of the r topics. In
cases, where this is not true, the document is an outlier, and
those unrepresentable sections of the matrix are captured
by the non-zero entries in the Z0 matrix. In real scenarios,
the entries in this matrix are often extremely skewed, and
the small number of non-zero entries very obviously expose
the outliers. The decomposition of the matrix into different
component is pictorially illustrated in Figure 1.
In order to determine the best low rank factorization, one
must try to optimize the aggregate values of the residuals in
the matrix. This can of course be done in a variety of ways,
depending upon the goals of the underlying factorization
process. We model the determination of the matricesW,H,
and Z, as the following optimization problem:
(W0,H0;Z0) = argmin
W≥0,H≥0;Z
1
2
‖A−WH− Z‖2F + α‖Z‖1,2
(2)
The specific location of outliers in each column does not
have a closed form solution, since the ℓ1,2-norm penalty is
applied to Z. The logic for applying the ℓ1,2-norm in the
context of the outlier detection problem is as follows. Each
entry in the Z corresponds to a term in a document, whereas
we are interested in the outlier behavior of entire document.
This aggregate outlier behavior of the document x can be
modeled with the ℓ2 norm score of a particular column zx. In
a real scenario, if a large segment of a document x is not rep-
resentable as the linear combination of the r topics through
L0, the corresponding column zx in the matrix Z will be
compensated by having more entries in its column. In other
words, we will have a higher ℓ2 value for the corresponding
column zx, and this corresponds to a higher outlier score.
Furthermore, the ℓ1,2-norm penalty on Z defines the sum of
the ℓ2 norm outlier scores over all the documents. There-
fore, the optimization problem essentially tries to find the
best model, an important component of which is to minimize
the sum of the outlier scores over all documents. While a va-
riety of different (and more commonly used) penalties such
as the Frobenius norm are available for matrix factorization
models, we have chosen the ℓ1,2-norm penalty because of its
intuitive significance in the context of the outlier detection
problem, and its tendency to create skewed outlier scores
across the columns of the matrix. As we will see in the next
section, this comes at the expense of a formulation which is
more difficult to solve algorithmically.
For high dimensional data, sparse coefficients are desirable
for obtaining an interpretable low rank matrixWH. For this
purpose, we add the ℓ1-penalty on H:
min
W≥0,H≥0;Z
1
2
‖A−WH − Z‖2F + α‖Z‖1,2 + β‖H‖1 (3)
The constant α defines the weight for the outlier matrix Z
over the recovery of the low rank space L and the sparsity
term. In the case of outlier detection in text documents, we
give more weight for the outlier matrix over the low rank
representation L. This problem does not have a closed form
solution, and therefore we cannot directly recover the low
rank matrix WH in closed form. However, we can recover
the column space. Without non-negativity constraints, this
property is also known as the rotational invariant property
[12, 33]. This particular formulation of the matrix factoriza-
tion model is a bit different from the commonly used formu-
lations, and off-the-shelf solutions do not directly exist for
this scenario. Therefore, in a later section, we will carefully
design an algorithm with the use of block coordinate descent
for this problem.
In order to understand the modeling of the outliers bet-
ter, we present the readers with a toy example from a real
world data set, to show how skewed the typical values of the
corresponding column z(x) may be in real scenarios. In this
case, we used the BBC dataset2. This dataset consists of
documents from BBC news website corresponding to stories
in area business, entertainment, politics, sport, tech from
2004-2005 . We took all the documents from business and
politics and 50 documents from tech labeled as outliers. We
randomly permuted the columns to shuffle the outliers in the
matrix to avoid any spatial bias. We computed the Z matrix
and generated the ℓ2 scores of the columns of outlier matrix
Z. Figure 2 shows the outlier(ℓ2) scores of the documents.
TheX-axis illustrates the index of the document, and the Y -
axis illustrates the outlier score. It is evident that the scores
for some columns are so close to zero, that they cannot even
be seen on the diagram drawn to scale. These columns also
happened to be the non-outlier/regular documents of the
collection. Such documents ax ∈ Rm correspond to the low
rank space, and are approximately representable as a prod-
uct of the basis matrix W with the corresponding column
vector of coefficients hx ∈ Rr drawn from H. However, the
documents that are not representable in such a low rank
space have a large outlier score. From the distribution of
the outlier score, we can also observe that the scores of out-
lier documents against non-outliers are clearly separable, by
using a simple statistical mean and standard deviation anal-
ysis. Therefore, while we use the scores to rank the docu-
ments in terms of their outlier behavior, the skew in the
entries ensures that it is often easy to choose a cut-off in
order to distinguish the outliers from the non-outliers.
In the following sections, we will analyze the property and
performance of this model (3) for outlier detection prob-
92http://mlg.ucd.ie/datasets/bbc.html
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3 Algorithmic Solution
As discussed earlier our technique is based on NMF, and this
particular formulation (3), which is suited to outlier analy-
sis, is relatively uncommon, and does not have a closed form
solution. In order to address this issue we use a Block Co-
ordinate Descent (BCD) framework and its application to
solve the optimization problem (3). The BCD framework
is a popular choice not only because of the ease in imple-
mentation, but also because it is scalable. First, we will lay
the foundation for the basic BCD technique, as it generally
applies to non-linear optimization problems. We will then
relate it to our non-negative matrix factorization problem,
and explain our algorithm Text Outliers using Nonnegative
Matrix Factorization(TONMF) in detail.
3.1 Block coordinate Descent
In this section, we will see relevant foundation for using this
framework. Consider a constrained non-linear optimization
problem as follows:
min f(x) subject to x ∈ X , (4)
Here, X is a closed convex subset of Rn. An important
assumption to be exploited in the BCD method is that the
set X is represented by a Cartesian product:
X = X1 × · · · × Xm, (5)
where Xj , j = 1, · · · ,m, is a closed convex subset of RNj ,
satisfying n =
∑m
j=1Nj . Accordingly, the vector x is parti-
tioned as x = (x1, · · · ,xm) so that xj ∈ Xj for j = 1, · · · ,m.
The BCD method solves for xj by fixing all other subvectors
of x in a cyclic manner. That is, if x(i) = (x
(i)
1 , · · · ,x(i)m )
is given as the current iterate at the ith step, the algorithm
generates the next iterate x(i+1) = (x
(i+1)
1 , · · · ,x(i+1)m ) block
by block, according to the solution of the following subprob-
lem:
x
(k+1)
j ← argmin
ξ∈Xj
f(x
(k+1)
1 , · · · ,x(k+1)j−1 , ξ,x(k)j+1, · · · ,x(k)m ).
(6)
Also known as a non-linear Gauss-Seidel method [3], this
algorithm updates one block each time, always using the
most recently updated values of other blocks xj˜ , j˜ 6= j. This
is important since it ensures that after each update, the
objective function value does not increase. For a sequence{
x(i)
}
where each x(i) is generated by the BCD method,
the following property holds.
Theorem 1: Suppose f is continuously differentiable in
X = X1 × · · · × Xm, where Xj , j = 1, · · · ,m, are closed
convex sets. Furthermore, suppose that for all j and i, the
minimum of
min
ξ∈Xj
f(x
(k+1)
1 , · · · ,x(k+1)j−1 , ξ,x(k)j+1, · · · ,x(k)m )
is uniquely attained. Let
{
x(i)
}
be the sequence generated
by the block coordinate descent method as in Eq. (6). Then,
every limit point of
{
x(i)
}
is a stationary point. The unique-
ness of the minimum is not required for the case whenm = 2
[15].
The proof of this theorem for an arbitrary number of
blocks is shown in Bertsekas [3]. For a non-convex opti-
mization problem, most algorithms only guarantee the sta-
tionarity of a limit point [26].
When applying the BCD method to a constrained non-
linear programming problem, it is critical to wisely choose a
partition of X , whose Cartesian product constitutes X . An
important criterion is whether the sub-problems in Eq. (6)
are efficiently solvable. For example, if the solutions of sub-
problems appear in a closed form, each update can be com-
puted fast. In addition, it is worth checking how the so-
lutions of sub-problems depend on each other. The BCD
method requires that the most recent values be used for
each sub-problem in Eq. (6). When the solutions of sub-
problems depend on each other, they have to be computed
sequentially to make use of the most recent values. If so-
lutions for some blocks are independent of each other, they
can be computed simultaneously. We discuss how different
choices of partitions lead to different NMF algorithms. The
partitioning can be achieved in several ways, by using either
matrix blocks, vector blocks or scalar blocks.
3.1.1 BCD with Two Matrix Blocks - ANLS Method
The most natural partitioning of the variables is to have
two big blocks, W and H. In this case, following the BCD
method in Eq. (6), we take turns solving the following:
{
W(k+1) ← argmin
W≥0 f(W,H
(k))
H(k+1) ← argmin
H≥0 f(W
(k+1),H).
(7)
Since the sub-problems are non-negativity constrained least
squares (NLS) problems, the two-block BCD method has
been called the alternating non-negative least square (ANLS)
framework [26, 19, 20].
3.1.2 BCD with 2k Vector Blocks - HALS/RRI Method
We partition the unknowns into 2k blocks in which each
block is a column/row of W or H. In this case, it is easier
to consider the objective function in the following form:
f(w1, · · · ,wr,h⊺1 , · · · ,h⊺r) = ‖A−
r∑
j=1
wjh
T
j ‖2F , (8)
where W = [w1, · · ·wr] ∈ Rm×r+ and H = [h1, · · · ,hr]⊺ ∈
R
r×n
+ . The form in Eq. (8) represents the fact that A can
be approximated by the sum of r rank-one matrices.
Following the BCD scheme, we can minimize f by itera-
tively solving the following:
wi ← argmin
wi≥0
f(w1, · · · ,wr,h⊺1, · · · ,h⊺r)
for i = 1, · · · , r, and
h
⊺
i ← argmin
h
⊺
i
≥0
f(w1, · · · ,wr,h⊺1 , · · · ,h⊺r)
for i = 1, · · · , r.
The 2K-block BCD algorithm has been studied as Hier-
archical Alternating Least Squares (HALS) proposed by Ci-
chocki et al. [10, 9] and independently by Ho et al. [17] as
rank-one residue iteration (RRI).
3.1.3 BCD with k(n + m) Scalar Blocks
We can also partition the variables with the smallest k(n+
m) element blocks of scalars, where every element of W
and H is considered as a block in the context of Theorem 1.
To this end, it helps to write the objective function as a
quadratic function of scalar wij or hij assuming all other
elements in W and H are fixed:
f(wij) = ‖(a⊺i −
∑
k˜ 6=j
wik˜q
⊺
k˜
)− wijh⊺j‖22 + const, (9a)
f(hij) = ‖(aj −
∑
k˜ 6=i
wk˜hk˜j)−wihij‖22 + const, (9b)
where a⊺i and aj denote the i
th row and the jth column of
A, respectively.
In this paper for solving the optimization problem (3), we
partition the matrices Z,W,H into vector blocks such as
z1, · · · , zn,w1, · · · ,wr,h1, · · · ,hr. The reasoning behind
this partitioning is explained in the next section.
3.2 Text Outliers using Nonnegative Matrix Fac-
torization(TONMF)
In this section, we propose an efficient algorithm for the
outlier detection model (3).
To determine the Z,W,H for the aforementioned opti-
mization problem (3), we use the block coordinate descent
method. In other words, by fixing W,H, we determine the
optimal Z as vector blocks z1, · · · , zn and vice versa. Due
to ℓ1,2-norm, this optimization corresponds to the two block
non-smooth BCD framework.
Z
(k+1) ← argmin
Z
1
2
‖A− Z−W(k)H(k)‖2F
+ α‖Z‖1,2
(W(k+1),H(k+1))← argmin
W≥0,H≥0
1
2
‖A−WH − Z(k+1)‖
+ β‖H‖1
(10)
Regarding Z = [z1, ..., zn], the minimization problem in (10)
has a separable structure:
Z
(k+1) = argmin
Z
∑
i
1
2
‖a¯i − zi‖22 + α‖zi‖2
where a¯i = ai − (W(k)H(k))i. Therefore, we only need to
define a solution with respect to one variable zi. Thus,
we partition the matrix Z into vector blocks zi and con-
struct Z as a set of vectors zi. Also, the blocks zi is in-
dependent of zj ,∀i 6= j. That is, the closed form solution
of zi is dependent only on a¯i. When all other blocks of
w1, · · · ,wr,h1, · · · ,hr, are fixed, every vector zi ∈ Z, can
be solved to optimal in parallel. Thus, we adhere to BCD
framework of solving the vector blocks of zi, to optimal,
when all the other blocks are fixed.
Theorem 2: The solution of the following minimization
problem
z
∗
i = argmin
zi
f(zi) =
γ
2
‖zi − ai‖22 + α‖zi‖2
is the generalized shrinkage operator:
z
∗
i = shrink(ai,
α
γ
)
where generalized shrinkage operator is defined as:
shrink(ai, C) = max(‖ai‖2 − C, 0) ai‖ai‖2
Proof.
∂f(zi)
∂zi
= γ(zi − ai) + α zi‖zi‖
When ‖ai‖2 ≤ αγ ,
f(zi) ≥ γ
2
(‖zi‖22 + ‖ai‖22) + (α− γ‖ai‖2)‖zi‖2
Therefore we have:
argmin
zi
f(zi) = 0.
When ‖ai‖2 ≥ αγ , let zi = cai then
∂f(zi)
∂zi
= γ(zi − ai) + α zi‖zi‖2 = [γ(c− 1) +
α
‖ai‖ 2
]ai = 0
where
c = 1− α
γ
1
‖ai‖2 .
Therefore, we get
zi = (‖ai‖2 − α
γ
)
ai
‖ai‖2
Now, utilizing the generalized shrinkage operator as defined
in [13][32],
z
∗
i = shrink(ai, C) = max(‖ai‖2 − C, 0) ai‖ai‖2
where C = α/γ.
Now, we need to solve the following NMF model with
sparsity constraints on H:
(W(k+1),H(k+1)) = argmin
W≥0,H≥0
‖A¯−WH‖2F + β‖H‖1
where A¯ = A− Z(k+1). Let
F(w1, ...,wr;h1, ...,hr) = ‖A¯−
r∑
i=1
wihi‖2F + g(h1, ...,hr).
(11)
where W = [w1,w2, . . . ,wr] and H = [h1,h2, . . . ,hr]
T .
For any j ∈ {1, ..., r}, (11) can be rewritten as
‖A¯−
r∑
i=1
wih
T
i ‖2F = ‖A¯−
r∑
i=1,i6=j
wih
T
i −wjhTj ‖2F . (12)
The following is the framework of the block coordinate de-
scent method with a separable regularizer such as the Frobe-
nius norm. We iteratively minimize F(W,H) with respect
to each column of W and H :

for j = 1 . . . r
h
(k+1)
j = argmin
hj≥0
α
2
‖w(k)j hTj − (A¯− W˜(k)j )‖2F
+g(h
(k+1)
1 , ...,hj , ...,h
(k)
r )
end
for j = 1 . . . r
w
(k+1)
j = argmin
wj≥0
‖wj(h(k+1)j )T − (A¯− H˜(k+1)j )‖2F
end
(13)
where
W˜
(k)
j =
j−1∑
i=1
w
(k)
i (h
(k+1)
i )
T +
r∑
i=j+1
w
(k)
i (h
(k)
i )
T ,
and
H˜
(k+1)
j =
j−1∑
i=1
w
(k+1)
i (h
(k+1)
i )
T +
r∑
i=j+1
w
(k)
i (h
(k+1)
i )
T .
According to Theorem 2, the solution of zi is independent
of zj ,∀i 6= j, and it enables us to solve the solution in paral-
lel. This is very useful when computing for very large input
matrices. Similarly, the vector blocks of W,H can also be
updated in parallel. Now, we have all the building blocks for
the Text Outliers using Nonnegative Matrix Factorization
algorithm. We will be using Theorem 2 and the update for
W,H from (13). The Algorithm 1, gives the outline of the
TONMFand its complete implementation can be obtained
from https://github.com/ramkikannan/outliernmf to try
with any real world text dataset.
Algorithm 1: Text Outliers using Nonnegative Matrix
Factorization (TONMF)
input : Matrix A ∈ Rm×n+ ,reduced rank r, α, β
output: Matrix W ∈ Rm×r+ ,H ∈ Rr×n+ ,Z ∈ Rm×n
// Rand initialization of W, H, Z
1 Initialize W, H, Z as a nonnegative random matrix ;
2 while stopping criteria C1 not met do
// Compute Z for the given A,W,H, α, β based
on Theorem 2
3 for i← 1 to n do
4 zi ← max(‖ai‖2 − αγ , 0) ai‖ai‖2
5 while stopping criteria C2 not met do
6 for j ← 1 to r do
7 h
(k+1)
j = argmin
hj≥0
α
2
‖w(k)j hTj − (A¯−
W˜
(k)
j )‖2F + g(h(k+1)1 , · · · ,hj , · · · ,h(k)r );
8 for j ← 1 to r do
9 w
(k+1)
j =
argmin
wj≥0
‖wj(h(k+1)j )T − (A¯− H˜(k+1)j )‖2F ;
4 Experimental Results
In this section, we present the experiments on text outlier
analysis using matrix factorization. We used both real and
synthetic data sets to test our algorithm. The real data sets
correspond to the well known RCV20, Reuters and Wiki
People data, whereas the synthetic data set was created us-
ing a well known market basket generator described later.
It should be pointed out that these data sets were not origi-
nally designed for outlier analysis, and they have no ground
truth information available. Therefore, some additional pre-
processing needed to be applied to the real data sets, in or-
der to isolate ground truth classes, and use them effectively
for the outlier analysis problem. In this section, we will
describe the data sets, their preparation, the performance
criteria and the results obtained by our algorithm. At the
end of this section, we will also present a discussion that
provides interesting insights about the effectiveness of algo-
rithm TONMF .
4.1 Data Sets
The experiments were conducted with both labelled real and
synthetic data sets. These are described below:
RCV20 Data Set: The RCV20 data set 3 is a collection
of approximately 20,000 newsgroup documents, partitioned
(nearly) evenly across 20 different newsgroups. We took all
data points from two randomly chosen classes, which in this
case corresponded to the IBM and Mac Hardware classes.
In addition, 50 data points were chosen from one randomly
chosen class, which corresponds to the Windows Operating
System (OS) class. As it turns out, this is a rather hard
problem for our algorithm because of some level of rela-
tionship between one of the rare classes and the base data.
Specifically, Windows Operating System and IBM Hardware
are both computer related subjects, and the former is often
used with the latter. Therefore, some vocabulary is shared
between the regular class and the rare class, and this makes
the detection of outlier harder. We randomly permuted the
position of the outliers and regular data points.
Reuters-21578 Data Set: The documents in the Reuters-
21578 collection 4 appeared on the Reuters newswire in 1987.
It contains 21578 documents in 135 categories. Every docu-
ment belongs to one or more categories. We selected those
documents that belong to only one category. We chose to-
tally 5768 documents that belong to the category earn and
acq. The outliers were 100 documents from category inter-
est. The vocabulary size of all the documents from these
categories put together were 18933. We randomly permuted
the position of the outliers and regular data points.
Wiki People Dataset: This is a subset of the dataset col-
lected by Blasiak et.al., [4]. The dataset is constructed by
crawling Wikipedia starting from http://en.wikipedia.org/wiki/Category:Lists_of_politicians
to a depth of four. Pages describing people were extracted
from the list of all crawled pages. Text from the body para-
graphs of the pages were extracted, and section headings
were used as labels for blocks of text. Text blocks were as-
sumed to begin with <p> and end with </p>. Only text
in section headings that occurred 10 times or more was re-
tained. Words were stemmed, stopwords were removed, and
words of length at least 3 and at most 15 were considered.
The words need to occur at least 4 times in at least 2 doc-
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uments to be considered important enough to be retained.
From the collected data, the sections Career and Life were
chosen as non-outlier and whereas the small section section
Death was chosen as outlier. The constructed dataset has
a vocabulary size of 18834 and total of 9593 documents. A
total of 100 documents that belong to section Death were
labeled as outlier.
Market Basket Data Generator: We also wanted to un-
derstand the performance of our algorithm in some large
sparse matrices that is similar to the bag of words matrix.
Towards this end, we used the standard IBM Synthetic Data
Generation Code for Associations and Sequential Patterns –
market-basket data generator, that is packaged as part of
Illimine5 software. We set the average length of the trans-
action to be 300 and number of different items to be 50,000.
Note that this generator uses a random seed, and by chang-
ing the seed, it is possible to completely change the trans-
action distribution, even if all other parameters remain the
same. We generated 10,000 data points as a group of four
different sets of 2500 data points with randomly chosen seed
values. In addition, the rare class contained 250 data points
from a single seed value. In addition, we randomly permuted
the positions of the outliers and regular data points in the
matrix representation, to avoid any unforeseen bias in the
algorithm.
4.2 Performance Metrics
The effectiveness was measured in terms of the ROC curve
drawn on the outlier scores. We use the area under the Re-
ceiver Operating Characteristics(ROC) curve – the defacto
metric for evaluation in outlier analysis. The idea of this
curve is to evaluate a ranking of outlier scores, by examining
the tradeoff between the true positives and false positives,
as the threshold on the outlier score is varied in a range. By
using different thresholds, it is possible to obtain a relatively
larger or smaller number of true positives with respect to the
false positives.
Let S(t) be the set of outliers determined by using a
threshold t on the outlier scores. In this case, the True Pos-
itive Rate is graphed against the False Positive Rate. The
true positive rate TPR(t) is defined in the same way as the
metric of recall is defined in the IR literature. The false pos-
itive rate FPR(t) is the percentage of the falsely reported
positives out of the ground-truth negatives. Therefore, for a
data set D with ground truth positives G, these definitions
are as follows:
TPR(t) = Recall(t) = 100 ∗ |S(t) ∩G||G|
FPR(t) = 100 ∗ |S(t)−G||D −G|
Note that the end points of the ROC curve are always at
(0, 0) and (100, 100), and a random method is expected to
exhibit performance along the diagonal line connecting these
points. The lift obtained above this diagonal line provides
an idea of the accuracy of the approach. The area under
the ROC curve provides a measure of the accuracy. A ran-
dom algorithm would have an area of 0.5 under the ROC
curve. The ROC curve was used to provide detailed insights
into the tradeoffs associated with the method, whereas the
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area under the ROC curve was used in order to provide a
summary of the performance of the method.
4.3 Baseline Algorithms
The baselines used by our approach were as follows:
Distance-based Algorithm: The first algorithm which was
used was the k-nearest neighbour algorithm, which is a clas-
sical distance-based algorithm frequently used for outlier de-
tection [21, 29]. The outliers were ranked based on distances
in order to create an ROC curve, rather than using a spe-
cific threshold as in [21]. In addition, we gave the k-nearest
neighbour algorithm an advantage by picking a value of k op-
timally based on area under ROC curve by sweeping k from
1 to 50. Note that such an advantage would not be available
to the baseline under real scenarios, since the ground-truth
outliers in the data are unknown, and therefore the ROC
curve cannot be optimized.
Simplified Low Rank Approximation: We used a low
rank approximation based on Singular Value Decomposition
(SV D). For a given matrix A, a best r-rank approximation
Aˆr is given by Aˆr = USrV
⊺, where
Sr = diag(σ1, · · · , σr, 0, · · · , 0). That is, the trailing rank(A)−
r in the descending ordered singular values are set to 0. It
is natural to understand that the outlier documents require
linear combination of many basis vectors. Thus the ℓ2 norm
on the
√
SrV
⊺ can be used a score to determine the outliers.
In the graphs, we use SV D as the legend to represent this
baseline. For the SV D approach, we used the same low rank
as our algorithm.
Robust Principal Component Analysis(RPCA) : Re-
cently Candes et.al.,[6], proposed a new technique called
Robust PCA that is insensitive to noises and outliers. It
is important to note that both PCA and NMF are differ-
ent forms of low rank approximation. Hence, we wanted
to leverage the output of RPCA and recover the outliers.
RPCA yields two matrices (1) a low rank matrix - L and (2)
a sparse matrix S such that A ≈ L+ S, where A is the given
input matrix. The main disadvantage of RPCA is its larger
memory requirements. Retaining L, S for large matrices re-
quire significant memory. We used the ℓ2 norm on the S as
an outlier score for every document. In the graphs, we use
RPCA as the legend to represent this baseline.
4.4 Effectiveness Results
We first present the ROC curves for the different data sets.
The ROC curve for the Reuters dataset is illustrated in Fig-
ure 3. In this case, our algorithm shows a drastic improve-
ment over both the baseline algorithms. This is evident from
the rather large lift in the chart. Our algorithm TONMF
had an area of 0.9340 under ROC. The k-NN approach per-
formed quite poorly, and had an area under the ROC curve
of 0.5370. This is slightly better than random performance.
The area under ROC for the SV D method was 0.5816 and
RPCA was 0.6120, which is better than the k-NN method,
but still significantly less than the proposed algorithm.
The comparison of our algorithm with baselines for the
RCV20 data set is shown in Figure 5. As discussed in the
data generation section, this is a particularly challenging
data set, because of the similarity in the vocabulary distri-
bution between the rare class, and the regular class. It is
evident that our algorithm TONMF performed better than
the SV D, RPCA and the k-NN method. However, the lift
in the ROC curve for all the methods is not particularly sig-
nificant, because of the inherently challenging nature of the
data set. The k-NN method performed particularly poorly
in this case. In a later section, we will provide some in-
sights about the fact that some of this “poor” performance
is because of the noise in the data set itself, where some of
the points in the regular class should really be considered
outliers. We generated a datasets in RCV20 where we just
changed the outlier class to christian religion. We received
a best ROC of 0.9732 and it is not shown in Figure 5.
Figure 9 shows the comparison of our algorithm TONMF
against the baselines for the Wiki People data set. The area
under the ROC for k-NN was 0.5395, which is rather poor.
All the other methods performed better than k-NN with
area under the ROC for SV D being 0.5670 and RPCA be-
ing 0.5471. Our algorithm TONMF performed significantly
better than all the methods with an AUC of 0.8552. Clearly,
this is a significant qualitative difference between the meth-
ods. The above three were experiments on real life dataset
and we chose market basket for synthetic dataset.
The ROC comparison for the synthetic market basket data
is illustrated in Figure 7. In this case, the improvement
of the algorithm TONMF over the baseline methods was
quite significant. Specifically, the algorithm TONMF had an
area under the ROC curve of 0.7598, which is a significant
lift. This significantly outperformed the SV D and RPCA
method, which had an area under the ROC curve of 0.5731
and 0.5758 respectively. As in the case of the other data
sets, the k-NN algorithm performed very poorly with an
area under the ROC curve of 0.5431. The consistently poor
performance of the k-NN approach over all algorithms is
quite striking, and suggests that straightforward generaliza-
tions of outlier analysis techniques from other data domains
are often not well suited to the text domain.
Based on our conducted experiments on real world and
synthetic datasets, we observed that TONMF outperformed
every other baseline. Furthermore, the rank of the meth-
ods from best to worst is TONMF,RPCA,SV D and NN .
Clearly, conventional distance-based methods do not seem
to work very well for text data.
4.5 Parameter Sensitivity
From (3) in Section 2, we can see that the parameters for
our algorithm are α, β and the low rank r. We tested the al-
gorithm for different variations in the parameters, and found
that our algorithm was insensitive to changes in β. In other
words, for a given low rank r and α, the changes in the
value of β did not result in significant change in the area
under ROC. Hence, in this paper, we provide the charts of
the ROC area variation with the parameters α and r on the
data sets.
The sensitivity results for the Reuters data set are illus-
trated in Figure 4. The value of α is illustrated on the
X-axis, and different values of the low rank r are graphed
by different curves in the plot. It is evident in this case, that
the area under the ROC increased with increase in low rank
r and α. However the improvement started diminishing and
changed very marginally at higher ranks r.
The results for the RCV20 and Wiki People datasets are
illustrated in Figure 6 and Figure 10 respectively. As in the
previous case, the value of α is illustrated on the X-axis,
and different values of the low rank r are represented by dif-
ferent curves. In this case, the area under the ROC curve
was relatively insensitive to the parameters. This implies
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that the algorithm can be used over a wide range of param-
eters, without affecting the performance too much. Finally,
the results for the market basket data set are illustrated in
Figure 8. In this case, the area under the ROC curve de-
creases with increase in low rank r and α. This is because
the market-basket data has inherently very low (implicit)
dimensionality, and therefore, it is best to use a relatively
low rank in order to mine the outliers.
From the parameter sensitivity graphs for real world datasets,
we observe that for a given α, the approach is relatively in-
sensitive to the rank of the approximation. It needs to be
kept in mind that it is generally faster to determine ap-
proximations with lower rank. This implies that, for very
large matrices, the algorithm can be made computationally
faster by choosing approximations with lower rank without
compromising on the performance. According to the model
explained in equation (3), the parameters α and β balance
the importance given to outliers against the matrix spar-
sity criterion during regularization. By picking α >> β, the
importance of the outlier portion of the regularization in-
creases. From the parameter sensitivity graph, it is evident
that for most low ranksK, the increase in the value of α does
not improve the performance of the outlier detection. This is
because, beyond a particular limit, the weights given to the
outlier criterion do not supersede the optimization problem’s
main objective of extracting the low-rank patterns from the
underlying data.
4.6 Further Insights
In order to illustrate the inner workings of the matrix fac-
torization approach, we provide some further insights about
the statistics buried deep in the algorithm. We also present
some interesting observations when outliers share the same
vocabulary distribution as regular data points, as is the case
for the RCV20 data set. One observation is that the method
of data generation implicitly assumes that all the documents
within a “regular” class in a real data set are not outliers.
This is of course not true in practice, since some of the doc-
uments within these classes will also be outliers, for reasons
other than topical affinity. Our algorithm TONMF was also
able to detect such distinct documents, much better than
the other baseline algorithms. We isolated those false pos-
itives of our algorithm TONMF that were not detected in
the baselines in the case of the RCV20 data set. It was ob-
served that while these outliers officially belonged to one of
the regular classes, they did show different kinds of distinc-
tive characteristics. For example, while the average number
of words in regular documents was 195, the “false positive”
outliers chosen by our algorithm were typically either very
lengthy with over 400 words, or were unusually short will less
than 150 words. This behaviour was also generally reflected
in the number of distinct words per document. Another
observation is that these outlier documents typically had a
significant vocabulary repetition over a small number of dis-
tinct words. Thus, the algorithm was also able to identify
those natural outliers, which ought to have been considered
outliers for reasons of statistical word distribution, as op-
posed to their topical behaviour.
5 Conclusion
This paper presents a matrix factorization based approach to
text outlier analysis. The approach is designed to adjust well
to the widely varying structures in different localities of the
data, and therefore provides more robust methods than com-
peting models. The approach has the potential to be applied
to other domains with similar structure, and as a specific ex-
ample, we provide experiments on market basket data. We
also presented extensive experimental results, which illus-
trate the superiority of the approach. Our code can be down-
loaded from https://github.com/ramkikannan/outliernmf
and tried with any text dataset.
In this paper, we had a parallel implementation using the
Matlab’s parallel computing toolbox to run in multicore en-
vironments. In the future, we would like to explore a scal-
able implementation of our algorithm. The solution is em-
barrassingly parallelizable, and would like to experiment in
web scale data. One of the potential extension is incorpo-
rating temporal and spatial aspects into the model. Such
an extension, make the solution applicable to emerging ap-
plications such as topic detection and streaming data. We
experimented the solution primarily on text data and mar-
ket basket data. In future work, we will extend this broader
approach to other domains such as video data.
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