The modelling of the electrophysiology of cardiac cells is one of the most mature areas of systems biology. This extended concentration of research effort brings with it new challenges, foremost among which is that of choosing which of these models is most suitable for addressing a particular scientific question. In a previous paper, we presented our initial work in developing an online resource for the characterisation and comparison of electrophysiological cell models in a wide range of experimental scenarios. In that work, we described how we had developed a novel protocol language that allowed us to separate the details of the mathematical model (the majority of cardiac cell models take the form of ordinary differential equations) from the experimental protocol being simulated. We developed a fully-open online repository (which we termed the Cardiac Electrophysiology Web Lab) which allows users to store and compare the results of applying the same experimental protocol to competing models. In the current paper we describe the most recent and planned extensions of this work, focused on supporting the process of model building from experimental data. We outline the necessary work to develop a machine-readable language to describe the process of inferring parameters from wet lab datasets, and illustrate our approach through a detailed example of fitting a model of the hERG channel using experimental data. We conclude by discussing the future challenges in making further progress in this domain towards our goal of facilitating a fully reproducible approach to the development of cardiac cell models.
Introduction
There are at least three aspects to replicability and reproducibility in computational models that 48 we would like to distinguish between. We have outlined these aspects in Table 1 , and we discuss 49 the entries in each row below: code is a prerequisite for basic replication, as a reporting practice on its own it limits our 55 ability to apply models to new systems without substantial alterations. So more generically 56 and usefully, reproducibility is provided by model markup languages such as CellML/SBML 57 (Lloyd et al., 2004; Garny et al., 2008; Hucka et al., 2003) and model repositories such as the 58 Physiome Model Repository or BioModels Database (Yu et al., 2011; Chelliah et al., 2015) 59 that provide public and curated reference versions of models. These repository versions of 60 models can be used to auto-generate code in many different programming languages that fiability of parameters may explain some cases of ostensibly similar models yielding qualitatively 140 differing predictions under certain protocols (Cherry and Fenton, 2007; ten Tusscher et al., 2006; 141 Niederer et al., 2009; Fink et al., 2011; Cooper et al., 2016) . 142 Finally, reproducible reporting standards are important for understanding the effects of uncer-143 tainty and variability in biological models. Biological data is invariably affected by many sources 144 of variation, such as measurement error, intrinsic variation (e.g. "beat-to-beat" variability be- give us insights into biological variation or even the suitability of a given model to explain data 150 (Mirams et al., 2016) . Cases of extreme variation in optimal model parameters may indicate 151 the unsuitability of the model to represent the system, as it reduces faith in a direct biological 152 interpretation of each parameter.
153
In previous work, we sought to address the first two kinds of reproducibility listed above in 154 cardiac modelling studies through the development of the Cardiac Electrophysiology Web Lab. 155 The Web Lab is an online resource for the specification, execution, comparison, and sharing of 156 simulation experiments and their results (Cooper et al., 2016) . This Web Lab was built using capabilities of contemporary online tools for analysing/comparing cellular model predictions such as WholeCellSimDB (Karr et al., 2012 (Karr et al., , 2014 . The Web Lab additionally provides visualisation 164 tools to aid in these comparative studies, as well as visibility settings that allow models and 165 protocols to be developed in private before being shared with the community.
166
In this paper, we will discuss our plans for, and initial progress towards, integrating experimen- We now outline the steps required to establish an improved Web Lab, WL2. An overview of each 181 step and the new capabilities it facilitates is shown in Table 2 .
182
Step 1 Adding annotated data Comparing arbitrary data sets Structured queries
Step 2 Linking data to protocols Comparing experimental protocol results Documenting data provenance
Step 3 pre-processing has been performed, and (3) code to reproduce the pre-processing process, to be 205 run off-line. This set-up would allow pre-processing code to be inspected, reviewed, and re-used.
206
It is also worth noting that some types of filtering (e.g. fitting a straight line through noisy data) 207 presuppose a certain structure in the data, and so mix modelling with pre-processing. By having 208 the raw data available online such work could be accommodated. post-processing steps required to re-obtain that data. This will also facilitate a more careful 229 comparison of different data sets describing the outcomes of similar protocols. then, is to let the user define some measures that quantify the model/experiment mismatch 263 (or alternatively the goodness-of-fit), and to introduce algorithms that fit models to data by 264 systematically adjusting selected model parameters until the predictions match the observed 265 results. 266 We distinguish two main types of fitting. In optimisation, the mismatch between model prediction 267 and experimental outcome is quantified by some measure of error, and an optimisation algorithm 268 is used to reduce this error to a minimum. The outcome of this process is a single set of 'best' 269 parameter values. In statistical inference, the difference between the model prediction and the 270 observed data is treated as a random variable (e.g. due to measurement noise), and an inference 271 algorithm is used to quantify the likelihood that different parameter sets gave rise to the observed 272 data. This results in a distribution of parameter values, each with an associated likelihood. , 1999; Lee et al., 2006; Fink and Noble, 2009; Buhry et al., 2011; Beattie et al., 2018) .
282
Secondly, data from different experiments (e.g. in different cells) can either be averaged before 283 processing, or can be processed on an individual basis. Averaging before processing can lead to 284 distorted results, as shown by e.g. Pathmanathan et al. (2015) .
285
In WL2, an outline of which is shown schematically in Fig. 1 , we plan to support all of the modes 286 of fitting listed above. An example using our prototype implementation is given in sections 3 Figure 1 : A schematic overview of WL2. Experimental protocols, applied to biological models (e.g. myocytes, expression systems) give rise to experimental results. The association with a protocol, in combination with additional metadata, provides users with a thorough overview of how the data was obtained. Applied to computational models, the same protocols provide predictions. As in WL1, protocols are written in such a manner that they can be applied to several models on the Web Lab, and their predictions can be compared. A new feature will be the ability to compare predictions to predictions, experimental results to results, and results to predictions. By comparing experimental results and predictions from the same protocol, a fitting process can be initiated, leading to a set of parameter values represented either as singular points (optimisation) or distributions (inference).
2016b). The application of these techniques is a first step towards untangling experimental error 307 from biological variability (Mirams et al., 2016; Marder and Goaillard, 2006 comparison within WL2. We did not denote this step in Fig. 1 We now discuss the implementation of a prototype WL2, focused on performing statistical infer-332 ence over parameters of single-cell EP models and sub-models (e.g. ionic currents), and demon-333 strate its use by reproducing a result from a hERG modelling study conducted by Beattie et al.
334
(2018). In this study, a novel voltage-step protocol was applied to cells expressing the hERG ion 335 channel, and the recorded current was fitted with a 9-parameter Hodgkin-Huxley model, sum-336 marised below in its equivalent Markov-model formulation (for an explanation of the relation 337 between these see Keener and Sneyd, 2009, vol. 1, p150) . The rates are voltage-dependent functions, each parameterised by two scalar values as follows:
352
A Bayesian inference method was then applied to find the parameter values that provided the 353 best fit. As discussed in section 2.4, this inference method finds not just a single set of parameter 354 values, but the distribution of all likely parameter values, known as the posterior distribution. 
379
In addition to the simulation specification, the WL2 prototype requires two files to complete the 380 specification of a fitting problem: a file containing experimental data, and a fitting specification 381 that shows how this data is employed to constrain the model. The content of these files will be 382 discussed in the subsequent sections. where the first row specifies names for each variable, and associated columns specify the corre-393 sponding data. We note that this structure currently expects zero-or one-dimensional data for 394 each named variable (although higher-dimensional arrays may be specified in flattened form), as 395 this was sufficient for our test case, but that the exact data representation can easily be changed 396 at a later stage. In the hERG current fitting experiment, the data file contains two columns of 397 equal length representing a series of (time, current) pairs. Our current implementation requires 398 that the units of the data provided match those of the corresponding entities in the simulation 399 protocol, though future iterations of WL2 will allow for the specification of units and handle 400 necessary translations in a manner similar to functional curation. The final component of a parameter fitting experiment is the fitting specification, which makes 403 use of a custom language that we will introduce in this section by means of a working example.
404
The fitting specification takes the form of a JSON-formatted text file (http://www.json.org). reduced for the sake of improving runtime) in Table 3 , and will discuss the interpretation of each 410 required entry below.
411
Fitting specification entity Value algorithm AdaptiveMCMC arguments cmaOpt=5, cmaMaxFevals=20000, burn=50000, numIters=100000 output exp IKr=IKr input exp times=t prior (see Table 4 ) Table 3 : Entries in the fitting specification for the hERG ion channel model. The value associated with the "algorithm" entry is a string of characters, and is represented as is, while all other value entries are nested JSON objects, and are presented in "key=value" format for clarity. This is also true for the prior specification, which is represented separately in Table 4 due to its size.
The first entry in the fitting specification is the "algorithm" to be used for parameter fitting, and approximate Bayesian inference algorithms that we are considering for inclusion in WL2.
418
Once we refine the list of algorithms we support, we will lobby for their inclusion in KiSAO (or 419 another accepted ontology) and adapt to this new form of algorithmic specification in future 420 iterations of the Web Lab.
421
In our prototype implementation, the adaptive MCMC algorithm uses a Gaussian likelihood 422 function, which is commonly assumed for time-series data. However, the prototype could easily 423 be extended to allow users to specify different likelihood functions, by adding an "objective" 424 entry to the fitting specification language.
425
The next entry we consider is a dictionary of "arguments," specific to the chosen fitting algorithm.
426
In the example shown in Table 3 , these include the standard arguments for MCMC -the total 427 number of iterations "numIters" and the number of iterations discarded as burn-in "burn" - Uniform(1e-7, 0.1) k C1
Uniform(1e-7, 0.1) k C2
Uniform(1e-7, 0.1) k I1
Uniform(1e-7, 0.1) k I2
Uniform(1e-7, 0.1) k A1
Uniform(1e-7, 0.1) k A2
Uniform(1e-7, 0.1) G Kr Uniform(0.0612, 0.612) obj:std 0.00463 Table 4 : Prior distribution specified within the fitting specification for the 9-parameter hERG model. This prior is adapted from Beattie et al. (2018), who employ a wider prior in their MCMC inference but define this region as most likely to contain the optimal parameters. Parameters respect the shortened naming conventions of Equations (1)-(9) for clarity. An additional parameter, "obj:std", controls the observation noise standard deviation, part of the Gaussian likelihood function, and is set to a fixed value in this example (although in general it could be learned too).
Prototype results

456
We now present the results of our test-case fitting experiment, implemented in a WL2 prototype.
457
As with the WL1 implementation, an experiment may be carried out, and its results viewed, by 458 matching a model to a protocol in the 'Experiments' matrix view. Within the prototype WL2, 459 the only change to this set-up is that a 'protocol' entry now encompasses a simulation protocol, 460 fitting specification, and data file (as described in Section 3). The files used to represent this 461 fitting experiment are described in Section 3 (particularly Tables 3 and 4 ). Further details,
462
including links to the relevant online resources, can be found in Daly (2018).
463
After the execution of a fitting experiment, the first thing that the WL2 prototype allows us to 464 do is to compare the data simulated using our inferred maximum likelihood parameters to the 465 experimental data we employed during fitting. In Fig. 2 , we see the results of overlaying data 466 simulated using the maximum posterior density parameters returned by our MCMC inference 467 onto the experimental data used to obtain these fitted parameter values. As the MCMC algorithm 468 returns a sample of parameter sets approximating the true distribution over parameters given 469 data, this visual shows us how well the most likely parameter set captures the observed behaviour.
470
The close agreement between these traces suggests that the inference strategy has produced a 471 distribution over parameterised models that captures observed behaviour well, which mirrors the inference strategy we could also use the maximum likelihood values, which (in this case) would 474 be the same as the least squares optimum, and simply compared the data simulated under these 475 optimal parameters with experimental observations.
476
The prototype WL2 additionally provides tools for visualising uncertainty about optimal model 477 parameters in inference studies, as characterised by the marginal distribution over each parameter 478 in the posterior estimate. In Fig. 3 we see a histogram produced by the prototype WL2 in order interest might best be avoided if this responsibility was placed in the hands of some indepen-516 dent multi-centre organisation, and so it is clear that this task should be undertaken separately 517 from establishing WL2. One of the many opportunities the establishment of such a repository 518 would bring, is that it would make it easier for multiple groups to tackle the same problem, investigations into the same phenomenon will almost invariably differ in some details, some of 534 which may later turn out to be important. For annotation, this means that even when using a 535 standard such as the MICEE draft -which specifies around 100 properties to be recorded as 'minimum information' -some details will go unrecorded. It also means that the question of 537 whether two data sets describe 'the same' experiment is not always easy to decide. Conversely, 538 many experiments to measure a certain property, for example inactivation of the hERG current, 539 use different voltage protocols (and so are demonstrably not identical) but provide essentially the 540 same information. By enabling data-to-data, data-to-model, and model-to-model comparison, 541 all with excellent support for annotation, WL2 can help bring these issues into much sharper 542 focus.
Discussion
543
Establishing community ontologies. -which is a variable named in our ontology -could be tagged with the property "is a parameter 582 for the fast sodium current". Further properties could provide a more detailed description, e.g.
583
"influence fast sodium current activation", or "appears in a reaction rate of the form ae bV ". A 584 fitting algorithm for current "x" could then gather all variables tagged as "parameter for x" and At present developing cardiac electrophysiology models is "something of an art" (anonymous 604 senior cardiac modeller). We would like to see it become a science, defined by an unambiguous 605 algorithmic procedure. Our hope is that in the future a resource such as the Web Lab will 606 provide researchers with everything they need to know to reproduce a model's development.
607
The Web Lab will list what experimental protocols need to be performed in a wet lab in order 608 to parameterise a model, and then receive data from these experiments and use them to produce 609 parameterised mathematical models. Further in the future we aim to automate the process of 610 developing new models. By including protocol design, optimised experiments could be generated 611 to optimally constrain each parameter, and these could be suggested by the Web Lab in response 612 to the results of previous experiments. Design of protocols for the process of model selection 613 (choosing the most appropriate set of equations and number of parameters to fit) could also be 614 automated, something that is certainly possible for relatively well-defined model structures such 615 as ion channel models. In the future we envisage this protocol optimisation occurring in real time 616 in response to experimental results being recorded, so that multiple rounds of model refinement 617 and new experiments can be performed in one sitting.
618
In this article we have described our work to date in developing a community-based resource to 619 support the cardiac electrophysiology research community. Our goal is that this resource should 620 become a repository for all aspects of the research of this community: experimental data and protocols, the computational models that are derived from that data and aid in its physiological 622 interpretation, and the instantiations in software of statistical inference techniques that are used 623 to derive those computational models from the experimental data and protocols. Whilst our work 624 as described here focuses on cardiac electrophysiology, the need that we address and the approach 625 that we have used are applicable across a large swathe of scientific research endeavour. In order 626 to make our work as widely accessible as possible, and in the hope that this approach might be 627 adopted more widely in other research domains, all of our work is freely available as open source 628 code at https://github.com/ModellingWebLab under a BSD 3-clause license. Code for the 629 WL2 prototype can be found there in the fcweb repository, under the cardiac-fitting branch. Clerx, M., Collins, P., de Lange, E., Volders, P.G.A., 2016. Myokit: A simple interface to cardiac
