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Sensor Fusion for 3D data is a popular topic. Multisensor data combination enhance 
the qualities of each other while single sensor lacks accuracy. In this thesis, an 
evaluation platform for Multimodal 3D data from Kinect v2 and Microphone Array is 
designed and implemented by using ReactJS. In automotive industry and computer 
vision area, 3D detection and localization are widely used. Solutions of 3D detection 
and localization using different measurement systems are discussed in a large number 
of papers. Data Fusion systems are normally using ultrasound based, radio waves 
based, Time-of-Flight, structured light, stereo cameras and sound based sensors. All 
of these measurement systems might provide different 3D data models. And each 
system works fine separately. However, in some cases, multiple measurement 
systems need to work together. Their 3D data sets are different and could not be 
compared and combined directly. In order to simplify the design process of multiple 
measurement systems, this web based evaluation platform is focused on comparison 
and combination of 3D data sets from different coordinate systems. It provides a quick 
and easy development method between multiple measurement systems. In this thesis, 
an evaluation platform which based on Kinect v2 body detection and microphone array 
sound detection systems will be discussed. First an introduction about project overview 
is given. The second section of this paper deals with several project related 
technologies. The third section provides the concept of this project. The forth section 
describes development and implement detail. The next section is about data 
visualization and statistical analysis. Further the final results, evaluation and discussion 
are given.  
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3D data is acquired and reconstructed by various sensor devices such as Kinect v2 
and Microphone Array. They are based on different detection approaches but provide 
similar 3D data within a three-dimensional coordinate system.   
 
Data provided by a single sensor is always affected by the surrounding environment. 
This leads to the data uncertainty in the 3D data measurement progress. Some of the 
sensor measurement devices collect different type of data such as sound based data 
from Microphone Array and vision based data from Kinect v2. Multimodal 3D data 
enhances the qualities of each other.  
 
Currently, 3D detection and localization are widely used in automotive industry and 
computer vision field. For instance, [1] explains autonomous driving by using 
ultrasound sensor, [2] explains real-time facial emotion recognition by using Kinect v2, 
[3] explains real-time 3D reconstruction and interaction by using Kinect v1. Each of the 
examples uses different measurement systems. They usually provide 3D data in 
different coordinate systems. Each of them works fine separately. These multimodal 
3D data from different measurement systems could not be compared and combined 
directly since their coordinate systems are vary. A solution to map different coordinates 
is required at every single time. Normal data fusion approach is used to integrate data. 
However, there are two sensors Kinect v2 and Microphone Array in this project. Their 
3D data are not used to be integrated simply. Kinect v2 is used to verify the correctness 
of the data from Microphone Array. Therefore, a general evaluation platform for 
multimodal 3D data is demanded in order to simplify the progress of coordinate 
mapping. It can be used to provide a quick and easy development method between 
multiple measurement systems. Finally, a general solution for design of an evaluation 
platform for multimodal 3D data is achieved.  
 
In this thesis, sensor fusion between Kinect v2 and Microphone Array will be discussed 
and solved. In a 3D coordinate system, 3D points are defined by X, Y and Z 
coordinates. Kinect v2 can be used to find the 3D point of head joint while Microphone 
Array is used to target the 3D point of sound source location. These two points are 
basically at the same location. Therefore, these two points provide the opportunity to 
realize sensor fusion between the two devices.  
 
Microphone Array provides the opportunity of sound source localization. However, 
sound source sample could be affected by surrounding environment such as echoes. 
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Paper [14] provides a solution to detect sound source location. And the solution has 
already been evaluated by using fixed sound source point. However, the sound source 
might be a moving object. The result cannot be directly confirmed. Therefore, Kinect 
v2 provides a visual feature to assist Microphone Array in object localization. The 
visualization feature provided by Kinect v2 makes up for the shortcoming of 
Microphone Array. And the evaluation platform implemented in this thesis helps to 
verify the correctness of results from Microphone Array.  
 
The rest of this thesis is organized as follows: in Chapter 2, state of the art of Kinect 
v2, Microphone Array, time synchronization and data fusion are discussed. In Chapter 
3, the concept of the solution is given. Chapter 4 and 5 provides the implementation 
details of this project. Chapter 6 discusses the experiment and evaluation results. 
Chapter 7 gives the benefits and disadvantages of this project. Finally, Chapter 8 









2 Literature Review 
This thesis includes Kinect v2 based people detection, Microphone Array sound 
detection, Web application development, time synchronization and multimodal 3D data 
fusion. In this section, Kinect v2 which is used for body detection and microphone array 
which is used for sound source localization as well as other measurement systems will 
be discussed. ReactJS and NodeJS which are used for web development will be 
discussed since this evaluation platform is web based. Different time synchronization 
technologies will be compared in this section since multiple different measurement 
systems are used in this project.  
2.1 Kinect v2 based people detection 
Kinect v2 is a Time-of-Flight based camera, whose camera system is an optical device 
able to reconstruct 3D scene through the measurement of the elapsed time between 
the emission of a light ray (generate via IR Emitters in Kinect v2) and its collection after 
reflection from a target [4]. Figure 1 shows the components of Kinect v2.  
 
 
Figure 1: Components of Kinect v2. 
 
Kinect v2 provides three different channel outputs. It includes two cameras, an RGB 
camera and a depth sensor camera, which show in the figure 2. The depth sensor 
receives the reflection from a target which generated by three infrared (IR) emitters. 
And the depth sensor will calculate related data via Time-of-Flight principle.  
 
The RGB camera captures color images with a Full HD resolution (1920 x 1080 pixels). 
And the depth sensor camera provides a depth image with 512 x 424 pixels resolution. 
The frame rate of Kinect v2 is 30 Hz maximum. Besides, the FOV (field of view) of 
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RGB camera is approximate 84 degrees horizontally and 54 degrees vertically and the 
FOV of depth sensor camera is 70 degrees horizontally and 60 degrees vertically which 
show in figure 2.  
 
 
Figure 2: FOV of RGB and depth sensor camera. Blue part represents the FOV of depth sensor camera 
and green part represents the FOV of RGB camera. [5] 
 
According to the description from [6], the detection range is 0.5 – 8 meters for depth 
frame and 0.5 – 4.5 meters for body frame. Kinect v2 supports skeleton tracking. 
Skeleton tracking (ST) will be used in this project. ST system of Natural User Interface 
provides joint positions of tracked people’s skeletons (maximum 6 people).  
 
Time-of-Light is the most significant technology within Kinect v2 [7]. There are 
controller, timing generator, pixel array and some calculation components within depth 
sensor. That ToF system modulates a camera light source with a square wave. The 
architecture uses phase detection to measure the traveling time between sensor and 
object in order to calculate the distance between them. And the timing generator 
creates a modulation square wave. It is used to modulate IR Emitters for sending and 
the pixel array of depth sensor for receiving. The traveling time can represent as △ t. 
It is calculated by estimating the received light phase at each pixel with modulation 
frequency. And then the depth is calculated with the speed of light. The benefits of ToF 
architecture are:  
1) Each pixel has a depth sample, image resolution is depending on sensor 
dimension, whose is 512 x 424 for Kinect v2.  
2) Depth resolution is a function of signal to noise ratio and modulation frequency.  
3) Higher frequency brings better resolution.  




5) Depth sensor output contains three samples for each pixel: normal depth data, 
an image without room and ambient light, and an image with room and ambient 
light.  
 
The last but not the least, Kinect is available for lower prices than other comparable 
ToF cameras.   
 
Besides the technical specifications of Kinect v2, coordinate mapping is the main 
content in this project. It will be explained how to use coordinate mapping to project 
Kinect data between coordinate spaces.  
 
Kinect v2 contains three types of spaces: camera space, depth space and color space. 
The coordinate mapping method here is used to do two main tasks: 1. Project and 
unproject depth from 2D image space to 3D camera space. 2. Map between locations 
on the depth image and their corresponding locations on the color image.  
 
Camera space is depended on 3D coordinate system used in Kinect v2. The original 
location (x=0, y=0, z=0) is at the center of depth sensor which shows in Figure 2. 
Dimension X grows left to the depth sensor. Dimension Y grows up of the sensor. 
Dimension Z grows out of the direction which the sensor is facing. The dimensional 
unit here is meter. Any Kinect v2 tracking data will be stored in camera space. In usual 
cases, this kind of data need to be mapped into two-dimensional coordinate system 
which means the data is mapping from camera space to depth space.  
 
Depth space is used to display a two-dimensional location on a depth image. 
Dimension X represents column and Dimension Y represents row. The depth image 
resolution of Kinect v2 is 512 x 424. Thus, the image pixel starts from (0, 0) and ends 
at (511, 423). Differ from camera space, in depth space, dimension Z represents depth 
in millimeters. In real usage, depth image is always used to generate a 3D point cloud. 
Infrared data and depth data are coming from the same sensor in Kinect v2. Thus, 
once the pixel in depth space is confirmed, infrared raw data can be achieved at the 
same column/row location of a specific depth pixel.  
 
Color space from color sensor provides a 1920 x 1080 resolution image view which 
differs from depth image and infrared image from depth sensor. Therefore, these two 
sensors provide a different view of the world which shows in Figure 3. As a result, to 
find the location of color pixel in depth or infrared image, pixel has to be converted its 






Figure 3: Views from different spaces by Kinect v2. 
 
The method to do pixel convert between different spaces calls coordinate mapper. As 
an example, to realize background removal by Kinect v2, body detected image is used 
to identify the depth pixels. Those pixels can be used to locate the pixels in color space. 
In order to remove the background, just keep these pixels in color image and delete 
the rest. More details about coordinate mapping will be discussed in next chapter.  
2.2 Microphone array sound detection 
Microphone array sound detection [13] can be used to detect sound source location. 
In the field of robots, they can provide interaction by using sound source from human 
or an interesting event. However, related algorithm by using a microphone array makes 
it possible to detect sound source locations. This kind of algorithm is based on TDOA 
(Time Difference of Arrival) method.  
 
TDOA is an electronic technology used in navigation and localization [34]. It uses the 
time difference between a specific signal arrived at two different stations to localize the 
signal location. It is not based on the signal travelling time, but the time difference 
between multiple stations. Compared to TOA (Time of Arrival), TDOA does not need a 
special timestamp. There are two methods to achieve TDOA value which shows in 
Figure 4, and expresses as follow:  
1. A mobile station is used to get the TOA to several stations and calculate by the 




√(𝑥 − 𝑥1)2 + (𝑦 − 𝑦1)2 − √(𝑥 − 𝑥3)2 + (𝑦 − 𝑦3)2 = 𝑐(𝑡1 − 𝑡3)    (1) 
√(𝑥 − 𝑥2)2 + (𝑦 − 𝑦2)2 − √(𝑥 − 𝑥3)2 + (𝑦 − 𝑦3)2 = 𝑐(𝑡2 − 𝑡3)    (2) 
 
2. A cross-correlation between the signals perceived by different stations. And the 
mobile station transmits the signal which is received by the stations.  
 
 
Figure 4: TDOA methods. 
 
In the case of microphone array, all the microphones are on the same board. Thus, the 
time synchronization problem is no longer existing. Figure 5 shows the localization 
method by microphone array [14]. The angle between the signal to two different 






)    (3)  
 
With the third microphone, the distance can also be confirmed by using trilateration 








        (4) 
 
To achieve the 3D coordinates of sound source location, there are at least five 
microphones. Formula (3) is used to calculate the angle between the sound source to 
two microphones 𝑀𝑥 and 𝑀𝑦. Once 𝐴𝑛𝑔𝑙𝑒12 and 𝐴𝑛𝑔𝑙𝑒23 are achieved, the distance 
between sound source and microphone array can be calculated, which shows in 
Formula (4). Once we get the distance value, it becomes possible to calculate sound 
source location by project sound source location to X-Y plane or Y-Z plane. On X-Y 





2 = (𝑀2𝑥 − 𝑆𝑥)
2 + (𝑀2𝑦 − 𝑆𝑦)
2     (5) 
(𝑑 + ∆13)
2 = (𝑀3𝑥 − 𝑆𝑥)
2 + (𝑀3𝑦 − 𝑆𝑦)
2     (6) 
 
can achieve coordinate X and Y of sound source. Calculate with 
 
(𝑑 + ∆24)
2 = (𝑀4𝑦 − 𝑆𝑦)
2 + (𝑀4𝑧 − 𝑆𝑧)
2     (7) 
(𝑑 + ∆25)
2 = (𝑀5𝑦 − 𝑆𝑦)
2 + (𝑀5𝑧 − 𝑆𝑧)
2     (8) 
 
can achieve coordinate Y and Z of sound source.   
 
 
Figure 5: (a) Microphone Array Board, (b) Microphone M_n and Sound Source S in three-dimensional 
coordinate. 
 
2.3 Other measurement systems 
Besides Kinect and Microphone Array, there are a large number of measurement 
systems used to do 3D localization job. Depend on different use environments, their 
accuracy requirements are different.  
 
Three-Dimensional Ultrasound system can be with a mean error within 1.2 mm [15]. 
This kind of 3D measurement system is usually used in medical field. It makes medical 
operation visualization possible. Currently, there are three methods to achieve a 3D 
data in a specific area. First, by capturing a series of ultrasound images and recording 
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from each orientation with freehand or machine. Second, by using an endoprobe to 
generate a volume by inserting a probe. Third, by using a matrix array transducer to 
sample around points [16]. Generally, the 3D ultrasound system uses high-frequency 
sound waves to scan a specific area, and by receiving the reflected signal to describe 
the complete area image.  
 
The algorithm of 3D localization and mapping using automotive radar is similar with 3D 
ultrasound system [17]. With the high demand of safety and autonomous driving 
requirement recent years, automotive radar plays a more important role. It can be used 
for both self-driving or avoiding accidents. In autonomous drive area, in-car GPS 
system can only be used for a general location and speed purpose globally. And GPS 
becomes unreliable in some areas. Thus, radar systems become useful to scan the 
around environment and help automotive central system to deal with the real situations. 
This kind of smart car also includes a camera system to detect around environment. 
But the camera becomes unavailable due to the factors like rain or snow. Compared 
to camera, radar system can also be used to measure the object speed. This will be a 
benefit to distinguish the relatively static and relative movement. SLAM 
(Simultaneously Localization and Mapping) technology is used widely in robot area 
nowadays. And SLAM using radar for localization and mapping purpose can be traced 
back to 1999 [18]. Generally, the RADAR system sends radio waves into the air and 
receive reflection by receiver of the system. Distance between the object and the 
receiver can be calculated by the time duration. The location can be calculated by the 
angle. And the relative speed can be calculated by Doppler effect.  
 
When RADAR is used by radio waves, LiDAR which stands for Light Detection and 
Ranging is used by light waves. Both of them are under the similar principles. LiDAR 
uses laser to achieve time duration and calculates the object location and distance. 
Thus, the measurement by LiDAR will be more precise than RADAR.  
 
Electromagnetic is based on 2-axis generation and 3-axis sensing of a quasi-static 
magnetic field [19]. It uses amplitude and related information of 3-axis sensing field to 
calculate the sensor location. AC electromagnetic positioning system is using 
electromagnetic field to determine the orientation of the target. It includes transmitting 
part and receiver. The transmitting part is used to send a signal to three mutually 
perpendicular coils. The receiver is used to provide phase reference signal. The 




Ultrasound, radio frequency (RF) which is used by RADAR, laser wave which is used 
by LiDAR, infrared (IR) which is used by Kinect and electromagnetic are some common 
positioning and localization technologies. Each of them has its advantages and 
disadvantages. Ultrasound and electromagnetic can be easily be affected by 
surrounding environment and have limited detection range. LiDAR provides high 
quality data, but it is most expensive technology currently. IR can be easily affected by 
strong light, so it might not be good option for outdoor work. IR based devices require 
line-of-sight between transmitter and receiver while RF can work through walls.  
2.4 Time Synchronization 
Time synchronization is an ever-lasting theme in the field of computer science. It aims 
to solve the issue with multiple timestamp based systems. Real clock will differ even 
when both systems set time accurately since time counting might at a little different 
rate in different devices. Therefore, plenty of time synchronization issues and solutions 
are discussed in many reports.  
 
There are problems working in a distributed system containing several devices. Those 
devices need to have a same global time to cooperate together. As an example, some 
time-critical systems like automotive system. It combined with ADAS (Advanced Driver 
Assist Systems) and ESC (Electronic Stability Control) to slow down or stop the vehicle 
in case of an emergency. Autonomous braking always works with the data from 
forward-looking distance sensor. If the provided data with a time delay, the vehicle 
might have an accident. Even in systems without time-critical requirement, it might not 
produce a correct result.  
 
Classify time synchronization protocols in terms of spatial extent. There are IEEE-1588 
for a few subnets, NTP (Network Time Protocol) and GPS (Global Positioning System) 
for wide area, TTP (Time-Triggered Protocol) and SERCOS for local bus. Table 1 [10] 





Table 1: Comparison of different time synchronization protocols. 
 
According to Table 1, IEEE 1588 is designed for groups of relative devices which are 
within a local network and dealing with pre-defined tasks. NTP is used to synchronize 
devices connecting to the global network. GPS protocol is normally designed for 
navigation devices. TTP as well as SERCOS are designed for integrated buses or 
TDMA based systems.  
 
Besides, there are plenty of specific time synchronization protocols designed for WSNs 
(Wireless Sensor Networks) [11]. WSNs are large-scale networks combined by 
massive number of small, low-power and low-cost sensors. They are used to gather 
information from around environment. And WSNs are usually time-critical systems. 
Thus, time synchronization is significant for such networks. Due to the particularity of 
WSNs, almost every single project for WSNs requires a specific design of time 
synchronization method. They are designed based on precision, accuracy, cost and 
complexity.  
 
However, either WSNs or DTN (Delay Tolerant Networking) use synchronization 




2.5 Multimodal 3D data fusion 
Data fusion is a technology used to combine information from multiple sensors in order 
to achieve more accurate data than that from a single sensor [35]. The basic data 
fusion method is used to combine several sources of raw data to output a new raw 
data. In most cases, data fusion is synonymous with data integration. State of the art 
researches focus on methods for integrating data from different sensors into a single 
geometric model for further analysis [36].  
 
JDL model created in mid-1980s is used for data fusion and it is still in use today. 
However, it only focuses on data integration, while today there is an increasing 
emphasis on an integrated approach to information exploitation over sensors, users, 
and missions using enterprise architectures, interoperability standards, and 
intelligence to the edge [37]. 3D data fusion is in the geospatial domain. There is 
always a need to combine data sets with timestamp from different measurement 
systems into fused data sets. It solves the problems such as data imperfection, 
conflicting data, data modality and data correlation [35].  
 
Currently, many different models are proposed to improve JDL model. And those 
models cannot be classified as four categories according to paper [35]. As mentioned 
above, data fusion meets the problems such as data imperfection, conflicting data, 
data modality and data correlation. Therefore, recent data fusion technology cannot be 
considered as the solution to solve the problems. According to the challenging 
problems of data fusion, modern data fusion models can be discussed into four types 
as follows.  
 
Firstly, data fusion algorithm should be able to deal with data imperfection problem [38]. 
This is a most important and most common problem within or even without data fusion 
systems. Data imperfection may be caused by defects in the sensor itself. The 
approximate operation of the data fusion process can also lead to data imperfection. 
Many papers proposed Kalman-filter based multisensory data fusion algorithm such 
as [39]. Just as Gaussian filtering is widely used in image processing, Kalman filtering 
[40] uses measurements observed over time which contains noise and inaccuracies to 
produce more accurate variables than those based on a single measurement system. 
Besides, Kalman filtering is simple and ease of implementation. It is very suitable for 
data fusion algorithm. Furthermore, Kalman filtering is also sensitive to data corrupted 
with outliers. While Kalman filtering is dealing with linear systems, it does not fit non-
linear system dynamics. In this situation, approximation techniques are required. Grid-
based methods [41] provide an approach to approximate non-linear systems. And 
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belief functions theory is a method to deal with imperfect data. It initiated from 
Dempster-shafer theory [42]. This theory allows each source data coming from 
different sensors to provide information in different levels which means one sensor can 
only provide information about its individual entities while others provide associated 
information about details of the entities. Dempster-shafer theory also has problems 
such as exponential complexity of computations and produced error results when 
fusing conflicting data. Some paper such as [43] aim to avoid the high computational 
complexity based on Dempster-shafer theory. The algorithm in [43] uses 
approximation to fuse data but works not well with conflicting data because it is based 
on graphical technologies to reduce complexity.  
 
Secondly, data fusion algorithm should be able to deal with correlated data. This is 
occurred because of problems such as double counting. If the data is not addressed 
properly, data correlation may result in biased result. This normally happened with 
artificially confidence values. Currently, the proposed solution to solve correlated data 
fusion is by eliminating the cause of correlation [35]. Data correlation is happened in 
distributed fusion systems. The data comes from several different paths from one 
sensor to the fusion node point. This problem can be solved by reconstruction of 
measurements which means it aims to form a de-correlated sequence of 
measurements by reconstructing them. And the correlated data with previous 
intermediate updates from current updates is removed. Therefore, the de-correlated 
sequence is fed to the global fusion node. Another method is to account for correlated 
data instead of removing it. Covariance intersection [44] is designed for dealing with 
correlated data. It was created to avoid covariance matrix underestimation issue firstly. 
It is used to form for two raw data from different sensors by formulating an estimate of 
the covariance matrix. Covariance intersection needs a non-linear process and is 
computationally demanding. Therefore, it aims to overestimate the intersection field 
which leads to obscure results.  
 
Thirdly, data fusion algorithm should be able to deal with data modality issues which 
means the data is inconsistent. The inconsistent data can also be considered as 
spurious, disordered or conflicting data. Spurious data is achieved due to the 
unexpected failure by the sensors. The fused data will be inaccurate while the spurious 
data exists. To avoid such spurious data, the algorithm should be able to identify during 
the fusion process. There is a paper [45] regarding of detection of spurious data 
proposed. It is based on Bayesian fusion framework [46] by adding a formulation which 
is used to estimate the data is not spurious the produce the true result. The data within 
the fusion systems usually have a global timestamp to distinguish the order of the data. 
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However, data would arrive out of sequence at the fusion systems while multiple 
sensors operate at different rates. A simple solution of this problem is to discard the 
disordered data. But this would result in information loss. Therefore, a common 
solution is to save all the raw input data in order and reprocess once the out of 
sequence measurements appear. The conflicting data issue is also mentioned in 
Dempster-shafer theory which discussed above. Some paper such as [47] prove that 
the Dempster-shafer theory could lead to unintuitive results. At the same time, some 
other paper such as [48] defended Dempster-shafer theory since [47] used improper 






Spurious Lead to dangerously 
inaccurate estimates. 
Sensor validation techniques [49]. 
Disorder Update current estimate 
using old measurements.  
Update current estimate 
using old track estimates.  
Ignore, reprocess, or use 
backward/forward prediction [50]. 
Use augmented state framework to 
incorporate delayed estimates [51]. 
Conflict Non-intuitive results while 
fusing highly conflicting 
data using Dempster-
shafer theory.  
Numerous alternative combination 
rules [52]. 
Table 2: Overview of inconsistent data fusion methodologies. 
 
Finally, data fusion algorithm should be able to fuse the disparate data. As mentioned 
above, JDL model is still under use today. The problem with it is the human factor in 
current fusion systems. Human generated data can be considered as soft data while 
the data from hardware sensors can be considered as hard data. Very limited work 
focuses on fusion of data produced by human and non-human hardware sensors. 
Paper [53] reviews current work of dynamic data fusion between soft data and hard 
data. It mentions the motivation, advantages and challenges of the soft/hard data 
fusion. Another paper [54] forces human to take the role in data fusion process instead 
of soft data creator. Such method is suitable for the data from virtual reality and social 
network while human plays the most important role in it.  
 
The current algorithms for data fusion are mostly for data integration which means 
input several data from different sensors into a single fused data. And the fused data 
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will be operated in the further progress. Besides, those algorithms are mostly theories 
which means specific situation under which fusion system needs to be evaluated 
separately. As the current approaches do not fit because of the particularity of this 
thesis. In this project, an evaluation platform is using a measurement system to verify 
another measurement system. The 3D points from coordinate systems of Kinect v2 
and Microphone Array need to be transferred into a same coordinate system. 
Therefore, the data from two sensors can be viewed directly. The deviation among the 
data from two sensors need to be analyzed and compared. The concept of the solution 




In order to create an evaluation platform for multimodal 3D data, Kinect v2 and 
Microphone Array are applied into this project. Kinect v2 provides vision based 3D data 
from people detection. Microphone Array provides sound based 3D data from sound 
source localization. In general, Kinect v2 provides visualization feature to verify the 
correctness of the 3D data results from Microphone Array.  
 
Kinect v2 for people detection and Microphone Array for sound source localization 
show in figure 6.  
 
 
Figure 6: Overview of the project. 
 
Figure 6 shows the topology of the project. It includes two main detection devices – 
Kinect v2 and Microphone Array. Kinect v2 connects to a Windows 10 based 
workstation. It provides people detection functionality, 3D coordinate data, basic info 
of device and timestamp. Microphone Array connects to a development board. It 
provides sound source detection functionality, 3D coordinate data, basic info of device 
and timestamp. Both of the two workstations connect to a central server which provides 
data storage, time synchronization, data transfer among server/client and web based 
evaluation platform.  
 
All the devices including sensors, workstations and server are in a same local network. 
In this project, sensors are only Kinect v2 and Microphone Array. But every other 
sensor can also be added into the whole project. Workstations are operating system 
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independent. However, in some cases such Kinect v2, Windows 10 and high-end 
hardware are required regarding to its requirements. Every sensor gathers information 
from detected objects and sends to its connected workstations. Data is saved both on 
local workstations and server. The data saved on local workstation is used for 
evaluation in the further steps. The server is used to run Web Application. It can be 
used to both receive data from devices online and retrieve data from database offline. 
Each device is synchronized time with the server. There is always difference between 
the timestamp of each data set due to the sample rate. It is also calculated on server 




4 Implementations  
Project implementation will be divided into two chapters. In this chapter, basic web 
based framework including online and offline mode along with data storage and data 
calibration will be described. Visualization and statistical analysis will be discussed in 
next chapter.  
 
Figure 7: Overview of Web Based Application. 
 
Figure 7 shows the structure overview of the web based application. The web 
application including offline mode, path track and analysis functions is implemented 
with ReactJS. The web based application implement will be discussed in Section 4.1. 
Section 4.2 will introduce a method to solve time synchronization problem. Data from 
Kinect v2 and microphone array will be processed directly within their own program 
and transferred to web based application via web socket, which will be discussed in 
Section 4.3. Data from previous section will be stored in MySQL database and 
discussed in Section 4.4. ReactJS application requests data from database by using 
NodeJS and data calibration between different measurement systems, which will be 
discussed in Section 4.5.  
4.1 Web based application 
This section will discuss the implementation of web based application or called React 
application. As a web application, render method is the basic function inside a web to 
display contents. As a React application, a function as an independent component is 
the basic principle. Every single component is used for one function. To request static 
data, state and props should be discussed.  
 
4.1.1 ReactJS and NodeJS 
ReactJS [8] is a JavaScript library for building user interfaces. It is an open source 
library maintained by Facebook, Instagram and a community of individual developers 
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and companies. The initial release version can be traced back to March 2013, created 
by Jordan Walke and Denis Popov. It aims to make components independent and 
reusable.  
 
It is based on the idea of how to work with DOM, organizing the application’s data flow 
and thinking about UI elements as individual components. ReactJS makes every single 
function can exist as an individual component which is better for future maintenance, 
modification and update. It intends to develop web applications with aspects of reactive 
programming. It aims to render a single page application with massive functionalities 
[9]. ReactJS uses virtual DOM instead of the regular DOM. It will improve performance 
in web application when it is faster than the regular one. 
 
ReactJS only processes UI part in application which means it dealing with view part of 
MVC (Model-View-Controller) pattern which show in Figure 8 (b). ReactJS eliminates 
the complexity of the DOM and provides a lightweight web programming model even 
with better performance. As a component independent model, ReactJS makes it easy 
to maintain and extend any function. Besides, ReactJS implements unidirectional data 
flow by using Flux which shows in Figure 8 (a). Flux is a software design pattern that 
uses for building client-side web applications. It can be used to improve data 
consistency, make it easier to locate error and provide units tests. Compared to MVC 
pattern, Flux makes the structure clearer and reduces complexity.  
 
 
Figure 8: Comparison of Flux and MVC pattern. 
 
Flux will be applied when the data flow is unidirectional. Figure 8 (a) shows the data 
flow within Flux. Actions are sent to Dispatcher to trigger the data. Dispatcher plays 
the role of central controller. All the data are dispatched and sent to Store. View is used 
to render the browser by using data in the Store. For example, to make a chat data 
flow using Flux, Redux framework needs to be imported. Besides, 𝑎𝑐𝑡𝑖𝑜𝑛𝑠, 𝑟𝑒𝑑𝑢𝑐𝑒𝑟𝑠 
and 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 folders need to be created. 𝐴𝑐𝑡𝑖𝑜𝑛𝑠 including type property are used 
to inform the data that needs to be sent to the store. In this case, a type for receiving 
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messages and a type for sending messages will be used here. 𝑅𝑒𝑑𝑢𝑐𝑒𝑟𝑠 are used to 
specify the changes with the data. It is using switch statement to choose sending or 
receiving action. It always has state and action parameters to render the updated 
messages. The implementation detail of chat component by using Flux is written in 
Appendix 8.1.  
 
However, ReactJS does nothing about data. By working with NodeJS, ReactJS can 
also render data from databases. NodeJS [20] provides a server-side JavaScript 
environment for building server-side web applications. It is asynchronous I/O event-
driven, concurrent and cross-platform programming which supports concurrent 
execution of business logic but not rely on multi-threading. NodeJS supports event 
callbacks, which makes it possible to request any data from outside after finishing web 
applications loads.  
 
Event-driven programming of NodeJS offers an efficient control about switching 
between events. And asynchronous I/O is an important element for event-driven when 
it prevents web application from being blocked. The web application will continue to 
render and try again while the socket requests cannot be processed forward. Once it 
is available, the requests will be dealt with. This kind of I/O approach will be executed 
absolutely by NodeJS.  
 
A NodeJS process can serve as many as clients concurrently. This is not conflict with 
the asynchronous I/O feature. One single NodeJS process can include plenty of 
registration calls. Each of them is used to play the role as a connection to request the 
data from sockets or external databases.  
 
4.1.2 Web Application implementation 
To create a component for React application, an empty package.json file which used 
to add dependencies needs to be created. Besides, index.html, App.js and index.js are 
necessary. The file index.html is only a normal HTML file which is used to render the 






Figure 9: (a) App.js, (b) index.js and (c) demo of the basic component. 
 
Figure 9 (a) and (b) shows the basic component of React application. App.js as class 
App root element is imported and rendered to index.html via index.js. In React 
applications, any component can be imported into any other component by using 
import statement. In this way, the component needs to be exported first as a specific 
element. And Figure 9 (c) shows the result of React basic component.  
 
As a web application, React application also supports custom attributes, which can be 
included into the App.css file. And JavaScript expressions can also be used within 
App.js, especially the calculations. However, conditional statements cannot be used 
within App.js file or any other ReactJS files. Thus, the data manipulation part will be 
done with NodeJS, which will discuss later.  
 
Independent feature as the most important benefit of React applications, which is easy 
to modify, maintain or combine together. And any change within the component will 
not affect the others. As mentioned previously, 𝐴𝑝𝑝 is the main and first component. It 
is the owner of title, header, content, footer and as many as other components. And 
any of them can be created independently. The only thing to do this is to add the class 
name of the component into the 𝐴𝑝𝑝 component.  
 
𝑆𝑡𝑎𝑡𝑒  and 𝑝𝑟𝑜𝑝𝑠  are the places where the data comes from. The most important 
difference between them is that the 𝑝𝑟𝑜𝑝𝑠 are unchangeable. The 𝑠𝑡𝑎𝑡𝑒 should be 
defined as simple as possible. The data can be stored into App.js as table elements. 
And request them into the web application, 𝑡ℎ𝑖𝑠. 𝑠𝑡𝑎𝑡𝑒 needs to be called. While more 
than one component needs to request the data, the container component needs to be 
created. The container component is used to gather all the data for all the components. 
To do this, 𝑡ℎ𝑖𝑠. 𝑠𝑡𝑎𝑡𝑒 needs to be used for container component and 𝑡ℎ𝑖𝑠. 𝑝𝑟𝑜𝑝𝑠 used 
for other child component. Anytime when the child component requests unchangeable 
data, the data can be passed via 𝑝𝑟𝑜𝑝𝑠. The 𝑠𝑡𝑎𝑡𝑒 in the container component passes 
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the data to the child components which are using 𝑝𝑟𝑜𝑝𝑠. The result of rendering data 
from 𝑠𝑡𝑎𝑡𝑒  and 𝑝𝑟𝑜𝑝𝑠 are same basically. The only different is the original source 
location. The benefit is that it is not necessary to change all the components, the only 
thing need to do is to change the data in the container component.  
 
Another important part in React application is component lifecycle. Basically, there are 
four types of the component lifecycle:  
 
1. Mounting: 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑊𝑖𝑙𝑙𝑀𝑜𝑢𝑛𝑡 is executed before rendering, this is used for 
both server-side and client-side application. 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝐷𝑖𝑑𝑀𝑜𝑢𝑛𝑡 is executed 
after rendering in client-side application. For example, to request outside JSON 
file for data receiving can use this method which shows in Figure 10.  
2. Updating: 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑊𝑖𝑙𝑙𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑃𝑟𝑜𝑝𝑠  is used when data from props is 
updated and then being executed. 𝑠ℎ𝑜𝑢𝑙𝑑𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑈𝑝𝑑𝑎𝑡𝑒 will return either 
true or false value. It is used to confirm whether the component is updated or not. 
If not, forceUpdate() method can be used to update it by component. 
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑊𝑖𝑙𝑙𝑈𝑝𝑑𝑎𝑡𝑒  and 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝐷𝑖𝑑𝑈𝑝𝑑𝑎𝑡𝑒  are used before or after 
rendering respectively.  
3. Unmounting: 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑊𝑖𝑙𝑙𝑈𝑛𝑚𝑜𝑢𝑛𝑡𝑖𝑛𝑔  is called when the component is 
being removed from the DOM. Normally it will be used in main component.  
4. Error handling: 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝐷𝑖𝑑𝐶𝑎𝑡𝑐ℎ  is called when there is an error being 




Figure 10: Lifecycle of Component mounting. 
 
Web based application includes project introduction, online mode, offline mode, path 
track and two analysis functions. Each of them is realized as a separate React 
components. And each of them is inserted into the web based application as an 𝑖𝑓𝑟𝑎𝑚𝑒 
element to guarantee independent refreshing.  
4.2 NTP and Sample Rates 
In this project, NTP will be used as standard time synchronization method. According 
to Figure 6, the project topology is star type network. Each workstation is connecting 
to the central server. General steps to synchronize clock on each device are:  
 
1) Set a “NTP server” on Server.  
2) All the clients connect to Server via Ethernet (RJ45).  
3) In the same environment,  
TDelay A = TDelay B = TDelay C = TDelay n,  
TServer = TDelay + TClient.  
 




Figure 11: time synchronization with local NTP server. 
 
To realize this, the server used in this project is using a Linux based system which 
shows in Figure 11. The server machine plays the role of a local NTP server and use 
NTP daemon to maintain an accurate system time on the client side. As the real 
Internet NTP always brings an unstable delay to the local machine, local NTP can 
guarantee the delay is fixed. And the clocks within devices are vary, they will always 
drift from the original time. Thus, regular maintenance is required. It is fast to create a 
regular background process to realize this. Besides, the client can be any system. 
Either MacOS or Windows is able to synchronize with the local NTP server.  
 
NTP hierarchy is divided into several levels which called clock stratum. It represents 
the distance from the reference clock. The reference clock is the device with a little or 
no delay compared to UTC time. It is assigned a number starting from zero at the very 
top. In this case, the central server is Stratum 0. The clients are Stratum 1. The Stratum 
1 devices are synchronized to the server within a few microseconds. And those 
Stratum 1 devices also have a communication for sanity checking with each other.  
 
It is not recommended that the Stratum 0 device is used as the time server. In this 
project, there are only two measurement systems. Once more other measurement 
systems are applied into this evaluation platform, several computers must be used as 
primary time servers which are Stratum 1 devices. These devices are directly 
connected with Stratum 0. And all the measurement systems are as Stratum 2 devices 
connected with those primary time servers.  
 
After solving the issue of time synchronization, it is also important to deal with the issue 
of different sample rates from devices in order to combine or compare the 3D data. 




Figure 12: different sample rates between measurement systems. 
  
It is highly possible that every different measurement system has a unique sample rate. 
Thus, it becomes necessary to discuss different scenarios of different sample rates 
from different measurement systems. Possible scenarios include:  
 
1) Same sample rate;  
2) Slower sample rate;  
3) Faster sample rate.  
 
Figure 12 shows sample rate of system A is slower than system B. Data set L from 
system A whose coordinate is (𝑥𝐿 , 𝑦𝐿 , 𝑧𝐿) at 𝑡𝑖𝑚𝑒𝐿. Data set M from system B whose 
coordinate is (𝑥𝑀 , 𝑦𝑀 , 𝑧𝑀) at 𝑡𝑖𝑚𝑒𝑀 . Data set N from system B whose coordinate is 
(𝑥𝑁, 𝑦𝑁 , 𝑧𝑁) at 𝑡𝑖𝑚𝑒𝑁 . And 𝑡𝑖𝑚𝑒𝑀  < 𝑡𝑖𝑚𝑒𝐿  < 𝑡𝑖𝑚𝑒𝑁 . Moving path can be taken as a 
straight line since the sample rate is within a few milliseconds. To calculate the object 
position at 𝑡𝑖𝑚𝑒𝐿 in system B, first the distance percentage needs to be calculated:  
 
∆𝑑 =  
𝑡𝑖𝑚𝑒𝐿−𝑡𝑖𝑚𝑒𝑀
𝑡𝑖𝑚𝑒𝑁−𝑡𝑖𝑚𝑒𝑀
.    (9) 
 
Thus, the object 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝐿𝐵 at 𝑡𝑖𝑚𝑒𝐿 in system B can be defined as:  
 
𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝐿𝐵 =  ∆𝑑 ∙ ((𝑥𝑀 + 𝑥𝑁), (𝑦𝑀 + 𝑦𝑁), (𝑧𝑀 + 𝑧𝑁)).    (10) 
 
And the object 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝐿𝐴  at 𝑡𝑖𝑚𝑒𝐿  in system A is 𝑃𝑜𝑠𝑡𝑖𝑜𝑛𝐿𝐴 = (𝑥𝐿 , 𝑦𝐿 , 𝑧𝐿) . The 
deviation between those two positions is:  
 
𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = √[𝑥𝐿 − ∆𝑑(𝑥𝑀 + 𝑥𝑁)]2 + [𝑦𝐿 − ∆𝑑(𝑦𝑀 + 𝑦𝑁)]2 + [𝑧𝐿 − ∆𝑑(𝑧𝑀 + 𝑧𝑁)]2 (11) 
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Once the deviation is achieved, it can be used in the testing phase or the analysis 
phase.  
4.3 Online mode 
While the online mode provides real-time Kinect detected body tracking and data 
exchange between browser and application, real-time feature is significant in this case. 
Internet communication provides a convenient, hyperlinked, stateless exchange of 
information, but can be problematic when real-time data exchange is needed. [12] 
Thus, the general idea to realize real-time Kinect v2 images and coordinates data 
transfer is via WebSocket. And that the Kinect SDK can be used to retrieve the various 
Kinect data stream which includes RGB image stream, body tracking data, coordinates 
data, depth data, etc. A web server has to be setup for communicating over localhost 
within a console application running in a browser. In this project, this is compatibility 
with ReactJS frameworks.  
 
4.3.1 Data transfer via WebSocket 
WebSocket will be used in this project to communicate between Kinect v2 console 
application and web application. It is a computer communications protocol which 
provides full duplex communication channels over a single TCP connection. The 
WebSocket protocol reduces internet communication overhead and provides efficient, 
stateful communication between remote host and clients. It offers methods for real-
time data streaming.  
 
Figure 13: architecture of communication via WebSocket. 
 
Figure 13 shows the architecture of communication via WebSocket. It defines a 
JavaScript API for the WebSocket protocol within the browser in the remote host, and 
allows bi-directional communication between application servers and browsers. [21] 
Application Server provides a media stream which represents a data stream of audio 
or video. And in this case, it is a set of image frames captured by Kinect. The 
Application Server setup a WebSocket server and starts to broadcast the data stream 
to all the connected devices. Kinect deals with the arrived source frame which includes 
body data and color image data. At this point, all these data will be sent to any 
connected device and stored in local Database separately. To realize the data flow 
which shows in Figure 14, there are four steps.  
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Firstly, create a WebSocket object in Kinect v2 console application server. To create a 
WebSocket object, in order to communicate using WebSocket protocol between 
application server and web application. The standard WebSocket constructor required 
an URL address and an optional protocol parameter.  
 
The URL address represents where to connect and which application server will 
respond. The protocol parameter strings are used to indicate sub-protocols in order to 
support multiple WebSocket connections. In this case, there is only Kinect v2 data, 
thus, this optional parameter is not necessary. To establish a connection, the simplest 
way is to create a new WebSocket. The WebSocket behavior within project shows in 
Figure 14.  
 
 
Figure 14: architecture of communication via WebSocket. 
 
Secondly, once the connection is opened, the data from Kinect v2 needs to be sent to 
the application server. One method is to use JSON to send complex data to the 
application server. But WebSocket does not support send or receive JSON directly. 
Thus, to achieve JSON-encapsulated data, function 𝐽𝑠𝑜𝑛𝐶𝑜𝑛𝑣𝑒𝑟𝑡. 𝑆𝑒𝑟𝑖𝑎𝑙𝑖𝑧𝑒𝑂𝑏𝑗𝑒𝑐𝑡() 
needs to be applied.  
 
Thirdly, to receive data from the application server. WebSocket is an event-driven API. 
[22] When the data event is sent, the event is delivered to the 𝑜𝑛𝑚𝑒𝑠𝑠𝑎𝑔𝑒() function. 




WebSocket message data types support string, array and blob. In this case, the data 
transmits with blob type. From last step, the data is converted into JSON type. In order 
to receive the data from Kinect v2, 𝐽𝑆𝑂𝑁. 𝑝𝑎𝑟𝑠𝑒() function needs to be used to convert 
the JSON-encapsulated data back to original data.  
 
Finally, connection closing method needs to be called. This is necessary because it 
will help to examine if any data has yet to be transmitted on the network.  
 
 
Figure 15: Data flow of communication via WebSocket. 
 
Figure 15 shows the data flow of communication via WebSocket. Kinect server 
application creates threads to establish connections between React component 
application and Kinect server application. All the functions are called within Kinect 
server application to let data transferring. 
 
4.3.2 Kinect Calibration and Coordinate mapping 
Before using Kinect v2 to detect and provide related data, it needs to be calibrated. 
Microsoft has a closed source solution for calibrating coordinate systems and offers 
𝐶𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑀𝑎𝑝𝑝𝑒𝑟 to achieve correct output. The factory-set calibration data could 
provide a good result and be sufficient for everyday use. However, this is not enough 
to meet the requirements of the project. Thus, the methods of manual calibration need 
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to be proposed. Or at least to guarantee the default outputs are very close the actual 
values.  
 
There are two types of calibration needs to be proposed: geometric calibration and 
depth calibration.  
 
Due to radial distortion, straight lines will appear curved. Geometric calibration helps 
to correct geometric distortions. To calibration Kinect v2, intrinsic and extrinsic 
parameters of it need to be found. Every single Kinect v2 device has specific values of 
intrinsic parameters such as focal length (𝑓𝑥, 𝑓𝑦) and principal point (𝑐𝑥, 𝑐𝑦). They are 
also called camera matrix which shows below.  
 




]     (12) 
 
Since Kinect v2 is a Time-of-Flight camera, it can be calibrated with methods which 
show in [23] and [24]. Several planar checkerboards need to be used in different 
location. Since both infrared data and depth data are coming from depth sensor, the 
calibration method can be fast to deploy. “GML C++ Camera Calibration Tool” by [25] 
provides the opportunity of camera calibration. In this case, infrared images generated 
by Kinect v2 can be used for this tool. Normally, it required 20 images [26] to get a 
satisfactory result and avoid local optimums. This tool supports efficient calculation for 
determination of focal length, principal point and distortion. Thus, the camera matrix 
can be achieved fast. Figure 16 shows the geometric calibration for Kinect v2 with the 











Number of images 2 
Base template 1 
Square size 29.000 mm 
Focal length [1068.031 1012.218]  [39.540 46.527] 
Principal point [930.350 529.530]  [17.311 26.176] 
Distortion [-0.385384 1.442463 0.056375 0.015675]   
[0.108317 1.640378 0.008946 0.006935] 
The camera matrix [1068.031 0 930.350;  0 1012.218 529.530;  0  0  1] 
Pixel error [0.18  0.21] 
Table 3: Kinect v2 calibration detail information. 
 
Due to the possibility of damage to the Kinect v2 device, errors might be affected the 
depth measurement. Depth calibration helps to figure out the device availability and 
correct the acquired data. Since this project is to apply multimodal 3D data from 
different measurement systems, it is important to guarantee the depth value of data. 
The experimental setup has been done in [27]. It assesses the distance inhomogeneity 
consists on positioning the camera parallel to a white planar wall at different ranges. 
The wall in this case has been surveyed with a terrestrial laser scanner. The Kinect v2 
is placed on a fixed station which has been implanted at 0.8 m from the wall. And it 
has been moved away 25 cm from the wall every time in the range from 1 m to 6 m 
which shows in Figure 17 (a) and (b). In order to reduce unreliability of the values, it is 





Figure 17: (a) Experimental setup for depth calibration of Kinect v2, (b) Station movement. [27] 
 
Once the experiment is done, the deviations between true distances and measured 
distances can be calculated. Figure 18 from [27] shows the deviations in the range 
from 1 m to 6 m. Since the Kinect v2 working range for body frame is 0.5 m – 4.5 m, 
the deviation is from -5 mm – 7 mm which is quite acceptable.  
 
Figure 18: Deviations between true distances and measured distances. [27] 
 
Besides, since the Kinect v2 integrates a few sensors together and those sensors have 
different resolutions, thus, their view areas are varied. The infrared and depth data are 
both shared with the same sensor, thus, the problem becomes to map coordinate 
between RGB color camera and depth sensor. The RGB color camera has a 1920 x 
1080 resolution image while the depth sensor has a 512 x 424 resolution image. So, it 




In this project, human body needs to be detected. However, the skeleton joints are 
detected by the depth sensor. To mark those points into the color image, the coordinate 
mapping method needs to be proposed.  
 
There are three coordinate systems within Kinect v2: color coordinate system, depth 
coordinate system and camera coordinate system. Kinect v2 SDK provides a 
𝐶𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑀𝑎𝑝𝑝𝑒𝑟  class which offers functions to map between each coordinate 
system. The raw data provides the location in 3D of the detected skeleton point which 





to project 3D to 2D in color images and depth images. Besides, the camera matrix that 
achieved before can also be used to map the 3D location to 2D.  
 
 
Figure 19: Artificial image of Camera View for combination of sound source and people detection. 
 
Finally, on the side of Kinect application, color image data and skeleton points data 
have to be sent. Appendix 8.2 shows how to achieve color image data and skeleton 
points data. Once the data are achieved, they are sent via WebSocket which discussed 
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before. The detecting box is draw based on the detected skeleton points. The result is 
shows in Figure 19.  
4.4 Data storage 
MySQL is an open source database system which can be used on any operation 
system which can be a good selection here. In this project, all the data include 
coordinate (𝑋, 𝑌, 𝑍)  in 3D real world, SystemID used to distinguish different 
measurement systems, ObjectID used to distinguish different people and timestamp 
are stored in MySQL database. They are being recorded when online mode is on. The 
data structure shows in Table 4.  
 
Field Type Null Key Default Extra 
id int(4) NO PRI NULL auto_increment 
x double(50,3) NO  NULL  
y double(50,3) NO  NULL  
z double(50,3) NO  NULL  
systemID char(20) NO  NULL  
objectID int(4) NO  NULL  
time varchar(50) NO  NULL  
Table 4: Data structure. 
 
Data are coming from online mode and will be used in the functions within web 
application. Once the WebSocket connection is established which has been discussed 










id x y z systemID objectID time 
1 0.027 0.364 1.828 Kinect 1 1517480508065 
2 -0.030 0.376 2.144 Kinect 1 1517480508145 
3 -0.018 0.370 2.190 Kinect 1 1517480508224 
4 -0.004 0.362 2.233 Kinect 1 1517480508306 
5 0.013 0.360 2.273 Kinect 1 1517480508385 
6 0.035 0.365 2.364 Kinect 1 1517480508466 
7 0.036 0.369 2.398 Kinect 1 1517480508545 
8 0.036 0.371 2.431 Kinect 1 1517480508628 
9 0.032 0.370 2.462 Kinect 1 1517480508701 
10 0.019 0.367 2.507 Kinect 1 1517480508782 
11 0.004 0.364 2.543 Kinect 1 1517480508866 
12 -0.035 0.351 2.613 Kinect 1 1517480508947 
13 -0.058 0.346 2.648 Kinect 1 1517480509026 
14 -0.083 0.339 2.684 Kinect 1 1517480509103 
15 -0.120 0.331 2.736 Kinect 1 1517480509185 
Table 5: Kinect v2 data sample in MySQL. 
 
4.5 Offline mode 
Web application in this project does not have any method of fetching data. It is only 
used to render the web elements to display. Section 4.1 discussed that React uses 
𝑝𝑟𝑜𝑝𝑠 and 𝑠𝑡𝑎𝑡𝑒 to fetch data. But it is not enough to be used to access the data in the 
database. Thus, how to fetch data from backend to frontend will be discussed in 
Section 4.5.1. Besides, since the 3D measurement data are coming from different 
measurement systems, their coordinate systems are different. To be able to combine 
the multimodal 3D data, multiple data calibration will be discussed in Section 4.5.2.  
 
4.5.1 Fetch data from backend to frontend 
The front-end of this project is based on ReactJS framework. Unfortunately, ReactJS 
itself doesn’t have any possible method to fetch data from Database. ReactJS is only 
used to render components and the data is only from 𝑝𝑟𝑜𝑝𝑠 or 𝑠𝑡𝑎𝑡𝑒 which is existing 
in the components. Therefore, to be able to use the data from Database, it is necessary 
to embed the data into the component.  
 
There are a lot of different methods to pass data from back-end to front-end. This thesis 
will focus on how to embed the data into the HTML document which loaded in the 




ReactJS is unopinionated about how to fetch data, and it doesn’t matter which 
language the back-end is written with. This kind of front-end only needs the data to 
display.  
 
In this project, NodeJS is used to add the capability to connect database to ReactJS 
project. Figure 20 shows the structure of the ReactJS application. A simple way to do 
this is using jQuery. It is used to grab data in the 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝐷𝑖𝑑𝑀𝑜𝑢𝑛𝑡 fuction which 
runs when the component once renders, then call 𝑠𝑒𝑡𝑆𝑡𝑎𝑡𝑒 with the latest data, which 
will trigger a re-render. It is not necessary to fetch data from 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝐷𝑖𝑑𝑀𝑜𝑢𝑛𝑡, but 
anywhere allow to call 𝑠𝑒𝑡𝑆𝑡𝑎𝑡𝑒 from. 
 
 
Figure 20: Structure of Offline Mode React application. 
 
𝑁𝑜𝑑𝑒_𝑚𝑜𝑑𝑢𝑙𝑒𝑠 can be considered as JavaScript libraries in React application. They 
provide a set of basic functions. 𝑆𝑟𝑐 folder contains main HTML files for viewing in the 
browser. 𝑅𝑜𝑢𝑡𝑒𝑠 folder plays the role of controller. Besides, 𝑢𝑡𝑖𝑙, 𝑐𝑜𝑛𝑓 and 𝑑𝑎𝑜 folders 
are working as a middleware between React application and Database. Figure 21 





Figure 21: Data flow of Offline Mode React application. 
 
In 𝑐𝑜𝑛𝑓  folder, there is a 𝑐𝑜𝑛𝑓/𝑑𝑏. 𝑗𝑠  file used for MySQL database connection 
configuration which shows below.  
 
 
Figure 22: Database connection. 
 
In 𝑑𝑎𝑜 folder, there are 𝑑𝑎𝑜/𝑐𝑜𝑜𝑟𝑆𝑞𝑙𝑀𝑎𝑝𝑝𝑖𝑛𝑔. 𝑗𝑠 and 𝑐𝑜𝑜𝑟𝐷𝑎𝑜. 𝑗𝑠 used  for CRUD SQL 
manipulation. From now on, the problem becomes basic SQL operation. In this case, 











In this project, we only want to request the one-way data flow from database and 
display in browser which shows in Figure 22. Therefore, it is not necessary to add 
create, update and delete methods.  
 
Finally, the 𝑟𝑜𝑢𝑡𝑒𝑠/𝑢𝑠𝑒𝑟𝑠. 𝑗𝑠  is used for adding routers and realizing database 




After this, the React application is able to have the access to the data stored in MySQL 
database. Once the data is retrieved, it can be used and displayed on the web 
application.  
 
Since the image data are not sufficient to be stored in the database, so they have been 
stored on the server’s local hard drive separately. Timestamp is saved as the image 
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frames’ filenames. All the filenames will be saved in a JSON file to be used to combine 




Once the JSON file was achieved, all the data will be fetched by making an AJAX 
request in the React application. Those data will be fetched after the web page has 
finished loading and the AJAX request needs to be called.  
 
To be able to match the correct coordinates with the correct image frames, timestamp 
will be the shared value between them. If there is no timestamp in the database match 
image frame, the closest time would be selected as the coordinates for the image.  
 
4.5.2 Multiple data calibration 
Once the React application is able to get the access to the database, multimodal 3D 
data from different measurement systems need to be combined. Since their coordinate 
systems are varied, data combination and calibration are significant parts of offline 
mode. In this section, a 3D model with 7 parameters datum transformation is based on 
Bursa-Wolf Model [32, 33].  
 
Figure 23 shows that Kinect v2 putting on the Microphone Array device. The 
differences between the two coordinate systems are based on unit of length, 




Figure 23: Coordinate systems in Kinect v2 and Microphone Array 
 
Both unit of length of Kinect v2 and Microphone Array in this project are meter. 
However, it might be different in other measurement systems. Figure 24 shows two 
coordinate systems in the same location, but their unit of length are different. The unit 










] , 𝑤ℎ𝑒𝑟𝑒 𝑚 =
𝑆𝐵 − 𝑆𝐴
𝑆𝐴




Figure 24: Coordinate systems with different Unit of Length 
 
The displacement always exists since the measurement systems can never put at the 
exact same location. The displacement can represent as (𝑇𝑋, 𝑇𝑌, 𝑇𝑍) which shows in 
Figure 25. In this kind of situation, all three coordinate axes are parallel correspondingly. 














].          (14) 
 
 




In actual operation, the coordinate axes of Kinect v2 and Microphone Array can never 
be parallel correspondingly. The angle of rotation always exists. Thus, the situation in 
Figure 26 should also be considered into the account. Each coordinate axis has an 
angle of rotation. 𝜃𝑋, 𝜃𝑌 and 𝜃𝑍 represent the angles of rotation between X-axis, Y-axis, 
Z-axis respectively. The relation between the two coordinate systems can be 














0 cos 𝜃𝑋 sin 𝜃𝑋




cos 𝜃𝑌 0 − sin 𝜃𝑌
0 1 0




cos 𝜃𝑍 sin 𝜃𝑍 0










Unit of length, displacement and angle of rotation always exist between the different 
measurement systems. The condition of the two measurement systems can represent 
as Figure 27. According to equation (1), (2) and (3), the relation between the two 














].      (16) 
 
Since the angle of rotation is small enough, it is clear that 
 sin(𝜃) ≈ 𝜃 and cos(𝜃) ≈ 1.  
{
cos(𝜃𝑋) = cos(𝜃𝑌) = cos(𝜃𝑍) = 1
sin(𝜃𝑋) = 𝜃𝑋， sin(𝜃𝑌) = 𝜃𝑌， sin(𝜃𝑍) = 𝜃𝑍
sin(𝜃𝑋) sin(𝜃𝑌) = sin(𝜃𝑋) sin(𝜃𝑍) = sin(𝜃𝑌) sin(𝜃𝑍) = 0




















].         (18) 
 



















] , 𝑤ℎ𝑒𝑟𝑒 𝑘 = [
0 −𝑍𝐴   𝑌𝐴    𝑋𝐴
𝑍𝐴 0 −𝑋𝐴 𝑌𝐴
−𝑌𝐴 𝑋𝐴  0       𝑍𝐴








1 0 0 𝑋𝐴 0 −𝑍𝐴 𝑌𝐴
0 1 0 𝑌𝐴 𝑍𝐴 0 −𝑋𝐴






















.      (20) 
 
The unit of length in Kinect v2 and Microphone Array both are meter. Thus, value 𝑚 =
0, the rest unknown values are 𝑇𝑋, 𝑇𝑌, 𝑇𝑍 , 𝜃𝑋, 𝜃𝑌  𝑎𝑛𝑑 𝜃𝑍 . It requires at least three sets of 
public coordinates measured by Kinect v2 and Microphone Array to achieve those six 





Figure 27: Coordinate systems with unit of length, displacement and angle of rotation 
 
To calculate the 7 parameters, at least three sets of coordinates from two 
measurement systems are required. Let [
1 0 0 𝑋𝐴 0 −𝑍𝐴 𝑌𝐴
0 1 0 𝑌𝐴 𝑍𝐴 0 −𝑋𝐴
0 0 1 𝑍𝐴 −𝑌𝐴 𝑋𝐴 0


























] is L. Thus, B*X=L. The transpose of matrix 
B is BT. Thus, BT*B*X= BT*L. The invertible matrix of BTB is (BTB)-1. Thus, 𝑋 =
(𝐵𝑇𝐵)−1𝐵𝑇𝐿. In this project, the 7 parameters are calculated in Excel which is provided 
with the source code.  
 
According to Figure 23, the differences of two coordinate systems from Kinect v2 and 
Microphone Array are only movement of coordinate X (0.055 m) and Y (0.19225 m) 














Table 6: Artifact coordinate values for Kinect v2 and Microphone Array. 
 
The result of 7 parameters shows in Table 7. The result of 𝑇𝑋, 𝑇𝑌 and 1 + 𝑚 are exactly 
same as the initial values. The exist of 𝑇𝑍 and rotation angles are due to large number 
calculation problem. Since 𝑇𝑍 and rotation angles are quite small as well as in the 
actual operation, they can be ignored. Thus, these 7 parameters can be used for the 
actual calculation in this project. 
 
𝑇𝑋 𝑇𝑌 𝑇𝑍 1 + 𝑚 𝜃𝑋 𝜃𝑌 𝜃𝑍 
0.055 -0.19225 -2.6E-15 1 -1.5E-15 -9.3E-16 3.89E-16 
Table 7: Result of 7 parameters calculated by excel. 
 
Once the values are achieved, those detected coordinates by Microphone Array can 
be transferred to the coordinates in Kinect v2 coordinate system. And the 




5 Visualization and Statistical Analysis 
Chapter 4 introduces the implementation of the web application, online mode and 
offline mode of measurement systems. Online mode is used to display the real-time 
tracking by Kinect v2 and Microphone Array as well as save related data in Database. 
Offline mode retrieved coordinates data and images data from database and local hard 
drive respectively. And those data are displayed just like the online mode.  
 
However, online mode and offline mode can only provide a general view of the tracked 
data. It is necessary to analyze the data to achieve more information and detect 
possible errors. In this chapter, three functions including path tracking, data analysis 
and data distribution will be introduced.  
5.1 Path tracking 
Path tracking aims to get a general view of the detected coordinates from related 
measurement systems. This function uses ReactJS component to draw lines in a SVG.  
 
The coordinates data from previous steps include Coordinate X, Coordinate Y, 
timestamp, device element and etc. In this section, two coordinates related data 
sources from Kinect v2 and Microphone Array need to be applied. There are few steps 
to realize path tracking function: (1) retrieve data from database, (2) translate original 
coordinates to fit web application, (3) animate lines in a SVG, (4) combine two 
coordinates together by timestamp.  
 
In first step, the JSON file which includes coordinates from different measurement 
systems needs to be achieved. To do this, the connection between web application 
and Database needs to be established. CRUD SQL commands can be used to 
manipulate the data from database. Once the data is saved as a JSON file, the 
coordinates need to be translated into HTML format which discussed in next step.  
 
In second step, since the coordinate systems between devices and webpage are 
different which shows in Figure 28. The coordinates from database cannot be used 
directly. Figure 28 (b) shows that the coordinates in web frame are from (0,0) to (𝑥, 𝑦). 
Thus, both coordinates from Kinect v2 and Microphone Array needs to be translated 




Figure 28: Coordinate systems in (a) Devices and (b) web application. 
 
In third step, there are many different ways to animate lines in a SVG. First of all, SVG 
Path element needs to be introduced. [30] SVG Path includes M (moveto), L (lineto), 
H (horizontal lineto), V (vertical lineto), C (curveto) and etc., all of those represent 
absolutely positions while lower letters represent relatively positions. In this case, 
command 𝑀𝑥1 𝑦1𝐿𝑥2 𝑦2  can be used to draw a line between coordinate (𝑥1, 𝑦1) and 
(𝑥2, 𝑦2). Besides those position commands, there are several other tags like stroke. In 
this project, the web application triggers the lines by using 𝑠𝑡𝑟𝑜𝑘𝑒 − 𝑑𝑎𝑠ℎ𝑜𝑓𝑓𝑠𝑒𝑡 
property. Strokes can be dashed by using 𝑠𝑡𝑟𝑜𝑘𝑒 − 𝑑𝑎𝑠ℎ𝑎𝑟𝑟𝑎𝑦. For example, 𝑠𝑡𝑟𝑜𝑘𝑒 −
𝑑𝑎𝑠ℎ𝑎𝑟𝑟𝑎𝑦: 1; makes the stroke dash 1px. And 𝑠𝑡𝑟𝑜𝑘𝑒 − 𝑑𝑎𝑠ℎ𝑜𝑓𝑓𝑠𝑒𝑡 is used to move 
the positon of dashes before. Thus, the two stroke commands can be combined to 
draw an entire line.  
 
In the last step, coordinates from different measurement systems need to be combined. 
Since the data from Kinect v2 and Microphone Array start from different time, it is 
necessary to import timestamp in this condition. SVG animation provides an 𝑜𝑓𝑓𝑠𝑒𝑡 −
𝑣𝑎𝑙𝑢𝑒 which can be used to set begin and duration time. [31] The time represents the 
point relative to the beginning of webpage render. Figure 29 shows the final result of 
path tracking. Green path represents human detection by Kinect v2. Orange path 




Figure 29: Screenshot of Path tracking. 
 
5.2 Data analysis 
Data analysis function uses D3-React-Squared component [28] which means D3JS 
library will be included besides ReactJS. D3JS is also a JavaScript library and 
specialized in data visualization. [29] D3 stands for Data Driven Documents. It helps to 
display data in an easy-read way. D3JS is used to bind data to DOM, and apply data 
driven transformations to the document.  
 
D3 is used for building custom charts but itself does not provide any standard charts 
or any data management functions. In this project, ReactJS is used to retrieve data 
from database and D3JS is used to create custom charts to display data. The D3-
React-Squared component provides possibilities to load data much easier and make 
the custom charts reusable since they are created as components based on ReactJS.  
 
Data analysis function includes three basic components: filter, charts and wrapped 




Figure 30: Structure of Data Analysis function. 
 
To fetch the data and pass it to the filter, 𝐹𝑖𝑙𝑡𝑒𝑟. 𝑗𝑠 and 𝑅𝑎𝑤𝐷𝑎𝑡𝑎. 𝑗𝑠 included in 𝑎𝑐𝑡𝑖𝑜𝑛𝑠 
folder do this work. To save data retrieving from database as JSON file has been 
discussed in Section 4.5.1. In this case, it requires the human detection deviation 
distance between Kinect v2 and Microphone Array or any other measurement system. 
To achieve the deviation distance, the coordinates in each measurement system with 
the same or closest timestamp can be used to calculate the distance. Once the 
𝑑𝑎𝑡𝑎. 𝑗𝑠𝑜𝑛  file is achieved, data can be fetched by 𝑅𝑎𝑤𝐷𝑎𝑡𝑎. 𝑗𝑠  which shows in 
Appendix 8.3.  
 
The 𝐺𝑈𝐼/𝑓𝑖𝑙𝑡𝑒𝑟  folder is used to create filter component. It deals with interactive 
operation between user and data display. In this case, Microphone Array sound 
detection system is included. As an evaluation platform for multimodal 3D data, it is 
possible to add more measurement systems into this platform. Thus, I add an artifact 
Sonar sound detection system. Besides, data range filter is used to fast detect the 
normal value and error value of the deviation distances. It also supports manual 
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selection of distance deviation range. Figure 31 shows the data filter component of the 
data analysis function.  
 
 
Figure 31: Screenshot of Filter component of Data Analysis function. 
 
The files in 𝑟𝑒𝑑𝑢𝑐𝑒𝑟𝑠 folder help to filter the data by using different elements. The code 
in Appendix 8.3 shows data is detected by device, minimal distance deviation or 
maximal distance deviation.  
 
Besides, each button is realized by binding button to element selection which shows 
below as an example. It shows the button is used to select data by device catalogue.  
 
<Button 
   bsStyle={(device.size === 1 && device.has('m')) ? 'primary' : 'default'} 
   onClick={() => {this.onFilter({'device': new Set(['m'])});}}> 
   Sound 
</Button> 
 
The 𝐺𝑈𝐼/𝑐ℎ𝑎𝑟𝑡𝑠 folder is used to create charts component. In this case, I used bar 
chart to display the distance deviation among different measurement systems. The 
chart is handling the data in a clear and fast way. It shows clearly the distribution of 
deviation data. The deviation range is from 0 cm to 10 cm just like the filter component. 
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And all the values larger than 10 cm are classified as infinity. Figure 32 shows the 
charts component of data analysis function.  
 
 
Figure 32: Screenshot of Charts component of Data Analysis function. 
 
In Figure 32, all systems data chart shows all the distance deviation between Kinect 
v2 and each measurement system. Filtered data chart shows the error values where 
the distance deviation is over 6 cm.  
 
To make the data analysis function more readable, the wrapped component is included. 







Figure 33: Screenshot of Wrapped component of Data Analysis function. 
 
The yellow parts in Figure 33 are wrapped buttons which are used to set selection 
much fast. They are binding to filter component. Thus, they are basically doing the 
same job with the filter. The code in Appendix 8.3 shows the Error button function.  
 
Besides, the red part is used to display the percentage of total data that is filtered. The 
code in Appendix 8.3 shows how to achieve the value.  
 
5.3 Data distribution 
From previous sections, path tracking shows the general view of moving path and the 
deviation between Kinect v2 and Microphone Array. And data analysis gives the 
detailed information about distance deviation between different measurement systems. 
However, it is hard to see where the location of error deviation is. Thus, in this section, 
another function – Data Distribution will be introduced.  
 
Data distribution here is also compiled with ReactJS and D3JS since it is also a data 
visualization application. The data from Section 5.2 includes all the coordinates 
detected by both measurement systems in this project. And in this data distribution 
function, there is a filter which is used to get the coordinates where the distance 
deviation is over 6 cm. All those coordinates will be displayed on a SVG image 
depending on their location detected by Kinect v2. And each one will include its own 
deviation error level. There are totally 11 levels including 5 error levels. For example, 




Figure 34: Screenshot of Chart of Data Distribution function. 
 
Figure 34 shows the data distribution chart which includes all 13 detected errors from 
previous section. It is clear that all 13 points are located far from 2.5 to 4.5 meters 
relatively to the position of devices. And when mouse moves over the detected point, 
detail will be displayed. In this case, the only information is error level. However, it is 
easy to add more information to it if necessary since the function code is individual. It 
is realized by the code in Appendix 8.4.  
 
Besides the chart of data distribution function, there is also a stats board which includes 
some information on it which shows in Figure 35.  
 
Figure 35: Screenshot of Stats board of Data Distribution function. 
 
The stats board includes error count and average level as examples. In this case, error 
count shows total error locations displaying in the chart which realized in Appendix 8.4.  
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And the average level shows the general condition of the error level. It is realized in 
Appendix 8.4.  
 
Both of the two elements are examples to show how to display the information from 
data. If necessary, more functions can be added into the stats board.  
 
All in all, Path tracking, Data analysis and Data distribution give the possibility to display 
and analyze the data from multiple measurement systems. Each of them focuses on 
different part of analysis. Path tracking gives an overview of the moving path detected 
by Kinect v2 and Microphone Array. Data analysis gathers all the related data from 
multiple measurement systems, and analyze them by using bar chart. After that, it is 
necessary to check the detailed information of the interested error locations. Thus, 
Data distribution plays a role of displaying. Besides, all those functions can be 






6 Results and Evaluation 
The overall web application is implemented by ReactJS and evaluated with detection, 
combination and displaying of multimodal 3D data from measurement systems 
specialized in Kinect v2 and Microphone Array. The web application functions include 
online mode, offline mode, path tracking, data analysis and data distribution.  
 
 
Figure 36: Artificial image of Online Mode. 
 
Figure 36 shows online mode that human and voice detected by Kinect v2 and 
Microphone Array. The data stored by online mode which is also used in offline mode. 
Method to calibrate multiple coordinate systems which is introduced in Section 4.5.2 
helps to combine coordinates from different measurement systems which proves that 





Figure 37: Artificial image of Offline Mode. 
 
Figure 37 shows offline mode which is exact same with the online mode. The test 
evaluation is done by using several sets coordinates from different experiments.  
 
The rest three functions are all used to analyse the data from previous experiment. 






Figure 38: Relation between Path tracking, Data analysis and Data distribution. 
 
Besides, in order to prove the correctness of the results, evaluation test should be 
applied. Figure 39 shows the data flow among Microphone Array, Kinect v2, Database 
and Browser. As shows in the Figure 39, data evaluation should be done in six 
positions. For online mode, both Microphone Array and Kinect v2 send data to Web 
Application via WebSocket. Therefore, evaluation scenario (1) between Microphone 
Array and Browser should be checked. Evaluation scenario (2) between Kinect v2 and 
Browser should be checked. During online mode, both Microphone Array sensor and 
Kinect v2 sensor store coordinates related data into Database. Therefore, evaluation 
scenario (3) and (4) should be checked. After the data is saved, the integrity of the 
data needs to be checked which is in evaluation scenario (5). Finally, the offline mode 
including path tracking, data analysis and data distribution retrieved data from 
Database and displayed in the Web Application which is in evaluation scenario (6). 
And in each case, people detection and sound source detection should be tested both 





Figure 39: Data evaluation among Microphone Array, Kinect v2, Database and Browser. 
 
In evaluation scenario (1) and (2), data from Microphone Array is transferred to the 
Web Application via WebSocket as well as the data from Kinect v2. When the result is 
like that shows in Figure 36 which means yellow box (sound source position) is always 
inside of the red box (people detection), the evaluation test is satisfied. During the test, 
if the result is satisfied, the combination between Kinect v2 data and Microphone Array 
data will be considered working well. The testing conditions of evaluation scenario (1) 
and (2) show in the table below. Each condition is tested with 20 sets data. The final 
result shows that each condition for both single person and multiple person works fine.  
 
 Stand Still Walking Running 
Single Person 20 sets 20 sets 20 sets 
Multiple Person 20 sets 20 sets 20 sets 
Table 8: Testing conditions of evaluation scenario (1) and (2). 
 
In evaluation scenario (3), data from Microphone Array is stored in Database. And in 
this project, the detection data will be directly saved in local measurement system and 
also sent to the server. Review the data storage both on local database and server 
database manually to fulfill the evaluation scenario. During the test, the average 
number of data sets on local database is 30 every second while the average number 
of data sets on server database is 29. After comparison between local database and 
server database, the difference is due to data loss during transmission since the 
WebSocket is created with UDP protocol.  
 
In evaluation scenario (4), data from Kinect v2 is stored both on local database and 
server database. It is just like the situation with scenario (3). And in this case, the 
average number of data sets on local database is 16 every second while the average 
number of data sets on server database is 15. This result is exactly the same with the 




In evaluation scenario (3) and (4), the data transfer between sensors and Web server 
is via WebSocket. And the sessions are created by UDP protocol. The data loss is 
acceptable since only 1 or 2 sets missing every second. Therefore, the result of 
evaluation scenario (3) and (4) are also satisfied.  
 
Evaluation scenario (5) is used to check the integrity of data sets. It is clear that the 
data integrity is reliable since scenario (3) and (4) are both satisfied. However, it is still 
necessary to check data sets in the server database. The data sets from Kinect v2 
cover the entire experiment which means that every data set from Microphone Array 
can be associated with a data set from Kinect v2. Timestamp is required to find the 
associated data set. However, the timestamp could be varied between two 
measurement systems. And the sample rates are also different. This has been 
discussed in Chapter 5.2. The data sets from both systems have a very closest 
timestamp could be considered as the associated data. Once they are associated, 
compare the points’ coordinate. If the distance (deviation) between the two points from 
different systems is shortest, evaluation scenario (5) is satisfied.  
 
Point X Y Z systemID objectID timestamp 
1 -0.147 0.506 2.205 Kinect 1 180128203651588 
2 -0.172 0.507 2.211 Kinect 1 180128203651654 
3 -0.194 0.508 2.214 Kinect 1 180128203651714 
4 -0.213 0.509 2.216 Kinect 1 180128203651777 
Table 9: Some data sets from Kinect v2 in the server database.  
 
Point X Y Z systemID objectID timestamp 
5 -0.146 0.510 2.217 Microphone 1 180128203651568 
6 -0.172 0.509 2.220 Microphone 1 180128203651633 
7 -0.194 0.512 2.223 Microphone 1 180128203651692 
8 -0.212 0.513 2.230 Microphone 1 180128203651758 










 Point 1 Point 2 Point 3 Point 4 
Point 5 0.0127    
Point 6  0.0092   
Point 7   0.0117  
Point 8    0.0146 
Table 11: Deviation between two associated points from different systems.  
 
Table 9 shows the data sets from Kinect v2. Table 10 shows the data sets from 
Microphone Array. In order to fulfill the scenario (5), the deviation of the associated 
points from Kinect v2 and Microphone Array needs to be calculated which shows in 
Table 11. For example, point 1 and point 5 have closest timestamp. They should be 
the associated points. And their deviation is smallest. Therefore, the scenario (5) is 
satisfied.  
 
Finally, the evaluation scenario (6) is used to check the offline mode. Three functions 
of offline mode retrieved data from database. In this project, the data analyzed in Web 
Application is directly achieved from the database. Since the data has been evaluated 




This project provides a general idea and basic framework of an evaluation platform 
used for multimodal 3D data from different measurement systems. From the 
description of Section 2.3, there are plenty of measurement systems. Each of these 
systems has benefits and disadvantages. Some of them have long working range but 
are easily effected by the environment. Others have good robustness against 
interfering environmental factors but short working range. In the current automotive 
field, vehicles might include LiDAR, RADAR, Photogrammetry, Infrared and so on. All 
of them are used for detecting surrounding environment. As well as the indoor and 
outdoor robots. Multiple measurement systems require to work together. They provide 
vary multimodal 3D data. They have the different coordinate systems and require 
combining.  
 
While facing the complex and changeable environment, the selection of 3D scanning 
devices is tough. Using multiple measurement systems to deal with the different 
environmental factors and provide accurate results. As the cost of sensors decreases, 
a combination of multiple sensors for a single robot or a vehicle becomes possible. 
This project takes source data from Kinect v2 and microphone arrays as an example, 
designed an evaluation platform for multimodal 3D data.  
7.1 Benefits 
This project is platform independent and supports any popular browser. The web 
based application makes it platform independent. ReactJS framework makes it support 
any popular browser and database. And data display is fast and immediate.  
 
It solves time synchronization issue between measurement systems. The devices in 
this project all support NTP protocol, which makes it possible to synchronize time 
between each other and further comparison and combination, whenever the 
application is running online or offline mode.  
 
It supports both online and offline mode for multiple measurement systems. The online 
mode provides the opportunity to display the real-time detecting data from Kinect v2 





It gives an instance to discuss how to deal with coordinate mapping between 
multimodal 3D data. Methods and discussion of coordinate mapping from Section 4.3.2 
give an instance for combination of any other measurement system.  
 
It provides multiple inner data analysis functions including path track, general data 
analysis and data distribution analysis. While the web application is based on ReacJS 
framework, it is component independent. Thus, it provides an opportunity for further 
functions extending.  
 
7.2 Limitations 
Besides the benefits of this evaluation platform, there are several limitations due to the 
used devices.  
 
Firstly, according to the specification of Kinect v2, people detection is limited to 
maximum six people. People might not be detected while several people stay too close 
or stand directly behind each other. And people should always face the sensor during 
the test. At the same time, microphone array can work with much people and has no 
limitation with people facing direction since it only detects the voice.  
 
Secondly, data structure format in this project looks like:  
 
{x, y, z, systemID, objectID, timestamp} 
 
which x, y and z represent the 3D coordinate of the detected object, systemID is used 
to distinguish the data collected by different measurement systems, objectID is for 
different people and timestamp is used to mark the time when the data set was 
collected.  
 
In this case, timestamp in different measurement systems might be not synchronized 
due to different sample rate. It always needs to calculate the difference between 
timestamps before applying a new measurement system into the exist evaluation 
platform to make sure the data set can be combine or compare via timestamp.  
 
Another problem for timestamp is that the current date and time are not directly 
available in some measurement systems, FPGA as an example. Additional work needs 




Thirdly, this project did not take device performance and environmental factors into 
account. The working range of microphone arrays is better than Kinect v2. The IR 
sensor of Kinect v2 cannot work under strong sunlight but the microphone arrays only 
depend on the sound source. The noise environment does not affect Kinect v2 but 
might affect the results by microphone arrays. Since the performance for each of the 
3D measurement systems is different, the results within this project cannot be 
guaranteed for all the systems.  
 
Fourthly, when performing combination between multimodal 3D data sets, there is 
always an optimization issue. The calculation results within one system are always 
approximation. And the results by coordinate mapping between two measurement 
systems are also approximation. This makes it hard to set a threshold to distinguish 
the data is acceptable or not while the results are a combination of multiple 
approximation.  
 
Fifthly, Kinect v2 provides full HD images during people detection progress. The 
images are part of data along with the coordinates information. Full HD images are 
quite massive to keep in the hard drive. According to the purpose of this project, the 
aim is to combine and compare difference between two sensors. The color image 
provided by Kinect v2 is necessary to display in Online Mode but unnecessary to keep 
all the images. In other words, the Offline Mode which includes a large number of 
images is only used to verify the result of this project. In actual operation, coordinates 
data from sensors are enough for further processing and analyzing.   
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8 Conclusions and future work 
This thesis introduces an evaluation platform which provides a quick and easy 
development method for combination and analysis between multimodal 3D data. 
Multisensor Fusion solves the possible inaccuracy of 3D data from a single sensor. 
Kinect v2 provides vision based people detection 3D data while Microphone Array 
provides sound source localization based 3D data. The visualization part of Kinect v2 
is used to prove the correctness of results from Microphone Arrays. Kinect v2 and 
Microphone Array provide each other with complementary opportunities.  
 
Seven-parameter model for coordinate mapping is suitable for 3D data from most of 
the 3D measurement systems. Under the ideal situations, the result is accurate. The 
solution of time synchronization in this thesis provides a simple configuration and 
optimal results. The web based application supports both online and offline mode. It 
established an extendable basic framework to import as many as 3D data sets from 
other measurement systems. Besides, the web application also provides three analysis 
functions. Path tracking function shows the overview of moving path. Data analysis 
function displays entire analysis of tracked locations. Data distribution function displays 
detailed information of interested points.  
 
Based on the experiment results, the combination of the multimodal 3D data works 
well, and the analysis functions make it clear to figure out the relative data. Therefore, 
I conclude that the web based application plays a good role as an evaluation platform 
for multimodal 3D data.  
 
This project only takes Kinect v2 and Microphone Arrays into account. As an evaluation 
platform for multimodal 3D data, more other 3D measurement systems can be 




9.1 Message sending and receiving by Flux 
𝑎𝑐𝑡𝑖𝑜𝑛𝑠/𝑖𝑛𝑑𝑒𝑥. 𝑗𝑠 
//action types 
export const RECEIVE_MESSAGE = 'RECEIVE_MESSAGE'; 




//message received from server 
export function receive(text){ 
    return { 
        type: RECEIVE_MESSAGE, 
        text 
    } 
} 
 
//send message to server 
export function send(text){ 
    return { 
        type: SEND_MESSAGE, 
        text 




import { RECEIVE_MESSAGE, SEND_MESSAGE } from '../actions'; 
 
const initialState = { 
    messages: [], 




function message(state = initialState, action) { 
    switch (action.type) { 
        case RECEIVE_MESSAGE:  
            return { 
                ...state, 
                messages: [ ...state.messages, action.text], 
                action: action 
            } 
 
        case SEND_MESSAGE:  
            return { 
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                ...state, 
                action: action 
            } 
         
        default: 
            return state; 
    } 
} 
 
export default { message }; 
 
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠/𝐶ℎ𝑎𝑡. 𝑗𝑠 
import React, { Component } from 'react'; 
import PropTypes from  'prop-types'; 
 
class Chat extends Component { 
    constructor(props) { 
        super(props); 
 
        this.handleFormSubmit = this.handleFormSubmit.bind(this); 
    } 
 
    handleFormSubmit(e) { 
        e.preventDefault(); 
        let text = this.refs.messageText.value; 
        this.props.actions.send(text); 
    } 
 
    render() { 
 
        let i = 0, 
            messages = this.props.messages.map(message => { 
                return <li className="list-group-item" key={i++}>{message}</li> 
            }); 
 
        return ( 
            <div className="container"> 
                <h1>Sending</h1> 
                <form onSubmit={this.handleFormSubmit}> 
                    <div className="form-group"> 
                        <div className="input-group"> 
                            <input type="text" ref="messageText" className="form-control" placeholder="type here..." /> 
                            <span className="input-group-btn"> 
                                <button type="submit" className="btn btn-primary">Send</button> 
                            </span> 
                        </div> 
                    </div> 
                </form> 
                <h1>Receiving</h1> 
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                <ul className="list-group">{messages}</ul> 
            </div> 
        ); 
    } 
} 
 
Chat.PropTypes = { 
    actions: PropTypes.object, 
    messages: PropTypes.array 
}; 
 
export default Chat; 
 
9.2 Real-time color image and skeleton points data 
Skeleton points data:  
private static string SerialiseBodyData() 
    { 
        trackedBodies = bodies.Where(b => b.IsTracked == true).ToList(); 
        if (trackedBodies.Count() < 1) 
            return null; 
         
        bodyTransferData.Clear(); 
        foreach (var body in trackedBodies) 
        { 
            CameraSpacePoint pHead = body.Joints[JointType.Head].Position; 
var colorTempPoint =                      
ks.CoordinateMapper.MapCameraPointToColorSpace(pHead); 
            bodyTransferData.Add(colorTempPoint); 
        } 
        var str = JsonConvert.SerializeObject(bodyTransferData); 
        return str; 
    } 
 
Color image data:  
private static byte[] SendColorData(ColorFrameData data, FrameDescription fd) 
        { 
            if (data == null) 
                return null; 
 
            var dpiX = 96.0; 
            var dpiY = 96.0; 
            var pixelFormat = PixelFormats.Bgra32; 
            var bytesPerPixel = (pixelFormat.BitsPerPixel) / 8; 
            var stride = bytesPerPixel * fd.Width; 
            var bitmap = BitmapSource.Create(fd.Width, fd.Height, dpiX, dpiY, 
            pixelFormat, null, data.Data, (int)stride); 
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            var encoder = new JpegBitmapEncoder(); 
            encoder.Frames.Add(BitmapFrame.Create(bitmap)); 
            var ec = new JpegBitmapEncoder(); 
            ec.Frames.Add(BitmapFrame.Create(bitmap)); 
 
            using (var ms = new MemoryStream()) 
            using (var br = new BinaryReader(ms)) 
            { 
                encoder.Save(ms); 
                ms.Flush(); 
                ms.Position = 0; 
                encodedBytes = br.ReadBytes((int)ms.Length); 
            } 
 
            return encodedBytes; 
        } 
 
Data sending:  
static void msfr_MultiSourceFrameArrived(object sender,  
                                        MultiSourceFrameArrivedEventArgs e) 
        { 
            if (e.FrameReference == null) 
                return; 
            var multiFrame = e.FrameReference.AcquireFrame(); 
            if (multiFrame == null) 
                return; 
            bool colorRead = false; 
            FrameDescription fd = null; 
            if (multiFrame.ColorFrameReference != null) 
            { 
                using (var cf = multiFrame.ColorFrameReference.AcquireFrame()) 
                { 
                    fd = cf.ColorFrameSource.FrameDescription; 
cf.CopyConvertedFrameDataToArray(colorData.Data,  
colorData.Format); 
                    colorRead = true; 
                } 
            } 
            bool bodyRead = false; 
            if (multiFrame.BodyFrameReference != null) 
            { 
                using (var bf = multiFrame.BodyFrameReference.AcquireFrame()) 
                { 
                    bf.GetAndRefreshBodyData(bodies); 
                    bodyRead = true; 
                } 
            } 
 
            byte[] data = null; 
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            if (colorRead == true) 
            { 
                data = SendColorData(colorData, fd); 
            } 
            string bodyData = null; 
            if (bodyRead == true) 
            { 
                bodyData = SerialiseBodyData(); 
            } 
            var sessions = appServer.GetAllSessions(); 
            if (sessions.Count() < 1) 
                return; 
            foreach (var session in sessions) 
            { 
                if (data != null) 
                { 
                    session.Send(data, 0, data.Length); 
                } 
                if (bodyData != null) 
                { 
                    session.Send(bodyData); 
                } 
            } 
        } 
 
9.3 Data analysis 
𝑅𝑎𝑤𝐷𝑎𝑡𝑎. 𝑗𝑠 
const rawData = './data/data.json; 
export function setRaw(raw) { 
  return { 
    type: types.SET_RAW, 
    raw, 
  }; 
} 
export function getRaw() { 
  return dispatch => { 
    return fetch(rawData) 
      .then(response => response.json()) 
      .then(json => { 
        return dispatch(setRaw(json)); 
      }); 








const initialState = { 
  raw: [], 
  filtered: [], 
  deviationMax: Infinity, 
  deviationMin: 0, 
  device: new Set(['m', 'w']), 
}; 
 
export default function filterData(state) { 
  const {raw, device, deviationMax, deviationMin} = state; 
  return raw.filter(d => { 
    return ( 
      device.has(d[2]) && 
      d[0] <= deviationMax && 
      d[0] >= deviationMin 
    ); 
  }); 
} 
 
Error button function 
<span 
  style={{background: '#FFFF66'}} 
  onMouseOver={()=>{setFilter({deviationMin: 6});  
                    setFilter({deviationMax: Infinity});}} 
> 
Error button (mouseover here) 
</span> 
 
Filtering percentage of all coordinates 




9.4 Data distribution 
Detail display by moving mouse over coordinate points 
  point.attr('cy', function(d) { return scales.y(d.y); }) 
      .attr('r', function(d) { return scales.z(d.z); }) 
      .on('mouseover', function(d) { 
        dispatcher.emit('point:mouseover', d); 
      }) 
      .on('mouseout', function(d) { 
        dispatcher.emit('point:mouseout', d); 
      }) 
    .transition() 
      .duration(ANIMATION_DURATION) 
      .attr('cx', function(d) { return scales.x(d.x); }); 
 
Error count 
  renderCount: function(data) { 
    return ( 
      <div className="Stats-item"> 
        {'Error count: '}<strong>{data.length}</strong> 
      </div> 
    ); 
  }, 
 
Average level 
  renderAverage: function(data) { 
    var avg; 
    var n = data.length; 
    if (!n) { 
      avg = '-'; 
    } 
    else { 
      var sum = _.reduce(data, function(sum, d) { 
        return sum + d.z; 
      }, 0); 
      avg = Math.round(sum/n * 10)/10; 
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