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Abstract
Fractional Poisson processes, a rapidly growing area of non-Markovian stochas-
tic processes, are useful in statistics to describe data from counting processes
when waiting times are not exponentially distributed. We show that the
fractional Kolmogorov-Feller equations for the probabilities at time t can be
representated by an infinite linear system of ordinary differential equations
of first order in a transformed time variable. These new equations resemble
a linear version of the discrete coagulation-fragmentation equations, well-
known from the non-equilibrium theory of gelation, cluster-dynamics and
phase transitions in physics and chemistry.
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1. Introducing fractional Poisson processes
Since the late 1990s there has been a great interest in non-Markovian
continous-time processes, especially those arising from waiting times between
two events that are not exponentially distributed (for a general overview see
Embrechts et al. (1997), Grandell (1997)) but sub-exponentially, for example
(Jumarie (2001), Laskin (2003))
prob(Tw < t) = 1−Eβ(−λt
β) (1)
where prob(Tw < t) is the probability that the waiting time Tw is less
than some t, λ > 0, 0 < β ≤ 1 and Eβ is Mittag-Leffler function. The
Mittag-Leffler function in Eqn.(1), has the series representation Eβ(z) =∑∞
m=0 z
m/Γ(βm + 1) and is a fractional generalization of the exponential
function; where Γ(x) =
∫∞
0
sx−1 exp (−s)ds is the Gamma function (for β = 1
the exponential function is recovered).
Starting from the waiting time distribution Eqn.(1), Laskin (2003) intro-
duced the fractional Poisson process as the counting process with probability
Pβ(n, t) of n items (n = 0, 1, 2, ...) arriving by a time t. Beghin and Orsingher
(2009) pointed out, that the approach of Laskin (2003) is equivalent to solv-
ing their fractional equations
dβ
dtβ
Pβ(n, t) = λ(Pβ(n− 1, t)− Pβ(n, t)) , 0 < β ≤ 1 , (2)
where the fractional derivative is taken in the sense of Dzerbayshan-Caputo
(e.g. Podlubny (1999) p. 78), and is defined on a twice continously differ-
entiable function f(t) as the usual derivative for β = 1 and for 0 < β < 1
is
dβ
dtβ
f(t) ≡
1
Γ(1− β)
∫ t
0
ds
(t− s)β
d
ds
f(s) . (3)
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Their solution with the initial condition Pβ(n, t = 0) = δn,0 is given by
Pβ(n, t) = (−1)
n
∞∑
j=n
(
j
n
)
(−1)j(λtβ)j
Γ(βj + 1)
= (−1)n
∞∑
j=n
(
j
n
)
φβ(j, t) (4)
where the functions φβ(j, t) are defined as
φβ(j, t) ≡ (−1)
j (λt
β)j
Γ(βj + 1)
, j = 0, 1, 2, ... (5)
Note that for n = 0 in Eqn.(4) we recover the Mittag-Leffler function with
index β, Eβ(−λt
β). This is not surprising as Pβ(0, t) is the probability of no
birth taking place up to time t, i.e. prob(Tw > t) which is nothing else but
the complement to the waiting time probability, Eqn.(1). Furthermore, one
readily recovers the normalization condition
∑∞
n=0 Pβ(n, t) = 1.
Equation (2) together with Eqn.(3) are now considered the standard frac-
tional Kolmogorov-Feller equations for a fractional Poisson process. They are
the basis of a fast growing branch of probability theory (e.g. Beghin and Orsingher
(2009), Beghin and Orsingher (2010), Beghin and Macci (2013), Orsingher and Polito
(2013)).
We shall show in this letter that the fractional Poisson process Eqn.(2) can
also be described by an infinite linear system of ordinary differential equations
(ODE) of first order in a transformed time variable for the probabilities
Pβ(n, t) on the left-hand side, and on the right-hand side we have the usual
two terms of a standard Poisson process plus infinitely many more terms
consisting of some time-independent constants times Pβ(m, t), and m > n.
This result, formulated in Theorem 3.1, Eqn.(8), is what we term the “ODE-
representation of the Kolmogorov-Feller equations”.
These new equations for the fractional Poisson process bear a striking
resemblance to the linear version of the discrete cluster equations for the
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Glauber kinetic Ising model, as discussed in Binder and Mu¨ller-Krumbhaar
(1974) and Kreer (1993) which is briefly discussed in Appendix B, Eqn.(B.3).
These cluster ODEs describe a typical dynamics in which clusters consisting
of n particles, say, can coagulate with other clusters to form larger clus-
ters or fragment to form smaller ones. Thus, our approach allows us, in
principle, to understand the dynamics of the fractional Poisson process in
terms of cluster interactions. Consequently, our “ODE-representation of
the Kolmogorov-Feller equations” belongs to a wider class of coagulation-
fragmentation equations, which are of major interest to the wider com-
munity, as they show a variety of interesting features, such as asymptotic
self-similarity for large times (“dynamical scaling”), gelating at finite time,
metastablility, etc. They may also be a tool to understand phenomena of
non-equilibrium statistical physics and phase transitions. For further read-
ing we refer to Spouge (1984), Ball and Carr (1990), Kreer (1993), da Costa
(1995), Laurenc¸ot and Mischler (2002) and McBride et al. (2010).
One of the aims of this letter is to bring the community of probabilists
dealing with fractional Poisson processes and the community of analysts and
physicists dealing with coagulation-fragmentation equations closer as both
subjects seem to be more related than previous thought.
The plan of the paper is as follows: Before presenting our main result
in Section 3 we prove in Section 2 some necessary Lemma dealing with a
combinatorial inversion formula for certain functions.
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2. An application of Krattenthalers theorem
To prove an essential Lemma, we heuristically define “infinite” vectors
from the solutions Eqns.(4) and (5) of the fractional Poisson process,
[Pβ(0, t),−Pβ(1, t), · · · , (−1)
nPβ(n, t), · · · ]
T
and [φβ(0, t), φβ(1, t), · · · , φβ(n, t), · · · ]
T .
We may then write the solutions Eqn.(4) formally as follows

Pβ(0, t)
−Pβ(1, t)
Pβ(2, t)
−Pβ(3, t)
Pβ(4, t)
...


=


1 1 1 1 1 · · ·
0 1 2 3 4 · · ·
0 0 1 3 6 · · ·
0 0 0 1 4 · · ·
0 0 0 0 1 · · ·
...
...
...
...
...
. . .




φβ(0, t)
φβ(1, t)
φβ(2, t)
φβ(3, t)
φβ(4, t)
...


, (6)
where the matrix is infinite, triangular and contains the binomial coefficients
as non-zero elements. This matrix in Eqn.(6) is well known as Pascal matrix
and its inverse is readily known from Aggarwala and Lamoureux (2002) as

1 −1 1 −1 1 · · ·
0 1 −2 3 −4 · · ·
0 0 1 −3 6 · · ·
0 0 0 1 −4 · · ·
0 0 0 0 1 · · ·
...
...
...
...
...
. . .


.
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Thus formal inversion of Eqn.(6) yields

φβ(0, t)
φβ(1, t)
φβ(2, t)
φβ(3, t)
φβ(4, t)
...


=


1 −1 1 −1 1 · · ·
0 1 −2 3 −4 · · ·
0 0 1 −3 6 · · ·
0 0 0 1 −4 · · ·
0 0 0 0 1
. . .
...
...
...
...
...
. . .




Pβ(0, t)
−Pβ(1, t)
Pβ(2, t)
−Pβ(3, t)
Pβ(4, t)
...


,
or in component form this is
φβ(m, t) = (−1)
m
∞∑
k=m
(
k
m
)
Pβ(k, t) . (7)
For m = 0 we recover the normalization condition of the probabilities. For
m > 0 the right-hand side of equation Eqn.(7) is bounded by the factorial
moments, which are known to be finite and given by Beghin and Orsingher
(2010), Eqn.(2.32).
For the rigorous path to obtain Eqn.(7), we may just apply the Krat-
tenthaler theorem from Krattenthaler (1996). This rather useful result from
combinatorics was one of the first in the theory of Riordan arrays and han-
dles the inversion of certain classes of infinite matrices and related “rotated
inversion formula”. Following the original notation in Krattenthaler (1996),
Eqns.(1.1)(1) and (1.1)(2), we chose aj = (j + 1) and bj = 0, and recover
both our binomial coefficients in the original infinite matrix as well as the
binomial coefficients with alternating signs in its inverse matrix. Eqn.(4.2)
in Krattenthaler (1996) now provides the desired “rotated inversion formula”
(originally due to Riordan (1968) if inverse of matrix is already known)
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and corresponds to Eqn.(7). Note that all our infinite series converge (see
Beghin and Orsingher (2010)) and we have thus proven the following
Lemma 2.1. (Rotated Inversion Formula) For β ∈ (0, 1] and j = 0, 1, 2, ...
define the family of real-valued functions in t, φβ(j, t) = (−λt
β)j/Γ(βj + 1)
and let Pβ(n, t) for n = 0, 1, 2, ... denote the solutions of Eqn.(2) with initial
conditions Pβ(n, t = 0) = δn,0 . Then the following two identities imply each
other
Pβ(n, t) = (−1)
n
∞∑
j=n
(
j
n
)
φβ(j, t) ,
φβ(m, t) = (−1)
m
∞∑
k=m
(
k
m
)
Pβ(k, t) .
3. Main result
Theorem 3.1. (ODE-representation of Kolmogorov-Feller equations) After
the transformation τ ≡ tβ, the fractional equations Eqn.(2) with solution
Pβ(n, t), n = 0, 1, 2, ... defined in Eqn.(4) are equivalent to the following
infinite system of ordinary differential equations
∂
∂τ
Pβ(n, τ) =
∞∑
k=n−1
An,kPβ(k, τ) , n = 0, 1, 2, ... (8)
whereby the constant coefficients vanish for k < n − 1 by the properties of
binomial coefficients and for k ≥ n− 1 are defined by
An,k = (−1)
n+1λ
k∑
j=n−1
(−1)j
(
j + 1
n
)(
k
j
)
Γ(βj + 1)
Γ(βj + β)
(9)
By construction, the functions Pβ(n, τ), n = 0, 1, 2, ... defined in Eqn.(4) with
τ ≡ tβ solve Eqn.(8) with initial conditions Pβ(n, τ = 0) = δn,0.
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Proof. Differentiating for each n = 0, 1, 2, ... the functions Pβ(n, t) in
Eqn.(4) with respect to t and remembering that a convergent power series is
differentiable in the domain of convergence componentwise, we obtain
∂
∂t
Pβ(n, t) = (−1)
n
∞∑
j=n
(
j
n
)
(−1)j(λtβ)j−1
Γ(βj + 1)
jλβtβ−1 . (10)
Next dividing Eqn.(10) by βtβ−1 and defining τ ≡ tβ we get
∂
∂τ
Pβ(n, τ) = −(−1)
nλ
∞∑
j=n
(
j
n
)
(−1)j−1(λτ)j−1
Γ(βj)
(11a)
= (−1)n+1λ
∞∑
j=n
(
j
n
)
Γ(β(j − 1) + 1)
Γ(βj)
(−1)j−1(λτ)j−1
Γ(β(j − 1) + 1)
(11b)
= (−1)n+1λ
∞∑
j=n
(
j
n
)
Γ(β(j − 1) + 1)
Γ(βj)
φβ(j − 1, τ) (11c)
= (−1)n+1λ
∞∑
j=n−1
(
j + 1
n
)
Γ(βj + 1)
Γ(βj + β)
φβ(j, τ) (11d)
= (−1)n+1λ
∞∑
j=n−1
(
j + 1
n
)
Γ(βj + 1)
Γ(βj + β)
∞∑
k=j
(
k
j
)
(−1)jPβ(k, τ)
(11e)
= (−1)n+1λ
∞∑
k=n−1
Pβ(k, τ)
k∑
j=n−1
(−1)j
(
j + 1
n
)(
k
j
)
Γ(βj + 1)
Γ(βj + β)
,
(11f)
where we have used the convenient notation Pβ(−1, τ) = 0 and applied our
rotated inversion Lemma 2.1 in Eqn.(11e). We also interchanged the order
of summation in the double sum in the last line, Eqn.(11f) using Cauchy’s
double series theorem (see Appendix A for the necessary proof of absolute
convergence). 
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Note that our change of variable τ ≡ tβ, 0 < β ≤ 1 in equation Eqn.(11a)
is motivated by convenience and arises in a natural way. From Eqn. (4)
we see immediately that Pβ(n, τ) is at least once continuosly differentiable
with respect to τ because the factorial moments are known to be finite
(Beghin and Orsingher (2010), Eqn.(2.32)). Thus we can differentiate us-
ing the chain rule to obtain
∂
∂t
Pβ(n, τ = t
β) =
∂
∂τ
Pβ(n, τ) ·
∂
∂t
tβ . (12)
By contrast, Jumarie (2001) requires in his “non-standard analysis of or-
der β” the β-continuity for a real valued function y(t) (his definition 2.1),
y(t + θ) − y(t) = o(θβ), and the β finite derivative to be
(
d/dtβ
)
y(t) =
limθ↓0
[
θ−β(y(t+ θ)− y(t))
]
(his definition 2.2). Applying both definitions
to the probability Pβ(n, τ) in his Section 5., he obtains a different solution
for Pβ(n, τ) because his approach supreses the factor (∂/∂t)t
β of our equa-
tion Eqn.(12). In his article Jumarie (2001) points out that his non-standard
analysis is different from the analysis using fractional derivatives and conse-
quently leading to different results, namely a solution similar to the standard
Poisson process albeit with a stretched exponential.
4. Acknowledgement
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Appendix A. Absolute convergence of double series
Defining the generating function for |s| < 1,
Gβ(s, t) =
∞∑
n=0
snPβ(n, t) , (A.1)
we note that this is a non-negative function for 0 ≤ s < 1. It has been de-
rived in Beghin and Orsingher (2010), Section 2.3 (and also before by Laskin
(2003) for his version of the fractional process) and is in fact the celebrated
Mittag-Leffler function with modified arguments, namely
Gβ(s, t) = Eβ(λt
β(s− 1)) . (A.2)
From the generating function Eqn.(A.1) and its explicite solution Eqn.(A.2)
we can chose a constant σ > e and a positive function F (τ, σ) such that
|Pβ(k, τ)| < e
−kσF (τ, σ) for any k = 0, 1, 2, .... Thus equipped we start to
show the absolute convergence for any fixed integer n ≥ 0
∞∑
j=n−1
∣∣∣∣∣
(
j + 1
n
)
Γ(βj + 1)
Γ(βj + β)
∞∑
k=j
(
k
j
)
(−1)jPβ(k, τ)
∣∣∣∣∣
≤
∞∑
j=n−1
∣∣∣∣∣
(
j + 1
n
)
Γ(βj + 1)
Γ(βj + β)
∞∑
k=j
(
k
j
)
e−kσF (τ, σ)
∣∣∣∣∣
≤ F (τ, σ)
∞∑
j=n−1
∣∣∣∣∣ (j + 1)n!Γ(j + 1− n+ 1) Γ(βj + 1)Γ(βj + β)
∞∑
k=j
Γ(k + 1)
Γ(k + 1− j)
e−kσ
∣∣∣∣∣ .
With the following inequality for all k ≥ j for any j ≥ 1 fixed
Γ(k + 1)
Γ(k + 1− j)
= k(k − 1)(k − 2) · · · (k − j) < (k + 1)j , (A.3)
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we find a suitable constant C1 > 0 independent of j such that by the integral
test of convergence∣∣∣∣∣
∞∑
k=j
Γ(k + 1)
Γ(k + 1− j)
e−kσ
∣∣∣∣∣ < C1
∞∑
k=j
(k + 1)je−kσ
≤ C˜1e
σ
∫ ∞
0
xj
σj
e−x
dx
σ
≤ C˜1e
σΓ(j + 1)e−(lnσ)·j ,
where C˜1 = C1 · σ. Finally with this result we immediately conclude that
because of ln σ > 0
∞∑
j=n−1
∣∣∣∣∣
(
j + 1
n
)
Γ(βj + 1)
Γ(βj + β)
∞∑
k=j
(
k
j
)
(−1)jPβ(k, τ)
∣∣∣∣∣
≤ F (τ, σ)C˜1e
σ
∞∑
j=n−1
Γ(j + 2)
n!Γ(j + 1− n + 1)
Γ(βj + 1)
Γ(βj + β)
e−(lnσ)·j
≤ F (τ, σ)C˜1Ke
σ
∞∑
j=0
(j + 2)n−1(j + 1)(βj + 1)1−βe−(lnσ)·j < ∞ ,
where we have again applied Eqn.(A.3) on the quotient of Gamma functions
with integer argument and bounded the second quotient of Gamma functions
by K(βj + 1)1−β with a suitable K > 0 due to the asymptotics of Weier-
strass, Γ(x + 1)/Γ(x + 1 − ǫ) ∼ xǫ for x → ∞ (Paris and Kaminski (2001),
Eqn.(2.2.30)). 
Appendix B. Some remarks about cluster equations and their lin-
ear version
Let cn(·) denote the concentration of n-clusters in a physical system of
magnetic spins, say ( i.e. elementary magnets pointing in one direction),
which can form bigger clusters with the same magnetization. Thus, the con-
centration corresponds for small values to the probability P (n, t) to find an
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n-cluster in the unit volume at some time t > 0. Then the cluster equations
of Binder and Mu¨ller-Krumbhaar (1974) describing the dynamics, read in
the notation of Ball and Carr (1990) (see also Kreer (1993)) as
c˙n =
1
2
n∑
k=1
Wn−k,k−1 −
∞∑
k=1
Wn,k−1 , n = 1, 2, ..., (B.1)
where c0(t) ≡ 1 and the cluster currents Wn,k are defined as
Wn,k = an,kzcnck − bn,kcn+k+1 . (B.2)
Note that due to physical considerations the time-independent coefficients in
Eqn.(B.2) are symmetric, an,k = ak,n ≥ 0, bn,k = bk,n ≥ 0 (see Ball and Carr
(1990) an references therein). The constant z > 0 corresponds to the concen-
tration of 1-clusters provided by an external particle reservoir. Furthermore,
in the expression for the cluster current Wn,k in Eqn.(B.2)
• the first term describes a coagulation process when a n-cluster coagu-
lates with a k-cluster via a newly created 1-cluster linking both of them
to form a (n+ k + 1)-cluster,
• and the second term describes a fragmentation process when a n+k+1-
cluster fragments to an n- and a k-cluster via deletion of a 1-cluster.
Inserting now in Eqn.(B.2) the special choice for
an−k,k−1 =


an−1,0 if k = 1
0 if k 6= 1
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we obtain from Eqn.(B.1) the aforementioned linear version1
c˙n = (an−1,0z) cn−1 −
(
an,0z +
1
2
n∑
k=1
bn−k,k−1
)
cn +
∞∑
k=1
bn,k−1cn+k
(B.3)
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