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a b s t r a c t
In this letter, we study the existence of travelling wavefronts of the KdV–Burgers equation
from a monotone dynamical systems point of view. For any constant wave velocity, we
obtain a sufficient condition for the existence. The conditions under which some exact
travelling wavefronts have been found are special cases of ours.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider travelling waves of the KdV–Burgers equation
ut + αuux + βuxx + suxxx = 0, (1)
where α, β and s are positive parameters. The KdV–Burgers equation is a classical partial differential equation and arises
in many physical phenomena, such as the propagation of waves in an elastic tube filled with a viscous fluid [1], the flow of
liquids containing gas bubbles [2], turbulence [3] and ferroelectricity [4,5].
The travelling waves of Eq. (1) are special solutions of the form u(x, t) = ϕ(ξ) with ξ = x − ct , where c is the
constant wave velocity. Travelling wavefronts are special travelling waves satisfying the asymptotic boundary condition
limξ→±∞ ϕ(ξ) = ϕ±, where ϕ− ≠ ϕ+. The existence of travelling wavefronts is a basic question in the theory of travelling
waves and can be studied using phase space analysis. In 1937, Kolmogoroff et al. used this method for the first time in [6].
In 1975, Hadeler and Rothe [7] considered the existence for nonlinear diffusion equations by establishing the existence
of heteroclinic orbits of corresponding ordinary differential equations. In 1983 and 1984, Dunbar studied the existence of
diffusive Lotka–Volterra equations also via a heteroclinic connection in R3 [8] and R4 [9] respectively. He used a shooting
argument based on the nonequivalence of a simply connected region and a nonsimply connected region together with a
Lyapunov function. Recently, Wu and Zou [10] reproduced the existence of reaction–diffusion systems using an existence
result for heteroclinic orbits of monotone dynamical systems. It is worthwhile to note that this argument is quite concise
and can avoid some complicated phase space analysis. Besides phase space analysis, furthermore, there are also some other
approaches including the degree theory method [11,12], the Conley index method [13,14] and perturbation analysis [15].
Meanwhile, there are many methods for obtaining exact travelling waves of the KdV–Burgers equation, such as the
homogeneous balance method [16], the first-integral method [17], the hyperbolic tangent method [18], the coordinate
transformations method [19], the inverse variational method [20], the exp-function method [21,22] and so forth. Some
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exact travelling wavefronts have been found by these methods. For the condition that the integral constant d = 0, Feng [17]
found two exact travelling wavefronts of the form
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which are two increasing travelling wavefronts satisfying c = 6β225s and c = − 6β
2
25s respectively. For the more general
condition that the integral constant d = 12α ( 36β
4
625s2
− c2), Demiray [18,21] found an exact travelling wavefront of the form
u3 = c
α
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which is also an increasing travelling wavefront satisfying limξ→±∞ u3 = cα ± 6β
2
25αs . Moreover, it is easy to verify that u1 and
u2 are two special cases of u3 (d = 0). It is natural to ask whether the KdV–Burgers equation admits increasing travelling
wavefronts under other conditions.
In this letter, we study the existence of travelling wavefronts of the KdV–Burgers equation from a monotone dynamical
systems point of view. For any constant wave velocity, we obtain a sufficient condition for the existence via a heteroclinic
connection in corresponding cooperative systems. The conditions under which the three exact travelling wavefronts (u1, u2
and u3) have been found are special cases of ours.
2. Preliminaries
In this section, we introduce briefly some definitions and results for monotone dynamical systems, which are necessary
for later discussions. For more details, please see [23].
Throughout this work, we use the usual notation for the standard ordering in R2. That is, for x = (x1, x2) and y = (y1, y2),
we write x ≤ y if xi ≤ yi, i = 1, 2, and x < y if x ≤ y but x ≠ y. In particular, we write x ≪ y if x ≤ y but xi ≠ yi, i = 1, 2.
Let φt be the flow generated by the following autonomous system:
x′ = f (x), (2)
where f = (f1, f2) ∈ C1(R2, R2). In other words, φt(x) is the solution of the system (2) that starts at the point x at t = 0. We
write γ+(x) = {φt(x) : t ≥ 0} for the positive orbit through the point x, and ω(x) = ∩t≥0 ∪s≥t φs(x) for the omega limit set
of x. Let D be an open subset of R2.
Definition 1. A setM ⊆ R2 is said to be positively invariant if φt(M) ⊆ M for all t ≥ 0, where φt(M) = {φt(x) : x ∈ M}.
Definition 2. A set Q ⊆ R2 is said to be p-convex if for any x, y ∈ Q satisfying x ≤ y the segment joining them also belongs
to Q .
Definition 3. The system (2) is said to be cooperative on D if D is p-convex and the following conditions hold:
∂ f1(x)
∂x2
≥ 0 and ∂ f2(x)
∂x1
≥ 0, x ∈ D.
Remark 1. According to Remark 1.4 in [23], D above can be a closed set if the following two conditions hold: (a) D is the
closure of an open set G on which the system (2) is cooperative; (b) for any x, y ∈ D satisfying x < y, there exist two
sequences xn, yn ∈ G such that xn < yn and xn → x, yn → y as n →∞.
Lemma 1 (Proposition 2.1, [23]). If the system (2) is cooperative on D and <r stands for one of the relations ≤, <, ≪, then
P+ = {x ∈ D : 0<r f (x)} and P− = {x ∈ D : f (x)<r 0} are positively invariant. If x ∈ P+ (x ∈ P−), then φt(x) is nondecreasing
(nonincreasing) for t ≥ 0. If, in addition, γ+(x) has compact closure in D, then ω(x) is an equilibrium.
The following existence result for heteroclinic orbits is a direct consequence of Lemma 1.
Lemma 2. Assume that the system (2) is cooperative on D. If x ∈ P+ and γ+(x) has compact closure in D, where x is a point on
the unstable manifold of a saddle, then φt(x) is a heteroclinic orbit connecting the saddle and another equilibrium. If, in addition,
φt(x) is increasing for t ≤ 0, then φt(x) is increasing for t ∈ R.
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3. Existence of the travelling wavefronts
In this section, we explore the existence of travelling wavefronts of the KdV–Burgers equation by applying the results
obtained in the previous section.
Substituting u(x, t) = ϕ(ξ)with ξ = x− ct into Eq. (1) and integrating it once, we obtain
sϕ′′ + βϕ′ + 1
2
αϕ2 − cϕ − d = 0, (3)
where d is the integral constant. Suppose c2 + 2αd > 0. Let ψ = ϕ − c−
√
c2+2αd
α
; then we have
sψ ′′ + βψ ′ + 1
2
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Let x1 = ψ and x2 = ψ + aψ ′, where a is a positive constant to be determined. Then we get
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which has only two equilibria: (0, 0) and ( 2
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α
). If the system (5) admits an increasing heteroclinic
orbit connecting the two equilibria, then Eq. (1) correspondingly admits an increasing travelling wavefront satisfying
limξ→±∞ ϕ(ξ) = c±
√
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α
.
Now, we are in the position to state and prove the following existence theorem.
Theorem 1. If 0 <
√
c2 + 2αd ≤ β24s , that is− c
2
2α < d ≤ 12α ( β
4
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− c2), then Eq. (1) admits an increasing travelling wavefront
u(x, t) = ϕ(ξ) satisfying limξ→±∞ ϕ(ξ) = c±
√
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α
, where ξ = x− ct.
Proof. Let D = {x ∈ R2 : 0 ≤ x1, x2 ≤ 2
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α
}. We first show that the system (5) is cooperative on D. Since D is p-convex
and ∂ f1(x)
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= 1a > 0, it suffices to show that ∂ f2(x)∂x1 ≥ 0 on D. Taking a =
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provided that 0 ≤ x1 ≤ 2
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. Moreover, since x′1 = f1(x1, 0) = − x1a < 0 and x′2 = f2(x1, 0) > f2(0, 0) = 0, the
direction of the vector field (f1, f2) along D1 points to the interior of D, where D1 = {x ∈ D : 0 < x1 ≤ 2
√
c2+2αd
α
, x2 = 0}
is one of four segments constituting the boundary of D except the two equilibria. Similarly, we can verify that the direction
along the remaining three segments also points to the interior of D. Hence the direction of the vector field (f1, f2) along the
boundary of D except the two equilibria always points to the interior of D. Namely, D is positively invariant.
Next, the eigenvalues of the linearization of the system (5) at (0, 0) are
λ1 = 12s (−β −

β2 + 4s

c2 + 2αd), λ2 = 12s (−β +

β2 + 4s

c2 + 2αd).
So (0, 0) is a saddle. Applying Theorem 6.1 of [24], there is a one-dimensional unstablemanifold tangent to y at (0, 0), where
y = (1, 1 + aλ2) is an eigenvector associated with λ2. Points on this unstable manifold are parametrically represented in
a small neighborhood of (0, 0) by a function η : R → R2, where η(m) = (0, 0) + my + o(|m|). Now we show that, for
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sufficiently small m > 0, η(m) ∈ P+ = {x ∈ D : 0 ≤ f (x)}. Since f1(m,m+ maλ2) = mλ2 > 0, we only need to show that
f2(m,m+maλ2) > 0. Let
√
c2 + 2αd = b β24s ; then 0 < b ≤ 1, λ2 = β2s (
√
1+ b− 1) and a = 2sbβ . It follows that
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due to (b − 2)√1+ b + 2 > 0. Furthermore, since D is positively invariant, γ+(η(m)) has compact closure in D. From
Lemma 1, φt(η(m)) is increasing for t ≥ 0 and ω(η(m)) is an equilibrium. Obviously, φt(η(m)) is also increasing for t ≤ 0
and ω(η(m)) = {( 2
√
c2+2αd
α
,
2
√
c2+2αd
α
)}. From Lemma 2, the system (5) admits an increasing heteroclinic orbit connecting
the two equilibria. This completes the proof. 
Remark 2. Since limξ→±∞ u3 = cα ± 6β
2
25αs , the condition d = 12α ( 36β
4
625s2
− c2) under which the increasing exact travelling
wavefront u3 (in the Introduction) was found is a special case of our condition above. Obviously, the condition d = 0 under
which u1 and u2 were found is also a special case of ours. Moreover, under the condition d = 0, our result shows that
KdV–Burgers equation admits an increasing travelling wavefront satisfying limξ→±∞ ϕ(ξ) = c±|c|α whenever 0 < |c| ≤ β
2
4s .
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