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ABSTRACT
Generalizing and unifying prior results, we solve the subconvexity problem for the L-functions of GL1 and GL2
automorphic representations over a fixed number field, uniformly in all aspects. A novel feature of the present method is
the softness of our arguments; this is largely due to a consistent use of canonically normalized period relations, such as
those supplied by the work of Waldspurger and Ichino–Ikeda.
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1. Introduction
1.1. The subconvexity problem
We refer the reader who is not familiar with L-functions to Section 1.2 for an
introduction, in explicit terms, to some of the ideas of this paper.
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Throughout this paper, F denotes a fixed number field and A its ring of adèles. For
π an automorphic representation of GLn(A) (with unitary central character, not neces-
sarily of finite order), Iwaniec and Sarnak have attached an analytic conductor C(π) ∈ R1;
it is the product of the usual (integer) conductor with a parameter measuring how large
the archimedean eigenvalues are. More intrinsically, the logarithm of the conductor is
proportional to the density of zeros of the corresponding L-function. See Section 4.1.
The subconvexity problem is concerned with the size of L(π, s) when s = 1/2: it con-
sists in improving over the so-called convexity bound (see [37, 50] for instance)
L(π,1/2) n,F,ε C(π)1/4+ε
for any1 ε > 0. The main result of the present paper is the resolution of this problem for
GL1 and GL2-automorphic representations:
Theorem 1.1. — There is an absolute constant δ > 0 such that: for π an automorphic repre-
sentation of GL1(A) or GL2(A) (with unitary central character), one has
L(π,1/2) F C(π)1/4−δ.
Remark. — Contrary to appearance, this also includes the question of growth along
the critical line, i.e. what is called the t-aspect, because
L(π,1/2 + it) = L(π ⊗ | · |itA,1/2).
For example, an interesting corollary is a subconvex bound for the L-function of a Maass
form with eigenvalue 1/4+ν2 at the point t = 1/2+ iν. Another corollary is a subconvex
bound (in the discriminant) for the Dedekind L-function of a cubic extension of F (cf. [20]
for an application of the latter).
The above result is a specialization (by taking π2 to be a suitable Eisenstein series)
of the following more general result
Theorem 1.2. — There is an absolute2 constant δ > 0 such that: for π1,π2 automorphic
representations on GL2(AF) we have3:
(1.1) L(π1 ⊗ π2,1/2) F,π2 C(π1 ⊗ π2)1/4−δ;
more precisely, the constant implied depends polynomially on the discriminant of F ( for F varying over
fields of given degree) and on C(π2).
1 Recently, Heath-Brown has established a general convexity bound [30], which together with the work of Luo,
Rudnick, Sarnak [47] implies the clean convexity bound L(π,1/2) n,F C(π)1/4.
2 Independent of the number field F.
3 More precisely we prove the bound L(π1 ⊗ π2,1/2) F,π2 C(π1)1/2−2δ . That the latter implies the former is a
consequence of the bounds in [10].
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The value of δ is easily computable. We have not attempted to optimize any expo-
nent, our goal in this paper being of giving clean proofs in a general context.
Remark. — The bound generalizes (up to the value of δ) a variety of subconvex
bounds [6, 8, 9, 12, 16–19, 22, 27, 29, 31, 34, 41, 43, 45, 48, 49, 63, 65, 68]. Its main
feature, however, is its uniformity in the various possible parameters (the so-called “con-
ductor”, t-aspect, or “spectral” aspects): such bounds are sometimes called “hybrid”. The
first such hybrid bound is that of Heath-Brown [29] for Dirichlet character L-functions;
recent hybrid bounds are to be found in the work of Jutila and Motohashi [41] and in the
work of Blomer and Harcos [8]. The present work generalizes these also, again, up to the
value of δ.
However, in saying this we have done an injustice to some of those papers; in some
cases, the very point was to obtain the best exponent, whereas our emphasis is quite
different. For example, let us compare the present result to that of [41]. This paper gives,
in particular, the uniform bound for the value L(ϕλ, 12 + it)  (|t| + |λ|)1/3 where ϕλ is a
Maass form. This bound is very strong—the same exponent as the classical Weyl bound;
on the other hand, it fails to be subconvex when t ∼ λ, where the conductor drops. The
present work fills this lacuna and provides a subconvex bound for that “critical point”; as
far as we are aware this subconvex bound is new even over Q. On the other hand, while
our method presumably leads to a respectable δ, it would not be so strong as the result of
[41], one reason being that we are using the amplification method. It is also worth observing
that the phenomena of the conductor dropping often leads to major difficulties, both in
our methods and other treatments.
Remark. — It is reasonable to ask what one hopes by studying hybrid settings—
especially given that many applications of subconvexity do not require them.
It is generally believed that the analytic behavior of L-functions are “universal,” in
that they are controlled by a single scaling parameter, the analytic conductor C [37, 62].
Taking C → ∞ in different ways can correspond to analysis of eigenfunctions of large
eigenvalue; analysis of eigenfunctions on a surface of large volume; or sections of a highly
ample holomorphic bundle, and the reasons why these should all have similar asymptotic
behavior is not clear.
We may hope to achieve some insight into this “universality” by studying hybrid
phenomena. Indeed, at many points in the text, the reader will note the close parallel be-
tween increasing the level at finite primes, and increasing the eigenvalue at archimedean
primes.
Our methods were outlined in our ICM announcement [51]. In particular we do
not use trace formulas of any kind. An additional feature (originating in [49]), is that a
special case of Theorem 1.2 (the case of π1 a character) enters the proof of the full theorem.
That special case is proven in Theorem 5.1, and is based (following [65]) on a study of
the equidistribution of cycles on adelic quotients.
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We have also tried to make use of the following ideas to simplify the proof (both
notationally and conceptually):
– Sobolev norms (cf. [4]; in the adelic context [65]);
– Canonically normalized period formulas (see [33, 67]);
– Regularization of integrals of automorphic forms (we give a self-contained treat-
ment that avoids truncation).
There remain many interesting questions related to the subconvexity story even
for GL2. For instance, the “approximate functional equation” gives a way to numerically
compute any given L-function at the central point, in time C1/2+ε, where C is the analytic
conductor. An interesting question is whether some of the ideas that enter into the proof
of subconvexity can be interpreted to give faster algorithms. There is some suggestion of
this in existing fast algorithms for computation of ζ(1/2 + it).
1.1.1. An outline of the proof. — To conclude this section we outline the proof of
the main theorem 1.2; a more elementary discussion is in Sections 1.2 and 1.4. Consider
two (generic) automorphic representations π1, π2; for simplicity we assume that both are
cuspidal4 and that π2 is fixed. We aim for a subconvex bound for the Rankin/Selberg
L-function central value of the form
L(π1 ⊗ π2,1/2)
C(π1 ⊗ π2)1/4 π2 C(π1)
−δ, δ > 0.
By Rankin/Selberg theory we may realize the left-hand side above as a triple product
period
∫
PGL2(Q)\PGL2(A) ϕ1ϕ2E(g)dg = 〈ϕ1, ϕ2E〉 for suitable ϕi ∈ πi (i = 1,2) and E be-
longing to the Eisenstein series of type “1  χ ,” where χ is the inverse of the product of
the central characters of π1 and π2. Now |〈ϕ1, ϕ2E〉|2 is bounded by
(1.2) 〈ϕ2E, ϕ2E〉 = 〈ϕ2ϕ2,EE〉,
and it suffices to show this is at most C(π1)−δ . Now, EE is not square integrable and one
needs a regularized version of the above inner product; this is described in Sections 4.3
and 4.4. This being done, we obtain by spectral expansion (see Section 4.3.8)
(1.3) 〈ϕ2ϕ2,EE〉reg = 〈ϕ2ϕ2,〉reg +
∫
π
∑
B(π)
〈ϕ2ϕ2, ϕ〉reg〈ϕ,EE〉regdμP(π)
where the subscript reg denotes regularized inner products (one has of course 〈ϕ2ϕ2,EE〉=
〈ϕ2ϕ2,EE〉reg ) and  is a certain non-unitary Eisenstein series, which is an artifact of the
integral regularization; on the other hand, π varies over the automorphic dual of PGL2,
dμP is a “Plancherel measure,” and ϕ varies over an orthonormal basis, B(π), of factor-
izable vectors in π . Now:
4 However, we devote some time and effort to handling the necessary regularizations in the general case; to our
surprise, these modifications are not ugly but rather beautiful.
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1. The term 〈ϕ2ϕ2,〉reg is handled via the amplification method (Section 5.2.9).
2. The terms 〈ϕ,EE〉reg are bounded by some negative power of C(π1) (Sec-
tion 5.2.8). Rankin/Selberg theory implies that 〈ϕ,EE〉reg factor into a product
of local integrals to which bounds for matrix coefficient can be applied (see be-
low) times the central value L(π,1/2)L(π × χ,1/2); we eventually need only
bounds for L(π × χ,1/2), where π is essentially fixed5 and χ varying.
The phenomenon of reduction to another case of subconvexity was noted by the
first-named author in [49]. We establish this case in Theorem 5.1 (again, in all aspects);
the proof generalizes [65], and we refer to the introduction of [65] and to Section 1.2 for
intuition about it.
1.1.2. Local computations. — Let us be more precise about the local integrals that
occur in, e.g., the Rankin-Selberg method. For our purpose they must be examined care-
fully; we are particularly interested in their analytic properties, i.e., how large or small they
can be. This is the purpose of Part III of the paper; we deal also with the local Hecke
integrals.
For example, the local integral occurring in the Rankin-Selberg method can be
interpreted as a linear functional  on the tensor product π1 ⊗ π2 ⊗ π3 of three repre-
sentations πj of GL2(k). The space of such functionals is at most one dimensional; ||2 is
therefore proportional to the Hermitian form
x1 ⊗ x2 ⊗ x3 →
∫
PGL2
〈x1, g.x1〉〈x2, g.x2〉〈x3, g.x3〉dg,
and this is of tremendous utility for the analytic theory. Similarly, when studying the
Hecke integral, it is most convenient to study the Hermitian form defined by x →∫
A(k)〈a.x, x〉da where A the group of diagonal matrices (modulo the center).
It is a wonderful observation of Waldspurger (see also [33]) that global period for-
mulas become very simple when expressed using such canonically normalized local func-
tionals.
1.1.3. Spectral identities of L-functions. — The identity (1.2), although evident, is the
keystone of our argument. Its usage in the “period” form presented above seems to have
been noticed independently by the present authors in their attempt to geometrize [49],
and by Bernstein and Reznikov in their work on the subconvexity problem for triple
product L-functions [5].
However (1.2) also manifests itself at the level of L-functions, and looks rather strik-
ing in this guise: indeed (1.3) may be recognized as an identity between (weighted) sums
5 As it turns out, the vector ϕ2 ∈ π2 depends only on π2 (up to archimedean components, this is just the new
vector), as the latter is fixed, the quantities 〈ϕ2ϕ2, ϕ〉reg decay very rapidly as the eigenvalue or level of ϕ increases. So, we
may regard ϕ as essentially fixed.
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of central values of triple product L-functions and (weighted) sums of “canonical” square
roots of similar central values:
∫
π1
w(π1)L(π1 ⊗ π2 ⊗ π3,1/2)dμP(π1)
=
∫
π
w˜(π)
√
L(π2 ⊗ π˜2 ⊗ π,1/2).
√
L(π3 ⊗ π˜3 ⊗ π,1/2)dμP(π).
In this form, this identity was discovered already by N. Kuznetsov [44] (with π2, π3
Eisenstein series see also [54]) and an interesting application of this result was made
by M. Jutila [40]. This period identity has—implicitly or explicitly—played an important
role in the analytic theory of GL2 forms. We refer to Section 4.5 for some more discussion
of how to convert (1.2) to an identity of L-functions.
In fact, it was shown by A. Reznikov (in the archimedean setting at least), that such
phenomena is not isolated, and may be systematically described through the formalism
of strong Gelfand configurations: that is commutative diagrams of algebraic groups
in which the pairs (F , Hi) and (Hi, G) are strong Gelfand pairs. The present paper
corresponds to the configuration G = GL2 ×GL2 ×GL2 ×GL2, Hi = GL2 ×GL2
with two different diagonal embeddings and F = GL2 (diagonally embedded). As is
explained in [60], such strong Gelfand configurations yield naturally to spectral identities
between periods and then between L-functions. We refer to loc. cit. for more interesting
examples of that sort.
1.1.4. Structure of the paper; reading suggestions. — The paper splits into five parts;
the first four parts are largely independent of each other, and contain various results
of independent interest. The fifth part brings together these results to prove the main
theorem.
The reader may wish to skip directly to Sections 4 and 5 of the paper; the results
of Sections 2 and 3 are largely technical and not particularly surprising.
– In the remainder of Sections 1, 1.2, 1.4 we consider two corollaries to our main
theorem—which can both be phrased without L-functions—and we explain how
the proofs work in these instances. Indeed, the general proof is obtained by
adelizing and combining these two particular cases. The corollaries we consider
are:
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1. In Section 1.2, we discuss the “Burgess bound,” which relates to the
issue of the smallest quadratic non-residue modulo a prime q.
2. In Section 1.4, we discuss a problem in analysis on a negatively curved
surface, viz.: how large can the Fourier coefficients of an eigenfunction
along a closed geodesic be?
– Section 2 (viz. Sections 2.2 to 2.6) is of more general nature: we discuss a system
of Sobolev norms on adelic quotients, inspired largely by work of Bernstein and
Reznikov. This section exists to give a suitable language for talking about adelic
equidistribution, and the norms are a somewhat cleaner version of those ap-
pearing in [65]. Some of the remarks here are of independent interest, although
they are of technical nature.
– Section 3 discusses some of the analytic theory of torus-invariant functionals on
a representation of GL2(k) (where k is a local field), and of trilinear functionals
on representations of GL2(k).
– Section 4 discusses the global theory of torus periods on GL2 and the diagonal
period on GL2 ×GL2 ×GL2.
– Section 5 gives the proof of Theorem 1.2 along with the important intermediary
result Theorem 5.1 (a subconvex bound of L-function of character twist uniform
in the character aspect).
1.2. The Burgess bound and the geometry of SL2(Z)\H
In this section and also in Section 1.4 we present some of the ideas of the general
proof in the most down-to-earth setting as we could manage. In both of these sections,
we have by and large eschewed mention of L-functions.
1.2.1. The Burgess bound. — Let χ be a Dirichlet character to the modulus q. It is
well-known that subconvexity for the Dirichlet L-function L(χ,1/2), in the q-aspect, is
substantively equivalent to a bound of the nature:
(1.4)
∣
∣
∣
∣
∣
M∑
i=1
χ(m)
∣
∣
∣
∣
∣
 Mq−δ,
with M ≈ q1/2 and some absolute constant δ > 0.
In this question, q1/2 is a “threshold”: indeed it is rather easy to establish (1.4)
when M = q0.51 (the Polya-Vinogradov inequality). The bound (1.4), for M in the range
M ≈ q1/2 was proven (in a wider range) by Burgess [12].
In the present section (see also [66])—which, we hope, will make sense to the
reader without any knowledge of L-functions—we explain how (1.4) is related to an
equidistribution equation on the space of lattices, and then discuss how to prove the
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uniform distribution statement. A key part of the paper—Section 5.1—will implement
the discussion of this section in a more general context.
To simplify that discussion, we assume for the rest of this section that q is prime and that χ is the
Legendre symbol.
1.2.2. The space of lattices. — Put X = SL2(Z)\SL2(R), the space of unimodular
lattices in R2.
We say a sequence of finite subsets Si ⊂ X is becoming uniformly distributed if, for
any f ∈ Cc(X), we have
1
|Si|
∑
Si
f →
∫
X
f ,
the latter integral being taken with respect to the unique SL2(R)-invariant probability
measure on X.
1.2.3. Burgess bound and lattices. — For x ∈ R consider the lattice
x = 1√q
(
Z.(1, x) + Z.(0, q)) ∈ X.
As x varies, x moves on a horocycle in X—an orbit of the group of upper trian-
gular, unipotent matrices. This horocycle is in fact closed, since x+q = x.
Given 0 < η < 1, let F : X → R be defined by F(L) = |L∩[0, η]2|−1, i.e. F counts
the number of non-trivial lattice points in a small square box. A simple computation
shows that for x ∈ Z, F(x) equals the number of nonzero solutions (α,β) ∈ [0, η√q]2 ∩
Z2 to the equation
β ≡ αx mod q.
It follows that
1
q
∑
x mod q
F(x)χ(x) = 1q
∣
∣
∑
β∈[1,η√q]
χ(β)
∣
∣2.
Now, the Burgess bound would follow if we knew that the right-hand side was
small. The above identity therefore relates the Burgess bound to a type of equidistribution
statement: we must show that the sets
(1.5) {x : x ∈ Z/qZ is a quadratic residue},
and the similar set for quadratic nonresidues, are uniformly distributed6 on X.
6 Strictly speaking, the function F is not of compact support on X; in fact, it grows at the cusps. We shall ignore this
technical detail for the purpose of explanation.
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FIG. 1. — The horocycle x173 + i173 . Gray dots: x ∈ R, plain (resp. empty) square x ∈ Z a quadratic (resp. non-quadratic)
residue mod 173
Remark. — This connection between the bound (1.4), and a uniform distribution
statement on the space of lattices, is not an accident: it is a special case of the connection
between L-functions and automorphic forms. Indeed, the uniform distribution (1.5) en-
codes much more than (1.4): it encodes, at once, subconvex bounds for twists L( 12 , f ×χ)
where f is a fixed SL2(Z)-modular form (of any weight); the latter specializes to the for-
mer when f is an Eisenstein series. Our point above, however, is that the connection
between (1.4) and the space of lattices can be made in an elementary way.
It is possible to visualize the desired uniform distribution statement by projecting
from the space of lattices to Y := SL2(Z)\H (at the price of losing the group actions).
The lattice x projects to the class of zx = iq + x.
1.2.4. Equidistribution statements. — We shall try to establish (1.5) by first proving
uniform distribution of a “bigger” set, and then refining that statement. Consider, then,
the following three equidistribution statements, as q → ∞:
(A) The closed horocycle {x : x ∈ [0, q]} becomes uniformly distributed on X;
(B) {x : x ∈ Z ∩ [0, q]} becomes uniformly distributed on X;
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(C) {x : x ∈ Z ∩ [0, q]} becomes u.d. on X, when each point x is weighted by χ(x).
For χ the quadratic character modulo q, we might rewrite (C) as:
(C2) {x : x ∈ Z ∩ [0, q], x a quadratic residue mod q} becomes u.d. on X.
We have already discussed informally, and it is true in a very precise sense, that (C)
and (C2) have substantively the same content as the subconvexity result that we are aim-
ing for. Note that (C) and (C2) seem “unnatural” at first; it seems like zx is parameterized
by an additive structure, i.e. Z/qZ; thus it is odd to restrict attention to a “multiplicatively”
defined set. But in truth the examples of (C) and (C2) have—as we shall see—an un-
derlying “multiplicative” symmetry; the fact that it appears additive is a reflection of the
degeneration of a torus in GL2 to a unipotent group.
Observe that (A), (B), (C2) are asserting the equidistribution of smaller and smaller
sets. So what we need, besides a proof of (A)—which happens to be an old result of Peter
Sarnak—is a method to pass from the equidistribution of a large set, to the equidistribu-
tion of a smaller subset. It is provided by the following easy principle (cf. [66] for a further
discussion of its applicability in this type of context):
Ergodic principle 1.3. — Suppose a group H acts ergodically on a probability space (X,μ),
and ν is an H-invariant measure which is dominated by some positive multiple of μ. Then ν is a scalar
multiple of μ.
By “ν is dominated by some positive multiple of μ” (written ν  μ) we mean that there is
a constant A such that for any measurable set S ⊂ X, |ν|(S)  Aμ(S). Indeed, if this is so,
ν is absolutely continuous with respect to μ, and thus may be expressed as f μ for some
f ∈ L1(μ); then f must be a H-invariant function, necessarily constant by ergodicity. The
principle is therefore trivial; on the other hand, its consequences in the number-theoretic
context are surprising.
Using the principle, we can pass from the equidistribution of μ to the equidistrib-
ution of ν. (Of course, one needs a more quantitative form of this principle; we enunciate
such a form in the context we need in Section 2.5.3.)
By applying the ergodic principle to the group {n(t) : t ∈ Z}, we establish the im-
plication (A) =⇒ (B). To show that (B) =⇒ (C) is a little more subtle, because the
choice of H is not clear; we will need to pass to a covering to uncover it! We now discuss
this in more detail.
1.3.1. The entry of the adèle group and the implication (B) =⇒ (C). — It is well-known
that the inverse limit (over the principal congruence subgroups)
X˜ := lim←−
q
(q)\SL2(R)
carries not only an action of SL2(R) but of the much larger group SL2(AQ), where AQ is
the adele ring of Q; there is a natural projection π : X˜ → SL2(Z)\SL2(R).
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Let ν be the measure implicit in (C), that is to say, ν = ∑qx=1( xq)δx . As we have
commented, ν has no apparent invariance.
However, there is a closed subgroup H(1) ⊂ SL2(AQ), and a H(1)-equivariant measure ν˜ on
X˜, which projects to ν. In other terms, the measure of (C) acquires invariance after lifting
to the adeles. (The group H(1) admits a surjection onto (Z/qZ)×, and this surjection is
compatible with the natural action of (Z/qZ)× on the sets in (B), (C)). Now, by a suitable
application of the ergodic principle on X˜, rather than X, we deduce that (B) =⇒ (C).
In this way, the role of adeles in our proof is not merely to provide a conve-
nient language, but also the group actions that we use simply do not exist at the level
of SL2(Z)\SL2(R)—or rather, only their shadows, the Hecke operators, are visible.
Remark. — (The adeles for dynamicists). A somewhat more intuitive way of con-
structing this is as follows: fix a prime p, and consider the pth Hecke operator Tp on X. It
is a multi-valued function.
We can formally turn it into an invertible single-valued function by considering the
space of sequences:
X˜p = (. . . , x−2, x−1, x0, x1, . . . ) ∈ XZ, xi+1 ∈ Tpxi for all i.
Then the “shift” operation S : X˜p → X˜p can be considered as a version of Tp that has
been forced to be invertible.
It can be verified that X˜p is isomorphic to the quotient:
SL2(Z[p−1])\SL2(R) × SL2(Qp)/M,
where M is the subgroup of diagonal matrices in SL2(Qp) whose entries belong to Z×p .
Moreover, S is identified with the right action of a diagonal matrix in SL2(Qp).
If we imitate this procedure for all primes simultaneously, one is naturally led to the
space X˜.
1.4. Geodesic restriction problems
In this section, we present another corollary to our main results and discuss the
idea of its proof, again, largely without mention of L-functions. This section is phrased in
the language of analysis on a Riemannian manifold. Our discussion can be considered a
variation on the sketch of proof that was already presented in our ICM article [51].
1.4.1. Geodesic restriction problems: the results of [11]. — Let M be a Riemannian sur-
face of finite volume, with Laplacian M, and let ϕλ be an eigenfunction of M with
eigenvalue −λ2. Let G be a closed geodesic of length L on M; we fix a parameterization
t → γ (t) of G by arc length, so that γ (t + L) = γ (t).
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In this section, we shall discuss the restriction of ϕλ to G. A theorem of Burq,
Gerard, and Tzvetkov [11], generalizing a result of Reznikov [59], asserts the following
general bound
‖ϕλ‖L2(G)
‖ϕλ‖L2(M)  C(G,M) λ
1/4,
the constant C(G,M) depending only on M and the geodesic γ .
This is in fact the “worst possible behavior” as the following basic example shows:
let M = S2, embedded as the unit sphere in R3, with the induced metric. Let ϕn be
the restriction to M of (x, y, z) → (x + iy)n. Then ϕn is a Laplacian eigenfunction of L2-
norm  n−1/4; on the other hand, when restricted to the equatorial geodesic z = 0 it
corresponds to the function:
γ (t) → eint.
In particular, ϕn|γ is a single Fourier mode, and ‖ϕn‖L2(G)  n1/4‖ϕn‖L2(M).
Returning to the general case, let ω be an integral multiple of 2πL . Consider the
“ω-th” Fourier coefficient along G, namely,
a(ϕλ,ω) =
∫ L
0
ϕλ(γ (t))eiωtdt.
It measures the correlation of ϕλ|G with a single Fourier mode. By Cauchy-Schwarz:
|a(ϕλ,ω)|
‖ϕλ‖L2(M)  L
1/2C(G,M)λ1/4.
As the above example shows, this bound is indeed sharp.
1.4.2. Geodesic restriction problems in the arithmetic case. — As was explained to us by
A. Reznikov, a consequence to our main result, Theorem 1.2, is that this behavior never
occurs on an surface which is of arithmetic type and when ϕλ varies amongst a suitable
orthogonal basis of Laplacian eigenfunctions. We give definitions of these concepts below.
In such a situation, we obtain a much stronger result: let {ϕλ} be a basis of Hecke-
Laplace eigenfunctions. Then there is an absolute constant δ > 0 such that
(1.6)
|a(ϕλ,ω)|
‖ϕλ‖L2(M)  C(G,M)λ
−δ.
The bound on the right hand side is independent of ω, and includes the “difficult” case
when ω and λ are close. Thus the Fourier coefficients of an Laplace/Hecke eigenform
along a fixed geodesic decay uniformly: such uniformity is a direct consequence of the
hybrid nature of the subconvex bound proven in Theorem 1.2.
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If M is an arithmetic hyperbolic surface, then it is expected that (1.6) holds for
any orthonormal basis of Laplace eigenforms. This comes from the fact that, in the
hyperbolic case, the multiplicities of Laplace eigenvalues are expected to be small, so
that any Laplace eigenfunction could be expressed as a short linear combination of
Laplace/Hecke eigenfunctions.
1.4.3. The definition of arithmetic hyperbolic manifold. — By an arithmetic hyperbolic man-
ifold we shall mean the quotient of the upper half-plane by a lattice that arises from a
quaternion algebra over Q. However, for simplicity of exposition, we restrict ourselves
to a slight subclass of (M,G); we describe this subclass here, and also translate some of
our data into automorphic language. We strongly suggest skipping this section at a first
reading.
Let D be a quaternion algebra over Q, split at ∞. Let G be the algebraic group
GL1(D)/Gm, so that the Q-points of G are D(Q)×/Q×. Let A resp. Af be the ring of
adeles resp. finite adeles of Q. Let Kf be an open compact subgroup of G(Af ) with the
property that G(Q) · G(R) · Kf = G(Af ). Writing  for G(Q) ∩ Kf , we have a natural
homeomorphism from \G(R) to G(Q)\G(A)/Kf . Since G(R) ∼= PGL2(R), it acts on
H2 (although only the connected component preserves orientation). We refer to the quo-
tient \H2 as an arithmetic hyperbolic manifold.
We therefore have a projection:
G(Q)\G(A) = A×D(Q)×\D(A)× −→ \H2.
For simplicity of exposition, we shall also restrict our discussion to geodesics G that
arise as a projection of a full adelic orbit (T(Q)\T(A)).g to \H2, where T ⊂ G is a
maximal torus and g ∈ G(A). (In general, such a projection is the union of G with finitely
many closed geodesics, the number of such geodesics being the class number of a suitable
quadratic order; this restriction, therefore, amounts to the requirement that this class
number is 1; (1.6) however remains true without such requirement).
We now associate automorphic data to our eigenfunctions and frequencies:
– Let πλ be the automorphic representation of G generated by the pull-back of
ϕλ.
– The torus T(Q) is of the form E×/Q×, where E is a real quadratic field exten-
sion of Q.
– Associated to the character γ (t) → eiωt is a character of T(Q)\T(A), and, in
particular, a character ωE of A×E /E
×. Let πω be the automorphic representation
of GL2 over Q obtained by automorphic induction from (E,ωE); thus, the L-
function of πω coincides with the L-function L(s,E,ωE).
By a result of Waldspurger, |a(ϕλ,ω)|2 is proportional to the central value of the
completed L-function (π × πω, 12).
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1.4.4. Sketch of the proof of (1.6). — As mentioned above, (1.6) is a consequence
of Theorem 1.2. We will now outline a proof of this corollary, for arithmetic hyperbolic
surfaces, in purely geometric terms.
The function t → ϕλ(γ (t)) oscillates over a length scale of size λ−1. It therefore
stands to reason that the most interesting case of (1.6) is when ω ∼ λ. This is indeed so,
and the key step of the proof of Theorem 1.2 corresponds—in this present language—to
the use of certain identities to switch from the “difficult” range when ω ∼ λ to the “easier”
range when λ is small and ω is large. These identities are extremely specific to the arithmetic cases
under consideration; we do not know how to prove anything like (1.6) for a general hyperbolic
surface M.
Notation as previous. One may construct (for “deep” number-theoretic reasons)
the following auxiliary data:
– another arithmetic hyperbolic surface M˜, depending only on M;
– a Laplace/Hecke eigenfunction ϕ˜λ on M˜ of eigenvalue −λ2;
– For each admissible ω, i.e each integral multiple of 2π/L, we associate a Laplace
eigenfunction θω on M˜ with eigenvalue − 14 − ω2.
moreover, whenever ω1,ω2,
ω1+ω2
2 are admissible, one has
(1.7) |a(ϕλ,ω1)a(ϕλ,ω2)|2 ∼
∣
∣
∣
∣
∫
M˜
ϕ˜λθω1+ω2
2
θω1−ω2
2
∣
∣
∣
∣
2
.
The ∼ here does not indicate approximate equality, but rather, equality up to a
constant that is precisely computable; it is essentially a ratio of -functions.
The identity (1.7) has the remarkable feature that the left-hand side has a “quadri-
linear” nature, whereas the right hand side has a “bilinear” nature. Thus the map
ϕλ → ϕ˜λ is in no natural sense linear; rather, it is defined element-by-element over a
special basis of Laplace/Hecke eigenfunctions.
1.4.5. Number-theoretic explanation. — Supposing ω1,ω2,
ω1+ω2
2 admissible,

(
π × πω1,
1
2
)

(
π × πω2,
1
2
)
= 
(
π × πω+ × πω−,
1
2
)
,
ω± := ω1 ± ω22 .
(1.7) now follows using the main result of [32]: The manifold M˜ is a quotient of the unique
quaternion algebra D′ which is nonsplit at those places where v(π ×πω+ ×πω−) = −1—
if no D′ exists, the left-hand side of (1.7) vanishes—and ϕ˜λ, θω+, θω− belong to the Jacquet-
Langlands transfer to D′ of π,πω+,πω− .
1.4.6. The switch of range from ω ∼ λ to λ = O(1). — Take ω1 = ω2 = ω, and apply
Cauchy-Schwarz to the right-hand side of (1.7) to obtain:
|a(ϕλ,ω)|4  ‖ϕ˜λ‖2L2(M˜)〈θ 2ω, θ 20 〉L2(M˜).
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We shall analyze this by expanding both θ 2ω and θ
2
0 into constituents. Since θ0 is
itself a Laplacian eigenfunction with eigenvalue 1/4, all -eigenfunctions that occur in
the spectral expansion of θ 20 will have “small” eigenvalue. Carrying this out
7
(1.8) 〈θ 2ω, θ 20 〉 =
∑
ψμ=μ2
μ1
〈θ 2ω,ψμ〉〈ψμ, θ 20 〉,
where the ψμ-sum ranges over a basis of Hecke-Laplace eigenfunctions on M˜.
It is, in fact, possible to now apply (1.7) once more to understand the term 〈θ 2ω,ψμ〉;
however, we apply it “in the reverse direction.” This shows that there exists a manifold
Mˇ and ψˇμ so that
|〈θ 2ω,ψμ〉|2 ∼ |a(ψˇμ,2ω)a(ψˇμ,0)|2.
We have achieved our objective and switched the range: starting with the analysis of
a(ϕλ,ω) with λ,ω essentially arbitrary, we have reduced it to the analysis of a(ψˇμ,2ω)
where μ may be assumed small relative to ω. Although we are not done, this allows us to
out-flank the most tricky case of the question: when |λ − ω| = O(1).
1.4.7. The range when ω is large. — We now discuss bounding the Fourier coefficient
a(ϕλ,ω) when ω is very large compared to λ. For simplicity, let us assume in the present
section that we are dealing with a fixed eigenfunction ϕ = ϕλ, and analyze the question of
bounding a(ϕλ,ω) as ω → ∞.
We need to be more precise about what is necessary to prove. In this context, it
is evident (by real-analyticity) that a(ϕλ,ω) decays exponentially with ω; however, this is
not enough. For our previous argument we require8:
(1.9) eπ |ω|/2 |a(ϕλ,ω)|  C(ϕλ)|ω|−δ,
for some δ > 0.
Now, a(ϕλ,ω) is the integral of ϕλ(γ (t)) against eiωt . To eliminate the exponential
factors, we deform the path: we replace t → γ (t) by a path t → γ ′(t) so that, first of all,
γ ′(t) approximates—at least locally—a horocycle; secondly, the deformed integral still
determines the original integral, but is larger than it by a factor of size eπ |ω|/2. Thus,
to prove (1.9), we need only prove polynomial decay for the deformed integral. The
deformed integral is analyzed using dynamical properties of the horocycle flow, especially
mixing; it is related to the analysis in [65, 1.3.4].
7 In the cases we encounter, there will be difficulties with convergence, and regularization of the following expression
will be needed.
8 The exponential factors arise from, in essence, the -functions that were suppressed in (1.7).
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2. Norms on adelic quotients
The classical Sobolev norms on Rn, or on a real manifold, measure the Lp-norms
of a function together with its derivatives. For example, let ‖f ‖2,k be defined as the sum of the
L2-norms of the first k derivatives of f ∈ C∞(R/Z), and let S2,k be the completion with
respect to this norm. Then:
Sa. Sobolev inequality: The Sobolev norms control point-evaluation, e.g.
|f (0)|  ‖f ‖2,1.
Sb. Distortion: If h : R/Z → R/Z is a diffeomorphism, then
‖f ◦ h‖2,1  (sup
x
|h′(x)|)‖f ‖2,1.
Sc. Sobolev embedding: The Sobolev norms are compact with respect to each
other: the inclusion of S2,k into S2,k′ is compact for k < k′.
Sc.* Sobolev embedding in quantitative form: if k′  k + 2, then the trace of
S2,k with respect to S2,k′ is finite. This means that, if Wk is the completion of
C∞(R/Z) with respect to S2,k , then the induced homomorphism Wk → Wk+2
is trace-class.
Sd. Fourier analysis:
|S2,k( f )|2 
∫
(1 + |λ|)2k|fˆ (λ)|2,
where fˆ (λ) is the Fourier transform.
It is very convenient to have a system of norms on adelic quotients with corre-
sponding properties. We shall present them in terms of a list of axiomatic properties
they satisfy, before giving the definition (Section 2.3). These properties are intended to
be analogous to (Sa)—(Sd) above. Prior to doing this, we need to first recall L2-spectral
decomposition (Section 2.2).
We strongly recommend that the reader ignore the definition of the Sobolev norms
and rather work with its properties.
2.1. Notation
2.1.1. On implicit constants. — We use throughout the notation A  B of Vino-
gradov to mean: there exists a constant c so that A  cB. If we write A δ cB, it means
that the constant c is permitted to depend on δ, and so on. We shall also use a modifica-
tion of this notation: A  B means that there exist constants c1, c2 so that A  c1Bc2 .
Although the notation A  B is generally understood to mean that the implicit
constant is absolute, it is extremely convenient in our context to allow it to depend on
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certain predetermined parameters (e.g., the number field over which we work) without
explicit comment. We gather together at this point references to where these conventions
are introduced, for the convenience of the reader. To wit: in Part II, constants may depend
on the isomorphism class of (G, ρ) over the number field F; in Part III, the constants may
depend on the discriminant of the local field (Section 3.1.3); in Parts IV and V, they may
depend on the isomorphism class of the ground field F.
For Parts IV and V, we shall in fact make a more stringent use of the notation
where we require certain implicit constants to be polynomial; see Section 4.1.5.
Later in the text we shall use indexed families of norms—the Sobolev norms Sd .
They will depend on an indexing parameter d , as the notation suggests. In a similar
fashion to the Vinogradov convention, we allow ourselves to write inequalities omitting
the parameter d ; see Sections 2.3.1 and 3.1.9 for a further discussion of this point.
2.1.2. — Let F be a number field. We denote by ξF the complete ζ -function of F.
It has a simple pole at 1; the residue is denoted by ξ ∗F (1).
2.1.3. — Let G a reductive algebraic F-group. Choose a faithful representation
G ↪→ SL(Fr) for some r  1; we shall suppose that it contains a copy of the adjoint
representation. Henceforth we shall feel free to identify G with a matrix group by means
of this embedding. In the case of GL2, we shall fix the faithful representation to be
ρ : g →
(
g 0
0 (gt)−1
)
∈ SL4,
where, as usual, gt denotes the transpose.
Let g be the Lie algebra of G; if v is a place of F, we write gv = g⊗F Fv . We also fix a
basis for g. In that way, we regard the adjoint embedding as a map Ad : G → GL(dimg).
Let
X := G(F)\G(A).
We denote by C∞(X) the space of smooth functions on X; the space X can be under-
stood as an inverse limit of quotients of real Lie groups by discrete subgroups, and a
smooth function simply means one that factors through a smooth function on one of
these quotients.
2.1.4. — We fix a maximally F-split torus T ⊂ G and, correspondingly, a minimal
parabolic F-subgroup B containing T.
2.1.5. — For v non-archimedean and m  0 an integer, we denote by Kv[m] the
open-compact (principal congruence) subgroup
Kv[m] := G(Fv) ∩
{
g ∈ GLr(Ov), g ≡ Idr ( mv )
}
,
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where v is a uniformizer in Fv .
Choose, for each place v, a maximal compact subgroup Kv so that:
1. Kv ⊃ Kv[0] when v is nonarchimedean (this implies that Kv = Kv[0] for almost
all v);
2. For v nonarchimedean, Kv is special, i.e. it is the stabilizer of a special vertex in
the building of G(Fv).
This entails, in particular, that if Pv is the set of Fv-points of any parabolic subgroup, then
PvKv = G(Fv).
There exists a constant A, depending on G and the chosen faithful representation,
so that
(2.1) (1 + A/qv)−1  [Kv : Kv[mv]]
qmv dim(G)v
 (1 + A/qv).
We denote by m : v → mv any function on the set of places of F to the non-negative
integers, which is zero for almost all v. Write ‖m‖ = ∏v qmvv (we take qv = e = 2.718 . . .
for archimedean places); we note that
|{m : ‖m‖  N}| = O(N).
For such m, we set
K[m] :=
∏
v finite
Kv[mv].
We also put K = ∏v Kv .
2.1.6. — We now fix a normalization of left-invariant Haar measures on the
various groups: the Fv and A-points of G, as well as any parabolic subgroup P ⊂ G, as
well as of any Levi factor M ⊂ P; and finally, on Kv , for every v. These measures should
have the following properties:
1. The measures on adelic points should be the product of local measures;
2. The projection P(F)\P(A) → M(F)\M(A) corresponding to the decomposi-
tion P = MN is measure-preserving (for the left Haar measures!)
3. For all v, the measure on Kv has mass 1. For nonarchimedean v, it is the re-
striction of the measure from G(Fv).
4. The map P(F)\P(A) × K → G(F)\G(A) should be measure-preserving (i.e.,
the preimage of any set has the same measure as the set).
It is not difficult to construct such measures; we shall make an explicit choice,
in the case of G = GL2, in Section 3.1.5. It is worth observing that, since we are only
concerned with upper bounds in this paper, and not exact formulas, precise choices are
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never of importance, so long as they remain consistent. With any such choice, it follows
from (2.1) that ‖m‖−ε  vol(K[m])‖m‖dim(G)  ‖m‖ε; in fact, one can replace the upper
and lower bounds by constants in the case that G is semisimple.
Finally, put on X the corresponding quotient measure.
If H is any locally compact group, we define the modular character δH : H → R× via
the rule μ(Sh) = δH(h)−1μ(S), where μ is a left Haar measure on H, and S is any set
with μ(S) > 0. In other words, if dlh is a left Haar measure, then dl(hh′) = δH(h′)−1dlh.
2.1.7. — For g ∈ G(Fv), we define ‖g‖ = supij |ρij(gv)|; in the adelic case, we take
the product over all places. We set ‖Ad(g)‖ to be defined as ‖g‖, but with ρ replaced by
the adjoint embedding. (The “functional” difference between these two norms lies in the
fact that ‖Ad(g)‖ is invariant under the center, whereas ‖g‖ is not.)
For g ∈ G(A), define the height by
ht(g)−1 := inf
x∈Fr−{0}
∏
v
sup
i=1...r
|(Ad(g).x)i|v.
This descends to a function on X, and—if the center of G is anisotropic—the map ht :
X → R1 is proper.
Lemma. — Fix x0 ∈ X. For any x ∈ X, there exists g ∈ G(A) with x0g = x and
‖Ad(g)‖  ht(x).
Proof. — This is well-known; see e.g. [21], footnote 15 for a proof in the case of real
groups, from which the stated result is easily deduced. 
2.1.8. — Throughout this paper the phrase “π is a unitary representation of the
group G” will be understood to mean that the underlying space of π is a Hilbert space
and G acts by isometries on that space.9
Let V be a unitary representation of G(Fv). The space of smooth vectors V∞ is
defined, in the case when v is nonarchimedean, as the subspace of V comprising vectors
whose stabilizer is open; in the case when v is archimedean, it is that subspace for which
the map g → g.v defines a smooth map from G(Fv) to V. It is always dense in V.
Let V be a unitary representation of G(A). It factorizes as a tensor product of
unitary representations of G(Fv), and we define the smooth subspace V∞ as the (image
in V of the) tensor product of the local smooth subspaces.
2.2. Structure of adelic quotients and the Plancherel formula
In the present section we are going to recall the “Plancherel formula” for L2(X),
that is to say, its decomposition into irreducible G(A)-representations.
9 In some contexts, unitary representation is used to mean “unitarizable”, i.e., such that there exists some inner
product. We shall always understand it to mean that we have fixed a specific inner product.
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2.2.1. Eisenstein series. — There is a standard parameterization of the automorphic
spectrum via the theory of “Eisenstein series” that we shall now recall. See also [1] for a
résumé of the theory, and [52] for a detailed treatment.
Let X denote the set of pairs (M, σ ), where M is a F-Levi subgroup of a F-
parabolic subgroup, containing T, and let σ be an irreducible subrepresentation of the
space of functions on M(F)\M(A), which is “discrete series” in the following sense: all
f ∈ σ are square-integrable with respect to the inner product
f → ‖f ‖2σ =
∫
ZM(A)M(F)\M(A)
|f |2,
where ZM(A) denote the center of M(A).
We can equip X with a measure in the following way: We write
X =
⊔
M
XM,
indexed by Levis containing T. We require that for any continuous assignment of χ ∈ XM
to fχ in the underlying space of χ ,
∫
M(F)\M(A)
∣
∣
∣
∣
∫
χ
fχdχ
∣
∣
∣
∣
2
=
∫
χ
‖fχ‖2σ dχ.
This uniquely specifies a measure dχ on XM, and so also on X .
There exists a natural equivalence relation ∼ on X : declare (M, σ ) and (M′, σ ′)
to be equivalent if there exists w in the normalizer of T with Ad(w)M = M′ and
Ad(w)σ = σ ′. There is a natural quotient measure on X / ∼.
For χ = (M, σ ) ∈ X , we denote by I(χ) the unitarily induced representation
IndG(A)P(A) σ , where P is any parabolic subgroup containing M. (Its isomorphism class is
—not obviously—independent of the choice of P.) It consists of functions G(A) → Vσ
(where Vσ is a vector space realizing the representation σ ) satisfying the transformation
property
f (pg) = δ1/2(p)σ (mp)f (g),
where δ is the modular character (cf. Section 2.1.6) and p → mp the projection P → M.
We define a norm on I(χ) by
‖f ‖2Eis :=
∫
K
‖f (k)‖2Vσ dk,
where K is equipped with the Haar probability measure.
There exists a natural intertwiner (the “unitary Eisenstein series”, obtained by av-
eraging over P(F)\G(F) and analytic continuation):
I(χ) Eis→ C∞(X).
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The map Eis is an isomorphism away from a set of parameters χ of measure
zero; we call the latter the set of singular parameters. For instance in the case of GL2
the parameters are pairs of unitary characters (χ+, χ−) for M = GL1 ×GL1 ↪→ B (the
standard Borel) and the singular ones are the ones for which χ+ = χ−; for this reason,
we shall define for this case a variant Eis∗ of Eis which is non-zero (see Section 4.1.10.)
In any case, to almost every χ ∈ X is associated an automorphic representation—
the image of I(χ)—denoted Eis(χ). The resulting automorphic representation depends
only on the class of χ in X / ∼. If Eis is an isomorphism—as is so away from a set of χ of
measures 0—we equip Eis(χ) with a norm by requiring Eis to be an isometry. Whenever
defined, we call this norm the Eisenstein norm on the space Eis(χ).10
Theorem (Langlands). — The map
∫
χ∈X I(χ) → L2(X), defined by integrating the map
Eis, extends to an isometric isomorphism of the Hilbert space
∫
X I(χ)dχ and L2(X).
For a slightly more precise formulation, we refer to [1].
We shall call any automorphic representation that occurs as an Eis(χ),χ ∈ X , a
standard automorphic representation. Not every automorphic representation is standard.
For example, every standard automorphic representation is abstractly unitarizable. The
standard automorphic representations are precisely those needed for unitary decomposi-
tion.
The set of standard automorphic representations will be denoted by GˆAut and the
push-forward of the measure dχ on X to GˆAut will be denoted by dμP.
Remark. — The Plancherel decomposition of a function in, e.g., C∞c (X) is pointwise
defined; explicitly, for ϕ ∈ C∞c (X), we have the equality of continuous functions,
ϕ =
∫
χ∈X
∑
f ∈B(χ)
〈ϕ,Eis( f )〉Eis( f ) dχ,
where B(χ) is an orthogonal basis for I(χ), and the right-hand side is absolutely conver-
gent. This is not a triviality; it follows, for example, from the results of W. Müller [55]; it
may be that there is a more elementary proof also.
2.2.2. The canonical norm for GL2. — In the case of GLn for generic standard
representations—although not necessarily cuspidal—it is possible to give a simple de-
scription of a canonical norm on the space of any standard automorphic representation.
We explain for GL2; the general case is obtained by replacing the role of a(y) below with
g ∈ GLn−1 ⊂ GLn embedded as usual.
10 The terminology may be slightly misleading; if π ⊂ L2(X) is, e.g., a cuspidal representation, then (G,π) ∈ X ,
and the Eisenstein norm on π is simply the restriction of the L2-norm.
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Suppose π is generic. Let Wπ = ⊗vWπ,v be the Whittaker model of π . There are
two natural inner products that one can equip Wπ,v with, namely—see Section 3.1.5 for
the measure normalizations—
(2.2)
〈Wv,W′v〉 =
∫
F×v
Wv(a(y))W′v(a(y))d
×y,
〈Wv,W′v〉reg =
∫
F×v Wv(a(y))W
′
v(a(y))d
×y
ζv(1)Lv(π,Ad,1)/ζv(2)
.
The latter inner product has certain good normalization properties, e.g.
〈Wv,Wv〉reg = |Wv(1)|2
for almost all v.
We define an inner product on Wπ , by its value on pure tensors W = ∏v Wv .
(2.3) ‖W‖2reg := ∗(π,Ad,1) ×
∏
v
〈Wv,Wv〉reg;
where
∗(π,Ad,1) = lim
s→1
(π,Ad, s)
(s − 1)r ,
with (π,Ad, s) = ∏v L(πv,Ad, s) denotes the completed L-function and r is taken to
be the largest non-negative integer for which the limit is nonzero. The regularized value
L∗(π,Ad,1) satisfy ([24])
(2.4) L∗(π,Ad,1) = C(π)o(1), as C(π) → ∞.
Finally, we define the canonical norm on the space of π by the rule
(2.5) ‖ϕ‖2can =
2ξF(2)(discF)1/2
ξ ∗F (1)
‖Wϕ‖2reg,
where ϕ → Wϕ is the usual intertwiner (4.2). The terminology is justified by
Lemma 2.2.3. — Suppose π generic and standard. Then, for ϕ ∈ π , ‖ϕ‖2can = ‖ϕ‖2L2(X)
if π is cuspidal; and ‖ϕ‖2can = 2ξF(2)‖ϕ‖2Eis if π is Eisenstein and nonsingular.
The verification of this equality for cusp forms is a consequence of the Rankin-
Selberg method (cf. Section 4.4.2); the Eisenstein case is detailed in Section 4.1.7.
Remark. — One unfortunate consequence (perhaps unavoidable) is that the canon-
ical norm does not always behave continuously in families. It is possible to have a family
of automorphic forms φ(s) belonging to standard generic automorphic representations
so that ϕ(s) → ϕ(0) pointwise on X, but the canonical norms do not converge. This hap-
pens when the order of pole of the adjoint L-function jumps, e.g. at singular parameters.
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2.3. Norms on adelic quotients
2.3.1. — We shall set up two families of Hilbert norms, valid for any d ∈ R:
– A notion of “Sobolev norm” S Vd on any unitary G(A)-representation V.
– A finer notion of “Sobolev norm” S Xd for functions on X.
We shall follow the following convention: If  ∈ V∗ is a functional and we write
|( f )|  S V( f ), without a subscript d , it means there exists a constant d, depending on only the
isomorphism class of G over F, so that |( f )|  S Vd ( f ). In particular,  is continuous in the
topology defined by the family of norms S Vd .
1. We would like to warn the reader that the constructions are not totally formal.
Namely, some of the subtler features of the norms rely on Bernstein’s uniform
admissibility theorem as well as Müller’s theorem [3, 55]. Indeed, one of the
properties of the norms is established only for the group G = GLn. In fact, for
the purpose of the present paper, none of these deep results are important.
2. We observe that all our norms can take the value ∞. (In precise terms, we
understand a norm N on a vector space V to be a function N : V → [0,∞]
that satisfies the usual axioms; equivalently, we could regard N to be a pair
consisting of a subspace W ⊂ V, and a (usual, finite-valued) norm on W.)
S Vd will always take finite values on V∞; S Xd will always take finite values on the
space of compactly supported smooth functions C∞c (X). We shall sometimes refer to the
completion of V∞ in the norm induced by S Vd as the Hilbert space associated to S Vd . Similarly
for S Xd .
2.3.2. The Sobolev norms on a unitary representation. — Let V be a unitary admissible
representation of either G(Fv) (some place v) or G(A). We shall define, in both contexts,
a generalized Laplacian operator  : V∞ → V∞. This being so, we define the dth Sobolev
norm via
(2.6) S Vd ( f ) := ‖d f ‖V.
The Laplacian will have the property that  is invertible, and a suitable power of −1 is
trace class from V to itself.
2.3.3. Local. — Let v be a place and V an unitary admissible representation of
G(Fv). We shall make a certain (Hilbert) orthogonal decomposition V = ⊕m0 V[m];
roughly speaking, vectors in V[m] have “higher frequency” as m grows.
– If v is a finite place, we define V[m] to be the orthogonal complement of the
Kv[m − 1]-invariants vectors inside the Kv[m]-invariants vectors.
– If v is archimedean, fix a basis {Xi} for the Lie algebra gv := g ⊗F Fv and let
C := ∑i(1−X2i ); let V[m] be the direct sum of all C-eigenspaces with eigenvalue
in [em, em+1) (here e = exp(1) = 2.718 . . . ).
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The space V[m] is finite dimensional. Write ev[m] for the projector onto V[m], and
put:
v =
∑
m0
qmv ev[m].
Note that
∑
m ev[m] is the identity.
2.3.4. Global. — In the global setting, we use, as before, the notation m for a func-
tion v → mv from places to non-negative integers, and set
e[m] :=
∏
v
ev[mv],A =
∑
‖m‖e[m].
Note that one has
∑
m e[m] = 1.
2.3.5. Sobolev norms on C∞(X). — On C∞(X) we shall introduce an increasing
system of Sobolev norms S Xd which will take into account the noncompactness of the
space X. Let H be the operation of “multiplication by 1 + ht(x).” Put:
S Xd ( f ) := ‖HddAf ‖22.
2.4. Properties of the Sobolev norms
This section enunciates the properties of the Sobolev norms, defined in the prior
section.
2.4.1. Properties of the unitary Sobolev norms. — Write G for either G(A) or G(Fv).
S1a. (Sobolev inequality) For f ∈ C(G) and a fixed smooth function ω : G → C
of compact support with ω(1) = 1,
|f (1)| ω S L2(G)(f · ω).
S1b. (Distortion property) There is a constant κ , depending only11 on (G, ρ), so
that, for V a unitary representation of G,
S Vd (gf )  ‖Ad(g)‖κd S Vd ( f ).
S1c. (Embedding) For each d , there exists d ′ > d so that the trace of S Vd w.r.t. S Vd ′
is finite. (See [4]*Appendix for definitions; this means that the inclusion from
the Hilbert space associated to S Vd , to the Hilbert space associated to S Vd ′ , is
trace-class.
11 If the representation ρ contains the adjoint representation, one may take κ = 1.
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S1d. (Linear functionals can be bounded place-by-place.) Let π = ⊗πv be a uni-
tary representation of G(A); let  = ∏v v, v ∈ π∗v be a factorizable func-
tional with the property that |(xv)|  1 when xv ∈ πv is spherical and of
norm one.12 Then:
|v|  AS πvd for all v =⇒ ||  A′S πd ′
where d ′ depends on d , and A′ depends on A, d .
2.4.2. Properties of the X-Sobolev norms
S2a. (Sobolev inequality) There exists d0 so that S Xd0 majorizes L∞-norms.
S2b. (Distortion property) There exists a constant κ2, depending only on (G, ρ),
so that
S Xd (gf )  ‖Ad(g)‖κ2d S Xd ( f ), f ∈ C∞(X), g ∈ G(A).
S2c. (Embedding) For each d , there exists d ′ > d so that the trace of S Xd w.r.t.
S Xd ′ is finite.
2.4.3. Relationship between unitary Sobolev norms on L2(X) and X-Sobolev norms
S3a. We have a majorization
S L2(X)d  S Xd .
S3b.
S Xd ( f )  S L
2(X)
d ′ ( f ), f ∈ L2cusp
where d ′ depends on d , and L2cusp is the cuspidal subspace of L
2(X).13
S3c. Let  a linear form on C∞(X). Suppose, for each standard automorphic
representation π , we have ||π∞|  S πd , where the unitary structure on π is
the Eisenstein norm. Then
|(v)|  S Xd ′ (v),
whenever both sides are defined; d ′ depends only on d .
12 If this condition is satisfied not for all v, but for all v /∈ T, where T is some fixed finite set of places, then the
constant has to be replaced by A1+|T|.
13 A stronger and more natural statement is: the truncation operator ∧T of Arthur is continuous from the S L2(X)-
topology to the S X topology. This statement is actually a quantitative form of [2, Lemma 1.4], which proves the same
result but with the finite level fixed.
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2.4.4. Other properties. — Suppose  is a linear functional on either C∞(X) or a
unitary G(A)-representation, and let A(d) be the operator norm of  with respect to Sd .
S4a. log A(d) is convex with respect to d .14
S4b. Given d and j  1, there exists d ′ > d and common orthogonal bases
e1, e2, . . . for Sd, Sd ′ with the property that Sd (ei)Sd′ (ei)  (1 + |i|)−j .
S4c. S Vd and S V−d are self-dual.
S4d. If  : V → W is any linear functional from V to another normed vector space:
(2.7) (v)  A‖dv‖V (v a -eigenfunction) =⇒
|(v)|  A′S Vd ′ (v), all v ∈ V, some d ′ > d.
S4e. S Xd (fg) d S Xd ( f )S Xd (g).
(S4d) is a consequence of the fact that a suitable power of −1 is trace class.
2.5. Examples
We shall now discuss a number of examples of using the Sobolev norms to quantify
mixing or uniform distribution. The essence of all our examples is well-known. We simply
want to make the point that the axioms of Sobolev norms make it simple to derive the
results in great generality.
In the sequel we will use the following notation: for S ? one of the families of
Sobolev norms discussed previously, we will write A  S ( f )B to mean that there is
a constant d > 0 so that A  S d ( f )B.
2.5.1. Bounds for matrix coefficients and canonically normalized functionals: local bounds. —
For any place v, we denote by v(g) the Harish-Chandra spherical function on Gv :=
G(Fv), i.e. v(g) := 〈gv, v〉 where v is the Kv-invariant function in the representation of
Gv unitarily induced from the trivial character of a minimal parabolic subgroup.
It follows from [13] (as extended to reductive groups in [56]) that, if πv is a tem-
pered representation of G(Fv) one has, for any x1, x2 ∈ πv, g ∈ Gv and some constant
d  0 depending on G only
|〈gx1, x2〉|  AvS πvd (x1)S πvd (x2)v(g),
where Av = [Kv : Kv[0]] is equal to 1 for almost all v.15
Indeed, [13] implies, in fact, that |〈gx1, x2〉|  [Kv : Kv[m]]v(g) for x1, x2 ∈ V[m].
Now (2.1) and (2.7) establish the desired statement.
14 This will be helpful in bounding operator norms when d is not integral, for, like the case of Rn, the Sobolev norms
are most accessible when d ∈ Z0.
15 Indeed, if x1, x2 are both stabilized by a subgroup of Kv[0] of index ♥, the bound may be taken to be
♥‖x1‖‖x2‖v(g); we shall use this later.
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In the case of non-tempered representations, one has a corresponding, but weaker,
bound. In this paper we will only use the special case of G = GL2; and moreover, πv will
always be a local constituent at v of a generic automorphic representation of G(A). In
that case, one has
(2.8) |〈gx1, x2〉|  AvS πvd (x1)S πvd (x2)v(g)1−2θ ,
for some absolute constant θ < 1/2. This is due to Selberg for F = Q, and [25] in general.
As of now, it follows from the work of Kim and Shahidi [42], that (2.8) holds for θ  3/26.
It will be convenient, for the purpose of this document, to allow θ to be any number
in ]3/26,1/4[. More precisely, any statement involving θ will be valid for any choice of
θ in this interval. This notational convention will suppress s at a later point. The reader
may safely substitute 3/26 +  every time he/she sees the symbol θ .
2.5.2. Bounds for matrix coefficients and canonically normalized functionals: global bounds.
— Let ι : G˜ → G be the simply connected covering of G. For f ∈ C∞(X), set
(2.9) P f (x) =
∫
g∈G˜(F)\G˜(A)
f (ι(g)x)dg
for x ∈ X; here dg is the invariant probability measure on G˜(F)\G˜(A). The endomor-
phism P realizes the orthogonal projection onto locally constant functions on X, and
is in particular L2- and L∞-bounded; note also that it commutes with the G(A)-action
(cf. [65]).
Take g ∈ G(A) and f1, f2 ∈ C∞(X). Then there exists β > 0 and d , both depending
only on the isomorphism class of G over F, so that
(2.10)
∣
∣〈g.f1, f2〉 − 〈g.P f1,P f2〉
∣
∣  ‖Ad(g)‖−β S Xd (f1)S Xd (f2).
This is a consequence of property (τ ), which has been established through the
work of many people; the proof was completed (together with the most difficult case)
by L. Clozel [14]. Property (τ ) was put in a quantitative form in [28], and the quoted
statement16 follows from Lemma 3.3 and Theorem 3.10 of loc. cit. Here we will need
(2.10) only for the case of G = GL2: it follows from (2.8) that the exponent β = 1/2 − θ
is admissible, any θ as above.
Remark. — Let us explain one of the reasons that (2.10) is so useful in the context
of the present paper. It has been observed J.-L. Waldspurger [67] and greatly extended
by Ichino-Ikeda [32, 33] that a wide variety of period functionals can be expressed by
16 It should be noted that we could not follow the quantitative arguments of [28] in the case which relies on Clozel’s
work; however, their argument certainly furnishes a bound.
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integrating matrix coefficients; roughly speaking, there exists a variety of pairs (H ⊂ G)
so that, with suitable choice of measure and suitable regularization,
(2.11)
∣
∣
∣
∣
∫
H(F)\H(A)
ϕ dh
∣
∣
∣
∣
2
=
∫
H(A)
〈h.ϕ,ϕ〉dh.
The right-hand side is usually divergent, and is interpreted by a suitable regularization;
in many situations, almost every local factor is equal to the local factor of a suitable L-
function, which suggests a regularization involving a special value of that L-function.
In any case, (2.11) was used in [15] and [20] in order to reduce equidistribution
results for H(F)\H(A)—or translates thereof—to bounds for matrix coefficients. We shall
use the same technique in Section 4.2.1 of the present paper.
We note, however, that this technique is not universally applicable, and in many
instances the correct formulation of a result analogous to (2.11) remains mysterious.
2.5.3. A quantitative form of the Ergodic principle II. — Next, let us give a quantitative
form of the Ergodic principle 1.3 from Section 1.2.
Lemma. — Suppose H ⊂ G(A) is noncompact, and χ : H → C× a unitary character. Suppose
that X has finite measure, i.e., that the center of G is anisotropic.17
Let ν be a (possibly signed) χ -equivariant measure on X, i.e. νh = χ(h)ν for h ∈ H. Let
μ be the G(A)-invariant (Haar) probability measure, and suppose that, for some d  0, we have the
majorization:
|ν|( f )  μ( f ) + S Xd ( f ) (f  0).
Let σ be any probability measure on H. Then, for any f with P f = 0,
|ν( f ) − δχ=1μ( f )|2 
(
‖σ‖2d ′ + ‖σ  σˇ‖−β
) S Xd ′ ( f )2.
Here δχ=1 is 1 if χ is trivial and zero otherwise,
‖σ‖d :=
∫
h
‖Ad(h)‖ddσ(h),
and similarly for ‖σ  σˇ‖, σˇ denote the pullback of σ by g → g−1, β is as in (2.10), and d ′ depends
only on d.
This is indeed a quantitative form of the Ergodic principle 1.3: if, e.g.,  = 0, we see
at once that the left-hand side may be made arbitrarily small to choosing σ to have large
support.
17 The lemma could be easily adapted to the general case by introducing a character; but we will only use it for
G = PGL2.
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Proof. — We may assume that μ( f ) = 0. For σ a probability measure on H we set
f χ σ :=
∫
H
χ(h)(h · f )dσ(h).
We see:
|ν( f )|2 = |ν(f χ σ )|2  |ν|(|f χ σ |2)  S Xd (|f χ σ |)2 + ‖f χ σ‖22.
The required bound now follows from (S2b), (S4e) and from the bounds for matrix coef-
ficients of Section 2.10. 
Remark. — In the context of the subconvexity problem for L-functions, this amounts
to the amplification method [23, 35, 36] and the measure σ play the role of the amplifier.
2.5.4. Uniform distribution of horocycles. — As a final example, we discuss the uniform
equidistribution of horospheres. A result of Peter Sarnak proves that a closed horocycle of
length L on a hyperbolic surface becomes uniformly distributed as L approaches ∞. What
we present below is an adelized version of the result for general groups, but only in the
easiest version: where “closed horocycle” is replaced by (in more explicit language than
what follows) “closed orbit of a maximal horospherical subgroup.”
Let us fix N to be the unipotent radical of a minimal proper parabolic subgroup B
of G; for f ∈ C∞(X) let
fN(g) :=
∫
N(F)\N(A)
f (ng)dn,
denote the constant term. Then for f ∈ L20(X) ∩ C∞(X), and b ∈ B(A)
(2.12) |fN(b)|  δB(b)1/2S X( f ),
here by L20(X), we mean the orthogonal complement of locally constant functions (i.e.
the kernel of (2.9)), and δB : B(A) → R>0 is the modular character (cf. Section 2.1.6).
Proof. — By Property (3c) of Sobolev norms, it is enough to verify (2.12) when
f belongs to an standard automorphic representation π ⊂ L20(X). The constant term is
zero unless (notation of Section 2.2) π = Eis(M, σ ), where M is a minimal Levi subgroup.
Let B be a parabolic subgroup with unipotent radical M. As an abstract unitary representation,
π is isomorphic to the space Vπ of functions from G(A) to the representation space of σ ,
satisfying:
f (bg) = σ(b)δB(b)f (g), b ∈ B(A),
equipped with the inner product
∫
K ‖f ‖2. Here K is the fixed maximal compact subgroup
of G(A).
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Let ω be a smooth compactly supported bi-K-invariant function on G(A) so that
ω(1) = 1. Consider res : Vπ → L2(G(A)) defined by f → ωf . Apply (S1a) to see |f (1)| 
S L2(G(A))(ωf ). The map res is L2-bounded, and commutes with the action of the finite
part of K; moreover, if D is any element of the universal enveloping algebra U of g,
then Dω = ∑i ωi Di for various Di ∈ U and ωi smooth, compactly supported on G(A). It
follows S L2(G(A))(ωf )  S Vπ ( f ). 
2.6. Proofs concerning Sobolev norms
In this section, which can be safely skipped in the course of reading the paper, we
give the proofs that the Sobolev norms defined in Section 2.3 have the good properties
indicated in that section.
The proof of the distortion properties, (S1b), (S2b) are elementary, and we omit
them. Similarly we omit the proof of properties (S4a)–(S4d).
2.6.1. — We will establish (S1a), from which (S2a) follows easily. We will establish
(S1a) in the adelic setting; the local setting is easier.
Let ω be as in (S1a). Take f ∈ L2(G)[m], where, as usual, m is a function from
places of F to non-negative integers.
The function f factors through the dim(G)[F : Q]-dimensional manifold
G(A)/K[m]; this has around vol(K[m])−1 connected components. We can apply the
usual Sobolev inequality (for real manifolds) to the connected component of the iden-
tity. It shows that f (1) is bounded by the L2-norm, on the connected component of the
identity, of (e.g.) the first dim(G) derivatives of f ω.
From this it follows that:
|f (1)|  vol(K[m])−1
∏
v|∞
‖mv‖[F:Q]dim G‖f ω‖L2  ‖m‖d0‖f ‖L2
where we take any d0  2[F : Q]dim(G). This, in view of (2.7), implies (S1a).
To deduce (S2a), take f ∈ L2(X). Fix x0 ∈ X. By pull-back of functions, we imme-
diately deduce from (S1a) that |f (x0)|  S L2(X)d0 ( f ). Now, by the Lemma of Section 2.1.7,
for any x ∈ X, there exists g ∈ G(A) with x0g = x and ‖g‖  ht(x). Therefore, the distor-
tion properties imply that
(2.13) |f (x)| = |f g(x0)|  S L2(X)d0 (f g)  ht(x)S L
2(X)
d0 ( f ).
Thus (S2a).
2.6.2. — We prove (S3b). It suffices to check that for any m  1 there exists d so
that
(2.14) |f (x)| m (htx)−mS L2(X)d ( f ), f ∈ L2cusp.
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It suffices, by (S4d), to establish this estimate for f ∈ L2cusp[m].
Let x ∈ X. Let T be as in Section 2.1.4. It is a consequence of reduction the-
ory that there exists a compact subset " ⊂ G(A) and R > 0 and a ∈ T(A) so that
x = G(F).aω, where ω ∈ ", and a ∈ T(A) is so that there exists at least one simple root
α with |α(a)|A  ht(x). Let U be the unipotent radical of the maximal proper parabolic
subgroup associated to α.
We choose a sequence Z0 = Z ⊂ Z1 ⊂ Zj = U where Zj+1/Zj is central in U/Zj
for j  −1 (we interpret Z−1 to be trivial). Now expand f in a Fourier series along Z0, i.e.
f (x) =
∑
ψ
fψ(x), fψ(x) :=
∫
Z(F)\Z(A)
f (ux)ψ(u)du;
the measure is the invariant probability measure, whereas the ψ sum extends on charac-
ters of Z(A) trivial on Z(F).
Only those characters ψ which are trivial on Z(A) ∩ K[m] contribute to this sum-
mation, and the number of such characters is bounded by  ‖m‖dim Z. Let u be the Lie
algebra of Z(F ⊗Q R). To any ψ as above, we may associate its differential dψ ∈ u∗. Fix
a norm on u∗. Integrating by parts, we conclude that for any n  1,
∑
ψ =1
fψ(x) n |α(a)|−nA ‖m‖ sup
u∈U(A),D∈D
|Df (ux)|,
where D is a finite set of G(A)-invariant differential operators. Applying (2.13), we deduce
that the sum is n ht(x)−n‖m‖a(n)S L2(X)d(n) ( f ).
It remains to estimate the term fψ for ψ = 1. For this, we expand it in a Fourier
series along Z1/Z0. Proceeding in this way, we arrive inductively at the conclusion. 
2.6.3. — We prove (S1d). First of all,
Lemma. — Let πv be an irreducible admissible representation of G(Fv). Then the image of
ev[m] has dimension bounded above by A1qA2mv , where A2 depends only on the isomorphism class of G.
This follows (for v nonarchimedean) from Bernstein’s proof of uniform admissi-
bility [3] and (for v archimedean) since any irreducible representation of a maximal
compact subgroup occurs in πv with a multiplicity bounded by its dimension (a con-
sequence of e.g. the subrepresentation theorem; recall we interpret qv = e = 2.71828 . . .
for v archimedean). We give, for illustration, Bernstein’s proof for PGL2; this, and the
mild variant of GL2 with a fixed central character, is the only case in which we shall use
the result later in this paper.
Proof. — (in the case of G = PGL2). Let C the characteristic function of
K[ mv ]
(
v 0
0 1
)
K[ mv ] ⊂ GL2(Fv). Then C acts on πK[mv ], the K[ mv ]-fixed vectors in
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π , as does the finite group G = K¯v/K¯[ mv ]. Let C[G] be the algebra of endomorphisms
of πK[mv ] generated by G. Let 〈C〉 be the algebra of endomorphisms of πK[mv ] generated
by C. Then C[G] · 〈C〉 ·C[G] must be the whole algebra of endomorphisms of πK[mv ], be-
cause a corresponding fact holds for the Hecke algebra of K[ mv ]-bi-invariant functions
on GL2(Fv), which acts irreducibly on πK[
m
v ]. On the other hand, dim〈C〉  dimπK[mv ].
Therefore, the dimension of C[G] · 〈C〉 · C[G] is at most |G|2.dimπK[mv ]; since it acts
irreducibly, its dimension is = (dimπK[mv ])2, yielding the result. 
Now, let π be as in (S1d)—i.e. a representation of G(A)—and let V be the un-
derlying vector space. The Lemma shows that any X ∈ V[m] is a sum X = ∑i xi where
xi is a pure tensor, and the number of xis is at most
∏
mv =0(A1q
A2mv
v )  ‖m‖C2 , where
C2 = A2 + log A1log 2 . For any such pure tensor xi =
⊗
v xi,v , we have (notation as in the state-
ment of [S1d]):
|(xi)| =
∣
∣
∣
∣
∏
mv =0
(xi,v)
∏
mv=0
(xi,v)
∣
∣
∣
∣  A
′‖m‖d+‖x‖.
Here we used the fact that
∏
mv =0 A  A
′‖m‖ε, where A′ can be taken to a function
of A and . Thus an application of Cauchy-Schwarz yields:
|(X)|  ‖m‖C2/2A′‖m‖d+
(
∑
i
‖xi‖2
)1/2
 A′()‖d+C2/2+A X‖
(S1d) now follows from (2.7). 
Remark. — It will be useful to apply (S1d) to multilinear functionals. Suppose that
we are given (e.g.) a bilinear functional B : π1 ⊗ π2 → C, which factorizes as B = ∏v Bv ,
and, for every v, B(x1,v, x2,v)  AS d(x1,v)S d(x2,v); also |Bv|  1 when both x1,v, x2,v are
spherical of norm 1.
Then B(x1, x2)  A′S d ′(x1)S d ′(x2) (similar notation to (S1d)). This follows for-
mally: apply (S1d) first to the linear functional x → B(x, y), for y fixed; we see it is bounded
in absolute value by A′S d ′(x)S d(y). Now apply (S1d) to the functional y → B(x, y), for x
fixed; note that the condition on spherical inputs is satisfied not for all v, but only for
those v where xv is spherical, this being handled by the footnote to (S1d).
2.6.4. — We prove (S2c). This proof is modeled on ideas from [4]. For x ∈ X,
consider the linear form on C∞c (X) given by: x : f → ht(x)rrAf . By (S2a), x is bounded
with respect to S L2(X)d0 , for some d0 > 0 and uniformly in x (at least after increasing d0
as necessary). It follows that, for suitable d > d0, the trace of |x|2 with respect to the
square of S Xd is finite and independent of x. Integrate over x ∈ X to obtain the desired
conclusion.
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2.6.5. — We prove (S3c); however, some preliminaries are necessary. We shall
need to make use of an assertion substantively equivalent to the well-known theorem of
W. Müller [55] that discrete automorphic spectrum is trace-class. That fact, in turn is
closely related to the fact that the Eisenstein series on a general group have finite order.
We believe that to handle the general case should be routine using the techniques of
Müller’s paper [55]; but we have not verified the detail, and this is why the proof is
presently only for GLn, where it is possible to give a direct proof of Müller’s trace-class
theorem—using the work of Moeglin and Waldspurger.
For any automorphic representation, set
CSob(π) = inf
f ∈π,‖f ‖2=1
‖Af ‖.
It might be referred to as the “Sobolev-conductor” of the representation π ; as we shall
see momentarily, it is bounded above and below in terms of the analytic conductor in the
case of GLn.
We begin with:
(2.15) The number of cuspidal π with CSob(π)  X is at most polynomial in X
Proof. — There exists (by (S3a) and (S2c)) some d so that the inclusion of L2(X) into
the Hilbert space associated to S Xd is trace class. There exists d ′ so that S dX is majorized
by S L2(X)d ′ for cuspidal functions, by (S3b). Choose eπ in each cuspidal representation18
so that Sd ′(eπ) = CSob(π)d ′‖eπ‖2. Then S Xd (eπ)  CSob(π)d ′‖eπ‖2. The trace-class feature
forces
∑
π CSob(π)
−d ′ < ∞. Thus (2.15). 
With notation as in Section 2.2, we now claim:
(2.16) There is d1  1 so that
∫
χ∈X
CSob(I(χ))−d1dχ < ∞.
For G = GLn, the classification of discrete spectrum (Section 2.2.1) together with the
classification of discrete series ([52]) reduces this to (2.15).
Finally, (2.16) =⇒ (S3c). Let  be a linear form as in (S3c). We express an arbi-
trary f ∈ L2(X) as an integral f = ∫ fχdχ , where fχ ∈ I(χ) (notation of Section 2.2; we
have already remarked in Section 2.2.1 that the Plancherel decomposition is pointwise
defined). Using (2.16) and Cauchy-Schwarz,
(2.17) |( f )|2 =
∣
∣
∣
∣
∫
(fχ)dχ
∣
∣
∣
∣
2

∫
CSob(I(χ))d
∣
∣(fχ)
∣
∣2 dχ

∫
‖d ′A fχ‖2dχ  S L
2(X)
d ′ ( f ).
Let us note the following corollary, which can also be proved in other ways:
18 It is not difficult to check, although it is in fact not essential, that the infimum which defines CSob(π) is realized.
204 PHILIPPE MICHEL, AKSHAY VENKATESH
Corollary. — The number of cuspidal representations on GLn(F) with fixed central character
and conductor  X is bounded by a power of X.
It follows from the prior Lemma and the following Lemma due to W. T. Gan19
Lemma 2.6.6. — As π varies through automorphic cuspidal representations of GLn(A),
(2.18)
log C(π)
log CSob(π)
is bounded above and below.
It is of interest (from the point of view of the “Selberg-class”) to determine what the
correct growth rate in this corollary is; among other things, it is related to the question of
the number of twists needed in converse theorems; in that connection:
Question. — Let N(X) be the number of cuspidal representations on GLn(Q) with analytic con-
ductor  X. Determine the asymptotic behavior of N(X); for example, is it true that log N(X)log X approaches
n + 1?
3. Integral representations of L-functions: local computations.
3.1. Notations
This part, comprising Sections 3.2–3.7, will be essentially of local nature; we collate
here some notations that will be used.
3.1.1. Local fields. — Throughout this part, we shall work over a local field k. We
shall always suppose k to be given as the completion of F at a place v; thus, we regard the
place v and an isomorphism Fv ∼= k to be given along with k.20
We denote by | · | = | · |v the absolute value on k normalized so that |x|R =
max{x,−x}, |z|C = z.z and for v non-archimedean, | | = q−1 for  an uniformizer
of k with q the size of the residue field; in that later case we denote by o the maximal
order of k. If k is archimedean, we denote by deg(k) its degree over R.
3.1.2. Additive characters. — We equip once for all each local field k = Fv with an
additive character ψ obtained as follows: we let eQ : AQ → C× be the unique additive
character which coincides with x → exp(2π ix) on R and set eF = eQ(trF/Q). We denote
by ψ the restriction of eF to Fv = k. In the sequel, any local considerations involving an
additive character of k will refer to that character ψ or its complex conjugate. If k is
nonarchimedean, we denote its conductor by dψ . We set dψ = 0 if k is archimedean.
19 This statement was derived from a result sketched by Gan to one the authors (A.V.), namely, the conductor of
any representation of GLn(k)—for k a nonarchimedean local field—admitting a vector fixed under the r-th principal
congruence subgroup is at most rn2.
20 The reason for this is that it will be helpful in handling implicit constants.
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3.1.3. Implicit constants. — Unless otherwise specified, given some parameter ε say,
the implicit constant in ε will depend (of course) on the parameter ε but may also
depend on the quantity qdψ as k varies through completions of F. Note that qdψ = 1 for almost
every k.
3.1.4. Subgroups. — We denote by Z, N, B the usual upper triangular unipotent
(resp. Borel) subgroup of GL2 or PGL2 and by A the diagonal subgroup with lower di-
agonal entry equal to 1. We denote G = GL2(k), G¯ the quotient of G by its center and
Z,N,B,A the group of k points of Z,N,B,A. For t, x, y in any ring R, we set
z(t) =
(
t 0
0 t
)
, n(x) =
(
1 x
0 1
)
, a(y) =
(
y 0
0 1
)
.
We let K be the standard maximal compact subgroup of G, i.e. the group of integral
matrices if k is nonarchimedean, and the stabilizer of the “standard” orthogonal form
(x1, x2) → x21 + x22 or the “standard” Hermitian form (z1, z2) → z1z1 + z2z2 if v is real or
complex.
For v non-archimedean and m  0 we denote by K[m] ⊂ K0[m] ⊂ K the subgroups
of matrices
(
a b
c d
) ∈ GL2(o) such that a ≡ d ≡ 1, b ≡ c ≡ 0 ( m), or c ≡ 0 ( m), or with
no constraint on a, b, c, d , respectively.
3.1.5. Measure normalizations. — Fix an additive Haar measure on k which is self-
dual with respect to the character ψ . (Note that for k ∼= R, this gives Lebesgue measure;
for k ∼= C, this gives the measure idz∧ dz¯ = 2dx∧ dy; and for k nonarchimedean, it assigns
mass q−dψ/2 to the maximal compact subring of k.)
Transport it to the Haar measure dn on N via x → n(x); we equip A = {a(y) : y ∈
k×} and Z = {z(u) : u ∈ k×} with their Haar measures ζk(1) dy|y| , ζk(1) du|u| respectively.
The product measure ζk(1) du|u|dxζk(1)
dy
|y| defines the right Haar measure dRb on
B = {z(u)n(x)a(y) : u, y ∈ k×, x ∈ k} while the left Haar measure dLb is |y|−1dRb. The left
and right Haar measures on the Borel of G are defined explicitely through the same para-
meterisations (with ζk(1)du/|u| removed). We denote by dk the Haar probability measure
on K. The Haar measures on G, G are then given by dLbdk.
The measure on G determines a Plancherel measure dμP on the unitary dual of G.
This is normalized by the formula:
f (1) =
∫
π∈Gˆ
〈 f , χπ〉L2(G)dμP, f ∈ Cc(G)
where χπ is the character of π ∈ GˆAut .
For k archimedean, we fix a norm, ‖ · ‖g say, on g the Lie algebra of G.
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3.1.6. A measure computation. — It will be of use, as a check, to later compare dg to
the measure d ′g := dLbdn pushed forward from the map B × N → G, (n, b) → nwb (here
w = ( 0 −11 0
)
denote the Weyl element; recall that the image of that map is dense in G by
the Bruhat decomposition). The later coincides with the measure pushed forward from
dn × dRb on N × B via (n, b) → nwb, for both are invariant and have the same behavior
near the element w. In fact,
(3.1) d ′g = ιkdg, ιk = q−dψ/2 ζk(1)
ζk(2)
.
Indeed, let f ∈ Cc(G), and let f¯ (g) =
∫
b∈B f (bg)dL(b). Then
∫
f (g)dg =
∫
f¯ (k)dk, while
∫
f (g)d ′g =
∫
f¯ (wn(x))dx.
The function f¯ has the transformation property f¯ (bg) = |b|−1 f¯ (g) where |b| = |n.a(y)| :=
|y|; so we are reduced to computing the ratio
∫
f¯ (k)
∫
f¯ (wn(x))dx
for a single f¯ with this property.
We choose the square of the “height” function f¯ (g) = |det g|‖(0,1)g‖2 , where ‖ · ‖ is a K-invariant
norm on k2, which we normalize so that ‖(0,1)‖ = 1. We are reduced, thus, to evaluating
ιk =
∫
x∈k ‖(1, x)‖−2dx.
1. If k is nonarchimedean, with residue field of size q,
ιk = q−dψ/2(1 + (q − 1)(q−2 + q−3 + · · · )) = q−dψ/2 ζk(1)
ζk(2)
.
2. If k = R, then ιk =
∫
dx
1+x2 = π = R(1)R(2) .
3. If k = C, then ιk = 2
∫ dx∧dy
(1+x2+y2)2 = 4π
∫ ∞
r=0
r dr
(1+r2)2 = 2π = C(1)C(2) .
3.1.7. Representations: convention. — In the sequel, the irreducible admissible repre-
sentations of G that will occur are assumed to be local constituents of unitary automor-
phic representations of GL2(A). In particular, by the work of Kim and Shahidi [42], such
representations will never be complementary series with parameter  θ . (cf. (2.8)).
3.1.8. The local analytic conductor. — Given d = 1,2 and π an irreducible admissible
representation of GLd(k) acting on a vector space V say we define the (local) analytic
conductor of π , C(π), to be
– k non-archimedean: C(π) = qf (π) where f (π) is the conductor of π .
– k archimedean: the L-factor of π has the form
L(π, s) =
d∏
i=1
k(s + μπ,i)
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with R(s) = π−s/2(s/2), C(s) = 2(2π)−s(s) and μπ,i ∈ C; the analytic con-
ductor is given by
C(π) =
d∏
i=1
(2 + |μπ,i|)deg(k).
In the sequel, the usual notation of Vinogradov A π B will have the following slightly
more precise meaning: there are constants C, d  0 (independent of π ) such that |A| 
C.C(π)d .|B|; we will then say that A is bounded by B, polynomially in π .
3.1.9. — We recall that we have defined previously (Section 2.3.2) a system of
Sobolev norms S Vd on any unitary representation V of G; these norms have the property,
among others, that S Vd (v) = ‖dv‖ for a certain positive self-adjoint operator  on V. As
a complement to our earlier convention 3.1.3, the indices of the Sobolev norms occurring
in inequalities such as A  S ( f )B will always be independent of the field k.
3.1.10. Principal series representations. — For (ω,ω′) a pair of characters of k×, we
denote by I(ω,ω′) or ω  ω′ the corresponding principal series representation of G which is
unitarily induced from the corresponding representation of B: the L2-space of functions
f on G such that
f
((
a b
0 d
)
g
)
= |a/d|1/2ω(a)ω′(d)f (g),
with respect to the inner product
〈f , f 〉 =
∫
K
|f (k)|2dk.
If ω,ω′ are unitary, the resulting inner product is G-invariant and I(ω,ω′) is thus
a unitary representation. Such representation will be called a unitary principal series. In this
case, for f ∈ I ,
(3.2) ‖f ‖2 =
∫
k∈K
|f (k)|2 = ι−1k
∫
x∈k
|f (wn(x))|2dx,
where ιk = q−dψ/2 ζk(1)ζk(2) is as in Section 3.1.6.
Even if ω,ω′ are not unitary, a principal series representation I(ω,ω′) may be
unitarizable although not, in general, with respect to the above inner product. In particular,
in such cases, ω−1 = ω′.
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3.1.11. Deformation. — It will be of utility to deform induced representations. To
that end we introduce the following notation: Suppose that π is induced from21 two
unitary characters ω,ω′, i.e. π = I(ω,ω′) and s is a complex number. We set
πs := ω| · |s  ω′| · |−s;
it is realized in the induced space Is. For f ∈ I , we define fs to be the vector in Is whose
restriction to the maximal compact K coincide with that of f .
The map f → fs is K-equivariant from π to πs. It is not G-equivariant in general.
3.1.12. γ -factors. — If π is a unitary representation of GLr(k), we define the γ -
factor, as usual, as the ratio
γ (π,ψ, s) = ε(π,ψ, s)L(π˜,1 − s)
L(π, s)
.
We recall that, if ψ is unramified and k non-archimedean, then
(3.3) ε(π,ψ, s) = q−fπ (s−1/2),
where fπ is the local conductor of π (in the sense of [39]). When r = 1 and π is a character
χ of k×, we obtain the γ -factor of Hecke and Tate. Recall that, for  a Schwarz function
on k and
Z(,χ, s) =
∫
(x)χ(x)|x|sd×x,
we have
(3.4) Z(̂,χ−1,1 − s) = γ (χ,ψ, s)Z(,χ, s),
where  → ̂ is the Fourier transform; also γ (χ,ψ, s) can be expressed formally as∫
y∈k ψ(x)χ(x)
−1|x|−sdx, and it has poles only when (χαs) = 1.
We shall use the following estimates for the γ -factor: given 0 <  < 1/100, one has
for GL1,
(3.5) |γ (χ,ψ,σ )| 
,qdψ Cond(χ)
−(σ−1/2), (σ ∈ [,1/2 − ]),
and for GL2,
(3.6) |γ (π,ψ,σ )| 
,qdψ Cond(π)
−(σ−1/2), (σ ∈ [3/26 + ,1/2 − ]).
This follows from the prior remark, the dependence of ε-factors on ψ , and the fact that
L(π, s) and L(π˜,1 − s) are uniformly bounded above and below in the stated region, if k
21 The choice of ω,ω is unique up to order.
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is nonarchimedean; and by a direct computation (see [38, Chap. 1, Sections 5 & 6]) when
k is archimedean.
For GL1, the same bound remains valid (with the same proof), so long as π is
unitary; we may even replace (3/26,1/2) by any compact subinterval of [0,1].
3.1.13. — Let f ∈ C∞c (R+), and consider the integral
G(λ, t) :=
∫ ∞
0
f (x)|x|iλeitxdx.
The method of stationary phase shows that the dominant contribution to this integral
comes from stationary points of the phase function λ log(x) + tx, i.e., when x = λ/t.
If f is fixed, it therefore follows that G(λ, t) is small unless λ and t are of the same
order of magnitude. Moreover, stationary phase predicts that, when λ ∼ t, the magnitude
|G(λ, t)| ∼ λ−1/2.
A similar phenomenon occurs when we replace R by a nonarchimedean local field
with residue field of size q; in that case, the pertinent integrals are closely related to Gauss
sums. If χ is a character of conductor C = qfχ > 1, and D = qdψ the discriminant of ψ ,
then: for t ∈ k×,
(3.7)
∫
|x|=|u|
χ(x)ψ(tx)d×x =
{
0, |u| = CD/|t|
ηC−1/2|u|χ , |u| = CD/|t|
with |η| = 1.
The following general version will be helpful:
3.1.14.
Lemma. — Let A < B ∈ R. Let k be a local field, φ ∈ C∞c (k×) a smooth function, and
χ a character of k of conductor C such that, writing |χ(x)| = |x|σ , one has A  σ  B.
Set, for t ∈ k×,
Gφ(χ, t) =
∫
k
φ(x)ψ(tx)χ(x)dx.
Then:
1. For every N  0,  > 0, we have:
|Gφ(χ, t)| φ,N,A,B, C−1/2+ max
(
1 + |t|
C
,
C
|t|
)N
.
2. Fix ε > 0. Then there exists t, satisfying | log |t|log(C+1) − 1|  ε, so that |Gφ(χ, t)| ϕ,ε
C−1/2−2ε.
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Proof. — The statement (2) follows from statement (1) and Plancherel formula:
∫
k
|Gφ(χ, t)|2dt =
∫
k
|φ(x)χ(x)|2dx,
noting that the volume of the set |t|  C is  C. It suffices thereby to prove (1).
We shall give the proof of the bound |Gφ(χ, t)| φ,N,A,B ((1 + |t|)/C)N. Let us
suppose, first of all, that k is archimedean, and fix a basis {Di} of k×-invariant differential
operators on k× of degree [k : R]. Then χ is an eigenfunction of each Di , and there exists
i so that the eigenvalue λi satisfies |λi|  C. Now,
|Gφ(χ, t)|  C−N
∫
DNi (φ(x)ψ(tx))χ(x) φ,N,A,B C−N(1 + |t|)N.
If k is nonarchimedean, there exists a constant c > 0, depending only on φ and the dis-
criminant of ψ , so that φ(x)ψ(tx) is invariant under x → xy whenever |t(y − 1)|  c. In
particular, Gφ(χ, t) vanishes whenever |t|C−1 < c.
The bound |Gφ(χ, t)| φ,N,A,B (|t|/C)−N is similar; we replace the role of mul-
tiplicative translations and multiplicatively invariant differential operators by additive
translations and additively invariant differential operators. We also reverse the roles of
χ and ψ in the prior argument.
As for the bound Gφ(χ, t) φ,N,A,B C−1/2+ε, we may assume that χ is unitary, after
replacing φ by φ|x|σ suitable σ . Fix ε > 0 small. By (3.4), applied to x → φ(x)|x|1−εψ(tx),
we may write Gφ(χ, t) as
∫
k
̂(φα1−ε)(x + t)(χαε)−1(x)dx
γ (χ,ψ, ε)
=
∫
k
̂(φα1−ε)(x)χ−1(x − t)|x − t|−εdx
γ (χ,ψ, ε)
.
Our assertion follows from the rapid decay of ̂(φα1−ε)(x) and (3.5). 
3.2. Whittaker models
Let ψ be the non-trivial additive character of k described previously. Given π a
generic representation of G, π admits a unique realization in a Whittaker model, which
we shall denote by W(π,ψ), and thereby in a Kirillov model, which we denote by
K(π,ψ). We equip the Kirillov model with that inner product given by the L2-inner
product on k×:
(3.8) 〈W,W〉 =
∫
k×
|W(y)|2d×y.
Unless otherwise specified, the inner product (3.8) is always the one that we will put on
any Kirillov or Whittaker model.
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Let us suppose, moreover, that π is unitary, i.e. equipped with a G-invariant inner prod-
uct. Then we may choose an intertwiner π → K(π,ψ) which preserves inner products.
Such an intertwiner is unique up to a scalar of absolute value 1, and we will regard it as
having been fixed; thus we will identify π with K(π,ψ). Throughout this paper, since
we are concerned only with the size of various quantities, the scalar of absolute value 1
will not prove a problem. Therefore—in the setting where π is equipped with an inner
product—we will regard the following statement, for example, as meaningful:
(3.9) Choose v ∈ π corresponding to the element W ∈ W(π,ψ) . . .
3.2.1. Intertwiners from the induced model to the Whittaker model. — It will be useful
later to record these in somewhat explicit form. Notation as in Section 3.1.10, let π =
I(ω,ω′). An explicit intertwiner π → K(π,ψ) is given by:
(3.10) f → Wf , Wf (g) = η−1/2k
∫
k
f (wn(x)g)ψ(x)dx, ηk = ζk(1)ιk.
If ω,ω′ are unitary, then the map (3.10) is isometric by (3.2); this was the reason for the
inclusion of ηk .
Taking g = a(y), one has
Wf (a(y)) = η−1/2k |y|1/2ω′(y)
∫
x∈k
f (wn(x))ψ(xy)dx.
In general, the right-hand integral is not absolutely convergent, but it is conditionally
convergent—interpreted as a limit of integrals over increasing compact |x|  R —if f is
a smooth vector.
It follows from the above expressions, using the shorthand α(y) := |y|, that:
(3.11) η1/2k
∫
Wf (y)χ(y)d×y =
(∫
f (wn(x))χ ′(x)−1dx
)
γ (χ ′−1,ψ,1)ζk(1),
where χ ′ := χω′α1/2.
Remark. — It is useful to discuss convergence. Suppose ω,ω′ unitary. The left hand
side of (3.11) is holomorphic for (χ) > −1/2. On the other hand, the right-hand side
integral is absolutely convergent and holomorphic in the range −1/2 < (χ) < 1/2.
We observe that the left-hand side of (3.11) has poles precisely when χω = α−1/2
or χω′ = α−1/2. These poles arise from the asymptotics of W(y) as |y| → 0. On the right-
hand side, the integral involving f has poles at χω′ = α1/2, arising from the behavior as
|x| → 0; this pole is cancelled by the zero of the γ -factor γ (χ−1ω′−1,ψ,1/2) at this point.
Moreover, one has poles at χω = α−1/2 (arising from the asymptotics of f as |x| → ∞)
and χω′ = α−1/2 (arising from the pole of γ ).
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3.2.2. The Jacquet-Langlands functional equation. — Let π be generic, not necessarily
unitary. For χ a character of F×, let χ denote the real part of χ ( |χ(.)| = | · |χ ) and
set for W ∈ K(π,ψ),
(3.12) χ(W) :=
∫
k×
W(u)χ(u)d×u.
This integral is absolutely convergent for (χ) = σ > 0. By the theory of Hecke and
Tate, χ(W) admits a meromorphic continuation to k̂×; more precisely the ratio 
χ (W)
L(π⊗χ,1/2)
is holomorphic; it satisfies the local functional equation
(3.13) γ (π ⊗ χ,ψ,1/2)χ(W) = ω−1χ−1(W˜)
where W˜ = π(w).W, and ω is the central character of π .
Note we regard W˜ as belonging to the Whittaker model of π ; it would also be
possible to incorporate the ω-twist into it and regard it as being in the Whittaker model
of π˜ , bearing in mind that π˜ ∼= ω(det)−1 ⊗ π . In any case, the Sobolev norms of W˜ and
W are the same, because the element w belongs to K.
Proposition 3.2.3 (Pointwise bounds for the Whittaker function). — For any N  1,
any ε > 0 and all W ∈ K, there exists d = d(N) so that:
|W(y)| N S K(π,ψ)d (W)
{
|y|1/2−θ , |y|  1,
|y|−N, |y|  1.
Proof. — The assertion for |y|  1 is elementary; it is a quantification of the well-
known fact that Whittaker functions decay at ∞. For example, in the real case, one may
use the fact that there exists an element of the Lie algebra of G which acts on the Kirillov
model by W(y) → yW(y). We leave it to the reader (see also [7, (29)]). As a consequence
for the assertion with |y| > 1, we deduce that
(3.14) |χ(W)|  SK(π,ψ)(W)
whenever (χ) > 0.
By inverse Mellin transform22 and (3.13), we have
W(y) =
∫
χ=σ1
χ−1(y)dχ
∫
k×
W(u)χ(u)d×u
=
∫
χ=σ1
χ−1(y)
χ
−1ω−1(W˜)
γ (π ⊗ χ,ψ,1/2)dχ
22 The measure on the space of χ is obtained as follows: the χ -space is a principal homogeneous space for the dual
group to k×, and we transport the dual measure to that space.
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=
∫
χ=σ ′
χ−1(y)
χ
−1ω−1(W˜)
γ (π ⊗ χ,ψ,1/2)dχ.
At the last stage, we have shifted the contour to χ = σ ′ for σ ′ ∈ ( 326 −1/2,0): under our
convention, the contour shift does not cross any pole of the local L-factor L(π × χ,1/2),
and therefore the integrand remains holomorphic.
We observe that in the nonarchimedean case
∫
k×
W˜(u)χ−1(u)ω−1(u)d×u = 0
as long as the conductor of χω is strictly greater than any r for which W˜ is e[r]-invariant.
Applying then (S4d), (3.6), the previous bound (3.14) in the range (χ−1) > 0 and the
previous observations, we conclude that, for any m  1,
|W(y)| m,σ ′ |y|−σ ′ S K(π,ψ)(W)
∫
χ
C(χ ⊗ ω)−mC(π ⊗ χ)σ ′ .
The inner integral may be expressed as
∫
χ
C(χ)−mC(π˜ ⊗ χ)σ ′ . Since σ ′ < 0 the inner
integral is bounded independently of π by taking m large enough. (This is only for conve-
nience; an implicit dependence on C(π) could be absorbed into the Sobolev norm using
the results of Section 2.6.5.) In the archimedean case, we reason similarly, replacing the
statement “· · · = 0 as long as the conductor of χ is strictly greater than . . .” by integration
by parts23. 
We shall need later the following variant also. Its role in our proof will be the
following: we shall need, at certain points, to utilize non-unitarizable representations, and
this Proposition that follows allows us to maintain control on their Whittaker functions so
long as they are “close enough” to being unitary.
Proposition 3.2.4. — Notation as in Section 3.1.11, so that π is a unitary principal series,
f = f0 ∈ π = π0, and fs ∈ πs a deformation as in Section 3.1.11. Let Ws be the image of fs under the
intertwiner (3.10). Then there exists an absolute d  0 so that, for 0  δ  1/20, and |(s)|  δ,
(3.15)
∫
k×
|Ws(a(y))|2 max(|y|, |y|−1)δd×y  S πdδ( f )2,
Proof. — The Mellin transform
∫
k× W0(x)χ(x)d
×x is absolutely convergent for
(χ) > −1/2, cf. Remark 3.2.1.
23 In the archimedean case, there is an element Z ∈ g (more precisely in the Lie algebra of a(k×)) of bounded norm
so that
∫
k× W˜(u)χ
−1(u)d×u  C(χ)−1 ∫k× Z.W˜(u)χ−1(u)d×u.
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Fix any η ∈ (0,1/2); we will use it to parameterize a compact subinterval of [0,1].
Take any β ∈ (−1 + η,−η); by Mellin inversion and (3.11),
(3.16) f0(wn(x)) = η
1/2
k
ζk(1)
∫
(χ)=β
χ(x)
χω
′−1α1/2(W0)
γ (χ−1,ψ,0)
dχ,
with the measure dχ is as before. We now bound f0(wn(x)): we apply Proposition 3.2.3
and (3.6) to equation (3.11), and use similar reasoning to Proposition 3.2.3 to pass from a
pointwise bound for the integrand in (3.16), to the integral.
We arrive at the existence of d so that for x ∈ k and β ∈ [−1 + η,−η]:
(3.17) |f0(wn(x))| η S πd (f0)|x|β.
Observe that: fs(wn(x)) = f0(wn(x))q(x)s, where q(x) = ‖(1, x)‖−2 (notations of
Section 3.1.6). Combining this with (3.17) and substituting into (3.11), we see that for
η ∈ (0,1/2) there exists d = d(η)  0 so that, whenever |(χ)| + |2(s)|  1/2 − η,
∣
∣
∣
∣
∫
Ws(y)χ(y)d×y
∣
∣
∣
∣  S πd (f0)C(χ)d .
Now fix β = 1/20. Estimate ∫ |Ws(y)|2|y|±βd×y by Plancherel, yet again control-
ling the χ -integration as in Proposition 3.2.3. Thus, there exists d so
(3.18)
∫
|Ws(y)|2 max(|y|, |y|−1)βd×y  S πd (f0)2 (|(s)|  β).
This is almost what we want; however, the “number of derivatives” in the Sobolev
norm in (3.15) is “small,” whereas (3.18) involves an unspecified number of derivatives
(i.e., we have no control of d ). To get around this, we interpolate.
Define for every complex s with (s) ∈ [0, β] and τ ∈ [−1,1], a function Fs ∈
L2(k×) via the rule
Fs(y) = Wτ s(− dβ sf0) · max(|y|, |y|−1)s/2.
Here  denote the local Laplacian discussed in Section 2.3.3 and Wτ s(
− d
β
sf0) denotes
the result of applying the intertwiner (3.10) to the representation πτ s and the vector whose
restriction to K is that of −
d
β
sf0. Also, d is as in (3.18).
Then s → Fs is a holomorphic function from {s ∈ C : |(s)|  β} to L2(k×). More-
over, independently of τ , ‖Fs‖2  ‖f0‖2 for (s) = 0, while for (s) = β , we have by
(3.18)
‖Fs‖2  S πd (−
s
β
d f0)2 = ‖(1− sβ )d f0‖2 = ‖f0‖2;
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hence we have ‖Fs0‖2  ‖f0‖2 in the region (s0) ∈ [0, β] (independently of τ ) : for every
s0, apply the usual maximum principle to the holomorphic function s → 〈Fs,Fs0〉. We
have shown that for all |(s)| = δ, all τ ∈ [−1,1],
∫
|Wτ s( f )|2 max(|y|, |y|−1)δ  S dδ/β(f0)2,
which implies the desired assertion. 
3.2.5. Computations in the Kirillov model. — Suppose that k is archimedean; the ac-
tion of the Lie algebra of G, g, on K(π,ψ) is well known [38, Chap. 1 Section 5,6].
For instance, it follows from the explicit computations of [65, Section 8.1.1] that given
Z1, . . . ,Zm ∈ g, a smooth compactly supported function W ∈ C∞c (k×) ⊂ K(π,ψ) one
has
‖Z1 · Z2 · · ·Zm · W‖  C(π)m/deg(k)S k×2m(W),
where
S k×2m(W) :=
∫
k×
(|y| + |y|−1)2m
∣
∣
∣
∣
∑
i
DiW
∣
∣
∣
∣
2
d×y,
and Di ranges over a basis of k×-invariant differential operators of degree  2m.
Remark. — This result is stated in [65, Lemma 8.4], except the exponent of C(π)
is given as 2m/deg(k) rather than m/deg(k). however, the improved statement follows
from a simple computation: if λπ denote the Casimir eigenvalue, νπ the eigenvalue
for the action of the Lie algebra of diagonal matrices and D := y ddy , then there are gener-
ators of the Lie algebra (independent of π ) which act respectively as νπ + D, y, y−1(λπ +
(νπ + D) − (νπ + D)2). Taking into account that both νπ and λπ − ν2π are bounded by
C(π), we are done.
By the mean-value Theorem, we have, for δ ∈ R, 0 < δ < 1:
(3.19) ‖ exp(δZ).W − W‖π  δ sup
δ′∈[0,δ]
‖ exp(δ′Z) · Z · W‖ = δ‖Z.W‖
 δC(π)1/deg(k)S k×2 (W).
Moreover, all the implicit constants in the above inequalities may be taken to de-
pend continuously on Zi or on Z. In particular, they may be taken to be uniform when Z
is restricted to a fixed compact set.
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3.2.6. Some norms related to Whittaker models. — Let π2,π3 be two generic irre-
ducible representations of G with π3 isomorphic to a unitary principal series I3 (see
Section 3.1.10); let χi , i = 2,3 denote their central characters. Let L2(N\G;χ2χ3) be the
L2-space of N-equivariant functions on G which transform by χ2χ3 under multiplication
by the center, with respect to the inner product
〈ϕ,ϕ〉N\G =
∫
N\G¯
|ϕ(g)|2dg.
Lemma 3.2.7. — The GL2(k)-equivariant map
J = Jπ2,π3 : (W, f ) ∈ W(π2) × I3 → Wf
defines an isometry from π2 ⊗ π3 into L2(N\G;χ2χ3).
Proof. — It suffices to check that it preserves inner products of pure tensors. Take
(W, f ), (W′, f ′), and observe that—using the Iwasawa decomposition—
(3.20) 〈J(W, f ), J(W′, f ′)〉N\G =
∫
y∈k×
∫
k∈K
W(a(y)k)W′(a(y)k)f (k)f ′(k)d×y.
Since the integral
∫
y∈k× W(a(y)k)W
′(a(y)k) equals the inner product 〈W,W′〉 for any k ∈ K,
the right-hand side factors as a product 〈W,W′〉π2〈 f , f ′〉π3 . We are done. 
Lemma 3.2.8. — Suppose k non-archimedean. Let
π2 = χ+2  χ−2 , π3 = χ+3  χ−3
be unramified principal series representations with π3 tempered (i.e. the characters χ±3 are unitary).
We assume moreover that the additive character ψ is unramified.
Let W be a spherical vector, in the Whittaker model of π2 and f spherical in the induced model
of π3. Let π2(s),π3(t) and Ws ∈ π2(s), ft ∈ π3(t) be deformations of respectively W, f parameterized
by complex parameters s and t. Here Ws is obtained, as before, by applying the intertwiner (3.10) to the
f2(s), where f2 ∈ π2 is the preimage of W under the intertwiner (3.10).
We denote the map Jπ2,π3 by J and Jπ2(s),π3(t) by Js,t . For 0  δ < 1/10, |s|, |t|  δ/2, and
u ∈ G one has
(3.21)
〈u.J(W ⊗ f ), Js,t(Ws ⊗ ft)〉N\G
‖W‖2‖f ‖2  ‖Ad(u)‖
θ+δ−1.
Proof. — We may assume that W(1) = f (1) = 1.
We shall reduce the bound (3.21) to a bound where the representation π2,π3 are
unitary, although π2 is not tempered. In fact, we claim that:
(3.22) |〈u.J(W ⊗ f ), Js,t(Ws ⊗ ft)〉N\G|  2〈u.J(W0θ+δ ⊗ f 0), J(W0θ+δ ⊗ f 0)〉N\G;
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where π2 replaced by the complementary series | · |θ+δ  | · |−θ−δ with parameter θ + δ
and π3 replaced by 1  1; W0θ+δ , f 0 denote the spherical vectors in the corresponding
models of the respective representations, normalized as above. Then by Lemma 3.2.7,
the latter integral factors as
〈u.J(W0θ+δ ⊗ f 0), J(W0θ+δ ⊗ f 0)〉N\G
= 〈u.W0θ+δ,W0θ+δ〉〈u.f 0, f 0〉
 ‖Ad(u)‖θ+δ−1‖W0θ+δ‖2‖f 0‖2  ‖Ad(u)‖θ+δ−1‖W‖2‖f ‖2
as follows from bounds for matrix coefficients and a computation of the norm in the
Whittaker model.
As for the claim: we note that by the Cartan decomposition and K-invariance, we
may assume that u is of the form a(t0) with 0 < |t0|  1; again by the Cartan decomposi-
tion
〈u.J(W ⊗ f ), Js,t(Ws ⊗ ft)〉N\G =
∫
k×
∫
K
u.(Wf )(a(y)k)Wsft(a(y))|y|−1dkd×y.
Fix a unitary character χ , and consider the space of functions F on G satisfying
F(z(t)n(x)gk) = χ(t)ψ(x)F(g), k ∈ K. This space is equipped with a natural inner prod-
uct, namely, that arising from L2(N\G¯). This inner product is a Hermitian form in the
values (F(a(α)))α∈Z. In particular, the matrix coefficient 〈uF1,F2〉 may be expressed:
〈u.F1,F2〉 =
∫
k×
∫
K
u.F1(a(y)k)F2(a(y))|y|−1dkd×y
=
∑
α,β∈Z
cuα,β,χF1(a(
α))F2(a(β)).
Moreover the cuα,β,χ satisfy |cuα,β,χ |  cuα,β,1. It follows that if F¯i (i = 1,2) as above, are
invariant under the center and satisfy |Fi(a(ϕα))|  F¯i(a(ϕα)) for every α, then also
|〈F1,F2〉N\G|  〈F1,F2〉N\G.
We claim that |Js,t(Ws ⊗ ft)a(α)| and |J(W ⊗ f )(a(α)| are both bounded by
2Jθ,δ(W0θ+δ ⊗ f 0(a(α), the latter quantity being non-negative. This will complete the
proof of the claim (3.22).
By choice of data, all quantities vanish when α < 0. When α  0, they may be
explicitly evaluated. Our assertion amounts to the following:
(3.23)
( ∑
k∈[−n,n]
2|(k−n)
qk(θ+δ/2)
)
qnδ/2  2
( ∑
k∈[−n,n]
2|(k−n)
qk(θ+δ)
)
, n  0, q  2 and δ, θ  0.

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3.3. Bounds for the normalized Hecke functionals
Let χ be a character of k×, and π an irreducible unitary representation of G with
central character ω. It is known that the space of functionals χ on π satisfying
(3.24) χ
((
a 0
0 d
)
v
)
= χ(a).ωχ−1(d) χ(v)
is at most one-dimensional. Our goal is to normalize an element in this space (using the
unitary structure on π ) up to a scalar of absolute value 1. Once this is done, we shall
study the analytic properties of the resulting “normalized” functional.
3.3.1. The normalized Hecke functional. — As before, we fix once and for all an iden-
tification of π with K(π,ψ) which carries the unitary structure on π to the unitary structure on
K(π,ψ) given by (3.8). This being understood, define a functional χ on the Kirillov
model K(π,ψ)—and therefore on π—via the rule of (3.12) (interpreted by meromor-
phic continuation in general). In the case χ is the trivial character, we denote χ simply
as ; thus (W) = ∫k× W(y)d×y. The resulting functional satisfies (3.24).
We have thus normalized a functional in the one-dimensional space of solutions
to (3.24), up to a scalar of absolute value 1; this ambiguity arises from the ambiguity in
choosing the isometry between π and its Kirillov model.
Equivalently, the functional may be expressed in terms of matrix coefficients: one
has
χ(v)χ
−1
(v) =
∫
k×
〈a(y)v, v〉χ(y)d×y,
as follows from (3.8). In particular, if χ is unitary, the associated Hermitian form wχ :=
|χ |2 depends only on the unitary structure on π—i.e., there is not even an ambiguity of
absolute value 1—and can be expressed thus:
(3.25) hχ(v) =
∫
k×
〈a(y)v, v〉χ(y)d×y, v ∈ π.
Lemma 3.3.2 ([65], Lemma 11.7). — Suppose k non-archimedean; let v the new vector, and
let r be the conductor of χ . Then:
χ(n(−r)v) =
{
L(π ⊗ χ,1/2) r = 0
η r > 0
where η has absolute value q−r/2(1 − q−1).
Lemma 3.3.3. — Suppose k archimedean. There is v ∈ π , with the property that S πd (v) d
C(π)2d for every d, and so that, for any ε > 0 there is T ∈ k with log |T|log C(χ) ∈ [1 − ε,1 + ε] so that,
|χ(n(T)v)| ε C(χ)−1/2−ε.
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Moreover, χs(n(T)v)  C(χ)−1/2+ for any s, the implicit constant uniform when (s) remains in
a compact set.
Proof. — We take v = W to be (considered in the Kirillov model of π ) a smooth
bump function supported in the ball of radius 1/10 centered at y = 1. (For concreteness,
fix once and for all such a function both in the case of R and C. The implicit constants
in the result will depend on this choice.)
The bounds on Sobolev norms are a consequence of the comments in Sec-
tion 3.2.5. Noting that,
χ(n(T)v) =
∫
k
W(y)ψ(Ty)χ(y)d×y,
the assertions concerning upper and lower bounds for χ follow from Lemma 3.1.14. 
3.4. Normalized trilinear functionals
Let πi, for 1  i  3, be three unitary irreducible generic representations of G, the
product of whose central characters (χi, i = 1,2,3) is 1. In the sequel, we denote by ω
the product χ1χ2. It is known [46, 57, 58] that the space of trilinear invariant functionals
π1 ⊗ π2 ⊗ π3 → C
is at most dimension 1. Again, we wish to normalize one up to scalars of absolute value 1,
and study the analytic properties of the resulting “normalized” functional.
3.4.1. Integration of matrix coefficients. — We take the following normalization
(cf. [32, 61, 67]).
(3.26) |LW(x1, x2, x3)|2 =
∫
g∈G¯
〈gx1, x1〉〈gx2, x2〉〈gx3, x3〉dg.
By (2.8) together with the convention Section 3.1.7, the integral is convergent, and, in-
deed, bounded by a constant multiple of
∏3
i=1 S πi(xi). It is true, although not obvious,
that the right-hand side is positive. By direct computation (see [32]),
(3.27)
|LW|2∏
i ‖xi‖2
= ζk(2)2
L(π1 ⊗ π2 ⊗ π3, 12)∏3
i=1 L(πi,Ad,1)
if k is nonarchimedean and all vectors are unramified.
Another functional arises naturally from Rankin-Selberg integrals. Suppose that
π3  χ+3  χ−3 , is a principal series representation (χ+3 χ−3 = χ3) realized in the model
I3, and that πi i = 1,2 are realized in the respective Whittaker models W(π1,ψ)
and W(π2,ψ). (More precisely, we follow the convention of fixing once and for all an
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equivariant isometry between πi and their respective Whittaker models, equipped with
the inner product (3.8); thus, for instance, we will regard a linear functional on the Whit-
taker model W(πi) as a linear functional on πi.)
Then, for Wi ∈ W(πi), f3 ∈ I3, we put
(3.28) LRS(W1,W2, f3) = ζk(1)1/2
∫
N\G¯ W1W2f3,
= ζk(1)1/2
∫
K
∫
k× W1(a(y)k)W2(a(y)k)f3(a(y)k)|y|−1d×ydk.
If Wi, f3 are spherical, and k nonarchimedean, then
(3.29)
LRS(W1,W2, f3)
W1(1)W2(1)f3(1)
= ζk(1)1/2 L(π1 ⊗ π2 ⊗ χ
+
3 ,1/2)
L(χ+3 /χ
−
3 ,1)
.
If we specialize to χ±3 = | · |±1/2, W2 = W1 then LRS = ζk(1)1/2‖W1‖2
∫
K f (k)dk, giving in
particular for spherical vectors
‖Wi‖2
|Wi(1)|2 = ζk(2)
−1L(π1 × πi,1) = L(πi,Ad,1)
ζk(2)
ζk(1).
We conclude that, in the unramified case,
|LRS|2
∏3
i=1 ‖xi‖2
= ζk(2)2
L(π1 ⊗ π2 ⊗ π3, 12)∏3
i=1 L(πi,Ad,1)
.
Lemma 3.4.2. — Let L = LRS or LW be defined as in either (3.26) or (3.28). Then for
x1 ∈ π1, x3 ∈ π3:
(3.30) ‖x1‖2‖x3‖2 =
∫
π2
dμP(π2)
∑
x2∈B(π2)
|L(x1, x2, x3)|2,
where dμP(π2) is the Plancherel measure on the unitary dual of G, and B(π2) is an orthonormal basis
for π2. In particular, |LRS|2 = |LW|2 whenever π2 is tempered.
The proof that follows is inspired by joint work of one of the authors (A.V.) with Y.
Sakellaridis.
Proof. — The validity of (3.30) for L = LW is an immediate consequence of the
Plancherel formula.
The validity of (3.30), where L = LRS (3.28) follows from the first Lemma of Sec-
tion 3.2.6 together with the following: it is known (the Whittaker-Plancherel theorem)
that for F ∈ L2(N\G¯),
(3.31) ‖F‖2L2(N\G¯) = ζk(1)
∫
π
dμP(π)
∑
x∈B(π)
|〈F,Wx〉|2,
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where, for each π , we choose an orthonormal basis Bπ and a unitary intertwiner from π
to its Whittaker model W(π). In fact, the key point in the validity of (3.31) is the equality,
for Wi ∈ W(π) between
∫
x∈k ψ(x)〈n(x)W1,W2〉 and ζk(1)W1(1)W2(1). This follows from
the usual Fourier inversion formula, taking into account that the Haar measure on k was
chosen to be self-dual w.r.t. k.
The second assertion (the coincidence of the two definitions of |L|2 when π2 is
tempered) follows from uniqueness of unitary decomposition, applied to π1 ⊗π3, together
with the fact that the support of the Plancherel measure is the full tempered spectrum,
and from a continuity argument. 
Remark. — It may also be deduced that |LRS|2 and |LW|2 coincide even when not
all πi are tempered. To do this, write # = ⊗3i=1 πi . Both |LW|2 and |LRS|2 are Hermitian
forms on # and can be polarized to maps # ⊗ #˜ → C. These polarized maps vary
holomorphically in parameters, and therefore their coincidence may be extended from
tempered representations by analytic continuation.
Remark. — To give a trilinear functional on π1 ⊗π2 ⊗π3 is equivalent to describing
an equivariant intertwiner π1 ⊗ π3 → π˜2. Dualizing, we denote by Iπ2 the functional
Iπ2 : π1 ⊗ π3 → π2 that arises from the normalized trilinear functional on π1 ⊗ π˜2 ⊗ π3.
In explicit terms,
L(x1 ⊗ x2 ⊗ x3) = 〈Iπ2(x1 ⊗ x3), x2〉,
and one has
(3.32) ‖Iπ2(x1 ⊗ x3)‖2 =
∑
x2∈B(π2)
|L(x1 ⊗ x2 ⊗ x3)|2.
It is often convenient to think or phrase arguments in terms of Iπ2 , instead of L. In
the sequel, the notation Iπ will designate the intertwiner associated with LRS(,π, ) or
LW(,π, ).
It should also be noted that Bernstein and Reznikov made extensive use of a local
study of such trilinear functionals in their beautiful papers.
3.5. Bounds for trilinear functionals, I: soft methods
In this section we present some “soft” upper bounds on the normalized trilinear
functionals. In fact, the entire section is not strictly necessary for the present paper, since
we reprove the bounds by brute force in later sections. However, under the Ramanujan con-
jecture, one does not need the brute-force computations, so the reader may prefer to focus
on this section at first.
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Our main result is Lemma 3.5.3. It bounds the Sobolev norms of Iπ3(x1 ⊗ x2)
in terms of a certain norm ‖ · ‖U on the space of π1 and π2, assuming that all three
representations are tempered.
For the rest of this section, we will assume that the local field k is non-archimedean;
the proof in the archimedean case is similar.
3.5.1. — Suppose V is any unitary G-representation. We define24
‖x‖U =
(∫
k∈K
|〈kx, x〉|2
)1/4
,
where K is endowed with Haar probability measure.
Lemma. — ‖x‖U is a norm.
Proof. — Let v → vK be the averaging operator over K. Then ‖x‖2U =
‖(x ⊗ x)K‖V⊗V. Now, Cauchy-Schwarz demonstrates that
(3.33) ‖(x ⊗ y)K‖2V⊗V  ‖(x ⊗ x)K‖V⊗V‖(y ⊗ y)K‖V⊗V.
Since (x + y) ⊗ (x + y) = x ⊗ x + x ⊗ y + y ⊗ x + y ⊗ y, we conclude. 
Lemma. — There exists d < d ′ < 0 so that
S Vd  ‖ · ‖U  S Vd ′
on any unitary representation.
We omit the proof, for this is never used in the present paper.
Lemma. — Suppose g ∈ G; then ‖gx‖U  C(g)‖x‖U, where C(g) is a continuous function
of g; we may take C = [KgK : K]1/4.
Proof. — Write U = gKg−1 ∩ K; we equip it with the restriction of the measure
from K. Then
∫
U |〈ugx, gx〉|2  ‖x‖4U. Thus
(3.34) ‖(gx ⊗ gx)U‖2  [K : U]‖x‖4U,
where, once again, w → wU denotes the projection onto U-invariants. Clearly,
‖(gx ⊗ gx)K‖  ‖(gx ⊗ gx)U‖ (averaging decreases norms!) and we are done since
[K : U] = [KgK : K]. 
24 If K were a compact Abelian group and x ∈ L2(K), this coincides with the Gowers U4-norm.
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Lemma 3.5.2. — For x1, x2 ∈ π1,π2 and for any d  0 we have:
(3.35) S π3d (Iπ3(x1 ⊗ x2)) d S π1d ′ (x1)S π2d ′ (x2),
where d ′ depend on d only.
Proof. — We have seen after (3.26) that there exists an absolute d0 so that
(3.36) 〈Iπ3(x1 ⊗ x2), x3〉 
3∏
i=1
S πid0 (xi),
which shows, in particular, that S π3−d0(Iπ3) is bounded by a quantity as in the right-hand
side of (3.35). However, we wish the same result where −d0 is replaced by an arbitrary
positive quantity. To establish this, observe first that, by equivariance, that xi ∈ πi[m] =⇒
Iπ3(x1 ⊗ x2) ∈ π3[m]. It follows, then, that a bound of the form (3.35) is true when x1 ∈
π1[j], x2 ∈ π2[k] for any j, k. Now apply (2.7) (twice: first fix x1, and then fix x2) to conclude
the same result for arbitrary x1, x2. 
Lemma 3.5.3. — Suppose πi are all tempered. For any η > 0, set Bη = {g ∈ G :
|(g)|  η}. Then there exists an absolute constant d0  0 (independent of k) so that:
S π3−d0(Iπ3(x1 ⊗ x2)) ε (volBη)ε‖x1‖U‖x2‖U + η1−εS π1(x1)S π2(x2).
The reader should ignore the second term at a first reading; the content is that
Iπ3(x1 ⊗ x2) is bounded “up to s” by ‖x1‖U|‖x2‖U.
Proof. — It is sufficient to show that there exists n  0 so that, whenever x3 is in-
variant under an open compact subgroup U ⊂ K, |L(x1, x2, x3)|  [K : U]n ·RHS, where
RHS is the right-hand side of the stated bound.
We endow both U and K with Haar probability measure. By a modification of
(3.33), ‖(x1 ⊗ x2)U‖2  [K : U]‖x1‖2U‖x2‖2U. Writing
∏
i〈gxi, xi〉 as
〈g(x1 ⊗ x2)U, (x1 ⊗ x2)U〉〈gx3, x3〉,
we deduce from bounds on matrix coefficients (see Section 2.5.1, esp. footnote):
∏
i
〈gxi, xi〉 
{
(g)2[K : U]2‖x1‖2U‖x2‖2U‖x3‖2,
(g)3
∏
i S πi(xi)2.
To analyze |L(x1, x2, x3)|, we split the g-integral into Bη and its complement, applying the
former bound on Bη and the latter on its complement. This leads to the stated bound;
the bounds on (g) are obtained using only the fact that
∫
g∈G
|(g)|2+ε ε 1. 
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Remark. — When π3 is not necessarily tempered, an analysis of the prior argument
shows that, if xi are invariant by subgroups Ui , then |L(x1, x2, x3)| is bounded above by
(3.37) [K : U3]qmθ/2‖x1‖U‖x2‖U‖x3‖ +
∏
i
[K : Ui]1/2q(θ−1/2)(m+1)‖x1‖‖x2‖‖x3‖
3.6. Choice of test vectors in the trilinear form
In this section, we estimate L and Iπ3 for specifically chosen test vectors.
Proposition 3.6.1. — Let π1,π2 be two generic unitary representations of GL2(k). Suppose
that π3 is the principal series representation 1  χ3, where χ−13 is the product of central characters of
π1,π2.
Write the analytic conductors Ci = C(πi). Then, for any  > 0, there exists vectors xi ∈ πi
with the following properties:
– ‖xi‖ = 1;
– For d  0, S π2d (x2) d,π2 1;
– For d  0, S π3d (x3) d,π1,π2 1;
– ‖x3‖U π2, C−1/4+1 ;
– |L(x1, x2, x3)| π2, C−1/2−1 ;
– If k is non-archimedean and all the πi are unramified, we may take x1, x2, x3 to be the new
vectors. In this case,
|L(x1, x2, x3)|2∏‖xi‖2 = ζk(2)
2
L(π1 ⊗ π2 ⊗ π3, 12)∏
i L(1,πi,Ad)
.
The rest of this section indicates the choice of test vector and the proof of the assertions.
The unramified case has already been noted.
3.6.2. Case of k nonarchimedean. — Write f to be the larger of the valuations of the
conductors of π1,π2. We set:
1. x1 ∈ π1 to be the new vector in the Whittaker model W(π1,ψ), normalized to
have norm 1;
2. x2 ∈ π2 to be the new vector in the Whittaker model W(π2,ψ), normalized to
have norm 1;
3. x3 ∈ π3 to be the vector in the principal series representation corresponding to
the function f3 ∈ I3 of norm 1 which upon restriction to K, is supported on the
compact subgroup K0[f ], and is a K0[f ]-eigenvector: explicitly
(3.38) f3|K :
(
a b
c d
)
→ vol(K0[f ])−1/2χ3(d)1K0[f ].
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The ratio |W(1)|‖W‖ , when W is the new vector, is well-known (e.g. [64, Section 7]), and in
particular is absolutely bounded above and below at nonarchimedean places; the asser-
tion on S πidi (xi) (i = 2,3) follows from the fact that xi is invariant under K[fi], with fi the
conductor of πi.
Any K-translate of x3 is either orthogonal or proportional to x3, and therefore
‖x3‖U = vol(K0[f ])1/4 π2 C−1/41 .
The lower bound for L follows from (3.28) taking into account that the function k →
W1(a(y)k)W2(a(y)k)f3(k) is supported on K0[f ] and is K0[f ]-invariant:
L(x1, x2, x3) =
∫
K
∫
k×
W1(a(y)k)W2(a(y)k)f3(k)|y|−1/2d×ydk
= vol(K0[f ])1/2
∫
k×
W1(a(y))W2(a(y))|y|−1/2d×y  C−1/21 .
Thus in the non-archimedean case, the proposition is valid with  = 0.
3.6.3. Case of k archimedean: the tempered case. — We assume that π2 is tempered. Let
ϕ be a smooth function on k×, with ϕ(1) = 1, which is supported in a fixed compact
neighbourhood of the identity and so that
∫ |ϕ|2d×y = 1 and ∫ |ϕ|2|y|−1/2d×y = 1. Fix
δ,M > 0; later, we will choose δ to be “small”, to an extent depending on the parameter
 chosen in Proposition 3.6.1, whereas M will be a “large” but absolute constant.
We set
(3.39) C := CM2 max(C1,C2)1+δ.
Intuitively, the reader should think of C as being “a tiny bit larger than C1.” It will be
convenient to define
(3.40) KC := {g ∈ K : |g − k|  C−1 for some k ∈ K ∩ B}
where |g − k| simply denotes the largest absolute value of any matrix entry of g − k. Thus
KC is a small neighbourhood of K ∩ B whose volume, with respect to the Haar measure
on K, is  C−1.
If C is large enough, a matrix g = ( a bc d
) ∈ K belongs to KC iff |c|  C−1; indeed,
if this is so, |b| = |c| and |a| = |d| = √1 − |c|2, from where we see that |g − k|  C−1,
where k is the diagonal matrix with entries a/|a|, d/|d|.
The vectors x1, x2, x3 are as follows:
1. x1 ∈ π1 is y → ϕ(y) in the Kirillov model K(π1,ψ): W1(a(y)) = ϕ(y) in the
Whittaker model.
2. x2 ∈ π2 is ϕ(y) in the Kirillov model K(π2,ψ): W2(a(y)) = ϕ(y) in the Whit-
taker model.
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3. We give an explicit construction of x3 ∈ π3 below: for the moment it is sufficient
to say that correspond to a function f3 ∈ I3 which upon restriction to K is a
smooth bump function around K ∩ B, supported in KC.
We advise the reader to skip the details of the explicit construction below; the
properties just mentioned are all that is needed to follow the proof.
Definition 3.6.4 (Construction of x3). — Let φ be a (non-negative) bump function on R,
taking value 1 at zero, and supported in |x|  δ0. Set $3(x, y) = φ1(x)φ2(y), where
(3.41) φ1(x) = φ(C|x|), φ2(y) = χ3(y).φ(|y| − 1).
Then, for sufficiently small (absolute) δ0 > 0, the restriction to K of
(3.42) f (g) = |det g|1/2
∫
k×
$3((0, t)g)χ−13 (t)|t|d×t
is supported in KC, and has ‖f ‖L2(K) ∼ C−1/2. We take f3 = f‖f ‖L2(K) , and x3 ∈ π3 the vector corre-
sponding to f3.
Proof. — For g = ( a bc d
) ∈ K, we note that $3(ct, dt) = 0 implies (for sufficiently small
δ0) that |dt|  (9/10)2 so |t|  (9/10)2 (since |d|  1) and then |c|  C−1. From this we
deduce—for sufficiently values of δ0—that f3|K is supported in KC.
Moreover, f (g) = ζk(1)χ3(d)
∫
t φ(C|ct|)φ(|dt|−1)dt. From this expression, it is easy
to verify ‖f ‖L2(K) ∼ C−1/2; later on, we shall also use the fact that, at least if M is suffi-
ciently large,
(3.43)
∣
∣
∣
∣
∫
KC
f (k)
∣
∣
∣
∣ 
1
2
∫
KC
|f (k)|dk  C−1.
The point in this inequality is that ω(d) remains close to 1 so long as g ∈ KC. It follows
that corresponding inequalities hold for f3, but with the last expression replaced by C−1/2.
We remark for later usage that, if v is nonarchimedean and we take
(3.44) φ1 = vol(K0[f ])−1/21 f o, φ2 = ω−1.1o×,
then the function f3 defined by (3.42) coincides with that defined in (3.38).25
The assertions concerning ‖x1‖,‖x2‖ are immediate; the assertions concerning the
Sobolev norms of x1, x2 follow from discussion of Section 3.2.5.
25 By construction, the integral belongs to I3 so it is sufficient to check the equality for g =
( a b
c d
) ∈ K. In that case
the right hand side equals
∫
k×
$3(ct, dt)χ−13 (t)|t|d×t.
Note that max(|ct|, |dt|) = |t| since g ∈ K; so the integrand is nonvanishing only when |t| = 1. In that case it is nonvanishing
only if d ∈ o× and c ∈  f o, in which case the integral equals vol(K0[f ])−1/2χ3(d) proving our claim.
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By (3.28), we have
(3.45) L(x1, x2, x3) =
∫
K
(k.W1, k.W2)f3(k)dk
where (W,W′) denote the (Borel-equivariant) functional on W(π1,ψ) ⊗ W(π2,ψ)
given by
(W,W′) :=
∫
y∈k×
W(a(y))W′(a(y))|y|−1/2d×y.
Write
(k.W1, k.W2) = (W1,W2) + (W1, k.W2 − W2)
+ (k.W1 − W1,W2) + (k.W1 − W1, k.W2 − W2)
We need to bound the terms only for k ∈ KC; they are individually bounded thus:
1. We have set things up so that (W1,W2)  0.9;
2. By Cauchy-Schwarz and (3.19),26
|(W1, k.W2 − W2)|  ‖W1‖‖k.W2 − W2‖
 ‖W1‖C−1/deg(k)C1/deg(k)2
π2 C−1/deg(k).
3. Similarly we have |(k.W1 − W1,W2)|  ‖W2‖C−1/deg(k)C1/deg(k)1 .
4. As for the last term: set
W(y) = (k.W1 − W1)(a(y)), W′(y) = (k.W2 − W2)(a(y)).
Given ε > 0 small enough, we have, since π2 is tempered, by Proposition 3.2.3,
∣
∣
∣
∣
∫
W(y)W′(y)|y|−1/2d×y
∣
∣
∣
∣

(∫
|W(y)|2|y|−εd×y
)1/2(∫
|W′(y)|2|y|−1+εd×y
)1/2
 S π2(W′) (‖W‖ + ‖W‖1−O(ε)S π1(W)O(ε))
 (C1/C)(1−dε)/deg(k)Cd ′ε1
for some d ′  0. Here, to bound
∫ |W(y)|2|y|−εd×y, we split into |y|  1, where
the bound ‖W‖ suffices, and |y|  1, which gives—by Proposition 3.2.3 and
interpolation—a term ‖W‖1−O(ε)S π1(W)O(ε); we also used S π2(W′) π2 1, as
well as (3.19).
26 Using the fact that y → Wi(a(y)) is supported on a fixed compact set of k×.
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It follows by taking M large enough, we will have |(k.W1, k.W2)− 1|  1100 for all
k ∈ KC. On the other hand, |
∫
KC f3(k)|  12
∫
KC |f3(k)|. Therefore,
L(x1, x2, x3) 
∣
∣
∣
∣
∫
KC
f3(k)
∣
∣
∣
∣ π2 C−1/2−δ/21 .
We choose δ   to conclude.
3.6.5. The non-tempered case. — If π2 is not tempered, then π2 is an unramified prin-
cipal series representation and may be written into the form π 02 · | · |it with t ∈ R and
C(π 02 )  9. Let W02 be the K-invariant vector in the Whittaker model of π 02 , normalized
to have L2-norm 1. Since the set of possibilities for the isomorphism class of π 02 is pre-
compact, there exists a finite set F of smooth non-negative function ϕ, each compactly
supported in [1/2,2] and with ϕi(1) = 1, with the following property:
For any such π2, there exists ϕ ∈ F such that:
∫
k×
ϕi(y)W02(a(y))|y|−1/2d×y  1
where the constant implied is absolute.
Let π 02 be as above, and let ϕ ∈ F be the corresponding function. We take x1 to
be the vector corresponding to y → ϕ(y)y−it in the Kirillov model of π1; take x2 to be the
vector corresponding to W2(y)|y|it in the Kirillov model of π2 = π 02 | · |it . In the previous
notations, we have by definition
(W1,W2)  1
Now for k ∈ supp(f3|K) we have by K-invariance of W2,
(k.W1, k.W2) = (W1,W2) + (k.W1 − W1,W2)
Since the term (kW1 − W1,W2) is bounded by O((C1/C)1/deg(k)Cm2 ), for some m  1,
we deduce, just as in the prior argument, that
L(x1, x2, x3)  C−1/2−δ/21 . 
3.7. Bounds for trilinear functionals, II: computations
In this section we shall establish the following result, which can be replaced by the results
of Section 3.5 under the assumption of the Ramanujan-Petersson conjecture. Indeed central bound
(3.46) follows from Lemma 3.5.3 if π is tempered. The reader may, indeed, wish to omit
the present section at a first reading, because it contains “ugly” computations.
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Proposition 3.7.1. — Let π be a generic unitary representation with trivial central character.
Let π1,π2 be two generic unitary representations and  > 0.
We denote the product of the central characters of π1,π2 by χ−13 . Let π3 = 1  χ3 be the
corresponding unitary principal series representation.
Let x3 ∈ π3 be the vector constructed in Proposition 3.6.1—applied to π1,π2,π3, ; let x˜3
be the conjugate vector in the contragredient representation π˜3 = 1  ω (i.e., the vector representing the
functional v → 〈v, x3〉).
– For π,πj all unramified, and x ∈ π the new vector of norm 1, one has
|L(x, x3, x˜3)|2
‖x‖2‖x3‖2‖x˜3‖2 = ζk(2)
2
L(π ⊗ π3 ⊗ π˜3, 12)
L(π,Ad,1)L(π3,Ad,1)L(π˜3,Ad,1)
.
– In general, there is an absolute constant d0  0 (independent of k) such that:
(3.46) |L(x, x3, x˜3)|2 ,π2 Cd01 C(χ3)−1/2
(
C1
C(χ3)
)θ−1/2
S πd0(x) (x ∈ π).
Averaging (3.46) over an orthogonal basis B(π) of π we obtain
Corollary. — With the previous notations, if π,πj are all unramified, one has
‖Iπ(x3 ⊗ x˜3)‖2
‖x3‖2‖x˜3‖2 = ζk(2)
2
L(π ⊗ π3 ⊗ π˜3, 12)
L(π,Ad,1)L(π3,Ad,1)L(π˜3,Ad,1)
.
In general, there is an absolute constant d0  0 (independent of k) so that:
(3.47) S π−d0(Iπ(x3 ⊗ x˜3)) ,π2 Cd01 C(χ3)−1/2
(
C1
C(χ3)
)θ−1/2
.
We observe that the proof is parallel in nonarchimedean and archimedean cases, and we
could indeed have given an integrated treatment. The unramified assertion has already
been discussed.
Proof. — Let C = CM2 max(C1,C2)1+δ , where M, δ are as in the prior section (cf.
(3.39); recall that δ is chosen depending on , whereas M is an absolute constant) when
k is archimedean, and C = qf when k nonarchimedean; here f is the larger of the con-
ductors of π1 and π2. Let KC be as in (3.40) when v is archimedean, and K0[f ] when v
is nonarchimedean.
We realize π and π3 in their respective Whittaker models, i.e., fix isometric inter-
twiners between π,π3 and these models. Similarly, we realize π˜3 in the induced model I˜3.
Denote by W, W3 and f˜3 the corresponding vectors: W3 is obtained from f3 ∈ I3 by
means of the intertwiner (3.10). By (3.28) and (3.43), we have
L(x, x3, x˜3) =
∫
K
∫
k×
W(a(y)κ)W3(a(y)κ)f˜3(κ)|y|−1/2d×ydκ
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 C−1/2 max
κ∈KC
∫
k×
|W(a(y)κ)W3(a(y)κ)||y|−1/2d×y
 C−1/2S π(W)max
κ∈KC
∫
k×
|W3(a(y)κ)||y|−θ (1 + |y|)−Nd×y,
where we applied Proposition 3.2.3 for the last inequality. In the nonarchimedean case,
it suffices to specialize to κ = 1, since W3 is in any case KC-invariant.
We now apply the bounds of the next Lemma to conclude. Loosely speaking, it
says that the Whittaker function W3 is peaked near y ∼ C(χ3)/C and it takes a value
of size ∼ 1 there. The reason for this can already be discerned from (3.10): W3(y) is,
approximately, the Fourier transform of a oscillating function restricted to an interval of
the shape |y| > C. The “frequency” of the function near the endpoints of this interval are
approximately C(χ3)/C. 
Lemma 3.7.2. — Notations as above, for any M, ε > 0, one has
|W3(a(y)κ)| M,ε,ψ,π2 (C/|y|)ε
(
C
C(χ3)
)1/2
|y|1/2
(
1 + |y|
C(χ3)/C
)−M
.
The proof of Lemma 3.7.2 is, regrettably, an explicit calculation. Let us note that
η
1/2
k W3(g) = |det g|1/2
∫
k×
∫
k
$3((t, tx)g)ψ(x)|t|χ−13 (t)dxd×t,
where $ is as in Definition 3.6.4 in the archimedean case; in particular $1(x, y) =
φ1(x)φ2(y), where φi are as in (3.41); in the nonarchimedean case the same is true with φi
as in (3.44); finally ηk is as in (3.10), and is a harmless constant. In particular η
1/2
k W3(a(y))
may be expressed as
y1/2
∫
k×
∫
k
φ1(tx)φ2(ty)ψ(x)|t|χ−13 (t)dxd×t.
Proof. — (of Lemma 3.7.2—nonarchimedean case.) It suffices to check κ = 1.
η
1/2
k W3(a(y)) = vol(K0[f ])−1/2|y|1/2
∫
k×
1 f o(yt)|t|d×t
∫
k
χ3(x)1o×(tx)ψ(x)dx
 C1/2|y|1/2
∫
|t||y|C1
|t|d×t
∫
|x||t|=1
χ3(x)ψ(x)dx.
If χ3 is ramified, this equals, in absolute value, ψ (C/Cχ)1/2|y|1/2 when |y|  DC(χ3)C ,
where D = qdψ , and 0 otherwise (cf. Section 3.1.13). On the other hand, if χ3 is unrami-
fied, it is zero for |y|> qD/C, and otherwise is bounded by ψ C1/2|y|1/2 log(1 + qD|y||C|). 
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Proof. — (of Lemma 3.7.2—archimedean case.) We prove the bound first when
κ = Id as it is notationally more pleasant; we will comment on the necessary modifications
afterwards.
We have
(3.48) W3(a(y))  C1/2|y|1/2
∫
k×
d×tφ(C|t||y|)|t|
∫
k
χ3(x)φ(|tx| − 1)ψ(x)dx.
Set G(t) = |t| ∫k χ3(x)φ(|tx| − 1)ψ(x)dx = χ−13 (t)
∫
k φ(|x| − 1)ψ(x/t)χ3(x)dx; then by
Lemma 3.1.14, one has for any N  0 and ε > 0
|G(t)| N,ε,φ C(χ3)−1/2+ε min
(
C(χ3)|t|, 1 + |t|
−1
C(χ3)
)N
.
We deduce that |W3(a(y)| is bounded, up to an implicit constant, by
(3.49) C1/2|y|1/2
∫
k×
φ(C|t||y|)G(t)d×t ε,π2,N Cε
(
C
C(χ3
)1/2 |y|1/2−ε
(1 + |y|C(χ3)/C)N
.
For general κ = ( a bc d
) ∈ KC, replace $3 by the function κ.$3 with
κ.$3: (x, y) → $3((x, y)κ) = $3(ax + cy, bx + dy)
= φ(C|ax + cy|)φ(|bx + dy| − 1).
In (3.48) we then need to replace φ(C|t||y|)|t| ∫k χ3(x)φ(|tx| − 1)ψ(x)dx by
|t|
∫
k
φ(C|aty + ctx|)φ(|bty + dtx| − 1)ψ(x)χ3(x)dx
= χ−13 (t)
∫
k
φ(C|aty + cx|)φ(|bty + dx| − 1)ψ(x/t)χ3(x)dx
Observe that since |b|, |c|  C−1, |a|−1, |d|−1  C−1, the integral is zero unless |ty| 
C−1, while the x variable satisfies
∣
∣|x| − 1∣∣  δ0 + O(C−1).
The above proof carries on mutatis mutandis. At the first stage, we compute the
x-integral, noting that x → φ(C|aty + cx|)φ(|bty + dx| − 1) satisfies similar smoothness
bounds to φ(|x| − 1), since c|C|  1. Then (3.49) uses in addition only the fact that we
may restrict to |ty|  C−1, and so also goes through. 
4. Integral representations of L-functions: global computations
We now turn to global aspects of the analysis of standard L-functions on GL(2)
(Section 4.2) and of the triple product L-function (Section 4.4).
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4.1. Notation
4.1.1. Subgroups. — Henceforth F is a number field, A := AF and we often denote
| · | for | · |A. For G = GL2 or PGL2, we set XG = G(F)\G(A). We will often write simply
X for XPGL2 .
For the various usual subgroups of G we adopt the notations and parameterizations
of Section 3.1.4. We denote by K the usual maximal open compact subgroup of G(A).
We put H := A(A) = a(A×) and
H(1) = A(A(1)) = {a(y) : y ∈ A× : |y|A = 1} ⊂ H.
H and H(1) are closed, non-compact subgroups of GL2(A). By an abuse of notation, we regard
them as closed, non-compact subgroups of PGL2(A). We let Y be the H-orbit of the
identity coset in XPGL2 . Then Y carries a H-invariant measure of infinite volume.
4.1.2. Measures. — We adopt on each of the groups the product of those measures
specified in Section 3.1.5.
Although not strictly necessary, it is a useful check to be aware of the relation with
a Tamagawa measure. A routine computation shows that, for the measures on PGL2,
(4.1) dg = (discF)−1ξF(2)dτ g,
where dτ g is the Tamagawa measure. In particular, the volume of the quotient X is
2ξF(2)(discF)1/2.
4.1.3. Additive characters and Fourier expansion. — Let ψ = eF = ⊗v ψv be the non-
trivial additive character of A/F given as eF(.) = eQ(trF/Q(.)) with eQ the unique additive
character of A whose restriction to R coincide with e2π ix.
For f (g) a function on XGL2 , we define its constant term fN and Whittaker func-
tion Wf by
(4.2) fN(g) :=
∫
A/F
f (n(x)g)dx, Wf (g) =
∫
A/F
ψ(x)f (n(x)g)dx
and one has the Fourier expansion
(4.3) f (g) = fN(g) +
∑
y∈F×
Wf (a(y)g).
4.1.4. Representations. — In this section, π will be a standard automorphic rep-
resentation on GL(2), and C(π) will be its analytic conductor, i.e. if π = ⊗πv , then
C(π) = ∏v C(πv), the right-hand quantities as in Section 3.1.8. If π is such, then π
carries a canonical inner product, and we shall always regard it as a unitary represen-
tation with respect to this inner product; we fix moreover an inner product on each πv
compatibly with this choice.
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Therefore, if we say, “let f = ⊗ fv ∈ π = ⊗πv ,” we always have
〈 f , f 〉 =
∏
v
〈 fv, fv〉.
Remark. — Here is a note of warning in connection with this terminology. Suppose
π = ⊗πv is a standard automorphic representation. The map f → Wf intertwines π
with
⊗
v W(πv). This map is not an isometry when π is endowed with the canonical inner
product, and each Whittaker model is endowed with the norm (3.8). See Section 2.2.2.
4.1.5. Infinite product notation. — We denote by (π, s) resp. L(π, s) the completed
L-function of π , resp. the L-function omitting archimedean factors.
Let us adopt the following notational conventions, to be held in force through the
rest of the paper:
– First of all, if π is an automorphic representation, we shall understand the
notation A π B to mean “there exists absolute constants a, b so that |A| 
aC(π)b|B|”.
– We continue with the already established convention: if we write |( f )|  S( f ),
we mean that there exists a constant d , depending only on [F : Q], so that
|( f )|  Sd( f ).
– (Regularizing products over places.) Suppose that 1,2(s) are (completed)
global L-function with local factors L1v(s),L2v(s); let s0 be so that L1v(s0) = 0
and L2v(s0) = 0 for all v, and so that 1 is holomorphic at s0; and suppose that
Ev is a function on places of F with the property that Ev = L1v(s0)/L2v(s0) for
almost all v.
Put ∗(s0) to be 1(s0)/∗2(s0), where 
∗
2(s0) is the first nonvanishing Lau-
rent coefficient of 2 at s = s0. In particular, ∗(s0) = 1(s0)/2(s0) if 2 is
holomorphic and nonvanishing at s = s0; we define LS,∗(s0) in the same way,
omitting the factors at v ∈ S. We shall then write:
∗∏
v
Ev
def= ∗(s0)
∏
v
Ev
L1v(s0)/L2v(s0)
= LS,∗(s)
∏
v∈S
Ev
∏
v /∈S
Ev
L1v(s0)/L2v(s0)
,
where the second equality holds for any finite set of places S; we shall often use
it with S the set of all archimedean places.
4.1.6. Eisenstein series. — Given two characters χ+, χ− of F×\A× whose product
is unitary, we denote by I(χ+, χ−) or χ+  χ− the representation of GL2(A) unitarily
induced from the corresponding representation on B(A): the L2-space of functions f on
GL2(A) such that
f
((
a b
0 d
)
g
)
= |a/d|1/2A χ+(a)χ−(d)f (g), 〈 f , f 〉 =
∫
K
|f (k)|2dk.
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Given f in such a space, we denote by E( f ) = Eis( f ) the corresponding Eisenstein
series (defined by analytic continuation, in general), i.e.
Eis( f ) :=
∑
B(F)\GL2(F)
f (γ g).
For s a complex parameter and π = I(χ+, χ−) we set
(4.4) πs = π(s) = I(χ+| · |sA, χ−| · |−sA )
and for f ∈ π we define fs = f (s) to be the unique function in π(s) whose restriction to K
coincide with f .
4.1.7. Fourier coefficients of Eisenstein series. — Given an Eisenstein series, Eis( f ), its
constant term is given by:
(4.5) Eis( f )N(g) = f (g) +
∫
A
f (wn(x)g)dx
The Eisenstein series has a pole at the point χ+/χ− = | · |A coming from its con-
stant term; the residue, with respect to the coordinate s as in (4.4), is given by
(4.6)
∗∏
v
∫
fv(wn(x))dx = 12(discF)
−1/2 ξ
∗
F (1)
ξF(2)
∫
k∈K
f (k);
with ξ ∗F (1) := ress=1ξF(s); see (3.2) and discussion thereafter.
The other Fourier coefficients of Eisenstein series are determined by the Whittaker
function:
WEis( f )(g) =
∫
F\A
f (wn(x)g)ψ(x)dx =
∏
v
Wf ,v,
Wf ,v(g) =
∫
x∈Fv
fv(wn(x)g)ψv(x)dx.(4.7)
Wf ,v(a(y)) = |y|1/2χ−(y)
∫
x∈Fv
fv(wn(x))ψv(xy)dx.
Let us recall that in Section 2.2.1, we have discussed two possible norms on Eisen-
stein series: the Eisenstein norm 〈Eis( f ),Eis( f )〉Eis = 〈 f , f 〉 and the canonical norm
〈Eis( f ),Eis( f )〉can formed out of the inner products of the local Whittaker functions
Wf ,v (cf. (2.5) and (2.3)). In view of Section 3.1.10 and the remark in Section 3.1.6,
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we have the following relation—if (π,Ad,1) has a simple pole—(recall that ηkv =
q−dψv /2v ζv(1)2/ζv(2))
(4.8) 〈Eis( f ),Eis( f )〉can
= ∗(π,Ad,1)2ξF(2)(discF)
1/2
ξ ∗F (1)
∏
v
〈 fv, fv〉ηkv
ζv(1)Lv(π,Ad,1)/ζv(2)
= 2ξF(2)〈 f , f 〉 = 2ξF(2)〈Eis( f ),Eis( f )〉Eis.
4.1.8. The intertwiner operator. — The map M : f → ∫x∈A f (wn(x)g)dx that occurs in
(4.5) is the standard intertwining operator. It is an isometry on the “unitary axis,” i.e. when the
characters χ± are unitary. We shall need at several points to study its analytic behavior
off the analytic axis.
M = (χ
+/χ−,0)
(χ+/χ−,0)(χ+/χ−,1)
∏
M¯v,
M¯v := (χ
+
v /χ
−
v ,ψv,0)L(χ
+
v /χ
−
v ,1)
L(χ+v /χ−v ,0)
Mv.
Here Mv : I(χ+v , χ−v ) → I(χ−v , χ+v ), f →
∫
x∈Fv f (wn(x)g)dx; the operator M¯v has the
advantage of being holomorphic in χ+v , χ
−
v . In view of the functional equation, the global
correction factor (χ
+/χ−,0)
(χ+/χ−,1)(χ+/χ−,1) has absolute value 1 (it is the “scattering matrix”)
although it may not be equal to 1.
By Section 3.1.6, M¯v takes the spherical vector with value 1 on K, to the spherical
vector with value 1 on K, for almost all v. More generally, it preserves norms up to a
scalar depending only on ψ : [26, Section 4].
Lemma. — Let fv ∈ I(χ+v , χ−v ). Suppose that |s|  δ0, and the deformation fv,s (s ∈ C) is
as in Section 3.1.11. Then there exists d so that:
(4.9) sup
k∈K
|M¯vfv,s(k)|  S Id ( f ),
∫
k∈K
|M¯vfv,s(k)|2  Sdδ0(fv)2.
Proof. — Because of (3.11), and with notation as contained there, M¯vf (1) is pro-
portional to ¯χ
′
(Wf ), where χ ′ = α−1/2/χ−, and where ¯χ is the “normalized” functional∫
W(y)χ(y)d×y
L(1/2,π⊗χ) , for W ∈ W(π,ψ). More precisely, M¯vf (1) = ϒ¯χ
′
( f ), where
ϒ = ζk(1)−1η1/2k
Lv(1, χ+v /χ
−
v )(0,ψv,χ
+
v /χ
−
v )ζv(1)
(α,ψ,0)
.
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Applying the local functional equation shows that M¯vfv(1) is given by:
¯χ
′′
(Wf )
ϒ
(π,χ ′,1/2)
,χ ′′ = α1/2/χ+.
The local bound supk∈Kv |M¯vfs(k)|  S Id0( f ), now follows from Proposition 3.2.3
together with the following observation: the smallest eigenvalue of the local Laplacian
v on I(χ+v , χ−v ) is bounded below by a positive power of (Condv(χ+) + Condv(χ−)).
This (a simpler form of Lemma 2.18) allows us to absorb dependencies on χ± into the
Sobolev norm.
To obtain the stated bound for
∫
k∈K |M¯vfv,s(k)|2, we interpolate, taking into account
the equality: ‖M¯vfv,s‖L2(Kv) ψ ‖fv‖L2(Kv) whenever (s) = 0. This argument is analogous
to the interpolation in the proof of Proposition 3.2.4. 
We now give a global analogue of this statement:
Lemma 4.1.9. — Let f ∈ I(χ+, χ−). Suppose that |s|  δ0, and the deformation fs (s ∈ C)
is as in (4.4). Then there exists d so that
(4.10) sup
k∈K
|Mfs(k)|  S Id ( f ),
∫
k∈K
|Mfs(k)|2  S Idδ0( f )2.
Proof. — An application of (S1d) to the previous Lemma gives the first statement.
From this, it follows that
∫
k∈K |Mfs(k)|2dk is bounded by S Id0( f ). In order to deduce the
second statement, we observe that
∫
k∈K |Mfs(k)|2dk = ‖f ‖2I when (s) = 0, and then in-
terpolate, as in the proof of Proposition 3.2.4. 
4.1.10. The Eisenstein series at a singular parameter. — It will also be of interest to
consider the Eisenstein series associated to χ+ = χ− = 1. At this point, the map f →
(g → ∫x∈A f (wn(x)g)dx) is the negative of the identity map, and accordingly the Eisenstein
intertwiner vanishes to order one. Write Eis∗ for the (normalized) intertwiner from I(1,1)
to C∞(X), given by:
f → ξF(1 + 2s)Eis(fs)|s=0.
For f = ∏v fv factorizable, let us define 〈Eis∗( f ),Eis∗( f )〉can via (2.5) and (2.3).
Then, if f ∈ I(1,1), then the constant term
(4.11) Eis∗( f )N(a(y)g)
= −1
2
ξ ∗F (1)
d
ds
|s=0
(∫
x∈A
|y|1/2+sfs(wn(x)g)dx + |y|1/2−sfs(g)
)
= 1
2
ξ ∗F (1)(2f (g)|y|1/2 log y − M∗f (g)|y|1/2)
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where M∗f is the derivative, at s = 0, of fs +
∫
x∈A fs(wn(x)g)dx; as usual, this needs to be
interpreted by a process of analytic continuation.
Trivial bounds on M∗ follow from bounds on intertwining operators in Sec-
tion 4.1.8 (in particular, one may bound the derivative of an analytic function by bound-
ing its value on a small circle around the point of interest). This shows that, for every ϕ
belonging to the space of Eis∗(I(1,1)), we have
(4.12) ϕN(a(y)g)  |y|1/2 log |y|S π(ϕ),
Now take f = f 0 to be the spherical vector in I(1,1), normalized so that f 0|K = 1. The
function M∗f 0 is continuous, and thus bounded on compact sets; it follows from (4.11)
that there exists X0 so that
(4.13) Eis∗(f 0)(x)  ht(x) log ht(x), ht(x)  X0.
4.2. Hecke integrals on PGL2
In this section we shall study the Hecke integral for the standard L-function on
GL2, and we shall give some bounds on the Hecke integral of a translate of a given
vector, using the method described in Section 2.5.2, Remark.
4.2.1. The Hecke-Jacquet-Langlands integral. — We recall in this section the integral
representation for the standard L-function on GL2, following Jacquet and Langlands. Let
χ be a character of A×/F×; the integral
(4.14) χ(ϕ) :=
∫
A×/F×
(ϕ − ϕN)(a(y))χ(y)d×y
defines a functional on the space of any standard generic automorphic representation π .
Indeed, it is absolutely convergent if π is cuspidal, and, in general, can be interpreted by
analytic continuation in the χ variable.
It was observed by Hecke, and generalized by Jacquet and Langlands, that the
period χ is very closely related to the standard L-function: if ϕ = ⊗ϕv is a pure tensor
in π , and we factorize the associated Whittaker function (see (4.2)) as Wϕ = ∏v Wϕ,v , one
has:
(4.15) χ(ϕ) =
∗∏
v
χv (Wϕ,v)
(
= (π ⊗ χ,1/2)
∏
v
χv (Wϕ,v)
L(πv ⊗ χv,1/2)
)
,
for χv (Wϕ,v) the local Hecke functionals defined in Section 3.3. The verification of (4.15)
is “unfolding.” It is valid for π Eisenstein, even in the singular case.
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We will use also use the following “canonically normalized” expression, given in
terms of matrix coefficients and which follows from Sections 3.25 and 2.2.2) (cf. the
Remark in Section 2.5.2): for χ a unitary character, and π standard,
(4.16)
|χ(ϕ)|2
〈ϕ,ϕ〉can =
(
2ξF(2)(discF)1/2
ξ ∗F (1)
)−1 ∗∏
v
hχ(ϕv)
〈ϕv,ϕv〉
where almost all local factors in the last product are equal to |Lv(π⊗χ,1/2)|
2
ζv(1)Lv(π,Ad,1)/ζv(2)
. Again, this
formula is valid for π Eisenstein, even at singular points; of course, at singular points, the
regularization implicit in
∏∗ involves taking a higher residue of L(s,π,Ad) at s = 1.
It should be noted that the right-hand sides of (4.16) and (4.15) make sense for all
χ , even when the left-hand sides must be interpreted by analytic continuation.
4.2.2. Bounds for the Hecke integral of the translate of a function
Lemma. — Let π be a generic automorphic representation of PGL2. For ϕ ∈ π , any g ∈
PGL2(A), and unitary χ : there is an absolute constant d so that
|χ(g.ϕ)| π,χ disc(Yg)− 1−2θ32 S πd (ϕ).
Here disc(Yg) is the discriminant of the adelic torus orbit Yg as defined in [20]—see below—and the
unitary structure on π is the canonical norm.
The paper [20, 4.1–4.2] attaches to the adelic torus orbit Yg local and global dis-
criminants, denoted, respectively, as discv(Yg) and disc(Yg). Although most of that paper
deals with the case of adelic points of anisotropic tori, the definition is perfectly applicable
to the split adelic torus H. For our purposes, it is enough to know that, for the special case
g0 = n(T), |T|A  1 we have:
(4.17) discv(Yg)  max(1, |T|2v),disc(Yg) 
∏
v
max(1, |T|2v)  |T|2A.
Remark. — The exponent − 1−2θ32 is certainly not best possible: it is taken from the
general computations of loc. cit., which are in no way optimal for PGL2 (see for instance
[15] for better bounds of similar integrals.) What is important to us, in this paper, is that
this exponent is negative.
Proof. — By (4.16) and (2.8), we have:
|χv (gv · ϕv)|2 =
∫
F×v
〈a(y)g.ϕv, g.ϕv〉χv(y)d×y
=
∫
F×v
〈g−1a(y)g.ϕv, ϕv〉χv(y)d×y
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 S πv (ϕv)2
∫
F×v
v(g−1a(y)g)1−2θd×y
 discv(Yg)− 1−2θ16 S πv (ϕv)2.
The bound in the last step is carried out, in a more general setting in [20,
Lemma 9.14], and we do not reproduce it here.
Write Lv = L(πv ⊗ χv,1/2)/L(πv,Ad,1)1/2. We are going to apply Property (1d)
of Sobolev norms to
∏
′v , where 
′
v is the “normalized” functional on πv so that |′v|2 =
|χv |2
|Lv |2 . It enjoys the following properties:
1. For any place for which ϕv ⊗ χv is spherical, |′(ϕv)|2 = 〈ϕv,ϕv〉 = S πv0 (ϕv)2.
2. There exists A, d0 so that, for any v, the operator norm of ′ w.r.t. S πvd0 is
 A|Lv|−1discv(Yg)− 1−2θ32 .
3. There exists an absolute constant C so that, for nonarchimedean v, |Lv|−1  C.
Thus property (S1d) applied to ′ := ∏v ′v shows that, for ϕ ∈ π ,
|′(ϕ)|2
S πd ′ (ϕ)2
ε disc(Yg)− 1−2θ16 +ε
∏
v|∞
|Lv|−2,
for some d > 0. Applying trivial or convexity bounds for all local factors or L-functions,
we arrive at:
|χ(ϕ)|2
S π(ϕ)2 π,χ,ε disc(Yg)
− 1−2θ16 ,
as required. 
This Lemma admits the following mild refinement where we improve the χ -
dependence at the implicit cost of weakening the π -dependence:
Lemma 4.2.3. — Notation as in the prior Lemma, for any N  0, there is d = d(N) so that
|χ(g.ϕ)| π (Cond(χ))−Ndisc(Yg)− 1−2θ32 S πd (ϕ).
Proof. — By (2.7), it suffices to prove such an assertion for ϕ ∈ π [m]. (One also
verifies that the implicit dependence of A′ on A in (2.7) is independent of π ). The assertion
for ϕ ∈ π [m] follows by integration by parts. 
4.3. Regularization
In this section, we define a regularization process to define integrals of non-
necessarily decaying functions on XPGL2 = PGL2(F)\PGL2(A). Such a regularization was
given by Zagier [69]; for our purposes, an alternate way of defining it using convolution
will be of use.
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4.3.1. — For motivational purposes, we consider first a toy example, namely, the
corresponding situation on R>0 (one could even consider the case of the integers). We
shall regard R>0 as a multiplicative group in what follows.
A finite function on R>0 is one whose translates, under the action of the multiplica-
tive translations:
τyf (x) = f (xy)
span a finite dimensional representation; equivalently, it is a linear combination of func-
tions xα(log x)b, for α ∈ C and b ∈ N.
We call a finite function admissible if the exponent α = 0 never occurs. A more
intrinsic and useful way of formulating this is: f is admissible if the span 〈τyf 〉 of all
multiplicative translates does not contain the trivial representation of R>0.
Let V+ be the space of continuous functions on R>0 of rapid decay as x → ∞
(i.e. |f (x)| N |x|−N for all N); let V− be the space of rapid decay as x → 0; and let
V0 = V+ ∩ V−. Let V be the space of all continuous functions f on R>0 so that there
exists admissible finite functions f1, f2 so that f − f1 ∈ V+, f − f2 ∈ V−. Clearly V0 ⊂ V. The
following Lemma is well-known:
Lemma 4.3.2. — There exists a unique functional (the “regularized integral”) on V which
extends integration f → ∫ f (x) dxx on V0, and is invariant under multiplicative translation.
This functional may be defined in multiple ways:
1. Given f ∈ V, we may find finite collections yi ∈ R>0, ci ∈ C so that f ′ :=∑
ciτyi f ∈ V0, and so that
∑
ci = 0. We then define the regularized integral
of f to be
∫
f ′(x) dxx∑
ci
.
2. Consider
∫ T
1/T f (x)
dx
x ; this has the form g(T)+ h(T), where g(T) is an admissible
finite function, and h(T) has a limit as T → ∞. We define the integral to be
limT→∞ h(T).
3. Consider F+(w) =
∫ ∞
1 f (x)x
w dx
x ; define similarly F−(w). The functions F±(w)
are convergent for ∓(w)  1; they extend to meromorphic functions on the
plane, and are holomorphic at w = 0. We define the integral to be F+(0) +
F−(0).
The regularized integral of any admissible finite function is zero. This follows,
without computation, because of invariance under multiplicative translation. Thus, if
there exists finite function f0 so that f − f0 ∈ V0, then the regularized integral of f equals∫
(f − f0)(x) dxx .
The remarks of this section adapt without change to define a regularized integral
on A×/F×.
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4.3.3. — Given a function  on GL2(F)\GL2(A), with unitary central character
χ (i.e. which transform by χ under translation by Z(A)), we say that  is of controlled
increase if there exists a function
f : N(A)A(F)\GL2(A) → C,
spanning a finite-dimensional space under the translation action of GL2(A), and with
central character χ , so that, for every N  0
(4.18) 
((
1 x
0 1
)(
y1 0
0 1
)
k
)
= f
((
y1 0
0 1
)
k
)
+ O(|y1|−N) as |y1| → ∞.
In other terms, the difference is of rapid decay. In more explicit terms, there must exist a
finite collection of functions χi : A×/F× → C (i ∈ I), each finite under the left translation
action of A×/F×, as well as a corresponding collection of K-finite functions Ki : K → C,
so that the left-hand side is well-approximated by
∑
χi(y1)Ki(k).
A basic example to bear in mind is any sum or product of Eisenstein series.
The expression f is uniquely determined. We denote it by ∗N; it need not coincide
with the true constant term of . The set of exponents of  (or of ∗N)—denoted S —
is the set of characters of A×/F× which are (generalized) eigenvalues for the translation
action of A×/F× on the space spanned by ∗N and its translates. Of course if 
∗
N = 0 (
is of rapid decay) we set S = ∅.
Example 4.3.4. — If χ+ = χ−, the exponents of a (non-zero) Eisenstein series E ∈
Eis(I(χ+, χ−)) are {χ+| · |1/2, χ−| · |1/2}. If χ+ = χ− = χ the same is true for E ∈
Eis∗(I(χ,χ)); the exponent χ | · |1/2 is now a generalized eigenvalue, i.e., has multiplicity. If Es
denote the Eisenstein series on the modular group with eigenvalue 1/4 − s2, the exponents of Es1Es2Es3
is the set of characters | · |3/2+s, where s = ±s1 ± s2 ± s3.
In the sequel, we will identify the complex numbers C with a subset of ̂A×/F×
via z → | · |z. For instance, given S ⊂ ̂A×/F×, we say that “1 ∈ S” when S contains the
character x → |x|. We will also use an additive notation: given two such subsets S1, S2 we
denote by S1 + S2 the set of pairwise products of the characters of S1 and S2. Of course
S1 + ∅ = ∅.
The operation  → ∗N is multiplicative: given two functions 1,2 with expo-
nents S1,S2, (12)∗ = ∗1,N∗2,N and 12 has exponents in S1 + S2. Finally, the com-
plex conjugate  has exponents in S¯ (i.e. the set of conjugates of those characters in S).
The set of characters whose real part is 1/2 (the real part being defined by |χ(.)| =
| · |(χ)A ) will be called the unitary axis: this is the set of exponents of the automorphic
Eisenstein series.
242 PHILIPPE MICHEL, AKSHAY VENKATESH
4.3.5. Regularized integral and regularized innerproduct. — Let VS be the vector space of
smooth functions that are of controlled increase with trivial central character and whose
exponents belong to S; and V the union of VS, where S is taken through all finite subsets
of characters that do not contain any character of square | · |2 (i.e., any quadratic twist
of | · |).
Lemma. — There’s a unique PGL2(A)-invariant functional on V extending integration on
L1(XPGL2) ∩ V .
Proof. — One definition, due to Zagier, is given as follows: let E = Eis(∗N) be the
Eisenstein series induced from all exponents of  that are of real part > 1/2 (or suitable
derivatives thereof) and define
∫ reg
XPGL2
 :=
∫
XPGL2
( − E).
The right hand side makes sense, for − E lies in L1. Since it is clear on representation-
theoretic grounds that the regularized integral of E must be zero (because the exponents
of  do not contain 1), the uniqueness follows. 
As a corollary of the previous Lemma, we can define the regularized inner product for
1,2 of controlled increase with the same central character and such that 1 /∈ S1 + S2:
〈1,2〉reg =
∫ reg
XPGL2
12.
4.3.6. Regularization via convolution with measures. — Here is an alternate definition
that will be, in fact, more suited for our purposes. (It also works better in higher rank.)
For every place v, we may choose a compactly supported measure μv on PGL2(Fv)
with the property that, for  ∈ VS,   μv ∈ L1. If
∫
μv = 0, then  →
∫
(μv)∫
μv
defines a
functional such as in the Lemma: this functional is independent of v or μv , as we see by
choosing a different place w and measure μ′w, and noting that μv and μ
′
w commute.
This functional is
∏
v′ =v PGL2(Fv)-invariant; since v is arbitrary, it is PGL2(A)-invariant.
Other definitions utilize truncation or related ideas; the disadvantage of these is that the
PGL2(A)-invariance is less clear.
4.3.7. Explicit choice of a regularizing measure. — The following special case will oc-
cur:
Let v be a finite place with a residue field of size qv . Suppose that  is of controlled
increase and unramified at v, and all χ ∈ S have real part 1. Suppose that ϕ is a cusp
form unramified at v.
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Then one may choose a Kv-bi-invariant (signed) measure μv so that   μv has
rapid decay, so that the total mass of |μv| is at most 4|S|, and so that ϕ  μv = λϕ,
|λ|  (1 − 2qθvqv+1)|S|. In other words, we may “kill the growth of  whilst only wounding
ϕ;” it should be noted that here the set |S| is counted “with multiplicity.”
Indeed, there exists a finite function f = ∑χ∈S fχ on N(A)A(F)\GL2(A) so that
 − f is rapidly decaying, as in (4.18). The standard Hecke operator Tv := 1Kva(v)Kv
acts on each fχ by a (generalized) eigenvalue λv(χ), satisfying qv + 1  |λv|  qv − 1 in
absolute value; on the other hand, Tv acts on ϕ by an eigenvalue that is at most 2qθv .
The measure (1 − Tv
λv(χ)
) therefore annihilates fχ , and has total mass (1 + qv+1|λv(χ)|) ∈
[2,4]. It acts on ϕ by an eigenvalue that is  1 − 2qθvqv+1 . Take μv to be the convolution of
these measures, for all χ ∈ S.
4.3.8. Regularized IP formula. — A simple form of the Plancherel formula is the
following: if 1,2 are functions on XPGL2 with rapid decay then
〈1,2〉 =
∫
π∈̂PGL2Aut
〈#π1,#π2〉dμP(π)
where #π denote the orthogonal projection on the space of π .
We describe now a version of that formula for functions 1,2 on XPGL2 of con-
trolled increase. Let π be a standard automorphic representation of PGL2, and  ∈ VS. If
S does not intersect the unitary axis and π is generic (i.e. not equal to a quadratic character)
then, for B(π) an orthonormal basis of π , we set
(4.19) #π =
∑
ϕ∈B(π)
〈,ϕ〉regϕ ∈ π.
Likewise, we define similarly #π for any π which is nongeneric (i.e. one-dimensional), so
long as S does not contain any exponent whose square is | · |2.
Proposition. — Given 1 and 2 of controlled increase with exponents of real part > 1/2. Let
S1,S2 denote the respective sets of exponents. Suppose that S1, S2 are disjoint and that S1 ∪S2∪S1+S2
does not contain any character whose square is | · |2, then:
(4.20) 〈1,2〉reg =
∫
π
〈#π1,#π2〉dμP(π) + 〈1,E2〉reg + 〈E1,2〉reg
where #π is the regularized projection onto the space of automorphic π , and
Ei = Eis((i)∗N)
We will call the additional contribution, 〈1,E2〉reg + 〈E1,2〉reg , in the regularized
Plancherel formula the degenerate contribution.
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Remark. — If 1 is of rapid decay, the formula continues to hold with 〈E1,2〉reg = 0
Proof. — Firstly our assumptions insure that all the terms of (4.20) are well defined.
Moreover since the exponents of 1 and 2 are > 1/2 and not of the form χ.| · | with χ
quadratic, the representations underlying Ei have no subquotient isomorphic to a stan-
dard automorphic representation, and thus #πEi = 0 for i = 1,2 and all π . Similarly
〈E1,E2〉reg = 0 by our assumption that S1, S2 are disjoint and have real parts larger than
1/2. So it is enough to check, with ¯i = i − Ei , that
〈¯1, ¯2〉reg =
∫
π
〈#π¯1,#π¯2〉dμP(π)
but then ¯i belongs to L2(XPGL2). 
4.4. (Regularized) triple products
In this section we establish the following: Suppose that πi are generic standard au-
tomorphic representations, at least one of which is Eisenstein. Then, for each factorizable
vector ϕi = ⊗v ϕi,v , we have:
(4.21)
∣
∣
∫
X ϕ1ϕ2ϕ3(g)dg
∣
∣2
‖ϕ1‖2can‖ϕ2‖2can‖ϕ3‖2can
= 1
8(discF)
∗∏
v
ζv(1)
ζv(2)3
|LW(ϕ1,v, ϕ2,v, ϕ3,v)|2
∏3
i=1〈ϕi,v, ϕi,v〉
where the local factors are equal at almost all places, to
Lv := ζv(1)
ζv(2)
L( 12 ,π1 ⊗ π2 ⊗ π3)∏3
i=1 L(1,Ad,πi)
.
If all πi are Eisenstein, the integration on the left-hand side is to be understood by regu-
larization.
From this, we deduce—by summation through an orthogonal basis of π1, with
respect to the canonical norm—the following:
(4.22)
‖#π1(ϕ2ϕ3)‖2
‖ϕ2‖2can‖ϕ3‖2can
= 1
8
(discF)−1
∗∏
v
ζv(1)
ζv(2)3
‖Iπ1,v (ϕ2,v ⊗ ϕ3,v)‖2
〈ϕ2,v, ϕ2,v〉〈ϕ3,v, ϕ3,v〉 ,
with a.e. local factor equal to Lv above.
Before we embark on the proof, we note that it is sufficient—by a continuity
argument—to treat the case where no πi is a singular Eisenstein series (i.e. of the form
χ χ ). For instance, let us consider the case when π1,π2 are cuspidal, π3 = 1  1 and let
us take a family ϕ3(t) ∈ π3(t), where π3(t) = | · |t  | · |−t deforming ϕ3 (i.e., ϕ3(t) → ϕ3(0)
pointwise as t → 0). Then the left-hand side and right-hand side of (4.21), denoted L(t)
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and R(t) respectively, do not necessarily depend continuously on t when t = 0. How-
ever, both L∗(1,Ad,π3(t))L(t) and L∗(1,Ad,π3(t))R(t) extend to continuous functions
around t = 0, and are equal for t = 0. If we denote by LR their common limit, then L(0)
and R(0) are both given by L∗(1,Ad,π3)LR, and are therefore equal.
4.4.1. Upper bounds. — Unfortunately, we shall use the beautiful formula (4.21)
only for upper bounds. We now explicate the bounds that are derived from it.
The local factors of (4.22) are equal, to Lv := ζv(1)ζv(2)3
L( 12 ,π1⊗π2⊗π3)∏3
i=1 L(1,Ad,πi)
, at almost all places.
Observe that—taking into account bounds towards the Ramanujan conjecture—Lv is ab-
solutely bounded above and below at nonarchimedean v. Let S be the set of places where
the local factor is not equal to Lv , together with all archimedean places, and suppose we
are supplied with the estimate
S π3,v−d (Iπ3,v (x1 ⊗ x2))2
〈x1, x1〉〈x2, x2〉  Bv
for v ∈ S. We conclude—inserting −dA and applying the uniqueness of trilinear
functionals—
(4.23)
‖−dA #π1(ϕ2ϕ3)‖2
‖ϕ2‖2can‖ϕ3‖2can
 A−|S| L(π1 ⊗ π2 ⊗ π3,
1
2)∏3
i=1 L∗(Ad,πi,1)
∏
v∈S
Bv,
where A is an absolute constant.
Let us note that: given d , there exists d ′ so that:
(4.24)
∫
π generic
Sd(#π(ϕ2ϕ3))dμP(π)  Sd ′(ϕ2)Sd ′(ϕ3)
(the Sobolev norms are relative to the canonical inner product.) Note that this is easy if
π2,π3 are cuspidal; in that case it can be deduced directly from (S3b). In the remaining
cases, by virtue of the bounds of Section 2.6.5, it suffices to check that for π generic and
any d  0
(4.25) Sd(#π(ϕ2ϕ3))  Sd ′(ϕ2)Sd ′(ϕ3)
for some d ′ depending on d only.
For this we appeal to the prior formula. The bound on Bv is supplied by (3.5.2);
we use also the fact that L(π ⊗ π2 ⊗ π3,1/2) is bounded polynomially in the C(πi)
and that L(πi,Ad,1) = C(πi)o(1), i = 1,2. This yields a bound as in (4.25), but only for
factorizable ϕ2 = ⊗v ϕ2,v , ϕ3 =
⊗
v ϕ3,v , and where the bound on the right-hand side is
instead
C(π1)AC(π2)A
∏
v
Sd(ϕ2,v)Sd(ϕ3,v).
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We now apply (S1d) (see also Remark 2.6.3), together with (2.18) to absorb C(π1)A,
C(π2)A into the Sobolev norms. Since we did not prove (2.18), we draw attention to
the fact that we do not need this last step in any application; it would be fine to retain the
factor C(π1)AC(π2)A.
4.4.2. The Rankin-Selberg integral. — In this section, we shall prove the main result,
Equation (4.21), under the assumption that either π1 or π2 are cuspidal. In this case, we
may proceed by the usual Rankin-Selberg method.
We recall here the definition and basic properties of the Rankin/Selberg integral:
let πi, i = 1,2,3 be generic automorphic representations of GL2(A) such that the prod-
uct of their central characters χ1χ2χ3 is trivial. We assume that π3 is Eisenstein, (say
π3 = χ+3  χ−3 for a pair of characters satisfying χ+3 .χ−3 = χ3) and π1 is cuspidal.
The (absolutely convergent) integral
L(ϕ1, ϕ2, ϕ3) :=
∫
X
ϕ1ϕ2ϕ3(g)dg, ϕi ∈ Vπi , i = 1, . . . ,3,
defines a linear functional on the space of the representation π1 ⊗ π2 ⊗ π3. If the ϕi
are factorisable vectors, so that Wϕi =
∏
v Wi,v , and ϕ3 = Eis(f3), with f3 =
⊗
v f3,v , the
Rankin-Selberg unfolding method yields the following factorization (if χ+3 = χ−3 )
(4.26)
∫
X
ϕ1ϕ2ϕ3(g)dg =
∗∏
v
LRS,v(W1,v,W2,v, f3,v)
ζv(1)1/2
where (see (3.28))
LRS,v(W1,v,W2,v, f3,v)
ζv(1)1/2
=
∫
N(Fv)\PGL2(Fv)
W1,vW2,vf3,v(g)dg;
and, for almost every v,
(4.27)
LRS,v(W1,v,W2,v, f3,v)
W1,v(1)W2,v(1)f3,v(1)
= ζv(1)1/2 Lv(π1 ⊗ π2 ⊗ χ
+
3 ,1/2)
Lv(χ+3 /χ
−
3 ,1)
.
Taking residue at the pole point χ+3 = | · |1/2, ϕ2 = ϕ1, and using (4.6), yields:
〈ϕ1, ϕ1〉X = 2(discF)1/2 ξF(2)
ξ ∗F (1)
∗∏
v
〈W1,v,W1,v〉
with 〈W1,v,W1,v〉 = ζk(1)L(π,Ad,1)/ζk(2) for a.e. v. This proves (2.5) in the cuspidal
case.
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From these remarks, (4.26), together with the definition of the canonical norm in
Section 2.2.2, we deduce that:
(4.28)
∣
∣
∫
X ϕ1ϕ2ϕ3(g)dg
∣
∣2
‖ϕ1‖2can‖ϕ2‖2can
= 1
4
(discF)−1
∗∏
v
ζv(1)
ζv(2)2
|LRS,v(W1,v,W2,v, f3,v)|2
∏2
i=1〈Wi,v,Wi,v〉
with almost all factors equal to L(π1,v⊗π2,v⊗π3,v ,
1
2 )
ζ−1v (1)
∏3
i=1 L(πi,Ad,1)
. Note that, since π3 is Eisenstein, the
product would not converge without the inclusion of the ζv(1) factor. Now (4.21)—in
the case where one of π1,π2 is cuspidal, and π3 is not isomorphic to 1  1—follows,
taking into account the equality between LRS and LW that was already established in
Section 3.4.1, together with the relation (4.8) between
∏
v〈 fv, fv〉 and the canonical norm
on π3.
4.4.3. A regularized triple product. — We discuss now the situation when all πi are
Eisenstein, i.e.
πi = Eis(I(χ+i , χ−i )), ϕi = Eis(fi),
we the χ±i are unitary. There are two equivalent definitions of the regularized integral
π1 ⊗ π2 ⊗ π3 → C; we define them and prove their equivalence:
Set
(4.29) La : ϕ1 ⊗ ϕ2 ⊗ ϕ3 →
∫ reg
XPGL2
ϕ1ϕ2ϕ3,
and set Lc : π1 × π2 × π3 → C to be the value at s = 0 of the meromorphic continuation
(from (s)  1) of the following expression:
(4.30) Ls : ϕ1 ⊗ ϕ2 ⊗ Eis(f3) →
∫
N(A)A(F)\PGL2(AF)
((ϕ1ϕ2)N − (ϕ1)N(ϕ2)N)f3(s)dg.
Note that the later expression is convergent for s  1 due to the rapid decay of
(ϕ1ϕ2)N − (ϕ1)N(ϕ2)N and unfolds to
(4.31) s →
∫
N(A)A(A)\PGL2(A)
Wϕ1Wϕ2 f3(s)dg
which extends to an holomorphic function in a neighborhood of s = 0.
Lemma. — La = Lc. Moreover, if we write L for the common value of these expressions,
(4.32)
|L(ϕ1, ϕ2, ϕ3)|2
‖ϕ1‖2can‖ϕ2‖2can‖ϕ3‖2can
= 1
8
(discF)−1
∗∏
v
ζv(1)
ζv(2)3
|Lv(ϕ1,v, ϕ2,v, ϕ3,v)|2
∏3
i=1〈ϕi,v, ϕi,v〉
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In this way, we have established (4.21) in the remaining case also.
Proof. — Considering the central characters χi, i = 1,2,3 fixed, the pairs of char-
acters (χ+i , χ
−
i ) i = 1,2,3 such that χ+i χ−i = χi will be referred as the parameters. The
set of parameters has the structure of a 3-dimensional complex manifold with infinitely
many connected components.
The reasoning by which we derived (4.21) in the “at least one πi cuspidal” case
may be applied to Lc, at least on an open set of parameters which intersects every con-
nected component. By analytic continuation this shows that |Lc|2 is indeed given by (4.21)
everywhere.
To establish La = Lc, we consider the parameters in a given connected component:
in other words, assuming the characters χ±i , i = 1,2,3 unitary, we consider any analytic
deformation
ϕ1(s1) ⊗ ϕ2(s2) ⊗ ϕ3(s3) ∈ π1(s1) ⊗ π2(s2) ⊗ π3(s3)
indexed by the complex parameters (s1, s2, s3) ∈ C3. Clearly, the integral (4.30) extends
(via (4.31)) to an holomorphic function on an open subset of C3 (containing (0,0,0))
(4.33) (s1, s2, s3) →
∫
N(A)A(F)\PGL2(AF)
((ϕ1(s1)ϕ2(s2))N − (ϕ1(s1))N(ϕ2(s2))N)f3(s3)dg.
Let E(s1, s2) be the Eisenstein series formed out of the exponents of the product  :=
ϕ1(s1).ϕ2(s2) which are of real part > 1/2. Explicitly: let S be the set of exponents of ;
let ∗N,>1/2 be the part of 
∗
N that corresponds to exponents χ ∈ S with (χ) > 1/2, and
let E(s1, s2) := Eis(∗N,>1/2), interpreted by analytic continuation if there exists χ ∈ S
with (χ) ∈ (1/2,1).
The map (s1, s2) → E(s1, s2) defines a meromorphic function on an open subset of
C2; in an open subset of C3, one has
∫ reg
XPGL2
ϕ1(s1)ϕ2(s2)ϕ3(s3) =
∫ reg
(ϕ1(s1)ϕ2(s2) − E(s1, s2))ϕ3(s3).
Considering Fourier expansions, one see that, given any N > 1, one has
(4.34) ϕ1(s1)ϕ2(s2)(x) − E(s1, s2)(x) N ht(x)−N, x ∈ XPGL2,
as long as s1 N s2 N 1.
Therefore, there is an open subset of C3 (in which s3 > 1/2) so that the previous
integral is absolutely convergent. It unfolds to
(4.35)
∫
N(A)A(F)\PGL2(A)
((ϕ1(s1)ϕ2(s2))N − E(s1, s2)N)f3(s3)dg.
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Indeed, (4.34) implies that the constant term ((ϕ1(s1)ϕ2(s2))N − E(s1, s2)N is bounded, and
from this one justifies the unfolding process.
The definitions (4.33) and (4.35) are a priori convergent in different regions and
they cannot be compared directly. Nonetheless, they coincide on the intersection of their
domains of holomorphic continuation. Indeed, there exists a nonempty open set of para-
meters, intersecting every connected component of either domain of holomorphic con-
tinuation, so that both (4.33) and (4.35) can be defined by regularizing the integral over
N(A)A(F)\PGL2(A); this being done, their difference vanishes by invariance of the reg-
ularized integral.
To be more specific, we have, whenever |s1| + |s2|  A, the bound
(ϕ(s1)ϕ(s2))N(a(y)k)  max(|y|, |y|−1)1+A,
with bounds of similar nature for ϕ(s1)Nϕ(s2)N and also E(s1, s2)N). Therefore, if
(s3) A 1, and we write out the integrals (4.35) and (4.33) in the Iwasawa decomposi-
tion, we obtain functions of a(y)k which are integrable in the region |y|  1. By contrast,
in the region |y|  1 they are asymptotic to sums of finite functions of y, i.e., functions
whose translates span a finite-dimensional vector space; these may be regularized as in
Section 4.3.1, and our conclusion follows.27 
4.5. An example: F = Q at full level
For F = Q, we have in particular ξ ∗F (1) = discF = 1. Let us describe some ex-
plicit consequences of the foregoing remarks. In particular, we elaborate on the remark,
contained in the introduction, that the “evident” identity (1.2) gives rise to an identity
between families of L-functions.
4.5.1. — Let M be the set of even Maass cusp forms on SL2(Z)\H. Let ξ(s) =
π−s/2(s/2)ζ(s). We shall use  to denote the completed L-function. For ϕ ∈ M define
ηϕ(x, y) = (ϕ,1/2 + x + y)(ϕ,1/2 + x − y),
the corresponding definition for an Eisenstein series Es ∈ Eis(| · |s, | · |−s) is:
η(s, x, y) = ξ(1/2 + s + x + y)ξ(1/2 − s + x + y)ξ(1/2 + s + x − y)
× ξ(1/2 − s + x − y);
The quotient of X by the maximal compact K may be identified with the quotient
of SL2(Z)\H, by z → −z. The measure of the quotient is π3 , i.e. it arises from 2 dx dyy2 (but
if we work on SL2(Z)\H, it is simply dx dyy2 ).
27 The reader may wish to consider the following simpler example of this reasoning: the characteristic function of
[0,1] and the characteristic function of [1,∞] have Mellin transforms, respectively, 1s (s > 0) and − 1s (s < 0). However, the
fact that the meromorphic extensions are negative to each other can be deduced without computation: the sum of f1 + f2
is the constant function, and its Mellin transform in any regularized sense must be zero wherever defined, by invariance.
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For s ∈ C× let Es resp. E∗s be the result of applying the Eisenstein intertwiner to the
vector f ∈ | · |s  | · |−s whose restriction to K is 1 resp. ξ(1+2s). Then Es and E∗s descend
to functions on SL2(Z)\H; their constant terms are
y1/2+s + ξ(2s)
ξ(1 + 2s)y
1/2−s resp. ξ(1 + 2s)y1+2s + ξ(1 − 2s)y1−2s.
For s ∈ iR×, we have by (4.8), 〈Es,Es〉can = 2ξ(2) = π/3 while
〈E∗s ,E∗s 〉can = 2ξ(2)ξ(1 + 2s)ξ(1 − 2s) → ∞, s → 0
By (4.21), if ψ ∈ M or is an Eisenstein series,
〈E∗t1E∗t2,ψ〉2 =
‖ψ‖2can
2ξ(2)
ηψ(t1, t2)2
∗(1,Ad,ψ)
For t1 = ±t2 ∈ iR:
(4.36) E∗t1E
∗
t2 =
∑
t′1=±t1,t′2=±t2
ξ(1 + 2t′1)ξ(1 + 2t′2)
ξ(2 + 2t′1 + 2t′2)
E1/2+t′1+t′2
+
∑
ϕ∈M
ηϕ(t1, t2)√
2ξ(2)L(Ad,ψ,1)‖ϕ‖can ϕ
+ 12π
∫ i∞
s=0
η(s,t1,t2)
ξ(1+2s)ξ(1−2s)E
∗
s
The first and third term on the right-hand side are, of course, intimately related,
through a process of contour-shifting; indeed, if we compute the constant term of the
right-hand side, one finds that (after shifting contours) the residues of the third term
match exactly, and indeed cancel, part of the constant term of the first term.
It is interesting to substitute the point i (“period over a non-split torus with class
number one”). Noting that,
E∗s (i) = 2s+3/2ξQ(i)(1/2 + s),
the resulting formula relates ξQ(i)(1/2 + t1)ξQ(i)(1/2 + t2) with ξQ(i)(1 ± t1 ± t2) and inte-
grals over the critical line. The contribution of cusp forms may be expressed in terms of
Fourier coefficients of half-integral weight.
4.5.2. The associativity formula. — Equation (4.36) expresses a “multiplication ta-
ble” for forms; this is of course constrained by the associativity of multiplication. These
constraints lead (among other things) to identities generalizing that of Kuznetsov:
Set
f1(t1, t2, t3, t4) = ξ(1 + 2t3)ξ(1 + 2t4)
ξ(2 + 2t3 + 2t4) η(t1, t2,1/2 + t3 + t4)
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and take (t1, t2, t3, t4) = ∑±,±(f (t1, t2,±t3,±t4) +
∑
±,± f (t3, t4,±t1,±t2). Then the
function & defined by:
& =
∫ i∞
s=0
ds
2π
η(s, t1, t2)η(s, t3, t4)
ξ(1 + 2s)ξ(1 − 2s) +
3
π
∑
ϕ∈M
ηϕ(t1, t2)ηϕ(t3, t4)
(ϕ,Ad,1)
+ (t1, t2, t3, t4)
is invariant under all permutations of coordinates. This is a spectral identity between families of
L-functions; a version was first discovered by Kuznetsov.
4.5.3. The Motohashi formula. — One may also take the period of (4.36) over a split
torus, i.e., integrate
∫
y∈R+ Et1(a(y))Et2(a(y))d
×y; the integral does not converge, but can
be regularized as in Section 4.3.1.
The resulting formula relates, on the left-hand side,
∫
ν∈iR
ξ(1/2+ t1 +ν)ξ(1/2− t1 +ν)ξ(1/2+ t2 +λ−ν)ξ(1/2− t2 +λ−ν)
to, on the right hand side,
∑
M
(1/2 + t1 + t2, ϕ)(1/2 + t1 − t2, ϕ)(1/2 + λ,ϕ)
+ Eisenstein and degenerate terms
This is an example of a formula of Motohashi [53]; it is perhaps most interesting to let
t1, t2, λ = 0.
The possibility of thus deriving the Motohashi formula was remarked in [51] in
Section 4.3.3 together with the remark that the divergence of the resulting integrals would
“cause considerable technical difficulty.” The method of using regularized integrals thus
settles that issue in a satisfactory way. We would like to remark that it is necessary to be
wary of the following point: the regularized integral cannot be interchanged naively with
the continuous integral over the Eisenstein series that occurs on the right of (4.36). In
“commuting” the two, we obtain an extra factor of η(−1/2−λ,t1,t2)
ξ(2+2λ) + η(−1/2+λ,t1,t2)ξ(2−2λ) .
4.5.4. Commentary. — For the purpose of analytic number theory the above formu-
las, although beautiful, are insufficient; one needs a family with more flexibility of “test
functions.” This extra flexibility is provided by the work of Motohashi and Kuznetsov.
From the point of view of the method above, this can be obtained by varying the choice
of test vector in the representations underlying E∗t1 and E
∗
t2 .
The associativity formula, and that of Motohashi, have played an important—
though not always explicit—role in analytic number theory on GL2. We invite the reader
to see “shadows” of these formulas hiding in various other papers on the subject.
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The primary advantage of the formalism above seems to be that it generalizes im-
mediately to ramified settings. One may, for instance, replace E∗t1 by an Eisenstein series
in the representation χ  1 to get a new formula; or one may replace Q by a number
field. It is a very interesting question to investigate more deeply the “test function” ver-
sion of such formulas in a general setting, and to study the integral transforms—both
archimedean and p-adic—that intervene.
Such general formulas would probably lead to, among other things, a good expo-
nent in the subconvexity theorem. In the present paper we have taken a “short cut” to
subconvexity.
5. Proof of the theorems
5.1. Subconvexity of character twists
In the present section we shall prove the following theorem which is a special case
of our main result, Theorem 1.1, but which is also necessary in its proof.
We continue with notation as in Section 4.1.
Theorem 5.1. — There are absolute constants δ,A  0 such that for F a number field, π an
automorphic representation of GL2(AF), and χ a unitary (Hecke) character of F×\A×F ,
L
(
π × χ, 1
2
)
F,π C(χ)1/2−δ,
where C(χ) denotes the analytic conductor, and our conventions about  are as in Section 4.1.5.
In particular, L(χ, 12) F C(χ)1/4−δ.
The proof follows the description of Section 1.2; we try below to give a “transla-
tion” of the adelic steps to the steps in Section 1.2.
Let us recall that over Q, the first result in the direction of Theorem 5.1 are due
to Good [27] (in the t-aspect) and to Duke-Friedlander-Iwaniec in the conductor aspect
[17]. Over general number fields the conductor aspect was obtained by the second au-
thor [65] and Diaconu-Garrett for the t-aspect [16]. The various methods used in these
papers, although superficially rather different and having different strengths and weak-
nesses, nonetheless are closely linked; they are all, in various ways, related to versions of
the identity described in Section 4.5.3. In particular, it is possible to redo the proof below
in a way that is much closer to the proof of Theorem 1.1, i.e. removing the ergodic theory
and substituting explicit spectral expansions.
5.1.1. Notation. — Let H(1) = {a(y) : |y| = 1}. Given χ a character as in the The-
orem, we define the following signed measure μχ supported on a closed orbit of H(1)
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on X:
(5.1) μχ(ϕ) =
∫
F×\A(1)
ϕ(a(y))χ(y)d×y, μ = μ1.
Let us note that (5.1) makes sense for any function on B(F)\PGL2(A), i.e. μχ has
a canonical lifting μ˜χ to that space. Given g ∈ GL2(A), we denote by μgχ the translate of
μχ by g (i.e. μgχ(ϕ) = μχ(g.ϕ)), and similarly define μ˜gχ . For t ∈ R>0, we pick yt ∈ A× such
that |yt|A = t.
We shall be primarily interested in the translates μgχ when g is of the form a(y)n(T),
for T ∈ A.
In trying to get some geometric intuition for these measures, we suggest that the
reader bear in mind the following simple example: F = Q, T = “p ∈ Qp ↪→ A”, the pro-
jection of supp(μa(q
−1)n(T)
1 ) to the space of lattices is the set {x : x ∈ (Z/qZ)×}. Here x
are as in Section 1.2; recall in particular that x = n(x)1. Therefore, in classical terms,
the measures μa(y)n(T)χ will correspond to certain orbits of the discrete horocycle flow; however,
the signs of the measure μχ encode arithmetic information (e.g., whether or not x is a
quadratic residue).
5.1.2. A sketch of the proof in the simplest case: F = Q and π cuspidal. — Unfortunately,
there are two cases which introduce extra notation and small complexities: F = Q, and
π Eisenstein. Thus we advise the reader to read carefully the present subsection, where
we sketch the proof in the case when neither of these complications exist.
The reasoning has the following three stages. Fix ε > 0 and κ ∈ (0,1) and write,
for typographical simplicity, Q = C(χ).
Step 1. Theorem 5.1 ⇐= equidistribution result for μgχ , for suitable g:
Claim 1: There’s ϕ ∈ π , T = (Tv)v ∈ A with |T|  Q1−ε and t ∈
[Q−1−κ,Q−1+κ]:
Q−1/2−ε |L(π ⊗ χ,1/2)| ε,κ,π |μa(yt)n(T)χ (ϕ)| + Q−κ/2.
Step 2. Section 4.2.2 proves equidistribution of translates of μχ in the case χ = 1.
Claim 2: For some absolute δ > 0, and t as above
μa(yt)n(T)( f )  S X( f )(|t|1/2A + |T|−δA ),
f ∈ L20(XPGL2) and smooth
Step 3. An application of Section 1.3 allows us to bound μa(yt)n(T)χ starting from
Claim 2.
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Claim 3: |μa(yt)n(T)χ (ϕ)| π Q−δ′ S X(ϕ). The utility of F = Q comes in
here: we take advantage of the fact that we can find many pairs of dis-
tinct prime ideals with the same norm. We use this to construct a suitable
measure σ with which to apply Section 2.5.3, with σ supported entirely
on the group H(1) and commuting with n(T)28. When F = Q one can
only make such a measure supported “near” H(1).
In terms of the discussion in Section 1.2, and in particular Section 1.2.4, Step 1
amounts to the remark that (C) or (C2) implies subconvexity and Step 2 amounts to the
implication (B) =⇒ (C).
5.1.3. The general proof. — For T ∈ A and h a smooth compactly supported func-
tion on R>0 we define the measure
μ
n(T)
χ,h (ϕ) :=
∫
R>0
h(t)χ(yt)μa(yt)n(T)χ (ϕ)d
×t.
Lemma 5.1.4 (Variant of Claim 1). — Notation as in the theorem, set Q := C(χ). For any
ε > 0, κ ∈ ]0,1[, there exists a smooth vector ϕ ∈ π , T = (Tv)v ∈ A and a smooth, non-negative,
bounded by 1, function on R>0, h = hQ,κ say, supported in the interval [Q−1−κ,Q−1+κ] such that
(5.2) Q−1/2−ε |L(π ⊗ χ,1/2)| ε,κ,π |μn(T)χ,h (ϕ)| + Q−κ/2
(if π is not cuspidal, replace μχ(ϕ) by μ˜χ(ϕ − ϕN)) and moreover:
1. Tv = 0 unless v is archimedean or χ is ramified at v;
2. log |T|Alog Q ∈ [1 − ε,1 + ε] if Q ε 1;
3. S πd (ϕ) d,π 1 for any d. In particular, if π is cuspidal, then, for any d, S Xd (ϕ) d,π 1.
Proof. — For finite v, we take Wϕ,v ∈ Wπv to be the new vector and Tv = −rv ,
where r is the conductor of πv , just as in Lemma 3.3.2. For archimedean v, we choose
Wϕ,v and Tv ∈ Fv according to Lemma 3.3.3. Put T = (tv)v ∈ A and let ϕ ∈ π be the
preimage of ⊗Wϕ,v under the canonical intertwiner from π to its Whittaker model.
The third assertion S πd (ϕ) d,π 1, follows since Sd(Wϕ,v)  Cond(πv)N(d), for
some N(d) depending on d—noted in Lemma 12.3 in the archimedean case, and im-
mediate in the nonarchimedean case—and from Section 2.2.2.
It follows then from Lemma 3.3.2, Lemma 3.3.3, and the results of Section 4.2 that
(5.3) L(π ⊗ χ,1/2) ε (C(π)Q)εQ1/2
∫
F×\A×
ϕ(a(y)n(T))χ(y)d×y
28 Let K be a parameter to be chosen as a fixed positive power of Q. Consider all finite primes of Q that are contained
in [K,2K], are split in F and above which χ is unramified. The number of such primes p is then F K/ log K. Above each
such prime p, let v1(p), v2(p) be two distinct places. Let σ be the probability measure on H(1) which is the average of the
Dirac measures at the a(−1v1(p)v2(p)) for all such primes p ∈ [K,2K].
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We need to pass from this statement to the desired property (3) by truncating the range of
the y-integral. That is carried out using similar reasoning to [65, Lemma 11.9]; it can be
considered the geometric form of the approximate functional equation. Let h be a fixed
smooth function on R>0 with values in [0,1], which is 1 on (0,1], 0 on [2,∞). Take
A = Q−κ−1 and hA : t → h(t/A).
Write as a shorthand
f (t) = χ(yt)μa(yt)n(T)χ (ϕ),
so that the integral on the right-hand side of (5.3) is given by
∫ ∞
0 f (t)d
×t, and, more
generally, the Mellin transform F(s) = ∫ f (t)tsd×t is given by F(s) = χ |·|s(n(T)ϕ).
Given ε > 0 small, we will need to bound F(s) for s = −1/2 − ε. We claim that
(5.4) |F(s)| π,ε (1 + |s|)2Q1/2+3ε when (s) = −1/2 − ε.
Crudely, the L-function in front contributes Q, whereas the ramified factors contribute
Q−1/2, and the rest is of size 1.
To be more precise, let S denote the (finite) set of places where either v is infinite
or ϕv is not spherical, or Tv = 0, or ψ is ramified. Then F(s) may be expressed as:
L(S)(π ⊗ χ,1/2 + s)
∏
v∈S
χv |·|
s
v (n(Tv)Wv,ϕ)
∏
v /∈S
χv |·|sv (n(Tv)Wv,ϕ)
L(πv ⊗ χv,1/2 + s) .
The product over v /∈ S is equal to 1. For v ∈ S, each factor is bounded by
π,εCond(χv)−1/2+ε, as follows from Lemma 3.3.2 and Lemma 3.3.3. Finally, by the
convexity bound together with bounds towards Ramanujan29
L(S)(π ⊗ χ, s) ε (1 + |s|)2C(π ⊗ χ)1/2+ε (s = −ε).
Noting that |S| = o(log(C(π ⊗χ)+disc(F))) as C(π ⊗χ) → ∞, and since C(π ⊗χ) 
C(π)C(χ)2, we get (5.4).
By Mellin inversion (H being the Mellin transform of h),
∫
R>0
hA(t)f (t)d×t =
∣
∣
∣
∣A
1/2+ε
∫
(s)=−1/2−ε
H(−s)F(s) ds
2π i
∣
∣
∣
∣ π,ε,h Q
−κ
2 +ε
The effective content of this statement is that the range t  Q−κ−1 contributes very little
to the integral
∫ ∞
0 f (t)d
×t. A corresponding analysis yields the same statement for the
range t  Qκ−1, namely:
∫
R>0
(1 − hQκ−1(t))χ(yt)μa(yt)n(T)χ (ϕ)d×t π,ε,h Q−κ/2+ε.
We take h = hQκ−1 − hQ−κ−1 to conclude.
29 More precisely, it is necessary to bound each factor L(πv ⊗ χv,1/2 + s)−1. Suppose v is finite and that ψ is
unramified at v. If πv is tempered, this is bounded by (1 + qεv)2. If πv fails to be tempered, then πv is a twist of a spherical
representation, as is πv ⊗ χv . If the local L-factor is not identically 1, then necessarily πv ⊗ χv is spherical. Since v ∈ S, it
must be that πv was ramified at v; the claimed bound follows.
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The following will be useful later: If we replace h by any translate y → h(yω), where
ω remains within (say) the set [1/4,4], then (5.2) remains valid. This is evident from the
above proof, replacing e.g. Qκ−1 by ωQκ−1. 
Proposition 5.1.5 (Variant of Claim 2). — Take g = a(t)n(T) for t ∈ R>0 ↪→ A×,T =
(Tv)v ∈ A. For f ∈ L20(XPGL2) and smooth, one has
μg( f )  S XPGL2 ( f )(|t|1/2A + |T|−δA )
for some absolute δ > 0.
Proof. — By property (3c) of Sobolev norms, it is sufficient to prove that for any
automorphic representation π equipped with its canonical norm, and f ∈ π a smooth
function, we have the inequality
(5.5) |μg( f )|  S π( f )(|t|1/2A + |T|−δA ).
We may decompose μg( f ) as μ˜g(fN) + μ˜g(f − fN).
By (2.12) the first term is bounded by S π( f )|t|1/2A (and is even zero if π is cuspidal).
The second term equals
∫
s=0 
|·|s(g.f )ds, by inverse Mellin transform; here |·|s( f ) is the
linear functional given in (4.15) and associated with the character | · |sA. Applying Lemma
4.2.3, together with (4.17), we see that (1+|s|)4|·|s( f ) is bounded above by S π( f )|T|−δA ,
with δ > 0 absolute, and our result follows. 
5.1.6. The cuspidal case. — We now prove Claim 3 and conclude the proof of The-
orem 5.1 for π cuspidal. We advise the reader to first consider Section 5.1.2 which gives
a somewhat cleaner version of the proof in the case F = Q.
Let t,T, ϕ, h be as in Lemma 5.1.4. We need to show that |μn(T)χ,h (ϕ)| decays with
Q. The basic idea is this: since μn(T)χ,h is χ -equivariant under the subgroup of elements of
H(1) which commute with n(T), we can reduce this to the corresponding fact for χ = 1,
already known by Proposition 5.1.5, using the ergodic principle (Section 1.3).
Noting that μa(yt)n(T) is orthogonal to all one-dimensional automorphic representa-
tions on PGL2 except the constants, Proposition 5.1.5 implies that for f non-negative on
XPGL2 ,
(5.6) |μn(T)1,h ( f )| 
∫
h
∫
XPGL2
f + S XPGL2 ( f ), with  ε Qε(Q κ−12 + Q−δ),
for any ε > 0. Here κ is as in the statement of Lemma 5.1.4.
Let σ be the averaged sum of the Dirac measures which are supported at
a(−1v )a(v′) ∈ a(Fv)a(Fv′) ⊂ H
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for (v, v′) ranging over pairs of distinct non-archimedean places at which χ is unramified
and for which qv, qv′ are contained in [K,2K] (to be choose later; in any case K  Q.)
The number of such pairs is  K2/ log2 K; σ is not supported on H(1) but rather on
H([1/4,4]) = {a(y), y ∈ A×, |y| ∈ [1/4,4]}.
Since ‖Ad(a(−1v )a(v′))‖  K2, we see (notation of Section 2.5.3):
‖σ‖d  K2d,‖σ  σˇ‖θ  (log K)2
(
K−2 + K−1−2θ + K−4θ).
The measure μχ,h(ϕ) is not exactly invariant under the substitution ϕ → ϕ χ σ
but almost: indeed since the support of σ commute with n(T) one has
μχ,h(ϕ χ σ ) = μχ,hη(ϕ),
where η denote the average of the Dirac measures at qv/qv′ on R>0 for (v, v′) as above.
Therefore, the reasoning of Section 2.5.3 shows that:
(5.7) |μχ,hη(ϕ)|2 ε,π Qε(K4d(Q κ−12 + Q−δ) + K−2 + K−1−2θ + K−4θ )
Note that |ϕ χ σ |2 descends to XPGL2 , and so it was admissible to apply (5.6) to it.
It follows from the (the last line of the) proof of Lemma 5.1.4 that (5.2) holds with
h replaced by h  η (which is supported on [ 14Q−1−κ,4Q−1+κ]):
(5.8) Q−1/2−εL(1/2,π ⊗ χ) ε,π,κ
∣
∣μχ,hη(ϕ)
∣
∣ + Q−κ/2
Taking K to be a suitable small power of Q and combining (5.7) and (5.8), we conclude. 
5.1.7. The Eisenstein case. — In this section, we prove Theorem 5.1 for π noncus-
pidal by utilizing a simple regularization. By factorization, it suffices to consider the case
where π = 1  1 is induced from two trivial characters.
Let ϕ be as furnished by Lemma 5.1.4. Let k be a fixed smooth compactly sup-
ported function on G(A) of integral 1. Fix a sufficiently large parameter X  1 (to be a
fixed power of Q), and split ϕ = ϕ1 + ϕ2, where
ϕ1(g) := ∧Xϕ  k, ϕ2 = (ϕ − ∧Xϕ)  k,
say. Thus ϕ1 is of rapid decay high in the cusp, whereas ϕ2 is supported high in the cusp.
Let us observe,
1. |ϕ2(x)|  S π(ϕ)ht(x)1/2 log ht(x).
2.
∣
∣∫
X ϕi
∣
∣  S π(ϕ)X−1/4 i = 1,2.
3. For every d , there exists N(d) so that S Xd (ϕ1)  XN(d)S π(ϕ).
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The first property follows from (4.12). The second property follows from the first, since
ϕ2 is supported in ht(x)  X and
∫
ϕ1 +
∫
ϕ2 = 0. To verify the third property, it suffices
to check that (for any φ ∈ π and any m  1) we have the bound
| ∧X φ(x)| m XA(m)ht(x)−mS π(φ).
By (4.3) together with (4.12), it suffices to verify that for y ∈ A×,
∑
α∈F×
Wφ(a(αy)) m |y|−mS π(φ).
This follows from Proposition 3.2.3, together with the definition of the norm on π given
by (2.5). It is necessary only to observe that
∑
α∈F×
∏
v
max(|αy|v,1)−n n |y|−n′ .
Now, let g = a(yt)n(T), where t,T are as in Lemma 5.1.4. We need to bound
μ˜gχ(ϕ − ϕN) = A + B + C + D,
where
– A = μgχ(ϕ1 − 1vol(X)
∫
X ϕ1) is bounded as in the prior argument by
Qε(K2d(Q
κ−1
4 + Q−δ/2) + K−1 + K−1/2−θ + K−2θ ).
– B = μgχ( 1vol(X)
∫
ϕ1) is bounded by S π(ϕ)X−1/4;
– C = μ˜gχ(ϕN) is bounded, in view of (4.12), by |t|1/2−εS π(ϕ) = Q κ−12 +εS π(ϕ).
– D = μgχ(ϕ2).
Now let us bound D. Let ϕ◦ be the spherical vector of norm 1 in the representa-
tion π . Decompose ϕ◦ = ϕ◦1 +ϕ◦2 just as above. By (4.13), ϕ◦2  0. By loc. cit., it is also true
that—for X sufficiently large—|ϕ2|  S π(ϕ)ϕ◦2 . Therefore,
(5.9) |D|  S π(ϕ)(|μg(ϕ◦1)| + |μg(ϕ◦)|) ε S π(ϕ)
(
X−1/4 + XA(|t|1/2A + |T|−δA )
)
for some absolute constant A; we applied (5.5) to the function ϕ◦, and Proposition 5.1.5
to the function ϕ◦1 −
∫
XPGL2
ϕ◦1 , observing that |
∫
XPGL2
ϕ◦1 | ε X−1/4. We conclude that:
Q−1/2L(χ,1/2)2 = Q−1/2L(π ⊗ χ,1/2)
ε Qε
(
Q−
κ
2 + X−1/4 + K−θ + XAK2d(Q κ−14 + Q−δ/2))
and we conclude by an appropriate choice of the parameters. 
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5.2. Subconvex bounds for Rankin/Selberg L-functions
In this section we prove Theorem 1.2. Let π1,π2 be the two automorphic rep-
resentations of GL2(A) considered there and let χ1, χ2 denote their respective central
characters.
5.2.1. — Fix a parameter z ∈ iR whose modulus will be a negative power of
C(π1) to be determined later. We shall prove our result on certain slight constraints on
the parameters of πi so as to stay away from singular Eisenstein series. The general case
will reduce to this constrained case, as we explain now.
If π2 is not cuspidal, it will be sufficient to take π2 = 1  | · |z. Let π3 be the
Eisenstein series 1  χ3 where χ3 = (χ1χ2)−1; we shall suppose that χ 23 is not of the form
| · |2it for |t| < |z|/3. Under such constraints we will establish the bound30
L
(
π1 ⊗ π2 ⊗ π3, 12
)
π2 C(π1 ⊗ π2)1/2−δ|z|−8,
for some absolute δ > 0.
This implies our main result: from Theorem 5.1, we may assume that π1 is cusp-
idal. In that case, we wish a subconvex bound for L(π1 ⊗ π2,1/2) with either π2 cuspi-
dal or π2 = 1  1 (which yield a subconvex bound for L(π1,1/2)). We take z such that
|z| = C(π1)−δ/9, and apply the previous bound to a triple (π1,π ′2,π3) where π ′2 equals π2
or π2 ⊗ | · |z if π2 cuspidal, and equals 1  | · |z if not, while π3 = 1  (χ1χ ′2)−1, choices
being made so that (π1,π ′2,π3) fulfills the above constraints. A subconvex bound follows
for L(π1 ⊗ π2,1/2) since, by convexity, we have, for any t ∈ [−1,1],
|L(π1,1/2) − L(π1,1/2 + it)|  C(π1)1/4+o(1)|t|,
|L(π1 ⊗ π2,1/2) − L(π1 ⊗ π2,1/2 + it)| π2 C(π1)1/2+o(1)|t|.
5.2.2. Choice of the test vectors. — Factorize πi = ⊗v πi,v , and choose unitary struc-
tures on each πi,v so that the product coincides with the canonical norm on πi. Given
 > 0 small and i = 1,2,3, let ϕ1 ∈ π1, ϕ2 ∈ π2, E ∈ π3 be the tensor product of the test
vectors (ϕ1,v)v, (ϕ2,v)v, (E3,v)v constructed in Proposition 3.6.1 for each place v (applied
with the parameter ).
The canonical norm of ϕ1, ϕ2, E are easy to estimate: they are, by definition, the
product of the norms of these local vectors, and are therefore equal to 1; moreover we
have for any d ,
Sd(ϕ2) π2 1.
30 Of course the exponent 8 is not optimal for specific configuration (e. g. if π2 is cuspidal) but this will be sufficient
for our present needs.
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Applying (4.21), we have, from the hypotheses made in the above section,
(5.10) L(π1⊗π2,1/2)C(π1)1/2+ ,π2 |L∗(π2,Ad,1)L∗(π3,Ad,1)|
∣
∣
∫
X ϕ1ϕ2E(g)dg.
∣
∣
,π2 |z|−4〈ϕ1, ϕ2E〉.
Set Q := C(π1)C(π2). We want to check that 〈ϕ1, ϕ2E〉 π2 Q−δ . Roughly, we
use Cauchy-Schwarz to bound the square of this quantity by 〈ϕ2E, ϕ2E〉. The later
equals 〈ϕ2ϕ2,EE〉 which may be decomposed along the automorphic representations
of PGL2(A). It turns out that the contribution of each of these is small except for one-
dimensional representations. Naively speaking, their contribution would be ‖ϕ2‖2‖E‖2can;
the truth is a little more complicated because we need to use regularization. In any case,
to reduce this “large” term, we use Friedlander-Iwaniec’s amplification method.
5.2.3. The amplification method. — We choose a real signed measure σ compactly
supported on GL2(Af ) which satisfies
1. u ∈ supp(σ ) =⇒ ‖u‖  K where K > 0 is some parameter which will be
chosen to be a small fixed positive power of Q.
2. supp(σ ) commutes with GL2(Fv) at all archimedean places v and at all places
v for which either π1 or π2 is not spherical or the chosen additive character ψ
is ramified.31
3. (ϕ2E)  σˇ is of rapid decay on X.
4. Let |σ | denote the total variation measure. Then the total mass of |σ | is
bounded above by KB, for some absolute constant B. Moreover, with |σ |(2) =
|σ |  |σˇ |, one has for any γ > 1/2
∫
‖Ad(u)‖−γ d|σ |(2)(u)  K−η, for some η = η(γ ) > 0.
5. ϕ1  σ = λ1.ϕ1 with λ1 F,ε Q−ε for any ε > 0.
The construction of such a measure (which is inspired by [18, 19]) is given in [65,
Section 4.1], except for the remark that (ϕ2E)  σˇ is of rapid decay. However, this follows
by convolving with a measure as in the remark of Section 4.3.7; one may choose the place
v so that qv  (log Q)2.
By property (5) of σ , stated above and Cauchy-Schwarz, we have
|λ1|2
∣
∣〈ϕ1, ϕ2E〉
∣
∣2 = ∣∣〈ϕ1  σ,ϕ2E〉
∣
∣2 =
∣
∣
∣〈ϕ1, (ϕ2.E)  σˇ 〉
∣
∣
∣
2
 〈(ϕ2.E)  σˇ , (ϕ2.E)  σˇ 〉;
31 I.e. the places dividing the discriminant of F.
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Thus far, the integrals considered are convergent. However, we shall now expand the
integral implicit in convolving with σˇ ; at this point, we need to make use of regularized
integrals. This is possible since, for u ∈ supp(|σ |(2)), the set of exponents of ϕu2ϕ2EuE is
either ∅ (if π2 is cuspidal) or is comprised of characters with real part equal to 2. Noting
that
(5.11) 〈ϕu2.Eu, ϕ2.E〉reg = 〈ϕu2ϕ2,EuE〉reg
we obtain that
(5.12) |λ1|2
∣
∣〈ϕ1, ϕ2E〉
∣
∣2 
∫ ∣
∣〈ϕu2ϕ2,EuE〉reg
∣
∣ d|σ |(2)(u)
Now, applying properties (1) and (4) of σ to (5.12), we conclude that it suffices to prove:
Proposition 5.2.4. — For u ∈ GL2(A), put 2,u := ϕu2ϕ2 and 3,u := EuE. For u ∈
supp(|σ |(2))
|〈2,u,3,u〉reg| π2, |z|−4‖Ad(u)‖−γ + ‖u‖AQ−δ
for some absolute positive constants γ > 1/2 and δ,A > 0.
The proof will follow. Roughly, we evaluate the right-hand side via the regularized
Plancherel formula in Section 5.2.7; we handle the spectral sum (cuspidal and Eisenstein)
in Section 5.2.8, and we bound the “degenerate” terms that arise in Section 5.2.9.
5.2.5. Good and bad places. — Fixing now u ∈ supp(|σ |(2)), we make the following
definitions of “good” and “bad” places:
Let R be the set of finite places where ϕ2,v,E3,v are spherical and where uv = 1;
let S be the set of places where uv = 1: by the choice made in Section 5.2.2 S consists
of finite places, and the data ϕ2,v, E3,v,ψv are all unramified for v ∈ S; let T denote the
complement of R ∪ S.
Observe that |S| + |T| = o(log C(π1) + log C(π2)), the bound on |S| arising from
property (1) of the signed measure σ . This property will be used to control a product,
over v ∈ S ∪ T, of “implicit constants.”
5.2.6. Deformation. — In this section, we shall deform π2,π3 in such a way that
we will be able to apply the regularized Plancherel formula. These deformations will be
parameterized by s ∈ C (for π2) and t ∈ C (for π3). We shall fix rather specific deforma-
tions of the vectors ϕ2 ∈ π2,E ∈ π3. We shall also fix factorizations into local constituents
of various vectors that will arise.
Write π3 = 1  χ3 and let π3(t) := | · |t  χ3| · |−t , for t ∈ C, be the one-parameter
deformation of π3 as described in Section 4.1.6. We choose f3 so that E = Eis(f3). We
denote the corresponding deformation of E by E(t): E(t) = Eis(f3(t)).
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If π2 = 1  | · |z, we consider the deformation (| · |s  | · |z−s, ϕ2(s)) of (π2, ϕ2):
after choosing f2 so that ϕ2 = Eis(f2), we set ϕ2(s) = Eis(f2(s)). (By convention, if π2 is
cuspidal we regard (π2(s), ϕ(s)) as being constant.) Note that ‖E(t)‖can and ‖ϕ2(s)‖can are
both constant by Lemma 2.2.3.
Factorizing f2 = c2,f ∏v f2,v and f3 = c3,f
∏
v f3,v , where ‖f2,v‖ = ‖f3,v‖ = 1 for all v;
then
(5.13) |c2,f |  1, |c3,f |  1.
Let Wϕ2(s) be the image of ϕ2(s) under the Whittaker intertwiner. We may then
factorize
Wϕ2(s) = c2,W(s)
∏
v
Wϕ2,v(s),
where we take Wϕ2,v(s) to be the image of f2(s) under the intertwiner (3.10) for v ∈ S∪T;
and, for v ∈ R, we normalize so that Wϕ2,v(s) takes the value 1 at 1. In a similar way,
we factorize Wϕ3(t) = c3,W(t)
∏
v Wϕ3,v(t), the normalizations being identical. Notice that
‖Wϕ2,v(s)‖ = ‖Wϕ3,v(t)‖ = 1 for v ∈ S ∪ T, the intertwiner (3.10) being isometric.
The constant c2,W(s) may be evaluated by computing norms. By Section 2.2.2
〈ϕ2, ϕ2〉can  |c2,W(s)|2∗(π2(s),Ad,1)
∏
v∈S∪T
1
ζv(1)L(π2,v(s),Ad,1)/ζv(2)
and therefore, for any ε > 0,
(5.14) |c2,W(s)|2 ε C(π1)
εC(π2)ε
L∗(π2(s),Ad,1)
,
and similarly for c3,W(t).
5.2.7. Application of the regularized Plancherel formula. — We note that 2,u and 3,u
descend to functions on PGL2(A). Throughout this section we regard u as fixed; set (we
have suppressed the dependence on u for typographical simplicity)
2(s) = ϕu2ϕ2(s), 3(t) = EuE(t),
E2(s) = Eis(ϕu2Nϕ2N(s)), E3(t) = Eis(EuNEN(t)).
– The set of exponents of 2(s) is S2(s) = {| · |1+s, | · |1−s, | · |1+z+s, | · |1+z−s} (or the
empty set if π2 is cuspidal).
– The set of exponents of 3(t) is S3(t) = {| · |1+t, | · |1−t, χ3| · |1−t, χ3| · |1+t}.
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In particular, (s, t) → 〈2(s),3(t)〉reg defines an (s, t)-anti-holomorphic function
in a neighbourhood of (0,0) in C2. We will bound the function 〈2(s),3(t)〉reg at the
point (0,0) by analyzing it along a suitable non-empty subset N ⊂ D containing (0,0)
in its closure. The key point is that we should choose N so that (4.20) is applicable, and
also so that π2(t),π3(s) do not equal 1  1 for (t, s) ∈ N . For explicitness, take
(5.15) N = {(s, t) = (t/2, t), t ∈ iR : 0 < |t| < |z|/6}.
By choice of N , we can apply the regularized Plancherel formula (4.20). Moreover,
for π belonging to the finite spectrum (π = χ , χ 2 = 1) and (s, t) ∈ N one has, again by
invariance, #π(3(t)) = 0. (In other words, there is no G(A)-equivariant functional from
the tensor product π3 ⊗ π3(t) to a one-dimensional G(A)-representation). Therefore, for
(s, t) ∈ N , we have
(5.16) 〈2(s),3(t)〉reg = 〈2(s),E3(t)〉reg + 〈E2(s),3(t)〉reg
+
∫
π generic
〈#π(2(t)),#π(3(s))〉dμP(π),
where #π is defined in (4.19).
We have already observed that (s, t) → 〈2(s),3(t)〉reg defines an (s, t)-antiholo-
morphic function in a neighbourhood of (0,0), and, in particular, a continuous function
on N ; since the same is true of the function
(s, t) →
∫
π generic
〈#π(2(t)),#π(3(s))〉dμP(π),
it follows from (5.16) that
Lemma. — The degenerate term
(s, t) ∈ N → 〈2(s),E3(t)〉reg + 〈E2(s),3(t)〉reg
extends to a continuous function on N .
5.2.8. Bounding the generic term
Lemma. — For (s, t) ∈ N , the last term of (5.16) is π2 ‖u‖AQ−δ , for absolute δ > 0
and A.
In fact, we need this bound only for (s, t) = (0,0), and the reader is welcome to
make this substitution in what follows.
Proof. — Let d0 be the larger than any of the (absolute) Sobolev degrees occurring
in Lemmata 3.5.3 and 3.7.1 as well as the degree of (3.36). For any generic standard
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automorphic representation of PGL2, the inner product
∣
∣〈#π(2(s)),#π(3(t))〉
∣
∣ is
bounded above by S πd0(2(s))S π−d0(3(t)) (as a short cut we write S πd () for S πd (#π())),
by the duality between the Sobolev norms in question . It will be sufficient to verify that
S π−d0(3(t)) π2,π, ‖u‖BQ−δ,
for absolute constants δ > 0 and B; indeed, for any constant B > 0, one has
∫
π
C(π)BS πd0(2(s)) B
∫
π
S πd0+O(B)(2(s)) π2,B 1,
the latter inequality following from (4.24).
We shall apply the results of Section 4.4.1 especially (4.23). In the notations of that
section, we utilize the corollary to Lemma 3.7.132 to see—since C(χ3) π2 C(π1) and
t ∈ iR—
Bv ,π2 C(π1,v)d ′εC(χ3,v)−1
(
C(π1,v)
C(χ3,v)
)2θ−1
(v ∈ T)
for some absolute δ > 0, d ′ > 0. Note that uv does not contribute, since uv = 1 for v ∈ T.
On the other hand, we have
(5.17) Bv  ‖uv‖A for v ∈ S
and some unspecified constant A: this follows from the “trivial” bound (3.36) (see the
sentence following that equation).
We take into account also the global subconvex bound of Theorem 5.1; it implies
L(π3 ⊗ π3 ⊗ π,1/2) π C(χ3)1−δ . Thus, by the results of Section 4.4.1,
S π−d0(#π(3(t)) π2,π, C(χ3)−δ
(
C(π1)
C(χ3)
)2θ−1
‖u‖A‖E‖2can‖E(t)‖2can.
Now, ‖E(t)‖can = ‖E‖can = 1. Using again that C(χ3) π2 C(π1), we conclude the proof
of the Lemma. 
5.2.9. Bounding the degenerate term
Lemma. — For (s, t) ∈ N we have, for any ε > 0
(5.18)
∣
∣〈2(s),E3(t)〉reg + 〈E2(s),3(t)〉reg
∣
∣ π2,,ε Qε|z|−4‖Ad(u)‖−γ
for some absolute γ > 1/2.
32 If πv is tempered, e.g., if π is Eisenstein or under the Ramanujan-Peterson conjecture we may, more simply, apply
Lemma 3.5.3.
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Proof. — We start with the first portion of degenerate term: 〈2(s),E3(t)〉reg .
Let us consider the linear functional on
# = #(s, t) := π2 ⊗ π 2(s) ⊗ π3 ⊗ π 3(t) → C
defined by the rule
H = Hs,t : (ϕ2, ϕ′2, ϕ3, ϕ′3) →
∫ reg
XPGL2
ϕ2ϕ
′
2Eis(ϕ3,Nϕ
′
3,N).
Thus, 〈2(s),E3(t)〉 = H(ϕu2, ϕ2(s),Eu,E(t)); also, expanding the constant terms ϕ3,N,
ϕ′3,N, we may express Hs,t as a sum of four terms
Hs,t =
∑
±,±
H±±s,t ,
where, if we realize π2 in its Whittaker model and π3 in the principal series model,
(5.19) H++s,t (ϕ
u
2, ϕ2(s),Eis(f3)
u,Eis(f3(t))) = c
∗∏
v
H++v ,
c = c2,Wc2,W(s)|c3,f |2, H++v :=
∫
N(Fv)\PGL2(Fv)
Wuv2,vW2,v(s)f
uv
3,vf3,v(t).
The other terms (e.g. H+−s,t , H
+−
v ) are defined similarly, by introducing standard
intertwining operators M (see Section 4.1.8) in front of the f3’s. The second portion of
the degenerate 〈E2(s),3(t)〉reg , admits analogous expansion, of the shape ∑±,± J±±s,t and
the evaluation of each J±±s,t is entirely similar to that of H
±±
s,t . We will examine in detail
two terms: H++ and J−−. We then complete the proof of the Lemma in Section 5.2.12.
5.2.10. Local bounds for H. — We shall need bounds for H++v as well as for its
partial derivatives w.r.t. s, t on the unitary axes, i.e. when s, t are purely imaginary. In
fact, bounds for the partial derivatives will be derived from bounds for H++v in a small
neighborhood of the unitary axes; however, for clarity, we begin by explaining the bounds
for H++v when s, t are on the unitary axes.
The evaluation of H++v , for v ∈ R, is the theory of local Rankin-Selberg integrals
for GL2 (cf. (4.27)):
(5.20) H++v =
Lv(π2 ⊗ π˜2(s) ⊗ | · |t,1)
ζv(2 + 2t)
For v ∈ S, the vectors are spherical and the additive character ψv is unramified;
we apply Lemma 3.2.7 to conclude:
(5.21) |H++v |  ‖Ad(uv)‖−γ , γ = 1 − θ > 1/2.
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For v in T we have again by Lemma 3.2.7
(5.22) |H++v |  ‖f3,vW2,v‖Nv\Gv‖f3,v(t)W2,v(s))‖Nv\Gv
= ‖W2,v‖‖W2,v(s)‖‖f3,v‖‖f3,v(t)‖ = ‖f3,v‖2‖W2,v‖‖W2,v(s)‖ = 1.
More generally, for any fixed i, j  0, v ∈ S ∪ T and any ε > 0, we have also
(5.23) |∂ is∂ jt H++v | i,j,ε C(π2,v)ε‖Ad(uv)‖ε−γ ;
It is to verify (5.23) that we consider H++v off the unitary axes. The function H
++
v
being antiholomorphic in s, t, it suffices by Cauchy’s formula to bound it in a small neigh-
bourhood of (s, t) = (0,0). The required bound follows, for v ∈ S, from Lemma 3.2.8; for
v ∈ T, it follows by a reasoning similar to the previous one that for |(s)| + |(t)|  ε/2,
|H++v (s, t)|2 
∫
|W2,v(s)(a(y))|2 max(|y|, |y|−1)εd×y ε S π2,vdε (W2,v)2
ε C(π2,v)d ′ε,
where we applied Proposition 3.2.4, and d, d ′ are absolute constants; we also used the
bound for S(W2,v) given in Proposition 3.6.1.
The same bounds apply to all the terms H±,±v . We give an example of how to
handle the intertwining operators that intervene, in relation to the J-term.
5.2.11. The J terms. — For the corresponding terms J±±v a bound similar to (5.23)
applies. We shall study the term J−−v to make this reasoning clear; it will also give us the
opportunity to explain the reasoning involving intertwining operators.
The second degenerate term 〈E2(s),3(t)〉reg is zero unless π2 is Eisenstein, so we
shall suppose that π2 is Eisenstein. Corresponding to (5.19) we have the identity:
J−−s,t (ϕ
u
2, ϕ2(s),Eis(f3)
u,Eis(f3(t))) = c′ ∏∗v J−−v ,
|c′| = |c2c2c3,Wc3,W(t)|, J−−v :=
∫
N(Fv)\PGL2(Fv)
Wuv3,vW3,v(t)M¯vf
uv
2,vM¯vf2,v(s);
let us remind the reader that f2 = ⊗vf2,v is so that ϕ2 = Eis(f2), ϕ2(s) = Eis(f2(s)) and
that M¯v is as defined in Section 4.1.8. Recall also that M¯v is isometric for every v (at least
up to a factor depending only on ψv ).
The unramified evaluation is similar to the prior one.
For v ∈ S, the vectors are spherical and the additive character ψv is unramified;
we apply Lemma 3.2.8 to conclude:
(5.24) |J−−v |  ‖Ad(uv)‖−γ , γ = 1 − θ > 1/2.
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For v in T we have again by Lemma 3.2.7
|J−−v |  1.
We need, again, a bound on derivatives. For fixed i, j  0, v ∈ S∪T and any ε > 0,
we have also
(5.25) |∂ is∂ jt J−−v | i,j,ε
(
C(π1,v)C(π2,v)
)ε ‖Ad(uv)‖ε−γ .
For this, just as before, we bound J−−v for (s, t) in a small neighbourhood of (0,0); assum-
ing that |(s)| + |(t)|  ε/2, we find, for v ∈ T, using Cauchy-Schwarz and Lemma
3.2.7 that
|J−−v |2 
∫
F×v ×K
|W3,v(a(y)k)|2 max(|y|, |y|−1)ε|M¯vf2,v,s(k)|2d×ydk.
The bound (5.25) follows the bounds for M¯v furnished in Section 4.1.8 and the same
reasoning as at the end of Section 5.2.10. For v ∈ S the bound follows from Lemma
3.2.8.
5.2.12. Putting it all together. — The degenerate term
〈2(s),E3(t)〉reg + 〈E2(s),3(t)〉reg (s, t) ∈ N
is given by
∑
±,± H
±,±
s,t + J±±s,t and, although the individual terms H±±s,t , J±±s,t may not be
regular in a neighbourhood of (s, t) = (0,0), we have seen in the lemma preceding Sec-
tion 5.2.8 that their sum is. In particular,
t → 〈2(t/2),E3(t)〉reg + 〈E2(t/2),3(t)〉reg
defines an antiholomorphic function in the complex disc |t| < 0.1.
Each quantity H±±t/2,t, J
±±
t/2,t is the product of: a constant c as in (5.19); a partial
L-function at places outside S ∪ T, given e.g. by (5.20); and local factors at S ∪ T.
– The constant c satisfies c π2,ε C(π1)ε by (5.13) and (5.14).
– The local factors at S ∪ T, for t ∈ iR, |t| < 0.1, are bounded, along with their
derivatives by (5.21), (5.22) and (5.23) and the corresponding bounds for J. In
particular, the product of such factors is bounded by Qε‖Ad(u)‖ε−γ .
– The partial L-functions in question extend to meromorphic functions of the t-
variable with a pole at t = 0 of order at most 4. For t ∈ iR bounded away from
0 these L-functions are bounded by
ε |z|−4C(π2)εC(π3)ε
for any ε > 0, and at t = 0 the terms of bounded order in their Laurent expan-
sion satisfies the same bound.
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It follows that for (s, t) ∈ N , the degenerate contribution is bounded by
ε Qε|z|−4‖Ad(u)‖−γ , γ > 1/2,
as required. 
This lemma together with the lemma of Section 5.2.8 conclude the proof of Propo-
sition 5.2.4, hence of Theorem 1.2.
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