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Abstract
Pre-trained language models have achieved
state-of-the-art results in various natural lan-
guage processing tasks. Most of them are
based on the Transformer architecture, which
distinguishes tokens with the token position in-
dex of the input sequence. However, sentence
index and paragraph index are also important
to indicate the token position in a document.
We hypothesize that better contextual represen-
tations can be generated from the text encoder
with richer positional information. To verify
this, we propose a segment-aware BERT, by re-
placing the token position embedding of Trans-
former with a combination of paragraph index,
sentence index, and token index embeddings.
We pre-trained the SegaBERT on the masked
language modeling task in BERT but without
any affiliated tasks. Experimental results show
that our pre-trained model can outperform the
original BERT model on various NLP tasks.
1 Introduction
Large neural language model (LM) trained on a
massive amount of text data has shown great po-
tential on transfer learning and achieved state-of-
the-art results in various natural language process-
ing tasks. Compared with traditional word embed-
ding such as Skip-Gram (Mikolov et al., 2013) and
Glove (Pennington et al., 2014), pre-trained LM
can learn contextual representation and can be fine-
tuned as the text encoder for downstream tasks,
such as OpenAIGPT (Radford, 2018), BERT (De-
vlin et al., 2018), XLNET (Yang et al., 2019b) and
BART (Lewis et al., 2019). Therefore, pre-trained
LM has emerged as a convenient technique in natu-
ral language processing.
Most of these pre-trained models use a multi-
layer Transformer (Vaswani et al., 2017) and
are pre-trained with self-supervised tasks such as
masked language modeling (MLM). The Trans-
former network was initially used in the seq2seq
architecture for machine translation, whose input
is usually a sentence. Hence, it is intuitive to dis-
tinguish each token with its position index in the
input sequence.
However, in the LM pre-training scenery, the in-
puts usually range from 512 tokens to 1024 tokens
and come from different sentences and paragraphs.
Although the token position embedding can help
the transformer be aware of the token order by dis-
tinguishing each token in the input sequence, the
sentence order, paragraph order, token position in
a sentence, sentence position in a paragraph, and
paragraph position in a document are all implicit.
Such segmentation information is essential for lan-
guage understanding and can help text encoder gen-
erate better contextual representations.
Hence, we propose a novel segment-aware
BERT which encodes paragraph index in a doc-
ument, sentence index in a paragraph, token in-
dex in a sentence all together during pre-training
and fine-tuning stage. We pre-train the SegaBERT
with MLM target in the same settings with BERT
but without the next sentence prediction (NSP)
or other affiliated tasks. According to the experi-
mental results, our pre-trained model, SegaBERT,
outperforms BERT on both general language un-
derstanding and machine reading comprehension:
1.17 average score improvement on GLUE (Wang
et al., 2019a) and 1.14/1.54 exact match/F1 score
improvement on SQUAD v1.1 (Rajpurkar et al.,
2016).
2 Model
Our SegaBERT is based on the BERT architecture,
which is a multi-layer transformer-based bidirec-
tional masked language model. For a long sequence
of text, SegaBERT leverages the segment informa-
tion, such as the sentence position and paragraph
position information, to learn a better contextual
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Figure 1: Input Representation of SegaBERT
representation for each token. The original BERT
uses a learned position embedding to encode the
tokens’ position information. Instead of using the
global token indexing, we introduce three types of
embeddings: Token Index Embedding, Sentence
Index Embedding, and Paragraph Index Embed-
ding, as shown in Figure 1. Thus, the global token
position is uniquely determined by three parts in
SegaBERT: the token index within a sentence, the
sentence index within a paragraph, and the para-
graph index within a long document.
Input Representation Input x is a sequence of to-
kens, which can be one or more sentences or para-
graphs. Similar to the input representation used
in BERT, the representation xt for the token t is
computed by summing the corresponding token em-
bedding Et, token index embedding P tt , sentence
index embedding P st , and paragraph index embed-
ding P pt . Two special tokens [CLS] and [SEP]
are added into the text sequence before the first
token and after the last token. Following BERT,
the text is tokenized into subwords with WordPiece
and the maximum sequence length is 512.
Encoder Architecture The multi-layer bidirec-
tional Transformer encoder is used to encode the
contextual representation for the inputs. With L-
layer Transformer, the last layer hidden vector HLt
of token t is used as the contextualized represen-
tation. With the rich segmentation information
present in the input representation, the encoder has
a better contextualization ability.
Training Objective Following BERT, we use the
masked LM as our training objective. The other
training objective, next sentence prediction, is not
used in our model.
Training Setup For the SegaBERT-base, we pre-
train the model with English Wikipedia. For the
SegaBERT-large, English Wikipedia and BookCor-
pus are used. The text is preprocessed following
BERT and tokenized into sub-tokens with Word-
Piece. For each document of Wikipedia, we firstly
split that intoNp paragraphs, and all the sub-tokens
in the i-th paragraph are assigned the same Para-
graph Index Embedding P pi . The paragraph index
starts from 0 for each document. Similarly, each
paragraph is further segmented into Ns sentences,
and all the sub-tokens in the i-th sentence are as-
signed the same Sentence Index Embedding P si .
The sentence index starts from 0 for each para-
graph. Within each sentence, all the sub-tokens are
indexed from 0. i-th sub-token will have its Token
Index Embedding P ti . The maximum paragraph
index, sentence index, and token index are 50, 100,
and 256, respectively.
We conduct our experiments based on two model
sizes: SegaBERT-base and SegaBERT-large:
• SegaBERT-base: L=12, H=768, A=12
• SegaBERT-large: L=24, H=1024, A=24
Here, we use L to denote the number of Trans-
former layers, H to denote the hidden size and A
to denote the number of self-attention heads.
The pre-training is based on 16 Tesla V100 GPU
cards. We train 500K steps for the SegaBERT-
base and 1M steps for SegaBERT-large. For the
optimization, we use Adam with the learning rate
of 1e-4, β1=0.9, β2=0.999, with learning rate warm-
up over the first 1% of the total steps and with linear
decay of the learning rate.
3 Experiments
In this section, we show the results of the
SegaBERT on several downstream tasks: Gen-
eral Language Understanding Evaluation (GLUE)
benchmark and extractive question answer-
ing (SQUAD v1.1).
Task(Metrics)
LARGE model (wikibooks 1M steps)
dev test
BERT SegaBERT BERT SegaBERT
CoLA (Matthew Corr.) 60.6 65.3 60.5 62.6
SST-2 (Acc.) 93.2 94.7 94.9 94.8
MRPC (F1) - 92.3 89.3 89.7
STS-B (Spearman Corr.) - 90.3 86.5 88.6
QQP (F1) - 89.1 72.1 72.5
MNLI-m (Acc.) 86.6 87.6 86.7 87.9
MNLI-mm (Acc.) - 87.5 85.9 87.7
QNLI (Acc.) 92.3 93.6 92.7 94.0
RTE (Acc.) 70.4 78.3 70.1 71.6
Average - 86.5 82.1 83.3
Table 1: The results on GLUE benchmark. Scores of BERT large dev are from (Sun et al., 2019) and scores of
BERT large test are from (Devlin et al., 2018).
3.1 GLUE
On the GLUE benchmark, we conduct the fine-
tuning experiments in the following manner: For
single sentence classification, such as sentiment
classification (SST-2), the sentence will be assigned
Paragraph Index 0 and Sentence Index 0. For sen-
tence pair classification, such as question-answer
entailment (QNLI), the first sentence will be as-
signed Paragraph Index 0 and Sentence Index 0
and the second sentence will be assigned Paragraph
Index 1 and Sentence Index 0.
Our base models are trained mainly for the ab-
lation study purpose and hence fine-tuned without
grid search. The default hyper-parameters are 3e-5
learning rate, 256 batch size, and 3 epochs. The
other hyper-parameters are the same as in the Hug-
gingFace Transformers library.1
For the large model, we pre-trained a large
SegaBERT model and conduct a grid search with
GLUE dev set for the low-resource tasks (CoLA,
MRPC, RTE, SST-2, and STS-B). For QQP, MNLI,
and QNLI, the hyper-parameters are the same as
the base model. Our grid search space is as follows:
• Batch size: 16, 24, 32
• Learning rate: 2e-5, 3e-5, 5e-5
• Number of epochs: 3-10
As we can see from Table 1, the average GLUE
score of our SegaBERT is higher than BERT on
both the dev set and test set. Our large model
outperforms BERT by over 1.2 points on average
GLUE score and achieves better scores nearly on
all tasks. These results demonstrate SegaBERT’s
1https://github.com/huggingface/transformers
System
Dev
EM F1
XLNet (Single+DA) (Yang et al., 2019b) 89.7 95.1
StructBERT Large (Single) (Wang et al., 2019b) 85.2 92.0
KT-NET (Yang et al., 2019a) 85.2 91.7
BERT base (Single) (Devlin et al., 2018) 80.8 88.5
BERT large (Single) (Devlin et al., 2018) 84.1 90.9
BERT large (Single+DA) (Devlin et al., 2018) 84.2 91.1
SegaBERT base (Single) 83.2 90.2
SegaBERT large (Single) 85.3 92.4
Table 2: Evaluation results of SQUAD v1.1
effectiveness and generalization capability in natu-
ral language understanding.
3.2 Reading Comprehension
For Reading Comprehension task, we fine-tune in
the following manner: The question is assigned
Paragraph Index 0 and Sentence Index 0. For the
context with n paragraphs, Paragraph Index 1 to
n+1 are assigned to them accordingly. Within each
paragraph, the sentences are indexed from 0.
This task can benefit from the segment informa-
tion more than the tasks in GLUE benchmark be-
cause for the reading comprehension task, the con-
text is usually longer, spanning several sentences.
The segment position embedding can guide the
self-attention layer to encode the text better.
We fine-tune our SegaBERT model with
SQUAD v1.1 for 4 epochs with 128 batch size
and 3e-5 learning rate. As we can see from Table 2,
without any data augmentation (DA) or model en-
semble, SegaBERT large outperforms BERT large
with DA, StructBERT (Wang et al., 2019b) which
pre-trains BERT with multiple unsupervised tasks,
and KT-NET (Yang et al., 2019a) which uses ex-
Task(Metrics) Base model Trained on wikipedia for 500k steps
BERT BERT with P.S. SegaBERT
CoLA (Matthew Corr.) 54.7 48.6 52.1
SST-2 (Acc.) 91.4 91.5 92.1
MRPC (F1) 89.7 91.5 91.2
STS-B (Spearman Corr.) 87.8 88.2 88.7
QQP (F1) 86.5 87.1 87.0
MNLI-m (Acc.) 83.2 83.2 83.8
MNLI-mm (Acc.) 83.4 83.7 84.1
QNLI (Acc.) 90.4 91.5 91.5
RTE (Acc.) 61.0 62.1 66.4
GLUE Average 80.9 80.8 81.9
SQUAD v1.1 (EM/F1) 81.89/89.40 83.0/90.3 83.23/90.15
Table 3: Results of base models on dev set of GLUE and SQUAD v1.1
ternal knowledge bases on BERT. Although there
is still a gap between XLNet and SegaBERT, our
proposed method is not specified for BERT but
transformer. We believe that the segmentation in-
formation can also help other pre-trained models
including XLNet, which could be verified in the
future.
3.3 Ablation Study
We further conduct an ablation study on token po-
sition embedding. Our proposed method replaces
the original 512 token position embeddings into
50 paragraph embeddings, 100 sentence embed-
dings, and 256 token embeddings (ranging from 0
for each sentence of the input sequence). There-
fore, the total parameter size is reduced. Therefore,
we pre-train a base model, BERT with P.S., by
adding paragraph embeddings and sentence embed-
dings to the original BERT token position embed-
dings (ranging from 0 to 512 for input sequence).
Then, the parameter size of this model is increased
compared with BERT.
The results are shown in Table 3. From this table,
we can see that the BERT with P.S. pre-trained with
paragraph index and sentence index still outper-
forms the BERT base model on most tasks except
the CoLA dev set, due to the smaller training data
size. Besides, the SQUAD v1.1 results of BERT
with P.S. and SegaBERT are similar, both outper-
form the BERT base significantly, which indicates
that the segmentation information is crucial for ma-
chine reading comprehension. The results further
demonstrate the effectiveness and generalization
capability of our method.
4 Conclusion
In this paper, we proposed a novel segment-aware
transformer which incorporates richer positional
information into pre-training. By applying this
method on BERT pre-training, we pre-trained a
new model named SegaBERT. Experimental results
demonstrate that the proposed method works for
BERT on a variety of downstream tasks, including
the GLUE benchmark and SQUAD v1.1 question
answering.
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