ABSTRACT An understanding of the evolutionary patterns in areas of urban activity is crucial for official decision makers and urban planners. The origin-destination (OD) datasets generated by human daily travel behavior reflect urban dynamics. Previous spatio-temporal analysis methods utilize these datasets to extract popular city areas, with the ignorance of the flow relationships between areas. Several methods have been unable to determine time steps with similar spatial characteristics automatically or failed to recognize the evolutionary patterns of various modalities for a city. In this paper, we propose a new methodology to discover the hidden semantic-level city dynamics from OD data. The method carries out spatial simplification and constructs a sequence of location networks at first. Then, the hourly network is studied as a document consisting of trip relationships among location clusters, enabling a semantic analysis of the OD dataset as a document corpus. Hidden themes, namely, traffic topics, are identified through a topic modeling technique in an unsupervised manner. Finally, an interactive visual analytics system is designed to intuitively demonstrate the probability-based thematic information and the evolutionary activity patterns of a city. The feasibility and validity of our method are demonstrated via case studies with two kinds of real-world datasets: bike-sharing system (BSS) dataset and taxi dataset. Semantic-level city structures and recurrent behaviors representing the life of a large set of users, as well as the differences in BSS usage patterns of two cities are discovered. We also discover how people use different means of transportation for one city.
I. INTRODUCTION
The rapid increase in urbanization poses new challenges to discovering dynamic city structures and human activity patterns. Understanding how citizens move around a city and how their behaviors evolve over time can greatly help to improve the lives of residents. A large collection of datasets capturing the presence and movement of people were obtained to explore city dynamics. Many datasets are collected in the form of origin-destination data, which record the origins and destinations of the flows, such as taxi trajectories [1] , bike-sharing data [2] , [3] , mobile phone data [4] , etc. However, the current studies either focused on the behavior of individual users [4] , [5] , or lacked an analysis of the important flow relationships and the evolutionary trends of key city
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structures [6] , [7] . The semantic-level information hidden in the datasets have not been fully explored. In general, utilizing OD datasets to reveal city structures poses several challenges:
(1) The trajectories generated by people's daily travel behavior are very complex, containing numerous locations and dense spatio-temporal changing relationships. There is the question of how to extract concise and representative features from the original trajectories related to city dynamics. (2) Based on the extracted features, there is the question of how to model the dynamic city structures and mine the evolutionary patterns of urban activity areas. ( 3) The numeric results of data mining are extremely hard for domain experts to understand, so an interactive visual analytics system should be designed to help in the acquisition of pertinent insights in an intuitive manner.
In this paper, we propose a topic model-based approach to understand city dynamics from OD data. First, spatial simplification is applied on OD data to reduce the spatial dimension. Then, hourly location networks consisting of location clusters and relationships are organized. The Latent Dirichlet Allocation (LDA) [8] is utilized to deal with the time-varying network sequence. We creatively study the location network in a time step as a document and the trip relationships among regions as words, so the massive OD data can be analyzed as a document corpus. Important structures are derived by using LDA as traffic topics, which not only involve the temporal evolution patterns of location networks, but also encompass the popular activity areas in the city for each time step. Since the calculated results of the topic model are probability values, which are difficult to interpret, an interactive visual analytics system is designed to display the characteristics of topics, as well as the dynamic city structures. We illustrate the effectiveness of our method on different OD datasets. The generic modalities and largescale activities regularly shared by a majority of citizens are captured and demonstrated.
The contributions of our work are two-fold:
• We design a topic model-based approach for OD data to model dynamic city structures. The approach could greatly reduce the data dimensions of the original hourly location networks by correlating each network to K topics, which is more suitable for temporal network visualization and comparison. It could also extract traffic topics revealing the evolutionary patterns of human movement and determine the similarity between network snapshots, to discover the semantic-level city structures.
• We design a visual analytics system to provide sufficient and intuitive exploration of the topic mining results. By interacting with the well-designed visual components, domain experts can investigate the evolutionary patterns, as well as find reasons why such patterns occur based on various visual clues.
The remainder of this paper is organized as follows. In Section II, we discuss the related work in the area of topic modeling and spatio-temporal analysis of OD data. In Section III, we describe the data format and system pipeline. In Section IV, data processing procedures are explained in detail. A visual analysis system is designed in Section V. In Section VI, case studies are discussed to evaluate the effectiveness of our method. Section VII concludes the paper with an outline of future work.
II. RELATED WORK A. TOPIC MODELING APPROACHES
Topic modeling approaches find the similarity of documents from the perspective of semantic relations, which are widely used in text analysis [9] , [10] and object recognition [11] . Latent Dirichlet Allocation (LDA) [8] is one kind of topic model that discovers the hidden thematic structure in a large corpus of documents. It statistically groups keywords into potential topics by studying their occurrences among a large collection of documents. Consequently, each keyword is assigned a probability for its appearance in each topic.
In recent years, LDA had been used to study human behavior and urban patterns. Yuan et al. [12] adopted LDA to cluster city regions into functional zones based on taxi trajectories and POI dataset. Tang et al. [13] constructed a topic model from taxi trajectories to guide users in choosing ideal locations for setting up shops. Long et al. [14] explored local geographic topics based on the users' checkins in Foursquare, indicating the co-check-in among users. Farrahi and Gatica-Perez [4] and Ferrari and Mamei [5] discovered users' daily routines from mobile phone dataset and the Google Latitude mobility dataset, respectively. They both focused on the behavior of individual users. Social media datasets, such as Twitter, have been used to extract urban patterns [6] , [15] and important events [16] . However, the number of twitter posts can only be used to measure the popularity of city areas, but have ignored the flow relationships among the areas. Chu et al. [1] transformed the geographic coordinates of taxi trajectories to street names, and regarded the movement of each taxi as a document consisting of the traversed street names to identify hidden themes from taxi trajectories. The extracted topics reflected the usage pattern of important streets for different time windows. Come et al. [7] extracted the main features of the spatio-temporal behavior of a bike-sharing system, and summarized the system features through a few origin-destination templates, which were similar to the bicycle topics in our paper. However, direct use of the station relationships would lead to randomness and uncertainty, and was not suitable for BSSs on a larger scale. At the same time, they only displayed the popular arrival and departure stations of each topic, but lacked an analysis of the important flow relationships and the evolutionary trends of key city structures.
B. SPATIO-TEMPORAL ANALYSIS OF OD DATA
The common approaches to visualize OD data include flow map, origin-destination matrix (OD matrix), and OD map [17] . Visual clutter and line crossings are inevitable even in small datasets for flow map. To alleviate clutter on flow maps, bundling strategies have been proposed [18] , [19] . They are not well suitable for maps presenting many-to-many flows. The OD matrix [20] presents flows using a table where rows and columns represent the locations of origins and destinations and the cell colors encode the flow magnitudes. A major drawback of OD matrices is the lack of spatial context. Boyandin et al. [21] presented Flowstrates to retain the spatial context of OD matrices. It displayed the origins and destinations of flows in two separate maps, and represented the changes of flow magnitudes over time in a separate heatmap view. Such visualization does not show the spatial patterns of flows. OD maps [22] , [23] attempted to overcome this limitation through a nested small-multiples design. It divided the map into regular grids, and each grid embedded a small matrix showing the magnitude information. However, it is difficult to visualize a large amount of matrices for massive OD data by means of OD maps.
To illustrate time-varying OD data, map animation [24] displayed multiple maps temporally. This approach is not suitable for long time series because analysts cannot memorize and mentally compare multiple spatial situations. Therefore, simplification of spatial and temporal dimension is needed to reduce cognitive difficulty. The agglomerative clustering algorithm [25] and the flow clustering method [26] were applied to extract spatial clusters. Community detection methods were used to cluster stations for BSS data [27] - [29] . The above methods defined fixed time periods based on statistical information first, such as 7am to 9am as the morning peak, or 4pm to 6pm as the afternoon peak. Then, the spatial aggregations in the pre-defined time periods were analyzed. Since the temporal and spatial attributes were handled separately, it was unable to find time steps with similar characteristics automatically.
Papers [30] and [31] provided methodologies for investigating the complex variation of the movements over longer time periods by combining spatial and temporal simplifications. Spatial situations were aggregated in all time steps at first. Then, according to the similarity of the simplified spatial situations, time steps were grouped by a k-means algorithm. A timestep belongs to one category, and the multi-modal properties of the spatial aggregation in one timestep cannot be captured. Our method treats the space-time attributes as a whole to explore the evolutionary patterns of various modalities for a city. For BSS data, Yan et al. [32] constructed a tensor based on the spatial, temporal, and user information. They employed tensor factorization to extract user activity patterns and find hot regions related to each pattern. The papers [6] , [7] also find hot regions which lack an analysis of the important flow relationships. In contrast to the above methods [6] , [7] , [32] , we extract the spatio-temporal evolutionary process of human movement in the city, which can not only obtain the key areas corresponding to each pattern, but also the importance of flow probabilities among key areas under different time periods.
III. DATA DESCRIPTION AND SYSTEM OVERVIEW A. DATA DESCRIPTION
In this paper, two kinds of real-world datasets are used, including the bike-sharing system data and taxi data.
1) BSS DATASET
The bicycle sharing system [33] provides last mile connectivity to other public transport. Users can rent bikes from stations and return them to other stations in the city. BSS data is a typical OD movement data, including two kinds of records. Each trip record represents the flow from an originating station to a destination station, which is defined as:
where 
2) TAXI DATASET
The taxi data is also one kind of OD data, whose origins and destinations are taxi zones. This dataset contains trip records and taxi zone records. The trip records include fields capturing pick-up/drop-off timestamps and taxi zone ID, which is defined as: 
B. SYSTEM OVERVIEW
After a detailed discussion with domain experts in the form of structured interviews, we summarize the analytical tasks:
T1 (Urban Pattern Extraction): The OD datasets contain a mixture of user activity patterns affected by space-time attributes. The urban dynamics in a time period can be multimodal. Therefore, we should treat the space-time attributes as a whole, and construct a suitable model to explore the latent traffic topics thereby revealing the city dynamics.
T2 (Urban Pattern Understanding):
Since the results of data mining models are numeric and unintuitive, we should present an interactive visual analytics interface for domain experts, to help them answer several interesting questions, such as: 1) What are the latent evolutionary patterns of city activity structures? 2) How do people move across the city throughout a certain time period, and where are the hot regions? 3) What are the differences in patterns that occur at peak hours vs. night time, weekdays vs. weekends?
The problem formulation of evolutionary pattern analysis is defined as follows. Given a set of geographic regions (i.e., R = (R 1 , . . . , R I )) generated from origin-destination data (such as BSS or taxi datasets) in a city and a time span ts including several intervals (e.g., hours), we extract the link relationships E τ among regions at each time intervals τ , to explore the evolutionary patterns of urban activity areas.
The evolutionary patterns include two aspects: (a) Suppose the probability of each time interval τ belonging to one kind of topic is θ τ , find the changing patterns of topic probabilities for all time intervals along the timeline. (b) Find the changing patterns of hot activity areas and popular movement routines along the timeline.
To address the above tasks, the system is designed in three phases: data pre-processing, topic extraction and visual exploration (FIGURE 1).
During the data pre-processing phase, original records are stored in the database. A data cleaning process is adopted to delete incorrect records. Then, spatial simplification is conducted to summarize the dataset in spatial dimension.
During the topic extraction phase, a sequence of temporal location networks is constructed at first, treating the aggregated regions as graph nodes and region relationships as links. Then, an LDA model is defined, regarding the location network in one hour as a document and the links in each network as words, to deduce the latent traffic topics.
For the visual exploration phase, multiple interactive visual views are designed for pattern recognition. The temporal topic view shows the overall evolutionary pattern of topics along a timeline, to find the emerging time periods and probability of each topic. For each topic, the user can further explore its link view, to find the key activity areas and dominant flow relationships among areas. The system also provides two auxiliary views for detailed analysis of one link in the link view.
IV. DATA PROCESSING BASED ON TOPIC MODELING
In this section, we first introduce how to construct the sequence of location networks based on spatial simplification. Then, we introduce the LDA-based topic model in detail. VOLUME 7, 2019 A. SPATIAL SIMPLIFICATION The OD dataset may contain large number of start/end locations. If we regard the initial locations as graph nodes to construct location networks directly, the networks would be extremely large with millions of different links. Utilizing these links to analyze network structures would take much time and be unable to capture large-scale evolutionary trends. Therefore, spatial dimension is simplified at first.
For BSS data, we group individual stations into clusters according to their geographical locations. Studies have shown that the users' rental behaviors are influenced by multiple factors, such as the available bikes in one station and the proximity of geographical locations [34] . If a station has no available bikes/docks, the user would choose a nearby station. In addition, the distribution of amount of usage is relatively sparse, e.g., for CitiBike in New York City, the hourly flow magnitude between two stations is 1 for most cases. Therefore, clustering stations in advance could reduce the randomness and uncertainty of analysis.
We use k-means algorithm to cluster the stations into k clusters according to the proximity of the stations' geographical locations. Here, we do not consider the flow magnitudes during station clustering because we hope to capture intrinsic flow associations via topic modeling. The station cluster set is {SC i } (1 ≤ i ≤ k). One station cluster SC i contains many adjacent stations, and sc i represents its cluster centroid. The specific algorithm is described as follows:
1) Randomly select k stations as the initial cluster centroids
Repeat the following procedures until getting the convergence results: { For each station s i , calculate its distance to all cluster centroids:
and assign it to the cluster with minimum distance arg min j d(s i , sc j ).
For each cluster SC i , recalculate its centroid's longitude and latitude:
For taxi data, a taxi zone represents one region. Therefore, we consider taxi zones as the spatial simplification results. The centroid of each taxi zone is computed as the average longitude and latitude value of all boundary points in that zone, where N stands for the number of boundary points in that taxi zone:
B. LOCATION NETWORK CONSTRUCTION
After spatial simplification, we use the term 'region' to represent station cluster or taxi zone, thus express different OD datasets in a unified form. The centroid set of regions C is defined as:
Then, all trip records are aggregated into flows by pairs of station clusters or taxi zones, and construct a sequence of location networks. The sequence of location networks can be formally represented as NS = {G 1 , G 2 , . . . , G T }. One hour is a basic time unit, and T is the total number of time steps. The network in timestep τ is represented as G τ = (C, E τ ). The centroid set C is regarded as the node set, while E τ ⊂ C × C is the edge set. e ijτ ∈ E τ , and e ijτ = f (c i , c j , τ ). f (c i , c j , τ )is the function that assigns a certain non-negative value of flow magnitude for starting from c i and ending at c j during timestep τ .
Since the bike-sharing system in Hangzhou is open from 6am to 10pm, 17 location networks are generated for each day. Taxis and BSS in New York City are serviced all day long, 24 location networks are generated for each day. Therefore, T is determined according to the city analyzed and the total date number d. T = 24 × d for New York City and T = 17 × d for Hangzhou.
C. LDA-BASED TOPIC MODELING
After generating the location network sequence, we define an LDA model for traffic topic extraction. The LDA model contains three layers: document, topic, and word. A document contains a list of words. A corpus is a collection of documents. In order to analyze the spatio-temporal evolutionary pattern of OD data, we define the three layers as follows: Document: The location network G τ in each timestep is treated as a document. The sequence of location networks
Words: The edge set E τ is treated as words in a document G τ . The weight of an edge e ijτ corresponds to the frequency of a word in each document. We also call the edge a link, which encodes the relationship among regions. The vocabulary comprises all words (links) in the corpus (NS).
Traffic Topics: The structural information in a location network sequence indicates the hidden semantically important information of city dynamics. K denotes the number of topics.
In the following, network and links are substituted for document and words using in the traditional LDA. With such networks and links as the input, a topic model is trained to infer the hidden thematic structure (traffic topics). FIGURE 2 depicts the graphical representation of the model's generative process. θ τ represents the topic distribution for the τ th network, which is a multinomial distribution over topics. Each topic also has a multinomial distribution over the vocabulary, denoted by ϕ k . Mixture parameters are assumed to have Dirichlet distributions with hyperparameters α and β, respectively. z τ,n is the topic assignment for the nth link in the τ thnetwork. w τ,n is the nth link in the τ th network. Given all the links of each network in the network sequence as observations, the generative process can be described as follows:
2. Given the τ th network G τ in network sequence NS, draw a multinomial distribution θ τ ∼ Dirichlet(α).
3. For the nth link in theτ th network w τ,n , (a) draw a topic
The model parameters are estimated by an EM algorithm. Gibbs sampling is used to infer two probability distributions. The extracted traffic topics are composed of different links with different probabilities, which imply the meaningful structures of the input network sequence. The two probability distributions are explained in the following, and we define topic importance to rank topics.
Network-Topic Probability Distribution: Each network has a probability distribution over multiple topics. This contributive probability of traffic topics for a given network G τ is computed as θ τ .
Topic-Link Probability Distribution: A link has different frequencies over different topics. The appearance probability of links in a given topic is computed as ϕ k . The links with higher probability in one topic are regarded as more representative for that topic.
Topic Importance: Since each topic has a different probability in different networks, the total probability of all networks on a topic represents this topic's importance. For a topic k, sumPro k = τ =T τ =1 θ τ,k is calculated, which means the probability sum of topic k in all networks. θ τ,k denotes the proportion for topic k in the τ th network. All topics are ranked based on sumPro k . The larger value indicates the greater importance of that topic.
V. VISUAL ANALYSIS
Through LDA-based topic modeling, the correlations between the networks and traffic topics are obtained, as well as the correlations between the topics and links. These correlations are important for us to understand the hidden semantic themes in OD data. However, analyzers cannot understand the semantic-level information by referring to the probabilities calculated by LDA. In this Section, we design a visual analytics system to provide an intuitive understanding of these topics and the latent patterns. The system integrates multiple visualizations, which are orchestrated in a coordinated manner for effective user exploration.
A. TEMPORAL TOPIC VIEW
In order to display how different themes evolve over time, we designed a temporal topic view (FIGURE 3(a) ). This view visualizes the probability distribution of different topics for each network. The x-axis corresponds to each hour in the analyzed time period. Different date attributes are highlighted by font color. The color red stands for holidays, blue for weekends, and black for workdays. The y-axis represents the topics. Each topic is mapped to a unique color scheme. The color legend is shown on the top right. The darker the color is, the larger the probability value is. In this view, a small rectangle represents the appearance probability of one hourly network G τ for a specific topic k, which is calculated by θ τ,k .
When hovering on a rectangle, the related date, hour and probability value are shown. Users can change the time period to observe data at a finer time granularity. Since we have ranked topics in previous steps, the importance of topics is clear when observing the temporal topic view. Topic 1 is most important, and the topic with largest ID is usually unimportant.
Besides, two topics may contain similar distributions of link probability in several cases. Merging similar topics would be easier for pattern summarization. Here, the temporal topic view also supports interactive optimization based on the calculated topics. Seen from FIGURE 3(a), analyzers could merge topics by entering two topic IDs in the textbox. The network-topic probability distribution after topic merging is defined in Eq.(5) as follows:
where i and j are the topic ID of the original two topics. Similarly, the topic-link probability distributions are also merged.
If one link appears in two topics, add the two probabilities. Otherwise, put the link with its probability value in the new topic-link probability distribution directly. Analyzers can also enter several topic IDs concatenated by ',' to delete multiple topics. The related topics are removed from the probability distributions. After the above merging and deleting operations, we can obtain the optimized topic modeling results (FIGURE 3(b) ).
B. LINK VIEWS
Since each topic can be represented by a list of links with different probabilities, the links in each traffic topic reflect the important movement routines for different timesteps. For each topic, the link view (FIGURE 4) is designed to present an overview of spatial distribution of key areas and the flows among them. With regard to the kth topic, the importance of a link imp ijk starting from regionc i and ending at c j is defined in Eq.(6) as follows:
e ijτ × ϕ kij (6) which is the total flow frequency sum of the flow magnitude multiplied by the topic-link probability.ϕ kij denotes the probability value in ϕ k of a link starting from c i and ending at c j .
When clicking an ordinate label of the temporal topic view, the corresponding link view (FIGURE 4) is refreshed, to illustrate the important regions and flows for one topic. On the map, a blue dot stands for a region centroid c i . Arcs with arrows represent the flows among regions. We also call these flows external flows, since one region may have internal flows, which means the original and destination places are in the same region. We add an outer ring on the blue dot to denote the internal flows. For the arc, the link importanceimp ijk is double encoded by thickness and gradient color (purple-orange-yellow-green). A thicker and darker purple arc indicates a larger number of trips. For the outer ring, we only use gradient color to encode the link importance. In order to show the important flows more clearly, we further rank the arcs according to their thickness. The unimportant arcs are rendered first, and the crucial arcs are rendered on the top. To avoid visual clutter when drawing too many arcs, analyzers can filter out unimportant arcs by entering a threshold flowImp. The arcs whose imp ijk is less than the threshold are hidden. Analyzers can also choose to show the boundaries of taxi zones or subway lines on the map if needed.
C. AUXILIARY VIEWS
To further explore the attributes of one link in the link view, two auxiliary views are provided. When clicking one arc in the link view, the temporal distribution of one link view and the detailed flows of one link view would be refreshed (FIGURE 1).
Since the arcs in the link view represent the probability of occurrence over a period of time, analyzers can aim to know the hour with the largest probability. The temporal distribution of one link view shows the appearance probability of this link in each hour. The x-axis represents the hour, while the y-axis represents the flow probability in an hour, which is calculated as e ijτ × ϕ kij .
The detailed flows of one link view is designed for BSS data, which shows all flows among two station clusters. All stations in the origin and destination of the selected link are displayed on the map. The arcs are drawn by connecting the flows starting from the original cluster and ending at the destination cluster. The encoding schemes of arc color and thickness are in accordance with the link view. Thicker and darker purple arcs indicate larger flow numbers between two stations. Users can also filter out useless flows by entering a minimum flow magnitude number.
VI. RESULTS ANALYSIS
In this section, three real-world datasets are used to evaluate the effectiveness of our method. Since we use the BSS dataset and taxi dataset, we call the deduced traffic topics as bicycle topics and taxi topics, respectively.
A. BSS DATASET OF HANGZHOU
We investigate the city activity patterns of Hangzhou at first. We tried different topic numbers, and choose the initial topic number as 10. Topics 8 to 10 are deleted (FIGURE 3(a) ). Topic 1 appears mainly from 9:00 to 15:00 on workdays, and topic 6 appears mainly at 16:00. The link views of these two VOLUME 7, 2019 FIGURE 6. The optimized temporal topic view of BSS data for New York City. topics look similar, so topic 1 and topic 6 are merged for further exploration. FIGURE 3(b) illustrates the optimized temporal topic view of Hangzhou. The topics reveal recurrent patterns. We summarize the main emerging time period for each topic and endow them with semantic words.
Topic 1 (Daytime):
Appears mainly from 9:00 to 16:00 with higher probability on workdays.
Topic 2 (Evening Peak): Appears from 17:00 to 20:00 with higher probability on workdays.
Topic 3 (Late Evening): Appears from 21:00 to 22:00. 
Topic 4 (Morning Peak):
Appears from 7:00 to 8:00 on workdays.
Topic 5 (Early Morning): Appears at 6:00 on workdays and 6:00 to 8:00 on weekends.
Topic 6 (Leisure Time): Appears during the daytime on weekends and holidays.
A more detailed analysis with six important topics is shown in FIGURE 4. FIGURE 4(a) and FIGURE 4(b) illustrate the link views for early morning and morning peaks. The subway lines are highlighted in these two figures. More internal flows appear at 6:00 on workdays and from 6:00 to 8:00 on weekends, which may be related to people's morning exercise. During the morning peak, the internal flows decrease relatively. The destinations of larger external flows contain many metro stations, such as JiuBao Metro Station (JB_MS), JinShaHu Metro Station (JSH_MS), GaoSha Metro Station (GS_MS), WenZe Metro Station (WZ_MS) and JiangLing Road Metro Station (JLR_MS), indicating the connection of subway and bicycle sharing system during the morning rush hour.
We also find a large external flow during the morning peak (highlighted by a black box in FIGURE 4(b)), whose destination seems to be a certain distance from the subway line. By clicking this link, we can further check the detailed flows within it. Seen from FIGURE 5, we find that the destination stations of larger flows for that link are also near metro stations, including XiXing Metro Station (XX_MS), BinKang Road Metro Station (BKR_MS) and BinHe Road Metro Station (BHR_MS). Because the location of a cluster is determined by the average coordinates of the involved stations, its centroid has some deviation from the subway line in the link view. By checking the detailed flows within the link, actual and important movements are demonstrated. FIGURE 4(c) and FIGURE 4(d) show the activity patterns during evening peaks and late evenings. We find an interesting phenomenon. The external flows at the evening peak (17:00-20:00) are not obvious. During late evening (21:00-22:00), the overall frequencies of flow magnitudes in the city are greatly reduced, seen from the color legend. However, the BinJiang district becomes the most activity region in the city. Dense flows appear among multiple clusters. Since the BinJiang district contains a large number of high-tech IT companies, we infer that these flows are related to overtime work at night. Compared with the flow conditions of BinJiang district in early morning (6:00) and morning peak (7:00-8:00), we conclude the citizens' working habits in that area. The morning commute time mainly focuses on 6:00 to 8:00. However, people's off-duty hours do not coincide. Some people in this area generally leave work late.
FIGURE 4(e) shows the activity patterns during leisure time. The dynamic city structure is quite different from other time periods. Long distance traveling appears around West Lake, a famous tourist attraction in Hangzhou. People usually ride along West Lake for sightseeing. It also contains many self-journeys, indicating people move around in a small area. In addition, there exist large internal flows and external flows are limited during the daytime (FIGURE 4(f) ).
B. BSS DATASET OF NEW YORK
The bicycle topics for New York City are also investigated. Ten topics are deduced initially. Two useless topics (topic 9 & topic 10) are deleted, and we obtain 8 topics finally. FIGURE 6 illustrates the optimized temporal topic view, and the periodic change in the city's dynamics can be found. We summarize the main emerging time period for each topic. Topic 5 is ignored with a less obvious pattern.
Topic 1 (Leisure Time): Appears from 20:00 to 3:00 on workdays, and 10:00 to 3:00 on weekends.
Topic 2 (Daytime): Appears from 10:00 to 15:00 on workdays, and 8:00 to 19:00 on weekends. There is a transition between topic 1 and topic 2. In other words, topic 1 and topic 2 coexist simultaneously from 10:00 to 19:00 on weekends, reflecting the multimodal characteristic of timesteps.
Topic 3 (Start of the Day): Appears from 4:00 to 7:00 with higher probability on workdays.
Topic 4 (Evening Peak): Appears from 17:00 to 19:00 on workdays.
Topic 6 (Morning Peak): Appears from 7:00 to 8:00 on workdays.
Topic 7 (Workday Afternoon): Appears from 12:00 to 17:00 on workdays.
Topic 8 (Workday Morning): Appears from 9:00 to 11:00 on workdays. We select several representative topics and demonstrate their link views in FIGURE 7. To better understand the flow movements, the boundaries of blocks in New York City are highlighted on the map. The movements are widespread throughout Manhattan during the morning peak (FIGURE 7(a) ) and evening peak (FIGURE 7(b) ). The directions of the main flows are opposite each other (seen from the enlarged map with unimportant flows filtering out). The flow conditions for workday mornings/afternoons (topic 8/topic 7) are similar to that of morning/afternoon peaks. The movements are widespread in the city with slight differences in flow magnitudes.
FIGURE 7(c) shows human movement during leisure time. The popular trips are concentrated around the East Village (EV), Greenwich Village (GV), Little Italy (LI) and the Lower East Side (LES). The identified hotspot districts are well-known areas of night-life entertainment in the city. FIGURE 7(d) shows the movement conditions for the start of the day. Large numbers of flows enter into Midtown East (ME) and Midtown West (MW) from the surrounding areas. When clicking the purple arc, the corresponding temporal distribution of link views is shown, to further observe the primary hours when flows occur. From this, we find that the movements mainly appear between 6:00 and 7:00. Since midtown is the most prosperous part of Manhattan with world famous office buildings and large stations, we infer these movements are related to commuting to work in the morning.
C. TAXI DATASET OF NEW YORK
We also analyze the taxi data for New York City, and compare its pattern to bicycle topics. We delete the meaningless 10 th topic based on the initial ten topics. Topic 2 and 5 both represent daily activities and have similar flow patterns, thus they are merged. We obtain 8 topics finally. FIGURE 8 illustrates the optimized temporal topic view of taxi data for New York City. We summarize the main emerging time period for each topic.
Topic 1 (Nightlife): Appears from 22:00 to 5:00. Topic 2 (Daytime): Appears from 9:00 to 19:00. Topic 3 (Evening): Appears from 17:00 to 23:00 mainly. Topic 4: Appears from 4:00 to 6:00 on workdays. On weekends, it has longer time span from 4:00 to 11:00. The time span is the longest at Christmas (marked by black box).
Topic 5 (Late Evening): Appears from 20:00 to 1:00 on workdays.
Topic 6: Appears during the daytime on weekends and a few days at the end of the year.
Topic 7: Appears from 7:00 to 13:00 on workdays. Topic 8 (Morning Peak): Appears from 6:00 to 8:00 on workdays.
We dissect the link views of these topics, and derive several insights from them. The popular trips appear in the famous nightlife areas at night (FIGURE 9(a)), which is similar to bicycle rentals at night. Upper East Side is the financial and trade center of the United States. A lot of rich people engaged in finance or investment-banking lives in this area. Therefore, the numbers of taxi rides are high most of the day (FIGURE 9(b)-(e) ). Due to the lack of recreational facilities, this area has few flows after midnight (FIGURE 9(a) ). Upper West Side is also active during the evening, since it is a largest-scale residential area for rich people (FIGURE 9(c) ). Obvious bidirectional flows are found between Upper_West_Side_South and Lincoln_Square_East. Lincoln Square, known as the famous art venue in the world, includes Metropolitan Opera House, New York State Theater and David Geffen Hall, etc. These flows may generated by citizens' movements between opera houses/theatres and home. The flow situations during the daytime on weekends (topic 6) are similar to topic 3. Midtown_Center is a central commercial district, and the workplaces for most people. Since this topic occurs from 4:00 to 6:00 on workdays, and from 4:00 to 11:00 on weekends, we infer that it is related to commuting during workdays, and traveling from the peripheral areas during holidays. The largest destination area during the morning peak is also Midtown_Center (FIGURE 9(f) ).
For topic 5 (FIGURE 9(e)), the flows are scattered throughout the city. Large destinations include Penn_Station, Upper_East_Side_North and Upper_West_Side_South/ North. The first destination may be related to departure of Manhattan in the evening, and the rest may be related to going home. The topic 1 and topic 5 are overlap in timesteps. Looking at both topics at the same time, we can find the transitions between topics. From 20:00 to 1:00 (Topic 5), the flows around nightlife areas start to appear, and from 22:00 to 5:00 (Topic 1), the most active areas are around East_Village.
D. DISCUSSION 1) THE SELECTION OF CLUSTER NUMBER
For BSS data, we need to decide the number of station clusters k first. When k is smaller, one region may contain many stations. The connections among regions become the internal flows (FIGURE 10(a) ). More external flows are discovered as k increases (FIGURE 4(e), FIGURE 10(b) ), and we can get a better understanding of the activity patterns. When k increases to a certain number, the overall patterns remain broadly unchanged. According to the system scale, we set k = 100 and k = 300 for New York City and Hangzhou, respectively. Each station cluster has 7-9 stations in average.
2) THE SELECTION OF CLUSTER ALGORITHMS
We choose k-means algorithm to aggregate BSS stations for its simplicity and good performance. Density-based clustering algorithm, such as DBSCAN, is not suitable in our case. Take the NYC_BSS dataset for example, FIGURE 11(a) shows the cluster result of k-means. The stations in different clusters distribute evenly. For DBSCAN algorithm, it needn't input the cluster number k. Instead, it needs to input two parameters: eps and minPts. eps specifies the distance how close points should be considered as in the same cluster, while VOLUME 7, 2019 minPts specifies how many neighbors a point should have to be included into a cluster. The results are very sensitive to the parameters. FIGURE 11 (b) and FIGURE 11 (c) show the results with different eps. Here, we set minPts = 1, because if minPts > 1 and there doesn't exist minPts stations within the distance of eps, these stations will be neglected. We hope to contain all stations for network construction, so minPts is set to be 1. However, the clusters generated by DBSCAN are highly uneven (FIGURE 11 (b)(c) ). Although the result of FIGURE 11 (c) contains 204 clusters, the cluster A includes 115 stations. FIGURE 11 (d) shows the link view of one topic based on the cluster result of FIGURE 11 (c). From which we find that the outer ring of cluster A is purple, indicating large internal flows, and we are unable to find the flow connections among regions. Therefore, we choose k-means algorithm to cluster stations. We think other cluster algorithms can also be used, if they can generate results with uniform station distribution among clusters. FIGURE 12 shows the change of perplexity value during the topic modeling process, and it achieves convergence after 100 iterations. We set iteration time = 100 in our experiments.
3) THE SELECTION OF ITERATION TIME FOR TOPIC MODELING

4) THE SELECTION OF TOPIC NUMBER
We have tried two metrics: perplexity and metric_cao_ juan [35] to evaluate the performance of different choices of topic number K . The two metrics aim to minimize the proposed criteria. In the ideal case, we expect those two measures to converge at the same value of K . Unfortunately, they do not present such perfect convergence patterns in empirical studies. As shown in FIGURE 13, the resulting values fluctuate, and we are unable to decide the number of topics using these metrics directly. Next, we observe our visualization results to compare the results when K is different. We find that when K is small, the patterns are mixed. As K increases, some time periods are subdivided into detail time periods, and more useless topics appear at the same time. We also find that the numbers of meaningful topics for the three datasets are all less than 10. This finding matches our common sense. Citizens' common activity patterns are limited, such as: morning peak, evening peak, night hours, weekend leisure hours, start of the day, noon, daytime. In order to facilitate the analysis, we set K =10 for all datasets. The analyzer can further merge similar topics or delete useless topics, to obtain the optimized results.
5) COMPARE BSS USAGE HABITS OF DIFFERENT CITIES
In Hangzhou, users often ride bikes for short trips, and maybe then transfer to other means of public transport. The connection between bicycle and subway is obvious. Long-distance trips mainly appear during the holidays for sightseeing. In New York City, the cycling routes have a longer distance and are scattered throughout the city. The nightlife of New York is colorful. People have a wide range of activities after 20:00. In Hangzhou, the city tends to be quiet after 20:00. Fewer activities could be found except for the after work flows in the BinJiang district.
6) COMPARE TRAFFIC HABITS BY USING BICYCLE AND TAXI IN ONE CITY
For New York City, we find that citizens rent public bicycle for commuting purpose during peak hours. On the contrary, we cannot find obvious morning and evening peaks when people using taxis. In Manhattan, Upper East Side is the region that people use taxis most frequently, which is also known as ''the rich person area''. Few bike rides can be found in this area. The nightlife areas are recognized by both datasets.
7) COMPARE WITH OTHER METHOD
We also compare our method with MobilityGraphs [30] , a state-of-art spatio-temporal data analysis method. MobilityGraphs simplifies the spatial dimension at first. Then, time steps are grouped according to the similarity of the simplified spatial situations. Taxi dataset is used to conduct the comparison. We utilize the taxi zones as the spatial simplification results for both methods. For temporal dimension, MobilityGraphs uses a k-means algorithm to cluster timesteps. The feature vector for each timestep is constructed based on the flow magnitudes between all taxi zones. In order to obtain the optimal cluster result, Calinski-Harabaz index is calculated to evaluate the quality of clusters, which is defined as:
where B k is the dispersion matrix between clusters, and W k is the within-cluster dispersion matrix. T is the number of timesteps during the analyzed time period. kis the number of clusters, and k = 8. The result with a highest Calinski-Harabaz score is selected as the final result. FIGURE 14(a) illustrates the result generated by MobilityGraphs. Since k-means algorithm is a hard cluster method, each timestep can only fall into one category. However, the spatial aggregation in one timestep is multimodal, which belongs to multiple categories with different probabilities. FIGURE 14(b) shows the discovered topics of our method for Dec.11 and Dec.12. We compare a series of timesteps from Dec.11 23:00 to Dec.12 5:00, which are marked by black box in FIGURE 14(a)(b). These timesteps are clustered into the same cluster by MobilityGraphs, while our method shows the dynamic evolution process of different topics. At Dec.11 23:00, topic 5 plays a leading role. From Dec.12 0:00 to Dec.12 3:00, the proportions of topic 5 decrease gradually, while the proportions of topic 1 increase. At Dec.12 5:00, topic 4 becomes most important. In the previous sub-section, we know that topic 5 represents the human activity during late evening, topic 1 stands for the activity around nightlife areas, and topic 4 represents the flow situation in the early morning. The link view of cluster 4 (FIGURE 14(c)) shows the average flow numbers of all timesteps belonged to that cluster. Different modalities mix together, and we cannot get a clear understanding of the evolutionary patterns in that period.
In summary, the results of case studies manifest that our method can reveal the evolutionary patterns in urban activity areas successfully. The topics discovered demonstrate where the concentration of people is and how this concentration moves across the city. Our method is able to capture the multimodal attributes of one timestep, while MobilityGraphs only divides each timestep into one category.
VII. CONCLUSION
In this paper, we propose an LDA-based topic model to deduce latent traffic topics from OD data. We also design an interactive visual analytics system to reveal the evolution of important city structures implied in time-varying location networks. The proposed method is suitable for various datasets with Origin-Destination properties. The results of case studies show that our method can extract recurrent behaviors and semantic-level city structures from OD data representing the life of a large set of users. Meanwhile, the differences in BSS usage patterns, the citizens' life styles of the two cities, as well as the traffic mode choice based on the travel purposes are uncovered.
In this work, the LDA based topic modeling is adopted for pattern mining, we will compare it with some other topic modeling algorithms in future work. Moreover, here we analyze each dataset separately for a city. However, different means of transportation are complementary to each other. In the future, we will adopt multi-source datasets to analyze the urban land use and job-housing space comprehensively. Since different datasets have different representation, distribution, scale and density, it poses new challenges to designing data fusion and data analysis strategies. We hope to discover more interesting patterns as well as abnormal events from cross-domain datasets. 
