We apply principal component analysis, a method frequently used in image processing and unsupervised machine learning, to study particle displacements observed in the steady shear flow of amorphous solids. PCA produces a low-dimensional representation of the data, in which the principal directions clearly identify distinct differences between elastic (i.e. reversible) and plastic deformation. When deformation is accumulated over larger strains, shear localizes along bands, and PCA provides a quantitative measure of the increased degree of anisotropy in the flow patterns. We suggest that PCA can be a useful analysis technique that can complement a traditional statistical description via correlation functions.
I. INTRODUCTION
A growing body of research is presently exploring the potential of machine learning (ML) methods as a tool of discovery for new physics [1] . Much of this work is driven by the expectation that ML might reveal structure and correlations in large data sets obtained either experimentally or numerically that is not directly accessible via conventional analysis. One such method of unsupervised learning that has received significant attention is principal component analysis (PCA). PCA is a statistical dimensionality reduction technique that converts a series of correlated data into a set of uncorrelated values called principal components via a linear transformation. A series of recent papers have argued that PCA is a suitable tool for elucidating phase transitions [2] [3] [4] [5] [6] . When applied to spin configurations obtained from Monte Carlo simulations of the classical 2D Ising model, the first principal components correctly identify the broken symmetry and the dependence of the global order parameter on temperature. More complex models such as the continuous XY-model or frustrated magnets were also considered. In situations where the underlying Hamiltonian is unknown, PCA or related analysis on raw data may help identifying ordered phases and the transitions or crossovers between them. Connections between PCA and the renormalization group have also been pointed out [7, 8] .
In the present contribution, we explore the utility of PCA in the analysis of a problem from nonequilibrium statistical physics, namely the slow flow of dense amorphous packings. When subjected to small shear increments, particles in such materials do not move purely affinely, but exhibit nontrivial correlated residual or nonaffine displacements [9] . The displacement field exhibits strong rotational character, and their correlations range over a length scale of 20-30 particle diameters and reflect the scale above which the material can be viewed as a homogeneous elastic medium [10] . The displacements from individual plastic shear transformations, however, are far more localized and can be thought of as forming at the intersection between (large) vortices [11] . When displacements are accumulated over larger strains, the plastic activity focuses particle motion along slip lines or micro shear bands [12] [13] [14] . It is now well understood that these correlations emerge from a superposition of localized shear transformations whose displacement field has quadrupolar symmetry [15] and can be modeled as Eshelby inclusions [16, 17] .
Here we characterize a set of nonaffine displacement fields obtained from molecular simulation of a 2D amorphous solid with PCA. We show that PCA easily differentiates between the dominant features in the elastic and plastic deformation regimes. PCA also describes well how the correlation in the displacement patterns grows in extent and anisotropy with increasing strain. We also compare to a more conventional analysis via correlation functions in order to assess critically the advantages of PCA.
II. MODEL SYSTEM AND PCA

A. Simulations
In order to obtain displacement fields, we study 2D amorphous materials under simple shear i) in the athermal quasistatic limit (AQS) and ii) with molecular dynamics simulations at finite shear rate in the athermal limit. The model glass is a Lennard-Jones (LJ) binary mixture with pairwise interactions described by
where α, β = A, B, σ AB = 0.8, AA = 1.0, AB = 1.5, and BB = 0.5. The potential is truncated at r = 2.5σ AA and shifted for continuity. We consider N A = 26000 and N B = 14000 particles of mass m = 1 that are placed in a periodic simulation box of dimensions 182σ AA × 182σ AA , corresponding to a density of 1.2. In the following, we use σ AA as the unit of length. Working in the N V T ensemble, the system is initially equilibrated at temperature T = 1.00 (we recall that for this system T g = 0.33 arXiv:1809.06487v1 [cond-mat.dis-nn] 18 Sep 2018 [18] ). Then the equilibrated configuration is quenched at cooling rate dT /dt = 2 · 10 −3 . For the AQS protocol, we also perform an energy minimisation after the quench to ensure that the initial configuration corresponds to a minimum of the potential energy landscape. Once the starting configuration is obtained we apply the following protocols: i) AQS : The initially square box is deformed by applying successive strain increments δγ = 10 −5 , and the particle positions are remapped to the new box configuration. After each strain increment, we minimize the potential energy with a conjugate gradient algorithm.
ii) Simple shear deformation: Simple shear is imposed at rateγ by deforming the simulation box into a parallelogram and remapping the particle positions. We integrate the equations of motion in the athermal limit,
The dissipative force f D i experienced by particle i is computed with a Dissipative Particle Dynamics scheme [19] , i.e. a friction force proportional to the particles' relative velocities.
In both protocols, nonaffine displacements u(r) are measured in steady state (> 20% strain). For particle j the nonaffine displacement is given by [20] 
where the Greek letters refer to Cartesian coordinates. The vector r 0 j corresponds to the position of the particle at a given strain γ 0 , whereas r j stands for the position of the particle after deformation. Nonaffine displacements are recorded for n configurations and for a given snapshot i, the nonaffine displacement vector x i is of dimension 2N where N is the total number of particles in the system. The displacement vectors can be grouped into a matrix X = (x 1 , · · · , x n ) where the i th row is given by
B. PCA
PCA aims to extract the most important information of a data matrix X and expresses this information through a matrix of new orthogonal variables Y called principal components [21] . PCA assumes that the components of Y can be written as a linear combination of the components of X. Therefore, to preserve most of the information, we look for Y = XW where the elements of y 1 , · · · , y n each successively have maximal possible variance. The data matrix X can be preprocessed in such a way that X is:
Maximising the variance of Y is equivalent to maximising the quadratic form W T C X W, where C X = X T X is the correlation matrix, with the restriction that W T W = I p .
The method of Lagrange multipliers shows that this is achieved by finding the eigenvectors of C X [22, 23] ,
where the eigenvalues λ i = Λ 2 i of the correlation matrix C X are ordered in descending order. The normalized vectors (w 1 · · · w n ) define a new orthonormal basis, where w 1 is the direction with the maximal variance, w 2 the direction with the second largest variance, etc.
PCA implies dimensionality reduction, which means that only a small number of eigenvectors carry most of the information (70%−80%) of the original data [22, 23] . The normalised eigenvalueλ i ,
also called explained variance ratio, quantifies the relative importance of each eigenvalue λ i (and the associated eigenvector w i ). In what follows, we will also be interested in the quantified principal components, which correspond to the averaged projections onto a given eigenvector [5] ,
PCA is implemented via the decomposition module in the scikit-learn python library [24] .
III. ELASTIC VS. PLASTIC DISPLACEMENTS
In the AQS protocol, the stress-strain curve can be clearly decomposed into elastic branches that are punctuated by irreversible plastic events. Plastic events are associated with stress release and correspond therefore to drops in the stress-strain curve. Nonaffine displacements are recorded during the stress drops and also in the elastic regime of duration ∆γ that precedes the plastic event.
To be sure that we are probing reversible dynamics in the elastic regime, a reverse strain step of size −∆γ is systematically applied. By doing so, we find that ∼ 10% of the elastic branches exhibit irreversible rearrangements. These branches were discarded for the analysis. We record 5000 events in total. Typical nonaffine displacements fields are shown in Figure 1 for both regimes. As reported in many previous works [9, 11, 12, 15] , localized large displacements with distinct quadrupolar symmetry are associated with the plastic regime, whereas the elastic regime is characterized by extended vortices.
PCA applied to the nonaffine displacements of both elastic and plastic branches reveals that the information is distributed among a relatively large number of principal components. Indeed, the first explained variance ratiosλ i , shown in Figure 2 , are relatively small (less than 10%). The cumulative distribution function of the explained variance ratios, cdf (λ), shows that ∼ 200 directions are needed to recover 70% of the information for the elastic regime, whereas the number of directions reaches ∼ 700 for the plastic regime.
This difference between the two regimes might be explained by the strong localization of the nonaffine displacement field in the plastic case. Successive plastic events may occur at different places and in the simulation box and posess different orientations. By contrast, in the elastic branches the vortices are more extended in space, and consecutive snapshots of elastic branches are more likely to share similarities. As PCA aims to identify the similarites in different snapshots, a larger number of directions may be needed to capture 70% of the information about the smaller features in the plastic regime than about the larger displacement patterns in the elastic regime. Despite the fact that the first 12 eigenvectors explain only ∼ 20% of the data, their inspection provides interesting information. In Figures 3 and 4 , we show these eigenvectors for the plastic and the elastic regimes, respectively. The first two eigenvectors associated with the plastic events consist of horizontal shear bands and have very similar eigenvalues. In the 3rd and 4th eigenvectors with again similar eigenvalues, the bands are perpendicular to the shear direction. The 5th and 6th eigenvectors exhibit swirl patterns; these first six eigenvectors illustrate the basic patterns that can be found in the subsequent higher order eigenvectors.
In the elastic regime, the first and fourth eigenvectors are reminiscent of shear bands, which are likely to result from the alignment of large vortices [12] . The 2nd, 3rd and 5th eigenvectors show large vortices that resemble the displacement fields associated with low frequency modes [9, 25] . Higher order eigenvectors appear to be a combination of shear bands or vortices. Regarding the eigenvalues of the elastic regime, one observes a less pronounced structuration than in the plastic regime which tends to disappear after the first 12 eigenvalues. 
IV. EFFECT OF STRAIN ACCUMULATION AND SHEAR RATE
In the previous section, we focussed our analysis on separating elastic and plastic behavior. We now compute nonaffine displacement fields in a fixed strain interval ∆γ ∈ [10 −5 ; 10 −2 ], where for each ∆γ, 1000 snapshots are recorded. Each snapshot therefore may now contain a combination of elastic and plastic features. The effect of accumulating deformation in this manner is visible in the evolution of the expected variance ratiosλ i shown in Figure 5 . For ∆γ ≤ 10 −4 , most of the snapshots are still probing the elastic regime and the smooth decrease ofλ i resembles the one already observed for the eigenvalues of the elastic regime (cf. Figure 2) .
When ∆γ ≥ 5 · 10 −4 , nonaffine displacements asso- ciated with plastic events start to become included in the overall displacement field. We observe that the first eigenvalues begin to exhibit a two-step pattern associated with the presence of shear bands. Moreover, with increasing ∆γ more plastic events are being sampled and the first four expected variance ratios are increasing, which means that the shear bands are becoming better defined as ∆γ increases. This can be seen in the representation of the first eigenvectors in Fig. 5 . Therefore, PCA provides a way to observe a transition from elastic to the accumulation of plastic behaviour as the strain interval is varied.
All results presented so far where computed in the AQS protocol. We now investigate how PCA views the displacement fields when the glass is flowing at finite shear rateγ. In these simulations we collect 500 samples for each value of ∆γ at a given strain rateγ, except for ∆γ > 5 × 10 −2 atγ = 10 −5 where only 100 samples are collected. We can observe in Figure 6 that the explained variance ratios of the AQS simulations overlap with those of the lowest shear ratesγ = 10 −5 − 10 −3 . However, they become significantly reduced for the highest shear ratė γ = 10 −2 . This result means that the principal direc- tions carry fewer information when the system is rapidly sheared. The bottom row of Fig. 6 compares the first eigenvector for the largest and smallest shear rate studied and shows that the shear band pattern observable at the low rate becomes significantly degraded forγ = 10 −2 , where the large driving rate homogenizes the flow.
This trend is also visible when investigating the evolution of the first four quantified principal components |y | with ∆γ as shown in Figure 7 . For the AQS protocol and each of the different shear ratesγ ≤ 10 −3 , the 1st and 2nd quantified principal components follow the same increasing trend. When shearing at relatively low rate, the nonaffine displacements accumulated when increasing the strain interval tend to organize in horizontal shear bands, and more and more information is therefore associated with the first two components. On the other hand, when considering the 3rd and 4th principal components we notice a decreasing or relatively constant behaviour with increasing ∆γ. By contrast, for large ratė γ = 10 −2 all quantified principal components remain con- stant over the range of ∆γ considered with values of |y | lower than in the other cases.
V. DISCUSSION AND CONCLUSION
We presented an application of PCA to the analysis of nonaffine displacements in sheared amorphous materials. In the elastic and plastic regimes, PCA enables to distinguish different patterns that are exclusively associated with either regimes. For plastic events, PCA robustly identifies the principal symmetry of shear deformation in the form of horizontal and vertical shear bands. By considering equally spaced snapshots in the flow regime, PCA emphasizes an elastic to plastic transition that depends on the size of the strain interval over which the analysis is performed. If we consider the elastic (vortex-dominated) and plastic (shear-banded) response as the nonequilibrium counterpart to the disordered and ordered phases of the Ising ferromagnet, then our principal components identify the lower-symmetry configura-tion in both cases, and the first quantified principal component serves as an order parameter [2] . Moreover, our PCA distiguishes between well structured deformation patterns at low shear rate and the more homogeneous, fluid like behavior at high shear rate via a reduction of the expected variance ratio and quantified principal components.
One might ask how the PCA results compare with those obtained from an analysis of the correlation function C(r) = u(r)u(0) , which is the conventional tool to analyse nonaffine displacement fields. Results for different values of the strain increment ∆γ are shown in Fig. 8 , where we consider separately the decay in streamwise (x) and crosswise (y) directions to reveal any potential anisotropy. For the smallest strain interval ∆γ = 10 −4 , the correlations decay similarly in both directions, but the crosswise correlation functions becomes anti-correlated at about 50 particle diameters. For larger ∆γ, the streamwise correlations increase in range and no longer decay to zero, consistent with the localization into horizontal shear bands. The crosswise correlations remain fairly insensitive to ∆γ and cross zero at ∼ 50σ AA . This value is presumably related to the width of the horizontal shear bands. Both PCA and the correlation function analysis therefore reveal the growing anisotropy as ∆γ is increased, but PCA provides additional insight through the patterns that appear in the leading order eigenvectors. This direct geometric interpretation makes it attractive to consider PCA as a routine tool to analyse data about which little information is available or for systems where correlations may be difficult to determine.
