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1. INTRODUCTION
 .The paper is concerned with a bilinear form F A; x, y , where A is a
n   . .real n = n matrix and x, y g R see 1.4 below for definition . We
present necessary and sufficient conditions for A such that the inequality
 .  .  4F A; x, y G 0 or, F0 holds in the class of similarly ordered pairs x, y ,
and thus we obtain, in particular, a generalized matrix variant of the
well-known discrete Chebyshev inequality. We also obtain some lower and
 .upper bounds for F A; x, y . This result constitutes generalizations to the
matrix version of the discrete Gruss inequality and other results known inÈ
the literature. Chebyshev's inequality and Gruss' one in their classical andÈ
w xweighted versions 2, 5, 7, 9, 11, 13 become the particular cases of our
results when A is either the unit or the positive diagonal matrix, respec-
tively. For a wide exposition of the Chebyshev and Gruss inequalities andÈ
wtheir generalizations we refer to the monograph by Mitrinovic et al. 9,Â
xChap. IX, X .
Preliminaries
By Rn=n we denote, as usual, the set of all real square n = n matrices
n  .and by R the set of all n-tuples x s x , . . . , x of real numbers or,1 n
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w x n=n  . w xtGiven a matrix A s a g R , denote by r A s r s r , . . . , ri j 1 n
 . w xtand c A s c s c , . . . , c the vectors of row and column sums of A,1 n
respectively. That is, set
n
r A s r s a , i s 1, . . . , n , 1.1 .  .i i i j
js1
n
c A s c s a , j s 1, . . . , n , 1.2 .  .j j i j
is1
and also
n n n n
S A s S s a s r s c . 1.3 .  .   i j i j
is1 js1 is1 js1
 .A blinear form F A; x, y under consideration is defined as
n n n n
F A; x , y s S a x y y r x c y . 1.4 .  .   i j i j i i j j
is1 js1 is1 js1
 . w  .xDenote next by H A s h A the square matrix, entries of which arei j
given by
h A s r c y Sa , i , j s 1, . . . , n , 1.5 .  .i j i j i j
 .  .  .where r s r A , c s c A , and S s S A . Define, for i, j s 2, . . . , n,i i j j
iy1 n¡
h A if 2 F i F j F n , .  k m
ks1 msj~K A s 1.6 .  .i j jy1n
h A if 2 F j - i F n. .  k m¢
ksi ms1
  .  .4  4Let P s p 1 , . . . , p n be a permutation of the index set 1, . . . , n . It
will cause no confusion if we use the same letter P to designate the
permutation matrix associated with a permutation P. It is clear that if
 . n  . w x n=nx s x , . . . , x g R then Px s x , . . . , x and if A s a g R1 n p1. pn. i j
t  .then PAP is the matrix, the i, j entry of which equals a forp i. p j.
i, j s 1, . . . , n.
Set, for A g Rn=n,
L A s min min K PAP t , .  .i j
P i , j
U A s max max K PAP t , .  .i j
P i , j
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where minima and maxima are taken over all indices i, j satisfying 2 F i, j
F n and over all permutations P.
 . nGiven an n-tuple x s x , . . . , x g R , we define the oscillation of x,1 n
 .w x , by putting
w x s M x y m x , .  .  .
where
m x s min x and M x s max x . .  .i i
1FiFn 1FiFn
 .  .  . nClearly w Px s w x for each permutation P, w x G 0 for every x g R ,
 .  .and w x s 0 if and only if x is constant i.e., if all entries of x are equal .
 4Finally, by SOT we shall denote the collection of all pairs x, y of
n-tuples x, y g Rn, similarly ordered, that is, satisfying the condition
x y x y y y G 0 for all i , j s 1, . . . , n. 1.7 .  .  .i j i j
2. LOWER AND UPPER BOUNDS
A matrix version of the Gruss inequality is presented below.È
THEOREM 2.1. Let A g Rn=n. Then
L A w x w y F F A; x , y F U A w x w y 2.1 .  .  .  .  .  .  .  .
 4for all x, y g SOT.
The proof is based on the following auxiliary results.
LEMMA 2.1. Let A g Rn=n and x, y g Rn. Then
n n
F A; x , y s K A x y x y y y . 2.2 .  .  .  .  .  i j i iy1 j jy1
is2 js2
 .  .Proof. By 1.4 and 1.5 ,
n n
F A; x , y s y h A x y . 2.3 .  .  .  k m k m
ks1 ms1
k  .Note that u s  u y u if u s 0. Use this with u s x and withk is1 i iy1 0
 .u s y, insert to 2.3 , and then change the order of summation. We obtain
n n






UK s y h A . . i j k m
ksi msj
 .  .  .  . n  .From 1, 1 , 1.2 , 1.3 , and 1.5 together it follows that  h A s 0,ms 1 k m
n  . Uk s 1, . . . , n, and  h A s 0, m s 1, . . . , n. Hence K s 0 for i sks1 k m i1
U  .  .1, . . . , n, and K s 0 for j s 1, . . . , n. Therefore, 2.4 will imply 2.2 if we1 j
U  .shall show that K and K A coincide for 2 F i, j F n. Let 2 F i F j F n.i j i j
 .  .Making use of 1.1 and 1.3 we obtain
n n n
UK s y c r y S a  i j m k k m
msj ksi ksi
n iy1 iy1
s y c S y r y S c y a  m k m k m /  /
msj ks1 ks1
n iy1 iy1 n
s q r c y Sa s h A s K A , .  .  .   k m k m k m i j
msj ks1 ks1 msj
as desired. In case 2 F j - i F n we handle in a similar manner.
The lemma is proved.
LEMMA 2.2. Let A g Rn=n and let x and y be nondecreasing n-tuples.
Then for each permutation P,
L A w x w y F F PAP t ; x , y F U A w x w y . .  .  .  .  .  . .
 .Proof. If x s x , . . . , x is nondecreasing then the differences x y1 n i
 . n  .x , i s 2, . . . , n, are nonnegative and w x s  x y x . Since foriy1 is2 i iy1
each permutation P,
L A F K PAP t F U A , i , j s 2, . . . , n , .  .  .i j
the assertion follows from Lemma 2.1 with A replaced by PAP t.
The lemma is proved.
Proof of Theorem 2.1. Observe that for every permutation P and
x, y g Rn,
F A; x , y s F PAP t ; Px , Py , .  .
 4which can be verified by an easy computation. Take x, y g SOT and
w xchoose a permutation P such that Px and Py are nondecreasing 5, p. 59 .
 .  .Combining these with Lemma 2.2 and with w Px s w x gives the asser-
tion.
The proof is completed.
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3. G MATRICES AND INEQUALITIES
G matrices defined below play the key part in the inequalities presented
next.
DEFINITION. A matrix A g Rn=n is said to belong to the class
 . qa G if and only if
h A G 0 for all i , j s 1, . . . , n , with i / j; 3.1 .  .i j
 . q  .b G if and only if all inequalities in 3.1 are strict;S
 . y  .c G if and only if all inequalities in 3.1 are reversed;
 . y  .d G if and only if all inequalities in 3.1 are reversed and strict.S
We also set G s Gqj Gy and G s Gq j Gy. Clearly, G ; G.S S S S
Two n-tuples x, y g Rn are said to be oppositely ordered if all inequali-
 .  4ties in 1.7 are reversed. This is equivalent to both x, yy g SOT and
 4yx, y g SOT.
THEOREM 3.1. Let A g Rn=n.
 .A The following conditions are equi¨ alent:
 .  .  4i F A; x, y G 0 for all x, y g SOT ,
 . qii A g G ,
 .  .iii L A G 0.
 .B The following conditions are equi¨ alent:
 .  .  4i F A; x, y F 0 for all x, y g SOT ,
 . yii A g G ,
 .  .iii U A F 0.
 .Proof. Part A .
 .  . 1  . n  .i « ii Set e s 1, 0, . . . , 0 , . . . , e s 0, . . . , 0, 1 and note that
i j  i j4if i / j then e and e are oppositely ordered. Thus, ye , e g SOT if
i / j. It follows, for such i, j,
h A s F A; yei , e j G 0. .  .i j
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 .  .  .  .ii « iii Consider 1.6 and h A 's occurring there. We havek m
either 1 F k - i F j F m F n or 1 F m - j - i F k F n. In both cases
 .k / m and therefore, by hypothesis, all h A 's are G0. It followsk m
 .  t.K A G 0 for all 2 F i, j F n. Clearly, the same is true of K PAP fori j i j
 .each permutation P. Hence L A G 0.
 .  .iii « i By Theorem 2.1.
 .Part B . The proof runs in a similar way.
The theorem is proved.
The above statement expresses a weaker version of bilinear inequalities.
 .A stronger one, containing conditions under which the equality F A; x, y
s 0 holds for x, y similarly ordered, is demonstrated below.
THEOREM 3.2. Let A g Rn=n.
 .A The following conditions are equi¨ alent:
 .  .  .  4i a F A; x, y G 0 for all x, y g SOT ,
and, at the same time,
 .  .  4b F A; x, y s 0 and x, y g SOT imply that at least one of
the n-tuples x, y is constant,
 . qii A g G ;S
 .  .iii L A ) 0.
 .B The following conditions are equi¨ alent:
 .  .  .  4i a F A; x, y F 0 for all x, y g SOT ,
and, at the same time,
 .  . .  .b i b of the part A ,
 . yii A g G ;S
 .  .iii U A - 0.
 .Proof. As before we consider in detail only part A . By Theorem 3.1,
q  . .  .A can be assumed to be G matrix so that it suffices to show i b « ii
 .  . .« iii « i b .
 .  . . q q! ii « ! i b A g G and A f G together show that there existS
 . indices i, j, with i / j, such that h A s 0. For these indices we have cf.i j
 .  . .the proof of i « ii of Theorem 3.1
F A; yei , e j s h A s 0 .  .i j
 . .so that i b fails.
 .  .  .  .ii « iii By an argument similar to that of ii « iii of the
previous theorem.
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 .  . .  4  .iii « i b Fix x, y g SOT such that F A; x, y s 0. This and
 .  .  .Theorem 2.1 show that L A w x w y F 0. Under hypothesis it is possi-
 .  .  . .ble only when w x s 0 or w y s 0. Thus, i b follows.
The theorem is established.
For A g Rn=n being in the class G we define
1 if A g Gq,sgn A s yy1 if A g G .
As a corollary, we obtain from Theorem 3.2 the following general matrix
 .version of the Chebyshev inequality, relative to the form F A; x, y .
THEOREM 3.3. Let A g Rn=n be a G matrix. Then
sgn A F A; x , y G 0 3.2 .  .  .
for all n-tuples x, y similarly ordered. For x, y oppositely ordered, the sign of
 .the inequality in 3.2 is re¨ersed.
 .Moreo¨er, if , in addition, A g G , the equality in 3.2 holds when andS
only when at least one of x or y is constant.
4. SPECIAL PROPERTIES OF G MATRICES
In this section we establish certain additional properties of G matrices.
THEOREM 4.1. Let A g Rn=n be a G matrix. ThenS
 .A det A / 0,
 .  .B if n G 3 then also S A / 0.
 .  .Proof. Part B . Suppose n G 3, A g G and S s S A s 0. In thisS
 .case 1.4 takes the form
n n
F A; x , y s y r x c y . 4.1 .  . i i j i /  /
is1 js1
Since n G 3, there exists a nonconstant n-tuple x such that n r x s 0.is1 i i
n  .  .For such x and for arbitrary y g R , 4.1 implies F A; x, y s 0, which
contradicts the second part of Theorem 3.3. Thus, S / 0.
 .Part A . Case n s 2. An easy computation shows that
y1 1H A s det A . 4.2 .  .  .1 y1
 .It follows that det A s h A / 0, because A g G .12 S
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 .  .Case n G 3. Insert 1.2 to 1.4 . We get
n n n
F A; x , y s Sx y r x a y . 4.3 .  .  i k k i j j /
is1 ks1 js1
 .Suppose det A s 0. There is a nonzero n-tuple, z s z , . . . , z say, such1 n
that
n
a z s 0 for i s 1, . . . , n. 4.4 . i j j
js1
 .  .Making use of 4.3 with x, y replaced by z and of 4.4 we infer
 .  4F A; z, z s 0. Since z, z g SOT , from this and from the second part of
 .Theorem 3.3 we conclude z is constant, that is, z s a, . . . , a , a / 0, say.
 .  .By this, by 1.3 , and by 4.4 , we get
n n
aS s a z s 0.  i j j /
is1 js1
 .Since a / 0, one must be S s 0, contrary to part B of the theorem.
The proof is finished.
 .Remark. Part B of the above theorem is not true in case n s 2. For
instance, consider the matrix
2 y3A s .y1 2
q  .A is in G , det A s 1, and S A s 0.S
THEOREM 4.2. Let A be a real symmetric matrix.
 . q  .i If A g G and S A / 0 then A is semidefinite. More, A is
 .  .positi¨ e or negati¨ e semidefinite, depending on S A ) 0 or S A - 0, re-
specti¨ ely.
 . qii If A g G then A is definite. Moreo¨er, A is positi¨ e or negati¨ eS
 .definite in conformity with the sign of S A .
 .  .  .Proof. By the symmetry of A, r A s c A . Applying Theorem 3.2 A
with y s x we find, in the case of a Gq matrix A,
2t tw xS A x Ax G x r A G 0, .  .
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n  .for all x g R . From this and from the assumption that S A / 0 we infer
that A is semidefinite and that it is positive or negative semidefinite,
 .depending on the sign of S A , as is stated in the theorem.
If A g Gq , then it is a Gq matrix and hence semidefinite. On the otherS
hand, by Theorem 4.1, it is nonsingular. Thus, A is definite by this,
 . .S A / 0 also in case n s 2 and, as before, the ``sign'' of definiteness is
 .agreed with the sign of S A .
The proof is completed.
Remark. This theorem is of an independent important interest. It
provides sufficient conditions for a real symmetric matrix to be semidefi-
nite or definite. In fact, in the case of definiteness, the sufficient condition
may be weakened. An improvement of the theorem in this direction is
w xgiven in the separate paper 4 .
5. RELATION WITH KNOWN RESULTS
From assertions of the previous sections, many extensions of the well-
known results may be obtained. We now mention a few of them.
 .  .1 F A; x, y takes its simplest form when A s I, the identity matrix.
We have, in this case,
n n n
F I ; x , y s n x y y x y . .   i i i j
is1 is1 js1




w x w y F F I ; x , y F n y w x w y . .  .  .  .  . /2 2
w x  wThis inequality corresponds to a result of Biernacki et al. 3 see also 9, p.
x.299 , a discrete version of the classical Gruss inequality.È
 .  .  .2 Let A s diag p , p s p , . . . , p with positive entries. In this1 n
case
n n n n
F diag p ; x , y s p p x y y p x p y . .    i i i i i i j j
is1 is1 is1 js1
 .  4and 2.1 implies, for x, y g SOT ,
2m p w x w y F F diag p ; x , y .  .  .  . .
n n 2F n y M p w x w y . .  .  . /2 2
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A corresponding result for positive nondecreasing sequences has been
w x  w x.obtained by Pecaric 10 see also 9, p. 302 .Ï Â
 .3 Lemma 2.1 is a generalization of certain identities due to Mitri-
w x  w x.novic and Pecaric 8 see also 9, p. 281 .Â Ï Â
 .4 The following generalization to the matrix version of Alzer's result
w x1 may be derived from Lemma 2.1. Define
b x , y s min x y x y y y , .  .  .i iy1 j jy1
2Fi , jFn
B x , y s max x y x y y y . .  .  .i iy1 j jy1
2Fi , jFn
PROPOSITION 5.1. Let A be a G matrix and let x, y g Rn. Then
sgn A F A; e, e b x , y F sgn A F A; x , y .  .  .  .  .
F sgn A F A; e, e B x , y , .  .  .
 .where e s 1, 2, . . . , n .
wFrom Lemma 2.1 also the following generalization of LupasË' result 6; 9,
xp. 303 can easily be deduced.
 . nGiven an n-tuple x s x , . . . , x g R , define1 n
q x s min x y x , Q x s max x y x . .  .i iy1 i iy1
1-iFn 1-iFn
PROPOSITION 5.2. Let A be a G matrix. Then
sgn A F A; e, e q x q y F sgn A F A; x , y .  .  .  .  .  .
F sgn A F A; e, e Q x Q y .  .  .  .
n  .for all x, y g R , monotonic in the same sense, where e s 1, 2, . . . , n .
Proof. By hypothesis,
sgn A K A G 0 for i , j s 2, . . . , n. .  .i j
Knowing this we apply Lemma 2.1 twice, first, to obtain
n n
F A; e, e s K A , .  .  i j
is2 js2
and second, to get the required estimations.
Remark. Lower and upper bounds in Theorem 2.1 are optimal in the
sense that there exist matrices A for which either left-hand, right-hand, or
 .  .both equalities in 2.1 are reached. In case n s 2 the inequalities 2.1
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 .  .become always equalities. We have, on the other hand, by 2.3 and 4.2 ,
 .  .  .  .  .  .F A; x, y s det A w x w y , and, on the other hand, by 1.6 and 4.2 ,
 .  .L A s U A s det A.
 .  .  .5 For A s I or A s diag p , p s p , . . . , p , p ) 0, . . . , p ) 0,1 n 1 n
  .Theorem 3.3 yields the classical versions of Chebyshev's inequality see 1
.above .
 . qClearly, I and diag p , with positive diagonal entries, are G matrices.S
6. GETTING NEW INEQUALITIES
The results of Section 3 may be employed to yield new inequalities with
arbitrary real matrices. A simple method reads as follows.
w x n=nGiven any matrix W s w g R , select arbitrarily a G matrixi j S
w x n=nV s ¨ g R and consider the matrix A s aV q W with a g R. Sincei j
h A s a2 h V .  .i j i j
q a r V c W q r W c V y S V w y S W ¨ .  .  .  .  .  .i j i j i j i j
q h W , .i j
< <then, for a large enough, A is a G matrix like V. Writing an appropriateS
inequality for A, we obtain one for W.
w xEXAMPLE. Let T s t be a doubly stochastic n = n matrix. Theni j
n n
0 F x y y t x y F F I ; x , y 6.1 .  . i i i j i j
is1 i , is1
 4for all x, y g SOT.
For the proof, apply the method described above with W s T and V s I.
 .  . w xtSince t G 0 and r T s c T s 1, . . . , 1 , the matrix A s aI q T is ini j
q  .  .  . the class G if a a - y1 or b a ) n y 1. Use now Theorem 3.2 A orS
.Theorem 3.3 to the matrix A and divide the resulting inequality by
 .  . ya q 1 . Then let, in case a , a ª y1 to obtain the left-hand side of
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