Abstract-Data clustering is a process where a set of data points is divided into groups of similar points. Recent approaches for data clustering have seen the development of unsupervised learning algorithms based on Particle Swarm Optimization (PSO) techniques. These include Particle Swarm Clustering (PSC) and Modified PSC (mPSC) algorithms for solving clustering problems. However, the PSC and mPSC algorithms tend to be computationally expensive when applied to datasets that have higher levels of dimensionality and large volumes. This paper presents a novel and more efficient swarm clustering strategy we call Rapid Centroid Estimation (RCE). We compare the performance of RCE with the performance of PSC and mPSC in several ways including complexity analyses and particle behavior analyses. Our benchmark testing suggests that RCE can reach a solution 274 times quicker than PSC and 270 times quicker than mPSC for a clustering task where the dataset has a dimension of 80 and a volume of 500. We also investigated particle behaviors on two-class two-dimensional datasets with volume of 500, presenting 250 data for each well-separated class with known Gaussian centers. We found that RCE converged to the appropriate centers at 70 updates on average, compared to 19802 updates for PSC and 23006 updates for mPSC. An ANOVA indicates RCE is significantly faster than both PSC and mPSC.
INTRODUCTION
Clustering can be viewed as an exploratory data analysis tool. It can enhance understanding of the data by organizing it into meaningful subsets. A good cluster is characterized by high intra-cluster similarity and low inter-cluster similarity. Similarity can be assessed using various means such as Euclidean distance, Manhalobis distance, cosine similarity, and Pearson correlation [1] .
Clustering is a key tool for analyzing complicated datasets when data is recorded from multiple sources in an uncontrolled environment. Clustering methods are often used for preprocessing such data [1] . However, in cases where the data has high dimensionality and large volume, existing clustering methods can tend to become very computationally demanding.
Particle swarm optimization (PSO) is a stochastic optimization approach originally proposed by Kennedy & Eberhart in 1995. It was inspired by the behavior of flocks of birds and schools of fish [2] . Data clustering using Particle swarm optimization was first proposed by Van Der Merwe & Engelbrecht in 2003 with promising results [3] . Particle Swarm Clustering (PSC), a PSO algorithm specially designed to optimize clustering problems, was proposed by Cohen & de Castro in 2006 [4] . Inspired by social interaction of humans in a global neighborhood, PSC organizes data-points into clusters based on the interdependence of each particle. Cohen & de Castro showed that PSC is superior to K-means on benchmark datasets [4] .
A modified PSC algorithm called Modified PSC (mPSC) was proposed by Szabo in 2010 [5] . With the assumption that the use of the term velocity is not appropriate in the context of social neighborhood, mPSC eliminates the need for velocity and inertia weight during the update procedure. The algorithm was reported to reduce computation time while preserving cluster quality. It was conceded, however, that mPSC suffers from a long optimization time similar to its predecessor.
After analyzing and reviewing the original PSC and mPSC algorithms, we propose an altered lightweight PSC-type algorithm we call Rapid Centroid Estimation (RCE). We investigate the iteration time of the algorithm using generated Gaussian datasets with dimensions of 1 to 80 and volumes of 10 to 500. The behaviors of the proposed RCE particles are investigated using two synthetically generated datasets with known Gaussian centers.
The paper is organized as follows. Section I provides an introductory background to clustering, PSO, PSC, mPSC and RCE. Section II presents an overview on PSC and mPSC algorithms. Section III proposes our algorithm, RCE. Analyses of time complexity and iteration times are presented in Section IV. A comparative study between algorithms and analysis of particle behaviors is given in Section V. Conclusions and future research directions are given in Section VI.
II. OVERVIEW ON THE PSC AND MPSC ALGORITHM

A. Particle Swarm Clustering (PSC)
According to [4] , Particle Swarm Clustering (PSC) can be viewed as a special modification of PSO devised specifically for clustering tasks. This is in contrast to the general implementation of PSO where each particle represents a candidate solution. In PSC, each particle represents only a fraction of a solution: a cluster centroid prototype. It follows from this that the derived set of centroids is represented by the whole swarm.
PSC optimization strategies can be understood in terms of a global interdependent neighborhood. In the neighborhood, a slight change in the position of a particle triggers a global reaction involving every other particle in the swarm which naturally preserves the gravitational equilibrium in the neighborhood. PSC does not rely on any fitness function because particles will naturally accelerate towards the center of gravity of the natural data cluster. PSC is less computationally demanding than classic PSO clustering.
The updating rule of PSC can be summarized as follows. For each input pattern j, position of a particle i will be updated using (1-3). Note that particle velocity is bounded by ±v max .
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Here X i (t), Y i (t), and Z i (t) indicate cognitive (4), social (5) and self-organizing (6) terms:
Where ω(t) represents inertia weight which decreases geometrically. φ k are uniform random numbers 0≤ φ k ≤1. x i (t), v i (t), and p i (t) denote position, velocity and best position of a particle i in relation to the input pattern j. g j (t) represents the position of a particle that has been closest to the input pattern j. The pseudo code of the PSC algorithm is given in Figure 1 .
B. Modified Particle Swarm Clustering (mPSC)
Szabo proposed a modification to the original PSC called the Modified PSC (mPSC) in 2010 [5] . Szabo argues that in the context of man's ability to process knowledge, the use of "velocity memory" in equation (3) is irrelevant. According to Kennedy, equation (3) represents a continuous change in mental status, opinion, belief, and behavior. Based on this concept, Szabo proposes the velocity term to be replaced by a Δx (8) which represents a small perturbation in the behavior of the individual. This perturbation should appropriately contributed by the experience of the individual (individual cognition), and the influence of the social environment (social interaction) in which the individual is inserted (7). (8) mPSC contributes to the PSC algorithm by eliminating the need for inertia weight ω and velocity clamp. However, referring to the well known convergence problem of PSO [8] , we argue that the memory-less nature of mPSC and the removal of inertia weight diminishes the exploration and exploitation shifts of the particles. This may lead to an unfavorable tendency to converge to local minima instead of the global minimum on more complex datasets.
III. RAPID CENTROID ESTIMATION
A. Rapid Centroid Estimation
In the original form of mPSC, the term position x is also analogous to decision-making behavior of an individual [6] . Δx is the perturbation from his/her personal experience and the influence of the environment that causes the individual to make a decision to change his/her behavior. However, in the originally proposed mPSC algorithm, behavior is updated each time the individual encounters new information in the neighborhood [4, 5] . This results in unnecessary behavioral updates which can undermine the optimization efficiency.
It seems to us that a reasonable alternative approach would make use of an update scheme that does not cause changed behavior every time new information is presented in the Algorithm S = PSC(dataset, max_iteration, v max , n c , ω) Initialize n c particles, randomize x, and initialize v to zeros Calculate distances of p, g for each particle and each datum. while t < max_iteration for each datum y update distance matrix and find the closest particle
Updates personal best and global best of the particle ( ) (
Update velocity and position using (1-3)
Find the winning particle (particle with the least Euclidean distance to an input pattern)
if (x i is not close to any datapoint) move x i towards winning particle using (1-3). Figure 1 . PSC Algorithm neighborhood. One of the general proposals of the expected utility theory hypothesis states that, in order to make a constructive decision, an individual first assess the utilities and risks posed by all the problems and also the opportunities presented [6] . Inspired by the logical paradigm presented in this proposal, we incorporate this mindset in our update scheme. Accordingly we propose the following scheme:
1) For each iteration, each particle position is updated only once. This happens after all possible data points which are closer to that particle have been subjectively considered by the particle. This means position update occurs only i times per iteration, where i is the number of particles in the set.
2) The distance matrix and best positions are updated after all particle positions are updated. This means the distance matrix is updated only once per iteration.
3) A global minimum computation is defined to store the best position combination and to stop the optimization when a long stagnation is detected. Stagnation is detected when fitness gradient is higher than stagnation threshold ε for more than s_max iterations.
Implementing above scheme, the methods for calculating the terms known as Cognitive (9), Social (10), Self-organizing (11), and Best position (12) are redefined as follows:
are the subjectivity level towards an input pattern, modeled using uniform random numbers
. x i (t) and p i (t) denote position and best position of a particle i in relation to the input pattern j. g j (t) represents the position of a particle that has been closest to the input pattern j; and M(t) represents the best position combination that has achieved global minimum according to a given fitness function f (e.g. Euclidean distance).
Δx is redefined as follows.
Where ω(t) is the inertia weight, geometrically decreases on every iteration [7] .
We decide to keep the inertia weight and memory as in PSC. However we use the term Δx instead of v as we think it is more appropriate in the context of decision making. The RCE algorithm is given in Figure 2 .
IV. TIME COMPLEXITY ANALYSIS
Szabo has made a contribution to the original PSC by addressing computational time reduction by comparing clustering time of PSC and mPSC using benchmark datasets [5] . However, although Szabo has successfully reduced the overall computation time by eliminating velocity update, it seems further improvements are possible. We suspect that the high computational load of the PSC algorithm may stem in part from characteristics of the original formulation of the algorithm Algorithm S = RCE(dataset, max_iter, s_max, ε , n c ) Initialize n c particles, randomize x, Calculate distances of p, g for each particle and each datum. 
Find the winning particle (the particle with the least Euclidean distance to an input pattern)
Get the elements which are the members of the particle i (cluster centroid). 
1)
In order to escape the local minima trap, for each iteration, a corresponding particle position is updated for each datapoint. This means a position update occurs j times per iteration, where j is the number of datapoints in the set.
2) Every change of particle position demands the distance matrix to be updated. This means distance matrix is also updated j times per iteration.
3) There is no global minimum computation to indicate the end of optimization.
In the original PSC algorithm, a single iteration demands particle positions to be updated j times. The total time complexity for n iterations is approximated as follows.
Given that there are i particles in a swarm and j elements of k-dimensional data in the set, time complexity for the algorithm O PSC for n iterations can be approximated by (14).
Where O(k) approximates the complexity of updating each position. It consists mainly on basic operations such as elementary additions, subtractions, and multiplications which are applied for each dimension.
O(j*k) approximates the updating of each k-dimensional element in the set, including finding minimum distance, personal and global best update.
O(i*j*k) approximates the updating of the distance matrix. In order to update the distance matrix, calculation for each data point j involves i particles with k dimension.
Given that the critical contributor to complexity appears to be the updating of the distance matrix, this observation would be consistent with Szabo's report of a small reduction in computation time on mPSC as compared to PSC [5] . As seen in (14), time complexity of PSC position update (O(k)) is small compared to that of distance matrix update (O(i*j*k)).
O RCE for n iterations can be approximated (15). Since the coordinate update involves i additional loops to assess the datapoints in each cluster, the time complexity for coordinate update can be approximated by O(i*j*k). Since one distance matrix update is required after position updates, the time complexity for an iteration is approximated by (i+1)* O(i*j*k).
Comparing (15) with (14), RCE is seen to have a lower level of complexity than PSC. An additional stopping criterion based on the fitness gradient of global minimum, n is most likely less than the maximum number of iterations.
To assess the optimization speed of each algorithm, we used datasets generated using Gaussian random numbers with increasing volume and dimensionality. The iteration time plot for each of PSC, mPSC, and RCE versus dimension and volume can be seen in Figure 3 .
The tabulated data on 20 trials can be seen in Table II in Appendices. A one-way ANOVA test for iteration time on 80 dimensional dataset with variable volume (10 to 500) in the experimental results can be seen on Table III and IV in the Appendix. Table III and Table IV shows that both tests' pvalues are very close to 0. Thus the null hypotheses -that mPSC and PSC have the same iteration time as RCE -are rejected.
V. PARTICLE BEHAVIOR ANALYSIS
Szabo has previously analyzed PSC by determining the relevance of the contributing factors (Cognitive, Social, and Self Organizing terms) [8] . Observing from the proposed algorithmic modifications, RCE would perform similarly to PSC given only a single object is present. Its behavior will only differ to that of PSC as more objects are present. Hence we do not repeat Szabo's experiment for a single object. Instead, we report two experiments which involve multiple objects.
In the first experiment we analyze the behavior of one particle with relation to a group of normally distributed objects in two dimensional space using only the cognitive and self organizing terms. The dataset is artificially generated using 250 normally distributed random data points with mean of [0. 1 ϕ , Y j i, ϕ = 0). As there are only one particle in the swarm, the social term will have no effect, thus is not considered.
In the second experiment, we analyze the behavior of two particles of PSC, mPSC and RCE with relation to two well separated groups of normally distributed objects in two dimensional space. The dataset is artificially generated using 250 normally distributed data points with mean of [0. In this experiment we will analyze each of the particle's trajectories and the evolution of Euclidean distance of both particles to the Gaussian centre of each group for each position update. The position of the particle is plotted each distance matrix update. In case of PSC and mPSC, a single iteration consists of 500 distance matrix updates, hence 500 movements. In case of RCE, a single iteration consists of a single distance matrix update, hence a single movement.
A. Experiment 1 1) The effect of the Cognitive term
The effect of the cognitive term is seen in Figure 4 .
It is evident from the experimental results that the cognitive term drives a particle to its closest object. By using random 1 ϕ , faster acceleration is possible as can be seen in Figure 8b . Using only the cognitive term, the particle does not gravitate towards the true centre of the group. The implementation of additional terms is therefore necessary.
2) The effect of the Self Organizing term
The experimental results of relating to the effect of the Self Organizing term can be seen in Figure 5 . It is evident from the experimental results that the self-organizing term drives a particle to its group centre. 
1) PSC
The behavior of PSC particles can be seen in Figure 6a and Figure 6b . Figure 6a shows the trajectory of two of the particles recorded every time distance matrix is updated. In this experiment, velocity clamp is set on 5% of the search space (0.1). Figure 6b shows the distance of each of the two particles to the true centres. The trajectory plot is stopped after 500 position updates (1 iteration) for visualization purposes. However the optimization is continued until best position is achieved. The average Euclidean distances of the two particles to the true centres of their corresponding groups after 50 trials are 0.0185±0.0097 and 0.0103±0.0069.
2) mPSC
The behavior of mPSC particles can be seen in Figures 7a  and 7b . Figure 7a shows the trajectory of the two particles, and Figure 7b shows the distance of each particle to the centres. The trajectory plot is stopped after 500 position updates (1 iteration) for visualization purpose. The optimization is continued until the best position is achieved. mPSC shows a tendency to oscillate, as does PSC. However, mPSC does not use any velocity memory, so the particle trajectories are steadier than those of PSC. The average Euclidean distances of the two particles to the true centres of their corresponding groups after 50 trials are 0.01±0.0054 and 0.0058±0.0040.
3) RCE
The behavior of RCE particles differs from PSC and mPSC. When RCE is used, every point in the dataset is considered, multiplied with a random constant and averaged on every position update. As a result, the RCE particles have smoother trajectories, as shown in Figure 8a . The RCE update scheme thus appears to greatly improve efficiency. Figure 8b shows the average distance of each particle from the corresponding centre. After 50 trials, the distances are recorded as 0.0050±0.0035 and 0.0039±0.0026. The figures show that RCE rapidly estimates quality cluster centroids using far-fewer position updates. An analysis of the results of Experiment 2 is given in Table  I . All of the algorithms are capable of producing quality clusters with RCE being the closest to the groups' true centers. RCE clusters have lower standard deviations which suggests higher repeatability when compared to PSC and mPSC.
The analysis shows that RCE requires significantly fewer position updates to achieve comparable results (70 as compared to 19802 and 23006).
We have observed several limitations to the algorithm. Since each PSC based particle corresponds to a cluster centroid, by definition PSC based algorithms put restriction to swarm size which may not always be a benefit. Another limitation is that ending the search at equilibrium position will cause the algorithm to become sensitive to starting coordinates. 
VI. CONCLUSIONS AND FUTURE RESEARCH
This paper introduces a new method for rapid centroid estimation (RCE) based on a modified PSC algorithm. The performance of the new algorithm is compared with that of two pre-existing algorithms, PSC and mPSC. We can conclude that RCE performs much faster than PSC and mPSC.
We provide the findings of experiments that suggest that the behaviors of RCE particles are smoother and more stable than those of PSC and mPSC. The experiments suggest that RCE is capable of producing centroids of similar quality far more rapidly than PSC and mPSC.
We have observed some limitations to the algorithm. By definition PSC based algorithms put restriction to swarm size. PSC particle represents a cluster centroid. Future research will investigate further modifications intended to improve the performance of RCE, apply RCE to other clustering datasets and problem-domains, and continuously improve the performance of RCE. APPENDICES   TABLE II. ITERATION TIME (SECONDS) OF DIFFERENT ALGORITHMS VERSUS VOLUME AND DIMENSION Volume  10  20  40  60  80  100  120  140 160  180  210  240  270  300  350  400  450 1.3e-3 ±1e-4
Dimension
Algorithm
1.3e-3 ±4e-5
1.3e-3 ±6e-5
1.3e-3 ±1e-4
1.4e-3 ±7e-5
1.4e-3 ±8e-5
1.4e-3 ±1e-4
1.5e-3 ±7e-5
1.4e-3 ±6e-5
1.5e-3 ±1e-4
1.5e-3 ±6e-5 
