We show uniqueness of classical solutions of the normalised two-dimensional HamiltonRicci flow on closed, smooth manifolds for smooth data among solutions satisfying (essentially) only a uniform bound for the Liouville energy and a natural space-time L 2 -bound for the time derivative of the solution. The result is surprising when compared with results for the harmonic map heat flow, where non-uniqueness through reverse bubbling may occur.
Introduction
We consider Hamilton's normalised Ricci flow on a two-dimensional, smooth, connected, closed Riemannian surface (M, g 0 ). Hamilton [6] showed the global existence and uniqueness of this flow for smooth initial metrics g 0 .
Here, we want to investigate the uniqueness of Hamilton's solution also among suitable weak solutions of the flow. The energy identity for classical solutions of the normalised Ricci flow will help us characterise the natural space of admissible weak solutions; see Definition 3.3 below. Comparing with similar results for the harmonic map heat flow (see [9] ), we surprisingly do not have to assume that the energy of the weak solution is (essentially) decreasing.
We will show that any admissible weak solution of the normalised Ricci flow for given smooth initial data coincides with the classical solution of Hamilton. In fact, our results not only hold for smooth data but also for data of class H 2 . This is by no means trivial as we can see in the case of the harmonic map heat flow. There, in a corresponding class of weak solutions, non-uniqueness through reverse bubbling can occur, as shown by Topping [13] and by Bertsch, Dal Passo and Van der Hout [1] . In this case uniqueness only holds if upward jumps of the energy are a-priori restricted to size smaller than 4π, as shown by Ruplin [9] , after a conjecture by Topping [12] . This paper is structured as follows: First we review some properties of classical solutions of the normalised Ricci flow. This will motivate our definition of an admissible weak solution. Writing g = e 2uḡ for our evolving metrics g = g(t), the main part of the paper then consists in showing that the difference of a weak solution v and the classical solution u with the same initial data is of constant sign. A measure theoretic argument together with conservation of volume then shows that the two solutions are equal almost everywhere, which gives our main result. In [5] , Giesen and Topping used a similar argument to show that the unnormalised Ricci flow on surfaces has a unique, global solution for incomplete initial metrics g 0 with K g0 ≤ −η < 0 within the class of instantaneously complete Ricci flows.
Classical Solutions for the Normalised Ricci Flow in Two Dimensions
Let (M, g 0 ) be a smooth, two-dimensional, closed (that is compact without boundary), connected Riemannian manifold. The normalised Ricci flow (introduced by Hamilton [7] in 1982) deforms in two dimensions the metric g 0 under the evolution equation
where K g(t) denotes the Gauss curvature of the Riemannian metric g(t) and
Here, vol g(t) = M dµ g(t) denotes the volume of the manifold with respect to the metric g(t).
The term r g(t) g(t) in (2.1) ensures that this volume remains constant: Indeed, we have
By the uniformisation theorem (see e.g. [8, Theorem 1.7, page 7]) there exists a metricḡ, we call it background metric, which is conformal to g 0 and has constant curvature. This means that g 0 can be written as g 0 = e
2u0ḡ for a suitable function u 0 , and Kḡ ≡K ∈ R, where Kḡ denotes the Gauss curvature ofḡ. Considering equation (2.1) we see that the change in the metric is pointwise a multiple of the metric. So, the conformal class for an initial metric g 0 = e 2u0ḡ is preserved. Therefore we may express the solution by g(t) = e 2u(t)ḡ with u(0) = u 0 . Using now that according to the Gauss-Bonnet theorem
(and observing that the scalar curvature R g(t) in two dimension is just twice the Gauss curvature K g(t) ), the equation (2.1) reads
Without loss of generality we may assume volḡ = vol g0 . So by using the Gauss equation
to calculate the Gauß curvature K g(t) of the metric g(t), the normalised Ricci flow equation (2.1) reduces to ∂ t u(t) = e −2u(t) ∆ḡu(t) +K(1 − e −2u(t) ), t > 0;
Hamilton [6] and Chow [4] showed that for every smooth, compact surface M without boundary and every smooth initial metric g 0 on M , there exists a unique, smooth, global solution g(t) of (2.1) which as t → ∞ converges, exponentially fast, to a metric of constant curvature.
Let
see the next section for a precise definition. In [11] , Struwe showed the existence of a unique, global solution u of (2.4) in the space U T for data u 0 ∈ H 2 (M,ḡ), which is classical for t > 0, and was able to give a simpler proof of exponentially fast convergence.
Theorem 2.1 (Struwe, [11] ). For any u 0 ∈ H 2 (M,ḡ) there exists a unique, global solution u ∈ U T of (2.4) which is smooth for t > 0 and preserves volume.
For (classical) solutions of (2.4) upon testing equation (2.4) with u t e 2u we see that the Liouville energy
of u(t) is decreasing in time and there holds the energy identity
for all 0 ≤ T < ∞. These observations will help us find suitable conditions to guarantee uniqueness for weak solutions of the normalised Ricci flow as we will see in the next section.
Weak Solutions for the Normalised Ricci Flow in Two Dimensions
In the setting of Section 2 we now choose for simplicity volḡ = 1 = vol g0 . In the following we call the unique, global solution u of (2.4) for data u 0 ∈ H 2 (M,ḡ) provided by Theorem 2.1 the reference solution. Since the reference solution preserves the volume we have vol(M, g(t)) = 1 for all t, where g(t) = e 2u(t)ḡ . For a given T > 0 and
and analogously define
and analogously introduce L
.
Finally we set
Now, we define the class of suitable weak solutions of equation (2.4) for initial conditions u 0 ∈ H 2 (M,ḡ). By (2.6) it is natural to require also for a weak solution v of the normalised Ricci flow that the Liouville energy is uniformly bounded along v. We therefore impose the condition v ∈ V T .
Moreover, we require that there exists a weak time derivative
x with respect to dµḡdt follows immediately from (3.1) and Corollary A.7, see Appendix A.1.
Therefore by the trace theoremṽ(0,
We call a function v ∈ V T an admissible weak solution of the Ricci flow (2.4) with initial data u 0 if there exists a weak time derivative
and if there holds
Now we can state our main result.
, let u ∈ U T be the reference solution of (2.4) provided by Theorem 2.1. Furthermore let v ∈ V T be an admissible weak solution for the Ricci flow (2.4) with initial data u 0 . Then we have u ≡ v almost everywhere.
It would be interesting if a similar uniqueness result holds within the class of weak solutions for initial data u 0 ∈ H 1 (M,ḡ). An important fact about admissible weak solutions of the normalised Ricci flow is the conservation of volume. 
. Sinceφ is independent of x ∈ (M,ḡ) we get by using volḡ = 1 that
Since v is a weak solution of the Ricci flow (2.4), it fulfils by Definition 3.3 the relation (3.2) for all test functions ϕ ∈ C ∞ c ((0, T ); C ∞ (M,ḡ)). Evaluating this for the test function ϕ given by ϕ(t, x) ≡φ(t), we obtain
We write this in the form
Hence q solves ∂ t q(t) = 2Kq(t) with q(0) = 0, and q ≡ 0, which concludes the proof.
Proof of Theorem 3.4
We will now show that the reference solution u is unique in the class of admissible functions v ∈ V T . Given u 0 ∈ H 2 (M,ḡ), let u ∈ U T be the unique, global reference solution of the normalised Ricci flow provided by Theorem 2.1 and let v ∈ V T be an admissible weak solution of the normalised Ricci flow on [0, T ] with the same initial condition v(0) = u(0) = u 0 ∈ H 2 (M,ḡ). Let w = u − v and ∂ t w be the weak derivative of w with respect to t (which exists, since u and v both have a weak time derivative).
Since we know that u is a strong solution of the Ricci flow, u satisfies the equation 
for all test functions ϕ ∈ C ∞ c ((0, T ); C ∞ (M,ḡ)). We remark that the left hand side is well defined since u ∈ U T and
x . In fact, we can show (for details see Appendix A.2) that the relation (4.2) also holds for every ϕ ∈ V T .
With these results we can now turn to the proof of our main result. Let u ∈ U T and v ∈ V T be as above and set w = v − u ∈ V T . We have to show that w ≡ 0 almost everywhere. We first show that w ≥ 0 almost everywhere on [0, T ] × M for T > 0 small enough. Proof. As we have seen above w fulfils the relation (4.2) for all test function ϕ ∈ V T . By a result due to Stampacchia (see e.g. [10] ) for every function f ∈ H 1 (M,ḡ) also f − := min{f, 0} is in H 1 (M,ḡ) and we have ∇ḡf − = 0 almost everywhere on {f ≥ 0}; ∇ḡf almost everywhere on {f < 0}, (4.3) and similarly for f ∈ W 1,1 t,x . With w = u − v ∈ V T , we thus have w − ∈ V T and therefore
x with ∂ t (w − (t)) = 0 almost everywhere on {w ≥ 0}; ∂ t w(t) almost everywhere on {w < 0}. (4.5)
So we have ∂ t w(t) = ∂ t w − (t) + ∂ t w + (t) almost everywhere with w + := max{0, w}. Let
By the definition of w − and the chain rule of Sobolev functions we have
where we used that w(0) = 0. We insert (4.7) into (4.4) to obtain
Thus from (4.8) we arrive at
where
We define
In equation (4.9) we can replace T by an arbitrary t ∈ [0, T ]. Using that
we then obtain ψ(t) ≤ A(t) + B(t) + C(t).
Taking now the essential supremum on both sides and using that A, B and C are non-decreasing in t, we get
On the other hand, since F (ξ) ≥ 0 for all ξ ∈ R, from equation (4.9) we also have
The bounds (4.11) and (4.12) yield
there exists a uniform lower bound e −2u ≥ C 1 > 0. Moreover, we have
We may assume that T ≤ 1. With
and using the estimates for A(T ), B(T ) and C(T ) proved in Lemmas 5.1 -5.3 below we thus find 
So, we see that 
But then
T 0 M (e 2u(t) − e 2v(t) )dµḡdt ≥
Estimation of Integrals
For the same notion as in the proof of Proposition 4.1 let
and
In the following three lemmas we show that all three integrals A(T ), B(T ) and C(T ) can be estimated by an arbitrary small multiple of
Lemma 5.1. We have
we get with Hölder's inequality
So with Sobolev's inequality (A.1) we get
where (with a different constant C)
tends to zero for
x by Lemma A.3. Lemma 5.2. We have
Proof. We use the estimate
and again Hölder's inequality followed by Sobolev's inequality (A.1) to get
So, also δ B (T ) tends to zero for T ↓ 0 since w − ∈ V T and therefore with Corollary A.
x . So, using (5.3) we can estimate
we finally get
,
by Corollary A.7 we see that δ C (T ) tends to zero for T ↓ 0.
A. Appendix
A.1. Regularity Results. For the proof of our main theorem, we list some useful properties of H 1 -functions and some further regularity results.
Lemma A.1 (Gagliardo-Nirenberg inequality, [2] ). There exists a constant C = C(M,ḡ) such that we have for every f ∈ H 1 (M,ḡ) the inequality
Lemma A.3 (Sobolev inequality). There exists a constant C > 0 such that for every f ∈ V T ,
Proof. With Lemma A.1 we have for all
By using Young's inequality we have
and this is finite since f ∈ V T ⊂ L Proof. By using the Sobolev embedding theorem and the fact that volḡ < ∞, we have that
In particular we see that
Remark A.5. Later we will use this embedding for our reference solution u ∈ U T . Of course we also have C
So the same embedding is true also for the reference solution provided by Hamilton.
For the last regularity result we need the following lemma (see e.g. [3, Corollary 1.7] ) which is a consequence of the Trudinger-Moser inequality:
Lemma A.6. For a two-dimensional, closed Riemannian manifold (M,ḡ) there are constants η > 0 and C = C(ḡ) > 0 such that
for all f ∈ H 1 (M,ḡ) wheref
in view of our assumption that volḡ = 1.
With Lemma A.6 we can show the following result.
Corollary A.7. For f ∈ V T we have Proof. We know that pf ∈ V T for all p ∈ [1, ∞) and so we get with Lemma A.6 This expression is finite since f ∈ V T and, using that volḡ < ∞, therefore also f ∈ L 
