The all Rota-Baxter algebra structures on the polynomial algebra R = k[x] are well known. We study the finite dimensional modules of polynomial Rota-Baxter algebras (k[x], P) or (xk[x], P) of weight nonzero since some cases of weight zero have been studied. The main result shows that every module over the polynomial Rota-Baxter algebra (k[x], P) or (xk[x], P) is equivalent to the modules over a plane k x, y /I where I is some ideal of free algebra k x, y . Furthermore, we provide the classification of modules of polynomial Rota-Baxter algebras of weight nonzero through solution to some matrix equation.
Introduction
A Rota-Baxter algebra (first known as a Baxter algebra) is an associative algebra R with a linear operator P on R that satisfies the Rota-Baxter identity where λ, called the weight, is a fixed element in the base ring of the algebra R. The operator P is called a Rota-Baxter operator of weight λ on R. We usually also say that the pair (R, P) is a Rota-Baxter algebra of weight λ.
The study of Rota-Baxter algebras (operators) originated in the work of Baxter [5] on fluctuation theory, and the algebraic study was started by Rota [23] . The theory of Rota-Baxter algebras develops a general framework of the algebraic and combinatorial structures underlying integral calculus which is like differential algebras for differential calculus. Rota-Baxter algebra also finds its applications in combinatorics, mathematics physics, operads and number theory [1-4, 6-11, 15, 16, 18, 26] . See [13, 14] for further details.
As in the case of common algebraic structures such as associative algebras and Lie algebras, it is important to study the modules and representations of Rota-Baxter algebras. However, the module (or representation) theory of Rota-Baxter algebras is still in the early stage of development. The concept of modules (or representations) of Rota-Baxter algebras was introduced in [17] . Further studies in this direction were pursued in [20] [21] [22] on regular-singular decompositions, geometric representations and derived functors of Rota-Baxter modules, especially those over the Rota-Baxter algebras of Laurent series and polynomials.
The polynomial algebra k[x] is an important object both in analysis and in algebra. It provides an ideal testing ground to see how an abstractly defined Rota-Baxter operator is related to the integration operator, because of its analytic connection, as functions, and its algebraic significance as a free object in the category of k-algebras. Recently, the authors in [12, 27] study the Rota-Baxter operators on the polynomial algebra k[x] that send monomials to monomials. Due to Theorem 3.5 in [27] , we have the following result. Proposition 1.1. Let P be a nonzero monomial linear operator on k [x] . Then P is a Rota-Baxter operator of weight λ 0 if and only if P is one of the following cases:
(a) there exists b ∈ k\{0} such that P(x n ) = (−λ) 1−n b n for all n ∈ N; (b) P(x n ) = −λx n for all n ∈ N;
(c) for all n ∈ N, P(x n ) =        0, n = 0, −λx n , n 0;
(d) for all n ∈ N,
On the other hand, recall that the authors in [21] study the modules over a class of polynomial Rota-Baxter algebras of weight zero by studying the modules over the Jordan plane. This inspires us to study the modules of polynomial Rota-Baxter algebras of weight nonzero.
The main aim of this study is to investigate finite dimensional (k[x], P)-modules or (xk[x], P)modules of weight nonzero. As is pointed out in [21] that the category of modules over a differential algebra is equivalent to the category of modules over its corresponding algebra of differential operators. Thus, our first step involves transforming the problem concerning modules of (k[x], P) or (xk[x], P) into the problem of representing some certain types of algebra in the usual sense. These problems are considered in Subsections 2 and 3, where we show that this problem is reduced to the case of λ = 1 and so study the (k[x], P)-modules or (xk[x], P)-modules are equivalent to studying the modules of k x, y /I for some ideal of free algebra k x, y , which are not any special example of Ore extensions of k[x] and so the theory on such module (even on structure) has not attracted people's attention. This is different from the case of weight zero [21] . Finally, by solving some matrix equations we determine corresponding module structures.
In what follows we assume that k is an algebraically closed fields of characteristic zero. Recall that the symbols Z and N represent the sets of integers and nonnegative integers respectively.
Rota-Baxter modules of (k[x], P)
In this section, after some basic definitions, we show that the modules of (k[x], P) are equivalent to modules of the planes J 1 or J 2 .
2.1.
Modules of (k[x], P). If we let (M, p) be an (R, P)-module, then M is a k-vector space. If dim k M < +∞, then (M, p) is called a finite dimensional (R, P)-module. In the following, all (R, P)-modules are assumed to be finite dimensional. Remark 2.2. (see [17] ) This definition of Rota-Baxter module is consistent with the Eilenberg's approach to the definition of module, namely the semidirect sum (R ⊕ M, P + p) is a Rota-Baxter algebra. Moreover, its quotient by the Rota-Baxter ideal (M, p) is isomorphic to the initial Rota-Baxter algebra (R, P).
Proof. If we multiply both sides of Equations (1.1) and (2.1) by λ −2 respectively, then we obtain
This, together with Equations (1.1) and (2.1), yields the conclusion. Proposition 2.3 tells us that the study of module of Rota-Baxter algebra (R, P) of weight λ is reduced to the case of λ = 1. Since we shall study the Rota-Baxter (k[x], P) modules of weight nonzero, so we will assume without loss of generality that (k[x], P) is a Rota-Baxter algebra of weight 1.
Remark 2.4. By Proposition 1.1, we will mainly consider the four Rota-Baxter algebras (k[x], P i ) of weight 1, where Rota-Baxter operators P i , i = 1, 2, 3, 4 are defined by following:
(a) there exists b ∈ k\{0} such that P 1 (x n ) = (−1) 1−n b n for all n ∈ N; (b) P 2 (x n ) = −x n for all n ∈ N; (c) for all n ∈ N,
Basic concepts regarding an R-module can be defined in a similar manner for (R, P)-modules. In particular, an (R, P)-module homomorphism φ :
is still an (R, P)-module and it is called the direct sum of (R, P)-modules (M 1 , p 1 ), · · · , (M n , p n ).
2.2.
The planes J 1 and J 2 . Let (k[x], P i ), i = 1, 2, 3, 4 be the polynomial Rota-Baxter algebras given by Remark 2.4 and k x, y the noncommutative polynomial algebra with variables x and y. Let I Pi be the ideal of k x, y generated by the set
and J i = k x, y /I Pi , i = 1, 2, 3, 4. For any m ∈ N, by a simple computation we have
Note that operators P i , i = 1, 2, 3, 4 are k-linear, so the set
also generates I Pi for every i ∈ {1, 4} and the set X 2 = {x m y + yx m y | m ∈ N} also generates I P j for every j ∈ {2, 3}. Further, we have Lemma 2.5. If we let X 1 = {y + y 2 , xy + yxy} and X 2 = {y + y 2 , yx + yxy}, then I Pi is generated by X 1 for i = 1, 4 and I P j is generated by X 2 for j = 2, 3. Namely, we have
Proof. Denote by I P1 or I P2 the ideal of k x, y generated by the set X 1 or X 2 respectively. As above we know that X 1 = {yx m + yx m y | m ∈ N} generates I Pi for every i ∈ {1, 3} and X 2 = {x m y + yx m y | m ∈ N} generates I P j for every j ∈ {2, 4}. Therefore, it is clear by X 1 ⊂ X 1 and X 2 ⊂ X 2 that I P1 ⊆ I Pi for i ∈ {1, 3} and I P2 ⊆ I P j for j ∈ {2, 4}.
Conversely, we need to show that I P1 ⊇ I Pi for i ∈ {1, 3} and I P2 ⊇ I P j for j ∈ {2, 4}. We use induction on m to show that yx m + yx m y ∈ I P1 and x m y + yx m y ∈ I P2 . The cases for m = 0, 1 are obvious. Suppose that any m ≥ 1, yx m + yx m y ∈ I P1 and x m y + yx m y ∈ I P2 . Note that
Then, by the induction hypothesis, we obtain yx m+1 y + yx m+1 ∈ I P1 and yx m+1 y + x m+1 y ∈ I P2 . Therefore, we have I P1 ⊆ I Pi for i ∈ {1, 4} and I P2 ⊆ I P j for j ∈ {2, 3}. The proof is completed. Proof. By the above results, one has for m ∈ N, the equation yx m = yx m (−y) holds in J i , i = 1, 4 and x m y = (−y)x m y holds in J j , j = 2, 3. It follows that conclusion.
The relations between J i -modules and (k[x], P i )-modules.
Now we establish the relationship between J i -modules and (k[x], P i )-modules for i = 1, 2, 3, 4.
Proof. We note that the equations
Due to Proposition 2.7, the study of (k[x], P i )-modules becomes the study of J i -modules in the usual sense for i ∈ {1, 2, 3, 4}. By Proposition 2.7 and Lemma 2.5, we have the following
. Proposition 2.7 shows that studying (k[x], P i )-modules is equivalent to studying modules of the plane J i -module in the usual sense. Thus, descriptions of the J i -module can be interpreted in terms of the (k[x], P)-module. Any J i -module can be regarded as both a k[x]-module and a k[y]-module, but the role of action x is different from the role of action y. Our method aims to determine the J i -module structures on a given k[y]-module with the action y. 
. In the following, the linear map induced by the action of x is always denoted by τ. Therefore, a (k[x], P)-module (M, p i ) can be regarded as a k-vector space M with two k-linear maps, τ and p i . By Corollary 2.8, we obtain the following:
and fix a k-basis v 1 , v 2 , · · · , v n of M. Let the matrices of τ and p i corresponding to the basis v 1 , v 2 , · · · , v n be A and B, respectively. Then,
If p is quasi-idempotent, then we have the decomposition M = M −λ ⊕ M 0 which will be called the regular-singular decomposition. A more detailed study in this case can be found in [22] . From Corollary 2.8 we know that 
Proof. If (M, p i ) is a n dimensional (k[x], P i )-module, by Proposition 2.10 we know that B 2 = −B. Then B is similar to a diagonal matrix with diagonal elements −1 or 0. Select the appropriate kbasis of M, we can assume that B is of the form
where k is the rank of B; and here we specify that I 0 = 0. Now let A is of the form
. When i = 1, 4, by Proposition 2.10 we also have BA = −BAB. From this we obtain that A 2 = 0. When i = 2, 3, by Proposition 2.10 we have AB = −BAB and so one has A 3 = 0. This proves the necessity. The proof of sufficiency can be verified directly.
Theorem 2.12 gives the complete classification of Rota-Baxter modules of polynomial Rota-Baxter of weigh nonzero (translated into the case of weigh 1 ). This problem is completed by resolving matrix equations B 2 = −B with BA = −BAB or AB = −BAB. It is relatively simple since the equation B 2 = −B makes the form of B is easy to determine. Next section we will consider the modules of Rota-Baxter algegra (xk[x], P) and we will solve matrix equation including only AB = −BAB which makes the problem to be interesting. It should be pointed out that the irreducible modules of Rota-Baxter algegra (k[x], P) also can be discussed in a similar way to (xk[x], P)modules, see Corollary 3.12.
Modules of Rota-Baxter algebra (xk[x], P)
The polynomial algebra k[x] has an important subalgebra as
In this section, we will study the modules of the subalgebra (xk[x], P) of Rota-Baxter algegra Let I P be the ideal of k x, y generated by the set
Note that operators P is k-linear, so the set
also generates I P . Further, similar to the proof of Lemma 2.5 we have: In order to give the classification of (xk[x], P)-module, we should to solve the matrix equation (3.2). We first give some conclusions. Recall that the Jordan block of size k is a k × k matrix of the following form
Then X is the solution of the matrix equation
if and only if one of the following cases holds: 0) , then X has the form (c) When b 1 −1 and b 2 = 0, then X has the form
(d) When b 1 −1 and b 2 0, then X = 0.
Proof. The proof of sufficiency can be verified directly. Now we prove the necessity. Denote X = [x i j ] ∈ k s×t . It will be divided into the following 2 cases according to the values of b 1 , b 2 . If b 2 = 0, then above equation becomes J s (0)XJ t (0) = 0, that is
By this with a direct computation, we see that X must take the form of (3.4). If b 2 0, then the above equation yields J s (0)X(b 2 I t + J t (0)) = 0 and so that J s (0 
By the above equation through simple calculation, we obtain that X must take the form of (3.5). Case 2. When b 1 −1. We first claim that the following equation holds:
Since −J s (0) is nilpotent, we have Equation (3.7) holds. If b 1 0, that is b 1 0, −1. In view of (3.3), one has
Furthermore, by the above equation with J s (b 1 ) = b 1 I s + J s (0), we get
Again since −(1 + b 1 ) −1 J s (0) is nilpotent, we see that Equation (3.7) still holds. The claim is proved.
which deduces that X must take the form of (3.6). When b 2 0, by (3.7) one has X(b 2 I t + J t (0)) = 0 and so that
The proof is completed. Apply Proposition 3.4 to s = t and b 1 = b 2 , it follows that Corollary 3.5. Suppose that t ∈ Z with t ≥ 1 and b ∈ k. Then X is the solution of the matrix equation
if and only if one of the following cases holds: (a) When b = −1, then X has the form (3.5); (b) When b = 0, then X has the form (3.6); (c) When b −1, 0, then X = 0.
Theorem 3.6. Suppose that A, B ∈ M n (k) satisfying AB = −BAB. Then there is an invertible matrix P such that
for all i, j = 1, · · · , l. Thus X i j can be determined by 
Proof. We without the generality suppose that B is the Jordan canonical form, then B has one, two or three Jordan blocks. When B takes the one form of the cases listed above, then by Propositions 3.3, 3.4 and Theorem 3.6 one can obtain the form of A.
Note that the above class of modules (M, p) determined by matrix pairs of A, B does not contain all of 3-dimensional (xk[x], P)-modules, the few remaining cases can be obtained in the similar way, we omit it here. For n ≥ 4, we give some examples as follows. 
where X i j is of the form X i j = * * 0 0 , i, j = 1, · · · , k, here and below the symbol * means it can take any element in k;
(e) If n = 2k for k ≥ 1 and B = diag 0 1 0 0 , · · · , 0 1 0 0 , then A =
Irreducible or indecomposable (xk[x]
, P)-modules. Now, Proposition 3.2 shows that studying (xk[x], P)-modules is equivalent to studying modules of the plane J in the usual sense. Thus, descriptions of the irreducible J-module can be interpreted in terms of the (xk[x], P)-module. In this section we will study the irreducible and indecomposable (xk[x], P)-modules and the same results also are available for J-module. We will prove that there exists only 1-dimensional irreducible (xk[x], P)-module (or J-module), but the indecomposable (xk[x], P)-module can be of any dimension. For α ∈ k, let
Then α is an eigenvalue of p (resp. x) if M α (p) 0 (resp. M α (x) 0). 
This proves the above claim. It follows by M −1 (p) = 0 that xM α (p) = 0. Now we let u ∈ M α (p) with u 0 and N = ku. Therefore, by p(u) = αu and xu = 0 we see that N is a 1-dimensional submodule of M. The proof is completed.
Similarly, we have the same result for (k[x], P)-module as follows. Theorem 3.13. Suppose that (M, p) is an n-dimensional (xk[x], P)-module such that the map p : M → M is indecomposable, i.e., the matrix of p corresponding to an appropriate basis of M has exactly one Jordan block. Then there is a basis {ǫ 1 , · · · , ǫ n } of M and t i , s i ∈ k, i = 1, · · · , n such that x and p act on M are determined by the one of the following cases:
(a) For any element v = k 1 ǫ 1 + · · · + k n ǫ n ∈ M, xv = (k 1 t 1 + · · · + k n t n )ǫ 1 , p(v) = (k 2 − k 1 )ǫ 1 + · · · + (k n − k n−1 )ǫ n−1 − k n ǫ n ;
(b) For any element v = k 1 ǫ 1 + · · · + k n ǫ n ∈ M, xv = k n (s 1 ǫ 1 + · · · + s 1 ǫ 1 ), p(v) = k 2 ǫ 1 + · · · + k n ǫ n−1 ;
(c) For any element v = k 1 ǫ 1 + · · · + k n ǫ n ∈ M, xv = 0, p(v) = (k 2 + bk 1 )ǫ 1 + · · · + (k n + bk n−1 )ǫ n−1 + bk n ǫ n ,
Proof. Since p : M → M is irreducible, we assume that the matrix of p corresponding to basis {ǫ 1 , · · · , ǫ n } of M has one Jordan block as for some s 1 , · · · , s n ∈ k; (c) When b −1, 0, then X = 0. For every case, the actions of x and p on v = k 1 ǫ 1 + · · · + k n ǫ n ∈ M are easily determined, which yield the conclusion. More examples can be viewed in the last section. Remark 3. 16 . As in pointed out in [17] , the category (xk[x], P) -Mod of (xk[x], P)-modules is an abelian category. There is a forgetful functor (xk[x], P) -Mod → xk[x] -Mod forgetting the operator p, which is exact and faithful. This allows us apply specific examples of the abelian category to some deep problems.
