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We formulate a general theory of thermal fluctuations within causal second-order viscous hydro-
dynamic evolution of matter formed in relativistic heavy-ion collisions. The fluctuation is treated
perturbatively on top of a boost-invariant longitudinal expansion. Numerical simulation of ther-
mal noise is performed for a lattice QCD equation of state and for various second-order dissipative
evolution equations. Phenomenological effects of thermal fluctuations on the two-particle rapidity
correlations are studied.
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I. INTRODUCTION
Relativistic dissipative hydrodynamics has become an
important tool to study bulk properties of the near-
equilibrium system formed in relativistic heavy-ion colli-
sions [1–5]. The large densities and short mean-free times
in the system allow for a coarse graining in hydrodynam-
ics which integrates out the microscopic length and time
scales. The effective degrees of freedom are then the aver-
age conserved quantities, namely the energy, momentum,
electric charge and baryon number, which are dynami-
cally evolved according to the hydrodynamic equations
[6–10]. When low enough densities are reached and the
interaction times become longer, the system falls out of
equilibrium, which ultimately leads to a kinetic freeze-
out.
In spite of this inherent coarse graining [11], hydro-
dynamics has been remarkably successful in explaining
several experimental observables pertaining to relativis-
tic heavy-ion collisions, for example, the anisotropic flow
vn [12], that characterizes the final-state momentum
anisotropy in the plane transverse to the beam direc-
tion. The flow has been well understood as the collec-
tive hydrodynamic response to the initial collision geom-
etry fluctuating event by event [13–18]. The long-range
rapidity structures observed in multiparticle correlation
measurements in heavy-ion collisions [19] as well as in
high-multiplicity collision events involving small projec-
tiles (p/d/3He) [20, 21] can also be related to the hydro-
dynamic behavior.
It is then instructive to investigate whether the ther-
mal noise or the fast microscopic degrees of freedom that
survive coarse graining, have any measurable effect on the
experimental observables. The fluctuation-dissipation
theorem already forces one to consider fluctuations in
systems that are in thermal equilibrium. Further, as
the size of the fireball formed is just about 10 fm, and
there are only a finite number of particles in each coarse-
grained fluid cell, fluctuations may play a crucial role.
Thermal noise could be even more important for proper
interpretation of observables near the critical point for
confinement-deconfinement transition where all fluctua-
tions are large in general. In contrast to the perturba-
tion created in the medium due to energy deposition by a
propagating jet [22], thermal fluctuations are produced at
all space-time points in the fluid cells. These local fluc-
tuations are propagated/diffused via the fluid dynamic
evolution equations. Nevertheless, the thermal fluctu-
ations in heavy-ion collisions may not be quite large,
other than near the critical point, as the strongly cou-
pled quark-gluon plasma (QGP) is formed with a small
shear viscosity to entropy density of ηv/s ≃ 0.08 − 0.20
[14–18].
The theory of hydrodynamic fluctuations or noise in a
nonrelativistic fluid [23] was extended into the relativis-
tic regime for Navier-Stokes (first-order) viscous fluid by
Kapusta et al. [24]. The thermal fluctuation, Ξµν , of
the energy-momentum tensor was shown to have a non-
trivial autocorrelation 〈Ξµν (x)Ξαβ(x′)〉 ∼ Tηv δ4(x−x′),
where T is the temperature. [24–26]. Due to the occur-
rence of the Dirac delta function, the energy and mo-
mentum density averaged value of this white noise be-
comes ∼ 1/√∆V∆t. Thus, even for small shear viscosity
ηv, the white noise sets a lower limit on the system cell
size ∆V that is essentially comparable to the correlation
length. Consequently, white noise could lead to large
gradients which makes the basic hydrodynamic formu-
lation (based on gradient expansion) questionable. The
divergence problem can be circumvented, by treating the
white noise as a perturbation (in a linearized hydrody-
namic framework) on top of a baseline nonfluctuating
hydrodynamic evolution [24, 25, 27]. Analytic solutions
for hydrodynamic fluctuations were obtained in the case
of boost-invariant longitudinal expansion without trans-
verse dynamics (Bjorken flow) [24] and with transverse
dynamics (Gubser flow) [28]. However, both these calcu-
lations were performed in the relativistic Navier-Stokes
theory for a conformal fluid.
It is important to recall that the first-order dissipa-
tive fluid dynamics or the Navier-Stokes theory, displays
acausal behavior that may lead to unphysical effects. On
the other hand, the second-order dissipative fluid dy-
namics, based on the Mu¨ller-Israel-Stewart (MIS) frame-
work [6–8, 11], gives hyperbolic equations and restores
causality. The commonly used MIS formulation has been
2quite successful in explaining the spectra and azimuthal
anisotropy of particles produced in heavy-ion collisions.
Recently, formally new dissipative equations have been
derived from Chapman-Enskog-like iterative expansion
of the Boltzmann equation in the relaxation-time ap-
proximation [29, 30] and from the modified 14-moment
method which was developed by Denicol et al. [31].
In this work, we shall present the formulation of ther-
mal fluctuations for these forms of hydrodynamic dissipa-
tive evolution equations in the case of a boost-invariant
longitudinal expansion. The fluctuation equations so ob-
tained are rather general and will be used along with
an equation of state (EOS) corresponding to a confor-
mal fluid and then with the lattice QCD EOS. Since an-
alytical solutions for hydrodynamic fluctuations cannot
be obtained for the baseline second-order hydrodynamic
approaches, we shall perform numerical simulations of
thermal noise and its evolution as a perturbation on top
of boost-invariant longitudinal expansion of the viscous
medium.
The paper is organized as follows. In Sec. II, we formu-
late hydrodynamic fluctuations in the linearized limit as a
perturbation on top of second-order dissipative equations
for boost-invariant expansion. In Sec. III, we calculate
the phenomenology of particle freeze-out and the effect
of fluctuation on two-particle rapidity correlations. In
Sec. IV, we present results from numerical simulations
for the rapidity correlations with ideal gas and lattice
QCD equations of state. Finally in Sec. V, we summa-
rize our results and conclude.
II. THERMAL FLUCTUATIONS IN BOOST
INVARIANT HYDRODYNAMICS
In this section we formulate thermal fluctuations in the
boost-invariant longitudinal expansion of matter within
second-order viscous hydrodynamics. In the presence of
a thermal noise tensor Ξµν , the total energy-momentum
tensor becomes
T µν = ǫuµuν − p∆µν + πµν + Ξµν . (1)
We shall work in the Landau-Lifshitz frame and disre-
gard particle diffusion current, which is a reasonable ap-
proximation due to very small values of the net baryon
number formed at RHIC and LHC; we further ignore
bulk viscosity in our calculation. In the above equation,
ǫ and p are respectively the energy density and pressure
in the fluid’s local rest frame (LRF), and πµν is the shear
pressure tensor. ∆µν = gµν−uµuν is the projection oper-
ator on the three-space orthogonal to the hydrodynamic
four-velocity uµ which is defined by the Landau matching
condition T µνuν = ǫu
µ.
The total energy-momentum tensor T µν consists of an
average part T µν0 (represented by subscript “0”) and a
thermally fluctuating part δT µν (represented by δ). In
the presence of fluctuations, the energy density (or tem-
perature), flow velocity, and shear pressure tensor can be
written as [24]
ǫ = ǫ0 + δǫ,
uµ = uµ0 + δu
µ,
πµν = πµν0 + δπ
µν . (2)
In the linearized limit (keeping terms up to first order
in fluctuations), the total energy-momentum tensor be-
comes:
T µν = ǫuµuν − p∆µν + πµν + Ξµν ,
= T µν0 + δT
µν
id + δπ
µν + Ξµν ≡ T µν0 + δT µν . (3)
The total fluctuating part δT µν has contributions from
the viscous term δπµν , the noise term Ξµν , and the ideal
energy-momentum tensor term
δT µνid =δǫ u
µ
0u
ν
0 − δp∆µν0
+ (ǫ0 + p0) (u
µ
0δu
ν + δuµuν0) +O(δ2). (4)
All of these can be determined by the fluctuating vari-
ables (δǫ, δuµ, δπµν). The conservation equations for the
total energy-momentum tensor, ∂µT
µν = 0, along with
the usual conservation for the average part, ∂µT
µν
0 = 0,
lead to
∂µ(δT
µν
id + δπ
µν + Ξµν) ≡ ∂µ(δT µν) = 0. (5)
Though in a single event thermal noise causes δT µν 6=
0, the average over many events results in 〈δT µν〉 =
0. However, noise induces a nonvanishing correlator
〈δT µνδTαβ〉, that contributes to event-by-event distribu-
tion of an observable, e.g., two-particle rapidity correla-
tions [24, 27]. In order to solve (numerically) Eq. (5),
which involves the evolution of viscous fluctuation and
noise, one requires the averaged quantities (ǫ0, u
µ
0 , π
µν
0 ).
We first deal with the background viscous evolution equa-
tions and then formulate the evolution of fluctuation on
top this background.
For Bjorken longitudinal expansion, we work in the
Milne coordinates (τ, x, y, η) where proper time τ =√
t2 − z2, space-time rapidity η = ln[(t+z)/(t−z)]/2, and
four-velocity uµ0 = (1, 0, 0, 0). The conservation equa-
tion for the average part of the energy-momentum ten-
sor, ∂µT
µν
0 id = −∂µπµν0 , gives the evolution equation of
noiseless ǫ0 as
dǫ0
dτ
= − 1
τ
(ǫ0 + p0 − π0) , (6)
where τ2πηη0 ≡ −π0 is taken as the independent compo-
nent of the shear pressure tensor. For the three inde-
pendent variables, we need two more equations, namely,
the viscous evolution equation and the equation of state.
The simplest choice for the dissipative equation would
be the relativistic Navier-Stokes theory, where the in-
stantaneous constituent equation for the shear pressure
is πµν = 2ηv∇〈µuν〉 ≡ 2ηvσµν . Using Eq. (2), the aver-
age (noiseless) shear part in the Bjorken case becomes
π0 =
4ηv
3
θ0, (7)
3where ηv ≥ 0 is the shear viscosity coefficient, and
∇〈µuν〉 = (∇µuν + ∇νuµ)/2 − (∇ · u)∆µν/3 and ∇µ =
∆µν∂ν . For boost-invariant case, the local expansion rate
and the time derivative in the LRF are θ0 = 1/τ . In
the following we shall use the standard notation A〈µν〉 ≡
∆µναβA
αβ for traceless symmetric projection orthogonal to
uµ, where ∆µναβ ≡ (∆µα∆νβ +∆µβ∆να)/2− (1/3)∆µν∆αβ .
The most commonly used second-order dissipative hy-
drodynamic equation derived from positivity of the di-
vergence of entropy four-current is based on the works of
Mu¨ller-Israel-Stewart (MIS) [6–9]:
π˙〈µν〉 =− 1
τπ
(
πµν − 2ηv∇〈µuν〉
)
− 1
2
πµν
ηvT
τπ
∂λ
(
τπ
ηvT
uλ
)
, (8)
where the above equation involves the full hydrodynamic
variables, and T = T0+δT is the total temperature corre-
sponding to ǫ. In contrast to the first-order equation, the
above equation restores causality by enforcing the shear
pressure to relax to its first-order value via the relaxation
time τπ = 2ηvβ2, where β2 is the second-order transport
coefficient. In the boost-invariant scaling expansion, the
noiseless part of the dissipative Eq. (8) reduces to
dπ0
dτ
+
π0
τπ
=
4ηv
3τπ
θ0 − λπθ0π0, (9)
where terms up to second-order in the velocity gradients
are kept in the expansion of the last term in Eq. (8).
The resulting expansion coefficient is
λπ =
1
2
[
1 +
ǫ0 + p0
T0
dT0
dǫ0
(
1− T0
β2
dβ2
dT0
)]
, (10)
which for an ultrarelativistic EOS reduces to λπ = 4/3.
The relaxation time τπ depends on the underlying micro-
scopic theory namely, weakly coupled QCD, lattice QCD,
and N = 4 SYM [11]. For all these theories, one can ex-
press τπ = χηv/(sT0), where the coefficient 2 <∼ χ <∼ 6. In
the present study we consider τπ = 2ηvβ2 = 5ηv/(sT0).
Hereafter ηv/s is kept fixed, where s = s0+δs is the total
entropy density in the linearized limit with s0 being the
average entropy density.
Alternatively, dissipative evolution equations can be
derived from Chapman-Enskog-like (CE) gradient expan-
sion of the nonequilibrium distribution function about
the local value, using Knudsen number as a small expan-
sion parameter [29, 30, 32]. The relativistic Boltzmann
equation, in the relaxation-time approximation for the
collision term, can be solved iteratively to yield
π˙〈µν〉+
πµν
τπ
=
σµν
β2
+2π〈µγ ω
ν〉γ− 10
7
π〈µγ σ
ν〉γ− 4
3
πµνθ, (11)
where ωµν ≡ (∇µuν−∇νuµ)/2 is the vorticity tensor. In
the boost-invariant case, the noiseless part of Eq. (11)
gives
dπ0
dτ
+
π0
τπ
=
4ηv
3τπ
θ0 − λπθ0π0. (12)
In the Chapman-Enskog-like approach, the relaxation
time naturally comes out to be τπ = 2ηvβ2 = 5ηv/(sT0)
and λπ = 38/21 [29]. In this limit the CE equation is
equivalent to that obtained by Denicol et. al. [31] where
the expansion is controlled by the Knudsen number and
the inverse Reynolds number. We shall explore the ef-
fects of the above viscous equations on the thermal noise
correlators and the two-particle rapidity correlations.
For the equation of state (EOS), we have employed
the conformal QGP fluid with the thermodynamic pres-
sure p = ǫ/3, and the s95p-PCE EOS [33] which is ob-
tained from fits to lattice data for crossover transition
and matches a realistic hadron resonance gas model at
low temperatures T , with partial chemical equilibrium
(PCE) of the hadrons at temperatures below TPCE ≈ 165
MeV. The EOS influences the longitudinal expansion of
the fluid and the two-particle correlations.
In order to obtain the evolution equations for fluctua-
tions, we use the normalization uµuµ = (u
µ
0 +δu
µ)(u0µ+
δuµ) = 1, orthogonality π
µνuν = 0, and tracelessness
πµµ = 0. It is important to note that noise breaks the
boost invariance, as a result of which the fluctuating
quantities depend explicitly on both space-time rapidity
and proper time. Thus the three independent variables
are δǫ ≡ δǫ(τ, η), δuη ≡ δuη(τ, η), δπηη ≡ δπηη(τ, η) =
−(δπxx+ δπyy)/τ2. Further, since Ξµν satisfies the same
constraints as πµν , viz. uµΞ
µν = 0 and Ξµµ = 0, this
results in one independent component, which we take as
Ξηη. The fluctuating part of the energy-momentum con-
servation equation (5) can then be written as
∂
∂τ
(τδǫ) +
∂
∂η
(τU0δuη) = −δV , (13)
∂
∂τ
(τU0δuη) + ∂
∂η
(
δV
τ
)
= −2U0δuη, (14)
where U0(τ) ≡ ǫ0 + p0 − π0 = w0 − π0 depends on the
background variables that are functions of proper time
only; w0 is the enthalpy of the fluid. On the other hand,
δV(η, τ) ≡ δp + τ2δπ′ηη consists of the fluctuating vari-
ables which depend on the space-time rapidity as well.
We have introduced a stochastic variable
δπ′ηη = δπηη + Ξηη ≡ −δπ′/τ2, (15)
whose evolution will be derived below.
The stochastic part of the dissipative equation corre-
sponding to MIS or CE, can be obtained from Eq. (8)
or (11) by using the linearization Eq. (2). For Bjorken
expansion, the evolution equation for the independent
fluctuating component, δπ′, reads
∂δπ′
∂τ
+
δπ′
τπ
=
1
τπ
[
τ2ξηη +
4ηv
3s
(s0δθ + δsθ0)
]
− λπ (θ0δπ′ + δθπ0)
− δτπ
τπ
(
λπθ0π0 +
dπ0
dτ
)
. (16)
4The new noise term ξηη defines the equation of motion
of Ξηη, which for the MIS equation is
Ξ˙〈ηη〉 = − 1
τπ
(Ξηη − ξηη)− λπΞηηθ, (17)
and for the CE equation is
Ξ˙〈ηη〉 = − 1
τπ
(Ξηη − ξηη)− 10
7
Ξ〈ηγ σ
η〉γ − λπΞηηθ. (18)
We recall that in the derivation of Eq. (16), the ratio
of the shear viscosity and the total entropy density ηv/s
is kept fixed during the entire evolution. The local ex-
pansion rate of the fluid due to velocity fluctuation is of
the form δθ ≡ ∂ · δuη = ∂ηδuη. The variation of the
relaxation time τπ due to thermal fluctuation is
δτπ = δ (2ηvβ2) = −τπ δT
T0
. (19)
Equation (16) involves the noise term ξηη that generates
the fluctuations, which in turn, evolve via the fluctuating
hydrodynamic equations.
The equations are closed once the noise ξηη (or equiv-
alently Ξηη) is specified. The autocorrelation of Ξµν can
be obtained using Eq. (5):
〈∂µΞµν(x)∂αΞαβ(x′)〉 =〈∂µ (−δT µνid − δπµν) (x)
× ∂α
(
−δTαβid − δπαβ
)
(x′)〉,
(20)
along with the use of modes in the dissipative hydro-
dynamic equations and also employing the fluctuation-
dissipation theorem [25].
Alternatively, the autocorrelations can also be derived
from the non-equilibrium entropy four-current and us-
ing the fluctuation-dissipation theorem [24, 34]. In the
theory of quasi-stationary fluctuations [23], the rate of
change of total entropy can be expressed as dS/dt =
−∑a x˙aXa, where the generalized forcesXa = −∂S/∂xa
are conjugate to the set of variables xa. For a system
close to equilibrium, the evolution of xa may be approx-
imated as
x˙a = −
∑
b
γabXb + ya, (21)
where γab are the Onsager coefficients. The ran-
dom fluctuations ya then satisfy the autocorrelations
〈ya(t)yb(t′)〉 = (γab + γba)δ(t − t′). In terms of the
nonequilibrium part of total energy-momentum tensor,
π′µν = πµν+Ξµν , the entropy four-current (up to second-
order) in the MIS and CE theories can be written as [32]
Sµ = suµ − β2
2T
uµπ′αβπ′αβ , (22)
where the equilibrium entropy density s = (ǫ + p)/T .
From the total (average plus noise) conservation ∂µT
µν =
0, one obtains from Eq. (22)
dS
dt
=
∫
d3x
π′µν
T
[∇µuν − β2π˙′µν − β2λπθπ′µν] . (23)
Identifying
x˙a →π′µν
Xb →− 1
T
[∇µuν − β2π˙′µν − β2λπθπ′µν] ≡ Xµν ,
and in analogy with Eq. (21), one can write
π′µν = −γµναβXαβ + ξµν . (24)
Owing to symmetries of π′µν , one gets γµναβ = γνµαβ ,
γµαβµ = 0, and γ
µναβuµ = 0. Note that the iden-
tification of Xµν is not unique as the transformation
Xµν → Xµν + Hµν , keeps dS/dt invariant, where Hµν
is any tensor orthogonal to π′µν . To obtain an autocor-
relation which is insensitive to such transformations, the
above constraints for γµναβ with respect to µ, ν indices
should also follow for the α, β indices.
In the MIS theory, we obtain γµναβ by comparing Eq.
(8) (using πµν = π′µν − Ξµν) and Eq. (24):
γµναβ = 2ηvT∆
µναβ . (25)
From Eqs. (21) and (24) and using the above expression
of γµναβ , the autocorrelation in the MIS theory can be
written as
〈ξµν(x)ξαβ(x′)〉 = 4ηvT∆µναβ δ4(x − x′). (26)
Similarly, to obtain the autocorrelation in the Chapman-
Enskog (CE) theory we compare Eq. (24) with Eq. (11)
for π′µν . The γµναβ , that is consistent with the con-
straints as stated above, is found to be
γµναβ =2ηvT
(
∆µναβ − 10
7
β2∆
µν
ζκπ
′ζ
γ ∆
κγαβ
+ 2τπ∆
µν
ζκω
ζ
γ∆
κγαβ
)
. (27)
Note that the second and third terms in the above equa-
tion reproduce π
′〈µ
γ σν〉γ and ω
〈µ
γ σν〉γ , respectively, in the
CE theory. Moreover, these terms also give (via contrac-
tion with Xαβ) additional higher order terms which can
be neglected in our second-order formalism. Correspond-
ingly one obtains the noise autocorrelation:
〈ξµν(x)ξαβ(x′)〉 =4ηvT
(
∆µναβ − 5
7
β2∆
µν
ζκπ
′ζ
γ ∆
κγαβ
− 5
7
β2∆
αβ
ζκ π
′ζ
γ ∆
κγµν
+ ω − terms
)
δ4(x− x′). (28)
In the boost-invariant case, the autocorrelation for the
independent component ξηη in the MIS (Eq. (26)) and
CE (Eq. (28)) dissipative formalisms reduce to
〈ξηη(η, τ)ξηη(η′, τ ′)〉 =8ηv(τ)T0(τ)
3A⊥τ5
[1−Aβ2π0]
× δ(τ − τ ′)δ(η − η′). (29)
5Note that the autocorrelation depends only on the back-
ground quantities as we have treated the noise as a per-
turbation on top of background evolution. The coefficient
A = 0 in the MIS theory, and A = 5/7 in the CE for-
malism. The delta function in the transverse direction
δ(x − x′)δ(y − y′) = 1/A⊥ is represented by the inverse
of the transverse areaA⊥ of the colliding nuclei. The ran-
dom variable ξηη(η, τ) is the stochastic source that obeys
the energy-momentum conservation, and propagates each
fluctuation δT µν up to later times to their thermal expec-
tation values. In the Navier-Stokes limit, one can show
[24] that the autocorrelation for Ξηη has an identical form
of Eq. (29) with A = 0. It may be mentioned that the
autocorrelation has nonvanishing values in the transverse
directions, 〈Ξii(η, τ)Ξii(η′, τ ′)〉 (i ≡ x, y). Consequently,
for boost-invariant longitudinal expansion with trans-
verse symmetry, a perturbation generated at any space-
time point in the fluid will propagate also in the trans-
verse direction with the sound velocity of the medium. In
the present study, we have ignored such transverse mo-
tion of these “ripples” [35]. The hydrodynamic fluctua-
tion Eqs. (13)-(16) are solved perturbatively in the τ -η
coordinates using the MacCormack (a predictor-corrector
type) method.
III. FREEZE-OUT AND TWO-PARTICLE
RAPIDITY CORRELATIONS
The freeze-out of a near-thermalized fluid to a free-
streaming (noninteracting) particles can be obtained via
the standard Cooper-Frye prescription [36]. For a boost-
invariant scenario without fluctuations, freeze-out on a
hypersurface of constant temperature would be equiv-
alent to freeze-out at a constant proper time. Inclu-
sion of fluctuation, breaks the boost invariance of the
system. In an event, the total temperature would be
the sum of constant background temperature and the
fluctuating temperature which varies for different cells.
We shall consider freeze-out at a constant background
temperature Tf so that for any hydrodynamic variable,
X(τf , η) = X0(τf ) + δX(η, τf ), the fluctuating field
δX(η, τf ) varies on the hypersurface; τf is the freeze-
out time corresponding to Tf . For such isothermal (and
isochronous) freeze-out at a constant background Tf , the
particle spectrum can be obtained from
E
dN
d3p
=
g
(2π)3
∫
Σ
dΣµp
µf(x, p), (30)
where pµ is the four-momentum of the particle with de-
generacy g and dΣµ is the outward-directed normal vec-
tor on an infinitesimal element of the hypersurface Σ(x).
In the present (τ, x, y, η) coordinate system, the three-
dimensional volume element at freeze-out is
dΣµ =τf (cosh η,0,− sinh η) dηdx⊥. (31)
The four-momentum of the particles is
pµ = (mT cosh y,pT ,mT sinh y), (32)
wheremT =
√
p2T +m
2 is the transverse mass of the par-
ticle with transverse momentum pT and kinetic rapidity
y = tanh−1(pz/p0). The integration measure at the con-
stant temperature freeze-out hypersurface Σ(x) is then
pµdΣµ = mT cosh(y − η)τfdηdx⊥.
The phase-space distribution function at freeze-out,
f(x, p) = feq(x, p) + fvis(x, p) contains the equilibrium
contribution
feq = exp[p · u/T ± 1]−1 ≈ exp(−p · u)/T. (33)
The nonequilibrium viscous correction in the MIS theory
has the form based on Grad’s 14-moment approximation
[37]:
fvis = feq(1 ∓ feq)
pµpνπ′µν
2(ǫ+ p)T 2
≈ feq
pµpνπ′µν
2(ǫ+ p)T 2
. (34)
The last expression in Eq. (34) is valid in the large tem-
perature limit, and the total values (noiseless plus noise)
for the hydrodynamic variables X ≡ X(τf , η) are evalu-
ated at the freeze-out hypersurface coordinates. In the
linearized limit, the total distribution function f(x, p)
can be expanded as
f(x, p) = f0(x, p) + δf(x, p). (35)
The noiseless part of the distribution function f0(x, p)
has contributions from ideal and viscous fluctuations:
f0 =(feq)0
(
1 +K0µνπ
µν
0
)
, (36)
where Kµν0 = p
µpν [2(ǫ0 + p0)T
2
0 )]
−1, and the total tem-
perature T = T0+ δT . We recall that T0 ≡ Tf for freeze-
out at a constant background temperature. Similarly,
the noise part δf(x, p) can be written as the sum of ideal
and viscous fluctuations. Using the linearization Eq. (2),
this becomes
δf =δfeq +K0µν
[
δfeq π
µν
0 + (feq)0 δπ
′µν
− (feq)0 πµν0
(
2
δT
T0
+
δǫ+ δp
ǫ0 + p0
)]
, (37)
where (feq)0 = exp(−uµ0pµ/T0) and δfeq =
(feq)0(δTu
µ
0pµ/T
2
0 − δuµpµ/T0) are, respectively,
the noiseless and the noise parts of the ideal distribution
function, and the terms inside the square brackets in Eq.
(37) stem from viscous fluctuations.
The rapidity distribution of the particle, corresponding
to Eq. (30), then reduces to
dN
dy
=
gτfA⊥
(2π)3
∫
dη cosh(y − η)
×
∫
dpxdpy mT [f0(x, p) + δf(x, p)]
≡ (dN/dy)0 + δ(dN/dy). (38)
6Here A⊥ =
∫
dx⊥ is the usual transverse area of Eq. (29).
For the boost-invariant longitudinal flow, the particle ra-
pidity distribution of the average part can be written as(
dN
dy
)
0
=
gτfT
3
0A⊥
(2π)2
∫
dη
cosh2(y − η)
[
Γ3(y − η)
+
π0
4w0
(
C(y − η)Γ5(y − η)− m
2
T 20
Γ3(y − η)
)]
.
(39)
Here Γk(x) ≡ Γ(k,m coshx/T0) denotes the incom-
plete Gamma function of the kth kind [38] and C(x) =
3 sech2x− 2. The second term within the brackets corre-
sponds to viscous corrections. The fluctuating parts can
be expressed as
δ
dN
dy
=
gτfT
3
0A⊥
(2π)2
∫
dη
[
FT (y − η)δT (η)
T0
+ Fu(y − η)τf δuη(η) + Fπ(y − η)δπ
′(η)
w0
]
. (40)
Here FT,u,π are the coefficients of the fluctuations,
(δT, δuη, δπ′), that are obtained by performing the mo-
mentum integrals. In the MIS theory these are given by
FT cosh2 x =Γ4(x)− π0
4w0
[m2
T 20
(Γ4(x)− κΓ3(x))
− C(x) (Γ6(x)− κΓ5(x))
]
, (41)
Fu cosh2 x =tanhx Γ4(x) − π0
4w0
tanhx
[m2
T 20
Γ4(x)
− C(x)Γ6(x)− 4Γ5(x)
]
, (42)
Fπ cosh2 x =1
4
[
C(x)Γ5(x)− m
2
T 20
Γ3(x)
]
, (43)
where κ = 2 + (T0/w0)∂w0/∂T0. The two-particle ra-
pidity correlator due to fluctuations can then be written
as 〈
δ
dN
dy1
δ
dN
dy2
〉
=
[
gτfT
3
0A⊥
(2π)2
]2 ∫
dη1
∫
dη2
×
∑
X,Y
FX(y1 − η1)FY (y2 − η2)
× 〈X(η1)Y (η2)〉. (44)
Here (X,Y ) ≡ (δT, δuη, δπ′) and 〈X(η1)Y (η2)〉 are the
two-point correlators between the fluctuating variables
calculated at the freeze-out hypersurface.
In the Chapman-Enskog-like approach of iteratively
solving Boltzmann equation, the viscous correction in the
nonequilibrium distribution function has the form [29, 30]
fvis ≈ feq
5pµpνπ′µν
8pT (u.p)
, (45)
with a total flow velocity uµ ≡ uµ(τf , η). Following simi-
lar procedure as done in the MIS theory, the two-particle
rapidity correlations in the CE formalism give the same
form as in Eq. (44) but with modified coefficients FT,u,π.
IV. RESULTS AND DISCUSSIONS
We shall explore two-particle rapidity correlations in-
duced by thermal fluctuations in the Bjorken expansion.
A clear understanding of this can be achieved by calcu-
lating the time evolution of the correlations among the
hydrodynamic variables. The fluctuations employed in
our study generates singularities in the correlators at zero
separation in rapidity and at the sound horizons that cor-
responds to maximum distance propagated by the sound
wave along rapidity. In the Navier-Stokes theory, the sin-
gular and regular parts of the correlators can be obtained
analytically [24]; see Appendix A. Figure 1 shows the ra-
pidity dependence of these equal-time correlators for in-
viscid fluid 〈X(τ, η1)Y (τ, η2)〉 with (X,Y ) ≡ (δT, δuη).
Shear viscosity is neglected in the evolution but ac-
counted for in the noise correlator Ξηη of Eq. (29). These
correlators represent a wake of the medium behind the
shock front associated with the noise propagation. The
regular part of the temperature-temperature correlator,
〈δT δT 〉, peaks at zero separation due to short-range cor-
relation which builds up rapidly with increasing proper
time. At later times, the peak value decreases and the
correlator spreads farther in rapidity due to expansion
of the fluid. The time evolution of these structures in
the Bjorken expansion is to be contrasted with that of a
uniform static system; see Appendix B. The equal-time
long-range correlations in the static fluid vanish and cor-
relations at later times are due to propagation of sound
waves in opposite directions. This clearly underscores
the importance of underlying background flow that in-
fluences the propagation of fluctuations.
In Fig. 1, we also show the regular part of the velocity-
velocity correlator, 〈δuηδuη〉. It exhibits a similar rapid-
ity dependence as seen in 〈δT δT 〉, however with a much
smaller magnitude. In contrast, the regular part of the
temperature-velocity correlator, 〈δT δuη〉 is an odd func-
tion in ∆η. As a consequence this correlator vanishes at
∆η = 0 and turns negative (positive) for positive (nega-
tive) values of rapidity separation. Note that the “cross”
correlators follow 〈δT δuη〉 = −〈δuηδT 〉.
Analytic results for the singular part of the correlator
can be obtained in the Navier-Stokes theory for an ultra-
relativistic gas EOS, see Appendix A. Figure 1 shows
the singular part of the equal-time correlators wherein
the theta function and its higher-order derivatives have
been smeared using a normalized Gaussian distribution of
width ση = 0.2. In all these correlators, the singularities
at ∆η = 0 arise from self-correlations, and those at large
rapidity separations are induced by sound horizons at
∆η = ±2cs log(τ/τ0). We note that inclusion of viscosity
would dampen the singularities and thereby smear the
structures in the longitudinal correlations.
As analytic solutions for thermal fluctuations in
second-order dissipative hydrodynamics do not exist, the
singular and regular parts of the correlators cannot be
separated. However, in the numerical simulation of noise
in second-order hydrodynamics, the smearing functions
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FIG. 1: Regular and singular parts of the equal time
temperature-temperature, velocity-velocity and temperature-
velocity correlators computed as a function of space-time ra-
pidity difference ∆η at various proper times in the Navier-
Stokes theory. The results are for ultrarelativistic gas EOS
(p = ǫ/3) with initial temperature of T0 = 550 MeV, proper
time τ0 = 0.2 fm/c. The shear viscosity to entropy density
ratio of ηv/s = 1/4π is accounted only in the noise correlator.
FX in Eq. (44) smoothen out all the singularities in the
total correlation function 〈X(τ, η1)Y (τ, η2)〉. Hence the
computed two-particle rapidity correlation at freeze-out
would show a clear structure.
In the second-order Mu¨ller-Israel-Stewart viscous hy-
drodynamics, we present in Fig. 2 the various compo-
nents, X,Y ≡ δT, δuη, δπ, of the rapidity correlators
〈(δdN/dy1)(δdN/dy2)〉X,Y (of Eq. (44)) for charged pi-
ons as a function of kinematic rapidity separation ∆y =
y1 − y2. This has been obtained by convoluting the two-
point correlators 〈X(τ, y1)Y (τ, y2)〉, at freeze-out with
the respective smearing functions FX,Y . The calcula-
tions are for initial values of temperature T0 = 550 MeV,
proper time τ0 = 0.2 fm/c and the freeze-out tempera-
ture is taken as Tf = 150 MeV. A constant ηv/s = 0.08
is used in both the average and noise parts of the evo-
lution equations. The two-particle correlation functions
are essentially manifestations of the sum of their regu-
lar and singular parts; see Fig. 1 for the correlators in
the Navier-Stokes case. The smearing functions, namely,
FδT (which is Gaussian about δη = 0) and Fδuη (which
peaks at ∆η ≃ ±1.5 and vanishes at ∆η = 0) broad-
ens these correlators when convoluted. While the peak
-6 -4 -2 0 2 4 6
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FIG. 2: Two-particle rapidity correlations from various fluctu-
ations calculated at freeze-out for charged pions in the Mu¨ller-
Israel-Stewart (MIS) dissipative hydrodynamics. The results
are for ideal gas EOS (p = ǫ/3) with initial temperature
T0 = 550 MeV, proper time τ0 = 0.2 fm/c, freeze-out temper-
ature Tf = 150 MeV and shear viscosity to entropy density
ratio ηv/s = 1/4π.
at δη = 0 is dominated by the temperature-temperature
correlation function, the structures seen at ∆η ≃ 2−4 for
the δT δT , δuηδuη and δT δuη correlations are similar in
magnitude but have distinct rapidity dependence. The
contributions to the correlation functions involving the
viscous stress tensor δπ are found to be much smaller.
In Fig. 3 we compare the total two-particle rapid-
ity correlation for charged pions for the Navier-Stokes,
Mu¨ller-Israel-Stewart and Chapman-Enskog viscous evo-
lutions for an ultra-relativistic gas EOS (p = ǫ/3). The
initial and freeze-out conditions are the same as in Fig.
2. We shall first consider the case of ideal hydrody-
namics for the background evolution and explore various
dissipative equations for the evolution of thermal fluc-
tuations. The fluctuation in the Navier-Stokes theory
gives rise to a larger peak at small rapidity separations
as compared to that in the second-order viscous evolu-
tions. This is mainly due to faster build-up of all the
correlators and in particular the dominant temperature-
temperature correlations in the first-order viscous evo-
lution. In the Chapman-Enskog case, the correlation
strength at ∆y ≈ 0 is smallest due to the larger coef-
ficient λπ = 38/21, that results in a slower approach of
the viscous fluctuations towards the Navier-Stokes limit.
The inclusion of viscosity in the background evolution
damps the correlation peak for all the cases studied. As
expected, the maximum reduction in correlation strength
occurs in the first-order theory. It may be mentioned
that previous studies of rapidity correlations ignored the
variation of the relaxation time δτπ of Eq. (19) [24, 25,
27]. We have found that such an assumption is justified
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FIG. 3: Correlation function for charged pions normalized
with the single-particle rapidity distribution in the Navier-
Stokes (NS), Mu¨ller-Israel-Stewart (MIS), and Chapman-
Enskog (CE) formalisms for the evolution of thermal noise
and compared with the ideal background (noiseless) hydro-
dynamic evolution. The initial and freeze-out conditions are
same as in Fig. 2.
as the rapidity correlation remains practically unaltered
when thermal fluctuation of τπ was not considered.
Figure 4 shows numerical results for two-particle rapid-
ity correlation of charged pions in the NS, MIS, and CE
formalisms for the lattice QCD EOS that incorporates
the transition to a hadron resonance gas at TPCE ≈ 165
MeV [33]. It may be mentioned that analytical results for
the correlations cannot be obtained for the lattice EOS
even in the Navier-Stokes limit. While the initial time
and freeze-out temperature are considered the same as
used for ideal gas EOS, the initial temperature is set at
T0 = 378 MeV. This choice stems from the consideration
that the event-averaged single particle rapidity distribu-
tion for direct charged pions, 〈dN/dy〉, in this case is
practically identical to that in the ideal gas EOS. More-
over, the freeze-out times for the lattice and conformal
equation of states are found similar for each of the dis-
sipative theories. We find that the magnitudes of the
correlation between the particles are enhanced for all the
cases in the lattice EOS as compared to that for ideal gas
EOS. This can be understood as due to smaller sound ve-
locity of the fluid near the critical temperature Tc which
slows the fluid expansion. Consequently, the correlation
is solely from the short-range temperature-temperature
correlator and the structures associated with the velocity
and shear pressure correlators are largely damped and do
not spread in rapidity.
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FIG. 4: Similar to Fig. 3 but with lattice QCD EOS; see text
for details.
V. SUMMARY AND CONCLUSIONS
We have studied the evolution of thermal fluctuations
within relativistic second-order dissipative hydrodynam-
ics. The fluctuations were treated in the linearized hy-
drodynamic framework as a perturbation on top of boost-
invariant longitudinal expansion of matter. The an-
alytic form of the autocorrelation function was found
to be identical for the acausal Navier-Stokes and the
causal Mu¨ller-Israel-Stewart theories. However, for the
Chapman-Enskog-like dissipative equations, the corre-
lation has an explicit dependence on the shear stress
tensor. Within the analytically solvable Navier-Stokes
limit in the Bjorken scenario, we demonstrated that the
two-particle rapidity correlation at small rapidity separa-
tion, ∆y <∼ 2, is mostly due to temperature-temperature
correlations and structures seen in the correlations at
∆y ≈ 2−4, are caused by varying contributions involving
fluid velocity and shear pressure tensor correlations. In
general, the two-particle rapidity correlations produced
from thermal fluctuations were found to spread to large
distance in rapidity separation with magnitude (and pat-
tern) that can be well measured in relativistic heavy-ion
collisions. While viscous damping of the correlation is
at most ∼ 20%, there is further significant damping at
small ∆y, if one goes from the first-order Navier-Stokes
theory to a second-order dissipative hydrodynamic for-
mulation. As compared to the conformal equation of
state, the softer lattice QCD EOS, with smaller sound
velocity, causes reduced propagation of the fluctuations
but leads to a pronounced peak in the rapidity correla-
tions.
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Appendix A: Singular part of the correlators in
Navier-Stokes theory
The correlation functions for the fluctuating quantities
(X,Y ) ≡ (δǫ, δuη), which are linear functionals of the
noise Ξηη, can be written as
〈X(η, τ)Y (η′, τ)〉 = 2
A⊥
∫ τ
τ0
dτ ′
τ ′3
4ηv
3sw0(τ ′)
GXY (η − η′; τ, τ ′).
(A1)
These Green functions GXY (η − η′; τ, τ ′) have singular
and regular parts which are obtained from the fluctuation
evolution equations. The fluctuating component δπ of
Eq. (8), in the Navier-Stokes limit reduces to
δπ =
4ηv
3s
(s0δθ + δsθ0) . (A2)
Using this δπ along with the noiseless π0 = 4ηvθ0/3 for
the Navier-Stokes case, the fluctuating quantities δǫ, δuη
are found from the linearized evolution Eqs. (13), (14)
with coefficients U0 = w0 − (4ηv/3s)s0/τ and δV = δp−
τ2Ξηη − (4ηv/3s)(s0δθ + δsθ0). In the conformal case,
these linearized equations have been solved by Fourier
transform of δǫ, δuη and finding the corresponding Green
functions Gδǫ(k; τ, τ
′) and Gδuη (k; τ, τ
′) [24]
GXY (η − η′; τ, τ ′) =
∫ ∞
−∞
d k
2π
eik(η−η
′) G˜XY (k; τ, τ
′),
(A3)
where G˜XY (k; τ, τ
′) ≡ G˜X(k; τ, τ ′) G˜Y (−k; τ, τ ′). The
terms which give rise to singular behavior of GXY (η −
η′; τ, τ ′) can be obtained analytically by Laurent series
expansion of G˜XY (k; τ, τ
′) in powers of 1/k.
Denoting ρ ≡ 3δe/(4e0) and ω ≡ τδuη, the expression for the singular part of Gρρ(η − η′; τ, τ ′) stems from
G˜singρρ (k; τ, τ
′) = (a1k
2 + b1) + (a2k
2 + b2) cos(2csγk) +
a3k
2 + b3
k
sin(2csγk). (A4)
The coefficients are found to be
a1 =
β
2c2s
, a2 = −a1, a3 = β
(
1
cs
− γδ
2cs
)
, b1 = β
c2s + 2α+ δ
2c2s
, b2 = β
(
1
2
− 2α+ δ
2c2s
+
γ2δ2
4
− γδ
)
,
b3 =β
[
γδ
2cs
(
c2s − 2α− δ
)− γδ2
8cs
− csγ
2δ2
2
+
csγ
3δ3
12
+
2α+ δ
2cs
]
, (A5)
where α = (1− c2s)/2, β = (τ ′/τ)2α, γ ≡ log(τ/τ ′), and δ = α2/c2s. The singular behavior of Gρω(η − η′; τ, τ ′):
G˜singρω (k; τ, τ
′) = d1k + d2k cos(2csγk) + (d3k
2 + d4) sin(2csγk), (A6)
where the corresponding coefficients are
d1 =− i
2
β
(
1− α+ c
2
s
c2s
)
, d2 =
i
2
β
(
γδ − 1− α+ c
2
s
c2s
)
, d3 = − i
2
β
1
cs
,
d4 =− i
2
β
[
−α+ c
2
s
cs
(
1− γα
2
c2s
)
+
α
cs
(
1 +
α
2c2s
)
+
γα2
cs
(
1− γα
2
2c2s
)]
. (A7)
Finally, the singular behavior of Gωω(η − η′; τ, τ ′) originates from:
G˜singωω (k; τ, τ
′) = (w1k
2 + w2) + (w3k
2 + w4) cos(2csγk) +
(
w5k
2 + w6
k
)
sin(2csγk), (A8)
with coefficients
w1 =
1
2
β, w2 =
1
2
β
(
α+ c2s
cs
)2
, w3 =
1
2
β, w4 = −β
[
γα2
cs
(
γα2
4cs
− α+ c
2
s
cs
)
+
1
2
(
α+ c2s
cs
)2]
,
w5 =β
[
γα2
2cs
− α+ c
2
s
cs
]
, w6 = β
[
γα2
2cs
α+ c2s
cs
(
γα2
cs
− α+ c
2
s
cs
)
+
γα4
8c3s
(
1− 2γ
2α2
3
)
− α+ c
2
s
cs
δ
2
]
. (A9)
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FIG. 5: Spatial dependence of energy-energy correlations at
various time intervals ∆t due to thermal fluctuations created
in a static medium. The results are for an ultra-relativistic
gas EOS with a temperature of T0 = 550 MeV and shear
viscosity to entropy density ratio ηv/s = 1/4π.
Appendix B: Thermal fluctuations in a static fluid
Consider a static uniform fluid in Cartesian coor-
dinates (t, z) with fluctuations that depend on z and
are independent of the transverse (x, y) directions. In
the Navier-Stokes theory for a conformal equation of
state, the evolution equation for longitudinal fluctuations
(δǫ, δuz) can be written as
∂δǫ
∂t
+ w0
∂δuz
∂z
= 0,
w0
∂δuz
∂t
+ c2s
∂δǫ
∂z
− 4
3
ηv
∂2δuz
∂z2
+
∂Ξzz
∂z
= 0, (B1)
where the constant enthalpy of the background is denoted
by w0 = ǫ0 + p0. The noise correlator takes the form
〈Ξzz(t, z)Ξzz(t′, z′)〉 = 8ηvT0
3A⊥
δ(t− t′)δ(z − z′). (B2)
Equations (B1) can be solved by taking the Fourier trans-
form
δX(t, z) =
∫
dω dk
(2π)2
e−iωte−ikzδX˜(ω, k), (B3)
where the fluctuations are denoted byX ≡ (δǫ, δuz). The
two-point energy correlator becomes
〈δǫ(t, z)δǫ(t′, z′)〉 =8T0ηv
3A⊥
∫
dω dk
(2π)2
e−iω(t−t
′)e−ik(z−z
′)
× k
4
(ω2 − c2sk2)2 + α2k4ω2
, (B4)
where α = 4ηv/(3w0). For equal-times, the energy corre-
lation becomes 〈δǫ(t, z)δǫ(t, z′)〉 = w0T0δ(z−z′)/(c2sA⊥).
Thus in a static fluid noise produces only local correla-
tions and does not induce any long-range structures. For
unequal times, the correlators in Eq. (B4) admit analytic
solutions only in the limit of ηv → 0:
〈δǫ(t, z)δǫ(t′, z′)〉 = w0T0
2c2sA⊥
[
δ(∆z − cs∆t)
+ δ(∆z + cs∆t)
]
, (B5)
where ∆t = (t − t′) and ∆z = (z − z′). Thus one finds
that in a static fluid, when shear viscosity is neglected
in the evolution of fluctuations, the correlations are pro-
duced solely by sound waves of velocity c2s = ∂p/∂e which
propagate without attenuation. In presence of viscosity,
the energy-energy correlator of Eq. (B4) has a singu-
lar part given by w0T0/(c
2
sA⊥)exp(−c2s∆t/α)δ(∆z). On
the other hand, the regular part has to be computed nu-
merically. The time dependence of regular part of this
correlation is shown in Fig. 5 for a constant background
temperature of T0 = 550 MeV and ηv/s = 1/4π. With
increasing time ∆t, viscosity is seen to reduce the ampli-
tude of the two peaks formed at ∆z = ±cs∆t as well as
broaden the correlations.
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