The rule-based fuzzy systems have successfully applied for numerous medical data classification problems. However, structuring the concise and interpretable fuzzy rules with good classification performance is still a big challenge. To address this issue, a novel feature selection and rule generation integrated learning for Takagi-Sugeno-Kang fuzzy system (called FSRG-IL-TSK) in this paper. FSRG-IL-TSK represents feature selection, structure identification and parameter learning into a Bayesian model, and uses the sequential importance resampling (SIR) algorithm to obtain the optimal parameters simultaneously, including the optimal features for each fuzzy rule, number of rules, and antecedent/consequent parameter of rules. Due to an integrated learning mechanism, it can select a small set of useful features and obtain a small number of rules. The effectiveness and advantages of FSRG-IL-TSK are validated experimentally on real-world medical data classification tasks.
I. INTRODUCTION
With the rapid development of artificial intelligence and other technologies, machine learning is widely used in medical diagnosis and healthcare applications; meanwhile it provides auxiliary support for digital health. For example, according to the patient's historical and current condition, clinical decision support system (CDSS) analyzes and predicts the condition, and provides support information for decision-making about diagnosing some diseases. The content-based retrieval retrieves experience and knowledge from historical cases. In nearly two decades, many machine learning algorithms are used for prediction of medical events, e.g. computeraided detection [1] , [2] , medical image segmentation [3] , [4] , drug discovery [5] , stratified care delivery [6] , and analysis of electronic health records [7] and survival analysis [8] .
As one important part of prognostics and health management in healthcare, the disease diagnosis problems can be viewed as a statistical classification task in terms of machine learning The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. [9] , [10] . Taking the clinical manifestations of medical records as the training data set, these machine learning algorithms train the classification or prediction model, then analyze and predict the new medical records. Different from the black box working modes, such as decision tree, neural network (NN) and C4.5, fuzzy system can be represented by an interpretable ''if-then'' fuzzy rule base. Rule base is represented in linguistic terms and the description of antecedent and consequent parts is more similar to human reasoning mechanism. Meanwhile, the fuzzy system based diagnosis algorithms have good diagnostic effect on certain diseases. For example, an integration of fuzzy logic system with genetic algorithm is proposed to solve the uncertainty challenge in classification of healthcare data, and wavelet transformation is adopted to extract data features [11] . An interval type-2 fuzzy system is proposed for clinicians in medical practice. It uses a hybrid learning process of fuzzy c-means clustering and genetic algorithm to perform structure identification and parameter learning [12] . A data-driven Mamdani-type fuzzy system is designed and implemented for CDSS. The system uses deep learning technique and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ uses multiple levels to learn representations of data [13] .
A diagnosis system of breast cancer is built on fuzzy concepts and genetic algorithms, which is successfully applied for early detection and diagnosis of breast cancer [14] . An expert diagnostic system for identification patients with asthma and chronic obstructive pulmonary disease is proposed based on artificial neural network and fuzzy logic system [15] . However, to achieve precise and conciseness fuzzy rules, fuzzy system needs to balance between system performance and rule interpretability [16] , [17] . When the number of rules is small, the system is more conciseness and interpretative, but the classification performance may be not satisfactory. As the number of rules increases, the classification performance is improved, but the interpretability of rules is reduced. Specially, if the data feature is high dimensional, identifying useful feature becomes difficulty. All data features are commonly used in the construction of fuzzy rules. However, some features may not work in all (or some) rules, or they have little effect in practical application. Selectively retaining the most important information in the rules, ignoring the useless information in the rules is helpful to get the rule set with strong explanatory and simple semantics. To solve these problems, a two-stage multiobjective genetic model is proposed, in which the evolutionary and scatter-based tuning are used in rule learning and post-processing process, respectively [18] . To select the useful features for construction of fuzzy system, the results of soft subspace clustering are adopted to partition the input space, then the antecedent parameters of each rule are different [19] . A hybrid heuristic model is proposed to construct the interpretable rules for high-dimensional data [20] . However, these algorithms are segmented method. They may not be able to mine the interaction between the input space and the output space.
In this paper, in order to construct fuzzy system with concise and interpretable rules, we propose a feature selection and rule generation integrated learning for Takagi-Sugeno-Kang fuzzy system (called FSRG-IL-TSK). FSRG-IL-TSK introduces both feature selection and rule generation into a Bayesian model, and in such the integrated learning mechanism, the internal relationship between input space and output space can be captured well. FSRG-IL-TSK constructs the appropriate rule set by selecting useful features for each fuzzy rule. Then the sequential importance resampling (SIR) algorithm is adopted to obtain the optimal solution of all parameters, including the number of fuzzy rule, feature subset in each rule, antecedent and consequent part parameters. The principle of the proposed FSRG-IL-TSK is shown in Figure 1 . The advantages of FSRG-IL-TSK are as follows:
(1) The used Bayesian model combines probability and fuzzy logic to describe a TSK fuzzy system. The proposed model inherits the advantages of statistics and fuzzy inference. (2) Different from the traditional fuzzy system, feature selection and rule generation are divided into different stages; FSRG-IL-TSK extends data-driven feature representation to fuzzy system modeling, and divides structure identification and parameter learning into an integrated learning mechanism. Therefore, on the premise of ensuring the accuracy of classification, fewer features are adopted to construct concise and interpretable fuzzy rules. (3) The proposed FSRG-IL-TSK is tested on several real medical datasets. The obtained results show that a small number of rules are constructed by a small set of data features, and the good classification performance is good. The remaining parts of this paper are organized as follows. In Section II, classical TSK fuzzy system is reviewed. Section III describes the proposed FSRG-IL-TSK. Experimental results of FSRG-IL-TSK and the comparison algorithms are presented in Section IV. Section V concludes this study.
II. TAKAGI-SUGENO-KANG FUZZY SYSTEM
The i-th fuzzy rule of TSK fuzzy system can be expressed as follows
Rule i: If x 1 (i) is A i,1 and x 2 (i) is A i,2 and . . . and
where N is the number of fuzzy rules. x 1 , x 2 , . . . , x d are the components of d dimensional input vector x, and A i,j is the i-th fuzzy set on the j-th dimensional vector.
] T and f i (x) are the consequent parameter vector and output of the i-th fuzzy rule, respectively.
can be written as
Let µ i (x) be the fuzzy membership function of i-th fuzzy rule. µ i (x) can be obtained by conjunction operation on the membership value of each dimension,
where µ A i,j (x j ) is the membership value of the j-th dimension to the membership function of i-th fuzzy rule. If we use Gaussian function, then µ A i,j (x j ) takes the following form
where c i,j and σ i,j are center and width parameters, respectively.
In binary classification problem, given the training set X = [x 1 , x 2 , . . . , x n ] and its class label set
The consequent parameter W = [w 1 , w 2 , . . . , w N ] T can be optimized with many existing classification strategies [17] , [21] - [23] . We adopt the maximum margin of separation principle [17] , min W,ξ
where ξ j is the training error of the sample
, . . . ,
, and C is the regularization parameter. The primal problem of Eq.(5) can be solved by a dual problem. Finally, the actual outputŷ(x) of TSK fuzzy system is written asŷ
The decision function F(x) of TSK fuzzy system becomes
III. FEATURE SELECTION AND RULE GENERATION INTEGRATED LEARNING FOR TAKAGI-SUGENO-KANG FUZZY SYSTEM (FSRG-IL-TSK) A. THE FUZZY RULE OF FSRG-IL-TSK
The goal of generating new fuzzy rules is to select useful features with sufficient discriminative information for classification, and filter out useless features that are not helpful for classification. In addition, our method can select different features for each fuzzy rule according to the actual needs. FSRG-IL-TSK embeds the modulated values on the membership of each dimension in the If part of rules. Thus, we denote the modulator function
is nearly equal to 0; conversely, if this feature is useless or bad, M (β i,j ) would be set a large value.
To achieve this, we develop the fuzzy rules used in the FSRG-IL-TSK as follows Rule i:
Obviously, when M (β i,j ) = 1, Eq. (8) has the same formulation as the original TSK fuzzy rule. One of the advantages of FSRG-IL-TSK is that it allows discontinuous use of membership functions, which makes the fuzzy rules more concise. The simple linguistic description of antecedent parts can improve the interpretability of fuzzy rules.
In this study, we use M (β i,j ) = exp(−β 2 i,j ) [24] , [25] . In this case, the membership function µ i (x) and f i (x) can be represented as
Let
is the modulated input value on the j-th dimension of the i-th rule. The output of the i-th fuzzy rule becomes
B. OBJECTIVE FUNCTION OF FSRG-IL-TSK
Assuming that all parameters in FSRG-IL-TSK are unknown, the parameters to be estimated include {N , C, β, W}: the VOLUME 7, 2019 number of fuzzy rules N , the center matrix of the membership function C, the modulator parameter matrix β, and the consequent parameter matrix W. Based on the framework of Bayesian inference, the posterior probability of unknown parameters {N , C, β, W} is devised as
Since there is no prior knowledge about parameters {N , C, β, W}, FSRG-IL-TSK does not consider the relevance relationship between parameters. Thus, p(N , C, β, W|X, Y) can be written as
Let us observe the five terms of p(N , C, β, W|X, Y).
(1) p(N ). The number of fuzzy rules N is a discrete integer. We assume the parameter N follows Poisson distribution
where the shape parameter λ can be set as λ = log(n) [17] . Here we assume the center of the membership function follows the discrete uniform distribution, and each dimension is independent and identically distributed
(3) p(β). Without expert knowledge, we assume that the modulator parameter in modulator function is independently and identically distributed. It follows the normal distribution
where the values of parameters µ β and σ β are set to 0 and I, respectively.
(4) p(W). Similar to the parameter β, we assume that the consequent parameter W follows the normal distribution
The variance σ W is set to be 1 aN I, a is a positive constant. (5) p(Y|N , C, β, W, X) . Using the logistic sigmoid function f (ŷ) = 1/(1 + e −ŷ ), we assume p (Y|N , C, β, W, X) follows the priori of Bernoulli distribution
whereŷ is the actual output of FSRG-IL-TSK obtained by Eq. (6). Therefore, we can obtain the model of FSRG-IL-TSK by multiplying Eqs. (16)-(21),
The objective function of FSRG-IL-TSK can be obtained by taking the logarithm of Eq.(22)
Different from the classical TSK fuzzy systems in which feature selection and rule generation learned into the separate phases, FSRG-IL-TSK integrates these two parts into Bayesian model. In particularly, appropriate but different data features are selected for the antecedent part of each fuzzy rule. When Eq. (23) tends to maximize, all parameters {N , C, β, W} in FSRG-IL-TSK can be optimized simultaneously.
C. THE SOLUTION OF FSRG-IL-TSK
When the probability model of Eq.(23) reaches the maximum-a-posteriori (MAP) value, the parameters of FSRG-IL-TSK can be optimized. In this study, we optimize them by using the sequential importance resampling (SIR) algorithm [26] , [27] . SIR sequentially approximates the target posterior by weighted particles, and updates each particle and its weight according to succeeding observation. In the following, we optimize parameters using a set of weighted particles P = {{N , C, β, W}, ll} T , where ll is the objective function value of FSRG-IL-TSK.
1) SAMPLING STEP
We use Poisson distribution to sample the fuzzy rule number N * . Then we compare N * and the current rule number N as follows
By using the new centers of membership function, the membership µ i (x) can be obtained by Eq. (9).
2) PARAMETER TUNING STEP
In the following, we use iterative optimization strategy to adjust three unknown parameters one by one. In the first step, we tune the parameter C and fix parameters {N , β, W}. The optimize problem of Eq.(23) with respect to C, we set the derivative with regard to c i,j to zero, and obtain c i,j in a closed form as follows
In order to ensure the semantic clarity of rules, we move the center of membership function to the nearest grid partition. The process of moving center of membership functions is shown in Figure 2 , where the blue circles are the original centers of membership functions obtained by Eq. (25), the red circles are tuned the centers of membership functions after moving, and the triangles are input variables in membership functions.
Then, we tune the parameter W and fix parameters {N , C, β}. We set the derivative of Eq. (23) with regard to w i to zero, and get w i in a closed form as follows,
Based on the obtained antecedent/consequent parameters, we compute the current output of all training samples. Next we fix parameters {N , C, W} and only tune β. We set the derivative of Eq. (23) with regard to β i,j to zero,
We use the gradient descent algorithm to solve this problem. The updating formulation is as follows,
whereα is the learning rate, and t is the number of iterations. Then a feature will be viewed unimportant if the value of β i,j is larger than a given threshold λ.
We construct a particle set PS to store the candidate optimal particles corresponding to each rule number. If P[i].ll promotes the MAP value corresponding to the current fuzzy rule j, we replace it with the candidate particle for the j-th fuzzy rule in set PS
where PS[j] is the candidate optimal particle for the j-th fuzzy rule. Then we construct a mixed particle setP asP = {PS, P}.
3) RESAMPLING STEP
After a number of iterations, some particles will degenerate assigned with very low weights. This is directly addressed by resampling step, in which the current set of particles is resampled by replacing the particles with large weights. The high weight particles are multiple duplicated, while low weight particles are filtered out. We set the probability of resampling being the value of θ i . The weight θ i (i = 1, 2, . . . , P ) of each particle in setP is calculated as
After multiple resampling, we obtain the optimal parameters {N , C, β, W} corresponding to the particle with the largest ll. Algorithm 1 FSRG-IL-TSK Initialize Set the particle set PS with the fuzzy rule number 1, set the particle set P with PS. [1] , set the maximum number of iterations t max . Repeat:
Repeat: Until k ≥ k max or if converged;
Obtain the particle with the largest ll inP, and obtain its optimal parameters {N , C, β, W};
Construct the fuzzy rules and decision function using optimal {N , C, β, W}.
As for the convergence of FSRG-IL-TSK, inspired of the random search of SIR algorithm, it guarantees to a local optimal solution [28] . Based on the above analysis, the proposed FSRG-IL-TSK is presented in Algorithm 1.
IV. EXPERIMENTAL RESULTS

A. SET UP
In this section, we introduce four real-world medical datasets for binary classification in the experiments. The datasets are obtained from UCI datasets [29] , and their brief information is listed in Table 1 . In the experiment, all inputs features have been normalized into the range [0, 1]. For comparison studies, four classification algorithms are involved, including two classical fuzzy systems: L2-TSK-FLS [30] and L1-TSKFLS [26] , two embedded feature selection based fuzzy systems: F-ELM [31] and IFRBS [32] . Both L1-TSK-FLS and L2-TSK-FLS use FCM clustering to obtain the antecedent parameters, and IFRBS uses k-means clustering to partition the input space. The 5-fold cross-validation strategy is used to select the optimal parameters within a given search grid. The detailed parameter setting is shown in Table 2 . Each algorithm is repeatedly five times, the average number of fuzzy rules, training accuracy, testing accuracy and area under the curve (AUC) with their corresponding standard deviations are recorded. All experiments are carried out in the MATLAB 2016a environment on a computer with four cores of I5-4950 with 16G of memory.
B. EXPERIMENTAL RESULTS ANALYSIS
The experimental results obtained by five TSK fuzzy systems are showed in Tables 3-6 , and the average numbers of fuzzy rules on four medical datasets are shown in Fig. 2 . We can find that FSRG-IL-TSK becomes superior or at least comparable to other four algorithms in terms of the number of rules, classification performance (i.e. training accuracy, testing accuracy and AUC). Meanwhile, FSRG-IL-TSK becomes the best one of all algorithms in terms of the average extracted features. Both L1-TSK-FLS and L2-TSK-FLS use all features to construct fuzzy rules on four medical datasets. However, not all features are useful or important for constructing the effective rules. From Tables 3-6, we can see  TABLE 3 . Comparison results on the breast dataset. that the number of fuzzy rules obtained by L1-TSK-FLS and L2-TSK-FLS are greater than those obtained by FSRG-IL-TSK. IFRBS, F-ELM and the proposed FSRG-IL-TSK are three fuzzy systems considering feature selection. The generated rules in these three algorithms are composed of different features. Specially, the features in different fuzzy rules may be different. However, F-ELM randomly determines its parameters, including input weights, hidden biases and centers of membership function, so that more fuzzy rules are needed to achieve good classification performance. IFRBS uses EWKM clustering to determine its antecedent parameters. Because feature selection and antecedent parameters are only determined in the input space, without considering the relationship between the input space and output space, its performance and interpretability may not be optimized. FSRG-IL-TSK performs feature selection, structure identification and parameter learning in an integrated Bayesian model. Such a model can exploit the inherent interaction among data features, input space and out space, thus it can obtain a few rules and a few useful features. Figure 3 shows the average number of data features picked up for five algorithms. In the experiments, unless too many features are useful, we may abandon the redundant features and retain the useful features to obtain more concise and interpretable fuzzy rules. Meanwhile, from the results in Tables 3-6 , the redundant features or bad features usually reduce the classification performance, in converse, abandoning these features can not only promote the classification performance, but also enhance the comprehensibility of the rules.
In order to show the selected features in FSRG-IL-TSK, Table 7 shows the extracted features and the antecedent parameters for each rule by FSRG-IL-TSK in a certain run on breast dataset. ''DC'' in Table 7 means ''don't care'', that is, the ''DC'' feature is considered as the useless feature of the current rule, and it does not participate in the current rule. Thus, different features are selected for each fuzzy rule in FSRG-IL-TSK. The results show that the useful features can be effectively selected; such these features can be viewed to contain the most important discriminative information for classification. By considering the interaction between features and fuzzy rules, the integrated Bayesian model is a good choice to perform feature selection and rule generation. Figure 4 graphically shows the corresponding membership functions on each selected feature on breast dataset. Since only a part of features with linguistic terms are selected, the linguistic interpretation of fuzzy rules is more concise.
Thus, we can conclude that FSRG-IL-TSK is very suitable for medical data classification tasks.
V. CONCLUSION
The most distinct characteristic of fuzzy system is its linguistic interpretation. Although a large number of researches have focused on finding useful fuzzy rules from data, feature selection and rule generation are still an open issue for constructing effective and interpretable fuzzy rules. We propose an integrated scheme for simultaneous feature selection and rule generation in Bayesian model. Such a model can exploit the interaction between data features and input/output spaces for TSK fuzzy system, hence, the proposed FSRG-IL-TSK selects a small set of useful features for medical data classification. Using the SIR algorithm, FSRG-IL-TSK simultaneously obtains all appropriate parameters in the fuzzy system. The proposed FSRG-IL-TSK is verified on four real-world medical classification datasets and its performance is satisfactory, especially in the terms of conciseness and interpretability. In the future, the following issues can be addressed. First, how to develop an anti-noise version of FSRG-IL-TSK is an important work. Secondly, study on other types of fuzzy system will be another future work. Furthermore, how to speed up and develop a fast version of FSRG-IL-TSK on large-scale medical datasets is also an important work.
