Abstract. First, a remark is made that a growth condition contained in previous papers by Cesari concerning existence theorems for optimal controls can be replaced by a slightly more general condition. In this more general condition, a constant M, ) 0 is replaced by any function M~(t) >/0 which is assumed to be L-integrable in every finite interval.
Introduction
In a previous paper (Ref. 1) , the use of growth conditions in the proof of existence theorems for optimal control with u n b o u n d e d control spaces was analyzed, and weaker alternate hypotheses were proposed for the various parts of the argument. I n the present paper, a few more remarks on growth conditions are added to those in Ref. 1.
G r o w t h Conditions
used systematically in Refs. 1, 3, 4. If xl,..., x ~, 0 ~ a ~< n, are the components of the trajectories x = (xl,..., x n) on which Ascoli's selection theorem is applied, then one must show that the same components for the trajectories of a minimizing sequence are equiabsolutely continuous. We proved in Ref. 1 that the following growth condition (~), i -1,...,c~, concerning the growth of fi (t, x, u) with respect to the nonnegative comparison function H (t, x, u) can be used to that effect: (7f) Given e > 0, there is some nonnegative constant ?VI,, which may depend on ~, such that i fi (t, x, u) 
l ~ Mi, + EH(t, x, u), (t, x, u) ~ M.
Here, we use the same notation as in Ref. 1 , where M is a closed subset of the txu-space E~+~,t,,~ whose projection on the t-axis is compact. Let [a, b] be an interval of the t-axis such that M is completely contained in the slab a ~< t ~< b, x 6 E,,+,,~. Condition (7~) can be replaced by the following slightly more general hypothesis: (7~') Given E > 0, there is some nonnegative function M~(t), which may depend on E, which is L-integrable in [a, b] and such that
i f~(t, x, u)l <~ M)~(t) + tit(t, x, u) for almost all t c [a, b] and (t, x, u) ~ M.
Note that it is enough to know that Condition (yi), or Condition (y~-), is verified for all e of a given countable family [el of positive numbers e, which is dense at e = 0.
S t a t e m e n t of E x i s t e n c e T h e o r e m
In Ref. 1, it was mentioned that Condition (y~) could be replaced by a usual Lp-type condition on the trajectories x(t) of the class f2 of trajectories on which the minimum is sought. Such condition simply requires that: (3t)
There are constants p~ > 1 and d~ i ) 0 such that, for every trajectory x(t), 
and ] f~(t, y(t), u(t)) I ~ ~VIi~(t) + eH,(t, y(t), u(t)), s = s(i),
i : / 3 + 1,..., e~, and almost all t ~ It1, t~].
Let us assume that t-2 is nonempty. Then, the functional = has an absolute minimum in ~C2.
(4)

R e m a r k s and E x a m p l e s
If A is not compact, then, as usual (see Refs. 2 and 4) the theorem above can be applied after it is shown that a minimizing sequence is certainly contained in some compact subset A 0 of d .
If and this relation must be satisfied for all e, 0 < e ~< 1. Obviously, u = ~ 10 -* does not satisfy (7) for ~ = 1. Denote by U'(t, y) the set of those u E U(t, y) for which the relation (V) holds for all E, 0 < E ~< 1. We can prove that U'(t, y) is the union of three disjoint intervals (--0% --rio], [ --% , %], [rio, oo), where 0 < % < rio-A consequence of this fact is that the subset of Qn(t, y) determined by U'(t, y) is not convex, that is, the set E x a m p l e 4.1. Let us consider the well-known control problem with differential equations dx/dt = u, dy/dt = t~u 2, 0 <~ t ~ 1, boundary conditions x(0) = 1, y(0) = 0, x(1) = 0, control space U = (--Go < u < ~) , and functional I = g = y(1). Here, ~ is a constant, 0 < ~ < 1. We seek the minimum o f / i n the class D of all admissible systems x(t), y(t), u(t), 0 ~ t ~ I. This class £2 is nonempty since x( t) = 1 --t, y( t) = (~ + 1) -1 t ~+:, u( t) = --1, 0 ~ t ~< 1, is an admissible system. To show that we can apply the existence theorem above, let us take H(t, y, u) = H = t~u ~, M~(t) = E-:t -~, and let us prove that ] u l ~<e-lt -~4-~t~u 2 for all u~U , 0 < t ~< 1, 0 < c ~ 1.
ifi(t,y,u)i <~M~(t)+EH,(t,y,u),
i = / 3 + 1,...,~, s=s(i),
Indeed, for I ut >~ e-lt-~, we have l ul == l u i -1 u ~ <-~ et~u ~ ~ ~nd~(t) 4-ell; for l u] ~< e-:t-% we have ]u! ~ e-:t -~ <~ M~(t) 4-d t .
Thus, here condition (7;)holds for i --1. For the minimum o f / , it suffices to consider the subclass 520 of all systems x, y, u of 52 with0 ~< I = y ( 1 ) ~ (c~ 4-1)-:; hence, 
J I t d t = f t~u~dt=y(1)<~(c~4-1)-:=~q. 0 0
Then, 0 ~ y(t) ~ y(1) ~ ~, and, if e = I, also 
I x(t)l = ! 1 4-j u(.<) dr I ~ 1 4-(r -~ 4-r~u 2) dr
(Y') i u(t)i ~ 2e-lt-:/e q-etue(t)
for almost all t and any 0 < e ~ 1. T h e class sO is nonempty since
is an admissible system and satisfies (7'). All conditions of the existence theorem above are satisfied, and the problem possesses an absolute minimum. Note that the relation (7') expresses condition (4) of the existence theorem. If in place of (7') we use the relation
then we can use condition (3) of the existence theorem. It is well known that the problem has no absolute minimum without any relation (7') or (~"). for almost all t and any 0 < e ~ 1. This example is modeled on the one of Remark 4.1. The same argument as in Example 4.2 shows that this examplehas an absolute minimum. Note that there is a choice of the function Mi~(t ) such that a condition (y') is always satisfied without restricting the class of the admissible pairs. Indeed, [ u [ ~ e-2 + eu~ for all u ~ (--oo, q-oo) and 0 < e~< 1. This can be seen by noting that, for l u l~z -1, we have
[ u ] ~ e --1 + eu2; for 1 u l ~> ~-~, we have I uI ~< e [u I I ul ~< e -2 + ~u~. In Example 4.1, we could determine a function M¢~(t) such that relation (y') is always satisfied. In Example 4.2, no such function exists, and actually the problem has no absolute minimum; but, by suitably restricting the class by means of a condition (7'), we obtained a problem to which the existence theorem applies, and the absolute minimum in the restricted class exists.
In Example 4.3, a relation (y') is always satisfied by a suitable Ml,(t), but we have restricted the class £2 by a condition (y").
P r o o f of E x i s t e n c e T h e o r e m
The proof is essentially the same as for Theorem A in Ref. We use the notation y = (xl,..., x~), z = (x~+l,..., x~J), w = (x~+l,..., x~+~). Let yk(t), zk(t), uk(t), tlk ~< t ~< t2k, k = 1, 2,..., be a minimizing sequence of systems of t9 and corresponding w, thus satisfying (2)- (4). We may well assume that we have already applied the selection process discussed in detail in Ref. 1, briefly, Ascoli's selection process on the components xl,..., x ~ (that is, on the vector y) and Helly's selection process on the components x~+l,..., x n, x'*+l,..., x ~+" (that is, on the vectors z and w 
