A new hyperbolic version of affine geometric flow is proposed, which is a family of plane curve flows whose acceleration is constant along affine normal direction. The equations satisfied by the graph and support function of the curve under this flow give rise to fully nonlinear hyperbolic equations. By reducing the flow to a single nonlinear hyperbolic equation, we obtain the existence for local solutions of the flow. Global existence is established by a method of LeFloch-Smoczyk for studying the hyperbolic mean curvature flow. The equations for both perimeter and area of closed curves under this flow are also obtained. Based on this, we show that for a closed curve, the solution of Cauchy problem of this flow blows up in finite time. Furthermore, some group-invariant solutions to this flow are discussed.
Introduction
This paper is devoted to studying the hyperbolic version of an affine invariant geometric flow. We consider the Cauchy problem of the hyperbolic affine invariant planar curve flow (1.1)
where N is the affine normal, which is related to the Euclidean unit normal n and tangent vector t via N = k 1/3 n − 1 3 k −5/3 k s t, k is Euclidean curvature, and s is the Euclidean arc-length.
The parabolic-type curve flows in Euclidean geometry have been studied extensively in the past decades. A large number of results about local and global existence, formation of singularities, long-time behavior, stability of solutions and applications in crystal growth and computer vision of curve flows have been obtained. See for examples [2, 6, 11, 13, 18, 33] and references therein. In particular, there are many interesting works (see [6, 12, 14] and references therein) which consider the Euclidean curve-shortening problem (1.2) γ t = γ ss = kn, γ(p, 0) = γ 0 (p),
where γ(p, t) ∈ R 2 is a family of closed curves and s is the Euclidean arclength parameter of the curve. In an intriguing paper [12] , Gage and Hamilton proved that a convex embedded plane curve remains convex and shrinks to a point in a finite time, becoming round in the process. Moreover, Grayson [14, 15] proved that a closed embedded plane curve remains embedded and eventually becomes convex. So the problem (1.2) in this case is wellunderstood. In the sequel, many works have been done on the generalized curve-shortening problems. One may refer to the book [6] and references therein for the details. When we look for flows which preserve length and area, some integrable systems were obtained in a natural way [7] . Since the affine curve-shortening flow has important applications in image processing and computer vision [1] , it is of great interest to study the affine invariant geometric flows. In [29] , Sapiro and Tannenbaum introduced the affine analog of the Euclidean curve-shortening flow
where N is the affine normal and ρ is the affine arc-length parameter. They obtained evolution equations for the affine curvature and other affine invariants. As a result, the affine isoperimetric inequality was proved. Some properties of this flow were also explored [29] . Furthermore, Angenent et al. [5] verified that any smooth embedded curve converges to a point. This is analogous to the result on the Euclidean curve-shortening problem. An affineinvariant evolution equation for convex hypersurfaces driven by its affine normal in Euclidean space was studied in Andrews [3] . In [4] , Andrews discussed the global existence and long-time behavior of the affine invariant fourth-order flow
where μ is the affine curvature of the curve γ(p, t). He proved that the flow expands to infinity and tends to an ellipse after suitable normalization.
A natural question arises: what are the hyperbolic versions of the curveshortening flows (1.2) and (1.3). In Yau [32] , it was proposed to study the motion of a hypersurface whose acceleration is equal to its mean curvature along the normal direction. In He et al. [17] , local solvability of the following hyperbolic mean curvature flow:
for hypersurface X(p, t) was established, and formation of singularities in finite time and asymptotic behavior of the flow were also examined. The hyperbolic version of the curve-shortening problem was studied by Kong and Wang [20] where several criteria on finite time blow-up for graphs were obtained. In Kong et al. [21] , they also studied the hyperbolic curveshortening problem for convex curves. In LeFloch and Smoczyk [22] , the hyperbolic mean curvature flow
was introduced and studied, where H is the mean curvature of the hypersurface X(p, t) and e = 1 2 (| dX dt | 2 + n) is the local energy density. They established local well-posedness and uniqueness of classical solutions within the class of weak solutions. Some criteria that ensure the blow-up of the flow due to the formation of geometric singularities were provided. In Chou and Wo [9] , the hyperbolic Gauss curvature flow for convex hypersurfaces was proposed. The local solvability of the flow under certain conditions was established. They also studied blow up and asymptotic behavior of the solutions. Other hyperbolic-type geometric flows were considered in [16, 28, 31] .
One may compare (1.1) with (1.3), their difference may be explained by the structure of the flows. If we look at the evolution equations for the graph of a curve, (1.3) is equivalent to a second-order parabolic equation and (1.1) is a second-order hyperbolic equation. Therefore, the flow (1.1) can be regarded as the hyperbolic version of the affine curve-shortening flow (1.3).
The aim of this paper is to study the hyperbolic affine invariant curve flow (1.1), whose acceleration is constant along the affine normal direction. Interestingly, we find that the equation of the curve flow (1.1) is reduced to a single fully nonlinear hyperbolic equation
where (x, u(x, t)) is the graph of curve γ, or
, where h(θ, t) is the support function of γ. Instead of the flow (1.1), we shall study the local solvability and finite time blow-up of Equation (1.5) or (1.6). On such fully nonlinear hyperbolic-type equation, there is no well-developed theory. The equation under consideration has some nice invariant properties, not shared by other fully nonlinear hyperbolic-type equations, for instance it has a large group of symmetries. For the Euclidean and affine curveshortening flows, group-invariant solutions play crucial roles in the study of asymptotical behavior and singularities. Since Equation (1.5) is invariant under the affine transformation, we are also interested in group-invariant solutions of Equation (1.5).
The approach used in classifying the affine invariant hyperbolic equations is based on the group invariant theory of partial differential equations, which can be found in Olver [23] . The local existence of the flow is proved based on the standard theory from Taylor [30] . The global existence is proved by utilizing the method in LeFloch and Smoczyk [22] on the hyperbolic mean curvature flows (see also [19] ). Note that the affine invariant hyperbolic equation admits rich symmetries. Based on the symmetry group theory on differential equations [23] , we are able to obtain the corresponding groupinvariant solutions.
The outline of this paper is as follows. In Section 2, we first classify all affine invariant second-order hyperbolic equations, the hyperbolic-type affine invariant geometric flow (1.1) corresponding to a hyperbolic equation is obtained. Then evolution equations for other geometric quantities including graph and the support function of the curve associated to the flow are obtained. Furthermore, affine invariant property of the equation is studied. In Section 3, we prove the local existence of the flow and establish the global existence of solutions with bounded variation. In Section 4, we show that the evolving curve governed by this flow remains convex as long as it exists. Finite time blow-up and asymptotic behavior for closed curves driven by this flow are studied. Finally in Section 5, we study some group-invariant solutions of this flow.
The evolution equations
We begin our investigation by classifying all second-order hyperbolic equations which are invariant under the linear affine group. Before proceeding further, we assume that for motions depending only on the geometry of the curves, the motion law is geometric. In particular, any solutions of affine invariant geometric flows are preserved under any reparametrization and the affine transformation. It turns out that the flow is geometric only if the corresponding equation for the graph is affine invariant. In case under the affine motion R, (y, v) = R(x, u), the graphs (x, u(x, t)) go over to graphs (y, v(y, t)), then v(y, t) satisfies the same equation with x and u replaced by y and v, respectively. More details can be found in Olver et al. [23] [24] [25] [26] for discussions on group-invariant differential equations and their classifications.
Recall that the affine group acting linearly on (x, u) and trivially on t is a subgroup of the general linear group sl(3), its infinitesimal symmetries are spanned by
According to Lie's theory for symmetries, the fully nonlinear hyperbolic equation of the form
is affine invariant if and only if
where v is any vector in (2.1), and pr (2) v is the second-order prolongation of v [23] .
For any vector field of the form
its second prolongation is defined by
where
Here, D x and D t denote the operators of total differentiation with respect to x and t, respectively. We first have the following result.
Theorem 2.1. Any affine invariant evolution equations
where Φ is an arbitrary function of the indicated variable.
Proof. By the prolongation formula [23] , pr (2) ∂ x = ∂ x , and so
which implies that F is independent of x. Similarly, we have pr (2) ∂ u = ∂ u , it implies that F is also independent of u. Now for x∂ u , the second prolongation is given by pr (2) x∂ u = x∂ u + ∂ ux . Its action on u tt = F gives F ux = 0, this tells us that F is independent of u x . Furthermore, by a direct computation, we have
The action of the above two vector fields on Equation (2.2) leads to
Inserting u tt = F into the above two equations, they are reduced to equations
The first equation is readily solved to yield
for some function Ψ. Plugging this into the second equation gives
This completes the proof of the theorem.
In particular, taking Φ(z) = z 1 3 in Theorem 2.1, we obtain the simplest affine invariant hyperbolic Equation (1.5). Comparing (1.5) with the hyperbolic geometric flow, we find that it can be derived from the flow (1.1). We consider the case of graphs for the flow. Let us denote γ(·, t) as an entire graph (x, u(x, t)) locally. Taking inner product flow (1.1) with n = (−u x , 1)/ 1 + u 2 x and t = (1, u x )/ 1 + u 2 x , respectively, we find that the equation in (1.1) splits into two equations, namely,
xx , and (2.5)
Setting (2.6)
is reduced to Equation (1.5). In fact, once we have a solution u(x, t) of (1.5), differentiating Equation (2.6) with respect to t, we get
xx u xxx , which means that Equations (2.5) and (2.6) are compatible. It implies that the affine invariant curve flow (1.1) is equivalent to (1.5) under the constraint (2.6) in the graph case. To study the motions of convex curves, it is convenient to express the flow in terms of the support function h(θ, t). Let θ ∈ [0, 2π) be the the normal angle of the curve, then
and the support function is a function of θ and time t, defined by
where γ(p, t) is the point on the curve whose normal angle is θ. By Proposition 2.1, θ and t are independent variables. So we have
Proposition 2.1. Let γ(·, t) be a family of uniformly convex curves satisfying (1.1). Then it is normal preserving, that is for any
t > 0 dn dt = 0, if and only if dn dt = 0 at t = 0. Proof. In view of N = k 1/3 n − 1 3 k −5/3 k s t, we find n, N p = 0. A direct com- putation shows ∂ ∂t dn dt , γ p = − ∂ ∂t n, γ pt = − n t , γ pt − n, γ ttp = − n t , n n + nt,γp γp,γp γ p , γ pt = − γ p , γ pt γ p , γ p dn dt , γ p .
It follows that if
Hence, the support function evolves according to Equation (1.6). Next, we derive the evolution equations for Euclidean curvature and affine curvature of the curves. For any convex curve, its Euclidean curvature can be represented by k = 1/(h θθ + h). By a direct computation, one gets
Hence, the curvature evolves according to the equation
The affine arc-length dρ and curvature μ are given in terms of the Euclidean arc-length and curvature by dρ = k By a direct computation, we deduce that the evolution equations for the Euclidean curvature and affine curvature (2.8)
and (2.9)
where f is a function of the lower-order terms of μ.
The following propositions will be useful for further discussion.
Proposition 2.2. The perimeter L(t) for any closed curve γ(·, t) of prob
Proof. By the definition of the perimeter, we have
Proposition 2.3. The area A(t) enclosed by the closed curve γ(t) satisfies
Proof. By the definition of the area for a closed curve, we get
After a direct calculation, we deduce that
Further differentiation gives
Thus, the proposition is proved.
Existence of the problem (1.1)
In this section, we consider local and global existence of the flow (1.1) for certain initial values. Our first result is on local existence result of the Cauchy problem (1.1). xx u xxx .
we arrive at
This is a second-order quasi-linear system for (v 0 , v 1 ), which can be written as a first-order system. Indeed, letting
where the last two equations are compatible since
Therefore, (3.2) can be rewritten in the form 
Consequently, we have
Note that A is symmetric, and the system (3.3) becomes
where l.o.t. denotes the lower-order terms. We can show that R is positive definite. Indeed, a direct computation yields
It is easy to see that
It follows that Equation (2.7) is symmetric hyperbolic. The standard result in [30] implies that for any
, and w is smooth if w(0) is smooth. Note that w 0 x = w 1 t , i.e., (u t ) x = (u x ) t . It is inferred from (2.7) that (w 0 ) tx = (w 1 ) tt , and w 0
Furthermore, suppose ||w|| C 1 is uniformly bounded for t ∈ [0, T ), then there exists T 1 > T such that the solution can be extended to C([0, T 1 ), H k (R)). It follows that there exists a unique local solution to (1.1) on the maximal interval [0, T max ), T max ≤ ∞, in the sense that when T max is finite, either the Euclidean curvature of γ(t) tends to infinity, or
In the following, we consider the case that γ(p, t) satisfies (1.1) and each γ(p, t) is an entire graph over R. We assume that γ(p) = (x(t), u(x, t)) satisfies (1.5) with u(x, 0) = u 0 (x) and u t (x, 0) = u 1 (x), x ∈ R. The hyperbolictype affine geometric flow (1.1) reads
which describes the vibrations of an infinitely long string, with initial position u 0 and initial velocity u 1 .
Theorem 3.2. (Global solvability of the flow (1.1))
Assume that there exists a constant δ 0 > 0 such that the initial data u 0 = u(x, 0) and
where T V is the total variation in R. Then, the initial-value problem (1.1) in the form (3.5) has a global solution such that the functions u xx and u xt /u xx have bounded variation in R, uniformly in time.
It implies that the graph Equation (2.4) of the flow (1.1) is hyperbolic. Setting
Equation (2.4) can be written in the conservation laws
This is equivalent to the system
Clearly, A has two eigenvalues given by λ ± = 3q ± √ 3p 5 6 3p , while the corresponding eigenvectors are
Regarded as a function of p and q, the inner product between the gradient of λ ± and μ ± equals
Hence, the hyperbolic system under consideration is genuinely nonlinear in the sense of Lax. Therefore, we can apply the global existence theorem in LeFloch and Smoczyk [22] to derive the global solution (p, q) with bounded variation of initial values when the initial data have small bounded variation.
Finite time blow-up
In this section, we deduce lower bound for the Euclidean curvature k of the solution γ of problem (1.1). Finite time blow-up for closed curves is also investigated. 
where T is the maximal existence time for the solution γ of (1.1).
Proof. Note that the curvature satisfies (2.7), i.e.,
We can define the operator L as follows:
. a, b and c are twice continuously differentiable, d and e are continuously differentiable. A direct computation shows
Hence, the operator L defined by (4.1) is hyperbolic in the domain
Applying the maximum principle for hyperbolic equations [27] , we conclude thatk
with T 0 ≤ T , which means that the solution curve γ is convex on (ii) the curvature of the curve is discontinuous at t = T max , so the solution converges to a piecewise smooth curve.
Proof. By Proposition 2.2, for any closed curve we have
Using Cauchy-Schwartz inequality 
and L will decrease for all t ≥ t 0 . Hence, we deduce that
and L becomes zero in finite time. On the other hand, when dL dt > 0 for all t, we have If T 0 ≤ T max , where T max is the maximal existence time of the flow, then T max must equal to T 0 by the definition of T max . Therefore, the solution curve converges to a point.
It implies that L(t) cannot expand to infinity, and
If T 0 > T max , which means L(T max ) > 0. By Theorem 3.1, one has
It follows that the Euclidean curvature k must be discontinuous at T max .
Group-invariant solutions
Group-invariant solutions such as traveling waves, rotating waves, expanding and contracting self-similar solutions play important roles in the study of geometric flows, such as the curve-shortening problem, etc. [6] [7] [8] 10] . To explore properties of general solutions of nonlinear evolution equations, we need to know some group-invariant solutions. These group-invariant solutions are often used to describe blow-up scenario and long-time behavior of more general solutions. The reduced equation of flow (1.1) is a fully nonlinear hyperbolic equation. Special group-invariant solutions are helpful to understand its singularities. So, in this section, we attempt to study some group-invariant solutions and their long-time behavior.
To obtain group-invariant solutions of the flow (1.1), we need to write the flow (1.1) in terms of graph of the curves. Assume that the plane curve γ(·, t) is given locally as a graph of the form (x, u(x, t) ), the flow (1.1) is converted to a nonlinear hyperbolic Equation (1.5) . Since the equation is geometric, it must admit the affine motion as its symmetries. Furthermore, being independent of t means that it admits translation in t. The special form of (1.5) suggests that it admits a certain scaling invariance. Making use of Lie's infinitesimal criterion for symmetry [23] , after a routine computation we have the following result.
Proposition 5.1. The Lie algebra of all infinitesimal symmetries of (1.5) is spanned by
The proof of this proposition is omitted here. Note that Equations (1.5) and (1.6) are derived from the same curve flow, we can convert vector fields in Proposition (5.1) on the jet space (x, t, u, u x ) to the jet space (θ, t, h, h θ ). The support function of the curve γ is represented by h(θ) = γ(θ), (cos θ, sin θ) , where θ is the normal angle. We have h θ = −x sin θ + u cos θ. Therefore, there hold the following relations between graph and support function [8] 
and 
h).
According to the general theory for Lie symmetries, given any infinitesimal symmetry v, there usually corresponds a v-invariant solution. Two classes of affine-invariant solutions are discussed in some details in the following.
Self-similar solutions
A self-similar solution is a solution of (1.1) whose shapes change homothetically during the evolution.γ = λ(t)γ(·) is a self-similar solution if and only if
Assume that this curve is not flat, then λ(t) λ(t) 1 3 must be a non-zero constant. After a re-scaling, we may assume that the constant is 3/4 or −3/4. On the other hand, we can get the constant 3/4 from the point view of the group-invariant solution. In view of table 1, the corresponding symmetry of the self-similar solution is 3x∂ x + 3u∂ u + 2t∂ t , which is equivalent .
If we plug λ(t) λ(t)
The reduced Equations (5.1), and (5.2) are similar to the parabolic case [6] . The former one is called an expanding self-similar solution (λ expands to infinite) and the latter one is called a contracting self-similar solution (λ tends to 0 at finite time).
For Equation (5.1), a typical solution subject to the initial conditions h(0) = −α, α > 0 and h θ (0) of (5.1) is an even, convex function, which is strictly increasing in (0, θ 0 ) where θ 0 is the zero of h and h θ blows up as θ ↑ θ 0 . Then, the group-invariant solution determined by h is a convex, complete noncompact curve lying inside the wedge {(x, y) : y < |x| tan θ 0 } (see figure 1 ). Denote such curve by γ 0 (θ). The group-invariant solution is the expanding self-similar solution γ(θ, t) = t 3/2 γ 0 (θ). Now, we move to (5.2). For convenience we choose λ(t) λ(t) which can be solved explicitly for the initial conditions h(0) = α ≥ 1, h θ (0) = 0. All solutions of (5.3) are given by [α 2 cos 2 θ + α −2 sin 2 θ] 1/2 , which are the support functions of ellipses (see figure 2 ).
There is a special self-similar solution: circles, which can also be derived from the group generated by {u∂ x − x∂ u }. The corresponding group action is (x, u, t) → (x cos − u sin , u cos + x sin , t) and the group-invariants are v = u 2 + x 2 and y = t. Thus, the corresponding group-invariant solution is given by It is easy to see r < 0, which means r is a decreasing function and
(1) If the initial value r (0) > 0, r increases first, then decreases to 0 at finite time. The circles expand first, and then contract to a point in finite time.
(2) If the initial value r (0) < 0, r decreases to 0 at finite time. The circles contract to a point in finite time.
We show the graph of the radius r(t) in the following figure for r (0) > 0 and r (0) ≤ 0. Figures 3 and 4 show that the radius of circles shrinks to 0, which means circles are contracting self-similar solutions.
Hyperbolic rotational invariant solutions
In this subsection, we study the group-invariant solution corresponding to the hyperbolic rotational symmetry {u∂ x + x∂ u }. The group action is (x, u, t) → (x cosh + u sinh , u cosh + x sinh , t), and the group invariants 0 w. Following the above discussion, we know that w is strictly increasing and expands to infinite when y goes to infinite. It implies that v is strictly decreasing and expands to negative infinite when y goes to infinite. Thus, the solution does not blow up in finite time.
