Abstract: This is a list of open problems, mainly in graph theory and all with an algebraic flavour. Except for 6.1, 7.1 and 12.2 they are either folklore, or are stolen from other people.
Triangle-free Strongly Regular Graphs
A graph is strongly regular if it is not complete or empty and the number of common neighbours of two vertices is determined by whether they are equal, adjacent or neither equal nor adjacent. An (n, k; a, c) strongly regular graph is a k-regular graph on n vertices such that any pair of adjacent vertices has exactly a common neighbours while a pair of distinct non-adjacent vertices has exactly c common neighbours. We are concerned with strongly regular graphs with no triangles, i.e., with a = 0. Any Moore graph with diameter two is an example.
Three have already appeared-the cycle on five vertices, the Petersen graph and the Hoffman-Singleton graph-but only four more are known. We describe them. The first is the Clebsch graph, which we build from Petersen's graph.
We may view the vertices of the Petersen graph as the unordered pairs from the set F := {0, 1, 2, 3, 4}, where two unordered pairs are adjacent if and only if they are disjoint. It is not hard to show that the maximum size of an independent set in Petersen's graph is four, and that any such set consists of the four pairs containing a given point from our F . Let S i be the independent set formed of the four pairs containing i. Now construct a graph C as follows.
If P denotes the vertex set of the Petersen graph, vertex set of C is
∞, F, P.
The vertex ∞ is adjacent to each of the points of F and the vertex i in F is adjacent to all vertices in S i . Thus C is a 5-regular triangle-free graph on 16 vertices, and it is not difficult to show that it is strongly regular.
The Higman-Sims graph is also very easy to construct. Let W 22 be the Witt design on 23 points. This is a 3-(22, 6, 1) design with 77 blocks. Let V be the point set of W 22 and let B be its block set. The vertex set of the Higman-Sims graph is the set
The adjacencies are as follows. The vertex ∞ is adjacent to all vertices in V and each block is adjacent to the six points in V which lie in it, and to all the blocks in B which are disjoint from it. With some effort it can be shown that this is a (100, 22; 0, 6) strongly regular graph. standard results on quasi-symmetric designs.) The 21 blocks in W 22 containing a given point form an incidence structure isomorphic to the projective plane of order four. The remaining 56 blocks form another quasi-symmetric design and the complement of its block graph is a (56, 10; 0, 2) strongly regular graph, known as the Gewirtz graph. Now we have seen seven triangle-free strongly regular graphs, which leads naturally to the question for this section.
Problem. Is there an eighth triangle-free strongly regular graph?
Biggs [*REFE* : Section 4.6]] shows that if a (n, k; 0, c) strongly regular graph exists and c / ∈ {2, 4, 6} then k is bounded by a function of c. This bounds n too, since
The smallest open case appears to be the existence of a strongly regular graph with parameters (162, 21; 0, 3).
Triangle-free strongly regular graphs are of interest in knot theory. For more information about the connection see, e.g., Jaeger [*REFE* ]. Unfortunately for the knot theorists the strongly regular graphs they need must not only be triangle-free, they should also be "formally self this extra condition does imply that the set of vertices at distance two from a fixed vertex must also be a strongly regular graph. The Higman-Sims graph is formally self-dual.
Equiangular Lines
A set of lines through the origin in R n is equiangular if the angle between any two lines is the same. Our general problem is to determine the maximum size of a set of equiangular lines in R m . The diagonals of the icosahedron provide a set of six equiangular lines in R 3 .
Let L be a set of equiangular lines in R m and let x 1 , . . . , x m be a set of unit vectors such that x i spans the i-th line of L. Let U be the matrix with i-column equal to x i and let γ denote |x
where S is a symmetric matrix with all diagonal entries equal to zero, all off-diagonal entries equal to 1 or −1, rank m and least eigenvalue −γ. Since S is an integer matrix this implies that γ is an algebraic integer. Further, if γ is not rational then its multiplicity n − m can be at most n/2. Thus γ must be rational if n > 2m. Since the only rational algebraic integers are the plain old-fashioned integers, we deduce that if n > 2m then γ is an integer. In fact γ must be an odd integer, as we now show. To see this let A be . The mapping (A, B) → tr AB is an inner product on this space and the Gram matrix of X 1 , . . . , X n with respect to this inner product is
Since λ < 1 this is the sum of a positive definite and a positive semidefinite matrix. Hence it is positive definite and therefore invertible. Consequently the matrices X 1 , . . . , X n are linearly independent and therefore n ≤ Hence there are constants c i such that
0, otherwise and therefore (3.1) yields that
Thus c i = (1 − mλ)/(1 − λ) and taking the trace of both sides of (3.1) yields that
Substituting n = bound is not even asymptotically correct.
Two-graphs
There is another bound on sets of equiangular lines. Consider the matrix S above. Its least eigenvalue is −γ, and this eigenvalue has multiplicity n − m. Let θ 1 , . . . , θ m be its remaining eigenvalues. Since tr S = 0,
and, since tr S 2 = n(n − 1),
These two equations imply that
If equality holds then the eigenvalues
We also obtain the following. 
, if equality holds then S has exactly two distinct eigenvalues.
A set of n equiangular lines such that S has only two eigenvalues is the same thing as a regular two-graph on n vertices. Note that an equiangular set of If S has only two eigenvalues then
for some α and β. Since tr S = 0 and tr S 2 = n(n − 1), taking the trace of (4.1) yields that
If, as we may assume, S has the form
From (4.2) we deduce that
is the adjacency matrix of a strongly regular graph on n − 1 vertices. Such a graph must have k = 2c and, conversely, any strongly regular graph with k = 2c on n − 1 vertices determines a regular two-graph on n vertices.
Two surveys on regular two-graphs appear in [*REFE* ]. We mention one question.
Problem. Is there a regular two-graph on 76 or 96 vertices?

Hamilton Cycles
We consider the existence of Hamilton cycles in vertex transitive graphs. Ignoring Let P denote the Petersen graph and suppose that C is a cycle of length ten in it.
Then the edges not in C form a perfect matching in P and the vertices in the line graph of P corresponding to the edges of C induce a cycle of length ten. Thus P has a Hamilton cycle if and only if there is an induced copy of C 10 in L(P ). For any graph X let θ i (X) denote the i-th largest eigenvalue of the adjacency matrix of X. By interlacing [*REFE* : Theorem 5.
Since θ 7 (C 10 ) > θ 7 (L(P )), the Petersen graph cannot have a Hamilton cycle.
The only problem with this argument is that there seems to be no other interesting case where it works. It fails on the remaining three vertex-transitive graphs with no Hamilton cycles. It would be very interesting to find a modification of this technique which could be used to show that Coxeter's graph has no Hamilton cycle.
The Matchings Polynomial
Let p(X, k) denote the number of k-matchings in the graph X, i.e., the number of matchings with exactly k edges. If X has n vertices then its matchings polynomial of X is defined to be
It is known that the zeros of µ(X, x) are all real [*REFE* : Corollary 6. 
Characterising Line Graphs
If X is a line graph then the least eigenvalue of its adjacency matrix A(X) is at least −2. Cameron, Goethals, Seidel and Shult proved a converse to this, which we want to discuss. is determined by Ramsey theory, which means that it is only finite in a fairly technical sense :-) .)
Problem. Is there a classification of the graphs X with θ min (X) > −1 − √ 2, analogous to that of the graphs with least eigenvalue at least −2?
Let θ 2 (X) denote the second-largest eigenvalue of X. Then for the complement X of X we have X has a well-determined structure. This result is very interesting, but it still makes use of Ramsey theory and requires a lower bound on the minimum valency of X.
(This follows because we obtain A(X) by adding the matrix J, with rank one, to −I − A(X).) Hence if
θ min (X) > −1 − √ 2 then θ 2 (X) < √ 2.
Shannon Capacity
The We denote the strong product of n copies of X by X (n) . Let α(X) denote the maximum number of vertices in an independent set in X. It is not hard to show that, for any graphs X and Y we have
and from this it follows by Fekete's lemma (see Lemma 11.6 in [*REFE* ]) that the limit 
Problem. What is the Shannon capacity of C 7 ?
Perfect Codes
The ball of radius m about a vertex v in a graph X is the set of all vertices in X at distance at most m from v. If C is a subset of V (X), the packing radius of C is maximum integer e such that the balls of radius e about the vertices in C are pairwise disjoint. An e-code in X is a subset with packing radius at least e and an e-code is perfect if the balls of radius e about its vertices partition V (X). The Hamming graph H(n, q) has the set of all sequences of length n from {0, . . . , q − 1} as its vertices, with two sequences adjacent if they agree on all but one coordinate. If X is the Hamming graph, e-codes and perfect 
Problem. Is there a perfect code with more than two vertices in a Johnson graph?
The strongest result is due to Roos [*REFE* ], who proved that if there is a perfect code in J(v, k) with packing radius e then v ≤ 2e + 1 e (k − 1).
Hammond [*REFE* ] proved that there are no perfect codes in J (2v+1, v) and J(2v+2, v).
Perfect codes in other classes of distance regular graphs can also be very interesting.
Perfect codes in the Hamming graphs H(n, q) are part of classical coding theory-if e ≥ 3 and q is a prime power then the only perfect codes are binary and ternary Golay codes. Hence these codes will not be easy to find. Smith [*REFE* ] has proved that there are no perfect 4-codes in the odd graphs. Perhaps it can be proved that there are no perfect e-codes in the odd graphs for e sufficiently large (ideally for e ≥ 2).
Of course we should not forget that there may be interesting classes of codes which are not perfect. Completely regular codes (see Chapter 11 in [*REFE* ]) provide one example.
p-Ranks
Let H v (k, ) be the 01-matrix with rows and columns respectively indexed by the k-and There is a so-called q-analog of this problem. Consider the incidence structure formed by the k-and -subspaces of a v-dimensional vector space over the field with q elements (where a k-space is incident with the -spaces which contain it). Then it is natural to 
Problem. What is the p-rank for the incidence matrix of k-spaces versus -spaces of a v-dimensional vector space over a field of order p
r ?
Homomorphisms
Let X and Y be graphs 
Problem. For which pairs (X, Y ) of Kneser graphs is there a homomorphism from X to Y ?
Stahl [*REFE* : Section 2] proved that if v > 2k there is a homomorphism from
i.e., the chromatic number of K(v, k) is at most v − 2k + 2. Lovász [*REFE* ] proved that equality holds here, from which it follows that if v − 2k > v − 2k then there is Let X be a graph and let M be the matrix whose columns are the characteristic vectors of the maximal independent subsets of V (X). The value of the linear program
is the fractional chromatic number of X. We denote it by χ * (X). Note that χ(X) is the value of the 01-integer program obtained from this LP (by requiring the entries of x to be 0 or 1), and that this is also the value obtained if we require that x be an integer vector.
Perles observed that if there is homomorphism from
is not hard to show that if X is vertex transitive then χ * (X) = |V (X)|/α(X), whence Dennis Stanton has raised the following problem. Let K q (v, k) be the graph whose vertices are k-subspaces of the n-dimensional vector space over GF (q), with two subspaces adjacent if and only if their intersection is zero. What is the chromatic number of K q (v, k)?
Clearly we are only interested in the case where n ≥ 2k. When q = 1 the graph K q (v, k) reduces to the Kneser graph K(v, k).
Remark: I am indebted to Pavol Hell, who has had to explain much of the above material to me on more than one occasion. I hope I have it right by now.
Compact Graphs
Let G be a graph with adjacency matrix A and let Γ be the set of all permutation matrices which commute with A. (Thus Γ is isomorphic to Aut(G).) By S(A) we denote the set of all doubly stochastic matrices which commute with A. Then S(A) is is the set of all matrices X such that
and therefore it is a convex polytope. We call G compact if S(A) is equal to the convex hull of Γ or, equivalently, if the extreme points of S(A) are all permutation matrices. The following problem is raised implicitly by Tinhofer at the end of [*REFE* ].
Problem. Is there a good characterisation of compact graphs?
Tinhofer [*REFE* , *REFE* ] has proved a number of results concerning compact graphs. In particular he has shown that trees and cycles are compact, and that the disjoint union of isomorphic compact graphs is compact. It is an easy observation that a compact regular graph must be vertex transitive. The converse to this is false-in [*REFE* ] it is noted that the line graph of the complete graph K n is not compact, at least when n ≥ 7, and that the automorphism group of a compact regular graph is a multiplicity-free permutation group with rank equal to to the number of distinct eigenvalues of G. Schreck it is shown that each equitable partition π of G determines an idempotent element X π of S(A).
Problem. Is S(A) generated (as a semigroup) by the convex hull of Γ and matrices X π , where π is equitable?
A compact graph G has the property that the cells of any equitable partition are the orbits of some group of automorphisms of G. It is not clear if the converse is true. If false then the answer to the previous problem is no.
Edge-difference Polynomials
Let G be a graph with vertex set V = {1, . . . , n} and edge set E. Define the edge-difference polynomial p G by p G (x 1 , . . . , x n ) = (i,j)∈E, i<j
The zero set of this polynomial is a set of |E| hyperplanes through the origin in R n . The number of regions into which R n is divided by these hyperplanes is equal to the absolute value of the chromatic polynomial of G, evaluated at −1. Note that p G is actually a function on oriented graphs, but changing the orientation leads at worst to a change in sign. If we expand p G as a sum of monomials then the number of terms in the result equals the number of orientations of G and each term has degree |E|. Now let U(n, k) denote the set of all vectors in R n which have k entries equal, and let V (n, k) denote the set of all vectors with at most k − 1 distinct entries. We have the following obvious result.
Lemma. The graph G has independence number less than k if and only if p G is zero on U(n, k). Further, the chromatic number of G is at least k if and only p G is zero on V (n, k).
This suggests that we should be able to obtain information about the independence and chromatic numbers of G by analysing p G but, it seems fair to say, no great progress has been made in this direction yet.
Lovász [*REFE* ] proves that the ideal of polynomials which vanish on V (n, k) is generated by the polynomials p H , where H is any graph on V (G) consisting of a k-clique and n − k isolated vertices. He also shows that χ(G) ≥ k if and only if we can write p G in the form
where each H i is a graph on V (G) containing a k-clique. We mention one problem, raised in both [*REFE* ] and [*REFE* ].
Question. Is there a sequence of graphs G i such that the minimum possible number of terms in the above expansion increases exponentially?
Analogous results holds for the independence number, see [*REFE* , *REFE* , *REFE* ]. De Loera [*REFE* ] shows that certain natural bases for the ideals of polynomials vanishing on U (n, k) and V (n, k) are Gröbner bases, which means that there is an effective algorithm for testing whether p G lies in one of these ideals.
