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Abstract— Convolutional neural networks (CNNs) for 3-D data
analyses require a large size of memory and fast computa-
tion power, making real-time applications difficult. This article
proposes a novel OctreeNet (a sparse 3-D CNN) to analyze
the sparse 3-D laser scanning data gathered from outdoor
environments. It uses a collection of shallow octrees for 3-D
scene representation to reduce the memory footprint of 3-D-CNNs
and performs point cloud classification on every single octree.
Furthermore, the smallest non-trivial and non-overlapped kernel
(SNNK) implements convolution directly on the octree structure
to reduce dense 3-D convolutions to matrix operations at sparse
locations. The proposed neural network implements a depth-
first search algorithm for real-time predictions. A conditional
random field model is utilized for learning global semantic
relationships and refining point cloud classification results. Two
public data sets (Semantic3D.net and Oakland) are selected to test
the classification performance in outdoor scenes with different
spatial sparsity. The experiments and benchmark test results
show that the proposed approach can be effectively used in real-
time 3-D laser data analyses.
Note to Practitioners—This article was motivated by the limi-
tations of existing deep learning technologies for analyzing 3-D
laser scanning data. This technology enables robots to infer what
the surroundings are, which is closely linked to semantic mapping
and navigation tasks. Previous deep neural networks have seldom
been used in robotic systems since they require a large amount
of memory and fast computation power to apply dense 3-D
operations. This article presents a sparse 3-D-Convolutional
neural network (CNN) for real-time point cloud classification
by exploiting the sparsity of 3-D data. This framework requires
no GPUs. The practicality of the proposed method is verified
on data sets gathered from different platforms and sensors. The
proposed network can be adopted for other classification tasks
with laser sensors.
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I. INTRODUCTION
POINT cloud classification is a challenging task that hasattracted great attention in the areas of computer vision
and robotics. Given a point cloud captured by a laser scanner,
the goal of classification is to assign one of the pre-defined
class labels to each point in the cloud. This classification
ability enables robots to build a high-level model of the
environment for their localization and navigation tasks [1].
With the rapid development of laser sensors, millions of points
can be acquired within a second. This has led to increasing
demand for data analysis algorithms that can be implemented
in real-time.
Convolutional neural networks (CNNs) have been deployed
for analyzing 3-D data in various tasks, such as classifica-
tion [2], object detection, [3], [4] and semantic segmentation
[5], [6]. When applying CNNs in 3-D, we have to deal with
two main difficulties. The first one is data representation of an
unorganized 3-D point cloud that is a set of scattered points in
3-D space, without a regular structure. The second difficulty
comes from the computational complexity that grows cubically
with the size of 3-D data. Consequently, existing 3-D networks
do not comply with the speed requirement in real-time robotic
applications, even with GPU acceleration.
One important property of 3-D point clouds is spatial
sparsity, which could be used to reduce the computational
and memory requirements. Graham used a sparse represen-
tation and corresponding algorithms to dramatically decrease
memory usage and increase the speed of 3-D operations if
the density of 3-D data is below 10% [7]. Following this
idea, the octree, a popular sparse representation of 3-D data,
is introduced to reduce the memory footprint of 3-D-CNNs
and an efficient data accessing algorithm is presented to speed
up 3-D operations [5]. However, to our knowledge, limited
research has been conducted in order to leverage the sparsity
of 3-D data to improve the efficiency of 3-D-CNNs.
To fully exploit the sparsity of 3-D data, we propose a novel
OctreeNet for real-time point cloud classification, which is a
sparse CNN based on the octree. The octree forest is used
to represent 3-D point clouds and OctreeNet is adopted to
perform classification on every single octree. This leads to
an efficient parallel implementation framework of inference.
A conditional random field (CRF) model is used to impose
spatial consistency on the coarse classification results of our
OctreeNet.
The key component of our OctreeNet is the smallest non-
trivial and non-overlapped kernel (SNNK), which enables
sparse convolutions to be performed directly on the octree
structure. Moreover, an inference algorithm is presented to
reduce the dense 3-D operations into small matrix operations
through a depth-first search. The efficiency of our OctreeNet
is demonstrated on two public outdoor data sets with different
point density. Qualitative and quantitative evaluations against
state-of-the-art methods are conducted in terms of both accu-
racy and efficiency.
The rest of this article is organized as follows. Section II
presents related studies on point cloud classification.
Section III describes our OctreeNet and corresponding algo-
rithms that could speed up the computations of CNNs for 3-D
data analyses. Experimental results are given in Section IV to
verify the performance of the proposed method in analyzing
the sparse 3-D laser scanning data. Finally, a brief conclusion
and future study are given in Section V.
II. RELATED WORK
A common paradigm in most previous studies for point-wise
labeling problem includes: 1) handcrafted feature extraction;
2) a discriminative classifier; and 3) a graphical model for label
refinement [9], [10], [11]. Under this paradigm, it is critical
to design appropriate feature representations to capture the
geometric properties at each point of the cloud.
Several features of outdoor scenes have been presented for
different purposes. In [9], the spectral features were computed
to capture the scatter-ness, linear-ness, and surface-ness of the
local geometry. To identify crease edges and occlusion bound-
aries, Hackel et al. [8] augmented the spectral feature set with
the first and second-order moments of the point neighborhood
around the eigenvectors. Fast point feature histograms (FPFH)
was used in [11] to describe the geometric relationships
between a point and its neighbors in terms of distance and
normal vector orientations. Himmelsbach et al. [12] combined
point level features (similar to the spectral features) and object-
level features (like object volume) to classify the segmented
objects in the cloud. However, it is a non-trivial task to find
the optimal feature combination for a specific problem.
For real-time 3-D data analyses, the 3-D nearest-neighbor
searching operation is the main bottleneck of feature-based
methods. A scrolling grid representation and the scanning
algorithm were proposed to speed up the range search opera-
tion by reusing previously computed data [13]. Hu et al. [10]
used a collection of pillars, blocks, and voxels as 3-D data
representation to improve the speed of long-range queries. The
point cloud was down-sampled to a multi-scale pyramid and an
approximate neighborhood was constructed at different scales
to speed up the feature computation [8].
Besides, the inference may be significantly slowed down
when global contextual information is considered. Considering
that the time cost of a graphical model is relative to the
number of nodes in the graph, Munoz et al. [9] speeded up the
inference by using segments as the nodes instead of the raw
3-D points. To avoid the use of expensive graphical models,
Hu et al. [10] proposed an iterative inference procedure over
a hierarchical segmentation of the point cloud.
Recently, deep learning technology has been applied for
3-D data analyses. A hierarchical feature learning framework
was proposed in [15] for a point-wise labeling problem, which
can directly deploy raw 3-D points to capture local structures.
Tchapmi et al. [6] combined a fully CNN (FCN) with a CRF
model via Trilinear Interpolation to output fine-grained point-
level predictions. The SqueezeSegV2 model was proposed
in [16] for road-object segmentation from 3-D LiDAR point
clouds.
As 3-D-CNNs require fast computers and a large scale
of memory, they have not widely used for robotic systems.
To avoid exhaustive dense convolution in 3-D space, several
researchers projected 3-D point clouds into 2-D images and
then leveraging the highly engineered CNN structures to
perform image classification [17], [18]. During the generation
of 2-D images, only a few properties of 3-D points (such as
depth and normal) were used and most of the 3-D geometric
information was lost. Consequently, these approaches often
required additional color information for classification.
Motivated by the idea of sparse matrices, Graham pre-
sented a sparse representation of 3-D data and corresponding
algorithms to convert 3-D convolutions to matrix operations
at sparse feature locations [7]. Unfortunately, the sparsity
decreased after each convolutional layer and the number of
required operations for deeper layers kept growing. To deal
with this problem, an L1-regularization was used on the
filter activations in [4] and the submanifold convolution was
proposed in [19] restricting outputs only to the set of active
inputs. Another way to speed up convolution on sparse data
is presented in [20], where convolution is performed in the
permutohedral lattice space. The kernels were viewed as a
high dimensional linear filter and only convolved at sparsely
populated lattice points. Ren et al. [21] proposed a tiling-
based sparse convolution algorithm for fast inference. They
reduced computation in the high-resolution main network by
using masks from a priori problem knowledge or a low-cost
network.
To improve the computational efficiency, Wang et al. [22]
designed an octree data structure to store the octant infor-
mation and CNN features into the graphics memory and
executed an entire network on the GPU. In [23], the voxel
block octree was proposed as the data structure for sur-
face prediction to facilitate high-resolution outputs. Similarly,
Tatarchenko et al. [24] proposed a convolutional decoder
based on octrees to represent high-resolution outputs with a
limited memory budget. Riegler et al. [5] proposed a hybrid
grid-octree data structure to reduce the memory requirement
of 3-D-CNNs and presented efficient data accessing algorithms
to improve the speed of dense 3-D operations. These studies
share the idea of using the octree data structure to save
memories. In contrast, our method is focused on exploiting the
sparsity of 3-D data to speed up the 3-D network operations.
III. OCTREENET
Unlike 2-D images, a 3-D point cloud is a set of scattered
points in space, which is not a suitable input to CNNs. Simple
voxelization strategy may provide regular 3-D grids, but the
memory usage would increase significantly. Thus, we restrict
our attention to a popular space partitioning structure, octree,
for 3-D data representation to reduce the memory footprint of
3-D-CNNs.
As we know, performing CNN operations directly on an
octree structure is not efficient. Convolutions often require
frequent access to the neighboring elements. Accessing an
arbitrary element in the standard implementation of the
octree requires a traversal from the root to the desired node,
which imposes an increased cost for deep octrees. Besides,
3-D-CNNs are time-consuming in nature. Applying a single
convolutional layer with stride s on an N × N × N grid,
we would need to apply it (N /s) more times than in the 2-D
case. To extend a whole model in 3-D would be trillions of
operations, which is unacceptable for robotic systems with
limited computing capacity and memory.
To tackle these challenges, we introduce the octree forest as
3-D data representation to form a novel sparse CNN, namely
OctreeNet. Our OctreeNet converts dense convolutions to
matrix operations at sparse locations and the classification
results can be carried out through a depth-first search
algorithm.
A. Octree Forest
As mentioned above, the data-accessing problem in the
octree data structure is worsening as the tree depth increases.
Therefore, instead of representing the entire 3-D point cloud
with a single deep octree, we adopt the octree forest, a col-
lection of shallow octrees, for data representation as shown in
Fig. 1(c). More specifically, we coarsely partition the entire
3-D space into cube-shaped local regions. Only the occupied
local regions are stored. Each of them is represented by a
shallow octree with a small fixed depth (we use depth = 5 in
our experiments). These shallow octrees are indexed based on
their global locations and stored in a hash table. We can loop
over these octrees and retrieve the voxels within them.
With the octree forest structure in Fig. 1, we could use
3-D-CNNs to learn global features for classification if we feed
an entire scene into the network. This makes the computational
complexity unacceptable as we have to perform all operations
on a large-scale 3-D space. To reduce time costs, we first
utilize 3-D-CNNs to extract local semantic information within
a cube-shaped region (represented by a shallow octree in the
forest) of the scene and classify on each region independently.
This provides a coarse prediction since global relationships
among different regions are ignored. Then, we introduce a
CRF model to learn global semantic information and refine
the output. This strategy has the following benefits.
1) Applying CNN operations on a local region is much
faster as the input size becomes smaller and all required
data are restricted within a single shallow octree.
2) Treating regions separately for a parallel implementation
of inference.
3) Sufficient samples are obtained to train a deep network.
Fig. 1. Illustration of the octree forest representation of a point cloud.
The 3-D space is first partitioned into cube-shaped regions and only the
occupied regions are stored. An occupied region is represented by a shallow
octree and indexed by its global location. To retrieve a voxel in the octree
forest, we need to search within the octree where the desired voxel lies. The
red lines show a traversal path to the desired voxel. (a) Space partitioning.
(b) Occupied regions. (c) Octree forest structure.
B. Smallest Non-Trivial and Non-Overlapped Kernel
Convolution is the most important operation in modern
networks but also the most expensive. Simply extending the
widely used convolution with a 3 × 3 kernel to 3-D would
significantly increase the computational cost. Considering that
3-D data is sparse in nature, Graham [7] proposed to use
the smallest non-trivial kernel (kernel size = 2) to perform
sparse 3-D convolutions for speedup. Motivated by this arti-
cle, we present the SNNK (stride = kernel size) to enable
convolutions to be computed directly on the octree structure.
Data Accessing: Let Ti, j,k denote the value of a 3-D tensor
T at the location (i , j , k). Formally, convolving a 3-D tensor
T with a 3-D kernel W ∈ RL×M×N can be written as follows:
Hi, j,k = (T ∗ W )i, j,k =
L−1∑
l=0
M−1∑
m=0
N−1∑
n=0
Tiˆ, jˆ ,kˆ · Wl,m,n (1)
where iˆ = i + l − L/2, jˆ = j + m−M/2, kˆ = k + n−N/2.
To compute a single element in H , we need to retrieve
L × M × N elements in T . For the typical convolution with
kernel size = 3 and stride = 1, the number of required
elements is (3)3. Unfortunately, those elements are located
on different branches of an octree and we have to traverse
the octree four times to access them, as shown in Fig. 2(a).
This top-down traversal is a time-consuming operation for the
octree structure. Since convolution requires frequent access to
the neighboring elements, convolving with the typical kernel
on the octree structure is less efficient.
To access data quickly, we let kernel size = stride = 2 in
SNNK. Hence, convolution with SNNK becomes
Hi, j,k =
1∑
l=0
1∑
m=0
1∑
n=0
T2i+l,2 j+m,2k+n · Wl,m,n (2)
where H ∈ RP×Q×S and T ∈ R2P×2Q×2S . The (2)3 elements
required in (2) come from the same parent in an octree.
Fig. 2. Comparison of the required data (red color) in the calculation
of (a) convolution with a typical kernel (kernel size = 3, stride = 1) and
(b) convolution with SNNK. In (a) we have to traverse the octree four times
to get the required data. In contrast, all required data lie in the same branch
of an octree in (b). To access them, only a single traversal of the octree
is needed. This can reduce the computational cost since the convolution
operation requires frequent data access.
To access them, only one traversal is needed [see Fig. 2(b)].
This could save us 3/4 of time for data accessing.
Naïve Implementation: The naive implementation of convo-
lution with SNNK is as follows. Let t(i, j,k) denote a vector
that contains the eight required elements in (2) and reshape
W to a 1-D vector w. The vectorization of (2) is
Hi, j,k = tT(i, j,k) · w. (3)
As kernel size = stride = 2, each t(i, j,k) does not overlap and
all t(i, j,k) cover every single element in T . So, we define a
function ten2vec to map from a 3-D tensor T ∈ RN×N×N to
a matrix T˜
ten2vec : T˜p = tT(i, j,k) = sequence
(i¯, j¯ ,k¯)∈[i·s, j ·s,k·s]
(Ti¯, j¯ ,k¯) (4)
where p = i · (N/s)2 + j · (N/s) + k, (s3) is the size of
each small input block. sequenceis a function that converts its
input into a vector and [i, j, k] denotes a set of locations of
elements in an input block. Similarly, the reverse mapping is
given by
vec2ten : Ti¯, j¯ ,k¯ = desequence(T˜p) (5)
where desequence is the reverse function of the sequence.
With the two functions defined above, convolution with
SNNK can be written as follows:
H = vec2ten(ten2vec(T ) · w) (6)
where s = 2 in ten2vec and s = 1 in vec2ten.
Sparse implementation: The above implementation is time-
consuming since T˜ is very large. Following the definition of an
active vector in [7], we define a vector to be active: 1) if it is
a non-zero vector for the input layer or 2) if any vector in the
layer below from which it receives input is active. As T˜ has
a few active vectors, we divide T˜ into active and non-active
parts
T˜ = {T˜act, T˜non}. (7)
Fig. 3. Illustration of unfolding convolution with SNNK. If the eight elements
in a grid are labeled as (a), then convolution with SNNK can be unfolded as
(b). In the structure of the unfolded convolution, one node is linked to eight
child nodes, which is consistent with the structure of an octree as shown
in Fig. 1. There exists a one-to-one correspondence between each node in
(b) and each node in an octree, indicating that the convolution operation with
SNNK could be performed directly on the octree structure.
All non-active vector in T˜ are the same and the shared
output can be pre-computed. As outputs corresponding to
active vectors need to be computed at runtime, operations in
(6) are only applied on the active part of T˜ . This can reduce
the computational cost of 3-D convolution since the size of
T˜act is relatively small.
Furthermore, it is straightforward to find active vectors in
the octree structure. Fig. 3 shows the unfolded version of
convolution with SNNK. The structure of a vector t with eight
elements is consistent with the structure of a node comprising
eight children in an octree. Under our definitions, an active
vector indicates that the corresponding space is occupied while
a non-active vector stands for the unoccupied area. Hence,
each active vector can be interpreted as a non-leaf node in the
octree structure and the eight elements in the vector correspond
to the eight children of the node. The vector is active if and
only if the corresponding non-leaf node in the octree does
exist. Suppose that the depth of an octree is Dtree. To compute
the output of the i th convolutional layer, we only have to
accomplish.
1) To initialize H with the pre-computed value.
2) To search for all non-leaf nodes with depth (Dtree − i)
in the octree and construct T˜act.
3) To update the active elements in H using T˜act · w.
C. Overall Architecture
Our OctreeNet structure is summarized in Fig. 4, which has
two parts: convolution network and deconvolution network.
More specifically, a convolution network is a feature extractor
that transforms the input grid into different-level feature repre-
sentations. High-level features capture global shape informa-
tion in a point cloud, whereas low-level features correspond
to details, such as edges and corners. Our deconvolution
network is a hierarchical classifier that handles classification
results according to different levels of features learned by the
convolution network. Its final output is a dense score map
with the same size as the input grid. The score map represents
the probability of each voxel that assigned to one of the pre-
defined classes.
Fig. 4. Overall architecture of OctreeNet. Our network is composed of two parts: a convolution network for different-level feature extraction and a deconvolution
network as a hierarchical inference procedure that fuses score maps from high level and detailed feature maps from low level. (size, chn) denotes the spatial
size and the number of channels of each feature map and score map. The downsampling/upsampling is achieved by convolving/deconvolving with SNNK
(kernel size = 2, stride = 2).
Our convolution network involves a series of conv-blocks
to learn features from different levels. The i th conv-block
computes feature maps fi from the input data through a
convolution layer, a batch normalization layer and a rectified
linear unit layer. The convolution layer is applied with SNNK.
Since the spatial size has been reduced after convolving with
SNNK, no pooling layer is used in our OctreeNet. The number
of channels starts with 32 in the conv-block furthest from the
output and increases by 32 at each subsequent block.
Motivated by [25], we introduce the deconvolution network
as a hierarchical classifier for label prediction. The output of
the top convolution layer is a score map that indicates which
object is contained in the grid. Our deconvolution network
leverages this high-level score map and features from lower
levels to form a hierarchical inference procedure. Assuming
that fi , si are feature maps and score maps at level i . The
mathematic operation of a deconv-block can be written as
follows:
si = DC(si+1) + C( fi ) (8)
where dc denotes a deconvolution operation that enlarges a
previous score map to a finer one, and C is a convolution
operation that transforms a feature map into a class-specific
score map. Deconvolution operation is also applied with
SNNK while the convolution operation is performed with a
1 × 1 × 1 kernel.
D. Inference Algorithm Based on Octree Searching
One key contribution of this article is to show that the
inference of OctreeNet can be carried out through a depth-first
search algorithm. Dense 3-D operations in a neural network are
simplified to matrix operations and directly performed on the
octree structure in a depth-first search of the octree, improving
the computational efficiency when the input data is sparse.
The mathematic operation of a conv-block can be written
by
fi = relu(BN(C(T ))) (9)
where C denotes the convolution operation with SNNK, BN
is the batch normalization operation and relu is the rectified
linear unit operation. First, convolutions with SNNK can
be sparsely computed through an octree searching approach,
as suggested in Section III-B. According to [26], BN(T ) is
computed by
Y = BN(T ) = γ · Tˆ + β
Tˆ = (T − μ)/
√
σ 2 + ε (10)
where μ and σ 2 denote the expectation and variance of T , γ ,
and β are learned parameters and ε is an error term.
Because all operations in (10) are element-wise, BN(T ) can
be applied for every element separately. Since relu is also an
element-wise operation, the output of i th conv-block can be
computed as follows.
1) Initialize fi with the pre-computed values.
2) Search for all non-leaf nodes with depth (Dtree − i) in
the octree and construct T˜act.
3) Compute Ttemp by relu(γ (T˜act · w−μ)/(σ 2+ε)1/2+β).
4) Update the active parts of fi with Ttemp.
As our convolutional network is a stack of conv-blocks,
the above approach can be computed several times for the final
output. However, it involves several non-leaf nodes’ searching
which is time-consuming. The vector comprising its output
Hi, j,k in the next conv-block is an active vector if t is an
active vector in the current conv-block. This suggests that the
output of a conv-block can be used to initialize the input of
the next conv-block.
As mentioned above, there is a one-to-one correspondence
between the structure of convolution with SNNK and the
Algorithm 1 Octree Searching For CNN
Input: an octree node N and its depth d
1: N .feature ← getPrecomputedFeature(d)
2: w ← getConvolutionParameterOfCB(d)
3: μ, σ, γ, β ← getBNParameterOfCB (d)
4: if N is NULL then
5: return pre-computed feature map N .feature
6: end if
7: for i = 0 to 8 do
8: t[i ]← OctreeSearchingForCNN(N .children[i ], d+1)
9: end for
10: C ← tT · w
11: Cˆ ← (C − μ)/√σ 2 + ε
12: B N ← γ · Cˆ + β
13: N .feature ← relu(BN)
14: return current feature map N .feature
Algorithm 2 Octree Searching For DeCNN
Input: an octree node N and its depth d
1: wd ← getDeconvolutionParameterOfDCB (d)
2: wd , b ← getConvolutionParameterOfDCB (d)
3: Sparent ← N .score_map·wTd
4: for i = 0 to 8 do
5: if N .children[i ] is not NULL then
6: Schild ← (N .children[i ].feature)T · wc + b
7: N .children[i ]. score_map ← Sparent[i ] +Schild
8: OctreeSearchingForDeCNN(N .children[i ], d+1)
9: end if
10: end for
structure of an octree. Then, in the octree structure, if a node is
used for the calculation of the i th conv-block, its parent is just
the non-leaf node we are searching for the next conv-block (see
Fig. 5). Thus, we can get active vectors for all conv-blocks by
searching the octree once. Finally, our convolutional network
can be implemented using Algorithm 1.
Similarly, our deconvolution network can be computed
through another depth-first search of an octree, that is
H = vec2ten(ten2vec(T ) · wT ) (11)
with s = 1 and s = 2 for ten2vec and vec2ten, respectively.
This is a transposed version of convolution and can be
computed in the same way. Besides, the 1×1×1 convolution
in our deconv-block is treated as element-wise multiplication
operation. Therefore, our deconvolution network can be imple-
mented by using Algorithm 2.
IV. EXPERIMENTS
To demonstrate the effectiveness of our OctreeNet, we test
it on two public data sets of outdoor scenes with different
point densities. Our approach is evaluated against several
existing state-of-the-art methods in terms of both accuracy
and efficiency. We compare time costs and memory usages of
our network implemented under GPU and CPU environments.
A qualitative comparison among different methods is also
presented in this section.
Fig. 5. Illustration of the similar hierarchical structures of convolution
network and the octree. f0 is the 3-D voxel input and s denotes the stride
used in convolution. Red arrows show a deep-first search of the octree. There
is a one-to-one correspondence between each element in fi and each node
with depth (5−i) in the octree. The calculation of the convolution network
is a bottom-up approach, so the output can be computed through a deep-first
search of the octree. This can reduce both computational and memory costs
according to the sparsity of each fi .
A. Training
Our network is trained in two phases. First, we train the
convolution network to learn robust feature representations
of 3-D shapes. Especially, a sigmoid layer is added after the
top convolution layer to predict which object is contained in
the local region. This is a multi-label problem since different
objects may occur in the same local region. The cross-entropy
loss function is given by
L = − 1
N
N∑
n=1
(yn log yˆn + (1 − yn) log(1 − yˆn)) (12)
where yn and yˆn denote the ground-truth and predictions for
the nth training sample.
Then, we fix parameters in the convolution network and
train the deconvolution network in a similar way. Fig. 6 shows
the loss curves of the above two training phases. With batch
normalization in each conv-block, our OctreeNet can be effi-
ciently optimized using stochastic gradient descent. We utilize
the popular Adam algorithm with a learning rate of 1e−5 for
optimization. The weights in each layer are initialized from
a zero-mean Gaussian distribution with a standard deviation
of 0.001. The batch size is 32. Here, we rotated the entire point
cloud 360◦/n intervals around the z-axis and translated half of
the size of a local region along each dimension to augment the
training data. This could avoid overfitting during the training
of our network, which is implemented with Tensorflow on a
single NVIDIA GTX 1080 to speed up the training process.
B. Classification Results
We evaluate the performance of OctreeNet on two public
data sets, namely the Semantic3D.net data set and the Oakland
data set. Classification results on these two data sets are given,
respectively. Our approach is compared with state-of-the-art
methods in terms of precision, recall, and F1 score.
TABLE I
EVALUATIONS OF DIFFERENT METHODS ON THE SEMANTIC3D.NET DATA SET
Fig. 6. Visualization of losses during the two training phases of OctreeNet.
(a) Losses during the training of our convolution network. (b) Losses during
the training of our deconvolution network.
Pre-Processing and Post-Processing: In pre-processing,
the raw 3-D points are first voxelized to voxels. Any voxel with
a point inside is assigned a scalar value 1 (otherwise 0) as [3].
Then, we partition the space into cube-shaped local regions
with a resolution of 32 × 32 × 32. Finally, shallow octrees are
constructed from each local region as inputs to the OctreeNet.
This pre-processing procedure is applied on the two data sets
with different voxel size (8 cm for the Semantic3D.net data
set and 16 cm for the Oakland data set), which is chosen
according to the point density of the data set, as suggested
in [10].
The CRF model is adopted as post-processing to learn the
relationships between local regions and refine classification
results. The model employs the energy function
E(x) =
∑
i
φu(xi) +
∑
i< j
φp(xi , x j ). (13)
φu is the unary energy defined as φu(xi ) = − log(p(xi)),
where p(xi) is the label probability produced by the
OctreeNet. φp denotes the pairwise energy that incorporates
the neighbor information
φp(xi , x j ) = μ(xi , x j )Wθ (‖xi − x j‖) (14)
where Wθ is the Gaussian function with a standard devia-
tion θ . The label compatibility function μ(xi , x j ) and hyper-
parameter θ are learned with the algorithm provided by [14].
Semantic3D.netData Set: This data set contains more than
3 billion points and covers a variety of urban scenes, such as
streets, squares, and churches. Points are extremely dense and
the resolution is smaller than 0.01 m. This increases the time
costs for both training and testing. The points are labeled into
eight categories, i.e., high/low vegetation, buildings, and cars.
Fig. 7 shows the classification results of four different
scenes. In the third example, some parts of buildings are
incorrectly labeled as cars or vegetation by our OctreeNet.
There are also some misclassifications between hard scape and
buildings in the first and last cases. This is because only the
geometric information within a local region is used by our
OctreeNet and global relationships among different regions
are ignored. From a local view, some parts of buildings, cars,
and fences may share a similar 3-D shape and difficult to
Fig. 7. Classification results of four different scenes of the Semantic3D.net data set. From left to right—ground truth annotation, our OctreeNet and
OctreeNet + CRF.
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be distinguished completely. However, the global contextual
information lost in OctreeNet can be learned by a CRF model.
As post-processing, the CRF can remove some noises in the
output and achieve about 3% improvement in average.
The performance of different methods on this benchmark
is reported in Table I. To give a better comparison among
different methods, we summarize the data requirement, feature
extraction method, and contextual information usage of them
in Table II. More benchmark test results can be found at
http://www.semantic3d.net/view_results.php?chl = 2.
TMLC-MSR [8] is a handcrafted-feature-based method that
introduces a multi-scale pyramid to the model local context at
different scales. DeePr3SS [17], SnapNet [18], and SEGCloud
[6] are deep-learning-based methods. The data was augmented
by rotating 360◦/n intervals around a fix vertical axis in [17].
In [6], randomly rotating 360◦ along the z-axis and scaling
were used for data augmentation. In [18], 3-D points were
projected to 2-D images first and data augmentation is done
by randomly generating the camera positions and orientations.
As shown in Table II, existing deep learning methods
require additional color information for classification. How-
ever, our approach does not require color information as it
is not available with a standard laser scanner equipped on
an outdoor robotic platform. Even without color information,
our approach shows only 4% F1-score decrease in average
when compared against the state-of-the-art methods on this
benchmark.
Oakland Data Set: This data set was collected by an
unmanned ground vehicle equipped with two SICK laser
measurement sensor (LMS) laser scanners vertically facing
sideways. The data covers typical urban scenes and is mainly
labeled into seven outdoor objects, i.e., leaves, buildings,
ground, pole, tree trunk, wire, and vehicle. Since pole and
tree trunk share similar local geometric structure, we merge
them into one category referred to as pole.
Fig. 8 shows some typical experimental results of our
approach to this benchmark. There are many noises in the
Fig. 8. Classification results of four different scenes in the Oakland data set. From left to right—ground truth annotation, our OctreeNet and
OctreeNet + CRF.
classification results of our OctreeNet. This is mainly because
the distribution of points in 3-D space is very imbalanced.
The point density varies with both: 1) the distance between
objects and the laser sensor and 2) the speed of the moving
platform. For example, the measurement points of buildings
far away from the sensor seem to be several horizontal lines
rather than a plane. Hence, our OctreeNet classified them as
wires incorrectly. Similarly, when the platform moves fast,
the distance between the two adjacent scan lines increases.
Consequently, some points on the surface of a building or a
vehicle may look like a vertical line and are misclassified as
poles. As most of these misclassifications can be corrected by
the CRF model, this post-processing improves 9% F1-score in
average.
Table III presents the evaluation results among our approach
and some state-of-the-art methods on this benchmark. All three
methods used for comparison leverage the global semantic
information in the point cloud during classification and none
of them require the additional color information. Our approach
achieves the good performance on this data set.
C. Efficiency
The goal of this article is to achieve the real-time perfor-
mance of point cloud classification, which is fundamental for
robotic systems. To demonstrate this, we analyze the memory
usage and time cost of our OctreeNet on 3-D point clouds
with different sparsity and different size.
Sparsity Analysis: Since the sparsity of 3-D data has a great
impact on the efficiency of our OctreeNet, we provide sparsity
analyses on the two data sets first. The sparsity is measured
in two levels: 1) the sparsity of an entire scene is captured
by the number of occupied local regions and 2) we define the
sparsity of a local region as follows:
sl = # free voxel# total voxel . (15)
Low sparsity of local regions means more voxels need to be
stored and more time it takes for classification.
Fig. 9 shows the proportion of local regions with different
sparsity in the two data sets. All local regions in the Seman-
tic3D.net data set have the sparsity over 90%, and the sparsity
of more than 90% of local regions is over 96%. The point
density of the Oakland data set is even sparse. Almost 90%
of local regions have 99% above sparsity. Fig. 10 shows the
variation of the number of occupied local regions along with
3-D scene size. These two figures indicate that although the
number of measurement points could be millions or billions,
the distribution of points in 3-D space is extremely sparse
TABLE III
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Fig. 9. Proportion of local regions with different sparsity in the two data
sets.
Fig. 10. Variation of the number of occupied regions in a natural scene along
with the scene size.
Memory: Fig. 11 shows the memory usages of representing
a local region as dense voxels or an octree. Most of the modern
networks require a regular input which is dense voxels in
the 3-D case. This representation requires a large amount of
memory. In contrast, OctreeNet leverages the octree to reduce
memory cost. When the sparsity of a local region is over 90%,
Fig. 11. Memory usages of two data representations: dense voxel and the
octree.
Fig. 12. Memory usages of the two data representations with different scene
sizes.
using the octree representation can save at least 50% memory
usage. With the increase of sparsity, up to 95% memory can
be saved. Fig. 12 compares the memory usages of two data
representations with different scene sizes. As before, using
the octree forest to represent point clouds can reduce memory
requirements.
Fig. 13. Time costs of different implementations of our network for
classifying local regions with different sparsity.
Fig. 14. Time costs of different implementations of our network for
classifying a natural scene with different sizes.
Time: In this experiment, the time cost of the inference
algorithm proposed in Section III-D is compared with the time
cost of a standard implementation of deep network based on
Tensorflow. Our inference algorithm is created in C++ with
Eigen library and tested on an Intel Core i5-4590 CPU with
8G memory. The time cost of the standard implementation is
counted using an NVIDIA GTX 1080 GPU.
Fig. 13 shows the time costs of different implementations
for classifying local regions of different sparsity. We observed
that when the sparsity is above 94%, a single thread CPU
version of our inference algorithm is faster than the standard
implementation with GPUs. With multi-thread programming,
our algorithm can speed up three times. The multi-thread
CPU version shows superior performance than the standard
implementation with GPUs until the sparsity is less than 80%.
Fig. 14 shows the variation of time costs of different
implementations along with the scene size. An interesting
thing is that the single thread CPU version of our algorithm
achieves about 2× speedup over the standard implementation
with GPUs. Furthermore, the multi-thread CPU version is
even faster and can speed up five times. The time cost of
the multi-thread version for classifying a natural scene is less
than 200 ms.
Overall: Fig. 15 reports the overall memory and time costs
of processing different scenes from the two data sets. In the
Semantic3D.net data set, the number of voxels in each scene
varies from 0.8 to 3.1 million. In the Oakland data set, each
Fig. 15. Overall memory and time costs of classifying different scenes from
the two data sets.
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scene contains roughly 35 thousand voxels. Since the unary
energy and features in the CRF share the same variables with
OctreeNet, the memory cost of the CRF is very limited and not
shown explicitly. The time cost of the CRF compared to that
of the OctreeNet differs much on these two data sets because
the former depends upon the number of voxels while the latter
relates to the number of octrees. The ratio between the number
of voxels and octrees varies a lot between these two data sets
since they have different point densities.
D. Synthesis
An overall comparison among different approaches is given
in Table IV. The feature-based method with a local classifier
[8] provides reasonable results with limited memory require-
ments. Since most popular feature extraction methods can
be found in the Point Cloud Library, their implementation
is easy. When the global contextual information is involved
during inference, the overall accuracy can be improved; while
the efficiency is decreased with respect to memory usage or
computational cost [10], [11], [27]. Some deep-learning-based
approaches present dominant performance in accuracy with the
requirement of additional color information [6], [17], [18].
Often, a GPU is required to speed up both the training and
testing processes. In contrast, our OctreeNet is comparatively
efficient by leveraging the sparsity of 3-D data and demands no
GPUs. When a CRF is used for label refinement, our approach
presents fine-grained results comparative to the state-of-the-
art deep-learning-based methods. Note that our approach only
involves coordinates of 3-D points which are direct outputs of
a standard laser scanner and no additional color information
is required. In the above approaches, only [10] and ours can
be applied in real-time applications. However, our OctreeNet
is a general model that can be adopted for many classification
tasks.
V. CONCLUSION
This article is focused on the problem of 3-D point cloud
classification toward real-time applications of robotic systems.
We first introduced the octree forest for 3-D data represen-
tation to reduce the memory footprint of 3-D-CNNs. Then,
a novel sparse 3-D CNN, OctreeNet, was proposed. Our
OctreeNet speeds up convolutions on sparse 3-D data by
utilizing the SNNK, which reduces the dense 3-D convolution
to small matrix operations and enables computations to be
performed directly on the octree structure.
Furthermore, we presented a parallel inference algorithm
based on octree searching. A CRF model was used to impose
spatial consistency and refine the output. We experimented on
two public data sets in outdoor environments with different
point densities. Experimental results show the validity and
practicality of the proposed approach. Our future study will
be focused on extensive testing of our OctreeNet on diverse
real-time outdoor navigation tasks.
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