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Los orîgenes y motivaciôn del présente trabajo son algo re- 
motos. Arrancan de un problema de ingenîerîa que me fue comunica- 
do hacîa 1968, por un antiguo compaflero de curso, José Maria Octa 
vio de Toledo, el cual estabà tratando de calculer la carga criti^ 
ca de pandeo de ua arco circular sometido a su peso propio.
Daba la impresiôn de que este problema debla ya estar resuel 
to y publicado en forma standard, pero nuestras bûsquedas biblio- 
grâficas y consultas a expertos (mueko mâs sistemâticas y conscien 
tes las de Octavio de Toledo en aquel entonces, que las mîas} no 
dieron resultado o tuvieron insatisfactoria respuesta. De modo na 
tural, surgiô entonces la necesidad de investigar el problema di^ 
rectamente, lo que fuimos haciendo de modo independiente, por 11- 
neas cada vez mâs dispares y en forma, al menos por mi parte, un 
tanto fragmentaria en el tiempo. En distintas circunstancias y 
épocas acudimos ambos, en busea de orientaciôn para el problema 
que se mostraba con mûltiples ramificaciones, al profesor Alber­
to Dou, quien nos animô en cada ocasiôn a siguir elaborando los 
aspectos mâs profundos que mostraba la tarea emprendida.
En el curso de las investigaciones, la necesidad de generali- 
zar el problema se me aparecla cada vez mâs natural. Despuês de 
cada soluciôn parcial, el problema cobraba mayor coberencia si se 
planteaba en têrminos mâs générales y as! se fueron dejando pau- 
latinamente de lado, cada una de las hipôtesis simplificadoras, 
mâs comunes en îngenierîa civil; desplazamientos "infinitésimales", 
linealidad de las deformaciones respecte a los desplazamientos, li^
nealidad.entre tensiones y deformaciones, etc,., etc,
•En un cierto momehto (curso académico 72-73) los trabajos 
emprendidos parecieron adquirir fuste suficiente para una posi- 
ble tési’ç,. lo que confirme la animosa y experimentada opiniôn del 
profesor Dou, por lo que êsta se preinscribiô bajo su direccîôn.
En los âfîos transcurridos, la velocidad de investîgaciôn ha pasa 
do por altibajos, con mînimos condicionados a menudo por los im­
peratives del vivir cotidiano, habiendo dado lugar a varias publi^ 
caciohes' relacionadas con la tesis presentada, pero de conténido 
sustànciâlmente diferenciado.
"Solo me resta agradecer al profesor Alberto Dou la ayuda près 
tada, tànto en la tesis como en las publicaciones previas, Agrade
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cimientb que es obligado extender a mi companero José Maria Octa­
vio por. haberme proporcionado tan fructifère motivo de reflexion.
INTRODUCCION
AMBITO DEL ESTUPIO.-El presente trabajo se sitûa en el âmbito de 
los sistemas elâsticos unidimensionales, es decir, sistemas cuya 
con£iguraci6n se describe mediante un nûmero finito de funciones 
en un cierto intervalo real fs^ ,s.j3 , cerrado y acotado. Nos li 
mitaremos a considerar sistemas de directriz siempre contenida en 
un piano fijo. Las fuerzas exteriores que se consideran actuan- 
tes son las que derivan del peso propio, si bien todos los mêto- 
dos se generalizan sin ninguna dificultad, al caso de fuerzas que 
derivan de un potencial y conservan su direccîôn y magnitud (car 
gas "muertas") durante la deformaciôn del sistema elâstico.
En los restantes aspectos trabaj aremos con-generalidad poco 
usual, considerando una compléta no linealidad del sistema. Lo que 
-se- refiere,por .una parte, a la llamada "no linealidad mecânica " ex 
presada mediante un potencial elâstico W.(A,B,s) que no tiene 
porquê ser de la tîpica forma de Hooke /A +|*B , y al que solo
supondremos satisfacer condiciones fisico-maternâticas de un orden 
muy general. Por otra parte, consideraremos tambiên compléta no 
linealidad geométrica con desplazamientos de magnitud arbitraria, 
s:n limitâmes al tratamiento usual de considerarlos "infinitesi^ 
maies" ni tampoco a aquêl que, considerândolos "finitos", presu 
pone que las deformaciones asociadas pueden tratarse como "infi­
nitésimales" .
PANORAMA RESUMIDO DE METODOS Y RESULTADOS.- El primer capitule
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abarca solamente cuestiones de formulaciôn, Se trata de una ge- 
neralizaciSn de lo que en Geometrîa Diferencial se conoce como 
ecuaciôn intrînseca de una curva, generalizaciôn por la cual se 
establece'una correspondencia biyectiva entre las posibles fun­
ciones des.plazamiento que pertenecen a cierto subespacio ^  , y 
las posibles funciones de deformaciôn, que pertenecen a una cier 
ta variedad no lineal de un adecuado espacio de funciones, El 
resto del'capitule se dedica a una formulaciôn del problema a re 
solver, estableciendo las definiciones necesarias para ello,
El segundo capitule, demuestra la existencia [no la unici- 
dad) de cqnfiguraciôn de equilibrio, para cualquier valor del fa:
tor q dé’ carga. Los mêtodos utilizados siguen las ideas de S.
S. AntJhan. Creferencias 2, 4 y 13) adaptadas al tipo de fuerzas 
exteriores aqui consideradas (carga de peso propio) y a las con­
diciones de si%tentaciôn del sistema elâstico, que se ba supues- 
to biarti’culado por corresponder al caso de mâs diflcil tratamien 
to. Se ban introducido, asimismo, pequenas modificaciones que com 
pletari O;Simplifican algûn punto concrete de la exposicion de Ant 
man; pprejemplo, al establecer en la (157) la existencia de los 
multiplicadores yk , y de .Lagrange.
El t'ercer capltulo contiene los aportes principales de es­
te trabajo, que se describen en dos secciones distintas.
En la Secciôn 3.1 se demuestra la existencia de todo un in­
tervalo real y abierto I , del factor de carga, que contiene el 
q = 0 • y la existencia de una curva regular ^(q) de configura 
ciones del sistema elâstico (curva definida en un apropiado es - 
pacio funcional), curva definida en 1 con las propiedades s^
guientes:
- p (0) coincide con la configuraciôn de equilibrio inicial 
y, para cada q en I , la configuraciôn ^(q) satisface la 
condiciôn necesaria de equilibrio, de ser soluciôn de las ecua­
ciones diferenciales de Euler-Lagrange.
- Para cada q en I , existe un entorno de p(q) , que 
no contiene ninguna otra soluciôn de las ecuaciones de Euler-La­
grange, aparte de la propia |p (q).
La herramienta fundamental para obtener los resultados an- 
teriores es el teorema de la funciôn implîcita en un espacio de 
Banach, y la dificultad principal reside en demostrar que se ve- 
rifican las hipôtesis del aludido teorema.
Tambiên se prueba en la Secciôn 3.1, que ^ara cada q en 
I , la configuraciôn p(q) es de equilibrio, en el sentido de 
proporcionar un mînimo aislado al funcional de la energîa.
Las dificultades que surgen para probar tal resultado son de dos 
ôrdenes distintos. Por una parte, el funcional IX, de la energîa 
es condicionado, ya que ^ (q) debe pertenecer a una cierta va­
riedad, no lineal e infinito-dîmensional, y en el Câlculo Dife­
rencial en espacios normados no existe ningün criterio general, 
que proporcione una condiciôn suficiente de mînimo para taies fun 
cionales. Una versiôn mejorada del criterio de positividad fuer- 
te de la variaciôn segunda de IX, permite obviar la dificultad 
expresada, pero deja constancia de otra, cual es que no es
fuertemente positiva en relaciôn con la norma tîpica "del mâximo", 
norma, sin embargo, que permite considerar IX, como funcional con 
tînuo y diferenciable hasta el orden très. La positividad fuer-
te se da para si se consideran las configuraciones
normgidàs de acuerdo con el tîpico producto escalar de (s^ ,s^  ) ,
pero en tal caso ^  no puede considerarse diferenciable Frechet 
y, en coAsecuencia, la teorîa general tambiên deja de prestarnos 
su apoyov
En la Secciôn 3.2 se estudian aproximaciones a cada una de
las f(q) previamente consideradas. Estas aproximaciones tienen
la particularidad de ser soluciones de ciertos problemas linea-
les construidos ad hoc, que se obtendrian si con adecuada confi-
guraciôn inicial, se considerasen desplazamientos "infinitesima-
1 2  2les",, enefgîa interna de tipo hoôkeario /A +2yU.AB+VB y factor 
de carga\.Aq igual a una cierta fracciôn del factor q de nue^ 
tro prphlema no lineal. Se demuestra entonces en 3.2 que cuando 
la fracCiôn del factor de carga tiende a cero y cuando el valor 
q pert en e ce al intervalo I , las correspondientes a,proximacio- 
nes iineales tienen por limite la soluciôn del problema elâstico 
no lineal, con lo que se justifica maternât ic amen te un método uti^  
lizado'eu Ingenierîa civil y que se suele llamar "de las cargas 
increirtëntales". La herramienta utilizada es una adecuada genera- 
lizaciôn de los mêtodos de la poligonal de Euler y de Cauchy-Pea 
no, para•ecuaciones diferenciales en espacios de Banach, Genera- 
1izaciôh que ha de hacerse con las necesarias precauciones, in- 
troduciendo hipôtesis complementarias, pues las tîpicas del teo­
rema de Cauchy-Peano para un numéro finito de dimensiones son in 
suficientes en virtud de las diferentes leyes a que obedecen los 
conceptos' involucrados, como continuidad uniforme y acotaciôn de 
funciohés, compacidad de conjuntos, etc...
PANDEO Y BIFURCACION.- Los problemas de pandeo, ya sean por ine^ 
tabilidad o por bifurcaclôn, no se tratan en este trabajo, El in 
tervalo I descrito en el apartado anterior es, precîsamente, 
un intervalo de no bifurcaclôn cuya existencia se prueba median­
te un trabajoso teorema.
En caso de- que existan configuréeiones "triviales" de equi­
librio en el intervalo I (es decir, que la soluciôn del pro­
blema no lineal sea expresable mediante una fôrmula de funciones 
elementales) se han ideado técnîcas aceptablemente générales, p£ 
ra decidir si bay o no bifurcaclôn (por ejemplo referenda 13) 
con lo que puede procederse al disefio de mêtodos de câlculo de 
los correspondientes valores crîticos. Sin embargo, cuando la so 
luciôn del problema elâstico no lineal solo estâ garantizada por 
un teorema de existencia, no parece disponerse de ningûn mêtodo 
general y matematicamente riguroso, que permita estudiar el pan­
deo .
Es de notar que las hipôtesis adoptadas para la funciôn de 
energîa W^(A,B,s) permiten, en principio, modelar el fenômeno 
de pandeo ya que, para valores suficientemente grandes del fac­
tor de carga q , puede darse una multiplicidad de soluciones de 
las ecuaciones de Euler. Esta multiplicidad se présenta, de hecho, 





SECCION 1.1 PRIMERAS CONSIDERACIONES Y DEFINICIQNES.- El siste­
ma que estudiaremos en este trabajo puede pensarse como el que 
corresponde a un arco esbelto, en equilibrio elâstico bajo la ac 
ciôn de ciertas fuerzas exteriores. El estudio que haremos serâ 
de tipo matemâtico, sobre un modelo previo de similar naturale- 
?,a que representarâ el sistema fîsico aludido. La caracterîsti- 
ca principal del modelo serâ la de representar el arco mediante 
una "curva deformable" (es decir, una familia adecuada de curvas) 
que serâ exprèsiôn ideal del lugar geomêtrico constituîdo por 
los centres de gravedad de secciones transversales del arco,en 
algûn modo definidas. La curva (o curvas) recibirâ el nombre 
de directriz del arco, segûn la clâsica terminologîa ingenieril 
y la supondremos siempre situada en un piano fijo, definido a 
priori. El propio arco recibirâ alternativa e indistintamente el 
nombre de pieza lineal, en alusiôn a su aspecto fîsico de una s 
dimensiones transversales mueho menores que la mâxima medida a 
lo largo de la directriz.
En muchas situaciones fîsicas usuales résulta ineludible el 
formular un modelo en el que la directriz no sea plana, o bien 
siéndolo inicialmente se déformé segûn curvas que no lo sean. No 
abordaremos taies modelos en este trabajo, el cual se circunscri
birâ el'Supuesto de directriz plana. Dado que tambiên nos limi- 
taremos. en el sentido de considerar solo problemas de equilibrio 
y de igiiorar situaciones de tipo cinemâtico o dinâmico, la defor 
maciôn 4® la curva directriz se podrâ representar adecuadamente 
mediante dos configuraciones de êsta, que llamaremos inicial y 
final/.
1.1.1. Preliminares geomêtricos.- Supondremos la configuraciôn 
inicial de la directriz definida por la ecuaciôn vectorial r(s) 
de uiia bierta curva plana, para que la s representarâ su propia 
longitud. de arco variable en un intervalo cerrado y acotado [s^, 
s.|J. Lai'.cûrvâ f(s) se supbndrâ con tangente continua cuyo vec­
tor unitario notaremos t(s) y tambiên con radio de curvatura 
p(s)j cbntinuo y nunca nulo en [s^,s . Es decir, en la notaciôn 
usual del anâlisis maternâtico
r r s j e  C^CSojSJ  ( 1 )
La configuraciôn deformada de la directriz la describiremos 
medianf.’ç otra funciôn vectorial r*(s), donde el parâmetro s con­
serva su significado previo de longitud de arco de la configura­
ciôn inicial. El llamado campo de desplazamientos es la funciôn 
vectorial v(s) definida por
(S) -  rrs) f wrs)
• Elègidos unos ejes XOY, cartesianos ortonormales en el pia­
no de la directriz, la ecuaciôn (2) la reescribiremos con nueva 
notaciôn
YS:eCs^^SiJ r(s)=(Z(s),^fs)} vrs)^(u(s),uj(s)) ( 3 i
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Iy supondremos que el campo v(s) es tal que la curva r*(s) adroite 
tangente t* y radio de curvatura ambos contînuos, con el se­
gundo nunca nulo. Convendremos asimismo en que la longitud del ar 
co s* de la curva r*(s) sea creciente con s, lo que se expresarîa
o ( 4 )
En aras de una cuidadosa determinaciôn de signos, nos deten 
dremos brevemente a. précisât las definiciones de ^  ' Una vez 
definido el intervalo [s^ ,s.|] y la funciôn f(s) en êl, se déter­
mina unîvocamente el vector tangente t(s) y tambiên el normal 
n(s) por la condiciôn de que el giro de t a n tenga igual orien­
taciôn que el de OX a OY. Similar definiciôn adoptaremos para 
t*(s) y n*(s), puesto que el sentido de crecimiento del arco s* 
viene fijado por la hipôtesis (4). En las condiciones anteriores, 
definimos las funciones p(s), ^(s) con signo unîvocamente deter
minado por las clâsicas fôrmulas de Frenet (ref, 1, pp. 21 a 29)
Si adoptamos para t, n y demâs vectores en el piano, la no­
taciôn del câlculo con nûmeros complejos, podemos evidentemente 
escribir
>1(5) = I t (S) Û^ (S) = l t^ Cs) ( 6 )
lo que conduce a las restantes fôrmulas de Frenet
i?-= ±  t(s) il*  ^ ±  t»fî)
dS pcs) PCS) ( 7 )
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Lai’ funciones t(s), t*(s) se pueden considerar con valores 
en el pl^ho coraplejo C isomorfo a , con lo cual se pueden dé­
finir sus respectives môdulos y argumentes, siendo estos ûltimos 
definibles (ver ref. 1, pp. 21,22) como funciones continuas del 
intervalo [s^,s^] en R.
Dehotaremos por ^(s), ^*(s) los respectives argumentes de 
t(s), t4(s) con lo cual
CS)t^(S) r: i ^ (S) -6 ^
Deî.aquî se deduce
'2. _
“Hy^ CS) — ^ 6^^ yC ^ (5) ( 8 )
y similar fôrmula para n(s). Después de derivar y comparar con 
(7) se toncluye fâcilmente
= - i *  É  = - F
todo lCr.cual permite y justifica introducir la siguiente
SECCIOfj: 1.2 DEFINICION DE LAS DEFORMACIONES. - Llamaremos alarga- 
mientQ;'relativo, a la funciôn que notaremos a (s) y definida por
Ys(Cs,,Sji (S) = _ / +  3 %  ( ,0,
- ..
y llamaremos giro relative a la funciôn ^(s) definida por
¥SéC^,S^] Bis) - - —  Ü  + J- ( 11)
f>(s)
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justificândose el nombre de la segunda funciôn, si observâmes 
que las anteriores relaciones (9) implican
YSeC^,S,J ^ C S ) d S  (12)
Calificaremos indistintamente a jSCs), a(s) como deformacio­
nes, o tambiên de modo respective, como deformaciôn angular y 
deformaciôn longitudinal.
Mediante câlculos elementales que no detallaremos, tîpicos 
de la geometrîa diferencial clâsica, que utilizan las relaciones 
(5) a (11), se llega a las fôrmulas
" è * * ”  °  J î ) ]
Estas fôrmulas muestran que en el caso de ser f(s), v(s) 
funciones en C ^ ,s , la condiciôn de desigualdad estricta;
es necesaria y suficiente para satisfacer los requisites anterior 
mente expresados, de existencia y continuidad de t*(s) y de exis­
tencia y n^ anulaciôn de ^ ( s ) .
Hipôtesis de regularidad.- Daremos este nombre a la condi­
ciôn (14) de desigualdad estricta a ( s ) -1 que, salvo adverten 
cia explicita en contra, supondremos a lo largo de este trabajo
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que debq. satisfacerse. Como tendremos ocasiôn de ir reflexionan- 
do, ès ifeia condiciôn de mueho mâs alcance que la mera desigual­
dad no estricta a(s)^ -1 , que équivale al no decrecimiento de
s* con s.
Ës.'quizâ conveniente notar, por otra parte, que la existen­
cia de .>t*(s) indica una "regularidad" de la curva deformada 
r*(s) entendida como funciôn del arco s, es decir, una regulari­
dad "material" mâs allâ de la geométrica, y cuyo sentido fîsico 
serîa eJ; de no existencia de elemento material alguno de la di­
rectriz ;del arco, que se comprimiese hasta un volumen nulo, en 
la trans.formaciôn f ( s ) r *  (s).
SECCION :1.3 OBTENCION DE LAS DEFORMACIONES A PARTIR DE LOS DES- 
PLAZAMIE^OS. - Si v(s) , de componentes (u (s) (s) ) es un cam­
po dé desplazamientos de clase dos, que verifica la hipôtesis de 
regularidad
C^ A J  (X'CS)^ u/CS)fi- (ycsH > 0  (15)
4
entoncé^ las deformaciones a(s) , p(s) estân determinadas de 
modo unîvoco por v(s) y son, respectivamente, funciones de cla­
se uno y clase cero.
*.
Eli efecto, a(s) viene dada por la primera de las ecuacio­
nes (13'), mientras que la segunda y tercera de taies ecuaciones
se puedtén combiner en una nueva ecuaciôn, que escribimos con no - 
. /■ .
taciÔn çompleja, en la forma:
[ ( ^ - f f
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Esta ecuaciôn se puede ahota elaborar del modo siguiente: 
considérense las dos ecuaciones componentes (real e imaginaria) 
y efectûese una combinaciôn lineal de ambas, con coeficientes 
adecuados para que se produzca la mutua anulaciôn de los dos 
têrminos que contienen un factor a'(s) . El resultado de las
largas pero elementales operaciones es:
—  = — -—  1 ufc^w'j-w’Cxhu.')* —  (++xV+HV') 1 C ' 7)
jJfS) (i+3(s)) '
debiendo notarse que p(s) se expresarîa finalmente:
fl(s) r -i L_ ( acs))
pCs) p^Cs) ( 18)
SECCION 1.4 OBTENCION DE LOS DESPLAZAMIENTOS A PARTIR DE LAS DE­
FORMACIONES. -Dada una funciôn B(s) de clase cero en ,s
y otra A(s) de clase uno, que supondremos satisface la hipôte­
sis (14) de regularidad, podemos decir que en el caso de exis- 
tir un campo (al menos) de desplazamientos v (s) para el que 
A(s), B(s) sean las correspondientes deformaciones longitudinal 
y angular, se deberâ verificar entonces
j  ^  = Jt^ (fr)(4i-A(<r))ch- =j ( 19)
lo que, en virtud de las relaciones (9), (10) y (18) se puede es­
cribir
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^ ^ (Jo ; = Jckr ('i-fA(<T} )ef(pi(<f>js^ V j  <^ A) =
" fO-
=  n.e/(T (  UAco) €rp i ( 6 (s;,)^  f  (  BcA)- L ) J A )
Recîprocamente, al campo de desplazamiento v(s)=r*(s)-r(s) 
definido-. a partir de la (20) le corresponden, cualesquiera que 
sean faÿ constantes r*(s^), (s^) , unas deformaciones longitu­
dinal y.angular que son, précisa y respectivamente, A(s) y B(s) 
En efecto, la primera de las (13) indica
/f 1 - I Y4.A(3)| =  -Z+Acs)
mientras. que^iara la deformaciôn angular observâmes
lo que cotilleva
é " i  J L . = J - = ( 6 ( s u ± )
e/s^  'H'^ ) ds Hgcsr p(s>'  ^ j>(s)J id-3çs)
lo que indica por comparaciôn con (9)
^ — —  (  6 (s) -  J -  )
P/s) i-hd(s) p(s) J
es decit, en virtud de la definiciôn (11) resultarîa
B(%) - _ L  L. (1-hdCS)) = 3 (s)
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SECCION r.S UNICIDAD DEL CAMPO DE DESPLAZAMIENTOS.- La expresiôn 
(20) obtenida para f*(s) contiene très constantes reales arbi- 
trarlas de integraciôn, a saber (s^) y las dos componentes 
de f*(s^).
Supongamos para concretar las ideas, que los extremos de la 
curva directriz tienen desplazamiento nulo (pieza biarticulada) 
lo que serâ la situaciôn concreta a la que, salvo advertencia en 
.contra, nos referiremos siempre en este trabajo. En tal caso, las 
dos constantes de integraciôn que corresponden a f*(s^) se deter 
minan trivialmente en la forma
i^rs;) = rrs^) c 21)
Para determinar ^*(s^) expresamos la condiciôn r*(s.j) = 
f(s.^ ) en la siguiente forma.
J = rcs^).~r(X) ( 22)
donde se ha empleado la notaciôn
TC<rI = f (S(À)- 1. )JX ( 23)
Résulta asî évidente, que una elecciôn arbitraria de p(s)
17
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y a(s) no permitirâ, en general, desplazamiento nulo en ambos 
extremos. Para ello deberâ vèrificarse
segûn se deduce de igualar môdulos para ambos miembros de la (22). 
Esta ûltima condiciôn (24) junto con la adicional f(s^)-f(s^)^ Ô 
serâ suficiente para la existencia y unicidad de la constante 
)*^ *(Sq) en el intervalo semiabierto [0,2TT ). En efecto, si con 
sideramos la (22) como una igualdad entre nûmeros complejos,
^*CSq) es aquel (ûnico) nûmero real en el intervalo semiabierto 
[0,27T ) que verifica i
( z s ,
En caso de ser r(s^) * f (s^) (extremos coincidentes) cual^  
quier valor de la constante )^*(Sq) da lugar a un campo de des­
plazamientos compatible con las A(s), B(s) prefijadas. En tal 
situaciôn es necesario y suficiente para la existencia (no uni- 
cidad) de un campo de desplazamientos, que se verifique
J  (‘Hhis))an^ (S)clS •=. J  (^s) cfs = O (26)
donde ^(s) se entiende como en (23) con p(J) reemplazada por
B(^). I
En los apartados y capîtulos Ique seguirân supondremos, salvo 
advertencia en contra, que se cumple la desigualdad:
I rcs^)- r(s^)\ -l 0 • c 27)
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Podemos resumir todos los resultados obtenidos hasta ah^ra 
del modo, siguiente:
Resultado 1,5.1. Si la directriz indeformada satisface la coadi- 
ciôn xÇs^) + iy(s^) i x(s.j) + iy(s.^ ) y si adoptamos las notaciones
S  = |(u,w)6C^[^,S,]xC^A] I HW=ll(S,)= o j. , 28)
: 29)
j^=j(M,w)€ s  I r s « , s , ]  ( ' x ' « > t U . ' ( s ) ) 4 ( ^ ' ( s > t w ' ( s ) ) ^ > 0  I  ; 3 0 )
7 M  j VStCsi,S^ l i+A(S)>0 j. ( 3 1 )
se verifica entonces que la aplicaciôn definida en por las 
fôrmulas:
V(A,Ç)e u.(S>+i-W(f) =  («^>-Z(sj)4cCjC^).^Csi)4-
.<T
4  J<r(‘UA((T)) Z/rb f (  B ( A ) _  1  ) c ( A  )
-'5o ' ^ PC^ )
: 32)
donde
' lci<r('UA(<T)) evt> «■ l
v ^ r ^ o ) = _ a ^  (33)
es una ,aplicaciôn biyectiva de sobre ^  ^ cuya inversa viene




_ u ! k » b * f f H w V * ) ) - p ' t s )  (A-«-X*OJt<.^ (t)-^ *^Cs) w Vj ) ) ( 35)
k'cs»)^ 4. ( Yf>(s)
Es quizâ interesante insistir en que la (33) se sobreentien- 
de para aquella determinaciôn (ûnica) del argumente, cuyo valor 
estâ en el intervale 10» 2*n ) . S in embargo, cualquier etra de^
terminaciôn de haria igualmente vâlida la (32) , fôrmula
que pedrîa reescribirse en el mode ligeramente distinte que sigue
y(A,8>e Iflfy ui3}t-iw(s\ — ZC^ hXCî)-t i H(^ ) - ■+■
SEceION 1.6 DEFINICIONES BASICAS.-En este apartade establecere- 
mes las definicienes mas importantes, que desde un punte de vis­
ta fermai fundamentan todos les resultados pesteriores. Compléta^ 
remes taies definicienes c;on unes cementaries que expliquen bre- 
vemente su significado fî%ice.
1.6.1 Arce elâstico.- Ent%nderemes per tal una terna de ebjetes 
matemâtices con caracterlyticas del tipe siguiente:
1 - Una curva regular r(s) definida en un cierto intervale
tSp,s^3 de variaciôn de su parâmetre "lengitud de arce" s , de
2 2 clase C rs^,s^l y cen valeres en el plane R de mode que su ra
die de curvatura p(s) sea continue y nunca nule en [s^,s^] .
La curva r(s) se dirâ çenfiguraci^n inicial, e mâs cempleta-
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mente "tonfiguraciôn inicial de la directriz del arco".
2 - Un subespacio S (que diremos subespacio de las condiciones 
de contçrno en los desplazamientos) de pares de funciones escala- 
res ( çbn valores en R) que sea de la forma:
donde los j - 1,2,3,4 son ciertos nûmeros reales
que definen ^  . En todo le que resta de este trabajo, cuando se 
precise operar con un tS concrete adoptaremos salve advertencia 
explicita en contra:
SZ j,(u(S),YfCs))€ C |^ ,S^ lxC&a,S^ l U.(Sb)= vV(So) = W.(S^ )= W(s^) = o J. ( 38)
que es el mismo subespacio definido per la fôrmula (28). La gran 
mayoria de los mêtodos que utilizaremos se extenderân sin embargo 
s in ninguna dificultad, al case de espacios ^  mâs générales del 
tipo (3.7) .
3 - Una funciôn de x [s^,s en R , de clase dos en la 
terna feonjunta de sus argumentes, que llamaremos densidad de ener- 
gia êlàstica (o también energia interna por unidad de arco, o po 
tenciàl elâstico por unidad de arco) con las propiedades:
X ' U e o )  = / (A, S, s) ( f  X rü,5v J } -1 } ( 39)
y 5< Âivn ~WÎ (A/ B, s) - -f- xt IAI-* IBl-*- üo (4 0)
En capitulos posteriores supondremos propiedades adiciona-
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les para la funciôn , a medida que vayan siendo necesarias. 
Recordamos la notaciôn habituai R para el espacio completado del 
R con el punto + co .
1.6.2 Energia elâstica.- Definido un arco elâstico y con las no- 
taciones anteriores, Ilamamos energia elâstica al funcional
de ^  en R ,^efinido del modo siguiente
YfKf*),WIS))€ S  %  ^ / W i (  A(s), B (S ),S ) J s  (41)
donde A(s), B(s) son las funciones definidas por (34) y (35).
El funcional puede entenderse también, como definido en
W o  incluso e n v a r i e d a d e s  definidas por las (29) y (31). En es^  
te Ultimo caso los valores de pertenecen todos a R .
1.6.3 Arco elâstico en çarga.- Definiremos como "arco elâstico en 
carga" a un par de objetos matemâticos que cumplan las condicio­
nes siguientes: El primero es un arco elâstico, segûn se definiô 
en 1.6.1 y el segundo objeto es un funcional de «S' en R 
v.ontinuo en las norma • N definida por
V(M,vy)€ S  Heu,will = iKay ItUsiUlu-'csiU IwcsiU lw'(s;| ( 42)
Dareraos a el nombre de modulo de potencial extérno. Supon 
dremos salvo gdvertençia Explicita que es de la forma
y(u,w)Ç S Ue (w,wf)= ( 'W«(uesi,w(*1,u.'c$j^ w'(s),'S) ( 43)
donde es una funciôn de R^xfs^.sp en R , de clase dos en 
sus cinco argumentes conjuntamente. De hecho, una gran mayoria de 
las conclusiones de este trabajo supondrân una forma aûn mâs es-
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pecial de U , a saber:
I ^"1
V(ti,vv;€ O  1^(u.,w) = ?(5)WCS)o(s C 44)
5^o
donde ; t*(s) es una funciôn real prefijada en C[s que lia-... 0 1.
maremo's'"peso unitario", mientras que que el propio funcional 
recibirâ en este caso el nombre de môdulo de potencial de "peso 
propio"'.
1 . 6.4-. Ejiergia total.- Dado q nûmero real, llamaremos energia to 
tal de factor q al funcional U de ^  en Ê definido en la 
forma siguiente
S (u, w) =  lAi (u, w) + ^  { u., w) ( 45)
1.6.5 C'onfiguraciôn de equilibrio para el factor q de R.- Lia-
'•  *  2 maremos,. a toda curva r* (s) . definida de fs^, s.|] en R tal
que
f i ( es»,S,] r^(s)= r^cs)^ r u^ is), w(s>)
donde ,f(s) es la configuraciôn inicial, mientras que 
(u*(s))-w*(s))■ es cualquier elemento de ^  que proporcione un 
valor estacionario al funcional U^ + qU^, es decir que anule la 
variaciôn primera + q 6 ^ en el sentido del Calcule de va-
riacioïies clâsico (ver referenda 7 pp. 91 -93, 103, 108). Si el 
aludido valor estacionario es un mînimo relative dêbil de 
^i  ^^^e decir en el sentido de la norma adecnada, ver re­
ferenda 7 pp 3,5,6) diremos que la configuraciôn de equilibrio 
es finltamente estable.
1.6.6 -Comentarios e interpretaciones fisicas.- Las definicienes
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que preceden describen de un modo matemâtico y abstracto la situa 
ciôn fîsica que se produce cuando un arco elâstico conveniente- 
mente sustentado en sus extremes, se carga lentamente (lo que prâc 
ticamente excluye fenômenos dinâmicos) y pasa por "sucesivas" con 
figuraciones de equilibrio estâtico, cuando una cierta distribu- 
ciôn de fuerzas exteriores (aquî representadas por su potencial 
Ug) varia proporcionalmente a si misma (variaciôn aqui represen- 
tada el_ factor q ) desde un valor nulo, en el que la conf igu­
raciôn de equilibrio es la inicial r(s) hasta un cierto valor, 
para el que la configuraciôn de equilibrio es la que hemos nota- 
do r*(s) .
Las condiciones de contorno que definen S son versiôn abs- 
tracta de las condiciones de sustentaciôn del arco, taies como 
apoyo simple, articulaciôn, empotramiento rigido, etc. lo que 
ouede referirse a uno o ambos extremes. En el caso particular 
(38) que se ha elegido, se considéra un arco articulado en cada 
uno de sus extremes, es decir, êstos no pueden moverse durante la 
deformaciôn por carga, pero la tangente en elles a la directriz 
del arco no estâ sujeta a limitaciôn.
La funciôn ( A , B , s )  expresa la energia por unidad de
lengitud de arco, que se "acumula" por efecto de unas deformacio- 
nes A(s), B(s) prefijadas en cada secciôn transversal del mis­
mo. Para un arco de secciôn constante, de un material homogêneo
y de los llamados hookeanos es constante con s y d<^ la
1 2  2 Iforma a g . La condiciôn A = -1 en algûn ppnto del
arco significa una compresiôn local de la materia hasta un valor
nulo, razôn por la cual suponemos en tal caso.
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Seêûn se establece en las publicaciones de Elasticidad, las 
derivadàs parciales tienen sentido de "es-
fuerzoS!' (normal y fleeter respectivamente, ver referenda 2 pp. 
655-675-), por lo cual un material no hookeano suele decirse no 1^ 
neal, o-también hiperelâstico. No impondremos por ahora las con- 
dicionê-3 ( A , ^ B ) W^(0,0,s) = Ô en aras de poder plan-
tear pr.ôblemas con "esfuerzos iniciales" no necesarlamente nulos. 
Por supuesto si f^(s) es una funciôn arbitraria de C^[s^,s^] , 
puede rédefinirse el "nivel cero" del potencial elâstico de modo 
que sea'. W^(0,0,s) = f^(s) , sin que por elle varîen las posibles 
configûraciones de equilibrio.
En la expresiôn (44) la funciôn P(s) représenta el peso 
propio del arco por unidad de longitud y la realizaciôn fîsica del 
fenômeno de carga lenta podria consistir, por ejemplo, en un arco 
constrqido sobre una plataforma horizontal muy rigida, que se iza 
lentàméhte hasta poner el arco en la posiciôn vertical definitiva 
(prefabricaciôn de gran nûmero de arcos iguales). La expresiôn mâs 
generaf (43) de como funciôn no solo del desplazamiento
(u(s),.w(s)) sino también de su derivada se présenta, por ejemplo, 
como caso particular,en el de un anillo sometido a presiôn
hidrostâtica.
Los problemas elâsticos en que las fuerzas exteriores no ad- 
miten un potencial no entran en nuestro estudio. Deben abor-
darse.planteando las llamadas ecuaciones de equilibrio (ver refe­
renda 2 pp. 665-675) y no por métodos de minimizaciôn de funcio- 
nales.(-Dtros problemas en cuya formulaciôn tainpoco entraremos son 
los de dependencia de la energia total U de un parâmetre q que
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sea multidimensional (en vez de simplemente q € R con una depen 
dencia lineal) o los problemas en que se consideran deformaciones 
y esfuerzos têrmicos.
El concepto de configuraciôn finitamente estable, definido 
en 1.6.5 corresponderîa, si en Vez del espacio S  se tratase de 
otro con un nûmero finito de "grades de libertad" a lo que en Me- 
cânica clâsica se llama equilibrio estable. Ahora bien, es cono- 
cido que en el caso de infinites grades de libertad no tiene por 
que verificarse un anâlogo del teorema de Dirichlet sobre pro- 
ximidad estable de las trayectorias dinâmicas.
Las consideraciones précédantes nos han inclinado a adoptar 
la terminologîa "finitamente estable", significando con elle que 
el movimiento séria estable si los desplazamientos se constrine- 
sen a algûn subespacio con un nûmero finito, no importa lo gran­
de que fuese, de dimensiones.
En los capitulos que siguen estudiareraos principalmente el 
caso de arco elâstico en carga por peso propio, estableciendo teo 
remas que aseguren, en adecuadas condiciones, la existencia y/o 
unicidad de configuraciones de equilibrio para una valor genéri- 






SECCION 2.1 EXISTENCIA DE CONFIGURACIONES GENERALIZADAS.- En los 
apartados que siguen consideraremos el funcional
^  f yy/(s)ofS ( 48)
'A.
definido en una variedad (no lineal) que notaremos ex. y que 
serâ una extensiôn de la ^  definida por (29) a un espacio fun­
cional conveniente. Supondremos a tal efecto que existen indices 
reales o<> p> 1 de modo que:
( 49)
donde se siguen las notaciones de 1.5.1 , los espacios 
I^(s^,s^) J L^(s^,s^) son los que clâsicamente se designan con es^  
tas notaciones (ver referencia 3, pp. 60-69 y pp.127-130) y w(s) 
viene definido en funciôn de A, B por la fôrmula (36) que tiene 
pleno sentido en l‘^ (s^,s^} y L^ (s^, ) .
En los pârrafos y apairtados que siguen tendremos como obje- 
^ivo principal demostrar que, con adecuadas hipôtesis en la fun­
ciôn W^, el funcional U alcanza, para cada valor de q real 
unminimo absolute en la variedad ex. TVl, . Para ello seguiremos
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los métodos de S.S. Antman (referenda 2 pp. 676-689 y referencia
4 pp. è-12) convenientement e  a d e c u a d o s  a  nuestro caso de carga de
peso ptopio.
■ •
2.1.1 Hipôtesis sobre la densidad de potencial elâstico. - La fun­
ciôn W^(A,B>s) la supondremos verificar, aparté de las propie­
dades ÿa. registradas en 1.6.1, las d o s  condiciones que siguen:
a) Existen nûmeros positivos H ,  K t a i e s  que para cualquier par 
A, ;B'.. de reales y cualquier s  e n  [ s ^ , s ^ ]  el valor W .  (A,B,s)
no es inferior a H [A|*^  + H -K , donde o', p son los nûme­
ros reales > 1, previamente c o n s i d e r a d o s  al définir ex. TU . En 
resimen:
; 3 N , K  ( iC V(:/\,B,5) €
r • , . ( 50)
. KfApB.s) H |A|% H K
b) La "matriz hessiana de W.(A,B,s) respecte del par A'jB es. pa­
ra cualquier valor de s , definida positiva. Es decir
■rV.(A ,8,5) (A,B,s) > o 4
èA
El significado fîsico de este ûltimo supuesto es el de crecimien- 
to monôtono de los "esfuerzos" ( <)/^   ^sj IV^ con las
deforJnà'ciones A,B y de correspondencia biyectiva entre ambos pa­
res dé magnitudes fisicas.
Lema 1^1.2.- En las condiciones anteriores de 1.6.1 para W. se
30. •
' :
verifica que, para cualquier nûmero real -t el subconjunto de 
L®^ (Sq,s.j) X L^(s^,s^) que notaremos por y definido por:
=|(A,8)€l?(s;,Sï)xL^ (5»,5,) j 14 (A,6) t } C 52)
es un subconjunto convexo. _
En efecto, utilicemos por brevedad la notaciôn
f^ (s)s(A(sifd(s)} A  ^ L (^ ,Si)xL^ (So,S^ ) ( S3)
y supongamos jE^ , , 0^  ^ ij = 1
con lo cual podemos escribir
s I ( 54)
Ahora bien, segûn resultados de anâlisis matemâtico elemen­
tal, la condiciôn (51) impi ica que, para cualquier s de ts^ ,s.jl
la funciôn es convexa en el para A,B con lo cual
V5€fs*,^ ;] ( 55)
de modo que se concluye
%  t^ 'UiCÇ^ (Sj) + <• i 4 t, { = i
con lo que es asî évidente que t.j (s) + t^ ^ 2^^  ^ pertenece al
subconjunto JEg que résulta, por tanto, convexo en A 
Lema 2.1.3.- Con las condiciones y notaciones del lema anterior 
se verifica que ^  es, para cualquier t real, cerrado en la to -
pologîa dêbil de A  .
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En; efecto, como E.^  es convexo, bastarâ comprobar que es ce­
rrado én sentido de la topologîa fuerte de A (ver referencia 6 
pp. 64‘,' 65). Supongamos para ello que ( a f(s)
en la norma de y que la suces ion funcional ahora escrita es­
tâ coiitenida en . Segûn un resultado de anâlisis funcional 
(refeféncia 3 pp. 66, 67) existe una subsucesiôn de la 
que tîehdë puntualmente a f(s) casi por doquier en [s^ ,s.|] y a 
la quç' seguiremos notando ’ de modo que la continui-
dad dq permite escribir
/tf
por Ib que el clâsico lema de Fatou (referencia 3 pp. 22, 23) in- 
dica . Ux(^(s))= r\im (f^(s) ,s) ds ■< lim inf J' (f^(s) , s) ds <  ^
por lô que puede concluirse que i^ (s) pertenece a 
Lemâ 2-'. 1.4.- El funcional es inferiormente semincontînuo por
sucesibnes en sentido dêbil (segûn el significado usual que se da 
a taies conceptos en anâlisis funcional, ver referencia 5 pp. 72- 
75). }
Êjti efecto, sea una sucesiôn funcional que con­
vergé"débilmente a un elemento ^(s) y tratemos de probar que
■ f  Ui c 57)
A?
como propiedad caracterîstica de la semicontinuidad inferior. Ra- 
zonandb por contradicciôn, supongamos la existencia de un nûmero 
real f tal que
îi^ Vi( < 1 <  U- ( f (!) ) c 58)
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donde las desigualdades son estrîctas. Por definîciôn de limite 
inferior, existirâ una subsucesiôn de la (fn(^ q u e  notare 
mos de modo que
lo que se escribirâ, en la notaciôn del lema previo, como
pero dado que ^ntZ^ también converge dêbilraente a ^(s),
el aludido lema previo nos indica que ^ (s) pertenece a , es
decir Uj^(^(s)K^ lo que contradice la (5 3) y termina la demo£
traciôn del lema que nos ocupa.
Lema 2.1.5.- Para cualquier q de R y con las notaciones (44) 
y (45) se verifica
V((A(S)^3(t>) 9 oc ^4^ ('Uci^ )^(A(s>^8(r})s. 00
( 59)
X t  I|(A(s),B(»))I|-^ oû ^  ( 1T(5,,s,))(L^(^,s:^) ) j l
En efecto, el primer limite résulta inmediatamente de rees- 
cribir la desigualdad (50) en la forma
( «0)
e integrar entre s^  y s^  teniendo en cuenta la definiciôn de 
la norma I I en el espacio L*^ (s^, s^  )x L^(s^,s.j).
El segundo limite requiere mâs elaboraciôn ya que la funciôn 
w(s) que figura en la expresiôn (44) de debe obtenerse en
funciôn de A(s), B(s) a partir de la fôrmula (36).
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.Con las.notaciones previas
= IPcsil <3= (5,-s^ )+)>iA^  |r(!^ )_?(s)l
5ecso,5,i
. ^
.;• ^  ^  am. ±  4 -1- = i
0( o('
efectUaiQos en la (36) las acotaciones siguientes
s
C 61)
|w(5>|V| (So)-r(5j|4- ------—  j<j(r|&tA(»)>. .V.. . . . I r(3j- r(s,)
11 e#cr(f4At<r))ei^ I I
y si Suponemos que A(s), B(s) pertenecen a ex TR , la (49) ind^ 
ca qùê ;
.5,
c^cr |i4A(o-)| ^ |rc5^ )-?^ (j-,)| 4-
So
v" /^ 1
i  . ('l4|A(<r)| )ol(T ^  (Q 4 I IAio-)\oi(T
/Jo
y si-ahora utilizamos la desigualdad de Holder (referenda 3 p. 
62) dbtenemos
l‘Ÿs^ Z^ ,S^ 3 Iw(s)| ^ Q  +  'R, 11A(5)H ( 62)
Podemos ahora escribir, en el supuesto (A(s) , B(s))6ôf.H'î la 
cadena Siguiente de desigualdades
lTit U(si,0(i))4^ Ke |> |1((A(j)^6(s})L If I l'Wt(A(5),B(5))| >
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J5| SJ
^  I .  I f  I lJ^ £(s)W(s)ets 1 ^ 1 %  (A^ ),B(s))U | f  I P J lw(sjl Us
>  11 4 ( AcsJ,8(J>)1- I f  I p f f f - ^ l )  ( Q  +  P , I I A w I I )
Por integraciôn de la (69) obtenemos finalmente
114 (A(*>, 6(si)+f 14(A(s),8(s)) I > H  llA(s)ll%- H  II BtsjII k )_ 
-|flP(ji(s^.s,)_/fiP?^ (VSi) IIA(s)ll
C 63]
desigualdad que demuestra la infinitud del limite planteado si 
ÜA(s)( 4-“ |B(s)||-*- Oo , ya que <v> 1.
Lema 2.1.6.- El funcional P: L^(s^,s^]xL^(s^,s.|)_», R definido 
por la fôrmula
r('A,8)r^4fA{ff))e‘'^ J« ^  1^ ’^ ( 64)
es debilmente continue por sucesiones. En efecto, utilicemos la 
notaciôn b(A) = B(A)-( 1 (A)) y supongamos una sucesiôn
^^n’®n^n«Z* que converge débilmente al elemento (A,B) , lo que 
escribiremos del modo usual (A^,B ^ ) ( A ,B) ,con lo que tarn- 
biên se verificarâ entonces (A^,b^) (A,b) . Escribamos
ahora la diferencia
r ( 4 . T M , 8) =









Para comprobar que -PCA^B) tiende a cero si
n-^  oo , advertimos primeramente que el segundo sumando integral 
del ûltimo miembro de la cadena de igualdades escrita, sumando
que notaremos 11^ , tiende a cero por propia definiciôn de con-
vergencia dêbil puesto que la funciôn j b(A)d^ es continua ya 
que, en efectopor aplicaciôn de la desigualdad de Hblder si
g.) g-"
1 J \ *> I I ^
1 1 J. C
Respecte al primer sumando integral, que notaremos T^, el 
probar su convergencia a cero es algo mâs laborioso. Para ello 
consideremos en primer lugar la diferencia
0- (T
/ w o y  1 f L(hJ} _  I i ( A ) d l  1 c 67)
<r«cs.,s,l •’s,
y veamos que tiende a cero si n->^ (es decir, la sucesiôn de 
integradas de las b^(A) converge inferiormente a la funciôn in 
tegrada de b(A) . A tal efecto consideramos el operador lineal (T 
de L^(s^,s^) en C[s^,s^l definido por
y 6(A)( (f ( D&) (o") = j ^cX)(X} ( 68)
es decir, el operador de integraciôn del que es sencillo probar 
que es compacte. Para ello sea ^ c  L^(s^,s^) un conjunto acota- 
do, es decir
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3 M > 0  V k A ) e  5" <  K  (69)
y veaniqs que el conjunto transformado O'^) es compacte en la 
norma tisual del mâximo en C[s^,s ]^ , lo que équivale en virtud 
del tetSxema de Ascoli-Arzela (ver referencia 6 pp. 369,370) a la 
equiadotaciôn y equicontinuidad de la familia 0T(T) . La eqûiaco- 
taciôn\.résulta inmediatamente usando la desigualdad de Holder del
V.- •
modo ^ue sigue ^ ^
^tcX) € g  f V(A)|o/; <
M  •'Si, -JSo
t  I  i  '
■ g: • ^ -
mientras que la equicont inuidad se prueba como la (66) obteniên-^ 
dose .'.i*
V: c» i
| laüo-'lP’i^ ( 71)
X  X
La compacidad del operador 0^  de integraciôn impi ica ahora 
que la'.convergencia dêbil  ^ ^n L^(s^,s.j) resil
ta eni tonvergencia fuerte de las funciones transformadas (ver re-
ferentra 6 p. 107) en la norma del espacio al que pertenecen, es
decir,' que la diferencia (67) tiende a cero si n-*-Co .
Cpncluyamos la demostracion del lema, comprobando que el su
mandôf’intégral que notâbamos por tiende a cero si n -* oo
. 1 ^ 1  f  U - t V « r ) |  I 1 f
•V A  G". c  ol(r(i-4-|A C a l l )  I I ^CX)c\j -  f  i(A)t/A I ^
•'s, ^ JSo '
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^  / K t a / /  I I I J r ( d i l ^ i < r ) l )
<T«C3b,s:.,3 ''Sc «A* -'ji
( 72)
El primer factor del ûltimo miembro de las desigualdades es- 
critas tiende a cero si , segûn hemos probado antes. El se
gundo factor estâ acotado ya que la desigualdad de Holder indica
jM^ ,(<r>l)Jr‘r(4-S.)46r,~i)^ll/),(<r)IL (73)
y la sucesiôn de normas llAj^ Co’)!! estâ acotada por ser la suce­
siôn n«2* débilmente convergente (referencia 6 p. 107).
En resumen I^ -*-0 si n-^ oo y el lema 2.1.6 queda probado.
Lema 2.1.7.-El funcional definido por las fôrmulas (44) y
(36) es débilmente continue por sucesiones, en la variedad (no li 
neal) ex.j'j'fy definida por la fôrmula (49).
Sea (A^(A), B^(A))^^g,+ una sucesiôn contenida en ex.Jtl 
de la que supondremos tiene limite dêbil (A(A), B(A)) el cual 
habrâ forzosamente de pertenecer, en virtud del lema anterior, 
también a la variedad ex.Oft (la cual résulta asî ser débilmen­
te cerrada). La fôrmula (36) define una sucesiôn
Lc^(5)+L W^Cs) =  z(Ji>).z(suCyso)-iys) +
f 5, O' Je
( 74)
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dondô. s'e ha adoptado la notaciôn del lema anterior 
Es evliente, por una parte, que las u^(s)+iw^{s) son continuas 
(de hècho son absolutamente continuas) y no es dificil probar, 
por ot'ta parte, que la sucesiôn que forman tiende uniformemente a 
la funciôn (absolutamente continua) u(s) + iw(s) definida por (36). 
En efecto, segûn la compacidad del operador 0* de integraciôn
r  ■ ’L .dfefinido en el lema precedente, la sucesiôn de funciones 
 ^J tiende uniformemente a la funciôn J^b(ÿl)d^ ,
mierttrâs que por similar razonamiento la sucesiôn de funciones
tiende uniformemente a la funciôn
a-
J d<r(UA(a-)) gy, /ty ^(X)d}
%âdo que por otra parte, la sucesiôn numêrica formada por 
los dénominadores de la (74) tiene por limite, segûn el lema 2.1.6 
previo , el denominador de la (36) se deduce la convergencia uni - 
formé anunciada, a saber
-. '.ÀÀams. VyvaV 1 U ^ ( s ) - U . ( s )4 L W^(s)-i. w ( s )  j =  0  (76)
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Un clâsico teorema del anâlisis matemâtico elemental nos 
asegura en este momento
M m  [ ^Î(S)W^(S) JS = f £(SJ ÿ\/(s) e/s [ 77)
igualdad que équivale al enunciado del lema.
Observaciôn.- La demostraciôn dada es vâlida para la continuidad 
dêbil de , no sôlo en ex..^ )l^  sino en cualquier otro conjunto 
0  débilmente cerrado, en el que el funcional (definido por
(64))tome valores separados del cero, es decir
3ol;>o V(A,S)€0 I oL (78)
Lema 2.1.8.- El conjunto que notaremos e x . d e f i n i d o  por
6% .3%" = j (A,8)6 7)% I V  Se 4A(S)^0 ( 79)
donde exiTL se define segûn (49), es un conjunto débilmente ce­
rrado .
En efecto, èl lema 2.1.6 indica que ex 7^ 1 es débilmente 
cerrado, puesto que (A,B)ç exTJt si y solo si j P(A,B) | =
«j f (s^-f (s^)| y, por tanto, si para todo n de es jf(A^,B^)| 
= |f (s.j ) -f (s^) ( la misma relaciôn serâ satisfecha por el limite 
débil (A,B) de (A^ ,B^ )^ .^g,+ .
Por otra parte, es fâcil probar que el conjunto J/ defini­
do por
|(A,B)( lT(So,S^ )X ) I(Wi V s ( [$,,$,] W ( S ) > 0  I (80)
es débilmente cerrado. Para ello razonamos por contradicciôn, su
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ponieûÜo que exista un conjunto '£ contenido en fs^ ,s.jj , de 
raedidâ-estrictamente positiva tal que
' / î 4A(S) < 0 (81)
y denOtemos por Aj?(s) la funciôn caracterîstica de O  , que 
evidentemente pertenece a L  (s^ ,s.j) con (l Ax') + (l /o()= 1. Si aho 
ra Suponemos que la sucesiôn (1+A^(s))^^^+ tiende debilmente 
a 1+A(s) pero de modo que
se verificarâ en virtud de la convergencia débil
0^ f ^  J  X^(s)ds ( 82)
con Ip'cual y en virtud de la (81) deberâ ser
' ' / (-i-tAcs)) Js - 0
X. T
lo qup implica (referencia 3, p. 29) que casi por doquier en
seà :_1 + A (s) = 0 , contradiciendo asî la (81).
..iâ demostraciôn del lema se concluye ahora por la simple ob- 
servaciôn de ser exdf\^= ^ p ex JYl
Teorëgia 2.1.9.- Para cualquier q real el funcional U = U.+qU 
r ■
definido por las fôrmulas (41), (44) y (36) alcanza, en la varie 
dad "eX. definida por (79), su mînimo absolute.
Para la demostraciôn observâmes en primer lugar que si 
u(s) w(s) = 0  en las fôrmulas (34) y (35) se obtiene A(s) =
= B(s). = 0 , es decir, se deduce que el elemento de
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L(So»s^)x I^CSqjSi) formado por el par de funcione? nulas per­
tenece a ex.-^f^, con lo cual el lema 2.1.5 asegura la existencia 
de un entorno de cierto radio <d> 0 , del origen de L x , de 
modo que en el exterior de tal entomo el funcional U.+qU^ to- 
ma valores superiores al nûmero
%{Ô,0) 4 f  =  y MiiO,ù,S)els
es decir, se verifica
3ol>o IAIK«BHvoL ^
1^(A,8)4 |'Mç (A,8) > H(o,o)4^ (0,0)
C 83)
de modo que si el funcional U^+qU^ alcanza su mînimo en el con 
junto ^  definido por
^  |(A,8)^P(s;,VxL^(\Si> Ha II-i-IIBH | ( 84)
ese mismo mînimo lo alcanzarâ en toda la variedad ex.
Observemos ahora que ^ es evidentemente acotado y ademâs 
débilmente cerrado, ya que résulta de la intersecciôn de una cier 
ta bola de L (s^, s.j )x [f (s^, s.j ) que, como tal, es débilmente ce
rrada (ver referencia 5, p. 303) y de la variedad ex.'lPf\^  que
también es débilmente cerrada, en virtud del lema 2.1.6.
Tenemos asî el funcional U = U.+qU^ que es inferiormente 
semicontînuo por sucesiones en sentido dêbil (segûn los lemas
2.1.4 y 2.1.7) en un conjunto ^ que es acotado y débilmente ce
rrado en el espacio de Banach reflexivo L(s^,s^)x i^(s^,s^) (a
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tal efecto ver referencias 3,6,5 en pp. 127-130., 85-90 y 105,
22-24 y 304 respectivamente). Se dan, por tanto, las condiciones 
èxacta^ de aplicabilidad de un teorema de anâlisis funcional 
(ver referencia 5, p. 78) que asegura la existencia y alcanzabi- 
lidad;del mînimo de U = U^+qU^ en el conjunto ^ . Segûn una 
argumqntac16n hecha previamente, ese mismo mînimo corresponde a 
toda la variedad ex.Tlt*
Comentario.- El teorema que acabamos de probar dice que el mîni­
mo de;.U^+qü^ existe y se alcanza en (al menos) alguna pareja 
(A*(s) B*(s)) de funciones de ex. 7^, la cual llamaremos por
compâraciôn con 1.6.5 configuraciôn generalizada de equilibrio.
’< 1 Si piidiera probarse que tal configuraciôn verifica A,t(s)€C [s^,sp
•y B*(s)e C[s^,s ]^ se deducirîa segûn (36) y la notaciôn de (28) .
que el correspondiente campo de desplazamientos (u*(s), w*(s))
pertehéce a ^  .El mînimo absolute de U^+qU^ , ahî alcanzado se-
rîa eptonces una configuraciôn de equilibrio, segûn se definiô en
1.6.5/
El proximo apartado 2.2 se dedicarâ a preparar la prueba de 
las condiciones A*(s)é C fs^,sp B* (s) ( C[s^,s.|] , las cuales
I y
direnips "de regularidad" de la configuraciôn generalizada de equi^  
libriô. La mencionada prueba exigirâ hipôtesis adicionales er la 
,fuhcièn, W.(A,B,s) del potencial elâstico.
SECCION 2.2 MODIFICACION DEL PROBLEMA VARIACIONAL.- Un aspecto im 
portante de la demostraciôn de regularidad de la configuracicn ge
neralizàda consiste en establecer, que tal configuraciôn satisfa-
- - ' . 
ce las clâsicas ecuaciones de Euler-Lagrange de un cierto prcble-
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ma variacional. En la formulaciôn de ese problema consideraremos 
como variables del funcional, en vez de las (A(s), B(s)) hasta 
ahora manejadas un nuevo par CA(s),«p(s)) , donde Y (s) que de 
finiremos con precisiôn en breve tendra el significado geomêtri- 
co de /^ *(s) -^(s) segûn las fôrmulas (8) y (9).
2.2.1 Notaciôn y def iniciôn. - El sîmbolo (s^ ,s.j] denotarâ
el espacio vectorial real de las funciones y>(s) absolutamente 
continuas (ver referencia 3, pp.8, 28, 165-168) en el intervalo 
fSjj,s.jJ cuya derivada (s) pertenece a lf(s^,sy . Es decir
85)
i  4  J ^ i(p (s ) |^ j< + o o  j.
‘Pasemos ahora a considerar la variedad ex definida por
las (49) y (79) y definamos en ella una aplicaciôn con ima­
ge" en i-(Sq,s^)x W p  (s^.sy y tal que 
V ( A , B ) € C y ^  ZI(iA,8) (s)sr (A(S),Yt$>)
= Y.4- , %tZo,2-n) ( gg)
e‘’'^J^c(5(i4A(s)) i J-Cs.)
Lema 2.2.2.- La aplicaciôn arriba definida es biyectiva en­
tre la variedad ex y el subconjunto ^  de L(s^,syxW^(s^,sy
definido por
= I (A.tf)é r^(s„syxWpVso,sy I C*M yîé{S„S,) W(4)^0 ^
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4 (UA(S}) cs>(Cf(S)_J -0^ ) = )~-x(s„) I [ 0,2n) Z
/  il els(-f4A(s))/iga(vj>(s)-J ^  ^(s,)-j(5,) j.
J.% '
En, efecto, si examinâmes primero la aplicaciôn directa %% 
con la Aotacion ZTCA,B)(s) = (A(s) ,(|?(s)) , la primera condiciôn 
1+A(s)*^0 que define résulta directamente de la definiciôn 
(79) dn ex Las dos condiciones siguientes de la definiciôn
de -’se resumen en la forma comp le j a
%  ' s
Jr/î/UAcs)) e^ |)i((j>(5)-J' C 88)
que se : deduce inmediatamente de la definiciôn (86) de ^  , la
■ ■ >■’•
cual témbiêii implica de modo évidente que ^^(5^) = ^ 0^ [0,2"n) ,
Çn cuanto a la aplicaciôn inversa, se constata su existencia 
obseryAndo que si (A(s),ip(s)) es un elemento de , résulta 
obtenido como imagen por 2j ôel ûnico elemento (A(s), B(s)) 
donde B(s) *cp'(s) . Este elemento verifica, en virtud de (88) 
la co'ïldiciôn (49) y pertenece, por tanto, a ex 
Notacabnes 2.2.3.- Denotaremos por ex el subconjunto de
^  ï
L(s^,spx Wp (s^ ,s^  ) definido por ^
= y  T.) ^ (hx fj6(^ ,Sf) 4A(S)^0 ^
89)





V(A,cf)€ X ( A , c f )  -s. I W i  ( A ( s ) , c f ' ( s ) , s )  o f s
(A,if ) = j Q(s) (^-f.A(s)
Jmclt (3(5) ” J  ^^ ((T)  ^ gi ^
siendo la funciôn P la considerada en (44). Finalmente y por 
comodldad, adoptaremos la notacion
5
i(S) = I cJ<r ( 92)
 ^ k  p(f)
Teorema 2.2.4.- Con las notaciones previas y para cualquier q 
real se verifica que el funcional V = V^+ qV^ alcanza su mini- 
mo en el conjunto ex .
En efecto, dada la periocidad de las funciones seno y cose- 
no es inmediato observar, que para todo elemento (A(s),y  (s)) 
de ex hay un elemento (A(s), *(s)) de de modo que
Basta para ello tomar '>P*(s) = vpCs) -Znti donde n es un 
entero tal que v^(s^)-2nq pertenezca al intervalo [Q,Zn) . La 
observaciôn hecha implica que es suficiente probar el teorema 
que nos ocupa, reemplazando en su enunciado ex ^  por .
Por otra parte y segûn el lema 2.2.2 es évidente
l‘(A,<f)f ^  y<(A.(f) = 11; ( £ (  94)
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y adem$S .obtenémos para el funcional , teniendo en cuenta
la fôf^Ula de integraciôn por partes para funciones absolutamen- 
te continuas (referenda 3, p. 176).
l5o -'So -ISo
r + f ^efs P(s) f d(T (UAiff)) jeu(if>(7)-j -fÜ )
y con las notaciones
;;(A(s),B(s))= Z T  (A(5),(jj(s))
k  =  j  ^ î ( s )  ( J(5)) 0(5
podemôç escribir en consecuencia
y ( Â , ( f ) € j ^ k+lÇ(A,if ) = j i*fs) j
4 j^<r(ffA(ff))Jm j. c^ S =
= ['• P(5, i ,«)4. f
Js* w  / ^ Z(^,hZ(WCjC5,VtJ&)
) d/l i- d s
|)(A)







V -7 . ^
^ )-z(s,)+Cy(ii,hi^ &
y}ex|3 À (%-f-j d/l |.
si âhofa tenemos en cuenta las (86) y la notaciôn (36) résulta
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= 'Mg c Acs), B(r)) ■= 'Wg ( £  \A(s),cp(s)) ) ( 98)
de modo que existe un nûmero h (independiente de A(s), l^ (s) ) 
queL.junto con la biyecciôn %] establecida entre ex y ^  
verifican
La conclusiôn del teorema que nos ocupa résulta ahora como 
traduceiôn directa del teorema 2.1.9 del apartado precedente.
La idea principal subyacente en la prueba de regularidad 
para (A*(s), B*(s)) consiste en demostrar que esa configuraciôn 
generalizada satisface las ecuaciones de Euler-Lagrange (a descri^ 
bir con precisiôn mis adelante) del funcional
J I (Acs),Yts),s)4 C^3(î)(4 A(s))4&M c U (100)
con las dos condiciones de enlace (89) que definen ex , a sa 
ber
J  Js('f4A(sï)e^i(if(s)^fcsi] =  % ( S J _  Z ( s . ) 4 i j ( S ^ ) _ L j ( 3 . )
La dificultad mas importante para la susodicha demostraciôn 
proviene de que, en princijiio, para algunos valores s se podrîa 
verificar A*(s) = -1 y eJ ellos la funciôn (A*(s), ^ ^ )
se baria infinita de modo que cualquier intento tropezaria con 
un grave obstâculo. Para obviar la dificultad descrita definire-
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mos uAa nueva deformacion D , que llamaremos distorsionada, en
correjSpondencia biyectiva A = g(D) con la deformaciôn longitu­
dinal*.;A , de modo que a la recta real -ao D le corres-
ponda.èl intervalo abierto semiinfinito -1^ A<- + ,
Defihlciones y notaciones 2.2.5.- Llamaremos funciôn de distor­
sion- à toda funciôn g de valores en (-1,+oo) que sea de cia 
se cyÇ-0 0,-*~co) de; derivada positiva en sentido estricto.
Êâdo un arco elâstico en carga y con las definiciones y no- 
taciôfljés de ^  . 6 y de 2.2.1 a 2.2.4 llamaremos con junto de signi-
ficaciôn a la familia y de los pares A(s), ^Cs) de funciones,
respectivamente medibles y absolutamente continuas en el interva­
lo taies que V^(A,Y)<+<» , V^(A, ^  ^  y ademâs,
sea cas i por doquier. 1+A(s) ^ 0; es decir:
^  ïi I (A(s),u>($)) A : IR y*iJJAsu q> : R  aJUo-
 ^ (TOI)
CdMAuwM,a.- xP Co/LC. Y S e (s,, S, ) f+ A(S) J. o ^
y dad^ é una funciôn g de distorsion, llamaremos respectivamente 
energta elâstica distorsionada y modulo de potencial externo dis - 
torsiônado a los funcionales definidos en el conjunto
y^ab de los pares (D(s),Y(s)) de funciones, medible la prime­
ra y absolutamente continua la segunda, del modo siguiente:
iç  ^^  <f (102)
; - j  ^S
'Llamaremos conjunto distorsionado de significaciôn a la fa-
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milia J g  de pares de funciones de P(ab taies que
y =  (103)
y llamaremos finalmente operador de distorsion a la aplicaciôn 
f definida por
/ g (D(S),*f{S)] z: (^ (J>iS) ,if(S)) (104)
donde debe sobreentenderse que g(-^) = -1 y g(+oo) => + co .
Lema 2.2.6.- Con las definiciones anteriores se verifica que ^  
,o( 1
estâ contenido en L(s^,s^)x Wp (s^,s^) y que el mînimo del 
funcional V^^+qV^ en e x ( a l c a n z a d o  segûn el teorema 2.2.4) 
coincide con su mînimo en (e^ i0  )f| ^  > que también es alcanza­
do ,
En efecto, la primera afirmaciôn résulta inmediatamente ra-
zonando por contradicciôn, pues si un par de funciones (A(S),(|>(S))
1
de y no perteneciese a L x Wp , es decir si fuese
j  |A(S)|%/5 =  4 o' f |(p'(s))^o/s r
So •'5c
4 OO (105)
la condiciôn de crecimiento (50) implicaria, previa integraciôn 
en s , que V . ( A , ) = + oo lo que contradice la pertenencia 
a ^  del par (A(s),Y(s))
Que el mînimo alcanzado en un cierto par (A* (s) , Cs) ) 
de ex pertenece a ^  es trivial, puesto que por su condi­
ciôn de mînimo
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siendo)' la funciôn constante tal que
«! “ f **(’(-<■ f ) <^ 4 =  I(V-ïa)4iyî,)-t «S.) (106)
> 1. \  r  ’ ' '
Tâi constante existe como se comprueba al sustituit en la fôr 
mula,(36) las funciones idênticamente nulas u(s)=w{s)=A(s)=B(s)=0, 
debiendo notarse por otra parte que el par de funcionesconstantes 
(0 ,pertenece a la variedad ox definida en la (89).
Hipôtésis 2.t. 7.- El grado de crecimiento hacia infinite de la fnn 
ciôn vW^CA.B.s) cuando A-v -1 supondremos que verifica las con^
dicionés siguientes
•>:
a) Existe una funciôn de distorsion g y existen nûmeros reales
H^  >. 0 ?" 0 o<'^ > 1 Pi^1 taies que para cualesquiera D,B,s
2en - .R xrSg.s^] se cumple
I (107)
b) Para cualquier D(s) en L (s^,s^) es g(D(s)) pertenecien
te à L^(s^,s^) . Ello sucede (ver referenda 5, pp. 147-1 55) 
si;, g satisface una acotaciôn de la forma |g (D)K c^+c 1D|  ^
con c^  real y c > 0.
c) Para cualquier D(s) en L (s^,s^) es g'(DCs)) pertenecien
te} a L^1(s^,s^) donde (1/CX-j ) + (1/0(l ) = 1 . Ello sucede si
g ' . satisface una acotaciôn de la forma lg*(D)|^ d^+d ^
con d^  real y d > 0 .
d) Supondremos en resumen:
3 6 R Vj)e(R.
' e,
+ C I D|  ^ C IDI
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Lema 2.2.8.- En la Mpôtesis (107), es un conjunto contenir
do en L (s^,s^)x Wp (s^,s^) y el operador g define una hiyfec 
ciôn entre g: y g'g .
En efecto, la primera afirmaciôn se deduce de la désignai- 
dad (107) previa integraciôn en s , mientras que la segunda ré­
sulta de que toda funciôn continua de una funciôn medible es a su 
vez medible (ver referenda 3, p. 10) y de la particular defini­
ciôn de los funcionales como aquellos que toman, res
pectivamente, los mismos valores en Jg que los en F .
Llegamos ahora a la reformulaciôn de nuestro problema varia- 
cional, lo que hacemos del siguiente modo;
Teorema 2.2.9.- Para todo q real, el funcional V = V. +qV 
--------------------------------- g ig eg
definido (en 102-103) por la fôrmula
V C D , ^ ) €  Xa\, 15 = %
4 ^  J (3($) jd+g()(ei) ^cs)}c4s
'3.
f.alcanza un mînimo en el conjunto X'g definido por
* = ,        -
( 110)
En efecto, la afirmaciôn de este teorema es consecuencia in
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• /j.
mediatli'del lema anterior, previo recordatorio de que es el
conjun^ê |(4<|0 €^ab V^g(D,'f)+q V^g(D,y)< + w  j , asl como de 
obsen^r que él lema 2.2.6 équivale a decir que el funcional 
Vi+qV^r alcanza su mînimo en el conjunto
•
I T  I j (i+A(s)) ^  i (^ {SU f(s>)cls = I ( IJ1)
SECcÿ^ 2.3 REGULARIDAD PE LA 5QLUCI0N GENERALIZADA.- Llegados a 
este |>unto, el ûltimo teorema 2.2.9 nos sitûa en condiciones de
abor^âr la prueba de regularidad de la configuraciôn de equilibiio,
• .* r.
EllO'.fequiere una preparaciôn un tanto laboriosa, la que desarro- 
llamôi en lus prôximos lemas y definiciones.
LemajZ.3.1.- Sea F(s) una funciôn continua cualquiera en fs^,s 3^ 
y sea yj^  un nûmero real arbitrario. En estas condiciones y con 
todâs’ las hipôtesis y notaciones de los apartados previos, se ve-
°<i 1
rif\ça que el funcional G definido en L (s^,s^)x Wpj(sQ,s^) 
por la fôrmula
^ j  6n(vf(«)-f(n47|.)ds Cm)S
es‘.£inito y diferenciable en el sentido de Gateaux (ver referen- 
cië'S, pp. 35-43) en cada elemento y en cada direcciôn del espa- 
ci<t- L^  ^X
(•. La finitud résultaen efecto, de la acotaciôn de F como 
consecuencia de su côntilnuidad asl como de la funciôn coseno, jun 
t& con la hipôtesis- 2.2.7 d) que asegura g(D(s))€ L^(s^,s^) .
■./; Para demostrar la diferenciabilidad hay que establecer, pa-
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ra caalesquiera (D*, Y*) Y (D,f) en (s^.s^ ,
la existencia de la derivada
oft t=0
lo que haremos utilizando s_u definiciôn directa como limite. Con- 
sideremos a tal efecto, la diferencia II .
31 =. F ( s ) | l 4 j C l ^ ( s ) + t K » ) )  (• ^
-Rs)] e«(Y^(suf(s)4'>(. )
que segûn el teorema del Câlculo elemental, del incremento fini -
to, se puede escribir en la forma
1 JT = F(«) D(s) y C D ( s ) )  cn (<g(«)4t«es)Ye)- Uijo \ - 
^ (116) 
F^(s)|'l+j^ (^s)4t6(j)Df5)) ^ (f(s> 4t^((f^(suUii)ff(s)^ f(sh>lo )
donle 4 (s) es una cierta funciôn que verifica 0<*-d(s)< 1 , 
de modo que podemos escribir
(117)= j  -t n(s) Js
So
Observâmes ahora que la expresiôn 016 ) tiende puntualmente, 
si t->-0 , a la funciôn
F ( s )  D C S )  j ' C D ^ C s ) )  C y ,  fcshTJo) -
(118)
-  R s )  j ^ 4^ ( I^ C S ))  I  <f(s) 44m, fcs)^  I
I
la cual es integrable, en virtud de las hipôtesis 2(. 2i.7 y de la 
deîigualdad de Holder. Veamos ahora que se dan las condiciones 
del teorema de la convergencia dominada de Lebesgue (ver referen
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iv-
cia 3^tp. 26) para la convergencia de la integral (JJ7), cuyo in 
tegrajliq es lA expresiôn (116) con limite puntual la ûltima (118). 
ConSixLèremos a tal efecto una sucesiôn de reales po­
sitives cuyd limite sea 0 y que verificarâ por tanto, para to­
do nj/mayor que un cierto , la condiciôn I t^l <  1 ; con lo
cuâl expresiôn (fl6) y las desigualdades CiQg) implican
■ • *
I .L i f  j ^ I F(s)l 10(s)l I y(j>yfs)+ D(j;) 14  I f(s)(fw l 
^  D(a)|^ |R s)Y(*>K^+
4  c i% (S l+ L ^ W ) D (s)|“^  ^)  é  |FCS)11 D(s)l (|C^|4 C.j ID^(«)|+ I W  ID W l )  +
4  |I^ (S ))4 tM .I6 ( ') IID (T )l} '^  ) 6  |F(»)1|P(S)1 ( K 4 I4
ahora sustituimos el factor )D(s)| , del primer suman-
•V*do det.ûltimo miembro de las sucesivas desigualdades, por su ma- 
yorantp |D(s)| + iD*(s)| obtenemos
• .'% '
1:1 n i  i  I F (s )Y U )l 4- |C<| |F ( * ) I  |D (S )l4 -
"ti, ' ■ ' ' (119)
OX,
.T. •V. Ml
Ppra ^ 4  fijo > 1 , la funciôn real x es convexa en 
X > 0 <.](derivada segunda positiva) lo que implica:
1 1  (120) 
con 1^0 cual la desigualdad (119) se modifica asi:
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h
I A  n  I 6  (4 + lC^ l) I Rî) Y ^ l  + ICfl I Rî)l I P(*Jl + (4+ IRjr)Y(*Jl) 
X c 1  I Djj(i)Pv ("(+1Rs)(^ (s)I) C 2 ^ 1
Como |F(s)| y 1^ (5)! son funciones continuas en [s^,s^] 
cerrado, sus mâximos que denotaremos respectivamente por y
Mg son nûmeros reales positives (finitos) de modo que
| 1  ! ( $ ) !  < ( i n v )  f i s i  iD w l (d4 (  I D^(sjp41 D(s)l*^  ^)
lo que prueba finalmente que la convergencia del integrando de
(iT7) estâ dominada por una funciôn con integral finita, puesto
o(, , «^ 1
que tanto |D(s)| como |D*(s)1 y |D(s)l tienen tal ca- 
râcter. Podemos entonces tomar limites cuando t -^»-0 y escribir
i (4(^4tD,Y^+tvp)|^ = j i/s —
—  f «/s Rs)yfs)  ^ ^
quedando asi demostrado el lema que nos ocupa.
Corolario 2.3.2.- Los funcionales definidos en
L^^(s^,s.|)x (Sq s )^ respect ivamente por las fôrmulas:
y(d,<f)^l^\s,,S^))cWp^(S^,S^) M^(D,(f) =
r  J  i / s j i 4 ^ ( ï ( s » ) } c « 7 ( Y ( s ) - f ( s » )  )  J ^ j ( 0 , ( f ) = l ^ d s l ' k ^ ( P ( s ) ) j ^ ( ( f ( s h f ( S ) )  ( 1 2 3 ]
r  J  ( 3 ( s )  j i + j ( P ( s ) ) | -  Ae^(if(S)-l(S))ds
son finitos y diferenciables en el sentido de Gateaux en todo
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V.-
L ^ x W ] ^ .
efecto, cada uno de estos funcionales résulta como un ca- 
SO- particular del funcional G del lema 2.2.2 previo, para deter 
minada^; elecciones de F(s) y , a saber
'■Hv
fira F(s)si ,>{„■=■ o j |»ana Rijr-i
0  241
é  f>arn Tts) - (2(5) , »[o ^
debiendo notarse que Q(s) es continua, dada su definiciôn por 
(44) y; (91 ). Las derivadas de estos funcionales resultan de par"* 
ticülârizar adecuadamente en la fôrmula (i22)- 
Hipôtë^éis 2.3.5. - El crecimiento de la funciôn cuando
IDI + 1^ 1*. A) vjene acôtado inferiormente por la desigualdad (iQj).
Ahora-,supondremos ademâs, que tal crecimiento estâ acotado su- 
perlorfcente del modo, que sigue:
>0 3l?^>o y(D,B,s)€ [5,,3^1
Siend;& importante observar que la primera derivada parcial se en-
tiende respécto a la variable D y no respecte a A = g(D).
Lema .^3.4. - Si (D* (s) , Y*Cs) ) es un elemento del espacio «Kab 
fSt
tal qj» .J^W^(g(D*(s)) ,(p;(s) ,s)ds< + oo , es decir, segûn la 
nota^Çén (103) y el lema 2.2.8, si (D* (s) , Y* (s) ) pertenece al
0(i 1
subconjunto J:g de L (s^,s.j)x Wp.j(s^ ,s.j) y si por otra parte,
.
D(s) jps continua en [s^, s..] cerrado, entonces el funcional
"ï
'definido en (102) es derivable-Gateaux en el elemento
5,.*
(D*(s), cp*(s)) y segûn el vector (D(s), . Ademâs, dado
cualquier t real se verifica que el funcional toma valor
finito en (D*(s)+t D(s), f*(s)+tY(s)) •
Para la demostraciôn seguimos un mêtodo similar al del le­
ma 2,3.1. Introducimos por comodldad la notaciôn
yCP,B,s)€lRxt3b,Si3 Sli (D,B,s) = 1/fi ( j(D) ,8,5) (1 26)
y dado cualquier t real escribiraos la diferencia II .
H  s Qjil^ (s)f.tp(s), ,s)^ /l^(D^(s),ifl(S),s) (127)
que con las réglas raâs clâsicas del Câlculo elemental se expresa 
del modo siguiente;
i n  r  D(») (P,j(s)+tëcï)D(s),(p'(*)+U(s)Y'fs1, s) 4
t Hf. I (128)
4Y'(j> ^
donde 6 (s) es una funciôn tal que 0<9(s)-< 1 . La condiciôn
(125) permite ahora escribiri)JI(s)l £ ( |D(*)14.|y'«)|) lI^(s)4tÔ(s)D(sJp^4
a (129)
4  I ^ ^ ' (s h U u )  (f'(s) r  V  )
y dado que |D(s)| ,1^ '(s)| son funciones continuas, sus mâxi­
mos que notaremos y Mg respectivamente son finitos, con
lo cual
«"i
La funciôn D* (s) pertenece al espacio L (s^, s-| ) y tam­




piedàd^ de linealldad de este espacio (referenda 3, pp. 62-65)
asegufji:* la integrabilidad (finita) de la funciôn 
0(1
lD*(s)t t 9(s) D(s)| y analogamente para la integrabilidad de 
■ &
t0(s) Y'(s)| . En resumen ll(s) es una funciôn con in
tegralifinita, con lo cual la ûltima afirmaciôn del lema (de fin^ 
tud dd» V. ) se obtiene a partir de la (127) del modo que sigue:
X^(i),4bD,Yy-ttY) = s) =
r p  . A  (131)
Jl(s)tis< + oo
VÂlviendo al tema de la derivaciôn, utilizamos la (128) para 
el câlculo del cociente incremental
' j (:i^ (a)+teef))>(s), YiCs)+t^Cs)Y(S),5 ) +  (132)
} ■ ■ :  +  J  ^  , Y ^ ( s ) + . t  « c r > i f ( 5 ) , s )  c J s
obsezVando que los integrandos del ûltimo miembro tienden puntual_
"i* o
mente^ryen virtud de la continuidad de W^(A,B,s) y de j c ^(D,B,s) ,
à la funciôn:
Para comprobar que esta convergencia estâ dominada por una 
funciôn integrable, utilizamos la (130) suponierfdo ItK I  , lo 
que éS: permisible dado que t-*-0 . Tenemos asl
60'...
y utilizando desigualdades convexas similares a la û 20 ) se ob- 
tiene
I i  n  I! ) 4 ) j j .
lo que prueba que la convergencia estâ dominada y, en consecuen­
cia, pfdemo# tomar limites en la Q32) si t-^0 , concluyendo H  
nalmerte
V'(î>,y )€ Ccs.,y,3xC'^U.ç,} =
 ^ Cl 35)
fS^
Lema :.3.S.- Sea (D*Cs),Y  *(s)) el elemento de
0(i 1
L (s^ ,s.^ )x Wp.^ (s^ ,s.j) para el cual el funcional V^^+qV^g al­
canza un mînimo en el conjunto g (ver teorema 2.2.9) y sean 
D^(s) , Dg(s) , (s) très funciones continuas cualesquiera y
Y| (s) * Y 2 , Y](s) très funciones continuas cualesquiera con
derivida continua en Is^ ,s.j3 cerrado. En estos supuestos y con 
las nitaciones de (123) para Mg , Ng se verifica que las cua- 
tro finciones reales m , n , v^ , v^ de las très variables rea
les (Z.J, Zg, Zj) definidas por
V (2 . 2  ^,2^ ) € IR  ^ .23) = ^  C -J %+Zi(g4%C&4 %Ys )
^ *2 > *3 ^ j ^3^3 )
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■y-:' , (1J6)
I t  = V*7>*r-*'aV%I>3
' Î ^
r  .
.|ôa funciones continuas con derivadas parciales primeras to- 
das c^tfnuas en un cierto entorno de (0, 0, Q) .
^ r a  la demostraciôn comenzamos observando que las cuatro fun 
clones ,estân bien definidas, pues si Qz^ , Zg, Zj) es un punto 
cualq&iera <^ e basta aplicar el corolario 2.2.2 o el luma
2.3.4^-y DCs) - Z.jD^(s)+ ZgDg(s)+ ZjDj(s) . Similar observaciôn 
resuejLVe sobre la existencia de derivadas parciales, pues cada de 
rivadi' ^/^Zj (donde j = 1 ô 2 ô 3) en un cierto (z^, Zg, Zj)
se obitiene de la (122) o de la (135) reemplazando D*(s) por
• : *
D*(s)5 (S)+ zfgDg (s)+ ZgD^(s) y D(s) por Dj (s) y similar-
mentç-;para Y*(s) y Y  (s) .
Eb cuanto a la continuidad de las derivadas parciales, tome-
mos,-;por ejemplo, el funcional G (del que Mg , Ng , son
casos particulares) y sea (a^, ag, a )^ un punto cualquiera de 
3 * «R ,yj uno cualquiera de los très indices 1, 2,3 y finalmen 
te séà’. (t^^, tg^, tjj^ ) una sucesiôn cualquiera en R^ con li- 
mito l'el punto (0, 0, 0) . Se tratarîa de probar que
I-.
A 3 3  I
/. dij P=f  ^ k=i
1:^
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Para ello observamos que el segundo miembro se obtendrîa 
en la expresiôn (122) de dG/dt reemplazando en el integrando
las funciones D(s), ^Cs), D*(s), Y*(s) respectivamente por
3 J
, c p ^ ( s ) + C 5 8 )
ÿ Asimismo, para el câlculo del primer miembro de la igualdad
propuesta (137) deberîan reemplazarse en el integrando de (122) ,
las D(s), Y(s), D*(s), Y*(s) respectivamente por:
3 3
I (139)
y lue go tomar limites para n-*-oo . El integrando que correspon­
de al reemplazo (139) converge puntualmente si n-*-oo , al inte­
grando que corresponde al reemplazo (138), de modo que para pro- 
bar la igualdad (137) bastarîa con demostrar que tal convergen­
cia estâ dominada por una funciôn integrable, lo que se logra de 
modo totalmente similar al lema 2.3.1 suponiendo n superior a 
un cierto n^ para que sea t,^  ^ 1 , Itg^ l < 1 , It^^ l <" 1 .
Si utilizamos la notaciôn
3
3 3 (140)
se obtiene s in dificultad exactamente como en las (119) , la aco- 
taciôn: | J^(s)| ^ (Uic^l) I F(r)(p^ (s)| 4 |C^| |F(*)II ^ (s)l 4.
(141)
4 C (i+ |F (S ) I 10,(5^4 1 Ç^C3)U II^(SJI I
lo que prueba la convergencia dominada, ya que )D*(s)( y las
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IID^(s)l k * 1, 2, 3 pertenecen al espacio L , que al
ser lineal cdntiene también la funciôn )D# C^ )| + |D^  (s) | + i D g ) +
+|Dj(sj| , cuya potencia résulta por tanto integrable.
Eh resumen, las funciones m, n, def inidas en (136] tle^
5nen derivadas parciales primeras, todas continuas en R ..En 
virtud de resultados tîpicos del Câlculo elemental son funciones
■ 3
diferenciables y continuas en R
Pasamos finalmente a considerar la continuidad de las deri-> 
vadas parciales de la funciôn v. , la que se comprueba demostran 
do la igualdad anâloga a la (137) pero con el funcional en
vez del G y siguiendô un razonamiento similar al efectuado con 
este ûltimo*.Para ello sustituîriamos en [135] las funciones 
D(s) , y(s), i)*(s), Y*(s) respectivamente por las indicadas en 
(138) y, altérnativamente, por las indicadas en 0^^) y utilizan 
do la notaciôn
k«(?) , D;(») , (^(0*
J ' iV *
, • 3
' 5)
obtendriamos de modo completamente similar a las (j 28) a Û 34) y 
en en el supuesto lt.|^ l <■ 1 |tg^|< 1 It^ l^ < 1 , la acotaciôn
I ^) j^4+ ^ ^  j 0 43)
donde Mgj son los respectives mâximos (finitos) de las
funciones continuas (Dj(s)l ,l^j(s)| . La ûltima desigualdad
obtenida prueba que la convergencia estâ dominada, puesto que la
64
rintegrabilidad de ( lD*(s)| + Z. ID, (s)l ) se probô en (141 ) y 1
B
Je  ^ se probar 1
k k'
la de modo totalmente anâlo-
k
go-
En resumen, la funciôn definida en (136) admite en
derivadas parciales primeras todas continuas y es, por tanto, di­
ferenciable y continua en R^ .
Lema 2.3.6,- Con las notaciones del lema anterior, es posible 
elegir las funciones Dg(s), D^(s) en C[s^,s^] y las funcio­
nes ^(s) , (|^ (s) en C^  [s^ ,s.j] , de modo que se verifique la 
no anulaciôn del jacobiano que sigue:
2V U  1 ^  0
\(o,o,o)
En efecto, co>menzamos demostrando que los funcionales linea 
les que notaremos por y definidos por
V(o,Y)€ Ccso.s^ ixC^ cso.s,] M^(D,Y) =
son funcionales no idênticamente nulos. Para la demostraciôn limi^
tândonos al caso de M' (el caso de N! se trata de modo comple
g g -
tamente anâlogo) observamos que, segûn las hipôtesis 2.2.7 b , c , 
d, de las funcione g’(D*(s) cos(^* (s)-f(s)) y 
(l+g(D*(s)) sen(Y*(s)-f(s)) pertenecen a L^(s^,s.j) por lo 
cual,*restringiendo el funcional al subdominio de definiciôn
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C^(s^,s.|)x (s^,s^) , la teoTÎa de distrihuciones indica Qver
referenda 8, vol. 2, pp. 83,84) que si (razonando por contradi£
;
cion) supusiéramos idênticamente nulo, las dos funciones alu
didas serian.nulas casi por doquier en (s^,Sj) , lo que expresa- 
mos simbôlicàmente:
(W  I ) = 0  (J46l)
Por otra parte, las funciones g '(D#(s)) y 
1+g(D*Cs)) • se anulan en un conjunto cuya me
dida es, a lo mâs; cero pues en caso contrario la definiciôn 
2.2.5 y las hipôtesis 2.2.7, 2.1.1 implicarîan , lo que
contradirîa.que ^ig^*^^eg alcanza un mînimo en Cg en el par 
(D*(s), Tenemos asî
lo que es màniflestamente contradictorio.
Para continuar con la demostraciôn del lema, observamos que 
segûn las definiciones (136) y la fôrmula (122) se verifica
Cl 47)
por lo cual el jacobiano (144) se escribe
Elegimos ahora (1^2 ' ^  2^  ’ virtud de lo anterior, de mo­
do que se vérifique M^(Dg, 5^ 0 y N^(Dg, Y 2)  ^ 0 •
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Cl 49)
Lllegados a este punto, razonemos por contradicciôn suponien 
do que el jacobiano (148) fuese nûlo para cualquiera otra elec- 
ciôn del par (D;» ^ 3) » 1° que significarîa que el funcional
séria nulo siempre que lo fuese el y viceversa. Segûn un 
resultado de la teorîa de espacios vectoriales (de dimensiôn fi­
nita o infinita, ver referencia 9, pp.32, 33) existiria un nûme­
ro c real y no nulo tal que * c Mg , por lo cual comparan- 
do las def iniciones (145) y razonando como anteriormente en este 
lema, en el subdominio de definiciôn C^(s^,s.|)x C^(s^ ,s^  ) se 
deducirîa
Qyf fj; - ■fcT>)=:^  Cy ^(s))
de donde résulta inmediatamente
CéUi Yse(S^ ,S^ ) (iyC,^) coa((^ (s)^ f(s))^ (^ c^f)^ ((^ (r4^ C^^ ))^ 0 (150)
lo que es evidentemente contradictorio
En resumen, hay una elcciôn de pares (Dg (s),Y 2 (s)) ,
(Dj(s) , Y 3(s) ) para la cual el jacobiano de (148) es diferen- 
te de cero.
Teorema 2.3.7.- Sea q un nûmero real cualquiera. El par de fun 
ciorttes (D* (s) , Y  * (s) ) del conjunto en el cual el funcio­
nal Vg = V.g+qVgg alcanza (segûn el teorema 2.2.9) su mînimo, 
es un par que verifica las condiciones que diremos de regulari­
dad ;
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Para la demostraciôn y con las notaciones del lema 2.3.5 , 
elegimos (Dg (s), g (s) ) , (Dj (s) , Cp3 ) de modo que se veri­
fique la cotidiciôn del lema anterior 2.3.6 , es decir del jaco­
biano no nulô
(152)1 /  0 1 0,0,0
En tal situaciôn y en virtud del teorema 2.2.9 y de la de­
finiciôn de las funciones m, n, v^, v^ se verifica que, cual
i
quiera que seal el par (D^(s),^^(s)) en C[s^,Sj]x C rs^,Sj] , 
la funciôn v(Zj, Zg, z )^ => Vj^(z^, Zg, z^)+ q Vg(z^, Zg, Zj) al 
canza en el conjunto cg de definido por
4  = I I | (153)
su mînimo absoluto, precisamente en el punto (Q, 0, 0) . Por tan 
to, y en virtud de los lemas 2.3.5 y 2.3.6 se dan las condicio 
nés de aplicabilidad del teorema del Câlculo elemental, de los 
multiplicadores de Lagrange (en referencia 7, pp. 109-112 hay 
una elegante demostraciôn de este teorema, segûn un mêtodo debi- 
do a Bolza) que en nuestro caso, tomarâ la forma :
3X,6 lR_{o} y^=l,2,3
El USD de las derivadas (122) y (135) permite que escriba- 
mos esta ûltima ecuaciôn de los multiplicadores en la forma: .
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»^«4m ((^r5)-^cs))|4_c^V*) ^  (^ .(^ ) ^(3(s)n
■ ' ] ' / + «®4 0^  + j
» if As) j U^(\(5))^ /*tw. (if^ isufts))^  Ms 4




donde puede ser j * 1 6 2 6 3 .  Si consideramos j = 1 , dado 
que la pareja (D^  (s),Y^(s)) puede elegirse arbitrariamente y 
que >^ Q Î* 0 ello signifies que el funcional lineal que notare-
®o® ^ ig* eg definido en Crs^,Sj]x C^ts^,s.|3 en la forma:
(156)
es un funcional que se anula para aquellos pares (D(s), ^C^)) 
que anulan simultaneamente a los dos funcionales (lo
que résulta évidente de comparer las definiciones (145) con la 
anterior igualdad (155) de los multiplicadores). En virtud de 
un resultado sobre espacios vectoriales que invocamos anterior­
mente (referencia 9, pp. 32,33) el funcional V|g + qV^^ resul
ta ser una combinaciôn lineal de los dos (nôtese que
eso no puede asegurarse simplemente con la (155) incluso siendo 
î* 0 , ya que son nûmeros reales que, en princi-
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pio pueden depender de la elecciôn de los pares (Dj(s), Yj(s)) 
j = 1, 2, 3) .En resumen, hemos demostrado hasta ahora:
3  ju, V 6 R  VCl>,Y>< xC^Cs..S,l
(15?)
( +  ^ M g  (d,y ) 4- y Ng (d .y )
if.
Definamos ahora las funciones A(s) , J*f(s) respectivamen 
teen C[s^,s^] y L^(s^,s.j) del modo siguiente:
V s e  CS,,Ç,3 A(s)s f(si)
(158)
con lo cual la ecuaciôn (157) se reescribe, cuenta habida de Ifis 
definiciones (145) y (iS6) en la forma :
y si consideramos la funciôn absolutamente continua |((T)d<r ,
el procedimiento de integraciôn por partes aplicado a tal clase
de funciones convierte la ûltima ecuaciôn en esta otra
s.
V ( D , < ^ ) é  C C î , , s . ^ 7  X  C ‘^ f s . , S ;  J  o = j  4
s *




La ecuaciôn ahora obtenida puede restringirse a pares CD,y>) 
en C^(s^,s^)x (s^ s^) para los que es, evidentemente
= 0 . Un resultado ya citado (referenda 8, vol. II, pp. 
S3, 84) de la teorîa de distribucîones indica entonces que;
«Mt ¥s<(S,,S^ ) 4 fr)
Y^cr) ^ s) _  t
3 o •
y la definiciôn (126) de .fl. , junto con las reglas de dériva- 
ciôn compuesta (^jfZ^/^D) = (^-/^A)g’(D) , G^fE/^B) = ()w./^B) 
permiten escribir las ecuaciones prévins (recuêrdese el razona- 
miento que sigue a la (146) justificative de que es g' (D*(s)) = 0 
en un conjunto de valores de s cuya medida es nula) del modo 
siguiente:
Ceuc VS€(S't,S^) (^(D^(s)),yUs),sj :s. A^(s\
dB »  ^ -'•s;
La hipôtesis (51) sobre la funciôn W.(A,B,s) équivale a 
decir que el jacobiano de àw^/iA y ^W^/^B respecte al par 
A,B es estrictaraente positive para cualquier s del intervalo 
[So.SiI ; per le que la existencia y continuidad de todas las 
derivadas de W. hasta el orden dos inclusive (ver 1.6.1) y el 
clâsico teorema de las funciones implîcitas permiten asegurar la 
existencia de dos funciones reales ■0 ‘(a, b, s) y ^ ( a , b , s) ,
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definidas en un cierto subconjunto ^  de y taies que per­
miten despejar g(D*(s)) y en las (162) en la forma que
sigue:
CtU^ Ys€(^ ,s^) ^ ,  j  ,  s  )  .
^^ (s) = clr, s )
(163)
En este momento podemos razonar asî: la funciôn A(s) de- 
finida en (158) es continua asî como la 'f<i(s) y la J TT((r)dr , 
por lo que al ser las funciones '0',^ de clase uno. Tas n 63) 
aseguran la continuidad de <|>*(s) y de g(D*(s)) (por tanto tam 
bien de D#(s) ya que g'^ es funciôn de clase uno). De aquî 
se deduce de nuevo: la funciôn A(s) es de clase uno, ya que 
(f*(s) acaba de probarse con esta propiedad y la Q(s) definida 
por (44) y (91) es también de clase uno. La definciôn (158) in­
dica ahora que TT(s) es continua, por lo que la J TF(o')do‘ se 
râ de clase uno, carâcter que también comparten las “O ’ , ^  en 
sus argumentes, de modo que las (163) aseguran esta vez que 
g(D*(s)) y tp*(s) son de clase uno y lo mismo sucede con (s) , 
ya que g  ^ es funciôn de clase uno.
En resumen, obtenemos
(164)
con lo que el teorema queda completamente demostrado.
Corolorario 2.3.8.- Sea (A*(s) , ^*(s)) el par de funciones 
que minimiza el funcional V^+qV^ en el conjunto ex 10 (recor-
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dar las notaciones 2.2.3 y el teorema 2.2.4). Se verifies ;
1} A^(S) é 4 A^fs)>-4 f^®5)
1 1 ) 3yk,V€lR V 5 t ü S „ S i l  M ( \ ( S ) , i l j ^ ( S ) , S ) + f a i S ) ^
*. /Ww. ( %(*)- fm) r/4 f(S))i.Vyt€^ if^ (r)^ f(3i]
^  Cr»(»|^ ($)>f(s)) -
111) ej3(Y^ (s}.f(s)) ds = ZC^)_X(TJ
(166)
(167)
IVJ ( A^(SJ , )  =•
à 6
à'VV? -  o (168)I f
En efecto, la funciôn A*(s) se relaciona con la D*(s) 
del teorema anterior 2.3.7 por la ecuaciôn A*(s) = g(D*(s)) de 
modo que la primera de (165) es la segunda de (164). De la pri­
mera de (164) se deduce que existe una cota inferior real (fini- 
ta) h tal que: Vsc [s^ ,s^] -^<h ^  D* (s) con lo cual y debi^
do a la continuidad, crecimiento monôtono y rango de la funciôn 
de distorsiôn g , se verifies Vs € fs^.s^l -1 g (h) ^  g(D*(s)) 
= A*(s) que expresa la segunda de (165).
La regularidad (164) implica, por otra parte, que las (162) 
son vâlidas en todo [s^,s^] y no simplemente casi por doquier.
Con esta observaciôn la primera de las (166) es la primera de
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las (162) Y la segunda de éstas puede diferenciarse, con lo que 
obtendremos la segunda de las ecuaciones (166). Las dos ecuacio­
nes (167) no hacen sino expresar que el par mîniinizante 
(A* (s), Y* (s) ) pertenece a la varledad ex J0. descrita: por la 
(89), o bien el par (g(D*(s) , Ÿ*(s)) pertenece a la varledad 
definida en (110).
En.cuanto a las fôrmulas (168), la primera résulta de susti- 
tuir s por s^ en la segunda de las (162),. una vez que se ha 
constatado la regularidad indicada en (164). Si ahora reconside- 
ramos la expresiôn (160), podemos reducirla en virtud de ambas 
(162) a la expresiôn: ^
€ C 0=(^(s.,)| TT((r) (169)
y eligiendo un par (D,y>) que verifique C^s-j) î* Q se concluye 
la anulaciôn de la integral que figura en la fôrmula prevîaj lo 
que tenido en cuenta en la segunda de las (162) proporciona, por 
la sustituciôn s = s^  y las condiciones (164) de regularidad, 
la segunda igualdad de las (168).
Queda asî demostrado el corolario que nos ocupa, siendo in 
teresante constatar que en sus afirmaciones II y III expresa 
las ^ ecuaciones de Euler-Lagrange para el funcional
JJ{ Wi(A*(s),^i(s), s) + ^Q(s)(UA*(s)) sen ( %  (s)-f (s)) } ds 
con las dos condiciones de enlace
I 0 * 5  ( 4 + ^ ( s > )  C « j c ^ ^ « ) - f ( s ) )  =  X ( S ^ > - 3 f ( î o )
'î©
(en referenda 7, pp. 112- hay una deducciôn, con rigor poco 
habituai, de taies ecuaciones).
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CAPITULO 3 
CONTINUACION UNIVOCA DE LA CONFIGURACION INICIAL
SECCION 3.1 UNIClDAD LOCAL PE LA CONTINUACION.- En el capîtulo an 
terior establecimos que, para cada valor real de q , el funcio­
nal V » Vj^+qVg alcanzaba su mlnimo absoluto en el conjunto que 
notâbamos ex , para un par de funciones (A*Cs) t'P^ Cs)) que 
satisfacîan ciertas condiciones y ecuaciones. De hecho como este 
par de funciones depende del valor q , séria mâs apropiada una 
notaciôn del tipo A(s,q) ,YCs,q).
Nuestro propôsito en este apartado es establecer la existen 
cia de un intervalo ^  de valores de q , abierto, no vacîo y 
conteniendo el valor q = 0 en su interior, de modo que para ca 
da q de ^  el par minimizante (A(s,q),<p(s,q)) es aislado 
en el sentido de que en un cierto entorno suyo (en una topologîa 
a définir adecuadamente) no hay ningûn otro par minimizante pa­
ra igual valor de q y que, por otra parte, la dependencia en
q del par (A(s,q)(s,q)) es continua en todo el intervalo
^  . Para establecer lo anterior supondremos que la configura -
ciôn inicial A(s) = 0 ^(s) = H'q (ver la fôrmula (106) y co
mentario subsiguiente para la definiciôn de ^  ^  ) es una confi- 
guraciôn minimizante. Esta suposiciôn conllevarâ alguna nueva hi^  
pôtesis, sobre el mero convenio de elegir una configuraciôn mi­
nimizante para q = 0 , como configuraciôn inicial de referen-
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3.1.1 Hipôtesis adicionales.- Supondremos que el par de funcio­
nes (A(s),i^(s)) definidos por
y  S € r , 5^ ] A(s)so tfvc o f < 2TI
î 4  J  0 8 1 )
e 0*^ (-tj J Z  ) Jz r i j(5|)-i^(5«)
s.
es un par minimizante del funcional (definido por (90)) en
el subconjunto exj0 (definido por (89)).
Supondremos, por otra parte, que la funciôn If. (A,B,s) (del 
potencial elâstico por unidad de arco) verifica las igualdades:
VséCî.,s.J ^ ( 0,0,0 = |S ^ C o , o , î )  = 0 082)dA è B
3.1.2 Consecuencias inmediatas y comentarios.-El par minimizante 
(0,fg) descrito en (181) corresponde a la configuraciôn llama- 
da inicial, para la cual u(s) = w(s) = 0 . Ello es en efecto, 
una consecuencia inmediata de las fôrmulas (36) y (86) de modo 
que la hipôtesis admitida équivale a decir, que la configuraciôn 
inicial proporciona un mlnimo del funcional V = V.+qV^ en el 
caso q = 0 .
En cuanto a la hipôtesis (182), su interpretaciôn fis ica 
consiste en suponer que los llamados esfuerzos ^W./^A , ^W^/^B 
son nulos cuando las deformaciones son nulas. En têrminos mate - 
mâticos la citada hipôtesis signifies que, para q = 0 , las 
ecuaciones de Euler-Lagrange (166) a (168) tienen como soluciôn 
A*(s) = 0 , Y*Cs) = 4(5 , /^= V = 0 .
3.1.3 Notaciones. - El espacio real Cls^,s.jl es normado y com­
plete (referenda 3, pp. 36,69) con la clâsîca norma R H del
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mâximo, definida para cada b de [s^,s^] por
RbB * max |b(s)| . Por tanto, también serâ normado y completo
se tsQ,s^i
el quintuple producto cartesîano Cts^.s^jj x C  x que
notaremos con el simbolo ^ . Para un elemento genérico de ^ 
usaremos a menudo la notaciôn (A(s), B(s),^,v , h) , donde
A(s), B(s) son funciones de C ls^,s^l mientras que yU, V , h
serân nûmeros reales. En forma mâs abreviada nos referiremos a 
la quintupla (A(s) , B(s) , / , h) con el simbolo 'p . La quin 
tupi a particular' A(s) = Q B(s) = 0 yk»y=0 h = (ver (181)) 
se notarâ por p  ^  .
3.4.1 Lema.- Sea 1) un cierto dominio (abierto y conexo) de R^ 
y sea W  una funciôn de b x [s^,s^] en R , que sea continua 
y con derivadas paraciales primeras continuas. En taies condi­
ciones se verifica que el subconjunto 2) de C[s^,s^] x C  [s^,s^ ] 
definido por:
i  =|(A,B)éCc%,S^xCcsA’ |Vs*C^.V (A(s),B(sj)€ b I (183)
es un subconjunto abierto. Se puede asegurar, por otra parte, que
^ ^ fy
el operador W  de i) en L[s^,s^] y definido por:
V(A,8)€ b  y5€C$„V WA,B)(s) =V(A(S),8(s),s) (184)
es un operador diferenciable en el sentido de Frechet (referen- 
cia 5, pp. 40-41) en todo el subconjunto D  . Puede asegurarse, 
ademâs que existe, para cada elemento (A^(s), B^(s)) en î) , 
un entorno en el cual el operador es una funciôn uniforme- 
mente continua.
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En efecto, sea (A^(s), B^(s)) un par de funciones del sü^ 
conjunto Segûn propiedades de la topologîa elemental, el su^
conjunto |(A^(s), B^(s)) j s t [s^,s.j3 | es compacte en ,
por lo que existe un real positive estricto <L de modo que el 
subconjunto
3S€[^,S,] I  (igs)
esta contenido en 6 .En consecuencia, el subconjunto
|(A(s),8(3î)€Ccs„VX^ ÎCs„5,i j MAtf)-V»)M+*8(s)-Étis)»« et ^
(186)
A
estâ contenido en t> que résulta, por tanto, ser abierto.
En cuanto a la diferenciabilidad del operador IV en un ele 
mente (A^(s), B^(s)) cualquiera de O escrîbimos, en virtud 
de la definiciôn (184) y del teorema de los incrementos finîtes 
del Câlculo elemental:
W f  d^tâ) es) =
= Aff) ^ rs>, s)-h 6(S) ^ ( A ^ f s ) ,  B (^s), s ) ^
f Ms) €^ (A(si, 8(sj,s) + B(s) €^(ACi), d(s),5 )
donde, para cada s de Is^,s^] es lim = lim Eg = 0 si 
(A(s), B(s)) (0,0) . Ahora bien, por una parte, el operador
que a cada par (A(s), B(s)) asigna la funciôn
^ 4 (^5) ^
es claramente lineal y, ademâs, acotado en virtud de
B S  (A^ (S),d^ (si,s) (188)
78
«MUtgC I %)+ B(>») I ^
s*tv,s,3 àh a B  '
€ M($)I»A«aV |^(A,,a>,8^(«),o| 4- M 8(3)11 . ' 
s*C*»|S<3 oA
l.^5y^(Ao($), 8a(si,s) I ^  ( IIA(s)ll4-ll8(s>ll)
X fnsA/tC.
Por otra parte, de la fôrmula (187) se obtiene
\
|A(s)l+H8 (s)H ScrvS,!
mxuy |A(s) € (Ms}^6(s},s)^  B(«) t (A(»),B(5),s)| <
Cf r? f 1 ' I
^ *KMxj( |E.(A(ri,B(i),s)|.f------- —  MA/l^ (Aü),8f3),s)|
|A(s)||+l8W« S«l?„s,l RA^ XKNGON
(190)
 ^ U^ (A(s),B(3),S)| + I £,Mcs),B(J),i)|
s«Ct,,S>3 seC:;,,)^ ]
El primer miembro de la (187) se puede escribir, por otra 
parte, utilizando el teorema de los incrementos finitos con la 
forma de Lagrange del resto:
W(Ao(ï)+Ars), 8^ (s)+B(5), 5 ) -  V(A^(j) , B,(s)+8(s) ,s) +
+ W  ( Ao(s>, B,(s)+B(«), s) — W (  A,rs), B.rs), s ) = 
- A(sî ^  ( Aa(s)+flj(A(j),8(ï),s) A(s) f 8,(3)+8 (3) , s) 4-
+ 6(s) ^  ( A „ ( s )  J 8,(5)+8j( 8(3), s) 8(3) , s )
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donde las funciones 0^  (A,B,s) 9-g(B,s) estân acotadas en. valor
absoluto por la unidad. Comparando ahora con el segundo miembro 
de (187) se obtiene para cada s de is^,s^] y en un adecuado 
entorno de A = 0 , B = 0 , las identidades;
(Ac,B^,s)
<^3
Elegido ahora d. , de modo que el compacte
I (A©+A ,8, + 8 ) e F^| lAUlSUol I X C5©,5,3
esté contenido en ]b x ls^ ,s.j] , la continuidad de ^VT/àA y 
)w/)B es uniforme en tal compacte, en el cual y €g tie­
nen, en consecuencia, limite cero uniformemente si IAl + I B l 0
Si ahora suponemos que # A(s) M + N B(s)#-^0 se concluye 
que el ûltimo miembro de las desigualdades sucesivas (190) tiene 
por limite cero y se cumplen, finalmente, todas las condiciones 
de existencia de la diferencial de Frechet.
A
En cuanto a la continuidad uniforme de "VT , en un cierto en­
torno de cada elemento (A^(s), B^(s)) en que estâ definido, ba^ 
ta sehalar que esta propiedad séria consecuencia de la acotaciôn 
de la diferencial (ver referenda 10, vol. 2, pp. 50-52) que se­
gûn la (189) admite en (A^(s), B^(s)) una norma, de la que una 
cota superior K viene dada por
Ks/Ma^ j/U<A^  |^ (^ (5 ) ,8 , ( j j , ï ) |  , I ^ ( V s ) ,3 , ( ï J ,s ) |  l
I S « C ï , , 5 . , 3 ' 3 3  ' J
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Ahora bien, si d 0 verifica que el subconjunto (compac 
to) S de ^  definido por la (185) estâ contenido en 2) , el 
entorno de (A^(s), B^(s)) definido por (186) estâ contenido en 
^  . Résulta entonces que la norma de la diferencial estâ acota- 
da por el nûmero
que es finito por ser ^  compacte.
3.1.y Lema.- Sea F(s) una funciôn continua cualquiera en 
[s^,s^] y sea. 'Vj ^  un nûmero real arbitrario. En taies condi- 
clones, se verifica que el operador F del espacio producto
C  [SQ,s^] X C £s^ ,s.jl X R en Cfs^,s.j] y definido por
V(A,B)€ C [ s,,s,2x C cs.^ s,] y l f  R  F(A,B,U(S) =
T 091)
= F(s) | i  + A(Sl] CJ5 ( I. -  f («> 4 I B(<r)«<<r)
es un operador diferenciable Frechet en cualquier elemento
(Aq(s), B^(s), h^) de C fs^,s^] xCls^.s^j x R y donde f(s)
es la funciôn definida en (91) por f(s) = j d(T
y5, rCwJ
Puede asegurarse, ademâs, que para cualquier subconjunto 7^  
acotado en C [s^,s^], el operador F es una funciôn uniforme­
mente continua en JL x C 1 ,s^ ] x R .
En efecto, procedemos como en el lema anterior escribiendo
el increimento del operador; en este caso:
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FfA*4A,B©+8 , U ( )  (S) _ F(A,,8,,l.)(s) =r 
= F(*) (44A>(«0 [firt('>1o't{,4i-^ (3>fJ^ (^ «r)+8(»r))cl«r) -
- C H  )] 4  F(5) A(S) „
»  f c « ) ' * - J ^ ( 6 L f < r ) + B ( o - ) )  d < r  )
Segûn formulas elementales del Câlculo Diferencial, escri-
bimos
(Jé'f’ 4 ^ ^ - f<i)4- j^ K«r)4B(v)) c/r) =. /, ^ ^fs) ^
d(a-)Jcrj _  4  j  o h ) ^  (^ftrjJo-y
'^Is -A ^  r^©v4 - fS (ir)J<r)
de modo que la diferencia (192) se puede descomponer en la suma 
de un resto que analizaremos en breve y del operador lineal ©/' 
aplicado a la terna A(s), B(s),h y definido por
(193)
X(A, 6, L)(s) r  / A  ( s )  F f J )  f(r)+J^ B^ (T)J<r}^
-  (J^ S(<r)drj Fcs) [ l 4 A , ( s ) j  yiU^, ( i ^ + 4 -  J  ^ 5 > W e / < r J  -
— A. F(t) [i + Ao(5j) f 6^(0-) o/<r )
(194)
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operador que se muestra similarmente al lema previo, ser acota­
do en virtud de la desigualdad
^ X ( A , B , l ) ( s ) \ \  ^  (  I l +  I |r(5)i i  +
095)
iiRs)ii(-r-m/\,(s»i) + #F(siM(4+#A,(3,N) [
cuya prueba. es inmediata a partir de la fôrmnla (194) anterior. 
En cuanto al resto antes mencionado, es fâcil comprobar que 
su orden infinitesimal garantiza la existencia de la diferencial 
de Frechet. En efecto, de las fôrmulas (192), (193), (194) se de 
duce de forma inmediata:
- i HFWW 2! -L f  l^|4 0  96)
HA(5)M+N8(*)R+ît| lYK-r^ Mi
+  H R s ) »  (d+l!A,(sjli)
^  | A w l | + 110(5)1+1 i l
E  J -  ( ill + IVS ol  118(5)»)^
bi=2
y las reglas del Câlculo elemental (convergencia de la serie ex - 
ponencial, etc...) nos permiten concluir que el segundo miembro 
de la desigualdad escrita tiende a cero, si |A(s)| + |B(s)j| + |hl-*-0.
En cuanto a la continuidad uniforme de F en ^xCts^,s.|J x 
X R (donde ^  es acotado en Cts^,s.^J razonamos como en el 
lema precedente, demostrando la acotaciôn de la diferencial cuya 
norma en un elemento (A^(s), B^(s), h^) es menor, en virtud 
de (195), que la cota superior
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lires)!! +(1+!!A.(S)I!) HRs)!! 0 + ls ,-5 ,|)
la cual es inferior a un nûmero fijo, si la norma llA^(s)jl per^  
manece acotada.
Lema 3.1.6.- Sea Jj el conjunto del espacio de Banach. ^ x R 
(recordar notaciôn 3.1.3) definido del siguiente modo :
2) = 8 <R I Vsers.,Sil (A(»),B(*))6('V«)xR J C197)
y sea "Y el funcional definido en D  por la fôrmula
V ( A , 6 . / « , v ,  1 , ^ )  €  2)  = :
Jï* ç '' Cl 98)
+ ylt[V(s^ )-X(y.)-J^  (i+A(s)) ùrt (A. fau ) ^ rj +
4  y (l-fA(s>) /«^  ( l - | ( s )  +J^B(<r) dir) J z j
^  A
En estas condiciones /) es un conjunto abierto de B x R
y el funcional Y  Gs finito y diferenciable Frechet hasta el or
den dos inclusive en todo 2) •
En efecto, 2) es abierto como consecuencia directa de su 
definiciôn (197) y de la primera parte del lema 3.1.4. En cuan­
to a la diferencial primera de "|T observâmes que este funcional 
résulta de la composiciôn de operadores de los tipos descritos 
en los lemas 3.1.4 y 3.1.5 por medio de adiciones y productos y 
con el funcional (lineal) que asigna a cada funciôn b(s) de 
Cs^,s^] su integral definida J^ds b (s) .Este: funcional li­
neal es evidentemente acotado, en virtud de la desigualdad
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ljb(s)dsl ^ Is\j-s^ l X Rb(s) B y, por tanto, las réglas ope- 
rativas de diferenciaciôn Frechet (ver referenda IQ, vol.. 2, pp. 
37-41) nos indican que "y admite diferencial de primera cuya ex 
presiôn 6Y  es la siguiente:
6 Y  = J  (Aw,8(3),5)4 ^6 (3)
—yu. Cw(-ft.-.^ (*)+|^ B(<r)elo-)-.V4etv(A-^t3)+j^(o-)d9-) I cly 4
+ ^ ^B(s) |^(A(S),8(i),S)<(l 4 j (j5B(«r)ol<r)x â($)„ 
x(44A(s») j^ B«r) cl<r)4.yLi R+A(3))
- V('f+A(s))C»<(4-^ rVf J^ t<r)e|<r)| c/s 4 (<nL) j  x (199)
X (44A(sJ) (‘fc-fc»»4 dr )4y^ ('(fAa>)
-  V(14A(i») I ds +  (S/i)[x(^). X(S.) -
- j \W(M)cw(iL-^($)4(\(f)dr) otsj4 (^Y)
- (<fA($l)/Ww(^ .^ W4 (S(s) K
* (l4A ( s ) ) ( 4 - ^ts)4 j^3(<nd<r) Js
donde se ha adoptado la notaciôn clâsica del Câlculo Variacional, 
que comporta el reemplazar en los lemas 3.1.4 y 3.1.5 los sîmbo- 
los A^(s), B^(s), h^ por A(s), B(s), h respectivamente y, por 
otra parte, los sîmbolos A(s), B(s) , h por ^(s), ^B(s) h , 
respectivamente.
En resumen, y de acuerdo con los conceptos del Câlculo Dife 
rencial en espacios normados, podemos decir que para cada
(A(s), B(s),yk, V, h, q) en 2) , la diferencial primera de V  
es un funcional lineal en (6a(s), ^B(s),<5y», Jy, (Jq) que 
es acotado y cuya expresiôn es la (199). Este funcional lineal 
se identifica con un elemento del dual x R)* , elemento que 
varia al hacerlo la sextupla (A(s), B(s),yk, y , h, q) definien 
do asî un operador (no lineal) del espacio normado ^ x R
A.
en el espacio (f xR)*" también normado. La diferencial de r
constituye por definiciôn, la diferencial segunda de 'y .
^  /Para estudiar la diferencial de *V" comenzamos observando
A
que no es necesario razonar en el contexto del dual (p xR)* 
(descrito s in embargo, en referencia 3, pp. 130-133) ya que en 
nuestro caso particular, una simple inspecciôn de la fôrmula 
(199) indica que la imagen de estâ contenida en ^ x R.
(el cual a su vez estâ contenido en su dual). Consideraremos asî 
como un operador no lineal de ^  x R en sî mismo, operador 
cuya expresiôn explicita se puede obtener con una pequefla mod if i^ 
caciôn de la (199), mediante integraciôn por partes de su tercer 
sumando integral que se transforma asî en
-  y  SB(s) ck j I ^ d?(a-) (î-fA (3l) Cyi {A-j(T) 
i. J^ hc^ )clX)+. yt (i+Atvi) /44\ ) - C200)
- y(l+A(r)| «o4(l_^(T) + j 8 (A)<^A | d<r
de modo que podemos escribir;
y




5 ( S )  s  (A(S), 4  ^  J<r}-
J^iA. teii {A .^ (x )+ j^  B(<r)d<r)^ YM>n. ( A - j B ( < r ) d r )
^ (f) -  (^(^)i B(sl ^ ( i4  Am )  ^  c n ^ V - / (r)-h
f j^ (hdx ) e/(T-y« J (i^AW),49t*, (A-^ otH jB(À)cJà) dr -h 
4  /  f  (i^A«r)} C«i ( A .  I(<r)A. f  6 ( M d X ) d r  
S X(S^) - XCr.) (UA(s>) e^ (A^  fitruf^ BMdr) dx
^2 =  -j\uA(s))^(A~f(<rulBiir)d<r) e/S
^3 ^  f  C'hA(s)) Cdi 6(9-) d r j d s  ^
4 y k  (V4A(y))/f0n ( 4 -  ^ f ) 4  j^B(9-}ctr) ds  —
-  y  A w ) t<rtCA. f a n  j^B (<r)d r) Us
t y  =  y  (i4^A(s)) y0e*t ( A ^f(s)-I.j^  B (r )d r  ) d s
El funcional résulta ahora diferenciable, en virtud de
los lemas 3.14 y 3.15 (identificando la funciôn " W ” de 3.1.4 al­
ternat ivamente con Ô ^W^/Ab ) combinados con el teore­
ma de derivaciôn compuesta en espacios normados (por ejemplo, la
composiciôn con el funcional lineal de integraciôn, que a cada 
b(s) en [s^,s^ ] asigna su integral definida en el intervalo 
(Sq ,s.|) , es una composiciôn que se utiliza al définir k.j , kg,
kj, k^) . En cada elemento (A(s) , B(s) ,y». , y, h, q) de Z) la
diferencial , o bien utilizando la notaciôn 6 ^ Y , es un
A yx
operador lineal de ^ x R en ^ x R cuya expresiôn explicita
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omitimos, si bien se obtiene de forma inmediata a partir de las 
(201), (188), (194).
5.1.7. Observaciones y comentarios.- Con las notaciones de 3.1.3 
el funcional IT se puede escribir como Y ( p ,A ) y admite en
•s/
2) la derivada parcial (segûn el concepto definido en referen­
cia 10, vol. 2, pp. 56, 56) 3V/^jp que en cada elemento
(A(s), B(s),yU, V, h, q) es un funcional lineal, cuya expresiôn 
explicita se obtiene si en la (199) se suprime el ûltimo sumando, 
coeficiente de (f  q).
Es intetesante notar que si se busca, para un q real cual^
quiera, el elemento (A(s), B(s), ^ , V, h.) para el cual o
se obtienen las ecuaciones (166) a (168) de Euler-Lagrange, En 
efecto, la condiciôn = 0 équivale a las cinco ecuacio
nés que resultan, al igualar a cero los seguridos miembros de las 
igualdades (201) con exclusion de la ûltima. La primera de taies 
ecuaciones es la primera de las (166) y la tercera y cuarta coin 
ciden con las dos de (167). La segunda de las (201) équivale cla^  
ramente a la segunda de las (166)junto con la segunda de las (168), 
Finalmente, la segunda y quinta de las (201), implican, por la 
sustituciôn s = s^ , la primera de las (168) y, reciprocamente, 
la segunda de (166) junto con las dos (168) implican, por inte­
graciôn en [s^,s^] , la quinta de las (201).
Los comentarios 3.1.2 se expresan ahora parcialmente en la 
forma ("p ^ , 0) = 0
3.1.8 Proposiciôn.- Escrito el funcional Y  con la notaciôn 
Y  ( p , q) se verifica que la derivada parcial segunda j   ^Y /   ^
es en ^ R " 0 un operador lineal acotado y biyectivo de
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A A
^  sobre ^ (ver notaciôn 3.1.3)
Para la demostraciôn escribiraos primero una expresiôn ex­
plicita, para cualquier (p , q) en 2), de la derivada parcial 
mencionada y de acuerdo con la notaciôn:
^,Jy,iA) ^  (SI(s),SY(si,Skg Jkj) (202)
La expresiôn explicita deseada se obtiene por diferenciaciôn 
de las cinco primeras (201), consideradas como una aplicaciôn de 
^ en ^  y segûn las reglas proporcionadas por los lemas 3,1,4 
y 3.1.5 mâs la derivaciôn compuesta con el funcional lineal de 
integraciôn en [s^ ,s.j] o bien con el operador lineal de inte­
graciôn en [s.j ,s] . Se obtiene s in dificultad:
S X ( S )  •=. SA(s) s)+«TB(*) ^^('A(4),6(*»,5) 4
+ f <^ <r) -  fisu-j B(r)el<r) +yk (^ ~^ (shf^ r)<i<r) j  _
—  Cai(l- tlaldr) - (&V) t.- ^ (i)+j^ B(o-)<4<r J +.
S ï(5 )z s  S A a )  (A (S ),Q (S ),S )^ |S A ( ( r ) ( .v + ^ ( iC < ^ ) )e 9 ^ (L f( ir ) i . j^ h ‘iA)<Ji(^-- 
~ / * ■ j  ^ A (< r )A * i i(À ^ I( 9 u jB (J i) e i \^ d < r+  S B (s ) ( A ( s ) ,S ir ) , s ) - t .
4  J  ^ (Î6cA)i^^ j (l4A(<r)) |(-K+^ û?«r)) Cn (t- ) + )  ci A ) -
^  (T  ^ (T
a -|(<r)+j^B(A)c/a ) J -  ( /^<.) j^(#A((r) jiM(A_
4(<î»')J^('1f A(V)) 6»i(A-/'(«)4 [B(y^)«lA) cio- + ( S L ) j j i + A w )  »
X /iv)4jB(A)c/A ) ^  (A- f(vHj^8(A)JA ) J el <r
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C205)
s — J A^(S) )dS 4J ds^ 8^fT)d(rj (UA(<r))x
s s
X 40«(A-|(rH]j^«-)dT)4(^A)J|^ Cf»A(s)) (À^f(sHJS(ir)clr) 0/5
S fej^ r-J cTA(î)4e*t(A-,|(su|^y)«/0‘)</s-Jo(s^ J^ 8(«)cf<r](44A(«l)x
X c»(A-|!t*H j^ (4+Aw) Cyi ol<r)
i fej = |^ A(s>]W4^ â(î»)6jfA.|'«>+jjW 4
4 yds| Jôfifr)*fcrJ(4»A(*))]ôt^/l(*))»^«(i-|îw^wJ»)y*eo(A-fm^ 4
4 )  -  f  & / j  A C ) ) w ( A - ^ M j ^ o j W f  )  4
4 (H) ^(4tA(i)) |(y-!| W ( A - ) j
En el caso p = , q = 0 las fôrmulas anteriores deben
particularizarse para A(s) = B(s) = 0 , yk = y » 0 , h. * >
q = 0 , con-lo cual
Sj(f}zr SA(s) (0,0 ,5)4 (Î8fJ) (o,0,5) _  
oA*’ oAoB
(^S/*.) cn f(s)) - (5v) Y:,- f(s))
S ï(s) - SA(s) (o,o,i ) 4  6 8(3) (o,o,s) _
àôàA dS*
_ ( ^ )  4  (Jy) j Csi ^9)} da~
i  rz - I <5A(3) Ca4 (^ -^ ^Cd) di 4 j | | 60(<r>d<rj j
yt C^si) d s  4 C^A) j   ^ (^rt) d s
(204)
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i  f e j  =  _ J  (5A(x)/K«v f(t))ds -  j  ( J^ 8(jr)A (rjx
X C*4 ('j'o-' Cf)(
Skj= Ae^ ('j^ -^ (sl)ds ^  (SY) j^ Cyi('^ -^^ (s)) (As
Comprobemos en primer lugar que este operador lineal (204) 
ahora escrito es inyectivo, es decir que de las condiciones 
^Z(s) = 6 YCs) * 0 , Sk^ - ^kg = = 0 se deduce forzosamen-
te ^A(s) = ^B(s) = 0, Sj*.= <$v = (Th = 0 . En efecto, despuês de
reemplazar todos los primeros miembros de las (204) por cero, 
constatamos que los coeficientes de Su, Sv en la ûltima ecua­
ciôn son, en virtud de (106) y (91), iguales a y(s.j)- y(s^) , 
x(s^) - x(s.|) respectivamente, por lo que al menos uno de ellos 
es no nulo, dada la condiciôn f (s.| ) - f (s^) Ô . Supongamos
por ejemplo x(s^ ) - x(s^) 0 , de modo que si S es el ângulo
que verifica x(s^)- x(s^) = If(s^)- f(s^)| cosfi , y(s^)- y(s^) =
= I r (s.| ) - f(s^) I sen Ê , se cumple cos £ 3^ 0 y se puede sus -
tituir ( 6 v ) por (&y ) sen C /cost en las dos primeras (204) 
para obtener, despuês de utilizar algunas identidades trigonomé 
tricas sencillas y en el caso Sî(s) =Sjf^ (s) = 0
û  r  j A a )  ^  a, -h a,o, s) d x o U - e ^  f a > )
àA dAà6 ^ (205)
0 -  (»,0,^)4- (f-e-f(r))ckr
L a  e l i m i n a c i ô n  d e  ( ^ h )  e n t r e  l a  t e r c e r a  y  c u a r t a s  d e  l a s
(204) conduce, despuês de câlculos simples y en el caso
^ = ^ kg = 0
0 r - J C - f r s » ) d r + ^ y  ) ) ^  (206)
Integramos ahora por partes el segundo sumando integral, de 
modo que:
0 •= SA(s)eg}U^t^Us))ds <S6(s) ds  j  4 * . ^  ( « ^ a - 1-  ) d < r C207)
Llegados a este punto adoptamos las siguientes notaciones:
s
(5) = fin f^»») ^^(5) = (^o-)) d(r
àÂâS ' ' ' ' C208)
aeaA
J( f )  = (0,0,S) èAB6%  <»-v;
debiendo notarse que la matriz inversa escrita ^(s% , existe y 
es definida positiva en virtud de la hipôtesis (51) sobre 
W^(A,B,s) . Con la notaciôn adoptada, pueden despejarse <Ta Cs) , 




ds = 0 (209)
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donde el integrando es una forma cuadrâtica en g^(s), gg(s) 
escrita en forma matricîal, forma que es definida positiva segûn 
se acaba de indicar. Como g^  (s), gg(s),^Cs) son funciones con 
tînuas y g^  (s) no es idénticamente nula (en otro caso séria 
x(s^)- x(s^) = Q contra lo supuesto) se concluye que la inte­
gral (209) es estrictamente positiva, es decir, que debe ser 
= 0 . De aquî résulta ) sen E /cos E = 0  y, por
sustituciôn en las (205) Sa (s) = ^B(s) = 0 , de modo que una ûl^  
tima sustituciôn en la penûltima (204) con ^Rg = Q indica
5'h = 0 y queda comprobada asî la inyectividad del operador li­
neal pQ, 0) .
Para terminar la prueba de la proposiciôn que nos ocupa, re^ 
ta comprobar que la imagen del citado operador lineal es todo ^  , 
es decir, el espacio producto Cts^,s.ji x . A tal
efecto consideramos en las (204) una quintupla arbitraria 
(^î(s), ^Y(s), Sk^, 6 ^kg, ^ k^) y por medio de la matriz "^(s)
despejamos el par 4a (s) , J B(s) en las dos primeras (204) como
funciôn (lineal) de ^.J(s), A T(s) , 8^, Sy , Por sustituciôn en 
las très ûltimas (204) obtenemos un sistema algebraico lineal de 
très ecuaciones con las très incôgnitas • Dado que
ahora tenemos un nûmero finito de incôgnitas (très) en el cuer- 
po R , la teorîa elemental de Algebra nos indica que el siste­
ma propuesto tiene soluciôn si y solo si, el sistema homogéneo 
asociado adminte ûnicamente la soluciôn trivial. Pero este es 
precisamente nuestro caso, ya que el sistema homgéneo se obten- 
dria reemplazando <$J?(s) , S ((s) por 0 , asî como (Tk.^  , ^kg , <^ k^ 
por 0 , reemplazo que en virtud de la inyectividad anteriormen-
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te demostrada conducirîa forzosamente al resultado *
» Sh = 0 . Por tanto, fijados cualesquiera , JiTCs), <Tk^,
5kg, 5 kg existen ûnicos <^, Sh, Sa s^) , Siis) que satis- 
facen las (204).
En resumen, el operador lineal acotado |f 0)
A
es biyectivo de J  en ^  y la proposiciôn 3,1,8 queda probada. 
Teorema de la unicidad local 5.1.9.- Existe un r real estric­
tamente positive y existe una funciôn p  de t-r,rl en
[s^,s^] X C [s^,s^i X continua en la norma "del mâximo", 
de modo que para cualquier q en el intervalo cerrado [-r,r] 
hay un entorno E^ de Ç (q) con las dos propiedades siguien­
tes :
a) p(q) es un quintupla (A(s,q), B(s,q),^(q), VCq). h^ Cq)) 
que satisface las ecuaciones (166), (168) de Euler-Lagrange 
para el funcional V^^+qV^ (en las que se reemplaza
por B(s,q) y Ÿ*(^) por h B(0',q)dO') con las con­
diciones de enlace (167).
b) Ninguna otra quintupla del entorno E^ , aparté de la p(q) , 
satisface las ecuaciones de Euler-Lagrange y condiciones de 
enlace mencionadas.
Para la demostraciôn utilizaremos el teorema de la funciôn 
implîcita en espacios de Banach, en la versiôn de la referencia 
10, pp. 64-68 y que transcribimos literalmente:
"Sea M. un espacio mêtrico y sea V  un espacio normado com 
pleto. Sea z =^(x,y) una funciôn definida en el producto (car- 
tesiano) de M  por una bola = j yeY | Wy-b# $ r| , funciôn
con valores en un esp'acio normado . Supongamos que esta fun-
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ciôn sea acotada, uniformemente continua y posea una derivada 
(parcial) acotada uniformemente continua, <)^Cx,y)/<)y . Supon­
gamos ademâs que, para cierto a( M. se tenga ^(a,b) = 0 y 
que el operador ^^(a,b) / A y (de Y  en %  ) sea invertible. 
Entonces existe una bola = | x c M  j dist(x,a)<^ | y existe 
una funciôn f(x):Ti.^->V definida y continua en la bola , 
tal que f(a) = b y que ^(x,f(x)) = 0 para todos los x de 
. Esta funciôn es ûnica en el sentido siguiente: para cual^
quiera otra funciôn f^(x) , de valores en Y"  ^ definida y con­
tinua en un entorno de a € M- , tal que fi(a) = b y que
^  (x,f^(x)) = 0 (en el citado entorno de a g ^  ), existe una
bola j x€ M. I dist (x,a)( | en la cual f ^ (x) * f (x) . "
Aplicaremos el teorema enunciado cuando, utilizando las 
notaciones anteriores, reemplazamos por [-1 +1 ] c  IR , ^  e
TT P°’’ f » es decir, Cts^.s^jj x Ccs^,s.|] x por
I I * P < d I y, de modo acorde, x por q , a por
0 , y por p es decir (A(s) , B(s),^, y, h) , b por p ^
es decir (0, 0, 0, 0, y"^ ) asi como ^  (x,y) por (<^ V/^ p)( p ,q) ,
S por r^  , z por (î(s), /((s), , kg, k^) .,
En un examen de las condiciones de validez del teorema, cons
tatamos que (^V/èp)(p,q) es acotada en algûn entorno del ti­
po j  p I N p ' P o II ^ d| X r-1 , + U  , en virtud de su expre­
siôn dada por las cinco primeras (201). También constatamos que
(àV7jp)(p,q) es uniformemente continua en el mencionado
I p - p ^ d I X £-1,1 J como se deduce inmediatamente 
de los lemas 3.1.4 y 3.1.5. Asimismo se verifica )(Pq ,0) = 0
segûn se examinô en los comentarios 3.1.7 y 3.1.2., La invertibi-
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lidad del operador lineal acotado ( , Q) es, 
precisamente, lo que afirma la proposicidn 3.1.8.
Las ûnicas condiciones de "valides que restan por constatar 
son las de acotaciôn y continuidad uniforme de la derivada par^ 
cial (^^V/^|( Ç ,q) en un cierto conjunto de la forma 
I Hp-pgH < X r-1 ,+1] , lo que se comprueba de for­
ma fâcil y directa, aunque larga y tediosa^ por medio de las f6r^ 
mulas (203) que definen |^^V/^j( Ç  ,q) . Para faciliter la corn 
probaciôn mencionada, establecemos previamente varies sencillos 
lemas:
Lema 3.1.10.- Sea un operador lineal acotado de un cierto 
producto cartesiano x Bg x ... de espacios de Banach, en 
otro producto x C2 x... , también de espacios de Banach
y en el supuesto de que ambos productos tienen un nûmero finito 
de factores, respectivamente denotados por B^ i = l,2,...m y 
k = 1,2,...n . En taies condiciones, para cada i = 1,2,.,m 
y cada k f 1,2,...n definamos el operador lineal notado ,
de B^ en C , del modo siguiente:
V € 8; ( ù;) = cte X> (û,.. ..ô )
donde (Ô,...û -...5) es el vector de x B2 x ...B^ j [210)
cuya i-êsima componente es y las demâs son 0 I
Se verifica entonces:
w.-n
HA.-Il< llAll ^  IT llA/fe^ H (211)
En efecto, se pueden escribir las desigualdades sucesivas 
que siguen:
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V â ï I | . . . M  y  i ?  a  . . . ' V t  I I  A i l . '  I l  ÿ "
R;T% "Si"
^  M ^ , ,
Û j « B <  I I W J I  I Ü , . Û ; . . . M . J t 8 ’^ > » ~ S ^ X . .  a ^ ,  2 !
^  (212)
Z  Hû^ll E « i û M
' Ç l U ; «
lo que prueba la afirmaciôn del lema.
Lema 5.1.11.- Sea 6 (s) un a f une ion cualquiera de C[s^,s^l 
y sean * ^^2* ^"3* ^^4* ^"5* ^^6’ y * ^^9 los opéra-
dores lineales de (2 [s^,s^] 6 R en ^fs^,s^] ô R defini- 
dos en la forma siguiente:
S
v6S€ Crs„s^ ] Y se [s.,s,] ;(/cf8)(s)= (^(S) 6^cs)
Y ^ B  e C[s,,S^] Y?t [So,Si] A^^(^6) (5 ) =  G(s)^ éBcü-jcir
Y&4eC Cs„ 5^ 1 y s e rSo, s^ l r<fA ) (s ) = J 6«r) J/4cr) <J(T
C[s.,sj V-îe Cs,.s,l [<^ 6)(s>=Jcir6(ir)Jé6(y<)c^>l 
Y  €  R  V s € C S o , 5 ^ J  ( s )  =  C < T v )  G c s )
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V éve R Vs«Cs,,S^ l A^ C<Ty)(s)=r (5v)J^ G«r)c/<r
5 ,
V  J A 6 C c ; . , s ^ ]  =  f  6 ( 3 )  i A c s )  fîis
■» -'5,
V 5 6 €  Ccs.,S^3 Ag(S8) r^(5(s)d5l^ Se«r)cl(r [214)
-'s;»
V ft € K ZT ( S i )  J   ^6c s)cls
son operadores cuyas normas respectivas [con la norma usual en 
y la del mâximo en C rs^ ,s.j3) verifican
II6II , R /t^ lU  Isr^^l H6ll j IIA3ll£ ls^-s.UGIl
»A .,U ls rS .I^ «6H  , K j M  l i s » , iV A itH S »  
ls ,-s .il6 ll , ll /[g ll< |s ,-s .(* l(s ll,
En efecto, las acotaciones anteriores son consecuencia tri­
vial de la definiciôn de norma de un operador lineal A/ y de la 
acotaciôn del môdulo de una integral, por la integral del môdulo 
del integrando,
Lema 3.1.12.- Sea i uno cualquiera de los indices 1,2...0 y 
sea E(A,B,b,^,y,h;s) una funciôn continua en todo
X [s^ ,s.|] y, con las notaciones del lema previo y del 3.1,3 
sea Q  el operador [no lineal) que a cada elemento p  de ^  
asigna el operador Ai ^  definido por (213)-[214) que correspon­
de a la funciôn continua
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6(s)= E(A{s),8(«))[B((T)<^ir,^,V, Il ,s) [216]
En tales condiciones se verifica que 0" es un operador de 
jp en el espacio de los operadores K>^  , que es acotado y unifor
memente contînuo en cada subconjunto ZI acotado en ^ .
En efecto, sea K 4- AO el extreme superior de las nor­
mas de los elementos de 2T X sean 'Ç  ^ = (A^  [s] ,B.j [s] ,h.j )
^2 * (Ag[s],B2(s]^2 *^2)^2  ^ dos cualesquiera de ellos. Denote- 
mos por L el nûmero K * max |l, . La funciôn
E  (A,B,b,yU,v,h,s) es uniformemente continua y acotada en el 
subconjunto L ,  ^x [s^, ]  que es acotado en x [s^,s^]
Fijado entonces un (> 0 cualquiera, existe un > 0 de modo
que para cualquier par (A^  ,B^  ,b^  ,V^  ,h.| ,s) y CA2 , B^ , b2 ,^2 »
V2,b.s) en [-^,  ^x [s^,s^  ] las condiciones
[217) 
-2
Supongamos por ejemplo, el caso i = 4 y elijamos ^  ^
en E  con distancia <  f g  min |l, fs^-s^f^ j  notahdo por
y los respectivos operadores asociados. Se verificarâ, se




con lo que queda probada la contunidad uniforme de en subcbn
A
juntos acotados de ji , para el caso i = 4 . En los restantes 
ocho casos de! indice i la demostraciôn es completamente simi­
lar, incluse mas simple en sus detalles.
En cuanto a la acotaciôn de 5^  en cada 2  acotado, la de- 
mostraciôn es aûn mâs sencilla. Por ejemplo si i * 4
I II  ^ /kuvy I E (A(«),6<t), l^ e«r)Ur
^  [219]
^ Is^ -Sol^  Y W  I E (A,8,i,y<, V, t,s) I 
C-L,L]1cC .^,S,]
mâximo este ûltimo que es <" + A? , segûn observamos anteriormen
te.
Lema 3 . 1 . 1 3 . -  Sea 2) un dominio cualquiera de y sea
CO[A,B,s) una funciôn continua de Z) x ts^ ,s.ji en R . Con 
las notaciones de 3 . 1 . 4  sea TT el operador (no lineal) que a ca 
da par de funciones A(s) , B (s) en 2) asigna A> dado por:.
Vs€ts;„s,i ^ M ( s ) = : f A ( s )  C ü ( A ( 4 ) , 8 ( s ) , s )  [ 220)
En taies condiciones se verifica que existe, para cada ele- 
mento (A^(s), B^(s)) en 7) , un entorno de la forma 
|(A(n,6(i))é Cc^,S.,)xCrs„S^ I IAlS)-/V,(s)ll+ Il î(s>-8,(s)jj ^  et |  (221 )
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entorno que notaremos S(A^(s), B^(s); d) y en el cual el ope­
rador TT es acotado y uniformemente contînuo.
A
En efecto, el conjunto 2) es abierto segûn se constate en 
3.1.4, por lo que, elegido un par (A^(s), B^(s)) cualquiera en 
Z) , existe un entorno 5  (A^(s) , B^ .(s) j d) de la forma (221 ) 
completamente contenido en ^  . Si (A(s), B(s)) pertenece a 
tal entorno, la norma de los operadores definidos por (220) 
satisface la acotaciôn évidente
W/ilK hwy ( Cü fA(s), 8(3), sj I
Por otra parte, para cualquier (A(s), B(s)) en 
^(A^(s), B^(s); d) y para cualquier s' en [s^,s ]^ es inme 
diato verificar que el par de nûmeros (A(s'), B(s*)) pertene­
ce al subconjunto compacto en D  (ver lema 3.1.4) y defini­
do por
{ ( 4 , 8 ) 6 JA-A.(s)|-^ I6.é\.(5)I^ ,^  I
d e  m o d o  q u e  l a  a c o t a c i ô n  ( 2 2 2 )  s e  i n t e r p r é t a  a h o r a  a s î :
(223)
V(A(s),0(5))6 E(A>C»),^ (*);cL) iTT(A(s),8{i))l ^  I WM,6,s)| (224)
l o  q u e  d e m u e s t r a  l a  a c o t a c i ô n  d e l  o p e r a d o r  T T  •
L a  c o n t i n u i d a d  u n i f o r m e  d e  T T  1 ^ ( A ^  ( s )  , B ^ ( s ) ;  d )  s e
r a z o n a  a n a l o g a m e n t e  a  l a  a c o t a c i ô n .  S e a  S p o s i t i v e  c u a l q u i e r a  
y  ^  >  0  t a l  q u e  p a r a  c u a l q u i e r  p a r  d e  t e r n a s  ( A ^ , B ^ ,  s )  y  
( A 2 , B ^ ,  s )  d e  K  X  t s ^ , s ^ 3  s e  v e r i f i q u e  l a  i m p i i c a c i ô n
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^ = >  |w(A4,B^,s)-ü}(Ai,e^,3)|< £ (226)
lo que siempre es posible dada la continuidad uniforme de la fUn 
cion CO(A,B,s) en el compacto x [s^,s^] . Cualquier par
(A.j (s), B^(s)) .(Ag (s), Bg(s)) de elementos de €(A^(s), B^(s) ;
d) cuya distancia sea <  verifican, en virtud de (221 ,222,
226) las relaciones:
Cs;,s^ l ( A,(S),8,(*),S) € (A;(S),%W,$)6
(227)
€ l^ (^A,(s), 0f(s),s)_Cü(A,(s). Bj(»),s)|< 6
de modo que si escribimos = | j (A.j (s), B^  (s)) y 7^ ^^^ =
«YT (A^  (s), Bg (s) ) , la definiciôn (220) y la acotaciôn (222 per 
miten escribir, cuenta habida de la ûltima (227), la desigualdad:
^  I W ( 4 , w , g , w , : ) _ W ( A / , , , B / » i , ' )  I f  g  (228)
que comprueba la continuidad uniforme de TT en ^(A^(s) , B ^ (s) , d)
Llegados a este punto, los lemas 3.1.10 hasta 3.1.13 permi-
ten la comprobaciôn directa de que el operador ^^V/^^2 (^ ,q)
es acotado y uniformemente contînuo en un cierto entorno de 
A(s) = B(s) = 0 y/t - 9 = 0  h = q = 0 . Se constata asî
la actualidad de todas las hipôtesis suficientes para aplicar el 
teorema de la funciôn implîcita, por lo que podemos concluir la 
existencia de un r.j> 0  y de una funciôn ^  (q) continua de
A
[ r,r] en , que es la ûnica continua que verifica:
V^«C-r,r3 =  o (229)
>p
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Escribiremos también la funciôn ^  (q.) en la forma
f ( ^)= ,V(^), l(f] C230)
y denotaremos por ^(q) la.-terna • ^(q) = (A(s,q), B(s ,q] , h.(q))
Es évidente en virtud de las observaciones 3.1.7 que, para cada 
^ en t-r.|,r.|3 la quintupla p  (q) verifica las ecuaciones 
(166) hasta (168) de Euler-Lagrange.
Lo probado hasta ahora no es aûn todo lo afirmado en el enun 
ciado de este largo teorema 3.1.9. Veamos en primer lugar que 
^(0) * es soluciôn aislada de las ecuaciones de Euler-La- 
grange para q = 0 . Razonando por contradicciôn si ^  +
es una sucesiôn tal que
la definiciôn de derivada Frechet indica
(231)
(232)
donde lim  ^ = 0. La condiciôn (231) junto con
la proposiciôn 3.1.8 de existencia y biyectividad de
 ^ àp ^ j( ^ ^ , 0)^ permiten escribir la (232) en la forma:
^  - (233)




y si dividimos por l( ^ X suponemos se obtîene la
contradicciôn: 1f 0 . ^
De modo similar se puede probar, que en. un cierto entorno 
^'^2'^2  ^ de q = 0 y para cualquier q* en ese entorno, la 
quintupla p(q*) es soluciôn aislada de las ecuaciones de Eu­
ler-Lagrange correspondientes al valor q = q* . En efecto, to­
do se reduce a demostrar que el operador lineal 
( ^( ipCq*), q*)f^ existe y es biyectivo. En el âlgebra
de Banach de los operadores lineales de ^ sobre ^  el 
conjunto de los elementos invertibles es abierto (ver referen­
cia 3, p. 353), dé modo que existe un entorno ^  del elemento 
invertible ^ ^ ^ ,0) el cual estâ formado de elementos
todos invertibles. Como la funciôn ^ V/j^ ^ (p(q),q) es con­
tinua en q , existe t2> 0 tal que para cualquier q* en 
^'^2 ' ^ 2  ^ operador lineal p  ^( p  (q,,) , q,,) pertenece
a ^  y es, en consecuencia, invertible y biyectivo. La conclu- 
siôn del teorema 3.1.9 se alcanza ahora con la definiciôn 
r = minCr^.r^) .
Comentario 3.1.14.- El teorema 3.1.9 asegura la existencia de un 
segmente de curva p (q) cuyos elementos satisfacen, para el co 
rrespondiente q , las ecuaciones de Euler-Lagrange y lo hacen 
en forma aislada. Podemos asegurar, por tanto, que en un entorno 
de cada p  (q*) no existe ningûn elemento minimizante de
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V-+q*V en la variedad ex (donde debe sobreentenderse que 
^ ® fS
(^ (s) = h+ J B(<r,q*)d(T para la concordancîa con las nota­
ciones 2.2.3) salvo a lo sumo el propio p  (q*) , pues en otro 
caso el supuesto elemento minimizante satisfarîa las ecuaciones 
de Euler-Lagrange. No hay garantia, s in embargo, de que p  (q*) 
corresponda a un mînimo absolute de Vj^+q*V^ en ex (sal­
vo si q* * 0 , dadas las hipôtesis 3.1.1)
Podemos hacer para los elementos p  (q*) una aïirmaciôn 
mâs débil que la de mînimo absolute, en la forma que indica el 
teorema siguiente:
Teorema 3.1.15.- Con las notaciones de los lemas previos, exis^  
te un nûmero real t >0 , de modo que para todo q* en el in­
tervale [-t,t] el elemento p(q*) del espacio ^  proporcio^ 
na un minime relative (es decir, en el sentido de la nor^
ma de C [s^,s.^ ] del mâximo) para los valores del funcional 
en la variedad
J0  = I (4,6,1) ( Cts,,5,3xCCs„s,i*R I j\l-^ 4f2i>)x 
X ( (A- (uH <4«r) </ 3 = X(S,1-y(S,)+t ) - C ^  ( S, 1 |
(235)
donde el funcional Vj^  + q*V^ que también notaremos V (A, B , h ; q * ) 
se define
V 4,8 e C V t e R  T/(A,8, t.} ^ )^ = j
”  J  j. fis
Para la demostraciôn, consideremos el funcional
(236)
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V(A,B,h;q*) definido en C  x x R en la forma:
A
V A , 8 € C cs. , s, i  V l & K  V ( A , 8 . t . y  =  Y (A ,8 ,iv ,^ ^ )+
. *4 3 (237)
4* Al ^
donde yKCq#), V(q*) estân respectivamente definidas como la 
tercera y cuarta componentes de p(q*) . Probaremos a continua- 
ciôn que la terna ^  (q*) = (A(s ,q*), B (s ,q*) , hCq*:) ). Cbnstîtuîda 
por la primera, segunda y quinta componentes de p(q*) propor- 
ciona, para un cierto intervalo [ t ,t] de valores de q# , un 
mînimo relative (referencia 7, pp. 3,5,6) para los valo­
res del funcional V en el conjunto resjÇ . Comenzamos con el 
siguiente resultado preparatorio:
Lema 5.1.16.- Sean (A(s), B(s), h) y (A(S) + fA(s) , B(s) +^B(s) , 
h + 5 h) dos ternas que pertenecen a res . Existen en tal ca^  
so a, d >0 de modo que si la norma (del mâximo) verifica la aco 
taciôn
W fA(s)ll + fl 6B(s)H + I 6-Li < d  (238)
ello implica entonces
|&A(s)l^ck + CL I  [239)
En efecto, para cada s en rs^ ,s.j3 aplicamos el teorema 
de incrementos finitos a la expresiôn
S
(1+A(S)+SA(s>) >Wn(l,+ ift-|(s)4-|(B(<r)+5B(<r))cl(r ) (240)
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que résulta asî igualar la suma:
s  % s
(1-fA(*l) j<r)+ 5A(sI/«k(^ - Bcr)J<r) +1 |j58(«r)d(rjx
x(+fA($i) C&i(i-f(s}i.j^ B((r}cl<r) + (Si.) O+Acsïjx (241)
X eo^ (-ji.|'(s)4 j B(<r)el<r) +
donde el resto Rg(s) satisface una acotaciôn del tipo:
R^(s) <  i  ( (SA{s))\(SB(s))\ (SL)^ ) (2421
donde ^  depende de los valores A(s), B(s), h, fA(s), f B(s),
fh pero estâ acotado si éstos lo estân. Ademâs, elegido por
ejemplo d = 1 en (238), los valores &A(s) , iB(s),Xh son en
valor absoluto y para cualquier s de ts^ ,s.j3 , menores que 1
por lo que la acotaciôn de yy es uniforme en s , una vez fij a- 
dos A(s) , B(s), h . Llamemos 2 K a tal cota uniforme de ( ^
e integremos en (241) utilizando la desigualdad de Cauchy-Schwarz 
para obtener
U t l  I X ( S , ) - ^  II^AHj 4 A(5)II^ +
2 2
donde I @ ^ dénota la norma tîpica en L^(s^,s.|) y se ha rea
lizado cierto cômputo elemental de desigualdades, teniendo en
cuenta las dos ecuaciones que definen res ^  y que, también, 
debido a ellas, el valor de (240) es y (s.| ) - y (s^) .
Elij amos d en (238) de modo que en (243) se verifique:
)< i6 a i i2 < i  K K is-s .n<$li < i | x ( s , i - x c v i  ( 244)
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con lo cual la (243) implica
1  |6l | léBI^ (245)
y dado que venimos suponiendo lx(s.j)- x(s^) | / 0 , si adopta- 
mos la nataciôn?
WVA/X ; ^+IS^-S,|M+A(S)W2 I (246)
se verifica la desigualdad
lili f 4 iiSah, + 4-«fen, C2<7)
de la que se deduce
=  lÎAlf +  IJBI;
(248)
es decir, se verifica la (239) con a = 2b^ y queda asî demos- 
trado el lema
Proseguimos con la demostraciôn general del teorema y adop- 
tando las notaciones abreviadas A(s,q*) = A(s), B(s,q*) = B(s) 
h(q*) = h , suponemos que tanto (A(s), B(s)) como (A(s)+ ^ A(s), 
B(s ) + 5 b (s )) pertenecen al subconjunto 2) .
|(A,8)6CC3i.S,lxCcs„S^ l j yseCSo.S,] (A(s), 8(s))f P(Cd)x IR | (249)
que ya se comprobô en el lema 3.1.4 ser abierto. Evaluamos el in 
cremento A ( s )  de la funciôn subintegral que define V , al 
reemplazar (A(s) , B(s) , h) por (A(s)+ ^A(s) , B(s) + fB(s) , h+fh)
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por medio de las reglas usuales del Calculo elemental y obtene- 
mos :
A(s) = fA(s) (A(s),8C5),S)4. f6(3)5^ 5(A<S),Bf4),5)4- 
^ A  0 8
+  AACs) 8C0-)d<r) egrl(.t-f(S)+
 ^ ^ (250)
^^^9)Àa ) +  f ( j )  + </3 ) I  4. R  ( s )
donde R(s) tiene la tîpica expresiôn de Lagrange, en base a 
la forma cuadrâtica asociada a las derivadas segundas, computa- 
das en un cierto "punto intermedio" (A(s)+ -0(s) S^ A(s) ,
B(s)+ -G(s) B(s), h-** ^ (s)fh) con 0< 8(s)<' 1 .
Adoptemos, por brevedad, la notaciôn
Y (Aj^ s>i 6j(s), l^ (s)) s [A(s), )4 0(5) ^ A^(s), iB(s) ,Si.) (2 51)
con lo cual expresamos:
1?(s)= (SAcs») ( ^ i s i , ) , s)4 ^
(Aj(s),Bjts),s) + (A^(s),8j(j»,s)4- R j ( 5)
oAoo o B
(252)
donde R-| (s) se escribe explîcitamente asî :
R^(S) = 2 (iA(s))(5l + J^ iBc«r) J«r) I (_V(^ l^+^ (^3(s)) (u>i(ij^ f(sU 
4 ^  ) 4-jU (^ y ) - f d o - ) I 4- (<il+J^6«r)d<J )\ (253)
(v»(y_ <|â(j))4^ c(4j-f(SU-j^ B^ o)elcr)4y*(^ 1 ^ |
Consideremos fijos q* en l-r,r] (intervalo definido en 
el teorema 3.1.9) asî como A(s) = A(s,q*) y B(s) = B(s,q*) .
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En tales condiciones puede reducirse, si ello es preciso, el 
real d> 0 de (238) para que el compacto
|A -A (.» |+ |B«8(s) 1 < 4  I  (254)
sea interior a (-1,+09) x R x rs^,s^I (ver lema 3.1,4) la ma- 
triz. hessiana de W^(A,B,s) serâ definida positiva (estricta- 
mente, segûn la hipôtesis (51)) por lo que al ser compacto
tendremos
3 c>0 V(A,B,s)6 Kp, V ( ^ , 6 6 ) 6
+ 1(Sa)(6b) 2^55)
oS
siendo interesante insistir en que el "môdulo de coercividad" 
c > 0  es independiente de (A,B,s) en .
Integramos ahora la (250) respecte a s , con lo que el 
primer miembro résulta en el incremento del funcional V , mien 
tras que el total de los sumandos del segundo miembro proporcio 
na, si excluîmos el R(s) , un resultado nulo si se tiene en 
cuenta como se han definido yfc(q*) , v ( q * )  para que se satis- 
fagan las ecuaciones de Euler-Lagrange. Tenemos asî;
/\ A
y  ( (^5) c/s =
= y(A(s,^^)-f^A(s), 6(s,^)+^8(s) , +
(256)
y si ahora tenemos en cuenta la descomposiciôn (252) asî como la 
desigualdad (255) tendremos
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j^R(s)</s >  H 1IÎA (s)1I^+tl|fô(%)ll^ _ j  i ^^(s)l tf/s (257)
Utilicemos las notaciones




para acotar la expresiôn de |R^(s)| dada por (253) en la for 
ma
YS€C5«,S.,J rRi(s)l 6 L^(lVC^^H + )x ^
x |  (<5A($>) 4 - J^6( <r ) d<r )  4 (<Jjn.jà8(<y)</<rj |,=r 
=  1-4 ( ^ 4 |yt(|j^ îl) (^ 4(5)4. J^ 4j^ <5B(c)<J<r ) ^ 
•i *4 L.J (^|y(^^))4-l|^l(/4 + j  |^(<U(s))+((î^)4(^(J8ûr)ci<r) J
Limitâmes en primer lugar la norma de la funciôn 
S B(e)df en forma anâloga a como se hizo en (243) del
do que sigue: 
.5. , Sj 60((r)/ff) é  j cts I j I 6^(<r) I </<rj £
£ I cis ^  I I i 6{(T)| (/(T j =- I 3^-S« I  ^j I 68(v)l </(T j £
2 ,
 ^ ls^-s.l  ^Vis^ -5.( Il 5611, j = Il 56(3) II;
(260)
if
con lo que la integraciôn de (259) y la notaciôn L2 = 4L.j x 
X max I 1, Is.-s |^  l permiten utilizar la (257) para estable- 
cer #
i I B L I O T E C A
(261)
-  Li ) (llk5)#f+ I
Supongamos finalmente, que no solo ( A(s,q*) , B(s,q*), Ii(q*) ) 
sino también ( A(s,q*)+f A, B(s,q*)+ fs, h(q*)+ & h ) pertenecen 
a la variedad resj^ , El lema 3.1 _16 ; permite en tal caso, escr^ 
bir la ûltima (261) en la forma
R(s) c(5 ^ 1  # 6A(»)lli + j  A 4 ^  I
—  + 1 ) > ( y  ) I I S 8(s)I^4 |S^-S,I I j A.1^  j (262)
donde las constantes c, a, son todas positivas, ningu-
na nula ni infinita.
Como ‘yi«(q*) V(q*) son funciones continuas en [-r,r] ,
nulas en q*= 0 (teorema 3.1.9) la (262) evidencia que existe 
un real t >0 , de modo que para todo q* en el entorno [-t,t] 
de q* = 0 se verifica R(s)ds^O , siempre que ^A(s) ,
6b(s), 6h pertenezcan al entorno (238) definido por (244) y 
también se verifica J R(s)ds = 0 solo si 5 a ( s ) = 6 B(s) = 0, 
5h = 0. En resumen, hemos probado cuenta habida de la (256) que,
Z'
para cada q* de un cierto intervalo [-t,t] el funcional V 
definido por (237) alcanza un mînimo relativo aislado, para los 
valores tornados en la variedad res jS , precisamente en el ele­
mento (A(s,q*), B(s,q*), h(q*)) que define el teorema 3.1.9. El 
funcional V goza, por otra parte, de la misma propiedad, ya que 
las formulas (235) y (237) indican que V y V coinciden sobre
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res , con lo cual queda finalmente probado este teorema
3.1 .15.
SECCION 3.2. APROXIMACION POR PRQBLEMAS LINEALES.- Sea I un 
intervalo cerrado real, contèniendo el valor q = 0 en su inte^  
rior y sea p  : I— ►B una aplicaciôn continua que verifique, de 
acuerdo con todas las notaciones previas, las condiciones:
a) p ( 0) =» (0,0,0,0,-y^ ) minimiza en res ^
b) Para todo q* en I la configuraciôn pCq*) es de equili 
brio para Vj|^ +q*Vg en res (ver 1.6.5) y es aislada res
pecto a las que tienen tal propiedad.
c) Para todo q* en 1 el operador lineal
( <)^V/^p^) ( p(q*) , q*) es acotado y biyectivo de sobre
3 .
Que la clase de tales intervalos I , que llamaremos de 
unicidad, no es vacia ha sido el objeto de todo el apartado pre­
vio 3.1. En el actual apartado nos proponemos mostrar, que cada 
configuraciôn de equilibrio p(q*) se puede aproximar con pre- 
cisiôn tan pequefta como se quiera, por una sucesiôn de configu- 
raciones ( |?(n; q*) con la notable particularidad de
ser soluciôn de un sistema de ecuaciones y condiciones lineales, 
en vez de las no lineales (166) a (168).
5.2.1 Motivaciôn e ideas intuitivas .- En la practica usual 
de la ingenierîa civil, la gran rigidez de las piezas elasticas 
consideradas permite suponer que los esfuerzos ^W^/<)a ,
3 B son proporcionales a las deformaciones A, B en cada 
punto de la directriz. Estos esfuerzos tienen el significado
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fîsico de fuerza axil y momento flector y se suponen actuantes 
segûn la configuraciôn inicial de la pieza elâstica, ya que los 
desplazamientos (u,w^ se consideran suficientemente pequeftos 
para despreciar el efecto adicional que tendria la actuaciôn mtn . 
cionada de los esfuerzos en su situaciôn real, desplazada respe^ 
to a la inicial. Estos razonamientos intuitivos se traducen fîna^ 
mente a unas ecuaciones aproximadas, que se obtienen de las (1 ôô] 
a (168) reemplazando ( A) (A* (s), (s) > s) por Xj A*(s)
y ( Jw./} B) (A*(s) , ip;Cs) , s) por Y^Cs) , donde 
son constantes elâsticas que, a lo sumo, dependen del punto s 
considerado en la directriz. En el resto de los términos de ta­
ies ecuaciones A* se reemplaza por 0 y Y*(s) por Y'^ se­
gûn la notaciôn de (106); asî por ejemplo, las ecuaciones (167) 
simplemente se ignoran pues se satisfacen idénticamente y los nû 
meros y* , v se tratan como incôgnitas a determînar, a las que 
se asigna el significado fîsico de reacciones de sustentaciôn en 
un extreme de la pieza convenientemente elegido.
Una generalizaciôn de este método, utilizada de hecho solo 
en câlculos ingenieriles que requieran gran precisiôn, consiste 
en tomar como referencia no la configuraciôn inicial, sino otra 
deformada conocida del modo que sea y suponer, a partir de êsta, 
incrementos de esfuerzos axil y flector que sean proporcionales 
a sus correspondientes deformaciones. Ese es en efecto, el funda- 
mento intuitive del llamado método de las cargas incrémentales, 
aplicable a piezas poco rîgidas, pero supuestas sometidas a in­
crementos del factor de carga q , suficientemente pequeflos para 
permitir la hipôtesis de proporcionalidad entre (incrementos de)
114
esfuerzos y (aumentos de) deformaciones, asî como la invarianza 
de la configuraciôn de referencia. Asî, el rango total lO,q*i 
del factor de carga se particiona en subintervalos 
0< q ^ < q 2 . . . < q^_^ < q^ = q* y se calculan los esfuerzos y de­
formaciones incrémentales relatives a cada factor ' q^  ^ , a partir 
de la configuraciôn correspondiente al q . Estas deformacio­
nes incrémentales permiten calcular la nueva configuraciôn rela- 
tiva a q^ y se supone, razonando en forma intuitiva no materna- 
tica, que la configuraciôn correspondiente a q^ se aproximarâ
tanto mâs, a la correspondiente a la soluciôn de las ecuaciones
(166) a (168), cuanto menor sea el mâximo subintervalo qx~*^ i-*l 
de la particiôn 0< q ^ < q 2 . . . < q^ = q* .
A continuaciôn enunciamos un teorema que traduce en forma 
matemâtica, las consideraciones intuitivas anteriores.
Teorema 3.2.2.- Sea I un intervalo de unicidad de la fonna 
[0,q*j con q* > 0 y sea £ >  0 real cualquiera. En taies con^  
diciones existe q de modo que, para cualquier particiôn
0 = (\^ ...x-q^ = q* de [0 ,q*] cuya mâxima amplitud
de subintervalos q^ -^q^ ^^  (k = 1 , 2 , . . . n )  sea -«* f  , se veri^
f ica :
a) El sistema récurrente lineal de ecuaciones integrodiferencia- 
les con incôgnitas ( j^A(s) , .^^^(s) , V) k = 1 , 2 . . n
y también (Aj^ (s) , (s) , JX^ , V^) k = 0,1 ,2 , . . .n definido
por ;
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AjS)sO y A o - ' a * ®  ) Y  fes 4,2,... Tl
^  4  y -
-  (Jj^/U) e^(sf^js)- f ( t ) )^  (Af^y)/t4^ (<^^(s) ^ fcs>) 4 
f ecA(^^(suf(si) f^(s) = -  )  Q is ) ^  A*^  )
s  ^ ^
*^  |(iTÎHp“')'»^ f'f,«‘- («')+Ah f'W”- f®) [ ‘*'k‘f'”  •'* +
+ f (4+^ (^s)j^ fYfc.,^ i)-^ (j))</s4 (A|j9) J (4+A|.,(*))«
^4 ' J 4
*4
J  ^  ^ -^/ Af) ^  ' - J  ( u Hh ^ ~ ^
J^^AtH(<fJ^t),^(Si)Â^A(t)d5 4.1^  (i4AfJ,^>)C^(if^(S)-f(tl) Aj^(f(S)càzz 0
(263)
es un sistema con soluciôn ûnica en todo el intervalo [s^,s^ ]
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b) V 5 € C s,,î^3 V  k % 4,1,... "W. r s e  verifica
I \ ( 3 i -  <- e ^
donde A*(s) , C*) » yf* * V son las soluciones de (166) a (168)
para el valor genérico q .
Hasta aqul el enunciado del teorema. Para la demostraciôn 
conviene resumir mediante una adecuada notaciôn abstracta.
El sîmbolo JT representarâ la cuaterna (A (s) , v)
que supondremos pertenece al subconjunto 7) del espacio 
J  = G  rs^,s^] X CTs^,s.|] X definido por :
^  I ^  I2i =  j  (A(*),  P  V5<Cs,,s. ,3 - f < A ( s )  l  ( 26 5 )
Los sîmbolos ^  , 2) denotan asî, en esencia los mismos 
objetos que en los apartados 3.1.3 a 3.1.8, aunque en forma al­
go distinta, principalmente debida a sustituir h + j B(a)d T 
por i|)(s) • El subconjunto 2) es abierto en la norma del mâxi­
mo, como se probô en 3.1.4 y en su producto cartesiano con la 
recta real R , definimos el funcional V por la fôrmula:
d y^e R  Y ( ^ , ^ ) z  I ’Vr(A(s),Lf[s),s)ds4
,s ( (266)
4 Y (J (S ^ ) -  J ( î , ) )  -  ( 1 + A(S)) c ^ ( L f ( u -  fcsy) M  _
-  v j  ( U A a ) )  f(Si) ds
1 1 7
Si adoptamos también las^notaciones
= (Aj^ A(s) , (s) , » Aj^ v) con k « 1 ,2,.. .n , asi to^
mo = (A|ç(s), Y]ç(s) con k = 0,1,2,...n y
^o ~ (0,1^,0,0) résulta entonces de las formulas (201) a (203) 
la equivalencia (que comprobaremos con mâs detalle en pâginas pt>^  
teriores) del sistema (263) con el siguiente:
V k s “ Fk-i ?
sistema este ûltimo, que llamaremos versiôn abstracta del (263), 
siendo cas i évidente que si adoptamos en 2) x R la norma 
definida por:
V(r ,4 )e R # (ÿ,€) # = I A(s)( +
^  ^  ^ strsw,*.,!
hwx lYOl 4 4 \JX\4 IV14 I q
s«r6„s<î  ^ ^
(268)
4
el funcional V résulta derivable Frechet hasta el orden dos 
(al menos) verificândose los resultados que serîan correlatives 
de 3.1.6, 3.1.9, 3.1.13 y 3.1.15 con la sustituciôn de
h+ B(a)da por •
Nuestra intenciôn es demostrar el teorema 3.2.2 mediante 
el estudio del sistema abstracto (267) entendido como definite- 
rio de una."poligonal de Euler" (en el sentido usual de este têr-
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mino en la teorîa de existencia de ecuaciones y sistemas diferen 
ciales) para la ecuaciôn diferencial abstracta
La dificultad principal consiste en encontrar "poligonales 
de Euler" que sean "soluciones aproximadas", pues ello depende 
de la continuidad uniforme y acotaciôn (ver referencia 11, pp. 
3,4,5) del segundo miembro de (269), lo que no es inmediato en 
espacios infinite dimensionales. Asimismo, él'establecer las ”so^  
luciones aproximadas", como definidas en todo [0,q*] y no solo 
localmente, es una dificultad a resolver, junto con la continui- 
dad-Lipschitz del segundo miembro de la (269). Desarrollamos es­
te programs de trabajo en varios lemas y proposiciones,
Lema 5.2.3. - Sea un espacio de Banach cualquiera y q*> 0
un, real positive cualquiera. Con las notaciones previas sea 
^  (q) una funciôn continua de [0 ,q*] en 2) y ,q) una
funciôn de 2) x R enB^ , tal que para todo q de fO,q*j 
existe un entorno de ( )?(q) ,q) en el cual H(p ,q) es
continua. En taies condiciones existe un real estrictamente po­
sitive K , de modo que H es acotada en el conjunto Z)^ defi­
nido por
(270)
el cual résulta contenido en 3 x [o,q*]
En efecto, la funciôn real | H( p(q),q) | es continua en 
todo q de [0,q*l y tiene en tal intervalo un mâximo finito
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M  , de modo que la continuidad de H( JT ,q) en cada y el
carâcter abierto de 3 nos permiten afirmar que:
V f € $  «p-f(^)l -=t>
Ç e  Z) ^  <  i +  M  ^ ^
y pretendemos probar que el mînimo de los es un cierto K ,
con la propiedad K >0 . En caso contrario, la compacidàd del In 
tervalo [0,q*I permite asegurar la existencia de cierto valor 
q(® de ü0,q*7 Y de una sucesiôn g ^  + convergente a
tal valor, de modo que:
VticZ 3 ^ ( 2 )  ^  Il (272)
lo que cuenta habida de las convergencias (q^) -*.q(^  y de la
continuidad de ^  (q) y de H(]^,q) implica (p^) ^(ql* ) ,
asî como N H(^^,q^)|| -4 (H(fCqt<»), q^*)||<J^ (por definiciôn
de M  ) lo que contradice la (272) y demuestra asî el lema.
Observaciôn.- La conclusiôn del lema es vâlida con condiciones
menos restrictives, por ejemplo, basta con la continuidad de
H(p,q) en los puntos ( p(q) , q) . Sin embargo, la suposiciôn
de continuidad en todo un entorno prépara la explîcitaciôn
de condiciones naturales, para exponer posteriores resultados.
Definiciones 3.2.4.- Denotemos por fi el espacio de Banach
C ls^,s^l X CTsq,s.j1 X con la norma definida por (268) si
se suprime el ûltimo sumando Iq* y, con las notaciones previas, 
—  —-
sea F una funciôn continua de 3 x 1  en fi , donde I es
un intervalo que contenga al I0,q*] . Una funciôn continua 
^ : rO,q*I-yZ> y derivable salvo a lo sumo en un conjunto fini­




una soluciôn exacta, o solucion £ -aproximada con £ > 0  , o





o en ûltimo caso
p(0) “ F q  y existe particiôn 0 = q^<-q^<...q^ = q* de 
rO,q*l de modo que: V k = 1,2,...n Vq f (qj^ ,qj^ )
P ‘1 ' = '%-, >
En este ûltimo caso diremos que la particiôn 
0 < q^  <' . . . q^ = q* es la particiôn base de la poligonal.
Lema 3.2.5.- Sea F(p,q) una funciôn de 2) x [0, q*1 en ^
con la propiedad siguiente: para una determinada funciôn 
'Ç : 2) , derivable con continuidad y para cada q de
[0,q*] hay un entorno E^ de ("p(q),q) , en el cual existe la
derivada F' y es continua (como funciôn de E en el espacio 
de los operadores lineales (p x R, _P)). En taies condiciones, 
existe K >0 de modo que: para todo f > 0 existe (^>0 , 
tal que para cualquier ^ de (0,q*] toda poligonal ^  de Eu­
ler asociada a la ecuaciôn diferencial
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^  = F  (p,q) 9t [ 0,8 ] C277)
con valor inicial p  (0) y cuya imagen esté contenida en. -2^ 
definido por (270) verifica ser una soluciôn £ -aproximada de 
la (277), siempre que la mâxima amplitud de la particiôn 
0<q^< . ..q^ = p base de la poligonal sea mener <^ ue .
En efecto, por el lema 3.2.3 existe K.j'>G de modo que 
F ’(p,q) es acotada en (ver definiciÔn (270)) . El con-
junto /^.j es interior a ^ e n  la topologîa relativa a 
p X [0,q*i . Para establecerlo, sea ( F ' ,q ■ ) 6 ^ Y  consi- 
deremos el entorno definido por
{ ( ÿ , p (  I l l ç - p « + i f - f i <  ]■ (278)
donde hx = )Kax | i j j B N | ^  f To, ^ ^1 [ | (279)
Para cualquier punto de este entorno podemos establecer
(280)
es decir que (^,9) pertence al interior de “^ ki . Résulta asî, 
por la acotaciôn de F' que ¥ es continua (y localmente lipschi_t 
ziana) en «^ (l/^ k^  (ver referenda 10, vol. 2, p. 52) por lo 
que una nueva aplicaciôn del lema 3.2.3 asegura la existencia de 
un K >0 , de modo que F ' y F son acotadas (cada una en el 
sentido de su propia norma) en el conjunto .
Llegados a este punto, sea ^>0 y ^(q) una poligonal
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de Euler de (277) que esté contenida en k ’ Evaluemos la di^
ferencia
Il F(^U),a)- à?  Il ( 2 8 1 )
en cada punto de [ 0, p ] diferente de los de la particiôn 
0 = q^< q^<... q^ = p , Tenemos asî, por la definîciôn (276)
(282)
=  Il
y dado que el segmente de (*?(q), q) hasta ^i-p ss-
ta contenido en 2) ^  podemos (segün referenda 10, vol. 2, pp. 
50-52) escribir
Il F  (  4 ( ^ 1  ) Il -  II F  '  Il X
" [ ' I - î h '"*- 11^ 1 ' -  % - . ' I l ]  =
=  ^  il F 'Il [ l F | ^ L , | | ]  =  (283)
=  l ^ - t i -,1 [  ( 4  II ) l l ]  -
^ if'It-J «F^ ii [uiiFii]
con lo que la diferencia (281) es menor que £" si elegimos la 
amplitud mâxima , de la particiôn base de la poligojnal,
menor que F /max I I F ' I I  (1+ Il F I I  ) , quedando asî probado |el le- 
ma.
Lema 5.2.6.- Sea 0 y sea, con las notadones de 3.2.,4,
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p^(q) una soluciôn ^-aproximada de
- F f p  ; ^  ) <^fro,p3 (284)
para el valor inicial p^(0) = , soluciôn que se supone con-*
tenida en un cierto 2Î)j^ (ver definiciôn (270)) en el que tanto 
F como F* se suponen acotadas. En estas condiciones, si ^  (q) 
es soluciôn exacta de (284) para el valor inicial ÿC(0) * ,
existe una constante %  > 0 de modo que
^ ^  (-Ueyjy ) (285)
En efecto, la acotaciôn de F ' en 2)|^ impi ica trivial- 
mente la de la derivada parcial (definiciôn en referencia
10, vol. 2, pp. 55-58) por lo que si llamamos ^  a esta cota 
podemos escribir
V}<co,p: B
C 2 8 6 )
(referenda 10, vol. 2, p. 52). Es decir que F résulta ser lo 
que se llama "globalmente lipschitziana con respecto a ^  " en
el conjunto 2)^
El resto del lema es la clâsica desigualdad de Peano-Gron- 
wall de la teorîa de ecuaciones diferenciales ordinarias en un 
caso particular (ver referencia 12, pp. 107-111) que se generali­
ze trivialmente del caso eh que p pertenezca a un espacio r” , 
al de pertenencia a un espacio normado real, de dimensiôn no fi- 
nita.
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Proposicion 5.2.7.- Con todas las notaciones prévins sea 
P : ^ una funciôn derivable con continui’dad y F(p ,q)
una funciôn de 2) x [0,q*] en p con las propiedades siguien
tes: para cada q de [0,q*] existe un entorno de
C ^  (q) » q) » contenido en 2) x I0,q*l y en el cual existe la 
derivada F ' y es continua. Por otra parte, se supone que p (q) 
es soluciôn exacta de la ecuaciôn diferencial
r  (287)_ F r ?
con valor inicial |T(Q) = .
En estas condiciones, existe /C > Q de modo que : para to­
do <r^ 0 hay un (^ > 0 tal que, cualquier particiôn de 
[0,q*1 cuya mâxima amplitud sea menor que es base de una
poligonal ^  de Euler contenida en 2)^ , para la ecuaciôn
(287) con valor inicial igual a "p (0) y tal que :
V|€C0,^^1 H P (2^) Il < (T (288)
En efecto, los lemas 3.2.5 y 2.3.6 aseguran la existencia
de iC > Q taies que F y F' son acotadas en 2)^ y que 
se verifica la condiciôn (286) de Lipschitz. De acuerdo con la 
fôrmula (285) escribamos
E -  — -----------  /KCTf (O' le ) (289)
(- / + e^!> %  )
y elijamos cf como en (283), es decir
«f - £ / IIf 'II [-l + lFll] (290)
nNuestro objetivo es probar que cualquier poligonal j de
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Euler, construîda con base a una particiôn de amplitud menor que 
^ , es una poligonal contenida en en todo el intervalo
rO,q*j . Evidentemente ( q^) = C?(0), 0) pertenece al
interior de 2)^  ,es decir Ij^Cq^) - p(qg))!< )C (desigualdad s^^  
tricta, en este caso de primer raiembro nulo). Supongamos, razo-^  
nando por induceiôn, que para cierto j natural, menor que n 
se verifica:
Vk=o,i,..j ( f(y) À/nt Di^ C291)
y consideremos, en el intervalo rqj, qj+^I la funciôn real con 
tinua e(q) , de variable real
e q ) = F( ^  III (292)
Por la (291) es claro que e(q^) < IC ; si en todo q de 
(qj , + es e(q)<|C , résulta en particular
II P (qj+ 1 ) ■ S^(qj+1 ) li<'IC y hemos completado el razonamiento in- 
ductivo para la (291), pero si hay ^ de (q^, qj+^l tal que 
e(p ) = IC , designando también con p el extreme inferior de 
tales valores résulta la particiôn 0 = q^ .<r q.^ . q^  < p del
intervalo [o, p ] y la poligonal de Euler (9^(q), q) con 
q Ç [0, p] contenida en 2)|ç , por lo que el lema 3.2.5 nos ase­
gura que 9^(q) es soluciôn g -aproximada de
^  T o . j S J
por lo que el lema 3.2.6 y la (289) indican
(293)
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V^eCy, pj ec^) - II f ( p -  9^1) II ^ ^(-UexfyX^) - 
-   tn^ ((T, 10) ^ i  IC)
c2H + - & Y p % 1^) ^
de modo que se contradice que e (p ] = K) y en consecuencia, 
se puede suponer la poligonal 9^, de amplitud de particiôn base 
<  ^ a~ » contenida en interior de y definida en todo
rO»q*l » indicando entonces la (294) que
Il p ( ^ ) - y ( < ^ )  Il £ 1  Irni^  ((T, 1C) < (T (295)
lo que termina de demostrar la proporciôn que nos ocupa.
Nuestro objetivo a partir de ahora sera comprobar, que los
apartados 3.2.3 hasta 3.2.7 son aplicables al caso en que
(296)
donde Y* es el funcional definido por (266), en el subconjunto 
yO X R definido por (265) del espacio p x R , con la norma da­
da por (268)
Lema 3.2.8.- El funcional Y  de (266) es derivable en 2) x IR , 
hasta el orden dos inclusive. Si se impone la condiciôn adicio- 
nal de que la funciôn W^(A,B,s) sea de clase très en 
(-1, +A3 ) X R X rs^,sp , entonces Y  admite derivada tercera 
continua en todo elemento de y) x R .
Para la demostraciôn, comenzamos recordando que los sîmbo- 
los Y  , p , ^ , J) denotan ahora objetos matemâticos que, si
bien en esencia similares, son distintos de los que denotaban
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en los apartados 3.1.3 a 3.1.6. En transcripciôn comparâtiva 
tendrîamos:
Ccs^ ,5^ jxCcs^ ,s,i >c 
3 =  Ccs.,s,j K Ccs^ ,s^ :ix
S' =  |(A(s),8(s),/(,y,^,l)€ % k R  |y -'»<A(5) J ^^g?)
y ~ c A , s ,  , y, i , ) =  y  y î(A cs),ô (J i,s )c /s  f
4^J ^Q(*)(i*A(s)]yif^ (2^ f(SU j^ (^<r)*2<r) Js ^ C^XCSf)-^ (S,))- 
_ y k  y  ^ ( UA(r>) C^(Â- fm4 [^ <<r)d(T)<2s ^  y (j (S,)) -  
_  y j^  CuA(s))/UH(.X~fm4
para la notaclôn antigua, mientras que para la actual 
p = -  C A(s),^ (S) ,^,y)
J B  =  X C Cs^,s^l X R
p. - (o, ,X3^ o)
, A , , C298)
Z) =  j ( A i s ) , j j t , y )  i  p  I y j e [ j . , S y ]  - l 4 ' A ( s ) \
^  Sy
y(A,<f,jt,y,^} =  J ^ | W î ( A ( i » , Y ^ î ) ,  s  ) 4 |  û(s)('hA(sf)4tx (if(ti^f(t)) [  < / s  +
4^  (<f(sh fw) </sJ 4 V {f
Definamos ahora entre ambas versiones (antigua y actual) de 
B , la aplicaciôn I , que llamaremos de identificaciôn, en la 
forma siguiente:
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Ÿ(A(S), B(S) ,y, l>.) ^  . I  (A(s), i  ) =
s (299)
■= ( A (s) ; -L + j , y t , y )
donde el subîndice ant. aplicado a cualquier simbolo indicarâ
su versiôn (antigua) (297) , mientras que el subindice ac. in­
dicarâ su versiôn (298).
Es évidente que I es lineal y también acotada en el par
de normas 3.1.3 y (268) dado que
A ,S
|A(»)| 4 1 K4 cl<T l + l Ô t s î l ^ l y A U l V I
r  I A (s )l-n tt 4  Cl-KS'-s.t) l6(s) I 4 I u l 4 1 V I
(Am| + v l+ l4 . , l
' • L îrts.,s<i / -*
Por otra parte, 1  admite inversa X   ^ expresada por 
A
V(A(s),<ffs),u,v) e I  (A(s),(^(*),y<., y ) ■=
(301)
-  ( A(S) , , Y  ,
aplicaciôn que es asimismo lineal y continua en virtud de
lA(s)l4l<f'(*)l+lytN|yl-t-l‘f^ îo )l^  |A(S)| 4 I <f'cr)| 4 l/Ll 4
4 ly | 4 Wv/ ^  /ktav |A (s )l4 /U«xy | 4 (302)
Je es., 3 ' 5e es., <^3 SeCs.,s^ 3
4 1^1 + I VI
Es también de inmediata comprobaciôn que entre los elemen-
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tos de (297) y (298) se verifican las relaciones:
^ ( ê o ^  ) f = J ( p. «wi ) R a
, _  -  -  C303)
- (pLi'l) = % c  f ^  )
por lo que al ser I e lineales y acotadas, son indefi-
nidamente derivables (referencia 10, pp. 37, 144, que proporcio- 
na valor nulo para las derivadas de orden ^  2 ) y las reglas 
de derivaciôn compuesta ( pp. 39 a 42, 155, 156) indican, en con 
secuencia, que son derivables igual nûmero de
veces, con iguales propiedades de continuidad en derivadas del 
mismo orden. El lema 3.1.6 estableciô la derivabilidad de 
en los elementos de 2) hasta el orden dos inclusive, y el
lema 3.1.13 la continuidad de ( Y /  à p  ^)ant. en taies ele­
mentos, de modo que las consideraciones anteriores establecen 
de modo inmediato, la derivabilidad de Y^^ en '^ac ^ ^ 
hasta el orden dos y la continuidad de (à^Y/èp^)ac en tal 
conjunto, que es lo que afirma en parte el lema 3.2.8 que estâ­
mes desarrollando.
Para estudiar la derivada tercera de Y  , escribimos su di- 
ferencial tercera como un operador trilineal de ^ x R en R , 
lo que se puede realizar econdmicamente medîante una inversiÔn 
del teorema de Taylor para operadores (ver referencia 10, vol. 2, 
p. 189) que escribe el incremento del funcional en la forma
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_ r  cp,^) = ( «5p. +
4  Ag (p,^) ( ( ) , ( Jp 4
+ Rg ( p ,1 ;
donde R^ es un resto que verifica la condiciôn
V f > o  3 S ^ > o  V ( A p , J ^ ) e  J B ^  R  l l < J p i l 4 l 5 ^ l < < ^  ■ = >
# >  I  <  £ ( n 5 p i i 4 i ^ ^ i ) ^
(304)
(305)
Con el fin de lograr la representaciôn anterior del incre­
mento de Y  . escribimos los términos de tercer orden del desa- 
rrollo limitado de Taylor, del integrando que en (298) define 
Y  , en la forma siguiente:
'WiiAtsU-éAc*)  , s  )  —  Y C  ( A ( S ) , c p ( T J ) , S )  4 ( ^ 4
x ( l tA ( ry t -é A i i ) ) 4 9 ^ ( '^ ( s H ^ ^ ( i )~  ^6?fs)(4fAcï))/>et< ( y f r ) -
4  fjA.4Su) _ y k  X (_ y ) -y (^ )  ^ (V 4 J V )  I i f 2 2 l l ü l ’ _
“  ^  J,-S. /
_ y  Cyt j { s ) ) 4 -
4 H i A c n )  CM(^n)-f(.fy) -  (Yi-^y) Ci4A(r)4^A(f))
X -%/M/ (  y 'ô rjf I -  /" m ) 4  Y ( i i - A c s ) )  A € ^  / ( S t )  =
= termines de 1 orden + termines de 2°orden +
4 I  [  (JAcî)) +  5 ^»,s) ((5Afs»)(Mî))q.
3! L 3A3 '
3 ^ ^^{A(s),(f{c),s}  ( j / f n )  ( j y W  4 j  >
_  i  J Û(s)4(x ^ < $ C r )  Cx(^fHufm)(Sp(èA(%))C^^(i)) -
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p  I 6?(0(+4Af*))
y Cert (*^(tt-f(tl) (â(f(S))%^ (^ f(ti.f.tt)) h  Cn(ffis}-^X))yc
* ( 5A(ï))C^ *^ (y>) 4 ^  f ffAcr)) Cn(Yf:)-f fs)) (S^ )CS'f(s>)*’-^ ^
C3Q6)
+
4-^  CtS4(x)) 1 (l4A(x))4eMi(<^ (Xl-^ xj) %
% (Sy) ( C'(4ACsi) trt(ff(s)-{-(st) 4.
4 *^3 ( /4(:),y(x),y<, v,^ j <5Acs), , J ^ )
donde el resto r^ lo reescribiremos posteriormente, utilizan- 
do la clâsica forma de Lagrange, con las derivadas terceras eva-» 
luadas en un adecuado "punto interraedio" . Se verifica da modo 
évidente :
- J (307)
suponiendo que tanto p  como ^  pertenecen a 2) . POs^
ponemos por- ahora la comprobaciôn de que la Rj de (307) verfica 
la (305), para constatar que una comparaciôn entre (304) y (306) 
define inmediatamente el operador trilineal de Aj(p,q) , cuya 
escritura explicita omitimos, pero que se obtendria de forma ru- 
tinaria por simetrizaciôn (ver referencia 10, vol. 2, pp. 146- 
148) del conjunto de sumandos explicitados en el segundo miembro 
de la fôrmula (306). Obtendrîamos asî:
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=r 1  j   ^ M cx),Y’ (^X»,s ) S^ A(s) c^ A C j I ds 4 -
0!  oA o B  t .
+ ^A(^) <^  Y t: )+ (:) <]^ A(s) j , G  + ...  4 —
+ .— 1 j y(Y4A(j) cnCym- (S^(^(s) ds
(308)
L a  f ô r m u l a  q u e  p r o p o r c i o n a  l a  n o r m a  d e  c u a l q u i e r  o p e r a d o r  
T j  t r i l i n e a l  ( r e f e r e n d a  1 0 ,  v o l .  2 ,  p .  1 4 6 )  s e  e x p r e s a
llT^I=
( 3 0 9 )
l o  q u e  p e r m i t e  c o m p r o b a r ,  p a r a  c u a l q u i e r  ( p , q )  e n  % )  x  R ,  
t a n t o  l a  a c o t a c i ô n  c o m o  l a  c o n t i n u i d a d  d e  ( p  , q )  . A  t a l  e f e c  
t o  a d o p t a m o s  p r o v i s i o n a l m e n t e  u n a  n o t a c i ô n  m e n o s  i n c ô m o d a , i n t r o  
d u c i e n d o  l a  f u n c i ô n  G  : ( - 1 ,  +  ^ )  x  x  [ s ^ , s ^ ]  R  r a e d i a n t e
l a  f ô r m u l a :
V(A,if, ,y,i^  , 8 ,s) 6 (~i,-hcx>)^  IR% fs.,5^1
G ( 4 ,i^,y/, v , ^  , 8 , s )  z. ( A , 6 , s ) 4 .  I  (UA)4C*>^ ((j>-f(s))
4 _(4+A)cj , (Y-fm)j  + y [  -
-  (i+A) fCD)J
E s t a  f u n c i ô n  G  s e  s u p o n e ,  s e g û n  l a  h i p ô t e s i s  a d i c i o n a l  i n
4
( 3 1 0 )
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C311)
troducida en el enunciado de este lema 3.2.8, ser de clase très 
en todo su dominio de definiciôn.
También introducimos las notaciones auxiliares 
* ° “f" ^2 /*■ ^3 74 9 - Z; B . Zj
Z — (z.|, ^ 2, , Zg)
de modo que el primer miembro de (306) se escribirîa
ET (z(s)+^ z(s) ; z^(s)+A z^(s) ; s) - C  (z(s) r (s) j s) (.312) 
con el convenio adicional de entender las funcionès z.(s) del 
modo natural: z^  (s) = A(s) Zg(s) = <-^ (s) z^(s) z^  (s) =■ V
Zg(s) = q Zg(s) - Cf' (s)
El operador Aj(p,q) séria ahora:
i F .
< 5 “ ’ î  < 5 ‘ " a  )  =  1  y  I.ÀÆ— (B(si 2'is),s)i^ <»é%(tl6%n>dr
' 3! Z-V J SaLViBe/ ' ■* ^ *
- I  ^  ^
La acotaciôn se resuelve por uso combinado de las (309) y 
(313), para obtener entonces
s. • J ‘
La continuidad se constata mediante una conveniente acota­
ciôn de la norma |) ^ 3^^ , q+ 6 q) - ( p ,q) || en la nétri^
ca (268), obteniéndose asî
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s, 4 i j ) -  A3(ç,^)llf i  ÿ  f ( 5 (.h
C315)
\3 r-i j
4 é2(s),aJrs»4<Jij(s),s)_l_±i_ (2 (s),a',ts),s)
I
Y mediante un razonamienta de anâlisis matemâtico elemental, corn 
pletamente anâlogo de los lemas 3.1.4 y 3.1.13 , se concluye la 
continuidad uniforme de cada uno de los sustraendos subintegra- 
les en un cierto compacto de , de la forma
K  =|(x,,...,Xj)6 I 3scr^,S,] IXg-4 cs)|+2 )^y.-?.(j)| < d l
I I t*i J
(316)
por lo que, en consecuencia, el segundo miembro de la désignai 
dad (315) tiende a cero, cuando lo mismo le ocurre a la norma 
Il52jfs)ll+f ll(5?i(s)|| es decir ;
yxM l ô A c s i U  I 5 ( f ( s ) l 4  H i o - y  | < 5 ( p i : 5 ) l 4  l < f u l - f l  J y l - f - i c T q l  
s«c^ ,s<3 î«rs.,s^ i s<cj.,s^ i '
(317)
quedando asî comprobada la continuidad de (p ,q)
Para finalizar, comprobemos que la (307) verifica la condi­
ciôn (305). A tal efecto escribimos el resto r^(s) de la (306), 
utilizando la clâsica forma de Lagrange del término complementa-
rio de 3®^ orden. Tenemos asî
3 ^ ^ I = rr £  r,-~ ~  ( 2^W4 Ô(s)6i’ts), s j —
^ ' 1 r r r (318)
_  _2 _=L_ (ics),2'($>,5) d2-(s)d?..(s)0 2.(S)
èicàijèit, J ' )
donde 6 zg(s) = 8 z^j(s) y 0 (s) es una adecuada funciôn tal
que 0<-Q-(s)<'1 . Fij ado ahora 6  ^> 0 , la ya mencionada con­
tinuidad uniforme de las derivadas terceras E7/ <)z^  )z 3z.
1 J K
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en el compacto %  de (316) permite asegurar la existencia de 
> 0 tal que cuando la norma (317) es menor que 6^^ se ver^ 
fica
6
^  - Ç  (  Il j g  II 4  I (S ^ l)
r
3
con lo que la integral de (307) proporciona inmediatamente
,A^)1 ^  |l |S^_S,| (||JÇ«4. (320)
y la (305) se obtiene con solo fijar = 6 E|s^-s^
Lema 3.2.9.- Con la hipôtesis adicional del lema 3.2.8 sobre 
W^(A,B,s) y con todas las notaciones previas, sea I un inter 
valo de valores de q , para el cual son vâlidos los teoremas
3.1.9 y 3.1.15 de la secciôn previa. Sea t0,q*3 un subinter 
valo cerrado de I y p  : [o ,q*l 2) la funciôn descrîta en
taies teoremas, cuyos valores proporcionan los mînimos del fun­
cional ~Y~ (con las notaciones de p , Y  , etc... segûn su 
versiôn actual (298)) y sea F(p,q) la funciôn
En todos los supuestos anteriores, podemos asegurar que p 
y p cumplen las hipôtesis de la proposiciôn 3.2.7.
En efecto, para cualquier q de [0,q*] es pCq] £ 2)
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que es abierto y en virtud del lema previo 3.2.8 existe la di­
ferencial tercera, en particular la derivada parcial 
que es continua (con funciôn operadora trilineal) en cada ,q) 
de Z)X R . Veamos, por lo tanto, si es posible diferenciar la 
(321) para probar asî que F admite derivada continua. Es con- 
sustancial al teoremà 3.1.9, que ( èi^Y'/èp^) , es operador li­
neal invertible en cada (p(q),q) con q e iO,q*] ; esta pro­
piedad de inversibilidad se conserva (ver referencia 10, vol. 2, 
pp. 43,44) en todo un entorno de cada (p(q),q) •. Las reglas 
de derivaciôn de funcionès compuestas e inversas (pp. 39 a 44) 
permiten escribir
= I * I ^
^ (;
Podemos ahora diferenciar (321) considerando F como un
producto generalizado (es decir, una cierta aplicaciôn bilineal, 
ver pp. 41, 42) con lo cual
g ' , 4 ) .
con lo que la (322) y el lema 3.2.8 sobre la continuidad de la
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tercera derivada de y  » permiten asegurar la existencia y con­
tinuidad de F' , en un entorno de cada ( p (q), q) con 
q 6 [0,q*] .
Se ha comprobado asî, solo una de las hipôtesis de la pro­
posiciôn 5,2.7 y falta verificar la que indica que p (q) es
soluciôn de la ecuaciôn diferencial (287). Pero esto es inmedia­
to , ya que en virtud del teorema 3.1.9 y de los comentarios 3.1.7 
se verifica:
de donde résulta por derivaciôn compuesta
 ^ = 0  (325)
que es la (287) cuando F viene definida por (321), lo que ter^
mina de demostrar el lema.
El importante teorema 3.2.2 resultarâ ahora una consecuen­
cia directa del lema previo 3.2.9 y de la proposiciôn 3.2.7, si 
comprobamos que el sistema récurrente de ecuaciones intégrales 
(263), se escribe en forma abstracta como en (267), es decir
V /? ■= f, 2,.. n  F
i
f Para efectuar lo menor incomodamente posible tal comproba­
ciôn, escribimos la diferencial segunda del Y  de (298) por me­
dio del teorema (inverso) de Taylor, como lo presentamos en
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(304)-(306). Tenemos asî con las notaciones de (298), (310) y 
(311) la expresiôn
. . - » \ ^  r \^r<
V'= 1  £  j ^  (B(sl,a[(ïVZ\ A.Jal
% 2^^ (S) J ^  ( s 1 tjtfv*el9~ 5^^ (s) —  s  2^ (3 )
(327)
Desarrollamos ahora el segundo miembro de esta ecuaciôn de 
acuerdo con la (310) para obtener
( {^ f ,<5^1, (<ip =j (<5A(c))%
4  2 (Aisl,y{.j),r) (JA(si)(6y'(fi) + ----
•  ^ â ( j > ( f f A a » ) / * « c c ( f ( i F f d i j 2 ^ â f j ) cn(<^(s\.fn\ ) 4  
+ 2ô?a>yt^(y>(x)-f(i»)(< î^)(< iA (x») 4 y t( î+ A ( t ) )û p ir t^ < x ^ f( i i) (5 f (« }4  ^^28)
4 V ( f+ A ( j) ) ^ (k ^ rs ) - f ( î ) )  (<î«f(r))%. îju . /« M iifc i) -  {(S)) (6A(s))( _
- 2V c j> (« j^(j)-|!c j^ )(6A (t))((5 i*(s ))_  2 c<9^  (Y > tîv f(s i) (< 5 /A )(( îA ts ))  _  
- 2 /4«vi(‘f(t)-^a» ) (<Jv)(<)A(f)) 42(4+A(d) /4«M(‘fCï>-f(r») (6 /^ )  C6<f(S]) _  
-  2 (4+Aw)(^syC'ps)-fcn)(<iV)(6^(j>)42Ô(s) (dtA (»))to (f(s4 f(n )(é ^ ) (é i f is ) ]^  ds
Si tenemos en cuenta que (segûn referencia 10, vol, 2, pp.





résulta que la primera componente de (326) se reescribe para ca­
da k = 1,2,...n en la forma:
( CsrydiyxUA. )
1 39
V < ‘ l +  ^  : )  4 Y ' " '  +
-  / * e n  C ' f f c . / s i  -  f m )  f  A f e  V  )  +  (  )  û ( s ) / « e n  f ( s J )  *  0
lo que es una ecuaciôn que coincide, salvo la ordenaciôn de los 
términos, con la primera de las (263).
La tercera y cuarta componentes de (326) se escriben a par 
tir de la (328) de modo inmediato, como los respectivos coofi- 
cientes de (^ ) y ( ^ V ) , siendo evidente que se obtienen 
ecuaciones coïncidentes con las tercera y cuarta de las (263) .
Llegados a este punto resta tan solo escribir la segunda 
componente de (326). Para ello explicitâmes A g ( p , q) como 
forma bilineal simétrica, con dos argumentes (6p , é q),
( » escribiendo solo los términos T en que in-
tervienen (s) ô 5 ^^^C|>'Cs) , es decir
T r  [ r k a a  ( A o , ( ^ A o ) (6^Y fAtsi.yc*),*).»
x(hif'ct) ) C I  â(s)(‘UA(s))i«u(<^sv-fa))(it (^s))(6't (^t»)+
4 1 (5(sl«J3(<f(s)-^ s))(5A(«))(^ ^^ (S>)4y»-('W A(S)) Cjî(«f(lV-f(?))>f (331 )
X (<îf{s»)(6^ ‘!f>(st)^ y (i4 A(s))/ie^  (cf(j)-f(s>)fé(f(s>)CS^ <^ (s))^
4 -VCM((f(î)-f(r))(SA(5))(5*t!pCsO +
+  ( l 4 A ( S ) } / 4 e v k ( ( f ( S ) - f ( S ) ) ( 3 y i ) ( 5 ^ ' i f ( J ) )  _  ( - I + A f j ) )  C w ( < f ( s u f ( S ) ) x  
% (3v)(6^if(s))4(3(s)(d4A(s))c^(«f(î>-^cs)) ds
Efectuamos ahora una integracion por parte de todos los su.-
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mandos que contienen (s) , es decir, desde el tercer : .
sumando en adelante. La expresiôn anterior, de la forma
T  %  j  ^  C(S) S ^ c j > ( s ) j  ds (332)
résulta ser igual a esta otra
T  % fs;)J^ 'yj(s)ols + J [2T(s)-J ll((r)(<<rj ds C^ S^)
Con el reemplazo de ( ' ^ k-1^ P°r ( p,q) y de
^k'Ç ' (^k'^k-1 ^ pot" 5p,<5q la segunda componente de (326) es
una ecuaciôn que, cuenta habida de la condiciôn ( / <^ q^ ) = 0
(recuêrdese que Y  es lineal en q ), résulta équivalente a
V C^CS,,Sil T  =  0 (334)
lo que a su vez équivale segûn (333) (y en virtud de un razona­
miento ya efectuado en el teorema 2.3.7, fôrmula (160) y conti- 
nuaciôn) a las dos condiciones
^  S
I Tf(3)Ws = 0  Vs€rs,,sp  T fS )- ( J J c r )  ol(T =  0 (335)
que de modo evidente resultan equivaler a estas otras
C(J»)zO £  (J) _  f T[((r)cj(T =  0 (336)
Una comparaciôn de (332) con (331) permite escribir de modo 
inmediato las exprès iones £ (s) y TT(s)  ^ con lo que un mero 
contraste literal conduce a comprobar que la segunda (336) es 
la segunda (263) y la primera (336) es exactamente la ûltima de
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las (263). Todo ello en el. supuesto antes sefiialado de que los 
sîmbolos Ajç_^(s), 'f (s), ^  j^Cs) ,
* k^/*" ' "^k^ ' se reemplazan respective-
mente por A£s), Cf (s), yt , V ,  q , <^A(s), Scf (s) , , c5 ,
5q •
Efectuada asî la ûltima de las comprobaciones, queda com- 
pletamente demostrado el teorema 3.2.2 de aproximacîôn.
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