This paper focuses on structured-output learning using deep neural networks for 3D human pose estimation from monocular images. Our network takes an image and 3D pose as inputs and outputs a score value, which is high when the image-pose pair matches and low otherwise. The network structure consists of a convolutional neural network for image feature extraction, followed by two subnetworks for transforming the image features and pose into a joint embedding. The score function is then the dot-product between the image and pose embeddings. The image-pose embedding and score function are jointly trained using a maximum-margin cost function. Our proposed framework can be interpreted as a special form of structured support vector machines where the joint feature space is discriminatively learned using deep neural networks. We also propose an efficient recurrent neural network for performing inference with the learned image-embedding. We test our framework on the Human3.6m dataset and obtain state-of-the-art results compared to other recent methods. Finally, we present visualizations of the image-pose embedding space, demonstrating the network has learned a high-level embedding of bodyorientation and pose-configuration.
Introduction
Human pose estimation from images has been studied for decades. Due to the dependencies among joint points, it can be considered as a structured-output task. In general, human pose estimation approaches can be divided into two types:
(1) prediction-based methods; (2) optimization-based methods. The first type of approach views pose estimation as a regression or detection problem (Li and Chan 2014; Toshev and Szegedy 2014; Li et al. 2014; Tompson et al. 2014; Jain et al. 2014 ). The goal is to learn the mapping from the input space (image features) to the target space (2D or 3D joint points), or to learn classifiers to detect specific body parts in the image. This type of method is straightforward and usually fast in the evaluation stage. Toshev and Szegedy (2014) trained a cascaded network to refine the 2D joint locations in an image stage by stage. However, this approach does not explicitly consider the structured constraints of human pose. Followup work Tompson et al. 2014) learned the pairwise relationship between 2D joint positions, and incorporated them into the joint predictions. Limitations of prediction-based methods include: the manually-designed constraints might not be able to fully capture the dependencies among the body joints; poor scalability to 3D joint estimation when the search space needs to be discretized; prediction of only a single pose when multiple poses might be valid due to partial self-occlusion.
Instead of estimating the target directly, the second type of approach learns a score function, which takes both an image and a pose as inputs, and produces a high score for correct image-pose pairs and low scores for unmatched image-pose pairs. Given an input image x, the estimated pose y * is the pose that maximizes the score function, i.e.,
where Y is the pose space. If the score function can be properly normalized, then it can be interpreted as a probability distribution, either a conditional distribution of poses given the image, or a joint distribution over both images and joints. One popular model is pictorial structures (Felzenszwalb and Huttenlocher 2005) , where the dependencies between joints are represented by edges in a probabilistic graphical model (Koller and Friedman 2009) . As an alternative to generative models, structured-output SVM (Tsochantaridis et al. 2004 ) is a discriminative method for learning a score function, which ensures a large margin between the score values for correct input pairs and for incorrect input pairs (Rodríguez and Perronnin 2013; Ionescu et al. 2009 ). As the score function takes both image and pose as input, there are several ways to fuse the image and pose information together. For example, the features can be extracted jointly according to the image and poses, e.g., the image features extracted around the input joint positions could be viewed as the joint feature representation of image and pose (Felzenszwalb and Huttenlocher 2005; Sapp and Taskar 2013; Yang and Ramanan 2011; Eichner and Ferrari 2009) . Alternatively, features from the image and pose can be extracted separately and concatenated, and the score function trained to fuse them together (Ionescu et al. 2011 (Ionescu et al. , 2014 . However, with these methods, the features are hand-crafted, and performance depends largely on the quality of the features. On the other hand, deep neural networks have been shown to be good at extracting informative high-level features (Sermanet et al. 2013; Bengio et al. 2013) .
In this paper, we propose a unified framework for maximum-margin structured learning with deep neural networks for human pose estimation. Our unified framework jointly learns the image and pose feature representations and the score function. In particular, our network first extracts separate feature embeddings from the image input and from the 3D pose input. The score function is then the dot-product between the image and pose embeddings, which is efficient to compute. The score function and feature embeddings are trained using a maximum-margin criteria, resulting in a discriminative joint-embedding of image and 3D pose. Given a trained model, we consider two methods for the inference search problem in (1). The first method is based on an approximate search using the poses in the training set. The second method approximates gradient-based search using a trained recurrent neural network, and is more efficient. Finally, our proposed framework is quite general and can be applied to a wide range of structured-output tasks.
The remainder of the paper is organized as follows. In Sect. 2 we briefly review related works. We present our proposed maximum margin structured learning framework in Sect. 3, and present the training procedure in Sect. 4. In Sect. 5, we introduce several searching-based methods for performing pose inference, while in Sect. 6 we propose an iterative inference method using recurrent neural network that approximate gradient-based methods. We evaluate our framework on a large human pose data set, Human3.6M (Ionescu et al. 2014) , in Sect. 7. Finally, we present visualizations of the learned embedding in Sect. 8.
Related Work
Here we review recent related works in deep neural network and structured learning. We note that a preliminary version of this work appears in ICCV 2015 (Li et al. 2015) . This paper contains additional improvements and more experimental results, including: (1) an iterative inference method based on pose refinement using recurrent neural networks (RNN), which is more efficient than search-based methods while maintaining similar accuracy; (2) a twist-angle-to-pose layer that propagates pose-coordinate prediction errors to twist-angles, and allows the RNN to directly predict valid poses; (3) experiments evaluating the new RNN inference method; (4) experiments on different angle representations; (5) visualizations of the image-embedding space by linearly interpolating between two image-embedding vectors.
2D Pose Estimation via Detection with Deep Networks
Traditional pictorial structures models usually apply linear filters on hand-crafted features, e.g., HoG and SIFT, to calculate the probabilities of the presence of body parts. As shown in (Eichner and Ferrari 2009) , the quality of the features are critical to the performance, and, while successful for other tasks, these hand-crafted features may not be necessarily optimal for pose estimation. Alternatively, with sufficient data, it is possible to learn the features directly from training data. In recent years, deep neural networks, especially convolutional neural networks (CNN), have been shown to be effective in learning rich features (Razavian et al. 2014; Krizhevsky et al. 2012) . Jain et al. (2014) train a CNN as a sliding-window detector for each body part, and the resulting body-joint detection maps are smoothed using a learned pairwise relationship between joints. Tompson et al. (2014) extend ) by feeding the body-joint detection maps into a modified convolutional layer that performs pairwise smoothing, allowing feature extraction and pairwise relationships to be jointly optimized. Chen and Yuille (2014) use a deep CNN to predict the presence of joints and their pairwise relationships, and the CNN output is then used as the input into a pictorial structure model for 2D pose estimation. Carreira et al. (2016) propose to use an RGB image and joint-point prediction heatmaps generated by an initial pose as inputs and trains CNNs to predict the offset between the initial pose and the ground-truth. Then the concatenation of the original RGB image and the heatmaps generated by the "corrected pose" will be used as input in the next stage. The CNNs in different stages share the same weights. During training, the CNNs in different stages are treated independently, with gradients calculated separately and then averaged together for updating. Our RNN-based inference is similar in that in each stage the 3D input pose is refined. However, in contrast to Carreira et al. (2016) , which uses the raw image as input, our inference uses the learned imageembedding which is of much lower dimension and makes the inference more efficient. In addition, by including a layer mapping between joint angles and joint positions, our RNN can directly regress the joint angles, resulting in a valid 3D pose. Finally, our proposed RNNs are connected during training, i.e., the gradients in the last stage RNN will be finally back-propagated through the chain to the first stage RNN.
The advantage of these approaches is that the features extracted by deep networks usually lead to better performance. However the detection-based methods for 2D pose estimation are not directly applicable to 3D pose estimation due to the need to discretize a large pose space -the number of joint positions grows cubicly with the resolution of the discretization, making inference computationally expensive (Burenius et al. 2013 ). In addition, it is difficult to predict 3D coordinates from only a local window around a joint, without any other contextual information.
Pose Regression via Deep Networks
In contrast to detection-based methods, regression-based methods aim to directly predict the coordinates of the bodyjoints in the image. Toshev and Szegedy (2014) train a cascade CNN to predict the 2D coordinates of joints in the image, where the CNN inputs are the image patches centered at the coordinates predicted from the previous stage. Li et al. (2014) use a multi-task framework to train a CNN to directly predict a 2D human pose, where auxiliary tasks consisting of body-part detection guide the feature learning. This work was later extended for 3D pose estimation from single 2D images (Li and Chan 2014) .
One disadvantage of regression-based methods is that they can only predict one pose for a given image. This may cause difficulties on images where the pose is ambiguous due to partial-self occlusion, and hence several poses might be valid. In contrast, our proposed model is better able to handle ambiguities since several valid image-pose pairs can have similar high scores. Rodríguez and Perronnin (2013) represent the score function between word labels and images as the dot-product between the word-label feature and an image embedding, and trains a structured SVM (SSVM) to learn the weights to map the bag-of-words image features to the image embedding. Dhungel et al. (2014) use structured learning and deep networks to segment mammograms. First, a network is trained to generate a unary potential function. Next, a linear SSVM score function is trained on the output of the deep network, as well as other potential functions. Osadchy et al. (2007) apply structured learning and CNN for face detection and face pose estimation. The CNN was trained to map the face image to a manually-designed face pose space. A per-sample cost function is defined with only one global minimum so that the ground-truth pose has minimum energy. In contrast to (Dhungel et al. 2014; Rodríguez and Perronnin 2013; Osadchy et al. 2007) , we learn the feature embedding and score prediction jointly within a maximum-margin framework. Jaderberg et al. (2015) propose a deep structured-output network for recognizing text in images. The score function is a conditional random field (CRF), where the input is an image and the output is a word. The unary and higher-order potential functions of the CRF are two CNNs, which are trained to recognize single characters and n-grams in the image, and the framework is jointly trained with a maximum margin cost. In the context of pose recognition, (Jaderberg et al. 2015) is a pictorial structure model with higher-order terms, whereas our method is similar to learning a non-linear embedding with a linear SSVM score function. In particular, the main difference is that we do not manually-design the score function to encode the output structure as pairwise or higher-order terms (i.e., the CRF), but instead train the network to learn both image and pose embeddings such that a score function can be represented as dot-product. Furthermore, the internal image representations in (Jaderberg et al. 2015) are strongly supervised, consisting of character/n-gram classifiers, whereas the internal representations (image/pose embeddings) in our method are learned from the data. Although both methods use a maximum-margin cost, Jaderberg et al. (2015) use a fixed margin for all input/output pairs, whereas our method uses margin rescaling. Zheng et al. (2015) use a conditional random field (CRF) to model the dependencies among pixel labels for image classification, and applies the mean-field algorithm to optimize the CRF energy function. The mean-field inference is an iterative message passing algorithm which is implemented as a recurrent neural network (RNN) with modified CNN layers for fusing the message from pairwise potentials and responses of multiple kernels. In contrast, we train an RNN to learn to update a pose to match a given image-embedding vector.
Structured-Output Prediction and Feature Embedding
In addition, our proposed RNNs are connected during training, i.e., the gradients in the last stage RNN will be finally back-propagated through the chain to the first stage RNN. Chu et al. (2015) jointly train an RNN to predict multiple immediacy cues, such as relative distance between communicators and body-leaning direction, along with an auxiliary pose estimation task. The RNN is trained to models dependencies among immediacy cues by iteratively refining the predictions. In contrast to Chu et al. (2015) , we model the dependencies among body-parts by learning a score function between image and poses, and apply RNN for refining pose predictions to match a given image-embedding vector.
Unsupervised Joint Feature Embedding
Deep networks have also been used to learn joint embeddings for multi-modal inputs. Ngiam et al. (2011) embed audio-video pairs by jointly training autoencoders with a shared middle layer. Srivastava and Salakhutdinov (2012) build a generative model for image-text pairs by adding a binary hidden layer on top of image-specific and text-specific deep Boltzmann machines. Andrew et al. (2013) propose deep canonical correlation analysis (DCCA), where each input view is passed through a separate deep network (implementing a non-linear transformation), and the networks are jointly trained so that their outputs are maximally correlated. In contrast to these works, our joint embedding is learned discriminatively using a maximum-margin cost. In addition, our embedding is loosely coupled, i.e., the image and pose embeddings do not explicitly share latent variables (layers). Rather the two embeddings are optimized through the dotproduct similarity and supervised cost function, similar to learning a non-linear kernel embedding.
Maximum-Margin Structured Learning
Our goal is to learn a score network that can assign maximum score to correct image-pose pairs and low scores to other pairs. The network structure is illustrated in Fig. 1 . Our network consists of two main components: an image feature extraction sub-network and an image-pose embedding sub-network. For the first sub-network, a CNN extracts high-level image features from the raw image. For the second sub-network, the image features and pose (3D joint coordinates) are separately fed through fully-connected layers, mapping them into two embedding spaces. The score function is then the dot-product between the two embeddings. Although the image/pose embeddings are calculated from separate sub-networks, training the full network will align the image/pose embeddings into a joint space, such that their dot-product is a suitable score function.
To train the network, we use a maximum-margin cost function that forces the score of the ground-truth image-pose pair to be larger than other image-pose pairs by at least a margin. We use a re-scaling margin, which is a function of the distance between the ground-truth pose and the other pose. In order to encourage image features that preserve pose information, we add an auxiliary task consisting of 3D body-joint prediction during training.
In the following, we use x to represent the image input, y as the ground-truth matching pose (3D joint coordinates), Y as the pose space, and θ as the network parameters.
Image Feature Extraction
The goal of the image extraction sub-network is to convert the raw input image to a more compact representation with pose information preserved. We use a deep CNN, consisting Fig. 1 Deep-network score function. The image input is fed through a set of convolutional layers for image feature extraction. Two separate sub-networks are used to embed the image and the pose into a common space, and the score function is the dot-product between the two embeddings. An auxiliary 3D body-joint prediction task is used to guide the network to find good image features. Each convolutional layer is followed by a max-pooling layer, which is not drawn to reduce clutter of 3 sets of convolution and max-pooling layers, to extract image features from the image. We use rectified linear units (ReLU) (Nair and Hinton 2010) as the activation function in the first 2 layers, and the linear activation function in the 3rd layer.
The outputs of the pooling layers is a set of feature maps, denoted as conv j (x), where j is the layer number. See Fig. 1 for details on the feature map size and convolutional filter sizes. Each feature in the map has a receptive field in the input image, with higher layer features having larger receptive fields. Intuitively, the higher layer features will contain global information about the pose, which would be useful for distinguishing between grossly different poses. On the other hand, the lower layer features contain more detailed information about the pose, which will be helpful in distinguishing between similar poses.
Image-Pose Embedding
The image and pose inputs are in different spaces, and the goal of the image-pose embedding sub-network is to project the image features and the 3D pose into a joint embedding space where they can be compared effectively. The architecture of image and pose embedding network is shown in Fig. 1 . Inspired by (Sun et al. 2014; Li et al. 2014) , we use features from both the middle-and top-convolutional layers. The middle-and top-layer features are each passed through separate fully connected layers, and then concatenated and passed through two more fully connected layers to form the image embedding f I (x) . Specifically,
where the activation function h i (x) = ReLU(W T i x + b i ) is a rectified linear unit with weight matrix W i and bias b i .
The input pose y is represented by the 3D coordinates of the body-joint locations, the dimensions of which are strongly correlated due the dependencies among joints. The pose is mapped into a non-linear embedding, so that it can be more easily combined with the image embedding. We use 2 fully connected layers for this transformation, f J (y) = h 6 (h 5 (y)).
(3)
Score Prediction
We represent the score function between the image and pose inputs f S (x, y) as the inner-product between the image embedding f I (x) and pose embedding f J (y), i.e.,
One advantage of using inner-product is that the corresponding dimensions of the image/pose embedding vectors interact directly, which makes aligning the two embeddings easier. Another advantage is that it is very efficient to calculate. The calculation of the pose embedding does not depend on the image features, which means it can be calculated offline if the set of candidate poses is fixed.
Training the network will map the image and pose into similar embedding spaces, where their dot-product similarity serves as a suitable score function. This can be loosely interpreted as learning a multi-view "kernel" function, where the "high-dimensional" feature space is the learned joint embedding.
The score function can also be interpreted as a linear combination of many pose-score functions. Each dimension of the pose embedding corresponds to a pose-score function, which indicates how well the input pose belongs to a specific pose subspace (e.g., poses facing the camera). The weights of the linear combination are determined by the image-feature embedding, which controls which pose-subspaces should be well matched by the input pose. In Sect. 8, we show empirically that the dimensions in image-pose embedding encode the attributes of the pose, e.g., the orientation of the pose, the location of the legs.
Maximum Margin Cost
Inspired by maximum-margin structured SVM (Tsochantaridis et al. 2005), we use a maximum margin cost to learn the score function. The maximum margin cost ensures that the difference between the scores of two input pairs is at least a particular value (i.e., the margin). Different from the standard SVMs, structured-SVM can have a margin that changes values based on dissimilarity between the two input pairs.
Similar to the structured-SVM, we use the margin rescaling surrogate loss, (5) where (x, y) is a training image-pose pair, (y, y ) is a nonnegative margin function between two poses, and max(a, b) returns the maximum value of a and b. In other words, max(0, x) is a rectified linear function.ŷ is the pose that most violates the margin constraint 1 ,
Intuitively, a pose with a high predicted score, but that is far from the ground-truth pose, is more likely to be the most violated pose. For the margin function, we use the mean per joint position error (MPJPE), i.e.,
where y j indicates the 3D coordinates of j-th joint in pose y, and J is the number of body-joints. When the loss function in (5) is zero, then the score of the ground-truth image-pose pair (x, y) is at least larger than the margin for all other image-pose pairs (x, y ),
On the other hand, if (5) is greater than 0, then there exists at least one pose y whose score f (x, y ) violates the margin.
Using maximum-margin training, our score function can be interpreted as a SSVM, where the joint features are the element-wise product between the learned image and pose embeddings,
where • indicates element-wise multiplication, and w is the SSVM weight vector. The equivalence is seen by noting that during network training the weights w can be absorbed into the embedding functions { f I , f J }. In our framework, these embedding functions are discriminatively trained.
Multi-task Global Cost Function
Following (Li and Chan 2014; Li et al. 2014) , in order to encourage the image embedding to preserve more pose infor-mation, we include an auxiliary training task of predicting the 3D pose. Specifically, we add a 3D pose prediction layer after the penultimate layer of the image embedding network,
where h 3 is the output of the penultimate layer of the image embedding, and g i (
is the tanh activation function. The cost function for the pose prediction task is the square difference between the ground-truth pose and predicted pose,
Finally, given a training set of image-pose pairs {(x (i) ,
, our global cost function consists of the structured maximum-margin cost, pose estimation cost, as well as a regularization term on the weight matrices,
where i is the index for training samples, λ is the weighting for pose prediction error, γ is the regularization parameter,
are the network parameters. Note that gradients from L P only affect the CNN and high-level image features (FC 1 -FC 3 ), and have no direct effect on the pose embedding network or image embedding layer (FC 4 ). Therefore, we can view the pose prediction cost as a regularization term for the image features. Figure 2 shows the overall network structure for calculating the max-margin cost function, as well as finding the most violated pose. network structure for finding the most-violated pose network structure for maximum-margin training 
Maximum-Margin Network Training
We use back-propagation (Rumelhart et al. 1988 ) with stochastic gradient descent (SGD) to train the network. Similar to SSVM (Joachims et al. 2009 ), our training procedure iterates between finding the most-violated poses in (7), and updating the network parameters by minimizing the cost function in (12): 1. Find the most-violated poseŷ for each training pair (x, y) using the pose selection network with current network parameters ( Fig. 2 left) ; 2. Input (x, y,ŷ) into the max-margin training network (Fig. 2 right) and run back-prop to update parameters.
We denote the tuple (x, y,ŷ) as the extended training data.
The training data is processed in mini-batches. We found that using momentum between mini-batches, which updates the parameters using the weighted average of the current gradient and previous update, always hinders convergence. This is because the maximum-margin cost selects different most-violated poses in each batch, which makes the gradient direction change rapidly between batches. To speed up the convergence of SGD, we use a line-search to find the best step-size for each mini-batch update. This was necessary because the back-propagated gradients have high dynamic range, which stems from the cost function consisting of the difference between network outputs. Although our score calculation is efficient, it is still computationally expensive to search the whole pose space to find the most-violated pose. Instead, we form a candidate set Y B for each mini-batch, and find the most-violated poses within the candidate set. The candidate set consists of C poses sampled from the pose space Y. In addition, we observed that some poses are selected as the most-violated poses multiple times during training. Therefore, we also maintain a working set of most-violated poses, and include the top K most-frequent violated poses in the candidate set.
Our training procedure is summarized in Algorithm 1. Note that the selection of the most-violated pose from a candidate set, along with the back-propagation of the gradient for that pose, can be interpreted as a max-pooling operation over the candidate set.
Pose Inference via Approximate Search
In this section, we propose an approach for performing pose inference with the trained structured network by searching the pose space. After training the maximum-margin network, we have learned a score network f S (x, y) . Given a test image x and a candidate pose y , the score network returns the image embedding f I (x), pose embedding f J (y ) and the Algorithm 1 Max-margin structured-network training (1). However, the pose space is continuous and exhaustive search is computationally intractable. Instead, here we consider an approach that approximates the search using the poses in the training set.
The most simple solution is to predict the training pose that has the maximum score with the test image x,
where T is the set of training poses. However, since the training and test sets contain different subjects, the poses in the training set will not perfectly match the subjects in the test set. Hence to allow for more pose variation, we compute the average of the A training poses with highest scores,
where argmax i returns the pose with the i-th largest score. The motivation for averaging the top A poses is two-fold. First, averaging the poses with highest scores allows for interpolation of poses that are not in the training set (see Fig. 3 ). Second, averaging poses will help to make the pose prediction more robust to noise in the score function, e.g., when the wrong pose is mistakenly given the highest score. However, the average poseȳ is not guaranteed to be a valid pose. To address this problem, we use the annealing particle filtering (APF) (Deutscher and Reid 2005) to generate a valid pose that best matches the average pose according to MPJPE,
In particular, the APF adjusts the joint (Euler) angles of a template pose to optimize (15). The template pose, which is a neutral "T" pose from the test subject, is initialized with the joint-angles from one of the top A poses. After APF converges, the joint-angles are converted into 3D joint coordinates. Finally, using the triangle inequality, we obtain the relationship, y gt − y * ≤ y gt −ȳ + ȳ − y * . Therefore, minimizing (ȳ, y * ) is equivalent to minimizing an upper bound of the MPJPE between the ground-truth pose y gt and the valid pose prediction y * .
Recurrent Network for Pose Refinement
In this section, we propose an inference method that refines a given pose to match the input image using a recurrent neural network (RNN). When viewed as an optimization task, the goal of inference is to find the maximum point of the score function in the pose space. There exists numerous works on efficiently optimizing objective functions with specific forms. For example, when the score function is a concave function with respect to the input, the solution is unique and can be solved with a gradient-ascent method. The updating strategy of projected gradient-ascent (Calamai and Moré 1987) can be summarized as
where P Y (y) is a projection operator that projects y to the nearest pose on the pose space Y, i.e., P Y (y) = arg min y ∈Y y − y , and g(x, y) indicates the gradient of f S (x, y) with respect to y. Here the superscript (t) indicates the iteration t of the updating scheme, and η (t) is the step size, which can be determined with a line-search.
In our case, the score function with a fixed input image can be viewed as a 3-layer neural network that maps the pose y to a score, which is non-concave in general. However, using simple gradient-ascent to maximize the score might have problems due to a variety of factors. The score function might have many local maximums, since it is possible that some poses of larger margin with the ground-truth have higher scores than the poses with smaller margin. A gradient-ascent based algorithm would get trapped in these local maximums.
In addition, the projection operator is necessary. As pointed out in (Goodfellow et al. 2015) , deep networks are trained to perform well on the manifold of the input. Predictions beyond the input manifold are undefined and the real space is full of adversarial samples, i.e., the network might assign high score on those invalid points that do not belong to the pose manifold. Gradient-ascent would be drawn to these local maximums, and without projecting the results back to the pose space, the optimization is likely to converge to invalid poses with high scores and large errors. The APF introduced in Sect. 5 can be used as the projection operator, but is computationally expensive.
Instead of manually designing the updating rules, as in (16), we consider learning the updating (refining) function directly from the data. Similar to the approach of gradientascent, which iteratively refines the input pose using the gradient direction, we propose to learn a function that iteratively refines the pose until it matches with the information contained in the image-embedding. The trainable refining function is implemented as a recurrent neural network (RNN). We consider two forms of the RNN, which refine either the pose coordinates or the pose angles.
RNN for Refining Pose Coordinates
In this subsection we consider refining the pose coordinates to match a given image. We define the refining function f r to take the image-embedding I x = f I (x) of the given image x and the current pose vector y (t) as inputs, and output the refined pose y (t+1) , i.e., The image-embedding I x acts as the "controller" that determines the "fixed-point" of the function f r . To obtain the predicted pose y * for a given image x, the refinement function is iteratively applied to an initial pose y (0) for T times. For example, when T = 3, the predicted pose is
We implement the refinement function f r as a 2-layer fully connected neural network, as illustrated in Fig. 4 ,
where r 1 (x) = ReLU(W T 1,r x + b 1,r ) and r 2 (x) = tanh( W T 2,r x + b 2,r ). For a test image, the initial pose y (0) is the output of the auxiliary pose prediction task f P (x). Figure 5 shows the whole procedure for refining pose-coordinates with recurrent neural network.
RNN Training
The pose-refining RNN is trained using a global cost function, which consists of a weighted sum of T stage-wise costs,
where L (t) R is the cost for stage t , (x, y) is a ground-truth image-pose pair, and Y (t) = {y (0) , y (1) , . . . , y (t) } is the pose output from stages up to and including iteration t. Note that the cost function at stage t has access to all the output of previous stages. β t is the weight to balance the cost among different stages.
We consider two types of stage-wise cost functions. First, we define a cost function to minimize the difference between the ground-truth pose and the output of the RNN in each stage t ∈ {1, . . . , T },
Second, we encourage the RNN to output poses with higher score than its input in each stage t ∈ {1, . . . , T − 1},
Ideally, the network will learn an iterative solver for finding the maximum points of the score network. In both cases, we set the final loss in stage t = T to (21) in order to encourage the final output to be close to the ground-truth pose. In contrast to the gradient-based optimization method, the advantage of RNN for pose-refinement is the ability to add a cost on the final output. Although the pose refinement network is not guaranteed to output a valid pose, the cost at the last stage will encourage the refinement path to remain close to the pose manifold. If the RNN iteratively worsens the prediction, it will receive a high penalty in the last stage. Finally, at each iteration of training, we randomly sample an initial pose y (0) from the training set for each ground-truth image-pose pair (x, y).
RNN for Refining Pose Angles
The disadvantage of refining the pose coordinates is that a time-consuming projection step is required to map the predicted joint coordinates back onto the pose manifold. In this section, we consider directly refining the pose via its jointangles (i.e., pose angles), which are the 3d angles between adjacent limbs.
Twist Angle Representation
There are several representation for joint angles, such as Euler angles, quaternions and twist (Murray et al. 1994; Bregler et al. 2004) . Euler is a local representation, which suffers from the problem of singularity where there does not exist a global smooth solution for the inverse mapping. In contrast, both quaternions and twist are global representations. We choose the twist representation as it has a clear physical meaning, admits an elegant form for representing the forward kinematic chain of human body skeleton, and can be differentiated easily.
We allocate twist manipulators on the human body joints according to their degrees-of-freedom. The value of each twist angle describes the amount of rotation of the corresponding limb in the template frame around a specified axis. Twist is represented by a 6D vector or a 4-by-4 matrix,
where ω = [ω 1 , ω 2 , ω 3 ] T indicates the axis of rotation, and v = [v 1 , v 2 , v 3 ] T describes the location of the axis. Specifically, to model the rotation around an axis going through a fixed point q, the twist has the form
where ω×q is the cross product between the 3D vectors ω and q. The rotation matrix corresponding to a twist is calculated via the exponential map,
Typically, ω is normalized to be a unit vector, i.e., ω 2 = 1, and hence the twist ξ = ξα represents the rotation around the axis ω by α radians. We set the origin of the template as the root body-joint, which is the mid-point between the left and right hip joints. The homogeneous coordinates of joint b are calculated by multiplying the exponential map of the twists in the forward kinematric chain,
where
are the twist angles along the path from the root to joint b, and y b 0 are the coordinates of joint b when all the angles are zero, i.e., the coordinates of joint b in the template frame.
RNN for Refining Twist-Angles
Similar to the RNN for refining pose coordinates in Sect. 6.1, we train an RNN to refine the pose angles iteratively so that the pose matches the input image. Let α be all the twist angles in the human skeleton model. The angle-refinement function is defined as
where f a is the angle-refining function. The pose coordinates y (t) corresponding to the current pose angles α (t) are obtained by
where A(α; ξ) consists of the forward kinematic mapping for each joint angle, given in (26), and is a differentiable function.
For training, we avoid directly applying a cost function to the angle predictions α (t+1) . The reasons are two-fold: 1) due to the nature of the kinematic chain, some angles are more important and it is not easy to find weights to balance their costs; 2) the ground-truth twist angles may not be available for the training poses or are time-consuming to compute for large datasets. Instead, we calculate the pose coordinates y (t+1) from the angle prediction α (t+1) , using (27), and minimize the square error with the ground-truth pose coordinates, as in (21). During back-propagation, the derivatives of the pose coordinates y (t+1) with respect to the angles α (t+1) are calculated by differentiating the forward kinematic chain in (26).
The network structure is illustrated in Fig. 6 . Since the image-embedding is trained to be aligned with the pose coor- Fig. 6 Architecture for the recurrent neural network for refining pose angles. The A layer is the mapping from twist-angles to pose coordinates dinate embedding, we add one more hidden layer in the angle-refining RNN (compared to pose RNN) to map the image-embedding and twist angle into the same space. We implement the angle-to-coordinates mapping A(α; ξ) as a layer in the network, which allows both forward passing and backward gradient calculation. Similar to the posecoordinate RNN, we randomly sample a pose from the training set to use as the initial pose. To obtain the initial pose angles α (0) for the sampled pose, we use stochastic gradient descent to find a setting of pose-angles that approximately maps to the ground-truth pose coordinates. Note that the RNN training is robust to these approximate pose angles, since they are only used as the initial input into the RNN, and not in the actual cost function. At test time, the initial angles α (0) are all zero, which corresponds to the template pose.
Experiments
In this section, we evaluate our maximum margin structured learning network for human pose estimation.
Dataset
We evaluate on the Human3.6M dataset (Ionescu et al. 2014) , which contains around 3.6 million frames of video. The videos are recorded with four RGB cameras, along with a MoCap system for measuring the joint positions. We treat the four RGB images separately, and project the MoCap coordinates to each camera coordinate system as the ground-truth pose.
As in (Ionescu et al. 2014; Li and Chan 2014) , the image input is a cropped image around the human. The training images are obtained by extracting a square image according to the bounding box provided in Human3.6M dataset (Ionescu et al. 2014) , and resizing it to 128×128. As in (Krizhevsky et al. 2012) , we augment the image training set by local translations and by adding random pixel noise during training. For local translations, a 112×112 sub-image is randomly selected from the training image. For pixel noise, random noise is added to all pixels according to the RGB covariance matrix calculated over the whole training set. The 3D pose input is a vector of the 3D coordinates of 17 bodyjoints.
Experiment Setup
We follow the same protocol as in (Li and Chan 2014) for the training and test set -we use 5 subjects (S1, S5, S6, S7, S8) for training and validation, and 2 subjects (S9, S11) for testing.
Our structured-output network (denoted as StructNet) is trained using the algorithm from Sect. 4. We test several inference methods for pose prediction from the StructNet: The pose estimates on the test set are evaluated using MPJPE (Ionescu et al. 2014) . We also compare against multi-task deep networks (DconvMP-HML) (Li and Chan 2014) , which trains a CNN using the pose prediction cost (Eq. 11), and LinKDE, the best performing method in (Ionescu et al. 2014) .
Implementation Details
The sizes of the network layers are shown in Fig. 1 . We follow the multi-task framework in (Li and Chan 2014) to initialize the weights for the convolutional layers. All the weight matrices for other layers are randomly initialized. When training the maximum-margin network, we fix the weights in the convolutional layers while still doing the data augmentation of the input image. The line-search was performed over the range [10 −7 , 10 2 ]. For finding the most-violated pose, we approximate the pose space Y with all the poses in the training set. The batch size is 128, and the size of the sampled candidate set is C = 2000. The number of most-frequent violated poses is K = 10. The weight for the auxiliary prediction task is λ = 1, and the regularization parameter is γ = 0.0001. We use dropout (Srivastava et al. 2014) in the fully-connected layers {h 1 , h 2 }, and the dropout rate is 75 %. When training the RNN for pose refinement, we fix the weights in convolutional layers and image embedding layers. The coefficient β t = 0.5 is the same for each stage. The number of training stages is T = 2, and the number of refining iterations for prediction is T = 7. Our network is implemented in Theano (Bastien et al. 2012) .
Experiment Results
Table 1 presents the MPJPE results on the test set for each action, as well as the overall average. We first compare the different inference methods for estimating the pose from The best results for each action and All are given in bold StructNet. On all actions, StructNet-Avg yields better results than StructNet-Max, with overall reduction in error of about 10 %. Furthermore, applying APF to the average pose from StructNet-Avg yields a valid pose with roughly the same MPJPE as StructNet-Avg. The three versions of pose prediction with RNN, PoseRNN-SqDiff, PoseRNN-Score, and AngleRNN, also yield better results than StructNet-Max, and have similar average error to StructNet-Avg and StructNet-Avg-APF. Comparing to previous works, the errors for StructNet-Avg and RNN-based inference (StructNet-PoseRNN-SqDiff, etc) are less than DconvMP-HML (Li and Chan 2014) and LinKDE (Ionescu et al. 2014 ) on all actions. The overall error is reduced 9.2 % (e.g., from 133.54 for DconvMP-HML to 121.31 for StructNet-Avg-APF). Also note that our StructNet-Avg-APF and StructNet-AngleRNN generate valid poses, whereas DconvMP-HML and LinKDE do not.
We plot the results of some best performing test images along with several failure cases in Fig. 7 . The proposed framework tends to predict the general style of the poses well, e.g, the orientation of the person, and performs poorly on poses which are rarely seen in the training set, e.g., the "T" pose that only appear at the beginning of a video sequence.
Finally, to demonstrate robustness of our framework, we trained a network for each action category in Human3.6m (using the same network parameters), and evaluated on the online hidden test set 2 . The results are presented in Table 2 . On average, the proposed StructNet-Avg-APF achieves 8.8 % lower error than LinKDE (Ionescu et al. 2014) . StructNet-PoseRNN-SqDiff, StructNet-Avg-APF achieve slightly worse result than StructNet-Avg-APF while the errors are still 7.3, 5.4 % lower error than LinKDE (Ionescu et al. 2014 ) respectively.
Speed Analysis
We next analyze the computational efficiency of the Avg and RNN-based inference methods for StructNet. For the searching based method (Avg), the pose-embedding for the candidate pose set (i.e., the training set) can be processed offline. At test time, the main computation is the dotproduct between the target image-embedding with all the pose-embedding vectors of the candidate set. Let n I be the dimension of image-embedding (pose-embedding) and n C be the size of candidate set. The number of multiplication for calculating the scores is n C n I . In the experiments, n C is around 100k, and n I is 1024. For the refinement RNN, one iteration uses n r (n I + 2n d ) multiplications, where n r is the dimension of hidden layers and n d = 51 is the dimension of pose coordinate. Since n I n d , the number of multiplications for RNN inference is O(T n r n I ), where T is the number of refining iterations. In our implementation, n r is 1024, and T = 4 iterations are sufficient for convergence. Therefore, since T n r n C , the inference with RNN requires significantly less computation than the searchingbased method. Empirically, we compare the speeds of the two inference methods. Given the image embedding, the searching-based method (Avg) takes around 14 seconds for calculating the scores for a batch of 128 samples with 100,000 candidates, and the RNN takes 0.64 seconds for performing 4 iterations of refinement on a batch of 128 samples. The RNN based inference is around 21 times faster than searching based method. Both implementations are written in Theano and tested with an Nvidia Tesla K20m.
Finally, the runtime of using APF to project the Avgpredicted pose into a valid pose is 0.175 seconds per pose. The APF was implemented on an Intel i7 2.3 GhZ processor.
Pose-Refinement RNN
We examine the convergence of the predicted pose from the PoseRNN inference. Figure 8 shows the MPJPE of the prediction after each iteration of refinement. We show examples of the pose prediction in the first 4 iterations in Fig. 9 . In most of the case, the RNN converges to a stable pose in 3-5 iteration.
To investigate the effect of the number of training stages on the prediction, we trained the pose refinement RNN with different number stage-wise costs T . The result are shown in Table 3 . The PoseRNN with T =3 achieves the best performance, while that with T =1 performs the worst. Note that the T =1 network is equivalent to a 2-layer regression network with no unrolling during the training. These results suggests that allowing the regressor to generate the output in several steps helps to decrease the prediction error. Figure 10 plots the error versus different values of A for search-based inference (Avg). The error stabilizes between A = 500 and A = 1000, which represents ∼0.5 % of the image ground-truth initial pose 1st refinement 2nd refinement 3rd refinement 4th refinement Fig. 9 Examples from the pose-refinement RNN 165.30 (89.56) 98.38 (44.80) 132.61 (76.36) 121.61 (80.42) poses in the training set. Using A > 1000 yields a gradual increase in error, as more dissimilar poses are averaged together.
Effect of A for Search-Based Inference

Effect of n C for Search-Based Inference
The main computation of search-based inference is calculating the scores with all the candidate poses, i.e., the poses in the training set. To the study of the effect of the size of the candidate pose set, we uniformly sample the whole candidate pose set to generate subsets with different size according to different subsampling ratios r . When computing the average pose, we also multiply A by the sub-sampling ratio to make it consistent with the size of the candidate set. The MPJPE on action "Walking" is shown in Table 4 for different values of r ranging from 1 to 100 %. The searching-based inference achieves consistently better performance with larger candidate sets (larger r ). Within a a range of 10-100 %, the performance is robust to the ratio of sampling.
Using 5 % sub-sampling for search-based inference will give similar runtime performance to RNN inference. However, the search-based inference does not generate a valid pose, and hence a time-consuming APF is subsequently needed to obtain a valid pose (0.175 sec for each pose). On the other hand, RNN inference can directly generate a valid pose with no additional time cost.
Effect of C for Finding the Most Violated Pose
During training, we randomly sample C candidate poses from the whole training pose set, and find the most violated poses among the sampled set. To study the effect of C, we trained the network with different number of C on the "walking" action, and the resulting MJPJE for each network is presented in Table 5 . The results suggest that our training algorithm is robust to the choice of C. 
Role of Auxiliary Task
We consider the role of the auxiliary pose prediction task in our network. We evaluate the performance of the auxiliary pose prediction on the test set (denoted as StructNet-AuxPred in Table 1 ). Overall, the performance of the auxiliary pose prediction task is similar to that of (Li and Chan 2014) , which also uses a CNN for 3D pose estimation, but inferior to the poses obtained using the score function and proper inference (StructNet-Avg, StructNet-PoseRNN, etc). We also test the effect of the auxiliary task on training the network. When removing the auxiliary task, i.e., λ = 0, the pose error increases (denoted as StructNet * -Max in Table 1 ). This demonstrates that the auxiliary task helps the network to converge to a good local optimum.
Architecture of Pose Embedding Sub-Network
To justify the design choice of our pose embedding subnetwork, we trained the whole network with different forms of pose embeddings: raw 3D joint coordinates, 1-layer net- The reduced candidate set is obtained by subsampling the training poses using ratio r . The MPJPE on action "Walking" is shown with standard deviations in parentheses The MPJPE error is shown for the "Walking" action. The number in parenthesis is the standard deviation work with fixed random weights, 1-layer network, and 2-layer network. The results are presented in Table 6 . The network using no embedding (raw joint coordinates) has the highest error, while the 2-layer pose embedding has the lowest error, which suggests that embedding the pose in a suitable high-dimensional space is necessary.
Real-World Pose Images
To qualitatively investigate how the trained model performs on the real-world images outside of the mocap laboratory, we run the trained model for action "Walking" on images from the MPII dataset ) and plot the predicted 3D pose. Several examples are shown in Fig. 11 . We observe that the trained model can perform well when the ground-truth poses are close to the training poses, and is robust to different background and body appearances (left side of Fig. 11) . The model performs poorly on images whose ground-truth poses are far away from the training poses (right side of Fig. 11 ). The results are reasonable since our models are trained for modeling the image-pose pairs of a specific action.
Comparison of Angle Representations
To justify the use of twist for angle recurrent neural network, we train separate convolutional neural networks to predict joint-angles for Euler angle or twist angle. The network architecture is the same as the multi-task framework in (Li and Chan 2014) with the last pose prediction layer replaced by a linear angle prediction layer. As for Euler angles, we use cosine cost to measure error between the prediction and the ground-truth Euler angle,
where f E,i (x) is the prediction of the i-th Euler angle for image x, and ρ i is the corresponding ground-truth. We use the 78-dimension Euler angle provided in Human3.6M dataset as the ground-truth Euler angle. As the dataset does not provide the twist representation, we apply the the same technique used for the angle RNN to measure the error between the ground-truth joint locations and the angle predictions. The results are shown in Table 7 . The performance of twist-angle prediction is better than the Euler angle prediction in terms of the MPJPE, which suggests that twist angles are numerically easier to optimize. Furthermore, directly training the network to predict the joint coordinates has lower error and more stable predictions than the network that predicts twist angles. This suggests that it is easier to learn the mapping from image-space to joint-coordinates than from image-space to angles.
Visualization of Image-Pose Embedding
In this section we visualize the latent features learned in the image-pose embedding. We first look at the 2 feature dimensions of the image embedding with the highest variance over all the training images. Figure 12a plots the values of these 2 features for each of the training images. To visualize the meaning of the features, in each local region, we show the average of the input images 3 corresponding to the feature points in that region. Figure 12b shows a similar plot for the same 2 feature dimensions in the pose embedding, with average poses over local regions of the space. The top-2 features in the embedding correspond to the orientation of the person. For example, in Fig. 12a , the average image in the upper-part of the plot is a frontal view of the person, while the average image in the lower-part is the back view (similarly for the average poses in Fig. 12b ). Next, we look at how the linear combination of embedding features encodes the abstract attributes of the person. We apply PCA on the image embedding vectors of all images in the training set, and then project the image embeddings onto two principal components. Figure 12c plots the two PCA coefficients using the same local region visualization as Fig. 12a. Figure 12d shows the corresponding plot for the pose embedding. The first PCA component (x-axis in Fig. 12c, d ) encodes the orientation (viewpoint) of the person, while the second PCA component (y-axis) encodes the attributes of the legs. For example, when the y-value is large the person's left leg is closer to the camera, while when the y-value is small, the person's right leg is closer to the camera.
To further illustrate the topology of the image-pose embedding space, we select two test images and perform linear interpolation between their image-embedding vectors,
where (x s , x e ) are the two images. We uniformly sample λ between 0 and 1, and use the pose-refinement RNN to predict the poses that best matches the interpolated embedding vectors I λ . The results are shown in Fig. 13 . As λ varies from 0 to 1, the resulting poses change smoothly along the interpolated path, indicating that the learned image embedding encodes high-level attributes of the pose. For example, in Fig. 13a , the starting pose is facing away the camera, while the ending pose is facing towards the camera. When interpolating between the two, the resulting poses turn around smoothly to Linear interpolation between two image-embedding vectors. The starting image is on the left, and the ending image is on the right. Poses are visualized using the pose-refinement recurrent neural network the ending pose that is facing the camera. Similarly, Fig. 13b  and d show examples of how the leg position moves while varying the interpolation factor λ. Finally, these visualizations along with the supplemental video show that the learned embedding is smooth, even though the temporal order of frames are not used. We believe this is because the score function is learned using a max-margin constraint, which induces a topology of the embedding. Specifically, since the margin is based on the MPJPE between two poses, then the embedding vectors of any two poses should be at least as far apart (according to inner-product) as their MPJPE. In addition, the image and pose embeddings are properly aligned; 97 % of the maxscore poses for the training images are within 30 MPJPE of the ground-truth pose.
Conclusion
In this paper, we propose a maximum-margin structured learning framework with deep neural network for human pose estimation. Our framework takes image and pose as inputs and outputs a score value that represents a multiview similarity between the two inputs (whether they depict the same pose). The network consists of a CNN for image feature extraction, and two separate sub-networks for nonlinear transformation of the image and pose into a joint embedding, where the dot-product between the embeddings serves as the score function. We train the network using a maximum-margin cost function, which enforces a re-scaling margin between the score values of the ground-truth imagepose pair and other image-pose pairs. This specific form of embedding and score function makes inference computationally efficient, by allowing the pose embedding for a candidate set of poses to be calculated off-line. We also propose a recurrent network framework for predicting a pose from a given image. The recurrent neural network takes both image-embedding and an initial pose as input and outputs a refined pose. The prediction is generated by applying the RNN iteratively on the current pose until convergence. We also show that the RNN framework can predict valid poses via twist-angles, without needing the actual ground-truth twist angles. This is achieved by using the squared-error of the pose coordinates as the cost function, and back-propagating gradients through the angle-to-pose mapping. We evaluate our proposed framework on Human3.6M dataset and achieve significant improvement over the state-of-art. Finally, we show that the learned image-pose embedding encodes semantic attributes of the pose, such as the orientation of the person and the position of the legs. Our proposed framework is general, and future work will consider applying it to other structured-output tasks.
