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Abstract
In this paper, we reveal a mechanism behind a fake accuracy verification encountered with unstructured-
grid schemes based on solution reconstruction such as UMUSCL. Third- (or higher-) order of accuracy
has been reported for the Euler equations in the literature, but UMUSCL is actually second-order ac-
curate at best for nonlinear equations. Fake high-order convergence occurs generally for a scheme that
is high order for linear equations but second-order for nonlinear equations. It is caused by unexpected
linearization of a target nonlinear equation due to too small of a perturbation added to an exact solu-
tion used for accuracy verification. To clarify the mechanism, we begin with a proof that the UMUSCL
scheme is third-order accurate only for linear equations. Then, we derive a condition under which
the third-order truncation error dominates the second-order error and demonstrate it numerically for
Burgers’ equation. Similar results are shown for the Euler equations, which disprove some accuracy
verification results in the literature. To be genuinely third-order, UMUSCL must be implemented with
flux reconstruction.
1 Introduction
This paper is a sequel to the two previous papers [1, 2], where we clarified the MUSCL and QUICK
schemes towards the clarification of economical high-order unstructured-grid schemes for practical compu-
tational fluid dynamics (CFD) solvers, e.g., third-order UMUSCL with κ = 1/2 [3], κ = 1/3 [4, 5], or κ = 0
[6, 7]. In this paper, we will clarify one more confusion: the fake accuracy verification of the UMUSCL
scheme.
The UMUSCL scheme of Burg [3] is generally considered as an unstructured-grid extension of Van
Leer’s κ-reconstruction scheme [4, 5] and has been widely employed in practical CFD solvers [8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20] with a confusion over the value of κ for giving third-order accuracy on
regular or one-dimensional grids: κ = 1/2 [3], κ = 1/3 [4, 5], or κ = −1/6 [10]. The confusion arises mainly
from taking different combinations of numerical solution and discretization types. For example, Burg
originally proposed the UMUSCL scheme as a finite-volume scheme with point-valued numerical solutions
stored at nodes on an unstructured grid [3]. This is already confusing because the MUSCL scheme is
based on cell-averaged numerical solutions, not point-valued solutions (see Ref.[1]). As clarified in the
previous paper [2], a third-order finite-volume scheme with point-valued numerical solutions is nothing but
the QUICK scheme and therefore the UMUSCL scheme should have been called the UQUICK scheme. In
fact, third-order accuracy with κ = 1/2, which is true for the QUICK scheme, has been confirmed for a
one-dimensional steady conservation law by Burg [3] (see also Ref.[2]). Third-order accuracy demonstrated
by Burg is genuine but only for one-dimensional problems; it cannot be third-order in multi-dimensions
even for Cartesian grids unless the flux is integrated over a face by a high-order quadrature formula.
To be even more confusing, in many or perhaps all practical unstructured-grid codes, the UMUSCL
scheme is implemented as a point-wise scheme rather than a finite-volume scheme: the time derivative and
source/forcing terms are both evaluated at a solution point (a node or a cell center) [11, 10, 13, 14, 15, 18].
Then, the fact that the scheme has been shown to achieve up to fourth-order accuracy with a single
flux evaluation per face on Cartesian grids [10, 13, 14, 15] indicates that the scheme is actually a finite-
difference scheme, approximating the differential form of a target equation at a solution point. Therefore,
the UMUSCL scheme is not MUSCL (nor QUICK) and does not achieve high-order accuracy in the same
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way as the MUSCL scheme does. As we will show, the UMUSCL scheme is third-order accurate for linear
equations with κ = 1/3, but only second-order accurate when applied to nonlinear conservation laws. This
is common to all point-wise numerical schemes with a flux evaluated with reconstructed solutions as in
MUSCL (e.g., those in Refs.[21, 22]). Hence, high-order verification results reported in the literature for the
UMUSCL scheme applied to the Euler equations cannot be genuine. As we will reveal, fake high-order error
convergence occurs when an exact solution used for accuracy verification has a sufficiently small variation,
thus effectively linearizing a target nonlinear equation. To be genuinely third- or higher-order accurate, it
is necessary to directly reconstruct the flux as pointed out for somewhat similar schemes in Ref.[23, 24]. In
other words, the UMUSCL scheme of Refs.[10, 13, 14] can be easily made third- or higher-order by direct
flux reconstruction.
It should be noted that the UMUSCL scheme has been shown to bring significant improvements to
complex flow simulations and thus it is indeed useful [10, 13, 14]. It is just that the improved resolution is
largely due to reduced dissipation by high-order solution reconstruction, not by high-order accuracy (see
Refs.[21, 22, 25] for a relevant discussion). For scale-resolving turbulent-flow simulations, however, it would
be strongly desired to achieve high-order accuracy since a high-order scheme is expected to be much more
efficient than second-order methods on highly refined grid. It is therefore important to reveal the truth
about UMUSCL and develop a correct approach.
To accomplish the task, we first show that the UMUSCL scheme is equivalent to the high-order conser-
vative scheme of Shu and Osher [26] only for linear equations and thus cannot be high-order for nonlinear
equations. Then, we reveal the mechanism behind the fake third-order error convergence and derive a
condition under which a third-order truncation error dominates the second-order one. Finally, we nu-
merically demonstrate the fake third-order accuracy of UMUSCL and genuine third-order accuracy of a
flux-reconstruction version for the Burgers and Euler equations. Our focus is on third-order accuracy for
smooth solutions, which is sufficient to illustrate the problem. A monotonicity property (which is impor-
tant for discontinuous solutions) and higher-order accuracy are beyond the scope of the paper and will be
discussed elsewhere.
The paper is organized as follows. In Section 2, we will explain why the UMUSCL scheme cannot be
third-order accurate for nonlinear equations unless the flux is directly reconstructed. In Section 3, we will
describe the mechanism of how a target nonlinear equation is linearized by an exact solution. In Section
4, we will present numerical results to confirm the fake third-order error convergence of UMUSCL and
genuine third-order accuracy with flux reconstruction. In Section 5, we conclude the paper with remarks.
2 Second/Third-Order for Linear/Nonlinear Equations
2.1 UMUSCL is second-order accurate
Consider a conservation law in two dimensions:
∂tu+ ∂xf + ∂yg = s(x, y), (1)
where u is a solution variable, f and g are fluxes, and s is a forcing function. Our target scheme is the
UMUSCL scheme with point-valued numerical solutions stored at nodes and point evaluations of the time
derivative and forcing terms as widely used in practical unstructured-grid solvers [10, 8, 11, 13, 14, 15].
For a general unstructured grid, the UMUSCL scheme is given at a node j by
duj
dt
+
1
Vj
∑
k∈{kj}
φjk(uL, uR)Ajk = sj , (2)
where uj is a point-valued solution at the node j, Vj is the measure of the control volume around the node
j, Ajk is the area (length in two dimensions) of the face across j and k, {kj} is a set of neighbor nodes of
j, φjk is a numerical flux along a face normal as a function of two states uL and uR reconstructed from
the nodes j and k, respectively, by the so-called UMUSCL reconstruction scheme [3], and sj is a point
evaluation of s(x, y) at j.
As clarified in the previous paper [2] and will be discussed in detail later, the UMUSCL scheme corre-
sponds to the QUICKEST scheme of Leonard [27] as well as the κ-family finite-difference scheme of Van
Leer [4] or more generally the conservative finite-difference scheme of Shu and Osher [26] in one dimension
or on Cartesian grids. It is not the original UMUSCL scheme of Burg [3] as it would require cell-averaged
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Figure 1: A control volume around a node (i, j), which can also be interpreted as a cell center, on a
Cartesian grid.
time derivative and forcing terms. It is also not a MUSCL scheme because the numerical solution is a
point value whereas the MUSCL scheme is defined with cell-averaged solutions [1]. A major advantage
of the UMUSCL scheme implemented in the form (2) is its efficiency: it can achieve third-order accuracy
on regular grids (at least for linear equations) whereas the original finite-volume version [3] requires high-
order flux quadrature to achieve third-order accuracy even on regular grids and also requires a consistent
treatment of the cell-averaged time derivative for unsteady problems [2]. A further discussion on efficiency
will be given in a subsequent paper.
In this paper, we focus on a Cartesian grid as shown in Figure 1, which is sufficient to illustrate the
fake accuracy problem, and denote the numerical solution at a node (i, j) by ui,j. Then, the UMUSCL
scheme reduces to
dui,j
dt
+
Fi+1/2,j − Fi−1/2,j
h
+
Gi,j+1/2 −Gi,j−1/2
h
= si,j , (3)
where xi+1,j − xi,j = yi,j+1 − yi,j = h, si,j = s(xi,j , yi,j), and F and G are numerical fluxes defined at a
face,
F (uL, uR) =
1
2
[f(uL) + f(uR)]−
D
2
(uR − uL), (4)
with the dissipation coefficient D = |∂f/∂u|, and uL and uR are solutions reconstructed with Van Leer’s κ-
reconstruction scheme [4, 5] implemented in the form applicable to general unstructured grids as suggested
by Burg [3]: e.g., at a face (i+ 1/2, j),
uL = κ
ui + ui+1
2
+ (1− κ)
[
uj +
h
2
(ux)i
]
, (ux)i =
ui+1 − ui−1
2h
, (5)
uR = κ
ui+1 + ui
2
+ (1− κ)
[
ui+1 −
h
2
(ux)i+1
]
, (ux)i+1 =
ui+2 − ui
2h
, (6)
where the other subscript j has been omitted for brevity and κ is a parameter. The other numerical flux
G is computed in a similar manner in the y-direction. Refs.[10, 13, 14, 15] add extra terms to the above
reconstruction schemes in an attempt to achieve even higher-order accuracy. As we will show, it is the
flux evaluation with the reconstructed solution f(uL), not the reconstruction scheme itself, that leads to
accuracy deterioration for nonlinear equations. Therefore, such extra terms are irrelevant to the discussion
here and thus not considered.
At first glance, the UMUSCL scheme (3) looks like a finite-difference scheme approximating the differ-
ential form (1) at the node (i, j). As such, it is second-order accurate for any κ because it consists of the
3
central difference approximations:
Fi+1/2,j − Fi−1/2,j
h
≈ ∂xf +O(h
2),
Gi,j+1/2 −Gi,j−1/2
h
≈ ∂yg +O(h
2), (7)
no matter how accurate the fluxes F and G are. However, as mentioned in Introduction, third- or higher-
order accuracy has been observed with κ = 1/3 as reported in the literature [10, 13, 14]. To clarify the
apparent contradiction, we will show that the scheme (3) has a slightly different interpretation and does
achieve third-order accuracy for linear conservation laws, at least.
2.2 UMUSCL can be third-order accurate for linear equations
In 1989, Shu and Osher [26] proposed a high-order conservative finite-difference method based on the
following relationship (which is exact on uniform grids; see Ref.[28] for a discussion on its accuracy on
non-uniform grids):
∂xf =
F˜i+1/2,j − F˜i−1/2,j
h
, (8)
where F˜ is a function whose cell-average in the x-direction is f(ui,j), which can be easily derived as
∂xf = ∂x
(
1
h
∫ x+h/2
x−h/2
F˜ dx
)
=
F˜i+1/2,j − F˜i−1/2,j
h
. (9)
Therefore, a high-order scheme can be constructed in the form:
dui,j
dt
+
F˜i+1/2,j − F˜i−1/2,j
h
+
G˜i,j+1/2 − G˜i,j−1/2
h
= si,j , (10)
by accurately reconstructing F˜ and G˜. Then, since these fluxes are point values at faces and the data
available at nodes are their cell-averages, we have to reconstruct the point-valued flux, e.g., F˜ , from its
cell-averages fi,j = f(ui,j). That is what Van Leer’s κ-reconstruction scheme does exactly for a quadratic
function with κ = 1/3 [1, 4, 5]: e.g., again at a face (i+ 1/2, j),
fL = κ
fi + fi+1
2
+ (1− κ)
[
fj +
h
2
(fx)i
]
, (fx)i =
fi+1 − fi−1
2h
, (11)
fR = κ
fi+1 + fi
2
+ (1− κ)
[
fi+1 −
h
2
(fx)i+1
]
, (fx)i+1 =
fi+2 − fi
2h
, (12)
where we have denoted, for brevity, fi−1 = f(ui−1,j), fi = f(ui,j), fi+1 = f(ui+1,j), fi+2 = f(ui+2,j).
Then, with the following flux function,
F˜ (fL, fR, uL, uR) =
1
2
[fL + fR]−
D
2
(uR − uL), (13)
the conservative finite-difference scheme (10) achieves third-order accuracy with κ = 1/3, which has been
verified analytically and numerically in the previous paper [2]. It is noted that the original scheme of Shu
and Osher [26] employs flux and solution construction schemes based on adaptive upwind-biased stencils
instead of using the numerical flux in the above form.
Notice now that the scheme (10) is equivalent to the UMUSCL scheme for a linear equation, i.e., f = au
with a constant a, because we then have
f(uL) = fL, f(uR) = fR, (14)
and thus
F˜ (fL, fR, uL, uR) = F (uL, uR). (15)
That is, the solution reconstruction is equivalent to the flux reconstruction for a linear flux. Therefore, the
UMUSCL scheme achieves third-order accuracy with κ = 1/3 for a linear equation on Cartesian grids.
4
2.3 UMUSCL cannot be third-order accurate for nonlinear equations
For nonlinear fluxes, the solution reconstruction is no longer equivalent to the flux reconstruction:
f(uL) 6= fL, f(uR) 6= fR, (16)
and thus
F˜ (fL, fR, uL, uR) 6= F (uL, uR). (17)
Therefore, the UMUSCL scheme is not equivalent to the conservative finite-difference scheme and simply
reduces to a second-order finite-difference scheme as in Equation (7). It also implies that any point-wise
numerical scheme with F (uL, uR), e.g., those in Refs.[21, 22], is second-order accurate at best.
To see this more clearly, consider a quadratic function whose cell-average is the flux at a node j:
f˜(x) = fi + (fx)i(x− xi) +
1
2
(fxx)i
[
(x− xi)
2 −
h2
12
]
, (fxx)i =
fi+1 − 2fi + fi−1
h2
, (18)
which gives at a face i+ 1/2
f˜i+1/2 = fi +
h
2
(fx)i +
h2
12
(fxx)i, (19)
which can be expanded, for Burgers’ equation f = u2/2, as
f˜i+1/2 =
u2i
2
+
1
2
(ui∂xu)h+
1
12
[
(∂xu)
2 + ui∂xxu
]
h2 +O(h3). (20)
This at least needs to be matched exactly by a numerical flux in order to generate a third-order scheme.
For the direct flux reconstruction with κ = 1/3, we find
fL = κ
fi + fi+1
2
+ (1− κ)
[
fj +
1
2
(fx)ih
]
=
u2i
2
+
1
2
(ui∂xu)h+
1
12
[
(∂xu)
2 + ui∂xxu
]
h2 +O(h3), (21)
which matches the exact expansion (20). However, for the UMUSCL scheme, we find for κ = 1/3,
f(uL) =
1
2
{
κ
ui + ui+1
2
+ (1− κ)
[
uj +
h
2
(ux)i
]}2
=
u2i
2
+
1
2
(ui∂xu)h+
1
12
[
3
2
(∂xu)
2 + ui∂xxu
]
h2 +O(h3), (22)
which does not match the exact expansion (20) in the quadratic term. Therefore, the UMUSCL scheme is
only second-order accurate for nonlinear equations. To understand it more deeply, one has to understand
that the flux at a face needs to be computed as a function whose cell-average is fi and directly reconstructed
from the cell-averages fi, fi+1, etc., whereas in the latter the flux is evaluated with the face value of a
function whose cell-average is ui, reconstructed from the cell averages ui, ui+1, etc.; it is well known that
they differ by a second-order error [29] (the error in the above can be predicted by the theorem in Ref.[29]).
See also Ref.[2] for discussions on the QUICKEST scheme, which is equivalent to the UMUSCL scheme.
A further discussion will be given in a subsequent paper.
Nonetheless, it should also be clear by now that the UMUSCL scheme can be made third-order for
nonlinear equations by performing the flux reconstruction to replace f(uL) by fL. In the rest of the paper,
the flux-reconstruction version of the UMUSCL scheme with the numerical flux (13) will be referred to as
FSR (flux and solution reconstruction). The word ‘UMUSCL’ is not used here because it is not MUSCL
as mentioned earlier. We will come back to this scheme later in numerical experiments. Note that the
necessity of flux reconstruction was discussed in Ref.[23] for a similar reconstruction-based scheme; but
they did not rely on the exact relation (8) and instead directly constructed a high-order approximation to
the flux derivative.
To be confusing, third-order accuracy of the UMUSCL scheme has been observed for the nonlinear Euler
equations and such accuracy verification results have been used as a confirmation of third- and higher-order
accuracy of the UMUSCL scheme [10, 13, 30]. These results are not genuine and thus misleading. Here,
the problem exists in the accuracy verification process as we will discuss in the next section.
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3 Unexpected Linearization by Exact Solution
3.1 Burgers equation
The problem is illustrated for the steady Burgers equation, a representative of nonlinear conservation
laws, in one dimension:
∂xf = s(x), (23)
where f = u2/2 and s(x) is defined such that a chosen function ue(x) is made an exact solution: s(x) =
∂x(u
2
e/2). Consider a typical exact solution used in accuracy verification tests:
ue(x) = u∞ + ǫup(x), (24)
where u∞ and ǫ are positive constants, and up(x) is an arbitrary smooth function (e.g., up(x) = sin(x)).
This is the type of solution that has been used to demonstrate high-order accuracy of the UMUSCL scheme.
Consider the UMUSCL scheme for the steady Burgers equation:
Fi+1/2 − Fi−1/2
h
= si, (25)
where the fluxes are computed as described in Section 2.1. From the discussion in the previous section, we
know this scheme cannot be third-order accurate because the Burgers equation is nonlinear. However, it
is possible that third-order accuracy is observed accidentally when it is tested with the exact solution of
the form (24) as we will explain in the next section.
3.2 Linearized by exact solution
Fake third-order error convergence is observed typically when the parameter ǫ is small, which effectively
linearizes the target nonlinear equation and allows a third-order error to dominate. This is the mechanism
behind the fake third-order accuracy verification. To see this, substitute the exact solution (24) into the
Burgers equation to get
ǫ∂xf
′ = s(x), (26)
where
f ′ = u∞up + ǫu
2
p, (27)
which shows that the leading term of the flux is linear. Therefore, the Burgers equation will behave like a
linear equation as ǫ→ 0; and the UMUSCL scheme exhibits third-order accuracy. A question arises, then,
about how small ǫ should be in order to observe third-order error convergence, which is the subject for the
next section.
3.3 Dominated by third-order error
To estimate how small ǫ should be for the fake third-order error convergence to occur, we substitute a
smooth exact solution into the residual,
Resi =
Fi+1/2 − Fi−1/2
h
− si, (28)
and expand it to obtain the truncation error T E (see Ref.[2]):
T E =
1
24
[
fuuu(ux)
3 + 6κfuuuxuxx + 2 (3κ− 1) fuuxxx
]
h2 −
ui
6
[uiuxxxx + uxuxxx]h
3 +O(h4). (29)
where the second- and third-order terms come from the averaged flux term and the dissipation term in the
numerical flux (4), respectively. For simplicity, we have assumed ui > 0. Observe that the second-order
error vanishes with κ = 1/3 for linear equations, for which fuuu = fuu = 0. However, the Burgers equation
gives fuu = 1 and thus the second-order term remains:
T E =
1
4
(ux)(uxx)h
2 −
ui
6
[uiuxxxx + uxuxxx]h
3 +O(h4). (30)
6
If the smooth exact solution is given by Equation (24) with up(x) = sin(ωx), where ω is a constant, then
T E = ǫω3 [T2 + T3]h
2 +O(h4), (31)
where
T2 = −
ǫ sin(2ωx)
24
, T3 =
ω
{
ǫ(1− 2 sin2(ωx)) − u∞ sin(ωx)
}
h
6
. (32)
Our interest is to see how small ǫ should be in order for T3 to dominate T2, and thus the scheme will
become third-order accurate. It suffices then to compare the upper bounds (|T3| reaches the maximum at
x = π
2ω ):
|T2|max =
ǫ
24
, |T3|max =
ω(u∞ + ǫ)h
6
, (33)
from which we find
|T3|max > |T2|max if
ǫ
u∞
<
4hω
1− 4hω
. (34)
Therefore, the scheme will behave as if it is a third-order scheme when ǫ satisfies the above condition. For
example, if an accuracy verification study is performed with ω = 2 over a series of grids with the finest
grid of 128 nodes in a unit domain giving h = 1/127, we find
ǫ
u∞
< 0.06722 . . . , (35)
which one would easily choose, since the parameter ǫ is meant to be a perturbation, if not aware of the
problem. Later, we will verify this estimate numerically.
3.4 Euler equations
The same mechanism applies to the Euler equations:
∂xf = s(x), f = (ρ, ρu
2 + p, ρuH), (36)
where ρ is the density, u is the velocity, p is the pressure, and ρH = γp/(γ − 1) + ρu2/2 with γ = 1.4. A
similar unexpected linearization occurs when an exact solution for the velocity is defined as in Equation
(24) while exact solutions for the density and the pressure can be defined by arbitrary smooth functions.
Substitute the velocity (24) into the Euler equations, and obtain
∂tu+ ∂xf1 + ǫ∂xf2 = s(x), (37)
where
f1 =


ρu∞
ρu2∞ + p
u∞H

 , f2 =


ρup
2ρupu∞ + ǫρu
2
p
up
[
H+ ρu2∞
]
+ ǫρ
2
(3u∞ + ǫup)u
2
p

 , H = γp
γ − 1
+
1
2
ρu2∞. (38)
The factor ǫ in the second flux derivative term indicates that the system will be linear as ǫ→ 0. Therefore,
we expect to observe third-order error convergence for the Euler equations if the solution (24) is used as an
exact solution with a small ǫ. For an estimate of the largest ǫ, we do not attempt to derive it for the Euler
equations and instead demonstrate that the estimate (34) serves rather well also for the Euler equations.
Before proceeding, we remark that there are two other cases where the Euler equations are effectively
linearized. These case are somewhat trivial but have been used for accuracy verification in the literature,
e.g., in Ref.[31]. One is a case where the velocity and the pressure are constant (i.e., the so-called entropy
wave). In this case, only the density varies in space and the Euler equations become linear since the flux
f is a linear function of ρ. The other is a case where the velocity is constant. In this case, only the
density and the pressure vary in space and the Euler equations again become linear since the flux f is a
linear function of ρ and p. Therefore, third-order accuracy will be observed with the UMUSCL scheme.
In Ref.[31], high-order accuracy of a WENO-type scheme based on solution reconstruction is verified for
an entropy-wave solution in one dimension. Their scheme seems different from but should be similar to
the UMUSCL scheme because the third-order part is equivalent to the UMUSCL scheme with κ = 1/3
and also it is shown to produce high-order solutions on regular grids in two dimensions without high-order
flux quadrature over each face. Then, it must be a finite-difference scheme and thus flux reconstruction is
required for achieve third- and higher-order accuracy.
7
4 Numerical Results
In this section, we present numerical results to demonstrate that third-order accuracy is indeed observed
for the Burgers equation when the condition (34) is satisfied, that the same is observed for the Euler
equations in one dimension, and finally that the same is observed in two-dimensional problems. The last
part is intended for disproving high-order accuracy reported in the literature. In all numerical experiments,
the numerical solutions are point values stored at nodes (which can be interpreted as cell centers also).
4.1 Burgers equation in one dimension
We consider the Burgers equation (23) in a unit domain x ∈ [0, 1] and the exact solution (24) with
u∞ = 0.3, up(x) = sin(2πx), (39)
which corresponds to taking ω = 2π, and solve it over a series of grids with n = 16, 32, 64 , and 128 nodes.
To exclude effects of boundaries (which are beyond the scope of this paper), we fix the exact solution at
two boundary nodes and their neighbors also, and solve the system of nonlinear residual equations for
those stored at the rest of the cells. The dissipation coefficient D is evaluated with the averaged solution
at a face: (uL + uR)/2. An implicit solver based on the exact Jacobian of the first-order scheme is used to
solve the residual equations, which is taken to be converged when the L1 norm of the residual is reduced
by seven orders of magnitude from an initial residual norm computed with the initial solution ui = 1,
n = 3, 4, · · · , n− 4, n− 2. See Ref.[32], for example, for details of the implicit solver for a one-dimensional
finite-volume-type scheme.
To investigate the effect of the parameter ǫ, we consider varying ǫ as follows,
ǫ = cǫǫcr, ǫcr =
4hminω
1− 4hminω
u∞, (40)
where cǫ is a constant factor, hmin = 1.0/127 = 0.007874015748031, thus giving the critical value
ǫcr = 0.074016150621510 that balances the upper bounds of the second- and third-order error terms
as in Equation (34). For the factor cǫ, we consider the following values: cǫ = 0.5, 0.75, 1.25, and 1.5, to
demonstrate that third-order accuracy is observed for cǫ = 0.5 and 0.75. Also, we consider three values of
κ, κ = 0, 1/2, and 1/3, to remind that third-order accuracy is possible only with κ = 1/3.
Error convergence results are shown in Figure 2, where the discretization error (i.e., solution error) is
defined by
L∞(Ep) = max
i∈{I}
|ui − u
exact
i |, u
exact
i = ue(xi) = u∞ + ǫ sin(2πxi). (41)
where {I} denotes the set of nodes in a given grid. The left two plots show results for ǫ < ǫcr and the
right two show results for ǫ > ǫcr. As expected, third-order error convergence can be seen for κ = 1/3
when ǫ < ǫcr. On the other hand, the accuracy deteriorates to second-order for ǫ > ǫcr as expected. These
results demonstrate that third-order error convergence with a small ǫ is, indeed, not genuine.
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-6
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-4
-3
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(a) cǫ = 0.5.
-2 -1.5 -1
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(b) cǫ = 0.75.
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(c) cǫ = 1.25.
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-7
-6
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-4
-3
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(d) cǫ = 1.5.
Figure 2: Error convergence for the Burgers equation: (a) ǫ = 0.0366, (b) ǫ = 0.0550, (c) ǫ = 0.0916, (d)
ǫ = 0.1099 .
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4.2 Euler equations in one dimension
Next, we consider the Euler equations (36) with the exact solution defined in terms of the primitive
variables:
wexact(x) =

 ρexact(x)uexact(x)
pexact(x)

 =

 1 + ǫρ sin(2.3π)u∞ + ǫ sin(2π)
1 + ǫp sin(2.5πx)

 , (42)
and the forcing term defined by s(x) = ∂xf(w
exact(x)). The amplitudes for the density and the pressure
are set ǫρ = ǫp = 0.2 unless otherwise stated. For the velocity solution, we set u∞ = 0.3 and define ǫ by
Equation (40), with cǫ = 0.0, 0.5, 1.5, and 3.0, to see how well the formula derived for the Burgers equation
works for the Euler equations.
In the UMUSCL scheme, we perform the solution reconstruction in the primitive variables w = (ρ, u, p)
instead of the conservative variables u = (ρ, ρu, ρH − p/ρ). Then, the residual is given by
Resi =
Fi+1/2 − Fi−1/2
h
− si, (43)
where the numerical flux is given by the Roe flux [33],
F(wL,wR) =
1
2
[f(wL) + f(wR)]−
Dˆ
2
[u(wR)− u(wL)] , (44)
Dˆ is the Roe dissipation matrix evaluated with the Roe averages [33], and the two states wL and wR are
computed by the reconstruction formulas (5) and (6). As before, we consider three values of κ: κ = 0, 1/2,
and 1/3.
The resulting system of steady residual equations is solved by a pseudo-time integration with the three-
stage SSP Runge-Kutta scheme [34] with a local time step at CFL= 0.99. The solver is taken to be
converged when the residual is reduced by seven orders of magnitude in the L1 norm, starting from the
initial norm computed with the initial constant solution: wi = (1, u∞, 1), i = 3, 4, · · · , n− 4, n− 2. Again,
the exact solutions are specified at i = 1, 2, n− 1, and n, to exclude boundary effects. For simplicity, the
discretization error is defined as the maximum of the L∞ norms among the three variables:
L∞(Ep) = max
k=1,2,3
max
i∈{I}
|wi(k)−w
exact
i (k)|. (45)
Results are shown in Figure 3. As expected, third-order accuracy is observed for cǫ = 0.0, when κ = 1/3
as shown in Figure 4(a). In this case, the exact velocity is constant and thus the Euler equations is linear
and therefore the UMUSCL scheme is indeed third-order accurate. Third-order accuracy is still observed
at cǫ = 0.5 as in Figure 4(b), but the accuracy begins to deteriorate at cǫ = 1.5 in Figure 4(c) and
reduces completely to second-order at cǫ = 3.0 as in Figure 4(d). Not shown, but third-order convergence
is observed even at cǫ = 1.25. Compared with the case of the Burgers equation, the critical value ǫcr is
slightly underestimated. However, it serves well as a guide for defining ǫ in the exact solution of the form
(42), e.g., take cǫ > 1.0 to avoid the fake third-order convergence. It is also observed from the values of ǫ
as shown in the caption to Figure 3 that the fake third-order accuracy is avoided if ǫ is of the same order
as the corresponding coefficients for the other variables, i.e., ǫ = 0.2.
To demonstrate that the UMUSCL scheme can be made genuinely third-order with the flux reconstruc-
tion (i.e., FSR), we consider the following numerical flux,
F(wL,wR, fL, fR) =
1
2
[fL + fR]−
Dˆ
2
[u(wR)− u(wL)] , (46)
where the left and right fluxes fL and fR are directly reconstructed as in Equations (11) and (12). This
is slightly more expensive because wL and wR still need to be computed as well, for example. However,
the scheme is genuinely third-order and thus third-order accuracy is obtained for any value of cǫ as can be
seen in Figure 4.
For the sake of completeness, we present results for the following three cases: (a) ǫρ = 0.2 and ǫ = ǫp = 0
(an entropy wave solution [31]), (b) ǫρ = ǫp = 0.2 and ǫ = 0, (c) ǫρ = ǫp = ǫ = 0.2. As mentioned in the
previous section, the Euler equations are linearized in the cases (a) and (b), where the velocity is constant.
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Figure 3: UMUSCL: error convergence for the Euler equations in one dimension: (a) ǫ = 0, (b) ǫ = 0.0370,
(c) ǫ = 0.1110, (d) ǫ = 0.2220 .
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Figure 4: FSR : error convergence for the Euler equations in one dimension: (a) ǫ = 0, (b) ǫ = 0.0370, (c)
ǫ = 0.1110, (d) ǫ = 0.2220 .
Therefore, the UMUSCL scheme may give third-order accuracy. However, the case (c) renders the Euler
equations fully nonlinear and thus is expected to reveal second-order accuracy of the UMUSCL scheme.
For all the cases, UMUSCL is compared with FSR and κ = 1/3 is used for both schemes. Results are shown
in Figure 5. As expected, UMUSCL gives third-order accuracy for the cases (a) and (b), but deteriorates
to second-order in the case (c). On the other hand, FSR gives third-order accuracy for all the cases.
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Figure 5: UMUSCL and FSR: error convergence for the Euler equations in one dimension: (a) ǫρ = 0.2,
ǫ = ǫp = 0, (b) ǫρ = ǫp = 0.2, ǫ = 0, (c) ǫρ = ǫp = ǫ = 0.2 .
4.3 Euler equations in two dimensions
Finally, we consider two-dimensional cases for the Euler equations, which have been used to mistakenly
verify high-order accuracy of the UMUSCL scheme in Refs.[10, 13, 30] (and also of a relevant scheme in
Ref.[31]). We will demonstrate that third-order accuracy is due to the unexpected linearization and thus
not genuine but that genuine third-order accuracy can be achieved with the flux reconstruction.
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Figure 6: A control volume around a node j with local numbering of the neighbor nodes typical in un-
structured grids.
Consider the Euler equations in two dimensions,
∂u
∂t
+ divF = s, u =


ρ
ρv
ρE

 , F =


ρvt
ρv⊗v + pI
ρvtH

 , (47)
where v is the velocity vector with Cartesian components v = (u, v)t (which is a column vector; the
superscript indicates the transpose), ⊗ denotes the dyadic product, I is the identity matrix, and E =
H − p/ρ = (p/ρ)/(γ − 1) + v2/2 is the specific total energy.
The UMUSCL scheme is implemented in the form applicable to a general unstructured grid [10], i.e.,
at a node j as in Figure 6,
duj
dt
+
1
Vj
∑
k∈{kj}
Φjk(uL, uR)Ajk = sj, (48)
with the Roe flux,
F(wL,wR) =
1
2
[f(wL) + f(wR)]−
Dˆn
2
[u(wR)− u(wL)] , (49)
where f = F · nˆjk is the flux projected along the face normal njk = nˆjk|njk| = nˆjkAjk, Dˆn = |∂f/∂u| is
the dissipation term evaluated with the Roe averages, the solution reconstruction is performed with the
primitive variables w = (ρ, u, v, p):
wL = κ
wj +wk
2
+ (1− κ)
[
wj +
1
2
∇wj · (xk − xj)
]
, (50)
wR = κ
wk +wj
2
+ (1− κ)
[
wk +
1
2
∇wk · (xj − xk)
]
, (51)
where xj and xk denote the nodal coordinates of j and its neighbor k, respectively and the gradients
are computed by a linear least-squares method. On Cartesian grids, the scheme (48) reduces to the form
(3) with the κ-reconstruction scheme applied as a one-dimensional algorithm in each coordinate direction.
Note that no high-order flux quadrature is used; the flux is computed only at the midpoint of each face.
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For the flux reconstruction version FSR, the numerical flux is computed as
F(wL,wR, fL, fR) =
1
2
[fL + fR]−
Dˆn
2
[u(wR)− u(wL)] , (52)
where
fL = κ
f(wj) + f(wk)
2
+ (1− κ)
[
f(wi) +
1
2
(
∂f
∂w
)
j
∇wj · (xk − xj)
]
, (53)
fR = κ
f(wk) + f(wj)
2
+ (1− κ)
[
f(wk) +
1
2
(
∂f
∂w
)
k
∇wk · (xj − xk)
]
, (54)
and the flux Jacobian is given, with the unit face normal vector nˆjk and v defined as column vectors and
the notation un = v · njk, as
∂f
∂w
=


un ρnˆ
t
jk 0
unv ρ(unI+ v⊗nˆjk) nˆjk
unv
2/2 ρ(Hnˆtjk + unv
t) γun/(γ − 1)

 . (55)
Note that the flux gradients are efficiently computed from the solution gradients by the chain rule. There-
fore, it is not necessary to compute the flux gradients directly by a least-squares method and thus does not
also require extra storage for flux gradients. This efficient version of FSR is referred to as FSR-CR (chain
rule) in the rest of the paper. Ref.[15] seems to perform the flux reconstruction and therefore their method
may be genuinely high-order accurate. However, their method requires the computation and storage of the
the flux gradients; it can be very expensive in three dimensions. A further discussion including fourth- and
fifth-order accurate schemes will be given in a subsequent paper.
4.3.1 Steady problem
Let us begin with a steady case in a unit square, similar to the one used in Ref.[30], with the exact
solutions defined by
ρ = 1 + 0.2 sin[π(2.3x+ 2.3y)], (56)
u = u∞ + ǫ sin[π(2x+ 2y)], (57)
v = v∞ + ǫ sin[π(2x+ 2y)], (58)
p = 1 + 0.2 sin[π(2.5x+ 2.5y)], (59)
where u∞ = 0.15, v∞ = 0.02, and ǫ is given the following values:
ǫ = 0, 0.05, 0.1, 0.2. (60)
The forcing term sj is numerically computed with the above exact solutions at a node j and added to the
residual (see Ref.[35] for details). To exclude boundary effects, we specify the exact solution at nodes on
the boundary and at their neighbors. The residual equations are solved using an implicit defect-correction
solver (see, e.g., Ref.[36]) until the residual norm is reduced by seven orders of magnitude for a series of
regular quadrilateral grids: 49×49, 65×65, 81×81, 97×97, 113×113, 129×129. Figure 7(a) shows exact
pressure contours on a coarser 17×17 grid for the sake of illustration. For this problem, we compare
UMUSCL and FSR-CR with κ = 1/3.
Figure 7(b) shows the L∞ error convergence results for the pressure obtained with the UMUSCL scheme.
As expected, the convergence rate deteriorates as ǫ increases towards 0.2. Nearly third-order convergence
is observed for ǫ = 0.05, but it eventually deteriorates to second-order at ǫ = 0.2. The exact solution used
in Ref.[30] is similar to the above solution with ǫ = 0.05; thus third-order accuracy reported in Ref.[30] is
not genuine (the author did not realize it at the time of submitting the paper). It is important to observe
that the convergence rates are all close to third-order on coarse grids in Figure 7(b): accuracy verification
must be conducted with sufficiently fine grids to observe the true order of accuracy. On the other hand,
if we perform the flux reconstruction, then third-order accuracy is achieved for all values of ǫ as shown in
Figure 7(c).
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Figure 7: Error convergence study for the steady Euler equations in two dimensions.
4.3.2 Unsteady inviscid vortex transport
Finally, we consider an inviscid-vortex problem frequently used for accuracy verification [8, 10, 11, 13,
15, 31], which is an exact solution to the Euler equations without forcing terms. Following Refs.[10, 11, 13],
we set the exact solutions as
u = u∞ −
Ky
2π
exp
(
1− r2
2
)
, v = v∞ +
Kx
2π
exp
(
1− r2
2
)
, (61)
and
T = 1−
K2(γ − 1)
8π2
exp
(
1− r2
)
, ρ = T
1
γ−1 , p =
ργ
γ
, (62)
where x = x − u∞t, y = y − v∞t, r
2 = x2 + y2, and (u∞, v∞) = (0.2, 0.0). The initial solution at t = 0
is shown in Figure 8(a). Here, the parameter K roughly corresponds to ǫ in the previous cases; we would
expect that the unexpected linearization occurs when K is small. Two cases are considered: (1)K = 1 as
in Refs.[10, 11, 13] (the one in Ref.[31] is much smaller) and (2)K = 5 as in Ref.[15]. As we will see, K = 1
is small enough for the unexpected linearization to occur, and K = 5 is large enough to reveal second-order
accuracy of the UMUSCL scheme.
For our purpose, it suffices to perform the calculation for a short time. Thus, we compute the solution
at the final time tf = 1.0 with the three-stage SSP Runge-Kutta scheme [34] for the total of 1000 time steps
with a constant time step ∆t = 0.001, which is so small that errors are dominated by the spatial discretiza-
tion. To verify the spatial order of accuracy, we perform the computation over a series of n×n regular
quadrilateral grids, where n = 48, 64, 80, 96, 112, 128, 144, 160, 176, 192, 208, 224, 240, 256. The coarsest grid
is shown with pressure contours in Figure 8(a).
Error convergence results for K = 1 are shown in Figure 8(b). Here, for consistency with the results
reported in Refs.[10, 11, 13], we compute the L2 error norm for the pressure. As can be seen, the UMUSCL
scheme exhibits nearly third-order accuracy with a slight deterioration on fine grids. Also plotted is error
convergence obtained with the FSR-CR scheme. As can be clearly seen, it is genuinely third-order with
no sign of deterioration. Figure 8(c) shows the results obtained for K = 5. It is clearly seen now that the
UMUSCL scheme quickly deteriorates to second-order. It is not genuinely third-order as expected. On the
other hand, the FSR-CR scheme maintains third-order accuracy.
These results indicate that high-order error convergence reported in Refs.[10, 13] is not genuine, but
also that the UMUSCL scheme of Refs.[10, 13] can be made genuinely high-order by flux reconstruction,
which can be performed efficiently with the chain rule as suggested.
5 Conclusions
We have shown that the UMUSCL scheme of Burg [3], which is defined with point-valued numerical
solutions, is second-order accurate at best for nonlinear equations if used with point-valued time derivatives
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Figure 8: Error convergence study for the unsteady Euler equations in two dimensions.
and source/forcing terms as in Refs.[10, 13, 14]. As shown, the UMUSCL scheme is equivalent to the high-
order conservative finite-difference scheme of Shu and Osher [26] for linear equations, but not for nonlinear
equations. Thus, it cannot be high-order for nonlinear equations unless the flux is directly reconstructed.
Nevertheless, as we have shown, it can exhibit third-order error convergence for a manufactured solution
with a small perturbation because a target nonlinear equation is effectively linearized by such a solution.
An estimate of a critical value of the perturbation parameter has been derived for the Burgers equation
and confirmed by numerical experiments. Similar results have been obtained for the Euler equations in
one dimension, which suggests the perturbation parameter for the velocity should be of the same order as
those for other variables to avoid the fake high-order error convergence. Finally, we have demonstrated
fake third-order accuracy of UMUSCL and genuine third-order accuracy of FSR (a flux and solution
reconstruction scheme) for a steady problem and an unsteady inviscid vortex transport problem widely
used for accuracy verification. In conclusion, any point-wise numerical scheme based on fluxes evaluated
with reconstructed solutions cannot be high-order for nonlinear equations and accuracy verification must
be carefully performed with exact solutions of a significant variation in order to avoid fake high-order error
convergence.
Thus far, we have clarified third-order accuracy of the MUSCL scheme [1], third-order accuracy of
the QUICK scheme [2], and the fake third-order accuracy of the UMUSCL scheme; we are now ready to
clarify economical high-order unstructured-grid schemes and identify one of the most efficient third- and
higher-order schemes for practical simulations, which will be discussed in detail in a subsequent paper.
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