A reduced variational technique is developed to describe the interaction of opposite-handed, circularly-polarized, d-dimensional solitons propagating in an isotropic material with both cubic and quintic nonlinearities. Dynamical equations for the simultaneous collapse and interaction of the two solitons are developed and are shown to be analogous to a particle in a (d ] 2)-dimensional potential well. This potential simultaneously describes the dynamics of the interaction as well as the self-and cross-focusing of the two solitons. Stability and escape velocity formulas are derived and compared to analytic and numerical results. The possibility of a ""slingshotÏÏ interaction is revealed, even for d \ 1 dimensional solitons, and its dynamics are illustrated by direct integration of the variational state equations.
Introduction
The interaction of optical solitons is currently a problem of interest in both the communications and computing Ðelds. Communications systems utilizing temporal optical solitons in Ðbers are subject to timing jitter when two solitons interact. When these solitons are of di †erent wavelength, as in a wavelength-division multiplexed (WDM) systems, they travel at di †erent velocities and can collide. The resultant timing jitter may be the limit on the use of solitons in WDM communications systems [22] . The spatial analog of this interaction can be used as a communications routing switch ; colliding spatial solitons create dielectric wave guides which can be used as controlled dynamic interconnects [19, 28] .
In the optical computing Ðeld, numerous theoretical [4, 5, 26] and experimental studies [2, 13, 25] have demonstrated that this nonlinear interaction of optical solitons can be harnessed as an ultra-fast digital logic gate (see [21] for an extensive review). The proposed and demonstrated logic gates include the use of temporal, spatial, and spatiotemporal solitons in a wide-range of interaction geometries. Material nonlinearities beyond the cubic (Kerr) have also been extensively investigated, particularly saturation [8, 12] and cubic plus quintic responses [23] . These are of interest since it is well known that two-and three-dimensional solitons are not stable in Kerr media [16] . The quintic materials (which can be ultra-fast electronic nonlinearities) are of particular interest for temporal and spatio-temporal solitons.
The self-focusing and interaction of these optical solitons are described by nonlinear evolution equations in which the amplitude and phase of the electric Ðelds at all points in space are nonlinearly coupled. Elegant analytic solutions (such as the inverse scattering technique [1] ) are known, but can be applied only in certain idealized cases. As a result, purely numerical techniques (such as the beam propagation method [21] ), which discretize space and numerically integrate the approximate evolution equations, are extensively used to model speciÐc interaction geometries.
Midway between these extremes is the variational approach, which reduces the number of coupled variables by assuming a trial function whose dynamics can be found from an equivalent set of EulerÈLagrange variational equations. While limited in applicability by the assumptions built into the trial function, the technique yields quasi-analytic results which apply to more than a single interaction and from which general properties such as stability, escape velocity, and conservation laws can be directly obtained.
Previous variational studies have examined a number of features of optical soliton self-focusing and interaction. It has been shown that the collapse of single, d-dimensional solitons in Kerr media can be described by a variational approach and that the choice of trial functions can strongly e †ect the results [10] . The propagation of one dimensional solitons in a material with both cubic and quintic nonlinearities has been investigated and the approximate proÐle and stability conditions were found [9] . The collision of one-dimensional solitons in a Kerr medium has also been investigated ; the need for simultaneous pulse focusing and inter-pulse interaction was demonstrated by comparison with numerical results [15, 29] . A comprehensive comparison of several di †erent variational techniques to the numerical integration of the complete coupled NLS for the case of d \ 1 temporal soliton dragging in birefringent, Kerr Ðber can be found in [30] ; the study reiterated the need for pulse-width dynamics during interaction.
In this paper we derive a variational description of ddimensional soliton interaction in cubic/quintic nonlinear materials that simultaneously includes the self-and crossfocusing dynamics as well as the interaction of the two solitons. We show that the resulting ordinary di †erential equations for the evolution of the trial-function parameters can be described as a single potential-well for the vector separation and two soliton widths of the d-dimensional solitons in a cubic or cubic/quintic nonlinear material. This uniÐed, (d ] 2)-dimensional potential-well explains the unexpected dynamics of soliton collision at low angles (termed slow collision in the temporal soliton literature [18] ) which has been seen numerically by several researchers.
In Section 2 we brieÑy derive the coupled nonlinear Schro dinger equations (NLSEÏs) for the two electric Ðelds from the vector electromagnetic wave-equation. In Section 3 we show that these coupled NLSEÏs can be represented as an equivalent EulerÈLagrange problem and we use a reduced variational method to derive dynamical equations for the evolution of the separation and widths of two interacting solitons. These dynamical equations are shown to represent a single potential well in Section 4, from which the stability conditions and focusing escape velocities for d \ 1, 2, and 3-dimensional solitons can be derived. Finally, in Section 5, we use the potential description to compare the common interaction geometries including small-angle collision. The dynamics of the variational system is illustrated by numerically integrating the equations.
Coupled solitons in cubic + quintic materials
The propagation of electromagnetic Ðelds in cubic/quintic nonlinear materials is described by the vector, partialdi †erential, integral wave-equation :
where \ represents the temporal convolution operator. The dispersive, linear dielectric response of the material is characterized by while s(3) is the fourth-order v7 (t) \ 1 7 ] s(1)(t), tensor describing the instantaneous Kerr nonlinearity, and s(5) is the sixth-order tensor describing the instantaneous Ðfth-order nonlinearity, which is the next term in the Taylor-series expansion of the material polarization in the vector electric Ðeld. All even-power s tensors are assumed to be zero because the material exhibits inversion symmetry or are insigniÐcant because of phase-mismatch.
To use this equation, all 34 components of the s(3) tensor and all 36 components of the s(5) tensors must be accurately known. Since such tensors are rarely fully tabulated for any material, we choose instead to assume a material that is of the isotropic symmetry class. In this case, symmetry operations can be used to deduce the form of the tensors. It can be shown that, in a material of the isotropic symmetry class, the s(3) and s(5) tensors can be written as [21] 
where d is the Dirac delta function. When Kleinman symmetry holds (in transparent frequency regimes far away from material resonances), all of the s terms in eqs (2) and (3) become equal, leaving only one independent constant in each tensor. Thus, the complete form of the nonlinear tensors is known to within a single scale-factor. Phasematching arguments can be used for non-isotropic materials to reduce the number of signiÐcant tensor components [21] , but measured values are still required. We will use the isotropic material to avoid the need for multiple measured nonlinear tensor components.
In the limit that these nonlinearities are weak, the wave equation separates into two equations for the linear modes, coupled by the weak nonlinearities. For the isotropic material described above, the coupling terms depend on both the magnitude and phase of the Ðelds, which causes phase-dependent switching and energy transfer between the two polarizations. This phase-dependence is undesirable when designing isolated soliton communications channels or robust optical logic gates and can be suppressed [21] if the electric Ðelds are written in a circular basis [17] :
Making the quasi-monochromatic approximation E p \ exp along with the slowly-varying E p (x, y, z, t) j(ut [ k 0 z), amplitude and envelope approximations and the paraxial approximation, the normalized coupled nonlinear Schro dinger equations (NLSEÏs) for the circularly polarized Ðelds can be derived [21] :
The particular constant coefficients arise from the form of the nonlinear tensors and the choice of electric-Ðeld basis, and the normalized variables are
In the limit of small nonlinearities and with the deÐnitions above, the s tensors can be represented as nonlinear indices of refraction, where the values of
o E o4, and are determined by degenern 2 \ 6s 1122 n 4 \ 60s 112233 acy and the particular choice of electric-Ðeld basis, eq. (4). The Ðeld u is normalized by the Kerr index and q is the n 2 normalized
The scaled variables deÐne a unit-less posin 4 . tion vector (m, g, f) which has been scaled by the mean wave-number,
The deÐnition of q is a transformation k 0 . into a group-velocity coordinate frame which is then (V g ) normalized by the group-velocity dispersion, D, and the wave-number Positive D corresponds to anomalous k 0 . group-velocity dispersion (AGVD) and the smaller the magnitude of D, the shorter the duration of the resulting soliton, although in the normalized units it is spherical. These normalizations cause the transverse di †raction and the group-velocity dispersion to have the same form, demonstrating that di †raction and AGVD operate in the same way to spread the soliton in the transverse and propagation direction.
If one assumes a single, radially-symmetric (in the scaled m, g, q coordinate system of the equation) propagating solution of the form u \ U(o) exp (jbf), eq. (5) is simpliÐed to an
where d is the number of soliton dimensions (1, 2, or 3) and b is the wave number relative to the linear wave number k 0 and is nonzero because the solitons are (nonlinearly) guidedwaves. This equation may be integrated (in closed-form for q \ 0, d \ 1 but only numerically otherwise) to determine the radial shape of the soliton. The lowest-order soliton contains the least energy and is most stable [27] , so will be the only one considered here. The solutions of eq. (7) are a one-parameter family ; the envelope U, integrated intensity P \ / U2 dod, wavenumber b, and fourth-order nonlinearity q can therefore be scaled as
where are a particular solution of eq. (7),
These scaling U 0 (0) \ 1. relations can be used to show [21] that solitons in materials with both and are unconditionally stable if d \ 1, n 2 n 4 stable for any if d \ 2, and stable for when
Equations (5) can be integrated numerically via the beam-propagation method [21] to investigate the stability of single solitons and the dynamics of particular soliton interactions. Such numerics do not, however, reveal general properties such as conservation laws.
Reduced variational equations
We now present a variational solution of eqs (5) . These coupled equations can be generated from the variational
with the Lagrangian :
where is the d-dimensional, transverse Laplacian. Note + o that the self-focusing terms of soliton p are conÐned to L p , while the cross-phase interaction is represented by The L 12 . form of this cross-phase modulation term is determined by the polarization states of the two solitons and the symmetry class of the material, resulting in the form shown with leading factor of 2 for orthogonal circularly-polarized solitons in isotropic media. Inserting this Lagrangian into eq. (9) and solving the EulerÈLagrange problem produces the two coupled NLSEÏs, eqs (5), including the constant coefficients of the nonlinear terms. This equivalent variational formulation may thus be used to investigate the dynamics of eqs (5) .
To reduce the dimensionality of the problem, we now assume trial functions of the form
which is a modiÐed version of the single soliton solution in which is the amplitude, the width, the center, the A p a p r p / p phase, the transverse velocity, and the phase curvature V p b p of soliton p. It is our goal to use the Lagrangian formulation to derive a set of dynamical equations for these variables. In those cases in which this trial function is a good approximation to the actual pulse envelope (for example, when the interaction does not produce daughter or shadow pulses), these dynamical equations will be valid descriptions of the system dynamics. The advantage of the variational technique is that these dynamics are described by a set of roughly 10 variables, rather than the amplitude and phase of the two electric Ðelds at all points in space and time.
It is common [10] to choose the trial function U as a Gaussian or a hyperbolic secant. Even for such simple functions, however, the cross-phase portion of the Lagrangian (which is of critical importance as shown below), must L 12 typically be evaluated numerically. While the results below can easily be evaluated with this choice of trial function, we will illustrate a di †erent choice, which is to use the fundamental eigenmode, found from eq. (7). This envelope must be found numerically for d \ 2 or 3 or when but since q D 0, must already calculated numerically, this is not a L 12 serious restriction. It is reasonable to expect that this trial function will provide the most accurate possible results and will also reveal a constraint on any soliton proÐle.
This trial function is an exact solution of eq. (7) if
By treating these parameters as arbitrary functions of propagation, this trial function expresses the ability of the solitons to inÑuence each otherÏs amplitude, width, position, and velocity. Dynamic equations as a function of propagation distance, f, for these parameters are found from the reduced variational
where
We now insert the trial function and utilize the fact that U is even in o to Ðnd that
where, for conciseness, we have deÐned
Note that SonUmT and SSdU/do)nT are constants (for a particular n and m) which depend only on the envelope of the trial function, U. In contrast, is a correlation of the SU 1 n U 2 mT two envelopes and is thus a function of the soliton positions and widths.
By forcing SL T to be stationary with respect to each trialfunction parameter, we derive the dynamical equations for the system. Starting with the phase, / p ,
which is a statement of the conservation of energy of the individual pulses, The energy in the individual polariza-E p . tions is conserved only because of the special choice of polarization states, given by eq. (4) ; linear polarizations in this isotropic material would have generated phasedependent energy exchange terms in the coupled NLSEÏs and only the total energy would have been conserved.
Note that, along with the Ðrst of eq. (12), this conservation equation establishes the well-known relationship of the width and amplitude to the energy of a fundamental soliton. The exception is d \ 2 dimensions where all fundamental solitons carry the same energy independent of E p \ SU2T, amplitude.
Next, taking the variation with respect to the soliton position, we Ðnd
This equation states that the positions of the two solitons can be treated as two point masses of mass which inter-E p act through the potential
The variation of the SL 12
T. Lagrangian with respect to the soliton velocity,
recovers the relationship between the position and velocity of the solitons. Combining eqs (18) and (19), we Ðnd
which is NewtonÏs Law for the particles. This result is similar to that in [15] with the addition of the quintic nonlinearity, q, and an arbitrary number of dimensions, d [20] . This remarkable result states that, within the validity of the trial functions chosen, the interaction of the two soliton Ðelds is perfectly analogous to two point particles (with mass equal to the electromagnetic energy) connected by a nonlinear spring (whose potential function is the cross-phase portion of the reduced Lagrangian). Using this analogy, we can transform to a center-of-mass coordinate system by deÐning
\ [
Also by analogy with the point mass problem, we know that the total momentum is conserved and thus the center of mass position evolves accord-
This conservation law is extremely useful in comparing different types of soliton interactions, as discussed in Section 5.
The interaction potential, depends on the width of SL 12
T, the two solitons, which changes due to self-and cross-phase modulation. To Ðnd the dynamical equation for the soliton widths, we force the reduced Lagrangian to be stationary to the phase curvature, which reveals b p ,
and states that the quadratic phase curvature, causes the b p solitons to focus or diverge, as expected.
It is our goal in the next Section to derive a simple formula for the evolution of the soliton widths, and a 1 a 2 , and their separation D. To this end, we require a di †erential equation for since the evolution of D has already been a p , found in eq. (21) . The required di †erential equation for a p can be found by forcing SL T to be stationary with respect to the remaining two trial function parameters, and a p A p 2 . To reduce these two conditions to a single evolution equation for the soliton width, we combine them through
and use eq. (17) 
Equation (25) is a second-order nonlinear ordinary di †eren-tial equation for the evolution of the soliton width. In this form it is not particularly useful because of its complexity and its dependence on the derivatives of the interaction potential, SL 12 T.
Potential description for separation and widths
These difficulties can be overcome by again making a mechanical analogy. In this case, the width of the solitons, can be described by a one-dimensional potential. Using a p , the conservation of energy to eliminate from all expres-A p sions, eq. (25) can be rewritten
Thus, the self-and cross-focusing of the two pulses is described by a particle whose mass is proportional to the product of the soliton energy and the second moment of the envelope. The potential for the focusing is in two convenient parts : describes the self-focusing and is valid for the U p dynamics of a single soliton, while describes the SL 12 T cross-focusing when two solitons are present.
These three potentials È the two one-dimensional potentials describing the width of both solitons and the ddimensional potential describing their separation È can be combined into a single description. This can be accomplished by scaling the widths and separations by their respective e †ective masses. Both particles then have e †ective masses of one, however the potential equations are complicated by these scale factors. A simpler and equivalent approach is to introduce the (d ] 2)-dimensional anisotropic mass vector
which allows us to write eq. (21) and (26) as
where the state vector D]. The evolution of this S \ [a 1 , a 2 , state vector, through eq. (29) , describes the complete dynamics of the two soliton system, within the limitations of the trial functions assumed. All other parameters of the trial functions such as the amplitude and phase terms can be determined from this state vector via the remaining dynamical equations (e.g. the conservation of energy, eq. (17)). We have thus succeeded in reducing the complexity of the problem from an inÐnite number of nonlinearly coupled equations to a single particle in a (d ] 2)-dimensional potential well.
One of the most useful properties of this description is the conservation law that can be derived. By dotting with dS/df, the state equation can be integrated once in f to produce
where the potential is and the P(S) \ U 1 ] U 2 ] SL 12 T arbitrary constant of integration, which deÐnes the absolute pseudo-energy scale, has been set to zero. With this choice, the pseudo-energy is negative for bound stationary waves and tends to zero when the solitons spread to inÐnite size (the linear propagation limit).
Examination of this potential reveals that it tends to magnitude of inÐnity for and goes to zero for o D o , a p ] 0 An illustration of this potential for d \ 3 is shown a p ] O. in Fig. 1 . The existence and location of a stable stationary point of this potential determines the possibility of a twosoliton bound system and the depth of this stable well reveals the escape velocity of the system. Escape velocity in this case refers both to the initial inter-soliton velocity (dD/df) and the initial focusing or defocusing or (da p /df) any combination of both.
The cross-phase interaction potential, is difficult to SL 12 T, evaluate analytically, even if the trial function U is chosen to be a simple function such as a Gaussian or hyperbolic secant. The self-focusing potentials, however, can be U p (a p ), easily analytically evaluated. Thus we can derive the stationary point and stability criterion for isolated solitons. The stationary point, of eq. (27) is a p ,
If we now choose U to be the proÐle of the unperturbed soliton as found by solving eq. (7) and further enforce the condition (eq. (12)) that we can Ðnd that Using this law for the soliton proÐle and taking the second derivative of the self-focusing potential, at the U p (a p ), stationary point, the condition for soliton stability relaa p , tive to the trial-function parameters is found to be
which implies stable soliton propagation unconditionally in one dimension, for any in two dimensions, and for q 0 \ 0 in three dimensions. This can be q 0 O [(3/16)SU4T/SU6T numerically evaluated to predict stable three-dimensional soliton propagation for These results, both q 0 \ [.375. qualitatively and quantitatively, are in good agreement with the previous studies [16, 21] .
While the curvature of the potential determines the existence of a stable soliton (versus perturbations to the chosen trial parameters), the depth of the potential estab-U p (a p ) lishes the range of values that the trial function parameters can take while maintaining a bound state. For example, the limit on the phase curvature, b, is 
Soliton interactions
The (d ] 2)-dimensional potential well description derived in the previous section can be used to predict the general behavior of two (orthogonally-polarized) soliton interactions. A review of the soliton communications and optical computing literature [21] reveals three major types of twosoliton interactions. As illustrated in Fig. 3aÈc , these are Collision, in which two solitons are initially well-separated and approaching, Attraction, in which two solitons are initially separated but overlapping and traveling in parallel, Dragging, in which two solitons are initially overlapping and separating upon entering the non-linear material and form a bound pair which translates at a weighted mean angle.
A feature of primary importance in all such geometries is the change in the velocity of the solitons after interaction. For the interaction of WDM solitons in Ðbers, this gives the expected and undesired timing jitter [3] . When utilizing spatial-soliton collisions for routing, the total collisioninduced spatial shift at the end of the waveguide determines the number of switch states [19] . Finally, when soliton interactions are used as logic gates, the contrast of the gate is determined by the total shift of one soliton by the other [21] . In each case, positional shifts during the interaction have some e †ect, but changes in the Ðnal propagation direction can dominate because they continue to shift the solitons after the collision (compare Fig. 3 parts c and d to  parts a and b) .
To Ðnd the angular deviation of soliton 2 caused by soliton 1, let the energy in soliton p \ 2 be given by a gain, G :
I fG [ 1, a weak soliton 1 is attempting to E 2 \ GE 1 . Fig. 3 . Soliton interaction geometries for two solitons of energies and E 1 If the gain, G is greater than one, a small soliton 1 is switching a more E 2 . energetic soliton 2.
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( Physica Scripta 1999 switch a strong soliton 2. We will see that some interactions allow signiÐcant gain, while others do not. Using the conservation of momentum eq. (22) and the deÐnition of the separation, D we Ðnd the conserved quantity
where dots represent d/df. This gives the change in the velocity of soliton 2 as a function of the initial and Ðnal inter-particle velocities and the gain :
In this expression, we have Ðxed the coordinate system such that soliton two initially has no transverse velocity, r5 2 (0) \ If we now assume that both solitons remain bound, their 0. widths will not change too signiÐcantly over the course of the interaction. Then, by the energy conservation law, eq. (30), the change in the separation velocity is given by the D0 di †erence in the potential and thus
The potential P is deÐned in eq. (30).
For purposes of comparison, results of fully numerical beam propagation simulations of the major interactions are shown in Fig. 4 . The top Ðgures show the collision and attraction interactions between orthogonally-polarized fundamental 1-D solitons in the integrable case when the crossphase modulation coefficient is 1. The bottom Ðgures show the dragging and slingshot interactions between unequal amplitude (G \ 2) solitons using a cross-phase modulation coefficient of 2 as in the variational analysis. Since this case is not integrable, soliton breakup can occur as clearly shown in the slingshot interaction. This breakup violates the ansatz used in the variational analysis such that the detailed evolution of the solitons during interaction is not well described. However, many cases involve little or no soliton breakup so the potential well description provides a good qualitative description of the behavior of the interaction.
In collision interactions (Fig. 4a) , the solitons are initially well separated, interact, and travel apart and thus the potential P(t) \ P(0) \ 0. The solitons will begin at and return to their unperturbed widths and thus, by eq. (30), the Ðnal and initial separation velocities must be the same. Therefore, except for the small positional shift incurred during the collision, no permanent velocity change is imparted to either soliton. This can be proven to be exactly true [1] for d \ 1 for co-polarized solitons and for vector soliton q 0 \ 0 interactions when the cross-phase modulation coefficient (the leading factor of 2 in given in eq. (10)) is unity. This L 12 conservation of transverse velocity and shape is actually part of the formal deÐnition of a ""solitonÏÏ. In other cases, which are more precisely referred to as solitary waves, the angular deviation can be shown to be very small by numerical methods [6] . An exception to this rule has been found in numerical studies of spatial soliton collisions at small angles [6, 7, 18] , however, this may be an entirely di †erent interaction, as discussed below.
Attraction interactions (Fig. 4b ) start with the two solitons slightly overlapping and no initial approach velocity (D(0) \ 0). Since the two solitons are within their interaction potential well and have no initial transverse velocities, they are trapped and will form a bound pair. Unfortunately for soliton switching, the state vector S will oscillate around the stable point and the long-time average of the separation velocity must be zero. Thus, by eq. (36) and as shown in Fig.  4b , there is no long-time angular deviation of the solitons, though there will again be a small positional shift. The size of this positional shift increases with the initial separation, but becomes asymmetric between the two solitons when such that the larger soliton shifts less than the G D 1, smaller one, making it difficult to achieve signiÐcant gain with high contrast. A related interaction, repulsion, which is analogous to phase-dependent repulsion [4] , can occur when the cross-phase modulation coefficient is not unity such that the two slightly overlapping solitons repel each other and are induced to separate at an angle. In this case there can be a signiÐcant angular shift since the change in the potential P can be as great as the depth of the well, but the interaction distance required to fully realize this angular shift is long, unless the solitons overlap signiÐcantly at the input.
The dragging operation (Fig. 4c ) can achieve signiÐcant angular deviation (and thus large long-term e †ect) even with large gain (a small soliton changing a large one). The dragging operation starts with the solitons initially coincident and with soliton 1 directed at just less than the escape velocity of the potential. Because the solitons remain bound, the state-vector must oscillate in the potential well and the long-term average of the separation velocity is zero. Thus, the Ðnal velocity of soliton 2 (and soliton 1 as well since they are bound) is
The dragging interr5 2 (t) \ D0 (0)/(1 ] G). action thus causes an angular shift of soliton 2, even when this soliton is signiÐcantly more massive than soliton 1 (G [ 1) . Soliton dragging has therefore received considerable theoretical and experimental interest [5, 13, 21, 14] .
Finally, Fig. 4d illustrates, to our knowledge, an interaction geometry which has not yet been adequately explained, although it has been observed numerically by a number of researchers [6, 7, 18] with a cross-phase modulation coefficient of 2/3. Using the potential well description developed above, we refer to this geometry as a ""slingshotÏÏ. It is analogous to an interplanetary probe which is directed towards a planet with a small o †set in one dimension in order to enter and then exit the planetÏs potential well. Depending on the precise geometry, the probe can make a number of orbits [11, 24] or take a simple, parabolic path. In the latter case, the probe (soliton 1) will emerge from the interaction with its velocity reversed (D(t) \ [D(0)) and it thus transfers twice its momentum to the planet (soliton 2). The Ðnal velocity of soliton 2 is thus r5 2 (t) \ 2D0 (0)/(1 ] G). While the tolerance on alignment is probably much more severe than the dragging operation, the slingshot o †ers the possibility of twice the angular deviation while still permitting gain. Note that soliton 1 appears to reÑect o † of soliton 2, which can not be readily explained without a nonlinear dynamical formulation like that presented here.
This slingshot is inherently a multi-dimensional interaction, and thus would normally be expected in d \ 2 [24] or d \ 3 [11] geometries but not d \ 1 geometries (e.g. temporal solitons in Ðbers or CW spatial solitons in slab waveguides). However, eq. (30) reveals that the potential well for a one-dimensional soliton collision is actually threedimensional. Since the stable soliton widths will be smaller in the presence of cross-focusing than when the two are well-separated, a collision interaction (Fig. 4a) has the correct geometry in which the solitons are approaching but, since the unperturbed widths are wider than the stable point of the bound well, the initial state vector is not traveling directly towards the center of the well. Figure 4d shows a fully numerical BPM simulation of the coupled NLS equations and Fig. 5 shows a numerical integration of eq. (30) for two orthogonally-polarized, fundamental one-dimensional sech-shaped solitons in a Kerr material that are ini-(q 0 \ 0) tially approaching at a small velocity and have an energy ratio G \ 2. The middle Ðgure illustrates that, as predicted, the state-vector enters the well, makes a sharp turn, and exits in roughly the opposite direction causing the two solitons to appear to repel, even though the sign of the nonlinearity is positive. Thus, the more energetic soliton 2 acquires roughly twice the momentum of soliton 1.
If the initial velocity (angle of approach) is large, the ""probeÏÏ soliton will travel across the potential, experiencing minimal deviation, which is the normal collision geometry (the top orbit in Fig. 5 ). However, as the initial velocity is decreased, the probe will experience greater and greater deviation, eventually executing the slingshot illustrated in Fig. 4d . As the velocity is further decreased, the number and path of the orbits will become more complicated and possibly even chaotic so that the Ðnal velocities of the two solitons will vary rapidly with the initial velocity (the bottom Ðgure of Fig. 5 ). This is exactly the behavior observed numerically for low-angle collisions of one-dimensional spatial solitons [6, 7, 18] . Thus the (d ] 2)-dimensional potential description developed here may explain these previously anomalous results.
Conclusion
We have derived a quantitative mechanical analogy for the interaction of orthogonally-polarized optical solitons in which the cubic/quintic nonlinear integral/partialdi †erential vector optical wave-equation is reduced to a particle in a (d ] 2)-dimensional potential. This potential, which simultaneously describes the widths and separations of the two solitons, reveals conservation laws, bound states, stabilities, and escape velocities for isolated solitons and the interaction itself.
These results qualitatively compare well with previous theoretical and numeric studies. It should be mentioned however, that the dynamical equations derived through such variational techniques are often not sufficiently accurate to use as a simulation tool that can replace the full numerical solutions. That is, when the dynamical equations are integrated forward in propagation distance for a particular geometry and compared with more complete beampropagation simulations, the two do not always compare well. In regions where the trial-function is a good approximation to the actual wave (e.g. when there are no daughter or shadow pulses generated), accurate results can be obtained, but it is often necessary to compare to full numerical solutions to determine these regions of accuracy [29, 30] . However, the variational results do give good predictions of general properties and behaviors, even when a direct integration of the variational equations does not compare closely with exact numerics.
Using these general features, we have compared the common soliton interaction geometries and shown that a new geometry, the ""slingshotÏÏ exists. Because the dimensionality of the potential well is greater than that of the solitons themselves, it is possible to observe this slingshot interaction even in d \ 1 systems, which may explain some recently published, unusual numerical results.
