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THE GEOMETRIC MO¨BIUS FUNCTION AND
QUADRATIC CHARACTER SUMS
MARK SHUSTERMAN
Abstract. We show that in order to obtain cancellation in short Mo¨bius
sums over function fields, it suffices to control short multiplicative char-
acter sums. In conjunction with the Burgess bound, this allows us to
obtain Mo¨bius cancellation in certain arithmetic progressions with large
moduli. Furthermore, we show that in characteristic 3, the geometric
Mo¨bius function changes sign in intervals below the square root barrier.
1. Introduction
1.1. Conjectures. It is believed that the Mo¨bius function changes sign in
short intervals (see for example [10]). More precisely, we have the following.
Conjecture 1.1. Fix ǫ > 0. For any large enough integer N > 0, there
exist integers a, b such that |a|, |b| ≤ N ǫ and µ(N + a) = 1, µ(N + b) = −1.
Improving on many previous works, Mato¨maki and Radziwi l l have shown
in [11] that this holds for ǫ > 12 . Let us consider also a sharper form of
Conjecture 1.1.
Conjecture 1.2. Fix ǫ > 0. For an integer N > 0 and N ǫ ≤ L < N we
have
(1.1)
∑
|a|≤L
µ(N + a) = o(L), N →∞.
As shown in [12], this conjecture holds for ǫ > 712 . Under the Riemann
Hypothesis, Conjecture 1.2 can be obtained for ǫ > 12 (see for instance [15]).
For several applications, one needs to control sums of multiplicative func-
tions in arithmetic progressions to large moduli. For instance, it is desirable
to make progress towards the following.
Conjecture 1.3. Fix ǫ > 0. For any δ > 0, once a positive integer N is
large enough and D is a nonzero integer not exceeding N1−ǫ, we have
(1.2)
∣∣∣∣∣∣∣
∑
N≤n≤2N
n≡A mod D
µ(n)
∣∣∣∣∣∣∣
≤ δ
N
D
for all integers A coprime to D.
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The most general (unconditional) result in the direction of this conjecture
is the Siegel-Walfisz theorem. Gallagher in [5] and Iwaniec in [8] have shown
how to obtain better results in case (the modulus) D is a power of a fixed
prime. On the Generalized Riemann Hypothesis, we can take ǫ > 12 .
Going beyond the square root barrier (that is, allowing ǫ < 12) in the
conjectures above seems difficult at present (even conditionally).
A conjecture of somewhat different flavor is the following (see [9]).
Conjecture 1.4. Fix ǫ > 0. Let Q > 0 be a squarefree odd integer, let
N = N(Q) be a positive integer, and let L ≥ Qǫ. Then for the Jacobi
symbol we have
(1.3)
∑
|a|≤L
(N + a
Q
)
= o(L), Q→∞.
The case ǫ > 12 goes back to Polya-Vinogradov. The Burgess bound from
[2] goes beyond the square root barrier, establishing the above for ǫ > 14 .
The content of our first theorem is that for (the analogous situation of)
polynomials over a finite field, Conjecture 1.4 implies Conjecture 1.2.
1.2. Function field analog. Let F be a finite field of characteristic p. We
make here the (strictly speaking, unnecessary) assumption that p is odd, in
order to simplify our notation in the sequel.
The ‘function field analogy’ compares the arithmetic of Z to that of F[T ].
Arithmetic functions, arithmetic progressions, and short intervals have natu-
ral analogs in the ring of polynomials over F (see [13, 14]). The only progress
toward the function field analogs of the conjectures discussed above (beyond
what carries over from the integers) is in the case when |F| has to grow with
the other parameters (see [1]). We do not consider this regime here.
Our first result is that in F[T ], control over short character sums gives
cancellation in short Mo¨bius sums.
Theorem 1.5. For polynomials over F, the analog of Conjecture 1.4 implies
the analog of Conjecture 1.2.
In the course of the proof, we show that the geometric Mo¨bius function
coincides (up to a fixed sign) with a quadratic character on the family of
polynomials of a given degree and (nonzero) derivative. This allows us,
after splitting a short Mo¨bius sum into subsums over polynomials shar-
ing the same derivative, to use cancellation in character sums as given by
Conjecture 1.4. For the full details, see Sections 2-3.
If one is ready to assume more cancellation in the character sums from
Conjecture 1.4 (for instance, powers of logL), our argument can then be
adapted to obtain savings of the same magnitude for short Mo¨bius sums.
Using this one can arrive at the correct count of prime polynomials in short
intervals (and some arithmetic progressions) below the square root barrier.
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1.3. Unconditional results. An attempt to make Theorem 1.5 uncondi-
tional by appealing to the existing bounds on character sums (instead of
Conjecture 1.4) fails. The reason is that in order to obtain Conjecture 1.2
for some ǫ, our proof invokes Conjecture 1.4 with ǫ/p. It is thus apparent
that in order to recover parts of Theorem 1.5 unconditionally, it is desirable
to take p as small as possible (and odd, since if p = 2 the ǫ-dependence in
our arguments is not good enough).
We therefore assume here that p = 3. Under this assumption, we obtain
the function field analog of Conjecture 1.1 beyond the square root barrier.
Theorem 1.6. Fix ǫ > 3/7. For every polynomial f of large enough degree d
over a finite field of characteristic 3, there exists a polynomial g (respectively,
h) of degree at most ǫd such that f + g (respectively, f + h) is a product of
an even (respectively, odd) number of distinct irreducible polynomials.
Our proof of this result follows the strategy of the proof of Theorem 1.5.
We again split the interval into subsets of polynomials with the same de-
rivative. Now however, once we are interested in sign change only (and not
cancellation), we can focus on just one of these subsets. It turns out that
if the derivative has a large order of vanishing at 0, the conductor of the
associated quadratic character reduces, and we can apply the function field
version of the Burgess bound (see [6]). For the details see Section 4.
Next we establish the function field analog of Conjecture 1.3 in case the
modulus D is a power of a fixed prime, and the residue class is A = 1.
Theorem 1.7. Fix ǫ > 0, and a degree k irreducible (monic) polynomial P
over a finite field F of characteristic 3. Then for any δ > 0 we have
(1.4)
∣∣∣∣∣∣∣∣
∑
deg(f)=d
f≡1 mod Pn
µ(f)
∣∣∣∣∣∣∣∣
≤ δ
|F|d
|F|kn
where f is monic, d is large enough, and kn ≤ (1− ǫ)d.
Our assumptions (on the characteristic, modulus, and residue class) allow
us (as in the previous result) to use the Burgess bound. We can also handle
other residues classes (apart from A = 1), but the vast majority of classes
remain out of our reach. For more details and discussion, see Section 5.
Our methods can also be used to make some progress on other questions
regarding the geometric Mo¨bius function, beyond what is known over the
integers. For instance, one can approach the autocorrelations of the Mo¨bius
function, or more generally, the values of the Mo¨bius function on the image
of a polynomial. However, we do not pursue this here.
2. The Geometric Mo¨bius Function
We work over a finite field F with q elements and odd characteristic p.
The quadratic character of F will be denoted by ψ. For g ∈ F[T ] we denote
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its degree by d(g). The following lemma recalls (from [7, Theorem 2.1 (b)])
that the Jacobi symbol (taking complex values) can be computed from a
resultant. We include a quick proof.
Lemma 2.1. For any monic f, g ∈ F[T ] we have
(2.1)
(f
g
)
= ψ
(
Res(g, f)
)
.
Proof. Fix f , and note that both sides of (2.1) are completely multiplicative
in g, so we may assume that g is prime. Hence, for a root θ of g we have
(2.2) Res(g, f) =
d(g)−1∏
i=0
f
(
θq
i)
=
d(g)−1∏
i=0
f(θ)q
i
= f(θ)
qd(g)−1
q−1 .
Applying ψ to equation (2.2) we arrive at the following congruence mod p
(2.3) ψ
(
Res(g, f)
)
≡ Res(g, f)
q−1
2
2.2
≡ f(θ)
qd(g)−1
2 ≡
(f
g
)
which suffices in order to deduce (2.1). 
With Lemma 2.1 at hand, the quadratic reciprocity law becomes an im-
mediate consequence of the basic properties of the resultant.
Using Lemma 2.1 and Pellet’s formula, we will show that the Mo¨bius
function restricted to the family of polynomials of a given degree and deriv-
ative, coincides (up to some harmless quantity S) with a character χ to a
squarefree modulus (depending on the derivative). For that, we need some
more notation.
Given an h ∈ F[T ], we can factor it uniquely as
(2.4) h = c(h) ·
m∏
i=1
pαii ,
where for each 1 ≤ i ≤ m the integer αi is positive, the primes {pi}
m
i=1 are
pairwise distinct, and c(h) ∈ F is the leading coefficient of h (if h = 0, or
equivalently c(h) = 0, we take the empty product). We set
α(h) ··=
∏
{1≤i≤m : 2∤αi}
pi, β(h) ··=
∏
{1≤i≤m : 2∤αi}
p
αi−1
2
i ,
γ(h) ··=
∏
{1≤i≤m : 2|αi}
p
αi
2
i , δ(h) ··=
∏
{1≤i≤m : 2|αi}
pi.
(2.5)
For 0 6= δ ∈ F[T ] we denote by χδ0 the principal character mod δ, by δ
′ the
derivative of δ with respect to T , and as always, µ is the Mo¨bius function.
Lemma 2.2. Let f ∈ F[T ] be a monic polynomial of degree n > 0, and let
(2.6) χ ··=
( ·
α(f ′)
)
· χ
δ(f ′)
0
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be the product of the Jacobi symbol mod α(f ′) and the principal character
mod δ(f ′). Then
(2.7) µ(f) = S · χ(f)
where S = S(n, f ′) is given by (−1)nψ
(
(−1)d(α(f
′))n(−1)
n(n−1)
2 c(f ′)n
)
.
Proof. If f ′ = 0, then equation (2.7) clearly holds, so we henceforth suppose
that c(f ′) 6= 0. Pellet’s formula (see [4, Lemma 4.1]) is
(2.8) µ(f) = (−1)nψ
(
Disc(f)
)
and the discriminant (appearing in it) equals
(2.9) (−1)
n(n−1)
2 Res(f, f ′).
In the notation of equation (2.5), we can write
(2.10) f ′ = c(f ′)α(f ′)β(f ′)2γ(f ′)2
so using multiplicativity, we find that the resultant from (2.9) equals
(2.11) c(f ′)n ·Res
(
f, α(f ′)
)
·Res
(
f, β(f ′)
)2
· Res
(
f, γ(f ′)
)2
.
Combining (2.8)-(2.11) with the multiplicativity of ψ we get that µ(f) equals
(2.12) S · ψ
(
Res
(
α(f ′), f
))
· ψ
(
Res
(
f, β(f ′)
))2
· ψ
(
Res
(
f, γ(f ′)
))2
,
so it suffices to identify the product above with S · χ(f).
As ψ is quadratic, the third factor in equation (2.12) is either 1 or 0, and
the latter happens only if the second factor in equation (2.12) vanishes (since
every prime factor of β(f ′) is also a divisor of α(f ′)). We can thus omit the
third factor from equation (2.12), and note that the fourth factor equals the
principal character mod δ(f ′) (since γ(f ′) and δ(f ′) have the same prime
factors). Finally, by Lemma 2.1, the second factor in equation (2.12) equals
the Jacobi symbol mod α(f ′). 
3. Theorem 1.5
Let us first state the function field analog of Conjecture 1.4 that will be
used as an assumption in the proof of Theorem 1.5.
Conjecture 3.1. Fix η > 0. Let χ be a quadratic character to a squarefree
modulus Q ∈ F[T ], let s ∈ F[T ], and let t ≥ η · d(Q). Then
(3.1)
∑
d(m)≤t
χ(s+m) = o(|F|t), |Q| → ∞.
We will also use the following simple claim in the proof of Theorem 1.5.
Proposition 3.2. Let f ∈ F[T ], and let d ∈ Z. The number of squares in
(3.2) S ··= {f + r | r ∈ F[T ], d(r) ≤ d}
is at most 1 + |F|1+d/2.
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Proof. The claim is obvious if d is negative so suppose d ≥ 0. We may also
fix g ∈ F[T ] with g2 ∈ S. Note that the number of squares in S is at most
(3.3) 1 +
1
2
#{h ∈ F[T ] : h2 ∈ S}
and the latter equals
(3.4) 1 +
1
2
#{h ∈ F[T ] : d(h2 − g2) ≤ d}
which can be rewritten as
(3.5) 1 +
1
2
#{h ∈ F[T ] : d(h+ g) + d(h− g) ≤ d}.
We can further bound the above by
(3.6) 1 +
1
2
#{h ∈ F[T ] : d(h+ g) ≤ d/2 or d(h− g) ≤ d/2}
which evidently reduces to the required bound. 
We are now ready for the proof of Theorem 1.5.
Proof. Let ǫ > 0. We need to show that for a monic f ∈ F[T ] of large enough
degree, and an integer d with ǫ · d(f) ≤ d < d(f), there is cancellation in
(3.7)
∑
d(g)≤d
µ(f + g).
We say that two polynomials of degree at most d are equivalent if they
have the same derivate, and let R be a complete set of representatives.
Hence, if d(g) ≤ d, there exists a unique r ∈ R such that (g − r)′ = 0. We
conclude that there exists a unique m ∈ F[T ] such that g− r = mp. We can
thus rewrite the sum from equation (3.7) as
(3.8)
∑
r∈R
∑
m
µ(f + r +mp)
where d(m) ≤ d/p. By Lemma 2.2, the sum above equals
(3.9)
∑
r∈R
∑
m
S · χ(f + r +mp)
where χ is a Dirichlet character that depends on r (but not on m), and
S ∈ {0,±1} also depends on r only. It is therefore sufficient to exhibit
cancellation in
(3.10)
∑
d(m)≤d/p
χ(f + r +mp)
for all but a negligible amount of r ∈ R.
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Clearly, there is no cancellation in equation (3.10) when χ is principal.
By Lemma 2.2, the latter happens if (and only if) f ′ + r′ is a square. We
have
#{r ∈ R | f ′ + r′ = } = #{r ∈ F[T ] | d(r) ≤ d, f ′ + r′ = }
≤ #{r ∈ F[T ] | d(r) ≤ d, f ′ + r = }
(3.11)
and the latter is O(|F|d/2) by Proposition 3.2. On the other hand,
(3.12) |R| ≥ |F|d(1−1/p)
so since p > 2, we conclude that the character χ from equation (3.10) is
principal only for negligibly many r ∈ R. Hence, in view of Lemma 2.2, our
task is reduced to obtaining cancellation in equation (3.10) in case χ is a
quadratic character to some squarefree modulus Q.
As Q is squarefree, there exists an s ∈ F[T ] such that sp ≡ f + r mod Q
so equation (3.10) becomes
(3.13)
∑
d(m)≤d/p
χ(sp +mp).
Since χ is multiplicative with values in {0,±1}, the sum above equals
(3.14)
∑
d(m)≤d/p
χ(s+m).
Now, recall that from Lemma 2.2 we have
(3.15) d(Q) ≤ d(f ′ + r′) ≤ d(f + r) = d(f),
so
(3.16)
d
p
≥
ǫ
p
d(f) ≥
ǫ
p
d(Q)
and we apply Conjecture 3.1 to equation (3.14) with t ··= d/p, η ··= ǫ/p. 
We would like to note that, by using a slightly more elaborate argument,
we could appeal to Conjecture 3.1 merely for the Jacobi symbol (and not
for an arbitrary quadratic character as we did in the proof above).
4. Proof of Theorem 1.6
Assume, without loss of generality, that f is monic. We need to show
that by suitably changing the coefficients of f in degree at most ǫd, one can
arrive at a polynomial with a given (nonzero) Mo¨bius value.
Let c < ǫd be the largest even integer not divisible by 3. Note that
(4.1) c ≥ ǫd− 4.
We take the coefficient of T c in f to be 1, and the coefficient of T k to be 0
for every k < c that is not divisible by 3.
Hence, it is enough to show that there is a sign change in
(4.2) {µ(f + a3) : a ∈ F[T ], d(a) ≤ ⌊c/3⌋}.
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By Lemma 2.2, this amounts to finding a sign change in
(4.3) {S · χ(f + a3) : a ∈ F[T ], d(a) ≤ ⌊c/3⌋}
where χ is a Dirichlet character to a squarefree modulus Q, and S ∈ {0,±1}.
From the changes made in f it follows that the highest power of T that
divides f ′ is T c−1. Lemma 2.2 then tells us that χ is not principal, and that
S ∈ {±1} so it suffices to detect a sign change in
(4.4) {χ(f + a3) : a ∈ F[T ], d(a) ≤ ⌊c/3⌋}.
Lemma 2.2 also gives
(4.5) d(Q) ≤ d− c+ 1
4.1
≤ (1− ǫ)d+ 5.
As Q is squarefree, there exists an s ∈ F[T ] such that s3 ≡ f mod Q so
equation (4.4) can be rewritten as
(4.6) {χ(s3 + a3) : a ∈ F[T ], d(a) ≤ ⌊c/3⌋}.
Since χ is multiplicative with values in {0,±1}, the set above equals
(4.7) {χ(s+ a) : a ∈ F[T ], d(a) ≤ ⌊c/3⌋}
which is the set of values of a character on a short interval. We have
(4.8) ⌊c/3⌋ ≥
c
3
− 1
4.1
≥
ǫd− 4
3
− 1 ≥
ǫ
3
d− 3
so combining this with equation (4.5) we get
(4.9)
⌊c/3⌋
d(Q)
≥
ǫ
3d− 3
(1− ǫ)d+ 5
.
Since we have assumed that 3/7 < ǫ < 1, the right hand side of the above
tends to a quantity greater than 1/4 as d → ∞. Consequently, we can use
the (function field analog of the) Burgess bound (as stated for instance in
[2, Theorem 2]) to obtain a sign change in equation (4.7).
5. Proof of Theorem 1.7
We seek cancellation in
(5.1)
∑
g
µ(1 + gPn)
where g ranges over all monic polynomials of degree d− kn. In this range,
we say that g1 and g2 are equivalent if (1 + g1P
n)′ = (1 + g2P
n)′. This is
tantamount to (g1 − g2)P
n being a cube. In other words,
(5.2) g1 − g2 = P
αh3
where α is the least nonnegative integer congruent to −n mod 3, and
(5.3) d(h) < (d− kn− kα)/3.
THE GEOMETRIC MO¨BIUS FUNCTION AND QUADRATIC CHARACTER SUMS 9
Let R be a complete set of representatives for our equivalence relation.
We can rewrite the sum from equation (5.1) as
(5.4)
∑
r∈R
∑
h
µ
(
1 + (r + Pαh3)Pn
)
so it is sufficient to exhibit cancellation in
(5.5)
∑
h
µ(1 + rPn + Pn+αh3)
for all but a negligible amount of r ∈ R. Lemma 2.2 reduces the above to
(5.6)
∑
h
χ(1 + rPn + Pn+αh3)
where χ is a character to a squarefree modulus Q. One can see that there
is no cancellation in the sum above if
(5.7) (1 + rPn + Pn+αh3)′ = Pm ·
for some nonnegative integer m. This happens if and only if
(5.8) r′P + nrP ′ = Pm ·.
From the definition of R, it follows that r 7→ r′P + nrP ′ is injective, so the
amount of r ∈ R satisfying equation (5.8) is
(5.9) O
(
(d− kn)|F|
1
2
(d−kn)
)
.
On the other hand,
(5.10) |R| ≥ |F|
2
3
(d−kn)
so we can (and will) neglect those r ∈ R that satisfy equation (5.8).
Lemma 2.2 tells us that P | Q, and that
(5.11) χ = χ˜ ·
( ·
P
)σ
where χ˜ is a quadratic character mod Q˜ ··= Q/P , and σ ∈ {1, 2}. With this
notation, we see that the sum from equation (5.6) equals
(5.12)
∑
h
χ˜(1 + rPn + Pn+αh3).
As Q˜ is squarefree, there exists an s ∈ F[T ] such that s3 ≡ 1 + rPn mod Q˜
so equation (5.12) becomes
(5.13)
∑
h
χ˜
(
s3 + (P ℓh)3
)
where ℓ = (n + α)/3. Since χ˜ is multiplicative with values in {0,±1}, the
sum above equals
(5.14)
∑
h
χ˜(s+ P ℓh).
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As P is prime to Q˜, our sum equals (up to a sign)
(5.15)
∑
h
χ˜(sP−ℓ + h).
From Lemma 2.2 we get that
(5.16) d(Q˜) ≤ d− kn+ k,
and in the sum above, the degree of h reaches (at least)
(5.17)
d− kn− kα
3
− 1.
Dividing the latter by d(Q˜), we arrive at a quantity larger than 1/4 (once
d − kn is large enough). We can thus use the Burgess bound (as stated in
[2, Theorem 2]) to obtain cancellation in equation (5.15).
Remark 5.1. Our argument gives cancellation with a power saving.
Remark 5.2. Our argument also handles other residues classes (apart from
1 mod Pn). We need the derivative of the residue class to be divisible by a
large power of P (for something similar to equation (5.16) to hold).
Remark 5.3. Somewhat surprisingly, we managed not to use our assumption
that d − kn ≥ ǫd in full. We have only used that d − kn is large enough.
This means that we have obtained cancellation in some very short arithmetic
progressions, where Maier’s phenomenon could interfere.
Remark 5.4. It is not strictly necessary to assume that the modulus (of the
arithmetic progression) is a power of a fixed prime. Yet, it is crucial that
our modulus is (extremely) smooth.
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