The global exponential stability and uniform stability of the equilibrium point for high-order delayed Hopfield neural networks with impulses are studied. By utilizing Lyapunov functional method, the quality of negative definite matrix, and the linear matrix inequality approach, some new stability criteria for such system are derived. The results are related to the size of delays and impulses. Two examples are also given to illustrate the effectiveness of our results.
Introduction
In the last several years, Hopfield neural networks HNNs have received especially considerable attention due to their extensive applications in solving optimization problem, traveling salesman problem, and many other subjects, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . However such neural networks are shown to have limitations such as limited capacity when used in pattern recognition problems, see 2, 3 . This led many researchers to use neural networks with high order connections. The high-order neural networks have stronger approximation property, faster convergence rate, greater storage capacity, and higher fault tolerance than lowerorder neural networks. Recently, various results on stability of high-order delayed HNN are obtained, see [11] [12] [13] [14] [15] . For example, Lou and Cui 13 studied the global asymptotic stability of high-order HNN with time-varying delays by using Lyapunov method, linear matrix inequality LMI , and analytic technique as follows: T ijl g l x l t − τ l t g j x j t − τ j t I i , t ≥ t 0 , i 1, 2, . . . , n.
Preliminaries
Let R denote the set of real numbers, R the set of nonnegative real numbers, Z the set of positive integers, and R n the n-dimensional real space equipped with the Euclidean norm || · ||.
Consider the following high-order delayed HNN model with impulses 
T ijl g l x l t − τ t g j x j t − τ t I i , t / t k , t ≥ t 0 ,
where Λ {1, 2, . . . , n}, n ≥ 2 corresponds to the number of units in a neural network; the impulse times t k satisfy 0 ≤ t 0 < t 1 < · · · < t k < · · · , lim k → ∞ t k ∞; x i corresponds to the membrane potential of the unit i at time t; c i is positive constant; f j , g j denote, respectively, the measures of response or activation to its incoming potentials of the unit j at time t and t − τ t ; T ijl is the second-order synaptic weights of the neural networks; constant a ij denotes Abstract and Applied Analysis 3 the synaptic connection weight of the unit j on the unit i at time t; constant b ij denotes the synaptic connection weight of the unit j on the unit i at time t − τ t ; I i is the input of the unit i; τ t is the transmission delay such that 0 < τ t ≤ τ andτ t ≤ ρ < 1, t ≥ t 0 ; τ, ρ are constants.
The initial conditions associated with system 2. 
n is continuous everywhere except at finite number of points t k , at which ψ t k and ψ t
T is an equilibrium point of system 2.1 . Impulsive operator is viewed as perturbation of the equilibrium point x * of such system without impulsive effects. We assume that
Since x * is an equilibrium point of system 2.1 , one can derive from system 2.1 -2.2 that the transformation y i x i − x * i , i ∈ Λ transforms such system into the following system for more details, please see papers 12, 13 : 
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in which ς l is a real value between g l x l t − τ t and g l x * l , l ∈ Λ.
Remark 2.1. Obviously, 0, 0, . . . , 0 T is an equilibrium point of 2.4 . Therefore, there exists at least one equilibrium point of system 2.1 . So, the stability analysis of the equilibrium point x * of 2.1 can now be transformed to the stability analysis of the trivial solution y 0 of 2.4 .
In the following, the notations X T and X −1 mean the transpose of and the inverse of a square matrix X. We will use the notation X > 0 or X < 0, X ≥ 0, X ≤ 0 to denote that the matrix X is a symmetric and positive definite negative definite, positive semidefinite, negative semidefinite matrix. Let λ max X , λ min X , respectively, denote the largest and smallest eigenvalue of matrix X.
Throughout this paper, we assume that there exist constants
We introduce some definitions as follows.
the upper right-hand Dini derivative of V t, x along the solution of 2.4 is defined by

D V t, x
lim sup
2.6
Definition 2.3 see 25 . Assume y t y t 0 , ϕ t is the solution of 2.4 through t 0 , ϕ . Then the zero solution of 2.4 is said to be uniformly stable, if, for any ε > 0 and t 0 ≥ 0, there exists some δ δ ε > 0 such that ϕ ∈ PC δ t 0 implies ||y t || < ε, t ≥ t 0 .
Definition 2.4 see 5 . The equilibrium point x
* of the system 2.1 is globally exponentially stable, if there exists constant μ > 0, M ≥ 1 such that, for any initial value φ,
Next, in order to obtain our results, we need to establish the following lemma.
Lemma 2.5 see 13 . For any vectors a, b ∈ R n , the inequality
holds, in which X is any n × n matrix with X > 0.
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Lemma 2.6 see 31 . Let X ∈ R n×n , then
for any a ∈ R n if X is a symmetric matrix.
Main Results
In this section, some sufficient delay-dependent conditions of global exponential stability and uniform stability for system 2.1 are obtained.
Theorem 3.1.
Assume that there exist constants ε > 0, δ ∈ 0, ε and n×n symmetric and positive definite matrices P , Q 1 , Q 2 such that
where η k is the largest eigenvalue of
Then the equilibrium point of the system 2.1 is globally exponentially stable and the approximate exponential convergent rate is ε − δ /2.
Proof. We only need to prove that the zero solution of system 2.4 is globally exponentially stable. For any t 0 ≥ 0, let y t y t 0 , ϕ t be a solution of 2.4 through t 0 , ϕ . Consider the Lyapunov functional as follows:
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By Lemma 2.5, we get 
3.6
On the other hand, since Γ T Γ ||ς|| 2 E and ||ς|| ≤ ||χ||, then we have
where
Thus, we obtain 
y t−τ t T T T G y t−τ t
Moreover, we note
By simple induction, considering 3.4 -3.10 , we get, for k ≥ 1,
On the other hand, from 3.4 , we get
3.12
Substituting the above inequality into 3.11 , we obtain
3.13
In view of condition ii , we furthermore have
Hence, the zero solution of system 2.4 is globally exponentially stable; that is, the equilibrium point of system 2.1 is globally exponentially stable and the approximate exponential convergent rate is ε −δ /2. The proof of Theorem 3.1 is therefore complete.
Remark 3.2. In Theorem 3.1, we find that condition i can be replaced by
3.16
Leting P Q 1 Q 2 E in Theorem 3.1, then we have the following. ii there exists constant W ≥ 0 such that
Corollary 3.3. Assume that there exist constants
ε > 0, δ ∈ 0, ε such that i λ max ≤ −ε − M − N 1 − ρ − Nλ max T T T 1 − ρ − em k 1 ln max max i∈Λ 1 d i k 2 , 1 − δ t m − t 0 < W ∀m ∈ Z holds.
3.18
The equilibrium point of the system 2.1 is globally exponentially stable and the approximate exponential convergent rate is ε − δ /2. 
3.20
Furthermore, if P Q 1 Q 2 E in Corollary 3.6, then it becomes as follows.
Corollary 3.7. The equilibrium point of the system 2.1 without impulses is globally exponentially stable, if the following condition holds:
Remark 3.8. Corollaries 3.6 and 3.7 imply that if the above inequality holds, then there exists enough small ε > 0 such that all conditions in Corollary 3.4 are satisfied. Hence, Corollaries 3.6 and 3.7 supplied a new criteria for global exponential stability of equilibrium point of the system 2.1 without impulses.
Next we can establish a theorem which provide sufficient conditions for uniform stability of system 2.1 by constructing another Lyapunov functional. Here we shall emphasize the effects of impulses. Theorem 3.9. Assume that there exist n × n symmetric and positive definite matrices P , Q 1 , Q 2 such that the following condition Proof. We only prove the zero solution of system 2.4 is uniformly stable. For any ε > 0, t 0 ≥ 0, ϕ ∈ PC δ t 0 , let y t y t 0 , ϕ t be a solution of 2.4 through t 0 , ϕ , t 0 ≥ 0, then we can prove that ||y t || < ε, t ≥ t 0 , where 
3.25
Applying the same argument as Theorem 3.1, we get
3.26
By simple calculation, we can obtain, for
≤ 0.
3.27
Moreover, we know
By simple induction, from 3.27 and 3.28 we may prove that, for k ≥ 1,
Employing the fact 3.25 , we obtain
which implies that y t < ε, t ≥ t 0 .
3.31
Therefore, the zero solution of system 2.4 is uniformly stable, that is, the equilibrium point of system 2.1 is uniformly stable. The proof of Theorem 3.9 is complete. 
where Ξ k is the largest eigenvalue of −PC − CP PAQ
If P Q 1 Q 2 E in Theorem 3.9, then we have the following. 
Examples
In this section we give two examples to demonstrate our results.
Example 4.1. Consider the following high-order delayed Hopfield-type neural network with impulses which implies that λ max Θ −3.6347. Also, we note that implies that
By Corollary 3.3, the equilibrium point of 4.1 0, 0, 0 T is global exponential stable with the approximate convergence rate 0.0488. However, the criteria in 12 are invalid here.
and with impulses
where 
4.10
On the other hand, we can compute 
Conclusions
In this paper, a class of high-order delayed HNN with impulses is considered. We obtain some new criteria ensuring global exponential stability and uniform stability of the equilibrium point for such system by using Lyapunov functional method, the quality of negative definite matrix, and the linear matrix inequality. Our results show delays and impulsive effects on the stability of HNN. Two examples are given to illustrate the feasibility of the results.
