Abstract. In this paper a branch-and-bound algorithm is proposed for finding a global minimum to a Mathematical Programming Problem with Complementarity (or Equilibrium) Constraints (MPECs), which incorporates disjunctive cuts for computing lower bounds and employs a Complementarity Active-Set Algorithm for computing upper bounds. Computational results for solving MPECs associated with Bilivel Problems, NP-hard Linear Complementarity Problems, and Hinge Fitting Problems are presented to highlight the efficacy of the procedure in determining a global minimum for different classes of MPECs.
Introduction
In this paper we address the Mathematical Programming Problems with Complementarity (or Equilibrium) Constraints (MPECs) when all the constraints but the complementarity are linear and the objective function is convex on the convex set defined by the linear constraints. Specifically, we focus on the following problem * Support for this author was provided by 
MPEC:
Minimize f (y, z),
where 
with A ∈ R p×m and b ∈ R p . Note that inequality constraints in the definition of K y can always be reduced to equalities by introducing slack variables and accommodating them within (1). In many applications of MPEC the matrices E and M are square, with E the identity matrix and M a positive semi-definite (PSD) or positive definite (PD) matrix [8, 11, 13, 20] . Moreover, we assume that the function f is convex on the convex set defined by the linear constraints.
The MPEC (1) is an NP-hard optimization problem, since the determination of a feasible solution for MPEC consists of solving a Generalized Linear Complementarity Problem (GLCP), which is NP-hard [15] . Due to this, we expect some sort of enumeration to be required for finding a global minimum to such a problem. In the last few decades, several algorithms of this sort have been proposed for the MPEC. Among these, branch-and-bound algorithms [2, 9] , a penalty technique [24] and a sequential complementarity method [12] are considered to be the most efficient procedures to perform this task. A number of local methods [6-8, 10, 14, 16, 22] have also been recently developed to find stationary points for the MPEC. Among these techniques, the complementarity active-set algorithm introduced in [14] is particularly recommended to process the MPEC (1) when E is the identity matrix and M is a PSD matrix or can be transformed into an MPEC having this property. The algorithm employs an active-set methodology, maintains complementarity during the entire procedure, and is shown to be quite efficient in practice for finding stationary points to the MPEC (1).
In this paper a new branch-and-bound algorithm for the MPEC (1) with a convex function f is introduced. The algorithm employs the complementarity active-set algorithm to compute upper-bounds and disjunctive cuts to find lower-bounds. An interesting feature of this algorithm that distinguishes it from other branch-and-bound methods is that branching is done at the stationary points that are achieved during the procedure. Due to the characteristics of the MPEC at hand, it is shown
