There is a deep and interesting connection between the topological properties of a graph and the behaviour of the dynamical system defined on it. We analyse various kind of graphs, with different contrasting connectivity or degree characteristics, using the signless Laplacian matrix. We expose the theoretical results about the eigenvalue of the matrix and how they are related to the dynamical system. Then, we perform numerical computations on real-like graphs and observe the resulting system. Comparing the theoretical and numerical results we found a perfect consistency. Furthermore, we define a metric which takes in account the "rigidity" of the graph and enables us to relate all together the topological properties of the graph, the signless Laplacian matrix and the dynamical system.
Introduction
The interaction terms in many dynamical systems can be viewed as links in a graph, and it is interesting to explore new ways to study these systems by using graph theory. In our work, we discuss systems based on the signless Laplacian of a graph, motivated by models arising in the study of viral capsids [2] [6] [8] . The original idea of this model is due Cermelli, Indelicato and Zappa [3] , who worked with a viral capsid, i.e., the "head" of a virus. Inside the capsid is contained the RNAm of the virus, and it opens in order to release its infective content. Therefore, those dynamical systems become relevant to study. A rich literature on dynamical systems based on the Laplacian exists, for instance in the study of the synchronisation problem or for harmonic coupled oscillators. The problem may seem similar, but these two matrices have completely different behaviours. For more information about the Laplacian matrix and the synchronisation problem, see for example [7] [9] . The main difference between our case and the Laplacian is that the associated energy for the latter is not coercive: the asymptotic behaviour of the system involves large oscillations. Given a graph, we define a linear dynamical system on it. Each node represents a component of a vector field, while the links between nodes are the mutual influence in the potential function. To study the asymptotic behaviour of the system, we first characterise analytically the eigenvalues and the eigenvectors of the signless Laplacian for some general classes of graphs, given the explicit form of the eigenvalue and eigenvectors. Then, we perform numerical simulations on more complex systems, based on large and random graphs. In order to study the connection between the behaviour of the system and the topology of the graph we try, using specifically designed graphs, to isolate the various characteristics that seem meaningful, in order to understand the role of nodes with different properties. We found that not only the degree of a node is important, but also the average degree of its first, second and third neighbourhoods. We defined a metric to take this property into account. Using this distance, the simulations show a perfect match with the theoretical result and the expected behaviour. The idea is that there is a kind of rigidity: the more the nodes are connected (the graph is "rigid"), the less they move. This property acts also locally: if just a few nodes are poorly connected, and the rest of the graph has a lot of links, they spread crazily while the other parts remain steady. Then, we investigate also the importance of the clustering as a graph measure. It turns out to have some kind of significance. Therefore, we use the previous metric to define a new one, which is able to include the information of the clustering. Both measures are really valid to describe the behaviour of the system.
The dynamical system
Given a graph G = (V, E) of order n with vertex set V , edge set E and adjacency matrix A = (A ij ), consider a vector field x x x ∈ R n whose components (x 1 , . . . , x n ) are scalar fields associated to the vertices of G. The signless Laplacian matrix of G is Q = A + D, where
Q is semidefinite positive, with non negative entries. We consider interactions among the nodes described by a potential function [2] U : R n → R of the form
where H = (aI + 2bQ), and a, b are real parameters, with b > 0 and, at least at the beginning, a < 0. The associated gradient system has the forṁ
Note that the system is linear and H symmetric, i.e., H has got real eigenvalues. Denoting by λ i the eigenvalues of the dynamical system and q i the eigenvalues of the signless Laplacian Q, ordered in descending order, we have
If the largest eigenvalue of the system is negative, the system is stable, so we have the simple stability condition:
if q n > − a 2b and b > 0 then the system is stable, otherwise the system is unstable.
Q-eigenvalues and Q-eigenvectors
We compute the eigenvalues and the eigenvectors of the signless Laplacian for five classes of graphs: the complete graph on n vertices K n , the complete bipartite graphs K n,m , the cycle C n , the path P n and the star S n = K 1,n−1 . The Q-eigenvalues will be always denoted by q i , i = 1, . . . , n, and will be sorted in descending order q 1 ≥ q 2 ≥ · · · ≥ q n . ω k will represent the k-th n-root of the unit. Recall that ω k = cos
The table reports the Q-eigenvalues and the Q-eigenvectors for each of the five classes of graphs. We can see how the multiplicity of the Q-eigenvalue decreases as the
graphs become less and less connected. Moreover, there is a substantial difference for C n if n is odd or even. The reason lies in the bipartiteness of C n for n even. In fact, C 2k is bipartite while C 2k+1 is not. As a result, the smallest Q-eigenvalue of C 2k is unique and equal to 0 [4] . On the other hand, C 2k+1 as a smallest Q-eigenvalue of multiplicity 2 and greater than 0. As a consequence, the dynamical system based on C 2k will turn out to be more likely unstable. In order to avoid this problem, we will no longer impose the restriction a < 0.
Dynamical system
Due to the relation (3) between the eigenvalues of the dynamical system and the Q-eigenvalues, we want some upper and bound for the largest and the smallest Q-eigenvalues. There are several results in regard to, for a general review see [4] or [10] . We discuss here only the two systems based on K n and on P n , in order to point out the general trend. The K n system has smallest eigenvalue λ n = −a − 4b (n − 1), with eigenvector (1, . . . , 1), which corresponds to a so-called 'breathing' mode, i.e., a perturbation where all vertices spread together at the same speed. As to the other instability modes, i.e., the other eigenvectors of the dynamical system, we have that all other (n − 1) Q-eigenvalues of K n are equal to (n − 2) and so all other eigenvalues of K n are
We analyse the other eigenvalues: if a < 0, then −a is positive while −2b (n − 2) is negative, more and more negative growing n. That means it should be easy to make the system stable because growing n to destabilise the system we need to increase a very fast. Though, for n >> 1 if b > 1 also for great value of a the system will be stable. If a > 0, then −a is negative and so it is −2b (n − 2), and the system is in general stable.
All eigenvalues of P n have multiplicity equal to one. Thus, all the eigenspaces have the dimension equal to one and each perturbation goes along just one vector.
The path is a bipartite graph and so the smallest Q-eigenvalue is equal to zero [4] . Then, the system's largest eigenvalue is λ 1 = −a, with eigenvector v v v (q n ) = (1, . . . , 1). When we perturb the system along this eigenvector we find again a breathing perturbation:
The other system's eigenvalues are λ j = −a − 4b 1 − cos 2πj n , with corresponding eigenvectors:
It is interesting to notice that this system is really easy to perturb, i.e., a weak force in one direction can disrupt it. Although, the perturbation acts in that direction only, leaving the other vertices untouched.
Simulations on large graphs
We will now analyse some numerical results. We want to move on from the previous theoretical results and to test if there is some property of the graph that directly influence the stability of the system. Then, we study the asymptotic convergence of the system just beyond the stability threshold.
Recall that the eigenvalues of Q are all non-negative and related to the system's ones by the relation (3). The stability diagram of the system is given plotting for each eigenvalue the values of a and b for which λ i = 0. We are interested in studying what happens when a and b have values between the straight lines of the first and the second eigenvalue. In other words, when the largest eigenvalue is positive while all the others remain negative (see Figure 1 ). Using (3) for the largest eigenvalues, we impose the values of a ∈ R and b ∈ R + such that λ 1 > 0 and λ 2 < 0:
The general solution of the system contains as exponents the eigenvalues of the system. Then, imposing these conditions, all the contribution of the various eigenspaces should go asymptotically to zero, except the component of the largest eigenvalue. Calling E i the eigenspace of the i−th eigenvalue and x(t) the state of the system at time t, we obtain
if we do not have an initial condition x 0 ∈ E i , with i = 1. If as an initial condition we have a vector x 0 ∈ E i , i = 1, the system will asymptotically go to zero along the direction of the eigenspace. In the following, for convenience, we will often refer to the eigenspace E 1 and to its eigenvector and eigenvalue using the adjective principal. The computation shows the expected asymp- The dominant eigenvector of the system. totic convergence of the state of the system to E 1 (see Figure 2) . Given that the system converges to a state proportional to E 1 we want to study how the shape of this state is related to the structural features of the graph Then, we perform a graphical comparison between the value of the component of the node in E i and different graph measures for the centrality of a node. We can see a marked tendency for isolated nodes to have a higher weight in E i . However, from this observation, we cannot affirm that the perturbation accumulates on the isolated nodes because this is not true for every node with a low centrality. For example (Figure 3 ), isolated nodes with a low value in the eigenvector, i.e., nodes on which the perturbation does not act, can be easily found. Therefore, we can only conclude that if a node has a large component in the eigenvector then it is an isolated one and that highly central nodes have low values in the eigenvector.
Detailed study of isolated nodes
We need to analyse which characteristic of an isolated node give it a high value in the eigenvector. Firstly we want to test the behaviour of a graph that is highly connected except for a single dangling node, (i.e., a node with degree one). We connect an isolated node to a n = 100 complete graph. The isolate node's value in the eigenvector is 0.99 which is almost the highest value it could reach since the eigenvector's module is normalised to one (see Figure 4 ). Only another node has a value in the eigenvector, −1.0 · 10 −2 , that is significantly greater than zero, while all the other nodes have an extremely small value: 5.3·10 −5 . That is the node connected to the isolated one. This is also the node with the highest degree. That suggests that the neighbours of a node have a role determining its value inside the eigenvector. Therefore not only the centrality of a node is important but also the ones of its neighbours To investigate how it works, we generate a scale-free graph with n = 100 and modify it adding one or two nodes in three ways: one to the node with the highest degree, or one to the node with the lowest degree, or one to the node with the highest degree and the other to the lowest degree one. We analyse the resulting eigenvectors. In the first case, the dangling node connected to the hub ((a) in Figure 5 ) takes the maximum value in the eigenvector: 9.9 · 10 −1 . The hub is the only other node taking a value distinguishable from zero: −1.8 · 10 −2 . In the second case, we still see the isolated node taking the highest value −9.8·10 −1 . Moreover, the node to which it is connected has the value 1.45 · 10 −1 , that is almost ten times larger than the one of the hubs in the previous case. Furthermore, also other nodes have a value which is distinguishable from zero. These are the lower degree neighbours of the pendant node. In the third case ((c) in Figure 5 ), the eigenvector is almost identical to the second case. The nodes show almost the same values in the eigenvectors (even if with reversed sign), with the only exception of the dangling node connected to the hub which has a rather low value, −1.7 · 10 −2 . Note that this value is on the order of the values shown by the lower degree neighbours of the lowest degree node. It means only one of the added nodes take a remarkable value, while the other barely moves. These results underline the importance of neighbours and show the presence of some kind of "winner takes all" mechanism. In fact, in the third graph where two nodes are added, only one of the dangling nodes takes all the value.
The importance of neighbours
We noted that a notion of rigidity could be involved as a part of the explanation for the observed behaviour. Recall the previous result on the graph, especially the comparison between the K n system and the P n system. In the K n system, we see a rise in stability with the growth of n. This can be related to the number of neighbours that a node has got: a higher number implies a higher constraint. Also, the numerical results show the same trend. For example, in Figure 5 , the connection of a dangling node to a hub limits the propagation of a perturbation. Moreover, the hub itself has a low value in the eigenvector. On the other hand, the connection to a less constrained node allows the perturbation to propagate to its lower degree neighbours. To analyse this hypothesis, we create a graph in which areas with different rigidity are easily recognisable. This graph is built connecting a path of twenty nodes to a scale-free graph of seventy nodes and to a complete graph of ten nodes. In these graphs, it is clear that the path is the less rigid area. Thus, our hypothesis suggests that the non-zero values of the eigenvector should accumulate there. Computing the eigenvectors we find that both rigid parts have null components in the eigenvector. Instead, the components of the nodes in the path are different from zero. The sign for each node is opposite than the ones of its neighbours and their magnitude increase moving away from the rigid parts. The maximum value is then reached by the nodes at the centre of the path (see Figure 6 ). This result confirms the assumption since the larger compo- Figure 6 : Principal eigenvector of a path that connects a Barabási Albert and a complete graph. nents are those of the path. It can also be noticed that both the complete and the scale-free graphs have null components. Taking this into account, we now want to build a measure that can capture the rigidity of the nodes. We say that the rigidity of a node comes from its degree and from the constriction imposed by the presence of its neighbours. Hence, we consider the medium degree of the first, second and third neighbours of a node and add their value (weighted, in order to consider the lower influence of a distant node) to the node's degree
where 0 ≤ p ≤ 1 indicates the influence that the neighbours' degree of the node i has over its rigidity and N (i) is the set of neighbours of node i. In this formulation, the influence of a node at distance k = 1, 2, 3 is reduced by a factor p k . Comparing the principal eigenvector with the centrality measure, we see in Figure 7 that the degree alone does not distinguish between the various nodes in the path since they have all the same degree. Considering also the neighbours' degree, the nodes of the path are subdivided giving to the ones with a lower value in the eigenvector a higher centrality. Comparing the principal eigenvector with the centrality measures for the second graph we obtain the results in Figure 7 . This new rigidity measures seem to be able to capture some of the aspects that control the behaviour of the system, i.e., the importance of isolated nodes and the importance of the neighbours.
From the results obtained above, we do not expect the form of the eigenvector to depend on the clustering of the nodes. In fact, in Figure 3 , we see no relation between the importance of a node in the eigenvector and its clustering. Nevertheless, analysing the original potential
we consider the interaction term for two nodes only and search in which direction it is minimised. Excluding the solution x = 0 since the parameters a and b are chosen to make it unstable, we have that the minimum is given by configuration x i = −x j . This explains why neighbouring nodes tend to have values with opposite sign (particularly evident in Figure 7 ). This means that the neighbouring nodes of the system assume values with opposite sign trying to minimise the energy. A perfect example is the star graph (see Figure 8) . In this graph, the nodes can easily minimise their energy assuming a value whose sign is the opposite of the one of the neighbour because each node but the central one has got just one neighbour: the central node itself. However, if in S 50 we introduce an edge between some of the nodes, it is impossible to minimise the energy assuming opposite values. The system tries to overcome this obstacle giving these nodes a low value (see Figure  9 ). The node at the centre of the star, however, cannot assume a low value since it has to minimise the energy of the interaction also with the other nonconstrained nodes. Therefore, forced between these two requests, it assumes an intermediate value.
Since the clustering of a node is the measure of the connections between the neighbours of a node, we expect it to have some role determining the value of the component in the principal eigenvector. On the contrary, it seemed to have no connection with the principal eigenvector (see Figure 3) . Then, for most of our analysis, this measure was calculated but rarely taken into account. To investigate the role of the clustering, we use the BA algorithm to generate a new graph with n = 100. The lowest value for the degree in this graph is five. Then we add a new node to the graph and generate four new graphs connecting the newly introduced node to the four higher degree nodes of the network. The four hubs in the initial graph are connected together. Thus, all the neighbours of the 101 st node are neighbours to each other, and so its clustering is c(101) = 1. Note that, when it is connected to only one node, the clustering value is zero by default. In Figures 10 (a) , (b) and (c), we see that the node has the highest value in the eigenvector. On the other hand, in case (d) the value in the eigenvector is almost negligible (9 × 10 −2 ), even though it still has the lowest degree. Then, also the clustering plays a certain role. However, for large graphs without trivial connection patterns, its role is marginal compared to that of the degree. From this, we can suppose that the clustering can be used to improve the rigidity measure we defined earlier. Then, we define a new measurer:r
where Clust (i) and deg (i) are respectively the clustering coefficient and the degree of node i, whilep is an adjustable parameter. In this formula deg (i) multiplies Clust (i) to differentiate between nodes that despite belonging to equally clustered groups does not have the same rigidity due to the different amount of links. Using this new metric, we see ( Figure 11 ) an improvement in the behaviour prediction. As before, the colour shows the value of the measure used, and the size of a node represents the degree of the node. The arrow shows the node whose value was higher in the eigenvector. We can see that both the metric are able to capture this fact. Moreover, there is a tiny improvement usingr instead of r. This is due to the information carried by the clustering, as we said above. Summing up, those metric are both truly useful for studying the properties of the graph and of the system because they are able to discern which part of a graph are more able to move or spread and which not.
Conclusions
In the first part of the work, we analysed the stability of a dynamical system defined on several classes of graphs. The general result is that the more connected the graph is, the stronger under perturbation the system is. Keeping this in mind, in the second part of the work we tried to understand how exactly the connection properties influence the system, and also how we can measure of this connection properties.
From the theoretical results, we know that a perturbation spreads in different ways on the path and on the complete graph, i.e., on graphs with general low connectivity and on highly connected graphs. More precisely, if a node is connected with several others, and also those have a high connection rank, the perturbation is not going to have a huge impact. On the other hand, if the node is not very well connected with other nodes, or if it is connected to a node which degree is low, then the perturbation is going to have great effects. When we performed the numerical simulations, we found a perfect accord with this expectation. In fact, through numerical simulations, we proved that if we place the system in a specific type of instability its state converges in the direction of the principal eigenvector. This encouraged us to study the connection between the features of this state and the structure of the graph. Performing simulations on different types of large graphs, constructed in order to have specific characteristics, we showed that exists a connection between the topology of the nodes and their importance inside the principal eigenvector. Our results give high relevance to the degree of a node, accompanied by the importance of the degree of its neighbours and the connections between them, carried out by the clustering. In this study is given a good account of the factors that lead a node to have a high value in the eigenvector. The relationship between the topology of the graph and its value inside the eigenvector, however, remains unknown. An analytical result that allows us to understand the importance of a node from the graph structure knowing its topological characteristics, it was not obtained. This probably depends on the fact that the behaviour of a complex graph can not be simplified over a certain limit, as we tried to do connecting linearly the topological properties of the graph with the spectral ones. Since the behaviour of the system derives from a complex interplay of different characteristics, there is probably a more complex type of connection that has to be taken into account when we analyse the graph. There is probably a more complex type of connection that has to be taken into account when we analyse the graph. The behaviour of the system derives from a complex interplay of the different characteristics of the graph.
