In most of the cases, only a subvector of the parameters is tested in a model. The remaining parameters arise in the tests as nuisance parameters. The presence of nuisance parameters causes biases in key estimates used in the tests. So inferences made on the presence of nuisance parameters may lead to less accurate conclusions. Even the presence of nuisance parameters can destroy the test. Thus in eliminating the influence of nuisance parameters from the test can improve the tests' performance. The effect of the nuisance parameters can be eliminated by the marginal likelihood, conditional likelihood, canonical likelihood, profile likelihood and Bayesian tests. This paper is concerned with marginal likelihood-based test for eliminating the influence of nuisance parameters. In general, existing one-sided and two-sided tests for autocorrelation are tested only autocorrelation coefficients but not the regression coefficients in the model. So we proposed a distance-based marginal likelihood one-sided Likelihood Ratio (DMLR) test in eliminating the influence of nuisance parameters for testing higher order autocorrelation with one-sided alternatives in linear regression model using marginal likelihood and distance-based approach. Monte Carlo simulations are conducted to compare power properties of the proposed DMLR test with their respective conventional counterparts. It is found that the DMLR test shows substantially improved power for most of cases considered.
Introduction
The inference in the presence of nuisance parameters (the parameters not under test) is a long-standing problem in econometrics as well as in statistics. Because of the non-experimental nature of almost all economic data, economic models usually involve a large number of inferences. In the linear regression model, if the errors do not follow the assumptions of the classical linear regression model, then test based on this assumption are not appropriate and give misleading result. Different types of violations may be caused due to multicollinearity, heteroscedasticity, autocorrelation, etc. Violation of the assumptions of regression disturbances results in autocorrelation and heteroscedasticity. Therefore, it is highly desirable to be able to perform diagnostic tests of the regression disturbances in the presence of autocorrelation and or heteroscedasticity.
There is an extensive literature on testing of autocorrelation coefficients in the linear regression model, see for example Durbin-Watson (1950) , Durbin (1970) , Box and Pierce (1970) , Wallis (1972) , Ljung and Box (1978) , Breush and Godfrey (1978) etc. But these tests are two-sided in nature and not suitable for testing one-sided alternatives. To overcome this situation one-sided tests are proposed by Majumder and King (1999) , Basak, Rois and Majumder (2005) , and Rois, Basak and Majumder (2008) using distance-based approach. Monte Carlo experiments reported by them show that the one-sided tests for autocorrelation rejects the null hypothesis more frequently than usual two-sided tests. Unfortunately, all these one-sided tests are tested autocorrelation coefficients but not the regression coefficients in the model. Thus the problems of nuisance parameters arise in the tests.
Econometric inferences, particularly hypothesis testing, may be affected seriously when nuisance parameters are present in the model. One possible explanation is that the presence of nuisance parameters causes biases in key www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 1, No. 2; estimates used in the tests. As Durbin and Watson (1971) first showed, this problem of nuisance parameters can be overcome by the use of invariance arguments. A maximal invariant statistic can be expressed as functions of the maximal invariant, optimal invariant testing procedures can be constructed by treating the maximal invariant as the observed data (King & Hiller, 1985; King, 1987) .
In this context, Ara and King (1993) considered treating the standard maximal invariant statistic as the observed data and using its density as the likelihood function. They showed that this is also equivalent to basing the inference on the marginal-likelihood function. Use of the marginal likelihood function first suggested by Kalbfleisch and Sportt (1970) . Others too have proposed its use, particularly in the context of estimation, include Levenbach (1972; 1973) , Patterson and Thompson (1975) , Cooper and Thompson (1977) and Tunnicliffe Waison (1989) . The main theme of this literature is that the use of the marginal likelihood helps reduce bias. Results reported by Corduas (1986) and Ara and King (1993) show that the LR and LM tests based on marginal likelihood functions are clearly more accurate than their conventional counterparts. But these tests are also two-sided in nature.
Many econometric models provide us with prior information about some or all of their unknown parameters. Such information usually comes from economic theory, from previous empirical studies or from functional considerations such as variance always being nonnegative. For this reason, many econometric testing problems are potentially either strictly one-sided or partially one-sided. For example, the own price and income elasticity coefficients in demand analysis, and variances of error components in panel data model with individual and time error components can be expected to be positive (Majumder, 1999) . In practice, often the amount of data available to conduct a test is limited. In this situation, two-sided tests are no longer valid. So the one-sided and partially one-sided tests may be able to improve the quality of inferences. In such situation, the maximum likelihood based LR test can be improved by using distance-based approach for testing higher order autocorrelation in presence of nuisance parameters. So we expect better power performance of our one-sided maximum likelihood-based LR test.
Our particular focus in this paper is on the use of maximum likelihood-based LR test (Ara & King, 1993) with distance-based approach (Majumder & King, 1999) for testing higher order autocorrelation in the linear regression model that involves nuisance parameters. Finally, make a comparative study of one-sided maximum likelihoodbased LR test (DMLR) with one-sided LR (DLR) and usual two-sided LR tests for testing higher order autocorrelation in linear regression model that involves nuisance parameters.
The organization of the paper is as follows. In section 2, we discuss the model and hypothesis uses to develop the test. Our proposed distance-based marginal likelihood one-sided LR (DMLR) test discuss in section 3. We also express distance-based one-sided LR (DLR) test in section 4. In section 5 we introduce the Monte Carlo simulation. A comparison is made between the powers of DMLR test with one-sided LR test (DLR) and usual two-sided LR test in section 6. Finally, section 7 contains concluding remarks.
Model and Hypothesis
Consider the following regression model,
where, y and u are (n × 1), β is (k × 1) vector of parameters, X is (n × k), nonstochastic and of rank k < n, and Ω(θ) is a symmetric (n × n) matrix that is positive definite for θ(p × 1) in a subset of R p . Here we assume that the disturbance term follows a stationary AR(p) process,
where, ε t ∼ N(0, 1). Here Ω is a function of unknown parameter(s) θ, where, θˆ= (σˆ2 ε , ρˆ) and Ω(θ) σ 2 I. In this context, whenever only the error components ρ are tested to check the validity of certain assumption, then the regression coefficients β become the nuisance parameters for the test.
We are interested in testing,
where, ρ = (ρ 1 , ρ 2 , . . . , ρ p ) is a (ρ × 1) matrix. The alternative hypothesis is called strictly one-sided, in such situation, usual two-sided LR test is not totally suitable. In this testing process, we have tested the autocorrelation of the error terms but not the slope and intercept parameters. So our testing procedure contains nuisance parameters. As a result distance-based one-sided DLR test is affected by nuisance parameters. The effect of the nuisance parameters can be eliminated by the marginal likelihood. Hence, we proposed a distance-based maximum likelihood one-sided LR (DMLR) test.
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International Journal of Statistics and Probability Vol. 1, No. 2; In this paper we developed strictly one-sided DMLR test by considering the linear regression model (2.1) with the disturbance term u follows AR(p) process (2.2) for the alternative hypothesis H1.
Distance-based Marginal Likelihood One-sided LR (DMLR) Test
Now we are in the position to derive the test statistic of our proposed distance-based marginal likelihood one-sided LR (DMLR) test. To develop the DMLR test statistic we need a clear knowledge about the marginal-likelihood based test (Ara & King, 1993; Ara, 1995) and distance-based approach (Majumder, 1999) .
Distance-based Approach
Distance-based approach suggests that we have to determine whether the estimated parameters under test likely to be closer to null hypothesis or to alternative hypothesis. Majumder's (1999) approach is outlined below for general testing problem: Suppose we are interested in testing a hypothesis of a parametric model in which the parameter of interest, θ, is restricted under the alternative hypothesis. More specifically, we wish to test
based on the (n × 1) random vector y whose distribution has probability density function f (y, θ), where θ ∈ R p is a subvector of an unknown parameter Θ ∈ R s ) and B is a subset of R p . Let θ be a suitable estimate of θ such that θ is asymptotically distributed as normal with variance-covariance matrix cI −1 (θ) where c is a constant and I(θ) is the information matrix. Following Shapiro (1988) , Kodde and Palm's (1986) and Majumder (1999) suggest that we should determine the closest point in the maintained hypothesis from the unconstrained point. This closest point is the solution of the following distance function or optimal function in the metric cI −1 (θ) of the parameter vectorθ ,
The closest point or optimizedθ can be used in any appropriate two-sided tests to obtain the corresponding distancebased one-sided and partially one-sided tests. The asymptotic null hypothesis distribution generally follows a mixture of the corresponding two-sided distributions (Majumder, 1999) .
Marginal Likelihood LR (MLR) Test
Ara and King (1993) and Ara (1995) developed marginal likelihood based LR test for testing regression disturbances in linear regression model that involves nuisance parameters. Here we express the summary information of marginal likelihood based LR test for exploring the concept of proposed distance-based marginal likelihood one-sided LR (DMLR) test. Under (2.2), u ∼ N(0, σ 2 Ω(θ)) where u has the stable variance-covariance matrix,
2.1) (Ljung & Box, 1979) in which L 1 is the n × n matrix
and N is the n × p matrix of zeros but with the top p × p block being
From (3.2.1), Ara (1995) deduces the inverse of the Cholesky decomposition of Ω(θ), which we denote by H(θ) = Ω(θ)
, is equal to L 1 but with the top left p × p block replaced by the lower triangular matrix,
Where the h i j values calculated recursively in the order indicated:
Finally,
The LR test of H 0 requires maximum likelihood estimates of θ. This involves maximizing
2.2)
with respect to θ, where X * = H(θ)X and e is the OLS residual vector from regression
Letθ denote the value of θ which maximizes (3.2.2) and letĥ i j andX * denote h i j and X * , respectively, evaluated at θ =θ. Furthermore, letê denote the OLS residuals from (3.2.3) with θ =θ.
Thus the convenient from of the marginal-likelihood-based LR test statistic developed by Ara (1995) is
under H 0 , (3.2.4) has an asymptotic χ 2 p distribution (Ara, 1995) .
Distance-based Marginal Likelihood One-sided LR (DMLR) Test
In our distance-based marginal likelihood one-sided LR (DMLR) test we first estimate the optimum values ofβ andρ according to the general formulation of distance-based approach, subject to the restrictions, H1. Now the DMLR test statistic becomes, where,h ii ,X * ,ẽ andz are the optimized value of h ii , X * ,ê andẑ, respectively, using the optimized value of β andρ subject to the restrictions, H1. Under the null hypothesis the distribution of the test statistic (3.3.1) follows asymptotically weighted mixture of chi-square distribution with p degrees of freedom (Kodde & Palm, 1986; Shaprio, 1988; Majumder, 1999) .
Distance-based One-sided LR Test
The likelihood ratio (LR) test requires calculation of both restricted and unrestricted estimators. If both are simple to compute, this will be a convenient way to proceed. The general form of two-sided LR statistic is,
where, l(θ 0 ) and l(θ a ) are the unrestricted and restricted maximized log-likelihood functions, respectively. The asymptotic null hypothesis distribution of (4.1) follows a central chi-square distribution with k degrees of freedom. But the two-sided LR test is not appropriate when the alternative hypothesis becomes strictly one-sided. In distance-based LR test we have to estimate the optimum values of l(θ 0 ) and l(θ a ) according to the general formulation of distance-based approach (Majumder, 1999; Basak et al., 2005; Rois et al., 2008) , subject to the restriction H1, discussed in section 3.1. Then the statistic becomes,
where, l(θ 0 ) is the unrestricted optimized value and l(θ a ) is the optimized value subject to the restrictions, H1.
Monte Carlo Simulation
Monte Carlo simulations are carried out to compare the powers of the usual two-sided LR test, DLR test and the DMLR test for detecting higher order autocorrelation of a regression model of the form (2.1). Here, we use real and artificially generated explanatory variables (X). In order to carry out Monte Carlo simulation we generate the following second order autocorrelated disturbance terms respectively,
where, ε t ∼ N(0, 1), and consequently we generate the model (2.1). We perform 5,000 replications to calculate (size corrected) simulated powers of the new and existing tests, when the error term follows second order autoregressive scheme (5.1).
Experimental Design
In order to compare the power properties of proposed DMLR test with one-sided DLR test and usual two-sided LR test we use two different types of design matrices-real data. We use the following design matrices: D1: A constant dummy and the per-capita income in constant dollars, average price for the single-family rate tariff electricity consumption in Summer, electricity consumption in winter of the San Diego Gas and Electric Company for the period 1972-1993 (Ramanathan, 1995, 502-503) .
D2: A constant dummy and the quarterly Australian consumer price index covering the period 1959-1979, lagged one quarter of the variable.
For testing the maintained hypothesis, all the design matrices D1 and D2 are employed. The following matrices are used in the experiment.
X1: A constant dummy and all (four) real variables of D1, X2: A constant dummy and all (two) real variables of D2.
We can perform our experiment for different values of the parameters ρ i , i = 1, 2, . . . , p (0 to 0.9). For the secondorder autoregressive scheme (5.1) we estimate simulated powers for testing one-sided hypothesis (2.3) and the above X1, X2 matrices for n = 50. Here we use selected values of ρ 1 and ρ 2 = 0(0.2)0.8 .
Results
This section compares the powers of the existing two-sided LR test, one-sided DLR test and the newly proposed DMLR tests for testing H1, in the context of linear regression model (2.1), which involves nuisance parameters. We use four regressors for the first set, which is per capita income, average price of the single-family rate tariff, electricity consumption in summer, electricity consumption in winter of the San Diego Gas and Electric Company www.ccsenet.org/ijsp
International Journal of Statistics and Probability Vol. 1, No. 2; for the period 1972-1993, (Ramanathan, 1995) . In the second set we use two explanatory variables of lagged data for testing the hypothesis . The estimated simulated powers of these tests are presented in Appendix, Tables 1-2 with Figures 1-2 for the design matrices defined in section 5.1. These tables represent the simulated powers of DMLR test along with one-sided DLR and two-sided LR tests for second order autoregressive scheme (5.1), when the alternative hypothesis is of the form H 1 . In both tables, the estimated sizes of the three tests is 0.05 against AR(2) disturbances when asymptotic critical values at five percent nominal level are used. Thus all the tests have size-corrected power. Table 1 reveals the estimated powers of one-sided marginal likelihood LR (DMLR), one-sided LR (DLR) and two-sided LR tests for n = 50 and design matrix X1, which contains four explanatory independent variables with problem of multicollinearity. We observe that the powers of DMLR test are slightly higher than one-sided DLR test but significantly greater than two-sided LR test near null value. Table 1 . In order to investigate the power performances of DMLR test along with DLR, LR tests in the case of lagged data we use X2-matrix, which contains two explanatory variables for testing the hypothesis H1. We observe from the Table 2 that the simulated power of the DMLR test is higher than DLR and LR tests in all cases. For example, the simulated powers of the DMLR, one-sided DLR and LR tests are 0.981, 0.968 and 0.876, respectively, for ρ 1 = 0.6, ρ 2 = 0.0, k = 2 and n = 50 in Table 2 . We observe from Monte Carlo simulation study that in all cases, i.e. correlated, uncorrelated or even when multicollinearity exists, our proposed DMLR test gives higher power than two-sided LR test and one-sided DLR test. All the figures and tables represent that the simulated power of distance-based marginal likelihood one-sided DMLR test is always superior to the usual two-sided LR test and even also to the distance-based one-sided DLR test.
In summary, the use of marginal-likelihood based test rather than their traditional counterparts does result typically in a more accurate test in terms of power. These improvements are very clear-cut in all the cases. All this evidence and the findings do suggest there can be clear advantages in using one-sided marginal likelihood based LR tests in place of one-sided DLR and two-sided LR tests for testing higher order autocorrelation in linear regression model which involves nuisance parameters.
Conclusions
This paper develops distance-based marginal likelihood one-sided DMLR test for testing higher order autocorrelations of the disturbances in a linear regression model for the one-sided alternatives in the presence of nuisance parameter(s). In this study, regression coefficients are not of the interest and that result in nuisance parameters. Since, the presence of nuisance parameters causes unwanted complications in statistical and econometric inference procedures. So we expect that eliminating the influence of nuisance parameters from the test will improve our test performance. Monte Carlo results indicate similar message that newly proposed distance-based marginal likelihood one-sided LR (DMLR) test performs better than one-sided LR and two-sided LR tests in all cases discussed in this paper.
