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E-mail addresses: m_devakar@yahoo.co.in (M. DIn this paper, we study the run up ﬂow of an incompressible micropolar ﬂuid between two
horizontal inﬁnitely long parallel plates. Initially a ﬂow of the ﬂuid is induced by a constant
pressure gradient until steady state is reached. After the steady state is reached, the pres-
sure gradient is suddenly withdrawn while the two plates are impulsively started with dif-
ferent velocities in their own plane. Using the Laplace transform technique and adopting
the state space approach, we obtain the velocity and microrotation components in Laplace
transform domain. A standard numerical inversion procedure is used to ﬁnd the velocity
and microrotation in space-time domain for various values of time, distance, material
parameters and pressure gradient. The variation of velocity and microrotation components
is studied and the results are illustrated through graphs. It is observed that the micropolar-
ity parameter has a decreasing effect on velocity component. It is also found that as the
gyration parameter increases there is a decrease in microrotation component and an
increase in velocity component.
 2010 Elsevier Inc. All rights reserved.1. Introduction
One of the best established theories of ﬂuids with microstructure is the theory of micropolar ﬂuids introduced by Eringen
[1] in 1966, which explains the deviation in the behavior of real ﬂuids with that of Newtonian ﬂuids. This theory accounts for
the internal characteristics of the substructure particles with the assumption that they are allowed to undergo rotation inde-
pendent of their linear velocity. Physically the micropolar ﬂuids may represent ﬂuids consisting of rigid randomly oriented
particles suspended in a viscous medium which have an intrinsic rotational micromotion when the deformation of the par-
ticles is ignored. This ﬂuid model constitutes a substantial generalization of the Navier–Stokes model. The micropolar ﬂuid
model is a suitable non-Newtonian ﬂuid model that can be used to analyze the behavior of lubricants, colloidal suspensions,
polymeric ﬂuids, liquid crystals and animal blood. To understand the departure from the viscous ﬂuid ﬂow model, several
problems that were studied in viscous ﬂuid ﬂow theory have also been studied in the realm of micropolar ﬂuids. An account
of the earlier developments in micropolar ﬂuid theory can be seen in [2] of Stokes and the existing state of art can be seen in
the excellent treatises of Lukaszewicz [3] and Eringen [4]. Recent works of Papautsky et al. [5,6] on microchannel/laminar
ﬂow behavior, and Kucaba-Pietal [7] on microchannel ﬂow modeling using micropolar ﬂuid theory and the references there-
in indicate the increasing awareness in the ﬂuid behavior through experimental studies as well.
In the present paper, we deal with the run up ﬂow of an incompressible micropolar ﬂuid between two inﬁnite rigid par-
allel plates. Consider a ﬂuid ﬁlling the region between two inﬁnite rigid parallel plates. Let at time t = 0+, the two plates be. All rights reserved.
x: +91 870 2459547.
evakar), iyengar_nitw@yahoo.co.in (T.K.V. Iyengar).
Nomenclature
c microrotation component
G pressure gradient
h distance between the plates
j gyration parameters
k viscosity coefﬁcient
m, n micropolarity parameters
n2 gyroviscosity parameter
q velocity vector
t time
u velocity of the ﬂuid along the x-direction
W0, W1 velocity of the lower and upper plates respectively
(x,y) space coordinates
a, b, c gyro viscosity coefﬁcients
l viscosity coefﬁcient
t microrotation vector
p pressure
q density
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unsteady ﬂow with reference to a viscoelastic ﬂuid. The ﬂow generated by the above mechanism is termed as a run up ﬂow.
A variation of the above problem can also be considered. Let us consider the ﬂow of a ﬂuid between two ﬁxed parallel plates
induced by a constant pressure gradient. After the steady state is attained, let us suddenly withdraw the pressure gradient
and allow the parallel plates to move instantaneously with different constant velocities in the direction of the applied pres-
sure gradient. This is also an example of a run up ﬂow. Ramakrishna [11] took up the study of this ﬂow taking dusty ﬂuid as
the ﬂuid under consideration. The analogous problem for various ﬂuids was studied in [12–14], of course, without labeling it
as run up ﬂow.
The problem is solved through state space approach which is, hitherto used by specialists in modern control theory for
their problems. It is heartening to note that state space approach has enabled us to get the solution of the problems in an
elegant way without going for decoupling of the system of equations governing the ﬂow. It enables us to formulate the arising
system of differential equations in matrix form and obtain the solution directly. There have been instances where this ap-
proach is made use of to study some problems in solid mechanics and ﬂuid mechanics [15–20]. We have used Laplace trans-
form technique to ﬁnd the solution in Laplace transform domain. A standard numerical inversion technique proposed by
Honig and Hirdes [21] is used to ﬁnd the velocity and microrotation at different times. The variation of velocity and micro-
rotation with respect to various ﬂow parameters is studied and the results are presented through graphs.2. Basic equations and mathematical formulation of the problem
The equations governing the ﬂow of an incompressible micropolar ﬂuid [1] in the absence of body forces and body cou-
ples are given by:divðqÞ ¼ 0; ð2:1Þ
q
dq
dt
¼ rpþ kcurlðtÞ  ðlþ kÞcurl curlðqÞ; ð2:2Þ
qj
dt
dt
¼ 2ktþ kcurlðqÞ  ccurl curlðtÞ þ ðaþ bþ cÞgradðdivðtÞÞ; ð2:3Þwhere, the scalar quantities q and j are respectively the density and gyration parameters and are assumed constants. The
vectors q and t are the velocity and microrotation respectively. p is the ﬂuid pressure at any point. The material constants
l, k are the viscosity coefﬁcients and a, b, c are the gyroviscosity coefﬁcients. These constants conform to the usual
inequalitieskP 0;2lþ kP 0; cP 0; jbj 6 c;3aþ bþ cP 0: ð2:4Þ
In the case of micropolar ﬂuids, we have a more general boundary condition in the form of hyperstick boundary condition.
This means that the velocity q at the boundary C equals the velocity qC at the boundary and the microrotation t on the
boundary equals the rotational velocity tC of the boundary. This is the super-adherence or hyperstick boundary condition
employed in the case of micropolar ﬂuid ﬂows and is based on an analogy with the no-slip condition of classical ﬂuid dynam-
ics [22–24].
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Consider an incompressible micropolar ﬂuid between two inﬁnite rigid parallel plates y = –h and y = h along the direction
of x-axis. The ﬂuid is set in motion by a constant pressure gradient G between two inﬁnite rigid parallel plates. When the
ﬂow is fully developed, the pressure gradient is suddenly withdrawn and at the same time the parallel plates are impulsively
set to move with different velocities W0, W1respectively, in the direction of the applied pressure gradient. Since the ﬂow is
along the x-direction, we take the velocity q ¼ ðuðy; tÞ;0; 0Þ and microrotation t ¼ ð0;0; cðy; tÞÞ. This choice of velocity satis-
ﬁes the continuity Eq. (2.1).
The equations governing the motion take the formq
@u
@t
¼  @p
@x
þ k @c
@y
þ ðlþ kÞ @
2u
@y2
; ð2:5Þ
qj
@c
@t
¼ 2kc  k @u
@y
þ c @
2c
@y2
: ð2:6ÞUsing the nondimensional variablesx0 ¼ x
h
; y0 ¼ y
h
;u0 ¼ qh
lþ k u; t
0 ¼ lþ k
qh2
t; c0 ¼ qh
2
lþ k c and p
0 ¼ qh
2
kðlþ kÞp: ð2:7ÞEqs. (2.5) and (2.6) reduce to@u0
@t0
¼ m @p
0
@x0
þm @c
0
@y0
þ @
2u0
@y02
; ð2:8Þ
1
n2
@c0
@t0
¼ 2nc0  n @u
0
@y0
þ @
2c0
@y02
; ð2:9Þwhere,m ¼ kðlþ kÞ ;n ¼
kh2
c
and n2 ¼ cjðlþ kÞ : ð2:10ÞDropping primes, the non-dimensional equations governing the ﬂow are seen to be@u
@t
¼ m @p
@x
þm @c
@y
þ @
2u
@y2
; ð2:11Þ
1
n2
@c
@t
¼ 2nc  n @u
@y
þ @
2c
@y2
: ð2:12Þ3. Initial state for the run-up ﬂow
In the initial state, we consider the steady ﬂow of an incompressible micropolar ﬂuid between two inﬁnite rigid parallel
plates under a constant pressure gradient G.
This allows us to takeu ¼ uðyÞ; c ¼ cðyÞ and  @p
@x
¼ G: ð3:1ÞThe governing equations of the initial state of the run up ﬂow are seen to bed2u
dy2
þmdc
dy
þmG ¼ 0; ð3:2Þ
d2c
dy2
 ndu
dy
 2nc ¼ 0; ð3:3Þsubject to the conditions:
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The solution of Eqs. (3.2) and (3.3) using the conditions (3.4) is given byuðyÞ ¼ mGð2mÞ 1 y
2 m
k
cothðkÞ þm
k
coshðkyÞ
sinhðkÞ
 
; ð3:5ÞandcðyÞ ¼ mGð2mÞ y
sinhðkyÞ
sinhðkÞ
 
; ð3:6Þwhere,k2 ¼ kð2lþ kÞh
2
cðlþ kÞ ð¼ 2nmnÞ:4. Run-up ﬂow
The bounding plates which are hitherto stationary are impulsively set in motion along the direction of applied pressure
gradient with different velocitiesW0 andW1 respectively while the applied pressure gradient is instantaneously withdrawn.
As the resultant ﬂow is time dependent, we takeu ¼ uðy; tÞ; c ¼ cðy; tÞ and  @p
@x
¼ 0; ð4:1ÞWith this, the non-dimensional equations governing the run up ﬂow are seen to be@u
@t
¼ m @c
@y
þ @
2u
@y2
; ð4:2Þ
1
n2
@c
@t
¼ 2nc  n @u
@y
þ @
2c
@y2
; ð4:3Þsubject to the conditions:
Initial conditions:uðy;0Þ ¼ mGð2mÞ 1 y
2 m
k
cothðkÞ þm
k
coshðkyÞ
sinhðkÞ
 
;
cðy;0Þ ¼ mGð2mÞ y
sinhðkyÞ
sinhðkÞ
 
: ð4:4ÞBoundary conditions: For t > 0uð1; tÞ ¼ W0;uð1; tÞ ¼ W1; cð1; tÞ ¼ 0 and cð1; tÞ ¼ 0: ð4:5Þ4.1. Solution of the problem
Taking Laplace transform to Eqs. (4.2), (4.3) and (4.5) with respect to ‘t’ and making use of the initial conditions (4.4), we
obtain:d2u
dy2
þmdc
dy
 su ¼ mGð2mÞ 1 y
2 m
k
cothðkÞ þm
k
coshðkyÞ
sinhðkÞ
 
; ð4:6Þ
d2c
dy2
 ndu
dy
 pc ¼ 1
n2
mG
ð2mÞ y
sinhðkyÞ
sinhðkÞ
 
; ð4:7Þ
M. Devakar, T.K.V. Iyengar / Applied Mathematical Modelling 35 (2011) 1751–1764 1755wherep ¼ 2nþ s
n2
 
;with conditions:
Boundary conditions:uð1; sÞ ¼ W0
s
; uð1; sÞ ¼ W1
s
; cð1; sÞ ¼ 0 and cð1; sÞ ¼ 0: ð4:8ÞIntroducing the new variables u0 ¼ dudy and c0 ¼ dcdy, the Eqs. (4.6) and (4.7) can be written in matrix form,d
dy
u
c
u0
c0
0
BBB@
1
CCCA ¼
0 0 1 0
0 0 0 1
s 0 0 m
0 p n 0
0
BBB@
1
CCCA
u
c
u0
c0
0
BBB@
1
CCCAþ
0
0
uðy;0Þ
 1n2 cðy;0Þ
0
BBBB@
1
CCCCA; ð4:9Þord
dy
Vðy; sÞ ¼ AðsÞVðy; sÞ þ BðyÞ; ð4:10ÞwhereAðsÞ ¼
0 0 1 0
0 0 0 1
s 0 0 m
0 p n 0
0
BBB@
1
CCCA; BðyÞ ¼
0
0
uðy;0Þ
 1n2 cðy;0Þ
0
BBBB@
1
CCCCA and Vðy; sÞ ¼
uðy; sÞ
cðy; sÞ
u0ðy; sÞ
c0ðy; sÞ
0
BBB@
1
CCCA: ð4:11ÞThe solution of the matrix differential Eq. (4.10) is seen to beVðy; sÞ ¼ exp½AðsÞy Vð0; sÞ þ
Z y
z¼0
expðAðsÞzÞBðzÞdz
 
: ð4:12ÞTo determine the matrix exp[A(s)y], we note that, the characteristic equation of the matrix A(s) isk4  ðsþ pmnÞk2 þ sp ¼ 0; ð4:13Þ
with the characteristic roots ±k1, ±k2, where,k1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþpmnÞþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþpmnÞ24sp
p
2
q
k2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþpmnÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþpmnÞ24sp
p
2
q
9>=
>;; ð4:14Þare with positive real parts. The Maclaurin’s series expansion of exp [A(s)y] is given by :exp½AðsÞy ¼
X1
r¼0
½AðsÞyr
r!
: ð4:15ÞUsing Cayley–Hamilton theorem, the inﬁnite series (4.15) can be written in the formexp½AðsÞy ¼ Lðy; sÞ ¼ a0I þ a1Aþ a2A2 þ a3A3; ð4:16Þwhere I is the unit matrix of order 4 and a0, a1, a2 and a3 are some parameters depending on y and s. Following the state space
technique as is used in problems dealing with modern control theory [25] and in [15–20], we note that the characteristic
roots ± k1, ± k2 satisfy the Eq. (4.16) and hence by replacing the matrix A with its characteristic roots ±k1, ±k2 therein, we
get the following system of linear equations:exp½k1y ¼ a0 þ a1k1 þ a2k21 þ a3k31
exp½k1y ¼ a0  a1k1 þ a2k21  a3k31
exp½k2y ¼ a0 þ a1k2 þ a2k22 þ a3k32
exp½k2y ¼ a0  a1k2 þ a2k22  a3k32
9>>>=
>>>;
; ð4:17Þ
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2
1 coshðk2yÞ  k22 coshðk1yÞ
h i
a1 ¼ 1F
k21
k2
sinhðk2yÞ  k
2
2
k1
sinhðk1yÞ
h i
a2 ¼ 1F coshðk1yÞ  coshðk2yÞ½ 
a3 ¼ 1F 1k1 sinhðk1yÞ  1k2 sinhðk2yÞ
h i
9>>>>=
>>>>;
; ð4:18ÞwhereF ¼ k21  k22:0
5
10
15
20
25
30
35
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
distance-y
v
el
oc
ity
-u
t=0.5
t=1
t=2
t=3
t=5
Fig. 1. Variation of velocity with distance at different times for m = 0.5; n = 1; n2 = 2; W0 =W1 = 5; G = 2.
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2
1  sÞ coshðk2yÞ  ðk22  sÞ coshðk1yÞ
n o
;
L12 ¼ mpF
1
k2
sinhðk2yÞ  1k1 sinhðk1yÞ
 
;
L13 ¼ 1F
p k22
k2
 !
sinhðk2yÞ  p k
2
1
k1
 !
sinhðk1yÞ
( )
;
L14 ¼ mF coshðk2yÞ  coshðk1yÞf g;
L21 ¼ nsF
1
k1
sinhðk1yÞ  1k2 sinhðk2yÞ
 
;
L22 ¼ 1F ðk
2
1  pÞ coshðk2yÞ  ðk22  pÞ coshðk1yÞ
n o
; L23 ¼  nmL14;
L24 ¼ 1F
s k22
k2
 !
sinhðk2yÞ  s k
2
1
k1
 !
sinhðk1yÞ
( )
;
L31 ¼ sL13; L32 ¼ pL14; L33 ¼ L11 þ nL14;
L34 ¼ mF k2 sinhðk2yÞ  k1 sinhðk1yÞf g; L41 ¼ 
ns
m
L14;
L42 ¼ pL24; L43 ¼ 
n
m
L34; L44 ¼ L22 þ nL14: ð4:19ÞWith these, the solution (4.12) is obtained in the formVðy; sÞ ¼ Lðy; sÞ Vð0; sÞ þ
Z y
z¼0
expðAðsÞzÞBðzÞdz
 
; ð4:20Þwhere Lij’s are explicitly given in (4.19).
Thus we haveVðy; sÞ ¼ Lðy; sÞVð0; sÞ þ Lðy; sÞ
Eðy; sÞ
Fðy; sÞ
Rðy; sÞ
Tðy; sÞ
0
BBB@
1
CCCA; ð4:21Þ0
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Z y
z¼0
L13uðz; 0Þ  1n2 L14cðz; 0Þ
 
dz;
Fðy; sÞ ¼
Z y
z¼0
L23uðz;0Þ þ 1n2 L24cðz;0Þ
 
dz;
Rðy; sÞ ¼
Z y
z¼0
L33uðz;0Þ þ 1n2 L34cðz;0Þ
 
dz;
Tðy; sÞ ¼
Z y
z¼0
L43uðz;0Þ  1n2 L44cðz;0Þ
 
dz; ð4:22Þ0
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(4.22)), we obtain the expressions for uðy; sÞ and cðy; sÞ asuðy; sÞ ¼ L11uð0; sÞ þ L12cð0; sÞ þ L13u0ð0; sÞ þ L14c0ð0; sÞ þ Hðy; sÞ; ð4:23Þ
cðy; sÞ ¼ L21uð0; sÞ þ L22cð0; sÞ þ L23u0ð0; sÞ þ L24c0ð0; sÞ þ Dðy; sÞ; ð4:24Þwhere,Hðy; sÞ ¼ L11Eðy; sÞ þ L12Fðy; sÞ þ L13Rðy; sÞ þ L14Tðy; sÞ; ð4:25Þ
Dðy; sÞ ¼ L21Eðy; sÞ þ L22Fðy; sÞ þ L23Rðy; sÞ þ L24Tðy; sÞ: ð4:26Þ(It is observed that, the above functions H(y,s) and D(y,s) are respectively even and odd, with respect to the space variable y).
We note that, uðy; sÞ and cðy; sÞ are completely determined if we have the expressions for uð0; sÞ; cð0; sÞ;u0ð0; sÞ and c0ð0; sÞ.
Using the boundary conditions (4.8) in (4.23) and (4.24), and solving the arising algebraic equations, the unknowns
uð0; sÞ; cð0; sÞ; u0ð0; sÞ and c0ð0; sÞ can be obtained as:uð0; sÞ ¼ L
1
14Dð1; sÞ  L124 Hð1; sÞ  W1þW02s
 
L111L
1
24  L121L114
; ð4:27Þ
cð0; sÞ ¼ L
1
23
W1W0
2s
 
L112L
1
23  L122L113
; ð4:28Þ
u0ð0; sÞ ¼ L
1
22
W1W0
2s
 
L112L
1
23  L122L113
; ð4:29Þ
c0ð0; sÞ ¼ L
1
21 Hð1; sÞ  W1þW02s
  L111Dð1; sÞ
L111L
1
24  L121L114
; ð4:30Þwhere, L1ij’s are the values of Lij’s at y = 1.
The ﬂow variables, velocity and microrotation, can now be obtained in Laplace transform domain, using (4.23) and (4.24)
and taking into account (4.27)–(4.30), these are seen to beuðy; sÞ ¼
L11L
1
14  L14L111
	 

Dð1; sÞ  L11L124  L14L121
	 

Hð1; sÞ  W1þW02s
 
L111L
1
24  L121L114
þ
L12L
1
23  L13L122
	 

W1W0
2s
 
L112L
1
23  L122L113
þ Hðy; sÞ; ð4:31Þ
cðy; sÞ ¼
L21L
1
14  L24L111
	 

Dð1; sÞ  L21L124  L24L121
	 

Hð1; sÞ  W1þW02s
 
L111L
1
24  L121L114
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Fig. 6. Variation of microrotation with distance at different times for m = 0.5; n = 1; n2 = 2; W0 =W1 = 5; G = 2.
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1
ijði; j ¼ 1;2;3;4Þ contain terms involving k1, k2 and p and each one of these depends on s, the functions
uðy; sÞ and cðy; sÞ are not amenable for analytical inversion. Hence, we use a numerical inversion technique proposed by Hon-
ig and Hirdes [21] to determine u(y, t) and c(y, t) numerically.
4.1.1. Numerical inversion procedure
In order to invert uðy; sÞ and cðy; sÞ, we adopt a numerical inversion technique due to Honig and Hirdes [21]. Using this
method, the inverse f(t) of the Laplace transform f ðsÞ is approximated byf ðtÞ ¼ e
bt
t1
1
2
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Fig. 7. Variation of microrotation with distance for various values of m when t = 1; n = 1; n2 = 2; G = 2; W0 =W1 = 5.
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Fig. 8. Variation of microrotation with distance for various values of n when t = 1; m = 0.5; n2 = 2; G = 2; W0 =W1 = 5.
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t1
 
exp
iNpt
t1
  
< e; ð4:34Þwhere e is a prescribed small positive number that corresponds to the degree of accuracy required. The parameter b is a
positive free parameter that must be greater than the real part of all the singularities of f ðsÞ. The optimal choice of b was
obtained according to the criteria described in [21].5. Discussion of results
The velocity u(y, t) and microrotation c(y, t) are obtained for various values of y and t for diverse values of material param-
eters and their variation is presented through graphs. We have obtained the results for W0 =W1 = 5. From Fig. 1, it is seen0
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Fig. 9. Variation of microrotation with distance for various values of n2 when t = 1; m = 0.5; n = 1; G = 2; W0 =W1 = 5.
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indicates that as the micropolarity parameter m increases the velocity decreases for ﬁxed t, n, n2 and G. The same trend is
seen in Fig. 3 also as the micropolarity parameter n increases for any y at a ﬁxed t, m, n2 and G. We notice from Fig. 4 that
for larger values of n2 the velocity is not showing signiﬁcant difference at a given time t, and for ﬁxed values of m, n and G.
Fig. 5 shows the variation of velocity at a ﬁxed time,m, n and n2 as G varies. As G increases, the velocity increases for a ﬁxed y.
For diverse cases, the variation of microrotation component is shown through Figs. 6–10. It is observed that the micro-
rotation is vanishing on y = 0 in all cases. It also shows a symmetric behavior with respect to y = 0. From Fig. 7, it is seen that
as the micropolarity parameter m increases, there is an increase in microrotation. The same trend is observed in Fig. 8 with
respect to the increase in micropolarity parameter n. From Fig. 9, we notice that, as the gyroviscosity parameter increases
there is a decrease in microrotation. As the gyroviscosity coefﬁcient c increases, the gyroviscosity parameter n2 increases
which leads to a decrease in microrotation. As in the case of velocity, as the pressure gradient G increases there is an increase
in the microrotation (see Fig. 10).
6. Conclusions
Run up ﬂow of an incompressible micropolar ﬂuid between two parallel plates is studied. The governing partial differen-
tial equations were solved through state space approach and the ﬂow variables, velocity and microrotation are obtained in
Laplace transform domain. The state space approach has enabled us to obtain the solution of the problem without decou-
pling the coupled system of governing equations. The velocity and microrotation in space-time domain are obtained for dif-
ferent times and for various values of material parameters using a numerical inversion procedure. The following are the
observations made in the present investigation:
(i) The velocity and microrotation components are symmetric about y = 0 when the two plates move with equal velocity.
(ii) As can be expected, as we increase the pressure gradient, there is an increase in velocity.
(iii) The micropolarity parameter has a decreasing effect on velocity component which is in agreement with Eringen’s [1]
observation.
(iv) As we increase the micorpolarity parameter, we found that there is an increase in microrotation component.
(v) As the gyroviscosity coefﬁcient c increases, the gyroviscosity parameter n2 increases which leads to a decrease in
microrotation component and an increasing tendency in velocity component.
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