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Abstract
This work studies the problem of sequentially recovering a sparse vector xt and a vector from a low-dimensional
subspace `t from knowledge of their sum mt = xt + `t. If the primary goal is to recover the low-dimensional
subspace where the `t’s lie, then the problem is one of online or recursive robust principal components analysis
(PCA). To the best of our knowledge, this is the first correctness result for online robust PCA. We prove that if
the `t’s obey certain denseness and slow subspace change assumptions, and the support of xt changes by at least
a certain amount at least every so often, and some other mild assumptions hold, then with high probability, the
support of xt will be recovered exactly, and the error made in estimating xt and `t will be small. An example of
where such a problem might arise is in separating a sparse foreground and slowly changing dense background in
a surveillance video.
I. INTRODUCTION
Principal Components Analysis (PCA) is a widely used tool for dimension reduction. Given a matrix
of data D, PCA seeks to recover a small number of directions that contain most of the variability of
the data. This is typically accomplished by performing a singular value decomposition (SVD) of D and
retaining the singular vectors corresponding to the largest singular values. A limitation of this procedure
is that it is highly sensitive to outliers in the data set. Recently there has been much work done to
develop and analyze algorithms for PCA that are robust with respect to outliers. A common way to model
outliers is as sparse vectors [1]. In seminal papers Cande`s et. al. and Chandrasekaran et. al. introduced
the Principal Components Pursuit (PCP) algorithm and proved its robustness to sparse outliers [2], [3].
Principal Components Pursuit poses the robust PCA problem as identifying a low rank matrix and a sparse
matrix from their sum. The algorithm is to minimize a weighted sum of the nuclear norm of the low rank
matrix and the vector `1 norm of the sparse matrix subject to their sum being equal to the observed data
matrix. Stronger results for the PCP program can be found in [4]. Other methods such as [5] model the
entire column vector as being either correct or an outlier. Some other works on the performance guarantees
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2for batch robust PCA include [6], [7], and [8]. All of these methods require waiting until all of the data
has been acquired before performing the optimization.
In this work we consider an online or recursive version of the robust PCA problem where we seek to
separate vectors into low dimensional and sparse components as they arrive, using the previous estimates,
rather than re-solving the entire problem at each time t. An application where this type of problem is
useful is in video analysis [9]. Imagine a video sequence that has a distinct background and foreground.
An example might be a surveillance camera where a person walks across the scene. If the background
does not change very much, and the foreground is sparse (both practical assumptions), then separating the
background and foreground can be viewed as a robust PCA problem. Sparse plus low rank decomposition
can also be used to detect anomalies in network traffic patterns [10]. In all such an applications an online
solution is desirable.
A. Contributions
To the best of our knowledge, this is among the first works that provides a correctness result for an
online (recursive) algorithm for sparse plus low-rank matrix recovery. We study the ReProCS algorithm
introduced in [11]. As shown in [12], with practical heuristics used to set its parameters, ReProCS has
significantly improved recovery performance compared to other recursive ([13], [14], [10]) and even batch
methods ([2], [9], [14]) for many simulated and real video datasets.
Online algorithms are needed for real-time applications such as video surveillance or for other streaming
video applications. Moreover, even for offline applications, they are faster and need less storage compared
to batch techniques. Finally, as we will see, online approaches can provide a way to exploit temporal
dependencies in the dataset (in this case, slow subspace change), and we use this to allow for more
correlated support sets of the sparse vectors than do the various results for PCP [2], [3], [4]. Of course
this comes at a cost. Our result needs a tighter bound on the rank-sparsity product as well as an accurate
estimate of the initial low dimensional subspace and analyzes an algorithm that requires knowledge of
subspace change model parameters.
We show that as long as algorithm parameters are set appropriately (which requires knowledge of the
subspace change model parameters), a good-enough estimate of the initial subspace is available, a slow
subspace change assumption holds, the subspaces are dense enough for a given maximum support size
and a given maximum rank, and there is a certain amount of support change at least every so often, then
the support can be exactly recovered with high probability. Also the sparse and low-rank matrix columns
can be recovered with bounded and small error.
Partial results have been provided for ReProCS in the recent work of Qiu et. al. [11] and follow up
papers [15], [16]; however, none of these results is a correctness result. All require an assumption that
3depends on intermediate algorithm estimates. Recent work of Feng et. al. from NIPS 2013 [17], [18]
provides partial results for online robust PCA. One of these papers, [17], does not model the outlier as a
sparse vector; [18] does, but it again contains a partial result. Moreover the theorems in both papers only
talk about asymptotically converging to the solution of the batch problem, whereas in the current work,
we exploit slow subspace change to actually relax a key assumption needed by the batch methods (that of
uniformly distributed random supports or of very frequent support change). A more detailed comparison
of our results with [2], [3], [18], [19], and [20] is given in Section V. Other work only provides an
algorithm without proving any performance results; for example [13], [14].
Our result uses the overall proof approach of [11] as its starting point. The new techniques used in
proving our correctness result are described in Section VI. Moreover, new techniques are also needed to
prove that various practical models for support change follow the support change assumptions needed by
our main result (Section IV).
B. Notation
We use lowercase bold letters for vectors, capital bold letters for matrices, and calligraphic capital
letters for sets. We use x′ for the transpose of x. The 2-norm of a vector and the induced 2-norm of a
matrix are denoted by ‖ · ‖2. We refer to a matrix with orthonormal columns as a basis matrix. Notice
that for a basis matrix P , P ′P = I . For a set T of integers, |T | denotes its cardinality. For a vector x,
xT is a vector containing the entries of x indexed by T . Define IT to be an n × |T | matrix of those
columns of the identity matrix indexed by T . Then let AT := AIT . We use the interval notation [a, b]
to mean all of the integers between a and b, inclusive, and similarly for (a, b) etc. For a matrix A, the
restricted isometry constant (RIC) δs(A) is the smallest real number δs such that
(1− δs)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δs)‖x‖22
for all s-sparse vectors x [21]. A vector x is s-sparse if it has s or fewer non-zero entries. For Hermitian
matrices A and B, the notation A  B means that B − A is positive semi-definite. For a Hermitian
matrixH ,H EVD= UΛU ′ denotes its eigenvalue decomposition. Similarly for any matrixA,A SVD= UΣV ′
denotes its singular value decomposition.
C. Organization
The rest of the paper is organized as follows. In Section II we describe the signal model assumed for our
data. Our main result (Theorem 3.1) is presented in Section III, and the proof is given in Section VI. Section
IV describes examples of motion that satisfy our support change assumptions, and contains Corollary
4.6 which is a result for a simple example of motion that satisfies our support change assumptions.
4The corollary is proved in Section VII. A discussion of our results and support change model along
with comparisons with other works can be found in Section V. We show a simulation experiment that
demonstrates our result in Section VIII. Finally, some concluding remarks and directions for future work
are given in Section IX.
II. PROBLEM DEFINITION AND ASSUMPTIONS
At time t we observe a vector mt ∈ Rn that is the sum of a vector from a slowly changing low-
dimensional subspace `t and a sparse vector xt. So
mt = `t + xt for t = 0, 1, 2, . . . , tmax,
with the possibility that tmax = ∞. We model the low-dimensional `t’s as `t = Ptat for a basis matrix
Pt that is allowed to change slowly over time. Given an estimate of the initial subspace Pˆ(0), the goal is
to obtain estimates xˆt and ˆ`t at each time t and to periodically update the estimate of Pt.
A. Model on `t
1) Subspace Change Model for `t
Let tj for j = 1, . . . , J be the times at which the subspace where the `t’s lie changes. We assume
`t = Ptat where Pt = P(j) for tj ≤ t < tj+1.
P(j) is a basis matrix that changes as P(j) = [P(j−1) P(j),new]. Because P(j) is a basis matrix, P(j−1) ⊥
P(j),new. Let rj = rank(P(j)) and define r := rJ = maxj rankP(j). Also let cj,new = rank(P(j),new)
and define c := maxj rank(P(j),new). Observe that
r = rank([`1, . . . , `tmax ]) and r ≤ r0 + Jc.
For t ∈ [tj, tj+1), `t can be written as `t = [P(j−1) P(j),new]
 at,∗
at,new
. where
at,∗ := P(j−1)′`t and at,new := P(j),new′`t
2) Assumptions and notation for at
We assume that the at’s are zero mean bounded random variables that are mutually independent over
time. Let
γ := sup
t
‖at‖∞ and γnew := sup
t
‖at,new‖∞.
Define Λt := Cov(at) and assume it is diagonal. Let (Λt)new := Cov(at,new). Define λ− :=
inft λmin(Λt) and λ+ := supt λmax(Λt), and assume that 0 < λ− ≤ λ+ <∞. Also, for an integer d,
define λ−new := minj mint∈[tj ,tj+d] λmin((Λt)new) and λ
+
new := maxj maxt∈[tj ,tj+d] λmax((Λt)new).
5Then define
f :=
λ+
λ−
and g :=
λ+new
λ−new
.
Notice that f is a bound on the condition number of Λt. And g is a bound on the condition number
of (Λt)new for the first d time instants after a subspace change.
B. Model on xt
Let Tt := {i : (xt)i 6= 0} be the support set of xt and let s = maxt |Tt| be the size of the largest
support. Let xmin := inft mini∈Tt |(xt)i| denote the size of the smallest non-zero entry of any xt.
Divide the interval [1, tmax] into subintervals of length β. For the interval [(u − 1)β, uβ − 1] let T(i),u
for i = 1, . . . , lu be mutually disjoint subsets of {1, . . . , n} such that for every t ∈ [(u− 1)β, uβ − 1],
Tt ⊆ T(i),u ∪ T(i+1),u for some i. (1)
Then define
h(β) := max
u=1,...,d tmax
β
e
max
i
∣∣{t ∈ [(u− 1)β + 1, uβ] : Tt ⊆ T(i),u ∪ T(i+1),u}∣∣ (2)
First notice that (1) can always be trivially satisfied by choosing lu = 1 and T(1),u = {1, . . . , n}. Also
notice that h(β) is a bound on how long the support of xt remains in a given area during the intervals
[(u− 1)β, uβ − 1]. We should also point out that as defined above, h(β) depends on the choice of T(i),u.
The trivial choice will give h(β) = β. To eliminate this dependence, we could specify that the T(i) be
chosen optimally. So we could instead define
h∗(β) := max
u=1,...,d tmax
β
e
min
lu=1,...,n
min
mutually disjoint
T(1),u,...,T(lu),usatisfying(1)
max
i
∣∣{t ∈ [(u− 1)β, uβ − 1] : Tt ⊆ T(i),u ∪ T(i+1),u}∣∣
(3)
Observe that h∗(β) is h(β) with the T(i) chosen to minimize h(β).
As we will see, we need an upper bound on h∗(β) for large enough β. Practically, this means that there
is some support change every so often. We show several examples of this model in Section IV.
Remark 2.1. We could replace (1) above with
Tt ⊆ T(i),u ∪ T(i+1),u ∪ · · · ∪ T(i+d−1),u.
In this case we would need a tighter bound on h∗(β) because the conclusion of Lemma 6.6 will be
‖M‖2 ≤ 2d2σ+h∗(β). The proof is easily modified by adding additional bands around the block diagonal.
We choose to use d = 2 for purposes of exposition.
6C. Subspace Denseness
Below we give the definition of the denseness coefficient κs.
Definition 2.2. For a basis matrix P , define κs(P ) := max|T |≤s
‖IT ′P ‖2.
As described in [11], κs is a measurement of the denseness of the vectors in the subspace range(P ).
Notice that small κs means that the columns of P are dense vectors. The reason for quantifying denseness
using κs is the following lemma from [11].
Lemma 2.3. For a basis matrix P , δs(I − PP ′) = (κs(P ))2.
Lemma 2.3 says that if the columns of P are dense, then the orthogonal projection onto the orthogonal
complement of the range of P will have a small RIC. Our result assumes a bound on κs(P(J)) and a
tighter bound on κs(P(j),new).
III. MAIN RESULT
A. Main Result
In this section we state and discuss our main result for the ReProCS algorithm introduced in [11]. We
restate the ReProCS algorithm as Algorithm 1 and briefly explain its main idea in Section III-B.
Theorem 3.1 (Correctness result for Algorithm 1 under the model given in Section II).
Pick a ζ that satisfies
ζ ≤ min
(
10−4
r2
,
1.5× 10−4
r2f
,
1
r3γ2
)
.
Suppose
1) ‖(I − Pˆ(0)Pˆ(0)′)P(0)‖2 ≤ r0ζ;
2) The algorithm parameters are set as:
• K =
⌈
log(0.17cζ)
log(0.72)
⌉
;
• ξ =
√
cγnew +
√
ζ(
√
r +
√
c);
• 7ξ ≤ ω ≤ xmin − 7ξ;
• α = C(log(6KJ) + 11 log(n)) for a constant C ≥ Cadd with
Cadd :=
4800
(ζλ−)2
max{16, (1.2ξ)4}
3) The subspace changes slowly enough such that the model parameters satisfy:
• tj+1 − tj > d ≥ Kα for all j;
• r < min{n, tj+1 − tj} for all j;
•
√
cγnew +
√
ζ(
√
r +
√
c) ≤ xmin
14
;
7• g ≤ √2;
4) The support of xt changes enough such that for the α chosen above,
h∗(α) ≤ h+α
where h+ := 1
200
.
5) The low dimensional subspace is dense such that
• κ2s(P(J)) ≤ 0.3;
• maxj κ2s(P(j),new) ≤ 0.02.
Then, with probability at least 1− n−10, at all times t
1) The support of xt is recovered exactly, i.e. Tˆt = Tt
2) The recovery error satisfies:
‖xˆt − xt‖2 ≤
1.2
(
1.83
√
ζ + (0.72)k−1
√
cγnew
)
t ∈ [tj + (k − 1)α, tj + kα− 1], k = 1, 2, . . . , K
2.4
√
ζ t ∈ [tj +Kα, tj+1 − 1]
3) The subspace error SEt := ‖(I − PˆtPˆt′)Pt‖2 satisfies:
SEt ≤
10
−2√ζ + 0.72k−1 t ∈ [tj + (k − 1)α, tj + kα− 1], k = 1, 2, . . . , K
10−2
√
ζ t ∈ [tj +Kα, tj+1 − 1].
Corollary 3.2. In the special case where (Λt)new is a multiple of the identity, that is (Λt)new = λt,newI ,
then the same result as above can be proven with h+ = 1
88
. This assumption would hold for example if
only one new direction is added at a time i.e. c = 1. For this proof, the Cauchy-Schwarz inequality is not
needed, so there will not be a square root in the expression for b4,k on page 23
Theorem 3.1 says that if an accurate estimate of the initial subspace is available, the algorithm parameters
are set appropriately, the low-dimensional subspace changes slowly enough, the support of the sparse part
changes quickly enough, and the low-dimensional subspace is dense, then with high probability the support
of the sparse vector will be recovered exactly and the error in estimating both xt and `t will be small at
all times t. Also, the error in estimating the low-dimensional subspace will be initially large when new
directions are added, but decays exponentially to a small constant times
√
ζ .
The assumptions on the support change of xt in Theorem 3.1 are stronger than needed. We presented the
model as such for simplicity and ease of exposition. Our proof only uses the support change assumptions
for the intervals [tj + (k − 1)α, tj + kα − 1] for j = 1, . . . , J and k = 1, . . . , K. These are the intervals
where projection-PCA is done (see Algorithm 1).
8B. The ReProCS Algorithm
The ReProCS algorithm presented here was introduced in [11]. A more practical version including
heuristics for setting the parameters was given in [12]. The basic idea of ReProCS is as follows. Given
an accurate estimate of the subspace where the `t’s lie, projecting the measurement mt = xt + `t onto
the orthogonal complement of the estimated subspace will nullify most of `t. The denseness of `t implies
that this projection will have small RIC (Lemma 2.3) so the sparse recover step will produce an accurate
estimate xˆt. Then, subtraction also gives a good estimate ˆ`t = mt − xˆt. Using these ˆ`t, the algorithm
successively updates the subspace estimate by a modification of the standard PCA procedure, which we
call projection PCA.
IV. SUPPORT CHANGE EXAMPLES
The support change model assumed in Theorem 3.1 is quite general, but also rather abstract. So in this
section, we provide some concrete examples of motion patterns that will satisfy our model.
We introduce the following definition for ease of notation.
Definition 4.1. Define the interval
Ju := [(u− 1)α, uα− 1]
for u = 1, . . . , d tmax
α
e.
A. Support change by at least s
2
every so often.
Example 4.2. Consider one dimensional motion where the support moves down the vector. Also assume
that when the support reaches n, it starts over at 1. Let bu be the number of times the support of xt
changes during the interval Ju. If during the interval Ju,
1) bu ≤ n2s ;
2) the support changes at least once every α
200
time instants ;
3) when the support of xt changes, it moves down by at least s2 indices but fewer than 2s indices ;
then, h∗(α) ≤ α
200
. Notice that 2) implies that bu ≥ 199.
To help clarify Example 4.2, consider
Tt = {1, . . . , 10} for the first α
200
or fewer frames,
Tt = {6, . . . , 15} for the next α
200
or fewer frames,
and so on.
Proof:
9Algorithm 1 Recursive Projected CS (ReProCS) [11]
Parameters: algorithm parameters: ξ, ω, α, K, model parameters: tj , cj,new
Input: mt,
Output: xˆt, ˆ`t, Pˆt
Set Pˆt ← Pˆ(0), j ← 1, k ← 1.
For t > 0, do the following:
1) Estimate Tt and xt via Projected CS:
a) Nullify most of `t: set Φt ← I − Pˆt−1Pˆt−1′, compute yt ← Φtmt
b) Sparse Recovery: compute xˆt,cs as the solution of minx ‖x‖1 s.t. ‖yt −Φtx‖2 ≤ ξ
c) Support Estimate: compute Tˆt = {i : |(xˆt,cs)i| > ω}
d) LS Estimate of xt: compute (xˆt)Tˆt = ((Φt)Tˆt)
†yt, (xˆt)Tˆ ct = 0
2) Estimate `t: ˆ`t = mt − xˆt.
3) Update Pˆt: K Projection PCA steps.
a) If t = tj + kα− 1,
i) Pˆ(j),new,k ← proj-PCA
([
ˆ`
tj+(k−1)α, . . . , ˆ`tj+kα−1
]
, Pˆ(j−1), cj,new
)
.
ii) set Pˆt ← [Pˆ(j−1) Pˆ(j),new,k]; increment k ← k + 1.
Else set Pˆt ← Pˆt−1.
b) If t = tj +Kα− 1, then set Pˆ(j) ← [Pˆ(j−1) Pˆ(j),new,K ].
Increment j ← j + 1. Reset k ← 1.
4) Increment t← t+ 1 and go to step 1.
Where,
Q← proj-PCA(D,P , r)
1) Projection: compute Dproj ← (I − PP ′)D
2) PCA: compute 1
α
DprojDproj
′ EVD=
[
Q Q⊥
] Λ 0
0 Λ⊥
 Q′
Q⊥′
 where Q is an n × r basis
matrix and α is the number of columns in D.
First notice that together 1) and 3) ensure that during Ju, the object does not revisit indices that
it has previously occupied. If for each interval Ju, we can construct one set of T(i),u’s so that
∣∣{t ∈
[(u− 1)α, uα− 1] : Tt ⊆ T(i),u ∪ T(i+1),u}
∣∣ ≤ α
200
, we will have shown that for these T(i),u, h(α) ≤ α200 .
Because h∗(α) takes the minimum over choices of T(i), we will be done.
Each interval [(u−1)α, uα−1] is treated in the same way, so we remove the subscript u for simplicity.
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Fig. 1. A visual representation of Example 4.2 and its proof.
Let T [j] for j = 1, . . . ,m be the distinct supports during the interval Ju. That is Tt = T [j] for some j.
Now define T(i) = T [i] \ T [i+1] for i = 1, . . . ,m− 1, and T(m) = T [m]. Because the support moves by at
least s
2
indices, T [j] only has overlap with T [j−1] and T [j+1] (In particular, T [j] ⊆ (T [j+2])c ). Thus the
T(i) are disjoint. Next we show that T [j] ⊆ T(j) ∪ T(j+1).
T [j] = (T [j] ∩ (T [j+1])c) ∪ (T [j] ∩ T [j+1])
= T(j) ∪
(T [j] ∩ T [j+1])
⊆ T(j) ∪
((T [j+2])c ∩ (T [j+1]))
⊆ T(j) ∪ T(j+1)
Finally, by 2), the support changes at least once every α
200
time instants, so with the T(i) chosen this
way, h(α), defined in (2), will be less than α
200
. Since h∗(α) is the minimum over all choices of T(i),
h∗(α) ≤ α
200
.
Remark 4.3. As per Remark 2.1, we can replace s
2
above with s
d
. In many cases this is a more realistic
11
assumption. As noted previously, this will require a smaller bound on h∗(α). For example, if d = 5, then
we would need h∗(α) ≤ α
1250
, or if d = 10, then h∗(α) would have to be less than α
5000
.
Example 4.4 (Probabilistic model on support change). Again consider one-dimensional motion of the
support of xt, and let ot be its center at time t. Suppose that the support moves according to the model
ot = ot−1 + θt(0.6s+ νt) (4)
where νt is Gaussian N (0, σ2) and θt is a Bernoulli random variable that takes the value 1 with probability
q and 0 with probability 1− q. Again, when the object reaches n, it starts over at 1. Assume that {νt},
{θt} are mutually independent and independent of {at} for t = 1, . . . , tmax. So according to this model,
at each time instant the object moves with probability q and remains stationary with probability 1 − q.
Also, when the object moves, it moves by 0.6s plus some noise. This noise can be viewed as a random
acceleration.
Lemma 4.5. Under the model of Example 4.4, if
(i) the length of the data record, tmax ≤ n10;
(ii) σ2 =
ρs2
log(n)
for a ρ ≤ 1
4000
;
(iii) q ≥ 1−
(
n−10
2(tmax+α)
) 200
α
;
(iv) s ≤ n
2α
;
then, the sequence of supports Tt will satisfy Example 4.2 with probability at least 1− n−10.
The proof is given in Section VII. Notice that if s grows faster than
√
log(n), then the noise also grows
with n.
Corollary 4.6. If the supports of the xt obey the conditions of Lemma 4.5 and all other assumptions of
Theorem 3.1 are satisfied, then all conclusions will also hold with probability at least 1− n−10.
B. Other Generalizations
Example 4.7. An easy generalization of Example 4.2 is if 1) and 2) stay the same and 3) is relaxed to:
3*) the support of xt moves between s and 4s indices over any two consecutive support changes.
In this case the distinct supports T [j] only have overlap with T [j−1] and T [j+1]. Notice that the proof
of Example 4.2 only uses this overlap assumption, and at least s
2
indices merely ensures that T [j] only
overlaps with T [j−1] and T [j+1]. This example replaces the requirement of motion by at least s
2
and at
most 2s every time to only require a total between s and 4s in two changes.
We should point out that the above examples allow the object to change in size over time as long as
its center moves by the required amount and the object’s size is bounded by s.
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Example 4.8 (Disjoint Supports). Again assume 1) and 2) from Example 4.2. Further assume that in
every interval Ju, the distinct supports of the xt are disjoint. That is for t ∈ Ju, Tt = T(i),u for some i
and T(i),u ∩ T(i′),u = ∅ for i 6= i′. Then the support change assumptions of Theorem 3.1 are satisfied.
In fact, for disjoint supports we can modify Lemma 6.6 to ‖M‖2 ≤ 2σ+h∗(β). To prove this simply
notice that the off diagonal blocks in (9) become zero. Using this we could relax assumption 4 in Theorem
3.1 to:
h∗(α) ≤ α
50
.
Example 4.9 (Motion Every Frame). Suppose that the support of xt is of a constant size s, consists of
consecutive indices, and moves in the same direction by between 1 and a indices at every time t. In this
case, bu = α. So in order for the support to not revisit old indices in the interval Ju, we also need α ≤ na .
Because the theorem assumes α = C log(n), choosing α ≤ n
a
is not very restrictive.
In this case we can let T(i) = [(i − 1)s + 1, is] which will satisfy (1). Here up to s distinct supports
may be contained in T(i) ∪ T(i+1). For this choice of T(i) and α ≤ na , it is easy to see that h∗(α) ≤ s (see
Figure 2). Assumption 4 of Theorem 3.1 would then become s ≤ α
200
. With α as chosen in Theorem 3.1
this would restrict the support size s to being logarithmic in n.
Fig. 2. Choosing T(i) when the support moves every frame.
We make one final remark about our support change assumptions.
Remark 4.10. While we assume that the support of xt changes enough during the intervals [(u−1)α, uα−
1] for u = 1, . . . , d tmax
α
e, our proof only needs the assumption in the intervals where projection-PCA is
performed: [tj + (k − 1)α, tj + kα− 1] for j = 1, . . . , J and k = 1, . . . , K. Furthermore, our proof does
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not require anything of the support in the interval [tj, tj + α− 1] (k = 1 above). During this interval we
can use subspace denseness to get the bound we need (see Lemma 6.15).
V. DISCUSSION OF MAIN RESULT AND COMPARISON WITH OTHER WORKS
We have proved the main result in Theorem 3.1 and one important corollary for a simple and practical
support change model in Corollary 4.6. We chose to highlight Example 4.2, but any of the other examples,
Example 4.7, 4.8, or 4.9. could also be used to get corollaries for Theorem 3.1. These results improve upon
the result of [11] by removing the denseness requirements on the quantities (I−P(j),newP(j),new′)Pˆ(j),new,k
and (I − Pˆ(j−1)Pˆ(j−1)′ − Pˆ(j),new,kPˆ(j),new,k ′)P(j),new.
First we discuss the data model of Section II. This model assumes that after a subspace change,
‖at,new‖∞ and therefore also ‖(Λt)new‖2 are initially small. After tj + d, the eigenvalues of (Λt)new are
allowed to increase up to λ+. Thus a new direction added at time tj can have variance as large as λ+ by
tj + d.
An important limitation of our results is that we analyze an algorithm (ReProCS) that needs knowledge
of some model parameters which is not true of other algorithms such as PCP. We also require an accurate
initial subspace estimate and slow subspace change. By slow subspace change we mean both that there is
a large enough delay between subspace changes, and that the projection of `t along the new directions is
initially small. However, as explained and demonstrated in [11], both are often valid for video sequences.
Another limiting assumption we make is the zero mean and independence of the `t’s over time. If a
mean background image (obtained by averaging an initial sequence of background only training data) is
subtracted from all measurements, then zero mean is valid. Moreover, if background variation is due to
small and random illumination changes, then independence is also valid (or close to valid). This assumption
is used for simplicity, and allows us to apply the matrix Hoeffding inequality. In [11] Qiu et. al. suggest
that a similar result for a more realistic autoregressive model on the at’s can be proven using the Azuma
inequality (see [15]). It should be possible to do this for our result as well.
The important assumptions on the low-dimensional vectors are the bounds on κ2s(PJ) and κ2s(P(j),new).
The way κs is defined, these bounds simultaneously place restrictions on denseness of `t, r = rank(PJ),
and s (the maximum sparsity of any xt). To compare our assumptions with those of [2], we could assume
κ1(P(J)) ≤
√
µr
n
, where µ is any value between 1 and n
r
. It is easy to show that κs(P ) ≤
√
sκ1(P ) [11].
So if
2sr
n
≤ µ−1(0.3)2, (5)
then our assumption of κ2s(P(J)) ≤ 0.3 will be satisfied. The support change model of Corollary 4.6
requires s ≤ C n
log(n)
for a constant C and J ≤ C1 log(n) for another constant C1. If we assume r0 and c
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are constant, then the restriction on J implies that r ≤ r0 + cJ grows as log(n). These two assumptions
together still imply that sr
n
is bounded by a constant (as in (5)). Alternatively, if we use Example 4.9 to
get another corollary of Theorem 3.1, we will need s ≤ C log(n) and (5).
Up to differences in the constants, (5) is the same requirement found in [20] (which studies the PCP
program and is an improvement over [3]), except that [20] does not need specific bounds on s and r. The
above assumptions on s and r are stronger than those used by [2] (which also studies the batch approach
PCP). There s is allowed to grow linearly with n, and r is simultaneously allowed to grow as n
log(n)2
.
However, neither comparison is direct because we do not need denseness of the right singular vectors or
a bound on the vector infinity norm of UV ′, while [2], [3], [20] do. Here L = [`1, . . . , `tmax ]
SVD
= UΣV ′.
The reason for our stronger requirement on the product sr is because we study an online algorithm,
ReProCS, that recovers the sparse vector xt at each time t rather than in a batch or a piecewise batch
fashion. Because of this, the sparse recovery step does not use the low dimensional structure of the new
(and still unestimated) subspace.
Because we only require that the support changes after a given maximum allowed duration, it can
be constant for a certain period of time (or move slowly as in Example 4.9). This is a substantially
weaker assumption than the independent or uniformly random supports required by [2] and [19]. As we
explain next, for r > 200, this is also significantly weaker than the assumption used by [20] (the result
of [20] is already an improvement of [3]). Corollary 4.6 allows for at most α
200
non-zero entries per row
of [x(k−1)α, . . . ,xkα−1]. However, in the next α frames, the same supports could be repeated. So if we
consider the whole matrix [x1, . . . ,xtmax ] then at most
tmax
200
non-zero entries per row are possible. This is
an improvement over [20] which requires at most tmax
r
non-zero entries per row. In summary, an important
advantage of our result is that it allows for highly correlated support sets of xt, which is important for
applications such as video surveillance that involve one or more moving foreground objects or persons
forming the sparse vector xt. See Section VIII for simulations that illustrate this point.
In recent work, Feng et. al. [18] propose a method for recursive robust PCA and prove a partial result
for their algorithm. The approach is to reformulate the PCP program and use this reformulation to develop
a recursive algorithm that converges asymptotically to the solution of PCP (so the above comparisons still
apply) as long as the basis estimate Pˆt is full rank at each time t. Since this result assumes something
about the algorithm estimates, it is only a partial result. Like our result, [18] uses an initial estimate of
the low dimensional subspace. While we require knowledge of cj,new for each change, [18] only needs
the total rank r.
Another recent work that uses knowledge of the initial subspace estimate is modified PCP [19]. The
proof in [19] is a modification of the proof in [2]. Let L SVD= UΣV ′. Modified PCP requires denseness
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of the columns of Pˆ(0) and U which if range(Pˆ(0)) ⊆ range(L) is the same requirement as in [2].
Modified PCP also requires the same uniformly random supports as [2]. Where modified PCP improves
the results of [2] is in the assumptions on the right singular vectors V and vector infinity norm of UV ′.
These assumptions are only needed on the singular vectors of the unestimated part of the subspace. Let
(I − Pˆ(0)Pˆ(0)′)L SVD= UnewΣnewVnew′. Then modified PCP needs denseness of the columns of Vnew and
a bound on the vector infinity norm of UnewVnew′. As with PCP, the main advantage of our result with
respect to modified PCP is that we do not need uniformly random supports of the sparse vectors xt.
Finally, our subspace change model only allows for adding new directions to the subspace. This is a
valid model if, at time t, the goal is to estimate the column span of the matrix Lt := [`1, `2, . . . , `t],
which is the goal in robust PCA. However, when xt is the quantity of interest and `t is the large but
structured noise, then this model can be restrictive (the denseness assumption imposes a bound on the
rank r see (5)). In this case a better model would be one that also allows removal of directions from
P(j), for example model 7.1 of [11] and to study the ReProCS-cPCA algorithm introduced there. This
will significantly relax the required denseness assumption, and will be done in future work.
VI. PROOF OF THEOREM 3.1
In this section we prove our main result. To do this, we need new proof techniques that allow us to get
a correctness result. Except for the partial results in [11] and [18], all existing work on sparse plus low
rank matrix decomposition is for batch methods. We refer to these as partial results, because both require
assumptions on estimates produced by the algorithm. Like [11], our proof cannot just be a combination of
a sparse recovery result and a result for PCA, because in our PCA step, the error between the estimated
value of `t and its true value is correlated with `t. Almost all existing work on finite sample PCA assumes
that the two are uncorrelated, e.g. [22]. Our proof is inspired by that of [11], but we need a new approach
to analyze the subspace estimate update step (step 3 in Algorithm 1) in order to remove the assumption
on intermediate algorithm estimates used by the result of [11]. The key new idea is to leverage the fact
that, because of exact support recovery, the error et := xˆt − xt = `t − ˆ`t is supported on Tt. Also,
our support change model ensures that Tt changes at least every so often. Together, this ensures that the
matrix
∑
t etet
′ can be written as a block-banded matrix with only three bands, and the dominant term
in E[
∑
t(I − Pˆ(j−1)Pˆ(j−1)′)`tet′] can be written as a product of a full matrix and a block banded matrix
with only three bands. Here E[·] denotes expected value conditioned on accurate recovery through the
previous subspace update step.
Our proof strategy is to first show that given an accurate estimate of the current low-dimensional
subspace, step 1 (sparse recovery step) of the algorithm will exactly recover the support, Tt, and accurately
recover xt. Since we know mt = xt+`t, this also gives an accurate estimate of `t. The next, and difficult,
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step of the proof is to show that given the estimates { ˆ`tj+(k−1)α, . . . , ˆ`tj+kα−1} and the slow subspace
change assumptions, step 2 (PCA step) of the algorithm will produce an accurate estimate of the newly
added subspace.
A. Three Main Lemmas
The proof of Theorem 3.1 essentially follows from three main lemmas and one simple fact. The actual
proof of the theorem is in Appendix A.
Definition 6.1. Define the following:
1) ζj,∗ := ‖(I − Pˆ(j−1)Pˆ(j−1)′)P(j−1)‖2
2) ζj,k := ‖(I − Pˆ(j−1)Pˆ(j−1)′ − Pˆ(j),new,kPˆ(j),new,k ′)P(j),new‖2
3) ζ+j,∗ := (r0 + (j − 1)c)ζ
4) ζ+j,0 := 1,
ζ+j,1 :=
g
(
8h+(κ+s )
2(φ+)2 + 2κ+s φ
+
)
Dj,1
+ cζ
(ζ+j,∗)
2
cζ
f
(
8h+(κ+s )
2(φ+)2 + 2κ+s φ
+ + 2
)
+ 5
24
Dj,1
where
Dj,1 := 1−(ζ+j,∗)2(1+f)−
cζ
8
−(ζ+j,∗)2f
(
8h+(κ+s )
2(φ+)2+2κ+s φ
++2
)−g(8h+(κ+s )2+2κ+s φ+)− 5cζ24
and for k ≥ 2
ζ+j,k := ζ
+
j,k−1
g
(
8h+(φ+)2ζ+j,k−1 + 2
√
8h+φ+
)
Dj,k
+ cζ
(ζ+j,∗)
2
cζ
f
(
8h+(φ+)2 + 2
√
8h+φ+ + 2
)
+ 5
24
Dj,k
where
Dj,k := 1−(ζ+j,∗)2(1+f)−
cζ
8
−(ζ+j,∗)2f
(
8h+(φ+)2+2
√
8h+φ++2
)−ζ+j,k−1g(8h+(φ+)2ζ+j,k−1+2√8h+φ+)−5cζ24 ,
κ+s := 0.0215, h
+ := 1
200
, and φ+ := 1.2.
We use ζj,∗ as a measure of the error in estimating the previously existing subspace and ζj,k as a
measure of the estimation error for the newly added subspace. As will be shown, ζ+j,∗ and ζ
+
j,k are the high
probability upper bounds on ζj,∗ and ζj,k respectively, under the conditions of Theorem 3.1.
The following 2 Lemmas are proved in the Appendix.
Lemma 6.2 (Exponential decay of ζ+j,k (similar to [11, Lemma 6.1])). Assume that the bounds on ζ from
Theorem 3.1 hold. Then ζ+j,0 = 1 and ζ
+
j,k ≤ 0.72k + 0.83cζ for k = 1, 2, . . . , K. Also, ζ+j,k ≤ 0.1 for all
k ≥ 1.
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Lemma 6.3 (Sparse Recovery Lemma (similar to [11, Lemma 6.4]). Assume that all of the conditions of
Theorem 3.1 hold. Let
bt = (I − Pˆt−1Pˆt−1′)`t
be the noise seen by the sparse recovery step. If ζj′,∗ ≤
(
r0 + (j
′ − 1)c)ζ , j′ = 1, . . . , j and ζj,k′ ≤ ζ+j,k′
for k′ = 1, . . . , k − 1, then for t ∈ Ij,k,
1) the support of xt is recovered exactly i.e. Tˆt = Tt
2) φt := ‖[(Φt)Tt ′(Φt)Tt ]−1‖2 ≤ φ+ := 1.2.
3) et satisfies:
et := xˆt − xt = ITt(Φt)Tt†bt = ITt [(Φt)Tt ′(Φt)Tt ]−1ITt ′Φt`t (6)
and so
‖et‖2 ≤
φ
+(ζ+j,∗
√
rγ + ζ+j,k−1
√
cγnew) t ∈ [tj, tj + d]
φ+(ζ+j,∗
√
rγ + cζ
√
cγ) t ∈ (tj + d, tj+1)
≤
1.2
(
1.83
√
ζ + (0.72)k−1
√
cγnew
)
t ∈ [tj, tj + d]
1.2
(
2
√
ζ
)
t ∈ (tj + d, tj+1)
Notice from the proof that unlike [11], Lemma 6.3 does not use denseness of (I −
P(j),newP(j),new
′)Pˆ(j),new,k.
The next lemma gives a lower bound on the probability of the newly added subspace being estimated
accurately.
Lemma 6.4 (Subspace Recovery Lemma). Assume that all of the conditions of Theorem 3.1 hold. Then,
P
(
ζj,k ≤ ζ+j,k
∣∣ ζj′,∗ ≤ ζ+j′,∗ for j′ = 1, . . . , j and ζj,k′ ≤ ζ+j,k′ for k′ = 1, . . . , k − 1) ≥ p(α, ζ)
where p(α, ζ) = 1− pa(α, ζ)− pb(α, ζ)− pc(α, ζ) is a quantity that is increasing in α. The definitions of
pa(α, ζ), pb(α, ζ), and pc(α, ζ) can be found in Lemma 6.16.
Unlike [11], the proof of this lemma does not use denseness of (I − Pˆ(j),newPˆ(j),new′)P(j),new,k.
The proof of Theorem 3.1 follows by the above three lemmas and the following fact.
Fact 6.5. If ζj,∗ ≤ ζ+j,∗ and ζj,K ≤ ζ+j,K , then ζj+1,∗ ≤ ζ+j+1,∗.
Proof: Because Pˆj−1 ⊥ Pˆ(j),new,k, we have that ζj+1,∗ ≤ ζj,∗ + ζj,K . The choice of K and Lemma
6.2 imply that ζ+j,K ≤ cζ , so ζj+1,∗ ≤ ζj,∗ + cζ . Finally, notice that ζ+j+1,∗ = ζ+j,∗ + cζ , so ζj+1,∗ ≤ ζ+j+1,∗ as
desired.
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B. A Lemma for Proving Lemma 6.4
As stated previously, the key contribution of this work is to remove the assumption on algorithm
estimates made by previous work. We give the main lemma used to do this below.
Lemma 6.6. Consider a sequence of st× st (st = |Tt|) symmetric positive-semidefinite matrices At such
that ‖At‖2 ≤ σ+ for all t. Let M =
∑b
t=a ITtAtITt
′ be an n× n matrix (I is an n× n identity matrix).
If the Tt satisfy (1) and b− a ≤ β, then
‖M‖2 ≤ 8σ+h∗(β).
Notice that M is a large matrix formed by placing the small matrices At on their respective indices Tt.
Lemma 6.6 is used in the proof of Lemma 6.4 to bound the norm of ‖E[∑t etet′]‖2 and ‖E[∑t(I −
Pˆ(j−1)Pˆ(j−1)′)`tet′]‖2, both of which have support structure governed by the support of et, which by
Lemma 6.3, is Tt. Here the expectation is conditioned on accurate recovery in the previous interval, and
the sum is taken over α time instants.
Remark 6.7. For the disjoint supports of Example 4.8, the above Lemma can be modified to ‖M‖2 ≤
2σ+h∗(β), so in Theorem 3.1 would would only need to assume h+ = 1
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.
The key to proving Lemma 6.6 is using the fact that Tt ⊆ T(i)∪T(i+1) to write M as a block tridiagonal
matrix with blocks corresponding to the T(i).
Proof: First notice that because b−a ≤ β, there exists a u such that (u−1)β ≤ a ≤ b ≤ (u+1)β−1.
In other words, [a, b] overlaps with at most two of the intervals [(u−1)β, uβ−1]. So we can write M as
M =
uβ−1∑
t=a
ITtAtITt
′ +
b∑
t=uβ
ITtAtITt
′.
Let M1 =
∑uβ−1
t=a ITtAtITt
′ and M2 =
∑b
t=uβ ITtAtITt
′. We will show that ‖M1‖2 ≤ 4σ+h∗(β).
First notice that because the At are positive semi-definite,
M1 =
uβ−1∑
t=a
ITtAtITt
′ 
uβ−1∑
t=(u−1)β
ITtAtITt
′
So define M˜1 :=
∑uβ−1
t=(u−1)β ITtAtITt
′. Then a bound on ‖M˜1‖2 gives a bound on ‖M1‖2.
Let T(i),u (i = 1, . . . , lu) be the optimizer in (3) (the definition of h∗(β)). In the remainder of the proof
we remove the subscript u for convenience. So T(i) refers to T(i),u. Now consider a time t for which
Tt ⊆ T(i)∪T(i+1). 1 Define At,full to be At with rows and columns of zeros appropriately inserted so that
ITtAtITt
′ = IT(i)∪T(i+1)At,fullIT(i)∪T(i+1)
′. (7)
1 If Tt ⊆ T(i), then either T(i−1) ∪ T(i) or T(i) ∪ T(i+1) can be used to construct At,full. The choice is inconsequential.
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Such an At,full exists because Tt ⊆ T(i) ∪ T(i+1). Notice that
‖At,full‖2 = ‖At‖2 (8)
because At,full is permutation similar to  At 0
0 0

Since T(i) and T(i+1) are disjoint, we can, after permutation similarity, correspondingly partition At,full
for the t such that Tt ⊆ T(i) ∪ T(i+1) as
At,full =
 A(i,i)t,full A(i,i+1)t,full
A
(i+1,i)
t,full A
(i+1,i+1)
t,full
 .
Notice that because At is symmetric, A
(i+1,i)
t,full =
(
A
(i,i+1)
t,full
)′.
Then,
M˜1 =
uβ−1∑
t=(u−1)β
ITtAtITt
′
=
l−1∑
i=1
∑
t:Tt⊆T(i)∪T(i+1)
IT(i)∪T(i+1)At,fullIT(i)∪T(i+1)
′ by (7)
=
l−1∑
i=1
∑
t:Tt⊆T(i)∪T(i+1)
[IT(i) IT(i+1) ]At,full
 IT(i) ′
IT(i+1)
′

=
l−1∑
i=1
∑
t:Tt⊆T(i)∪T(i+1)
IT(i)A
(i,i)
t,fullIT(i)
′ + IT(i)A
(i,i+1)
t,full IT(i+1)
′ + IT(i+1)A
(i+1,i)
t,full IT(i)
′ + IT(i+1)A
(i+1,i+1)
t,full IT(i+1)
′
=
l−1∑
i=1
IT(i)
 ∑
t:Tt⊆T(i−1)∪T(i)
A
(i,i)
t,full +
∑
t:Tt⊆T(i)∪T(i+1)
A
(i,i)
t,full
 IT(i) ′
+IT(i)
 ∑
t:Tt⊆T(i)∪T(i+1)
A
(i,i+1)
t,full
 IT(i+1) ′ + IT(i+1)
 ∑
t:Tt⊆T(i)∪T(i+1)
A
(i+1,i)
t,full
 IT(i) ′

Because T(i) and T(j) are disjoint for i 6= j, M˜1 has a block tridiagonal structure (by a permutation
similarity if necessary):
M˜1 =

B(1) C(1) 0 0
C ′(1) B(2)
. . . 0
0
. . . . . . C(l−1)
0 0 C ′(l−1) B(l)
 (9)
where
B(i) =
∑
t:Tt⊆T(i−1)∪T(i)
A
(i,i)
t,full +
∑
t:Tt⊆T(i)∪T(i+1)
A
(i,i)
t,full (10)
20
and
C(i) =
∑
t:Tt⊆T(i)∪T(i+1)
A
(i,i+1)
t,full . (11)
Now we proceed to bound ‖M˜1‖2:
‖M˜1‖2 =
∥∥∥∥∥∥∥∥∥∥∥∥
B(1) C(1) 0 0
C(1)
′ . . . . . . 0
0
. . . . . . C(l−1)
0 0 C(l−1)′ B(l)
∥∥∥∥∥∥∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥∥∥∥∥∥∥
B(1) 0 0 0
0
. . . 0 0
0 0
. . . 0
0 0 0 B(l)
∥∥∥∥∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥∥∥∥
0 C(1) 0 0
0 0
. . . 0
0 0 0 C(l−1)
0 0 0 0
∥∥∥∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥∥∥∥
0 0 0 0
C(1)
′ 0 0 0
0
. . . 0 0
0 0 C(l−1)′ 0
∥∥∥∥∥∥∥∥∥∥∥
2
.
Call the middle matrix C, and observe that CC ′ is block diagonal with blocks C(i)C(i)′. So ‖C‖2 =
maxi ‖C(i)‖2.
Therefore,
‖M˜1‖2 ≤ max
i
‖B(i)‖2 + 2 max
i
‖C(i)‖2
= max
i
∥∥∥∥ ∑
t:Tt⊆T(i−1)∪T(i)
A
(i,i)
t,full +
∑
t:Tt⊆T(i)∪T(i+1)
A
(i,i)
t,full
∥∥∥∥
2
+ 2 max
i
∥∥∥∥ ∑
t:Tt⊆T(i−1)∪T(i)
A
(i,i+1)
t,full
∥∥∥∥
2
by (10) and (11)
≤ max
i
 ∑
t:Tt⊆T(i−1)∪T(i)
∥∥A(i,i)t,full∥∥2 + ∑
t:Tt⊆T(i)∪T(i+1)
∥∥A(i,i)t,full∥∥2
+ 2 max
i
∑
t:Tt⊆T(i)∪T(i+1)
∥∥A(i,i+1)t,full ∥∥2
≤ max
i
 ∑
t:Tt⊆T(i−1)∪T(i)
∥∥At∥∥2 + ∑
t:Tt⊆T(i)∪T(i+1)
∥∥At∥∥2
+ 2 max
i
∑
t:Tt⊆T(i)∪T(i+1)
∥∥At∥∥2 by (8)
≤ max
i
 ∑
t:Tt⊆T(i−1)∪T(i)
σ+ +
∑
t:Tt⊆T(i)∪T(i+1)
σ+
+ 2 max
i
∑
t:Tt⊆T(i)∪T(i+1)
σ+
≤ σ+h∗(β) + σ+h∗(β) + 2σ+h∗(β) by the definition of h∗(β) and optimality of T(i)
≤ 4σ+h∗(β)
The exact same argument shows ‖M2‖2 ≤ 4σ+h∗(β), and so by the triangle inequality we have
‖M‖2 ≤ 8σ+h∗(β).
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C. Proof of Lemma 6.4
To prove Lemma 6.4 we use:
1) the sin θ theorem of Davis and Kahan [23],
2) the expression for et from Lemma 6.3,
3) Lemma 6.6 that bounds the norm of a block banded matrix, and
4) the matrix Hoeffding bounds from [24].
Remark 6.8. Because this lemma applies for all j = 1, . . . , J , we remove the subscript j for convenience.
So ζ+k refers to ζ
+
j,k, Pˆnew,k refers to Pˆ(j),new,k, etc. Also, P∗ refers to P(j−1) and Pˆ∗ refers to Pˆ(j−1).
The proof of Lemma 6.4 requires several definitions.
Definition 6.9.
Ij,k := [tj + (k − 1)α, tj + kα− 1]
for j = 1, . . . , J and k = 1, . . . , K, and
Ij,K+1 := [tj +Kα, tj+1 − 1]
Definition 6.10. Define the following
1) Pˆnew,0 = [.] (empty matrix)
2) Φ(k) := I − Pˆ∗Pˆ∗′ − Pˆnew,kPˆnew,k ′.
Because Pˆ∗ ⊥ Pˆnew,k, Φ(k) = (I − Pˆ∗Pˆ∗′)(I − Pˆnew,kPˆnew,k ′)
Notice (from Algorithm 1) that for t ∈ Ij,k, Φt = Φ(k−1).
3) Dnew,k, Dnew, D∗,k and D∗
a) Dnew,k := Φ(k)Pnew and Dnew := Dnew,0 = Φ(0)Pnew.
b) D∗,k := Φ(k)P∗ and D∗ := D∗,0 = Φ(0)P∗.
c) Notice that ζ0 = ‖Dnew‖2, ζk = ‖Dnew,k‖2, ζ∗ = ‖D∗‖2. Also, clearly, ‖D∗,k‖2 ≤ ζ∗.
Definition 6.11. 1) Let Dnew
QR
= EnewRnew denote its reduced QR decomposition, i.e. let Enew be a
basis matrix for span(Dnew) and let Rnew = Enew′Dnew.
2) Let Enew,⊥ be a basis matrix for the orthogonal complement of span(Enew) = span(Dnew). To be
precise, Enew,⊥ is a n× (n− cnew) basis matrix that satisfies Enew,⊥′Enew = 0.
3) Using Enew and Enew,⊥, define Ak and Ak,⊥ as
Ak :=
1
α
∑
t∈Ij,k
Enew
′Φ(0)`t`t
′Φ(0)Enew
Ak,⊥ :=
1
α
∑
t∈Ij,k
Enew,⊥′Φ(0)`t`t
′Φ(0)Enew,⊥
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and let
Ak :=
[
Enew Enew,⊥
] Ak 0
0 Ak,⊥
 Enew′
Enew,⊥′

4) Define Hk so that
Ak +Hk = 1
α
∑
t∈Ij,k
Φ(0) ˆ`t ˆ`t
′Φ(0)
is the matrix whose top cj,new singular vectors form Pˆnew,k (see step 3 of Algorithm 1). So Ak +Hk
has eigendecomposition
Ak +Hk EVD=
[
Pˆnew,k Pˆnew,k,⊥
] Λk 0
0 Λk,⊥
 Pˆnew,k ′
Pˆnew,k,⊥′
 .
Lemma 6.12 (sin θ theorem [23] using the above notation). If λmin(Ak) > λmax(Λk,⊥), then
‖(I − Pˆnew,kPˆnew,k ′)Enew‖2 ≤ ‖HkEnew‖2
λmin(Ak)− λmax(Λk,⊥)
The next lemma follows from the sin θ lemma and Weyl’s theorem. It is taken from [11].
Lemma 6.13. If λmin(Ak)− ‖Ak,⊥‖2 − ‖Hk‖2 > 0, then
ζk ≤ ‖Hk‖2
λmin(Ak)− ‖Ak,⊥‖2 − ‖Hk‖2 (12)
Definition 6.14. Define the random variable
Xk−1 := [a1, . . . ,atj+(k−1)α−1]
and the set
Γk−1 = {Xk−1 : ζj′,∗ ≤ ζ+j′,∗ for j′ = 1, . . . , j and ζj,k′ ≤ ζ+j,k′ for k′ = 1, . . . , k − 1}
and let Γek−1 denote the event Xk−1 ∈ Γk−1.
To prove Corollary 4.6 (or if otherwise considering random supports), also include {T1, T2, . . . , Ttmax}
in the definition of Xk−1. Because the supports are independent of the at’s, when conditioned on Xk−1
they can be treated as constant.
Lemma 6.15. Define κ+s := 0.0215. Assume that the assumptions of Theorem 3.1 hold. Conditioned on
Xk−1 ∈ Γk−1,
‖IT ′Dnew‖2 ≤ κ+s
for all T such that |T | ≤ s.
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Proof: Observe that Dnew,0 = (I − Pˆj−1Pˆj−1′)Pnew. Then ‖IT ′Dnew‖2 = ‖IT ′(I −
Pˆj−1Pˆj−1′)Pnew‖2 ≤ ‖IT ′Pnew‖2 + ‖Pˆj−1′Pnew‖2 ≤ κs(Pnew) + ζ∗. The event Xk−1 ∈ Γk−1 implies
that ζ∗ ≤ ζ+∗ ≤ 0.0015. Thus, the lemma follows.
Lemma 6.16 (High probability bounds for each of the terms in the ζk bound (12)). Assume the conditions
of Theorem 3.1 hold. Also assume that P(Xk−1 ∈ Γk−1) > 0. Then, for k = 1, . . . , K
1) P
(
λmin(Ak) ≥ λ−new
(
1− (ζ+j,∗)2 − cζ12
) ∣∣Xk−1 ∈ Γk−1) > 1− pa(α, ζ) where
pa(α, ζ) := c exp
( −αζ2(λ−)2
8 · 242 · γnew4
)
+ c exp
(−αc2ζ2(λ−)2
8 · 242 · 42
)
2) P
(
λmax(Ak,⊥) ≤ λ−new
(
(ζ+j,∗)
2f + cζ
24
) ∣∣Xk−1 ∈ Γk−1) > 1− pb(α, ζ) where
pb(α, ζ) := (n− c) exp
(−αc2ζ2(λ−)2
8 · 242
)
3) P
(
‖Hk‖2 ≤ bk + 5cζλ−24 )
∣∣Xk−1 ∈ Γk−1) ≥ 1− pc(α, ζ) where bk = b2 + 2b4 + 2b6, and
b2,k =
8h
+(φ+)2
(
(ζ+∗ )
2λ+ + (κ+s )
2λ+new
)
k = 1
8h+(φ+)2
(
(ζ+∗ )
2λ+ + (ζ+k−1)
2λ+new
)
k ≥ 2
b4,k =
(ζ
+
∗ )
2λ+ + κ+s λ
+
new k = 1(
(ζ+∗ )
2λ+ + ζ+k−1λ
+
new
) (√
8h+φ+
)
k ≥ 2.
(13)
b6 = (ζ
+
∗ )
2λ+
Also,
pc(α, ζ) := n exp
 −αc2ζ2(λ−)2
8 · 242
(
φ+(
√
ζ +
√
cγnew)
)4
+ n exp( −αc2ζ2(λ−)2
8 · 242(φ+)2(√ζ +√cγnew)4
)
+ n exp
( −αc2ζ2(λ−)2
8 · 242(ζr2γ2)2
)
.
Proof of Lemma 6.4: Lemma 6.4 now follows by combining Lemmas 6.13 and 6.16, using λ−new ≥ λ−,
f = λ
+
λ− , g =
λ+new
λ−new
, and defining
p(α, ζ) := 1− pa(α, ζ)− pb(α, ζ)− pc(α, ζ). (14)
Proof of Lemma 6.16:
The proof of the first two claims is similar to [11], while the proof of the third is very different.
For convenience, we will use 1
α
∑
t to denote
1
α
∑
t∈Ij,k .
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First observe that the matrices Dnew, Rnew, Enew, D∗,Dnew,k−1, Φ(k−1) are all functions of the random
variable Xk−1. Since Xk−1 is independent of any at for t ∈ Ij,k, the same is true for the matrices Dnew,
Rnew, Enew, D∗,Dnew,k−1, Φ(k−1).
All terms that we bound for the first two claims of the lemma are of the form 1
α
∑
t∈Ij,k Zt where
Zt = f1(Xk−1)Ytf2(Xk−1), Yt is a sub-matrix of atat′, and f1(.) and f2(.) are functions of Xk−1. Thus,
conditioned on Xk−1, the Zt’s are mutually independent.
All the terms that we bound for the third claim contain et. Using Lemma 6.3, conditioned on Xk−1, et
satisfies (6) with probability one whenever Xk−1 ∈ Γk−1. Using (6), it is easy to see that all these terms
are also of the above form whenever Xk−1 ∈ Γk−1. Thus, conditioned on Xk−1, the Zt’s for all the above
terms are mutually independent, whenever Xk−1 ∈ Γk−1.
The following are corollaries of the matrix Hoeffding inequality in [24] and are proved in [11].
Corollary 6.17 (Matrix Hoeffding conditioned on another random variable for a nonzero mean Hermitian
matrix [24], [11]). Given an α-length sequence {Zt} of random Hermitian matrices of size n×n, a r.v. X ,
and a set C of values that X can take. Assume that, for all X ∈ C, (i) Zt’s are conditionally independent
given X; (ii) P(b1I  Zt  b2I|X) = 1 and (iii) b3I  1α
∑
t E(Zt|X)  b4I . Then for all  > 0,
P
(
λmax
(
1
α
∑
t
Zt
)
≤ b4 + 
∣∣∣X) ≥ 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
P
(
λmin
(
1
α
∑
t
Zt
)
≥ b3 − 
∣∣∣X) ≥ 1− n exp( −α2
8(b2 − b1)2
)
for all X ∈ C
Corollary 6.18 (Matrix Hoeffding conditioned on another random variable for an arbitrary nonzero mean
matrix). Given an α-length sequence {Zt} of random matrices of size n × n, a r.v. X , and a set C of
values that X can take. Assume that, for all X ∈ C, (i) Zt’s are conditionally independent given X; (ii)
P(‖Zt‖2 ≤ b1|X) = 1 and (iii) ‖ 1α
∑
t E(Zt|X)‖2 ≤ b2. Then, for all  > 0,
P
(∥∥∥∥ 1α∑
t
Zt
∥∥∥∥
2
≤ b2 + 
∣∣∣X) ≥ 1− (n1 + n2) exp(−α2
32b1
2
)
for all X ∈ C
We will use the following fact applied to the above corollaries.
Fact 6.19. For an event E and random variable X , P(E|X) ≥ p for all X ∈ C implies that P(E|X ∈
C) ≥ p.
To begin bounding the terms in (12), first consider Ak := 1α
∑
tEnew
′Φ(0)`t`t
′Φ(0)Enew. Notice
that Enew′Φ(0)`t = Rnewat,new + Enew′D∗at,∗. Let Zt = Rnewat,newat,new′Rnew′ and let Yt =
Rnewat,newat,∗′D∗′Enew +Enew′D∗at,∗at,new′Rnew′, then
Ak  1
α
∑
t
Zt +
1
α
∑
t
Yt (15)
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Consider
∑
tZt =
∑
tRnewat,newat,new
′Rnew′.
1) The Zt’s are conditionally independent given Xk−1.
2) Using a theorem of Ostrowoski [25, Theorem 4.5.9], for all Xk−1 ∈ Γk−1, λmin
(
E( 1
α
∑
tZt|Xk−1)
)
=
λmin
(
Rnew
1
α
∑
t E(at,newat,new′)Rnew
′) ≥ λmin (RnewRnew′)λmin ( 1α∑t E(at,newat,new′)) ≥ (1 −
(ζ+j,∗)
2)λ−new.
3) Finally, conditioned on Xk−1, 0  Zt  cγnew2I holds for all Xk−1 ∈ Γk−1.
Thus, applying Corollary 6.17 with  = cζλ
−
24
and Fact 6.19, we get
P
(
λmin
(
1
α
∑
t
Zt
)
≥ (1− (ζ+∗ )2)λ−new −
cζλ−
24
∣∣∣∣Xk−1 ∈ Γk−1
)
≥ 1− c exp
( −αζ2(λ−)2
8 · 242 · γnew4
)
. (16)
Consider Yt = Rnewat,newat,∗′D∗′Enew +Enew′D∗at,∗at,new′Rnew′.
1) The Yt’s are conditionally independent given Xk−1.
2) Using the fact that at are zero mean and Cov(at) is diagonal, E
(
1
α
∑
t Yt|Xk−1
)
= 0 for all Xk−1 ∈
Γk−1.
3) Using the bound on ζ from Theorem 3.1, ‖Yt‖ ≤ 2
√
crζ+∗ γγnew ≤ 2
√
crζ+∗ γ
2 ≤ 2 holds w.p. one
for all Xk−1 ∈ Γk−1.
Thus, under the same conditioning, −2I  Yt  2I with w.p. one.
Thus, applying Corollary 6.17 with  = cζλ
−
24
, we get
P
(
λmin
(
1
α
∑
t
Yt
)
≥ −cζλ
−
24
∣∣∣Xk−1) ≥ 1− c exp(−αc2ζ2(λ−)2
8 · 242 · (4)2
)
for all Xk−1 ∈ Γk−1 (17)
Combining (15), (16) and (17) and using the union bound,
P
(
λmin(Ak) ≥ λ−new(1− (ζ+∗ )2)−
cζλ−
12
∣∣∣Xk−1 ∈ Γk−1) ≥ 1− pa(α, ζ)
The first claim of the lemma follows by using λ−new ≥ λ−.
Now consider Ak,⊥ := 1α
∑
tEnew,⊥
′Φ(0)`t`t
′Φ(0)Enew,⊥. By their definitions, Enew,⊥′Φ(0)`t =
Enew,⊥′D∗at,∗. Thus, Ak,⊥ = 1α
∑
tZt with Zt = Enew,⊥
′D∗at,∗at,∗′D∗′Enew,⊥ which is of size
(n − c) × (n − c). Using the same ideas as above we can show that 0  Zt  r(ζ+∗ )2γ2I  ζI
and E
(
1
α
∑
tZt|Xk−1
)  (ζ+∗ )2λ+I . Thus by Corollary 6.17 with  = cζλ−24 the second claim follows.
Notice that λ
+
λ−new
≤ f .
Now consider the Hk term. For ease of notation, define
˜`
t = Φ(0)`t.
Using the expression for Hk given in Definition 6.11, and noting that EE′ +E⊥E⊥′ = I we get that
Hk = 1
α
∑
t
(
Φ(0)etet
′Φ(0) − ( ˜`tet′Φ(0) + Φ(0)et ˜`t′) + (Ft + Ft′)
)
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where
Ft = Enew,⊥Enew,⊥′ ˜`t ˜`t′EnewEnew′.
Thus,
‖Hk‖2 ≤
∥∥∥∥ 1α∑
t
etet
′
∥∥∥∥
2
+ 2
∥∥∥∥ 1α∑
t
˜`
tet
′
∥∥∥∥
2
+ 2
∥∥∥∥ 1α∑
t
Ft
∥∥∥∥
2
(18)
First note that by Lemma 6.3 et satisfies (6) if Xk−1 ∈ Γk−1.
Next, we obtain high probability bounds on each of the three terms on the right hand side of (18) using
the Hoeffding corollaries.
Consider ‖ 1
α
∑
t etet
′‖2. Let Zt = etet′.
1) Conditioned on Xk−1, the various Zt’s in the summation are independent, for all Xk−1 ∈ Γk−1.
2) Using Lemma 6.3 conditioned on Xk−1 ∈ Γk−1, 0  Zt  b1I with probability one for all Xk−1 ∈
Γk−1. Here b1 :=
(
φ+(ζ+∗
√
rγ + ζ+k−1
√
cγnew)
)2
.
3) Using the expression for et in Lemma 6.3 when Xk−1 ∈ Γk−1,
1
α
∑
t
E [etet′|Xk−1]
=
1
α
∑
t
E
[(
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φt`t
)(
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φt`t
)′
|Xk−1
]
=
1
α
∑
t
E
[(
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φt`t`t
′ΦtITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′|Xk−1
]
=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φt(P∗(Λt)∗P∗′ + Pnew(Λt)newPnew′)ΦtITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
=
1
α
∑
t
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
(
D∗,k−1(Λt)∗D∗,k−1′ +Dnew,k−1(Λt)newDnew,k−1′
)
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
When k = 1 we can apply Lemma 6.15 to get that the ‖Dnew′ITt‖2 ≤ κ+s . Then we apply Lemma
6.6 with σ+ = (φ+)2 ((ζ+∗ )
2λ+ + (κ+s )
2λ+new). This gives
0  E
∑
t∈Ij,1
etet
′
∣∣∣X0
  8h+(φ+)2((ζ+∗ )2λ+ + (κ+s )2λ+new)I for all X0 ∈ Γ0.
When k ≥ 2 we can apply Lemma 6.6 with σ+ = (φ+)2 ((ζ+∗ )2λ+ + (ζ+k−1)2λ+new) and the assumed
bound h∗(α) ≤ h+α to get that,
0  E
∑
t∈Ij,k
etet
′
∣∣∣Xk−1
  8h+(φ+)2((ζ+∗ )2λ+ + (ζ+k−1)2λ+new)I for all Xk−1 ∈ Γk−1.
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So define
b2,k :=
8h
+(φ+)2
(
(ζ+∗ )
2λ+ + (κ+s )
2λ+new
)
k = 1
8h+(φ+)2
(
(ζ+∗ )
2λ+ + (ζ+k−1)
2λ+new
)
k ≥ 2.
Thus, applying Corollary 6.17 with  = cζλ
−
24
and Fact 6.19,
P
∥∥∥ 1
α
∑
t∈Ij,k
etet
′
∥∥∥
2
≤ b2,k + cζλ
−
24
∣∣∣Xk−1 ∈ Γk−1
 ≥ 1− n exp(−αc2ζ2(λ−)2
8 · 242b12
)
. (19)
Consider
∥∥ 1
α
∑
t
˜`
tet
′∥∥
2
. Let Zt := ˜`tet′.
1) Conditioned on Xk−1, the various Zt’s used in the summation are mutually independent, for all
Xk−1 ∈ Γk−1.
2) For Xk−1 ∈ Γk−1, ‖Zt‖2 = ‖ ˜`tet′‖2 ≤
(
ζ+∗
√
rγ+
√
cγnew
)(
φ+(ζ+∗
√
rγ+ ζ+k−1
√
cγnew)
)
:= b3 holds
with probability one.
3) Using the same bounds, when X0 ∈ Γ0, (notice that this is the k = 1 case)∥∥∥∥E[ 1α∑
t
˜`
tet
′ ∣∣ X0]∥∥∥∥
2
=
∥∥∥∥E[ 1α∑
t
Φ(0)(P∗at,∗ + Pnewat,new)(P∗at,∗ + Pnewat,new)′Φt′ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φ(0)
∣∣ X0]∥∥∥∥
2
=
∥∥∥∥E[ 1α∑
t
(D∗at,∗ +Dnewat,new)(D∗at,∗ +Dnewat,new)′ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′Φ(0)
∣∣ X0]∥∥∥∥
2
=
∥∥∥∥ 1α∑
t
[(
D∗(Λt)∗D∗′ +Dnew(Λt)newDnew′
)
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
] ∥∥∥∥
2
≤(ζ+∗ )2λ+ + κ+s λ+new.
And when k ≥ 2,∥∥∥∥ 1α∑
t
[(
D∗(Λt)∗D∗,k−1′ +Dnew(Λt)newDnew,k−1′
)
ITt [(Φt)Tt
′(Φt)Tt ]
−1ITt
′
] ∥∥∥∥
2
≤
√√√√λmax( 1
α
∑
t
(
D∗(Λt)∗D∗,k−1′ +Dnew(Λt)newDnew,k−1′
)(
D∗(Λt)∗D∗,k−1′ +Dnew(Λt)newDnew,k−1′
)′)
√√√√λmax( 1
α
∑
t
(
ITt [(Φt)Tt
′(Φt)Tt ]−1ITt
′
)(
ITt [(Φt)Tt
′(Φt)Tt ]−1ITt
′
)′)
≤ ((ζ+∗ )2λ+ + ζ+k−1λ+new) (√8h+φ+) .
The first inequality is Cauchy-Schwarz for a sum of matrices. This can be found as Lemma D.2 in
the appendix. The last line uses Lemma 6.6 with σ+ = (φ+)2. So define
b4,k :=
(ζ
+
∗ )
2λ+ + κ+s λ
+
new k = 1(
(ζ+∗ )
2λ+ + ζ+k−1λ
+
new
) (√
8h+φ+
)
k ≥ 2.
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By Corollary 6.18 with  = cζλ
−
24
and Fact 6.19,
P
∥∥∥ 1
α
∑
t∈Ij,k
˜`
tet
′
∥∥∥
2
≤ b4,k + cζλ
−
24
∣∣∣∣∣Xk−1 ∈ Γk−1
 ≥ 1− n exp(−αc2ζ2(λ−)2
8 · 242b32
)
.
and so
P
(
2
∥∥∥ 1
α
∑
t
˜`
tet
′
∥∥∥
2
≤ 2b4,k + cζλ
−
12
∣∣∣∣∣Xk−1 ∈ Γk−1
)
≥ 1− n exp
(−αc2ζ2(λ−)2
8 · 242b32
)
. (20)
Finally, consider
∥∥ 1
α
∑
t Ft
∥∥
2
.
1) Conditioned on Xk−1, the Ft’s are mutually independent, for all Xk−1 ∈ Γk−1.
2) For Xk−1 ∈ Γk−1,
‖Ft‖2 = ‖Enew,⊥Enew,⊥′ ˜`t ˜`t′EnewEnew′‖2
= ‖Enew,⊥Enew,⊥′D∗atat′P(j)Φ(0)EnewEnew′‖2
≤ ‖D∗atat′‖2
≤ ζ+∗ (
√
rγ)2 := b5
holds with probability 1. Here and below, notice that Enew,⊥ nullifies Dnew.
3) For X ∈ Γk−1,∥∥∥∥E[ 1α∑
t
Ft
∣∣ Xk−1]∥∥∥∥
2
=
∥∥∥∥E[ 1α∑
t
Enew,⊥Enew,⊥′ ˜`t ˜`t′EnewEnew′
∣∣ Xk−1]∥∥∥∥
2
≤
∥∥∥∥E[ 1α∑
t
Enew,⊥Enew,⊥′ ˜`t ˜`t′
∣∣ Xk−1]∥∥∥∥
2
=
∥∥∥∥ 1α∑
t
Enew,⊥Enew,⊥′(D∗ΛtD∗′ +DnewΛ(j),newD′new)
∥∥∥∥
2
=
∥∥∥∥ 1α∑
t
Enew,⊥Enew,⊥′(D∗ΛtD∗′)
∥∥∥∥
2
≤
∥∥∥∥ 1α∑
t
(D∗ΛtD∗′)
∥∥∥∥
2
≤ (ζ+∗ )2λ+ := b6
Applying Corollary 6.18 with  = cζλ
−
24
and Fact 6.19,
P
(
2
∥∥∥ 1
α
∑
t
Ft
∥∥∥
2
≤ 2b6 + cζλ
−
12
∣∣∣∣∣Xk−1 ∈ Γk−1
)
≥ 1− n exp
(−αc2ζ2(λ−)2
8 · 242b52
)
(21)
Using (18), (19), (20) and (21) and the union bound, for any Xk−1 ∈ Γk−1,
P
(
‖Hk‖2 ≤ b+ 5cζλ
−
24
∣∣∣Xk−1) ≥
1− n exp
(−αc2ζ2(λ−)2
8 · 242b12
)
− n exp
(−αc2ζ2(λ−)2
8 · 242 · b32
)
− n exp
(−αc2ζ2(λ−)2
8 · 242b52
)
(22)
29
where bk := b2,k + 2b4,k + 2b6.
Applying the bounds assumed in Theorem 3.1 and ζ+k−1 ≤ 1, we get that the probability is at least
1− pc(α, ζ).
VII. PROOF OF LEMMA 4.4
Proof: To show that the Tt satisfy Example 4.2, we will show:
1) in an interval Ju, the support changes fewer than n2s times;
2) the support changes at least once every α
200
instants with probability greater than 1− n−10
2
;
3) when it changes, the support moves by at least s
2
and not more than 2s indices with probability
greater than 1− n−10
2
.
To see 1), observe that the object moves at most α times during an interval Ju. Then the assumed
bound s ≤ n
2α
implies that the the support changes fewer than n
2s
times during an interval Ju. So 1) occurs
with probability 1.
For 2) we have by the bound in [26]
P
(
The object moves at least once every
α
200
instants in the interval Ju
)
= P
(
The bit sequence θ(u−1)α . . . θuα−1 does not contain a sequence of
α
200
consecutive zeros
)
≥ (1− (1− q) α200 )α− α200+1 ≥ (1− (1− q) α200 )α .
We need the object to move at least once every α
200
time instants in every interval Ju. We have
P
(
The object moves at least once every
α
200
instants in every interval Ju
)
≥ (1− (1− q) α200 )d tmaxα eα
≥ (1− (1− q) α200 )( tmaxα +1)α
≥ 1− (tmax + α)(1− q) α200 .
This probability will be greater than 1− n−10
2
if
q ≥ 1−
(
n−10
2(tmax + α)
) 200
α
To prove 3), consider the probability of having motion of at least s
2
indices whenever the object moves.
This will happen if νt ≥ −0.1s for t = 1, . . . , tmax. Also, if νt ≤ .1s, then the object will move by fewer
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than .7s ≤ 2s indices. Using a standard Gaussian tail bound,
P(|νt| ≤ 0.1s)tmax ≥
1− 2 exp
(
−(0.1s)2
2σ2
)
0.1s
σ
√
2pi
tmax
=
1− 20σ exp
(
−(0.1s)2
2σ2
)
s
√
2pi
tmax
=
1− 20
√
ρ
log(n)
exp
(
−0.01 log(n)
2ρ
)
√
2pi

tmax
≥ 1− tmax 20√
2pi
√
ρ
log(n)
exp
(−.01
2ρ
log(n)
)
= 1− tmax
20
√
ρ√
2pi
n
−0.005
ρ√
log(n)
≥ 1− 20
√
ρ√
2pi
n10−
0.005
ρ√
log(n)
≥ 1− n
−10
2
.
The last line uses the bound ρ ≤ 1
4000
, and for simplicity we assume n ≥ 3, so that log(n) ≥ 1.
Finally, by the union bound
P
(
2) and 3) hold
)
= 1− Pr (2) or 3) does not hold) ≥ 1− 2n−10
2
= 1− n−10
The only modification to the proof of Theorem 3.1 is in the definition of the random variable Xk−1.
See Definition 6.14.
VIII. SIMULATIONS
In this section we provide some simulations that demonstrate the result we have proven above.
The data for Figure 3 was generated as follows. We chose n = 256 and tmax = 10000. The size of
the support of xt was 20. Each non-zero entry of xt was drawn uniformly at random between 2 and
6 independent of other entries and other times t. In Figure 3 the support of xt changes as assumed in
Theorem 3.1. For the ReProCS algorithm, we choose K = 6 and α = 800. So the support of xt changes
by s
2
= 10 indices every
⌊
α
44
⌋
= 18 time instants. When the support of xt reaches the bottom of the
vector, it starts over again at the top. This pattern can be seen in the bottom half of the figure which
shows the sparsity pattern of the matrix X = [x1, . . . ,xtmax ].
To form the low dimensional vectors `t, we started with an n × r matrix of i.i.d. Gaussian entries
and orthonormalized the columns using Gram-Schmidt. The first r0 = 10 columns of this matrix formed
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Fig. 3. A comparison of ReProCS and PCP for correlated supports of xt shown with the support pattern of X . Results are averaged over
100 Monte Carlo trials. The y axis scale is logarithmic.
P(0), the next 2 columns formed P(1),new, and the last 2 columns formed P(2),new We show two subspace
changes which occur at t1 = 25 and t2 = 5001. The entries of at,∗ were drawn uniformly at random
between -5 and 5, and the entries of at,new were drawn uniformly at random between -.04 and .04 for the
first Kα frames after being introduced, and between -5 and 5 afterwards. Entries of at were independent
of each other and of the other at’s.
For this simulated data we compare the performance of ReProCS and PCP. For the initial subspace
estimate Pˆ(0), we used P(0) plus some small Gaussian noise and then obtained orthonormal columns.
We set α = 800 and K = 6, so the new directions’ variance increases after t1 + Kα = 4825 and
t2 + Kα = 9801. At this point the error seen by the sparse recovery step Φt`t increases, so the error in
estimating xt also increases. For the PCP algorithm, we perform the optimization every α time instants
using all of the data up to that point. So the first time PCP is performed on [m1, . . . ,mα] and the second
time it is performed on [m1, . . . ,m2α] and so on.
Figure 3 illustrates the result we have proven. That is ReProCS takes advantage of the initial subspace
estimate and slow subspace change (including the bound on γnew) to handle the case when the supports
of xt are correlated in time. Notice how the ReProCS error increases after a subspace change, but decays
exponentially with each projection PCA step. For this data, the PCP program fails to give a meaningful
estimate for all but a few times. Compare this to Figure 4 where the only change in the data is that the
support of X is chosen uniformly at random from all sets of size stmax
n
(as assumed in [2]). Thus the total
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sparsity of the matrix X is the same for both figures. In Figure 4, ReProCS performs almost the same,
while PCP does substantially better than in the case of correlated supports.
Fig. 4. A comparison of ReProCS and PCP for uniformly random support of X shown with the support pattern of X . Results are
averaged over 100 Monte Carlo trials. The y axis scale is logarithmic.
IX. CONCLUSIONS AND FUTURE WORK
In this paper we showed that with an accurate estimate of the initial subspace, denseness and slow
subspace change assumptions on the vectors `t, sparsity and support change assumptions on the vectors
xt, and other minor assumptions, with knowledge of model parameters tj and cj,new, the online algorithm
ReProCS will, with high probability, recover from mt = xt + `t the vectors xt and `t within a fixed,
small tolerance. Furthermore, the support of xt will be recovered exactly, and the subspace where the
`t’s lie will be accurately estimated within a finite delay of the the subspace change. In future work we
would like to extend our subspace change model to allow for the deletion of directions and relax the
independence assumption on the `t’s. We also hope to explore the case where the support of xt is not
exactly recovered and the case where the measurements mt also contain noise.
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APPENDIX A
PROOF OF THEOREM 3.1
Definition A.1. Define the set Γˇj,k as follows:
Γˇj,k := {Xj,k : ζj,k ≤ ζ+k and Tˆt = Tt for all t ∈ Ij,k}
Γˇj,K+1 := {Xj+1,0 : Tˆt = Tt for all t ∈ Ij,K+1}
Definition A.2. Recursively define the sets Γj,k as follows:
Γ1,0 := {X1,0 : ζ1,∗ ≤ r0ζ and Tˆt = Tt for all t ∈ [ttrain + 1 : t1 − 1]}
Γj,0 := {Xj,0 : ζj′,∗ ≤ ζ+j′,∗ for all j′ = 1, 2, . . . , j and Tˆt = Tt for all t ≤ tj−1}
Γj,k := Γj,k−1 ∩ Γˇj,k k = 1, 2, . . . K + 1
Proof of Theorem 3.1:
The theorem is a direct consequence of Lemmas 6.2, 6.3, 6.4, and Fact 6.5. Observe that
P(Γej+1,0|Γej,0) ≥ P(Γˇej,1, . . . Γˇej,K+1|Γej,0) =
∏K+1
k=1 P(Γˇej,k|Γej,k−1). Also, since Γj+1,0 ⊆ Γj,0, using the
chain rule P(ΓeJ+1,0|Γe1,0) =
∏J
j=1 P(Γej+1,0|Γej,0). Thus,
P(ΓeJ+1,0|Γe1,0) ≥
J∏
j=1
K+1∏
k=1
P(Γˇej,k|Γej,k−1)
Using Lemma 6.4, we get
P(ΓeJ+1,0|Γ1,0) ≥ p(α, ζ)KJ .
Also, P(Γe1,0) = 1. This follows by the assumption on Pˆ0 and Lemma 6.3. Thus, P(ΓeJ+1,0) ≥ p(α, ζ)KJ .
Using the lower bound on α assumed in the theorem, we get that
P(ΓeJ+1,0) ≥ p(α, ζ)KJ ≥ 1− n−10.
The event ΓeJ+1,0 implies that Tˆt = Tt and et satisfies (6) for all t < tmax. The definition of ΓeJ+1,0
also implies that all the bounds on the subspace error hold. Using these, ‖at,new‖2 ≤
√
cγnew for t ∈
[tj, tj +Kα], and ‖at‖2 ≤
√
rγ for all t, ΓeJ+1,0 implies that the bound on ‖et‖2 holds.
Thus, all conclusions of the the result hold with probability at least 1− n−10.
APPENDIX B
PROOF OF LEMMA 6.2
Proof: Recall that κ+s := 0.0215, φ
+ := 1.2, and h+ := 1
200
, so we can make this substitution directly.
Notice that ζ+j,k is an increasing function of ζ
+
j,∗, and ζ, c, f, g. Therefore we can use upper bounds on
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each of these quantities to get an upper bound on ζ+j,k. From the bounds assumed on ζ in Theorem 3.1
and ζ+j,∗ := (r0 + (j − 1)c)ζ we get
• ζ+j,∗ ≤ 10−4 and cζ ≤ 10−4
• ζ+j,∗f ≤ 1.5× 10−4
•
ζ+j,∗
cζ
=
(r0 + (j − 1)c)ζ
cζ
≤ r0 + (J − 1)c
c
=
r
c
≤ r (Without loss of generality we can assume that
c ≥ 1 because if c = 0 then there is no subspace estimation problem to be solved. c = 0 is the trivial
case where all conclusions of Theorem 3.1 will hold just using Lemma 6.3.)
• ζ+j,∗f ≤ ζ+j,∗fr ≤ r2fζ ≤ 1.5× 10−4
First we prove by induction that ζ+j,k ≤ ζ+j,k−1 ≤ 1 for all k ≥ 1. Notice that ζ+j,0 = 1 by definition.
• Base cases: (k = 1) Using the above bounds we get that ζ+j,1 < 0.1 < 1 = ζ
+
j,0. This also proves the
first claim of the lemma for the k = 1 case.
(k = 2) Using the above bounds and the bound on ζ+j,1, we get that ζ
+
j,2 ≤ 0.06.
• For the induction step, assume that ζ+j,k−1 ≤ ζ+j,k−2. Then because ζ+j,k is increasing in ζ+j,k−1 we get
that ζ+j,k ≤ finc(ζ+j,k−1) ≤ finc(ζ+j,k−2) = ζ+j,k−1. Where finc represents the increasing function.
To prove the lemma we apply the above bounds including ζ+k−1 ≤ 0.1 and get that
ζ+j,k ≤ ζ+k−1(0.72) + cζ(0.23) = ζ+0 (0.72)k +
k−1∑
i=0
(0.72)i(0.23)cζ
≤ ζ+0 (0.72)k +
∞∑
i=0
(0.72)i(0.23)cζ
≤ 0.72k + 0.83cζ
APPENDIX C
PROOF OF LEMMA 6.3
The proof of Lemma 6.3 uses the subspace error bounds ζ∗ ≤ ζ+∗ and ζk−1 ≤ ζ+k−1 that hold when
Xj,k−1 ∈ Γj,k−1 to obtain bounds on the restricted isometry constant of the sparse recovery matrix Φt,
and the sparse recovery error ‖bt‖2. Applying the theorem in [21] and the assumed bounds on ζ and γ,
the result follows.
Definition C.1. Define κs,∗ := κs(P(J)) and κs,new := maxj κs(P(j),new).
Recall that Theorem 3.1 assumes that κ2s,∗ ≤ 0.3 and κ2s,new ≤ 0.02.
Lemma C.2. [11, Lemma 2.10] Suppose that P , Pˆ and Q are three basis matrices. Also, P and Pˆ are
of the same size, Q′P = 0 and ‖(I − Pˆ Pˆ ′)P ‖2 = ζ∗. Then,
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1) ‖(I − Pˆ Pˆ ′)PP ′‖2 = ‖(I − PP ′)Pˆ Pˆ ′‖2 = ‖(I − PP ′)Pˆ ‖2 = ‖(I − Pˆ Pˆ ′)P ‖2 = ζ∗
2) ‖PP ′ − Pˆ Pˆ ′‖2 ≤ 2‖(I − Pˆ Pˆ ′)P ‖2 = 2ζ∗
3) ‖Pˆ ′Q‖2 ≤ ζ∗
4)
√
1− ζ2∗ ≤ σi((I − Pˆ Pˆ ′)Q) ≤ 1
We begin by first bounding the RIC of the CS matrix Φ(k).
Lemma C.3 (Bounding the RIC of Φ(k) [11, Lemma 6.6]). Recall that ζ∗ := ‖(I − Pˆ∗Pˆ∗′)P∗‖2. The
following hold.
1) Suppose that a basis matrix P can be split as P = [P1,P2] where P1 and P2 are also basis matrices.
Then κ2s(P ) = maxT :|T |≤s ‖IT ′P ‖22 ≤ κ2s(P1) + κ2s(P2).
2) κ2s(Pˆ∗) ≤ (κs,∗)2 + 2ζ∗
3) κs(Pˆnew,k) ≤ κs,new + ζk + ζ∗
4) δs(Φ(0)) = κ2s(Pˆ∗) ≤ (κs,∗)2 + 2ζ∗
5) δs(Φ(k)) = κ2s([Pˆ∗ Pˆnew,k]) ≤ κ2s(Pˆ∗) + κ2s(Pˆnew,k) ≤ (κs,∗)2 + 2ζ∗ + (κs,new + ζk + ζ∗)2 for k ≥ 1
Proof:
1) Since P is a basis matrix, κ2s(P ) = max|T |≤s ‖IT ′P ‖22. Also, ‖IT ′P ‖22 =
‖IT ′[P1,P2][P1,P2]′IT ‖2 = ‖IT ′(P1P1′ + P2P2′)IT ‖2 ≤ ‖IT ′P1P1′IT ‖2 + ‖IT ′P2P2′IT ‖2.
Thus, the inequality follows.
2) For any set T with |T | ≤ s, ‖IT ′Pˆ∗‖22 = ‖IT ′Pˆ∗Pˆ∗′IT ‖2 = ‖IT ′(Pˆ∗Pˆ∗′ − P∗P∗′ + P∗P∗′)IT ‖2 ≤
‖IT ′(Pˆ∗Pˆ∗′−P∗P∗′)IT ‖2+‖IT ′P∗P∗′IT ‖2 ≤ 2ζ∗+(κs,∗)2. The last inequality follows using Lemma
C.2 with P = P∗ and Pˆ = Pˆ∗.
3) By Lemma C.2 with P = P∗, Pˆ = Pˆ∗ and Q = Pnew, ‖Pnew′Pˆ∗‖2 ≤ ζ∗. By Lemma C.2 with
P = Pnew and Pˆ = Pˆnew,k, ‖(I − PnewPnew′)Pˆnew,k‖2 = ‖(I − Pˆnew,kPˆnew,k ′)Pnew‖2.
For any set T with |T | ≤ s, ‖IT ′Pˆnew,k‖2 ≤ ‖IT ′(I−PnewPnew′)Pˆnew,k‖2+‖IT ′PnewPnew′Pˆnew,k‖2 ≤
‖(I−PnewPnew′)Pˆnew,k‖2 +‖IT ′Pnew‖2 = ‖(I− Pˆnew,kPˆnew,k ′)Pnew‖2 +‖IT ′Pnew‖2 ≤ ‖Dnew,k‖2 +
‖Pˆ∗Pˆ∗′Pnew‖2 + ‖IT ′Pnew‖2. Taking max over |T | ≤ s the claim follows.
4) This follows using Lemma 2.3 and the second claim of this lemma.
5) This follows using Lemma 2.3 and the first three claims of this lemma.
Corollary C.4. If the conditions of Theorem 3.1 are satisfied, and Xj,k−1 ∈ Γj,k−1, then
1) δs(Φ(0)) ≤ δ2s(Φ(0)) ≤ (κ2s,∗)2 + 2ζ+∗ < 0.1 < 0.1479
2) δs(Φ(k−1)) ≤ δ2s(Φ(k−1)) ≤ (κ2s,∗)2 + 2ζ+∗ + (κ2s,new + ζ+k−1 + ζ+∗ )2 < 0.1479
3) ‖[(Φ(k−1))Tt ′(Φ(k−1))Tt ]−1‖2 ≤ 11−δs(Φ(k−1)) < 1.2 := φ+
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Proof: This follows using Lemma C.3, the definition of Γj,k−1, and the bound on ζ+k−1 from Lemma
6.2.
The following are straightforward bounds that will be useful for the proof of Lemma 6.3.
Fact C.5. Under the assumptions of Theorem 3.1:
• ζ+j,∗γ ≤
√
ζ√
r0+(J−1)c
≤ √ζ
• ζ+k−1 ≤ 0.72k−1 + 0.83cζ (from Lemma 6.2)
• ζ+k−1γnew ≤ 0.72k−1γnew + 0.83cζγnew ≤ 0.72k−1γnew + 0.83
√
ζ
Proof of Lemma 6.3: Recall that Xj,k−1 ∈ Γj,k−1 implies that ζj,∗ ≤ ζ+j,∗ and ζk−1 ≤ ζ+k−1.
1) a) For t ∈ Ij,k, bt := (I − Pˆt−1Pˆt−1′)`t = D∗,k−1at,∗ +Dnew,k−1at,new. Thus, using Fact C.5
‖bt‖2 ≤ ζj,∗
√
rγ + ζk−1
√
cγnew
≤
√
ζ
√
r + (0.72k−1γnew + .83
√
ζ)
√
c
=
√
c0.72k−1γnew +
√
ζ(
√
r + 0.83
√
c) ≤ ξ.
b) By Corollary C.4, δ2s(Φ(k−1)) < 0.15 <
√
2 − 1. Given |Tt| ≤ s, ‖bt‖2 ≤ ξ, by the theorem in
[21], the CS error satisfies
‖xˆt,cs − xt‖2 ≤
4
√
1 + δ2s(Φ(k−1))
1− (√2 + 1)δ2s(Φ(k−1))
ξ < 7ξ.
c) Using the above, ‖xˆt,cs − xt‖∞ ≤ 7ξ. Since mini∈Tt |(xt)i| ≥ xmin and (xt)T ct = 0,
mini∈Tt |(xˆt,cs)i| ≥ xmin − 7ξ and mini∈T ct |(xˆt,cs)i| ≤ 7ξ. If ω < xmin − 7ξ, then Tˆt ⊇ Tt. On
the other hand, if ω > 7ξ, then Tˆt ⊆ Tt. Since ω satisfies 7ξ ≤ ω ≤ xmin − 7ξ, the support of xt
is exactly recovered, i.e. Tˆt = Tt.
d) Given Tˆt = Tt, the least squares estimate of xt satisfies (xˆt)Tt = [(Φ(k−1))Tt ]†yt =
[(Φ(k−1))Tt ]
†(Φ(k−1)xt + Φ(k−1)`t) and (xˆt)T ct = 0 for t ∈ Ij,k. Also, (Φ(k−1))Tt ′Φ(k−1) =
ITt
′Φ(k−1) (this follows since (Φ(k−1))Tt = Φ(k−1)ITt and Φ(k−1)
′Φ(k−1) = Φ(k−1)). Using this, the
LS error et := xˆt−xt satisfies (6). Thus, using Fact C.5 and the bounds on ‖at‖∞ and ‖at,new‖∞,
‖et‖2 ≤
φ
+(ζ+j,∗
√
rγ + ζ+j,k−1
√
cγnew) t ∈ [tj, tj + d]
φ+(ζ+j,∗
√
rγ + cζ
√
cγ) t ∈ (tj + d, tj+1)
≤
1.2
(
1.83
√
ζ + (0.72)k−1
√
cγnew
)
t ∈ [tj, tj + d]
1.2
(
2
√
ζ
)
t ∈ (tj + d, tj+1)
2) The second claim is just a restatement of the first.
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APPENDIX D
CAUCHY-SCHWARZ INEQUALITY
Lemma D.1 (Cauchy-Schwarz for a sum of vectors). For vectors xt and yt,(
α∑
t=1
xt
′yt
)
≤
(∑
t
‖xt‖22
)(∑
t
‖yt‖22
)
Proof:
(
α∑
t=1
xt
′yt
)2
=
[x1′, . . . ,xα′]

y1
...
yα


2
≤
∥∥∥∥∥∥∥∥∥

x1
...
xα

∥∥∥∥∥∥∥∥∥
2
2
∥∥∥∥∥∥∥∥∥

y1
...
yα

∥∥∥∥∥∥∥∥∥
2
2
=
(
α∑
t=1
‖xt‖22
)(
α∑
t=1
‖yt‖22
)
The inequality is by Cauchy-Schwarz for a single vector.
Lemma D.2 (Cauchy-Schwarz for a sum of matrices). For matrices Xt and Yt,∥∥∥∥∥ 1α
α∑
t=1
XtYt
′
∥∥∥∥∥
2
2
≤ λmax
(
1
α
α∑
t=1
XtXt
′
)
λmax
(
1
α
α∑
t=1
YtYt
′
)
Proof: ∥∥∥∥∥
α∑
t=1
XtYt
′
∥∥∥∥∥
2
2
= max
‖x‖=1
‖y‖=1
∣∣∣∣∣x′
(∑
t
XtYt
′
)
y
∣∣∣∣∣
2
= max
‖x‖=1
‖y‖=1
∣∣∣∣∣
α∑
t=1
(Xt
′x)′(Yt′y)
∣∣∣∣∣
2
≤ max
‖x‖=1
‖y‖=1
(
α∑
t=1
‖Xt′x‖22
)(
α∑
t=1
‖Yt′y‖22
)
= max
‖x‖=1
x′
α∑
t=1
XtXt
′ x · max
‖y‖=1
y′
α∑
t=1
YtYt
′ y
= λmax
(
α∑
t=1
XtXt
′
)
λmax
(
α∑
t=1
YtYt
′
)
The inequality is by Lemma D.1. The penultimate line is because ‖x‖22 = x′x. Multiplying both sides
by
(
1
α
)2 gives the desired result.
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