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State-specific orbital optimized approaches are more effective at predicting core-level
spectra than traditional linear-response protocols, but their utility had been restricted
on account of the risk of ‘variational collapse’ down to the ground state. We employ
the recently developed square gradient minimization (SGM, J. Chem. Theory Com-
put. 16, 1699-1710, 2020) algorithm to reliably avoid variational collapse and study
the effectiveness of orbital optimized density functional theory (DFT) at predicting
second period element 1s core-level spectra of open-shell systems. The SCAN, PBE0
and ωB97X-V functionals are found to predict excitation energies from the core to
singly occupied levels to high accuracy (< 0.5 eV RMS error), against available ex-
perimental data. Higher excited states are however more challenging by virtue of
being intrinsically multiconfigurational. We thus present a CI inspired route to self-
consistently recouple single determinant mixed configurations obtained from DFT,
in order to obtain approximate doublet states. This recoupling scheme is used to
predict the C K-edge spectra of the allyl radical and the N K-edge of NO2 to high
accuracy relative to experiment, indicating substantial promise in using this approach
for computation of core-level spectra for doublet species (vs more traditional time
dependent DFT or using unrecoupled mixed configurations). We also present general
guidelines for computing core-excited states from orbital optimized DFT.
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I. INTRODUCTION
Linear-response time dependent density functional theory (TDDFT)1–3 is very widely
used to model electronic excited states of chemical species. The lack of explicit orbital re-
laxation, however, renders it unsuitable for describing excitations that involve substantial
reorganization of electron density, such as charge transfer3,4 or Rydberg excited states5,6.
Excitation of core electrons in particular involves a substantial relaxation of the core-hole
(and an accompanying reorganization of valence electron density), which leads to substan-
tial errors in excitation energies predicted by TDDFT by standard functionals. It is con-
sequently not unusual to blue-shift TDDFT core-level spectra by ∼ 10 eV for alignment
with experiment7–10. Some specialized short-range corrected functionals specifically trained
to predict core-level spectra11 tend to fare better, but the very strong sensitivity of TDDFT
excitation energies on the proportion of exact exchange employed in the ground state func-
tional is troubling. Even more expensive wave function theories like equation of motion
coupled cluster singles and doubles (EOM-CCSD)12,13 tends to systematically overestimate
core-excitation energies14–16 due to lack of explicit orbital relaxation, necessitating empirical
redshifting by 1-2 eV for alignment with experiment15,16. A flavor of second order extended
algebraic diagrammatic construction (ADC(2)-x17, specifically CVS-ADC(2)-x8) is some-
what more accurate, but only via compensation of basis set incompleteness errors with lack
of orbital relaxation8. At any rate, the higher computational cost of these wave function
theories (O(N6) for both EOM-CCSD and ADC(2)-x) and slower basis set convergence ren-
ders them impractical for larger chemical systems, relative to computationally inexpensive
DFT approaches.
In contrast to these linear-response based protocols, state-specific orbital optimized (OO)
methods have been much more successful at accurate prediction of core-level spectra even
within the DFT paradigm18–22. The main difficulty with these methods is the potential for
‘variational collapse’ of the target excited state down to the ground state or another excited
state, as it is challenging to optimize excited state orbitals (by virtue of excited states
typically being saddle points of energy). The maximum overlap method (MOM)23,24 was
developed to address this problem for repeated Fock matrix diagonalization based methods
like DIIS25, though convergence failures and variational collapse (via slow drifting of orbitals)
are not always prevented26,27. More recently, we have have proposed a square gradient
2
minimization (SGM)27 based direct minimization approach that appears to be robust against
both modes of MOM failure. SGM has been employed in conjunction with the spin-pure
restricted open-shell Kohn-Sham (ROKS) method28,29 to predict highly accurate (< 0.5 eV
error) core-level spectra of closed-shell molecules21 at local DFT cost (using the modern
SCAN30 functional). It is also worth noting that there exist linear-response methods that
incorporate partial OO character through relaxed core-ionized states, like Static Exchange
(STEX)31 or Non-orthogonal Configuration Interaction Singles (NOCIS)32–34, though such
treatments are wave function based and ∼ 1 eV error remains common due to lack of
dynamic correlation.
Stable open-shell molecules are fairly uncommon in nature and there is consequently a
paucity of static experimental spectra for such species. However open-shell systems are om-
nipresent in chemical dynamics experiments (either as fragments or excited states of closed-
shell molecules) where transient X-ray absorption spectroscopy (XAS) is often employed35–38.
It is consequently useful to have cheap and reliable theoretical techniques capable of mod-
eling core-level spectra of such species. The highly accurate ROKS method is however not
applicable to open-shell systems, as it is explicitly designed for singlet states with one bro-
ken electron pair. In fact, open-shell systems pose additional challenges for many of the
methods described above, as a spin-pure treatment of excited states necessitates inclusion
of some double excitations33,34,39 even for states that conventionally appear to be single ex-
citations breaking one electron pair. This is not too difficult for wave function approaches,
as shown by the extended CIS (XCIS39) and open-shell NOCIS33,34 methods. However, it is
not at all straightforward to achieve this within TDDFT, which has no route for describing
double excitations within the widely used adiabatic approximation3,40,41. It is tempting to
believe that missing such configurations would not be particularly significant if the unpaired
electrons interact only weakly, but the failure of TDDFT in describing excited state single
bond dissociations despite the unrestricted reference state being reasonable42 indicates some
cause for caution.
In this work, we apply OO excited state DFT in conjunction with SGM to study sin-
gle core-excitations of open-shell systems. This entails investigation of excitations to both
singly occupied levels (which can be well described by single determinants, in principle) and
completely unoccupied levels (which result in intrinsically multiconfigurational states). We
present a scheme for recoupling multiple configurations to obtain an approximate doublet
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state for the latter class of excitations and discuss where this protocol might be necessary
by considering the C K-edge spectra of the allyl radical and the N K-edge of NO2. We also
discuss general principles for reliably using these techniques to predict core-excitation spec-
tra. Overall, we demonstrate that highly accurate DFT results can be obtained via orbital
optimization with the modern local SCAN functional at low computational cost, similar to
behavior observed for closed shell systems. Low error can also be achieved via the hybrid
PBE043 and ωB97X-V44 functionals, albeit at a somewhat higher asymptotic cost.
II. THEORY
A. Single configurational states
Excitations from the core to singly occupied molecular orbitals (SOMOs) of open-shell
systems result in states representable via a single Slater determinant, as there is no change
in the number of unpaired electrons. The simplest approach for modeling such states is
∆ Self-Consistent Field (∆SCF)18,23,45,46, where the non-aufbau solution to the Hartree-
Fock47 or Kohn-Sham48 DFT equations is converged via an excited state solver like SGM or
MOM. The resulting excited KS determinant would not necessarily be exactly orthogonal
to the ground state determinant but this is generally of little concern since KS determinants
are fictitious entities useful for finding densities and thus there exists no requirement that
ground and excited state determinants be orthogonal. Nonetheless, a significant (> 0.1,
for example) squared overlap between the ground and excited state configurations would
be concerning but we have not observed such occurrences in our investigations and do not
believe them to be likely without at least partial variational collapse of the core-hole.
The principal dilemma for such states is choosing between spin-restricted or unrestricted
orbitals for ∆SCF. Unrestricted orbitals are typically more suitable for DFT studies on open-
shell systems, though some functionals are known to yield atypically unphysical behavior
in certain limits away from equilibrium49. On the other hand, restricted open-shell (RO)
orbitals artificially enforce a spin-symmetry that does not exist in radicals. As will be shown
later (in Table II), use of unrestricted orbitals appears to systematically lower the core-
excitation energies (via extra stabilization of the core-excited state relative to the ground
state). The best functionals for predicting spectra of closed shell species yield lower errors
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for radicals when unrestricted orbitals are employed, and we thus recommend the use of
unrestricted orbitals over RO orbitals for radicals. RO orbitals however should be employed
for closed-shell systems (via ROKS or related methods)21, on account of the existence of
spin-symmetry in such species.
B. Multiconfigurational states
Multiconfigurational DFT is a difficult challenge even outside the unique challenges of
TDDFT for double excitations, as the Kohn-Sham (KS) exchange-correlation energy is de-
fined for a single determinant reference. KS-DFT target states therefore should be single
determinants, and directly recoupling them via configuration interaction (CI) would result
in double counting of some electron-electron interactions through both the functional and
the CI off-diagonal terms. This is quite undesirable, making modeling such states fairly
challenging.
One very reasonable solution is to note that single determinants with both α and β
unpaired electrons are mixtures of different spin-states, and the highest spin-state within that
ensemble can be well approximated by a single determinant by merely making all unpaired
spins point in the same direction. Approximate spin-projection (AP)50 can consequently be
applied to remove this high spin contribution from a spin impure mixed determinant. This
approach should be sufficient when there are only two significantly contributing eigenstates
to the mixed configuration, as is the case for single excitations out of closed shell molecules
(where only the singlet and triplet states contribute). ROKS in fact utilizes this very feature
to ensure spin-purity. ROKS employs a mixed configuration that has one unpaired α spin
and one unpaired β spin (which has energy EM) and a triplet configuration that has both
unpaired spins as α (which has energy ET ). The use of RO orbitals forces the mixed
configuration to be exactly halfway between singlet and triplet, indicating EM =
ES + ET
2
where ES is the true singlet energy. ROKS consequently optimizes the purified singlet energy
ES = 2EM − ET .
Things are however substantially more challenging for doublet states. A mixed config-
uration with two unpaired α electrons and one unpaired β electron is a mixture of three
states—two doublets and a quartet. The quartet contribution can be easily removed using
an AP protocol similar to ROKS, but disentangling the two doublet energies is nontrivial.
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Looking at the pure wavefunction based CI approach however offers some hints as to
how to proceed. If we consider restricted open-shell configurations with three unpaired
electrons occupying three spin-restricted orbitals (labeled 1, 2 and 3, respectively), eight
possible configurations exist. Spin-inversion symmetry in the absence of magnetic fields
however indicate that only four provide unique information:
1. |Q〉 = |↑↑↑〉: All three spins are α. This is the pure quartet with energy EQ.
2. |M1〉 = |↓↑↑〉: Only the spin at orbital 1 is β. This is a mixed configuration with
energy EM1 = EQ +K12 +K13, where Kpq is the exchange interaction 〈pq|qp〉 between
an electron in orbital p and another in orbital q. The inversion of the spin in orbital
1 relative to the quartet leads to a loss of exchange stabilization between this orbital
and the other two, leading to the energy going up by K12 +K13.
3. |M2〉 = |↑↓↑〉 Only the spin at orbital 2 is β. Consequently EM2 = EQ +K12 +K23.
4. |M3〉 = |↑↑↓〉 Only the spin at orbital 3 is β. Consequently EM3 = EQ +K13 +K23.
Having the single determinant energies EQ, EM1 , EM2 , EM3 is sufficient to uniquely solve
for the exchange interactions Kpq, with K12 =
EM1 + EM2 − EQ − EM3
2
etc. This is quite
useful, as the off-diagonal CI coupling elements are 〈Mi|H |Mj〉 = −Kij from Slater-Condon
rules for double excitations47. This indicates that the knowledge of the single determinant
energies is sufficient for solving the CI problem. With this, we find the eigenvalues of H
within the subspace spanned by |M1,2,3〉 to be:
E1 = EQ (1)
E2 =
1
2
(
EM1 + EM2 + EM3 − EQ −
√
2
[
(EM1 − EM2)2 + (EM2 − EM3)2 + (EM3 − EM1)2
])
(2)
E3 =
1
2
(
EM1 + EM2 + EM3 − EQ +
√
2
[
(EM1 − EM2)2 + (EM2 − EM3)2 + (EM3 − EM1)2
])
(3)
The first eigenvalue corresponds to the quartet within the MS =
1
2
subspace (which is a
linear combination of all three configurations with equal weights). The other two correspond
to the energies of the two possible doublet states.
6
We propose that the same approach be employed for recoupling DFT configurations, with
the KS energies of configurations |M1,2,3〉 being employed instead of the HF ones used in the
wave function theory approach. The risk of double counting should be greatly reduced as the
effective off-diagonal elements are found directly from the KS energies versus Slater-Condon
rules. Indeed, the off-diagonal elements should no longer be viewed as exchange interactions
but rather effective spin-spin coupling elements. The entire approach is basically equivalent
to solving for the eigenstates of the effective Ising like Hamiltonian H ′ = −2J12~S1 · ~S2 −
2J13~S1 · ~S3−2J23~S2 · ~S3 for three interacting spins, where the couplings Jij are obtained from
DFT (and are equivalent to the exchange interactions Kij if HF is used as the functional).
Such approaches have been used within broken-symmetry DFT to calculate spin coupling
constants of transition metal species to reasonable accuracy for instance51–58, and it is hoped
that similar behavior will transfer over. Furthermore, following the equivalent logic for the
case of two unpaired spins yields ROKS, which is known to be quite accurate for such
states27,29,59. These known instances of successful behavior encourages us to believe that
this protocol is worthwhile to explore. We also note that Eqns 2-3 were reported in Ref 46
without an explicit description of the derivation, but these have not been actually applied
to core-level spectroscopy (or any excited state problem) to the best of our knowledge.
Having obtained E2,3 as spin-purified energies, we next seek to determine how to obtain
the optimal orbitals. It is tempting to directly optimize E2,3 in a manner analogous to
ROKS but we have elected not to do so at present. This optimization is nontrivial due to
the nonlinear nature of the energy expression (vs the simpler form for ROKS). In addition,
the derived equation is only precisely true for restricted open-shell orbitals, while Sec II A
seems to suggest unrestricted orbitals are optimal. We therefore look to AP-∆SCF45,46 for
singlet excited states for inspiration, where the mixed determinant and triplet determinants
are individually optimized (resulting in two sets of orbitals) and the singlet energy is simply
computed as 2EM − ET from the individually optimized energies, instead of optimizing a
single set of orbitals as in ROKS. The resulting energies however are often not dramatically
different from ROKS29 and so we choose to follow a similar protocol here to determine if
there is sufficient utility in this route for recoupling mixed determinants to justify optimizing
a single set of unrestricted orbitals for computing the doublet energies. We consequently
optimize |Q〉 and |M1,2,3〉 individually and compute E2,3 from those optimized energies.
One rather inconvenient detail is that individually optimized |M1,2,3〉 configurations would
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thus not be strictly orthogonal to each other due to slight differences in the orbitals. However
we do not consider any non-orthogonality derived terms arising from mixed configurations,
as the KS determinants are fictitious constructs. On a more practical note, we ensure low
overlap via providing restricted open-shell quartet orbitals as the initial guess for SGM op-
timization of the mixed determinants. The initial guesses are thus orthogonal, and orbital
relaxation to the closest stationary point (which SGM is supposed to achieve) in unre-
stricted space should not lead to significant non-orthogonality for cases where this model of
three unpaired electrons is a good approximation. Further details about initial guesses are
enumerated in Sec IV.
C. Transition Dipole Moments
The magnitude of the transition dipole moment between the ground and excited states
is essential for computing oscillator strengths (and thus relative intensities in computed
spectra). The fictitious nature of the KS determinant (which represents a wave function of
noninteracting electrons subjected to a fictitious potential) is a significant obstacle here, as
it implies there is no rigourous route for computing transition dipole moments. However,
treating the KS determinants as real wave functions might be a reasonable approximation for
computing this quantity, in the hope that the KS determinants (or superpositions thereof)
would have a reasonably large overlap with the true wave functions to make this exercise
worthwhile. Indeed, spectra computed via this route show fairly good agreement with ex-
periment (as can be seen from previous work21 by some of us, for instance). Such a protocol
can (and should) account for nonorthogonality between ground and mixed determinants as
it is fairly simple to compute NOCI dipole matrix elements60.
There are some additional factors to consider for the recoupled multiconfigurational
states. The wave function inspired approach indicates that transition dipole moments should
be computed via a linear combination of the transition dipole moments of individual deter-
minants, as weighted by their coefficients in the eigenvectors corresponding to E2,3. The
effect of non-orthogonality between mixed determinants |M1,2,3〉 on eigenvector coefficients
is neglected here both because such terms are relatively small (because the mixed deter-
minants have fairly low overlap with each other) and because it is not straightforward to
calculate these effects. The decision to not consider this form of nonorthogonality does not
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appear to have any significant deleterious impact, as shown by the spectra presented later.
The other important factor to consider is that the analysis in Sec II B found off-diagonal
coupling elements directly from the energies EM1,2,3 and thus did not account for phases of
|M1,2,3〉. These phases however are critical for estimating transition dipole moments, and
thus must be obtained somehow. A protocol for estimating these phases via the formally
“quartet” state is supplied in the Appendix.
III. RESULTS AND DISCUSSION
A. Excitations to the SOMO
The relative paucity of experimental XAS data for radicals leaves us with a fairly small
dataset of 13 excitations for assessing the performance of single determinant ∆SCF. The
precise statistical values here are thus less reliable than those obtained in Ref 21 from
40 excitations out of closed-shell molecules, but general qualitative trends can be drawn
even from this restricted amount of data. The experimental excitation energies for all
the C K edge excitations (save allyl) were measured by some of us, via radicals obtained
from the photodissociation of the corresponding iodide38,61. These values should have an
uncertainty of ±0.1 eV, although vibrational excitations induced by photodissociation could
shift the values somewhat. However, the resulting excitation energy for CH3 agrees well
with vibrationally resolved spectra obtained from radicals generated from flash pyrolysis62.
Furthermore, (as can be seen from Table I), the experimental shifts between the C K-edge of
the allyl radical (obtained by authors of Ref 63 on cold radicals generated via flash pyrolysis)
and other C K-edges are very well reproduced by theoretical methods, suggesting that any
vibrational excitation induced effect was small overall. A full Frank-Condon analysis could
prove useful in quantifying any such effect, but was not pursued at present.
We only consider a small number of density functionals as a combination of large ex-
perimental uncertainty (typically 0.1 eV) and limited number of data points would make
precise rankings of many functionals meaningless. We think it is more useful to inves-
tigate the performance of some representative functionals and see if they are sufficiently
accurate to justify wider use. We therefore consider PBE64 (a popular generalized gradi-
ent approximation/GGA), SCAN30 (a modern meta GGA), PBE0 (a classic global hybrid
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based off PBE) and ωB97X-V (a modern range separated hybrid that is highly accurate
for ground state energies65,66 and properties67,68). These functionals are characterized by
relatively constrained functional forms that may permit transferability to prediction of core-
level spectra despite being designed for the ground state (versus more highly parameterized
modern functionals69, which might be too overfitted to reference data to be useful for such
applications). The basic nonempirical uniform electron gas LSDA functional was however
not tested due to very poor performance in predicting core-excitation energies of closed shell
species21. This is likely a consequence of the highly localized core-hole being very different
from the exact uniform density limit of this functional. The Hartree-Fock (HF) wave func-
tion method is however considered, in order to determine the impact of neglecting correlation
entirely.
Table I presents the excitation energies calculated using the chosen approaches (using
spin-unrestricted orbitals), along with statistical measures of error like the root mean squared
error (RMSE). None of the density functional methods deviate from experiment by more
than 1 eV, which is in sharp contrast to the typical behavior of TDDFT with the same
functionals21. Even HF has only ∼ 1− 1.5 eV error despite complete absence of correlation.
We specifically observe that the modern SCAN and ωB97X-V functionals predict quite low
error, similar to the behavior exhibited for closed shell species with ROKS21. PBE0 also
fares well (perceptibly better than it does for closed shell molecules with ROKS21). All
three therefore are quite likely suitable for predicting core-excitation energies for open-shell
systems, though SCAN is significantly more computationally efficient for larger systems by
virtue of being a local functional from the third rung of Jacob’s ladder. PBE0 and ωB97X-
V on the other hand are hybrid functionals with some admixture of HF exchange, and are
thus more computationally demanding, without any corresponding gain in accuracy. We
therefore recommend SCAN as a good functional for predicting core-excitation spectra with
orbital optimized approaches, for both closed and open shell systems.
Table I furthermore shows that the small errors for all functionals are mostly systematic,
which appears to suggest that the change in excitation energy between two species (say be-
tween methyl and tert-butyl for instance) would be reproduced fairly accurately by any func-
tional. This is also in principle true for TDDFT, although the massive (∼ 10 eV) errors in
the individual excitation energies makes their difference more suspect. SCAN and ωB97X-V
appear to systematically overestimate energies, while PBE and PBE0 systematically under-
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Radical Experiment SCAN PBE PBE0 ωB97X-V HF
CH3 281.4
61,62 281.8 280.8 281.2 281.9 282.8
CH3CH2 281.7
61 282.2 281.3 281.6 282.3 283.0
(CH3)2CH 282.2
61 282.5 281.6 282.0 282.6 283.3
(CH3)3C 282.6
61 282.8 281.9 282.3 282.9 283.5
Allyl 282.063 282.5 281.5 281.9 282.6 283.5
CH2Cl 282.8
38 283.2 282.2 282.6 283.3 284.0
CH2Br 282.6
61 282.9 282.0 282.4 283.1 283.8
NH2 394.3
70 394.7 393.6 394.1 394.8 395.7
NO2 (N) 401.0
71 401.2 400.2 400.6 401.5 402.1
OH 525.872 526.0 524.9 525.3 526.1 527.0
HO2 528.6
73 528.5 527.6 527.8 528.6 528.9
NO2 (O) 530.3
71 530.5 529.7 529.7 530.4 529.9
O2 530.8
74 530.8 530.0 530.1 531.0 530.6
RMSE 0.3 0.7 0.4 0.4 1.1
ME 0.3 -0.7 -0.4 0.4 0.9
MAX 0.5 1.0 0.8 0.6 1.5
TABLE I: ∆SCF/aug-cc-pCVTZ core to SOMO excitation energies (in eV) for open-shell
species, as predicted by various functionals. Unrestricted orbitals were used for both the
ground and excited states. Root Mean Squared Error (RMSE), Mean Error (ME) and
Maximum Absolute Error (MAX) are also reported.
estimate. Inclusion of relativistic effects75 (which systematically increase excitation energies
by binding core electrons more tightly) would therefore degrade performance of the first pair,
while improving the performance of the latter. The atom specific relativistic corrections for
C,N and O are however quite small75 (0.1-0.3 eV) and therefore are often neglected in studies
(such as by the SRC functionals trained for TDDFT spectra prediction11, which has these
effects implicitly baked into what is fundamentally a nonrelativistic theory). The impact of
incorporating these corrections on the errors of various models is provided in the supporting
information. We also note that HF systematically overestimates excitation energies by ∼ 1
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Radical Experiment ROSCAN USCAN ROPBE0 UPBE0
CH3 281.4 281.9 281.8 281.3 281.2
CH3CH2 281.7 282.3 282.2 281.7 281.6
(CH3)2CH 282.2 282.6 282.5 282.1 282.0
(CH3)3C 282.6 282.9 282.8 282.4 282.3
Allyl 282.0 282.5 282.5 281.9 281.9
CH2Cl 282.8 283.3 283.2 282.7 282.6
CH2Br 282.6 283.0 282.9 282.5 282.4
NH2 394.3 394.8 394.7 394.2 394.1
NO2 (N) 401.0 401.4 401.2 400.7 400.6
OH 525.8 526.2 526.0 525.4 525.3
HO2 528.6 528.7 528.5 527.9 527.8
NO2 (O) 530.3 530.7 530.5 529.8 529.7
O2 530.8 531.0 530.8 530.2 530.1
RMSE 0.4 0.3 0.3 0.4
ME 0.4 0.3 -0.3 -0.4
MAX 0.6 0.5 0.7 0.8
TABLE II: Comparison of ∆SCF/aug-cc-pCVTZ core to SOMO excitation energies (in
eV) for restricted open-shell (RO) and unrestricted (U) orbitals. Results for other
functionals are provided in the supporting information.
eV due to missing correlation, which indicates that simple models for dynamical correlation
(such as perturbative approaches) might be adequate for substantially lowering error, albeit
at higher computational cost than DFT.
We also consider whether there is any benefit to using restricted open-shell orbitals over
unrestricted orbitals. Table II indicates that use of unrestricted orbitals systematically low-
ers excitation energies by∼ 0.1 eV relative to restricted open-shell results. This consequently
indicates that use of RO orbitals instead of U would degrade the performance of SCAN and
ωB97X-V functionals (as they systematically overestimate with U orbitals) and improve the
behavior of PBE and PBE0. This does seem to argue that PBE0 with RO orbitals is perhaps
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preferable to SCAN with U orbitals, especially as inclusion of the small relativistic correc-
tions would improve performance further. However, we believe that SCAN with unrestricted
orbitals is still the preferred route, even aside from the computational efficiency argument.
Open-shell systems tend to often arise in transient absorption experiments starting from
closed-shell species, and so it is important to use an approach that is effective at predict-
ing the spectra for both types of systems. PBE0 is perceptibly inferior to SCAN when it
comes to closed-shell systems21 (irrespective of inclusion of relativistic effects), and the two
are fairly close in predictive ability for open-shell systems, making SCAN with unrestricted
orbitals the preferred choice. We also note that a comparison between aug-cc-pCVTZ and
aug-cc-pCVQZ results shows that a small part (∼ 0.1 eV) of the systematic overestimation
predicted by SCAN for Table I values stems from basis set incompleteness (as shown by a
comparison in the supporting information).
B. Spectrum of the Allyl Radical
Having explored the utility of ∆SCF in predicting excitation energies to the SOMO, we
next seek to investigate the utility of the theory described in Secs II B and II C at predicting
the full core-excitation spectrum. The recoupling approach described therein is expected to
be most effective for excitations to unoccupied valence orbitals, as then all three unpaired
spins (in the core, SOMO and valence excited levels) will be interacting strongly. The
lack of experimental spectra to compare against is again a problem, and restricts us to
only a few data points. Fortunately, the allyl radical has an experimentally characterized
spectrum63 that is dominated by excitations to the unoccupied pi∗ LUMO orbital, making
it an excellent example for determining the utility of our recoupling approach, relative to
simply using mixed configurations alone.
Fig 1 compares the performance of the orbital optimized methods in reproducing the C
K-edge spectrum of the allyl radical. The performance of TDDFT with the specialized short-
range corrected SRC2-R111 functional is also considered. All three methods are reasonable
at predicting the lowest energy allowed excitation (from the terminal C atoms to the SOMO,
the corresponding transition from the central C atom being symmetry forbidden), though
all systematically overestimate by approximately 0.5 eV, resulting in the computed peak
aligning with the vibrational fine structure of the experimental band. This is potentially
13
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FIG. 1: Comparison of experimental C K-edge spectrum of the allyl radical (obtained from
Ref 63) with those computed with DFT/aug-cc-pCVTZ. CIS/aug-cc-pCVTZ is also
considered, with the spectrum being redshifted by 7.44 eV to make the first peak align
with the other methods. The SRC2-R1 functional was employed for the TDDFT spectrum,
while SCAN was utilized for both the recoupled and mixed configuration approaches. A
Voigt profile with a Gaussian standard deviation of 0.1 eV and Lorentzian γ = 0.121 eV
was utilized for broadening the computed spectra. Bars are supplied to denote the location
of the predicted excitation energies.
indicative of some multireference character of this excited state, though it is difficult to
draw firm conclusions from density functional data alone (especially since it is possible to
get better agreement via a functional that systematically underestimates SOMO excitation
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energies, like PBE0).
Fig 1c lays bare the the failure of TDDFT at predicting excitations to the LUMO, as the
peak positions are completely off. This is not a pecularity of the SRC2-R1 functional but
rather a failure of the TDDFT family of methods, as the nonempirical CIS yields a similarly
poor spectrum (Fig 1d), even after being redshifted by 7.44 eV for better agreement. Trans-
lated TDDFT/PBE0 yields a similarly poor spectrum as well (as shown in the supporting
information), further highlighting the failure of linear-response methods of this type.
The orbital optimized approaches fare better, with both spin-contaminated mixed de-
terminants and the recoupling approach yielding roughly qualitatively correct behavior.
However, Fig 1b shows that the mixed determinant approach fails to accurately predict the
energy of the higher energy central C to LUMO transition, underestimating it by an eV. This
damages the quality of the predicted spectrum substantially, by making this peak appear in
an area where none are present experimentally.
Bright Transitions Experiment MCSCF Recoupled/SCAN Mixed/SCAN
CT →SOMO 282.0 281.9 282.5 282.5
CC →LUMO 285.3 285.7 285.2 285.1
CT →LUMO 285.7 285.9 285.8 285.7
CC →LUMO 287.5 288.3 287.5 286.5
TABLE III: Comparison of experimentally observed excitation energies (in eV) in the allyl
core absorption spectrum with theoretical methods. The experimental values and MCSCF
numbers were obtained from Ref 63. CT stands for terminal carbon, while CC is central
carbon.
.
The recoupling approach shifts this peak to the appropriate location and predicts a
spectrum in excellent agreement with experiment (as can be seen from Fig 1a). Indeed,
Table III shows that the peaks predicted by recoupled SCAN agree better with experiment
than MCSCF calculations reported in Ref 63 (though not too much should be inferred
from this single data point). This good performance is not unique to SCAN alone, as
PBE0 yields similar spectra in both the recoupled and mixed regimes (as shown in the
supporting information). The actual positions of all PBE0 peaks are however somewhat
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redshifted relative to SCAN, resulting in better agreement for the 1s→SOMO peak, but
worse agreement for the higher energy recoupled peaks.
Overall, this example seems to suggest that orbital optimized approaches have an edge
over TDDFT when it comes to predicting core-excitation spectra of radicals. Furthermore,
while merely using spin-contaminated mixed configurations is often sufficient, recoupling
appears to not degrade performance and leads to some improvements. The overall accuracy
of recoupled SCAN at predicting the spectrum of allyl certainly appears to hint at the
efficacy of using this approach for XAS studies of large carbon based polyradical systems,
such as ones that might arise in soot formation during combustion76.
C. N K-edge spectrum of NO2
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(a) Valence excitations.
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(b) Rydberg excitations.
FIG. 2: Comparison of experimental N K-edge spectrum of NO2 (obtained from Ref 71)
with those computed with DFT/d-aug-cc-pCVTZ for both the valence (left) and Rydberg
(right) regimes. The actual intensities of the Rydberg states are roughly an order of
magnitude lower than that of the valence states, but have been magnified for easier
comparison. The SRC2-R1 functional was employed for the TDDFT spectrum, while
SCAN was utilized for both the recoupled and mixed configuration approaches. A Voigt
profile with a Gaussian standard deviation of 0.1 eV and Lorentzian γ = 0.121 eV was
utilized for broadening the computed spectra.
NO2 is another rare open-shell system with a known experimental high resolution core-
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level spectrum71, by virtue of being quite stable for a radical. It is isoelectronic with allyl,
and the spectrum is thus dominated by the transitions to the SOMO and the pi∗ LUMO
levels. However, some Rydberg states have also been characterized, indicating that it could
serve as an example to demonstrate whether our approach is balanced at predicting both
valence and Rydberg excitations simultaneously.
Fig 2 compares the experimental spectrum at the N K-edge with those predicted via DFT
(employing the doubly augmented d-aug-cc-pCVTZ basis to properly converge Rydberg
states). The valence regime spectrum in Fig 2a shows that all methods get the qualitative
form right, though the 1s to pi∗ LUMO transition is somewhat redshifted by all methods.
The success of TDDFT here stands in contrast to the failure observed for the valence regime
of the allyl radical, although the lower complexity of the system (transitions out of only one
core orbital matter) may contribute to this. Recoupled SCAN performs better than mixed
configuration SCAN for the second excitation by removing the quartet contribution to the
energy. This blueshifts the 402.3 eV excitation energy predicted by the mixed configuration
approach to 402.9 eV, which is much closer to the experimentally observed peak at 403.3 eV.
This disagreement is not particularly small (and is in the opposite direction to the systematic
overestimation exhibited by SCAN for excitations to the SOMO), but the recoupled DFT
method gives best agreement with experiment.
The Rydberg regime depicted in Fig 2b however shows somewhat surprising behavior. It
was tempting to believe that the weak coupling between the excited electron and the other
unpaired electrons would lead to good performance by all methods. However, TDDFT
absolutely fails to reproduce the spectrum in this regime, significantly blueshifting the ex-
perimental peak at 408.9 eV to 410.0 eV. On the other hand, the mixed configurations are
quartet contaminated, and are thus slightly redshifted from their optimal location. Our
recoupling protocol eliminates this problem, giving excellent agreement with experiment.
It is also worth noting that the recoupled approach appears to predict the shape of the
curve better than individual mixed configurations, indicating that the protocol described
in Sec II C was reasonably effective. This is however ultimately only one data point, and
comparison against more high resolution experimental spectra would be useful in validating
our observation. We therefore hope that spectra of more open-shell species in the Rydberg
regime will be available in the near future.
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IV. RECOMMENDATIONS FOR SUCCESSFUL CALCULATIONS
The proposed protocol for recoupling mixed configurations appears to yield improved
agreement with experiment relative to simply using the two individual mixed configurations
that correspond to single excitations. Nonetheless, it entails individual optimization of four
configurations per excitation (|Q,M1,2,3〉), to get two doublet state energies. We subse-
quently recommend the following protocol for ensuring maximum agreement between these
configurations and minimizing computational cost.
1. Optimize unrestricted KS ground state orbitals.
2. Use these orbitals as initial guesses to optimize RO orbitals for the ground state.
3. Using the RO ground state orbitals as the initial guess, optimize the RO orbitals for
the core-ionized state via SGM. This decouples the relaxation of the core-hole from
the rest of the computations.
4. Using the RO core-ionized orbitals as the initial guess, optimize RO orbitals corre-
sponding to the desired quartet state with SGM. The core-ionized orbitals can thus
be computed only once, and repeatedly utilized for multiple excitations. Furthermore,
the unoccupied orbitals for the core ionized state are much more representative of the
optimized orbital for the excited electron, than canonical ground state orbitals.
5. Using the RO core-excited quartet orbitals as initial guesses, find the unrestricted
orbitals for the quartet |Q〉 and mixed configurations |M1,2,3〉 with SGM.
Steps 1-3 also apply for excitations to the SOMO level, followed by use of the RO core
ionized orbitals to initialize the excited state optimization for the core to SOMO excited
configuration. They also apply for computation of core-excitations in closed shell species via
ROKS. We believe that the RO energies themselves are not particularly useful for radicals,
but the RO orbitals act as useful intermediates to prevent the alpha and beta spatial orbitals
from differing prior to the last optimization step (step 5). The RO orbital space in fact is
much more tightly constrained and SGM is faster at those optimizations in practice. Difficult
convergence cases in general could also be addressed via converging to the same state with
a different (ideally, cheaper) functional and using the resulting orbitals as initial guesses.
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Three additional points regarding orbital optimized core-excitation calculations in general
(for both closed and open-shell systems) are worth noting as well.
1. Use of a localized core-hole is absolutely critical for systems where there are symmetry
equivalent atoms (like the terminal carbons of allyl). Delocalized core-holes lead to
substantial delocalization error77,78 driven underestimation of energy, as shown in Ref
21. Localization of core orbitals can be achieved via explict localization, or via weak
electric fields that break symmetry. The mixed basis strategy described in the next
point also leads to core orbital localizing symmetry breaking.
2. It is absolutely essential to use at least a triple zeta level basis with split core functions
(like cc-pCVTZ) at the local site of the core-excitation. The core-hole would other-
wise not be able to adequately relax, and energies be systematically overestimated21.
However, a smaller basis can be used for all other atoms, with cc-pVDZ being ade-
quate in our experience21 (though even smaller bases could potentially be fine). This
mixed basis strategy helps bring down the computational cost considerably as well, as
the overall computation cost is comparable to a double zeta basis DFT ground state
calculation per iteration, though excited state orbital optimization does often require
many more iterations than ground state computations.
3. Many core-excited states possess significant Rydberg character. A good description of
these states necessitates the presence of diffuse functions in the basis, and even double
augmentation is sometimes necessary (such as the NO2 spectrum presented in Fig 2,
where singly augmented aug-cc-pCVTZ blueshifts the Rydberg peaks in Fig 2b by 0.2
eV). This is easily the most onerous basis set requirement for such calculations but is
functionally unavoidable for any electronic structure method seeking to get a correct
description of Rydberg states.
V. CONCLUSIONS
We have investigated orbital optimized density functional approaches to studying core-
excitation spectra of open-shell systems, by employing the SGM approach for averting vari-
ational collapse. Lack of gas-phase experimental data proves to be a hindrance for assessing
the performance of these methods, but existing data shows encouraging behavior. We firstly
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find that several density functionals like SCAN, PBE0 and ωB97X-V can be employed to
predict excitation energies corresponding to 1s to SOMO transitions in radicals, to RMSE
below 0.5 eV. The 1s→ SOMO transitions are however the least challenging of the excita-
tions as they do not result in a change in the total number of unpaired electrons and thus
can be well approximated by single Slater determinants.
Higher excitations entail breaking of electron pairs and thus are natively multiconfig-
urational. These states therefore cannot be described by single determinants, although
somewhat reliable results can at times be obtained from symmetry broken mixed determi-
nants in the limit of weak coupling between unpaired spins (analogous to how unrestricted
HF/DFT being effective for single bond dissociations in closed-shell species). For more gen-
eral accuracy, we present a CI inspired approach for self-consistently recoupling these single
determinant mixed configurations with unpaired spins to yield approximately spin-pure re-
sults corresponding to multiconfigurational doublet states. The performance of this approach
is compared against that of using unrecoupled mixed determinants alone and TDDFT for
the core-level spectra of the allyl radical and NO2 at N K-edge. We find that the recou-
pling scheme leads to no degradation of performance and in fact consistently improves upon
results obtained by merely using single mixed determinants. It is nonetheless worth appre-
ciating that unrecoupled determinants often yield fairly reasonable answers by themselves,
especially relative to TDDFT for the allyl radical. Our work therefore shows promise in
using orbital optimized DFT approaches for predicting core-level spectra of radicals, where
high accuracy can be obtained even from local functionals like SCAN, at low computational
cost. Available evidence also appears to argue for recoupling mixed configurations, although
this is roughly computationally twice as expensive (as four configurations need to be opti-
mized as opposed to only two). More experimental spectra for open-shell systems (involving
transitions to valence orbitals) would however be immensely useful in fully characterizing
the limitations of the recoupling approach. We consequently will continue to attempt to
validate this approach via comparison to experiment as new data arises.
In future, we will also seek to develop approaches that optimize a single set of unrestricted
orbitals for recoupling mixed configurations vs separately optimizing all four relevant states.
This should reduce the computational cost of such calculations substantially, and enhance
their utility. It would also be useful to generalize the recoupling approach to higher spin
states like triplets, where there are more spins to recouple and a correspondingly larger
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number of coupling constants. Work along these directions is presently in progress.
VI. COMPUTATIONAL METHODS
All calculations were performed with the Q-Chem 5.379 package. Local exchange-
correlation integrals were calculated over a radial grid with 99 points and an angular
Lebedev grid with 590 points. Experimental geometries (from the NIST database80) were
used whenever possible, with MP2/cc-pVTZ optimized geometries being employed in their
absence. The plots labeled ‘mixed’ only used the two mixed configurations corresponding
to single excitations from the ground state, as the third configuration is technically a dou-
ble excitation that would not usually be considered due to formally zero (and in practice,
typically small) oscillator strength. All TDDFT calculations employed the Tamm-Dancroft
Approximation3.
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Appendix A: Phase Estimation for Mixed Configurations
The phase convention chosen for |M1,2,3〉 in Sec II B ensures that the off-diagonal elements
of the coupling matrix are −Jij, where the couplings Jij are given by:
J12 =
EM1 + EM2 − EQ − EM3
2
(A1)
J13 =
EM1 + EM3 − EQ − EM2
2
(A2)
J23 =
EM2 + EM3 − EQ − EM1
2
(A3)
However, the determinants |M ′i〉 obtained from orbital optimization can differ from this
ideal phase. Specifically, DFT can yield |M ′i〉 = pi |Mi〉 where pi = ±1. This has no
implication for the energies, but will affect properties like the transition dipole moment
for which the relative phases of the configurations matter (as these properties depend on
off-diagonal elements, and are computed from |M ′i〉 vs the idealized |Mi〉).
The easiest route for phase finding seems to be via the quartet state, which has the eigen-
vector
(
1√
3
1√
3
1√
3
)T
in the |Mi〉 basis. This state should formally have zero transition
dipole moment and thus could be employed to compute relative phases.
Specifically, let |M ′i〉 have transition dipole moments ~µi = 〈0| ~ˆµ |M ′i〉 against the ground
state determinant |0〉. Without loss of generality, we can set the phase p1 of |M ′1〉 to 1 (as only
relative phases matter). Then the transition dipole moment of the ostensibly quartet state
is ~µQ =
~µ1 + p2~µ2 + p3~µ3√
3
. Consequently, the signs of p2,3 should be chosen to minimize this
quantity. In practice, this protocol is often simplified on account of one of the three mixed
determinants being a formal double excitation (|M2〉 if the orbitals are ordered by energy),
which would have typically have very low transition dipole moment (though generally not
exactly zero on account of non-orthogonality between the ground and mixed determinant
orbitals). The phase estimation problem here is thus often just finding whether p3 (say)
should be 1 or −1 for ~µQ to be smallest.
In fact, this is essentially an internal consistency check for determining the impact of
neglecting non-orthogonality between mixed determinants and the overall quality of the
optimized orbitals, as this “quartet” transition dipole moment ~µQ should be at least an order
of magnitude smaller (and hopefully even less) than the largest transition dipole moment
corresponding the two doublet states, after finding optimal phases. The oscillator strength
scales as square of the transition dipole and thus any spurrious “quartet” peak stemming
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from neglect of non-orthogonality etc. would be at least a hundred times weaker than the
strongest doublet peak and thus the quality of the spectrum will be preserved.
As an example, let us consider the N 1s→ pi∗ transition in NO2. The orbital optimized de-
terminants
∣∣M ′1,2,3〉 we obtained had transition dipole moments (after ignoring terms smaller
than 10−4). :
~µ1 = −6.11× 10−2xˆ (A4)
~µ2 = 0 (A5)
~µ3 = 5.98× 10−2xˆ (A6)
~µQ is minimized if p3 = 1, as then the dipoles will mostly cancel each other.
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FIG. 1: Comparison of experimental C K edge spectrum of the allyl radical (obtained from
Ref 1) with those computed with orbital optimized DFT/aug-cc-pCVTZ. A Voigt profile
with a Gaussian standard deviation of 0.1 eV and Lorentzian γ = 0.121 eV was utilized for
broadening the computed spectra. Bars are supplied to denote the location of the
predicted excitation energies.
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FIG. 2: Comparison of experimental C K edge spectrum of the allyl radical (obtained from
Ref 1) with spectrum obtained from TDDFT/aug-cc-pCVTZ spectrum (using the PBE0
functional). A Voigt profile with a Gaussian standard deviation of 0.1 eV and Lorentzian
γ = 0.121 eV was utilized for broadening the computed spectra. Bars are supplied to
denote the location of the predicted excitation energies.
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