Multiclass classification is an important and ongoing research subject in machine learning. Current support vector methods for multiclass classification implicitly assume that the parameters in the optimization problems are known exactly. However, in practice, the parameters have perturbations since they are estimated from the training data, which are usually subject to measurement noise. In this article, we propose linear and nonlinear robust formulations for multiclass classification based on the M-SVM method. The preliminary numerical experiments confirm the robustness of the proposed method.
Introduction
Given L labeled examples known to come from K (>2) classes
where X ⊂ R N and Y = { 1 , . . . , K }, multiclass classification refers to the construction of a discriminate function from the input space X onto the unordered set of classes Y.
Support vector machines (SVMs) serve as a useful and popular tool for classification. Recent developments in the study of SVMs show that there are roughly two types of approaches to tackle multiclass classification problem. One is to construct and fuse several binary classifiers, such as "one-against-all" (Bottou et al., 1994; Vapnik, 1998) , "one-againstone" (Hastie & Tibshirani, 1998; Kressel, 1999) , directed acyclic graph SVM (DAGSVM; Platt, Cristianini, & Shawe-Taylor, 2000) , error-correcting output code (ECOC; Allwein, Schapire, & Singer, 2001; Dietterich & Bakiri, 1995) , K-SVCR method (Angulo, Parra, & Català, 2003) , and ν-K-SVCR method (Zhong & Fukushima, 2006) , among others. The other, called "all-together," is to consider all data in one optimization formulation (Bennett & Mangasarian, 1994; Bredensteiner & Bennett, 1999; Guermeur, 2002; Vapnik, 1998; Weston & Watkins, 1998; Yajima, 2005) . In this letter, we focus on the second approach.
There are several all-together methods. The method independently proposed by Vapnik (1998) and Weston and Watkins (1998) is similar to oneagainst-all. It constructs K two-class discriminants where each discriminant separates a single class from all the others. Hence, there are K decision functions, but all are obtained by solving one optimization problem. Bennett and Mangasarian (1994) constructed a piecewise-linear discriminant for the K -class classification by a single linear program. The method called M-SVM (Bredensteiner & Bennett, 1999) extends their method to generate a kernel-based nonlinear K -class discriminant by solving a convex quadratic program. Although the original forms proposed by Vapnik (1998), Weston and Watkins (1998) , and Bredensteiner and Bennett (1999) are different, they are not only equivalent to each other, but also equivalent to that proposed by Guermeur (2002) . Based on M-SVM, the linear programming formulations are proposed in a low-dimensional feature subspace (Yajima, 2005) .
In the methods noted, the parameters in the optimization problems are implicitly assumed to be known exactly. However, in practice, these parameters have perturbations since they are estimated from the training data, which are usually corrupted by measurement noise. As pointed out by Goldfarb and Iyengar (2003) , the solutions to the optimization problems are sensitive to parameter perturbations. Errors in the input space tend to get amplified in the decision function, which often results in misclassification. So it will be useful to explore formulations that can yield discriminants robust to such estimation errors. In this article, we propose a robust formulation of M-SVM, which is represented as a second-order cone program (SOCP). The second-order cone (SOC) in R n (n ≥ 1), also called the Lorentz cone, is the convex cone defined by
where · denotes the Euclidean norm. The SOCP is a special class of convex optimization problems involving SOC constraints, which can be efficiently solved by interior point methods. The work related to SOCP can be seen, for example, in Alizadeh and Goldfarb (2003) , Fukushima, Luo, and Tseng (2002) , Hayashi, Yamashita, and Fukushima (2005) , and Lobo, Vandenberghe, Boyd, and Lébret (1998) . The letter is organized as follows. We first propose a robust formulation for piecewise-linear M-SVM in section 2 and then construct a robust classifier based on the dual SOCP formulation in section 3. In section 4, we extend the robust classifier to the piecewise-nonlinear M-SVM case. Section 5 gives numerical results. Section 6 concludes the letter. (Bredensteiner & Bennett, 1999) 
Piecewise-linear M-SVM can be formulated as follows (Bredensteiner & Bennett, 1999) :
where ν ∈ (0, 1],
1 is the formulation for the piecewise-linearly separable case. Otherwise, it is the formulation for the piecewise-linearly inseparable case. Figure 1 shows an example of a piecewise-linearly separable M-SVM for three classes in two dimensions.
The training data A i , i = 1, . . . , K , used in problem 2.1, are implicitly assumed to be known exactly. However, in practice, training data are often corrupted by measurement noises. Errors in the input space tend to get amplified in the decision function, which often results in misclassification. For example, suppose each example in Figure 1 is allowed to move in a sphere (see Figure 2) . The original discriminants cannot separate the training data sets in the worst case. It will be useful to explore formulations that can yield discriminants robust to such estimation errors. In the following, we discuss such a formulation. We assumê 
problem 2.6 is equivalent to the following SOCP:
with I K N being the identity matrix of order K N and
. The objective function of problem 2.7 can then be expressed compactly as
Additionally, Q is a symmetric positive definite matrix, which can be inferred from the following proposition. The proof of the proposition is omitted since it is similar to that given by Yajima (2005) .
C is nonsingular, and C
Let H ij be the K N × N matrix with all blocks being N × N zero matrices except the ith block being I N and the jth block being −I N :
Then, by equation 2.2 we get
Let r ij be the K -dimensional vector with all components being zero except the ith component being 1 and the jth component being −1:
Then by equation 2.3 we get
Then by equation 2.4, we get
(2.14)
By equations 2.10, 2.12, and 2.14, the first constraint in problem 2.7 can be rewritten as follows:
Therefore, by equations 2.8 and 2.15 and proposition 1, formulation 2.7 can be written as follows:
Furthermore, formulation 2.16 can be cast as the following SOCP:
Robust Piecewise-Linear M-SVM Classifier
In this section, we construct a robust piecewise-linear M-SVM classifier based on the dual formulation of problem 2.17.
Dual of the Robust Piecewise-Linear M-SVM Formulation. Denotē
We can derive the following dual of problem 2.17 (see appendix A): 
In addition, we get the following complementary equations at optimality: If
But this contradicts t ≥ 0. So we must have
Since σ > 0, we have
Hence, there exists µ > 0 such that
In addition, it is easy to get the following equalities by proposition 1:
Hence, by equations 3.10 and 3.11, we get
Furthermore, by equations 2.2, 3.1, and 3.2, we get
Therefore, the decision functions are given by
In particular, if we set ρ
. . , K , imply that the parameter perturbations are not considered (cf. equation 2.5); equation 3.13 corresponds to the discriminants for the case of no measurement noise.
With these decision functions, the classification of an example x is to find a class i such that f i (x) = max{ f 1 (x), . . . , f K (x)}.
Robust Piecewise-Nonlinear M-SVM Classifier
The above discussion is concerned with the piecewise-linear case. In this section, the analysis will be extended to the nonlinear case.
To construct separating functions in a higher-dimensional feature space, a nonlinear mapping ψ : X → F is used to transform the original examples into the feature space, which is equipped with the inner product defined by 
Robust Piecewise-Nonlinear M-SVM Formulation. We assume
whereŨ is a unit sphere in the feature space. For the nonlinear case,ρ i p in the feature space associated with a kernel k(·, ·) can be computed as
For example, for RBF kernels, since
we havẽ
The robust version of the piecewise-nonlinear M-SVM can be expressed as follows:
which can be rewritten as the following SOCP:
In a similar manner to that of getting formulation 3.4, we get the dual of problem 4.3 as follows:
Robust Classifier in a Feature
Subspace. In the previous section, we have gotten the robust formulation 4.5 in the feature space. However, the feature space F may have an arbitrarily large dimension, possibly infinite. Usually the kernel principal component analysis (KPCA) (Schölkopf, Smola, & Müller, 1998; Yajima, 2005) is used for feature extraction. In this section, we first reduce the feature space F to an S-dimensional subspace with S < L by KPCA, and then construct the corresponding robust classifier of piecewise-nonlinear M-SVM in the subspace.
Consider the kernel matrix
Since G is a symmetric positive semidefinite matrix, there is an orthogonal matrix V such that G = V V T , where is a diagonal matrix whose diagonal elements are the eigenvalues λ i ≥ 0, i = 1, . . . , L , of G, and v i , i = 1, . . . , L, the columns of V, are the corresponding eigenvectors. Suppose
largest positive eigenvalues and the corresponding eigenvectors. Denote
, where the components of v i are written as follows:
Define the vectors
Then we have
Therefore, {u 1 , u 2 , . . . , u S } forms an orthogonal basis of an S-dimensional subspace of F. Let ψ S (x) be the S-dimensional subcoordinate of ψ(x), which is given by
Then, similar to equation 3.12, we can get the decision functions associated with the robust formulation of piecewise-nonlinear M-SVM in the feature subspace as follows:
(4.7) 
Preliminary Numerical Results
In this section, through numerical experiments, we examine the performance of the robust piecewise-nonlinear M-SVM formulation and the original model for multiclass classification problems. We use RBF kernel in the experiments. As we described in section 4.2, we first construct an L × L kernel matrix G associated with the RBF kernel for the training data set. Then we decompose G and select an appropriate number S. Using equation 4.6, we obtain the S-dimensional subcoordinate of each point. The problems used in the experiments are the robust model 4.5 and the original model obtained by settingρ = 0 in equation 4.4. In the latter model, we haveH = O. Thus, we may write the problem as follows:
The experiments were implemented on a PC (1GB RAM, CPU 3.00GHz) using SeDuMi1.05 (Sturm, 2001 ) as a solver. This solver is developed by J. Sturm for optimization problems over symmetric cones, including SOCP. Some experimental results on real-world data sets taken from the UCI machine learning repository (Blake & Merz, 1998) are reported below. Table 1 gives a description of the data sets. In the experiments, the data sets were normalized to lie between −1 and 1. For simplicity, we set all ρ i p in equation 2.5 to be a constant ρ. The measurement noise a i p was generated randomly from the normal distribution and scaled on the unit sphere. Two experiments were performed. In the first, an appropriate value of S for getting reasonable discriminants was sought. The second experiment was conducted on the three data sets with the measurement noise. Tenfold cross validation was used in the experiments.
In order to seek an appropriate value of S, a ratio R a is set. It is chosen from the set {0.5, 0.6, 0.7, 0.8, 0.99}. For each value of R a , we find the smallest integer S such that
At the same time, we test the accuracy on the validation set by computing the percentage of tenfold testing correctness. Table 2 contains these three kinds of results for the robust model and the original model on the Iris, Wine, and Glass data sets with the measurement noise scaled by ρ = 0.3. When R a is large, we were unable to solve the problems for the Wine and Glass data sets because of memory limitations. Nevertheless, it can be seen from Table 2 that the values of R t around 50% up to 70% yield reasonable discriminants. Moreover, in all cases, S is much smaller than the data size L. Table 3 shows the percentage of tenfold testing correctness for the robust model and the original model on the three data sets with various noise levels ρ. Especially, ρ = 0 means that there is no noise on the data sets. In this case, the robust model reduces to the original model. It can be observed that the performance of the robust model is consistently better than that of the original model, especially for the Glass data set. In addition, the correctness for the original model on the three data sets with noise is much lower than the results when ρ = 0.
For the linear case, we also find that the correctness for the original model on the data sets with noise is lower than the correctness on the data sets without noise. For example, the correctness of the Iris data set, the Wine data set, and the Glass data set without noise is 90.67%, 97.78%, and 57.14%, respectively. However, when ρ = 0.5, the corresponding correctness is 87.33%, 78.89%, and 48.57%, respectively. For the robust model, when ρ = 0.5, the corresponding correctness is 90.67%, 81.11%, and 56.19%, respectively.
Conclusion
In this letter, we have established the robust linear and nonlinear formulations for multiclass classification based on M-SVM method. KPCA has been used to reduce the feature space to an S-dimensional subspace. The preliminary numerical experiments show that the performance of the robust model is better than that of the original model. Unfortunately, the conic convex optimization solver SeDuMi1.05 (Sturm, 2001 ) used in our numerical experiments could solve problems only for small data sets. The sequential minimal optimization (SMO) techniques (Platt, 1999) are essential in large-scale implementation of SVM. Future subjects for investigation include developing SMO-based robust algorithms for multiclass classification. 
