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Abstract
For the incompressible Navier-Stokes equation with data of poly-
nomial decay we first obtain for given regular data at a time step
l time-local contraction results with respect to a C1 ((l − 1, l), Hm)-
norm. For an extended controlled scheme with local limit functions
l → vr,∗,ρ,li (l, .) = v∗,ρ,li (l, .) + rli and growth control function rli we ob-
tain a global linear upper bound and an absolute upper bound for the
Leray projection term with respect to a C1 ((0, l), Hm)-norm, where
the latter is independent the time step number l. In order to obtain
the absolute global upper bound certain growth consumption functions
are added in the definition of the dynamically defined control functions,
while for the linear global upper bound it suffices to consider a simpli-
fied control function. Furthermore, the higher order correction terms
of the local controlled scheme preserve some order of spatial polyno-
mial decay. The schemes discussed in [5] and [6] are simplified in the
sense that the estimates are achieved without the use of some proper-
ties concerning the adjoint of local fundamental solutions with variable
first or second order coefficient terms. We note that the pointwise and
absolute convergence of the local functional series and their first order
time derivatives and their spatial derivatives leads to a constructive
approach for existence of local classical solutions and of global regular
(smooth) solutions via the controlled scheme. We also introduce an
extended scheme with small time foresight such that the existence of
uniform global upper bounds can be proved and even long time be-
havior can be investigated. Furtherore the global implications for the
uncontrolled Navier Stokes equation are stated explicitly, where for the
simplest control function a global upper bound for the components of
the velocity solution functions of the uncontrolled Navier Stokes equa-
tion in C1 ([0, T ] , Hm) for m ≥ 2 and arbitrary time horizon T > 0 is
obtained which depends linearly on the time horizon T . We also dis-
cuss the relation to an alternative approach of auto-controlled schemes,
i.e., schemes without external control function proposed in [10] recently
which underlines that the local contraction results are essential in order
to obtain global results for the incompressible Navier Stokes equation.
2010 Mathematics Subject Classification. 76D05, 76D03, 93C99.
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1 Introduction
We start with some remarks about current research on existence and unique-
ness of the Navier Stokes equation. Leray’s notion of weak solutions in [15],
his proof of the existence of global weak solutions, the technique of smooth-
ing first order coefficients, and the conjecture of singular vorticity, are a
framework for much of the following research. There are well-written sur-
veys on this, and there is no need to repeat this here. However, we want
to make some remarks concerning recent research, where we do not pretend
to cover present research or to give a fair account. It seems that some re-
searchers still relate the concept of turbulence to the existence of singular
sets of vorticity, although the concept of singularity involves the concept of
infinity, and for this reason a close link between both concepts seems to be
suspicious even on an abstract level. Cantor introduced the modern concept
of infinity as infinitum in abstracto in order to avoid the pretension of in-
finities in nature (especially local infinities). It is by no means obvious that
the concept of singular behavior should be a notion of the concept of turbu-
lence which is an empirical concept. If global existence of a regular solution
and uniqueness holds for the incompressible Navier Stokes equation for some
class of natural data with polynomial decay of a certain order (as we argue),
and if this (or similar extensions with variable viscosity) is the right equation
in order to study the concept of turbulence (as we surmise), then other fea-
tures of this equation and its solution may lead us to a theory of turbulence
beyond the concept of Kolmogorov. Some relations between mathematical
properties of equations and their solutions may be explored by simulations,
but the existence of singularities can be neither proved or disproved by sim-
ulations which explore small parts of bounded intervals of rational numbers.
It has been stated quite clearly by many researchers (notably by Constantin
and Temam, cf. [1], [3], [4] and the references therein) that other dynami-
cal properties such as the existence of global strange attractors, bifurcation
behavior etc. may be no less important for turbulence than the question
of uniqueness and global existence. Among the latter two properties physi-
cists tend to prefer the former, since it tells us that the law described by
the equation is deterministic, while the latter is something which a mean-
ingful equation should have anyway. Some physicists may even say that an
equation should have smooth global solutions in order to be meaningful at
all. Global existence of smooth solutions can help to prove uniqueness, and
time-local contraction results are useful in this respect also. From this point
of view you may look at the time-local contraction result below this way: at
each time step l ≥ 1 having determined the data vl−1i (tl0, .), 1 ≤ i ≤ n, for
some time tl0 > 0 we determine a time-local fixed point of a map
f → vf,l, (1)
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where f l = (f l1, · · · , f ln)T is a function such that for all 1 ≤ i ≤ n and on some
local time interval [tl0, t
l
1] the functions f
l
i with f
l
i (t, .) ∈ H2, [tl0, tl1] are Lip-
schitz continuous with respect to time, and the function vl = (vl1, · · · , vln)T
satisfies the equation

∂vli
∂t − ν
∑n
j=1
∂2vli
∂x2j
+
∑n
j=1 f
l
j
∂f li
∂xj
=
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂f lm
∂xj
∂f lj
∂xm
)
(t, y)dy,
v
l(tl0, .) = v
l−1(tl0, .).
(2)
This time local fixed point determines a time-local unique classical solution
of the incompressible Navier-Stokes equation in its Leray projection form.
Uniqueness is implied only in a rather limited space (from the mathematical
analyst point of view - the physicist may be satisfied), but this is not our
main issue here. The techniques of Koch and Tartaru are certainly stronger
in this respect (cf. [14]). Our main issue in this paper is to define global
fixed points of the map (2) in strong norms, and for this we need some
additional ideas which go beyond a clever analysis of local iterations in a
Banach space. The question of global smooth existence for strictly positive
viscosity ν > 0 has been reduced to the question of H1-regularity by T.
Tao (cf. [16]). This may be supplemented by weak derivative schemes con-
verging in H1. In contrast we follow a classical approach here, where local
contraction results in strong norms are supplemented by the idea of dynam-
ically defined bounded regular control functions which control the growth
of the Leray projection term. Another idea may be the reduction of the
Navier-Stokes equation to other equations which may be easier to solve such
as reductions by Cole-Hopf transformations. However such transformations
are very special, and natural extensions such as variable viscosity or incom-
pressible Navier-Stokes equations on manifolds cannot be treated this way.
Therefore we stick to the original equation and define a global scheme for
the incompressible Navier-Stokes equation in its Leray projection form. For
simplicity we present it in a form which assumes constant viscosity ν > 0,
but slightly more complicated variations of the scheme can be defined which
allow to generalize the argument to a certain class of equations with variable
first and second order coefficients as indicated in [8, 6, 5]. The use of the
adjoint of the fundamental solution of scalar linear parabolic equations is a
quite powerful tool in order to extend results of the present paper to such
kind of systems. Note that the adjoint can be used also for equations with
regular variable second order coefficients which satisfy a natural ellipticity
condition. Further generalisations seem to be possible. Indeed it seems that
the systems which satisfy a Ho¨rmander conditions such as the one proposed
by Mattingly ( and as we indicated in [6, 13]) in the case of dimension 2
3
define a natural class of systems with global smooth existence in higher di-
mensions n ≥ 3 as well (if we consider them without noise, of course). All
these systems are characterized by the existence of smooth densities which
disappear in the inviscid limit. This does not mean that global solutions of
the incompressible Euler equation may not be constructed via inviscid limits
of global solutions of the incompressible Navier-Stokes equation in its Leray
projection form. This is possible if the estimates involved can be done with
constants which are independent of the size of the viscosity. It seems that
some fine tuning of the analysis presented here is possible which relates the
order of polynomial decay of the data to the existence of global regular so-
lutions. It seems that we have to be more restrictive for the incompressible
Euler equation than for the incompressible Navier-Stoke equation in order
to obtain global regular inviscid limits if this is possible at all. Anyway,
looking for solutions of the incompressible Euler equation via inviscid limits
is -speaking metaphorically - like the effect of a torch in big space from a
very specific angle. Young inequality estimates for convolutions with the
Gaussian of a heat equation with viscosity ν as a factor of the Laplacian
are certainly useful in this respect. But note that the Leray projection form
has an other status for the incompressible Euler equation as it has for the
incompressible Navier-Stokes equation. Especially it seems unlikely that an
inviscid limit (if it exists in a given situation) is a unique solution of the in-
compressible Euler equation. It seems that many researchers do not expect
global smooth existence and uniqueness for the corresponding incompress-
ible Euler equation in case of dimension n ≥ 3. Let us point out why we
agree with this view. If there exists a global smooth and unique solution
to the incompressible Euler equation, then arbitrary derivatives of the in-
compressible Euler equation have a global unique solution. For higher order
derivatives we may apply the product rule to the equation terms and get
more and more extended sums for the Leray projection term, and it may
be possible then to construct nonzero solutions to the incompressible Euler
equation with zero Leray projection term and zero divergence (incompress-
ibility). This solution may then be at the same time a singular solution
of the multivariate Burgers equation with a finite singular behavior. It is
even likely that for some higher order derivative such solutions can be con-
structed with data of finite energy. Furthermore, is seems that there are
singular solutions of the vorticity form of incompressible Euler equations
with a singular point (T, 0), which are inviscid limits of global solutions of
an incompressible Navier Stokes type equation. Such incompressible Navier
Stokes type equations are obtained on spatially bounded domains (cones) by
natural transformations which may be trivially extended to the whole do-
main (cf. [11]). In addition to our remark above concerning the question of
uniqueness with regard to the incompressible Euler equation, note that the
existence of multiple weak solutions has been shown byWiedemann recently.
If it is true (as we think) that the incompressible Navier-Stokes equation and
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a considerable larger class of systems with first order coupling satisfy global
smooth existence and uniqueness, and if it is true that the incompressible
Euler equation satisfies neither of these two fundamental properties of hav-
ing a unique and a global smooth solution, then its seems quite likely that
viscosity ν = 0 is a bifurcation point of other qualitative behavior. Preser-
vation of properties for the inviscid limit have to be studied with caution
for every property, and, on the other hand, we have to be very cautious
with respect to the view that the incompressible Euler equation is an ap-
proximative model of the incompressible Navier-Stokes equation with small
viscosity. Furthermore, the existence of multiple weak solutions should make
us cautious concerning any ’numerical evidence’ for the type of singularity
expected. So much for a preface.
Next we reconsider the definition of the old local scheme defined in ([8]).
First, we recall a naive simple scheme in brief which leads to local solutions.
For time step l ≥ 1, a substep iteration number k ≥ 1, and a small time
step size ρl along with
1
l . ρl we consider a time-local functional scheme for
functions vρ,l,ki : [l − 1, l]× Rn → R, 1 ≤ i ≤ n, k ≥ 1 with limit
vρ,li := v
ρ,l−1
i (l − 1, .) +
∞∑
k=1
δvρ,l,ki , (3)
where for 1 ≤ i ≤ n we have vρ,l−1i (l − 1, .) ∈ H2 ∩ C2, and δvρ,l,ki =
vρ,l,ki − vρ,l,k−1i are functions defined on the domain [l− 1, l]×Rn along with
vρ,l,0 := vρ,l−1i (l−1, .). The functions vρ,l,ki satisfy time-local approximations
of the incompressible Navier-Stokes equations of the form

∂vρ,l,ki
∂τ − ρlν
∑n
j=1
∂2vρ,l,ki
∂x2j
+ ρl
∑n
j=1 v
ρ,l,k−1
j
∂vρ,l,ki
∂xj
=
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1
j
∂xm
)
(τ, y)dy,
v
ρ,l,k(l − 1, .) = vρ,l−1(l − 1, .),
(4)
and on the domain [l − 1, l] × Rn for l ≥ 1. This scheme is a time-local
scheme, where the initial data are assumed to be bounded, i.e.,
max
1≤i≤n
∣∣vρ,l−1i (l − 1, .)∣∣H2 ≤ C˜ (5)
for some finite constant C˜, and where Hm denotes the standard Sobolev
space of order m. Furthermore, the function Kn is the fundamental solution
of the n-dimensional Laplacian. We are interested in the case n ≥ 3. For
l = 1 we define vρ,l−1(l − 1, .) =
(
vρ,l−11 (l − 1, .), · · · , vρ,l−1n (l − 1, .)
)T
=
5
h(.) = (h1, · · · , hn)T . It is natural to assume that
hi ∈ ∩s∈RHs (Rn) (6)
for all 1 ≤ i ≤ n. This assumption is implied by the slightly stronger assump-
tion that we have polynomial decay of arbitrary order of the initial value
functions (cf. [8] for a short discussion). However, the essence of this paper
is that data with regularity hi ∈ Hm∩Cm form ≥ 2 lead to globally existent
regular velocity components vi with vi(t, .) ∈ Hm ∩ Cm for all 1 ≤ i ≤ n
and t ∈ [0,∞). Furthermore, for m ≥ 2 we get classical global solution, i.e.,
differentiability of the velocity functions with respect to time. First we shall
show that for rather strong norms we can choose a certain step size ρl > 0
such that we have a local contraction result. We shall determine this step size
explicitly. The subscript l indicates that the step size may decrease with the
time step number l ≥ 1, but it is clear that it should satisfy at least ρl ∼ 1l
for a global scheme. In order to get a global scheme we want to show that a
strong local contraction result can be combined with the analysis of a global
equation for the controlled function vr =: v+r = (vr1, · · · , vrn)T with a regu-
lar bounded control function r = (r1, · · · , rn)T . We define a contolled scheme
where the controlled velocity component functions vri and the components
of the control funcition are defined dynamically, and then we derive upper
bounds for the controlled velocity components vri and for the control function
components ri in C
0 ([0, T ] ,Hm) for m ≥ 2 for arbitrary T > 0. The control
function will be only Lipshitz at some discrete times, but it turns out that
we first get upper bounds for the uncontrolled velocity component functions
vi = v
r
i − ri ∈ C0 ([0, T ] ,Hm) and then vi = vri − ri ∈ C0 ([0, T ] ,Hm) for
arbitrary T > 0. This leads to global regular existence for the uncontrolled
incompressible Navier Stokes equation. More precisely, in this part III of
articles on the multivariate Burgers equation and the incompressible Navier
Stokes equation we make several contributions. First we define a simpli-
fied scheme which will allow us to simplify the proof of local contraction in
Hm-based spaces for m ≥ 2 in the sense that the argument based on the
adjoint of the fundamental solution considered in [8] is avoided. Second,
we improve the result concerning the local contraction by showing that a
certain kind of polynomial decay is preserved for a controlled value function
vr,∗,ρ,li together with higher order regularity. Locally, the control functions r
l
i
(where similarly as in the notation for the velocity value functions the upper
index of the time step number l ≥ 1 indicates a restriction to the domain
[l− 1, l]×Rn) ’can take some load’ such that they have a polynomial decay
of smaller order, but this slightly smaller polynomial decay is preserved as
well. Third, we show more explicitly than before that the scheme proposed is
an approach of constructing classical solution rather than a mere numerical
scheme. Fourth, we show that an extension of the scheme with a simplified
control function leads to a linear bound of the growth of the solution with
respect to the time step number l ≥ 1. This linear upper bound holds with
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respect to the C0 ((l − 1, l),Hm)-norm and the C1 ((l − 1, l),Hm)-norm for
appropriate m ≥ 2 and where we take suprema with respect to time. The
price to pay for a simplified control function is that we have only a global lin-
ear bound of the Leray projection term and a linearly decreasing time-step
size. For this reason we also consider extended control functions with certain
consumption functions which lead to an upper bound of the Leray projection
term which is independent of the time step number. We mentioned earlier
in [5] that a controlled scheme of the incompressible Navier Stokes equation
can be designed which allows for a constant step size and for a numerical
stabilization of computations. Here we propose an alternative proof method
for the sake of global existence and regularity, not for numerical purposes
in the first place. We shall see that the local contraction estimate is an
essential step. The next section discusses the relation of local and global
controlled solutions. Then in section 3 we introduce a simplified scheme. In
section 4 we state the local contraction results. In section 5 we state the
essential global results for the uncontrolled Navier Stokes equation, which
can be derived rather straightforwardly from the controlled scheme together
with the local contraction results. In section 6 we prove that polynomial
decay of a certain order is preserved for the higher order correction terms
by the local controlled scheme. Then in section 7 we prove local contraction
results for this simplified scheme, where we improve the local result in the
C0 ((l − 1, l),Hm) function space of [8]. In section 8 we add some remarks
for related norms, and in section 9 and section 10 we prove the existence of
a uniform global bound and a global linear bound for the Leray projection
term respectively. Additional information with respect to the analysis in
section 8 and section 9 is provided in ([9]). We close the article with some
final remarks in section 11.
2 The relation of local and global solutions
In this section we make three observations. First, local contraction results
in the function space C0 ((l − 1, l),Hm) and C1 ((l − 1, l),Hm) along with
the norms ∣∣f ∣∣
C0((l−1,l)×Hm(Rn)) := sup
τ∈(l−1,l)
|f(τ, .)|Hm(Rn), (7)
and ∣∣f ∣∣
C1((l−1,l)×Hm(Rn)) := supτ∈(l−1,l) |f(τ, .)|Hm(Rn)
+
∣∣Dτf ∣∣C0((l−1,l)×Hm(Rn)),
(8)
for m ≥ 2 lead to local existence results of smooth solutions. Second, lo-
cal contraction results can be used within controlled Navier Stokes equation
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systems in order to design global schemes with global controlled value func-
tions and globally defined control functions. Third, we observe that these
global controlled Navier-Stokes equation systems lead to the existence of
global solutions. We consider the local scheme defined in the introduction,
and which was also considered in [8]. We note that the rules for the ad-
joint of scalar parabolic equations hold also for a considerable class of scalar
parabolic equations with variable second order coefficients. Therefore this
scheme can be generalized to more general equations with variable viscos-
ity. Later we shall consider some variations of these observations for the
simplified scheme of this paper.
In order to prove global existence results from local existence results
we introduce a control function r = (r1, · · · , rn)T : [0,∞) × Rn → Rn. In
general the function r is chosen in a class of bounded functions with bounded
spatial derivatives up to second order which are Lipschitz continuous with
respect to time. This is the regularity of the control function which we
defined in [5] and also in [6]. More precisely, those control functions are
Lipschitz at times equal to the time step numbers l ≥ 1 (with respect to
transformed time coordinates ρlτ = t) and are differentiable with respect
to time elsewhere. The simplified control functions ri, 1 ≤ i ≤ n defined
later in this paper have the advantage that they are time differentiable for
all times. The equation for the controlled velocity function
v
r := v + r, (9)
with v = (v1, · · · vn)T is more complicated than the original incompressible
Navier-Stokes equation, of course. However, we may choose the control
functions ri, 1 ≤ i ≤ n, and using the semi-group property of the operator
we may choose the control function r time step by time step - with certain
restrictions of course. Indeed, the control functions ri, 1 ≤ i ≤ n, are
constructed inductively with respect to the time step number l ≥ 1 using the
information of the final data of the previous time step l−1, and of the initial
data h at the first time step. In a direct approach the effect of an appropriate
choice is that at each time step is that we have to solve inhomogeneous local
incompressible Navier-Stokes equations with consumption source terms on
the right side, which control global boundedness. As long as the control
function is itself globally bounded ( an upper bound for the control function
which is linear with respect to time suffices) we solve a problem which is
equivalent to the incompressible Navier-Stokes equation. It can be shown
then within the analysis of the scheme that the control functions are indeed
globally bounded and satisfy some other convenient properties. In case of
simplified control functions without consumption functions we prove the
existence of a global linear bound of the control functions. Let us look at
these ideas in more detail. Note that the function vr = (vr1, · · · vrn)T =
8
(v1 + r1, · · · vn + rn)T satisfies the equation

∂vri
∂t − ν
∑n
j=1
∂2vri
∂x2j
+
∑n
j=1 v
r
j
∂vri
∂xj
=
∂ri
∂t − ν
∑n
j=1
∂2ri
∂x2
j
+
∑n
j=1 rj
∂vri
∂xj
+
∑n
j=1 v
r
j
∂ri
∂xj
−∑nj=1 rj ∂ri∂xj
+
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
vrk,jv
r
j,k
)
(t, y)dy
−2 ∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
vrk,jrj,k
)
(t, y)dy
− ∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1 (rk,jrj,k) (t, y)dy,
v
r(0, .) = h.
(10)
If we can solve this equation for controlled velocity functions vri , 1 ≤ i ≤ n
which are globally Lipschitz in time and have bounded spatial derivatives
of second order for an appropriate control function space R (where we con-
struct r ∈ R time-step by time-step), then we can prove that the uncon-
trolled summand vi ∈ C1,2 ([0,∞)× Rn) for 1 ≤ i ≤ n of the controlled
value function vr is a global classical solution of the incompressible Navier
Stokes equation. The construction is done time-step by time step on do-
mains [l − 1, l]×Rn, l ≥ 1, where for 1 ≤ i ≤ n the restriction of the control
function component ri to [l − 1, l] × Rn is denoted by rli. Here, the local
equation is defined in terms of transformed time coordinates t = ρlτ . Note
that we should have a time-step size greater or equal to ρl ∼ 1l at each time
step in order to obtain a global scheme. In the discretized scheme we denote
time by τ without a time step number index l for simplicity, i.e., we shall
know from the context of the equation that τ ∈ [l− 1, l] at each time step l.
The local functions vr,ρ,li with v
r,ρ,l
i (τ, x) = v
r,l
i (t, x) are defined inductively
on [l − 1, l]×Rn along with the control function rl via the Cauchy problem
for
v
r,ρ,l := vρ,l + rl. (11)
Here, vρ,l =
(
vρ,l1 , · · · , vρ,ln
)T
is the time transformed solution of the in-
compressible Navier Stokes equation (in Leray projection form) restricted
to the domain [l − 1, l]×Rn, and where vρ,li (τ, x) = vli(t, x) for τ ∈ [l− 1, l],
and vli, 1 ≤ i ≤ n denotes the restriction of a solution of the incom-
pressible Navier Stokes equation (in Leray projection form) to the domain[∑l−1
m=1 ρm,
∑l
m=1 ρm
]
× Rn. We do not add a superscript ρ to the control
function rl for notational simplicity, as we consider control functions only in
transformed time coordinates anyway in the following. Note that the local
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solution function at time-step l ≥ 1,
v
r,ρ,l =
(
vρ,l1 + r
l
1, · · · vρ,ln + rln
)T
, (12)
satisfies the equation

∂vr,ρ,li
∂τ − ρlν
∑n
j=1
∂2vr,ρ,li
∂x2j
+ ρl
∑n
j=1 v
r,ρ,l
j
∂vr,ρ,li
∂xj
=
∂rli
∂τ − ρlν
∑n
j=1
∂2rli
∂x2j
+ ρl
∑n
j=1 r
l
j
∂vr,ρ,li
∂xj
+ρl
∑n
j=1 v
r,ρ,l
j
∂rli
∂xj
− ρl
∑n
j=1 r
l
j
∂rli
∂xj
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l
k
∂xj
∂vr,ρ,lj
∂xk
)
(τ, y)dy
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l
k
∂xj
∂rlj
∂xk
)
(τ, y)dy
−ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂rl
k
∂xj
∂rlj
∂xk
)
(τ, y)dy,
v
r,ρ,l(l − 1, .) = vr,ρ,l−1(l − 1, .).
(13)
At the first time step the function r1i may be chosen equal to zero, but a
choice proportional to h with positive proportionality is useful. For the sim-
plified control function a natural choice is δrli = −δvρ,1,1i with the possible
convention that rl−1i = r
0
i ≡ 0. Similar for extensions of the control function
with consumption terms. Since we have a local existence theory, we can do
it either way. For a time step l > 1 the functions rli, 1 ≤ i ≤ n are assumed
to be chosen inductively, where the rule of choice is determined by the fol-
lowing considerations. Here we reconsider the ideas of [5] first, and then we
turn to the possibilities of a simplified control function which we consider in
this paper as an alternative. The right side of the first equation in (13) is
determined by the choice of the functions rli. Note that we do not know the
solution function vr,ρ,li , 1 ≤ i ≤ n at the beginning of time step l ≥ 1, which
appears on the right side. However, since we proceed in small time steps,
we know this function approximately (if certain local results hold which we
shall obtain later). Hence, we approximate the functions vr,ρ,li on the right
side of (13) in order to choose an equation which determines rli, where at
time step l ≥ 1 the right side of (13) may be modified by substituting vr,ρ,li
by the data from the last time step, i.e., by the function vr,ρ,l−1i (l− 1, .). In
order to control the growth with respect to time we shall observe that it suf-
fices to define δrli = −δvr,ρ,l,1i for the control function increment at time step
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l ≥ 1. However, the simplest control function which leads to global regular
upper bounds (first in C0 ([0, T ],Hm ∩ Cm) for arbitrary time T > 0 for the
controlled velocity function components vri and the control function com-
ponents ri), and then in C
1 ([0, T ],Hm ∩Cm) for the uncontrolled velocity
function components vi) may a control function increment of the form
δrli =
∫ l
l−1
∫
Rn
−vr,ρ,l−1i (l − 1, y)
C
Gl(τ − s, x− y)dyds, (14)
where Gl is the fundamental solution of Gl,τ − ρlν∆Gl = 0 on [l− 1, l]×Rn,
and where C > 0 is some constant which is actually an upper bound of
the controlled velocity value function with respect to some regular norm.
We shall observe that both definitions of control function increments lead
to a linear upper bound with respect to time of the control function and of
the controlled velocity functions. In order to obtain a global upper bound
which is independent of the time step number l ≥ 1 we may in addition
introduce ’source term functions’ related to the equations of the control
functions, and which are determined time-step by time-step, such that they
serve as consumption terms of growth (of the solution) at each time step.
The reader which is mainly interested in global regular existence of the
uncontrolled Navier Stokes equation may skip the following notes on more
sophisticated control functions which lead to regular upper bounds which
are independent of the time step number. In the following keep in mind the
effect of the simple control function scheme with control function increments
as in (14), where you may start at the first time step with r1i (0, .) :=
hi
C with
C ≥
∣∣hi∣∣Hm∩Cm for somem ≥ 2 (if we want to construct global regular upper
bounds for the velocity componenet functions in C1 ([0,∞),Hm ∩ Cm): for
small time step size ρl there is at most linear growth of control function
while the upper bound for the controlled velocity functions evaluated at
time l, i.e.
∣∣vr,ρ,li (l, .)∣∣Hm∩Cm ≤ C, is preserved as l increases. This means
that we can use a constant time step size for this simple scheme. The
effect after a finite number of time steps is that depending on the choice of
C and ρ at space-time points (τ, x) where the controlled velocity function
component values vr,ρ,li (τ, x) and the control function values r
l
i(τ, x) have
different signs, the control function value becomes small compared to the
constant C if a) the upper bound C > 0 is large and b) the time step
size ρ > 0 is small on the scale of C. For example, as ρ ∼ 1
Ck
for some
positive integer k ≥ 3 the controlled velocity function values become smaller
at these points as k increases (for fixed proportionality). This observation
can be used in order to construct global regular upper bounds which are
stronger with respect to time. However, as we shall see, it is quite an effort
to get a stronger result than we get with the simple control function with
increments as in (14). Note that with this control function we get even a
logarithmic upper bound withrespect to time if we have a decreasing time
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step size ρl ∼ 1Ckl . Furthermore, we shall also discuss the relation to an
alternative construction of time-independent regular global upper bounds
via auto-controlled schemes sketched in [10]. The auto-controlled schemes
simplify some steps of the construction, but, we shall observe that external
control functions are of independent interest as they allow us to prove the
existence of global regular upper bounds for a larger class of models. Note
that the following ideas are quite closely related to another method where
we first define the equation for the control functions rli such that a solution
for rli leads to some source terms on the right side of of (13), which are
then constructed time-step by time-step such that they control the growth
of the controlled velocity function. These source terms serve as ’growth
consumption terms’, and are denoted by φli, 1 ≤ i ≤ n. Accordingly, we
derive an equation from the right side of (13) of the form


∂rli
∂τ − ρlν
∑n
j=1
∂2rli
∂x2j
+ ρl
∑n
j=1 r
l
j
∂vr,ρ,l−1i
∂xj
+ρl
∑n
j=1 v
r,ρ,l−1
j
∂rli
∂xj
− ρl
∑n
j=1 r
l
j
∂rli
∂xj
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l−1
k
∂xj
∂vr,ρ,l−1j
∂xk
)
(l − 1, y)dy
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l−1
k
∂xj
(l − 1, y) ∂r
l
j
∂xk
(τ, y)
)
dy
−ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂rl
k
∂xj
∂rlj
∂xk
)
(τ, y)dy = φli,
r
l(l − 1, .) = rl−1(l − 1, .).
(15)
Note that at this time step l ≥ 1 the functions vr,ρ,l−1i are taken from the
previous time step l − 1, and they are evaluated at l − 1 with respect to
the time variable., i.e., vr,ρ,l−1i = v
r,ρ,l−1
i (l − 1, .), where for l = 1 we take
vr,ρ,0i (0, .) = hi(.). All functions with superscript l−1 appearing in problems
at time step l ≥ 1 are always intended to be evaluated at time τ = l−1. The
equation in (15) for the control function looks as complicated as a Navier-
Stokes equation. However, we need to solve it locally at most (small time-
step size ρl), and we shall see how we can do this (and is also well-known by
other reasoning). Later we shall observe that we can avoid solving a local
Navier Stokes type equation for the control function. We could also linearize
the equation for (15). From a constructive perspective this is quite natural:
we can construct the control function by starting with the construction of
a approximation r∗,l =
(
r∗,l1 , · · · , r∗,ln
)T
which is determined inductively at
12
time step l ≥ 1 by the equation

∂r∗,li
∂τ − ρlν
∑n
j=1
∂2r∗,li
∂x2j
+ ρl
∑n
j=1 r
∗,l−1
j
∂vr,ρ,l−1i
∂xj
+ρl
∑n
j=1 v
r,ρ,l−1
j
∂r∗,l−1i
∂xj
− ρl
∑n
j=1 r
∗,l−1
j
∂r∗,l−1i
∂xj
+ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l−1
k
∂xj
∂vr,ρ,l−1j
∂xk
)
(l − 1, y)dy
−2ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂vr,ρ,l−1
k
∂xj
(l − 1, y)∂r
∗,l−1
j
∂xk
(l − 1, y)
)
dy
−ρl
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,k=1
(
∂r∗,l
k
∂xj
∂r∗,lj
∂xk
)
(l − 1, y)dy = φ∗,li ,
r
∗,l(l − 1, .) = r∗,l−1(l − 1, .).
(16)
Note that the difference rli − r∗,li becomes small with small time-step size ρl
while the source functions φli or φ
∗,l
i do not depend on the step size (they can
be chosen this way). Anyway the following idea of a consumption function
based on these source functions remains the same. We may choose consump-
tion functions φli according to the growth which we observe at the previous
time step. However, we may improve on this idea of a consumption function
where we use the fact that we can solve the incompressible Navier Stokes
equation locally in time. This allows us to choose the control function at
time l − 1 by looking at the behavior of the uncontrolled velocity function
with controlled data at time l. This way we can a) ensure that after each
time step (not during each time step in general, but this does not matter)
we can ensure that the control function and the controlled velocity function
have the same sign. This ensures that the controlled velocity function and
the control function are uniformly bounded over time in a more direct argu-
ment. Furthermore, we can b) estimate the long time behavior as time goes
to infinity. We call this extended scheme the scheme with small foresight.
First, note that it is convenient that we can avoid the involved equations
for the controlled velocity functions vr,ρ,li , 1 ≤ i ≤ n and for the control
functions rli, 1 ≤ i ≤ n. If for l ≥ 1 the data vr,ρ,l−1i (l− 1, .), 1 ≤ i ≤ n and
rl−1i (l − 1, .) are determined, then we may first compute that uncontrolled
velocity function at time step l ≥ 1 with controlled data. This is the so-
lution vr
l−1,ρ,l
i , 1 ≤ i ≤ n of the incompressible Navier Stokes equation on
[l−1, l]×Rn with data vrl−1,ρ,l−1i (l−1, .) = vr,ρ,l−1i (l−1, .), 1 ≤ i ≤ n. Note
that the controlled velocity function at time step l ≥ 1 is then determined
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by equations
vr,ρ,li (τ, x) = v
rl−1,ρ,l
i (τ, x)+δr
l
i(τ, x), 1 ≤ i ≤ n, (τ, x) ∈ [l−1, l]×Rn. (17)
In the following we call vr
l−1,ρ,l
i , 1 ≤ i ≤ n the uncontrolled velocity function
with controlled data at time step l ≥ 1. Then we may analyze the situation
and consider 4n sets
V r
l−1,l,i
v+r+ :=
{
x ∈ Rn|vrl−1,ρ,li (l, x) > 0 & rl−1i (l − 1, x) > 0
}
V r
l−1,l,i
v+r− :=
{
x ∈ Rn|vrl−1,ρ,li (l, x) > 0 & rl−1i (l − 1, x) < 0
}
V r
l−1,l,i
v−r+ :=
{
x ∈ Rn|vrl−1,ρ,li (l, x) < 0 & rl−1i (l − 1, x) > 0
}
V r
l−1,l,i
v−r− :=
{
x ∈ Rn|vrl−1,ρ,li (l, x) < 0 & rl−1i (l − 1, x) < 0
}
.
(18)
For each l − 1 and each 1 ≤ i ≤ n the latter four sets define a partition of
the set Rn \ Z
(
vr,ρ,l−1i (l − 1, .)
)
, where
Z
(
vr
l−1,ρ,l
i (l, .)
)
:=
{
x|vrl−1,ρ,li (l, x) = 0
}
. (19)
Next for all 1 ≤ i ≤ n and each time step number l ≥ 1 define a function
gli : R
n → R by
gli(y) :=


vr
l−1,ρ,l
i (l,y)
C +
rl−1i (l−1,y)
C2
if y ∈ V rl−1,l,iv+r+ ∪ V r
l−1,l,i
v−r−
2vr
l−1,ρ,l
i (l, y) +
rl−1i (l−1,y)
C2 else.
(20)
The idea behind this definition is the following: if for some 1 ≤ i ≤ n
and the control function at time l−1 and the uncontrolled velocity function
data at (l−1, x) have the same sign, then we may define the control function
increment at time step l at each point (τ, x) ∈ [l− 1, l]×Rn close to a value
which proportional to a weighted sum of the the negative of the controlled
velocity function vr
l−1,ρ,l
i (l, x) (looking slightly forward) and of the control
function rl−1i (l − 1), i.e., we may define for all (τ, x) ∈ [l − 1, l] × V r
l−1,l,i
v+r+ ∪
V r
l−1,l,i
v−r− by
δrli(τ, x) = −
∫ τ
l−1
∫
Rn
gli(y)pl(τ − s, x− y)dyds, (21)
where pl is the fundamental solution of
∂
∂τ
p− ρlν∆p = 0. (22)
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Note that for small time step size ρl the value in (21) is close to
−
∫ τ
l−1
∫
Rn
(
vr
l−1,ρ,l
i (l, y)
C
+
rl−1i (l − 1, y)
C2
)
pl(τ − s, x− y)dyds, (23)
The smoothing by convolution with a local heat kernel is useful especially
if we define control functions depending on a partition as in (18) and (19)
above which would render the control function to be only Lipschitz if we
defined it without smoothing. Note that a definition on the domain of equal
signs as in (21) will ensure that for all x ∈ V rl−1,l,iv+r+ ∪V r
l−1,l,i
v−r− and small time
step size ρl > 0 and large that for
∣∣vr,ρ,l−1i (l − 1, x) + rli(l − 1, x)∣∣ ≥ C2 ,
∣∣rli(l − 1, x)∣∣ ≤ C2 + 1 (24)
we have ∣∣vr,ρ,li (l, x) + rli(l, x)∣∣ ≤ ∣∣vr,ρ,l−1i (l − 1, x) + rli(l − 1, x)∣∣. (25)
Next, if for some 1 ≤ i ≤ n and some l a uncontrolled velocity function
value with controlled data vr
l−1,ρ,l
i (l, x) at time l and the control function
rl−1i (l−1, x) at time l−1 have different signs for some x ∈ Rn, then we may
define again
δrli(τ, x) = −
∫ τ
l−1
∫
Rn
gli(y)pl(τ − s, x− y)dyds, (26)
for all (τ, x) ∈ [l − 1, l] × Rn. We note that for small time step size ρl the
value in (26) is close to
δrli(τ, x) = −
∫ τ
l−1
∫
Rn
(
2vr
l−1,ρ,l
i (l, y) +
rl−1i (l − 1, y)
C2
)
pl(τ − s, x− y)dyds,
(27)
for all (τ, x) ∈ [l − 1, l] × Rn.
Well this more sophisticated control function with small foresight may be
preferable from an analytical point of view, as it seems to be easier to study
long time behavior with such descriptions. From a more numerical point of
view we may prefer simpler control functions which do not depend on the
computation of solutions of nonlinear equations (even locally) , and with
some additional amount of work we may also obtain global uniform upper
bounds with simpler control functions. For example, for (τ, x) ∈ [l−1, l)×R
we may choose a source function
φli(τ, x) := −
vr,ρ,l−1i (l − 1, .)
C
− r
l−1
i (l − 1, .)
C2
(28)
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for some constant C which is constructed as a global upper bound within
the construction. Note that (28) can also be written in the form
φli(τ, x) := −
vr,ρ,l−1i (l − 1, .) + 1C rl−1i (l − 1, .)
C
(29)
which implies that it is somehow a scheme which is essentially equivalent to
the scheme without the additional summand − r
l−1
i (l−1,.)
C2
. However use the
representation in (28) in order to argue that a global linear upper bound
for the velocity functions can be improved in order to get an uniform global
upper bound.
Remark 2.1. In [5, 6] we used source functions with a different weight. In-
deed, in order to get a global linear bound for the solution and its derivatives
it is sufficient to consider the source function
φli(τ, x) := −
vr,ρ,l−1i (l − 1, .)
C
(30)
In ([9]) we remarked that for the classical Navier Stokes equation system in
this paper it is possible to define the simple control function increments via
δrli(τ, x) := −
∫ τ
l−1
∫
Rn
vr,ρ,l−1i (l − 1, .)
C
pl(s− (l − 1), x− y)dyds (31)
The reason is for this possibility will be given below.
Note that in this choice the source functions are independent of time.
This means that we have bounded jumps in time for the source terms, but
the construction of local solutions for rli involve time integrated source terms
and this leaves us with control functions which are global Lipschitz in time
and locally bounded and smooth within each time step. Note that the con-
sumption function does not have a factor ρl which may be small compared
to 1C . Then we may use a step size ρl which is small compared to
1
C2
and a
local time contraction result may show that the consumptive behavior of the
source functions φli is preserved for the equation (13) if the control function
is chosen according to the ideas related to (15). Similar for a linearized equa-
tion for rli. This looks rather complicated (also from a computational point
of view), but together with a local contraction result this construction leads
a globally bounded solution which is globally Lipschitz in time and smooth
with respect to the spatial variables. And a little additional argument leads
us to global regular solution of the original Navier-Stokes equation (cf. [5]).
In this paper we propose a simpler choice of the control function but the
general idea is of the same origin. The sketched argument should make
plausible our statement that local contraction results are crucial. Here the
local contraction result for the uncontrolled system in C0 ((l − 1, l),Hm) for
m ≥ 2 is essential, because in the equations for the functional increments
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some source terms cancel and the additional terms are linear functionals of
the control functions rli. In [8] we considered these contraction results in
more detail. Note, however, that we choose the control function rli once at
each time step, which means that for k ≥ 2
δvr,ρ,l,ki = v
r,ρ,l,k
i − vr,ρ,l,k−1i = vρ,l,ki − vρ,l,k−1i (32)
such that a refined contraction for the higher order terms (k ≥ 2)
∣∣δvr,ρ,l,ki ∣∣C0((l−1,l),Hm) . 1√l
∣∣δvr,ρ,l,k−1i ∣∣C0((l−1,l),Hm) (33)
leads to a transition from local to global upper bounds as well. Note that
local existence results follow rather directly from the contraction results. In
[8] we considered local contraction results for all l ≥ 1 and 1 ≤ i ≤ n, and
for the functional series
vρ,li := v
ρ,l−1
i (l − 1, .) +
∞∑
k=1
δvρ,l,ki , (34)
where for 1 ≤ i ≤ n recall that we assume that vρ,l−1i (l − 1, .) ∈ H2 ∩ C2,
δvρ,l,ki = v
ρ,l,k
i − vρ,l,k−1i , vρ,l,−1 := vρ,l−1i , and the functions vρ,l,ki satisfy the
equations

∂vρ,l,ki
∂τ − ρlν
∑n
j=1
∂2vρ,l,ki
∂x2j
+ ρl
∑n
j=1 v
ρ,l,k−1
j
∂vρ,l,ki
∂xj
=
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1j
∂xm
)
(τ, y)dy,
v
ρ,l,k(l − 1, .) = vρ,l−1(l − 1, .),
(35)
and on the domain [l − 1, l] × Rn for l ≥ 1. For l = 1 it is clear that the
components of the function vρ,l−1(l − 1, .) = h(.) are in H2 ∩ C2. Consider
the functional increments δvr,ρ,l,ki = v
r,ρ,l,k
i − vr,ρ,l,k−1i where for k = 1 we
define vr,ρ,0,li = v
r,ρ,l−1
i (l − 1, .). Let us assume that we have a contraction
result of the form
maxi∈{1,··· ,n} |δvρ,l,ki |C0((l−1,l),Hm) ≤ 12 maxi∈{1,··· ,n} |δvρ,l,k−1|C0((l−1,l),Hm),
(36)
and local contractions of the form
maxi∈{1,··· ,n} |δvρ,l,ki |C1((l−1,l),Hm) ≤ 12 maxi∈{1,··· ,n} |δvρ,l,k−1|C1((l−1,l),Hm),
(37)
and where the time step size depends only on the viscosity ν > 0 the di-
mension n (we assumed n = 3 at several steps of the argument), and the
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size of the initial data vr,ρ,l−1i (l − 1, .). Recall that for l = 1 we define
v
ρ,l−1(l−1, .) = h(.). Next we consider the sequence
(
vρ,l,ki
)
k
and represent
each member of this list in the form
vρ,l,ki = v
ρ,l−1
i (l − 1, .) +
k∑
p=1
δvρ,l,pi . (38)
Classical analysis for scalar parabolic equations shows that
vρ,l,ki ∈ C1,2 ([l − 1, l] × Rn) , (39)
assuming that vρ,l−1i (l − 1, .) ∈ C2 (although a weaker assumption may be
used here). Hence we have
vρ,l,ki ∈ C1,2 ([l − 1, l] × Rn) ∩C1
(
[l − 1, l],H2) ⊂ C1 ([l − 1, l], C20 (Rn)) ,
(40)
where the latter space C20 (R
n) is the space of twice differentiable functions
where the functions themselves and there derivatives up to second order
vanish at spatial infinity. Note that the latter space is a closed function
space (this is true for C20 (X) if X is a locally compact Hausdorff space, and
this certainly holds for Rn equipped with the standard topology). From the
contraction results it follows that the sequence (vρ,l,ki )k is a Cauchy sequence
(for all 1 ≤ i ≤ n) and has a classical limit vρ,li ∈ C1
(
[l − 1, l], C20 (Rn)
)
for
all 1 ≤ i ≤ n. Finally we show that this function is indeed a classical local
solution. For all 1 ≤ i ≤ n we have

∂vρ,l,ki
∂τ − ρlν
∑n
j=1
∂2vρ,l,ki
∂x2j
+ ρl
∑n
j=1 v
ρ,l,k
j
∂vρ,l,ki
∂xj
=
ρl
∑n
j=1 δv
ρ,l,k
j
∂vρ,l,ki
∂xj
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,l,km
∂xj
∂vρ,l,kj
∂xm
)
(τ, y)dy
−ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂δvρ,l,km
∂xj
∂vρ,l,kj
∂xm
)
(τ, y)dy
−ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂δvρ,l,km
∂xj
∂vρ,l,k−1j
∂xm
)
(τ, y)dy,
vρ,l,k(l − 1, .) = vρ,l−1(l − 1, .).
(41)
Since we shall see that δvρ,l,ki ↓ 0 with respect to strong norms, and a fortiori
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with respect to the norm
|f |C1,2([l−1,l]×Rn) := sup
s∈[l−1,l]×Rn

∣∣∣f(s, .)∣∣∣+ ∣∣∣Dτf(s, .)∣∣∣+ ∑
|α|≤2
∣∣∣Dαxf(s, .)∣∣∣


(42)
(for all multiindices α = (α1, · · · , αn) with nonnegative entries αi ≥ 0 and
with |α| = ∑ni=1 αi), the function vρ,li , 1 ≤ i ≤ n is indeed a local classical
solution of the incompressible Navier Stokes equation.
3 A simplified scheme (local and global)
The considerations of the preceding section motivate the search for local
contraction results with respect to strong norms. The description of the
transition from local to global schemes via control functions rli as considered
in [6, 5] looks rather complicated, but can it be simplified. The simplified
control function for a global scheme will be defined in the last section. In
this section we define a simplified local scheme (simplified compared to the
scheme considered in [8]). We show that we can introduce simplified control
functions and avoid the solution of rather complicated local equations for the
control function (as indicated in remark (2.1) above). We note that these
considerations can be generalized to models with variable viscosity. The
advantage of the scheme considered in this paper is that we do not need
the adjoint of the fundamental solutions and a priori estimates but can deal
with convolutions and Gaussians directly. This simplifies several estimates.
For m ≥ 2 and time step l ≥ 1 and small ρl & 1l we consider a time-local
functional scheme
v∗,ρ,li := v
∗,ρ,l−1
i (l − 1, .) +
∞∑
k=1
δv∗,ρ,l,ki , (43)
where for 1 ≤ i ≤ n v∗,ρ,l−1i (l − 1, .) ∈ Hm ∩ Cm, and δv∗,ρ,l,k = vρ,l,ki −
v∗,ρ,l,k−1i along with v
∗,ρ,l,−1 := v∗,ρ,l−1i (l − 1, .), and where the functions
v∗,ρ,l,ki satisfy the equations

∂v∗,ρ,l,ki
∂τ − ρlν
∑n
j=1
∂2v∗,ρ,l,ki
∂x2j
= −ρl
∑n
j=1 v
∗,ρ,l,k−1
j
∂v∗,ρ,l,k−1i
∂xj
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1
j
∂xm
)
(τ, y)dy,
v
∗,ρ,l,k(l − 1, .) = v∗,ρ,l−1(l − 1, .).
(44)
We are interested in the case n ≥ 3, and for l = 1 we define v∗,ρ,l−1(l −
1, .) = h(.). The upper script ∗ indicates the difference to the scheme of the
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introduction: in the present scheme all the information of the convection
term for the fist substep is taken from the previous time step. Especially,
we are interested in the case n = 3, but our methods work in all dimension
n ≥ 3. For n = 2 the Laplacian kernel is different such that this case should
be considered separately. We shall assume n ≥ 3 in the following where we
emphasize that the estimates hold in the case n = 3 and can be adapted
(with some modifications) to the case n = 2. If S denotes the right side
source term of the first equation of (44), i.e., if we define
S(τ, y) := −ρl
∑n
j=1 v
∗,ρ,l,k−1
j (τ, y)
∂v∗,ρ,l,k−1i
∂xj
(τ, y)+
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(y − z)
)∑n
j,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
(τ, z)dz,
(45)
then on the domain [l − 1, l]× Rn we see that we have the representation
v∗,ρ,l,ki (τ, x) =
∫
R3
v∗,ρ,l−1(l − 1, y)Gl(τ − (l − 1), x − y)dy
+
∫ τ
l−1
∫
Rn
S(s, y)Gl(τ − s, x− y)dyds,
(46)
where we recall that Gl is the fundamental solution of the heat equation
∂u
∂t − ρlν∆u = 0 on [l − 1, l] × Rn. Compared to the previous scheme we
observe the difference that the integral expressions in (46) are convolutions.
A priori estimates are easier at hand, and we do not need the adjoint of
the fundamental solution in order to shift derivatives. Nevertheless, keeping
book of the additional source term we may adopt arguments of [7] and [8]
and arrive at the same result by simpler considerations. Next we give the
reason for the possibility of simplified control functions. Having defined
the controlled value functions vr,∗ρ,l−1i (l − 1, .) and the control functions
rl−1i (l− 1, .) up to step l− 1 we may consider a local uncontrolled iteration
scheme for the functions vr
l−1,∗,ρ,l,k
i which satisfies the equations

∂vr
l−1,∗,ρ,l,k
i
∂τ − ρlν
∑n
j=1
∂2vr
l−1,∗,ρ,l,k
i
∂x2j
= −ρl
∑n
j=1 v
rl−1,∗,ρ,l,k−1
j
∂vr
l−1,∗,ρ,l,k−1
i
∂xj
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vr
l−1,∗,ρ,l,k−1
m
∂xj
∂vr
l−1,∗,ρ,l,k−1
j
∂xm
)
(τ, y)dy,
v
rl−1,∗,ρ,l,k(l − 1, .) = vr,∗,ρ,l−1(l − 1, .) = v∗,ρ,l−1(l − 1, .) + rl−1(l − 1, .),
(47)
where rl−1(l − 1, .) =
(
rl−11 (l − 1, .), · · · , rl−1n (l − 1, .)
)T
. Note that this
is a local iteration scheme for an uncontrolled Navier Stokes equation with
controlled data. We may then apply local contraction results which are based
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on a standard incompressible Navier Stokes equation (not the complicated
controlled Navier Stokes equation) in order to obtain solutions of (47), and
then we may define
rli = r
l−1
i (l − 1, .) + δrli, (48)
when the local iteration with respect to the local iteration index k is com-
pleted. We then define
vr,∗,ρ,li (τ, x) = v
rl−1,∗,ρ,l
i (τ, x) + δr
l
i(τ, x) for all (τ, x) ∈ (l − 1, l]× Rn. (49)
In order to get global regular existence results the simplest choice for the
increment δrli may be as in (14). The strategy is to observe a) the persistence
of a global upper bound for the controlled velocity value functions, i.e., to
observe that for each order of regularity m ≥ 2 we have a constant C > 0
such that ∣∣vr,ρ,li (l, .)∣∣Hm∩Cm ≤ C (50)
for all 1 ≤ i ≤ n and for all time step numbers l ≥ 1 (,i.e., the constant
C > 0 can be chosen independently of the time step number l), and then to
show b) (in the case of a simple control function defined as in (14) that∣∣rli(l, .)∣∣Hm∩Cm ≤ C˜ + lC˜ (51)
for all 1 ≤ i ≤ n and for some constant C˜ > 0 which is indpendent of the
time step number l ≥ 1 as well. The upper bound 51 is obtained via the
estimate for the controlled scheme in (50) together with the estimates for the
increments (14) (which follow straightforwardly. The uncontrolled scheme
functions vρ,li = v
r,ρ,l
i − rli then satisfy∣∣vρ,li (l, .)∣∣Hm∩Cm ≤ C0 + lC0 (52)
for some constant C0 > 0 which is independent of the time step number
l ≥ 1. Time-local existence via contraction then implies that
sup
τ∈[l−1,l]
∣∣vρ,li (l, .)∣∣Hm∩Cm ≤ C1 + lC1 (53)
for some constant C1 independent of the time step number l ≥ 1. This leads
to global existence for the uncontrolled incompressible Navier Stokes equa-
tion. The estimate (51) can be improved using more sophisticated control
function schemes (as described above) or by using an auto-controlled scheme
or mixtures of both. We come back to this issue in section 5, and describe
the application of various variations of control functions below. As we have
introduced a simplified scheme now, we mention that the different notation
vr,∗,ρ,l,ki for the simplified scheme and v
r,ρ,l,k
i for the local scheme used in [8]
is relevant only for the time-local arguments. The local contraction results
21
imply uniqueness in regular function space for regular data such that in the
limit we always have
vr,ρ,li = lim
k↑∞
vr,ρ,l,ki = v
r,∗,ρ,l
i = lim
k↑infty
vr,∗ρ,li . (54)
This means that in the context of the global arguments we can use vr,ρ,li
and vr,∗,ρ,li interchangeably, as these are two names for the same function.
This reminds us that local contraction arguments using the adjoint of the
fundamentals solution lead directly to generalisations of the results of this
paper to models with variable viscosity.
4 Statement of local contraction result
It is essential to obtain local contraction results with respect to the norm
∣∣f ∣∣
C0((l−1,l),Hm) :=
∑
|α|≤m
sup
τ∈[l−1,l]
∣∣∣Dαxf(τ, .)∣∣∣
L2(Rn)
. (55)
for some m ≥ 2. We can also get local contraction results with respect to
the norm ∣∣f ∣∣
C1((l−1,l),Hm) :=
∑
|α|≤m supτ∈[l−1,l]
∣∣∣Dαxf(τ, .)∣∣∣
L2(Rn)
∑
|α|≤m supτ∈[l−1,l]
∣∣∣DαxDτf(τ, .)∣∣∣
L2(Rn)
(56)
for some ≥ 2.
Remark 4.1. There are variations of norms which we may define where we
can obtain similar local contraction results. We may define function spaces
∣∣f ∣∣
Hm×H2m :=
∑m
p=0
∣∣∣ ∂p∂τp f ∣∣∣L2([l−1,l]×Rn)
+
∑
|α|≤2m
∣∣∣Dαxf ∣∣∣
L2([l−1,l]×Rn)
,
(57)
or we may even consider related function spaces with the stronger norm
(with an abuse of language)
∣∣f ∣∣
Hm×H2m :=
m∑
p=0
∑
|α|≤2m
∣∣∣ ∂p
∂τp
Dαxf
∣∣∣
L2([l−1,l]×Rn)
(58)
such that mixed derivatives of spatial and time variables are contained.
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Our approximations have classical derivatives, such that the stronger
norms ∣∣f ∣∣
Cm((l−1,l),H2m) := supτ∈[l−1,l]
∑m
p=0
∣∣∣ ∂p∂τp f ∣∣∣L2(Rn)
+supτ∈[l−1,l]
∑
|α|≤2m
∣∣∣Dαxf ∣∣∣
L2(Rn)
,
(59)
or (defining a variation with mixed derivatives)
∣∣f ∣∣
Cm×H2m := sup
τ∈[l−1,l]
m∑
p=0
∑
|α|≤2m
∣∣∣ ∂p
∂tp
Dαxf
∣∣∣
L2(Rn)
(60)
are possible alternatives for our construction. The functions v∗,ρ,l,ki are de-
fined locally on [l − 1, l] × Rn. For each time-step l ≥ 1 we may identify
this function with the trivial extension v∗,ρ,l,ki : R×Rn → R (denoted by the
same symbol v∗,ρ,l,ki of notation for the sake of simplicity) which is defined to
be zero on the complementary domain (R \ [l − 1, l])×Rn. We may measure
these extensions in L2
(
R
n+1
)
naturally or we may consider time and spa-
tial variables separately. We consider local contraction results with respect
to the Cm
(
(l − 1, l),H2m)-norms and with respect to H2m ((l − 1, l),Rn)
norms as well. The latter type of norms are appropriate to for L2-estimate
of convolutions and derivatives of convolutions with respect to time and
space. In order to motivate the local contraction results let us have a first
closer look at the relation to the global bound of the Leray projection term.
Given the local solution v∗,ρ,li , 1 ≤ i ≤ n, locally, the Leray projection term
can be estimated pointwise by
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,lm
∂xj
∂v∗,ρ,lj
∂xm
)
(τ, y)dy
≤ ρl
∑n
j,m=1
∫
Rn
∣∣∣ ∂∂xiKn(x− y)
∣∣∣×
×
(∑n
j,m=1
1
2
(
∂v∗,ρ,lm
∂xj
)2
(τ, y) + 12
(
∂v∗,ρ,lj
∂xm
)2
(τ, y)
)
dy.
(61)
Hence looking at contraction results for squared L2-norms is quite natural
in order to obtain a global linear bound for the Leray projection term. We
shall do so. Now assume that we have a linear bound for the squared initial
data at time step l ≥ 1, i.e., that we have a bound
|v∗,ρ,l−1i (l − 1, .)|2H2 ≤ C l−1 := C + (l − 1)C (62)
for some constant C > 0 (note the square in (62). This implies that we have
|v∗,ρ,l−1i (l − 1, .)|H2 ∼
1√
l − 1 (63)
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for l ≥ 2. For the controlled scheme we shall see that
sup
τ∈[l−1,l]
|vr,∗,ρ,li (τ, .) − vr,∗,ρ,l−1i (l − 1, .)|H2 ∼
1√
l
, (64)
and we shall see that this implies that
|vr,∗,ρ,li (l, .)|2H2 ≤ C l = C + lC (65)
and rli ∼ l inductively. This implies in turn that
|v∗,ρ,li (l, .)|2H2 ≤ C l = C + lC (66)
We shall see that for a step size
0 < ρl ≤ 2n2(C l−1 + 1)CGCKCs (67)
we shall have a linear growth of the Leray projection term. Here, the con-
stant C l−1 on the right side of (67) above is given by (62). The constants
on the right side of (67) are a priori known, and are defined for n = 3 by
CG = max
{∣∣Gl∣∣L1×L1 , 1
}
CK = max
{∫
B1(0)
∣∣Kn,i(z)∣∣dz +√∫R3\B1(0) ∣∣Kn,i(z)∣∣2dz, 1
}
,
(68)
and Cs is the constant for weighted products in L
2 in case 2 = s > n2 = 3/2,
where in the general case for s > n2 we have a constant Cs > 0 such that for
all x ∈ Rn the function
u(x) :=
∫
(1 + |y|2)−s/2v(x− y)w(y)dy (69)
with functions v,w ∈ L2 satisfies
|u|L2 ≤ Cs|v|L2 |w|L2 . (70)
Again without loss of generality we may assume that Cs ≥ 1.
We have the following local contraction result.
Theorem 4.2. Let n = 3. Assume that v∗,ρ,l−1i (l− 1, .) ∈ H2 for 1 ≤ i ≤ n
with
|v∗,ρ,l−1i (l − 1, .)|2H2 ≤ C l−1.
Then we have local contraction results with respect to C0 × H2-norm. For
related stronger inductive assumptions on v∗,ρ,l−1i (l − 1, .) we have related
local contraction results with respect to the alternative norms listed above.
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More precisely, there is an integer c(n) = c(3) (depending only on dimension
n in generalized versions of the argument) such that for a time-step size
ρl ≤ 1
c(n)(C l−1 + 1)CGCKCs
(71)
(along with CG, CK and Cs defined above) for k ≥ 1 we have
maxi∈{1,··· ,n} |δv∗,ρ,l,ki |C0((l−1,l),H2) ≤ 12 maxi∈{1,··· ,n} |δv∗,ρ,l,k−1i |C0((l−1,l),H2).
(72)
For the same time-step size we also have
maxi∈{1,··· ,n} |δv∗,ρ,l,ki |2C0((l−1,l),H2) ≤ 12 maxi∈{1,··· ,n} |δv∗,ρ,l,k−1|2C0((l−1,l),H2).
(73)
For k = 1 we may assume that c(3) ≥ 1 is chosen such that
maxi∈{1,··· ,n} |δv∗,ρ,l,1i |C0((l−1,l),H2)
= maxi∈{1,··· ,n} |v∗,ρ,l,1 − v∗,ρ,l−1(l − 1, .)|C0((l−1,l),H2) ≤ 14 .
(74)
and similar for the squared norm.
We shall see that this local contraction result is indeed essential together
with linear growth of the Leray projection term enforced by a control func-
tion in order to get a global scheme. Note that for the coefficient function
evaluated at t ≥ 0 (original time coordinates) the embedding Cα ⊂ H2
for dimension n = 3 (uniformly with respect to time t ≥ 0) ensures that
given the solution, this same solution can be represented in terms of the
fundamental solution of certain scalar parabolic equations which involve the
solution in the first order terms. However, in this paper we shall see that
we can even improve this for the controlled scheme observing that a certain
form of polynomial decay is inherited. This may not true for local schemes
in general, but for all the local schemes considered in [8] and here we may
observe a similar phenomenon for the higher order correction terms
δv∗,ρ,l,ki , k ≥ 2. (75)
We have a closer look at this phenomenon in the next section. We say
that a function f : Rn → R with f ∈ Cm (i.e., f has continuous partial
derivatives up to order m) has polynomial decay of order m ≥ 1 up to the
derivatives of orderm ≥ 1 if for all multivariate partial derivatives Dαxf with
|α| =∑ni=1 |αi| and |α| ≤ m we have for all x ∈ Rn∣∣Dαxf(x)∣∣ ≤ Cα1 + |x|m (76)
for some Cα < ∞. We may then use techniques considered in [12] in order
to prove that polynomial decay of a certain order m ≥ 2 is inherited by
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the higher order increments δv∗,ρ,l,ki of the local scheme. Next we mention
that theorem 4.2 holds for stronger norms as well with slightly adapted step
size. We mention that we assume n = 3, because we use this assumption at
several steps of the proof. However, the argument can be adapted to larger
dimension n > 3 and also to n = 1, 2, but for these extensions additional
considerations have to be made. We have the following local contraction
result.
Theorem 4.3. Let n = 3. Assume that v∗,ρ,l−1i (l−1, .) ∈ Hm for 1 ≤ i ≤ n
with
|v∗,ρ,l−1i (l − 1, .)|2Hm ≤ C l−1.
Then we have local contraction results with respect to C0 ×Hm-norm. For
related stronger inductive assumptions on v∗,ρ,l−1i (l − 1, .) we have related
local contraction results with respect to the alternative norms listed above.
More precisely, there is an integer c(n) = c(3) (depending only on dimension
n in generalized versions of the argument) such that for a time-step size
ρl ≤ 1
c(n)(C l−1 + 1)CGCKCs
(77)
(along with CG, CK and Cs defined above) for k ≥ 1 we have
maxi∈{1,··· ,n} |δv∗,ρ,l,ki |C0((l−1,l),Hm) ≤ 12 maxi∈{1,··· ,n} |δv∗,ρ,l,k−1i |C0((l−1,l),Hm).
(78)
For the same time-step size we also have
maxi∈{1,··· ,n} |δv∗,ρ,l,ki |2C0((l−1,l),Hm) ≤ 12 maxi∈{1,··· ,n} |δv∗,ρ,l,k−1|2C0((l−1,l),Hm).
(79)
For k = 1 we may assume that c(3) ≥ 1 is chosen such that
maxi∈{1,··· ,n} |δv∗,ρ,l,1i |C0((l−1,l),Hm)
= maxi∈{1,··· ,n} |v∗,ρ,l,1 − v∗,ρ,l−1(l − 1, .)|C0((l−1,l),Hm) ≤ 14 .
(80)
and similar for the squared norm. Similar statements can be made for
Cp ((l − 1, l),Hm)-norms for p ≥ 1.
Note that at each approximation step for m = 1 we have indeed v∗,ρ,l,ki ∈
C
(
[l − 1, l], C2 (Rn) ∩H2).
5 Results of global regular upper bounds and global
existence results for the uncontrolled Navier Stokes
equation
Next we state some implications concerning global regular upper bounds and
global regular existence of the the uncontrolled incompressible Navier Stokes
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equation. From the point of view of controlled schemes developed in this
paper the local time contraction results described in the preceding section
are essential. They have not only time-local regular existence as a con-
sequence, but together with controlled schemes they lead to global regular
upper bounds and to global regular existence straightforwardly. However, let
us first comment on some relations of schemes with external control functions
to auto-controlled schemes considered in [10] recently. Let us reconsider the
idea of auto-controlled schemes in the context of the uncontrolled schemes
vρ,li and v
∗,ρ,l
i for 1 ≤ i ≤ n and l ≥ 1 introduced above. If uncontrolled reg-
ular data v∗,ρ,l−1i (l − 1, .) = vρ,l−1i (l − 1, .) ∈ Hm ∩ Cm for m ≥ 2 are given,
then the functions are local solution functions of the local incompressible
Navier Stokes equation, and, according to the local contraction results of
the preceding section, the functions vρ,li and v
∗,ρ,l
i for 1 ≤ i ≤ n are identical
limits of local iteration schemes, i.e.,
v∗,ρ,li = v
∗,ρ,l−1
i (l − 1, .) +
∑
k≥1 δv
∗,ρ,l,k
i
= vρ,li = v
ρ,l−1
i (l − 1, .) +
∑
k≥1 δv
ρ,l,k
i ,
(81)
where we recall that δv∗,ρ,l,ki = v
∗,ρ,l,k
i − v∗,ρ,l,k−1 for k ≥ 1 along with
v∗,ρ,l,0i := v
∗,ρ,l−1
i (l − 1, .) = vρ,li . As the scheme with upper script ∗ and
the scheme without upper script ∗ (where a local contraction argument is
described in [8]) lead to the same limit function in C1 ([l − 1, l] ,Hm ∩ Cm)
for m ≥ 2 we may drop the upper script ∗ when we argue about global
schemes in terms of these local limit functions as we do in this section.
The idea of auto-controlled schemes considered in [10] applied to these local
schemes means that at each time step l ≥ 1 we compare on the domain
[l − 1, l) ×Rn the functions vρ,li (τ, .) with the functions uρ,li (s, .), where
vρ,li = (1 + (τ − (l − 1)))uρ,li (s, x) , (82)
and where with τl = τ − (l − 1) we have
s =
τl√
1− τ2l
∈ [0,∞) (83)
This time dilatation transformation leads at each time step to an equation
for the functions uρ,li on the domain [0,∞) × Rn with damping potential
terms (cf [10]). Due to the damping terms it is not difficult to show that the
functions preserve upper bounds in the sense that for each m ≥ 2 we have
a step size ρ > 0 such that for all l ≥ 1 and all 1 ≤ i ≤ n we have∣∣uρ,l−1i (l − 1, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣uρ,li (l, .)∣∣Hm∩Cm ≤ C. (84)
This is leads to upper bounds for vρ,li , or, equivalently, for v
∗,ρ,l
i immediately
(at least of exponential type with respect to time with global regular upper
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bounds of the form C2l), but closer analysis shows that global regular upper
bounds which are linear in time or even independent of time can be obtained
by such schemes. One possibility is to observe (85) on a finer time scale.
For example the alternative comparison with a refined scheme with respect
to time, where
vρ,li =
(
1
2
+ (τ − (l − 1))
)
wρ,li (s, x) , (85)
is compared on τl = τ − (l − 1) ∈
[
l − 1, l − 12
]× Rn with
s =
τl√
1− τ2l
∈
[
0,
1√
3
]
, (86)
leads to the conclusion that we can global regular upper bounds for wρ,li
are preserved by the velocity components vρ,li . These observations (we shall
make this fully explicit in an elaborated version of [10]) lead to several
conclusions:
i) The local contraction results of section 4 are essential in the sense
that global regular existence results can be obtained from them by
an argument which relies only on a time dilatation transformation
argument and the observation that similar contraction results can be
obtained for uρ,li as for v
ρ,l
i .
ii) Global regular existence for the incompressible Navier Stokes equation
can be obtained from global regular upper bounds in the function
space C1 ([0, T ] ,Hm ∩ Cm) for m ≥ 2, where the time dependence
of the upper bounds is in general linear for simple schemes and the
upper bounds are independent of time for (a bit) more sophisticated
schemes. These results can be obtained by auto-controlled schemes
and by schemes with an external control function.
iii) If we consider auto-controlled schemes on a finer time scale of time step
length ≤ 12 , then auto-controlled schemes may be also interesting from
a numerical point of view. The time consumption by time dilatation
then limited, although we have no such dilatation for schemes with
external control functions.
iv) Auto-controlled schemes have not the peculiarity of some of the schemes
with external control functions that they are only Lipschitz with re-
spect to time at integer time points τ = l. Note, however, that for
more sophisticed external control functions we can avoid this.
Since the local contraction results are such essential that the argument for
global regular existence of solutions of the incompressible Navier Stokes
equation can be decoupled for a large extent, we may ask why we stick to
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external control functions at all. There are several reasons on an analytical
level:
a) The auto-controlled scheme is too weak in order to obtain global exis-
tence results for certain generalised models with degeneracies. Some of
the results of this paper can be preserved for highly degenerate Navier
Stokes equation where the uncoupled terms satisfy a Ho¨rmander con-
dition.
b) Auto-controlled schemes do not preserve spatial polynomial decay of
a certain order. Well, it seems that this is not expected by most
specialists. The reason seems to be that even in the simple classical
Navier Stokes equation model scheme where we have representations of
locally converging approximations in terms of convolutions with Gaus-
sians, we loose some order of polynomial decay in general. However
if we include the negative of the first approximation −δv∗,rl−1,ρ,li as a
summand into the control function at time step l, then we have some
polynomial decay result for the controlled scheme, and the degree of
polynomial decay which can be obtained for the uncontrolled Navier
Stokes equation then depends on the degree of polynomial decay which
we get for the control function (and in general we get some).
c) We discovered global existence results first by using external control
functions, and obtain a prove of global existence which is independent
of the proof of global existence via auto-controlled schemes.
d) The concept of an external control function is a flexible concept, and it
can be combined with auto-control functions in order to obtain global
existence results which cannot be obtained by auto-controlled schemes
alone.
We close this section stating the main theorems for the incompressible Navier
Stokes equation.
Theorem 5.1. Assume that h = (h1, · · · , hn)T is a function with hi ∈
Cm ∩ Hm for m ≥ 2, and assume that ν > 0 for the viscosity constant
ν. Then there are a global regular upper bounds for the velocity solution
function components vi of the Cauchy problem

∂vi
∂t − ν
∑n
j=1
∂2vi
∂x2j
+
∑n
j=1 vj
∂vi
∂xj
=
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vm
∂xj
∂vj
∂xm
)
(t, y)dy,
v(0, .) = h(0, .),
(87)
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for arbitrary time horizon T > 0 in the function space C1 ([0, T ] ,Hm ∩Cm).
More precisely, there exists a constant C > 0 which depends only on the
initial data and the viscosity constant ν > 0 such that the upper bound
sup
t∈[0,T ]
∣∣vi(t, .)∣∣Hm∩Cm ≤ C + CT (88)
and the stronger upper bound
sup
t∈[0,T ]
∣∣vi(t, .)∣∣Hm∩Cm + sup
t∈[0,T ]
∣∣Dtvi(t, .)∣∣Hm∩Cm ≤ C + CT (89)
exists for the component vi of the solution v = (v1, · · · , vn)T in the function
spaces C0 ([0, T ] ,Hm ∩ Cm) and C1 ([0, T ] ,Hm ∩ Cm) respectively. As in
implication we have global smooth existence for the Cauchy problem for ν > 0
and Schartz data, which is one version of the problem formulated in the notes
of C. Fefferman in [2].
This theorem can be proved with the simple control function in (14).
Note that this theorem follows from a quite straightforward argument using
this simple control scheme and the time-local contraction results stated in
the preceding section. As we remarked the time dependence of the upper
bound can be improved to be logarithmic if we use a time step size ρl ∼ 1l .
For the alternative simple scheme which uses the negative first increment
−δvrl−1,∗,ρ,l,1i of the local scheme for the uncontrolled Navier Stokes equation
with controlled data, we need the form of decreasing time step size. This
simple scheme leads to a linear upper bound of the Leray projection term.
We have
Theorem 5.2. Assume that h = (h1, · · · , hn)T is a function with hi ∈
Cm ∩ Hm for m ≥ 2, and assume that ν > 0 for the viscosity constant ν.
Then for the velocity solution function vi of (87) we have∣∣∣∑nj,m=1 ∫Rn ( ∂∂xiKn(x− y)
)∑n
j,m=1
(
∂vm
∂xj
∂vj
∂xm
)
(t, y)dy
∣∣∣ ≤ C + CT
(90)
for some constant C > 0 which depends only on the initial data h and on
the viscosity constant ν > 0.
We note that the result of (5.2) can also be obtained with the methods
of the simple controlled scheme which we use in order to get (??) if we use
the variation of the scheme with decreasing time step size which leads to a
regular upper bound with logarithmic growth in time. Well, both theorems
may be sharpened using the more sophiscat ed controlled scheme (as we do
in this paper), or an auto-controlled scheme (as we do in an elaboration of
[10]. We have
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Theorem 5.3. Assume that h = (h1, · · · , hn)T is a function with hi ∈
Cm ∩ Hm for m ≥ 2, and assume that ν > 0 for the viscosity constant
ν. Then there are a global regular upper bounds for the velocity solution
function components vi of the Cauchy problem in (87) for arbitrary time
horizon T > 0 in the function space C1 ([0, T ] ,Hm ∩ Cm) of the form
sup
t∈[0,T ]
∣∣vi(t, .)∣∣Hm∩Cm ≤ C (91)
and even of the form
sup
t∈[0,T ]
∣∣vi(t, .)∣∣Hm∩Cm + sup
t∈[0,T ]
∣∣Dtvi(t, .)∣∣Hm∩Cm ≤ C (92)
for some constant C > 0 which is independent of the time.
In addition to the statements of this section there may be additional
consequences concerning polynomial decay of the solution. In the next sec-
tion we argue that (at least for some type of control function) polynomial
decay order is preserved for the controlled scheme. This in implies that the
degree of polynomial decay for the uncontrolled velocity function compo-
nents is bounded by the polynomial decay of the control function and the
polynomial decay of the control function. For the controlled scheme the
persistence of polynomial decay is quite natural if the increment of control
function has the negative of the first order approximation increment as a
summand at each time step. The convolution with the Gaussian then leads
to a loss of order of the polynomial decay of the control function. Note,
however, that at each time step l the control function increments of the sim-
ple schemes are determined in terms of the data of the controlled velocity
function increments evaluated at time l− 1, and for this controlled velocity
function we have persistence of polynomial decay - at least for the controlled
schemes with the negative first order velocity increment. So some degree of
polynomial decay may be preserved, but we have not estimated this exactly
so far.
6 Inheritance of polynomial decay for the higher
order correction terms in the local scheme
Although the emphasis of this paper is on local contraction in the function
spaces C0 ([0, T ],H ∩Cm) and C0 ([0, T ],H ∩ Cm), and the global upper
bounds we get for the velocity function components in these spaces, we con-
sider the question of polynomial decay for controlled schemes in more detail
in order to give some more substance to the last remarks of the preceding
section. This section is not essential for the local contraction results and the
global existence results stated in the previous sections and may be skipped
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by the reader who is interested in that kind of results in the first place. The
considerations at the end of section 3 show us that it is essential to observe
some properties for the local scheme without control function. The trans-
fer to a controlled scheme is straightforward. Therefore we consider the
inheritance of polynomial decay for the local uncontrolled scheme. Given
v∗,ρ,l−1i (l − 1, .) at time step l − 1 the solution function v∗,ρ,li , 1 ≤ i ≤ n is
constructed via the functional series
v∗,ρ,li = v
∗,ρ,l−1
i (l − 1, .) + δv∗,ρ,l,1i +
∑
k≥2
δv∗,ρ,l,ki . (93)
We call the terms of the last sum, i.e., the terms v∗,ρ,l,ki , k ≥ 2 the higher or-
der correction terms. If we consider standard estimates of Gaussians around
the origin, then we may expect that some order of polynomially decay may
be lost by δv∗,ρ,l,1i while representations of the higher order terms contain
convolutions involving products of functions and may preserve polynomial
decay of a certain order. In this section we prove this. However, an even
stronger result is possible: although we do not need this, the following simple
estimates are very remarkable, and they have consequences for the preser-
vation of polynomial decay of the local scheme considered here. This can
simplify some steps of the local contraction proof, and it makes precise some
remarks of [5]. Therefore, let us consider this in more detail. Let us assume
that the function v∗,ρ,l−1i (l − 1, .), 1 ≤ i ≤ n have been determined at the
previous time step with
max
1≤i≤n
∑
|α|≤2
sup
y∈R3
(
1 + |y|2) ∣∣∣Dxαv∗,ρ,l−1i (l − 1, y)∣∣∣ ≤ C (94)
for some constant C > 0. In the local scheme we then construct the solution
for the first approximation for small time-step size as a perturbation of
v∗,ρ,l,1i = v
∗,ρ,l−1
i (l − 1, .) + δv∗,ρ,l,1i which has the representation (for τ ∈
[l − 1, l])
v∗,ρ,l,1i (τ, x) =
∫
R3
v∗,ρ,l−1i (l − 1, y)Gl(τ − (l − 1), x− y)dy
+
∫ τ
l−1
∫
Rn
S1(s, y)Gl(τ − s, x− y)dyds,
(95)
where
S1(τ, y) := −ρl
∑n
j=1 v
∗,ρ,l−1
j (τ, y)
∂v∗,ρ,l−1i
∂xj
(l − 1, y)+
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(y − z)
)∑n
j,m=1
(
∂v∗,ρ,l−1m
∂xj
∂v∗,ρ,l−1j
∂xm
)
(l − 1, z)dz.
(96)
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Now let us consider the first term on the right side of (95), where the corre-
sponding term of the solution has the form
∫
R3
v∗,ρ,l−1i (l − 1, y) 1(2√πρν(τ−(l−1)))n exp
(
− (x−y)24ρlν(τ−(l−1))
)
dy. (97)
For τ = l − 1 we have (94) by assumption, so let us assume that τ > l − 1.
Let
B |x|
2
:=
{
|z| ≤ |x|
2
}
(98)
and consider (95) as a sum of
∫
B |x|
2
v∗,ρ,l−1i (l − 1, y) 1(2√πρν(τ−(l−1)))n exp
(
− (x−y)24ρlν(τ−(l−1))
)
dy, (99)
and∫
Rn\B |x|
2
v∗,ρ,l−1i (l − 1, y) 1(2√πρν(τ−(l−1)))n exp
(
− (x−y)24ρlν(τ−(l−1))
)
dy. (100)
For the first part and x 6= 0 consider the estimate similar as in (157) below,
i.e., the estimate
sup|y|≤ |x|
2
∣∣Gl(t− s, x− y)∣∣ ≤ ∣∣C(t− (l − 1))m−n/2 2m|x|2m ∣∣, (101)
which leads to polynomial decay of any order 2m > 0 for the part (99) in x
with the assumption (94), and for the second part (102) we have the upper
bound ∫
Rn\B |x|
2
C
1+|y|2
1
2
√
πρlν(τ−(l−1))
n exp
(
− (x−y)24ρlν(τ−(l−1))
)
dy
≤ ∫
Rn\B |x|
2
4C
4+|x|2
1
2
√
πρlν(τ−(l−1))
n exp
(
− (x−y)24ρlν(τ−(l−1))
)
dy
≤ C˜
1+|x|2 ,
(102)
where the constant C˜ > 0 which is independent of τ − (l − 1) > 0 is pro-
portional to the L1-norm of the heatkernel for τ > (l − 1). For the sec-
ond term in (95) we observe that these terms contain products of functions
v∗,ρ,l−1i (l−1, .) and derivatives ( which we assumed to be of polynomial decay
of order 2 (94)) This implies that we have expressions with polynomial decay
of order 4 in convolutions with the Gaussian Gl and in double convolutions
with the Laplacian kernel and the Gaussian. This time we have an integral
with respect to time and have to consider local limits τ ↓ (l − 1). We shall
see below that the decay inherited from this term may be smaller than 4
but is still of quadratic order. It is a remarkable fact that we do not need
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these considerations if we consider control functions. This leads us to the
expectation (far beyond the scope of this paper) that the scheme of control
functions is of use beyond the scope of Gaussian estimates.
This is another motivation of our construction of control functions rli at
each time step defining an equation for vr,∗,ρ,l,ki = v
∗,ρ,l,k
i + r
l
i along with
vr,∗,ρ,l−1i (l − 1, .) = v∗,ρ,l−1i (l − 1, .) + rl−1i (l − 1, .) below. We shall define rli
dynamically such that
vr,∗,ρ,li = v
r,∗,ρ,l−1
i (l − 1, .) + δv∗,ρ,l,1i + δrli +
∑
k≥2 δv
∗,ρ,l,k
i
= vr,∗,ρ,li = v
r,∗,ρ,l−1
i (l − 1, .) +
∑
k≥2 δv
∗,ρ,l,k
i .
(103)
Hence, for the controlled scheme we have preservation of polynomial decay
if we have preservation of polynomial decay for the higher order correction
terms. The problem then is whether polynomial decay of a certain order of
terms δv∗,ρ,l,ki , k ≥ 2 and v∗,ρ,l,ki , k ≥ 2 is inherited from δv∗,ρ,l,1i involve
v∗,ρ,l,1i . However, the representations of the higher order correction terms
δv∗,ρ,l,ki , k ≥ 2 and of higher order approximations v∗,ρ,l,ki , k ≥ 2 involve
convolutions with products of lower order terms which are known to have
polynomial decay of a certain order m ≥ 2, such that the products have
polynomial decay of order 2m. Some polynomial decay may be lost in the
estimates of the double convolution with a partial derivative of a Laplacian
kernel and with the Gaussian and a partial derivative with a Gaussian, but
this loss does not depend on the order of polynomial decay of the mentioned
lower order terms.
Next we have a closer look at these phenomena. Consider the Cauchy
problem in (44). The solution of this linear problem can be represented in
the form
v∗,ρ,l,ki (τ, x) =
∫
Rn
v∗,ρ,l−1i (l − 1, y)Gl(τ, x− y)dy+
− ∫ τl−1 ∫Rn ρl∑nj=1 v∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj (s, y)Gl(τ − s, x− y)dyds
+
∫ τ
l−1
∫
Rn
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×∑nj,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
(τ, y)dzGl(τ − s, x− y)dyds.
(104)
We say that
v∗,ρ,l,ki is of polynomial decay of order m ≥ 2
for derivatives up to order p ≥ 0 if for some finite C > 0
∑
|α|≤p supτ∈[l−1,l] |Dαxv∗,ρ,l,ki (τ, y)| ≤ C1+|y|m .
(105)
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Similarly for the functional increments δv∗,ρ,l,ki . The spaces of functions of
polynomial decay of orderm ≥ 2 form an algebra. Especially, if v∗,ρ,l,k−1i , v∗,ρ,l,ki
are of polynomial decay of order m ≥ 2 for derivatives up to order p ≥ 0,
then we have that functional increments δv∗,ρ,l,ki are of polynomial decay of
order m ≥ 2 and for derivatives up to order p ≥ 0 . Moreover products of
such functions have polynomial decay of order 2m for derivatives up to order
p. As we pointed out, the fundamental solution evaluated at time τ − s = 1,
i.e., the function
Gl(1, z) =
1(
2
√
πρν
)n exp
(
− z
2
4ρlν
)
(106)
is clearly of polynomial decay of any order. However if s ↑ τ we have to take
care of weakly singular behavior, i.e.,
Gl(τ − s, x− y) = 1(
2
√
πρν(τ − s)
)n exp
(
− (x− y)
2
4ρlν(τ − s)
)
(107)
need to be consired carefully as s is close to τ and x is close to y. In this
situation it is helpful that the terms in (104) involve products of polynomial
decay of order m ≥ 2 inductively and may preserve polynomial decay of
the same order. Such terms appear in the representation of all increments
δv∗,ρ,l,k for k ≥ 1. The representations of these functional increments consist
of convolutions involving products of value functions with the fundamental
solution Gl. For a partition of unity φB, 1−φB with an appropriate function
φB ∈ C∞ supported in a ball B of radius 1 around the origin we can use
∣∣φBGl(τ − s, x− y)∣∣ ≤ C
(τ − s)µ|x− y|n−2α (108)
for α ∈ (0, 1), and then use convolution estimates. For the complemen-
tary function (1− φl)Gl we may use rough estimates. These considerations
motivate the following definition.
Definition 6.1. Assume that for all 1 ≤ i ≤ n the functions v∗,ρ,l,1i , δv∗,ρ,l,1i
have polynomial decay of order m ≥ 2 for derivatives up to order p. We
say that polynomial decay of order m for derivatives up to order p ≥ 0
is inherited for the higher order correction terms δv∗,ρ,l,ki , k ≥ 2, if for all
1 ≤ i ≤ n these higher order terms have polynomial decay of order m ≥ 2
for derivatives up to order p.
We have
Lemma 6.2. Polynomial decay of order m ≥ 2 for derivatives up to order
p ≥ 0 is inherited by the higher order correction terms.
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Proof. We consider the case m = 2 and p = 2. Higher order polynomial
decay up to higher order derivatives can be proved similarly. We consider
the representation of the functional increment in (149).
We may use partitions of unity φB , 1−φB and estimates for the truncated
Gaussian as considered in (157) below, i.e., the estimate∣∣φB(x− y)Gl(t− s, x− y)∣∣ ≤ ∣∣φ1(x− y)C(t− s)m−n/2 1(x−y)2m ∣∣, (109)
for m = 1 and some constant C > 0. Here we choose m = 1 since we
want to have local spatial integrability. Note that with this choice we have
integrability with respect to time, too. We have
∑
|α|≤2
max
1≤j≤n
sup
s∈[l−1,l]
|Dαxv∗,ρ,l,1j (s, y)| ≤
C
1 + |y|2 , (110)
∑
|α|≤2
max
1≤j≤n
sup
s∈[l−1,l]
|Dαx δv∗,ρ,l,1j (s, y)| ≤
C
1 + |y|2 , (111)
and inductively for k − 1 ≥ 1 we assume
∑
|α|≤2
max
1≤j≤n
sup
s∈[l−1,l]
|Dαx δv∗,ρ,l,k−1j (s, y)| ≤
C
1 + |y|2 . (112)
We consider the right side of (149) term by term. For n = 3 we have∣∣∣− ∫ ll−1 ∫B ρl∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj (s, y)×
×φB(x− y)Gl(τ − s, x− y)dyds
∣∣∣
≤ ∫ ll−1 ∫B C1+|y|2 C1+|y|2 ∣∣φ1(x− y)C(t− s)2−3/2 1(x−y)2 ∣∣dy
≤ C˜
1+|x|4+2−3 ≤ C˜1+|x|2
(113)
for some constant C˜ (generous in the last step). The complement of the
truncated Gaussian, i.e., the function (τ, z) → (1 − φB(z))GB(τ − s, z) be-
haves quite smoothly as s ↑ τ . Indeed, for the third term we have for all
p ≥ 1
supτ 6=s,τ−s∈[l−1,l] |(1 − φB(z))GB(τ − s, z)| ≤ C1+z2p (114)
for some C > 0, hence, choosing p = m + 3, we have for n = 3 the rough
estimate ∣∣∣− ∫ ll−1 ∫B ρl∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj (s, y)×
×(1− φB(x− y))Gl(τ − s, x− y)dyds
∣∣∣ ≤ C˜1+|x|2 .
(115)
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There other type of terms remaining involve a double convolution. For the
convolution with the Laplacian kernel we note the the first order derivative
of the Laplacian kernel satisfies
K,i(y) ∼ yi|y|n , (116)
which is a decay of second order effectively. We have again the inductive
assumption and convolution with the Laplacian kernel gives a decay of order
2p + 2 − n, i.e., a decay of order 3 in case p = 2 and n = 3. Here we note
that we have polynomial decay of order p for the functions v∗,ρ,l,ki and their
derivatives up to secons order. Hence, we may use a partition of unity
φB , (1− φB) and estimate terms of the sum
K,i(y) = φB(y)K,i(y) + (1− φB(y))K,i(y), (117)
and then shift derivatives in the convolutions as we need. We have∣∣∣ ∫ τl−1 ∫Rn ρl∑nj,m=1 ∫Rn ( ∂∂xiKn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×φB(x− y)Gl(τ − s, x− y)dyds
∣∣∣
≤
∣∣∣ ∫
Rn
∫
Rn
C
(z−y)2
C
1+|y|2
C
1+|y|2dy
C
|x−z|2dz
∣∣∣ ≤ ∣∣∣ C˜1+|x|2
∣∣∣
(118)
for p ≥ 2 and some constant C˜ > 0. For the last term we have a convolution
with (1 − φB(x − y))Gl(τ − s, x − y) which is of strong polynomial decay
without singularities, and it is clear that in this case we can again do rough
estimates. For the first and second order derivatives of the value functions
v∗,ρ,l,ki we have a similar situation. We shall see that we have representations
involving only derivatives up to first order of the Gaussian where we have a
priori estimates of the form∣∣∣φB(x− y)Gl,i(τ − s, x− y∣∣∣ ≤ C(τ − s)α(x− y)n+1−2α (119)
for α ∈ (0.5, 1). The proof may then proceed similarly as above, and we
come back to this situation below.
7 Global regularity and growth behavior of the
control function for the simple scheme
The following considerations are not needed for the construction of global
upper bounds in C1 ([0, T ],Hm ∩ Cm), but are inserted here for additional
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information. The reader interested in the proof of theorem 5.1 and theorem
5.2 may skip this and the next section. Consider first a simple control
function with the increment
δrli(l, x) =
∫ l
l−1
∫
Rn
−vr,∗,ρ,l−1i (l − 1, y)
C
Gl(l, x; s, y)dyds. (120)
A natural question which may be posed is: why does this definition not
reduce the polynomial decay of the control functions, and therefore, with
a delay of one time step the polynomial decay of the controlled velocity
functions as well ? The reason is that the regularity of the integrand can be
used here. If the controlled velocity function vr,∗,ρ,l−1i (l−1, .) is smooth, i.e.,
if vr,∗,ρ,l−1i (l− 1, .) ∈ C∞, then this holds for the increment (120) as well. In
the classical model where we have constant viscosity this follows easily from
the fact that (120) is a convolution. For an arbitrary multivariate derivative
Dαx of order |α| ≥ 0 we may use the smoothness of the controlled velocity
function and write
Dαx δr
l
i(l, x) =
∫ l
l−1
∫
Rn
−vr,∗,ρ,l−1i (l−1,y)
C D
α
xGl(l, x; s, y)dyds
=
∫ l
l−1
∫
Rn
Dαy
−vr,∗,ρ,l−1
i
(l−1,y)
C Gl(l, x; s, y)dyds,
(121)
which shows that the controlled function increment δrli(l, .) is smooth if
the controlled velocity function vr,∗,ρ,li (l − 1, .) of the previous time step
l − 1 is smooth. Moreover, if the control function rl−1i (l − 1, .) is smooth
it follows that the control function rli(l, .), the controlled velocity function
vr,∗,ρ,li and the original velocity function v
∗,ρ,l
i (l, .) inherit smoothness from
the previous time step. This phenomenon has some consequences for the
growth behavior of the simple control function considered so far. We have
already observed that convolutions of the type considered in (121) may be
estimated by breaking up the integral into a local part around x and a
complementary part. For a ball Bǫ(x) of radius ǫ > 0 around x we may
write for 0 < µ < 1∣∣∣Dαx δrli(l, x)∣∣∣ ≤
∣∣∣ ∫ ll−1 ∫Bǫ(x)Dαy −vr,∗,ρ,l−1i (l−1,y)C C(l−s)µ|x−y|n−2µdyds
∣∣∣
+
∣∣∣ ∫ ll−1 ∫Rn\Bǫ(x)Dαy −vr,∗,ρ,l−1i (l−1,y)C Gl(l, x; s, y)dyds
∣∣∣.
(122)
The second integral on the right side of (123) is over a domain where Gl
is analytic. Moreover, polynomial decay any order p > 0 of this term is
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inherited from Dαy
−vr,∗,ρ,l−1i (l−1,.)
C as we may use the convolution rule to write
the second integral on the right side (123) for |x| 6= 0 in the form∣∣∣ ∫ ll−1 ∫Rn\Bǫ(x)Dαy −vr,∗,ρ,l−1i (l−1,x−y)C Gl(l, y; s, 0)dyds
∣∣∣
≤
∣∣∣ ∫ ll−1 ∫Rn\Bǫ(x) c1+|x−y|pGl(l, y; s, 0)dyds
∣∣∣
≤
∣∣∣ ∫ ll−1 ∫Rn\Bǫ(x) c1+|x−y|p c˜1+|y|ndyds
∣∣∣ ≤ C˜|x|p
(123)
The first integral on the right side of (123) may be estimated in polar coor-
dinates (r, φ1, · · · , φn) using iterated partial integration. For µ ∈
(
1
2 , 1
)
we
need only n− 1 partial integrations to get the upper bound∣∣∣ ∫ ll−1 ∫Bǫ(x)Dαy −vr,∗,ρ,l−1i (l−1,x−y)C C(l−s)µ|y|n−2µdyds
∣∣∣
≤ (n− 1)Cǫ+
∣∣∣ ∫ ll−1 ∫Bǫ(x)Dn−1r
(
Dαy
−vr,∗,ρ,l−1i (l−1,x−y)
C
)
pol
C
(l−s)µ |y|2µ−1dyds
∣∣∣,
(124)
where Cǫ is an upper bound for boundary terms which are integrals over the
sphere Snǫ (x), i.e., the boundary of Bǫ(x). Here we understand that(
Dαy
−vr,∗,ρ,l−1i (l − 1, x− y)
C
)
pol
(125)
is the Dαy
−vr,∗,ρ,l−1i (l−1,.)
C written in polar coordinates. Summing up these
conservations we get for µ > 12 an upper bound ∼ 1 for the control function
increment as desired. Note that the surface terms mentioned become small
for small ǫ > 0 for this choice of µ > 12 .
Next concerning extended control functions we come to a similar conclu-
sion for the additional term
− δvrl−1,∗,ρ,l−1i (τ, x), (126)
for reasons discussed in the previous section, and the additional source term
can be estimated as above.
8 Global regularity and growth behavior of the
control function for the scheme with small fore-
sight
This section provides additional information in the context of the stronger
result theorem 5.3. The global linear upper bound is sufficient in order to
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prove global regular existence for the incompressible Navier Stokes equation.
However, especially the scheme with small foresight introduced above allows
us to sharpen the result concerning upper bounds a bit. This can be of rele-
vance also for the investigation of long time behavior and its relation to possi-
ble singular behavior of degenerate equations. It seems that the Ho¨rmander
condition for the linear diffusion terms of a (generalized) Navier Stokes equa-
tion is the natural no-singularity-criterion for Navier Stokes equations. As
we shall argue more explicitly elsewhere full degeneracy to a local Euler equa-
tion even locally seems to be linked to vorticity singularities. This motivates
the considerations of uniform global upper bounds, where we reconsider the
scheme with slight foresight introduced above. As the scheme with small
foresight is defined in terms of local solutions of the Navier Stokes equation
the definition of the control function within the scheme is essentially the
same for the scheme vr,ρ,li and for the simplified scheme v
r,∗,ρ,l
i . We therefore
may drop an additional star in the notation the sets V r
l−1,l,i
v+r+ , V
rl−1,l,i
v−r+ etc.
The control function increment δrli = r
l
i−rl−1i is defined as follows. Recall
the definition of the function gli in section 2. For some C > 0 (determined
below), given l ≥ 1, and for all (τ, x) ∈ [l − 1, l]× Rn we consider
δrli(τ, x) :=


− ∫ τl−1 ∫Rn gli(y)pl(τ − s, x− y)dyds
if x ∈ V rl−1,l,iv+r+ ∪ V r
l−1,l,i
v−r− ,
− ∫ τl−1 gli(y)pl(τ − s, x− y)dyds
if x ∈ V rl−1,l,iv+r− ∪ V r
l−1,l,i
v−r+ .
(127)
Here, in (127) we used
V l−1,iv+r+ ∪ V l−1,iv−r−, (128)
the closure of the V l−1,iv+r+ ∪ V l−1,iv−r− with respect to the standard topology on
R
n. Note that the local heat kernel smoothes the control function which
would be only Lipschitz continuous otherwise. Now assume that at some
time l− 1 with l ≥ 1 we have global upper bounds of the controlled velocity
functions vr,∗,ρ,l−1i (l−1, .) and of the control functions rl−1i (l−1, .) such that
for some C ≫ 1
max
1≤i≤n, 0≤|α|≤m
sup
x∈Rn
∣∣Dαx vr,∗,ρ,l−1i (l − 1, x)∣∣ ≤ C, (129)
and
max
1≤i≤n, 0≤|α|≤m
sup
x∈Rn
∣∣Dαxrl−1i (l − 1, x)∣∣ ≤ C2. (130)
In case of l = 1 we may assume that we have the upper bound
max
1≤i≤n, 0≤|α|≤m
sup
x∈Rn
∣∣Dαxhi(x)∣∣ ≤ C (131)
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for the initial data hi, where we define define
r0i (0, .) :=
hi(.)
C
(132)
in order to initialize the control function (note that we have the same sign
for the control function and the controlled velocity function at this time but
this does not really matter as we have proportionality 1C for big C > 1). In
order to observe the growth for the next to time steps from time l−1 to time
l+1 we first consider an appropriate choice of the constant C in relation to
the time step size ρl > 0. For simplicity we consider the growth of the value
functions themselves, i.e., we mainly concentrate on growth estimates for the
controlled velocity function vr,∗,ρ,li , 1 ≤ i ≤ n and for the control functions
rli, 1 ≤ i ≤ n themselves in a first step. This is essential and simplifies the
notation. The argument for spatial derivatives is quite similar. Recall that
at time l we have for all 1 ≤ i ≤ n
vr,∗,ρ,li (l, .) = v
rl−1,∗,ρ,l−1
i (l, .) + δr
l
i(l, .) (133)
where vr
l−1,∗,ρ,l−1
i , 1 ≤ i ≤ n is the solution of the local uncontrolled Navier
Stokes equation with controlled data, i.e., we have
vr
l−1,∗,ρ,l−1
i (l − 1, .) = vr,∗,ρ,l−1i (l − 1, .), (134)
and
∂vr
l−1,∗ρ,l
i
∂τ = ρlν
∑n
j=1
∂2vr
l−1,∗,ρ,l
i
∂x2j
− ρl
∑n
j=1 v
rl−1,∗,ρ,l
j
∂vr
l−1,∗ρ,l
i
∂xj
+
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vr
l−1,∗,ρ,l
m
∂xj
∂vr
l−1,∗,ρ,l
j
∂xm
)
(τ, y)dy
(135)
Local time analysis of the Navier Stokes equation (e.g. using the local con-
traction result above shows that
max
1≤i≤n, 0≤|α|≤m
sup
x∈Rn
∣∣Dαx vrl−1,∗,ρ,l−1i (l − 1, x)∣∣ ≤ C + 1, (136)
Integrating both sides of equation (135) from time l− 1 to time l we get
the estimate
supx∈Rn
∣∣δvrl−1,∗ρ,li (l, x)∣∣
≤ ρlνn(C + 1) + ρln(C + 1)2 + ρln2Ckp(C + 1)2,
(137)
where Ckp is a constant which is related to the Laplacian kernel Kn and to
the inheritance of some order of polynomial decay. Note that this means that
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we can get any given upper bound ǫ > 0 of the left side in (137) choosing
the time step size
ρl =
ǫ
νn(C + 1) + n(C + 1)2 + n2Ckp(C + 1)
2
. (138)
Then it can be observed that for small ǫ > 0 we have that for all x ∈ Rn the
function value ∣∣vr,∗,ρ,li (l, x) + rli(l, x)∣∣ (139)
has the tendency to decrease, i.e., decreases after finitely many time steps
while we have a uniform upper bound C2 + 1 for the control functions if
we start with (132). Next we shall analyze this more precisely, and we
shall extend the analysis further below in the section on global uniform
upper bounds, but provide the main ideas next. Note that C is large and
we start with (132) and with a small time step size ρl which leads to a
small upper bound ǫ > 0 for the moduli increments δvr
l−1,∗,ρ,l
i (and their
derivatives up to order 2 at least). Assume at time step l − 1 the upper
bounds C and C2+1 have been realized for the controlled velocity functions
and the control function respectively (this is clearly true for l = 1). Let
us assume first that the function values vr,∗,ρ,l−1i (l − 1, x) and rl−1i (l − 1, x)
have the same sign which is true at time l = 1. A local solution of the
local uncontrolled incompressible Navier Stokes equation with controlled
data leads to the function vr
l−1,∗,ρ,l
i (l, .). Then for given 1 ≤ i ≤ n and
x ∈ Rn we compare the signs of the values vrl−1,∗,ρ,li (l, x) and the control
function value rl−1i (l − 1, x). We consider some essential cases and assume
that the modulus of the control function value is larger than C
2
2 at time
l − 1 such that for large C it keeps its sign for several time steps. As both
function values have the same sign at time step l − 1 and l at argument x
respectively, the control function decreases and considering several cases we
then have the upper bound C2 − 1
C2
+ ǫ for the function
∣∣rli(l, x)∣∣, where
the ǫ > 0 is from an upper bound of the increment of the uncontrolled
velocity function with controlled data of course. If the control function
vr,∗,ρ,li (l, x) still has the same sign as v
r,∗,l−1
i (l − 1, x), then the modulus of
the former value is strictly smaller than the value of the former. In this case
both the control function value and the controlled velocity function value
have decreased. If on the other hand the function values vr,∗,ρ,li (l, x) and
vr,∗,l−1i (l − 1, x) have different signs, then the modulus of the former value
is naturally bounded by the maximal decrease of the modulus of the control
function value at x for time l − 1 to time l plus a small upper bound of a
velocity function increment , i.e., it is bounded by 1+ 1
C2
+ ǫ. If in the latter
case the modulus of vr,∗,ρ,li (l, x) is larger then ǫ > 0, which is an upper bound
of the increment δvr
l,∗,ρ,l
i (l + 1, x), then in the next step we have different
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signs of vr
l,∗,ρ,l+1
i (l + 1, x) and r
l+1
i (l + 1, x). In this case we get
vr,∗,ρ,l+1i (l + 1, x) = v
rl,∗,ρ,l+1
i (l + 1, x) + δr
l
i(l + 1, x), (140)
where the control function increment value
δrli(l + 1, x) = −
∫ l+1
l g
l
i(y)pl+1(l − s, x− y)dyds (141)
is close to
− ∫ l+1l
(
2vr
l,∗,ρ,l+1
i (l+1,y)
C +
rli(l,y)
C2
)
pl+1(l − s, x− y)dyds (142)
The diffusion effect due to pl+1 becomes arbitrary small as the time step
size becomes small. This convolution with pl has a smoothing effect which
is useful. This means that for small time step size the control function
increment value in (141) is close to
− 2v
rl,∗,ρ,l+1
i (l + 1, x)
C
− r
l
i(l, x)
C2
(143)
An upper bound for the modulus of the first summand is
2
(
1+ 1
C2
+ǫ
)
C , and as
we assumed that
∣∣rl−1i (l − 1, x)∣∣ ≥ C2 , the upper bound for the modulus of
the second summand, as we estimate several case at the same time). This
means that in the case considered the control function decreases effectively
form time l to l+1 at the argument x. Hence, in the case considered in two
time steps we have have a control function which decreases twice (recall the
assumption that it is ≥ C22 at time l− 1 in order to consider an ’interesting’
case. The decrease of the control function part caused by the second term
in (143) is at least close two 1 over two time steps in the case considered.
We get the upper bound
∣∣rl+1i (l + 1, x)∣∣ ≤ ∣∣rl−1i (l − 1, x)∣∣ − 2
(
1+ 2
C2
+ǫ
)
C − 1− 2C2 − 2ǫ
<
∣∣rl−1i (l − 1, x)∣∣ − 1 + 15 + 110
(144)
for C ≥ 10 and ǫ = 1
C2
for example. Hence we have a decreasing control
function over two time steps in the considered case. There are still several
possibilities for the controlled velocity function value vr,∗,ρ,l+1i (l+1, x) after
two time steps. In the case considered we had the upper bound 1 + 1
C2
+ ǫ
for a function vr
l,∗,ρ,l
i (l+1, x) in the subcases where the latter function has a
different sign from the control function value rli(l, x). It is clear then that it
depends on the summands in (143) whether vr,∗,ρ,l+1i (l+1, x) gets the same
sign as rl+1i (l + 1, x). Several different subcases can be considered and the
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upshot is that the modulus of vr,∗,ρ,l+1i (l + 1, x) + r
l+1
i (l + 1, x) is smaller
than the modulus of vr,∗,ρ,l−1i (l − 1, x) + rl−1i (l − 1, x) in the case consid-
ered. Going through all possible (finitely many) cases observations of this
case lead to the conclusion that the function l → vr,∗,ρ,li (l, x) + rli(l, x) and
l → rli(l, x) have a tendency to fall simultaneously, i.e., for each l there is
an m + l > l such that at time m + l the moduli of both function values
are smaller. This leads to an uniform global upper bound for the controlled
velocity function and the control function, and hence to a global uniform
upper bound for the velocity solution function of the incompressible Navier
Stokes equation itself. Note furthermore that analogous considerations can
be applied to spatial derivatives of the control functions and the controlled
velocity functions. We come back to these considerations and to their pos-
sible impact on investigation of the long time behavior of velocity functions
for the solutions of the incompressible Navier Stokes equation below in the
section on the global upper bounds for the Leray projection term.
9 Proof of theorems 4.2 and 4.3
Some variations of our argument do not use polynomial decay of certain
orders of the initial data v∗,ρ,l−1i (l − 1, .) and their spatial derivatives up to
order p = 2 at time step l ≥ 1 and of the functional increment δvρ,l,1i and
their spatial derivatives up to order p = 2, but it is convenient to have this,
and something close to this seems to be needed. The last section showed that
polynomial decay of order 2 for derivatives up to order 2 to the same order
is inherited by the higher correction functions δv∗,ρ,l,ki . We shall see below
that for the controlled scheme polynomial decay of the functions vr,∗,ρ,l,ki of
order m for derivatives up to order m is inherited under weaker conditions
even (due to the definition of the control functions rli. In a first variation of
this proof we shall start with the assumption
max
1≤i≤n
∑
|α|≤2
sup
y∈R3
(
1 + |y|2) ∣∣∣Dxαv∗,ρ,l−1i (l − 1, y)∣∣∣ ≤ C l−1. (145)
Later we shall see that for the controlled scheme this polynomial decay of
orderm ≥ 2 for derivatives up to orderm is inherited for weaker assumptions
even. This means that we can transfer the result to the controlled scheme
easier, if we work with the assumption (145) first. In a second step we shall
see that we can even get rid of this assumption and observe that the original
assumption v∗,ρ,l−1i (l − 1, .) ∈ C2 ∩H2 (which is in fact close) is sufficient.
Furthermore we shall observe that for this first variation of argument it is
effectively sufficient to have
max
1≤i≤n
∑
|α|≤2
sup
τ∈[l−1,l],y∈R3
(
1 + |y|2−α) ∣∣∣Dxαv∗,ρ,l,k−1i (τ, y)∣∣∣ ≤ C lk−1 (146)
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for all τ ∈ [l−1, l] for some α ∈ (0, 0.5) in the subiteration steps k. We have
to control the growth of the series
(C lk)k, (147)
but this will follow naturally from contraction. The argument of the con-
traction results ensure that the sequence of constants C lk, k ≥ 1, starting
with C l0 := C
l−1 has a uniform upper bound independent of the substep
number k of the form
C lk ≤ C l−1 + 1. (148)
We shall choose the time step size ρl such that this is true. The hypothesis of
form (145) allows us to give weights to some factors in the L2-estimates. An
alternative is the use of Fourier transforms together with L2-estimates for
weighted products in the L2-norms. This leads to H2 estimates naturally.
A closely related alternative is to use Fourier transforms as we did in [8],
but the first method simplifies some arguments. First we consider L2 theory.
We start with L2 estimates, and refine the argument such that in the end we
have Hm-estimates for arbitrary m ≥ 0. The C0 ((l − 1, l),Hm)-estimates
and Cp ((l − 1, l),Hm) for p ≥ 1 are obtained similarly.
In order to prove the contraction property (72) we first consider repre-
sentations of δvρ,l,ki = v
ρ,l,k
i − vρ,l,k−1i in terms of the fundamental solution
Gl ( a heat kernel) defined above. First observe that the equation for δv
ρ,l,k
i
is

∂δv∗,ρ,l,k
i
∂τ − ρlν
∑n
j=1
∂2δv∗,ρ,l,k
i
∂x2
j
=
−ρl
∑n
j=1 v
∗,ρ,l,k−1
j
∂δv∗,ρ,l,k−1i
∂xj
− ρl
∑n
j=1 δv
∗,ρ,l,k−1
j
∂v∗,ρ,l,k−1i
∂xj
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1
j
∂xm
)
(τ, y)dy
−ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂v∗,ρ,l,k−2j
∂xm
)
(τ, y)dy,
δv∗,ρ,l,k(l − 1, .) = 0.
(149)
Again this equation is considered on the domain [l − 1, l] × Rn. Next in
terms of the fundamental solution Gl, and for all 1 ≤ i ≤ n we have the
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representation
δv∗,ρ,l,ki (τ, x) =
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)Gl(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
(s, y)Gl(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×Gl(τ − s, x− z)dydzds,
(150)
where for convenience we rewrite the difference of the Leray projection terms
observing that
∑n
j,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
−∑nj,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
+
∑n
j,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
−∑nj,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂v∗,ρ,l,k−2j
∂xm
)
=
∑n
j,m=1
(
∂δv∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
+
∑n
j,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂δv∗,ρ,l,k−1j
∂xm
)
=
∑n
m,j=1
(
∂δv∗,ρ,l,k−1j
∂xm
∂v∗,ρ,l,k−1m
∂xj
)
+
∑n
j,m=1
(
∂v∗,ρ,l,k−2m
∂xj
∂δv∗,ρ,l,k−1j
∂xm
)
=
∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
)
.
(151)
The latter observation is natural if you want to extract functional increments
δv∗,ρ,k,li in order to obtain local contraction results. The integrals in the
representation in (150) are convolutions with respect to space and time. It
is clear that it is convenient to estimate time and space in Hilbert spaces of
the same type (,i.e, Hm ((l − 1, l)× Rn)-norms, because we may then apply
tools such as Young’s inequality to space and time simultaneously. Later, we
consider C0 ((l − 1, l),Hm)- estimates, where we shall see that we can treat
time variables and spatial variables differently. Note that we can treat time
and space variables separately due to applications of Fubbini’s theorem. For
this reason the latter type of estimates is not more difficult than the former
type.
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9.1 L2-estimates
We shall use Young’s inequality. Let g ∈ L1 ([a, a+ 1]× Rn) and f ∈
L2 ([a, t]× Rn) for some a+1 ≥ t > a ≥ 0. It is convenient we also consider
trivial extensions of these functions which are zero outside a compact time
interval. Basically we use the observation (known as the standard form of
Young’s inequality) that∣∣ ∫ t
a
∫
Rn
f(s, y)g(t− s, x− y)dyds∣∣
L2×L2
=
∣∣ ∫ t
a
∫
Rn
f(t− s, x− y)g(s, y)dyds∣∣
L2×L2
≤ ∣∣ ∫ a+1a ∫Rn |f−s,−y(t, x)||g(s, y)|dyds∣∣L2×L2
≤ |f |L2×L2 |g|L1×L1ds
(152)
where f−s,−y(x) := f(t − s, x − y) denotes the function f shifted by −s
and −y, and we may use Minkowski’s inequality. The functions considered
are local with respect to time but we may consider s → |f(s, .)|Lp , t →
|g−s(t, .)|L1 as functions in L1 (R) by defining them to be zero in R\[a, a+1].
Now this type of Young inequalities may not be applied immediately in
our situation, where one part of the convolution is a Gaussian. The appli-
cation of Fourier transforms of fundamental solutions of the heat equation
with respect to space and time variables shows this. For the partial (not
normed) Fourier transformation with respect to the spatial variables we get
for t > s ∫
Rn
exp(2πiξz)
∣∣ 1
(2
√
ǫπ(t−s))n exp
(
− z24ǫ(t−s)
) ∣∣dz
= exp
(−4ǫ(t− s)π2ξ2) .
(153)
Now as s ↑ t the right side of this equation becomes 1 (the formal Fourier
transform of the δ-distribution), and this is not in L1. However, for the
truncated fundamental solution
φ1(z)Gǫ(t− s, z) := φ1(z) 1
(2
√
ǫπ(t− s))n exp
(
− z
2
4ǫ(t− s)
)
(154)
the situation is different. Here, let φ1 ∈ C∞ (B1(0))), i.e., with support in
B1(0), and such that φ1(x) = 1 for |x| ≤ 0.5. Note that φ1 and 1− φ1 build
a smooth partition of unity on Rn. So the idea for estimating the increments
δv∗,ρ,l,ki is to split up the integral of their representation and estimate one
convolution summand with factor
GBǫ (t− s, z) := φ1(z)Gǫ(t− s, z) (155)
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via the Young inequality and the other convolution summand with factor
G(1−B)ǫ (t− s, z) := (1− φ1(z))Gǫ(t− s, z) (156)
via a weighted convolution estimate for L2 functions. The following estimate
holds for the Gaussian itself, and a fortiori for the truncated Gaussian. We
note that we have it for localized Gaussian, because we need it in this case.
Indeed for the truncated Gaussian φ1(z)Gǫ(t − s, z) we have for t 6= s and
x 6= y
∣∣φ1(x− y)Gǫ(t− s, x− y)∣∣ = ∣∣φ1(x− y) 1
(2
√
ǫπ(t−s))n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
=
∣∣φ1(x− y)(t− s)m−n/2 1(x−y)2m ( (x−y)2(t−s) )m 1(2√ǫπ)n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤ ∣∣φ1(x− y)(t− s)m−n/2 1(x−y)2m ( (x−y)2(t−s) )m 1(2√ǫπ)n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤
∣∣φ1(x− y)C(t− s)m−n/2 1(x−y)2m ∣∣,
(157)
where for the local estimates considered here (fixed time step l) we consider
a constant
C := sup
|z|≥0,t>0
∣∣ 1
(2
√
ǫπ)n
(
z2
t
)m
exp
(
− z
2
4ǫt
) ∣∣ > 0 (158)
depending on ǫ, but finite for each ǫ > 0. (The dependence on ǫ of order
1√
ǫn
for z = 0 does no harm for our estimate anyway since we use integral
norms for the Gaussian Gl and its first spatial derivative for n = 3 which
gives a factor of the Lebesgues measure which cancels the singularity 1√
ǫ
n
as ǫ becomes small (transformed coordinates).) We may use this estimate
locally for m = 1 and n = 3, i.e., we may use the upper bound
∣∣φ1(x− y)Gǫ(t− s, x− y)∣∣ ≤ ∣∣φ1(x− y)C(t− s)−1/2 1
(x− y)2
∣∣ (159)
which is L1 for dimension n = 3, because of the localisation, and this may
be used with Young inequalities (of standard and of mixed form). We start
with L2 estimates for δv∗,ρ,l,ki (τ, .) = v
∗,ρ,l,k
i (τ, .) − v∗,ρ,l,k−1i (τ, .), where we
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define
δv∗,ρ,l,ki (τ, x) =: δv
∗,ρ,l,k,1
i (τ, x) + δv
∗,ρ,l,k,2
i (τ, x) + δv
∗,ρ,l,k,3
i (τ, x)
:= ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)×
×Gl(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
(s, y)×
×Gl(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×Gl(τ − s, x− z)dydzds.
(160)
Here, the right side of the first definition in (160) is defined by the right
side of the second definition with a correspondence which is summand by
summand. Furthermore, note that we have convolutions with respect to
time and with respect to the spatial variables. We do some estimates for
the L2 × L2-norm and for the squared |.|L2×L2-norm. For fixed x ∈ Rn we
may consider τ → δv∗,ρ,l,k,1ǫi (τ, x) = 1[l−1,l]δv∗,ρ,l,k,1ǫi (τ, x) as a Lp-function for
p ≥ 1 on R where 1[l−1,l] is the function which equals 1 on the interval [l−1, l]
and is 0 on R \ [l − 1, l]. We implicitly assume this for convenience without
changing the symbol of the function. We now apply a Young inequality to
the first term on the right side of (160). In the following we write
GBl = φ1Gl, and G
1−B
l = (1− φ1)Gl, (161)
where φ1 = φǫ with ǫ = 1. For the first term δv
∗,ρ,l,k,1
Bi it suffices to use the
assumption
max
1≤j≤n
sup
s∈[l−1,l],y∈R3
∣∣∣∂v∗,ρ,l,k−1i
∂xj
(s, y)
∣∣∣ ≤ C lk−1. (162)
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We have∣∣δv∗,ρ,l,k,1Bi (τ, .)∣∣2L2×L2 :=
=
∣∣ρl ∫ τl−1 ∫Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)×
×GBl (τ − s; .− y)dyds
∣∣2
L2×L2
≤
∣∣ρl ∫ τl−1 ∫Rn ∣∣
(∑n
j=1 δv
∗,ρ,l,k−1
j
∂v∗,ρ,l,k−1i
∂xj
)
(s, y)
∣∣×
×
∣∣GBl (τ − s; .− y)∣∣dyds∣∣2L2×L2
≤ ∣∣ρlnC lk−1 ∫ τl−1 ∫Rn ∣∣ (∑nj=1 |δv∗,ρ,l,k−1j |) (s, y)∣∣×
×∣∣GBl (τ − s; .− y)∣∣dyds∣∣2L2×L2
≤ ρ2l (C lk−1)2n2maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k−1j ∣∣2L2×L2∣∣GBl ∣∣2L1×L1
≤ ρ2l (C lk−1)2n2(CBG )2maxj∈{1,··· ,n} |δv∗,ρ,l,k−1j
∣∣2
L2×L2 ,
(163)
where Dαx denotes the multivariate partial derivative of order α with multi-
index α = (α1, α2, α3). Furthermore, we used the notation
CBG :=
∣∣GBl ∣∣L1×L1 . (164)
An analogous argument leads to∣∣δv∗,ρ,l,k,1(1−B)i ∣∣2L2×L2 :=
=
∣∣ρl ∫ τl−1 ∫Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)×
G
(1−B)
l (τ − s; .− y)dyds
∣∣2
L2×L2
≤ ρ2l (C lk−1)2n2(C1−BG )2maxj∈{1,··· ,n} |δv∗,ρ,l,k−1j (τ, .)
∣∣2
L2×L2 ,
(165)
where
C1−BG :=
∣∣G1−Bl ∣∣L1×L1 . (166)
Summing up our result for the first term on the right side of (160) we have
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for all 1 ≤ i ≤ n∣∣δv∗,ρ,l,k,1i ∣∣2L2×L2 ≤
≤ ρ2l (C lk−1)2n2
(
CBG + C
1−B
G
)2
×
×maxj∈{1,··· ,n} |δv∗,ρ,l,k−1j (τ, .)
∣∣2
L2
∣∣Gl∣∣L1×L1
≤ ρ2l (C lk−1)2n2C2Gmaxj∈{1,··· ,n} |δv∗,ρ,l,k−1j
∣∣2
L2×L2 ,
(167)
where
CG = C
B
G + C
1−B
G , (168)
and we used (CBG )
2 + (C
(1−B)
G )
2 ≤
(
CBG + C
(1−B)
G
)2
. The latter estimate
holds for all 1 ≤ i ≤ n, hence we have
maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k,1i ∣∣2L2×L2 ≤
≤ ρ2l (C lk−1)2n2C2Gmaxj∈{1,··· ,n} |δv∗,ρ,l,k−1j (τ, .)
∣∣2
L2×L2 .
(169)
For the second term on the right side of (160), i.e., for δv∗,ρ,l,k,2i we get the
analogous estimate
maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k,2i (τ, )∣∣2L2 ≤
≤ ρ2l (C lk−1)2n2C2Gmaxj∈{1,··· ,n} | ∂∂xk δv
∗,ρ,l,k−1
j (τ, .)
∣∣2
L2
,
(170)
Finally we look at the third term on the right side of (160) which is a
double convolution with respect to the spatial variables integrated over time.
Here the local integrability of the first order derivatives of the Laplacian
kernel in dimension n = 3 is a further reason to specify to this dimension.
Again we split up the function
δv∗,ρ,l,k,3i (τ, .) = δv
∗,ρ,l,k,3
Bi (τ, .) + δv
∗,ρ,l,k,3
(1−B)i (τ, .), (171)
corresponding to summands with a truncated Gaussian and its complement
as above. Each of this summand is again split up into two summands one
of which corresponds to a truncated Laplacian kernel φ1K,i (more precisely:
its ith partial derivative), and the complement (1− φ1)K,i. We define
δv∗,ρ,l,k,3Bi (τ, .) = δv
∗,ρ,l,k,3
BBi (τ, .) + δv
∗,ρ,l,k,3
B(1−B)i(τ, .) (172)
and
δv∗,ρ,l,k,3(1−B)i (τ, .) = δv
∗,ρ,l,k,3
(1−B)Bi(τ, .) + δv
∗,ρ,l,k,3
(1−B)B(1−B)i(τ, .), (173)
51
where the references will be made precise in the following estimations. We
start with the third term δv∗,ρ,l,k,3BBi which is defined via
δv∗,ρ,l,k,3BBi (τ, .) = ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
φ1(z − y) ∂∂xiKn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×GBl (τ − s, x− z)dydzds
(174)
This means that we have a truncated kernel φ1(.)K,i(.) and a truncated
Gaussian GBl . The double subscript B indicates that we have bounded
support in both cases. Recall that we set δv∗,ρ,l,k,3BBi (τ, .) = 0 for τ ∈ R\[l−1, l]
in order to write the time integrals conveniently. We obtain
|δv∗,ρ,l,k,3BBi |2L2×L2 =
∫ l
l−1
∫
Rn
|δv∗,ρ,l,k,3BBi (τ, x)|2dxdτ
=
∫ l
l−1
∫
Rn
∣∣ρl ∫Rn ∫Rn (φ1(z − y) ∂∂xiKn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×GBl (τ − s, x− z)dydz
∣∣2dxdτ
≤ ∫ ll−1 ∫Rn ∣∣ρl ∫Rn ∣∣ ∫Rn ∣∣φ1(z − y) ∂∂xiKn(z − y)∣∣×
×
(∑n
m,j=1
∣∣∂δv∗,ρ,l,k−1j
∂xm
∣∣∣∣∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
∣∣) (s, y)∣∣dy∣∣×
∣∣GBl (τ − s, x− z)∣∣dz∣∣2dxdτ
≤
∣∣∣ρl ∫Rn ∣∣ ∫Rn ∣∣φ1(z − y) ∂∂xiKn(z − y)∣∣×
×
(∑n
m,j=1
∣∣∂δv∗,ρ,l,k−1j
∂xm
∣∣2C lk
)
(s, y)
∣∣dy∣∣∣∣GBl (.− s, x− z)∣∣dz∣∣∣2
L2×L2
≤ 2n2(CBG )2(C lk)2max1≤m,j≤n
∣∣∣ρl ∫Rn ∣∣ ∫Rn ∣∣φ1(.− y)Kn,i(.− y)∣∣×
×
∣∣δv∗,ρ,l,k−1j,m ∣∣(., y)∣∣dy∣∣2L2×L2 ,
(175)
where we may use the constant CG above, and where we still used only the
assumption (162) above. Since the function φ1(.)
∂
∂xi
Kn(.) is in L
1 we may
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apply the Young inequality again and obtain
|δv∗,ρ,l,k,3BBi (τ, .)|2L2×L2
ρ2l 4(C
l
k−1)
2(CBG )
2C2K3φ1 maxm,j∈{1,··· ,n}
∣∣∂δv∗,ρ,l,k−1j
∂xm
∣∣2
L2×L2 ,
(176)
where
CBG =
∣∣GBl ∣∣L1×L1 (177)
and ∣∣φB1(0) ∂∂xiKn(.)
∣∣
L1
≤ CK3φ1 (178)
for a finite constant CK3φ1 .
Next for the second summand of δv∗,ρ,l,k,3i , i.e., for the summand of the
form δv∗,ρ,l,k,3B(1−B)i we have by an analogous argument
|δv∗,ρ,l,k,3B(1−B)i |2L2×L2 ≤ ρ2l 4(C lk−1)2(C
(1−B)
G )
2n2C2K3φ1×
×maxj,m∈{1,··· ,n}
∣∣∂δv∗,ρ,l,k−1j
∂xm
(τ, .)
∣∣2
L2
(179)
For the other two summands of δv∗,ρ,l,k,3i , i.e., for the summand of the form
δv∗,ρ,l,k,3(1−B)Bi and δv
∗,ρ,l,k,3
(1−B)(1−B)i we have to estimate kernels of the form
(1− φ1)K,i (180)
while the treatment of the convolution with the Gaussian maintains. We
follow the argument above as long as we can and get
|δv∗,ρ,l,k,3(1−B)Bi |2L2×L2
≤ 2n2(CBG )2max1≤m,j≤n
∣∣∣ρl ∫Rn ∣∣ ∫Rn ∣∣(1− φ1(.− y))Kn,i(.− y)∣∣×
×
∣∣δv∗,ρ,l,k−1j,m ∣∣∣∣∂v∗,ρ,l,k−1m∂xj + ∂v∗,ρ,l,k−2m∂xj ∣∣(., y)∣∣dy∣∣2L2×L2 .
(181)
Now we do not have (1 − φ1)(.) ∂∂xiKn(.) ∈ L1, and for this reason we
introduced the constant C lk−1 in the for above. This means that we can give
another factor 1
1+|y|2−α to the convolution. We get
|δv∗,ρ,l,k,3(1−B)Bi |2L2×L2
≤ 2n2(CBG )2max1≤m,j≤n
∣∣∣ρl ∫Rn ∣∣ ∫Rn ∣∣(1− φ1(.− y))Kn,i(.− y)∣∣×
× 11+|y|1−αC lk−1
∣∣∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
∣∣(., y)∣∣dy∣∣2
L2×L2 ,
(182)
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now with the constant C lk−1 and some α ∈ (0, 0.5). Now we can apply the
Young inequality and it follows that
|δv∗,ρ,l,k,3(1−B)Bi |2L2×L2 ≤ ρ2l 4(C lk−1)2(C
(1−B)
G )
2n2C2K3(1−φ1)×
×maxj,m∈{1,··· ,n}
∣∣∂δv∗,ρ,l,k−1j
∂xm
(τ, .)
∣∣2
L2×L2
(183)
We can use the same argument to get
|δv∗,ρ,l,k,3
(1−B)(1−B)i |2L2×L2 ≤ ρ2l 4(C lk−1)2(C
(1−B)
G )
2n2C2K3(1−φ1)×
×maxj,m∈{1,··· ,n}
∣∣∂δv∗,ρ,l,k−1j
∂xm
(τ, .)
∣∣2
L2×L2
(184)
Summing up and recalling that we have first order derivatives on the right
side for some summands we write a H1 norm on the right side (which suffices
for our purposes). We have
|δv∗,ρ,l,ki |2L2×L2 ≤ ρ2l 4(C lk−1)2C2Gn2×
×(1 + (CK3φ1 + CK3L2)2 (1 + C2s ))maxj∈{1,··· ,n} ∣∣δv∗,ρ,l,k−1j ∣∣2L2×H1 .
(185)
This close the argument with the assumption (145) above. We note that for
the scheme considered in [8] and [5] we would have an estimate with right
side in L2 which is otherwise the same as in (185) up to a constant related to
the fact that we have one source term less and that the Gaussian estimates
for the local fundamental solutions with variable drift term and their adjoints
produce different constants. Finally we show that the assumption
v∗,ρ,l−1(l − 1, .) ∈ H2 ∩ C2 (186)
is sufficient in order to get the L2 × L2-estimate above (up to a constant
factor). We do this in a remark, since we do not need these considerations
for the controlled global scheme above which is our major objective.
Remark 9.1. Now we may use the fact that a function u is in L2 if s > n2 ,
and for all x ∈ Rn
u(x) :=
∫
(1 + |y|2)−s/2v(x− y)w(y)dy (187)
for functions v,w ∈ L2, and such that
|u|L2 ≤ Cs|v|L2 |w|L2 . (188)
for a constant Cs > 0. Indeed, we have
(1− φ1)(y) ∂
∂xi
Kn(y) ∈ L2, (189)
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for n ≥ 3 where we may denote an L2-bound by K3L2 , and
y → ∣∣∂δv∗,ρ,l,k−1j
∂xm
∣∣(τ, y) ∈ L2. (190)
Hence, we obtain
|δv∗,ρ,l,k,3
(1−B)i |2L2×L2 = |δv
∗,ρ,l,k,3
(1−B)Bi|2L2×L2 + |δv
∗,ρ,l,k,3
(1−B)(1−B)i |2L2×L2
≤ ρ2l 4(C lk−1)2C2GC2K3L2n2C2s maxj,m∈{1,··· ,n}
∣∣∂δv∗,ρ,l,k−1j
∂xm
(τ, .)
∣∣2
L2
(191)
9.2 L2 ×H1 estimates and L2 ×H2-estimates
In addition to the L2-estimates we need estimates for the first order partial
derivatives of the components of the value function. We start with estimates
for norms which include spatial derivatives, i.e., we start with L2 × H1-
estimates. At each stage k of the construction we may differentiate under
the integral and start with the pointwise valid expression
∂
∂xj
δv∗,ρ,l,ki (τ, x)
=: ∂∂xj δv
∗,ρ,l,k,1
i (τ, x) +
∂
∂xj
δv∗,ρ,l,k,2ǫi (τ, x) +
∂
∂xj
δv∗,ρ,l,k,3i (τ, x)
:= ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)Gl,j(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
(s, y)Gl,j(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×Gl,j(τ − s, x− z)dydzds,
(192)
where the subscript ,j denotes partial derivatives with respect to the jth
spatial variable (as usual in Einstein notation). From the representation in
(192) we observe that the argument for the L2 estimates can be repeated, if
we have a L1×L1-bound for the first order partial derivatives of the Gaussian
Gl (first order partial derivatives with respect to the spatial variables). We
have to refine the simple estimate in (157) a bit, observing that for α ∈
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(1.5, 2) and n = 3 we have
∣∣Gǫ,i(t− s, x− y)∣∣ = ∣∣ 1
(2
√
ǫπ(t−s))n
−(xi−yi)
2(t−s) exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤ ∣∣(t− s)α−1−n/2 1|x−y|2α ( (x−y)2(t−s) )α 1(2√ǫπ)n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤
∣∣(t− s)α−1−n/2 1|x−y|2α−1 ( (x−y)2(t−s) )m 1(2√ǫπ)n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤
∣∣C(t− s)α−1−n/2 1|x−y|2α−1 ∣∣.
(193)
It follows that we have local integrability with respect to time, since α−1−
n/2 ∈ (−1, 0) and in space since 1|x−y|2α−1 is locally integrable in dimension
n = 3 for 2α − 1 ∈ (2, 3). Note that we have the same constant C as in the
simple estimate (157) above. Hence, we have∣∣φ1(x− y)Gǫ,i(t− s, x− y)∣∣L1×L1 ≤ CB1G , (194)
for some constant CB1G > 0, and it is clear that∣∣(1− φ1)(x− y)Gǫ,i(t− s, x− y)∣∣L1×L1 ≤ C(1−B)1G (195)
for some constant C
(1−B)1
G > 0. Hence we may apply the same arguments
as for L2×-estimates where we have to replace the constants CG for the
Gaussian by C1G = C
B1
G + C
1(1−B)
G , and get
|δv∗,ρ,l,ki |2L2×H1 =
∑3
j=1
(
|δv∗,ρ,l,k,jBi |2L2×H1 + |δv∗,ρ,l,k,j(1−B)i |2L2×H1
)
≤ (n+ 1)ρ2l 4(C lk−1)2(C1G)2n2(1 + (CK3φ1 +K3L1)2(1 + C2s ))×
×maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k−1j ∣∣2L2×H1
(196)
Note that the additional factor n+1 takes account of the fact that we need
to estimate n + 1 = 4 terms with the method of L2-estimates above. For
L2×H2-estimates we use convolution rules and partial integration to get the
following representation of the second order partial derivatives of thevalue
56
function. We have
∂2
∂xm∂xj
δv∗,ρ,l,ki (τ, x)
=: ∂
2
∂xm∂xj
δv∗,ρ,l,k,1i (τ, x) +
∂2
∂xm∂xj
δv∗,ρ,l,k,2ǫi (τ, x) +
∂2
∂xm∂xj
δv∗,ρ,l,k,3i (τ, x)
:= ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
,j
(s, y)Gl,m(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
,j
(s, y)Gl,m(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
,j
(s, y)×
×Gl,m(τ − s, x− z)dydzds.
(197)
Here it becomes clear why we included second derivatives in the definition
of Ck−1. Proceeding as before we need to apply the product rule in order
to expand the derivatives ,j of the value functions above. This gives an
additional factor 2 at C lk−1. Furthermore we have 1 + n+ n
2 terms that we
have to estimate. Hence,
|δv∗,ρ,l,ki |2L2×H2 =
∑3
j=1
(
|δv∗,ρ,l,k,jBi |2L2×H2 + |δv∗,ρ,l,k,j(1−B)i |2L2×H2
)
≤ (n2 + n+ 1)ρ2l 4(C lk−1)2(C1G)2n2(1 + (CK3φ1 +CK3L1)2(1 + C2s ))×
×maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k−1j (τ, .)∣∣2L2×H2 .
(198)
9.3 Higher order estimates
Compared to the considerations in [8] the argument simplifies, because we
simplified the scheme avoiding the use of the adjoint and estimates of the
fundamental solutions for linear equations with variable first order terms.
We reconsider this argument in the context of estimates for higher order
derivatives. In the representation of the functions v∗,ρ,k,li , 1 ≤ i ≤ n as in
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(150) we have three summands
ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
(s, y)Gl(τ − s;x− y)dyds,
ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
(s, y)Gl(τ − s;x− y)dyds,
ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×Gl(τ − s, x− z)dydzds.
(199)
All these summands have products of functions and derivatives of func-
tions of the form δv∗,ρ,l,k−1j , v
∗,ρ,l,k−1
j known from the previous iteration step.
Hence if these functions δv∗,ρ,l,k−1j , v
∗,ρ,l,k−1
j , and derivatives of these func-
tions say of order up to |α| ≤ m have polynomial decay of order p then
products have polynomial decay of order 2p. This order of polynomial decay
may be weakened by the convolution with the Gaussian or by the convo-
lution with the Laplacian kernel in the Leray projection term, but we may
expect that for p > n the polynomial decay of order p may be preserved by
the scheme in the sense that δv∗,ρ,l,kj , v
∗,ρ,l,k
j , and derivatives of these func-
tions say of order up to |α| ≤ m have polynomial decay of order p. In the
next lemma we analyze this. We shall see below that the assumptions of the
following lemma are satisfied for the controlled scheme vr,∗,ρ,l,ki .
Lemma 9.2. Let τ ∈ [l−1, l] for some time step number l ≥ 1. Assume that
for 1 ≤ i ≤ n the functions v∗,ρ,l−1i (l− 1, .) and δv∗,ρ,l,1(τ, .) for τ ∈ [l− 1, l]
and derivatives of these functions up to order m = 2 have polynomial decay
of order m ≥ 2. Then for all 1 ≤ n and all k ≥ 1 the functions v∗,ρ,k,li , 1 ≤
i ≤ n and v∗,ρ,k,li , 1 ≤ i ≤ n and their derivatives up to order m ≥ 2 are
of polynomial decay of order m. Especially, v∗,ρ,l,k+1(τ, .) ∈ Cm ∩Hm, and
δv∗,ρ,l,k+1(τ, .) ∈ Cm ∩Hm for all τ ∈ [l − 1, l].
Proof. We show that for m ≥ 1 and 0 ≤ |α| ≤ 2 we have
|Dαx δv∗,ρ,l,k+1i | ≤
1
|x|m , if |x| ≥ 1 (200)
if this holds for |Dαx δv∗,ρ,l,ki | and for Dαxv∗,ρ,l,k−1i . Similarly for higher or-
der derivatives Dαxv
∗,ρ,l,k+1
i with |α| > 2 and some ρl > 0, where Dαx =
Dα1x D
α2
x · · ·Dαnx denotes the multivariate partial derivative with respect to
the multiindex α = (α1, · · · , αn). We have to estimate convolutions with the
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Gaussian Gǫ for some ǫ > 0. The expressions for δv
∗,ρl,k+1,l,k+1
i and v
ǫ,k+1
i
and their derivatives involve terms which are essentially of the form∫ τ
l−1
∫
R3
h(y)Gǫ(t− s, x− y)dyds, (201)
or ∫ τ
l−1
∫
R3
h(y)Gǫ,j(t− s, x− y)dyds, (202)
where h is some function which is a functional of
Dβxv
∗,ρ,l,k(s, .) and Dβxδv
∗,ρ,l,k(s, .)
for 0 ≤ |β| ≤ m, and where the latter functions are in Cm∩Hm and such that
the functions themselves and their derivatives up to order m are assumed to
be of polynomial decay of order m according to inductive assumption. Here
you may cf. (197) for second order spatial derivatives; higher order spatial
derivatives can be represented similarly with first order spatial derivatives
of the Gaussian. Furthermore we have a Gaussian factor of the form Gǫ(t−
s, x− y) (defined analogously as Gl above), or first order partial derivatives
of this factor. We split up the integral of the convolution into two parts
where one part is the integral for |y| ≤ |x|2 . On this domain we observe
that the Gaussian has polynomial decay of any order. Indeed we have for
0 < |t− s| ≤ 1, m ≥ n2 , and |y| ≤ |x|2 > 0∣∣Gǫ(t− s, x− y)∣∣ = ∣∣ 1
(2
√
ǫπ(t−s))n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
=
∣∣(t− s)m−n/2 1
(x−y)2m
(
(x−y)2
(t−s)
)m
1
(2
√
ǫπ)n
exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤ ∣∣C(t− s)m−n/2 1
(x−y)2m
∣∣ ≤ C′|x|2m ,
(203)
where C ′ > 0 is some constant, and where with z = (x−y)√
t−s we define
C := sup
z>0
∣∣ 1
(2
√
ǫπ)n
(
z2
)m
exp
(
−z
2
4ǫ
) ∣∣ > 0. (204)
Furthermore, for the first order partial derivatives of the Gaussian we have
a similar estimate, i.e., we have for 1 ≤ i ≤ n, and 0 < |t − s| ≤ 1, m > n2 ,
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and |y| ≤ |x|2 > 0∣∣Gǫ,i(t− s, x− y)∣∣ = ∣∣ 1
(2
√
ǫπ(t−s))n
−(x−y)i
2ǫ(t−s) exp
(
− (x−y)24ǫ(t−s)
) ∣∣
=
∣∣(t− s)m−n/2−1 |x−y|
(x−y)2m
(
(x−y)2
(t−s)
)m
1
2ǫ(2
√
ǫπ)n
exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤
∣∣(t− s)m−n/2−1 1|x−y|2m−1 ( (x−y)2(t−s) )m 1(2ǫ2√ǫπ)n exp
(
− (x−y)24ǫ(t−s)
) ∣∣
≤
∣∣C(t− s)m−n/2−1 1|x−y|2m−1 ∣∣ ≤ (t− s)m−n/2−1 C′|x|2m−1 ,
(205)
for some constant C ′ > 0, and with a locally integrable time factor which
becomes nonsingular for m ≥ 3 in the case of dimension n = 3. On the
complementary domain |y| > |x|2 we need some properties of the integrand
h. We observe for |x| > 0 and some constants C,C ′ > 0∫ τ
l−1
∫{
|y|≥ |x|
2
} C
y2pGǫ(t− s, x− y)dyds
≤ ∫ τl−1 ∫{|y|≥ |x|
2
}
&{|x−y|≤1}
C
y2p
Gǫ(t− s, x− y)dyds
+
∫ τ
l−1
∫{
|y|≥ |x|
2
}
&{|x−y|>1}
C
y2p
Gǫ(t− s, x− y)dyds
≤ ∫ τl−1 ∫{|y|≥ |x|
2
}
&{|x−y|≤1}
C
y2p
∣∣C(t− s)−1/2 1
(x−y)2
∣∣dyds
+
∫ τ
l−1
∫{
|y|≥ |x|
2
}
&{|x−y|>1}
C
y2p
dyds ≤ C′|x|2p−n .
(206)
Note if the functions v∗,ρ,l,ki , δv
∗,ρ,l,k
i have polynomial decay of order m then
all terms in the source function h except that Leray projection term have
polynomial decay of order 2m hence for m > n the preceding observation
indicates that the polynomial decay might be preserved. Hence the proof
reduces to the observation that the integrand h in the form it has in the
representation of δvk+1i and their derivatives is of polynomial decay of order
larger than p+n. Let us look at arbitrary partial derivatives of some maximal
orderm which are assumed to be of polynomial decay of orderm inductively.
Now from (160) we get for each 1 ≤ j ≤ n and α = (α1, · · · , αi, · · · , αn) =:
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β + 1j := (α1, · · · , βj + 1, · · · , αn) the representation
Dαx δv
∗,ρ,l,k
i (τ, x)
=: Dαx δv
∗,ρ,l,k,1
i (τ, x) +D
α
x δv
∗,ρ,l,k,2
i (τ, x) +D
α
x δv
∗,ρ,l,k,3
i (τ, x)
:= ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
)
,β
(s, y)Gl,j(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
(
−∑nj=1 v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
)
,β
(s, y)Gl,j(τ − s;x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
,β
(s, y)×
×Gl,j(τ − s, x− z)dydzds,
(207)
where the subscript ,β denotes multivariate partial derivatives with respect
to the multiindex β. Now concerning the first two terms in (207), i.e.,
Dαx δv
∗,ρ,l,k,1
i (τ, x) and D
α
x δv
∗,ρ,l,k,2
i (τ, x) the respective integrands
− n∑
j=1
δv∗,ρ,l,k−1j
∂v∗,ρ,l,k−1i
∂xj


,β
, (208)

− n∑
j=1
v∗,ρ,l,k−1j
∂δv∗,ρ,l,k−1i
∂xj


,β
(209)
are sums of products of functions Dβxδv
∗,ρ,l,k−1
j and D
γ
xv
∗,ρ,l,k−1
j of order
|γ|, |β| ≤ m, which are assumed to be of polynomial decay of order m.
Hence all the integrands except for the integrand related to the Leray pro-
jection term are of polynomial decay of order 2m, i.e., the argument above
concerning the estimate for polynomial decay of order m for convolutions
with Gaussians shows that Dαx δv
∗,ρ,l,k,1
i (τ, x) and D
α
x δv
∗,ρ,l,k,2
i (τ, x) are in-
deed of polynomial decay of order m for |α| ≤ m. It remains to check the
polynomial decay of order m for the term Dαx δv
∗,ρ,l,k,3
i (τ, x) for |α| ≤ m.
Note that for |y| ≤ |x|2 we can use the Gaussian polynomial decay as above.
Hence it is sufficient to estimate integrals of the form∫
{
|y|≥ |x|
2
}K,i(y − z)g(z)dz (210)
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where g is an integrand of the form
 n∑
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+
∂v∗,ρ,l,k−2m
∂xj
)
,β
(211)
with |β| ≤ m − 1. Note that g is again a functional determined by sums
of products of functions Dβxδv
∗,ρ,l,k−1
j and D
γ
xv
∗,ρ,l,k−1
j of order |γ|, |β| ≤ m
such that g is of polynomial decay of order m by assumption, i.e., we have
|g(z)| ≤ C
z2m
for |z| ≥ |x|
4
. (212)
We can use a similar argument as above and write∣∣ ∫{
|y|≥ |x|
2
}K,i(y − z)g(z)dz
∣∣
≤ ∣∣ ∫{|y|≥ |x|
2
}
&
{
|z|≤ |y|
2
}K,i(y − z)g(z)dz
∣∣
+
∣∣ ∫{
|y|≥ |x|
2
}
&
{
|z|> |y|
2
}K,i(y − z)g(z)dz
∣∣
≤ ∣∣ ∫{|y|≥ |x|
2
}
&
{
|z|≤ |y|
2
} ∂2m−2
∂x2m−2i
K,i(y − z) Cz2 dz
∣∣
+
∣∣ ∫{
|y|≥ |x|
2
}
&
{
|z|> |y|
2
}K,i(y − z) Cy2m dz
∣∣ ∈ O ( C|x|2m−n .)
(213)
This shows that Dαx δv
∗,ρ,l,k,3
i (τ, x) for |α| ≤ m and m > n these functions
are all of polynomial decay of order m, too.
Next we consider the higher order estimates. Especially, we need the
H1 ×Hm estimate for some m and with H1 with respect to time. Product
rules for Sobolev spaces allow us to reduceH1×Hm-estimates to L2×Hm−2-
estimates. Next the estimates are considered in the case n = 3. First we
observe that for all k ≥ 0 and m > 52 we have
∂vρ,l,ki
∂τ
∈ L2 ×Hm−2, (214)
and more generally for m > 52 + 2p we have
∂pvρ,l,ki
∂τp
∈ L2 ×Hm−2p. (215)
In this context note that the local-time functions
∂pvρ,l,ki
∂τp are considered to
be trivially extended to the whole time as mentioned above. Consider the
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first equation of (10) and the case k = 1. We have the representation
∂vρ,l,ki
∂τ = ρlν
∑n
j=1
∂2vρ,l,ki
∂x2j
− ρl
∑n
j=1 v
ρ,l,k−1
j
∂vρ,l,ki
∂xj
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1j
∂xm
)
(τ, y)dy.
(216)
Knowing that vρ,l,ki ∈ L2 ×Hm for the first term on the right side of (216)
we have
ρlν
n∑
j=1
∂2vρ,l,ki
∂x2j
∈ L2 ×Hm−2. (217)
Furthermore, for vρ,l,ki ∈ L2×Hm we observe that for m > 52 concerning the
convection term on the right side of (216) we have for all τ ∈ [l − 1, l]
− ρl
n∑
j=1
vρ,l,k−1j (τ, .)
∂vρ,l,ki
∂xj
(τ, .) ∈ Hm−1 (218)
since the factors satisfy vρ,l,k−1j (τ, .) ∈ Hm and
∂vρ,l,ki
∂xj
(τ, .) ∈ Hm−1, hence
the prodcut rule
|fg|Hs ≤ Cs|f |Hs |g|Hs for f, g ∈ Hs, s > n
2
(219)
applies for m > 52 in case n = 3. From our construction we know that the
right side of (216) is locally continuous with respect to time. Hence, we have
− ρl
n∑
j=1
vρ,l,k−1j
∂vρ,l,ki
∂xj
∈ L2 ×Hm−1. (220)
Finally, concerning the Leray projection term in (216) we observe again that
locally, i.e., for x− y ∈ Br(0) for some ball Br(0) of radius r > 0 we have
K,i ∈ L1, (221)
hence with an appropriate partition of unity, for example with φ1 defined
above we have
φ1K,i ∈ L1, and (1− φ1)K,i ∈ L2 (222)
for the first order partial derivatives of the Laplacian kernel. For m > 52
in case n = 3 the product rule (219) can be applied to the (relevant part)
of the integrand in the Leray projection term, and using the pointwise rule
ab ≤ 12a2 + 12b2 in addition we conclude that
∑n
j,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1
j
∂xm
)
(τ, .) ∈ L1 ∩Hm−1. (223)
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Hence for all τ ∈ [l − 1, l]
ρl
∑n
j,m=1
∫
Rn
(
φ1(.− y) ∂∂xiKn(.− y)
)∑n
j,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1j
∂xm
)
(τ, y)dy
+ρl
∑n
j,m=1
∫
Rn
(
(1− φ1(.− y)) ∂∂xiKn(.− y)
)
×
×∑nj,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1j
∂xm
)
(τ, y)dy ∈ Hm−1,
(224)
applying the product rule and different appropriate types of Young’s in-
equality to both summands (cf. also part II of this investigation). Again
continuity with respect to time leads to
ρl
∑n
j,m=1
∫
Rn
∂
∂xi
Kn(.− y)×
×∑nj,m=1
(
∂vρ,l,k−1m
∂xj
∂vρ,l,k−1j
∂xm
)
(., . − y)dy ∈ L2 ×Hm−1.
(225)
Hence, we have
∂δv∗,ρ,l,ki
∂τ
∈ L2 ×Hm−2 (226)
for all k ≥ 0. The next step is to show that we have a contraction for some
ρl > 0. We observe∣∣∣∂δv∗,ρ,l,ki∂τ ∣∣∣L2×Hm−2 ≤
∣∣∣∂δv∗,ρ,l,ki∂τ ∣∣∣L2×Hm ≤ ρlν∑nj=1
∣∣∣∂2δv∗,ρ,l,ki∂x2j
∣∣∣
L2×Hm
+ρl
∑n
j=1
∣∣∣v∗,ρ,l,k−1j ∂δv∗,ρ,l,k−1i∂xj
∣∣∣
L2×Hm
+ ρl
∑n
j=1
∣∣∣δv∗,ρ,l,k−1j ∂v∗,ρ,l,k−1i ∂xj
∣∣∣
L2×Hm
+ρl
∣∣∣ ∫ τl−1 ∫Rn ∫Rn ( ∂∂xiKn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)
∣∣∣
L2×Hm
(227)
We can estimate the right side of (227) and for m > 52 we have the upper
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bound
ρlνnmaxj∈{1,··· ,n}
∣∣∣δv∗,ρ,l,ki ∣∣∣
L2×Hm−2
+ρlC5/2nmaxj∈{1,··· ,n}
∣∣∣v∗,ρ,l,k−1j ∣∣∣
L2×Hm−1
∣∣∣∂δv∗,ρ,l,k−1i∂xj
∣∣∣
L2×Hm−1
+ρlC5/2nmaxj∈{1,··· ,n}
∣∣∣δv∗,ρ,l,k−1j ∣∣∣
L2×Hm−1
∣∣∣∂v∗,ρ,l,k−1i ∂xj
∣∣∣
L2×Hm−1
+ρlC5/2CKn
2maxj,m∈{1,··· ,n}
∣∣∣∂δv∗,ρ,l,k−1j∂xm
∣∣∣
L2×Hm−1
×
×
∣∣∣∂v∗,ρ,l,k−1m∂xj + ∂v∗,ρ,l,k−2m∂xj
∣∣∣
L2×Hm−1
(228)
From (227) and (228) we get∣∣∣∂δv∗,ρ,l,ki∂τ ∣∣∣L2×Hm−2 ≤ ρlνnmaxj∈{1,··· ,n}
∣∣∣δv∗,ρ,l,ki ∣∣∣
L2×Hm−2
+ρlC5/2nmaxj∈{1,··· ,n}
∣∣∣v∗,ρ,l,k−1j ∣∣∣
L2×Hm−2
∣∣∣δv∗,ρ,l,k−1i ∣∣∣
L2×Hm−2
+ρlC5/2nmaxj∈{1,··· ,n}
∣∣∣δv∗,ρ,l,k−1j ∣∣∣
L2×Hm−2
∣∣∣v∗,ρ,l,k−1i ∣∣∣
L2×Hm−2
+ρlC5/2CKn
2maxj,m∈{1,··· ,n}
∣∣∣∂δv∗,ρ,l,k−1j∂xm
∣∣∣
L2×Hm−2
×
×
(∣∣∣v∗,ρ,l,k−1m ∣∣∣
L2×Hm−2
+
∣∣∣v∗,ρ,l,k−2m ∣∣∣
L2×Hm−2
)
(229)
Now form previous estimates we have the upper bound∣∣∣v∗,ρ,l,k−1m ∣∣∣
L2×Hm−2
+
∣∣∣v∗,ρ,l,k−2m ∣∣∣
L2×Hm−2
≤ 2C lk−1 (230)
for some constant C lk−1 > 0, hence∣∣∣∂δv∗,ρ,l,ki∂τ ∣∣∣L2×Hm−2 ≤ ρlνnmaxj∈{1,··· ,n}
∣∣∣δv∗,ρ,l,ki ∣∣∣
L2×Hm−2
+ρlC5/2(2n+ n
2)maxj∈{1,··· ,n}(1 + Ck)C lk−1
∣∣∣δv∗,ρ,l,k−1i ∣∣∣
L2×Hm−2
(231)
Furthermore, from our previous estimates and for some ρ0l we have contrac-
tion for the first term on the right side of (232). Hence for some ρl > 0
independent of k we get∣∣∣∂δv∗,ρ,l,ki∂τ ∣∣∣L2×Hm−2 ≤ 14 maxj∈{1,··· ,n}(1 + Ck)Ck−1δv∗,ρ,l,k−1i
∣∣∣
L2×Hm−2
(232)
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Similar construction estimates can be obtained by analogous methods suc-
cessively for higher mixed derivatives the functions
Dαx
∂δv∗,ρ,l,ki
∂τ
(233)
(for multiindex α), then for
∂2δv∗,ρ,l,ki
∂τ2
, (234)
and then successively for higher order mixed and higher order time deriva-
tives. Finally, let us make a remark concerning Cm ((l − 1, l),Hm) contrac-
tion estimates. Here, we may use again the generalized Young inequality,
i.e., the fact that for 1 ≤ p, q, r ≤ ∞
f ∈ Lq and g ∈ Lp → f ∗ g ∈ Lr, if 1
p
+
1
q
= 1 +
1
r
, (235)
and
|f ∗ g|Lr ≤ |f |Lp |g|Lq (236)
for a convolution f ∗ g. We may treat time and space differently as we ob-
served in [8]. Applying Fubbini’s theorem we may fix time first and treat the
spatial variables as before with the Gaussian in L1 and the recursively de-
fined terms involving the approximatively defined value functions and their
derivatives in L2. For the time variables we then may use the Young in-
equality with r =∞ and where the requirement 1p + 1q = 1 gives even more
flexibility in order to deal with the convolution estimates. An explicit treat-
ment for these estimates can be found in [9], and - for a slightly different
scheme in [8], where the argument there can be easily adapted to the scheme
used in this paper.
10 Global regular linear upper bounds and a proof
of theorem 5.1 and theorem 5.2
Let us summarize first: we construct the velocity function components of
the Navier Stokes equation, i.e., functions vi which solve the equation 87, by
iterated local controlled schemes vr,∗,ρ,l,ki , 1 ≤ i ≤ n, k ≥ 1, l ≥ 1, or by a
similar scheme vr,ρ,l,ki , 1 ≤ i ≤ n, k ≥ 1, l ≥ 1. At each time step a control
function rli is determined in addition, such that the information of vi can be
restored by the local functions v∗,ρ,li : [l− 1− l]×Rn → R, l ≥ 1, which are
determined by
v∗,ρ,li = v
r,∗,ρ,l
i − rli. (237)
The local limit functions are determined by local limits
vr,∗,ρ,li = lim
k↑∞
vr,∗,ρ,l,k = vr
l−1,∗,ρ,l,k
i + δr
l−1
i , (238)
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where the function vr
l−1,∗,ρ,l,k
i , 1 ≤ i ≤ n solves an uncontrolled Navier
Stokes equation with controlled data, i.e., it solves the equation system

∂vr
l−1,∗ρ,l,k
i
∂τ − ρlν
∑n
j=1
∂2vr
l−1,∗,ρ,l,k
i
∂x2j
+ ρl
∑n
j=1 v
rl−1,∗,ρ,l,k−1
j
∂vr
l−1,∗,ρ,l,k−1
i
∂xj
=
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vr
l−1,∗,ρ,l,k−1
m
∂xj
∂vr
l−1,∗,ρ,l,k−1
j
∂xm
)
(τ, y)dy,
v
rl−1,∗,ρ,l,k(l − 1, .) = vr,∗,ρ,l−1(l − 1, .),
(239)
Note that in the scheme with upper script ∗ the information about the
convection term at local iteration step k ≥ 1 is from the previous local
iteration step k − 1. This allows us to consider classical representations of
the approximative local solutions vr
l−1,∗,ρ,l,k
i in terms of convolutions with
a fundamental solution of Gaussian type, which simplifies the argument of
local contraction in the previous sections. Note that (239) is a time-local
uncontrolled Navier Stokes equation with controlled data vr,∗,ρ,l−1(l − 1, .).
We get the controlled velocity functions at time step l ≥ 1 by adding a
control function increment δrli, where we have some freedom of choice. The
local limits
vr,∗,ρ,li = lim
k↑∞
vr
l−1,∗,ρ,l,k
i + δr
l
i = lim
k↑∞
vr,∗ρ,l,ki (240)
are the same as for the local scheme vr,ρ,k,li = v
rl−1,ρ,l,k
i + δr
l
i, i.e., we have
vr,∗,ρ,li = lim
k↑∞
vr
l−1,∗,ρ,l,k
i + δr
l
i = v
r,ρ,l
i . (241)
Remark 10.1. Recall that in this alternative scheme vr
l−1,ρ,l,k
i solves

∂vr
l−1,ρ,l,k
i
∂τ − ρlν
∑n
j=1
∂2vr
l−1,ρ,l,k
i
∂x2j
+ ρl
∑n
j=1 v
rl−1ρ,l,k−1
j
∂vr
l−1,ρ,l,k
i
∂xj
=
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vr
l−1,ρ,l,k−1
m
∂xj
∂vr
l−1,ρ,l,k−1
j
∂xm
)
(τ, y)dy,
v
rl−1,ρ,l,k(l − 1, .) = vr,ρ,l−1(l − 1, .),
(242)
We considered local contraction for equations of the form (242) in [8]. This
is slightly more complicated as the local contraction argument of this paper
as we use the adjoint of the fundamental solution. However, this adjoint
can also be used in the case of variable coefficients, and this shows that
the conclusions for global existence can be extended to models with variable
viscosity.
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For the global conclusions it does not matter which local iteration scheme
we use since they lead all to the same local solution function in regular
function spaces C1 ([l − 1, l] ,Hm ∩ Cm) for m ≥ 2 by local contraction.
Especially, by (241) we have
vr
l−1,ρ,l
i = v
rl−1,∗,ρ,l
i , (243)
and we may use the functions with upper script ∗ and without upper script
∗ interchangeably as long as no local iteration index k occurs.
The index l ≥ 1 is a time step number index. At each time step l ≥ 1 we
assume that the function vr,∗,ρ,l−1i (l − 1, .), 1 ≤ i ≤ n is determined. These
are the data for a time-local Cauchy problem for an uncontrolled Navier
Stokes equation with controlled data and solution vr
l−1,∗,ρ,l
i , which solves

∂vr
l−1,∗ρ,l
i
∂τ − ρlν
∑n
j=1
∂2vr
l−1,∗,ρ,l,k
i
∂x2j
+ ρl
∑n
j=1 v
rl−1,∗,ρ,l
j
∂vr
l−1,∗,ρ,l
i
∂xj
=
ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂vr
l−1,∗,ρ,l
m
∂xj
∂vr
l−1,∗,ρ,l
j
∂xm
)
(τ, y)dy,
v
rl−1,∗,ρ,l(l − 1, .) = vr,∗,ρ,l−1(l − 1, .).
(244)
The solution vr.∗,ρ,li , 1 ≤ i ≤ n of the latter equation is obtained by a local
iteration scheme vr.∗,ρ,l,ki , 1 ≤ i ≤ n, k ≥ 1, where the latter functions solve
(239). The local contraction results of section 9 ensure that there exists such
a unique local solution in a regular function space C1 ([l − 1, l] ,Hm ∩ Cm)
for m ≥ 2. The controlled velocity function at time step l ≥ 1 is then
determined as
vr,ρ,li = v
rl−1,ρ,l
i + δr
l
i (245)
where we have some freedom to choose the control function increments
δrli, 1 ≤ i ≤ n. We want to choose them such that for given m ≥ 2
and data hi, 1 ≤ i ≤ n we have a time step size ρl (constant or at least
1
l - ρl) such that for some constant C > 0 with max1≤i≤n
∣∣hi∣∣Hm∩Cm ≤ C
we have ∣∣vr,,ρ,li (l − 1, .)∣∣Hm∩Cm ≤ C ⇒ ∣∣vr,,ρ,li (l, .)∣∣Hm∩Cm ≤ C (246)
inductively for all l ≥ 1 for the controlled scheme, where the growth of the
control function can be bounded linearly in time. This can be achieved if
the volume of the increment in [l − 1, l] × Hm ∩ Cm is proportional to 1
independently of the time step number. A possibility to achieve this is the
choice of the simple control function
δrli(τ, x) =
∫ τ
l−1
(
− v
r,∗,ρ,l−1
i
C (l − 1, .)
)
Gl(τ − s, x− y)dyds (247)
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at each time step l ≥ 1. For small time step size ρl ∼ 1C3 the diffusion effect
of the Gaussian becomes small and the control function increment
δrli(l, x) =
∫ l
l−1
(
−v
r,∗,ρ,l−1
i
C
(l − 1, .)
)
Gl(τ − s, x− y)dyds. (248)
is close to
− v
r,∗,ρ,l−1
i
C
(l − 1, .). (249)
Note that a control function as in (247) has the effect of a decrease of norms
over one time step if the time step size ρl becomes small. As data v
r,∗,ρ,l−1
i
become large in some norm this term dominates the growth of δvr,∗,ρ,li (l, .)
which depends on the time size factor ρl, i.e., we may choose a step size ρl
such that
|vr,∗,ρ,li (l, .) − vr,ρ,l−1i (l − 1, .)|Hm∩Cm
= |vr,∗,ρ,li (l, .) − vr
l−1,ρ,l−1
i (l − 1, .)|Hm∩Cm
=
∣∣∑∞
k=1 δv
rl−1,ρ,∗,l,k
i (l, .)
∣∣
Hm∩Cm ≤ 14 + 14 = 12 .
(250)
This is a consequence of our local contraction results. Let us consider the
situation where we have an upper bound for the controlled value functions
vr,ρ,l−1i (l − 1, .), 1 ≤ i ≤ n inductively from the previous time step of the
form
|vr,ρ,l−1i (l − 1, .)|Hm∩Cm ≥ C (251)
for some m ≥ 2. Now, assuming that C ≥ 4 w.l.o.g., and assuming that
data become large (otherwise we get the persistence of the upper bound at
time step l1 for free), i.e., assuming that
|vr,ρ,l−1i (l − 1, .)|Hm∩Cm ≥ C −
1
2
, (252)
as ρl > 0 becomes small the statement that (248) is close to (249) implies
that
|δrli(l, .)|Hm∩Cm ≥
∣∣vr,ρ,l−1i
C
(l − 1, .)∣∣
Hm∩Cm −
1
8
≥ 3
4
, (253)
such that (253) dominates (250). It follows that for all x ∈ Rn that
|vr,∗,ρ,li (l, .)|Hm∩Cm ≤ |vr,ρ,l−1i (l − 1, )|Hm∩Cm . (254)
This reasoning holds for all 1 ≤ i ≤ n such that the controlled velocity
functions vr,∗,ρ,li have a uniform upper bound C. Furthermore, as the con-
trolled velocity functions have the upper bound C, the corresponding control
function increments satisfy
|δrli(l, x)|Hm∩Cm ≤ c, (255)
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for some constant c ≥ 1 (which is independent of the time step number l)
such that for l ≥ 1 we have
|rli(l, x)| ≤ |r0i (0, .)| +
l∑
p=1
|δrli(l, x)| ≤ C + cl, (256)
where C > 0 is an upper bound of the modulus of the initial data of the
ith control function |r0i (0, .)|, i.e., the control function has linear growth (at
most). Note that without smoothing (convolution with a density) in (247)
the constant c can be chosen to be c = 1. Note that this is also a possible
choice for the control function increments.
We have obtained global regular upper bounds in C1 ([0, T ],Hm ∩ Cm)
for m ≥ 2 and, hence a global regular solution in the same function space for
the controlled velocity function vr = (vr1, · · · , vrn)T which equals vr,li (t, .) :=
vr,∗,ρ,li (τ, .) for t ∈
[∑l−1
m=1 ρm,
∑l
m=1 ρm
]
and τ ∈ [l − 1, l] respectively via
a time recursive scheme. In the construction of the scheme we obtained a
global regular upper bound for the control function r = (r1, · · · , rn)T where
each component ri(t, .) equals r
l
i(τ, .) on [l − 1, l] × Rn in transformed time
coordinates τ (recall that ρlτ = t at each time step).
The global regular solution vr = v + r of (10) in the function space
C1 ([0, T ],Hm ∩Cm) and arbitrary T > 0 with global regular upper bounds
for the controlled velocity function components vri , 1 ≤ i ≤ n and for the
control function components ri in the same function space imply that the
solution function v = (v1, · · · , vn)T of the incompressible Navier Stokes
equation has the property
vi = v
r
i − ri ∈ C1 ([0, T ],Hm ∩ Cm) (257)
for m ≥ 2 and all 1 ≤ i ≤ n and arbitrary T > 0. Note that we can compute
the solution in the scheme via vρ,∗,li with
vρ,∗,li = v
r,ρ,l
i − rli (258)
time step by time step. Note that all the reasoning above is essentially point-
wise and we could have replaced the |.|Hm∩Cm-norm by a simple modulus
and then observe that a similar reasoning holds for the time growth of the
spatial derivatives such that for appropriate ρl = ρ > 0 we have a global
upper bound (generic) C > 0 of the modulus of Dαxv
r,∗,ρ,l
i (independent of
the time step number l ≥ 1) and a linear upper bound of the modulus of the
control functions Dαx r
l
i (with respect to the time step number l ≥ 1). The
existence of higher order time derivatives for smooth data follows straightfor-
wardly.Global regular existence follows from this observation and the local
existence result. This proves theorem 5.1. As the upper bounds for the
controlled velocity functions are uniform with respect to time preserved we
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get a global scheme with a constant time step size ρl = ρ ∼ 1C3 which is
independent of the time step number l ≥ 1. The choice of a decreasing time
step size ρl ∼ 1l improves the estimate of the upper bound of the control
function to be logarithmic in time. This implies growth of the value function
vρ,li of the form
∣∣vρ,li (l, .)∣∣∣
Hm∩Cm
≤ C +C√l for m ≥ 2, and this impelies in
turn that we get a linear global regular upper bound for the Leray projection
term as stated in theorem 5.1.
Next we want give an alternative proof and show that a simplified control
function without consumption source terms leads to a global linear upper
bound for the Leray projection term and therefore to a global scheme. We
refer also to ([9]). Assume inductively (with respect to the time step number
l ≥ 1 that we have realized the bound
Dαxv
r,∗,ρ,l−1
i (l − 1, .) ∼
√
l − 1 for |α| ≤ m (259)
for some m ≥ 2 which is fixed in advance. First note that the local contrac-
tion result
∣∣δv∗,ρ,l,ki ∣∣Cm((l−1,l),H2m) ≤ 12
∣∣δv∗,ρ,l,k−1i ∣∣Cm((l−1,l),H2m) (260)
easily extends to
∣∣δvr,∗,ρ,l,ki ∣∣Cm((l−1,l),H2m) ≤ 12
∣∣δvr,∗,ρ,l,k−1i ∣∣Cm((l−1,l),H2m) (261)
for all 1 ≤ i ≤ n a bit. The reason is that it extends to δvrl−1,∗,ρ,l,ki first (same
prove with different initial data) and then the additional control increments
δrli cancel in contraction estimates of the controlled function increments
δvr,∗,ρ,li such that we have (261). We may refine the latter local contraction
result for all 1 ≤ i ≤ n a bit.
In the form (260) it just ensures that the local limit
v
∗,ρ,l = v∗,ρ,l−1 +
∞∑
k=1
δvρ,l,k = v∗,ρ,l,1 +
∞∑
k=2
δv∗,ρ,l,k (262)
of the corresponding local functional series represents a local solution of the
incompressible Navier Stokes equation on the domain [l − 1, l] × Rn. Now
consider the first increment δvr,∗,ρ,l,1i for 1 ≤ i ≤ n. In the form (261) it just
ensures that the local limit of the controlled scheme exists, i.e.
v
r,∗,ρ,l = vr,∗,ρ,l−1 +
∞∑
k=1
δvr
l−1,ρ,l,k + δrli =: v
r,∗,ρ,l,1 +
∞∑
k=2
δv∗,ρ,l,k (263)
exists. Note again that we used the simplified notation, i.e., δv∗,ρ,l,k is
synonymous with δvr
l−1,ρ,l,k in (263) and should not be confused with δvρ,l,k
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in (262)- they just satisfy equation of analogous structure where in case of
the controlled scheme the initial data vr,∗,ρ,l−1i (l− 1, .) and in the other case
the initial data v∗,ρ,l−1i are involved. For simplicity of notation let us consider
the uncontrolled scheme again, i.e., consider the data v∗,ρ,l−1i (l − 1, .) and
the local scheme without control function. The reasoning transfers to the
controlled scheme straightforwardly as we shall observe below. Consider the
first increment δv∗,ρ,l,1i for 1 ≤ i ≤ n.
For the classical Navier Stokes equation with constant viscosity the func-
tions v∗,ρ,1,li have the classical representation
v∗,ρ,1,li (τ, x) =
∫
Rn
v∗,ρ,l−1i (l − 1, y)Gl(τ, x− y)dy
−ρl
∫ τ
l−1
∫
Rn
∑n
j=1 v
∗,ρ,l−1
j (s, y)
∂v∗,ρ,l−1i
∂xj
(s, y)Gl(τ − s, x− y)dyds
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∑n
j,m=1
(
∂v∗,ρ,l−1j
∂xm
∂v∗,ρ,l−1m
∂xj
)
(l − 1, y) ∂∂xiKn(z − y)×
×Gl(τ − s, x− z)dydzds.
(264)
For a time step size ρl of order
ρl ∼ 1
l
, (265)
we observe that
Dαx δv
∗,ρ,l,1
i = D
α
x v
∗,ρ,l,1
i −Dαxv∗,ρ,l−1i (l − 1, .) ∼ 1 (266)
for the following reasons. From (275) we observe that we have to estimate
the term ∫
Rn
v∗,ρ,l−1i (l − 1, y)Gl(τ, x− y)dy − v∗,ρ,l−1i (l − 1, x), (267)
together with two term which have the coefficient ρl. Since the term in (267)
corresponds to a function which is the solution of the Cauchy problem

∂
∂τ δv
∗,ρ,l,1t
i − ρl∆δv∗,ρ,l,1ti = ρl∆v∗,ρ,l−1i (l − 1, .),
δv∗,ρ,l,1ti = 0,
(268)
such that for |α| ≤ m we have we may use the inductive information
∆Dβxv
∗,ρ,l−1
i (l − 1, .) ∼
√
l − 1 for |β| ≤ m− 2 (269)
in order to conclude that we even have
Dβxδv
∗,ρ,l,1t
i ∼
1√
l
for |β| ≤ m− 2. (270)
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However for |α| ≥ m− 1 we need a different reasoning. Since the first term
in (267) is a convolution we may write
Dαx δv
∗,ρ,l,1t
i =
∫
Rn
Dαxv
∗,ρ,l−1
i (l − 1, y)Gl(τ, x− y)dy −Dαxv∗,ρ,l−1i (l − 1, x)
(271)
for all |α| ≤ m, and the fact that we have polynomial decay of order m ≥ 2
for Dαxv
∗,ρ,l−1
i (l− 1, .) we have a limit (with respect to the supremum norm)
of the from
lim
ρl↓0
∣∣∣ ∫
Rn
Dαx v
∗,ρ,l−1
i (l − 1, y)Gl(τ, .− y)dy −Dαxv∗,ρ,l−1i (l − 1, .)
∣∣∣ = 0 (272)
independent of the time step number l ≥ 1, and this leads to the conclusion
that
Dαx δv
∗,ρ,l,1t
i ∼ 1 for |α| ≤ m. (273)
Next the second term (275) is a convolution with the fundamental solution
Gl of products of functions of the type
v∗,ρ,l−1j (s, y),
∂v∗,ρ,l−1i
∂xj
∼
√
l − 1 (274)
integrated over time and space. Since these products have a factor ρl and
using the estimates for the fundamental solution obtained in our local con-
traction results we have
−ρl
∫ τ
l−1
∫
Rn
∑n
j=1 v
∗,ρ,l−1
j (s, y)
∂v∗,ρ,l−1i
∂xj
(s, y)Gl(τ − s, x− y)dyds ∼ 1
+ρl
∫ τ
l−1
∫
Rn
∫
Rn
∑n
j,m=1
(
∂v∗,ρ,l−1j
∂xm
∂v∗,ρ,l−1m
∂xj
)
(l − 1, y) ∂∂xiKn(z − y)×
×Gl(τ − s, x− z)dydzds ∼ 1.
(275)
Hence we can realise the bound
Dαx δv
∗,ρ,l,1
i ∼
√
l − 1 + 1, for |α| ≤ m, (276)
and this has some consequence for a refine of contraction of the higher order
approximations. Again we have the classical representation
δv∗,ρ,k+1,li (τ, x) = −ρl
∫ τ
l−1R
n
∑n
j=1 v
∗,ρ,l,k−1
j
∂δv∗,ρ,l,ki
∂xj
(s, y)Gl(τ − s, x− y)dyds
−ρl
∫ τ
l−1
∫
Rn
∑
j δv
∗,ρ,l,k
j
∂v∗,ρ,l,k
∂xj
(s, y)Gl(τ − s, x− y)dyds+
+ρl
∫ τ
l−1 R
n
∫
Rn
Kn,i(z − y)
((∑n
j,m=1
(
v∗,ρ,l,km,j + v
∗,ρ,l,k−1
m,j
)
(s, y)
)
×
×δv∗,ρ,l,kj,m (s, y)
)
Gl(τ − s, x− z)dydzds.
(277)
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For k = 1 we have the factors
v∗,ρ,0,lj = v
∗,ρ,l−1
j (l − 1.),
∂vρ,l,1
∂xj
∼
√
l − 1 + 1 (278)
for functional increments δvρ,k,lj , and this leads to a contraction constant of
order ∼ 1√
l
for the second substep k = 2 of the time step l by arguments
which are completely analogous to the local contraction arguments above.
Similar for derivatives up to order |α| ≤ m, where one derivative is taken
by the fundamental solution as we did in the local contraction result above.
Note that for k ≥ 2 we have
Dαx δv
r,∗ρ,l,k
i = D
α
x δv
∗,ρ,l,k
i , (279)
so that we do not need to establish a contraction result for the controlled
velocity functions. The same analysis can be done with initial data vr,∗,ρ,l−1i ,
of course. Hence, we get for k ≥ 2
Dαx δv
r,∗,ρ,l,k
i ∼
(
1√
l
)k−1
, for |α| ≤ m, (280)
for the controlled scheme, since for k ≥ 2 we have
Dαx δv
r,∗,ρ,l,k
i = D
α
x δv
∗,ρ,l,k
i (:= D
α
x δv
rl−1,∗,ρ,l,k
i ), (281)
recalling our convention for the controlled scheme. As we said these obser-
vations motivate our definition of a control functions rli (or a part of the
control function) in [7] and [8], where we defined
δrli = r
l
i − rl−1i (l − 1, .) = −δvr,∗,ρ,l,1i . (282)
This implies that we have
vr,∗,ρ,li = v
r,ρ,l−1
i +
∑∞
k=1 δv
r,∗,ρ,l,k
i
= vr,∗,ρ,l−1i + δv
r,∗,ρ,l,1
i +
∑∞
k=2 δv
r,∗,ρ,l,k
i
= vr,∗,ρ,l−1i +
∑∞
k=2 δv
∗,ρ,l,k
i , 1 ≤ i ≤ n,
(283)
Hence, we have
Dαxv
r,∗,ρ,l
i ∼
√
l for |α| ≤ m. (284)
Furthermore, note that
Dαxr
l
i ∼ l for |α| ≤ m. (285)
This closes the alternative argument for theorem 5.1 and theorem 5.2.
74
11 Further considerations concerning global regu-
lar upper bounds
We supplement the discussion of the preceding section, and supplement the
considerations of section 8 in order to show that a sharper upper bound
as stated in theorem 5.3 can be constructed. As we remarked in section 5,
this sharper result can be obtained also by auto-controlled schemes. We have
obtained a global bound of the controlled velocity functions vr,∗,ρi , 1 ≤ i ≤ n
and a global linear bound of the control function ri. It follows that we have
a global linear bound of the velocity functions vρ,∗i , 1 ≤ i ≤ n in time-
transformed coordinates, and it follows that we have a linear global upper
bound for the solution of the incompressible Navier Stokes equation itself.
This is sufficient in order to prove global regular existence. The regularity
obtained by the scheme is clearly related to the regularity of the spatial
image Hm of the function spaces C0 ([l − 1, l],Hm) or C1 ([l − 1, l],Hm).
We have observed by local analysis that the spatial dependence of the local
solutions v∗,ρ,li = v
r,∗,ρ,l
i − rli, 1 ≤ i ≤ n is of regularity Cm0 ∩ Hm on the
domain (l − 1, l)×Rn. Depending on the scheme a little additional work is
needed to get the same regularity for the local time transformed solutions of
the uncontrolled velocity functions v∗,ρ,li with uncontrolled data for all times
including the positive integer time values l ≥ 1. Well it is rather routine
to check this and we shall add some remarks below. Next we add some
considerations about the extended scheme with small foresight. We assume
that such a ǫ > 0 has been chosen. We shall determine in the following how
small it should be in order to facilitate the reasoning about uniform global
upper bounds. Next, for some 1 ≤ i ≤ n consider some argument x ∈ Rn
and the function values vr
l−1,∗,ρ,l
i (l, x) and r
l−1
i (x). The design of the control
function for a scheme with small foresight is such that for small time step
size ρl after finitely many steps we have a transition from equal signs to
equal signs as we shall see. In the case considered in section 7 we considered
the upper bound C2+1 for the control function over all time which becomes
indeed an upper bound C2 after finitely many time step. Next we start with
an upper bound (C ′)2 in a different case, where we may consider the constant
C to be generic and just write C2. Hence, assume that vr,∗,ρ,l−1i (l − 1, x)
and rl−1i (l − 1, x) have an equal sign where the control function value is
not zero, and have the strict upper bounds C and C2 respectively (we use
’strict’ upper bounds in order make the estimates simpler in the sense that
the diffusion effects are accounted for by substituting < by ≤). Then, if
the two function values vr
l−1,∗,ρ,l
i (l, x) and r
l−1
i (x)have different signs, i.e. if,
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x ∈ V l−1,iv+r− ∪ V l−1,iv−r+, then we have∣∣vr,∗,ρ,li (l, x)∣∣ = ∣∣vrl−1,∗,ρ,li (l, x) + δrli(l, x)∣∣
≤ ∣∣vr,∗,ρ,l−1i (l − 1, x)∣∣ + ∣∣δvrl−1,∗,ρ,li (l, x) + δrli(l, x)∣∣
=
∣∣vr,∗,ρ,l−1i (l − 1, x)∣∣ + ∣∣∣δvrl−1,∗,ρ,li (l, x)
− ∫ ll−1 ∫Rn gli(y)pl(τ − s, x− y)dyds
∣∣∣,
(286)
where the latter term involving the function gli is close to
−
(
2vr
l−1,∗,ρ,l
i (l, x) +
rl−1i (l − 1, x)
C2
)
(287)
for small time step size ρl > 0. As v
r,∗,ρ,l−1
i (l − 1, x) and rl−1i (l − 1, x) have
the same sign and the modulus of the increment of the uncontrolled velocity
function with controlled data δvr
l−1,∗,ρ
i (l, x) is bounded by ǫ > 0, in the case
considered
δvr
l−1,∗,ρ
i (l, x) ∈ [−ǫ, 0) (288)
This implies that after one time step we have the lower and upper bounds
ǫ ≤
∣∣vr,∗,ρ,li (l, x)∣∣ ≤ 1 + ǫ. (289)
If the control function value
∣∣rl−1i (l− 1, x)∣∣ ∈ [C,C2], then an upper bound
for the control function is
∣∣rli(l, x)∣∣ ≤ 2ǫ+ C − 1C , (290)
If the control function value
∣∣rl−1i (l − 1, x)∣∣ ∈ (0, C], then an upper bound
for the control function is∣∣rli(l, x)∣∣ ≤ 2ǫ+ C ≤ 2C. (291)
In any case we have the strict upper bound C2 for the control function
after two time steps in the case considered. Such considerations lead to the
observation that the moduli of the control functions rli have upper bounds
C2 after finitely many time steps, where for each x ∈ Rn the function l →
vr,∗,ρ,li (l, x) + r
l
i(l, x) has the tendency to decrease in the sense that for each
l ≥ 1 there is a m ≥ 1 such that∣∣vr,∗,ρ,li (l +m,x) + rli(l +m,x)∣∣ < ∣∣vr,∗,ρ,li (l, x) + rli(l, x)∣∣. (292)
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This leads to to the conclusion that the controlled velocity functions vr,∗,ρ,li
and the control functions rli both have uniform global upper bounds such
that the the functions v∗,ρ,li also have uniform upper bounds. This then
holds for the original velocity function components vi as well. An analogous
reasoning leads to the same conclusion for the spatial derivatives of the con-
trol functions and the controlled velocity functions up to order m, where m
is the order of derivatives for which the local contraction result holds. As
we argued we have such a local contraction result for any order of deriva-
tives, and the existence of uniform globally bounded smooth solutions for
the Cauchy problem is a consequence. Furthemore, the scheme with small
foresight is also appropriate in order to investigate the long time behavior
of solutions. It seems that for the Cauchy problem on the whole space and
a class of smooth data with polynomial decay and strictly positive viscosity
ν > 0 we have a decay of the velocity functions to zero at infinity.
The observations above with small foresight have the advantage that we
can study long time behavior, but there is the question whether the obser-
vations of an uniform global upper bound can be obtained with the simpler
control function proposed above as well. Next we make further observations
concerning global bounds of simpler control functions. At the end of section
3 we have defined a simplified form of the global scheme via value functions
vr
l−1,∗,ρ,l,k
i which describes the solutions of the local iteration scheme with
controlled function data vr,∗,ρ,l−1i (l − 1, .). This has the advantage that we
can study the local limit vr
l−1,∗,ρ,l−1
i = limk↑∞ v
rl−1,∗,ρ,l,k
i on [l − 1, l] × Rn
similarly as the local limit of the uncontrolled scheme - the structure of the
equations is the same (cf. the remarks at (44) at the end of section 3 of this
paper). We can get the controlled function values of step l by
vr,∗,ρ,li = v
rl−1,∗,ρ,l
i + δr
l
i. (293)
In order to obtain global existence it is essential to get a global upper bound
of the Leray projection term which may have linear growth with respect to
the time step number l ≥ 1. We may use the simple control functions which
satisfy
δrli(τ, x) =
∫ τ
l−1
1
C
(
−vr,∗,ρ,l−1i (l − 1, y)
)
Gl(τ − s, x− y)ds (294)
or control functions which satisfy
δrli(τ, x) = −δvr
l−1,∗,ρ,l,1
i (295)
or linear combinations of (294) and (295) for this task. In any case we get a
scheme with a global uniform or linear upper bound for the controlled value
functions vr,∗,ρ,li and a global linear upper bound for the control functions
rli. We shall consider this in the next section in more detail. Simple control
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functions as in (294) and (295) simplify the analysis. However an extended
control function may be used to sharpen the results and obtain global upper
bounds of regular solutions which do not depend (even linearly) on time.
We analyze this problem in this section where we may use the analysis of
the preceding section where we showed that a simpler analysis in the context
of a simple control function is sufficient in order to obtain a global scheme
and global regular solutions via global linear upper bounds in strong norms.
We will start the analysis with some remarks further about simple control
function schemes (which are sufficient in order to obtain global regular exis-
tence and are considered further in the next section), and then we consider
variations and extensions of the arguments in the case of extended control
functions. Note again that we consider possible choices of the control func-
tion increments δrli which have to be chosen once at each time step. As the
increments
δvr
l−1,∗,ρ,l,k
i = v
rl−1,∗,ρ,l,k
i − vr
l−1,∗,ρ,l,k−1
i (296)
satisfy equations which have the same structure as the equations for the
increments δv∗,ρ,l,ki of the uncontrolled local scheme we simplify our notation
and write
vr
l−1,∗,ρ,l,k
i = v
r,∗ρ,l−1
i (l−1, .)+
k∑
p=1
δvr
l−1,∗,ρ,l,p
i =: v
r,∗ρ,l−1
i (l−1, .)+
k∑
p=1
δv∗,ρ,l,pi
(297)
where the increments δv∗,ρ,l,pi in (297) are not to be confused with the in-
crements of the local scheme but are just an abbreviation of δvr
l−1,∗,ρ,l,p
i .
This slight abuse of language may be justified by the simplification of no-
tation and by the fact that both types of increments satisfy equations with
the same structure (but different in the respect that they are induced by
different initial data obtained at the previous time step or given).
The procedure described makes it possible to use the local analysis and
get a local limit by the local contraction results considered in the previous
sections. If we denote this local limit by vr
l−1,∗,ρ,l
i , then we may define
vr,∗,ρ,li = v
rl−1,∗,ρ,l
i +δr
l
i, where the control function increments r
l
i−rl−1i , 1 ≤
i ≤ n are chosen once at time step l ≥ 1 such that the scheme becomes global.
Since the local analysis does not depend of the control function such that
only the size of the data vr,∗,ρ.l−1i (l−1, .) has influence on the the local scheme
and for simplicity of notation we sometimes suppress the superscript rl−1 in
vr
l−1,∗,ρ,l,k
i and just write v
∗,ρ,l,k
i . We have to keep in mind that the latter
approximations are not independent of the control function rli, certainly.
For a moment we may forget the control function and reconsider the
inductive construction of local regular solutions on [l− 1, l]×Rn (n = 3 the
most intersting case) by the local scheme above (cf. also the discussion of
global linear bounds of the Leray projection term below and in [9] for th
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following). At each time step l ≥ 1 having constructed v∗,ρ,l−1i (l − 1, .) ∈
Cm∩Hm for m ≥ 2 at time step l−1 (at l = 1 these are just the initial data
hi), as a consequence of the argument above for m ≥ 2 we a have a time-
local pointwise limit v∗,ρ,li (τ, .) = v
∗,ρ,l−1
i (τ, .) +
∑∞
k=1 δv
∗,ρ,l,k
i (τ, .) ∈ Hm
for all 1 ≤ i ≤ n, where for n = 3 we have H2 ⊂ Cα uniformly in τ ∈
[l−1, l]. Furthermore the functions of this series are even locally continuously
differentiable with respect to τ ∈ [l− 1, l] and hence Ho¨lder continuous with
respect to time. Note that the first order time derivative ∂∂τ v
∗,ρ,l,k
i (τ, .) of
these members exist in Hm as well for natural m > 52 as we proved in the
previous section as a consequence of the product rule for Sobolev spaces.
We observed that v∗,ρ,l,ki ∈ Hm ×H2m can be obtained inductively for each
m and this leads to full local regularity of the limit function of the local
scheme. If we plug in the approximating function v∗,ρ,l,ki (τ, .) into the local
incompressible Navier-Stokes equation in the Leray projection form, then
we have
∂v∗,ρ,l,ki
∂τ − ρlν
∑n
j=1
∂2v∗,ρ,l,ki
∂x2j
+ ρl
∑n
j=1 v
∗,ρ,l,k
j
∂v∗,ρ,l,ki
∂xj
−ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,km
∂xj
∂v∗,ρ,l,kj
∂xm
)
(τ, y)dy,
= +ρl
∑n
j=1 δv
∗,ρ,l,k
j
∂v∗,ρ,l,ki
∂xj
−ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,km
∂xj
∂v∗,ρ,l,kj
∂xm
)
(τ, y)dy
+ρl
∑n
j,m=1
∫
Rn
(
∂
∂xi
Kn(x− y)
)∑n
j,m=1
(
∂v∗,ρ,l,k−1m
∂xj
∂v∗,ρ,l,k−1j
∂xm
)
(τ, y)dy.
(298)
As k ↑ ∞ the right side of (298) becomes
ρl
∑n
j=1 δv
∗,ρ,l,k
j
∂v∗,ρ,l,ki
∂xj
+ ρl
∑n
j=1 v
∗,ρ,l,k
j
∂δv∗,ρ,l,ki
∂xj
ρl
∫ τ
l−1
∫
Rn
∫
Rn
(
∂
∂xi
Kn(z − y)
)
×
×
(∑n
m,j=1
∂δv∗,ρ,l,k−1j
∂xm
(
∂v∗,ρ,l,k−1m
∂xj
+ ∂v
∗,ρ,l,k−2
m
∂xj
))
(s, y)×
×Gl(τ − s, x− z)dydzds,
(299)
and since limk↑∞ δv
∗,ρ,l,k
j (τ, x) = 0 and limk↑∞
∂δv∗,ρ,l,ki
∂xj
= 0 for all (τ, x) ∈
[l− 1, l]×Rn pointwise by our local contraction result, and since v∗,ρ,l,kj and
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∂δv∗,ρ,l,ki
∂xj
are uniformly bounded, we observe that the right side expressed in
(299) goes to zero pointwise such that
lim
k↑∞
v∗,ρ,l,ki ∈ C1,2 ([l − 1, l]× Rn) , 1 ≤ i ≤ n (300)
satisfies the local Navier-Stokes equation pointwise, and in a classical sense.
Higher regularity can be obtained then considering equations for the deriva-
tives. Finally in order to show that the Leray projection term is globally
linearly bounded, it suffices to show that the squared function
l → |v∗,ρ,lj (l, .)|2H2 (301)
grows linearly with the time step number l, or to show that a controlled
scheme
l→ |vr,∗,ρ,lj (l, .)|2H2 (302)
with linear bounded control functions ri have linear growth with respect to
the time step number l. Now, let us set up a controlled scheme which we
already sketched in the intoduction (similar as in [5] and in [6]), i.e., let us
consider a scheme
vr,∗,ρ,l,kj = v
∗,ρ,l,k
j + r
l
j (303)
for some functions rlj which have a uniform upper bound with respect to
some regular norm |.|Cm((l−1,l),H2m). Especially this upper bound should be
independent of the time step number l. We shall see that it is possible to
simplify the control function considered in [5] and [6]. We have considered
this simplification in [8] for the scheme considered there, and reconsider
these considerations for the simplified scheme of this paper. Further simpli-
fications are possible if the domain is a torus (cf. [13]). However the latter
simplification seems to be related to the formulation in terms of Fourier
modes, and it seems not possible to do the same on the whole domain. Let
us consider the uncontrolled scheme for a moment in order to analyze the
local growth. The considerations transfer easily to the controlled scheme.
Observe that the contraction results allow us to estimate the higher correc-
tion terms
v∗,ρ,lj − v∗,ρ,l−1j (l − 1, .) =
∞∑
k=1
δv∗,ρ,l,kj (304)
in the local functional series on [l − 1, l]×Rn at time step l ≥ 1 in terms of
the function
v∗,ρ,l,1j − v∗,ρ,l−1j (l − 1, .), (305)
i.e., the growth behavior of the latter function in (305) determines the growth
behavior of the former function (304) with respect to the relevant norm by
the related contraction result.
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Remark 11.1. Note that in this paper for each time step number l ≥ 1 we
start with substeps k ≥ 1 and use the convention
v∗,ρ,l,0j (l − 1, .) = v∗,ρ,l−1j (l − 1, .). (306)
In previous papers we started with k ≥ 0 and used a similar convention with
k = −1 instead of k = 0.
Assume for a moment that we can prove that
max
1≤j≤n
sup
τ∈[l−1,l]
∣∣∣v∗,ρ,l,1j (τ, .) − v∗,ρ,l−1j (l − 1, .)∣∣∣
H2
-
1√
l
, (307)
and assume inductively that
max
j∈{1,··· ,n}
|v∗,ρ,l−1j (l − 1, .)|2H2 ≤ C + (l − 1)C, (308)
which holds for l = 1 and for maxj∈{1,··· ,n} |hj |2H2 for an appropriate constant
for sure. Then assuming C ≥ 4 w.l.o.g. we have
max
j∈{1,··· ,n}
|v∗,ρ,l−1j (l − 1, .)|H2 ≤
√
C + (l − 1)C ≤ 1
2
(C + (l − 1)C). (309)
Now we have for some m ≥ 2 and k ≥ 2
|δv∗,ρ,l,ki |2Cm((l−1,l),H2m) ≤ 14 maxj∈{1,··· ,n}
∣∣δv∗,ρ,l,k−1j ∣∣2Cm((l−1,l),H2m),
(310)
where we may choose ρl ∼ 1l while for an appropriate choice of the constant
factor (which transforms ∼ to =) we have
|v∗,ρ,l,ki |Cm((l−1,l),H2m) ≤ C lk−1 ≤ (
√
C + C(l − 1) + 1)for all k. (311)
Assuming that we can realize the bound
max
1≤j≤n
sup
τ∈[l−1,l]
∣∣∣v∗,ρ,l,1j − v∗,ρ,l−1j (l − 1, .)∣∣∣
Cm((l−1,l),H2m)
≤ 1
2C
√
l
, (312)
with a finite constant C > 0 independent of the time step number l ≥ 1
we can choose ρl such that we have indeed a contraction estimate with
contraction constant 1
2C
√
l
. We get
maxj∈{1,··· ,n} |v∗,ρ,lj |Cm((l−1,l),H2m)
≤ maxj∈{1,··· ,n} |v∗,ρ,l−1j (l − 1, .) +
∑∞
p=1 δv
∗,ρ,l,p
j |Cm((l−1,l),H2m)
≤ maxj∈{1,··· ,n} |v∗,ρ,l−1j (l − 1, .)|Cm((l−1,l),H2m) +
∑∞
k=1 |δv∗,ρ,l−1,kj |Cm((l−1,l),H2m)
≤√C + (l − 1)C + 1
C
√
l
.
(313)
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Hence,
maxj∈{1,··· ,n} |v∗,ρ,lj (l, .)|2Cm((l−1,l),H2m)
≤ (
√
C + (l − 1)C + 1
C
√
l
)2
= C + (l − 1)C +
√
C + (l − 1)C 1
C
√
l
+ 1C2l ≤ C + lC.
(314)
Hence, if we can realize the estimate (312), then the scheme is global. Equiv-
alently, assuming that for a globally linearly bounded control function r we
can realize the bound
max
1≤j≤n
sup
τ∈[l−1,l]
∣∣∣vr,∗,ρ,l,1j − vr,∗,ρ,l−1j (l − 1, .)∣∣∣
Cm((l−1,l),H2m)
≤ 1
2C
√
l
, (315)
with a finite constant C > 0 independent of the time step number l ≥ 1,
we can choose ρl such that we have indeed a contraction estimate with
contraction constant 1
2C
√
l
. We get
maxj∈{1,··· ,n} |vr,∗,ρ,lj |Cm((l−1,l),H2m)
≤ maxj∈{1,··· ,n} |vr,∗,ρ,l−1j (l − 1, .) +
∑∞
p=1 δv
r,∗,ρ,l,p
j |Cm((l−1,l),H2m)
≤ maxj∈{1,··· ,n} |vr,∗,ρ,l−1j (l − 1, .)|Cm((l−1,l),H2m) +
∑∞
k=1 |δvr,∗,ρ,l−1,k|Cm((l−1,l),H2m)
≤
√
C + (l − 1)C + 1
C
√
l
.
(316)
Hence,
maxj∈{1,··· ,n} |vr,∗,ρ,lj (l, .)|2Cm((l−1,l),H2m)
≤ (√C + (l − 1)C + 1
C
√
l
)2
= C + (l − 1)C +√C + (l − 1)C 1
C
√
l
+ 1
C2l
≤ C + lC.
(317)
Hence, if we can realize the estimate (315), then the scheme is global. The
most simple choice in this context may be the choice of δrli = −δvr
l−1,∗,ρ,l,1
i =:
δvr
l−1,∗,ρ,l,1
i , where we recall that the latter notation is just an abbreviation
(cf. the remarks at the beginning of this section). We considered such a
possibility in the preceding section. Other possibilities are considered in
[6, 5, 9]. Next we extend the scheme for v∗,ρ,l,kj to a controlled scheme for
vr,∗,ρ,l,kj = v
rl−1,∗,ρ,l,k
j + δr
l
j , (318)
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where
rlj − rl−1j = −
(
vr
l−1,∗,ρ,l,1
j − vr
l−1,∗,ρ,l−1
j (l − 1, .)
)
+
∫ τ
l−1 φ
l
j(s, y)Gl(τ − s, x− y)dyds.
(319)
In the preceding section we showed that the first term on the right side of
(319), i.e., the choice with φlj ≡ 0 is indeed sufficient in order to obtain a
global linear bound for the Leray projection term. In this section we want
to construct an upper bound for a controlled Navier Stokes equation system
which is independent of the time step number l ≥ 1. In order to do this we
choose additional growth consumption functions. We choose a source term
in (319) is of the form
φlj(s, y) = −
vr,ρ,l−1j
C
(l − 1, .) − r
l−1
C2
(l − 1, .). (320)
The idea of the latter choice is that for ρl .
1
C4 the increments
δvr,∗,ρ,li = v
r,∗,ρ,l
i − vr,∗,ρ,l−1i (l − 1, .)
= vr
l−1,∗,ρ,l
i + δr
l
i − vr
l−1,∗,ρ,l−1
i (l − 1, .)
= vr,∗,ρ,l,1i +
∑
k≥2 δv
∗,ρ,l,k
i − vr,∗,ρ,l−1i (l − 1, .)
(321)
have upper bounds in strong norms such that the growth of the controlled
velocity function can be shown to be absorbed by the larger damping effect
of the source function part − v
r,ρ,l−1
j
C (l − 1, .).
Remark 11.2. Note again that in (321) we use
∑
k≥2 δv
∗,ρ,l,k
i as synonymous
for
∑
k≥2 δv
rl−1,∗,ρ,l,k
i .
In the preceding section we proved that for the simple control function
δrl,0j = −δvr
l−1,∗,ρ,l,1
j
(322)
there is a global linear bound (in strong norms) for the controlled value func-
tion and for the control function itself. This is sufficient for global regular
existence. We also considered the alternative control functions (considered
also in [5, 6] essentially)
δrl,1j =
∫ τ
l−1
(
− v
r,ρ,l−1
j
C (l − 1, y)
)
Gl(τ − s, x− y)dyds. (323)
Let us recall why the controlled scheme for vr1,∗,ρ,li := v
∗,ρ,l
i + r
l,1
i and with
rl,1i = r
l−1,1
i (l − 1, .) + δrl,1i (starting with some appropriate control at time
step l = 1) leads to a global bound for the controlled value functions vr1,∗,ρ,li
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and for a global linear bound for the control function rl,1i (both in strong
norms), and, hence, to global regular solutions as well. Assume that we have
data ∣∣Dαx vr1,∗,ρ,l−1i (l − 1, .)∣∣ ≤ C (324)
for multivariate derivatives up to order |α| ≤ m, and where |f(.)| is short
for the supremum norm of a function f . Consider the case α = 0 first. We
have
vr1,∗,ρ,li (l, .) = v
r1,∗,ρ,l−1
i (l − 1, .) +
∞∑
k=1
δvr
l−1,1,∗,ρ,l,k
i (l, .) + δr
l,1
i (l, .). (325)
Note that in this case the sum of increments starts with k = 1. For small
time step size ρl the first increment δv
rl−1,1,∗,ρ,l,k
i (l, .) becomes small as does
the sum of the moduli of the higher order terms according to the local
contraction result such that (for example)
∣∣ ∞∑
k=1
δvr
l−1,1,∗,ρ,l,k
i (l, .)
∣∣ ≤ 1
4
. (326)
Now if
∣∣vr1,∗,ρ,l−1i (l − 1, .)∣∣ ∈ [0, C2 ] then we have
∣∣vr1,∗,ρ,li (l, .)∣∣ ≤ ∣∣vr1,∗,ρ,l−1i (l − 1, .)∣∣ + 14 ≤ C, (327)
while for
∣∣vr1,∗,ρ,l−1i (l − 1, .)∣∣ ∈ [C2 ;C] we have
∣∣vr1,∗,ρ,li (l, .)∣∣ ≤ ∣∣vr1,∗,ρ,l−1i (l − 1, .)∣∣ + 14 − 12 − ǫ ≤ C, (328)
where for small time step size there is ǫ > 0 such that
|δrl,1i (l, .)| ≥
1
2
− ǫ (329)
since we have small diffusion for small time step size. Hence, the upper
bound C is preserved from time step number l− 1 to time step number l for
vr1,∗,ρ,li (l − 1, .). This upper bound is independent of the time step number
l ≥ 1, and this implies that
|rl,1i (l, .)| ≤ |r1,1i (0, .) +
l∑
p=1
δrp,1i | ≤ |r0i (0, .)| + l (330)
which leads to a linear bound of the control function. At time step l = 1 an
example of an appropriate choice for the control function is
r0,1i (0, .) =
hi(.)
C
. (331)
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Note that for α > 0 we can write
Dαx δr
l,1
j =
∫ τ
l−1
(
−
(
Dαx
vr,ρ,l−1j
C (l − 1, y)
))
Gl(τ − s, x− y)dyds, (332)
since we have inductively regularity with spatial decay and we can apply
the convolution rule. Since we have a contraction result for derivatives of
value functions as well it follows that the argument above can repeated
for multivariate derivatives and we get a global bound C > 0 (indpendent
of the time step number l ≥ 1 for the controlled functions Dαx vr1,∗,ρ,li and
a linear global bound (with repsect to the time step number l ≥ 1) of
the multivariate derivatives of the control function Dαxr
l
i. This implies the
existence of a global regular solution. The argument above can be repeated
for the control function
δrlj = −δvr
l−1,∗,ρ,l,1
j
+
∫ τ
l−1
(
− v
r,ρ,l−1
j
C (l − 1, y)
)
Gl(τ − s, x− y)dyds,
(333)
of course. Finally, we mention that the sharper result of global uniform
upper bounds can be obtained even using the more elaborate but simpler
control function in (343), i.e., we can eliminate the linear dependence on the
time step number l ≥ 1 even for this simple control function. As the linear
upper bound for the controlled value functions and the control functions
together with the local contraction results are sufficient in order to prove
global regular (smooth) existence, this additional is just an alternative way
to prove global uniform upper bounds. Therefore, we close this section with
a few remarks and come back to this issue elsewhere, when we analyze long
time behavior. Consider again the control function increment
δrli(τ, x) = r
l
j(τ, .)− rl−1j (l − 1, .) = −
(
vr
l−1,∗,ρ,l,1
j − vr
l−1,∗,ρ,l−1
j (l − 1, .)
)
+
∫ τ
l−1
(
− v
r,ρ,l−1
j
C (l − 1, .)− r
l−1
C2 (l − 1, .)
)
Gl(τ − s, x− y)dyds.
(334)
Having computed the control function rl−1i (l−1, .) and the controlled velocity
functions and assume again that∣∣rl−1i (l − 1, .)∣∣ ≤ C2, ∣∣vr,∗,ρ,l−1i (l − 1, .)∣∣ ≤ C (335)
for all 1 ≤ i ≤ n. Next compare this scheme with this control function with
schemes with the control function
δrl,0i (τ, x) = r
l,0
j (τ, .) − rl−1,0j (l − 1, .) = −
(
vr
l−1,0,∗,ρ,l,1
j − vr
l−1,0,∗,ρ,l−1
j (l − 1, .)
)
+
∫ τ
l−1
(
− v
r0,ρ,l−1
j
C (l − 1, .)
)
Gl(τ − s, x− y)dyds.
(336)
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As we have global linear bounds for the controlled velocity functions vρ,∗,li , 1 ≤
i ≤ n and for the control functions rli, 1 ≤ i ≤ n we have a global linear
bound for the Navier Stokes solution function
v∗,ρ,li = v
r,∗,ρ,l
i − rli = vr0,∗,ρ,li − rl,0i , 1 ≤ i ≤ n (337)
Note that these are two representations of a global regular solution function
of the incompressible Navier Stokes equation. For the simpler scheme we
have the upper bounds ∣∣vr0,∗,ρ,li (l, .)∣∣ ≤ C (338)
and (with the choice
∣∣r0i (0, .)∣∣ = ∣∣r0,0i (0, .)∣∣ = ∣∣∣hiC ∣∣∣ ≤ 1) we have
∣∣rl,0i (l, .)∣∣ ≤ 1 + l. (339)
An alternative to obtain global uniform upper bounds is then by estimating
the difference of both schemes.
12 Final remarks
Let us first summarize the ideas. In order to get a uniform global bound
for the controlled velocity functions vr,∗,ρ,li and a linear bound in time for
the control functions rli it is sufficient to define control functions recursively
time step by time step with the increment
δrli = r
l
j − rl−1j =
∫ τ
l−1
−vr,∗,ρ,l−1i
C (l − 1, y)Gl(τ − s, x− y)dyds. (340)
These control functions ensure that the upper bound for the controlled ve-
locity value functions is given by some C where r1i may be chosen propor-
tional to the initial data (with the same signs, i.e. a positive proportionality
constant for example), and the initial data have C as an upper bound in
suitable strong norms (depending on the regularity we want to achieve). It
is then clear that the increments δrli in (340) are bounded by ∼ 1 and we
have a linear bound ∼ l of the control functions rli. This is sufficient in
order obtain global regular solutions for the incompressible Navier Stokes
equation, where the regularity which can be obtained by the scheme equals
the order m of the local contraction result. Spatial dependence of the local
solution functions for fixed time has a regularity in Hm∩Cm0 , and this leads
to classical regularity with respect to time as well. An alternative in order
to obtain a global upper bound (linear with respect to the time step number
l) are the control function increments of the form
δrli = r
l
j − rl−1j = −
(
v∗,ρ,l,1j − v∗,ρ,l−1j (l − 1, .)
)
. (341)
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In this case we get a linear bound for the controlled value functions and a
linear bound for the control function. In addition extended control functions
rli are defined recursively via the equation for the increment
δrli = r
l
j − rl−1j = −
(
v∗,ρ,l,1j − v∗,ρ,l−1j (l − 1, .)
)
+
∫ τ
l−1 φ
l
j(s, y)Gl(τ − s, x− y)dyds.
(342)
More explicitly we have, that
δrlj(l, x) = −δvr
l−1,∗,ρ,l,1
j (l, x)
+
∫ l
l−1
(
− v
r,∗,ρ,l−1
j (l−1,s)+ 1C rl−1j (l−1,y)
C (l − 1, y)
)
Gl(l − y, x− y)dyds.
(343)
In this definition of extended control functions the increment
−
(
v∗,ρ,l,1j − v∗,ρ,l−1j (l − 1, .)
)
ensures that we can represent the local solution in the form
vr,∗,ρ,li = v
r,∗,ρ,l−1
i (l − 1, .) +
∑∞
j=1 δv
r,∗,ρ,l,k
i
= vr,∗,ρ,l−1i (l − 1, .) +
∑∞
j=2 δv
r,∗,ρ,l,k
i
= vr,∗,ρ,l−1i (l − 1, .) +
∑∞
j=2 δv
∗,ρ,l,k
i
:= vr,∗,ρ,l−1i (l − 1, .) +
∑∞
j=2 δv
rl−1,∗,ρ,l,k
i ,
(344)
where the definition of δv∗,ρ,l,ki = δv
rl−1,∗,ρ,l,k
i reminds us that the increments
depend on the initial data of the previous time step (which involves a control
function), but satisfy equation for which we can apply the local analysis of
the uncontrolled scheme. This simplifies the analysis, since the definition of
the control function does not depend on the substeps k at each time step l.
It follows that the representation of the approximative increments
vr,∗,ρ,l,ki − vr,∗,ρ,l−1i (l − 1, .) =
k∑
j=2
δv∗,ρ,l,mi . (345)
involves only product terms with factors of velocity value function and its
spatial derivatives of the previous substeps. We mentioned that the latter
equation involves a simplified notation and what we mean by (345) is
vr,∗,ρ,l,ki − vr,∗,ρ,l−1i (l − 1, .) =
k∑
j=2
δvr
l−1,∗,ρ,l,m
i . (346)
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This feature of the representation makes the inheritance of spatial polyno-
mial decay of a certain order of the scheme easy to prove, and it shows
that the scheme can be generalized to situations with more general type
diffusions, especially variable viscosity and Navier Stokes equations on man-
ifolds. The growth control function φli in (342) controls the growth in time
as we have seen in the previous section. However, if we do not add a growth
control function then we can still obtain a global upper bound of the Leray
projection term which grows linearly with respect to the time step number.
Finally, in this latest version of the paper we have added a more sophisticated
control function with small foresight which is suitable in order to prove the
existence of uniform global upper bounds, i.e., global upper bounds which
do not depend on the time step number and hold for the controlled veloc-
ity function and for the control function as well. An analysis of many but
finitely many cases shows that the control function and the controlled ve-
locity function have a tendency to decrease strictly in appropriate norms.
This approach makes an analysis of long time behavior possible, which may
be done elsewhere.
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