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THE COMPLEX OF PARTIAL BASES OF A FREE GROUP
IVA´N SADOFSCHI COSTA
Abstract. We prove that the simplicial complex whose simplices are the nonempty partial
bases of Fn is homotopy equivalent to a wedge of (n− 1)-spheres. Moreover, we show that it is
Cohen-Macaulay.
1. Introduction
A partial basis of a free group F is a subset of a basis of F. If F is a free group of finite
rank, we denote the simplicial complex with simplices the nonempty partial bases of F by
PB(F). Our main result is Corollary 5.7, which states that PB(Fn) is Cohen-Macaulay. To
prove this, we build on previous results on related objects such as the poset FC(Fn) of proper
free factors of Fn, which was studied by Hatcher and Vogtmann. In [5], they proved that its
order complex K(FC(Fn)) is Cohen-Macaulay. Another closely related complex, defined by Day
and Putman, is the complex B(Fn) whose simplices are sets {C0, . . . , Ck} of conjugacy classes
of Fn such that there exists a partial basis {v0, . . . , vk} with Ci = JviK for 0 ≤ i ≤ k. Day
and Putman prove that B(Fn) is 0-connected for n ≥ 2 and 1-connected for n ≥ 3 [3, Theorem
A], that a certain quotient is (n− 2)-connected [3, Theorem B] and they conjecture that B(Fn)
is (n − 2)-connected [3, Conjecture 1.1]. The complexes PB(Fn), B(Fn) and FC(Fn) may be
seen as analogues for Aut(Fn) of the curve complex of a surface. Thus, these objects should
give information about Aut(Fn). In [3], for example, B(Fn) is used to prove that the Torelli
subgroup is finitely generated.
In Section 2, we obtain a presentation for SAut(Fn, {v1, . . . , vl}), analogous to Gersten’s pre-
sentation of SAut(Fn) which was used by Day and Putman in [3]. First we use McCool’s method
to present Aut(Fn, {v1, . . . , vl}) and then we apply the Reidemeister-Schreier method.
In Section 3 we prove that the links lk(B,PB(Fn)) are 0-connected if n − |B| ≥ 2 and 1-
connected if n−|B| ≥ 3. The proof is the proof of [3, Theorem A] with only minor modifications.
Instead of Gersten’s presentation, we use the presentation obtained in Section 2.
In Section 4 we prove Theorem 4.7, which is a version of a result due to Quillen [11, Theorem
9.1]. Our version produces an explicit basis of the top homology group of X. The proof is based
on Piterman’s proof of Quillen’s Theorem [10, Teorema 2.1.28], which uses Barmak-Minian’s
non-Hausdorff mapping cylinder argument [2].
In Section 5 we prove Corollary 5.7. The idea is to compare the link lk(B,PB(Fn)) (which is
(n − |B| − 1)-dimensional) with FC(Fn)>〈B〉 (which is (n − |B| − 2)-dimensional). In order do
this, we have to consider the (n − |B| − 2)-skeleton of lk(B,PB(Fn)). Finally, using the basis
given by Theorem 4.7, we can understand what happens when we pass from lk(B,PB(Fn)(n−2))
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2 I. SADOFSCHI COSTA
to lk(B,PB(Fn)). We proceed by induction on n − |B| and to start we need the result proved
in Section 3.
2. A presentation for SAut(Fn, {v1, . . . , vl})
The main result of this section is Theorem 2.11, which gives a finite presentation for the group
SAut(Fn, {v1, . . . , vl}). When l = 0, this presentation reduces to the presentation of SAut(Fn)
given by Gersten in [4] and used by Day and Putman in [3]. To obtain this presentation we first
obtain a presentation for Aut(Fn, {v1, . . . , vl}) using McCool’s method [8] and then we get to
the desired presentation using the Reidemeister-Schreier method.
2.1. Definitions and Notations. Throughout the paper automorphisms act on the left and
compose from right to left as usual. Let Fn be a free group with basis {v1, . . . , vn}. Recall
that SAut(Fn), the special automorphism group of Fn, is the subgroup of Aut(Fn) consisting of
automorphisms whose images in Aut(Zn) have determinant 1. If A is a subset of Fn we define
Aut(Fn, A) = {φ ∈ Aut(Fn) : φ|A = 1A} and SAut(Fn, A) = {φ ∈ SAut(Fn) : φ|A = 1A}.
Let L = {v1, . . . , vn, v−11 , . . . , v−1n } ⊆ Fn be the set of letters. We fix a number l, 1 ≤ l ≤ n
and we define L′ = L − {v1, . . . , vl, v−11 , . . . , v−1l }. We consider the subgroup Ω(Fn) of Aut(Fn)
given by the automorphisms that permute L. The order of Ω(Fn) is 2nn!. If A ⊆ L, a ∈ A and
a−1 /∈ A, there is an automorphism (A; a) of Fn defined on L by
(A; a)(x) =

x if x ∈ {a, a−1}
a−1xa if x, x−1 ∈ A
xa if x ∈ A, x−1 ∈ L−A
a−1x if x−1 ∈ A, x ∈ L−A
x if x, x−1 ∈ L−A
The set of these automorphisms will be denoted by Λ(Fn). We consider the set of Whitehead
automorphims W(Fn) = Λ(Fn) ∪ Ω(Fn).
If a, b ∈ L with a 6= b±1 we denote by Ea,b the automorphism that maps a to ab and fixes
L−{a, a−1} and by Ma,b the automorphism that maps a to ba and fixes L−{a, a−1}. We have
Ea,b = ({a, b}; b), Ma,b = ({a−1, b−1}; b−1) and Ea,b = Ma−1,b−1 . If a, b ∈ L and a 6= b±1 we also
consider the automorphism wa,b that takes a to b
−1, b to a and fixes L− {a, a−1, b, b−1}.
2.2. McCool’s method. We recall the classical presentation of Aut(Fn) obtained by McCool.
Theorem 2.1 ([7]). There is a presentation of Aut(Fn) with generators W(Fn) and relators
R1-R7 below.
(A; a)−1 = (A− {a}+ {a}−1; a−1) (R1)
(A; a)(B; a) = (A ∪B; a) if A ∩B = {a} (R2)
[(A; a), (B; b)] = 1 if A ∩B = ∅, a−1 /∈ B, b−1 /∈ A (R3)
(B; b)(A; a) = (A ∪B − {b}; a)(B; b) if A ∩B = ∅, a−1 /∈ B, b−1 ∈ A (R4)
(A− {a} ∪ {a}−1; b)(A; a) = (A− {b} ∪ {b−1}; a)wa,b if b ∈ A, b−1 /∈ A, a 6= b (R5)
T (A; a)T−1 = (T (A);T (a)) if T ∈ Ω(Fn) (R6)
Multiplication table of Ω(Fn) (R7)
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Additionally the following relations hold
(A; a) = (L−A; a−1)(L− {a−1}; a) = (L− {a−1}; a)(L−A; a−1) (R8)
(L− {b−1}; b)(A; a)(L− {b}; b−1) = (A; a) if b, b−1 ∈ L−A (R9)
(L− {b−1}; b)(A; a)(L− {b}; b−1) = (L−A; a−1) if b 6= a, b ∈ A, b−1 ∈ L−A (R10)
The length of an element u ∈ Fn, denoted |u|, is the number of letters of the unique reduced
word in L that represents u. The total length of an m-tuple (u1, . . . , um) of elements of Fn is
|u1|+ . . .+ |um|.
Theorem 2.2 (McCool’s method, [8, Section 4. (1)-(2)]). Let Fn be the free group with basis
{v1, . . . , vn}. The group A = Aut(Fn) acts on (Fn)m by φ · (u1, . . . , um) = (φ(u1), . . . , φ(um)).
Then if U = (u1, . . . , um) is an m-tuple of words in Fn, the stabilizer AU of U is finitely
presented.
Moreover, we can construct a finite 2-complex K with fundamental group AU as follows. Let
K(0) be the set of tuples in the orbit of U which have minimum total length. We may assume
U ∈ K(0). Each triple (V, V ′, φ) such that V, V ′ ∈ K(0), φ ∈ W(Fn) and φ(V ) = V ′ represents
a directed edge from V to V ′ labelled φ. The directed edges (V, V ′, φ) and (V ′, V, φ−1) together
determine a single 1-cell in K(1). Finally a 2-cell is attached following each closed edge path in
K(1) such that the word obtained reading the labels is a relator corresponding to a relation of
type R1-R10. Then AU = pi1(K,U).
Remark 2.3. Let P be the presentation in Theorem 2.1 and let KP be the associated 2-complex.
The complex K in Theorem 2.2 is a subcomplex of the covering space of KP that corresponds
to the subgroup AU ≤ pi1(KP , x0).
Theorem 2.4. There is a presentation of Aut(Fn, {v1, . . . , vl}) with generators
W(Fn) ∩Aut(Fn, {v1, . . . , vl})
and relators R1-R7 that involve only those generators.
Proof. Let U = (v1, . . . , vl). We use Theorem 2.2 to construct a 2-complex K with fundamental
group Aut(Fn, {v1, . . . , vl}) = AU . We note that U has minimum total length and the 0-skeleton
K(0) is the set of tuples V = (vs1σ(1), . . . , v
sl
σ(l)) with σ ∈ Sn and si ∈ {1,−1}.
Now we can obtain a presentation of pi1(K,U). The presentation has a generator for each
edge and a relation for each 2-cell of K and also a relation for each edge in a fixed spanning tree
of K1. The spanning tree we choose consists of an edge (V,U, σV ) for each V ∈ K0 − {U}, for
some fixed σV ∈ Ω(Fn). We note that if x ∈ L and (A; a)(x) ∈ L then x = (A; a)(x). Therefore
an edge labeled (A; a) is necessarily a loop. Hence the relations of types R1-R5 and R8-R10 are
products of loops on a same vertex V . If we consider such a relation
(V, V, (A1; a1)) · · · (V, V, (Ak; ak))
with V 6= U , using relations R6 we can replace it by
(V,U, σ)−1(U,U, (σ(A1);σ(a1))) · · · (U,U, (σ(Ak);σ(ak)))(V,U, σ)
for some σ ∈ Ω(Fn), which in turn is equivalent to
(U,U, (σ(A1);σ(a1))) · · · (U,U, (σ(Ak);σ(ak)))
But this relation already appears in the presentation. For this reason we can discard every
relation of types R1-R5 and R8-R10 which is based at a vertex different from U . Now the
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generators (V, V, (A; a)) with V 6= U appear only in the relations of type R6. We will show that
we can remove almost all relations of type R6, so that the only ones left are those based at U
and those given by
(V, V, (A; a)) = (V,U, σV )
−1(U,U, (σV (A);σV (a)))(V,U, σV )
with V 6= U . Then we will eliminate the generators (V, V, (A; a)) along with these relations, so
that the only relations of type R6 left are based at U .
First we show that relations
(V, V, (A; a)) = (V, V ′, τ)−1(V ′, V ′, (τ(A); τ(a)))(V, V ′, τ)
with V, V ′ 6= U and τ(V ) = V ′ are redundant. To do this we take σ ∈ Ω(Fn) such that σ(U) = V .
Conjugating by (U, V, σ) and using a relation of type R7 we can replace our relation by
(U, V, σ)−1(V, V, (A; a))(U, V, σ) = (U, V ′, τσ)−1(V ′, V ′, (τ(A); τ(a)))(U, V ′, τσ)
Now using (U,U, (σ−1(A);σ−1(a))) = (U, V, σ)−1(V, V, (A; a))(U, V, σ) we see that this is equiv-
alent to
(U,U, (σ−1(A);σ−1(a))) = (U, V ′, τσ)−1(V ′, V ′, (τ(A); τ(a)))(U, V ′, τσ)
which is repeated.
Now we show that if τ 6= σV satisfies τ(V ) = U , the relation
(V, V, (A; a)) = (V,U, τ)−1(U,U, (τ(A); τ(a)))(V,U, τ)
is redundant, since it can be replaced by
(V,U, σV )
−1(U,U, (σV (A);σV (a)))(V,U, σV ) = (V,U, τ)−1(U,U, (τ(A); τ(a)))(V,U, τ)
that can be rewritten (using R7) as
(U,U, (σV (A);σV (a))) = (U,U, τσ
−1
V )
−1(U,U, (τ(A); τ(a)))(U,U, τσ−1V )
that is a relation of type R6 based at U . Relations
(U,U, (A; a)) = (U, V, τ)−1(V, V, (τ(A); τ(a)))(U, V, τ)
are obviously equivalent to those considered before.
In this way we can eliminate the generators corresponding to the edges (V, V, (A; a)) and the
only relations of type R6 left are those given by loops in U . At this point the only generators
left are those labelled with an element of Ω(Fn) or based at U and the only relators left are
those of type R7 or of types R1-R10 based at U . In a similar way we eliminate the generators
that are not based at U along with the relations of type R7 not based at U .
To finish we must eliminate the relators of type R8-R10 using that they follow from R1-R7
(see [7, 3.]). If l = 0 we already know that these relations are redundant. If l > 1, the only
letters fixed by (L−{a−1}; a) are a and a−1 so in this case there are no relators of type R8-R10.
To deal with the case l = 1 we must check that the every relation of type R1-R7 used in [7,
3.] to check the relation of type R8-R10 we intend to eliminate fixes v1. For example, if we
are eliminating a relation of type R9, we have b = v±11 so any generator (X; b) or (X; b
−1) fixes
v1. In addition (A; a) fixes v1. So every generator in the intermediate steps fixes v1 and we are
done. 
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2.3. The Reidemeister-Schreier method. To simplify the presentation we change the gen-
erating set following Gersten [4].
Theorem 2.5. The group Aut(Fn, {v1, . . . , vl}) has a presentation with generators
{Ma,b : a ∈ L′, b ∈ L, a 6= b±1} ∪ (Ω(Fn) ∩Aut(Fn, {v1, . . . , vl}))
subject to the following relations:
S0. Multiplication table of Ω(Fn) ∩Aut(Fn, {v1, . . . , vl}).
S1. Ma,bMa,b−1 = 1.
S2. [Ma,b,Mc,d] = 1 if b 6= c±1, a 6= d±1 and a 6= c.
S3. [Mb,a−1 ,Mc,b−1 ] = Mc,a.
S4. wa,b = Mb−1,a−1Ma−1,bMb,a.
S5. σMa,bσ
−1 = Mσ(a),σ(b) if σ ∈ Ω(Fn) ∩Aut(Fn, {v1, . . . , vl}).
Remark 2.6. In S5 both the generator and the automorphism are denoted by σ. We will do this
repeatedly.
Proof. The generators of this presentation are elements of Aut(Fn, {v1, . . . , vl}) that verify rela-
tions S0-S5. We have
(A; a) =
∏
b∈A,b6=a
Eb,a =
∏
b∈A,b 6=a
Mb−1,a−1
(S2 guarantees the product is well-defined). Therefore, by Theorem 2.4 we have a generating
set of Aut(Fn, {v1, . . . , vl}). It suffices to check that R1-R7 can be deduced from S0-S5. The
proof is the same as in [4, Theorem 1.2]. 
Theorem 2.7 (c.f. [4, Theorem 1.4]). The group SAut(Fn, {v1, . . . , vl}) has a presentation with
generators
{Ma,b : a ∈ L′, b ∈ L, a 6= b±1} ∪ (Ω(Fn) ∩ SAut(Fn, {v1, . . . , vl}))
subject to the following relations:
S0. Multiplication table of Ω(Fn) ∩ SAut(Fn, {v1, . . . , vl}).
S1. Ma,bMa,b−1 = 1.
S2. [Ma,b,Mc,d] = 1 if b 6= c±1, a 6= d±1 and a 6= c.
S3. [Mb,a−1 ,Mc,b−1 ] = Mc,a.
S4. wa,b = Mb−1,a−1Ma−1,bMb,a.
S5. σMa,bσ
−1 = Mσ(a),σ(b) if σ ∈ Ω(Fn) ∩ SAut(Fn, {v1, . . . , vl}).
Proof. The presentation is obtained applying the Reidemeister-Schreier method to the presen-
tation P of Theorem 2.5. That is, we consider the associated 2-complex KP and we construct
the covering space corresponding to the subgroup SAut(Fn, {v1, . . . , vl}) ≤ Aut(Fn, {v1, . . . , vl})
which has index 2. This covering has two cells over each cell of KP . We obtain a presentation
of its fundamental group and then we eliminate generators and relators until we get the desired
presentation. 
Lemma 2.8 ([4, Lemma 1.3] ). The group Ω(Fn)∩SAut(Fn) has a presentation with generators
{wa,b : a, b ∈ L, a 6= b±1} and relations:
• wa,b−1 = w−1a,b
• wa,bwc,dw−1a,b = wwa,b(c),wa,b(d)
• w4a,b = 1
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Corollary 2.9. The group Ω(Fn) ∩ SAut(Fn, {v1, . . . , vl}) has a presentation with generators
{wa,b : a, b ∈ L′, a 6= b±1} and the following relations:
• wa,b−1 = w−1a,b
• wa,bwc,dw−1a,b = wwa,b(c),wa,b(d)
• w4a,b = 1
Proof. This follows immediately from the previous lemma using Ω(Fn)∩SAut(Fn, {v1, . . . , vl}) '
Ω(Fn−l) ∩ SAut(Fn−l). 
Theorem 2.10. The group SAut(Fn, {v1, . . . , vl}) has a presentation with generators
{Ma,b : a ∈ L′, b ∈ L, a 6= b±1} ∪ {wa,b : a, b ∈ L′, a 6= b±1}
subject to the following relations
(1) Ma,bMa,b−1 = 1.
(2) [Ma,b,Mc,d] = 1 if b 6= c±1, a 6= d±1 and a 6= c.
(3) [Mb,a−1 ,Mc,b−1 ] = Mc,a.
(4) wa,b = Mb−1,a−1Ma−1,bMb,a.
(5’) wa,bMc,dw
−1
a,b = Mwa,b(c),wa,b(d).
(6) w4a,b = 1.
Proof. This presentation can be obtained from Theorem 2.7 using Corollary 2.9. 
Now we state and prove the main result of this section.
Theorem 2.11. If n−l ≥ 3, the group SAut(Fn, {v1, . . . , vl}) has a presentation with generators
{Ma,b : a ∈ L′, b ∈ L, a 6= b±1} ∪ {wa,b : a, b ∈ L′, a 6= b±1}
subject to the following relations subject to the following relations:
(1) Ma,bMa,b−1 = 1.
(2) [Ma,b,Mc,d] = 1 if b 6= c±1, a 6= d±1 and a 6= c.
(3) [Mb,a−1 ,Mc,b−1 ] = Mc,a.
(4) wa,b = Mb−1,a−1Ma−1,bMb,a.
(5) wa,b = wa−1,b−1.
(6) w4a,b = 1.
Proof. We only need to show that relation (5’) follows from relations (1)-(6). To do this we
do the same computations as in [4, Proof of Theorem 2.7]. We separate in cases. In each case
different letters represent elements which belong to different orbits of the action of Z2 on L given
by x 7→ x−1.
• Cases with four orbits.
• wa,bMc,dw−1a,b = Mwa,b(c),wa,b(d)
wa,bMc,dw
−1
a,b = Mb−1,a−1Ma−1,bMb,aMc,dw
−1
a,b
(Using 2) = Mb−1,a−1Ma−1,bMc,dMb,aw
−1
a,b
(Using 2) = Mb−1,a−1Mc,dMa−1,bMb,aw
−1
a,b
(Using 2) = Mc,dMb−1,a−1Ma−1,bMb,aw
−1
a,b
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= Mc,dwa,bw
−1
a,b
= Mc,d
= Mwa,b(c),wa,b(d)
• Cases with three orbits.
In every case we use wa,b = wa−1,b−1 = Mb,aMa,b−1Mb−1,a−1 .
• wa,bMa,dw−1a,b = Mwa,b(a),wa,b(d)
wa,bMa,dw
−1
a,b = Mb,aMa,b−1Mb−1,a−1Ma,dMb−1,aMa,bMb,a−1
(Using 3) = Mb,aMa,b−1Mb−1,dMa,dMb−1,a−1Mb−1,aMa,bMb,a−1
(Using 1) = Mb,aMa,b−1Mb−1,dMa,dMa,bMb,a−1
(Using 2) = Mb,aMa,b−1Ma,dMb−1,dMa,bMb,a−1
(Using 3) = Mb,aMa,b−1Ma,dMa,d−1Ma,bMb−1,dMb,a−1
(Using 1) = Mb,aMa,b−1Ma,bMb−1,dMb,a−1
(Using 1) = Mb,aMb−1,dMb,a−1
(Using 2) = Mb,aMb−1,dMb,a−1
(Using 2) = Mb−1,dMb,aMb,a−1
(Using 1) = Mb−1,d
= Mwa,b(a),wa,b(d)
• wa,bMa−1,dw−1a,b = Mwa,b(a−1),wa,b(d)
By (5) this case follows from the previous one.
• wa,bMc,aw−1a,b = Mwa,b(c),wa,b(a)
By (5) this case follows from the next one.
• wa,bMc,a−1w−1a,b = Mwa,b(c),wa,b(a−1)
wa,bMc,a−1w
−1
a,b = Mb,aMa,b−1Mb−1,a−1Mc,a−1Mb−1,aMa,bMb,a−1
(Using 2) = Mb,aMa,b−1Mb−1,a−1Mb−1,aMc,a−1Ma,bMb,a−1
(Using 1) = Mb,aMa,b−1Mc,a−1Ma,bMb,a−1
(Using 3) = Mb,aMc,bMc,a−1Ma,b−1Ma,bMb,a−1
(Using 1) = Mb,aMc,bMc,a−1Mb,a−1
(Using 2) = Mb,aMc,bMb,a−1Mc,a−1
(Using 3) = Mc,bMb,aMc,aMb,a−1Mc,a−1
(Using 2) = Mc,b
= Mwa,b(c),wa,b(a−1)
• wa,bMb,dw−1a,b = Mwa,b(b),wa,b(d)
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wa,bMb,dw
−1
a,b = Mb,aMa,b−1Mb−1,a−1Mb,dMb−1,aMa,bMb,a−1
(Using 2) = Mb,aMa,b−1Mb−1,a−1Mb−1,aMb,dMa,bMb,a−1
(Using 1) = Mb,aMa,b−1Mb,dMa,bMb,a−1
(Using 3) = Mb,aMa,b−1Ma,bMb,dMa,dMb,a−1
(Using 1) = Mb,aMb,dMa,dMb,a−1
(Using 3) = Mb,aMb,dMb,d−1Mb,a−1Ma,d
(Using 1) = Mb,aMb,a−1Ma,d
(Using 1) = Ma,d
= Mwa,b(a),wa,b(d)
• wa,bMb−1,dw−1a,b = Mwa,b(b−1),wa,b(d)
By (5) this case follows from the previous one.
• wa,bMc,bw−1a,b = Mwa,b(c),wa,b(b)
wa,bMc,bw
−1
a,b = Mb,aMa,b−1Mb−1,a−1Mc,bMb−1,aMa,bMb,a−1
(Using 3) = Mb,aMa,b−1Mc,aMc,bMb−1,a−1Mb−1,aMa,bMb,a−1
(Using 1) = Mb,aMa,b−1Mc,aMc,bMa,bMb,a−1
(Using 2) = Mb,aMa,b−1Mc,aMa,bMc,bMb,a−1
(Using 3) = Mb,aMc,aMa,b−1Mc,b−1Ma,bMc,bMb,a−1
(Using 2) = Mb,aMc,aMa,b−1Ma,bMc,b−1Mc,bMb,a−1
(Using 1) = Mb,aMc,aMc,b−1Mc,bMb,a−1
(Using 1) = Mb,aMc,aMb,a−1
(Using 2) = Mc,aMb,aMb,a−1
(Using 1) = Mc,a
= Mwa,b(c),wa,b(b)
• wa,bMc,b−1w−1a,b = Mwa,b(c),wa,b(b−1)
By (5) this case follows from the previous one.
• Cases with two orbits
• wa,bMa,bw−1a,b = Mwa,b(a),wa,b(b)
We consider c ∈ L′ such that the orbit of c is different from the orbits of a and b.
Using Ma,b = [Mc,b−1 ,Ma,c−1 ] we have
wa,bMa,bw
−1
a,b = wa,b[Mc,b−1 ,Ma,c−1 ]w
−1
a,b
= [wa,bMc,b−1w
−1
a,b , wa,bMa,c−1w
−1
a,b ]
(Case of 3 orbits already proved) = [Mwa,b(c),wa,b(b−1),Mwa,b(a),wa,b(c−1)]
(Using 3) = Mwa,b(a),wa,b(b)
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• wa,bMa,b−1w−1a,b = Mwa,b(a),wa,b(b−1)
This follows from the previous case taking inverse at both sides.
• wa,bMa−1,bw−1a,b = Mwa,b(a−1),wa,b(b)
Using (5) this is equivalent to wa−1,b−1Ma−1,bw
−1
a−1,b−1 = Mwa−1,b−1 (a−1),wa−1,b−1 (b).
But this is the previous case applied to a−1 and b−1.
• wa,bMa−1,b−1w−1a,b = Mwa,b(a−1),wa,b(b−1)
This follows from the previous case taking inverse at both sides.
• wa,bMb,aw−1a,b = Mwa,b(b),wa,b(a)
We consider c ∈ L′ such that the orbit of c is different from the orbits of a and b.
Using Mb,a = [Mc,a−1 ,Mb,c−1 ] we have
wa,bMb,aw
−1
a,b = wa,b[Mc,a−1 ,Mb,c−1 ]w
−1
a,b
= [wa,bMc,a−1w
−1
a,b , wa,bMb,c−1w
−1
a,b ]
(Case of 3 orbits already proved) = [Mwa,b(c),wa,b(a−1),Mwa,b(b),wa,b(c−1)]
= Mwa,b(b),wa,b(a)
• wa,bMb,a−1w−1a,b = Mwa,b(b),wa,b(a−1)
This follows from the previous case taking inverse at both sides.
• wa,bMb−1,aw−1a,b = Mwa,b(b−1),wa,b(a)
Using (5) this is equivalent to wa−1,b−1Mb−1,aw
−1
a−1,b−1 = Mwa−1,b−1 (b−1),wa−1,b−1 (a).
But this is the previous case applied to a−1 and b−1.
• wa,bMb−1,a−1w−1a,b = Mwa,b(b−1),wa,b(a−1)
This follows from the previous case taking inverse at both sides.

3. The links are 1-connected
Recall that if G is a group and S ⊆ G is a generating set, the Cayley graph Cay(G,S) is the
graph with vertex set G and an edge {g, g′} whenever there exists s ∈ S such that g′ = gs.
Theorem 3.1 (c.f. [3, Theorem A]). Let B be a partial basis of Fn. The complex lk(B,PB(Fn))
is connected for n− |B| ≥ 2 and 1-connected for n− |B| ≥ 3.
Proof. The same proof of [3, Theorem A] works with subtle changes. We extend B = {v1, . . . , vl}
to a basis {v1, . . . , vn} of Fn. Let P = 〈S | R〉 be the presentation from Theorem 2.11. We know
that S is a generating set for SAut(Fn, B), even if n− |B| = 2 (for example, by Theorem 2.10).
We define a cellular SAut(Fn, B)-equivariant map Φ: Cay(SAut(Fn, B),S)→ lk(B,PB(Fn)).
If f is a 0-cell, Φ(f) = f(vl+1). Now we have to define Φ on the 1-cells. If f − fs is a 1-cell
there are three cases:
• vl+1 = s(vl+1). In this case Φ maps the entire 1-cell to f(vl+1).
• B ∪ {vl+1, s(vl+1)} is a partial basis. In this case Φ maps the 1-cell homeomorphically
to the edge {f(vl+1), fs(vl+1))}.
• s = M e′′
vel+1,v
e′
i
for some 1 ≤ i ≤ l and e, e′, e′′ ∈ {1,−1}. In this case vl+2 = s(vl+2) and
the image of the 1-cell is the edge-path f(vl+1)− f(vl+2)− fs(vl+1).
Note that this is well-defined, since the definitions for f − fs and fs− f agree.
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If n− |B| ≥ 2, the action of SAut(Fn, B) on the vertex set of lk(B,PB(Fn)) is transitive and
the image of Φ contains every vertex of lk(B,PB(Fn)). Since Cay(SAut(Fn, B),S) is connected
we conclude that lk(B,PB(Fn)) is connected when n− |B| ≥ 2.
Now suppose n− |B| ≥ 3. To prove that lk(B,PB(Fn)) is 1-connected, we will show that
Φ∗ : pi1(Cay(SAut(Fn, B),S), 1)→ pi1(lk(B,PB(Fn)), vl+1)
is surjective and has trivial image.
Claim 1. The map Φ∗ : pi1(Cay(SAut(Fn, B),S), 1) → pi1(lk(B,PB(Fn)), vl+1) has trivial
image.
We will show that Φ extends to the universal cover X˜P of XP . To prove this it is enough to
prove that for every relation in R, the image by Φ of every attaching map (in X˜P) associated
to that relation is null-homotopic. Since Φ is equivariant, it is enough to prove this for the lifts
at 1.
Let s1 · · · sk = 1 be a relation in R. The associated edge-path loop is
1− s1 − s1s2 − · · · − s1s2 · · · sk = 1
and its image by Φ∗ is the concatenation of the paths
Φ∗(s1 · · · si−1 − s1 · · · si−1si) = s1 · · · si−1Φ∗(1− si)
for i = 1, . . . , k.
Inspecting the relations in R we see that there exists x ∈ {vl+1, . . . , vn} such that si(x) = x
for 1 ≤ i ≤ k (here we use n − |B| ≥ 3). Therefore we have that either vl+1 equals x or these
vertices are joined by an edge. Hence, if 1 ≤ i ≤ k, s1 · · · si(vl+1) and s1 · · · si(x) = x are either
equal or joined by an edge. Therefore it suffices to show that the edge-path loop
x− s1 · · · si−1Φ∗(1− si)− x
is trivial for every i. Using the action of SAut(Fn, B), it is enough to show the loops
x− Φ∗(1− si)− x
are trivial. We separate in cases:
• If vl+1 = si(vl+1) it is immediate.
• If B ∪ {vl+1, s(vl+1)} is a partial basis we have two cases.
• If B ∪ {vl+1, si(vl+1), x} is a partial basis it is immediate.
• If B∪{vl+1, si(vl+1), x} is not a partial basis, inspecting S, we see that si = M e′′vel+1,xe′
for certain e, e′, e′′ ∈ {1,−1}. Considering y ∈ {vl+1, . . . , vn} distinct from x and
vl+1 we conclude that the loop x− vl+1 − si(vl+1)− x contracts to y.
• If si = M e′′vel+1,ve′i for some 1 ≤ i ≤ l and e, e
′, e′′ ∈ {1,−1}, we have to show that the loop
x− vl+1 − vl+2 − si(vl+1)− x is null-homotopic. Again we have two cases.
• If x = vl+2 it is immediate.
• If x 6= vl+2, then {x, vl+1, vl+2} is a 2-simplex. Additionally si(vl+1) = (ve′i vel+1)ee
′′
therefore {x, vl+2, si(vl+1)} is also a 2-simplex and we are done.
Claim 2. The map Φ∗ : pi1(Cay(SAut(Fn, B),S), 1)→ pi1(lk(B,PB(Fn)), vl+1) is surjective.
Let u0 − u1 − . . .− uk be an edge-path loop in lk(B,PB(Fn)), with u0 = uk = vl+1. We will
show that it is in the image of Φ∗. For 0 ≤ i < k, we have that B ∪ {ui, ui+1} is a partial basis
of Fn.
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Next we inductively define elements φ1, . . . , φk ∈ SAut(Fn, B ∪ {vl+1}). Since B ∪ {vl+1, u1}
is a partial basis and n − l ≥ 3, there is φ1 ∈ SAut(Fn, B ∪ {vl+1}) such that φ1(vl+2) = u1.
Hence u1 = φ1wvl+2,vl+1(vl+1).
Now suppose we have defined φi so that ui = (φ1wvl+2,vl+1) · · · (φiwvl+2,vl+1)(vl+1). Since
B ∪ {ui, ui+1} is a partial basis, applying the inverse of (φ1wvl+2,vl+1) · · · (φiwvl+2,vl+1) we see
that
B ∪ {vl+1, (φiwvl+2,vl+1)−1 · · · (φ1wvl+2,vl+1)−1(ui+1)}
is a partial basis and hence there is φi+1 ∈ SAut(Fn, B ∪ {vl+1}) such that
φi+1(vl+2) = (φiwvl+2,vl+1)
−1 · · · (φ1wvl+2,vl+1)−1(ui+1).
Equivalently, ui+1 = (φ1wvl+2,vl+1) · · · (φi+1wvl+2,vl+1)(vl+1). We define
φk+1 = ((φ1wvl+2,vl+1) · · · (φkwvl+2,vl+1))−1.
Since (φ1wvl+2,vl+1) · · · (φkwvl+2,vl+1)(vl+1) = uk = vl+1, we have φk+1 ∈ SAut(Fn, B ∪ {vl+1}).
For every 1 ≤ i ≤ k+1, we can find si1, . . . , simi ∈ S±1 that additionally fix vl+1 and such that
φi = s
i
1 · · · simi .
We have (s11 · · · s1m1)wvl+2,vl+1 · · ·wvl+2,vl+1(sk+11 · · · sk+1mk+1) = 1. Therefore there is an edge-path
loop in Cay(SAut(Fn),S) whose image by Φ∗ is
vl+1 − s11(vl+1)− s11s12(vl+1)− · · · − s11 · · · s1m1(vl+1)− s11 · · · s1m1wvl+2,vl+1(vl+1)− · · ·
Since sij(vl+1) = vl+1, for every 1 ≤ i ≤ k + 1 and 1 ≤ j ≤ mi, after deleting repeated vertices
this path equals
vl+1 − (s11s12 · · · s1m1wvl+2,vl+1)(vl+1)− (s11s12 · · · s1m1wvl+2,vl+1)(s21s22 · · · s2m2wvl+2,vl+1)(vl+1)− · · ·
− (s11s12 · · · s1m1wvl+2,vl+1)(sk1sk2 · · · skmkwvl+2,vl+1)(vl+1)− vl+1
which is precisely u0 − u1 − · · · − uk. 
4. A variant of Quillen’s result
If K is a simplicial complex, X (K) denotes the face poset of K. If X is a poset K(X)
denotes the order complex of X. The complex K(X (K)) is the barycentric subdivision K ′ of
K. Throughout the paper we consider homology with integer coefficients and C˜•(K) is the
augmented simplicial chain complex. Let λ : C˜•(K) → C˜•(K ′) be the subdivision operator
α 7→ α′. If X is a poset we write H˜•(X) for the homology H˜•(K(X)). We thus have H˜•(X) =
H˜•(Xop). Recall that if X is a poset and x ∈ X the height of x denoted h(x) is the dimension
of K(X≤x). If K is a simplicial complex we can identify X (lk(σ,K)) = X (K)>σ by the map
τ 7→ σ ∪ τ . If K1,K2 are simplicial complexes we have C˜•(K1 ∗K2) = C˜•(K1) ∗ C˜•(K2) (here
∗ denotes the join of chain complexes, defined as the suspension of the tensor product). Recall
that the join of two posets X1, X2 is the disjoint union of X1 and X2 keeping the given ordering
within X1 and X2 and setting x1 ≤ x2 for every x1 ∈ X1 and x2 ∈ X2 [1, Definition 2.7.1]. We
have K(X1 ∗X2) = K(X1) ∗ K(X2). If X is a poset and x ∈ X, then lk(x,X) = X<x ∗X>x is
the subposet of X consisting of elements that can be compared with x. We have lk(x,K(X)) =
K(lk(x,X)).
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Definition 4.1. Let f : X → Y be an order preserving map. The non-Hausdorff mapping
cylinder M(f) is the poset given by the following order on the disjoint union of X and Y . We
keep the given ordering within X and Y and for x ∈ X, y ∈ Y we set x ≤ y in M(f) if f(x) ≤ y
in Y .
X M(f)
Y
j
f
i
If j : X →M(f), i : Y →M(f) are the inclusions, then K(i) is a homotopy equivalence. Since
j ≤ if we also have K(j) ' K(if). For more details on this construction see [1, 2.8].
Definition 4.2. A simplicial complex K is said to be n-spherical if dim(K) = n and K is
(n − 1)-connected. We say that K is homologically n-spherical if dim(K) = n and H˜i(K) = 0
for every i < n. Recall that K is Cohen-Macaulay if K is n-spherical and the link lk(σ,K) is
(n− dim(σ)− 1)-spherical for every simplex σ ∈ K. A poset X is (homologically) n-spherical if
K(X) is (homologically) n-spherical.
Recall that if f : X → Y is a map of posets, the fiber of f under y is the subposet f/y = {x :
f(x) ≤ y} ⊆ X.
Definition 4.3. An order preserving map f : X → Y is (homologically) n-spherical, if Y>y is
(homologically) (n− h(y)− 1)-spherical and f/y is (homologically) h(y)-spherical for all y ∈ Y .
Proposition 4.4. Let f : X → Y be homologically n-spherical. Then for every x ∈ X we have
h(f(x)) ≥ h(x).
Proof. Let y = f(x). Since x ∈ f/y and f/y is homologically h(y)-spherical we have h(x) ≤
dim(f/y) = h(y). 
Proposition 4.5. A homologically n-spherical map f : X → Y is surjective.
Proof. Let y ∈ Y and let r = h(y). Since f/y is homologically r-spherical, dim(f/y) = r. So
there is x ∈ f/y with h(x) = r. Let y˜ = f(x). We obviously have y˜ ≤ y. By Proposition 4.4 we
have h(y˜) ≥ h(x) = r. Therefore we have y˜ = y. 
From the definition of spherical map we also have the following:
Proposition 4.6. If f : X → Y is homologically n-spherical then dim(X) = dim(Y ) = n.
The first part of the following result is due to Quillen [11, Theorem 9.1]. To prove the second
part we build on the proof of the first part given by Piterman [10, Teorema 2.1.28]. The idea
of considering the non-Hausdorff mapping cylinder of f : X → Y and removing the points of Y
from bottom to top is originally due to Barmak and Minian [2].
Theorem 4.7. Let f : X → Y be a homologically n-spherical map between posets such that Y
is homologically n-spherical. Then X is homologically n-spherical, f∗ : H˜n(X) → H˜n(Y ) is an
epimorphism and
H˜n(X) ' H˜n(Y )
⊕
y∈Y
H˜h(y)(f/y)⊗ H˜n−h(y)−1(Y>y).
Moreover suppose that X = X (K) for certain simplicial complex K and
(i) If f(σ1) ≤ f(σ2) then lk(σ2,K) ⊆ lk(σ1,K).
(ii) If f(σ1) ≤ f(σ2) and f(τ1) ≤ f(τ2) then f(σ1∪τ1) ≤ f(σ2∪τ2), whenever σ1∪τ1, σ2∪τ2 ∈ K.
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(iii) For every y ∈ Y and every σ ∈ f−1(y), the map f∗ : H˜n−h(y)−1(X>σ)→ H˜n−h(y)−1(Y>y) is
an epimorphism.
Then we can produce a basis of H˜n(K) as follows. Since f∗ is an epimorphism, we can take
{γi}i∈I ⊆ H˜n(K) such that {f∗(γ′i)}i∈I is a basis of H˜n(Y ). In addition, for every y ∈ Y we
choose x ∈ f−1(y) and we consider the subcomplexes Ky = {σ : f(σ) ≤ y} and Ky = lk(x,K).
By (i), Ky does not depend on the choice of x. Also by (i), Ky ∗Ky is a subcomplex of K. Let
f˜ : X (Ky)→ Y>y be defined by f˜(τ) = f(x ∪ τ). By (ii), f˜ does not depend on the choice of x.
We take a basis {αi}i∈Iy of H˜h(y)(Ky) and using (iii) we take {βj}j∈Jy ⊆ H˜n−h(y)−1(Ky) such
that {f˜∗(β′j)}j∈Jy is a basis of H˜n−h(y)−1(Y>y). Then
{γi : i ∈ I} ∪ {αi ∗ βj : y ∈ Y, i ∈ Iy, j ∈ Jy}
is a basis of H˜n(K).
Proof. Let M = M(f) be the non-Hausdorff mapping cilinder of f and let j : X →M , i : Y →M
be the inclusions. We have j∗ = i∗f∗. Since f is n-spherical we have dim(M) = n+ 1.
Let Yr = {y ∈ Y : h(y) ≥ r}. For each r we consider the subspace Mr = X ∪ Yr of M . We
have Mn+1 = X and M0 = M . Let
Lr =
∐
h(y)=r
lk(y,Mr) =
∐
h(y)=r
f/y ∗ Y>y.
For each r we consider the Mayer-Vietoris sequence for the open covering {U, V } of K(Mr−1)
given by
U = K(Mr−1)− {y ∈ Y : h(y) = r − 1}
V =
⋃
h(y)=r−1
◦
st(y,K(Mr−1))
where
◦
st(v,K) denotes the open star of v in K. We have homotopy equivalences U ' K(Mr)
and U ∩ V ' K(Lr). Since f is a homologically n-spherical map lk(y,Mr−1) is homologically
n-spherical, so the homology of Lr is concentrated in degrees 0 and n. The tail of the sequence
is 0→ H˜n+1(Mr)→ H˜n+1(Mr−1) and since H˜n+1(M0) = H˜n+1(Y ) = 0 we have H˜n+1(Mr) = 0
for every r. We also have isomorphisms H˜i(Mr) → H˜i(Mr−1) if 0 ≤ i ≤ n − 1 (since Lr may
not be connected, we have to take some care when i = 0, 1). From this we conclude that X is
homologically n-spherical and we also have short exact sequences
0→ H˜n(Ln) in+1−−−→H˜n(X) pn+1−−−→ H˜n(Mn)→ 0
· · ·
0→ H˜n(Lr−1) ir−→H˜n(Mr) pr−→ H˜n(Mr−1)→ 0
· · ·
0→ H˜n(L0) i1−→H˜n(M1) p1−→ H˜n(M)→ 0.
Here the map ir is the map induced by the map Lr−1 → Mr given by the coproduct of the
inclusions lk(y,Mr−1) → Mr and the map pr is induced by the inclusion Mr → Mr−1. By
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induction on r, it follows that these sequences are split and that H˜n(Mr) is free for every r. We
have
H˜n(Lr) =
⊕
h(y)=r
H˜r(f/y)⊗ H˜n−r−1(Y>y)
and therefore using the isomorphism i∗ : H˜n(Y )→ H˜n(M) we obtain
H˜n(X) = H˜n(Y )
⊕
y∈Y
H˜h(y)(f/y)⊗ H˜n−h(y)−1(Y>y).
Now H˜n(j) = p1 · · · pn is an epimorphism so f∗ : H˜n(X) → H˜n(Y ) is also an epimorphism.
We will need the following claim which is proved at the end of the proof.
Claim. Let y ∈ Y , r = h(y). Then for every α ∈ Zr(Ky), β ∈ Zn−r−1(Ky) we have
[(α ∗ β)′] = [α′ ∗ f˜∗(β′)] in H˜n(Mr+1).
Let jr : X →Mr be the inclusion. We have jr∗ = pr+1 ◦ . . . ◦ pn+1. Now by induction on r we
prove that for 0 ≤ r ≤ n+ 1
{jr∗(γ′i) : i ∈ I} ∪ {jr∗((αi ∗ βj)′) : y ∈ Y, i ∈ Iy, j ∈ Jy, h(y) < r}
is a basis of H˜n(Mr). Since j0 = j and j∗ = i∗f∗ it holds when r = 0. Now, assuming it holds
for r, we prove it also holds for r + 1. By the split exact sequence obtained above, it suffices to
check that
{jr+1((αi ∗ βj)′) : i ∈ Iy, j ∈ Jy}
is a basis of H˜n(lk(y,Mr)) for every y ∈ Y of height r. Now in H˜n(Mr+1) we have
jr+1((αi ∗ βj)′) = (αi ∗ βj)′ = α′i ∗ f˜∗(β′j)
and the induction is complete, for {α′i ∗ f˜∗(β′j)}i∈Iy ,j∈Jy is a basis of H˜n(lk(y,Mr)). We have
jn+1 = 1X and taking r = n+ 1 we get the desired basis of H˜n(K).
Proof (claim). We consider chain maps φ1, φ2 : C˜•(Ky ∗Ky)→ C˜•(K(Mr+1)) defined by
φ1 : C˜•(Ky ∗Ky) ↪→ C˜•(K) λ−→ C˜•(K(X)) ↪→ C˜•(K(Mr+1))
and
φ2 : C˜•(Ky ∗Ky) = C˜•(Ky) ∗ C˜•(Ky) λ∗λ−−→ C˜•(K(f/y)) ∗ C˜•(K(X (Ky))) 1∗f˜∗−−−→
C˜•(K(f/y)) ∗ C˜•(K(Y>y)) = C˜•(K(f/y ∗ Y>y)) ↪→ C˜•(K(Mr+1)).
Note that φ1(α ∗ β) = (α ∗ β)′ and φ2(α ∗ β) = α′ ∗ f˜∗(β′). We define an acyclic carrier
Φ: Ky ∗Ky → K(Mr+1). If σ ∪ τ is a simplex in Ky ∗Ky, with σ ∈ Ky and τ ∈ Ky, we define
Φ(σ ∪ τ) =
{
K
(
Mr+1≤f˜(τ)
)
if τ 6= ∅.
K (Mr+1≤σ) if τ = ∅.
If σ1 ∪ τ1 ⊆ σ2 ∪ τ2 are simplices of Ky ∗Ky where σi ∈ Ky and τi ∈ Ky are possibly empty,
we have σ1 ⊆ σ2 and τ1 ⊆ τ2. In M we have σ1 ≤ σ2 ≤ y ≤ f˜(τ1) ≤ f˜(τ2) so in any case
Φ(σ1 ∪ τ1) ⊆ Φ(σ2 ∪ τ2). So Φ is a carrier. It is obviously acyclic.
Now we prove that φ1 and φ2 are carried by Φ. To show that φ1 is carried by Φ we need
to show that φ1(σ ∪ τ) = (σ ∪ τ)′ is supported on Φ(σ ∪ τ). If τ is empty it is clear. If τ is
nonempty, we consider x ∈ f−1(y). In M , by (ii) we have σ ∪ τ ≤ f(σ ∪ τ) ≤ f(x ∪ τ) = f˜(τ).
THE COMPLEX OF PARTIAL BASES OF A FREE GROUP 15
Therefore (σ ∪ τ)′ is supported on Φ(σ ∪ τ) = K
(
Mr+1≤f˜(τ)
)
. It is easy to see that φ2 is also
carried by Φ.
Finally by the Acyclic Carrier Theorem [9, Theorem 13.3] we have
[(α ∗ β)′] = [φ1(α ∗ β)] = [φ2(α ∗ β)] = [α′ ∗ f˜∗(β′)]
and we are done. 

Remark 4.8. We can consider ϕ : X →Mr+1 given by
ϕ(x) =
{
x if h(x) < r + 1
f(x) if h(x) ≥ r + 1 .
Then jr+1 ≤ ϕ. Therefore jr+1∗ ' K(ϕ) and j∗ = ϕ∗. In the previous proof we actually have
ϕ∗((α ∗ β)′) = α′ ∗ f˜∗(β′) in Zn(Mr+1).
5. PB(Fn) is Cohen-Macaulay
To prove that PB(Fn) is Cohen-Macaulay we need to consider other related spaces. The free
factor poset FC(F ) of a free group F is the poset of proper free factors of F ordered by inclusion.
This poset was studied by Hatcher and Vogtmann [5]. If H is a free factor of Fn and B is a
basis of H then B is a partial basis of Fn. If B is a partial basis of Fn then H = 〈B〉 is a free
factor of Fn. There is an order preserving map
g : X
(
PB(Fn)(n−2)
)
→ FC(Fn)
σ 7→ 〈σ〉
and if B0 is a partial basis we have the restriction g : X
(
PB(Fn)(n−2)
)
>B0
→ FC(Fn)>〈B0〉.
Proposition 5.1 ([6, p. 117]). Suppose H is a free factor of Fn and K ≤ H. Then K is a free
factor of H if and only if K is a free factor of Fn.
Theorem 5.2 (Hatcher-Vogtmann, [5, §4]). If H ≤ Fn is a free factor, FC(Fn)>H is (n −
rk (H)− 2)-spherical.
We will consider the following simplicial complex Y with vertices the free factors of Fn that
have rank n− 1. A simplex of Y is a set of free factors {H1, . . . ,Hk} such that there is a basis
{w1, . . . , wn} of Fn such that for 1 ≤ i ≤ k we have Hi = 〈w1, . . . , wi−1, wi+1, . . . , wn〉. If H ≤ Fn
is a free factor, we consider the full subcomplex YH of Y spanned by the vertices which are free
factors containing H. There is another equivalent definition for Y and YH in terms of sphere
systems, see [5, Remark after Corollary 3.4].
Theorem 5.3 (Hatcher-Vogtmann,[5, Theorem 2.4]). Let H be a free factor of Fn. Then YH is
(n− rk (H)− 1)-spherical.
There is a spherical map f : X (Y (n−rk(H)−2)H ) → (FC(Fn)>H)op that maps a simplex σ =
{H1, . . . ,Hk} to H1 ∩ · · · ∩Hk. Hatcher and Vogtmann used the map f to prove Theorem 5.2.
We also consider the map g˜ : X (lk (B,PB(Fn)(n−2))) → FC(Fn)>〈B〉 given by σ 7→ 〈B ∪ σ〉
which can be identified with g : X (PB(Fn)(n−2))>B → FC(Fn)>〈B〉. The following technical
lemma will be needed later.
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Lemma 5.4. Let B be a partial basis of Fn, |B| = l. Let γ ∈ H˜n−l−2(FC(Fn)>〈B〉). There exists
γ ∈ Bn−l−2(lk(B,PB(Fn))) such that g˜∗(γ′) = γ.
Proof. We define a map φ : Cn−l−1(Y〈B〉)→ Cn−l−1(lk(B,PB(Fn))) as follows. For each (n− l−
1)-simplex σ = {Hl+1, . . . ,Hn} of Y〈B〉 we choose a basis {w1, . . . , wn} of Fn such that
Hi = 〈w1, . . . , wi−1, wi+1, . . . , wn〉
for l + 1 ≤ i ≤ n. Then by Proposition 5.1 we have
〈B〉 =
n⋂
i=l+1
Hi = 〈w1, . . . wl〉
so B ∪ {wl+1, . . . , wn} is a basis of Fn. Therefore σ˜ = {wl+1, . . . , wn} is an (n − l − 1)-simplex
of lk(B,PB(Fn)). Then we define the map φ on σ by φ(σ) = σ˜.
Now since f : X (Y (n−l−2)〈B〉 )→ (FC(Fn)>〈B〉)op is (n− l − 2)-spherical [5, §4], by Theorem 4.7
we have an epimorphism f∗ : H˜n−l−2(X (Y (n−l−2)〈B〉 )) → H˜n−l−2(FC(Fn)>〈B〉) and since Y〈B〉 is
(n− l − 2)-connected, there is c ∈ Cn−l−1(Y〈B〉) such that f∗(d(c)′) = γ . We define γ = dφ(c).
We immediately have γ ∈ Bn−l−2(lk(B,PB(Fn))). It is easy to verify that g˜∗(dφ(σ)′) = f∗(dσ′)
and from this it follows that g˜∗(γ′) = g˜∗(dφ(c)′) = f∗(dc′) = γ. 
Theorem 5.5. The complex lk(B0,PB(Fn)) is (n− |B0| − 1)-spherical for any partial basis B0
of Fn.
Proof. We proceed by induction on k = n− |B0|. If k ≤ 3 it follows from Theorem 3.1. Now if
k ≥ 4 we want to apply Theorem 4.7 to the map g : X (PB(Fn)(n−2))>B0 → FC(Fn)>〈B0〉.
By Theorem 5.2, FC(Fn)>〈B0〉 is (n − |B0| − 2)-spherical. In addition g is spherical, since
FC(Fn)>H is (n − rk (H) − 2)-spherical if H ∈ FC(Fn)>〈B0〉 and by the induction hypothesis
g/H = X (PB(H))>B0 = X (lk(B0,PB(H))) is (rk (H) − |B0| − 1)-spherical. Then by Theo-
rem 4.7, X (PB(Fn)(n−2))>B0 is homologically (n− |B0| − 2)-spherical.
We identify X (PB(Fn)(n−2))>B0 = X (lk(B0,PB(Fn)(n−2))). Now we check the hypotheses (i),
(ii) and (iii) of Theorem 4.7. If g˜(B1) ⊆ g˜(B2) it is easy to see that lk(B2, lk(B0,PB(Fn)(n−2))) ⊆
lk(B1, lk(B0,PB(Fn)(n−2))) so (i) holds. Obviously (ii) holds. And by the induction hypothesis
(iii) holds. Thus, the second part of Theorem 4.7 gives a basis of H˜n−|B0|−2(lk(B0,PB(Fn)(n−2))).
By Lemma 5.4 we can choose the γi to be borders. We need to prove that the remaining
elements of this basis are trivial in H˜n−|B0|−2(PB(Fn)>B0). We only have to show that for all
H ∈ FC(Fn)>〈B0〉, i ∈ IH , j ∈ JH
αi ∗ βj ∈ Bn−|B0|−2(lk(B0,PB(Fn)))
We take a basis B of H. By the induction hypothesis we have H˜n−|B|−2(lk(B,PB(Fn))) = 0. So
there is ω ∈ Cn−|B|−1(lk(B,PB(Fn))) such that d(ω) = (−1)|αi| βj . Therefore
d(αi ∗ ω) = d(αi) ∗ ω + (−1)|αi| αi ∗ d(ω) = αi ∗ βj .
Therefore lk(B0,PB(Fn)) is homologically (n − |B0| − 1)-spherical and by Theorem 3.1 it is
(n− |B0| − 1)-spherical. 
Remark 5.6. Theorem 4.7 also holds without the word homologically (see [11, Theorem 9.1]).
Thus, we may easily modify the previous proof so that Theorem 3.1 is only used as the base
case k ≤ 3.
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Corollary 5.7. The complex PB(Fn) is Cohen-Macaulay of dimension n− 1.
Proof. It follows immediately from the previous result. 
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