If S n = X 1 + . . . + X n , where X i are independent and identically distributed (i.i.d.) standard normal, then E|S n | ≡ √2n/π, n ≧ 0. We show that no other symmetric law has exactly these "moments"; the general case remains
1. Introduction. Let A be a set of probability distributions with finite pth moment and {Xk} independent identically distributed random variables (i.i.d.r.v.'s) with a common distribution F A. We say that F is determined in A by the sequence if whenever for all n N, an E (n N M. Neupokoeva [12] proved that if 0 < p < 2 and 4 is the class of symmetric distributions with characteristic function decreasing on [0, x) then each F 4 is determined in 4. Braverman [1] Indeed it was the attempt to make the induced measures the same for a decreasing and a periodic that led us to the transformation (2.6).
Note that Cramer condition C fails to hold for periodic functions % so there is no contradiction with the theorem of Braverman [11] .
If now we take q(z) 1 (1 + b2tan 2z) It is easy to see that p(z) exp(-z/2) stisfies the hypothesis (the sme holds for (z) as defined bove for 1 < < 2) The previous argument can be extended if one allow unsymmetric laws and excludes the "trivial" nonuniqueness, X --X. There is then at least one family of distributions which is determined in general (even among nonsymmetric distributions).
This family is the two-point mean zero laws, which we will take to be the centered Bernoulli distribution X Bq -q mentioned in 1. We have the explicit formula [5] (2.23)
where nq + is the smallest integer larger than nq.
q a/b with (a, b) 1, It follows that if q is rational, (2.24) Now suppose the smallest interval containing the support of X is (f, g), where necessarily f < 0 < g. Then to achieve (2.24) it is necessary that P{-g < Qb-1 < -f} O. [7] ). The following statement holds [1, 6] 
