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Abstract—This paper proposes a mobile pipeline computing
concept in a Device-to-Device (D2D) communication setup and
studies related issues, where D2D is likely based on millime-
ter wave (mmWave) in the 5G mobile communication. The
proposed opportunistic system employs a cluster of pipelined
resource-limited devices on the move to handle real-time on-site
computation-intensive tasks for which current cloud computing
technology may not be suitable. The feasibility of such a sys-
tem can be anticipated as high-speed and low-latency wireless
technologies get mature. We present a system model by defining
the architecture, basic functions, processes at both system level
and pipeline device level. A pipeline path finding algorithm
along with a multi-task optimization framework is developed.
To minimize the search space since the algorithm may need
to be run on resource-limited mobile devices, an adjacency-
matrix-power-based graph trimming technique is proposed and
validated using simulation. Preliminary feasibility assessment
of our proposed techniques is performed using experiment
and computer simulation. As part of feasibility assessment, the
impact of mmWave blockage on the pipeline stability is analyzed
and examined for both single-pipeline and concurrent-multiple-
pipeline scenarios. Our design and analysis results provide certain
insight to guide system design and lay a foundation for further
work in this line.
Index Terms—Device-to-device (D2D) communication, pipeline
processing, 5G, millimeter wave (mmWave), multi-task optimiza-
tion, graph adjacency matrix.
I. INTRODUCTION
DEVICE-to-Device (D2D) communication [1]–[13] is apromising technology that allows devices to commu-
nicate each other directly, without traversing the core net-
work infrastructures. Spurred by the emerging applications
of the 5G mobile communication [14]–[16] and millimeter-
wave (mmWave) communication [15], [17], [18], D2D is
getting renewed attention as it can be well integrated with
5G and mmWave [4], [9], [10], [12] to increase overall spec-
tral efficiency and potentially improve network throughput,
energy efficiency, delay, and fairness. Due to its physical
proximity capability, D2D can not only benefit mobile users
by extending the cellular coverage, but also enable sharing
data and even computing resources among geographically
nearby users in a real-time manner. Actually, its feature of
low communication latency can enable new avenues such as
mobile opportunistic pipeline computing which is proposed
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and studied in this paper. Pipeline concept is widely used for
efficiently processing streaming data with multiple computing
engines [19]–[22]. A typical pipeline computing setup involves
a group of wire-connected devices that can be inside a chip
or on one or multiple circuit boards in a lab room. It is
possible to use a cluster of pipelined resource-limited mobile
devices for timely computation-intensive tasks like real-time
image classification on the move, provided the wireless links
between devices meet bandwidth and latency requirements. As
mobile computing is gaining popularity, especially as 5G and
mmWave become a reality, such mobile pipeline computing
can be very promising. The availability of high-speed and
low-latency wireless connections opens a door for a higher
level of resource sharing applications, since it allows us to
share scattered computing resources for bandwidth-hungry
computation-intensive applications.
Indeed, extending pipeline computing to mobile environ-
ments enables many new applications that are difficult to
support by current cloud computing technology. Participated
individuals equipped with mobile computing resources can
be swarms of drones or collaborative industrial robots [23].
They can also be police squads, first responder teams or
network-connected soldiers in a battle field [17], [24]. Several
modern applications require continuous and real time data
analysis on high volume of data at a remote location or
in a harsh environment or both. Currently, node-level edge
devices (NEDs), such as a UAV with sensors and wireless
communication module, are used mainly to perform data
collection or other straightforward jobs such as extinguishing
fires and recording videos [25]–[28]. Embedding any intel-
ligence in such NEDs requires the aid of cloud or edge
servers, which incurs latency. Usage of cloud and edge servers
becomes impractical in such situations, because the remote
locations and harsh environments make the communication
infrastructure requiring base stations either unavailable or very
unstable. With no appropriate communication mechanism in
such environments, existing edge intelligence solutions cannot
be deployed. Moreover, Internet of battlefield things (IoBT)
[24] is a new paradigm for Internet of Things (IoT) which
also requires intelligent real-time data analysis in difficult-to-
access places. Existing processing capabilities of NEDs are too
limited to achieve real-time and dynamic Artificial intelligence
(AI) inference [?], [29]–[31]. To gain from the full potential
of AI, it needs to be more readily available to the users. A
mobile pipeline computing platform allows the NEDs to enjoy
the benefits of AI without incurring the latency and bandwidth
limitations for to-and-fro data traffic between the server and
the devices.
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2Inspired by these technology trends and potential applica-
tions, we propose a mobile opportunistic pipeline computing
system that takes advantage of high-speed and low-latency
wireless connections to make use of spare computing resources
in a community pool. The system includes three types of
elements: 1) workers who have spare computing resources and
are willing to offer computing services, 2) job requester who
asks the community to help to complete a computation job,
and 3) system manager who is responsible for maintaining
the system. The proposed system largely differs from regular
non-real-time resource sharing and crowdsourcing in the sense
that mobile pipeline computing needs a group of connected
computing engines working simultaneously in a timely co-
ordinated fashion. The challenges we face come from many
aspects: high-speed and low-latency requirements, dynamic
characteristics of wireless channels, and uncertainty of mobile
resources in terms of resource availability and mobility impact
on link connectivity, etc. In this paper we try to address some
of these challenges from the following angles:
• System architecture–Provide a layout of the whole sys-
tem in a D2D setup.
• Dynamic computing pool of participants–Define a
framework for handling a pool of participants.
• Operation process and protocol–Explain operation de-
tails at both system level and mobile pipeline device level.
• Efficient pipeline path finding–Design and implementa-
tion of an optimal yet efficient technique for path finding.
• Impact of mmWave blockage [18], [32]–[34] –Analyze
mmWave blockage (a severe cause to poor link quality;
mmWave is a good fit for D2D in 5G) impact on pipeline
stability.
• Feasibility of mobile pipeline computing–Build a testbed
and obtain firsthand assessment results experimentally.
Our major contributions in this paper include:
1) Proposed a mobile opportunistic pipeline computing
concept that takes advantage of high-speed and low-
latency D2D connections.
2) Designed a pipeline path finding method based on a
multi-task optimization framework.
3) Developed an adjacency-matrix-power-based graph trim-
ming technique for reducing path finding complexity,
without significantly affecting performance.
4) Analyzed the pipeline stability performance based on a
dynamic mmWave blockage model, and obtained results
for both single-pipeline and concurrent-multiple-pipeline
scenarios, which gives some insight to guide system
design.
5) Performed feasibility assessment and performance eval-
uation using experiment and computer simulation.
The rest of this paper is arranged as follows. The system
model under consideration is described in the next section,
including the architecture, basic functions, processes at both
system level and pipeline device level. Section III systemati-
cally introduces the pipeline forming techniques with illustra-
tive explanation. Preliminary feasibility assessment based on
experimental and computer simulation is provided in Section
IV. Analytical and numerical results of mmWave blockage
impact on pipeline stability are presented in Section V. Finally,
remarks and future work are summarized in Section VI.
II. SYSTEM MODEL
In this section, we provide system model, key functions for
system management and operation, system-level process and
pipeline control at the device level.
A. System Architecture
Our proposed mobile pipeline computing system contains
three function blocks that are interconnected wirelessly. As
illustrated in Fig. 1, these function blocks are job requesting,
system management and worker pooling. A prerequisite for
mobile pipeline computing is the existence of a pool of enough
registered workers and availability of at least one chain of
wideband-connected workers led by the requester. The whole
system contains multiple entities, and they play three types of
basic roles: job requester, system manager and workers. One
entity may play multiple roles in reality. However, for the sake
of explanation, we assume the job requester does not execute
computation tasks as a worker does.
Fig. 1: Mobile pipeline computing system.
At the pipeline device level, the setup of proposed mobile
pipeline computing is shown in Fig. 2. The pipeline is a
chain of mobile computing devices connected using wideband
communication links.
B. Basic Functions
The workers, job requester and system manager perform
particular functions which are described below.
3Mobile 
computing 
engine 1
Mobile 
computing 
engine 2
Mobile 
computing 
engine n
Job requester
...
Input data Output result
Fig. 2: Mobile pipeline computing at device level.
Workers:
• Respond to the system manager and requester
• Test and report link qualities
• Execute computation jobs
• Report job processing status
Requester:
• Pipeline path search
• Data input
• Pipeline monitoring
• Gather output from the last worker on the pipeline
• Report workers’ performance to the system manager
System manager:
• Maintain worker database
• Perform worker and requester verification
• Calculate and update workers’ reliabilities
• Recommend qualified workers/nodes
• Handle cost and reward
There can be different ways to perform system management
and maintenance functions. A dedicated resource at an edge
server may be reserved for this purpose. It is also possible that
these functions are played by a requester, a worker or mul-
tiple entities together. A sustainable opportunistic computing
system also requires a reasonable incentive mechanism. These
topics are beyond the scope of this paper, and in the following
we assume a pool of registered workers have been ready.
C. System Process of Mobile Pipeline Computing
The overall system-level process is shown in Fig. 3. Process
at system level covers registration, coordination, and mainte-
nance, etc. To help readers capture the main work flow easily,
exceptional events, such as not receiving an expected response,
are not shown in the figure. In general, these exceptional events
can be taken care of by forcing a respected system element to
go to a defaulted state after a time-out limit is reached. The
details regrading pipeline operation at device level during a
pipeline session (the dash-line box in Fig. 3) are discussed in
next subsection.
D. Pipeline Device-Level Operation–State Machines
We describe the device-level operation (the dash-line box
in Fig. 3) by using state machines. Fig. 4 illustrates the state
machines during a pipeline session for the requrester (Fig. 4
(a)) and each worker (Fig. 4 (b)). Upon receiving acknowledg-
ments (ACKs) from all workers selected during the previous
process, the pipeline is formed and the pipeline session starts.
Verification
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Workers Requester Manager
Register
Job request
Verification
Broadcast job request & 
resource requirement
Select qualified 
workers
Qualified workers’ information
Send link test request to 
the qualified workers
Qualified workers 
test their links
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Send pipeline forming request 
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Selected workers acknowledge
Output data or failure message
Pipeline 
computing
Provide 
input data
Job review & 
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job or send a new request
Update worker 
database
Reward
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resource updates
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prepare input data
Verification
Qualified workers 
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Fig. 3: System-level process.
At the beginning of a pipeline session, raw data packages are
available at the requester and job partitioning is defined. The
interactions between the requester and workers can be seen in
both Fig. 2 and 4. The requester node in a pipeline session is
responsible for feeding the data packages to the first worker
node, adjusting processing rate upon receiving a request from
anyone on the pipeline, and collecting computation outputs
from the last worker node on the pipeline. On the other hand,
each worker node is responsible for accurately receiving data
packages from the node in the front of it, executing its part
of computation, and pass the computation outputs to the next
node. In addition, when buffer overflowing or timeout happen
at any worker node, the node informs the requester node to
take actions accordingly.
III. MOBILE COLLABORATIVE PIPELINE FORMING
Reliable communication links are the essence for mobile
pipeline computing. These links can be categorized into two
types of channels: wideband forward channels (solid lines
in Fig. 2) for transferring data from one to another, and
narrowband channels for monitoring, controlling and sending
output data. It is reasonable to assume that the narrowband
channels rely on regular communication infrastructures and
are available at a high probability. For pipeline path finding
we only consider the wideband forward channels, where path
finding is an optimization process to find out the best path
associated with a given number of workers. For simplicity we
use a worker’s reliability to jointly represent his/her job service
quality and trustworthiness level. A trustworthiness score can
be measured quantitatively and updated sequentially with a
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(a) Requester state machine.
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Fig. 4: State machines during pipeline session
forgetting factor or learning rate [35]–[37]. The concept used
in [35]–[37] may be adopted here to calculate the reliability
value of each participating worker. We assume the reliability
score of each worker is available prior to path finding process.
A. Pipeline Path Finding–Optimization Framework
The requester has a strategy table that specifies minimum
resource requirement for each pipeline configuration.
Specifically, a strategy is a set of minimum required
computation and communication resources, thus it can be
used as a criteria for eliminating some unqualified nodes and
links. Table I shows notations of all I strategies. Strategy
i ∈ {1, 2, · · · , I} has a predefined preference score fi and
needs ni distributed computing workers along with a job
requester (treated as a special worker with an index label (i, 0))
to form a pipeline. For strategy i ∈ {1, 2, · · · , I}, from the
first worker to the last worker on the pipeline, they are labeled
as (i, 0), (i, 1), · · · , and (i, ni), respectively; the individual
resource requirements in terms of computing power, memory,
buffer and communication bandwidth for the (i, n)-th worker
are specified by resource indexes creqi,n , m
req
i,n , b
req
i,n and w
req
i,n ,
respectively. All the resource indexes are normalized values
between zero and one. This strategy table can be written
in a compact format {fi, ni, creqi ,mreqi , breqi ,wreqi }Ii=0,
TABLE I: Strategy table for Pipeline Path Finding.
Strategy # of Computing Memory Buffer Bandwidth
score workers index index index index
f1 n1
creq1,0 m
req
1,0 b
req
1,0 w
req
1,0
creq1,1 m
req
1,1 b
req
1,1 w
req
1,1
...
...
...
...
creq1,n1 m
req
1,n1
breq1,n1 w
req
1,n1
f2 n2
creq2,0 m
req
2,0 b
req
2,0 w
req
2,0
creq2,1 m
req
2,1 b
req
2,1 w
req
2,1
...
...
...
...
creq2,n2 m
req
2,n2
breq2,n2 w
req
2,n2
...
...
...
...
...
...
fI nI
creqI,0 m
req
I,0 b
req
I,0 w
req
I,0
creqI,1 m
req
I,1 b
req
I,1 w
req
I,1
...
...
...
...
creqI,nI
mreqI,nI
breqI,nI
wreqI,nI
where creqi = (c
req
i,0 , c
req
i,1 , · · · , creqi,ni), mreqi =
(mreqi,0 ,m
req
i,1 , · · · ,mreqi,ni), breqi = (breqi,0 , breqi,1 , · · · , breqi,ni),
and wreqi = (w
req
i,0 , w
req
i,1 , · · · , wreqi,ni) are resource index
vectors.
All participating workers form a weighted undirected graph
G0(N0, E0) with node (worker) set N0 and edge (link) set
E0, where “undirected” refers to symmetric or reciprocal
communication links. In the language of graph, workers and
links are called nodes and edges, respectively; and “link” and
“edge” are used interchangeably throughout the rest of the
paper. A pipeline corresponds to a path on the graph. For each
strategy there is a set of qualified paths. We propose a multi-
task optimization framework to find the best pair of strategy
and associated path.
For edge (s, t), let qs,t ∈ (0, 1] be link connection quality,
and rk ∈ [0, 1] be the reliability score for node k. We define
link reliability rs,t as a geometric average of the two associated
end nodes’ reliabilities
rs,t =
√
rs · rt, rs, rt ∈ [0, 1] (1)
where rs and rt are the two end nodes’ reliabilities, s 6=
t, s, t = 1, 2, · · · , |N0|. Link quality and link reliability can
be extended to path quality and path reliability, respectively.
As what has been used in analyzing the reliability of a series
system with independent components [38], we define path
quality as a product of link qualities of all links on the path;
similarly, path reliability is a product of link reliabilities of all
links on the path. Label a path by j, and let Pi be the path
set for strategy i, and Qj and Rj (j ∈ Pi, i = 1, 2, · · · , I) be
the path quality and path reliability of path j, respectively.
Now the quality of a path can be measured using a path
score (β1Qj + β2Rj + β3fi) with β1, β2, β3 being some
predefined constants.
In order to identify and remove unqualified edges and
nodes in advance, we define minimum link quality require-
ment qmin, minimum node reliability requirement rmin, and
minimum resource requirements {cmin,mmin, bmin, wmin}.
These minimum requirements serve as thresholds in selection
5Algorithm 1 Pipeline path finding.
Require: A weighted undirected graph G(N , E)
with M nodes and a strategy table
{fi, ni, creqi ,mreqi , breqi ,wreqi }Ii=1 with I strategies
for a given requester.
Ensure: Optimal pipeline path along with its associated
pipeline configuration strategy.
Initialization
Designate the requester node as the root of a path tree.
for i = 1, 2, · · · , I do
if the requester node meet resource requirement
{creqi,0 ,mreqi,0 , breqi,0 , wreqi,0 }, then
Perform Forward Search (up-down):
for n = 1, 2, · · · , ni do
Find Bn, a subset of all edges that represent tree
branches at search depth n.
end for
if Bni is not empty, then
Perform Backward Tracing (bottom-up)):
Give all the edges in Bni secondary labels
1, 2, · · · , Ji, i.e., Bni = {e1, e2, · · · , eJ}.
for j = 1, 2, · · · , Ji do
Initialize stack Pathj with ej : Pathj = [ej ] .
for n = ni − 1, ni − 2, · · · , 2 do
Grow stack Pathj by taking an edge from Bn
and appending it to Pathj such that the last
two edges in Pathj are connected on graph
G(N , E).
end for
Delete Pathj if {creqi ,mreqi , breqi ,wreqi } is not
met (Pathj represents a potential path);
Calculate and store path score of Pathj .
end for
Find the path with the highest score for strategy i
among Pathj , j = 1, 2, · · · , Ji, and label it as path-
i.
end if
end if
end for
Among path-i, i = 1, 2, · · · , I , choose the path and its
associated strategy with the highest score.
* Note: Ji is the maximum number of leaves of the search tree
for strategy i.
of qualified edges and nodes. After removing unqualified edges
and nodes (and possibly performing graph trimming as well),
Graph G0(N0, E0) is reduced to a smaller graph G(N , E)
with node set N and edge set E . Given I qualified path sets
Pi, i = 1, 2, · · · , I , search of the best path can be formulated
as a multi-task optimization problem:
max
i,j∈Pi
{β1Qj + β2Rj + β3fi} , β1, β2, β3 > 0
subject to: {creqi ,mreqi , breqi ,wreqi } are satisfied (2)
1 ≤ i ≤ I
123
45
6
87
best 
pipeline 
path
(a) A computing cohort with a requester (node 7) and seven potential
workers.
1
2
3
4
5
3 8
7
64
2
21
3
8
edge subset 1:
{(7,3),(7,4),(7,6),(7,8)}
edge subset 2:
{(3,2),(3,4),(4,3),(8,2)}
edge subset 3:
{(2,1),(2,8),(4,5),
(3,2),(2,1),(2,3)}
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(b) Forward Search finds all edge subsets on a tree with node 7 as its
root.
(c) Backward Tracing connects the found edges and finds all potential
paths; the winning path for a given strategy has the highest score.
Fig. 5: A path finding example to find a length-3 (ni = 3)
pipeline path for a given strategy.
B. Pipeline Path Finding Algorithm
Explanation: Depending on the reliabilities of nodes and
links as well as which configuration strategy is chosen, a
cohort 1 of selected workers are fed into the path finding pro-
cess. The path finding process is implemented in an algorithm
described in Algorithm 1. To help understand the algorithm,
let us use an example to explain it. Fig. 5 (a) shows a graph
representing a cohort of seven qualified workers including the
requester (node 7). Some preprocess may have been done
to reduce the graph by eliminating unqualified nodes and
1We use “cohort” to differentiate it from “pool” that contains all registered
workers
6edges and performing graph trimming (to be discussed in next
subsection). Given the requester node, all feasible pipeline
paths actually form a search tree with the requester node as
its root (refer to Fig. 5 (b) ), where we do not care the portion
beyond depth ni (the required number of workers). Note that
we use the tree to help explain, but knowing the tree in advance
is not a prerequisite for the algorithm to run. In general, a
strategy affects the cohort, thus it affects the search tree as
well. Given both the requester node and strategy, a search
tree is determined, though we may not know it exactly. Two
basic operations help find all potential paths: Forward Search
and Backward Tracing. In Forward Search, all subsets of
links/edges on the tree are found (Fig. 5 (b)); In Backward
Tracing, the found links/edges are daisy-chained to form all
feasible paths (Fig. 5 (c) ). In this example, Forward Search
identifies six tree leaves, six paths are found after performing
Backward Tracing, and then the path with the highest score
(solid lines on Fig. 5 (c) ) is the winner for the given strategy.
At most I potential paths can be found by performing the
above process for all I strategies, and finally the one with
highest score along with the strategy is selected.
Complexity Analysis: The computational complexity is
graph dependent, and obtaining an exact value for a specific
graph is difficult and does not provide much insight. Instead,
let us consider a worst-case, i.e., a fully-connected graph
G1(N1, E1) with M1 nodes and M1(M1 − 1) edges. Refer
to the algorithm, Forward Search needs to check edges up
to I × nmax × M1(M1 − 1) times, and Backward Trac-
ing needs to do edge connecting for up to I × Jmax ×
(nmax − 1) times, where nmax = max(n1, n2, · · · , nI)
and Jmax = max(J1, J2, · · · , JI). Since Ji ≤ M1(M1 −
1), i = 1, 2, · · · , I , and Jmax ≤ M1(M1 − 1), the upper-
bound algorithm complexity is approximately in proportion to
I×nmax×M1(M1−1) ≈ I×nmax×M21 , or in the order of
O(I × nmax ×M21 ). This indicates that the graph size (M1)
has significant impact on the complexity and suggests that
some countermeasures to tackle the exponential increment of
complexity would be necessary. A natural idea in the D2D
environment is to consider some bounding conditions based
on geographical or social relationship in forming a cohort of
workers for a given requested computation task. Another idea
is graph trimming to be introduced below.
C. Graph Trimming Method
An exhaustive search eventually finds the best path and
its associated configuration strategy, but, as implied above,
computational complexity can be a heavy burden to prevent
using the path finding algorithm. We can trim the graph
globally to cut out unlikely paths, leading to a decreased
number of paths in the search space and a reduction on the
total computational complexity. This may be done periodically
and the obtained result can be shared among all potential
requesters.
In addition to link quality and reliability, the computing
resource at each participant needs to be considered as well.
The resources available at node k, k = 1, 2, · · · , |N0|, can be
represented by a resource index vector uk = (ck,mk, bk, wk),
or a scalar uk = ukρT with ρ = (ρ1, ρ2, ρ3, ρ4) being a
predefined weighting vector. Similar to link reliability, we
introduce a concept of link resource:
us,t =
√
us · ut, us, ut ∈ [0, 1] (3)
To reflect the total effect of link quality, node reliability and
node resource, we further introduce a parameter of joint link
weight defined as
Ls,t = qs,t · rs,t · us,t (4)
Let A = [as,t], as,t ∈ {0, 1}, be a M1 × M1 adjacency
matrix for graph G1(N1, E1) with M1 = |N1| nodes, where
as,t = 1 means link (s, t) meets link requirement, while as,t =
0 means the link is not usable. Practically, with θ, a predefined
threshold on the joint link weight, the adjacency matrix A can
be expressed as
A = [as,t], as,t =
{
0, if Ls,t < θ
1, if Ls,t ≥ θ
(5)
s, t = 1, 2, · · · ,M1
Suppose we are forming a length-1 pipeline with just one
link (and two nodes), a requester only needs to search its
nearby trusted workers that are directly connected to the
requester, and the outcome is the best link among all of the
direct links, i.e., the one with the highest reliability. To find a
length-1 pipeline for all possible requesters, the worker cohort
can be simply found by using the adjacency matrix A = [as,t]
directly in a 2-step graph trimming process:
Initialization: N = Φ, E = E1;
Step 1: For all node pairs (s, t), s, t = 1, 2, · · · ,M1, if
as,t = 1, add nodes s and t into N ;
Step 2: Remove from E those edges whose end nodes do
not belong to N .
The resultant graph G(N , E) is a reduced graph and the node
set N represents the worker cohort.
However, if a pipeline needs to daisy-chain more than one
worker, the adjacency matrix does not give any clue directly
for finding a cohort of good candidates. Interestingly, the n-th
power of the adjacency matrix An has some helpful property
[39], [40]: the (s, t)-th entry of An gives the number of paths
with n connected edges between node s and node t, where a
counted path may be part of a longer path (i.e., a path with
more than n edges). This property inspires a very selective
graph trimming approach. Given strategy i, our desire is to
only consider those paths that are at least ni-edges long,
though this desire might be too ideal to implement. If the value
of the (s, t)-th entry of An is high, then it is more probable
that the associated two nodes are on a path with at least n
edges. Based on this rationale, we propose a generalized graph
trimming rule that is similar to the above 2-step process but
uses a threshold η to filter out all node pairs corresponding to
small-value entries in An. One remaining issue is selection of
parameter n in An, and we propose a practical way to take
7into account different powers of A in a weighing fashion. The
revised trimming rule follows:
Graph trimming rule (G1(N1, E1) −→ G(N , E)):
Initialization: N = Φ, E = E1;
H = [hs,t] =
nmax∑
n=2
αn−1An, nmax = max{ni}; (6)
Step 1: For all node pairs (s, t), s, t = 1, 2, · · · ,M1, if
hs,t ≥ η, add nodes s and t into N ;
Step 2: Remove from E those edges whose end nodes do
not belong to N .
where H = [hs,t] is a M1 × M1 matrix with entries
hs,t, s, t = 1, 2, · · · ,M1, αn ≥ 0 are customized weights, and
η is a predefined threshold. The effectiveness of the proposed
trimming method can be visualized with an example shown in
Fig. 6.
(a) Busy graph without trimming.
(b) Reduced graph obtained by trimming.
Fig. 6: A graph reduction example.
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(a) A 3-worker pipeline computing setup using WiFi and ZigBee
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Fig. 7: Experiment setup.
IV. PRELIMINARY ASSESSMENT OF FEASIBILITY
Laboratory experiments and computer simulations have
been used to examine the feasibility of the proposed concept,
which prepares us for prototyping a sophisticated mobile
pipeline computing system in the near future. We built a small
testbed to mimic a pipeline of computing engines connected
via D2D communication, whereas all D2D links between
devices are emulated by using WiFi protocol.
A. Experiment Setup
Shown in Fig. 7 is a setup mimicking a real-world scenario
of mobile pipeline computing, where each Raspberry Pi 3
module integrated with a XBee module is used to represent
either a requester or a worker. The wireless LAN interface
(WiFi) on the raspberry Pi 3 devices has options IEEE 802.11
b/g/n, and 802.11n is used in this experiment to emulate D2D
for transmitting wideband processed data. On the other hand,
ZigBee2 communication protocol is dedicated for transmitting
2ZigBee is a Home Area Network (HAN) protocol built upon the 802.15. 4
IEEE standard, whereas XBee is a brand name referring to a family of devices
from Digi International that support a group of HAN protocols including
ZigBee and its enhanced versions.
8TABLE II: Measured result for use of different number of
workers.
Case # of workers Total time (ms) Throughput
I One 540.103 100%
II Two 347.780 155%
III Three 308.457 175%
narrowband control messages. Each of worker and requester
devices is linked to its previous and next devices using WiFi
protocol, and the requester is connected to all the workers
using ZigBee protocol.
B. Demonstration of Pipeline Computing
It is expected that by taking advantage of available spare
computing resources, overall run time can be reduced. How-
ever this needs to be validated experimentally since an accurate
outcome affected by various practical factors cannot be quan-
tified theoretically. A small-scale deep learning task is tested
on this setup by considering two types of operations: non-
pipeline and pipeline operation making use of additional com-
puting resources. In general, a computational process needs
to be partitioned into subprocesses, and these subprocesses
are sequentially arranged and assigned to distributed workers
connected in a daisy-chain manner. Luckily, in Deep Neural
Network (DNN) case, a computational process can be naturally
divided into sequential subprocesses since a DNN structure is
actually formed in a sequential manner (see Fig. 8). In non-
pipeline operation (Case I in Fig. 8a), there is only one worker
node on which the whole LeNet DNN [?] is implemented to
classify the images, as shown in Fig. 8a. In pipeline operation
(Case II and Case III in Figs. 8b and 8c, respectively), the
LeNet DNN is distributed among the workers to classify the
images in a coordinated way to increase process throughput.
Shown in Table II is the testing result. When the LeNet
DNN ran on one device (non-pipeline, Case I), it took a
total time of about 540 ms to classify 100 images, where
the total time includes processing time and communication
time. To classify the same images using pipeline operation,
with two and three workers it took about 348 ms and 308 ms,
respectively. In other words, pipeline based LeNet DNN can
increase classification throughput from 100% to 155% for two
workers and to 175% for three workers. The experiment result
agrees with our expectation that the more workers are involved
the better performance is achieved. This experiment implies
that pipeline computing on coordinated devices in a D2D-
enable environment is feasible. Although this experiment has a
limited scope, one can envision the same trend in performance
improvement for different computation levels.
C. Computer Simulation
The effectiveness of our proposed path finding techniques is
tested using computer simulation. A large number of param-
eters need to be specified for the simulation. Eight pipeline
configuration strategies for a deep learning inference job are
provided in Table III, where the preference scores are specified
based on required resource consumptions, and the required
resource consumptions is normalized before feeding into the
TABLE III: Strategy table made from experiment.
Strategy # of Computing Memory Buffer Bandwidth
score workers (MAC/s) (kB) (kB) (kB/s)
0.0989 2
0.0 0.0 0.0 1,834.0
10,164.7 15.6 313.6 4,361.0
15,363.1 4,427.0 1,382.4 60.0
0.2248 2
0.0 0.0 0.0 1,834.0
10,096.6 15.6 313.6 1,623.0
18,172.2 4,427.0 345.6 60.0
0.2511 2
0.0 0.0 0.0 1,834.0
18,872.9 257.6 313.6 1,721.0
5,925.0 4,185.0 409.6 60.0
0.3204 2
0.0 0.0 0.0 1,834.0
18,521.2 257.6 313.6 620.0
6,712.1 4,185.0 102.4 60.0
0.4107 2
0.0 0.0 0.0 1,834.0
16,188.2 3,341.6 313.6 471.0
3,522.6 1,101.0 48.0 60.0
0.4681 2
0.0 0.0 0.0 1,834.0
15,504.4 4,357.6 313.6 494.0
466.7 85.0 33.6 60.0
0.0759 3
0.0 0.0 0.0 1,834.0
10,096.6 15.6 313.6 1,472.0
30,317.7 242.0 345.6 621.0
6,716.1 4,185.0 102.4 60.0
0.1435 3
0.0 0.0 0.0 1,834.0
10,096.6 15.6 313.6 1,472.0
22,602.4 3,326.0 345.6 471.0
3,522.6 1,101.0 48.0 60,0
* MAC/s = Multiply-Accumulate/sec.
TABLE IV: Some of simulation parameters
Parameter Description Value
ρ resource-weighting vector (0.4, 0.25, 0.25, 0.1)
(α1, α2, α3)
weights on different powers (0.3, 0.7, 0)of the adjacent matrix
(β1, β2, β3)
weights on the three (0.05, 0.5, 0.3)types of scores
algorithm. Three types of random variables (RVs) need to be
considered: 1) link qualities, 2) node reliabilities, and 3) avail-
able resources. An exception is that the requester always sets
its reliability level to the highest, i.e., one. For convenience,
beta distribution beta(x, a, b) is used to model the probability
density functions (pdfs) of these RVs. A modeled pdf can be
adjusted flexibly by tuning the two parameters a and b. For
instance, as shown in Fig. 9, three probability distributions are
mimicked using three different parameter pairs.
Essential performance metrics include (i) path score SP =
maxi,j∈Pi {β1Qj + β2Rj + β3fi}, (ii) PP (1), probability
that at least one qualified path exists, and (iii) RE , edge
reduction rate contributed by graph trimming. SP , PP (1) and
RE are affected by pool size (M ), link quality, node reliability,
resource availability and required minimum resources, etc.
Table IV shows some key parameters used in the simulation,
where the values of β1, β2 and β3 are taken such that β1Qp,
β2Rp and β3fi are at comparable levels. How to select these
parameters to accurately mimic the reality is beyond the scope
of this paper. Instead, we consider two system settings for
qualitative comparison: case 1 with relatively small pool size,
poor condition and less resources, and case 2 with relatively
large pool size, good condition and rich resources.
The winning strategy is strategy 6 which has a higher
9Conv1 Pool1 Conv2 Pool2 Conv3 FC1 FC2 Loss 
1x 
28x28 
6x 
24x24 
6x 
12x12 
16x 
8x8 
16x 
4x4 
120x 
1x1 
84x 
1x1 
10x 
1x1 
Classification 
One Worker 
(a) Case I, all LeNet neural network layers are run on one worker.
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(b) Case II, LeNet layers are divided between and run on two workers.
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(c) Case III, LeNet layers are divided among and run on three workers.
Fig. 8: LeNet neural network layer partitioning with different numbers of workers. Conv = Convolution layer; Pool = Pooling
layer; FC = Fully Connected layer; Loss = Loss Function.
Fig. 9: Beta distribution.
preference score, and the simulation results for the two cases
are provided in Fig. 10. Obviously, Case-1 setting (poor
condition) corresponds to a lower score (SP ) and worse chance
of pipeline existence (PP (1)). One can see that graph trimming
(decrease of RE) dose not cause noticeable degradation in the
optimality (SP ); and if RE is kept below 20%, the reduction
in the chance of pipeline existence (SP (1)) is negligible. Note
that a shorter pipeline is more likely selected than a longer one,
since a shorter path is in favor of path quality and reliability;
but the likelihood can be adjusted via assigning a higher
strategy score (fi′ ) to a preferred strategy (i′). Furthermore,
Fig. 10: Test result for Case 1: M = 20, beta(x, 4, 4) and Case
2: M = 28, beta(x, 5, 2).
the amount of edge reduction can be tuned by changing the
thresholds θ and/or η.
V. STABILITY ANALYSIS OF MMWAVE D2D BASED
OPPORTUNISTIC MOBILE PIPELINE COMPUTING
5G technology integrated with mmWave enables GHz-
bandwidth transmission at millisecond-level latency. Since
D2D is part of 5G, in the near future our proposed mobile
pipeline computing can enjoy the advantage of large band-
width and low-latency offered by 5G mmWave. However,
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Fig. 11: K-concurrent pipeline computing concept.
mmWave communication is very sensitive to link blockage
[18], [32]–[34], and the blockage effect will be amplified
as multiple links have to be utilized simultaneously in the
pipeline computing scenario. In mmWave communication,
blockage is a dominating factor responsible for interruption of
a communication session. Therefore, in performance analysis
it is reasonable to ignore other possible factors that may
make contribution to the interruption of a pipeline session.
In this section we analyze the pipeline stability using a
2-state discrete-time Markov chain as a dynamic blockage
model, assuming all links behave statistically identically and
independently. In [18] the 2-state blockage model is validated
based on measurement. The model includes two states called
“Unshadowed” (or G standing for Good) and “Shadowed” (or
B standing for Bad), along with a 2× 2 transition probability
matrix. From a pipeline stability perspective, we are concerned
about the following two parameters given that a pipeline has
been formed:
1) The probability of success (i.e., a computation job is not
interrupted by blockage) for a given session time;
2) The average number of attempts to form a pipeline for a
requested computation job, assuming the statistic model
keeps unchanged and the requester continues to request
a pipeline computing session till the job is completed.
Let T be the session time defined as a duration that starts
upon a pipeline is formed and ends right after the compu-
tation job is completed, nnode the required number of nodes
(including both requester and workers) on a pipeline, PS(T, 1)
the probability of success conditioned on that a pipeline is
formed, ∆t ( T ) the sampling time interval of the dynamic
blockage model, and  the probability for transition from state
G to state B, i.e.,  = Pr(B|G). Using the (1st-order) Markov
chain property and denoting m = round(T/∆t), PS(T ) is
Fig. 12: Conditional probability of success vs. session time
for single pipeline.
given by
PS(T, 1) = [Pr(Gm|G)]nnode−1
=
[
Pr(Gm+1)/Pr(G)]nnode−1
= [Pr(G|Gm)Pr(Gm)/Pr(G)]nnode−1
= [Pr(G|G)Pr(Gm)/Pr(G)]nnode−1
=
[
Pr(G|G)Pr(G|Gm−1)Pr(Gm−1)/Pr(G)]nnode−1
= · · ·
= [Pr(G|G)]m(nnode−1)
= (1− )m(nnode−1)
≈ (1− )T (nnode−1)/∆t (7)
where Gm stands for GG · · · G, or “event G occurs consecu-
tively for m times”, and Pr(G|G) = 1−Pr(B|G) = 1−  has
been applied.
To increase the success probability, a straightforward strat-
egy is to employ multiple pipelines concurrently (Fig. 11)
at increased resource consumption, if these pipelines are
available. When K concurrently qualified pipelines are used
to execute a job at the same time, assuming the pipelines are
statistically independent, the success probability conditioned
on that at least K qualified pipelines are formed, denoted by
PS(T,K), is given by
PS(T,K) = 1− (1− PS(T, 1))K (8)
With PS(T,K), K ≥ 1, it is not difficult to derive the
conditional average number of attempts denoted by n¯(T,K),
n¯(T,K) =
∞∑
l=1
l[1− PS(T,K)]l−1PS(T,K)
= 1/PS(T,K) (9)
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Fig. 13: Conditional average number of attempts vs. session
time for single pipeline.
Fig. 14: Conditional probability of success vs. session time
for concurrent multiple pipelines.
Fig. 15: Conditional average number of attempts vs. session
time for concurrent multiple pipelines.
Shown in Fig. 12 – Fig. 15 are evaluation results using
some values provided in [18]: ∆t (being T in [18]) = 3.3
ms,  (being p in [18]) = 6.93× 10−4. As expected, a shorter
session time and/or a shorter pipeline lead to a better stability
performance, and the use of concurrent multiple pipelines can
improve the performance significantly at the cost of increased
system resource consumption. Note that, to evaluate stability,
all of these results are conditioned on that the pipelines are
formed. Although PP (K), the prior probability that at least
K pipeline paths exist depends on multiple factors, it can be
expected that this probability would approach one as the size
of a mobile computing pool increases.
VI. CONCLUSIONS
The mobile collaborative pipeline computing concept is pro-
posed and studied. Our analytical and experimental results give
us confidence on feasibly applying our proposed techniques
to real world problems, such as deep learning inference on
mobile devices in a D2D environment. Our proposed system
should be suitable for real-time on-site computation-intensive
tasks for which current cloud computing technology may not
be suitable. Based on the foundation laid, further research and
development are expected. Future work includes 1) extending
single-request single-session service to multi-request multi-
session service, considering uncertain resource availability
[41]–[43], which resorts to optimum scheduling and system
resource management to maximize the overall performance
of a community computing pool; 2) improve the path finding
framework by taking into account the impact of session time
T to maximize the success probability PS(T,K)·PP (K) (and
minimize n¯(T,K) ·PP (K) at the same time); 3) performance
evaluation considering realistic system setting and protocols;
and 4) broad issues around computing pool management, such
as worker trustworthiness, privacy of computation jobs and the
job owners (requesters), and decentralized management.
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