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ABSTRACT  
   
The subject of this thesis is concerned with the amount of cooling air assigned to 
seal high pressure turbine rim cavities which is critical for performance as well as 
component life. Insufficient air leads to excessive hot annulus gas ingestion and its 
penetration deep into the cavity compromising disc life. Excessive purge air, adversely 
affects performance. Experiments on a rotating turbine stage rig which included a rotor-
stator forward disc cavity were performed at Arizona State University. The turbine rig 
has 22 vanes and 28 blades, while the rim cavity is composed of a single-tooth rim lab 
seal and a rim platform overlap seal. Time-averaged static pressures were measured in the 
gas path and the cavity, while mainstream gas ingestion into the cavity was determined 
by measuring the concentration distribution of tracer gas (carbon dioxide). Additionally, 
particle image velocimetry (PIV) was used to measure fluid velocity inside the rim cavity 
between the lab seal and the overlap. The data from the experiments were compared to an 
360-degree unsteady RANS (URANS) CFD simulations. Although not able to match the 
time-averaged test data satisfactorily, the CFD simulations brought to light the 
unsteadiness present in the flow during the experiment which the slower response data 
did not fully capture. To interrogate the validity of URANS simulations in capturing 
complex rotating flow physics, the scope of this work also included to validating the CFD 
tool by comparing its predictions against experimental LDV data in a closed rotor-stator 
cavity. The enclosed cavity has a stationary shroud, a rotating hub, and mass flow does 
not enter or exit the system. A full 360 degree numerical simulation was performed 
comparing Fluent LES, with URANS turbulence models. Results from these 
investigations point to URANS state of art under-predicting closed cavity tangential 
 ii 
 
velocity by 32% to 43%, and open rim cavity effectiveness by 50% compared to test data. 
The goal of this thesis is to assess the validity of URANS turbulence models in more 
complex rotating flows, compare accuracy with LES simulations, suggest CFD settings to 
better simulate turbine stage mainstream/disc cavity interaction with ingestion, and 
recommend experimentation techniques. 
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CHAPTER 1 
INTRODUCTION 
 
Rotating and swirling flows are one of the most complex phenomena in heat 
transfer and fluid mechanics, and they appear in many engineering and scientific 
applications such as jet engines, pumps, tip vortex on air-craft wings, tornadoes, 
geophysics and astrophysics [1]. The goal of this investigation is to better understand 
flow in rotor-stator disc cavities which are applicable to gas turbine engines.  
In gas turbines, the amount of cooling air assigned to seal high pressure turbine 
rim cavities is critical for performance as well as component life.  Insufficient air leads to 
excessive hot annulus gas ingestion and this penetration deep into the cavity 
compromises disc or cover plate life.   Excessive purge air, on the other hand, adversely 
affects performance.  Considerable effort is being taken to improve the understanding of 
cooling technology and this work will focus on advancing simulation techniques that 
capture the interacting mainstream purge-air unsteady-non periodic flow physics. 
BACKGROUND: GAS TURBINES 
 
Figure 1 shows an example of a turbo-fan gas turbine engine.  A turbo-fan can 
typically be divided into 5 sections:  fan, compressor, combustor, turbine, and exhaust.  
The fan draws the air from the surrounding environment into the bypass and the core of 
the engine.  The core air is then compressed in the compressor section, this high pressure 
air is then delivered to the combustor.  The fuel air mixture is then ignited in the 
combustor chamber.  This expanded gas enters the turbine section, where the energy is 
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extracted to drive the rotor.  The kinetic energy is then used for thrust as the gas enters 
the exhaust section and mixes with the bypass flow. 
 
FIGURE 1. GAS TURBINE 
 
 The amount of cooling or secondary flow which is allocated from the compressor 
to cool the turbine section is one of driving factors in influencing efficiency of the 
system.  In an effort to improve turbine efficiency, researchers and designers are always 
looking to reduce this cooling flow. One of these areas is the turbine stage disc cavity 
purge flow where mainstream/disc cavity flow interaction occurs.   
As shown in Figure 2, turbine stage mainstream/disc cavity is the complex 
interaction between hot annulus flow and cooler purge flow in the rotor-stator disc wheel 
space.  Allocating insufficient purge flow would cause ingestion of the hot mainstream 
gas to travel inside the cavity, thus raising the metal temperatures of the stationary and 
rotating components.  On the other hand, assigning excessive purge flow would degrade 
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performance.   In order to optimize the purge flow, accurate CFD (Computational Fluid 
Dynamics) simulations of the turbine stage mainstream/disc cavity needs to be 
performed.  Before entering discussions on simulation techniques used in this work, an 
overview is presented below on how flows in a rotating cavities including the turbine 
stage mainstream/disc cavities have been analyzed historically. 
 
FIGURE 2. TURBINE STAGE MAINSTREAM/DISC CAVITY 
BACKGROUND: PREVIOUS WORK 
Before detailed CFD simulations were brought to market, turbomachinery 
designers used theoretical and experimental studies performed on free rotating disc flows 
in order to understand the fluid mechanics in a turbine disc cavity.  Here work of 
previous authors that began investigating flows in rotating discs are summarized.  In 1905 
Ekman [3] theoretically explained the formation of current spirals in the outer layer of the 
ocean.  Later Von Kármán [4] showed that for laminar flows over an infinite rotating 
disc, exact solutions for the Navier-Stokes equations can be found.  He did this by 
simplifying the governing equations for a free disc assuming axisymmetric flow.  This 
showed that the free disc pumps the fluid through the boundary layer that forms radially 
Hot 
Annulus 
Flow 
Cool Purge 
Flow
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over the disc.  Von Kármán also showed turbulent solutions by using momentum integral 
methods with power law velocity profiles.     
After this, Batchelor [5] solved a case of two rotating discs of infinite radius.  He 
observed that boundary layers formed on the surface of each disc, and confined between 
the boundary layers was a non-viscous core.  Flow between a closed rotating and a 
stationary disc was described by Mellor [6]. In this case, a boundary layer forms on both 
the rotating and stationary disc; therefore the entire cavity is described by two boundary 
layers.  The theoretical mass flow rate was also zero since the setup did not introduce 
mass flow into the system.  Mellor also found that for the case of rotor-stator cavity the 
solution is not unique.   
This was later confirmed by Daily and Nece [7] in 1960 who also performed 
experiments in closed rotor-stator cavities.  They found the existence of four types of 
flows according to the rotational Reynolds number and the cavity non dimensional radial 
height.  There are two laminar and two turbulent regimes, each of which corresponds 
either to merged or separated boundary layers.   Bayley and Owen [8] performed 
experiments specifically related to turbomachinery shrouded disc cavities, and they 
determined the minimum non-dimensional gas sealing flow (Cw,min) to prevent main gas 
path ingestion was a function of non-dimensional axial clearance (Gc) between the rotor 
and stator shroud and rotational Reynolds number (ReΩ).   Phadke and Owen [9] tested 
seven sealing geometries, developed relations for Cw,min for each geometry, and used flow 
visualization to observe main gas path ingestion flow structure. 
The above background was a brief summary of theoretical and experimental 
research on disc cavities spanning from 1905 to 1988.  When compared to CFD 
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simulations, these analytical and experimental techniques seem outdated, but designers in 
the industry still use this knowledge when they need to make quick decisions.  Detailed 
CFD simulations can require computing time of weeks or even months, this is 
undesirable when facing problems in engine test where immediate responses are needed.   
Numerical simulations have been performed on rim seal disc cavities.    A review of 
recent literature with focus on numerical simulations of rim cavity ingestion is shown 
below. 
In 2009, Mirzamoghadam et al. [10] in 2009 looked at the influence of turbine 
mainstream boundary conditions on the HP turbine disc cavity minimum sealing flow 
using 3D CFD.  The sector model runs were made using the steady state model with the 
mixing plane located aft of the cavity.  The assessment of the mixing plane location 
compared to the unsteady solution revealed the aft located mixing plane to be more 
representative of cavity hub/mainstream ingestion dynamics; but the overall conclusion 
of the work showed that an unsteady solution was required.  The authors also showed the 
applicability of design correlations corresponding to the rotational induced versus 
mainstream pressure asymmetry ingestion mechanisms reported earlier by Phadke and 
Owen [9].   
Dunn and Roy et al. [11] in 2010 concluded that a 360 degree simulation may 
give more insight into the unsteady flow field as related to large scale flow structures.  
This observation was confirmed by Wang et al. [12] in their 360 degree unsteady CFD 
validation study using turbine stage ingestion rig data.   One of their main conclusions 
was that for the lower supplied purge flows, the ingress circumferential velocity 
distributions through the platform overlap seal do not have the periodicity associated with 
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either the blade bow wave or vane exit pressure variations.  Their full ring unsteady CFD 
study set the stage for future work with different cavity/rim geometry variations in order 
to improve the understanding of the rim seal ingestion process.  Still, sector 
steady/unsteady CFD studies performed the same year by Mirzamoghadam et al. [13] on 
the influence of high pressure turbine forward disc cavity platform axial overlap 
geometry revealed interesting results on upper rim cavity effectiveness(ηc) versus 
supplied purge flow. 
This research extends the work of Wang et al. by performing a 360 unsteady CFD 
validation on the same rig with a different overlap geometry and rim seal.  Wang et al. 
showed through their 360 degree unsteady CFD validation that the flow through the rim 
seal is non-periodic, but did not comment or provide sufficient evidence that the flow had 
stabilized.  Herein, flow stabilization is defined as an unsteady ingress/egress 
phenomenon that can be non-periodic but whose sector count remains within a certain 
limit following a critical number of revolutions.  With only 6 revolutions, the CFD 
performed by Wang et al under-predicts the sealing effectiveness (ηc) for low purge flow 
condition, which might have occurred because the flow structure in the cavity has not 
reached its final state in the simulation.  Thus the sealing effectiveness (ηc) is not 
predicted accurately.   
Craft [14] showed in his simulation of disc cavities using a two-equation 
turbulence model, that the flow does not reach steady state even after 70 revolutions.  The 
present work simulates the experimental rig geometry as ASU modified by Honeywell 
and documented by Balasubramanian et al. [15].   The 360 degree unsteady CFD model 
runs the simulation under rig conditions, and then compares the CFD predictions of 
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pressure, velocity, and concentration-based cavity effectiveness (ηc) with the 
experimental data of [15].  This data includes particle image velocimetry (PIV) 
measurements to monitor the fluid velocity inside the cavity between the lab seal and the 
rim seal. The question of reaching convergence in critical areas will be investigated by 
further analyzing the unsteady data and simulating additional revolutions.    The data 
from the experiments will be compared to time-dependent CFD simulations using 
FLUENT CFD software.   
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CHAPTER 2 
THEORETICAL DISCUSSION 
Although the mainstream/ disc cavity problem is much more complex in a gas 
turbine, studying simple rotor-stator cavities gives insight and intuition to the physics 
which dominate fluid mechanics.  In doing this, the 2D Navier-Stokes and Energy 
equations will be solved theoretically using previous work as guide to help make key 
assumptions about the flow. This theoretical overview will lead to a deeper understanding 
of the complex flow in a disk cavity, which will lead to a greater understanding of CFD 
results of a turbine stage disc cavity.   
The continuity, the Navier-Stokes, and the energy equations are used to describe 
the flow in rotating systems, where the continuity equation is derived from the 
conservation of mass, the Navier-Stokes equations are derived from the conservation of 
momentum and the energy equations are derived from the conservation of energy.  
Additionally these governing equations are valid provided the following assumptions 
hold true [16]: 
• The fluid is a continuum  
• The fluid stress tensor is symmetric 
• The fluid is isotropic  
• The fluid is Newtonian 
If the flow is assumed to be laminar, incompressible, and steady – the continuity, 
the Navier-Stokes, and the energy equations become [16]: 
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The above equations are described using symbolic notation, where  , pc , k , and 
T are density, specific heat at constant pressure, thermal conductivity, and temperature 
respectively. Vector u

 describes velocity of the particle, vector p

   describes the 
pressure, vector f

 describes any body forces acting on the fluid, and tensor    describes 
the stress in the fluid.  The symbolic notation is valid for any arbitrary coordinate system 
but the most convenient coordinate system for this regime is the cylindrical coordinate 
system using a stationary or Eulerian frame of reference.  As shown in Figure 3, the 
rotation takes place about the z-axis, the radial distance is mapped by the r-axis and φ 
increases with right-handed rotation [1]: 
 
FIGURE 3. CYLINDRICAL COORDINATES 
For a viscous fluid, a constitutive relation between stress and the rate of 
deformation tensor states that they have a linear relationship and the proportionality 
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constant which describes this relationship is µ or the viscosity of the fluid.  The stress 
tensor is shown below [16]: 
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The continuity, the Navier-Stokes and the energy equations can now be shown in 
expanded form for laminar flow: 
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LAMINAR FLOW OVER A FREE DISC 
Flow over a free disc occurs when a rotating disc at angular velocity   causes a 
movement in a stationary fluid as shown in Figure 4.  A boundary layer develops in 
which the tangential velocity of the fluid u decreases from r to its free stream velocity 
outside of the boundary layer.  Mass enters the system through axial flow as there are 
centrifugal forces generated between the rotating disc and the fluid.  Mass also leaves the 
system through radial outflow, therefore as described by Childs, the fluid is pumped out 
of the system and conservation of mass is satisfied [17]. 
 
FIGURE 4. FLOW OVER A FREE DISC [17] 
If the flow is assumed to be symmetric about the z-axis and laminar, terms that 
contain 


are eliminated, additionally terms that contain 
2
1
r
are insignificant in 
magnitude compared to other viscous terms so they are eliminated as well.  If z is taken 
to be zero at the disc and infinity when the boundary layer ends, then the boundary 
conditions at the rotating and free surfaces are as follows [17] [18]: 
00,,0  zaturuu zr                                                                                 eq. 10 
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 zatuur ,0,0                                                                                                eq. 11 
In order to solve the 2-D Navier-Stokes equations, one has to transform them into 
a set of ordinary differential equations.  The transformations are based on previous 
knowledge of flow behavior based on experimental results, and also experience solving 
partial differential equations.  In the case of rotating flows it is assumed that the velocity 
profiles are similar and can be mapped onto one non dimensional axis *z .  The 
coordinate transformation from cylindrical to the dimensionless coordinate system is 
shown below [16]: 











z
z
r
r
u
zu
r
u
zu
r
u
zuzz )(,)(,)(, *******                                       eq. 12 
Equations 5-8 become a set of ordinary differentials equations with corresponding 
boundary conditions shown below: 
02 *
*
*
 r
z u
dz
du
                                                                                                                eq. 13 
02*2*
*
*
*
2*
*2
 uu
dz
du
u
dz
ud
z
r
z
z                                                                                          eq. 14 
02 **
*
*
*
2*
*2
 

uu
dz
du
u
dz
ud
rz                                                                                              eq. 15 
00,1,0 ****  zatuuu zr                                                                                   eq. 16 
 *** ,0,0 zatuur                                                                                               eq. 17 
The equations were solved by writing them as a system of first order equations 
and by employing MATLAB’s boundary value problem solver bvp4c.  The results of the 
solution are shown in Figure 5: 
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FIGURE 5. MATLAB LAMINAR FLOW FREE DISC 
The free disc boundary layer thickness is defined as the distance away from the 
disc where the tangential velocity is 1% of the disc speed, this corresponds to a *z value 
of 5.5.  Therefore, the boundary layer thickness on the free disc for laminar flow is: 



 5.5                         eq. 18 
The mass flow rate pumped by the disc can be found by the integration: 
  
2*2 779.22 rurdrrum zz                                                   eq. 19 
The numerical results are in agreement with results generated by Owens and 
experimental results [1]: 
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FLOW BETWEEN A ROTATING AND A STATIONARY DISC 
Flow between a rotating and a stationary disc is described by Figure 6, in which 
case a boundary layer forms on both the rotating and stationary disc therefore the entire 
cavity is described by two boundary layers.  The theoretical mass flow rate is also zero 
since the rotating disc does not introduce mass flow into the system [6].   
 
FIGURE 6. ROTATING AND A STATIONARY DISC 
 
If the flow is assumed to be symmetric about the z-axis and laminar, terms that 
contain 

 are eliminated.  The simplified 2-D equations are shown below: 
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Additionally terms that contain 
2
1
r
are insignificant in magnitude compared to 
other viscous terms so they are eliminated as well.  The boundary conditions for a 
rotating and a stationary disc are shown below, where l is the distance between the two 
discs: 
00,,0 max  zatTTuruu zr                                                            eq. 25 
lzatTTuuu zr  min0,0,0                                                                eq. 26                                                                 
It is also assumed that the velocity profiles are similar and can be mapped onto 
one non dimensional axis *z .  The coordinate transformation from cylindrical to the 
dimensionless coordinate system is shown below [6]: 
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Equations 20-23 become a set of ordinary differentials equations with corresponding 
boundary conditions shown below where R is the Reynolds number

2l
, and   is an 
unknown parameter to be determined from the boundary conditions [6].  
2*2
*
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2*
*2
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*3
)(2
1
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R
zz
z
z                                                                             eq. 28 
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u
dz
du
dz
du
u
dz
ud
R
z
z                                                                                      eq. 29 
0)Pr( '**''  zz uu                                                                                                 eq. 30 
00,0,0,0 ****  zatuuu zz                                                                   eq. 31 
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11,0,1,0 ****  zatuuu zz                                                                          eq. 32 
The equations were solved by writing them as a system of first order differential 
equations and by employing MATLAB’s boundary value problem solver bvp4c.  The 
results of the solution are shown in Figure 7 and 8 for the case where R=50: 
 
FIGURE 7. MATLAB FLOW BETWEEN A ROTATING AND A STATIONARY DISC 
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FIGURE 8. MATLAB FLOW BETWEEN A ROTATING AND A STATIONARY DISC 
TEMPERATURE 
The numerical results for the fluid mechanics are in agreement with results 
generated by Mellor and experimental results [6].  Heat transfer measurements or 
analytical prediction for this configuration was not found in the literature review: 
therefore, one way to validate this prediction is to perform CFD analysis of the 
experimental setup described by Mellor including heat transfer. 
FLOW BETWEEN A ROTATING AND A STATIONARY DISC: CFD 
SIMULATION 
Geometry 
The CFD simulation was performed using commercially available ANSYS Fluent 
software.  First, the 2-D geometry was generated using ANSYS Design Modeler.  The 
dimensions of the geometry were duplicated from Mellor’s experiment.  Although Mellor 
did not have inflow or outflow in his cavity, this was needed to perform a steady state 
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simulation.   The mass inflow was limited to a small amount so the results mimic a 2-D 
closed cavity.   Figure 9 shows dimensions of the geometry in SI units. 
 
 
FIGURE 9. SIMULATION GEOMETRY 
Mesh 
Meshing was performed using ANSYS meshing, 6192 quadrilateral elements were 
created.  The mesh is fine near the stator and of the rotor in order to capture the details of 
the boundary layers near the two walls.  Figure 10 shows the mesh of the fluid zone. 
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FIGURE 10. MESH FOR CFD SIMULATION 
Boundary Conditions 
 Mellor [6] observed that his experiment was performed in the laminar flow regime, 
therefore the analysis was performed using laminar flow.  The rotor wall has a rotational 
velocity of 730 rpm.  Temperature at the rotor wall is specified at 350K, and the 
temperature at the stator wall is 300K.  The inflow is defined by a velocity inlet at .11 m/s, 
outflow is defined by a pressure outlet at 1 atm.  Lastly the fluid is assumed to be air. 
Results  
 
Below are Figures 11-13 show the radial velocity contour, and plots of the radial 
velocity, and temperature at r = .1m. 
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FIGURE 11. RADIAL VELOCITY CONTOURS  
 
 
FIGURE 12. RADIAL VELOCITY AT R=.1 M 
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FIGURE 13. TEMPERATURE AT R=.1 M 
 
The CFD results for fluid mechanics are in agreement with results generated by 
Mellor’s numerical results, but there are discrepancies between the temperature profile 
predicted by the CFD and numerical results.  The numerical results show a linear 
temperature profile between the stator and the rotor, while the CFD shows the temperature 
profile is similar to the tangential velocity profile.   Since the flow inside the cavity is 
dominated by the tangential velocity, it is expected that the temperature profile would 
follow the tangential velocity profile.  Although the numerical method accurately predicts 
the flow field,   simplifying assumptions sacrifice details needed to accurately predict 
temperature. 
Discussion 
Although the mainstream/ disc cavity problem is much more complex in a gas 
turbine, studying simple rotor-stator cavities gives insight and intuition to the physics 
which dominate fluid mechanics and heat transfer.  For example, the radial velocity plots 
 22 
 
are positive on the rotor side and negative near the stator side.  This indicates that the rotor 
is pumping the flow out of the cavity and hot mainstream gas ingestion occurs near the 
stator.  The radial velocity contour plot from the CFD simulation also shows that the 
purge/cooling flow is entrained by rotor side boundary layer which is pumping the fluid 
out of the cavity.  This means that most of the cooling flow is skewed because it is entrained 
in the rotor side boundary layer, but ingestion occurs on the stator side wall.  Future work 
of simple cavities can experiment with different cavity geometries, and cooling techniques 
(film cooling, jet impingement, and porous medium).  This can help identify solutions to 
mainstream/ disc cavity ingestion problem. 
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CHAPTER 3 
TURBULENCE MODELS 
The previous section described laminar flows in a rotating disc cavity, which is a 
simplified problem of the rotor-stator disc cavities seen in gas turbine engines.  In 
addition to rotating flows, a mainstream disc cavity includes the main gas path, the rotor-
stator cavity, and unsteady interaction between the two fluid regimes.  Furthermore, like 
most engineering fluid mechanics problems, the flow in the mainstream disc cavity is 
highly turbulent.  Currently, very limited theoretical analysis of turbulence can be done, 
so this section will describe turbulence and the different modelling techniques used in 
numerical simulations.  More details on the discussion on turbulence can be found in 
Fundamentals of Turbulence Modelling by Chen [19]. 
REYNOLDS AVERAGING  
For turbulent flows it is useful to separate the variables into mean and fluctuating 
values show below: 
iii uuu                                                                                                       eq. 33 
ppp ii                                                                                eq. 34                                     
Where the time-averaged mean value is shown by an over bar ( iu ), and this time 
averaging process is known as Reynolds Averaging: 

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t
u
1
                                                                                                                eq. 35 
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Here the period, t  is selected so that small scale and high frequency fluctuations are 
filtered out and only the larger scales unsteady flow features remain.  iu  is the fluctuating 
value whose mean is zero.   
 This approach where the variables are decomposed into a mean and fluctuating 
values is done for a couple of reasons.  First, experimentally flow quantities are most 
commonly measured in the mean values using a process similar to Reynolds Averaging.  
Secondly, because the Navier-Stokes equations are solved numerically, it would require a 
very fine fluid mesh and fine resolution in time stepping to resolve the high 
frequency/high fluctuating turbulent scales.  Instead, turbulence models are used to 
estimate these small scale behaviors, therefore computational resources are saved. 
REYNOLDS AVERAGED NAVIER-STOKES (RANS) EQUATIONS  
The decomposition discussed above is used to derive the averaged Navier-Stokes 
equations and the variables.   p  and q  shown here include averaged and fluctuating 
quantities and have the following properties: 
......  qpqp                                                                                                      eq. 36 
pp                                                                                                                               eq. 37 
qpqp                                                                                                                           eq. 38 
qpqppq                                                                                                                 eq. 39           
ii x
p
x
p





                                                                                                                        eq. 40 
0p                                                                                                                              eq. 41 
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0pp                                                                                                                           eq. 42 
0qp                                                                                                                           eq. 43 
0qp                                                                                                                            eq. 44 
It is important to note that in equations 42 and 43, the product of averages of two 
fluctuations is non-zero.  This term leads to the closure problem and will be discussed in 
more detail when turbulence modelling is discussed. 
 Expanding the Navier-Stokes equations referenced in equation 1 and 2, the 
incompressible continuity and Navier-Stokes equations in conservative form are: 
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And the strain-rate tensor ijs is given by 
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Inserting equations 33, 34 into equations 45, 46 and by using the properties in equations 
36 thru 44 yields the Reynolds Averaged Navier-Stokes (RANS) equations. 
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And the averaged strain-rate tensor ijs is given by: 
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Equations 48-50 can be further simplified into equation 51. 
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Where 


  , and is defined as the kinematic viscosity, and the jiuu  term represents the 
Reynolds stress tensor.  The tensor is symmetric and represents the 6 additional unknown 
quantities due to turbulence.  
TURBULENCE MODELLING 
As alluded to before, the closure problem occurs in the RANS equations above 
because of the non-linear Reynolds Stress term.  The system of equations has additional 
unknown quantities without adding equations to solve for, therefore this term is modelled 
in order to close the system of equations. More details on turbulence modeling can be 
found in ANSYS Fluent Theory Guide [20]. For the Spalart-Allmaras, k-ε, and, k–ω 
turbulence models, the Boussinesq hypothesis is applied.  It relates the Reynolds stresses 
to the mean velocity gradients shown in equation 52. 
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                                                           eq. 52                           
Here T  is the turbulent viscosity and k  is the turbulent kinetic energy.  One assumption 
of the Boussinesq hypothesis is that the turbulent viscosity is isotropic, which is not true 
for all flows.  This assumption is expected to be valid for shear dominated flows such as 
wall boundary layers and jets.  But in cases where anisotropy of turbulence is dominant 
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such as high swirling flows, this Boussinesq hypothesis is not expected to provide 
accurate results. 
SPALART-ALLMARAS MODEL 
The first model that will be discussed is the Spalart-Allmaras model, it is a 
one equation model to solve for the transport equation of the modified turbulent viscosity 
~ .  The turbulent kinetic energy as shown in the Boussinesq hypothesis is assumed to be 
zero.   This model is useful for most aerodynamic flow such as boundary layer flows and 
flows typically seen in turbomachinery flow path.  The model has large errors for free 
shear and swirling flows, and is not expected to predict accurate results for the decay of 
homogenous isotropic turbulence.  The transport equations shown below for the modified 
turbulent viscosity was developed using empiricism and dimensional analysis.
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Here vG  is the production term, 
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 is the diffusion 
term, and vY is the destruction term.  The turbulent viscosity is calculated using the 
relationships describes by equations 54-56. 
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Where 1vf  is the viscous damping function.  The modeling of the production term is  
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Where S is the scalar measure of vorticity, 
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The destruction term is modeled as: 
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Model constants in the above equation have the following values in ANSYS Fluent: 
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STANDARD K-ε MODEL 
 
One of the most popular two equation turbulence models is the k-ε turbulence 
model, and it includes transport equations for both k (turbulence kinetic energy) and ε 
(dissipation rate).  The model leads to stable calculations and provides reasonable 
predictions for many flows.  Limitations of this model includes poor performance in 
complex flows such as flow with large pressure gradients, strong separations and large 
swirls.  The equations used to describe turbulence kinetic energy and the rate of 
dissipation are shown below: 
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is the diffusive transport.  kG  is the production of turbulence kinetic energy, its exact 
definition is estimated according to the Boussinesq hypothesis and as shown in equations 
76 and 77. 
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2SG tk                                                                                                                        eq. 77 
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 bG  is the accumulation of turbulence kinetic energy due to buoyancy and the 
contributors of this energy generation are gravitational field and temperature gradients. 
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In the equations above the tPr  is the turbulent Prandtl number with default value 0.85 and 
ig  is the gravitational vector.  Equation 80 describes the thermal coefficient of expansion 
and equation 81 shows the energy generation bG  for ideal gasses. 
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 mY  is included in the modelled turbulence kinetic energy equation to account for 
the compressibility effects of high speed flow which decreases the spreading rate. 
22 tm MY                                                                                                                     eq. 82 
2a
k
M t                                                                                                                       eq. 83 
RTa                                                                                                                        eq. 84 
In the equations above tM is the turbulent Mach number and a  is the speed of sound. 
 S and kS  are user defined source terms to include effects such as multi-phase 
flows and turbulent viscosity is computed by equation 85. 

 
2k
Ct                                                                                                                    eq. 85 
Other model constants are defined below: 
3.10.109.092.144.1 21    kCCC                       eq. 86-90 
(RENORMALIZATION GROUP)RNG K-ε MODEL 
The RNG k-ε model is similar to the k-ε model discussed but it has additions from 
a statistical technique called the renormalization group theory.  These modifications 
include an additional term in the ε equation to improve predictions of shear flows.  Also 
included is increased accuracy of swirling flows, analytical formula for turbulent Prandtl 
number and differential formula for effective viscosity.  This model should provide 
improved accuracy for moderately complex flows such as jet impingement, moderately 
swirling flows and secondary flows.  The transport equations used to describe turbulence 
kinetic energy and the rate of dissipation are shown below: 
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the diffusive transport term.  kG  is the production of turbulence kinetic energy, its 
approximation according to the Boussinesq hypothesis is shown in equations 76 and 77.  
bG  is the accumulation of turbulence kinetic energy due to buoyancy, mY  is shown in 
equations 82-84, and S , kS  are user defined source terms.   
ka  and a  are inverse effective Prandtl numbers and are calculated using the 
formula below: 
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Additionally, the RNG theory results in a differential equation for turbulent viscosity, 
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The R term is the main difference between the standard k-ε turbulence model and RNG 
k-ε turbulence model and its equations is defined below: 
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 /Sk                                                                                                                        eq. 97 
This term makes a negative contribution to the ε equations in the presence of large strain 
rates, which means that the RNG model yields a lower turbulent viscosity and is more 
reactive to large strains and streamline curvatures.   
Finally, the model constants are defined below: 
68.142.1012.038.4100 210    CCC                   eq. 98-102 
All other constants have the same value as discussed in the standard k-ε section. 
REALIZABLE K-ε MODEL 
The realizable k-ε model is similar to the k-ε model discussed but it has 
two major differences.  First, the realizable k-ε model includes an alternate relationship 
for the turbulent viscosity, and it contains an improved equation for ε.  These 
modifications ensure that results predicted by this model are “realizable” or the Reynolds 
stresses physically possible.  This is done by having a variable C so that when the strain 
is large, negative normal stresses and physically impossible shear stresses are corrected.  
This shows improved results for flow regimes that have vortices, curvatures, rotations 
and boundary layers under strong adverse pressure gradients.  The transport equations 
used to describe turbulence kinetic energy and the rate of dissipation are shown below: 
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is the diffusive transport term.  kG  is the production of turbulence kinetic energy, its 
approximation according to the Boussinesq hypothesis is shown in equations 76 and 77.  
bG  is the accumulation of turbulence kinetic energy due to buoyancy, mY  is shown in 
equations 82-84, and S , kS  are user defined source terms.   
Per equation 85, the formula to compute eddy viscosity is similar to the k-ε 
model, but C is no longer a constant value. 
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The equations above show that C depends on the mean strain, rotation rates and the 
angular velocity, turbulence kinetic energy, and dissipation. 
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Finally, the model constants are defined below: 
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All other constants have the same value as discussed in the standard k-ε section. 
STANDARD K-ω MODEL 
 
The standard k-ω is an empirically derived model based on the turbulent kinetic 
energy and the specific dissipation (ω), or the ratio of ε to k.   It demonstrates accurate 
predictions for wall-bounded, low Reynolds number flows and performs well under 
adverse pressure gradients.  Conversely, this model has trouble predicting flow separation 
and other complex flow regimes.  The transport equations used to describe turbulence 
kinetic energy and the specific dissipation rate are shown below: 
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Here the  i
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 term is the convective transport, the 
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diffusive transport.  S , kS  are user defined source terms.  kG  is the production of 
turbulence kinetic energy, its approximation according to the Boussinesq hypothesis is 
shown in equations 76 and 77.  G represents the production of specific dissipation and 
described as: 
 35 
 
kG
k
aG

                                                                                                                   eq. 121 








 


Re/Re1
Re/Re
*
0
t
ta
a
a
a                                                                                                eq. 122                    








 
kt
ktaaa
Re/Re1
Re/Re*
* 0                                                                                              eq. 123 

k
t Re                                                                                                                    eq. 124 
3
*0
ia

                                                                                                                      eq. 125 
k  and  represent the effective diffusivities of k and ω respectively, 
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kY  and Y show the dissipation of of k and ω, 
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The turbulent viscosity is computed as follows: 
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Finally, the model constants are defined below: 
0.20.2
9
1
52.01*25.009.0*
85.1*95.2072.06
00









k
t
ik
aaaM
RRR
                     eq. 139-150 
SHEAR STRESS TRANSPORT (SST) K-ω MODEL 
The Shear Stress Transport (SST) k-ω model was formulated to combine the 
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accuracy of the k-ω model in the near wall region with the free stream accuracy of the k-ε 
model.  This is done by a blending function which activates in the near wall region and 
becomes zero in the far field.  Also the modeling constants are modified.  These changes 
make the SST k-ω model more accurate in predicting a variety of flows which include, 
flows with adverse pressure gradients, airfoils, transonic shock waves.  This model still 
struggles with very complex flows such as free shear flows and flows with high amount 
of swirl as a result of the isotropic eddy viscosity assumption.  The transport equations 
used to describe turbulence kinetic energy and the specific dissipation rate are shown 
below: 
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 term is the convective transport, the 
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diffusive transport.  S , and kS  are user defined source terms.  kG  is the production of 
turbulence kinetic energy, its approximation according to the Boussineq hypothesis is 
shown in equations 76 and 77.  G represents the production of specific dissipation.  
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Where a  is defined in equation 122, where a is evaluated as equation 154 and the 
function F represents the blend function. 
2,11,1 )1(   aFaFa                                                                                                eq. 154      
 38 
 
** 1,
2
1,
1,

 


w
i k
a                                                                                                eq. 155 
** 2,
2
2,
2,

 


w
i k
a                                                                                               eq. 156 
)tanh( 411 F                                                                                                                 eq. 157 

















 2
2,
21
4
,
500
,
09.0
maxmin
yD
k
yy
k





                                                                 eq. 158       












  10
2,
10,
11
2max
jj xx
k
D




                                                                            eq. 159 
 222 tanh F                                                                                                                 eq. 160 











22
500
,
09.0
2max
yy
k
                                                                                         eq. 161 
Here, y  is the distance to the next surface and D which the positive portion of the cross 
diffusion is term defined below.  
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kY  and Y  represent the dissipation of turbulence kinetic energy and specific dissipation, 
and is defined by the three equations below. 
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The effective diffusivities for this model are given by k and  . 
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Finally, the model constants are defined below: 
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All other constants have the same value as discussed in the standard k-ω section. 
REYNOLD STRESS MODEL (RSM) 
The Reynolds Stress Model (RSM) closes the Reynolds-Averaged Navier-Stokes 
equations by solving for the additional transport equations for the six independent 
Reynolds stresses discussed in equation 51.   The one and two equation turbulence 
models discussed above make the assumption that the eddy viscosity is isotropic.  This 
assumption is avoided for the RSM, therefore it is expected to give accurate predictions 
for complex flows such as cyclone flows, swirling combustor flows, rotating flow 
passages, secondary flows, and flows involving separation.  However, modeling 
assumptions are still made in the RSM in order to close the exact transport equations 
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because some terms are unknown.  These assumptions are not validated as extensively as 
the assumptions in the one and two equation turbulence models, therefore the RSM is not 
always expected to give more accurate results.  The transport equations used to describe 
the Reynolds stress are derived by taking the moment of the momentum equation and are 
shown below: 
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For convenience the transport equation can also be written in a short form. 
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Where ijR  is the Reynolds stresses, ijC is the convection term, ijTD , is the turbulent 
diffusion, ijLD , is the molecular diffusion, ijP is the stress production, ijG is the buoyancy 
production, ij is the pressure strain, ij is dissipation, ijF is production by system 
rotation, and userS  is the user defined source term.  Of these terms, ijC , ijLD , , ijP , and ijF
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do not require modelling, but ijTD , , ijG , ij , and ij  need to be modeled to close the 
equations.  The pressure strain and the dissipation rate terms are the most difficult to 
model, and create the largest error when RSM fails to predict flows properly. 
 In order to model the equations above the transport equations for kinetic energy 
and dissipation rate are needed 
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Where tM was defined in equation 137. 
 The turbulent diffusion is modelled using a scalar turbulent diffusivity, 
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Where t  is computed using equation 85 similar to the k-ε model.  The pressure strain ij  
term is modeled by using the decomposition below: 
wijijijij ,2,1,                                                                                                       eq. 183 
Here the 1,ij  term is the slow pressure-strain term, 2,ij is the rapid pressure strain term 
and wij ,  is the wall-reflection term.  The slow pressure strain term is modeled as: 
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The rapid pressure strain term is modelled as: 
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The wall-reflection term wij , , redistributes the normal stress near the wall by damping 
the normal stresses near the wall and enhancing the parallel stresses parallel to the wall. 
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The production term ijG  due to buoyancy is modeled as follows, 
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The dissipation tensor is modeled as, 
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3
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And MY  is defined above in equation 81.  Finally, the model constants are defined below 
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LARGE EDDY SIMULATION (LES)  
RANS turbulence modelling is characterized by resolving the largest eddies that 
have the characteristic length scale of the mean flow, these large eddies are three 
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dimensional, problem dependent and the flow characteristics of these eddies depend on 
geometry and boundary conditions.  The three dimensional structure of turbulence is 
characterized by vortex stretching and most of the kinetic energy is associated with large 
structures. The kinetic energy is then transferred to smaller structures till the dissipation 
of this energy into heat occurs at the smallest length scales.  The source of this energy are 
the large scale motions where there is an input of energy.  Otherwise, all the kinetic 
energy would decay by viscous dissipation.  At the smallest length scales turbulence is 
universal, isotropic, and two dimensional.  Therefore, it is possible to model small eddies 
by a universal turbulence model.   
A numerical simulation approach called direct numerical simulation (DNS) 
resolves that entire range of turbulence from the largest to the smallest structures.  The 
computational cost to run this simulation is proportional to 
3Re , and this approach is not 
feasible practical engineering problem which involve high Reynolds number flows.  In 
large eddy simulation (LES), the large eddies are resolved and only the smallest eddies 
are modelled.  This allows for a much coarser mesh when compared to DNS, but LES in 
an unsteady simulation approach that requires a fine mesh when compared unsteady 
RANS (URANS) calculations. 
The continuity and momentum LES equations are shown below: 
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Although, the LES equations are similar to the RANS equations, in LES the over-bar 
designates spatial filtering.  The filter is a function of grid size, and turbulent scales 
smaller than the grid size are removed and modeled by a sub-grid scale defined as ij .  
This means that eddies larger than the grid size are solved numerically by the filtered N-S 
equations.  Therefore fluctuations of the flow field that transfer momentum at the smaller 
scales are captured by the LES equations.   
 The ij  term is split into its isotropic and deviatoric parts 
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Where 
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is the isotropic term.  The deviatoric 
part of the subgrid-scale stress tensor is calculated using the Smagorinsky model:  
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pM sgskk
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Where sgsM is the subgrid Mach number, and finally, t  is calculated using the 
Smagorinsky-Lilly model: 
SLst
2                                                                                                                      eq. 204 
ijij SSS 2                                                                                                                eq. 205 
Where sL is the mixing length for subgrid scales and is calculated as,  
  ss CdL ,min                                                                                                          eq. 206                                               
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Here sC  is the Smagorinsky constant and has a value of 0.1 and  is the local grid scale 
and is calculated by the volume of the computational cell. 
3/1V                                                                                                                         eq. 207 
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CHAPTER 4 
DESCRIPTION OF TEST: ASU TURBINE STAGE RIM SEAL CAVITY 
With the analytical background provided by the previous two sections, this 
section describes the experimental test which will be the subject of the CFD results 
comparison. As mentioned in the introduction, the present work simulates the 
experimental rig geometry ASU-Huang as documented by Balasubramanian et al. [15] in 
a 360 unsteady CFD model, runs the simulation under rig conditions, and then compares 
the CFD predictions of pressure, velocity, and concentration-based cavity effectiveness 
(ηc) with the experimental data of [15].  Also included is the particle image velocimetry 
(PIV) measurements to monitor the fluid velocity inside the cavity between the lab seal 
and the rim seal. The data from the experiments will be compared to unsteady CFD 
simulations using FLUENT CFD software.   
 
 
FIGURE 14. ARIZONA STATE UNIVERSITY RIG GEOMETRY AND INSTRUMENTATION 
LOCATIONS (C: CONCENTRATION TAP, P: PRESSURE PROBE, T: THERMOCOUPLE) 
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GEOMETRY  
 
  The turbine rim seal rig at Arizona State University, shown in Figure 15 was used 
to run experiments investigating main gas path ingestion in the forward disc rim cavity.  
The rig consists of 22 partial height but full length vanes and 28 partial height, cutback 
blades; the partial height and lengths are used to reduce the power required to run the rig.  
Purge air is injected from the stator side of the cavity at the centerline bore, and a single 
tooth labyrinth seal separates the inner cavity from the outer cavity. The labyrinth seal 
has radial clearance of 0.6mm.  An axially and radially overlapping rim seal separates the 
outer cavity from the main gas path.  Both the axial and radial overlap clearances are 
each 2.6mm.  The experimental conditions of the rig, which were also the boundary 
conditions in the CFD model are shown in Figures 15 and 16. 
 
FIGURE 15. CIRCUMFERENTIAL LOCATIONS OF STATIC PRESSURE TAPS ON VANE 
PLATFORM IN MAIN GAS FLOW ANNULUS AT PLATFORM LIP 
 48 
 
 
FIGURE 16. ROTATING RIG (PURGE FLOW IS IN % OF TESTED MAINSTREAM FLOW) AND CFD 
BOUNDARY CONDITIONS 
STATIC PRESSURE MEASUREMENT 
For the pressure measurement, a differential pressure transducer (Validyne)-
Scanivalve (48-channel) was used to measure the time-averaged static pressure on the 
main gas flow annulus outer shroud at 33 circumferential locations over two vane pitches 
as shown in Figure 15.   The location of these transducers are 1 mm, 5 mm and 15.5 mm 
downstream of the vane trailing edge.  There are also transducers at 33 circumferential 
locations on the hub over two vane pitches as shown in Figure 15, 1 mm downstream of 
the vane trailing edge plane and 1 mm upstream of the platform lip.  Also per Figure 15, 
on the stator surface at nine radial positions, there are 17 circumferential locations over 
one vane pitch at r =187 mm, and 6 circumferential locations over one vane pitch at r 
=173 mm.  The measuring frequency of this pressure transducer is 20 Hz and the 
uncertainty in the pressure measurements, estimated based on instrument and data 
acquisition system uncertainties, is ± 0.5% of the measured static gage pressure per 
Balasubramanian et al. [15]. 
•Main inlet  mass flow rate Cw= 3.5X10
5
•Inlet purge mass flow rate:
•Cw=1540 (0.435%main)
•Cw=3080 (0.87%main)
•Cw=4621 (1.304%main)
•Cw= 6161 (1.739%main)
• Outlet static pressure: 96.1kPa
•Rotor Speed: 2400 rpm
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CONCENTRATION MEASUREMENT 
CO2 concentration was used to measure the mixing between the mainstream and 
cavity air.  The tracer gas was injected into the purge air via a 15-hole, 1 mm diameter 
tube at approximately 1.6 m upstream of the disk cavity entrance.  For this experiment 
carbon dioxide volumetric concentration in the purge air was maintained at a constant 
value in the range of 3.7% to 4.0%.   Although the concentration was monitored during 
each experiment by a concentration measurement upstream of the cavity entrance per 
Figure 14, the radially innermost location in the inner cavity (r =45 mm) was determined 
to be representative of the fully mixed carbon dioxide concentration in the purge air 
supplied due to the 90o turn of the purge air after entering the cavity.   
The carbon dioxide volumetric concentration was also measured at eight other 
radial locations in the disk cavity which is shown below in Figure 17  
 
FIGURE 17. LOCATION OF CONCENTRATION PROBES 
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Here the red dots represent the locations where concentration measurements were taken 
on the stator surface, and blue dots represent the locations where axial traverse probes 
measured concentration on both the stator surface and axially within the rotor-stator gap.  
The carbon dioxide volumetric concentration in the gas sample was measured by an 
NDIR gas analyzer. The uncertainty in the measured carbon dioxide volumetric 
concentration is ± 0.11% carbon dioxide concentration per Balasubramanian et al. [15], 
and its measuring frequency is 13 Hz. 
PARTICLE IMAGE VELOCIMETRY (PIV) 
Particle Image Velocimetry (PIV) technique is used to measure the fluid velocity 
field inside the cavity between the lab seal and the rim seal per Figure 18.  The purge gas 
was seeded with the olive oil droplets (seed particles) before its entry into the disk cavity.  
After the droplets were generate the light sheet optics system produced a light sheet in the 
radial-azimuthal plane shown in Figure 18.  There were three axial locations of the three 
various laser planes, the light sheet was introduced through the transparent and optically 
polished outer shroud. Images were captured by means of a high-resolution camera 
through the transparent and optically polished stator wall.  The PIV measurement has a 
capture rate of 3.3 Hz. 
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Figure 18. PIV Laser Sheet Locations 
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CHAPTER 5 
CFD MODEL DESCRIPTION: ASU TURBINE STAGE RIM SEAL CAVITY 
The full 360 degree ASU CFD model is similar to the geometry discussed in the 
previous section.  The model and the CFD analysis was done by Reddaiah 
Vishnumolakala, Lavan Gundeti from Honeywell Technical Services Lab in Hyderabad, 
India.  Mesh was created only for single periodic channel for stator and rotor separately 
using ANSYS ICEM CFD structured mesh with blocking strategy.  The stator periodic 
sector CFD model is shown in Figure 19 along with the sliding interface.  Stator periodic 
sector contains 27 elements circumferentially excluding 4 O-grid elements on blade 
surface and 33 elements along the span (see Figure 20).  Rotor blade had 26 elements 
pitch wise excluding 4 O-grid elements on the blade surface to better capture the 
boundary layer physics, and 33 elements span wise, which includes tip clearance (see 
Figures 20 and 21).  Boundary layer mesh is created on all the walls with the target Y+ of 
less than 21.   Figure 22 shows the values along the disc cavity static wall. 
 
FIGURE 19. SINGLE SECTOR CFD PERIODIC MODEL 
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FIGURE 20. CFD MESH: STATOR (LEFT) AND ROTOR (RIGHT) 
 
This single sector periodic mesh was read in to ANSYS FLUENT solver and 
copies were created circumferentially to build the full 360 degree CFD model.  The full 
360 degree model contains a total of 13.6 million cells following demonstration of mesh 
independent studies as shown in Figure 23.  The coefficient of pressure (i.e. pressure 
asymmetry normalized with the dynamic pressure) at cavity static wall is only slightly 
changing between 9 and 13.6 million.   A non conformal sliding interface is created 
between the rotor and stator.  Figure 21 illustrates a zoomed view into the cavity 
platform/rim seal mesh.  Compressible air ideal gas is used as the fluid. k-ω based SST 
Turbulence model with Low-Re correction and compressibility effects is used for 
Solution computations.  Mass flow in and static pressure out type boundary conditions for 
the CFD model were applied.  Rotor domain set up within FLUENT was tested under 
Relative Frame motion and Mesh motion to capture sensitivity of results to these settings 
[21]. 
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FIGURE 21. CFD MESH FOR THE ROTOR-SIDE MAINSTREAM/DISC CAVITY INCLUDING 
ZOOMED OUT REGIONS OF THE RIM SEALS 
 
 
FIGURE 22. CAVITY STATIC WALL Y+ CONTOURS 
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FIGURE 23. MESH INDEPENDENT STUDY: DISC PRESSURE COMPARISON ON STATIC WALL 
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CHAPTER 6 
RESULTS AND DISCUSSION: ASU TURBINE STAGE RIM SEAL CAVITY 
 Direct comparisons between the experiments and the results of the simulation are 
discussed in this section.  The experimental data which will be compared to the unsteady 
simulation included time-averaged pressure and concentration measurements.  Also, 
comparison between PIV result, which was used to measure fluid velocity inside the 
cavity between the lab seal and the rim seal will be made with CFD velocity graphs.  The 
CFD simulations brought to light the unsteadiness present in the flow during the 
experiment which the slower response data did not fully capture.    
LABYRINTH SEAL CLEARANCE 
When performing experiments in a rotating rig, certain dimensional uncertainties 
are inevitable.  One of these uncertainties is the measurement of the labyrinth seal 
clearance.  It is not possible to measure the lab seal clearance during the assembled 
condition of the test rig; therefore, the radial heights of the single tooth lab seal on the 
rotor disc and corresponding land on the stator wall were measured in the unassembled 
condition.  The difference of the two measurements is assumed as the lab seal clearance 
during the assembled condition.  During running, however, the lab seal clearance should 
only slightly decrease due to centrifugal force because the tests were performed at room 
temperature, thus eliminating differential radial growth due to thermal expansion.  Under 
rotor frame motion setting, engine test data were initially obtained at an assembly-
measured lab seal clearance of 0.6mm across the specified range of purge flows.  In a 
second round of tests with re-assembled hardware and a clearance of 0.5mm, cavity static 
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pressures were consistently higher by roughly 600 Pa as shown in Figure 24.  Due to 
uncertainty in the measured lab seal clearance, the unsteady FLUENT CFD simulations 
were performed by applying the mass flow in-static pressure out boundary conditions to 
compare the 0.6 and 0.5mm clearance at the low purge flow of Cw=1540 (see Figure 24).  
It can be seen that the static pressure predicted by CFD at the smaller clearance shows a 
slight elevation in value for the lower cavity but after the lab seal, the deviation increases.  
On the other hand, the corresponding data for the larger clearance show a better match 
with the data across all radii.  Since the difference falls within the uncertainty in pressure 
measurements [17], the CFD simulations were performed with 0.6mm across the range of 
purge flows. 
 
FIGURE 24. LABYRINTH SEAL SENSITIVITY STUDY VS. RADIAL LOCATION 
95.0
95.5
96.0
96.5
97.0
97.5
98.0
98.5
99.0
99.5
100.0
0.0 0.2 0.4 0.6 0.8 1.0
St
at
ic
 P
re
ss
u
re
, K
P
a
Radial Position, (r/Rh)
Measurement, Cw=1540, 0.6mm LS
Measurement, Cw=1540, 0.5mm LS
Fluent Unsteady, Cw=1540, 0.6mm LS
Fluent Unsteady, Cw=1540, 0.5mm LS
 58 
 
CFD COMPARISON WITH FLOW PATH DATA 
In Fluent, first, steady state analysis was carried out, and this steady state result 
was used as initial solution for transient simulation.  A summary of the comparison 
between unsteady CFD simulation and flow path test rig data follows.  To compare the 
time-averaged pressure measurements with the data obtained from FLUENT simulations, 
CFD pressure coefficient distributions were obtained from 4 to 6 revolutions, and then 
averaged over the corresponding time to mimic the static pressure data acquisition.  The 
comparison is across all purge flows in Figures 25 and 26.  In all of the plots, the test data 
points are mostly on top of each other for all purge flows, and for this reason, Cw=6161  
was omitted from the plot. Figure 25 shows pressure coefficient comparison between the 
experiments and the CFD simulations 1mm downstream of the vane trailing edge (6.7mm 
upstream of cavity gap) across one vane pitch. The pressure distributions generated from 
the experiments and the simulations are predictable as they have a peak to peak frequency 
of 22 per revolution which matches the vane count.  To verify the convergence of the 
pressure coefficient distributions shown, a simulation of the Cw=1540 purge flow rate 
was carried out through 15 revolutions.  Time averaged data of 4 to 6 revolutions were 
compared with the time averaged data of 9 to 15 revolutions.  The maximum pressure 
coefficient difference in percent between time averaged simulations was 0.15%; 
therefore, it was concluded that the solution had converged at 4 to 6   revolutions.  The 
data at the low purge flow is in good agreement with the unsteady simulations at the 2nd 
half of the vane pitch angle, where both types of curves have a peak to peak frequency of 
22 per revolution.  One of the differences between the pressure coefficient distributions 
generated by the measurements and the numerical simulations is that the numerical 
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simulation generates curves with higher amplitudes.  This can occur because the pressure 
monitor point in Figure 25 is in the vicinity of the disc cavity.  There, the unsteadiness of 
the flow can cause it to oscillate at a frequency which is undetectable by the static 
pressure measurement, but is captured by the unsteady CFD simulation.  This hypothesis 
can be tested by placing an unsteady pressure measurement downstream of the vane 
trailing edge rim seal. 
 
FIGURE 25. EXPERIMENTAL AND CFD PRESSURE DISTRIBUTIONS IN FLOW PATH 
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FIGURE 26. EXPERIMENTAL AND CFD PRESSURE DISTRIBUTIONS IN FLOW PATH 
 The pressure monitor point at the vane trailing edge outer shroud across two vane 
pitches shown in Figure 26 is isolated from the unsteadiness stemming from both the disc 
cavity and the blade tip.  For this reason, the pressure coefficient distribution in Figure 26 
is in excellent agreement with the test data.  Both the frequency and the amplitude 
generated by the static pressure measurements and the unsteady numerical simulations 
match.  Significant unsteadiness arises near the blade tip, and this is shown when 
comparing the pressure coefficient distributions across two vane pitches in both Figures 
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27 and 28.  The pressure distributions generated from the experiments and the 
simulations have a peak to peak frequency of 22 per revolution, which matches the vane 
count; but the slow response pressure measurement is unable to capture the blade-vane 
interaction.  Additionally, the time-averaged data extracted from the unsteady CFD 
simulation is unable to capture the high frequency oscillations near the blade tip.  
Significant work needs to be performed to gain insight into blade-vane interactions near 
the blade tip.  Future work focusing on this subject should include unsteady pressure 
measurements near the blade tip, and an unsteady CFD simulation with mesh devoted to 
capturing the blade-vane interactions. 
 
FIGURE 27. EXPERIMENTAL AND CFD PRESSURE DISTRIBUTIONS IN FLOW PATH 
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FIGURE 28. EXPERIMENTAL AND CFD PRESSURE DISTRIBUTIONS IN FLOW PATH 
CFD COMPARISON WITH CAVITY DATA 
Figure 29 and 30 shows static pressure and sealing effectiveness (ηc) 
measurements at the stator wall inside the disc cavity. The CFD result in Figure 30 
corresponds to Rotor Frame motion set-up, and Figures 31 and 32 correspond to Mesh 
motion set up. To compare the time-averaged pressure measurements with the data 
obtained from numerical simulations, a similar process as described in the flow path 
section of the results was used.  The pressure distribution was first averaged over the 
circumference in the radial direction, and then averaged over time (4 to 6 revolutions).    
Sealing effectiveness (ηc) on the stator wall was obtained experimentally by seeding the 
purge air with CO2 tracer gas, where ingestion into the cavity reduces the CO2 gas 
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concentration.  This concentration was measured by a gas analyzer, thus by knowing the 
initial gas concentration of the purge flow and the gas concentration at different locations 
on the stator wall, sealing effectiveness (ηc) was experimentally calculated.  Seeding 
purge air with CO2 gas was also performed in the CFD simulations.  The CO2 gas 
distribution was first averaged over the circumference in the radial direction then 
averaged over time (4 to 6 revolutions).  In comparing Frame versus Mesh motion 
settings, sealing effectiveness particularly at the lower purge flows matches the data 
better with mesh motion set up as compared to Frame motion (see Figures 30 and 31). 
 
FIGURE 29. EXPERIMENTAL AND CFD COMPARISON OF CAVITY DATA VS. RADIAL 
POSITION 
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FIGURE 30. EXPERIMENTAL AND CFD COMPARISON OF CAVITY DATA VS. RADIAL 
POSITION (WHERE DASHED LINES REPRESENT RADIAL POSITIONS AT ROTOR-SIDE LAB SEAL 
INNER WALL, STATOR-SIDE LAB SEAL OUTER WALL, AND PLATFORM ROTOR-SIDE MID-
RADIUS WING) 
 
 
FIGURE 31. EXPERIMENTAL AND CFD COMPARISON OF CAVITY DATA VS. RADIAL 
POSITION (WHERE DASHED LINES REPRESENT RADIAL POSITIONS AT ROTOR-SIDE LAB SEAL 
INNER WALL, STATOR-SIDE LAB SEAL OUTER WALL, AND PLATFORM ROTOR-SIDE MID-
RADIUS WING) 
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Circumferentially averaged sealing effectiveness versus revolutions run was 
checked to assess prediction accuracy.  The 5.32 revolutions data from Wang et al. [12] 
were also added to better demonstrate the impact.  As shown in Figure 32, the improvement 
from 7 to 11 revolutions of this study on average is very small, and beyond 11 revolutions, 
there is hardly any change.  However, between [12] and this study, it is unclear whether 
the observed difference in upper rim cavity effectiveness (i.e. 5 to 16 revolutions) is due to 
the rim lab seal geometry/location which for this study is at a lower radius and consists of 
a single tooth compared to the axial gap of [12]. 
 
FIGURE 32. EXPERIMENTAL AND CFD COMPARISON OF CAVITY DATA VS. RADIAL 
POSITION (WHERE DASHED LINES REPRESENT RADIAL POSITIONS AT ROTOR-SIDE LAB 
SEAL INNER WALL, STATOR-SIDE LAB SEAL OUTER WALL, AND PLATFORM ROTOR-SIDE 
MID-RADIUS WING ) 
The data comparison between CFD and the rig test in Figures 29-32 show that 
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purge flow rates.  The general trend is that the numerical simulations under predict 
sealing effectiveness (ηc) and over predict pressures, i.e. higher static pressure along the 
rim cavity stator wall is driven by ingress. Error measured mid-radius of rotor platform 
wing is 11% and 50% at high and low purge flow.  These results indicate that the flow 
field produced in the cavity by the experiments is different than the flow field generated 
by the CFD simulations.  In order to gain insight into the fluid structure in the cavity, 
Balasubramanian et al. [15] obtained radial and tangential velocities using particle image 
velocimetry (PIV) over a square laser sheet which encompasses approximately 90 
degrees inside the rotor-stator disc outer cavity.  For the purge flow rate of Cw=1540, ten 
instantaneous images were created at a capturing frequency of 3.3 Hz, or one image every 
12.12 rotor revolutions.  It was observed in the radial velocity contour plots that five 
images had 1 ingress sector and the remaining five had 2 ingress sectors.  This result 
scaled up to a 360 degree image would produce 4 to 8 ingress sectors.  Two instantaneous 
radial velocity vector plots illustrating the two types of ingress sectors are shown in 
Figures 33 and 34.  The velocities are measured in the plane x/s=0.842.  Figure 35 shows 
instantaneous radial velocity contours for 7, 11, and 16 revolutions in the outer cavity 
produced by 360 degrees unsteady CFD simulations at plane x/s=0.83.    The ingress 
sectors shown in Figure 35 vary from 8 to 13 and confirm the trends in averaged sealing 
effectiveness results shown in Figures 29-32.     
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FIGURE 33. PIV RADIAL VELOCITY MEASUREMENTS FOR CW=1540 AT LOCATION 
X/S=.842 
 
FIGURE 34. PIV RADIAL VELOCITY MEASUREMENTS FOR CW=1540 AT LOCATION 
X/S=.842 
Further investigation into Figure 35 shows that flow inside the cavity is non-
periodic; also, the number and position of the ingress and egress sectors are changing 
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with the number of revolutions, i.e. satisfies the definition of unstable flow.  Moreover, 
individual pressure points as well as circumferentially averaged (Z plane) at radii 
144mm, 148mm, 162mm, 173mm, 179mm, and 182mm were monitored for convergence 
from revolutions 8 to 16, see Figures 36 and 37.  The discreet point pressure pulses had 
non repeating peaks over time which confirms the observation of unstable flow noted in 
Figure 35.  Circumferential non-periodicity was confirmed by previous 360 degree 
unsteady CFD simulations, but it is difficult to tell if the observed unstable fluid structure 
physically represents what occurred in the test rig since the fluid structure cannot be 
obtained for this geometry experimentally. 
 
 
FIGURE 35. RADIAL VELOCITY CONTOURS FROM UNSTEADY CFD, M/S 
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(a) Discreet points along disc radius as shown above 
 
 (b)   Z plane cut near the stator disc wall    
 
FIGURE 36. STATIC PRESSURE MONITOR POINTS FROM REVOLUTIONS 8 TO 16 (360 TIME 
STEPS PER REVOLUTION)   
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(a) Averaged at axial (Z) plane along each radius 
 
 (b) Disc radial cuts 
FIGURE 37. STATIC PRESSURE MONITOR POINTS FROM REVOLUTIONS 8 TO 16 (360 TIME 
STEPS PER REVOLUTION)   
Experimental flow visualization data obtained by Czarny et al.[22] showed that 
for a wide range of conditions, stable vortex structures are formed in simple rotor-stator 
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cavities.  Craft [14] performed URANS simulations of the above mentioned experiments.  
The simulation of the disc cavity was done using a two-equation turbulence model, and 
similar to the results presented in this report, Craft’s simulations did not reach stability 
even after 70 revolutions.  To this author’s knowledge, experimental flow structures of 
simple rotor-stator cavities have yet to be replicated in URANS or LES models.   
DISCUSSION 
The above work demonstrates the challenges in rotor-stator simulations.  The 
limitations in numerical simulations need to be validated with more sophisticated 
experimental measurements capable of capturing ingress/egress flow structures.  The 
slow response sealing effectiveness measurements and PIV results obtained at 3.3 Hz 
(one image per 12.12 rotor revolutions) do not measure the rapidly changing ingress 
sectors.  On the other hand, the unsteady simulation presented in this work is able to 
capture the fluid structure at a rate of 14.4 kHz (360 time steps per revolution).  
Therefore, one reason the simulations presented in this paper are in disagreement with the 
turbine rig data is because slow response experimental data are being compared to fast 
response CFD simulations.  Another reason is that the fluid structure shown in the 
simulations has not reached its final state. Even after 16 revolutions, the ingress sectors 
have not converged to what was experimentally observed. 
Wang et al. [12] perfromed a 360 unsteady CFD validation on the same rig with a 
different overlap geometry and rim seal.  Wang et al. showed through their 360 degree 
unsteady CFD validation that the flow through the rim seal is non-periodic, but did not 
comment or provide sufficient evidence that the flow had stabilized after 6 rotor 
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revolutions. The CFD performed to support this thesis shows the flow structure in the 
cavity is unstable circumferentially and still evolving after 16 revolutions, albeit the 
circumferentially averaged sealing effectiveness seems to not change after 11 revolutions.  
This provides one explanation on why the sealing effectiveness (ηc) does not match the 
data, thus ingestion into the cavity is over predicted at higher stator wall static pressure.  
As stated previously, another reason why the numerical results do not match what was 
measured in the experiments is because fast response CFD results are being compared to 
slow response sealing effectiveness and PIV results.  From this work alone it can be 
concluded that improvements need to be made in experimental measuring techniques and 
simulation methodology.   The numerical analysis performed in this work shows the flow 
structure in the cavity is unstable circumferentially and still evolving after 16 revolutions.   
Furthermore, Craft [14] showed in his simulation of disc cavities using a two-equation 
turbulence model, that the flow does not reach steady state even after 70 revolutions.  
This provides one explanation on why the sealing effectiveness (ηc) does not match the 
data. 
Nevertheless, the CFD validation results presented in this section extend the 
database for practitioners involved with unsteady mainstream/disc cavity interaction.  For 
example, it was shown that Mesh motion set up in FLUENT resulted in an improvement 
in matching sealing effectiveness data as compared to Frame Motion. This revelation 
suggests the importance of locating the optimum rotor-stator mesh assumption across all 
physical variables being computed.  From the experimental side, flow visualization inside 
a turbine disc cavity is not currently available and will be very difficult to obtain.  
Therefore, it is proposed that future work on this subject perform CFD validation of their 
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simulation method with different settings using more sophisticated experimental 
measurements capable of capturing the evolving ingress/egress flow structures.  
Recommendations to improve experimental techniques and simulation methodology is 
discussed later in this work.   
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CHAPTER 7 
RESULTS AND DISCUSSION: VALIDATION OF URANS AND LES 
SOLUTIONS IN A CLOSED ROTOR-STATOR DISC CAVITY 
The previous section pointed out that current simulation methodology used to 
predicted rim seal cavity concentration measurements can be improved, this section tries 
to address these shortcomings validating the CFD tool by comparing its predictions 
against experimental LDV data in a closed rotor-stator cavity.  The enclosed cavity has a 
stationary shroud, a rotating hub, and mass flow does not enter or exit the system.  A full 
360 degree numerical simulation is performed comparing Fluent LES, with unsteady 
RANS using Spalart-Allmaras, RNG k-ε, Realizable k-ε, Reynolds Stress, k-ω, and SST 
k-ω turbulence models.  The objective of this task is to assess the validity of URANS 
turbulence models in more complex rotating flows, compare accuracy with LES 
simulations, and suggest CFD settings to better simulate turbine stage mainstream/disc 
cavity interaction with ingestion. 
The closed isothermal rotor-stator cavity has a stationary shroud, a rotating hub, 
and mass flow does not enter or exit the system as shown in Figure 38.   If it can be 
shown for a rotor stator problem that numerical simulations agree with experimental 
results, this builds confidence that the same simulation settings may give useful results 
for the turbine stage mainstream/disc cavity problem without performing extensive CFD 
revalidation. 
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FIGURE 38. ENCLOSED ROTOR-STATOR CAVITY 
COMPUTATIONAL DETAILS 
The cavity shown in Figure 38 is composed of a stationary disk, rotating disk, 
inner rotating cylinder, and outer stationary shroud.  A=40 mm and b=140 mm are the 
inner and outer radii of the rotating disk. h=20 mm is the inner disk spacing and Ω is the 
rotation rate.  The rotational Reynolds number is based on the outer radius on the disk.  
Séverac [23] performed experiments on this cavity where the fluid was water at 20 C.  
The experimental laser Doppler velocimetry (LDV) results obtained by Séverac can be 
used to compare with computational predictions. 
The grid size for the 360 degree model and time steps for all numerical 
simulations are presented below in Table 1, and the mesh is shown in Figure 39.  It was 
observed for the simulation at Re=1e5 that the solution remained numerically stable at 
122.66 time steps per revolution of the rotating disk, thus this parameter was maintained 
for all computational runs.   
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TABLE 1. COMPUTATIONAL PARAMETERS 
 
 
 
FIGURE 39. CLOSED ROTOR-STATOR DISC CAVITY MODEL  
 The computations started with the fluid at rest.  No-slip boundary conditions are 
applied on all the cavity walls where Vr and Vz are zero on all the walls in the cavity.  
Vθ=rΩ is applied on the rotor and hub, and is zero on all other walls.   
For rotational Reynolds Number=1e5, simulations of the closed rotor-stator cavity 
were performed using Fluent employing unsteady k-ω, k-ε, Spalart-Allmaras, RNG k-ε, 
Realizable k-ε, Reynolds Stress, and SST k-ω turbulence models.  Additionally, a 
simulation was performed with LES (Smagorinsky-Lily Sub-Grid Scale (SGS) model).  
These computational results were compared with experimental data. 
r  Ө z
1.00E+05 URANS/LES 81 150 49 0.01 122.66
4.00E+05 LES 81 150 49 0.0025 122.66
1.00E+06 LES 81 150 49 0.001 122.66
Grid
Computational Parameters 
Re Computation time step (s) time steps per rev
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RESULTS 
 In the following results, the inner disk spacing has been normalized by h=20mm, 
therefore the non-dimensional axial spacing varies from 0-1.  Both the radial and 
tangential velocity components are measured at mid-radius and these components are 
normalized by the maximum rotational velocity of the system; Vr’= Vr/rΩ and Vt’= 
Vt’/rΩ.  The circumferential average was taken for the velocity components mentioned 
above after 22 seconds of simulation.   
It can be seen by the measured data that flow inside the cavity is dominated by 
tangential velocity.  The largest radial velocity component is 15% of the largest tangential 
velocity component.  Data comparison with the tangential velocity is shown in Figure 4o.  
The URANS simulations fails to capture the mean tangential velocity near the rotor, 
stator and the mid axial plane of the cavity.  The URANS prediction at the mid axial 
plane range from 0.20-0.24, but the measured value is near 0.35.  This translates to 
URANS simulations under-predicting closed cavity tangential velocity by 32% to 43%.  
On the other hand, the LES simulation captures the mean tangential velocity at all 
locations. The URANS simulations, capture the mean radial velocity near the rotor and 
the mid axial plane of the cavity in Figure 41.  However, near the stator it fails to match 
the experimental data.  It is expected that the minimum radial velocity should approach -
0.15 but minimum occurs between two measured data points, thus, it is not captured by 
the experiment.  The minimum radial velocity at the stator location predicted by URANS 
is about -0.08.  Conversely, the LES simulation captures the mean radial velocity near the 
rotor, stator and the mid axial plane of the cavity.   Based on the results discussed above 
the velocity profiles predicted by the LES model more closely resembles the LDV data.   
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FIGURE 40. TANGENTIAL VELOCITY CFD VS EXPERIMENT RE=1E5 
 
FIGURE 41. RADIAL VELOCITY CFD VS EXPERIMENT RE=1E5 
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 The LES model was further validated in Figures 42-45 where the numerical 
predictions were compared with experiments at Re=4e5 and Re=1e6.  Similar to the 
previous data the radial and tangential velocity components are measured at mid-radius.  
The circumferential average was taken for the velocity components mentioned above 
after 22 seconds of simulation. 
 It can be seen that as the rotational Reynolds number increases, the dominance of 
the flow by tangential velocity is larger.  The largest radial velocity component is about 
12% of the largest tangential velocity component at Re=4e5 and about 10% at Re=1e6.  
This trend is captured by the LES model and additionally the model also matched the 
LDV data the near the rotor, stator and the mid axial plane of the cavity at the higher 
Reynold numbers.  In a rotating flow environment, LES simulations were accurately able 
to predict the radial and tangential velocities. 
 
FIGURE 42. TANGENTIAL VELOCITY CFD VS EXPERIMENT RE=4E5 
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FIGURE 43. RADIAL VELOCITY CFD VS EXPERIMENT RE=4E5 
 
 
FIGURE 44. TANGENTIAL VELOCITY CFD VS EXPERIMENT RE=1E6 
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FIGURE 45. RADIAL VELOCITY CFD VS EXPERIMENT RE=1E6 
URANS VS. LES 
 In the numerical studies shown above LES has performed better in simulating 
flows in a closed rotating cavity when compared against URANS solutions.  Although 
URANS solves the transient solution, it is unable to capture the temporal and spatial 
variation [20].  This is because in URANS simulations, the flow properties are organized 
into their mean and fluctuating components, and integration over time is performed.  The 
continuity and momentum equations describing this process were mentioned in equations 
45-46 and are repeated here. 
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Where Rij is the Reynolds stress tensor this closes the governing equations by 
modeling the unknowns introduced by the averaging procedure.  Therefore, URANS 
captures the large scale fluctuations, then it models fluctuations of the turbulent inertial 
and dissipation range.  The LES equations are shown in equations 204 and 205: 
Although, the LES equations are similar to the RANS equations, in LES the over-
bar designates spatial filtering.  The filter is a function of grid size, and turbulent scales 
smaller than the grid size are removed and modeled by a sub-grid scale defined as τij.  
This means that eddies larger than the grid size are solved numerically by the filtered N-S 
equations.  Therefore fluctuations of the flow field that transfer momentum at the smaller 
scales are captured by the LES equations.  These fluctuations are important to model 
turbulent rotating flows thus the velocity profiles predicted by the LES models more 
closely resembles the LDV data.   
DISCUSSION  
Two different CFD techniques, URANS and LES simulations were validated in a 
closed rotor stator cavity to suggest CFD settings for better turbine stage mainstream/disc 
cavity ingestion predictions.  It was shown that in order to accurately predict rotating 
flows, it is imperative to model the small scale fluctuations.  URANS is unable to account 
for these fluctuations in the flow field, as its accuracy is limited to large scale structures.  
This is why URANS fails to accurately predict turbine stage mainstream/disk cavity 
sealing effectiveness and the velocity profiles in an enclosed rotor-stator cavity.  LES 
matched experimental data of the velocity profiles in an enclosed rotor-stator cavity 
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because it resolves these small scale structures.  Therefore, LES simulation is 
recommended to accurately predict turbine stage mainstream/disk cavity sealing 
effectiveness in addition to the velocity field.    
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CHAPTER 8 
SUMMARY AND RECOMMENDATIONS 
Approaches used to better understand ingestion in a turbine stage disc cavity 
include analytical, experimental, and numerical modelling.  All of these approaches 
provide a different insight into the problem and have all been presented here.  Despite 
these different methodologies, predicting ingestion in a turbine disc cavity remains a 
challenge.   
 All of the classic theoretical models presented in this work were validated by 
experimentation and are used by industry to provide quick answers in situations such as 
component/engine testing where time for detailed CFD simulations and data reduction is 
not available.   These analytical approaches are also useful for gaining physical intuition 
of the problem because of the simplifying assumptions made.  In the case of the laminar 
flow between a rotating and a stationary disc, there are many physical occurrences which 
mirror the turbine stage disc cavity problem.  For example, the rotor is pumps the flow 
out of the cavity and hot mainstream gas ingestion occurs near the stator.  However, 
theoretical models do not have the detail of numerical simulations and are only accurately 
applicable to a very small class of flows. 
 Experimental validation was another technique discussed in this work.  Successful 
experimental technique use representative environments to understand a problem or a 
design.  Here a scaled rig is designed to represent a turbine stage in order to gain insight 
into the rim seal ingestion problem.   The rig does not function in a combustion 
environment, therefore ingestion is not measured in terms of temperature but by 
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concentrations measured in a rim seal cavity.  Using the heat transfer/ mass transfer 
analogy it is assumed that ingestion mechanism observed in the experiment will be 
similar to the mechanism seen in turbine stage rim seal cavities in combustion 
environments.  The PIV measurements show that ingestion is non periodic, concentration 
measurements also provide a time-averaged sealing effectiveness of the purge flow.  
Limitations of an experimental rig is that not all cased can be represented by one 
experimental setup, therefore performing design iterations and testing all designs using 
experimental techniques is expensive and time consuming.  Also, unmeasured physics go 
undetected and measured data is subjected to measurement error. 
 The final approach used to understand the ingestion problem in a rim seal cavity 
was numerical simulations.  Although detailed simulations discussed here can be time 
consuming, building models for CFD simulations is still cheaper and less time consuming 
when compared to building a designed experiment.  Additionally, the data in numerical 
models are not limited by instrumentation.  CFD simulations for the rim seal cavity 
showed that ingestion is circumferentially non periodic and temporally unstable.   
However, the accuracy of numerical simulations are limited by the accuracy of the 
boundary conditions and the limitations of the mathematical models used in the 
simulations.  When compared to experimental data sealing effectiveness (ηc) is under 
predicted, thus ingestion into the cavity is over predicted.  One reason why simulation 
results do not match what was measured in the experiments is because fast response CFD 
results are being compared to slow response sealing effectiveness and PIV results.  From 
this work alone it can be concluded that improvements need to be made in experimental 
measuring techniques and simulation methodology. 
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 In order to better gain insight into ingestion physics that occur in a turbine stage 
disc cavity, integration of both experimental and numerical technique is more effective to 
complement the drawbacks of each method, and bring better knowledge from each 
technique.  This work showed URANS is unable to account for these fluctuations in the 
flow field, as its accuracy is limited to large scale structures.  This is why URANS fails to 
accurately predict turbine stage mainstream/disk cavity sealing effectiveness and the 
velocity profiles in an enclosed rotor-stator cavity.  Results from this investigation point 
to URANS simulations under-predicting closed cavity tangential velocity by 32% to 
43%, and open rim cavity effectiveness by 50% compared to test data.   Therefore, LES 
is recommended to accurately predict turbine stage mainstream/disk cavity sealing 
effectiveness because it resolves these small scale structures.   
 On the other hand, the slow response sealing effectiveness measurements and PIV 
results obtained at 3.3 Hz (one image per 12.12 rotor revolutions) do not measure the 
rapidly changing ingress sectors.  Therefore experimental technique similar to the Figure 
46 referenced below where the PIV measurement has time resolution from 800 Hz to 
1600 Hz is necessary. 
 
FIGURE 46.  PIV MEASUREMENT (1600HZ) VS LES SIMULATION [24] 
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Fast response PIV measurements flow visualization and the improved physics 
captured by of LES simulations over URANS show potential of capturing the evolving 
ingress/egress flow structures.   Once an LES simulation of the turbine disc cavity is 
validated by experimental measurements, then it can be used to simulate a rim seal cavity 
in combustion environments to optimize purge cooling flow and rim seal cavity designs. 
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2400rpm, 10cfm - 1.9mm from Stator 
Sample PIV Data: ZONE T="2D Velocity" I=119 J=119 F=POINT 
 
variables=x y u v vmag ur ut urx ury utx uty r
3.838245 178.7805 11.83612 -5.80915 13.18483 -5.55376 11.95808 -0.11921 -5.55248 11.95532 -0.25667 178.8217
4.934887 178.7805 11.98403 -5.40042 13.14464 -5.06769 12.12848 -0.13983 -5.06576 12.12386 -0.33466 178.8486
6.031528 178.7805 12.44021 -4.9997 13.4073 -4.5774 12.60172 -0.15434 -4.57479 12.59455 -0.4249 178.8822
7.12817 178.7805 12.07757 -5.69063 13.35106 -5.20495 12.29469 -0.20736 -5.20081 12.28493 -0.48981 178.9225
8.224812 178.7805 10.76983 -6.27767 12.46588 -5.77609 11.04695 -0.26545 -5.76999 11.03527 -0.50768 178.9696
9.321453 178.7805 9.843666 -5.40774 11.23127 -4.88786 10.11189 -0.2545 -4.88123 10.09817 -0.52651 179.0233
10.4181 178.7805 0 0 0 0 0 0 0 0 0 179.0838
11.51474 178.7805 9.724389 -6.1592 11.51084 -5.52144 10.10016 -0.35489 -5.51003 10.07927 -0.64918 179.1509
12.61138 178.7805 10.08079 -5.47341 11.47086 -4.75049 10.44095 -0.33427 -4.73872 10.41507 -0.73469 179.2248
13.70802 178.7805 9.828547 -5.71168 11.36765 -4.94356 10.23644 -0.37794 -4.92909 10.20649 -0.78258 179.3053
14.80466 178.7805 7.701668 -4.18064 8.763185 -3.53078 8.02041 -0.29138 -3.51874 7.993052 -0.6619 179.3924
15.9013 178.7805 6.738234 -3.85829 7.764675 -3.24615 7.053558 -0.28759 -3.23339 7.025822 -0.6249 179.4863
16.99794 178.7805 7.19466 -4.07144 8.266787 -3.37219 7.547723 -0.31918 -3.35705 7.513838 -0.7144 179.5867
18.09459 178.7805 9.097532 -5.38829 10.57349 -4.44481 9.593874 -0.44758 -4.42221 9.54511 -0.96607 179.6938
19.19123 178.7805 10.77812 -4.2148 11.57292 -3.04035 11.16641 -0.3245 -3.02299 11.10262 -1.19181 179.8076
20.28787 178.7805 11.0044 -4.38938 11.84751 -3.12058 11.42915 -0.35186 -3.10068 11.35626 -1.2887 179.9279
21.38451 178.7805 10.35154 -6.05325 11.9915 -4.78099 10.9972 -0.56782 -4.74715 10.91936 -1.3061 180.0549
22.48115 178.7805 9.928816 -7.433 12.40286 -6.13616 10.77861 -0.76558 -6.08821 10.69439 -1.34479 180.1884
23.57779 178.7805 8.845476 -7.39319 11.5283 -6.17318 9.736195 -0.80714 -6.12019 9.652614 -1.273 180.3285
24.67444 178.7805 6.898463 -5.53026 8.841526 -4.53518 7.589779 -0.62005 -4.49259 7.51851 -1.03767 180.4752
25.77108 178.7805 5.875035 -6.08918 8.46133 -5.18866 6.683701 -0.74029 -5.13558 6.615325 -0.95359 180.6284
26.86772 178.7805 6.251097 -6.01089 8.672195 -5.01513 7.074984 -0.74532 -4.95944 6.996418 -1.05145 180.7881
27.96436 178.7805 8.790045 -6.83095 11.13224 -5.39049 9.740091 -0.83304 -5.32574 9.623082 -1.50522 180.9543
29.061 178.7805 9.268597 -6.4566 11.29578 -4.88585 10.18445 -0.78391 -4.82255 10.05251 -1.63405 181.127
30.15764 178.7805 8.738548 -6.05429 10.63093 -4.51642 9.623856 -0.75124 -4.4535 9.489789 -1.60079 181.3062
31.25428 178.7805 6.930946 -3.8605 7.933568 -2.60927 7.49221 -0.44934 -2.57029 7.380282 -1.29022 181.4919
32.35093 178.7805 5.691804 -2.76276 6.326885 -1.70512 6.092786 -0.30362 -1.67787 5.99542 -1.08489 181.6839
33.44757 178.7805 6.396276 -4.35447 7.737815 -3.10396 7.087964 -0.57081 -3.05102 6.967083 -1.30345 181.8824
34.54421 178.7805 6.860367 -5.23366 8.628778 -3.83712 7.72867 -0.72795 -3.76743 7.588315 -1.46623 182.0873
35.64085 178.7805 7.196259 -4.4445 8.458115 -2.9518 7.926322 -0.5771 -2.89484 7.77336 -1.54966 182.2985
36.73749 178.7805 6.765502 -4.61073 8.187238 -3.15458 7.555097 -0.63497 -3.09002 7.400467 -1.52072 182.516
37.83413 178.7805 6.997778 -4.8246 8.499745 -3.27126 7.845032 -0.67728 -3.20038 7.675053 -1.62422 182.7399
38.93078 178.7805 7.102742 -4.4661 8.390173 -2.85258 7.890361 -0.60695 -2.78726 7.709688 -1.67884 182.9701
40.02742 178.7805 6.662891 -3.64754 7.595966 -2.1037 7.298846 -0.45962 -2.05288 7.122512 -1.59467 183.2066
41.12406 178.7805 6.315616 -3.39674 7.171111 -1.89451 6.916333 -0.4247 -1.8463 6.740311 -1.55044 183.4493
42.2207 178.7805 7.092838 -3.75029 8.023281 -2.0197 7.764912 -0.4642 -1.96563 7.557039 -1.78467 183.6983
43.31734 178.7805 8.07797 -4.0795 9.049634 -2.06258 8.811451 -0.4857 -2.00458 8.563666 -2.07492 183.9534
44.41398 178.7805 8.050508 -3.84928 8.923432 -1.79476 8.74108 -0.43272 -1.74182 8.483223 -2.10747 184.2147
45.51062 178.7805 5.044174 -1.69528 5.321434 -0.39852 5.30649 -0.09831 -0.3862 5.142485 -1.30908 184.4822
46.60727 178.7805 3.722333 -1.2101 3.91409 -0.23195 3.907211 -0.05851 -0.22445 3.780845 -0.98565 184.7558
47.70391 178.7805 5.339479 -1.92362 5.675417 -0.48203 5.65491 -0.12427 -0.46573 5.46375 -1.45789 185.0355
