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The local order units of dense simple liquid are typically three dimensional (close packed) clusters:
hcp, fcc and icosahedrons. We show that the fluid demonstrates the superstable tetrahedral local
order up to temperatures several orders of magnitude higher than the melting temperature and
down to critical density. While the solid-like local order (hcp, fcc) disappears in the fluid at much
lower temperatures and far above critical density. We conclude that the supercritical fluid shows the
temperature (density) driven two stage “melting” of the three dimensional local order. We also find
that the structure relaxation times in the supercritical fluid are much larger than ones estimated
for weakly interactive gas even far above the melting line.
PACS numbers: 61.20.Ne, 65.20.De, 36.40.Qv
I. INTRODUCTION
A supercritical fluid is any substance at a temperature
and pressure above its critical point, where distinct liq-
uid and gas phases do not exist. In recent years, the
increasing attention in the study of this state of mat-
ter has appeared due to the development of supercritical
technologies [1]. The microscopic mechanism that distin-
guishes supercritical fluid, gas, liquid and solid is one of
the central issues that puzzle physicists [2–4]. The ques-
tion if “the supercritical region of a liquid consists of one
single state or not” is now the matter of debates [3–8].
The computer simulation of local order is the high pre-
cision method that allows to detect subtle changes be-
tween slightly different states of the particle system [9–
12] and uncover effects lately accessible to real experi-
ment [13]. Recently the local structure physics brought
together simulations and experiment in the nanoplas-
monic, quantum optics, soft condensed matter and quan-
tum spectroscopy [13–16].
The local order units of dense simple liquid are typi-
cally three dimensional (close packed) clusters (hcp, fcc
and icosahedrons) [17–21]. It is intuitively clear that
these clusters, inherent to the liquid state, disappear
in the fluid at high temperatures and low densities, see
e.g., Ref. [19] and refs. therein. We confirm that and
find out that solid-like local order dominates in the sim-
ple monatomic dense liquid (hcp, in the Lennard-Jonnes
(LJ) liquid) near the melting line, but disappears in su-
percritical region at temperatures several times higher
the melting temperature or (and) at densities less than
about 2ρc, where ρc – critical density. The unexpected
issue we see is that small three-dimensional clusters with
higher symmetry survive in fluid at extremely high tem-
peratures and low densities: We see tetrahedra in simple
monatomic supercritical fluid. They survive up to the
temperatures several orders of magnitude higher than the
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FIG. 1. (Color online) The density plot of the tetrahedra con-
centration Ptetr in the supercritical simple fluid. The color
gradients show lnPtetr ∈ (−3.5,−0.5). The snapshots in the
insets show the evolution of the “rigid” part of the fluid. The
dashed line schematically shows the position of the “dynami-
cal line” [4]. The probability to find a tetrahedral cluster falls
below 0.1 in the yellow zone (hcp-clusters melt in blue-zone).
The grey zone corresponds to the state other than fluid.
melting temperature and down to ρc (see Fig. 1). So the
supercritical fluid shows the temperature (density) driven
two stage “melting” of the three dimensional local order
(see Fig. 2).
Qualitatively it can accounted for as follows: at high
enough densities, in the LJ-liquid and in the fluid near
the melting line the number of the nearest neighbours is
12 ± 1. That favours the local clusters with the closed-
packed structure: hcp for LJ-system [17, 18]. Tempera-
ture increase or (and) density decrease causes the reduc-
tion of mean nearest neighbour number (see Fig. 6c) and
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FIG. 2. Qualitative evolution of the three dimensional local
symmetry of simple monatomic supercritical fluid when tem-
perature increases or (and) density decreases (starting from
the liquid state near melting line).
the growth of its fluctuations (see insert in Fig. 6c) that
destroys the closed-packed local order but still allows the
tetrahedral one.
The local cluster in the fluid already changes its sym-
metry when at least one of its particles moves at the
distance of the order of r0δ, where δ . 0.1 ∼ 1/n¯b, n¯b is
the mean number of the nearest neighbours and r0 is the
mean distance between the nearest neighbours. The cor-
relations between particles in the fluid are rather weak
(compared to the liquid) and so one can naively esti-
mate the life time of the local cluster as τsctδ, where τsct
is the particle mean scattering time. We show that the
local structure in the supercritical fluid, even at tempera-
tures several orders of magnitude higher than the melting
temperature, survives at the time scales by the order of
magnitude higher than this naive estimate. These data
we extract from the time pair correlation function of the
local structure (bond orientational) order parameters.
A supercritical fluid is typically characterized as the
state “in between” a gas and a liquid. The characteristic
property of a liquid is the existence of the local structure
and relative long structural relaxation time scales (typ-
ically larger than τsct). It follows that the supercritical
fluid preserves the local structure up to very high tem-
peratures. However this local structure shows itself only
at relatively high frequency scales (compared to that in a
liquid) ω . 1/τsct. At temperatures where the fraction of
tetrahedra becomes less than 1%, the tetrahedra life time
starts approaching towards the naive weakly interactive
gas estimate, τsctδ. This is natural since in this temper-
ature region the supercritical fluid is already “more gas
than liquid”.
Recently the conjecture has been made in Ref. [4] that
liquids in the the supercritical region may exist in two
qualitatively distinct dynamical states, different by some
fitches of the molecule motion at small time scales. It
would be natural to expect that the transformation of
the local structures of the fluid follows the dynamical
crossover line [23]. But we see different situation, as fol-
lows from Fig. 1.
II. SIMULATION PROCEDURE
For molecular dynamic (MD) simulations, we have
used DL POLY Molecular Simulation Package [24] de-
veloped at Daresbury Laboratory.
For simulations we mostly used the LJ pair potential
model in a wide range of parameters and checked the
stability of the main results going to the Soft Spheres
model. For LJ liquid we apply the standard pair poten-
tial [25, 26], U(r) = 4ε[(σ/r)12 − (σ/r)6], where ε is
the unit of energy, and σ is the core diameter. In the
remainder of this paper we use the dimensionless quan-
tities: r˜ = r/σ, U˜ = U/ε, temperature T˜ = T/ε, density
ρ˜ ≡ Nσ3/V , and time t˜ = t/[σ√m/ε], where m and V
are the molecular mass and system volume correspond-
ingly. As we will only use these reduced variables, we
omit the tildes. For the soft sphere model [27] we apply
U(r) = 4ε(σ/r)12.
For simulations, we have considered the system of
N = 30000 particles that were simulated under periodic
boundary conditions mostly in the Nose-Hover (NVT)
and also in NPT ensambles. The MD time step was t =
0.001 that provides good energy conservation. The sys-
tem was studied in the density region of ρ ∈ (0.32−1.0) at
temperatures up to T = 100 (that is much higher than the
melting line and the critical temperature). According to
equilibrium temperature-density phase diagram [28–38],
this range completely includes the area corresponding to
liquid phase and widely covers the region of fluid state.
III. LOCAL STRUCTURE.
A. The nearest neighbour list and SANN algorithm
The key problem when studying local order is the de-
termination of the nearest neighbors list for each particle.
The generally accepted way to do it is the fixed-distance
cutoff method when two particles, located at points r1
and r2, are considered as neighbors if |r2 − r1| < rcut,
where rcut – cutoff radius. The main problem on this
way is the rcut evaluation. The widespread method is
equating cutoff radius with the location of first minimum
of radial distribution function (RDF) [38] that gives
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FIG. 3. (Color online) (a) The temperature dependence of the
first RDF minimum location at density ρ = 1. (b) the mean
nearest neighbour number determined by the cut-off radius
obtained from the first RDF minimum.
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FIG. 4. (Color online) (a) The temperature dependence of
the nearest neighbour cut-off radius rcut obtained using the
SANN algorithm for two choices of the densities. It follows
that rcut slightly depends on T . (b) The comparison of the
temperature dependencies of fraction of the tetrahedral clus-
ters obtained using the fixed distance cut-off method and the
SANN algorithm correspondingly.
temperature dependent rcut at fixed density (Fig. 3a).
Unfortunately this method reveals unphysical tempera-
ture dependencies of different structural characteristics,
such as average nearest neighbors numbers, see Fig. 3b.
Much better results gives the choice of the tempera-
ture independent cutoff radius at given density. How-
ever the method of rcut(ρ) evaluation is still unclear [20].
For LJ system at high enough density (more that triple
point density 0.84), reasonable results can de obtained
by equating rcut with the location of first RDF minimum
for corresponding low temperature crystal state. But the
way of using this trick in the low density region is unclear
since there is no stable homogeneous crystal phase there.
Recently, a universal parameter-free algorithm was
proposed to determine the neighbor list for particle-
systems [39]. This solid-angle based nearest-neighbor al-
gorithm (SANN) attributes to each possible neighbor a
solid angle and determines the cutoff radius by the re-
quirement that the sum of the solid angles is 4pi [39].
We check that, this algorithm gives weak temperature
dependence of cutoff radius for dense LJ liquid as well
as for low-dense fluid (see Fig. 4a). Moreover, for dense
liquid, mean SANN radius is practically the same as the
location of first RDF minimum for corresponding crystal
state (Fig. 4a). The results of local order analysis also co-
incide for both methods (Fig. 4b). It suggests that SANN
is valid for systems with arbitrary density and so all our
results concerning the local structure were obtained using
this algorithm.
B. Cluster symmetry determination
With the nearest neighbor lists one can perform the
local order analysis. The main characteristics we are
interested in are the fractions of atoms, possessing the
certain type of local structure, and their spatial distri-
butions. As the candidates for the structural units we
choose close packed clusters (hcp, fcc and icosahedron)
and the tetrahedron as the most compact (and stable)
unit for system with isotropic potential.
As the basic tool for determination of local structure
we use bond orientational order parameters ql(r) defined
as [17, 18, 20]:
q2l (r) =
4pi
2l + 1
l∑
m=−l
∣∣∣∣∣ 1nb(r) ∑
bonds
Ylm(θ, ϕ)
∣∣∣∣∣
2
. (1)
Here (θ, ϕ) – are respectively polar and azimuthal angles
of the nearest neighbors radius-vectors for the particle
located at point r; nb(r) is the number of nearest neigh-
bors for this particle; Ylm(θ, ϕ) are spherical harmonics.
The sign
∑
bonds means the sum over nearest neighbors
of given particle. The values of order parameters (1)
are explicitly determined for any ideal geometrical fig-
ure and do not depend on spatial cluster orientation that
allows using them as local structure indicators. Among
the parameters (1), the q6 is typically one of the most
informative one so we use it basically in this work.
The criterions we use for define the atom r and their
nearest neighbors as close packed cluster are:∣∣∣ql(r)/q(id)l − 1∣∣∣ ≤ δ, nb(r) = 12, (2)
where q
(id)
l is the bond order parameter value for corre-
sponding ideal cluster. Similarly, we treat each group of
four atoms [triangle pyramid with the vertex at point r]
as tetrahedron if they are nearest neighbors of each oth-
ers and each of vertex angle φk(r) (k = 1, 2, 3) satisfies
the criterion: ∣∣∣φk(r)/φ(id) − 1∣∣∣ < δ, (3)
where φ(id) = pi/3 is vertex angle for regular tetrahedron.
Let us discuss the criteria we have used to distinguish
the nearest neighbour clusters (the choice of δ). For per-
fect clusters each symmetry exactly corresponds to par-
ticular value of ql. If the clusters are slightly disordered
(imperfect) then one can plot the histogram for ql and de-
termine the symmetry by the maxima of the histogram.
However with the increase of the disorder ql-histogram
fail to distinguish the nearest neighbour symmetry be-
cause of the “symmetry overlap problem” [18]. If the
imperfection of the clusters are larger then some critical
value then ql-criteria cannot well distinguish the cluster
symmetry so choosing δ we kept in mind this critical dis-
order. Fig. 5a shows the dependencies of the probability
to make error in local structure recognition on δ. We see
that there is a kink at δ ≈ 0.85 corresponding to drastic
overlap increasing. In Fig. 5b we see the consequence of
this overlapping: the fraction of fcc-ordered atoms starts
to decrease at this value of δ. So we choose δ = 0.05
slightly below this threshold.
To fix the tetrahedrons we have used similar ideas. It
is impossible to tile the 3D space by perfect tetrahedra
however the ensemble of distorted enough tetrahedra can
4tessellate the 3D space. Fig. 5(c) and (d) shows the prob-
ability functions and the probability densities for tetra-
hedral clusters distorted with the distortion parameter δ.
It follows that the probability has extremum at certain
δ corresponding to its mean value. We see that the dis-
persions of these distributions increase with temperature
that makes the mean value of δ to be ill-defined at tem-
peratures much higher than the melting point. So our
choice of δ, when we distinguish perfect and imperfect
tetrahedra, approximately corresponds to the maximum
of the probability density at temperature corresponding
to the melting line.
C. Local order analysis
Using Eq. (1) we calculated mean fractions of atoms
with different types of local structure in wide ranges of
temperatures and densities (see Fig. 6). We see that close
packed local order is mainly presented by hcp-clusters,
the fraction of fcc-clusters is less on the order of magni-
tude (see insert in Fig. 6a) and there are no icosahedra
at all. The solid-like local order (hcp, fcc) is pronounced
only for dense liquid and disappears in the fluid at tem-
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FIG. 5. (Color online) (a) The dependencies of probability to
make error in local structure recognition on δ; (b) The tem-
perature dependencies of the fractions of fcc-ordered atoms
on δ. The probability functions: (c) and the probability den-
sities (d) for tetrahedral clusters distorted with the parameter
δ. It follows that the probability has an extremum at certain
δ. Our choice of δ when we distinguish perfect and imper-
fect clusters corresponds to the maximum of the probability
density at temperature corresponding to the melting line. It
should be noted that the probability densities for tetrahedral
clusters are expected to be Gaussian-shaped and so the ad-
ditional maxima and bends we see are probably the numeric
differentiation effects.
peratures of the order of the 2-3 the melting temperature
(Fig. 6a) or (and) densities ρ . 2ρc. On the other hand,
the tetrahedral order is much more stable and survives up
to the temperatures several orders of magnitude higher
than the melting temperature and down to ρc (Fig. 6b).
In Fig. 6c we show that in the dense LJ-liquid (and
in the dense fluid near the melting line) the number of
the nearest neighbours nb is 12 ± 1. That favours the
local clusters with the closed-packed structure (hcp for
LJ-system) [17, 18]. In Fig. 6c we show that the temper-
ature increase or (and) density decrease leads to the re-
duction of nb and the growth of its fluctuations (see insert
in Fig. 6c). The local order with large nb is more sensi-
tive to nb fluctuations. So tetrahedron appears to be one
of the most stable and tight element of the local struc-
ture and so it effectively plays the role of the structural
“quantum” of the fluid. Qualitatively, the tetrahedral
local order can be presented in fluid regardless of any pa-
rameters like δ: by angular distribution function of fluid
particles. Such distribution for Lennard-Jones system
was firstly calculated thirty yeas ago by Belashenko [40].
We reproduced results of Belashenko in order to make
more accurate and smooth curves (see Fig. 7). We see
that, at high densities, there is a clear maximum near
perfect tetrahedral angle pi/3 that demonstrates strong
tendency to tetrahedral formation. The distribution at
the density ρ = 0.316 does not have pronounced feature
at 60◦. However the absence of the pronounced maxima
in the angle distribution does not automatically mean the
absence of tetrahedra. We emphasize that the concentra-
tion of tetrahedra is rather small at this density. However
the fluctuation of the concentration is still much smaller
than the concentration.
D. The spatial distribution of local order clusters
Another interesting issue is the spatial distribution of
the clusters with different types of local order. To study
these clusters we colour atoms in accordance with the lo-
cal ordering. For close packed clusters the atom r and
its nearest neighbours are colored if the value of q6(r)
satisfies the criteria (2). It is clear that some atoms can
simultaneously belong to different types of local order
and so we called them ”contested” atoms and paint spe-
cial colour. Fig. 8 shows the configuration shapshots with
atoms coloured this way. Green color denotes hcp clus-
ters, red — fcc, and yellow — the contested ones. The
atoms with the structureless local order are completely
removed for visual clarity. We see that the structurally
ordered atoms are not uniformly distributed but rather
tend to associate in branched ”superclusters” with (may
be) fractal structure. The detailed investigation of this
issue is the matter of separate work.
For tetrahedra visualization we use similar ideas. In
this case we have the only local structure element – tetra-
hedron, and so there is no need in special coloring. So
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FIG. 6. (Color online) (a) Main frame: the temperature de-
pendencies of hcp-ordered atoms fractions at different densi-
ties. Upper insert: the comparison of temperature dependen-
cies of hcp-ordered (bullets) and fcc-ordered (squares) atoms
fractions at ρ = 1.0. Lower insert: the snapshots of atom
structure at ρ = 1.0, T = 1.4. The hcp-ordered atoms
are green, the fcc-ordered ones are red and the remainder
are gray. (b) Main frame: the temperature dependencies of
tetrahedrally-ordered atoms fractions at different densities.
Snapshot inserts show the atom structure at ρ = 1.0 and tem-
peratures indicated by arrows. The atoms with tetrahedral
order are colored green and the remainder are gray. (c) The
temperature dependencies of mean nearest neighbor numbers
(main frame) and their fluctuations (inset) at different densi-
ties. For all graphs, (red) bullets – ρ = 1, (blue) squares – 0.9,
(cyan) triangles – 0.84 (triple point), (magenta) diamonds –
0.7, (black) stars – 0.316 (critical point).
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FIG. 7. (Color online) Angular distribution for Lennard-Jones
system at ρ = {1.0, 0.84, 0.316} and different temperatures.
The insert in (b) explains the meaning of the the angle.
we just delete the atoms with non-tetrahedral order and
connect the remainder ones by bonds (Fig. 9). For vi-
sual clarity we show the snapshots corresponding to high
enough temperature T = 10 at which the tetrahedra frac-
tion relatively small. We see that, despite of high tem-
perature, the formation of the polytetrahedral clusters
takes place (see inserts in Fig. 9).
6FIG. 8. (Color online) Snapshots of the local ordered particles
in LJ liquid at the density ρ = 1 and the temperatures: T =
(1.4; 2.0; 4.0). Green color denotes hcp clusters, red — fcc,
and yellow — the other locally ordered atoms that may belong
to both structures (the bond order parameters slightly overlap
for these atoms). The atoms with the structureless local order
are completely removed.
IV. CHARACTERISTIC TIME SCALES.
Another important issue is the local order lifetime. We
extract it from the autocorrelation function of the local
structure:
FIG. 9. (Color online)Snapshots of the tetrahedrally ordered
particles in LJ liquid at the density ρ = 1 and the tempera-
tures T = 10. The atoms with the non-tetrahedral local order
are completely removed.
Gl(t) =
〈ql(t+ τ, r)ql(τ, r)〉τ,r − 〈ql(τ, r)〉2τ,r
〈q2l (τ, r)〉τ,r − 〈ql(τ, r)〉2τ,r
, (4)
where 〈. . .〉τ,r is the average over coordinates and time.
Using the relation Gl(τstr) = 1/e we obtain the structure
relaxation time τstr that determines the desired local or-
der life time.
The graphs of G6(t) at ρ = 1 and different tempera-
tures are shown in Fig. 10a. The decay of G6(t) is almost
exponential at long times and relaxation time τstr demon-
strates predictable decrease with temperature (Fig. 10b).
We see that the local structure correlations survive at
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FIG. 10. (Color online) (a) The order parameter correlation
function G6(t) at temperatures T = 1.4 − 100. The char-
acteristic decay time we identify with τstr. (b) Temperature
evolution of the local order life time, τstr. At the same graph
we show the effective Einstein vibration period that we relate
with τsct. At the melting line τsct ≈ τstr. To investigate the
difference between these time scales at larger temperatures we
normalized τsct making the graph, so τsct = τstr exactly at the
melting line. The lower graph shows τsctδ – the estimate of
the cluster lifetimes in the supercritical fluid obtained within
the weakly interactive gas model.
7time scales that appear to be of the order of scattering
time τsct (Fig. 10b). The value of τsct we extract from
the estimation τsct ' Tvib/4, where Tvib = 2pi/Ω0 is the
period at which the tagged particle would vibrate in the
”cage” of its nearest neighbors [26]. The correspond-
ing frequency Ω0, that is effective Einstein vibration fre-
quency, can be obtained for system with pair potential
as [26]:
Ω20 =
ρ
3m
∫
∇2U(r)g(r)dr, (5)
where g(r) is the radial distribution function.
The effective Einstein vibration period that we relate
with τsct is expected to be τsct ≈ τstr at the melting line.
To investigate the difference between these time scales at
larger temperatures we normalized τsct making the graph,
so τsct = τsct exactly at the melting line (Fig. 10b). The
lower curve in this graph shows τsctδ – the estimate of
the cluster lifetimes in the supercritical fluid obtained
within the weakly interactive gas model, where δ . 0.1 ∼
1/n¯b. It follows that at temperatures larger than 100
melting temperatures the structural life time develops
with temperatures towards τsctδ.
V. DISCUSSION.
A. Comparison with soft spheres model
To test our main results we use the soft sphere model.
First we concentrate on parameter domain far from the
critical region of the LJ-particle system (soft spheres do
not have the critical point). We show here that both hcp
and tetrahedra local structure obtained in the frames of
LJ model is qualitatively the same as in the soft sphere
model, see Fig. 11. At the critical density we do not
observe hcp in both models.. We also check that NVT
and NPT ensembles produce similar results for the local
cluster concentration in the density region 0.316 ≤ ρ ≤
1, see, e.g., Fig. 11a. We also calculated the dispersion
of the tetrahedra concentration (smaller or equal to the
point-size in Fig. 11a) in both ensembles and found that
even at ρ = 0.316 it is by the order of magnitude smaller
than the average concentration. Similar results we have
got for hcp-fraction, see Fig. 12. We see in Fig. 12 that
the fraction of hcp-clusters at high temperatures in the
soft sphere model deviates from LJ stronger than that
for tetrahedra in Fig. 12b. This is so may be because the
attractive part of the potential is more important for hcp
formation than for tetrahedra.
Going to the critical region in the LJ-system we still
observe no hcp-clusters but see the tetrahedra with fluc-
tuating sizes (inset in Fig. 11b where again the disper-
sion of the tetrahedra fraction is smaller or equal to the
point-size); the results obtained there within NPT and
NVT ensembles give different tetrahedra concentration
but of the same order. For example, T = 1.33 and
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FIG. 11. (Color online) (a) Tetrahedral fraction vs. tem-
perature for ρ = 1 (upper three curves) and for (LJ-critical
density) ρ = 0.316 (lower three curves). Particles interact via
LJ and soft sphere potentials obtained from LJ by removing
the attractive part, type 2, and adjusting the core in addi-
tion, type 1 (see Fig. 11b). The tetrahedral fraction in the
NPT-ensemble (LJ-potential) is shown by the dash-dot curve.
E.g., at T = 1.362, the pressure corresponds to the density
ρ = 1; the intersection of the corresponding NVT and NPT
concentration-curves in Fig. 11a at that point demonstrates
the stability of the local order with the respect to the ensem-
ble choice far from the LJ-critical point with strong density
fluctuations. The same applies for the second (“low density”)
intersection in the lower right corner of Fig. 11a. (b) Main
frame: interparticle potentials. Inset: the tetrahedra size fluc-
tuations; they strongly increase in the critical region.
ρ = 0.316 corresponds P = 0.14 and the tetrahedra frac-
tion in NPT and NVT are equal to 6.4% and 5.8% corre-
spondingly. We leave the overwhelming examination of
the local structure closer to the critical point where the
fluctuations exceed 15% for the forthcoming paper.
It follows that strong tetrahedral order stability is not
just model-dependent effect but rather universal feature
of simple liquids related mostly to the repulsive shoulder
of the intermolecular potential.
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FIG. 12. (Color online)Hcp-fraction at density ρ = 1 in
LJ and soft spheres, type 2 (see soft spheres potentials in
Fig. 12b).
B. Virial expansion and tetrahedral contribution
to fluid thermodynamics
Let us discuss the contribution of tetrahedral clusters
to fluid thermodynamic. We can try to uncover this prob-
lem investigating the virial expansion of the equation of
state for system with pair potential U(r) (see, for exam-
ple [41, 42]):
P
Pid
=
βP
ρ
= 1 +
∞∑
i=2
Bi(T )ρ
i−1, (6)
where is β = 1/kT ; Pid = ρ/β is the ideal gas pressure.
The virial coefficients Bi(T ) are defined as B1 = 1,
Bi+1 = − i
i+ 1
βi, i ≥ 1,
where the coefficients βi are are the irreducible “cluster
integrals” [41]:
B2 = −1
2
β1 = −1
2
∫
f(r)dr
B3 = −2
3
β2 = −2
3
∫
f(r)f(r′)f(|r− r′|)drdr′ (7)
. . .
Here f(r) = exp(−βU(r))−1 is the so called Mayer func-
tion. The Mayer function (like the pair potential) is far
from zero only when particles are situated nearby. So
local clustering of particles favors the Mayer cluster inte-
grals. More precisely, the integrands in Bi are noticeably
different from zero only if i atoms are close to each other.
So Bi represent the contributions of i-particle collisions
in system thermodynamics.
In order to examine the role of many-particle inter-
actions, we compare the virial expansion (6) with exact
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FIG. 13. (Color online) (a) The equations of state for
Lennard-Jones system calculated by both the exact equation
(8) and virial expansion (up to B5); (b) The comparison of
exact equation of state with first n = 2, 3, 4, 5 terms of virial
expansion at critical density ρ = 0.316.
.
equation of state that can be calculated for system with
pair potential U(r) as:
βP
ρ
= 1− 2
3
piβρ
∞∫
0
r3g(r)
dU(r)
dr
dr, (8)
where g(r) is the radial distribution function. For virial
expansion we use first five Bi coefficients calculated
in [43].
Direct calculation shows (see Fig. 13) that contribution
of many-particle interactions is essential for supercritical
fluids at even low densities and high temperatures where
we see local tetrahedra. At low densities, there virial ex-
pansion converges to exact state equation very well, we
can even extract the four-particle virial B4 defining the
9contribution from single tetrahedra. We see (Fig. 13b)
that this contribution is noticeable, though small enough,
at even high temperatures. It is obvious that tetrahe-
dral contribution is even more essential at high densities
there finite virial expansion fails and so infinite series of
Mayer diagrams, including multi-tetrahedral configura-
tions, must be taken into account.
So, with regard to our results concerning local struc-
ture, when we have high enough concentration of local
tetrahedra we can conclude that they play significant role
in the virial coefficients. We believe that this qualitative
conclusion can help our understanding of fluid physics.
And we will investigate this issue in more details in the
forthcoming paper as the matter of separate work.
C. Trimers, dimers ...
At low density (high temperature) the tetrahedral clus-
ters destroy mostly, but two dimensional and one di-
mensional symmetric clusters, trimers and dimers, may
still survive. In this sense, we can in principle intro-
duce other stages of local order destroy when three di-
mensional local symmetry changes to two dimensional
one, and so on: hcp-tetrahedra-trimers-dimers-atoms in-
stead of the sequence hcp-tetrahedra-atoms we used. We
should emphasize that according to the angular distribu-
tion plots, Fig. 7, perfect triangles should destroy more
or less at the same temperature (density) as tetrahedra
do. Moreover, it seems to us that for 3D one-particle sys-
tem with isotropic potential the three dimensional local
order (tetrahedron) is the matter of prime concern.
VI. CONCLUSIONS
In conclusion, we uncover nature of simple supercrit-
ical fluid on nanoscales. We show that temperature in-
crease (or/and density decrease) cause two-stage trans-
formation of local order in fluid. On the first stage, at
temperatures several times higher the melting tempera-
ture the solid-like order disappears. But the fragments of
the close packed clusters – tetrahedra – survive at tem-
peratures up to the several orders of magnitude higher
than the melting temperature. We show that the local
density fluctuations in the rare fluid effectively preserve
the local symmetry but induce the local cluster size fluc-
tuations. The second stage of the local order transforma-
tion corresponds to the total disappearing of tetrahedral
clusters and takes place only in the ideal gas limit. We
show that the superstability of the tetrahedra clusters in
the fluid is not just model-dependent effect but rather
universal feature.
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