This paper presents a framework allowing emblematic gestures detection, segmentation and their recognition for human-robots interaction purposes. This framework is based on a new coding of arms' kinematics reflecting both the muscular activity of the performer and the appearance of arm seen by the recipient when a gesture is performed. Following that, gestures can be seen as sequences of torques activations leading arm's parts to express a comprehensive meaning. In addition, these sequences have very stable topologies and shapes regardless to performers. This facilitates the generalization of the recognition process with a minimalistic learning effort for online usages. Promising results were obtained for a set of 5 classes of gestures performed by 19 different persons.
INTRODUCTION
In social relations, gestures are supplements and complements of speech to transmit messages and to interact. Gestures convey a large part of information that humans exchange when communicating with each other. Showing directions, saying 'hello' or describing a place are common to humans and they are used unconscientiously. Understanding gestures is important not only from a sociological perspective but it can have tangible and effective applications: mainly, those dealing with interactions with artificial agents such social robots. Two big classes of gestures are considered in the research community: first, gesticulation, which are associated with speech and autonomous gestures. These later, also called emblematic, comprise both deictic and iconic gestures and convey information about space (BIG, SMALL, DIRECTION or a pointed object), time (PAST) and also controls (such as STOP, GO, TURN). In the perspective of interacting with robots and artificial agents, these natural and daily life gestures can be considered as self-sufficient (e.g. the needed information is provided by a unique channel). On the other hand, conventionalized arm gestures are relatively easy to be captured by the current populated sensors such as cheap cameras and 3D sensors (Kinect and others), which are parts of nowadays service and interactive robots. Solving emblematic gesture's detection and interpretation problems, should facilitate face-toface robots controls by allowing intuitive and natural interactions as if the robot was a human recipient.
One of the main concerns in gestures recognition deals with users variability: the targeted population is too heterogeneous leading to systems heavy to install and lacking in both robustness and effectiveness.
In this paper, we present a new method allowing extraction and recognition of a set of conventionalized gestures performed by large population.
The main issues we are addressing here are concerned with inter-personal variability and subsequently, the learning process. Our aim is to deliver a system, which is able to recognize a set of emblematic gestures with a minimalistic training phase regardless to performers anthropometry, gender, age or their pose with regard to the sensing system. That is to say, the targeted system is the one has to have strong generalization capabilities allowing numerous users to interact with robots. In the following, we describe some works achieved in gesture recognition. Mainly, we specify the class of gestures we are considering to remove potential misunderstandings. Then, we detail gestures structural description and the coding scheme we derived from it. We then describe the learning methods we adopted as well as the assessment methods we performed in order to validate our technique. Results and a discussion will conclude the paper.
RELATED WORK
"Everyone claims to know what a gesture is, but nobody can tell you precisely" [2] . This phrase describes the main difficulty one has to face when tackling gesture recognition issues. Indeed, gestures variability is present within persons and in interpersonal instances. A given person does not reproduce exactly the same sequence each he performs the same gesture. As well, two persons do not execute similar sequences to produce the same gesture. This variability exists, even in constrained and goal-oriented movements such as pointing and reaching. Wolpert [17] and other researchers introduced movement invariants (kinematics and dynamics) targeting canonical descriptions. Unfortunately, these invariants are not sufficient to describe efficiently and uniquely communicative gestures. Indeed, communicative gestures are non-constrained movements and as such, cannot benefit from classical metrics to measure discrepancies/resemblances of executed gestures with regard to known ones. For grasping an object or for drawing a shape, the physical constraints allow defining some metrics, based on Lagrangian formulations or on Cartesian distances (e.g. trajectories of reference, minimum jerk formulation, etc.). Consequently, the recognition issue has to reconsider the metrics to be used.
In the following we give some general descriptions of gestures and the techniques developed for their recognition.
Emblematic gesture structures
Gestures are body movements that are executed alone or together with other communication signals (speech or face expressions for instance) that one (the emitter) produces as message toward a receiver. In our work, we focused on emblematic gestures, namely, a set of pure body movements having a semantic meaning (excluding gesticulations, which use speech or other communication modalities to produce messages, McNeil [3] ). This gesture's class is similar to sign languages (SL), however, it cannot take advantage of the strong structure and accurate semantics [12] present in SL area. In finding structural descriptions to gestures, Kendon [1] proposed the morpho-kinectics, a mix between the morphology (semantics) and mechanist descriptions of gestures. According to this approach, gestures are considered as body movements having four characteristics:
• Excursion: parts of the body move away from a rest position and return back to this position, • Peak: excursions have a center, known also as the stroke phase • Boundedness: gestures have clear onsets and offsets, which is different from posture changes where the transition are less sharp, • Symmetry: the temporal evolution of gestures is symmetric and gestures could be seen indifferently figure 2: Gestures structure From a temporal point of view, one can consider gestures as a three-phases process: 1) pre-stroke, 2) stroke and 3) poststroke, corresponding respectively to gesture's preparation, execution and the return back to a rest position. This sequence is extensively used in recognition techniques, as it will be shown latter.
Emblematic gestures coding, segmentation and recognition
As first inputs, recognition methods need isolated segments, more specifically, the segments lasting from the prestroke to the post-stroke. Classifiers are then used to label these segments. In [8] , authors detect explicitly both starting and ending instants before recognition. They combine the kinematics of the body in motion together with its dynamics and correlate these results with human-based segmentation. In [18] , gestures are segmented using a combination of the body trajectory curvature in the state-space together with the curvilinear speed (crusts points). These approaches are supposed to be generic but unfortunately, their robustness is far from being satisfactory (as indicated in [8] , gestures boundaries are inherently subjective). In practice, most of works combine both segmentation and classification is single processes: the developed classifiers extract and recognize gestures on the fly [5, 6, 7] . Indeed, the very popular Hidden markov models (HMM) [16] or Time Warping (DTW) techniques are widely used because they offer strong capabilities to model nonstationary signals or events. Other approaches have been developed as well: particle filters and condensation techniques were used for their capabilities in handling real-time and online recognition. Neural networks (TDNN, MLP and RBF-NN) also have been implemented to perform recognition. However, these techniques need a large amount of data for training and a many parameters to set to reach an acceptability threshold. On the other hand, any extension (e.g. the inclusion of new gesture) needs to reconsider the initial training phase. For easy generalization (both for users and vocabulary), support vector machines (SVM) techniques seem to be more effective. In [17] , authors reviewed 9 methods and compared it in addressing the issues related to the use of small samples and the easiness of generalization. They showed the possibility of reducing learning sets by combining encoding techniques to reduce gestures space dimension together and adaptive classification approach.
The last point to consider, deals with coding movements. Coding didn't receive much attention, even if adequate coding may reduce complexity and increase robustness. Most of coding techniques consider the body as a poly-articulated chain and apply classical tools (derived from robotics). This coding aims at normalizing movements and to provide explicit metrics allowing classification operations. However, when sensing technologies do not have access to direct 3D measurements, which is typical for image processing based techniques, captured data are transformed into ad-hoc spaces: in [13] for instance, the movement is expressed as a histogram accumulating a Radon transform of the silhouette. In [9] , authors extract the optical flow due to movements and segment it as a set of bag of kinematic modes (similar to bag of words in visual patterns recognition). PCA are as well widely used to encode gestures: it can reduce the gesture space to have minimalistic representations more suitable for recognition (see [19] for instance).
In our work, we used Kendon's ideas about gestures structure and appearance. This helped in deriving methods to segment and to encode body movements in real-time for on-line recognition purposes. For the later, we use an SVM based technique which, supports few samples for training as well as facilities to extend the gesture vocabulary to new instances.
OUR APPROACH FOR CODING, SEGMENTATION AND RECOGNITION OF EMBLEMATIC GESTURES
The aim of our system is to be able to recognize a set of gestures performed by unknown people in order to control a mobile robot. In other words, the system should be robust to interpersonal variability. Namely, it should take into account various morphologies, tonicity of performers as well as differences in shapes of the executed gestures. In this perspective, we developed a new coding technique that encapsulates scale and time normalizations. The derived signals describing arms movements are then used directly for the recognition process. In the following, we detail the method and we show how it is used for both gestures segmentation and coding. 
3D data normalization
The gestures we consider, concern the ones performed by right arms. We assume that 3D joints positions are available from a 3D sensor such as a CODAMOTION, a WorldViz PPT tracker, a Kinect or a vision based tracker [16] . In the first step, the 3D data are expressed into the absolute frame R abs related to the performer's shoulders. This removes the body orientation dependency. In a second phase, the 3D data are used to replace arms parts by unit vectors: a segment (limb) A i A i+1, i=1,3 . Respectively: arm (shoulder-elbow), forearm (elbow-wrist) and hand (wrist-index fingertip) are replaced by:
We Any arm posture is then described by a 9-vector. To eliminate time, arm movements are expressed in configuration space. Thus, a gesture can be seen as a sequence G (figure 4):
By doing so, we normalized our data with regard to both performer's morphology and tonicity. Indeed, G represents the collection of postures regardless to time. 
Gestures' segmentation
Gesture segmentation is a difficult task even for humans [6] . The main issue here is to find an objective criterion to use to determine the beginning and the end of a sequence corresponding to an actual gesture. In our case, we use the Kendon's approach: once the original signal is transformed, we perform gestures' segmentation by detecting pre-strokes and pos-strokes. Both movements are ballistic ones with symmetric accelerations and decelerations. Following that, the picks in the curvilinear derivative of the 9-vector G give the start and the end of gestures. An additional feature is also used: anti-phase movements are present in both pre and post strokes (figure 5). By combining the two features (the derivative min-max and the anti-phase micro-movements), the system is able to extract the stroke, which is the core of the gesture. 
Gesture descriptors
The last step in preparing data is dealing with extracting a set of features describing the gesture. For this step we use Stokoe ideas. Indeed, for the later, the place (with regard to the body) where the stroke takes place is one the main characteristics. In the configuration space, the idea remains even if it has no Euclidian foundations. We do not consider properties such as left, right for instance, but a position within the configuration space. A normalized gesture in the configuration space, consists in a cycle with a cusp (corresponding to the stroke) at one extremity.
The next table summarizes the stroke positions (cusps) of the 5 gestures we choose for our study. Likewise, for the "bye-bye", we have cycles around 0 in the 3 x-axis and the first y-axis, the two others are cycles close to 1 in both y 2 and y 3 . This geometrical representation of gestures allows deriving the 'position' feature in a straightforward manner: all points lying on the diagonal are more likely to be pointing gestures. Another use of the table, which is not explicit here, is dealing with semantics: each line could be seen as a word representing a gesture.
Gesture
Moreover, the second set of features we consider is dealing with beat movements: 3 of gestures we included in our study are cyclic movements. The cycles are in fact stationary movements having a pseudo-stroke (an attractor). In fact, observed signals are pseudo-cyclic and techniques such as autoregressive models for instance fail to detect it. Instead, we use a pseudo distance (or a probability distribution) that measures the distance between the actual signal and a triangular one (the shortest path between direction change points). This distance is the following:
Where P iso is homogenous to a probability. d 1ij and d 2ij are given by ( figure 7) .
. k 1,2 are curvilinear normalization constants. d 1ij m is equal to one for non symmetric signals while d 2ij is equal to one for very short of cycles (close in space which could be considered as noise instead of actual cycles). Finally, we end up with a 27-vector to describe a gesture.
Gestures recognition in our apporach
In our work, we used a SMV-based technique. SVM is basically a binary linear classifier. Its principle is to find a separating hyperplane (w,b) that maximizes the margin between two or more classes: SVM classifies a pattern x using a training dataset (xi) and corresponding to labels yi into classes n classes {-1,+1}. This problem is equivalent to minimize the following function: under the constraint : . For non-linearly separable problems, the soft-margin technique is used and minimization problem is re-expressed as:
with the new constraint:
Where the regularization parameter C determines the degree of contribution of the slack-variables (if C is small constraints are easily ignored if it is large constraints are hard to ignore). In practice, the dual formulation of the previous optimization problem is used instead. This allows using the 'kernel trick' to speed-up the resolution of the optimization problem.
In our case, we adapted a more advanced SVM-based classifier, namely, the giniSVM presented originally in [11] . Basically, giniSVM is a multi-class ranking system, which generates a unique SVM decision, as a set of probabilities scores for the presented sample. For our implementation, we used a polynomial kernel (RBF functions were also tested but no noticeable differences were found as mentioned in the literature).
RESULTS AND DISCUSSION

The experimental setup
To test our system, an experiment involving 19 subjects was performed. 10 French, 5 Italians, 1 Turkish and 2 Mexicans compose this population set. The average age was about 27 and there were 5 women and 14 men. All subjects were informed about the goal of the experiment and they were asked verbally to execute the set of 5 gestures as naturally as possible. Namely, they were not instructed about the way to behave (the number of cycles for beat movements was left to subjects). Likewise, the choice of the direction of pointing (for the pointing gesture) was free. However, subjects were told to return back to a natural rest position, for which most of the time people kept arms close to their bodies.
Each subject executed series of 10 instances of the same gestures. Thus, in total we ended with 5*10*19 sequences.
The measurements were achieved with a CODAMOTION in a 4mx4m room.
The acquired sequences were segmented automatically thanks to the method we presented before. The results we obtained were 100% successful. This means simply that starting and ending movements by the rest position was sufficient.
Gestures recognition for Intrapersonal conditions
The first test we conducted was concerned with the intrapersonal condition. We aimed at testing the robustness of the system for a unique user. For each subject, the 10*5 gestures were divided into a training set of 6*5 instances and the rest was used for testing the recognition. The following table gives the results we obtained. 
Gestures recognition for Interpersonal conditions
The second test we performed is dealing with interpersonal variability. By applying the Leave-one-out technique, we aimed to assess the system in the canonical way. Table 3 : leave-one-out test Except for two subjects (the 10 th and 18 th ), the success rates are almost good. However, one can notice that most of errors are coming from the 4 th class (the 'COME' class). In fact, when individual data were analyzed, we discovered confusion between classes 2 and 4. Intuitively, this confusion make sense: the 'COME' gesture and the 'BYE-BYE' are very similar and the only difference is the movement of the hand: for the first gesture the hand is within a sagittal plan while for the second the movement takes place within the lateral plan. When the class 4 was removed, the results of table were obtained. Clearly, the results are much better.
The ratio training set-testing set
In a second phase, we wanted to assess our system with regard to the training set size to test the hypothesis of the minimal learning set. For this purpose, the acquired data was divided following a variable ratio: randomly, n% n=1:5:95 (5%, 10%, etc.) of the population was choose as the training set and (100-n)% as the testing set. This procedure was performed 200 times to collect a statistically consistent trend. In figure, one can see that the success rate increases to reach a plateau when the learning set is about 6 persons and remain constant. This suggests that a training set of 6 people is sufficient, at least for the population we had.
To take into account the previous misclassification (the confusion between gestures 2 and 4), we removed the fourth class from our database. The result was even better and a set of 3 persons was sufficient to reach the flat region. 
The implementation on a real mobile robot
The full recognition system was implemented and embedded on a mobile robot. The latter was equipped with a Kinect and a VRPN server to transmit the body skeleton (extracted using openni primitives) to a distant client. The results we obtained are given in Figure 10 . Each gesture is represented as a line and the color corresponds to its class (red for 'pointing', green for the 'stop', blue the 'bye-bye' and yellow the 'come here'). White lines spearate between two performers (4lines for 5 performers). The first comment is that the system was able to recognize all gestures except very fiew cases (coherent with off line results). This means, that the system was able to generalize to new users without new learning session. Moreover, we measured the mean instant where the system recognized correctly a gesture with 95% success rate. The 95% of good recognition were achieved after 1.17 seconds. Meaning that the robot was able to react to the performed after 1.17s which very close to human-human interactions.
CONCLUSION AND FUTURE WORKS
In this paper we presented the approach we developed for on-line emblematic gestures recognition. A new coding scheme based on a simple normalization and a transformation of gestures' time series in a configuration space was presented. From the later, we showed how structural features are derived both for segmentation and for recognition. Finally, we presented the obtained results after a giniSVM-based classification. The achieved success rates are comparable to state of the art even if a continuous dataflow is analyzed.
The first trials in real application were run with a Kinect to control a mobile robot: the success rates are slightly below 95%, which is the normal threshold success rate for a good acceptability, interfaces designers consider. Moreover, the reaction time is acceptable.
For now, gestures are represented by a 27-vectors. This leaves a room for including more characteristics to describe the time series. Namely, one can use discriminate techniques to isolate strong features.
The next main step will be the introduction of unsupervised learning. Indeed, the final system we are targeting if for controlling mobile service robots. As such, it will be necessary to endow it with extensible learning capabilities to allow users to create new controls and commands to adapt the robot to their needs.
