Abstract-In future, vehicles and other traffic participants will be interconnected and equipped with various types of sensors, allowing for cooperation on different levels, such as situation prediction or intention detection. In this article we present a cooperative approach for starting movement detection of cyclists using a boosted stacking ensemble approach realizing featureand decision level cooperation. We introduce a novel method based on a 3D Convolutional Neural Network (CNN) to detect starting motions on image sequences by learning spatio-temporal features. The CNN is complemented by a smart device based starting movement detection originating from smart devices carried by the cyclist. Both model outputs are combined in a stacking ensemble approach using an extreme gradient boosting classifier resulting in a fast and yet robust cooperative starting movement detector. We evaluate our cooperative approach on real-world data originating from experiments with 49 test subjects consisting of 84 starting motions.
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I. INTRODUCTION

A. Motivation
In our work, we envision a future scenario [1] where traffic participants with different degrees of automation share a road with vulnerable road users (VRUs) such as pedestrians and cyclists. To ensure safe interactions between automated vehicles and VRUs, it is crucial to predict the intentions of the VRUs as early as possible, so that the vehicle is able to choose an appropriate reaction and avoid dangerous situations. However, anticipating the behavior of VRUs is challenging, as they are able to suddenly change their directions. Additionally, they can be overlooked easily due to occlusions. To guarantee safety, automated road users have to maintain a digital map of their surroundings using sensor systems such as cameras, LiDAR, and RADAR. Due to sensor limitations and occlusions, it is also necessary to communicate between different traffic participants to cooperatively update the environment model maintained by each agent. In addition, the model may be complemented by infrastructural sensor systems, such as stationary cameras and laser scanners or by VRUs equipped with mobile devices, such as smartphones or smart watches. Approaches using body worn sensors to locate VRUs often lack positional accuracy, but allow for an early intention detection. Infrastructures equipped with sensors can help to resolve occlusions. By combining this information we are able to gain a more reliable model of the current traffic situation. The collective knowledge can be utilized in different ways, e.g., to improve the localization of other traffic participants. 
B. Main Contributions and Outline of this Paper
Our main contribution is a cooperative approach for early and robust starting movement detection of cyclists. We introduce a new method based on a 3D Convolutional Neural Network to detect starting motions on image sequences by learning spatio-temporal features. Moreover, we present an extended method for starting movement detection based on human activity data, originating from smart devices. Starting movement detections from a camera and smart device based detectors are combined using a novel boosted stacking ensemble approach, implementing decision-and feature-level cooperation.
The remainder of this article is structured as follows: In Sec. II, the related work in the field of cooperative intention detection methods, convolutional neural networks, and cooperative methods is presented. Sec. III describes the overall cooperative approach, the 3D CNN and the smart device based starting movement detection method. In Sec. IV, the metrics and data used for evaluation are presented. The experimental results are discussed in Sec. V. Finally, in Sec. VI the main conclusions and open challenges for future work are presented.
II. RELATED WORK
A. Intention Detection of Vulnerable Road Users
The detection of VRUs has been an active field of research over the past decades. But with increasing automation in vehicles it becomes more and more important to not only know the current position of the VRU, but to anticipate their behavior and forecast their future positions.
We see the motion of a VRU as a sequence of activities or basic movements, such as standing or walking. Moreover, we see the motion of a VRU as motion of certain body points (e.g., center of gravity, joints, or head) in the 3D space. Our second aim is to forecast trajectories of such points. Both, basic movement detection and trajectory forecasting, are part of what we refer to as intention detection. In this article we focus on detecting the starting movement.
Regarding pedestrians' intentions, research has become more active over the last years.
In [4] , Köhler et al. used Histograms of Oriented Gradients features on motion history images of pedestrians in combination with a Support Vector Machine to detect their intentions to cross the road. The image sequences were generated with a stationary camera. They were able to detect the starting intention within the first step of the pedestrian with an accuracy of 99%. In [5] , they adapted their method to moving vehicles and different movement types.
Quintero et al. [7] presented a method for pedestrian intention and pose prediction based on the pedestrian's 3D joint positions in combination with Balanced Gaussian Process Dynamical Models and naïve-Bayes classifiers. They were able to provide path predictions at a time horizon of 1 second with mean errors of 24.4 cm for walking, 26.7 cm for stopping, and 37.4 cm for starting pedestrians.
When it comes to cyclist intention detection, there is still few research in the field. Pool et al. [8] presented a method for cyclist path prediction using the local road topology as additional information. They tested their algorithm on real world data recorded from a moving vehicle. By mixing different motion models for canonical directions, they were able to improve the prediction for sharp turns by 20% on average.
Concerning cooperative VRU intention detection approaches including smart devices, Thielen et al. presented a prototype system incorporating a vehicle with the ability of C2X communication and a cyclist with a WiFi enabled smartphone in [9] . The authors were able to successfully test a prototype application that warns a vehicle driver against a likely collision with a crossing cyclist within the next 5 s. The authors in [10] proposed a prototype system using a smart device for Car2Pedestrian communication and pedestrian tracking. For this purpose, they transmitted the type of movement to an approaching car. This allows for warning the pedestrian and the driver. In [11] , the authors presented an approach to pedestrian path prediction using artificial neural networks. These three approaches have in common that their predicted VRU trajectory is based on smart device information. However, there is no cooperation on the level of detected intentions between different traffic participants. In [12] , the authors proposed a concept and listing of requirements for cooperative intelligent transportation systems including smart devices.
In our own preliminary work [2] , we introduced a cooperative two stage method to detect starting motions of cyclists and forecast their future positions. The detection of starting motions was done using smart devices and infrastructure based sensors. The detected movement primitives were used in an adaptive gating function that weights two trained trajectory forecasting models. Using this cooperative method, we achieved a more robust detection of starting motions and reduced the forecasting error of starting trajectories.
In this article, we extend our previous method by a 3D Convolutional Neural Network (CNN) incorporating spatiotemporal features and a stacking ensemble approach realizing feature-and decision-level cooperation for cyclist starting intention detection bringing us one step closer toward the envisioned future traffic scenario [1] .
B. Convolutional Neural Networks
CNNs were first used for visual pattern recognition tasks in the early 90s and have drawn attention to themselves when Krizhevsky et al. [13] used a deep CNN called AlexNet to win the ImageNet Large-Scale Visual Recogintion Challenge (ILSVRC) [14] in 2012. Now they are widely used for image classification and image based object detection. The AlexNet consists of a simple layout where convolutional layers, together with max pooling layers to reduce the dimensionality, and dropout layers to prevent overfitting are stacked on top of each other.
In 2015, Szegedy et al. [15] introduced the use of so called inception modules where in one layer multiple filter operations are performed in parallel and the output is concatenated at the end. They created a network called GoogLeNet by stacking inceptions modules on top of each other, resulting in a deep architecture with 12 times fewer parameters than AlexNet. GoogLeNet won the ILSVRC 2014.
The ILSVRC 2015 was won by He et al. [16] using a residual network architecture (ResNet). ResNet consists of residual blocks, where the output of convolutional layers is added to their input allowing much deeper network architectures. In this article, we use a ResNet architecture to classify starting movements. The network is described in detail in Sec. III-C.
Ji et al. [17] developed a CNN based model for human action recognition in video sequences. When it comes to action recognition, the information contained in a single image is often not enough to detect a certain action. Therefore, they performed 3D convolutions to extract spatial and temporal features from sequences. The action recognition was performed on surveillance videos and the authors compared their method to a classification using a 2D CNN and four other methods using spatial pyramid matching, where the 3D CNN outperformed all other methods.
A different approach using Long-term Recurrent Convolutional Networks, presented by Donahue et al. [18] , uses multiple 2D CNNs on single input frames of a video sequence to extract visual features for every time step, which are then passed to a Long Short-Term Memory (LSTM) encoder. An LSTM decoder was used to generate a sentence in natural language describing the video.
Malchanov et al. [19] introduced a method to classify hand gestures in video sequences using a 3D CNN. By creating two subnetworks, one low and one high resolution network, and fusing the outputs at the end, they were able to achieve a higher accuracy compared to the unfused outputs of the subnetworks.
C. Cooperative Methods
In this section, the related work on cooperative methods is reviewed.
According to [20] , multisensor data fusion is a process which enables the combination of information from different sources in order to form a unified picture. Cooperation refers to the process of acting together for a common benefit and in contrast to bare data fusion also captures the interactions between the different participants which are inherent in our envisioned future traffic scenario [1] . For this reason, we use cooperation as an umbrella term including fusion as an integral part.
Speaking about cooperative methods we have to specify at which level we aim to cooperate: (1) at the data-or featurelevel, (2) at the level of models and (3) at the level of model outputs or decisions. Our approach focuses on the first and third level.
In the machine learning research community ensemble techniques [21] are a widely applied to combine different model outputs in order to improve the overall prediction quality. Well known ensemble techniques are stacking, boosting, bagging or Bayesian model averaging [22] . An extension to the latter is Bayesian classifier combination [23] . Recently, mixture of experts models, which comprises a gating model weighting the outputs of different submodels, gained a lot of attention, as they determine state-of-the-art performance in language modeling [24] and multi-source machine translation [25] . These approaches are based on deep neural networks, hence, they require many training samples. Besides machine learning based techniques there are also Bayesian filtering [26] and sequential estimation techniques [27] , which are mostly used to conduct feature-level fusion. Additionally, Dempster-Shafer theory [28] is widely used in research and industry for cooperative systems fusing various sources of information. A review over techniques for data fusion in intelligent transportation systems can be found in [29] .
III. METHOD
Our approach aims to detect transitions between waiting and starting as early as possible because an early knowledge about these transitions can support the trajectory forecast [1] . The detected movements can then be used by an automated vehicle, e.g., for trajectory planning. In this work, we focus on detecting the transition between waiting and starting. The detection mechanism has to recognize these transitions within a few milliseconds after the first starting movement while retaining robustness, i.e., avoiding false positive starting detections. For a more robust and yet fast starting intention detection we propose a cooperative approach. In our method the output of several classifiers with different strengths and weaknesses are combined in order to receive a reliable and fast detector for starting movements of cyclists. The cooperating traffic participants, which we consider in the following as agents, can be cars, infrastructure and VRUs themselves. Here, we restrict ourselves to a research intersection [31] equipped with cameras and smart devices carried by VRUs.
A. Overall Approach
In this section, we describe our overall approach to cooperative starting movement detection. An exemplary scheme of our cooperative detection process including smart devices, infrastructure and automated vehicles is depicted in Fig. 1 . In order to use all available sources of information and to get an encompassing model of the environment, we perform cooperation on two different levels, i.e, the feature-and decision-level. The smart devices and the infrastructure cameras are used to cooperatively detect the cyclist's movement type, i.e., waiting or moving.
First, an individual detection step is performed by the different agents. The detector for the camera-based recognition is realized using a novel 3D CNN based approach. The smartdevice based detector is based on human activity recognition techniques using accelerometers and gyroscope measurements. Then subsequently, the detections of each agent are sent to another agent, e.g., to the automated vehicle, where a stacking ensemble approach using extreme gradient boosting is used to combine both detection results. In Fig. 1 , P sd moving , P cnn moving and P coop moving denote the probabilistic outputs for the moving class of the detectors of the smart device, 3D CNN and ensemble classifier, respectively. The stacking ensemble approach realizes cooperation on the level of detected starting movements as well as feature-level cooperation. The latter is the concatenation of features originating from the smart device and the infrastructure camera system. These features, the results of the 3D CNN and smart device based classifiers are used as input of an extreme gradient boosting classifier, implementing the cooperative starting movement detection.
Moreover, as input for our approach we assume that a mechanism for camera based cyclist recognition, tracking of 2D bounding boxes, and 3D head trajectories, e.g., a wideangle stereo system, is given. For the communication we assume that it is realized by means of an ad hoc network. Our approach assumes idealized communication without any considerable communication delays and synchronized devices using GPS timestamps. The cooperation mechanism avoids sending large amounts of raw sensory data, only the accelerometer's magnitude, the cyclist's head position and the current detector output have to be transmitted. This allows to cope with a limited bandwidth concerning the communication medium.
First, the general modeling concerning the different classes used by the subsequent classifiers for starting movement detection is described. In the following, the movement detection using a sequence of camera images and a residual 3D CNN is described in Sec. III-C. In Sec. III-D, we present the starting intention detection based on the sensors of the smart device. Finally in Sec. III-E, the cooperation mechanism realized by means of the stacking ensemble model is described.
B. Detection of Starting Movements
The starting movement detection is modeled as a three class problem, i.e., waiting, starting and moving. The starting class is an auxiliary class, which allows to integrate early movement indicators, such as head movements, into the training process. Exemplary classification output of one scene, with the moving probability P moving (red), the labeled starting time (blue), and the labeled moving time (green).
Moreover, it simplifies the modeling of the transition between the waiting and moving class. P waiting , P starting , and P moving denote the probabilities assigned by the classifiers to the different classes. The labels of the output data were created manually and are defined as follows: A sequence is labeled as waiting if neither the wheel of the bicycle is moving, nor the cyclist is performing a movement that leads to a starting motion. Every frame between the first visible movement of the cyclist which leads to a start and the first movement of the wheel of the bicycle is labeled as starting. Finally, every frame after the first movement of the bicycle wheel is labeled as moving. Fig. 2 shows an exemplary output of the classifier, where the red line represents P moving , the blue line is the labeled starting frame and the green line is the labeled moving frame. The output of the classifier should be a zero moving probability during phase I (see Fig. 2 ), the probability should increase in phase II, and should reach a probability of one in phase III. However, sometimes there is no phase II, since there is no visible movement of the cyclist until the wheel of bicycle starts moving.
C. Movement Primitive Detection Using a 3D CNN
In this section, we present the use of a 3D CNN with the ResNet architecture to classify starting movements of cyclists. The classification is done frame by frame using the last ten images of a stationary camera.
1) Convolutional Neural Network: A CNN architecture mainly consists of convolutional layers which perform convolutions to extract local features from the input and generate feature maps v xy , pooling layers to reduce the dimensionality of the feature maps, and a fully connected layer (FCN) at the output.
Eq. 1 describes a 2D convolution at the image position (x, y) with the input image I and the filter kernel K. The size of the filter kernel in x-and y-direction is described by (2M + 1, 2N + 1) for kernels of odd size. After a bias b xy is added to the result of the convolution an activation function, in this case a rectified linear unit (ReLU), is applied. The ReLU outputs 0
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2) 3D Convolutional Neural Network: Since starting movements of cyclists cannot be captured by a single image, we added the temporal dimension to the input of the CNN by stacking the last 10 images (I t−9 to I t ) and adding a third dimension to the filter kernel. Fig. 3 shows an example of the 3D CNN input x seq t . The functional behavior of the 3D convolution is shown in Eq. 3, where t is the temporal dimension of the image sequence and 2T +1 describes the size of the filter kernel in the temporal dimension. By applying the 3D kernel to an image sequence, the extracted features contain information about movements at a certain position. 3) Residual Architecture: The ResNet architecture was introduced by He et al. in 2015 [16] . They propose a network architecture which is easier to train and produces a higher accuracy than conventional CNNs. The authors identified a degradation problem, where adding more layers to a deep model leads to a higher training error. The problem was addressed by adding residual building blocks, where the original input x bypasses a series of convolution layers F (x) and is added to the output resulting in F (x) + x. Thus, instead of directly modeling a target function they force the network to model the residual function. By stacking residual blocks, they were able to train a network with 152 layers resulting in substantially better classification results compared to shallower networks. A residual block is depicted in Fig. 4 , on the right. Each block has an internal bottleneck structure to reduce the amount of computation. The first 1 × 1 × 1 convolution represents the input in a lower dimension, followed by an
Our network architecture is described in Fig. 4 and is based on the network from [16] . To reduce the number of input features, after a batch normalization layer, an initial convolution followed by a max pooling layer is applied. Before [5x32x32x64]
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[3] the feature maps are passed to the residual blocks, a 1 × 1 × 1 convolution is carried out to generate 32 feature maps. A residual block consists of 3 sequential repetitions of residual layers with bottleneck architecture. After 6 blocks, resulting in 1024 feature maps, an average pooling is applied, where the result is passed to a fully connected layer followed by a softmax layer to generate probabilities. In order to speed up the training process, batch normalization layers were added at the network input and after every residual block. The output vectorŷ cnn t of the overall network contains the probabilities of 3 classes: P waiting , P starting , and P moving . Our network is trained on the input sequences x seq t of each individual time step and outputs a feature vectorŷ cnn t , which contains the class probabilities.
D. Movement Primitive Detection Using Smart Devices
In this section, the smart device based starting movement recognition is described. The focus of this section is on the early detection of cyclist movement types. The detection is realized by means of human activity recognition techniques [32] based on the gyroscope and accelerometer sensory data, which is nowadays available on nearly every smartphone. A schematic of the performed steps for starting movement detection based on smart devices is depicted in Fig. 5 .
1) Preprocessing and Feature Extraction:
The approach presented here uses features computed from accelerometer and gyroscope sensors sampled with a frequency of 100 Hz. The gyroscope allows for detecting rotation movements, such as pedaling, whereas the accelerometer is better suited to detect linear movements, e.g., forward movements. The accelerometer sensor is gravity compensated. The three accelerometer and gyroscope components (x, y, and z, respectively) are transformed using the estimated gravity vector (e.g., obtained by low-pass filtering of accelerometer data). The transformed values are then in a coordinate frame which is leveled with the local earth ground plane, i.e., the z-axis is pointing towards the sky. This coordinate frame is referred to as local frame. The compass is not considered due to its sensitivity to a precise calibration [33] and possible magnetic perturbations. In absence of any compass data, the transformation from this local frame to a global reference frame is not known, i.e., it is not known how the device is oriented with respect to the VRU. By considering the magnitude of the accelerometer and gyroscope values in the local horizontal x−y plane orientation invariance is achieved. Moreover, the projection of the sensor values on the local vertical z-axis, i.e., the gravity axis, are considered.
A sliding window segmentation of window sizes 0.1 s and 0.5 s is performed on each of the transformed signals and features commonly used in human activity recognition [32] , such as the mean, variance, and energy, are computed. In addition, features based on the orthogonal polynomial approximation up to the 3 rd degree are extracted for window lengths of 0.2 s and 0.8 s, as used in [2] . Whereas, features computed with the smaller window sizes capture short term dependencies and with larger window sizes capture dependencies on a more coarse timescale. Additionally, the magnitude of the discrete Fourier transform (DFT) coefficients are also considered as input features, as applied for human walking speed estimation in [34] . The coefficients are normalized with respect to the overall energy in the respective window. The window size is set to 0.64 s and coefficients up the 10 th order are considered. In total, 112 features are computed.
Features extracted from the smart device's integrated GPS are not considered. The reason for this is that GPS is not always available or noisy due to multipath effects. Moreover, the sampling frequency, of the GPS is too low to detect fast changes in the cyclists movement.
2) Detection of Starting Movements: The starting detection is realized by means of a frame-based extreme gradient boosting classification [35] . The frame-based classification is performed at discrete points with a frequency of 100 Hz. To reduce the dimensionality and increase the generalization performance, a sequential forward feature selection procedure is performed. As score, the wrapper approach uses the harmonic mean between the F 1 -score (i.e., detection of starting movements) and the mean time t d required for detecting the starting movement. Whereas the latter is transformed using an exponential transformation exp (− The classifier is trained on labeled data consisting of two classes, i.e., waiting and moving. The moving class as introduced before is merged with the starting class for training of the classifier. The resulting classifier outputs probabilities, which refer to the confidence of the prediction. In order to predict proper class probabilities, a probability calibration using a logistic sigmoid is performed.
These probabilities are used in a soft voting ensemble approach [21] , aggregating the prediction of the classifier in a sliding window manner within the last 0.1 s. This smooths the output and reduces false positive detections.
E. Cooperative Movement Primitive Detection
In this section, we describe the cooperative starting movement detection approach realized by means of a stacking ensemble approach using another classifier [21] .
A schematic of this cooperative process is depicted in Fig. 6 . The classifier combines the detections of the 3D CNN and smart device based detectors. It is realized by an extreme gradient boosting classifier [35] .
The outputs of the 3D CNN and smart device based classifier (ŷ cnn t andŷ sd t , respectively) are used as input of the classifier. In order to increase the performance of the classifier, additional features originating from the smart device and the camera are used. Additional smoothing and outlier detection capabilities are added to the classifier by consideration of the last three predictions of the 3D CNN and smart device based classifier as inputs.
The features used from the smart device are orthogonal polynomial approximation coefficients [36] up to the 3 rd degree computed on the magnitude of the gravity compensated acceleration values for window lengths of 0.2 s and 0.8 s. The goal here is not to make extensive use of many features from the smart device, but to give the classifier information to improve the starting movement detection. Additionally, using only features computed on a single sensor value reduces the communication overhead. Only the magnitude of the smart device acceleration sensor and the starting movement detection result have to be transmitted.
Moreover, the classifier uses past velocity measurements extracted from the head trajectory of the tracked VRU as input. The information can for example be supplied by infrastructure based sensors or vehicles. As shown in [37] , these features based on the cyclist's head trajectory are a valuable source of information for predicting cyclist intentions. The head trajectory is used to calculate the magnitude of the velocity and subsequently features based on orthogonal polynomial approximations for window lengths of 0.2 s and 0.8 s are extracted.
In order to comply with the sampling rate of the smart devices, the predictions are performed with a frequency of 100 Hz, i.e., the camera measurements are oversampled. In case of the cyclist being occluded, the cooperative classification stage is bypassed and only the smart device prediction is used.
IV. DATA ACQUISITION AND EVALUATION
A. Data Acquisition
To evaluate our algorithm, we created two datasets of starting cyclists. The first dataset contains 49 female and male test subjects, who were equipped with a smart device. They were instructed to move between certain points at an intersection with public, uninstructed traffic while following the traffic rules. Due to two traffic lights at the intersection, we received 84 starting motions, with a maximum of two starting motions per test subject. The trajectories of the cyclists are shown in Fig. 7 . Besides the sensor data of the smart devices, we recorded the images of two HD cameras, which are installed at the intersection as part of a wide angle stereo camera system. The smart device measurements were used to train, validate, and test the classifier based on data from smart devices. In order to increase the number of validation Stacking ensemble approach for cooperative starting movement detection using an extreme gradient boosting classifier. sequences for the stacking ensemble, the 3D CNN is only trained on uninstructed cyclists and the instructed are only used for evaluation using a two-fold cross-validation.
The second dataset was created to enhance our data and consists of image data of 305 uninstructed cyclists, recorded at the same intersection. The second set was split into training, validation and test sets for the 3D CNN.
B. Evaluation
We performed the evaluation of our cooperative approach using infrastructure and smart device based sensors. The evaluation, i.e., cooperation, is performed offline.
To assess the quality of our classifiers, we created a scenewise evaluation, where one scene starts after the cyclist stopped and ends when the cyclist is leaving the field of view. To classify a starting movement, we look at the predicted moving probability. If a certain threshold is reached (s in Fig. 2) , the starting movement is classified at the time step where the threshold was reached (k in Fig. 2 ). If starting was detected during phase I, the scene is rated as false positive. If the detection is in phase II or III, it is rated as true positive. If the threshold was never reached, it is rated as false negative. Since every waiting phase ends in a starting phase, we do not consider true negatives. The overall quality of the classifiers is rated by F 1 -score and precision.
To assess the detection time of the classifier, we calculate the mean time difference δ t between the detection time t d and the start time of phase III t III of all true positives over all L sequences (Eq. 4), where smaller values indicate a faster classification.
V. EXPERIMENTAL RESULTS
In the following, the described methods are evaluated using a two-fold cross-validation over the set of instructed cyclists. First, we evaluate the individual results of each classifier in Sec. V-A. In Sec. V-B, we assess the cooperative movement primitive detection and compare the results to the individual classifiers.
A. Movement Primitive Detection 1) 3D CNN: In this section, we describe the evaluation of the 3D CNN. The dataset we used is divided into a training and a validation set, s train and s val . s train consists solely of uninstructed cyclists and makes up 60% of all measurements. s val consists of all instructed cyclists and additional uninstructed cyclists and was split into two sets s val1 and s val2 to perform a two-fold cross-validation. s val is split in a way that instructed and uninstructed cyclists are evenly distributed. The classification of the 3D CNN is evaluated on s val . To compare the classification results of the 3D CNN to the smart device classifier, we additionally illustrate the results of the instructed cyclists.
The overall results of the classifier are shown in Fig. 8 . To generate the plots, the F 1 -score, the precision, and δ t of the classifier are determined (as described in Sec. IV-B) for different probability thresholds. The results are plotted over the thresholds from zero to one. The plot on the left contains the results of both folds using all sequences, the right plot contains the results of only the instructed cyclists, respectively.
Our evaluation shows, that the classifier reaches an F 1 -score of 90% at −0.02 s and 98% at 0.19 s, on average on the mixed data. The evaluation on instructed cyclists produces similar results with an F 1 -score of 90% at −0.07 s and 98% at 0.14 s.
We can see an increase in the F 1 -score and the precision (blue and red curves) with an increasing threshold due to fewer false positives. The mean detection time δ t (green) increases with the threshold, because P moving usually increases over time until the maximum probability is reached.
Further analyses showed, that the classifier is robust against small movements of the cyclist and even movements in the background of the cyclist, e.g., a pedestrian walking by. Fig. 10 shows a snapshot of a scene. Two pedestrians, one pushing a bicycle, are passing behind the target cyclist. In Fig.  9 , the corresponding network output is shown. The passing pedestrians cause a slight increase in P starting (green line, peak 1 and 2), however, P moving stays unaffected. Fig. 11 (left) shows the network output of a scene with a pedestrian passing very close to the cyclist, which leads to a sharp increase in P moving resulting in a false positive detection. We observed that the network strongly reacts to movements in the area of the bicycle wheels. The passing pedestrian is depicted in Fig. 12 .
Another problem are changing environmental conditions, i.e., occlusion, lighting, or weather conditions indirectly affecting the detectors performance. In our evaluation data, stormy weather is an example for this changing environmental conditions. Here, the otherwise steady camera images start to shake, which leads to a noisy output (Fig. 13, left) .
Since the smart device sensors are not affected by passing VRUs or changing environmental conditions such as weather situations, we can use the output of the smart device classifier to resolve these issues.
2) Smart Devices: In this section, we describe the evaluation of the smart device based starting movement detector. For evaluation of the smart device based approach only the set of instructed cyclist can be considered. The overall results of the smart device based detector are shown in Fig. 14 . Our evaluation shows that the classifier reaches an F 1 -score of 80% at a mean detection time of 0.16 s. We observe that the precision of the classifier is low compared to the the camera based 3D CNN approach. The classifier produces many false positives and is sensitive to small motions of the cyclist. Most of them occur due to movements of cyclists while they are waiting, e.g., when the cyclist is preparing the Fig. 10 . Two pedestrians passing in the background of the cyclist. pedal to start, but is not starting yet. Other false positives are due to seesawing movement, i.e., swaying from one leg to the other. This results in an activity pattern similar to the one observed just before starting. Many of those false positives can be filtered, i.e., by averaging the last prediction. But this comes at the cost of reduced detection speed. This shows that for the smart device based detector a high threshold has to be chosen in order to achieve a larger F 1 -score. Eventually an additional smoothing is necessary. Despite of the high number of false positive detections, the detection can be a valuable source of information for a cooperative classifier, since it is less affected by changing environmental conditions or passing VRUs. In case of occlusion the smart devices can be the only source of information left. Hence, the camera and smart device based classifier can complement each other. 
B. Cooperative Movement Primitive Detection
In this section, we describe the evaluation of the cooperative approach. As before, the evaluation is performed via a twofold cross-validation on the set of instructed cyclists. The smart device and cooperative movement detector have to share the same training set. This is compensated by performing a nested five-fold cross-validation over the VRUs in the respective training fold. The smart device based model is fitted on the training data of the nested training folds. The predictions of the nested validations folds are concatenated creating the training basis for fitting the stacking ensemble model.
The results of the cooperative approach are depicted in Fig. 14 . The classifier reaches an F 1 -score of 90% at −0.09 s and 98% at 0.13 s evaluated on the instructed cyclists. The cooperative stacking ensemble approach outperforms the smart device and 3D CNN based approaches concerning the F 1 -score. The cooperative approach produces an F 1 -score of 99% and a mean detection time of 0.24 s for threshold values greater than 0.98. The cooperative approach combines robustness while retaining a low mean detection time.
We observe an increased robustness against false positive detections. In Fig. 11 , this is illustrated for a scene with a passing pedestrian behind a waiting cyclist. While there are moving probability peaks in the solely 3D CNN based approach (Fig. 11, left) , there is no notable peak for the stacking ensemble (Fig. 11, right) .
The cooperative approach offers also increased robustness concerning environmental conditions, e.g., shaking camera. As depicted in Fig. 13 , the noise in the moving probability predictions is tremendously reduced allowing a clear starting detection.
VI. CONCLUSIONS AND FUTURE WORK
In this article, we presented an approach to cooperatively detect starting movements of cyclists. The approach consists of a novel 3D CNN based starting movement detector, a smart device based detector, and a stacking ensemble realizing feature-and decision-level cooperation. The latter combines predictions of camera and smart device based detectors.
We showed that the 3D CNN based approach delivers extremely fast and robust predictions, i.e., an F 1 -score of 90% and a mean detection time of −0.02 s. We showed an approach for smart device based starting movement detection using human activity recognition techniques. The approach delivers F 1 -score (blue) and mean detection times (green) over the probability thresholds of the instructed cyclists for the different models, cooperative stacking ensemble (solid), 3D CNN (dotted) and smart device based (crossed).
promising results, e.g., to cope with occlusion situations. The cooperative approach combines robustness while retaining a low mean detection time. The stacking ensemble approach combines both estimators, such that they complement each other leading to increased performance, i.e., an F 1 -score of 99% with a mean detection time of 0.24 s. Moreover, we demonstrated the robustness of the single detectors and the cooperative approach in sample scenes including passing pedestrians and bad environmental conditions, e.g., a shaking camera.
Our future work will focus on extending our presented approach to different traffic scenarios and locations, e.g., cyclist who are turning, or applying the cooperative approach to other VRU types, such as pedestrians. We also intend to include more realistic communication models, e.g., including delays and packet loss. Moreover, we aim to integrate car based perception. Here, the environmental conditions are even more dynamic, stressing the advantages of cooperative approaches. We will also investigate on extending the fast and reliable starting movement detection with an advanced trajectory forecasting, e.g., based on deep learning models. Concerning the smart devices we will review different wearing positions and especially explore the effects regarding the movement detection performance. Moreover, we also aim to integrate the smart devices into a cooperative tracking mechanism. Additionally, we also aim to work on a smart device based trajectory forecasting. Then we will investigate different types of cooperation, e.g., cooperative trajectory forecasts.
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