Abstract-Objective: Evolutionary stochastic global optimization algorithms are widely used in large-scale, nonconvex problems. However, enhancing the search efficiency and repeatability of these techniques often requires wellcustomized approaches. This study investigates one such approach. Methods: We use particle swarm optimization (PSO) algorithm to solve a 4D radiation therapy (RT) inverse planning problem, where the key idea is to use respiratory motion as an additional degree of freedom in lung cancer RT. The primary goal is to administer a lethal dose to the tumor target while sparing surrounding healthy tissue. Our optimization iteratively adjusts radiation fluence-weights for all beam apertures across all respiratory phases. We implement three PSO-based approaches: conventionally used unconstrained, hard-constrained, and our proposed virtual search. As proof of concept, five lung cancer patient cases are optimized over ten runs using each PSO approach.
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Digital Object Identifier 10.1109/TBME.2016.2585114 Fig. 1 . Gantry-mounted medical linear accelerator designed and manufactured by Varian Medical Systems (see [3] ). Radiotherapy beams delivered at three angles are shown.
their treatment regimen [1] . The RT aims at administering a lethal radiation dose to the tumor while protecting normal tissue and surrounding organs at risk (OARs) [2] . The vast majority of RT treatments are performed using gantry-mounted medical linear accelerators (linacs), which are capable of administering very high energy x-rays (6-18 MeV) from multiple directions or angles such that the beams converge on the tumor target and the dose to OARs and healthy tissue is distributed, thus limiting radiation-induced toxicity (see Fig. 1 ). In addition, radiation is administered over several daily sessions or "fractions" so as to allow normal cells to recover from radiation damage. To further limit the dose to normal structures, modern linacs are equipped with electronically controlled and programmable multileaf collimators (MLCs), comprising 120-180 tungsten plates or "leaves" arranged in two opposing banks. For each gantry angle, the MLC creates apertures and sculpts the beam shape according to the tumor profile as seen in the "beam's eye view" (BEV), a process known as 3-D conformal radiotherapy (CRT), which is the focus of this study. An even more sophisticated delivery method, beyond the scope of this study, is intensity modulated radiotherapy (IMRT) where the MLC forms tiny apertures and delivers dose in "segments." A critical part of administering radiation treatment is to create a "treatment plan," which specifies the number of beams, and the aperture shape, orientation and amount of irradiation for each beam so as to deliver the prescribed dose to the tumor target and maintain the dose to normal tissue and OARs within preestablished limits. As these limits become progressively tighter, the treatment planning becomes more challenging leading to inverse planning optimization techniques [4] . Here, we focus on optimization scenarios where radiation intensity is adjusted for each beam aperture. Depending on the RT technique, the number of adjustable parameters varies between tens to thousands. For instance, although typically ≤ 12 gantry angles (beams) are considered in both the conventional CRT and IMRT, the number of apertures through which a beam is radiated increases from one in CRT to hundreds in IMRT [5] , [6] . Arc-based therapies, as another example, employ large number of beams and deliver radiation on continuous rotations of the radiation source [7] .
RT techniques can also be configured spatiotemporally, so-called 4D (3-D + time) [8] - [10] . 4D planning uses time-dependent variations, such as organ motion and deformation, as an additional degree of freedom in optimization [11] - [14] . As the standard of care for thoracic and abdominal cancer patients, the respiratory cycle is sampled as a set of respiratory phases and computerized tomography (CT) scans are acquired at all the phases (so-called 4D CTs). Anatomical changes over respiratory cycle, identified in 4D CTs, are used in 4D inverse planning [15] . Because one separate plan per respiratory phase is created in 4D RT planning, the dimensionality of the optimization problem is scaled with the number of respiratory phases (typically between 6 and 10) compared to that of 3-D.
While tumor irradiation coverage is the primary goal in RT planning, avoiding collateral toxicity in adjacent OARs is critical. Tumor coverage and OAR dose limitations are used to formulate the optimization objective (cost) function, which is generally nonconvex. Different techniques have been used in the literature to simplify and solve this problem. For instance, some studies created and tackled a convex approximation of the actual nonconvex problem [16] . Some others solved sequential convex optimization steps and applied adjustments according to the error in actual nonconvex objective function error at intervals [17] - [19] . The adjustments were either applied manually through user interaction [18] or adaptively [19] . Other studies simplified the original optimization problem by reducing its order using principal component analysis [20] , [21] . Such simplifications make the optimization problem more tractable but also likely result in suboptimal solutions.
Here, we employed a stochastic global optimization algorithm to explicitly tackle the nonconvex RT planning optimization problem using particle swarm optimization (PSO). PSO searches the solution space using a cohort of agents called particles [22] , [23] . These particles use inertia, cognition, social learning, and random decision making to move inside the solution space and to bypass discontinuities. Compared to other global evolutionary algorithms, such as genetic algorithms and neural networks, PSO is highly parallelizable, and relatively simple to implement and control [24] . These features led us choose PSO for 4D RT inverse planning. We also implemented dynamically penalized likelihood (DPL) algorithm, a popular optimization technique in RT planning [25] - [27] , for comparison.
We investigated unconstrained and hard-constrained PSObased optimization approaches. Further, we proposed and developed a virtual search approach to enhance the algorithm robustness to initialization and improve search efficiency. In the proposed approach, the objective function calculation was influenced using the most important objective term which, in the case of RT inverse planning, was the prescribed tumor coverage. Our proposed method borrowed the idea of projection-based algorithms to iteratively project solutions from infeasible region onto feasible region [28] . The developed virtual search approach was compared to unconstrained and hard-constrained PSO-based approaches as well as the DPL technique highlighting robustness to random initialization and final optimum solution.
A preliminary version of this study was reported in an IEEE conference and AAPM abstracts [29] - [31] . Although the idea of virtual search was proposed in our preliminary reports, the algorithm was different. The previous method was based on virtually increasing the swarm population size, while the new algorithm keeps the swarm size identical, and thus, reduces computational complexity, which is critical in RT planning. Also, in order to verify possible generalizability, here, optimization repeatability and robustness to random initialization are investigated not only for multiple RT cases but also for a benchmark problem (Rastigrin function).
The outline of this paper is as follows: Sections II and III introduce the RT optimization problem scope and objective function characteristics, respectively. The three PSO-based approaches are explained in Section IV. Section V compares the results of the introduced approaches for the benchmark Rastigrin problem. Five stereotactic body radiation therapy (SBRT) lung cancer cases are introduced in Section VI. The optimization results for the case studies using the PSO and the DPL methods are presented in Section VII. For each PSO scenario, ten runs were executed to validate the improved search efficiency of the proposed method.
II. PROBLEM SCOPE
In this study, we investigated 4D CRT inverse planning and characterized the optimization problem in terms of nonconvexity. In current clinical practice, respiration-induced variations of the tumor target with respect to the beam are typically accounted for by introducing a motion-encompassing volume in 3-D plan. This volume is called internal target volume (ITV) [32] . As shown in Fig. 2(a) , ITV is the union of all possible time-dependent gross tumor volumes (GTV-the visible extent of the tumor as assessed from pretreatment imaging). Typically, an additional margin is added to the ITV in order to accommodate day-to-day patient positioning uncertainties, thus creating a planning target volume (PTV). A PTV generated over an ITV results in the irradiation of a significantly larger volume than that of the actual tumor. Thus, the conventional margin expansion strategy causes the irradiation of healthy surrounding tissues and OARs, which can lead to moderate-to-significant radiation toxicity [33] . This phenomenon becomes more important in hypofractionated RT, such as SBRT, where potent radiation doses are given in few fractions. In a 4D plan, however, the beam aperture shapes follow respiratory-phase-specific PTVs [34] as shown in Fig. 2(b) , and consequently, OAR-sparing is improved by suppressing the target volume expansion.
In an RT plan, the dose contribution of each beam aperture to corresponding volume elements (voxels) within the irradiated anatomical volume is scalable by a weight. That weight is the aperture's monitor unit (MU) weight, also called intensity weight or fluence weight. In this study, the optimization task is to adjust aperture weights across all respiratory phases. The goal is to satisfy clinical dose limitations related to healthy organs while first and foremost maintaining prescribed tumor coverage. More comprehensive planning methods, such as beamlet intensity optimization (fluence optimization [11] ), are beyond the scope of this study. Also, while extendable to more complex planning techniques (IMRT and VMAT), we limited our present discussion to CRT, where there is only one aperture per beam.
III. OBJECTIVE FUNCTION
Organ-based dose limitations, as well as prescribed tumor coverage are typically used to create the objective function for an RT planning optimization problem. Although organ-based dose limitations are patient specific, guidelines are reported in clinical protocols which are developed and updated by multiinstitutional cooperative bodies such as the radiation therapy oncology group (RTOG). These protocols are based on clinical experiences of domain experts, i.e., radiation oncologists from multiple radiation oncology clinics (e.g., RTOG0236 for lung SBRT [35] ).
In RT planning, tumor coverage is the primary goal. In most clinical scenarios, tumor coverage prescription is volume based. For instance, in our institution, it is prescribed that 95% of tumor should receive 54-Gy dose in a three-fraction SBRT plan. Inverse planning optimization aims at creating a dose distribution across 3-D volume of patient body that satisfies the tumor coverage and spares OARs. One standard objective function designed for the purpose of inverse RT planning is the mean squared error (MSE) [4] , [19] , [36] . Inverse planning algorithm optimizes aperture weights to minimize dose error summed over CT image voxels. Such MSE objective function is formulated as the summation of normalized weighted MSE terms per structure (tumor and OARs) modeled as
All parameters named with the letter N , in (1)- (3), denote the number of what is shown as subscript (e.g., N structures is the number of structures). Superscripts up, low, and max in (1), (2) correspond to volume-based upper dose bound, volume-based lower dose bound, and maximum allowable dose per voxel, respectively. For each structure, multiple upper and lower bounds [shown by summation over f in (1)] and one maximum voxel dose can be introduced. Each objective term in (1) is defined in (2) . F up , the upper dose bound, generates a penalty if the dose given to a certain volume within the structure (V up ) exceeds a certain value (C up ). F low functions similarly for lower bound, considering V low and C low . V HD is the volume within the structure that receives higher doses than C up . Similarly, V LD is the volume within the structure that receives lower doses than C low . F max , the maximum voxel dose objective, generates a penalty if the dose given to any voxel within a structure exceeds C max . Prioritizing factors (w m , m ∈ {up, low, max}) weight the objective terms and are patient specific and user defined. D is the total 3-D dose matrix. For radiating aperture k, the dose deposition matrix and weight are shown by d k and ϑ k , respectively. Here, d matrices are known, precalculated by a commercial dose calculation engine (Eclipse treatment planning system, Palo Alto, CA, USA). ϑ k 's are the only independent unknown variables of this optimization problem and are adjusted by optimization algorithm. In 4D planning, scaled d matrices go through a deformable image registration (DIR) process so that all phases are mapped on a reference phase for summation. The goal of optimization is to find optimal ϑ = [ϑ 1 , ϑ 2 , . . . , ϑ N a p e r t u r e s ] that minimizes F in (1) .
The MSE function generally typifies a convex function; however, the volume-based terms, F up and F low , cause nonconvexity by introducing discontinuities in the objective function. Note that RT optimization problem is degenerate [37] ; i.e., optimization algorithm is merely guided by an objective function in which tradeoffs can occur between organ-based objective terms. Thus, it is possible to get the same objective value from distinct dose distributions.
As a general rule, the choice of optimization technique and its related parameters depends on the shape of the objective function [38] , [39] . To visualize the objective function shape in RT inverse planning, a simplified scenario is illustrated in Fig. 3 , where only one aperture weight varies ( N apertures = 1) and only one phase exists; i.e., DIR is not required in (3). Three structures, called OAR 1 , OAR 2 , and PTV, each composed of nine voxels, were considered and three sets of arbitrarily selected priority weights (w's) were tested. The parameters used in (1) and (2) Table I . The initial voxel doses were chosen randomly in the range of (0, 1) for OARs 
and (0, 2) for PTV.
The three curves in Fig. 3 exemplify how objective function in (1) varies with aperture weight. When extended to a larger number of apertures, discontinuities in the solution space can distract optimization algorithms. Therefore, gradient-based or simplified optimization techniques are less likely to yield global solutions.
IV. OPTIMIZATION TECHNIQUE
PSO is an evolutionary stochastic global optimization technique that imitates a biologically inspired organization of a swarm in its search activity. PSO was first introduced by Eberhart and Kennedy in 1995 [22] , [23] , and soon after, used in benchmark optimization problems (e.g., Rosenbrock, Rastigrin, and Griewank) and later applied to a variety of optimizationbased applications [40] . Evolutionary algorithms with a stochastic nature, like PSO, have the ability to handle discontinuities such as those shown in Fig. 3 [41] . In addition, having a swarm of search agents instead of one evolving solution allows comprehensive exploration of solution space. Furthermore, high parallelizability inherent to PSO makes it easier to manage the computational complexity.
A comparison of global and local topologies of PSO is given by Bratton et al. [42] where a group of benchmark optimization problems are tested. From that study, we surmise that our RT problem benefits from global PSO topology.
In global topology, each PSO particle is navigated by the following velocity function:
where V , p, g, and ϑ denote the vectors of velocity, personal best position, global best position, and current position, respectively. Note that ϑ, which represents the weight vector in (3), is, in fact, the particle position vector for the PSO. The iteration number is shown by a superscript (t). The following triad composes the velocity function: 1) inertia that dictates following the previous search direction; 2) cognition that encourages moving toward the best individually experienced solution (personal best); and 3) social learning that encourages moving toward the best solution found by the entire swarm (global best). The significance of each velocity term is adjustable by ω, c 1 , and c 2 .
To add stochastic behavior, λ 1 and λ 2 are chosen to be random vectors with elements uniformly distributed in (0, 1). c 1 and c 2 were chosen to be equal to 2 and ω linearly decreased from 0.9 to 0.4 over iterations, as recommended in the literature [42] , [43] .
A. Swarm Population Size
There is no standard guideline for choosing the swarm population size. As a rule of thumb, the number of particles needs to be large enough to collect sufficient samples of the solution space. A smaller swarm needs larger number of iterations to explore and converge. Also, an excessively small swarm may not even get a chance to scan the entire solution space. A large swarm of particles can do a comprehensive exploration of the solution space but at the cost of an increased computational complexity (O(n) with n being the swarm population size [23] ). Bratton et al. demonstrated that a swarm population ≥ 20 was able to explore the solution space widely for most 30-D benchmark problems, leading to a global optimum [42] ; however, swarm population size depends on the solution space complexity. Note that with no volume-based constraint, the MSE objective function in (1)-(3) is a convex equation. The dose-volume constraints are the causes of discontinuities; hence, the number of dose-volume constraints should be considered as the indicator of problem complexity and determiner of swarm population size.
B. Initialization
In RT optimization problem, an ideal paradigm for initial PSO particle positioning is to have one particle in the vicinity of every discontinuity in every dimension (see Fig. 3 ). The evolution trend of the objective function for such paradigm would exhibit relatively sharp migration to convergence after few exploration cycles. Nonetheless, such initial distribution pattern is not easy to configure. Mapping the solution space in an RT problem is challenging, especially when considering case-dependence and user specificity and also potential large dimensionalities. Therefore, the original random uniform distribution of particles was used in this study.
C. Optimization Approaches
In most clinical scenarios, an RT plan that does not satisfy tumor coverage (i.e., covering 95% of tumor volume with 100% prescribed dose) is deemed unacceptable irrespective to OAR dose distribution. 95% tumor coverage is hence named critical objective in this paper. Two optimization approaches are typically followed for RT planning.
1) Approach 1: Unconstrained optimization, where optimization objectives are summed as a single objective term and user-defined priority factors weigh each objective term. 2) Approach 2: Hard-constrained optimization, where the critical objective is defined as a hard constraint. All other organ-based dose objectives are defined as explained in Approach 1. Approach 1 is the most widely used RT optimization strategy [26] , [36] . In this approach, it is the user's responsibility to prioritize the objectives and quantify the priority factors. There is no simple way to choose priority factors beyond trial and error. Approach 1 uses different but comparable priority factors for all structures and generally does not end up with satisfying the critical objective. To correct the final plan, the dose is normalized (scaled) upon optimization termination. However, this final normalization step is not consistent with the optimization process since it changes the absolute dose values.
Approach 2 seems to be the most straightforward strategy to satisfy the critical objective. However, hard constraints are known to impede convergence in optimization algorithms, especially evolutionary algorithms, by disturbing the continuity in optimization process [44] . To impose a hard constraint, we used penalty weighting of the objective function as introduced for PSO in the literature [45] - [47] ; i.e., in order to remove an unfeasible solution from a particle's memory and preserve feasibility, a very large objective value (e.g., 1e 26 , for this study) was assigned when critical objective was violated. Note that the penalty assigned for violating a hard constraint creates a significantly larger objective value than that achievable by priority factor assignment in Approach 1.
We used our knowledge of the critical objective and explored a new avenue based on a simple synergistic combination of the previous two approaches. 1) Approach 3: Virtual search optimization, where the critical objective is used to navigate the search agents. We propose to bring the normalization step into optimization iterations. The normalization is performed prior to calculating the objective function in each iteration cycle and for each particle by introducing D t and NF t as where D
Prescribed 95
and D t 95 denote the prescribed and the current (iteration t) doses received by equal or larger than 95% of tumor volume. NF t is the normalization factor that scales the absolute dose values in matrix D so that the prescribed tumor coverage is achieved. D t represents a surrogate dose distribution related to a virtual image of ϑ t (ϑ t ) and is used to create a surrogate objective value for ϑ t . The virtual images are projected copies of the infeasible particle positions inside feasible solution region.
In a simplified two-variable scenario, Fig. 4 compares actual and surrogate objective function values when DIR is not required (e.g., a 3-D RT scenario). Each solid circle in Fig. 4 (a) represents a particle position that is an array of two aperture weights (ϑ aperture1 , ϑ aperture2 ). All solid circles bound by a single line represent vectors which are multiples of each other. Only one weight set on each line, shown as black circle, meets the critical objective. The black circles are the virtual images of their line-mate gray circles. Fig. 4 (b) models the actual and surrogate objective values for the six particle positions shown on the solid line in Fig. 4(a) .
In order to avoid limiting PSO's exploration span, we choose to continue using ϑ t in velocity calculation and position updating, while surrogate objective values using D t were used to quantify the goodness of each particle's position. Note that if the virtual images (ϑ t ) were to replace the particle positions in velocity calculation, the solution space exploration would get limited to moving the black circles.
As compared to Approach 1, Approach 3 brings the normalization step into iteration cycles to guarantee that the critical objective is always satisfied. Also, as compared to Approach 2, Approach 3 preserves feasibility by creating projections of the solutions that violate the critical objective inside feasible solution space instead of discarding them. The objective function calculation step for the three otherwise identical approaches is demonstrated in Fig. 5 .
Approach 3 is applicable to any problem where satisfying a critical objective is directly translatable to repositioning inside solution space. Note that RT optimization problem does not belong to the class of hyperplanes problems because the objective function value is not scaled with scaling the ϑ vector. Approach 3 enables carving the solution space to a smaller one for the particles to explore because the particles do not see any improvement, in terms of objective value, if they move in the direction of the lines modeled in Fig. 4(a) .
Since our proposed modification mainly modifies the objective function calculation step, it can be applied to global optimization algorithms other than PSO.
In our preliminary study reported in [29] , at each iteration, each infeasible particle position was replaced by a set of scaled positions [on a corresponding line in the simplified model of Fig. 4(a) ], as if the swarm size was multiplied. Such approach was computationally expensive (PSO computation complexity is O(n) with n being the swarm population size [23] ). Here, the same core idea was implemented while keeping the swarm size fixed, yet, achieving global minimum.
V. TESTING ON A BENCHMARK
To evaluate the performance of our proposed approach in a typical optimization benchmark, we implemented 2-D Rastigrin function
In our test, z 1 and z 2 changed between -5 and 5. To create a variable space similar to that of RT planning problem shown in Fig. 4 , a critical objective was added to Rastigrin optimization process, which confined the feasible region inside the solution space to a discontinuous curve shown in Fig. 6 . The feasible region was modeled and formulized by (6) and (7). Bars show the deviation over 100 runs for five PSO particles. Fig. 6 is an example of a variable space where each point either belongs to the feasible region or has a unique multiple in the feasible region. We let each of the previously introduced PSO-based approaches solve this optimization problem while we already knew the optimum solution in the feasible region is f (z 1 , z 2 ) = 1. The optimization algorithms were run 100 times over 200 iterations using five particles. The convergence trend for the three approaches is shown in Fig. 7 , where bars show the variation range in every ten-iteration step.
For Approach 1, a critical objective, defined as Δ = 10 × ) was defined as β × z infeasible , which satisfied (7) with β being a real scaling factor. Note that in the feasible region, Δ is equal to zero; thus, keeping the optimum solution at f (z 1 , z 2 ) = 1.
For Approach 2, a hard constraint was imposed by penalty weighting the objective function value for any infeasible solution (f (z 1 , z 2 ) = 50).
For all three approaches, the feasible region was defined to be within the distance of 0.05 from the discontinuous line shown in Fig. 6 in either dimension. The termination criterion was set to maximum iteration cycles of 200. Fig. 7 illustrates how a hard constraint makes it difficult for the PSO algorithm to converge. More importantly, Fig. 7 shows Fig. 8 . Objective function convergence for (a) Approach 3 when virtual images replaced the actual particle positions in velocity calculation and (b) when virtual images were only used for objective function calculation. Bars show the deviation over 100 runs for ten particles.
that Approach 3 enhances the optimization search efficiency by guaranteeing a faster convergence to the optimum solution. Approach 3 also demonstrates a convergence behavior which is more robust to random initialization as compared to the other two approaches. Fig. 8 shows the optimization convergence trend of Approach 3 when virtual images of the particles replaced the actual particle positions in velocity function calculation (a) and when they did not (b). To better highlight this phenomenon, swarm population was increased to 10. In Fig. 8, (a) converged to 1 at iteration 135 versus iteration 75 for (b), considering the convergence criterion of staying unchanged for five consecutive iterations.
VI. CASE STUDY

A. Method
We studied the three PSO approaches described in Section IV-C for five CRT-SBRT lung cases and compared the results to those of the DPL optimization technique, which has been used for RT planning in the literature [26] , [27] . We implemented DPL as explained in (5) in [26] and [27] , considering an exponent of n DPL ≥ 1.
Increasing n DPL speeds up the DPL process by increasing the step size; however, it causes diverging oscillations after a certain problem-specific threshold. For each case, we increased n DPL by steps of 0.5, starting from 1, and chose the largest n DPL before diverging oscillations happen. Filtering term was excluded as in [26] and [27] for 4D RT planning.
In order to have a predictable global optimum and an understandable comparison of the behavior of different algorithmic approaches:
1) Only two structures, tumor (PTV) and one OAR (esophagus), were considered. 2) One single objective function was defined and used for all cases and all optimization approaches using parameters shown in Table II . The prescribed dose of 54 Gy to 95% of tumor volume was considered. A volume range of 94% (V low )-96% (V up ) was chosen in Table II for PTV critical objective violation bounds in order to account for DIR-induced uncertainties.
3) The termination criterion was set to maximum iterations of 30 for both PSO and DPL considering a PSO swarm size of 25. An upper and a lower bound of 3.3 and 0 were considered for MU weights (ϑ). Maximum permissible MU weight was arbitrarily chosen as 3.3 to keep values close to a traditional gated RT plan where all required MUs are delivered over three phases ( 10/3 = 3.3). On delivery side, a zero-weighted aperture would be held OFF (beam-hold) and an aperture with large MU-weight would take multiple respiratory phases to be delivered. An absorbing wall boundary condition was considered for PSO, meaning that particles that "flew out" the bounds were neither discarded nor reflected but stopped and given new chances to fly back into the feasible space [43] .
B. Data Preparation
For each patient, a 4D CT scan comprising ten CT volumes corresponding to ten respiratory phases was collected, retrospectively. The target and normal organs were manually contoured on the CT volume corresponding to end exhalation (reference respiratory phase). The contours were propagated from the reference phase to the other phases using velocity, a commercial image registration software tool (Varian Medical Systems, Palo Alto, CA, USA). For each respiratory phase, a 3-D plan was generated in Eclipse treatment planning system using the same beam configurations (gantry and couch angles) as the clinically delivered plan (e.g., Fig. 9 ). The dose deposition matrices [d's in (3)], for all apertures in all phases, were exported from Eclipse and fed into the optimization algorithms. All particles in each PSO swarm were initialized randomly except for one, defined as ϑ = [1, 1, . . . 1] (all ones), which represented a 4D plan simply made from uniting aforementioned initial 3-D plans created in Eclipse. The all-ones solution was used as starting point for DPL as well. The aperture shapes were made conformal to individual-phase PTVs as illustrated in Fig. 2(b) . At each iteration cycle, the actual dose at each phase was multiplied by the corresponding ϑ. NiftyReg, an open-source package for deformable image registration, was then used to map the dose from different respiratory phases on the reference phase for summation [48] .
C. Processing Platform
The optimization code was implemented in MATLAB R2013b and run using the parallel processing toolbox. The calculations were performed on a dual 8-core Intel 3.1-GHz Xeon (R) CPU (32 processing cores with hyperthreading). While the parallel processing toolbox in the nonserver version of MAT-LAB does not allow more than 12 task distributions (workers), introducing the following nested loops in functions improved parallelization on CPU. Fig. 10 shows the dose-volume histogram (DVH) curves for all three PSO approaches (solid lines) and the known initial solution (dashed lines). It is seen that the deviation range for the hard-constrained results are significantly larger compared to those of the unconstrained and virtual search approaches (similar to the observation for the benchmark problem in Section V). A smaller deviation range, despite random initialization, proves higher robustness and repeatability of an optimization approach. . 11 shows the averaged DVH curves over ten runs for the PSO approaches compared to the DPL and the initial known solution. It is observed that, overall, the PSO approaches outperformed the DPL. Among the PSO approaches, the proposed Approach 3 was performing the best and the hard constrained Approach 2, the worst.
The objective function curves for the three PSO approaches over ten runs are shown in Fig. 12 , where bars show the deviation ranges. In Approach 2, a very large objective value (1e 26 ) was assigned to the solutions violating the critical objective. Such high objective values were excluded from averaging if the entire swarm was found to be violating the critical objective in one iteration. For the first three cases, an objective value of zero was achievable, which means global best was known. For the other two cases, Approach 3 found the smallest objective value. It is clear that the virtual search approach not only achieved the global best faster and in fewer iteration cycles but also had smaller deviation ranges. Such qualities can be utilized to speed up an RT optimization process. Fig. 13 compares average PSO objective values with those of the DPL confirming the superiority of Approach 3. All algorithms were deemed to converge if they reached to 5% of the optimum solution or stayed within a 5% variation span for at least five iterations. Considering such criteria, 30 iterations did not seem to be enough for the DPL to converge 
VIII. CONCLUSION
While PSO is well suited for large-scale, nonconvex problems, optimization efficiency is improvable by using the known specifications of the problem at hand. In this paper, a new search approach, termed as the virtual search approach, was introduced and evaluated in radiotherapy inverse planning. In the proposed search approach, a critical objective (here, tumor coverage) was used to define the feasible region so that the exploration effort of PSO particles could be efficiently reduced. The virtual search approach is a synergistic combination of a hard-constrained approach, where infeasible solutions are penalized (or withdrawn), and a conventionally used unconstrained approach, where the final solution is artificially adjusted to meet the critical objective. We optimized five 4D CRT clinical plans for lung SBRT patients using the three approaches over ten runs. 90-110 variables (aperture weights) were optimized and it was shown that the virtual search approach was more robust to random initialization and faster in finding and converging to the global minimum. Also, we compared PSO approaches with those of the DPL method, which has been used in 4D RT planning. It was shown that DPL was trapped in local minima in 3 out of 5 cases and in the other two cases, significantly greater number of iterations was required to get to the global solution. We used a simplified RT problem, in this study, where only two structures were considered in order to keep the comparison tractable. In an actual large-scale RT problem, we believe that the efficiency improvement of virtual search PSO, compared to the other techniques investigated in this study, would be even more pronounced. Such fast and robust convergence features make the treatment planning strategy more feasible in a clinical workflow.
