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Povzetek
Cilj diplomskega dela je teoreticˇno raziskovanje modela ucˇenca v inteligentnih tu-
torskih sistemih (ITS) in prakticˇna realizacija konceptov na operacijskem sistemu
Android, glede na hitro rast mobilneg segmenta in pomanjkanje ITS-jev na mobil-
nem podrocˇju. Predstavljeni so razlicˇni pristopi izdelave modela ucˇenca in ucˇnih
stilov. Drugi del naloge predstavlja implementacija preprostega ITS-ja, kjer je
model ucˇenca zgrajen s pomocˇjo mehke logike, stereotipov in prekrivnega modela.
Ucˇno domeno v nasˇem primeru predstavljajo osnovne operacije z ulomki. Apli-
kacija podaja personalizirano vsebino glede na trenutno stanje modela ucˇenca.
Ucˇencu prav tako nudi personalizirane pomocˇi in vracˇa povratne informacije za
optimalnejˇse ucˇenje.
Kljucˇne besede: model ucˇenca, ITS (inteligentni tutorski sistemi), model mehke
logike, Android.

Abstract
The aim of this thesis is a theoretical research of the student model in intelligent
tutoring systems (ITS) and a practical realisation of the concepts on Android
OS, due to the rapid growth of the mobile segment and a lack of ITS in the
mobile field. Various approaches in creating a student model and learning styles
are presented. The second part of the thesis introduces the implementation of a
simple ITS, where the student model is built using fuzzy logic, stereotypes and an
overlay model. In the present case, the learning domain is represented by basic
operations with fractions. The application provides personalised content based on
the current state of the learner model. In addition, it offers personalised assistance,
and a feedback for optimal learning.
Keywords: Student model, ITS (intelligent tutoring systems), fuzzy model, An-
droid.

Poglavje 1
Uvod
Ena poglavitnih lastnosti, ki nam je omogocˇila, da smo kot vrsta tako uspesˇni, je
znanje in njegovo sˇirjenje. Zaradi nasˇe socialne naravnanosti velikokrat z opazova-
njem povzamemo stvari, ki so se jih naucˇili drugi. Vendar je aktivno, strukturirano
deljenje znanja veliko bolj ucˇinkovito. S tem dobimo ucˇence in tutorje, izobrazˇence,
ki so specializirani za optimalno sˇirjenje znanja. Najbolj optimalen nacˇin prenos
znanja je individualno tutorstvo, kjer se lahko tutor v celoti posveti ucˇencu in
ga tudi celostno pozna. Seveda pa taksˇni nacˇini niso primerni za skaliranje na
vecˇje modele, zato je moderno poucˇevanje bazirano na tutorju in omejeni skupini
ucˇencev. Ne glede na majhnost skupine so razlike z individualnim tutorstvom
opazne.
ITS-ji imajo korenine v mehanskih aparatih, ki so pomagali ucˇencem belezˇiti
pravilne odgovore, formalizirati snov, itd... Nadaljevalo se je s sistemi, ki so na
podlagi ucˇencˇevega odgovora vodili resˇevanje (v smislu odgovor ena ima posle-
dico ena, odgovor dva ima posledico dva). Taksˇni sistemi niso razlikovali med
posameznimi ucˇenci.
ITS-ji so racˇunalniˇski sistemi, ki zˇelijo simulirati individualno poucˇevanje.
Ucˇne vsebine, namige, povratne informacije in vse ostale elemente hocˇemo pri-
lagajati na nacˇin, da jih bo ucˇenec cˇim lazˇje in cˇim hitreje osvojil. ITS lahko
idejno razdelimo v sˇtiri komponente, ki so lahko sˇe naprej deljive in med seboj
povezane. Kot lahko vidimo na sliki 1.1, so to: model ucˇenca, baza znanja, model
eksperta (v nekaterih literaturah namesto model eksperta, navajajo uporabniˇski
vmesnik) in pedagosˇki modul.
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Slika 1.1: Prikaz splosˇnih komponent ITS-ja in interakcije med njimi.
Model ucˇenca je entiteta v sistemu, kjer hranimo podatke o individualnem
uporabniku sistema. Zaradi omejenega komunikacijskega kanala med ucˇencem in
sistemom, so taksˇni podatki lahko nepopolni ali delno napacˇni. Hranimo podatke,
kot so na primer napredek pri resˇevanju problema, lastnosti, ucˇni stili, razlicˇne sta-
tistike, napacˇno naucˇena dejstva itd... Na podlagi teh podatkov potem s pomocˇjo
pedagosˇkega modula serviramo ucˇencu nove ucˇne probleme, vendar moramo biti
pozorni na omejitve.
Pedagosˇki modul naj bi nadomestil tutorja in se sam odlocˇal, kdaj je ucˇenec
zadovoljivo osvojil znanje in tudi pripravljal akcije na podlagi SM in pretekle inte-
rakcije. Primer bi bil, zamenjava ucˇne teme, oziroma prehod na novo poglavje. Mo-
dul mora pregledati dosedanjo interakcijo in na podlagi zbranih podatkov dolocˇiti
temo, ki jo bo kot naslednjo obdelal ucˇenec, kaksˇna bo tezˇavnost in ucˇna strategija.
Prav tako mora skrbeti da je ucˇenec dovolj motiviran in da napreduje. Skrbi tudi
za prikaz namigov, ki jih lahko glede na preteklo ucˇencˇevo uspesˇnost ponujamo v
razlicˇnih subtilnostih. Uposˇtevati mora sˇe utrjevanje in ponavljanje snovi. Vendar
obstajajo tudi pasti, kot so, na primer, vsiljivi tutorji, ko pedagosˇki modul deluje
na nepopolnem SM in dajemo vsiljive namige ali pa neprimerno tezˇavnost.
Baza znanja predstavlja nekaksˇen virtualni ucˇni nacˇrt. Hrani vsa dejstva, ki jih
taksˇen sistem vsebuje in poucˇuje. Biti mora odprta, da lahko tudi drugi moduli
dostopajo do nje. Velik izziv predstavljata razsˇirljivost in dodelave. Pojavi se
tudi vprasˇanje, kako naj bodo podatki predstavljeni, kot dejstva ali kot mentalni
model oziroma koncept. Zato je izgradnja baze znanja, ki bi uposˇtevala vsa nacˇela,
precejˇsen izziv.
Model eksperta (ta modul ni obvezen in se ne pojavlja v vseh ITS-jih) pred-
3stavlja postopke in nacˇine resˇevanja nalog, kot bi jih izvajal nekdo, ki poucˇevano
snov zˇe obvlada.
Inteligentni tutorski sistemi se ponavadi ne uporabljajo pri ucˇnem procesu.
Glavnina dosedanjih raziskovalnih naporov se je usmerjala predvsem na osebne
racˇunalnike, kljub velikemu potencialu pa je ta koncept zapostavljen na podrocˇju
mobilnih platform. V diplomskem delu skusˇamo podati koncepte, ki bi omogcˇili
zasnovo in realizacijo ITS na mobilni platformi. Interakcija med uporabnikom
in ucˇno snovjo, ki jo uporabnik upravlja z dotikom, je bolj naravna in podobna
klasicˇnim metodam kot na osebnem racˇunalniku.
V nadaljevanju diplomskega dela se bomo osredotocˇili predvsem na model
ucˇenca in nacˇine modeliranja le tega. Podali bomo resˇitev za mobilno platformo
Android z uporabo knjizˇnice jfuzzylite. V ta namen smo sprogramirali preprost
ITS, kjer je model ucˇenca predstavljen kot kombininacija prekrivnega, stereoti-
pnega in modela mehke logike.
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Poglavje 2
Model ucˇenca
Model ucˇenca je v ITS-ju eden najpomembnejˇsih modulov, saj hrani informacije
o ucˇencu. Glavni namen ITS-ja je ucˇinkovita podpora ucˇenja, za kar moramo
dobro poznati uporabnika, oziroma moramo prepoznati kljucˇne lastnosti, ki nam
to poznavanje omogocˇajo. Obstaja veliko razlicˇnih modelov, ki so se izkazali za
obetajocˇe na specificˇnih podrocˇjih, vendar noben ni dovolj splosˇen, da bi omogocˇal
prenosljivost na druge sisteme brez ponovne implementacije. Vsekakor pa velja
konsenz, da je izgradnja taksˇnega modela zaenkrat rocˇno in dolgotrajno opravilo.
Ponavadi terja sodelovanje strokovnjakov z vecˇ podrocˇij, metode za avtomatsko
izdelavo pa so sˇe v zacˇetnih fazah in omejenem obsegu. Poglejmo nekatere splosˇne
karekteristike takega modela.
2.1 Modelirane karakteristike
Izbira modela je ucˇinkovita, kadar lahko modeliramo domensko odvisne in neod-
visne parametre. Modelirani parametri so lahko staticˇni ali, nestaticˇni / spre-
menljivi. Staticˇni so: ime, priimek, starost in podobni ne spremenljivi podatki,
ki jih lahko zajamemo z vprasˇalniki. Spremenljivi parametri pa se spreminjajo
med resˇevanjem nalog in so odvisni od znanja (obstojecˇe, naucˇeno) in sposobnosti,
ucˇnih stilov in preferenc, napacˇno naucˇenih pravil, cˇustvenih in kognitivnih ter
metakognitivnih faktorjev. Prav tako so karekteristike odvisne od izbire modela.
Na primer, v nekaterih kognitivnih modelih skusˇamo zajeti ucˇencˇeva cˇustva, drugi
modeli pa so usmerjeni v zajem parametrov znanja, okolja itd... Za tezˇavne so
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se izkazali tudi modeli, ki so bili prevecˇ podrobni, kar zelo otezˇi opravila drugih
modulov v ITS-ju. Kompleksnost pedagosˇkega modula, se vecˇa s kompleksnostjo
modula ucˇenca. Vendar to ne pomeni, da v SM ne smemo vkljucˇiti lastnosti, ki
jih pedagosˇki modul ne uporablja, le da so te namenjene izkljucˇno raziskovalnemu
delu. Poglejmo nekaj najpogosteje uporabljenih modelov v zadnjih letih.
2.2 Prekrivni model
Pri tem modelu sklepamo, da ima ucˇenec nepopolno a pravilno predznanje o ucˇni
domeni (vse ucˇno gradivo v sistemu), kot prikazuje slika 2.1. Je podmodel domen-
skega modela. Deluje tako, da ucˇno domeno razdelimo na segmente in na podlagi
poznavanja segmentov ocenimo poznavanje domene. Primeren je za sisteme, kjer
imamo ucˇno snov razdeljeno v hierarhijo. Slabost tega modela je, da se ucˇenec
ne bo naucˇil tematik, ki jih ekspert(tisti, ki je sistem postavil) ni uvrstil v model.
Odsoten je tudi sistem za zajemanje napak (t. i. ”bug library”). Taksˇen model je
primeren za ocenjevanja znanja domene.
Slika 2.1: Skica prekrivnega modela. Vecˇji krog predstavlja znanje sistema,
manjˇsi pa ucˇencˇevo osvojeno znanje.
Primeri programov, ki uporabljajo prekrivni model: MEDEA, INFOMAP, ICI-
CLE, PDINAMET, GUIDON.
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2.3 Stereotipni model
Pri izdelavi stereotipnega modela ucˇence razvrstimo na podlagi podobnih lastnosti,
kot to dolocˇa izrek 2.1. Cˇe ucˇenec ima lastnost (tMi), ga uvrstimo v stereotip, cˇe
pa ima lastnost (rMj), pa ga iz skupine odstranimo. Ta oblika modeliranja se po
navadi uporablja v kombinacijami z drugimi modelirnimi tehnikami. Primerna
je za zajem ucˇnih stilov, preferenc in ostalih kognitivnih sposobnosti (pozornosti,
dojemanja in spomina).
Izrek 2.1 Enacˇba za klasifikacijo, kjer so tMi pogoji sprozˇitve z binarno vrednostjo
true false, rMj pa so pogoji odstranitve iz stereotipa.
∃i, tMi = true→ active(Mg) ali (2.1)
∃j, rMj = true→ not active(Mg) (2.2)
Primeri programov, ki uporabljajo stereotipni model: INSPIRE, WELSA, AUTO-
COLLEAGUE, CLT.
2.4 Pertubacijski model
Pertubacijski model je razsˇiritev prekrivnega modela, ki vkljucˇuje pedagosˇko po-
membne ucˇencˇeve napake, kjer sˇe gradimo sistem za zajemanje napak (”bug-
library”). Na ta nacˇin lahko profiliramo in odpravljamo napacˇno naucˇene vzorce.
Sistem poskusˇa z eleminacijo izlusˇcˇiti, katera ucˇna osnova je napacˇno naucˇena.
Bug library je lahko v naprej zgrajen ali pa ga gradimo med samo analizo ucˇenca.
Taksˇno modeliranje je uporabno predvsem za zajem napacˇno naucˇenih snovi.
Primeri programov, ki uporabljajo pertubacijski model: LeCo-EAD, InfoMap.
2.5 Strojno ucˇenje
Strojno ucˇenje se uporablja predvsem za izgradnjo ucˇnega modela iz opazovanih
akcij ucˇenca in izgradnjo oziroma razsˇiritev sistema za zajemanje napak. Prevla-
dujeta predvsem Bayesove verjetnostne mrezˇe in model mehke logike, ki si ju bomo
podrobneje ogledali v nadaljevanju.
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2.6 Kognitivni modeli
Kognitivna psihologija je veda, ki poskusˇa dognati in formalizirati procese, kot so
pogojno ucˇenje, percepcija, spomin, resˇevanje problemov, pozornost itd. Ker je
model ucˇenca usmerjen v zagotavljanje cˇim vecˇjega ucˇnega izkoristka, so mnogi raz-
iskovalci predlagali modele, ki temeljijo na kognitivni psihologiji. Razvoj taksˇnega
modela zahteva koordinacijo strokovnjakov s podrocˇja domene, kognitivne psiho-
logije in programerjev. Kognitivni model sestavljajo pravila in sposobnosti, ki
simulirajo kako, ucˇenec pristopi k problemu. Podrobneje bomo opisali model, ki
temelji na teoriji Ortony, Clore, and Collins.
2.6.1 Teorija Ortony, Clore, and Collins
Teorija je bila razvita za strojni zajem in strojno ugotavljanje cˇustev. Kot prika-
zuje slika 2.2 temelji na treh vidikih: dogodki, agenti in objekti. Nekdo je lahko
zadovoljen / nezadovoljen s posledicami dogodka, lahko sprejema / zavracˇa akcije
agenta in lahko sprejema / zavracˇa objekt. Nadaljnja delitev je, da imajo lahko
dogodki posledice zase ali za druge in da je lahko agent druga oseba ali pa ucˇenec.
Posledice dogodka delimo na zˇelene / nezˇelene, posledice za ucˇecˇega pa na relevan-
tne / nerelevantne. Relevantne posledice delimo na izvedene / neizvedene. Vsem
tem spremenjlivkam dolocˇimo vrednost in utezˇ ter prag, pod katerim cˇustvo ni
vecˇ relevantno. Pozitivna in negativna cˇustva so odvisna od zˇeljenosti dogodka v
povezavi s cilji, primer so negativna cˇustva v izreku 2.2. Model OCC predposta-
vlja, da so cˇustva pozitivna, cˇe se zgodi zˇeleni dogodek, in negativna, cˇe se zgodi
nezˇeleni dogodek. Primer negativnih cˇustev je, ko zagret ucˇenec dobi slabo oceno.
Gradnja sistema je imela tri stopnje: klasifikacijo mogocˇih dogodkov v sistemu, za-
jem ucˇencˇevih ciljev (podlaga za ucˇencˇevo klasifikacijo) in klasifikacija dogodkov
na zˇelene / nezˇeleene. V opisanem sistemu so za zajem ciljev uporabili vprasˇalnik
(MSLQ). Na utezˇ cˇustev vpliva predvsem stopnja pricˇakovanosti, ker imamo v
sistemu tudi nepricˇakovane dogodke. Primer: ko povprecˇen ucˇenec dosezˇe izjemen
rezultat, ima veselje vecˇjo utezˇ, kot pri ucˇencu ki je takih rezultatov vajen in jih
pricˇakuje. Ucˇencˇeva cˇustva pri resˇevanju nalog nato pedagosˇki modul uporabi kot
izhodiˇscˇa za prikaz vsebine.
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Slika 2.2: Shema teoreticˇnega modela OCC. [16]
Izrek 2.2 Primer pravila v prologu, ki predstavlja nezadovoljstvo ucˇenca z izidom
resˇevanja. [14]
bel (ag, event_pleasantness(not_correct_answer,
displeased)) if
bel (ag, student_goal(performance)),
bel (ag, event(not_correct_answer)).
/* It is a prospect of an event */
bel (ag, is_prospect_event(not_correct_answer)) if
bel (ag, event(not_correct_answer)).
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/* When the student is displeased, disappointment and
distress emotions arise */
bel (ag, student_emotion(disappointment)) if
bel (ag,event_pleasantness(Event,displeased)),
bel (ag,-is_mediador_action),
bel (ag,is_prospect_event (Event)).
bel (ag, student_emotion(distress)) if
bel (ag, event_pleasantness(Event,displeased)),
bel (ag, -is_mediador_action).
Primeri teorij, ki so bile uporabljene za izgradnjo SM, so: Human Plausible
Reasoning (HPR) theory, the Multiple Attribute Decision Making (MADM) the-
ory, the Ortony, Clore, and Collins(OCC) teorija in kontrolno-vrednostna teorija.
Primeri programov, ki uporabljajo kognitivni model: F-SMILE, Web-IT,
VIRGE, AMPLIA, Olympia. Architecture.
2.7 Omejujocˇi model
V tem modelu so napake in ucˇencˇevo znanje predstavljene kot omejitve. Model
temelji na prepricˇanju, da cˇeprav se je ucˇenec pravilno naucˇil zahtevano snov,
med resˇevanjem naloge sˇe vedno prihaja do napak. Omejitev je predstavljena
kot utezˇ ustreznosti in utezˇ zadovoljstva. Utezˇ ustreznosti mora veljati, da je
omejitev veljavna za dano nalogo, nakar preverimo sˇe utezˇ zadovoljstva, ki tudi
mora veljati, da je resˇitev pravilna. Primer omejitve v ITS-jih, ki preverjajo znanje
programiranja, je na primer sintaksa, semantika in stil ucˇencˇeve resˇitve. Slika 2.3
prikazuje primer semanticˇne omejitve. V primeru, da utezˇ ustreznosti velja in
utezˇ zadovoljstva ne velja, potem resˇitev klasificiramo kot ”bug”oziroma napako.
Domena znanja je predstavljena kot set omejitev, model ucˇenca pa je predstavljen,
kot mnozˇica prekrsˇenih omejitev. Model zaradi svoje zasnove omogocˇa tudi dajanje
namigov, ki temeljijo na prekrsˇenih omejitvah. V zadnjem cˇasu se tudi pojavljajo
resˇitve, ki z razlicˇnimi tehnikami poskusˇajo z avtomatsko izgradnjo omejitev.
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Izrek 2.3 Primer semanticˇne omejitve v SQL-Tutorju, ki preverja, cˇe so rezultati
urejeni po padajocˇem vrstnem redu.[8]
(p 361
"Check whether you should have ascending or descending order!"
(and (not (null (order-by is)))(not (null (order-by ss)))
(bind-all ’?n (names (order-by ss)) bindings)
(match ’(?*d1 ?n "DESC" ?*d2) (order-by ss) bindings)
(not (qualified-name ’?n)))
(match ’(?*d3 ?n "DESC" ?*d4) (order-by is) bindings)
"ORDER BY")
Primeren je predvsem za zajem ucˇencˇevega znanja. Primeri programov, ki
uporabljajo stereotipni model: J-LATTE, CAS, SQL-Tutor, COLLECT-UML.
2.8 Model mehke logike
Mehka logika, je razsˇiritev teorije mnozˇic, saj je lahko element cˇlan, necˇlan ali
delni cˇlan mnozˇice 2.4. Zaradi nedeterministicˇnih elementov in nepopolnih podat-
kov so raziskovalci razvili model mehke logike (Fuzzy model), ki se bolje spopada
z negotovostjo v sistemu. Prednost tega modela je njegova zmozˇnost delovanja z
besedami, kar pomeni, da so lahko ocene in razredi opisni. Model je sestavljen
iz sˇtirih korakov: mehcˇanje (fuzzification), agregacija, kompozicija in odmehcˇanje
(defuzzification). V prvem koraku glede na vhodne parametre izracˇunamo sto-
pnjo pripadnosti in jo preslikamo v besedno oceno, kot prikazuje slika 2.3. V
koraku agregacije za vsako lastnost na podlagi stopnje pripadnosti izracˇunamo
utezˇ veljavnosti, nakar lahko vzamemo minimalno vrednost ali produktni nabor
vrednosti, odvisno od izbire tipa modela. S kompozicijo izracˇuna vrednost vseh
besednih ocen istega razreda (izracˇunamo utezˇ korelacij med vrednostmi) ugoto-
vimo utezˇ razreda, zdruzˇimo jih z maksimalno (max) najvecˇjo funkcijo ali vsoto.
Odmehcˇanje (defuzzification) vkljucˇuje preslikavo besedne ocene in njihovih utezˇi
nazaj v sˇtevilcˇno oceno, ponavadi z metodo center maksimuma (Centre of Maxi-
mum). Primeren je predvsem za zajem cˇustev , kognitivnih in meta-kognitivnih
funkcij.
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Slika 2.3: Primer mehkega racˇunanja, (a) Pri vhodni vrednosti 70 km/h spre-
memnljivke nizko, izracˇunamo pripadnost izhodne spremenljivke zmerno.(b)
Pri vhodni vrednosti 70 km/h sprememnljivke srednje, izracˇunamo pripa-
dnost izhodne spremenljivke mocˇno. (c) sestavljen lik, ki predstavlja izhodno
mehko mnozˇico, unijo mnozˇic zmerno in mocˇno. [7]
Izrek 2.4 Model lahko definiramo kot urejeno mnozˇico (x, µA(x)), kjer je x ∈ X
in µA(x) ∈ [0, 1], µA(x):X→ [0, 1] pa je funkcija pripadnosti. Vrednosti µA(x)
pravimo tudi mera pripadnosti.
µX =

1, x absolutno v A
0, x absolutno ne v A
(0, 1), x delno v A
(2.3)
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2.9 Bayesove verjetnostne mrezˇe
Bayesove mrezˇe so usmerjeni, aciklicˇni graf, kjer vozliˇscˇa predstavljajo spremenj-
ljivke, povezave pa verjetnostno odvisnost med spremeljivkami. Vozliˇscˇa v ucˇnem
modelu predstavljajo komponente ucˇenca (znanje, napacˇno naucˇene koncepte,
cˇustva, ucˇne stile, motivacije, cilje ... ). Imamo tri razlicˇne modele v odvisno-
sti od izdelave:
-ekspertno usmerjeni model
-ucˇinkovitostno usmerjeni model
-podatkovno usmerjeni model
Uporabljajo se predvsem za zajem cˇustev in obcˇutkov ucˇenca in metakognitivne
lastnosti, kot so na primer samoregulacija, samokriticˇnost itd.
Primeri programov, ki uporabljajo Bayesove mrezˇe: SMILE, ANDES, ACE (Adap-
tive Coach for Exploration), English ABLE, AMPLIA.
2.10 Ontolosˇki model
Termin ontologija oznacˇuje racˇunalniˇsko berljive metapodatke o temi. Na tak
nacˇin hocˇemo zagotoviti racˇunalniˇsko prepoznavanje vsebine. Celotno podrocˇje
tezˇi k izgradnji nekaksˇne digitalne knjizˇnice znanj, ki so lahko razumljive za strojno
obdelavo. Ontolosˇki model ucˇenca, tezˇi k prenosljivosti in ponovni uporabnosti,
medtem ko so drugi modeli predvsem specificˇni za aplikacijo, za katero so bili zasno-
vani. Realizacija modela se je zaradi standardov in podprtosti usmerila predvsem
na Web Ontology Language. Model naj bi bil sestavljen iz dveh glavnih enot:
splosˇnih podatkov in interakcije s sistemom. Groba skica takega sistema je vidna
na sliki 2.4. Splosˇni podatki o ucˇencu naj bi vsebovali predvsem staticˇne podatke,
kot so ucˇni cilji, ucˇni stili, podatki o ucˇencu (ime, priimek, mail itd). Interakcija
s sistemom ali obnasˇanje ucˇenca opisuje ucˇencˇev merljiv odziv na stimulacijo v
sistemu. Sem shranjujemo ucˇencˇevo poznavanje domene, njegovo uspesˇnost, cˇas
resˇevanja naloge in podobne parametre.
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Slika 2.4: Primer ontolosˇkega modela v sistemu IVETs [11]
Primeri programov, ki uporabljajo Ontology model: OPAL(framework), MA-
EVIF, SONITS, ELENA project, IVETs.
2.11 Primerjava modelov
Najbolj razsˇirjena modela zadnjih nekaj let sta prekrivni in stereotipni model. Za-
radi nedeterministicˇnosti se je vedno bolj uveljavljal tudi model mehke logike, ki
pa ga v zadnjih letih nadomesˇcˇa probabilisticˇni model (BN). V zadnjih letih se
vecˇa tudi zanimanje za ontolosˇki model. Najbolj splosˇno oceno pa podajajo hi-
bridni modeli. Ti zdruzˇujejo vecˇ osnovnih, ki modelirajo razlicˇne karekteristike in
nam omogocˇajo celovitejˇse ocene ucˇenca. Prevladujejo kombinacije dveh modelov,
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poskusov kombiniranja vecˇih pa zaradi kopleksnosti ni veliko. Najpogostejˇse kom-
binacije treh sistemov predstavljajo prekrivni model, stereotipni model in model
mehke logike.
2.12 Ucˇni stili
Ucˇni stil je termin, ki zdruzˇuje vecˇ teorij na podrocˇju klasifikacije posameznikovih
preferenc pri oblikovanju znanja. Teorija ucˇnih stilov se ukvarja s tem, kako nova
znanja najlazˇje predstaviti posamezniku, tako da so njemu naravno najblizˇje. Ob-
staja vecˇ ne nujno skladnih teorij in sˇe vecˇ razlicˇnih opredelitev, podrobneje bo
predstavljena samo metoda ucˇnih stilov.
Pri metodi ucˇnih stilov ucˇence klasificiramo v tri kategorije (vizualni, avditorni
in kinesteticˇni), glede na preferiran nacˇin zajemanja znanja.
Vizualni ucˇenci najhitreje osvojijo novo znanje, predstavljeno v obliki slik,
grafov, preglednic, knjig itd... Pri ucˇenju si radi pomagajo z vizualizacijo, imajo
dobro prostorsko predstavo, bolje dojemajo oblike, barve, velikosti, oblike itd...
Bolj so pozorni na telesno govorico. Taksˇni ucˇenci naj bi pri ucˇenju uporabljali
vecˇ vizualnih pripomocˇkov in barvanje pomembnega besedila. Pomaga jim tudi,
da vidijo ucˇitelja, saj s tem zaznavajo telesno govorico. Miselni vzorci so tipicˇno
orodje, na katerega se vizualni ucˇenci ponavadi zanesejo.
Auditorni ucˇenci so najbolj dovzetni za zvocˇne drazˇljaje: predavanja in raz-
prave so tipicˇni primeri. Lazˇje se spomnijo sliˇsanih informacij, imajo boljˇse go-
vorne sposobnosti (sˇirsˇe besediˇscˇe) in so bolj glasbeno nadarjeni (lazˇje locˇijo tone,
ritem). Priporocˇila za auditorne ucˇence so, naj sodelujejo v ucˇnih razpravah(med
sosˇolci in tutorji), naj snov ponavljajo na glas, naj raje snemajo zapiske (namesto
zapisovanja) in uporabljajo na primer avdio e-gradiva.
Kinesteticˇni ucˇenci se najbolje odzovejo na stvari, ki jih lahko otipajo, in na
telesne gibe. Taksˇni ucˇenci imajo radi prakticˇno poucˇevanje in postanejo nemirni,
ko so dlje cˇasa na enem mestu. Dobro se tudi vzˇivijo v igranje vlog in na stvari
gledajo sˇirsˇe. Za taksˇne ucˇence se predlaga pogosto jemanje odmorov med ucˇenjem
in veliko gibanja, naj najprej preletijo celotno poglavje, naj si ustvarijo grobo sliko
in ucˇenje v skupini.
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Poglavje 3
Zasnovan sistem
3.1 Na kratko o aplikaciji
V teoreticˇnem delu diplomskega dela smo se osredotocˇili na model ucˇenca v in-
teligentnih tutorskih sistemih. V prakticˇnem delu bomo opisali zasnovan sistem,
ki se trudi teoreticˇna spoznanja prikazati v praksi. Cilj prakticˇnega dela je bil iz-
delava sistema, ki na podlagi trenutnega modela ucˇenca prikazuje personalizirano
vsebino.
Izdelali smo aplikacijo za operacijski sistem Android. Za realizacijo modela
ucˇnenca smo se odlocˇili za kombiniran model stereotipnega, prekrivneg in mo-
dela mehke logike. Stereotipni model smo vzeli predvsem za podlago, za zajem
fiksnih parametrov, kot so podatki in ucˇni stil. Izgradnja modela poteka preko
vprasˇalnika, kjer ucˇenec vnese zahtevane podatke kot so ime, priimek, starost,
spol ... Za klasifikacijo ucˇnih stilov uporabljamo metodo iz ”the motivated strate-
gies for learning questionnaire”(MSLQ) [21].
Dinamicˇne lastnosti zajemamo med resˇevanjem in se nanasˇajo predvsem na
uspesˇnost. Ucˇno domeno smo omejili na osnovne operacije z ulomki in jo razdelili
na poglavja (primerjava ulomkov, sesˇtevanje, odsˇtevanje, mnozˇenje in deljenje).
Vsako poglavje, razen primerjave, ima tri tezˇavnostne stopnje, ki se razlikujejo po
tem, kje se nahaja neznanka. Poimenovali smo jih lahka, srednja in tezˇka. Prva
ima neznanko na strani rezultata, ostali dve pa nekje med operatorji, tako da je
na viˇsjih stopnjah za resˇevanje nalog treba uporabljati tudi obratno logiko.
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Primarna strategija za spoznavanje in utrjevanje matematicˇnih nalog je pona-
vljanje. Zato v nacˇinu napredovanja najprej ponudimo vprasˇanja sˇe neobdelane
teme. Ucˇenec mora resˇiti v naprej dolocˇeno sˇtevilo nalog in njegova uspesˇnost
mora biti nad dolocˇenim pragom, da lahko sˇtejemo poglavje kot osvojeno. Sledi
akcija zamenjava teme, kjer se prej opisani postopek ponovi, kar ponavljamo, do-
kler ni celoten ucˇni nacˇrt izpopolnjen. Po koncˇanem napredovanju, sledi stopnja
ponavljanja. Ker imamo sedaj model ucˇenca zˇe inicializiran in nastavljen, prika-
zujemo tista poglavja, ki imajo najnizˇjo uspesˇnost (vgrajeno je tudi varovalo, ki
poskrbi da se pod dolocˇeno mejo prikazuejo tudi poglavja z najmanjˇsim sˇtevilom
ponovitev).
Vsa stanja so trajno hranjena in vplivajo na nadaljnje odlocˇitve. To pomeni,
da tudi, ko se ucˇenec vrne k resˇevanju, bodo njegove pretekle odlocˇitve vplivale na
v nadaljevanju prikazane naloge.
3.2 Zaslonske maske
Aplikacija je sestavljena iz sˇtirih zaslonskih mask: glavnega menija, vprasˇalnika,
pregleda profila in maske za resˇevanje ulomkov. Zadnje tri maske so dosegljive iz
glavnega menija, slika 3.1.
Slika 3.1: Glavni meni
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3.2.1 Vprasˇalnik
Vprasˇalnik je sestavljen iz 59 razlicˇnih vprasˇanj, od tega jih je pet staticˇnega tipa
(slika 3.2), preostala pa so del (MSLQ) [21] vprasˇalnika, ki nam sluzˇi za zajem
ucˇnega stila (slika 3.3). Staticˇni stil sprasˇuje po imenu in priimku, spolu, starosti,
najljubsˇem predmetu in ucˇnem uspehu. Sledi 55 vprasˇanj izbirnega tipa.
Slika 3.2: Staticˇno vprasˇanje o najljubsˇem predmetu.
Slika 3.3: Vprasˇanje v sklopu MSLQ [21] kviza
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3.2.2 Profil sˇtudenta
Ta zaslonska maska je zgrajena iz vecˇ tematskih zavihkov, kar se preslika na Andro-
idne fragmente. Zavihki so trije: splosˇni profil, ucˇne preference in model ucˇenca.
Splosˇni profil
Zavihek splosˇni profil: slika 3.4 prikazuje splosˇne podatke, ki smo jih zajeli s
pomocˇjo prej opisanega kviza. Ti podatki so staticˇni, spreminjanje je mogocˇe
samo s ponovnim resˇevanjem kviza.
Slika 3.4: Prikaz prvega zavihka: slika na vrhu se spreminja glede na spol.
Ucˇne preference
Zavihek ucˇne preference: slika 3.5 pravtako vsebuje podatke iz kviza, ki pa zˇe so
v agregirani obliki. Na pogledu se nahajajo kvantificirani rezultati (MSLQ) [21]
vprasˇalnika (sˇtevilo odgovorov, ki so znacˇilna za vsak ucˇni stil), krozˇni diagram, ki
prikazuje delezˇe posameznih ucˇnih stilov, in dve polji, ki nam podata obsezˇnejˇso
razlago in priporocˇila za dominanten ucˇni stil. Prav tako so tudi ti podatki staticˇni
in se do ponovnega resˇevanja kviza ne spreminjajo.
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Slika 3.5: Prikaz zavihka ucˇne preference s skritim tekstom razlage in pri-
porocˇil.
Model ucˇenca
V zadnjem sklopu se nahaja model ucˇenca (slika 3.6), ki vsebuje dinamicˇne po-
datke. Ti so odvisni od ucˇencˇeve interakcije z aktivnostjo Ulomki. Razdelili smo
jih na agregirane podatke, ki veljajo za ucˇenca, in na posamezne podatke, ki so
vezani na poglavje.
Agregirani podatki so sestavljeni iz tipa ucˇenca (ucˇenca klasificiramo na pod-
lagi povprecˇnega cˇasa in uspesˇnosti), povprecˇnega cˇasa resˇevanja ene naloge (fuzzy
preslikava poskrbi za opisno vrednost), povprecˇne uspesˇnosti resˇevanja (cˇez vsa po-
glavja), sˇtevila vseh resˇenih nalog (cˇez vsa poglavja), najboljˇse resˇenega poglavja
(poglavje z najviˇsjo uspesˇnostjo resˇevanja), najslabsˇe resˇenega poglavja (poglavje
z najnizˇjo uspesˇnostjo resˇevanja) in trenutno zadnje naucˇenega poglavja.
Podatki po poglavjih so sestavljeni iz imena teme (primerjava ulomkov, sesˇtevanje,
odsˇtevanje, mnozˇenje in deljenje), sˇtevila resˇevanj te teme in uspesˇnosti te teme.
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Slika 3.6: Prikaz zavihka modela ucˇenca, ki vsebuje vse dinamicˇne parametre.
3.2.3 Ulomki
Zaslon ulomki je namenjen prikazovanju in resˇevanju nalog. Je tudi del, kjer
se zbirajo dinamicˇni podatki, ki vplivajo na prikazane naloge. Na zaslonu, kot
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prikazuje slika 3.7, imamo poleg naloge in gumba sˇe dve pomocˇi.
Slika 3.7: Prikaz aktivnosti ulomki, z nalogo primerjanja.
Prva pomocˇ, ikona abakus, prikazˇe skupni imenovalec obeh ulomkov, kar v
nekaterih primerih znatno olajˇsa resˇevanje. Druga pomocˇ, ki se nahaja pod ikono
vprasˇaja in klicaja, pa se dinamicˇno spreminja, glede na ucˇencˇev ucˇni stil. Pripra-
vljeni sta dve razlicˇici, prva je za ucˇence z auditornim ucˇnim stilom, ki vsebuje pet
razlicˇnih zvocˇnih posnetkov, za vsako temo svojega. Vsak posnetek razlaga po-
stopek resˇevanja razlicˇnih nalog. Tako pri sesˇtevanju izvemo vse potrebne korake,
da pridemo do resˇitve, vkljucˇno s primerom. Hkrati pa se prikazˇeta dva gumba
za nadzor zvoka, ”play”in ”pause”. Druga razlicˇica, ki zdruzˇuje vizualne in kine-
steticˇne ucˇne stile (zaradi specificˇnosti niso mogocˇi kinesteticˇni namigi), pa pomocˇ
prikazˇe v obliki slikovnega gradiva (slika 3.8) in navodil. Navodilo je sestavljeno
iz petih razlicˇnih graficˇnih prikazov, ki na primeru ponazorijo potrebne korake za
resˇevanje doticˇne teme.
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Slika 3.8: Prikaz pomocˇi za poglavje deljenje
Poleg pravilnosti resˇitve se zajema tudi cˇas resˇevanja posamezne naloge. Prikaz
nalog ima pet razlicˇnih tematik (slika 3.9) in sicer: primerjava ulomkov, sesˇtevanje,
odsˇtevanje, mnozˇenje in deljenje. Prvi nacˇin delovanja je, da tematike prikazu-
jejo po vrsti, dokler ucˇenec pravilno ne resˇi minimalnega sˇtevila zahtevanih nalog
(zdajˇsnje poglavje se ne spremeni, dokler ucˇenec ne resˇi pravilno treh nalog v
trenutnem poglavju).
Slika 3.9: Prikaz vseh razlicˇnih poglavij.
Ko ucˇenec resˇi ustrezno sˇtevilo nalog, se poglavje spremeni. Ko predelamo,
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vsa poglavja, vstopimo v nacˇin ponavljanja. Izberemo poglavje z najslabsˇim re-
zultatom oziroma, da se ne bi pretirano ponavljala najslabsˇa poglavja, najredkeje
ponavljano poglavje. V tem nacˇinu, se spremeni tudi tezˇavnost prikazanih nalog.
Naloge imajo spremenljivke tudi med operandi tako, da je potrebno uporabiti
tudi obratno logiko. Nabor oziroma vrednost operatorjev se dinamicˇno spreminja.
Cˇe bo nekdo hitreje resˇeval naloge, bo lahko dobil operatorje v vrednosti od ena
do petnajst, medtem ko nekdo, ki pocˇasneje resˇuje naloge le v vrednosti od ena
do deset itd. Vse krmiljenje in nekatere preslikave uporabljajo metode mehkega
racˇunanja. Ulomki se lahko vnasˇajo tudi v neskrajˇsani obliki.
3.2.4 Inteligentni tutorski sistem
Aplikacija ima tudi druge elemente ITSja, prikazani so na sliki 3.3. Imamo pe-
dagosˇki modul (Fractions), bazo znanja (BigFraction in CurrentTask) in model
ucˇenca (StudentModel). Pedagosˇki modul s pomocˇjo stanj modela ucˇenca gene-
rira nov objekt tipa CurrentTask, ki prikazˇe primerno nalogo na aktivnosti ulomki.
Razred StudentModel je bil primarno nacˇrtovan za hranjenje stanj, zato vsebuje
vecˇinoma ”getterje”, sˇetterje”in agregatorske funkcije. Razred Fractions, ki skrbi
za krmiljenje, dolocˇa zamenjavo naloge in izracˇuna cˇasovno tezˇavnost. Razred Cur-
rentTask skrbi za izbiro poglavja, tezˇavnosti in prikaz naloge. Podatki se trajno
hranijo s pomocˇjo Shared Preferences in zapisovanja v datoteke.
Projekt vsebuje okoli 4000 vrstic javanske kode, najdaljˇsi razred CurentTask.java
sestavlja 1186 vrstic kode. Skupno sˇtevilo vrstic z oblikovanjem in konfiguracijo
se povzpne na okoli 12500 vrstic.
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Slika 3.10: Pedagosˇki modul, baza znanja in model ucˇenca.
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3.3 Model mehke logike
Z modelom mehke logike smo realizirali pedagosˇki modul in dele v modelu ucˇenca.
V pedagosˇkem modulu smo uporabili tri razlicˇne modele in sicer za ugotavlja-
nje ucˇencˇeve uspesˇnosti, hitrosti in za izvajanje akcij pri izbiranju nove naloge.
V modelu ucˇenca pa model mehke logike uporabljamo za klasifikacijo ucˇenca in
povprecˇne hitrosti resˇevanja. Poglavitna lastnost, zaradi katere smo se odlocˇili za
taksˇno orodje, je nedeterministicˇnost. Kot smo ugotovili zˇe v teoriji, se taksˇne
realizacije obnesejo bolje.
Vsi modeli uporabljajo Mamdani kontroler, pripadnostne funkcije so trikotne
oblike, uporablja se min max metoda in ostrenje. Odmehcˇanje (“defuzzyfikacija”)
je integralski centroid (izracˇun tezˇiˇscˇa dobljenega lika).
Engine engine = new Engine();
engine.setName("StudenType");
InputVariable inputVariable = new InputVariable();
inputVariable.setEnabled(true);
inputVariable.setName("AverageSolSpe");
inputVariable.setRange(0.000, 100.001);
inputVariable.addTerm(new Triangle("FAST", 0.000, 10.00, 14.000));
inputVariable.addTerm(new Triangle("MEDIUM",12.250, 20.500,
25.750));
inputVariable.addTerm(new Triangle("SLOW", 20.500, 35.00,
100.001));
engine.addInputVariable(inputVariable);
InputVariable inputVariable2 = new InputVariable();
inputVariable2.setEnabled(true);
inputVariable2.setName("AverageSolSuccess");
inputVariable2.setRange(0.000, 1.000);
inputVariable2.addTerm(new Triangle("POOR", 0.000, 0.3500,
0.500));
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inputVariable2.addTerm(new Triangle("MEDIUM",0.450, 0.65, 0.750));
inputVariable2.addTerm(new Triangle("GOOD", 0.650, 0.750, 0.82));
inputVariable2.addTerm(new Triangle("VERYGOOD", 0.750, 0.850,
1.00));
engine.addInputVariable(inputVariable2);
OutputVariable outputVariable = new OutputVariable();
outputVariable.setEnabled(true);
outputVariable.setName("SType");
outputVariable.setRange(0.000,1.00);
outputVariable.fuzzyOutput().setAccumulation(new Maximum());
outputVariable.setDefuzzifier(new Centroid(200));
outputVariable.setDefaultValue(0.65);
outputVariable.setLockValidOutput(false);
outputVariable.setLockOutputRange(false);
outputVariable.addTerm(new Triangle("POOR1", 0.000, 0.3500,
0.500));
outputVariable.addTerm(new Triangle("MEDIUM1",0.450, 0.65,
0.750));
outputVariable.addTerm(new Triangle("GOOD1", 0.650, 0.750, 0.82));
outputVariable.addTerm(new Triangle("VERYGOOD1", 0.750, 0.850,
1.00));
engine.addOutputVariable(outputVariable);
RuleBlock ruleBlock = new RuleBlock();
ruleBlock.setEnabled(true);
ruleBlock.setName("");
ruleBlock.setConjunction(new Minimum());
ruleBlock.setDisjunction(new Maximum());
ruleBlock.setActivation(new Minimum());
ruleBlock.addRule(Rule.parse("if AverageSolSpe is FAST and
AverageSolSuccess is VERYGOOD then SType is VERYGOOD1",
engine));
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ruleBlock.addRule(Rule.parse("if AverageSolSpe is FAST and
AverageSolSuccess is GOOD then SType is GOOD1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is FAST and
AverageSolSuccess is MEDIUM then SType is MEDIUM1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is FAST and
AverageSolSuccess is POOR then SType is POOR1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is MEDIUM and
AverageSolSuccess is VERYGOOD then SType is GOOD1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is MEDIUM and
AverageSolSuccess is GOOD then SType is MEDIUM1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is MEDIUM and
AverageSolSuccess is MEDIUM then SType is MEDIUM1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is MEDIUM and
AverageSolSuccess is POOR then SType is POOR1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is SLOW and
AverageSolSuccess is VERYGOOD then SType is MEDIUM1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is SLOW and
AverageSolSuccess is GOOD then SType is MEDIUM1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is SLOW and
AverageSolSuccess is MEDIUM then SType is POOR1", engine));
ruleBlock.addRule(Rule.parse("if AverageSolSpe is SLOW and
AverageSolSuccess is POOR then SType is POOR1", engine));
engine.addRuleBlock(ruleBlock);
StringBuilder status = new StringBuilder();
if (!engine.isReady(status))
throw new RuntimeException("Engine not ready. " +
"The following errors were encountered:\n" + status.toString());
Listing 3.1: Model mehke logike StudenType, realiziran s knjizˇnico jfuzzy,
kot vhod mu podamo povprecˇno hitrost resˇevanja in povprecˇno uspesˇnost.
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Za realizacijo modela smo uporabili prostodostopno knjizˇnico jfuzzylite. Izgra-
dnja se zacˇne z inicializacijo vhodnih in izhodnih spremenljivk ter bloka pravil.
Ko imamo model postavljen z dodeljevanjem vrednosti vhodnim sprememljivkam
krmilimo izhodne. Zgornji prikaz se nanasˇa na model StudenType, kjer hocˇemo
klasificirati ucˇenca na slabega, povprecˇnega, dobrega in zelo dobrega. Prvi korak
inicializira model in mu dolocˇi enolicˇno ime. Sledi definicija prve vhodne spremen-
ljivke AverageSolSpe, ta nam predstavlja povprecˇni resˇevalni cˇas na posamezno
nalogo. Razpon te spremenljivke smo omejili od 0 do 100.001 sekundo, sledi raz-
delitev vhodne spremenljivke na tri vrednosti, vsaka s svojo veljavnostjo. Hitrost
smo razdelili na pocˇasno, srednje in hitro. Druga spremenljivka se imenuje Ave-
rageSolSuccess in nam predstavlja povprecˇen uspeh resˇevanja posamezne naloge.
Vrednost vhoda je omejena na vrednosti med nicˇ in ena, spremenljivka se deli na
sˇtiri vrednosti slabo, srednje, dobro in zelo dobro. Definicija izhodne spremenljivke
SType je omejena na vrednosti med nicˇ in ena, privzeto vrednost smo nastavili na
povprecˇno. Izhodna vrednost je pravtako razdeljena na sˇtiri dele kot vhodna spre-
menljivka dva. Sledi nastavljanje pravil, ki nam povezˇejo vhodne spremenljivke z
izhodnimi. Na podlagi teh pravil se izracˇuna funkcija. Ta model nam na podlagi
povprecˇnega cˇasa resˇevanja da oceno ucˇenca. Ocena ucˇenca se ”popravi”, glede na
povprecˇen cˇas resˇevanja. To pomeni, da pocˇasen ucˇenec ne more nikoli biti zˇelo
dober ucˇenec”, cˇeprav njegova uspesˇnost to nakazuje.
Poglavje 4
Uporabljene tehnologije in
orodja
4.1 Metode razvoja
Pri razvoju so bile uporabljene agilne metodologije [18], ki predpostavljajo, da
je delujocˇa programska oprema pomembnejˇsa kot popolna dokumentacija. Tako
smo izdelali prototip z vsemi zahtevanimi funkcionalnostmi, vendar nepopolno
dokumentacijo. Komunikacija je bila zelo olajˇsana, saj je bila vloga narocˇnika,
razvijalca in vodje projekta zdruzˇena. Smer razvoja je sledila zacˇetnemu nacˇrtu
z nekaj manjˇsimi dodelavami, vendar to ni vplivalo na odzivnost in prilagodlivost
na spremembe. Razvojna strategija je bila iterativni razvoj, odlasˇanje izvedbe
za dolocˇeno cˇasovno obdobje z namenom hitrejˇsega napredovanja in kasnejˇsega
vracˇanja k istemu problemu z namenom dokoncˇanja. Razlicˇne iteracije so nam
predstavljale funkcionalnosti, ki smo jih najprej realizirali v omejenem obsegu z
namenom testiranja koncepta pred dokoncˇno realizacijo.
4.2 Android
Android je na Linuxu temeljecˇ mobilni operacijski sistem, najvecˇ razvoja na tem
podrocˇju pade pod okrilje podjetja Google. Ocenjuje se, da je trenutno na svetu
vecˇ kot 1,4 milijarde naprav, ki jih poganja ta operacijski sistem. Poleg tablicˇnih
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racˇunalnikov in mobilnih telefonov se platforma sˇiri tudi na pametne ure, televizije
in avtomobile, kar kazˇe na veliko tezˇnjo poenotenega okolja oziroma ”the internet
of things”. Integracija, deljenje in zajemanje razlicˇnih podatkov zelo olajˇsa in
omogocˇa nove prilozˇnosti.
4.3 Android Studio
Je namensko razvojno okolje za sistem Android, za katerim stoji podjetje Google.
Najavljeno je bilo 16. maja 2013, do junija 2014 pa je bilo na voljo samo v zgodnjem
predogledu. Razvoj se je zacˇel na prvi beta verziji z oznako 0.8, decembra 2014 pa
se je nadgradil na verzijo 1.0. Samo orodje je sˇe novo in kazˇe Googlevo tezˇnjo k cˇim
lazˇjemu sˇirjenu Androida, saj vsebuje podporo za vse izpeljanke, od telefonov in
tablic do pametnih zapestnic in ur na enem mestu. Pred stabilno verzijo Android
Studio se je za razvoj po vecˇini uporabljal modificiran Eclipse, na katerega je bilo
potrebno dodajati razsˇiritve. V cˇasu razvoja, kljub zgodnji beta verziji, razen na
obcˇasno pocˇasnost nisem naletel na kaksˇne vecˇje tezˇave.
4.4 Knjizˇnica fuzzylite
Fuzzylite je brezplacˇna in odprtokodna knjizˇnica za mehko racˇunanje, napisana za
vecˇ platform. Namenjena je predvsem za izdelavo kontrolerjev z uporabo mehke
logike, pri tem pa ne potrebujemo kaksˇne dodatne knjizˇnice. Knjizˇnica je trenutno
na voljo za C++ in Javo. Omogocˇa nam objektno izgradnjo modela mehke logike.
Taksˇen model potem na podlagi vhodnih spremenljivk s pomocˇjo mehke logike
tvori izhodne spremenljivke. Vsebuje vecˇ razlicˇnih kontrolerjev, lingvisticˇnih izra-
zov t-normov itd ..., kar omogocˇa veliko svobode pri oblikovanju modelov. Placˇljiv
dodatek Qtfuzzylite na sliki 4.1 nam omogocˇa graficˇno izgradnjo in test modela,
ki ga lahko izvozimo v vecˇ razlicˇnih formatov.
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Slika 4.1: Placˇljivi dodatek Qtfuzzylite. Na sredini se nahajajo vhodne in
izhodne spremenljivke, spodaj pa lahko vidimo pripadajocˇe terme.
4.5 Knjizˇnica Generic Quest Library for An-
droid [19]
Generic Quest Library for Android (GQL8) je knjizˇnica, ki nam omogocˇa lazˇjo
implementacijo vprasˇalnika. Vprasˇanja podamo kot dokument JSON in tudi re-
zultate dobimo v obliki dokumenta JSON. Knjizˇnica omogocˇa pet razlicˇnih nacˇinov
vnosa podatkov. Pri implementaciji aplikacije se je pojavila potreba po prostov-
nosnem polju ”textbox”, ki ga osnovna implementacija ne omogocˇa, zato je bila
potrebna dodelava osnovne knjizˇnice. Dodano je bilo sˇe trajno hranjenje rezulta-
tov.
4.6 Knjizˇnica AChartEngine [23]
AChartEngine knjizˇnica je namenjena enostavnemu prikazu grafov v Android oko-
lju. Uporablja nativne elemente, s cˇimer odpade potreba po dodatnih razsˇiritvah.
Odlikuje jo tudi enostavna uporaba, ki nam omogocˇa bogat nabor urejanja tako
izgleda kot funkcionalnosti.
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4.7 Knjizˇnica BigFraction [24]
BigFraction je odprtokodna javanska knjizˇnica, ki omogocˇa osnovne operacije z
ulomki. Avtor jo je naredil za resˇevanje problemov na strani Project Euler. Odli-
kuje jo enostavna implementacija in uporaba.
Poglavje 5
Sklepne ugotovitve
Cilj naloge je bil proucˇiti modele ucˇenca v inteligentnih tutorskih sistemih tako
teoreticˇno kot prakticˇno. Za teoreticˇno podlago smo vzeli pregled literature zadnjih
desetih let [1]. Za bolj uravnotezˇeno in poglobljeno analizo smo dodatno proucˇili
sˇe cˇlanke od [1] do [17]. S tem smo si zagotovili objektivnejˇsi pregled podrocˇja
in zadostili zacˇetnim zahtevam. Tematika ima nekaj glavnih podrocˇij razvoja, pri
cˇemer so nekatera bolj perspektivna kot druga. Kar sˇe bode v ocˇi, je omejeno
sˇtevilo cˇlankov na tem podrocˇju.
Kljucˇni cilj prakticˇnega dela diplomskega dela je bil zasnova in realizacija apli-
kacije za operacijski sistem Android. Nacˇrtovanje se je zacˇelo z izbiro tipa modela
ucˇenca in ucˇne domene, kjer smo izbrali model mehke logike in stereotipnega, ka-
sneje so bili dodani elementi prekrivnega modela. Realizirali smo celoten ITS z
vsemi osnovnimi komponentami in delujocˇimi funkcionalnostmi.
Glede na to da so glavni viri teoreticˇnega dela diplomskega dela znanstveni
cˇlanki, je njegov glavni prispevek zacˇetna podlaga za nadaljnjo raziskovanje po-
drocˇja. Vtis med zacˇetno analizo je bil, da je podrocˇje zaenkrat sˇe omejeno in
da objave niso raznovrstne, raziskovalno podrocˇje je kompleksno in vcˇasih zahteva
interdisciplinarnost. Diplomsko delo lahko sluzˇi tudi kot pregled znanstvene lite-
rature. Prispevki prakticˇnega dela diplomskega dela so implementacija inteligen-
tnega tutorskega sistema na platformi Android, proucˇitev in integracija knjizˇnice
za mehko logiko jFuzzyLogic in implementacija modela ucˇenca z uporabo mehke
logike.
Prispevki teoreticˇnega dela so predvsem akademske narave, sluzˇijo lahko kot
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izhodiˇscˇe za nadaljnje raziskovanje ali pa kot nekaksˇen hiter povzetek podrocˇja.
Prav tako lahko sluzˇi kot teoreticˇna podlaga za razvoj podobne aplikacije, kot smo
jo razvili mi. Vsako predstavljeno poglavje vsebuje seznam zˇe razvitih sistemov.
Razvita aplikacija lahko sluzˇi kot prototip, oziroma kot test koncepta. Med
proucˇenimi viri sˇe ni bilo veliko taksˇnih, ki bi poskusˇali implementirati ITS na
mobilne platforme. Med realizacijo smo tudi preizkusˇali delovanje knjizˇnice jFuz-
zyLogic na Androidu. Z zasnovano aplikacijo smo dosegli vse zacˇrtane cilje in
proucˇili nekatera orodja, ki omogocˇajo taksˇno implementacijo. Aplikacija lahko
sluzˇi kot prakticˇni prikaz ITS-ja v ucˇnem procesu. Razvita aplikacija se zaenkrat
ne uporablja, vse funkcionalnosti pa so razvite in pripravljene za uporabo.
Rezultat diplomskega dela je celovit pregled objav podrocˇja razlicˇnih implemen-
tacij modela ucˇenca in delujocˇa aplikacija, ki je namenjena predvsem demonstraciji.
Prostor za izboljˇsavo je predvsem v kompleksnosti modelov mehke logike, kjer bi
bilo potrebno analizirati tudi druge dostopne metode implementacije in razlicˇne
modele. Prav tako bi se dalo razsˇirit ucˇno domeno na druga matematicˇna po-
drocˇja in na vprasˇanja izbirnega tipa. Implementiran je tudi komunikacijski kanal
na strezˇnik, vendar je trenutno neaktiven, kar odpira vrata za veliko razlicˇnih funk-
cionalnosti. Morda bi bilo smiselno razmisliti tudi o implementaciji ”bug-library”,
ki v nasˇi aplikaciji sˇe ni definiran.
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