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Abstract. In this paper we study a new probability associated with
any given belief function b, i.e. the orthogonal projection π[b] of b onto
the probability simplex P. We provide an interpretation of π[b] in terms
of a redistribution process in which the mass of each focal element is
equally distributed among its subsets, establishing an interesting anal-
ogy with the pignistic transformation. We prove that orthogonal projec-
tion commutes with convex combination just as the pignistic function
does, unveiling a decomposition of π[b] as convex combination of basis
pignistic functions. Finally we discuss the norm of the difference between
orthogonal projection and pignistic function in the case study of a qua-
ternary frame, as a first step towards a more comprehensive picture of
their relation.
1 Introduction
The theory of evidence (ToE) is one of the most popular uncertainty theories,
thanks perhaps to its nature of quite natural extension of the classical Bayesian
methodology. Indeed, the notion of belief function (b.f.) [1] generalizes that of
finite probability, with classical probabilities forming a subclass P of b.f.s called
Bayesian belief functions. The interplay of belief and Bayesian functions is of
course of great interest in the theory of evidence. In particular, many people
worked on the problem of finding a probabilistic approximation of an arbitrary
belief function. Several papers [2–10] have been published on this issue, mainly
in order to find efficient implementations of the rule of combination aiming to
reduce the number of focal elements. The connection between belief functions
and probabilities is as well crucial in Smets’ “Transferable Belief Model” [11].
The study of the links between belief functions and probabilities has recently
been posed in a geometric setup [12, 13]. In robust Bayesian statistics, there is a
large literature on the study of convex sets of probability distributions [14–17].
On our side, in a series of works [18, 19] we proposed a geometric interpretation
of the theory of evidence in which belief functions are represented as points of a
simplex called belief space B, a polytope whose vertices are all the b.f.s focused
on a single event A, mb(A) = 1, mb(B) = 0 ∀B 6= A. The region P of Bayesian
b.f.s is also a simplex, part of the border of B. The relation between belief and
probability measures can then be naturally studied in this framework.
In this paper we use tools provided by the geometric approach to introduce a new
probability function π[b] associated with any given belief function b, precisely the
orthogonal projection of b onto the probability simplex P. We thoroughly discuss
its interpretation and properties, and its relations with other known Bayesian
approximations of belief functions, i.e. pignistic function and relative plausibility
of singletons. We show that π[b] is inherently related to a redistribution process
similar to that of the pignistic transformation, in which though the mass of each
focal element is reassigned to all its subsets. We prove that, just as the pignistic
function does, the orthogonal projection commutes with respect to the convex
combination operator, yielding an interesting decomposition of π[b] in terms of
convex combination of basis pignistic functions.
2 A geometric approach to the ToE
A basic belief assignment (b.b.a.) over a finite set or “frame of discernment” [1] Θ
is a function m : 2Θ → [0, 1] on its power set 2Θ .= {A ⊆ Θ} such that m(∅) = 0,∑
A⊆Θ m(A) = 1, m(A) ≥ 0 ∀A ⊆ Θ. Subsets of Θ associated with non-zero
values of m are called focal elements. The belief function b : 2Θ → [0, 1] associated
with a basic belief assignment m on Θ is defined as: b(A) =
∑
B⊆A m(B). The
unique b.b.a. mb associated with a given b.f. b can be recovered by means of
the Moebius inversion formula mb(A) =
∑
B⊆A(−1)|A−B|b(B). In the ToE a
probability function is simply a special belief function assigning non-zero masses
to singletons only (Bayesian b.f.): mb(A) = 0, |A| > 1. A dual mathematical
representation of the evidence encoded by a b.f. b is the plausibility function
(pl.f.) plb : 2Θ → [0, 1], where the plausibility plb(A) of an event A is given by
plb(A)
.= 1 − b(Ac) = 1 − ∑B⊆Ac mb(B) =
∑
B∩A 6=∅mb(B) where A
c denotes
the complement of A in Θ.
Motivated by the search for a meaningful probabilistic approximation of belief
functions we introduced the notion of belief space [19], as the space of all belief
functions defined on a given frame of discernment Θ. A belief function b : 2Θ →
[0, 1] is completely specified by its N − 1 belief values {b(A), A ⊆ Θ,A 6= ∅},
N
.= 2|Θ|, and can then be represented as a point of RN−1. The belief space
associated with Θ is the set of points BΘ of RN−1 corresponding to a belief
function. We will assume the domain Θ fixed, and denote the belief space with
B. It is not difficult to prove [19] that B is convex. Let bA .= b ∈ B s.t. mb(A) = 1,
mb(B) = 0 ∀B 6= A be the unique belief function assigning all the mass to a
single subset A of Θ (A-th basis belief function). It can be proved that [19] the
belief space B is the convex closure of all basis belief functions bA: B = Cl(bA, ∅ (
A ⊆ Θ), where Cl denotes the convex closure operator:
Cl(b1, ..., bk) =
{
b ∈ B : b = α1b1 + · · ·+ αkbk :
∑
i αi = 1, αi ≥ 0 ∀i
}
. (1)
The convex space delimited by a collection of (affinely independent [20]) points
is called simplex. Each b.f. b ∈ B can be written as a convex sum as b =∑
∅(A⊆Θ mb(A)bA. Geometrically, the b.b.a. mb is the set of coordinates of b
in the simplex B. Analogously, the set P of all Bayesian belief functions on
Θ is the simplex determined by all the basis b.f.s associated with singletons:
























Fig. 1. In a binary frame Θ2 = {x, y} the belief space B is a simplex with vertices
{bΘ = [0, 0]′, bx = [1, 0]′, by = [0, 1]′}. A belief function b and the corresponding plau-
sibility function plb are always located in symmetric positions with respect to the set
P of probabilities on Θ. The associated relative plausibility p̃lb and belief b̃ of single-
tons are shown as the intersections of the probabilistic subspace with the line joining
plb and bΘ = [0, 0]
′ and the line passing through b and bΘ respectively. The other
Bayesian functions related to b all coincide with the center of the segment of consistent
probabilities P[b].
3 Orthogonal projection: binary case
It may be helpful to visually render these concepts in a simple example. Figure 1
shows the geometry of belief and plausibility functions for a binary frame Θ2 =
{x, y}. Since b(Θ) = plb(Θ) = 1 for all b, we can represent belief and plausibility
vectors as points of a plane with coordinates b = [b(x) = mb(x), b(y) = mb(y)]′,
plb = [plb(x) = 1−mb(y), plb(y) = 1−mb(x)]′ respectively.
Each pair of functions (b, plb) determines a line which is orthogonal to P, where b
and plb lie on symmetric positions on the two sides of the Bayesian region. The set
of probabilities P[b] consistent with b, i.e. P[b] .= {p ∈ P : p(A) ≥ b(A) ∀A ⊆ Θ}
in the simple binary case forms a segment in P (see Figure 1 again), whose center






















It is interesting to notice though that it also coincides with the orthogonal pro-
jection π[b] of b onto P: π[b] = BetP [b] = P[b]. On the other side, both relative





, b̃(x) .= b(x)∑
y∈Θ
b(y) (3)
even though consistent with b, do not follow the same scheme.
In the following we will study the geometry of the orthogonal complement of P
and analyze the properties of the associated Bayesian function, the orthogonal
projection π[b] of b onto the probability simplex P.
4 Orthogonal projection
Let us then denote with a(v1, .., vk) the affine subspace of some Cartesian space
Rm generated by the points v1, ..., vk ∈ Rm, i.e. the set {v ∈ Rm : v =
α1v1 + · · ·+ αkvk,
∑
i αi = 1}. The orthogonal projection π[b] of b onto a(P) is
obviously guaranteed to exist as a(P) is nothing but a linear subspace of RN−1
(on which b lives). By definition, the orthogonal projection π[b] is the solution
of the optimization problem
π[b] = arg min
p∈P





and is then naturally the unique solution of the Bayesian approximation problem
when choosing the L2 distance in the belief space.
An explicit calculation of π[b] requires a description of the orthogonal comple-
ment of a(P) in RN−1. Let n = |Θ| be the cardinality of Θ.
4.1 General form of the orthogonal projection
We need to find a necessary and sufficient condition for an arbitrary vector
v =
∑
A⊆Θ vAXA, where {XA, A ⊆ Θ} is a reference frame in RN−1, to be
orthogonal to the probabilistic subspace a(P). If we compute the scalar product
〈v, by − bx〉 between v and the generators by − bx of a(P ) we get
〈 ∑
A⊆Θ






After remembering that, by definition, bA(B) = 1 if B ⊇ A, 0 elsewhere, we can
see that these vectors display a special symmetry




1 A ⊇ {y}, A 6⊃ {x}
0 A ⊇ {x}, {y} or A 6⊃ {x}, {y}
−1 A 6⊃ {y}, A ⊇ {x}




A⊇{x},A 6⊃{y} vA. The









vA ∀y 6= x
}
.












since 2n−1−|B∪{y}| is the number of subsets A of {x}c containing both B and y,







∀y 6= x, after erasing the common factor 2n−2. Now, events B ⊆ {x, y}c appear in
both summations, with the same coefficient (since |B∪{x}| = |B∪{y}| = |B|+1)







∀y 6= x, the desired orthogonality condition. (5) can be used to prove that [24]
Theorem 1. The orthogonal projection π[b] of b onto a(P) can be expressed in

























From (7) we can see that π[b] is indeed a probability, since both 1+|Ac|21−|A| ≥ 0
and 1 − |A|21−|A| ≥ 0 ∀|A| = 1, ..., n. This is not at all trivial, as π[b] is the
projection of b onto the affine space a(P), and could have in principle assigned
negative masses to one or more singletons. π[b] is hence a valid candidate to the
role of probabilistic approximation of the b.f. b.
Unnormalized case It is interesting to note that the above results hold for
unnormalized belief functions [25] too. The orthogonality results of Section 4.1
are still valid as the proof of Theorem 1 [24] does not concern the mass of the
empty set. The orthogonal projection π[b] of a u.b.f. b is then well defined and
is still given by Equations (6),(7) where this time the summations on the right


























4.2 Orthogonality flag and redistribution process
Theorem 1 does not apparently provide any intuition about the meaning of π[b]
in terms of degrees of belief. If we process Equation (7) though we can reduce π
to a new Bayesian function strictly related to the pignistic function [24].
Theorem 2. π[b] = P̄(1−kO[b])+kO[b]O[b], where P̄ is the uniform probability











As 0 ≤ |A|21−|A| ≤ 1 for all A ⊆ Θ, kO[b] assumes values in the interval [0, 1].
Theorem 2 then implies that the orthogonal projection is always located on
the line segment joining the uniform, non-informative probability P̄ and the
Bayesian b.f. O[b]. By Equation (8) it turns out that π[b] = P̄ iff O[b] =
P̄ (since kO[b] > 0). The meaning to attribute to O[b] becomes clear when
we notice that the condition (5) under which a b.f. b is orthogonal to a(P)











1−|B| ≡ ∑B⊇{y}mb(B)21−|B| =∑
B⊇{x}mb(B)2
1−|B| ≡ Ō[b](x) = const ≡ O[b](x) = const = P̄ ∀ x ∈ Θ.
Therefore π[b] = P̄ iff b⊥a(P), and O − P̄ measures the non-orthogonality of b
with respect to P. O[b] deserves then the name of orthogonality flag.
A compelling link can be drawn between orthogonal projection and pignistic

















k|| and k2|| their normalization factors.
Theorem 3. O[b] is the relative plausibility of singletons of b2|| ; BetP [b] is the
relative plausibility of singletons of b||.

































































x BetP [b](x) = 1, p̃lb||(x) = BetP [b](x).
The two functions b|| and b2|| represent two different processes acting on b (see
Figure 2). The first one redistributes the mass of each focal element among its
singletons (yielding directly a Bayesian b.f. BetP [b]). The second one distributes
the b.b.a. of each event A among its subsets B ⊆ A (∅, A included). In this second





relative belief of singletons (3) b̃U is in fact the orthogonality flag O[b].
Example Let us consider as an example the belief function b on the ternary
frame: mb(x) = 0.1, mb(y) = 0, mb(z) = 0.2, mb({x, y}) = 0.3, mb({x, z}) = 0.1,
mb({y, z}) = 0, mb(Θ) = 0.3. To get the orthogonality flag O[b] we need to apply
the redistribution process of Figure 2 to each focal element of b. In this case their
masses are divided among their subsets as follows:
mb(x) = 0.1 7→ m′(x) = m′(∅) = 0.1/2 = 0.05,
mb(z) = 0.2 7→ m′(z) = m′(∅) = 0.2/2 = 0.1,
mb({x, y}) = 0.3 7→ m′({x, y}) = m′(x) = m′(y) = m′(∅) = 0.3/4 = 0.075,
mb({x, z}) = 0.1 7→ m′({x, z}) = m′(x) = m′(z) = m′(∅) = 0.1/4 = 0.025,
mb(Θ) = 0.3 7→ m′(Θ) = m′({x, y}) = m′({x, z}) = m′({y, z}) =
= m′(x) = m′(y) = m′(z) = m′(∅) = 0.3/8 = 0.0375.
By summing contributions related to singletons on the right hand side we get
mbU (x) = 0.05 + 0.075 + 0.025 + 0.0375 = 0.1875,
mbU (y) = 0.075 + 0.0375 = 0.1125, mbU (z) = 0.1 + 0.025 + 0.0375 = 0.1625
whose sum is the normalization factor kO[b] = mbU (x) + mbU (y) + mbU (z) =
0.4625 and by normalizing O[b] = [0.405, 0.243, 0.351]′. The orthogonal projec-
tion π[b] is finally the convex combination of O[b] and P̄ = [1/3, 1/3, 1/3]′ with
coordinate kO[b]: π[b] = P̄(1−kO[b])+kO[b]O[b] = [1/3, 1/3, 1/3]′ ·(1−0.4625)+
0.4625 · [0.405, 0.243, 0.351]′ = [0.366, 0.291, 0.342]′.
4.3 Orthogonal projection and convex combination
As a confirmation of this relationship, orthogonal projection and pignistic func-








A    
m'(x) = m'(y) = m'(z) = 1/3 m(A)
m'(  ) = m'(x) = m'(y) = m'(z) = 
= m'({x,y}) = m'({x,z}) = 
m'({y,z}) = m'(A) = 1/8 m(A)
Fig. 2. Redistribution processes associated with pignistic transformation and orthogo-
nal projection. In the pignistic transformation (top) the mass of each focal element
is distributed among its elements. In the orthogonal projection (bottom), instead
(through the orthogonality flag), the mass of each f.e. is divided among its subsets.
In both cases, the related relative belief of singletons yields a Bayesian belief function.
Theorem 4. Orthogonal projection and convex combination commute, i.e. if
α1 + α2 = 1 then π[α1b1 + α2b2] = α1π[b1] + α2π[b2].
Proof. By Theorem 2 π[b] = (1− kO[b])P̄ + Ō[b] where the coefficient is kO[b] =∑









)|A|21−|A| = α1kO[b1] + α2kO[b2],






21−|A| = α1Ō[b1] + α2Ō[b2]










= α1π[b1] + α2π[b2].
This property can be used to find an alternative expression of the orthogonal
projection as convex combination of the pignistic functions associated with all
basis belief functions.
Lemma 1. The orthogonal projection of a basis belief function bA is given by
π[bA] = (1− |A|21−|A|)P̄ + |A|21−|A|P̄A,
with P̄A = 1|A|
∑
x∈A bx the center of mass of all probabilities with support in A.
Proof. By Equation (8) kO[bA] = |A|21−|A|, so that Ō[bA](x) = 21−|A| if x ∈ A,
0 otherwise. This implies
O[bA](x) =
{ 1
|A| x ∈ A






Theorem 5. The orthogonal projection can be expressed as a convex combina-











αAP̄A, αA .= mb(A)|A|21−|A|. (9)






A⊆Θ mb(A)π[bA] by Theorem 4, which
by Lemma 1 becomes
∑
A⊆Θ mb(A)[(1 − |A|21−|A|)P̄ + |A|21−|A|P̄A] = (1 −∑
A⊆Θ mb(A)|A|21−|A|)P̄ +
∑
























































Fig. 3. Left: Orthogonal projection π[b] and pignistic function BetP [b] are both located
on the simplex whose vertices are all the basis pignistic functions, i.e. the uniform
probabilities associated with each single event A. However, the convex coordinates of
π[b] are weighted by a factor kO[bA] = |A|21−|A|, yielding a point which is closer to
vertices related to lower size events. Right: Orthogonal projection and pignistic function
coincide in the ternary case Θ3 = {x, y, z}.
















i.e. both orthogonal projection and pignistic function are convex combinations of
all the basis pignistic functions. However, as kO[bA] = |A|21−|A| < 1 for |A| > 2,
the orthogonal projection turns out to be closer to the vertices associated with
events of lower cardinality (see Figure 3-left).
Example: ternary case Let us consider as an example a ternary frame Θ3 =
{x, y, x}, and a belief function on Θ3 with b.b.a. mb(x) = 1/3, mb({x, z}) = 1/3,
mb(Θ3) = 1/3, mb(A) = 0 A 6= {x}, {x, z}, Θ3. According to Equation (9)






















and the orthogonal projection is the barycenter of the simplex Cl(P̄{x}, P̄{x,z}, P̄)






18 , BetP [b](y) =
1






18 i.e. BetP [b] = π[b]. This is true
for each belief function b ∈ B3, since for the above expressions when |Θ| = 3
αA = mb(A) for |A| ≤ 2, and 1−
∑
A αA = 1−
∑
A 6=Θ mb(A) = mb(Θ).
4.4 A quantitative analysis of the distance between BetP and π
An exhaustive description of the relationship between orthogonal projection and
pignistic function would require a quantitative analysis of their distance as the
degrees of belief of b vary in the belief space.
Considered the fact that π[b] is the solution of the Bayesian approximation prob-
lem when using the L2 norm (4), a sensible choice is measuring their distance





Let us then measure their difference in the simplest case in which they are




mb(Θ) + mb(x) +
1
2








mb(Θ) + mb(x) +
1
2




(mb({x, y, z}) + mb({x, y, w}) + mb({x, z, w})) + 116mb({y, z, w})
(10)
are very similar to each other. Basically the difference is that π[b] counts also
the masses of focal elements in {x}c (with a small contribution), while BetP [b]
by definition does not. If we compute their difference BetP [b](x) − π[b](x) =
1
48 [mb({x, y, z}) + mb({x, y, w}) + mb({x, z, w}) − 3 mb({y, z, w})] we can ana-
lyze the behavior of their L2 distance as b varies. After introducing the simpler
notation
y1 = mb({x, y, z}), y2 = mb({x, y, w}), y3 = mb({x, z, w}), y4 = mb({y, z, w}),
we can maximize (minimize) the norm above (y1 + y2 + y3 − 3y4)2 + (y1 +
y2 + y4 − 3y3)2 + (y1 + y3 + y4 − 3y2)2 + (y2 + y3 + y4 − 3y1)2 by imposing
∂
∂yi
‖BetP [b](y) − π[b](y)‖2 = 0 subject to y1 + y2 + y3 + y4 = 1. The unique
solution turns out to be y = [1/4, 1/4, 1/4, 1/4]′ which corresponds to (after re-
placing this solution in (10) BetP [b] = π[b] = P̄ where P̄ = [1/4, 1/4, 1/4, 1/4]′
is the uniform probability on Θ. The distance between pignistic function and
orthogonal projection is minimal (zero) when all size 3 subsets have the same
mass.
It is then natural to suppose that their difference must be maximal when all the
mass is concentrated on a single size-3 event. This is in fact correct: ‖BetP [b]−
π[b]‖2 is maximal and equal to 12 + 12 + 12 + (−3)2 = 12 when yi = 1, yj = 0
∀j 6= i, i.e. the mass of one among {x, y, z}, {x, y, w}, {x, z, w}, {y, z, w} is one.
Other distances could of course be chosen to assess the difference between
Bayesian approximations in the probability simplex: A natural generalization
of L2 is the Mahalanobis distance
√
(p− p′)′Σ(p− p′) (where Σ is a covariance
matrix) which is often used in statistics. Our intuition on the problem suggests
that the above results should hold for a wide class of such functions: Experimen-
tal validation is though needed.
5 Conclusions
In this paper we introduced a new Bayesian b.f. associated with any given belief
function b, i.e. the orthogonal projection of b onto the probability simplex P, by
definition the solution of the probabilistic approximation problem when using
the classical L2 distance. Even though π[b] has been derived through purely
geometric considerations, it exhibits strong links with the pignistic function. Its
interpretation in terms of rationality principles similar to those formulated for
the pignistic transformation is still unclear, as it is to decide whether or not
π[b] is consistent with b. The redistribution process of Section 4.2 is a first step
in this direction: The orthogonal projection is the result of a more “cautious”
approach (with respect to BetP ) in which the mass of higher-size events is not
divided among singletons, but among subsets.
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