Abstract-This letter addresses the problem of target localization in harsh indoor environments based on range measurements. To mitigate the non-line-of-sight (NLOS) bias, we propose a novel robust estimator by transforming the localization problem into a generalized trust region sub-problem framework. Although still non-convex in general, this class of problems can be readily solved exactly by means of bisection procedure. The new approach does not require to make any assumptions about the statistics of NLOS bias, nor to try to distinguish which links are NLOS and which are not. Unlike the existing algorithms, the computational complexity of the proposed algorithm is linear in the number of reference nodes. Our simulation results corroborate the effectiveness of the new algorithm in terms of NLOS bias mitigation and show that the performance of our estimator is highly competitive with the performance of the stateof-the-art algorithms. In fact, they show that the novel estimator outperforms slightly the existing ones in general, and that it always provides a feasible solution.
NLOS links [8] , [9] , which are then either discarded or used to improve the performance, while others are robust estimators [10] , [11] which are generally more resilient to NLOS bias. A robust estimator based on semidefinite programming (SDP) relaxation technique was introduced in [10] to cope with the NLOS bias. Even though this estimator performs well in adverse environments, its computational complexity grows rapidly with the network size. Another SDP estimator was presented in [7] . This estimator tries to mitigate the NLOS bias by properly handling the NLOS links, but disregards a relationship established between optimization variables and is γ -dependent, where γ is a penalization term that prevents the problem to be ill-posed. In [11] , a robust second-order cone programming (SOCP) estimator was described. It provides a relatively fast and accurate solution, but it is not always feasible. A perturbed edge-based SDP (PESDP) estimator was proposed in [12] . This estimator was originally designed for cooperative localization, and relies on perturbation terms introduced in target/target links to enhance its performance.
All of the above algorithms for TOA-based target localization in NLOS environments employ sophisticated mathematical tools which raise severely their computational complexity, and thus, their execution time. In huge contrast to them, here, we propose a novel robust estimator whose solution is exactly obtained by nothing other than a bisection procedure. The proposed algorithm requires to know the upper bound on the magnitude of NLOS bias, which is relatively easy to estimate in practice during the training phase [10] , [11] , when the true locations of sensors are available. It does not require to distinguish between line-of-sight (LOS) and NLOS links, nor to know the statistics of the NLOS bias. We take the NLOS bias as a nuisance parameter, and develop a robust estimator that mitigates its influence. By applying robust squared-range (RSR) and weighted least squares (WLS) criterion, we convert the originally non-convex problem into a generalized trust region sub-problems (GTRS) framework, whose solution is readily obtained by a bisection procedure [13] . Unlike the described algorithms, the computational complexity of the new one is linear in the number of anchors, and its performance is highly competitive with the state-ofthe-art algorithms.
II. PROBLEM FORMULATION Let x, a i ∈ R k represent respectively the unknown location of the target and the known location of the i -th anchor, i = 1, . . . , N, in a k-dimensional wireless sensor network (k = 2 or 3). The range measurements between the target and the i -th anchor [7] , [10] [11] [12] , [14] are modeled as
where n i is the measurement noise assumed to follow a zero-mean Gaussian distribution with variance
with L l and L n representing the set of all LOS and NLOS links, respectively).
In the existing literature, the NLOS bias is assumed to be positive and to follow different distributions, such as Gaussian, uniform or exponential. In this letter, we do not make any assumption about the distribution of the NLOS bias, which makes our method universally applicable. As in some previous works [7] , [10] [11] [12] , here we make an assumption that b i n i , and that the magnitude of the NLOS bias is upper bounded by a given constant [10] , [11] 
Based on (1), maximum likelihood (ML) estimator [15] 
where
T , with I M and 0 M×M representing the M × M identity matrix and matrix of all zeros respectively, and e i is the i -th column of I N .
The problem in (2) is very difficult to solve since it is hard to distinguish which links are LOS and which are NLOS in practice. Besides, the ML estimator is severely non-convex and has no closed-form solution. Hence, some approximations to (2) are required.
III. THE PROPOSED ROBUST ESTIMATOR From (1), we subtract b max /2 from both sides, yielding
Furthermore, by close inspection ofb i we have that
where the inequality comes from |b i | ≤ b max .
If we assume that the noise power is sufficiently low, we can neglect the second-order noise term in (4), to get
Based on (5), a robust LS problem can be formulated as
which can be rewritten as
by letting f (
Thus, to solve (7), we need to compute the maximum of
To do so, we consider the following two cases.
, where
, where f − are defined in (9a) and (9c), respectively. Therefore, based on (8) and the above two cases, from (6) we get
By treating all links as NLOS, we can approximate the denominators in (10) by x − a i ≤ d i , ∀i . However, not all links are necessarily NLOS, and there is a certain probability that we are introducing an error by applying this approximation in the case of LOS links. Vaghefi and Buehrer [7] tried to minimize the probability of introducing such an error by assuming available perfect knowledge about the noise power, and by taking advantage of it. However, this assumption might not hold in practice, and we do not apply such a procedure.
By introducing weights
such that more importance is given to nearby and/or LOS links [16] , and using the above approximation, we can rewrite (10) as
which can be reformulated as 
. . .
Both the objective function and the constraint in (12) are quadratic. This type of problems is known as GTRS [13] , and its exact solution is given bŷ
where λ is a unique solution to ϕ(λ) = 0, for λ ∈ I , with ϕ(λ) =ŷ(λ) T Dŷ(λ) + 2g Tŷ (λ) and the interval I = −
, ∞ , where λ 1 is the maximum eigenvalue of a matrix. It is known that ϕ(λ) is strictly decreasing over I [13] ; thus, the optimal λ can be readily obtained by a bisection procedure.
IV. COMPLEXITY ANALYSIS Assuming that K is the maximum number of steps in the bisection procedure used to solve (12) , Table I provides an overview of the considered algorithms together with their worst case computational complexities. Table I shows that the computational complexity of all methods depend mainly on the network size, i.e., the number of anchors. From Table I , we can see that the computational complexity of the proposed method is linear in N, while the complexity of the existing methods is significantly higher.
V. PERFORMANCE RESULTS
This section verifies the performance of the proposed algorithm through computer simulations. Its performance is compared with the existing ones, 2 summarized in Table I . To give a theoretical lower bound on the performance of the new algorithm, the results for the proposed algorithm when perfect knowledge of the NLOS bias is used are also included, labelled as "K-RSR-WLS". The measurements were generated by using (1). All sensors were deployed randomly inside a square region with a side length B = 20 m in each Monte Carlo, M c , run. The NLOS bias was drawn from a uniform distribution on an interval [0,
For the proposed method, K = 30 is used. The main performance metric used is the root mean square error (RMSE),
, where x i denotes the estimate of the true target location, x i , in the i -th M c run. Fig. 1 illustrates the RMSE versus σ i (m) performance comparison of the considered algorithms, for N = 6 and |L n | = 4, where | • | denotes the cardinality of a set. The figure shows that the performance of all algorithms deteriorates as σ i grows, as anticipated. Furthermore, although the performance of all algorithms is fairly even, the proposed algorithm slightly outperforms the existing ones for the considered range of noise power. This can be explained to some extent by the fact that, in contrast to the new algorithm, the existing ones resort to convex relaxation techniques, which expand the set of all possible solutions and might affect their performance. 3 Fig . 2 illustrates the RMSE versus |L n | performance comparison of the considered algorithms, for fixed N = 10 and σ = 1 m. From the figure, one can see that the performance of the robust algorithms betters as the number of NLOS links increases, while the performance of the SDP method is the best for low |L n |, but worsens with its growth. This is explained by the fact that the robust methods depend on the upper bound of the NLOS bias, which is too large when |L n | is low, but becomes tighter as |L n | grows. For instance, the proposed algorithm treats all links as NLOS and subtracts the term b max /2 from them. This means that we are introducing an error for all LOS links. As |L n | grows, this error lowers and consequently, the performance of the robust algorithms betters. Fig. 3 illustrates the cumulative distribution function (CDF) of localization error (LE) of the considered approaches, for N = 10, |L n | = 8 and σ i = 1 m. The LE is defined as LE = x i − x i , for i = 1, . . . , M c . The Fig. 3 exhibits good performance of all algorithms, achieving a median LE of roughly 1.5 m. However, one should keep in mind that the proposed algorithm matches or even betters the performance of the existing algorithms with linear computational complexity. Furthermore, the figure shows that the proposed algorithm achieves LE ≤ 2 m in more than 80% of the cases.
It is also worth mentioning that, in our simulations, the proposed algorithm provided always a valid solution to the problem with the least time, while the existing algorithms had some infeasible runs. To illustrate this, in Table II , we present the average execution time per M c run of the considered algorithms, 4 as well as the number of infeasible runs (NIR) for each of them. 5 From it, it can be seen that the proposed algorithm is by far the fastest, which complies with the results in Table I , and that its solution is always feasible, while the same can not be said for the existing algorithms. 6 VI. CONCLUSIONS In this letter, we have presented a novel range-based algorithm for target localization in harsh indoor environments. The new method requires no distinction between LOS and NLOS links, nor to know the statistics of the NLOS bias. It is based merely on the assumption that the upper bound on the magnitude of the NLOS bias is available. By employing a robust approach, we have mitigated the negative effect of the NLOS bias, and we have developed an efficient estimator whose solution is obtained by a bisection procedure. A great advantage of the proposed algorithm over the existing ones is its linear computational complexity in N. The simulation results confirmed that our algorithm is robust to NLOS bias, and that it slightly outperforms the existing ones in general.
