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Sur la théorie spectrale des métriques intégrables sur une
surface de Riemann compacte
Mounir Hajli
Résumé
Dans ce texte, on continue notre étude de la théorie spectrale associée aux métriques intégrables
sur une surface de Riemann compacte, qu’on a commencé dans [15]. Nous introduisons une classe de
métriques continues sur les fibrés en droites sur une surface de Riemann compacte qu’on appellera
métriques 1-intégrables. Nous généralisons la théorie spectrale des opérateurs Laplaciens associés aux
métriques de classe C∞ à l’ensemble des fibrés en droites munis de ces métriques.
Comme application, on retrouve l’égalité suivante :
ζ
′
∆
O(m)∞
(0) = Tg
(
(P1, ω∞);O(m)
∞
)
,
obtenue par des calculs directs dans [14].
1 Introduction
1.1 Principaux résultats
En Géométrie d’Arakelov, developpée par Gillet-Soule et Bismut, les métriques hermitiennes sont
supposées de classe C∞. Cela est nécessaire, par exemple, afin de définir les parties de nature spectrale
entrant dans la formulation du théorème de Riemann Roch Arithmétique, voir [12]. Or, il s’avère que ces
suppositions sont très restrictives. Un exemple de bonnes métriques, sont les métriques canoniques sur
les variétés toriques qui sont continues mais pas nécessairement C∞, voir [26], [19] pour la construction
de ce genre de métriques.
Après une première approche due à Zhang, voir [26]. Maillot introduit une Géométrie d’Arakelov qui
tient en compte des métriques admissibles et intégrables, voir [19]. Dans ce texte on complète cette théo-
rie, au moins pour les surfaces de Riemann compactes, en construisant une théorie spectrale associée à
ces métriques intégrables qui généralise la théorie classique. Ce qui nous permettra de définir une théorie
de torsion analytique holomorphe dans ce cas.
Rappelons qu’un fibré en droites hermitien (E, hE) sur une variété projective complexe non-singulière,
est dit admissible si hE est limite uniforme d’une suite (hn)n∈N de métriques C∞ et positives. On dit qu’il
est intégrable si hE est quotient de deux métriques admissibles, voir (7.1).
Soit (X,hX) une surface de Riemann compacte où hX est une métrique hermitienne continue. Au
paragraphe (3.1), on rappelle la construction du Laplacien dans le cas classique agissant sur A(0,0)(X,E).
Soit E∞ = (E, hE,∞) un fibré en droites intégrable sur X , nous montrons qu’on peut associer à hE,∞ un
opérateur linéaire qui agit qui agit sur A(0,0)(X,E) et étend la notion de Laplacien pour les métriques
C∞. On l’appellera l’opérateur Laplacien associé à hE,∞ et on le note par ∆E∞ . Plus précisément, on
établit le résultat suivant, (voir théorème (3.6)) :
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Théorème 1.1. Soit (X,hX) une surface de Riemann compacte avec hX une métrique hermitienne
continue. Soit E∞ = (E, hE,∞) un fibré en droites intégrable. On note par A0,0(X,E)∞ le complété de
A0,0(X,E) pour la métrique L2∞ induite par hX et hE,∞.
Pour toute décomposition de E∞ = E1,∞ ⊗ E−12,∞ en fibrés admissibles E1,∞ et E2,∞, et pour tout
choix de suites
(
h1,n
)
n∈N (resp.
(
h2,n
)
n∈N) de métriques positives C∞ sur E1,∞ (resp. sur E2,∞) qui
converge uniformément vers h1,∞ (resp. h2,∞) et si l’on pose En := E1,n ⊗ E−12,n. Alors
1. Pour tout ξ ∈ A(0,0)(X,E), la suite (∆Enξ)n∈N converge, pour la norme L2∞, lorsque n 7→ ∞
vers une limite qu’on note par ∆E∞ξ dans A
0,0(X,E)∞. Cette limite ne dépend par du choix de la
décomposition ni de celui de la suite.
2. ∆E∞ est un opérateur linéaire de A
0,0(X,E) vers A0,0(X,E)∞.
3. (
∆E∞(f ⊗ σ), g ⊗ τ
)
L2,∞ =
(
f ⊗ σ,∆E∞(g ⊗ τ)
)
L2,∞
=
i
2π
∫
X
hE,∞(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz.
∀f, g ∈ A0,0(X) et σ, τ deux sections locales holomorphes de E tels que f ⊗ σ et g ⊗ τ soient dans
A(0,0)
(
X,E
)
. En particulier, (
∆E∞ξ, ξ
′)
L2,∞ =
(
ξ,∆E∞ξ
′)
L2,∞,
∀ξ, ξ′ ∈ A(0,0)(X,E).
4. (
∆E∞ξ, ξ
)
L2,∞ ≥ 0 ∀ ξ ∈ A0,0(X,E).
Si l’on choisit convenablement
(
hn
)
n
une suite de métriques de classe C∞ qui converge uniformément
vers h∞, alors nous sommes capables de relier e−t∆E∞ à
(
e−t∆En
)
n∈N ; la suite de noyaux de Chaleur
associés à
(
hn
)
n
. En fait, si (hn)n∈N vérifie les deux conditions suivantes :
1.
sup
n∈N
∥∥∥∥hX( ∂∂z , ∂∂z
)− 12 ∂
∂z
log
hn+1
hn
∥∥∥∥
sup
<∞
où
{
∂
∂z
}
est une base locale de TX . Rappelons que
∣∣∣∣hX( ∂∂z , ∂∂z)− 12 ∂∂z log hn+1hn
∣∣∣∣ ne dépend pas du
choix de la base locale.
2.
∞∑
n=1
∥∥∥∥ hnhn−1 − 1
∥∥∥∥
1
2
sup
<∞.
Alors, nous montrons le théorème suivant, (voir théorème (4.8)) :
Théorème 1.2. On a, (
e−t∆En
)
n∈N −−−−→n7→∞ e
−t∆E∞ .
dans l’espace des opérateurs bornés sur le complété de A(0,0)(X,E) pour la métrique L2∞.
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Après nous montrons que ∆E∞ possède un spectre discret, infini et positif. L’étape suivante consiste à
étudier l’opérateur P∞e−t∆L,∞ , où P∞ est la projection orthogonale à ker∆E,∞ pour L2∞. Nous montrons
qu’il est nucléaire, on peut alors introduire la fonction Thêta associée en posant :
θ∞(t) := Tr
(
P∞e−t∆E,∞
) ∀ t > 0,
Nous montrons qu’on a convergence simple de :(
θn(t)
)
n∈N −−−−→n7→∞ θ∞(t) ∀ t > 0,
où θn est la fonction Thêta associée à ∆E,hn .
Ces résultats sont regroupés dans le théorème suivant, (voir théorème (4.20)) :
Théorème 1.3. Pour tout t > 0, e−t∆E,∞ est un opérateur nucléaire. On a
lim
u7→∞
θu(t) = θ∞(t).
La fonction Zêta ζ∞ définit par :
ζ∞(s) =
1
Γ(s)
∫ ∞
0
θ∞(t)ts−1dt,
est holomorphe sur Re(s) > 1 et
ζ∞(s) =
∞∑
k=1
1
λs∞,k
∀ Re(s) > 1.
admet un prolongement analytique au voisinage de 0 et on a
ζ′∞(0) = lim
u7→∞
ζ′u(0).
avec ζu est la fonction Zêta associée à ∆E,u.
On notera qu’afin de démontrer ce théorème on aura besoin d’une borne inférieure positive non nulle
pour la suite (λ1,n)n∈N, où λ1,n est la première valeur propre non nulle de ∆En pour tout n ∈ N.
L’existence de cette borne sera déduit de la proposition suivante, qu’on établit dans (7.17) :
Proposition 1.4. Soit (X,hX) une surface de Riemann compacte et E un fibré en droites holomorphe.
Soit hE,∞ une métrique hermitienne continue sur L. Soit (hn)n une suite de métriques hermitiennes C∞
sur L qui converge uniformément vers h∞. Alors il existe une constante α 6= 0 telle que
α ≤ λ1,q
λ1,p
≤ 1
α
, ∀ 1≪ p ≤ q.
On termine par montrer que la suite des métriques de Quillen (‖ · ‖Q,hn)n∈N converge vers une limite
et que cette dernière est représentée par la métrique ‖ · ‖Q,h∞ = ‖ · ‖L2,∞ exp(ζ′∞(0)).
1.2 Organisation de l’article
Dans le chapitre (2), nous introduisons la notion de métrique 1-intégrable. On considère alors la
définition suivante :
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Définition 1.5. Soit
(
X,ω
)
une surface de Riemann compacte et ωX une forme de Kähler. Soit E =(
E, h∞
)
un fibré en droites intégrable sur X.
On dit que
(
E, h∞
)
est 1-intégrable s’il existe une suite
(
hn
)
n∈N de métriques de classe C∞ sur E qui
converge uniformément vers h∞ vérifiant que :
1. Il existe E1 et E2 deux fibrés en droites admissibles tels que E = E1⊗E−12 et deux suites
(
h1,n
)
n∈N
et
(
h2,n
)
n∈N de métriques positives de classe C∞ sur E1 respectivement sur E2 telles que
(
h1,n
)
n∈N
respectivement
(
h2,n
)
n∈N converge uniformément vers h1,∞ respectivement vers h2,∞ et que
hn = h1,n ⊗ h−12,n ∀n ∈ N.
ou il existe h′, une métrique positive de classe C∞ telle que hn ⊗ h′ est positive, ∀n ∈ N.
2. ∞∑
n=1
∥∥∥ hn
hn−1
− 1
∥∥∥ 12
sup
<∞,
3.
sup
n∈N≥1
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
<∞. (1)
Les principaux résultats du chapitre (2) concernant cette nouvelle notion de métriques sont les théo-
rèmes (2.5) et (2.12). Nous commencons tout d’abord par remarquer que(∣∣∣hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∣∣∣)
n∈N
est une suite de fonctions bien définies sur X et qu’elle est L2-bornée. On notera à l’aide d’exemples que la
convergence uniforme n’est pas suffisante pour garantir (1). Nous établissons que toute métrique continue
avec des conditions de régularités faibles sur un fibré en droites sur une surface de Riemann compacteX est
intégrable, c’est l’objet du théorème (2.5) ; L’idée clé est le fait que toute métrique positive est admissible.
Dans la proposition (2.8), on y trouve une large classe d’exemples de suites de métriques sur O(m)
sur P1 vérifiant (1) et on notera qu’on peut avoir aussi limn∈N
∥∥∥hX( ∂∂z , ∂∂z)− 12 ∂∂z log hnhn−1
∥∥∥
sup
= 0.
Afin de répondre, partiellement, à la question (1), on se restreint à la classe des métriques intégrables
invariantes par l’action de S1, par exemple les métriques canoniques sur P1. Notons que les résultats
énoncés ici, sont tous vérifiés par les métriques canoniques sur P1. Dans la proposition (2.11), on s’inté-
resse à des métriques d’origine dynamique. L’observation des différents exemples nous amène à introduire
la classe des métriques intégrables invariantes par S1 qui sont C∞ sur P1 \ S où S est un compact de
P1\{0,∞}, par exemple la métrique |·|max(|x0|,|x1|) est intégrable, invariante par S1 et C∞ sur P1\{|z| = 1}.
Le principal résultat de ce paragraphe est le théorème (2.12), où on montre que (1) est vérifiée si h∞ est
intégrable, invariante par S1 et de classe C∞ sur P1 \ S avec S un compact de P1 \ {0,∞}.
D’après le théorème (2.12), il est naturel d’introduire la définition suivante : Soit X une surface de
Riemann compacte et hE,∞ une métrique admissible sur E, un fibré en droites sur X . On dit que hE,∞
est 1-admissible s’il existe une suite de métriques positives de classe C∞ sur L qui converge uniformément
vers hE,∞ telle que
sup
n∈N∗
∥∥∥∥h( ∂∂z , ∂∂z )− 12 ∂∂z log hnhn−1
∥∥∥∥
sup
<∞,
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(où { ∂∂z} est une base holomorphe locale de TX) et
∞∑
n=1
∥∥∥∥ hnhn−1 − 1
∥∥∥∥
1
2
<∞.
et plus généralement, hE,∞ sera dite “1-intégrable” s’il existe h1,∞ et h2,∞ deux métriques “1-
admissibles” telles que
hE,∞ = h1,∞ ⊗ h−12,∞.
Avec les notations de la définition (2.13), on montre qu’il existe des métriques 1-intégrables continues
mais non C∞, c’est l’objet du théorème (2.15). Notons que nos résultats s’étendent à toute métrique ayant
cette propriété.
Remarquons que (2.5), nous fournit une large classe d’exemples d’application pour la théorie dévelop-
pée dans le texte.
Les paragraphes (3.2) et (3.3) sont consacrés à l’extension de la notion du Laplacien généralisé aux
cas des métriques intégrables sur les fibrés en droites holomorphes sur une surface de Riemann compacte.
On propose deux approches différentes, dans la première nous montrons que pour tout choix (hn)n de
suites de métriques positives C∞ qui converge uniformément vers une métrique admissible h∞, la suite
d’opérateurs ∆E,hn converge fortement pour la métrique L
2 vers un opérateur qu’on notera par ∆E∞ ,
voir le théorème (3.6). Lorsque X = P1, le théorème (3.16) décrit la deuxième approche qui consiste à
définir directement l’opérateur ∆E,h∞ par une formule qui étend l’expression locale du Laplacien dans le
cas C∞ en montrant que le coefficients de ce dernier ont encore un sens dans le cas de hE,∞.
On termine, par prouver que les deux approches définissent le même opérateur, qu’on appellera le
Laplacien associé à hE,∞.
Dans le chapitre (5), on étudie la variation de la métrique sur TX . On considère une métrique inté-
grable sur TX , qu’on lui associe un opérateur Laplacien noté ∆X,∞. on montre qu’il admet un noyau de
chaleur e−t∆X,∞ qui peut être approché par une suite de noyaus de chaleur
(
e−t∆X,n
)
n
de classe C∞.
Le (6) constitue une annexe regroupant quelques résultats techniques utiles, on y trouve un rappel sur
les opérateurs bornés, compacts et nucléaires sur un espace de Hilbert. En combinant plusieurs résultats
on établit dans (4), que
e−t∆E,h∞ , t > 0
est un opérateur nucléaire, en d’autres termes nous établissons que
θ∞(t) :=
∑
k≥1
e−tλ∞,k <∞
où {λ∞,k}k∈N sont les valeurs propres de ∆E,h∞ comptées avec multiplicités. Si l’on note par
ζ∞(s) =
1
Γ(s)
∫ ∞
0
ts−1θ∞(t)dt, s ∈ C,
alors nous montrons notre principal résultat de ce paragraphe :
lim
n∈N
ζ′n(0) = ζ
′
∞(0)
est la limite est finie.
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Cela explique nos précédents calculs et le fait que
Tg
(
(P1, ω∞);O(m)∞
)
= ζ′∆
O(m)∞
(0)
où le terme à gauche est obtenu comme limite de ζ′n(0).
L’appendice (7) regroupe quelques lemmes et résultats qui seront utilisés tout au long de cet article,
par exemple on établit un lemme technique qui nous permet de construire à partir d’une famille discrète
ou une suite (hn)n∈N de métriques hermitiennes, une famille à paramètre continu u ∈ [1,∞[ qui interpole
(hn)n∈N aux points entiers et qui varie de facon C∞ en fonction u. Ce lemme sera utilisé pour étudier
en particulier la variation des e−t∆L,hn en fonction de n en utilisant la formule de Duhamel pour ∂∂ue
−t∆u .
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2 Sur les métriques intégrables sur P1
Dans ce paragraphe, on s’intéresse au problème suivant : Etant donnée une métrique h∞ admissible,
plus généralement intégrable (voir (7.1) pour la définition), existe-il une suite (hn)n∈N de métriques
hermitiennes positives de classe C∞ qui converge uniformément vers h∞ telle que :
sup
n∈N
∥∥∥hX( ∂
∂z
,
∂
∂z
) 1
2
∂
∂z
log
hn
hn−1
∥∥∥
sup
<∞ (2)
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Si l’on fixe une métrique L2 surA0,0(P1), alors la suite
(∣∣∣hX( ∂∂z , ∂∂z )− 12 ∂∂z log hnhn−1
∣∣∣)
n∈N
est L2-bornée,
en effet on a∥∥∥hX( ∂
∂z
,
∂
∂z
) 1
2
∂
∂z
log
hn
hn−1
∥∥∥2
L2
=
∫
X
∣∣∣hX( ∂
∂z
,
∂
∂z
) 1
2
∂
∂z
(
log
hn
hn−1
)∣∣∣2ωX
=
∫
X
∣∣∣ ∂
∂z
(
log
hn
hn−1
)∣∣∣2ωX
=
∫
X
log
hn
hn−1
(
c1(L, hn)− c1(L, hn−1)
)
≤
∫
X
log
hn
hn−1
c1(L, hn) +
∫
X
log
hn
hn−1
c1(L, hn−1)
≤ 2 deg(L)
∥∥∥log hn
hn−1
∥∥∥
sup
.
(on a utilisé la positivité de c1(L, hn)).
On remarque qu’en général, le fait que (hn)n∈N converge uniformément vers h∞ n’implique pas né-
cessairement la propriété (2), en effet, si l’on considère par exemple le polynôme P (z) = z2 − 2, et on
pose hn la métrique hermitienne sur O(1), définie comme suit :
‖ · ‖n := | · |(
1 + |P (n)(z)|2) 12n+1 1
alors on montrera que (hn)n∈N est une suite de métriques hermitiennes positives de classe C∞ qui converge
uniformément vers une métrique continue qu’on note par h∞ cf. [26]. Mais, comme
∂
∂z
log hn(z) =
1
2n
(
∂
∂zP
(n)(z)
)
P (n)(z)
1 + |P (n)(z)|2 =
(∏n−1
k=0 P
(k)(z)
)
P (n)(z)
1 + |P (n)(z)|2
et puisque P (2) = 2, alors
∂
∂z
log hn(2) =
2n+1
5
.
Par suite, ∣∣∣h∞( ∂
∂z
,
∂
∂z
)−
1
2
∂
∂z
log
hn
hn−1
∣∣∣(2) = 4
5
2n ∀n ∈ N.
Il est naturel de s’intéresser aux métriques intégrables singulières, puisqu’on les métriques qui sont C∞
vérifient automatiquement la question ci-dessus. On commence par étudier une classe de métriques as-
sociées à des systèmes dynamique sur P1, on montrera que se sont des métriques intégrables singulières
plus précisément on va montrer qu’elles sont toujours de classe C∞ sur P1 \ S, où S est un compact de
C. On en déduira des exemples de métriques vérifiant la condition ci-dessus.
Plus généralement, on démontrera que toute métrique intégrable invariante par l’action de S1 et qui
est de classe C∞ sur P1 \ S où S est un compact de C∗, par exemple les métriques canoniques sur les
fibrés en droites sur P1, vérifient la propriété (2).
On note par S l’ensemble des compacts de P1 \ {0,∞}, notons que cet ensemble est stable par union
finie. Si h1 (resp. h2) une métriques continue de classe C∞ en dehors S1 (resp. S2) avec S1, S2 ∈ S alors
h1 ⊗ h2 est C∞ sur P1 \
(
S1 ∪ S2).
1. où P (n+1)(z) = P (P (n)(z)) pour tout n ∈ N.
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Définition 2.1. On note par P̂icint,S(P1) le sous-groupe de P̂icint(P1) formé des classes d’isomorphie
isométrique des fibrés hermitiens intégrables L = (L, h) sur P1 tels que h soit de classe C∞ sur P1 \ S où
S ∈ S.
P̂icint,S,0(P1) le sous-groupe de P̂icint(P1) engendré par les métriques de classes C∞ et les métriques
radiales intégrables qui sont C∞ sur le complémentaire d’un élement de S.
On note que P̂ic(P1) est un sous-groupe de P̂icint,S,0(P1)
Aussi, on définit ĈH
2
int,S(P
1) comme étant le sous-groupe de ĈH
2
int(P
1) engendré par les éléments
de la forme α · ĉ1(L)q, où α ∈ ĈH
2−q
(P1).
On rappelle le lemme suivant qui sera utile dans la suite :
Lemme 2.2. Soit [a, b] un intervalle compact de R et
(
fn
)
n∈N une suite de fonctions réelles convexes
différentiables sur [a, b]. On suppose que
(
fn
)
n∈N converge uniformément vers une fonction f sur [a, b],
alors pour tout [α, β] ⊂]a, b[ il existe une constante c telle que∣∣f ′n(x)∣∣ ≤ c, ∀x ∈ [α, β] ∀n ∈ N.
Démonstration. C’est un résultat classique.
Proposition 2.3. Soit X une variété complexe projective et L un fibré en droites ample sur X. Toute
métrique positive sur L est admissible.
Démonstration. Voir [19, Théorème 4.6.1].
Proposition 2.4. Soit X une variété complexe de dimension d et A ⊂ X un ouvert relativement compact
tel que A soit une sous-variété réelle à coins de X. Soient f et g deux formes différentielles de classes C2
au voisinage de A de bidegrés (p, p) et (q, q) telles que p+ q = d− 1. On a :∫
A
(fddcg − gddcf) =
∫
∂A
(fdcg − gdcf)
Démonstration. Voir par exemple [7].
Théorème 2.5. Soit X une surface de Riemann compacte. Soient A1 ( A2 ( . . . ( Am ⊂ X m ouverts
non vide relativement compacts tels que A1, . . . , Am soient des sous-variétés réelles à coins de X.
Soit g une fonction réelle continue sur X. On suppose que pour tout i ≥ 1, il existe une fonction gi
de classe C2 sur un voisinage ouvert de Ai \Ai−1, on prend A0 = ∅, telles que
g|Ai\Ai−1 = gi|Ai\Ai−1
∀i ≥ 1,
et
dcgi = d
cgi−1 sur ∂Ai, ∀i ≥ 2.
Soit L un fibré en droites sur X et h′ une métrique hermitienne de classe C∞ sur L alors la métrique
suivante :
hg = h
′ exp(g)
est intégrable.
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Démonstration. Soit A0,0(X)+ le sous-ensemble de A0,0(X) des fonctions positives. On choisit un plon-
gement de X dans un espace projectif et note par (O(1)|X , hFS) la restriction à X de O(1)FS par ce
plongement, c’est un fibré en droites strictement positif sur X . Pour montrer la proposition il suffit de
montrer qu’il existe N ∈ N tel que le courant
ddc
(− log(hNFS ⊗ hg)) ≥ 0.
Comme h′ est C∞ donc, elle est intégrable, alors il suffit de montrer que la fonctionnelle
ϕ ∈ A0,0(X)+ \ {0} −→
∣∣∫
X gdd
cϕ
∣∣∫
X
ϕωX
,
est bornée, où ωX est une forme volume de classe C∞.
On a ∫
X
gddcϕ =
m∑
i=1
∫
Ai\Ai−1
gddcϕ
=
m∑
i=1
∫
Ai\Ai−1
gidd
cϕ
=
m∑
i=1
∫
Ai\Ai−1
ddcgiϕ+
∫
∂Ai
(
gid
cϕ− ϕdcgi
)− ∫
∂Ai−1
(
gid
cϕ− ϕdcgi
)
(2.4)
=
m∑
i=1
∫
Ai\Ai−1
ddcgiϕ+
m∑
i=1
∫
∂Ai
(gi − gi+1)dcϕ+
∫
∂Ai
ϕ(dcgi − dcgi+1)
=
m∑
i=1
∫
Ai\Ai−1
ddcgiϕ
Soit z une coordonnée holomorphe locale et soit θ un difféomorphisme holomorphe au voisinage de z.
Si l’on pose y := θ(z), alors :
hX
( ∂
∂z
,
∂
∂z
)−1 ∂2g
∂z∂z
= hX
( ∂
∂y
,
∂
∂y
)−1 ∂2g˜
∂y∂y
,
où { ∂∂z} est une base locale de TX , ∂∂y = θ∗ ∂∂z et g˜(y) = g(θ−1y).
Par hypothèse sur g et d’après la règle de changement de variables précédente, on a
hX
( ∂
∂z
,
∂
∂z
)−1 ∂2g
∂z∂z
,
est bornée, sur chaque carte de X . Comme X est compacte, alors on conclut qu’il existe deux constantes
c, c′ telles que
c
∫
X
ϕωX ≤
∫
X
ddcg ϕ ≤ c′
∫
X
ϕωX ∀ϕ ∈ A0,0(X)+.
Il existe N ∈ N tel que
Nc1(O(1)FS |X ) + c ωX ≥ 0.
Par conséquent∫
X
Nϕc1(O(1)FS |X ) + log hg(s, s)ddcϕ ≥
∫
X
ϕ
(
Nc1(O(1)FS |X ) + c ωX
) ≥ 0.
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On conclut que
h⊗NFS ⊗ hg,
est positive, donc admissible par (2.3).
Remarque 2.6. Si l’on pose
g = log
h∞
hFS
,
où h∞ est la métrique canonique de O(1), alors g est un exemple de fonctions vérifiant les hypothèses de
la proposition.
Remarque 2.7. (2.5) peut être étendu en dimension supérieure.
Proposition 2.8. Soit m un entier positif non nul. Sur P1, on munit le fibré en droites O(m) de la
métrique suivante :
hχ,p(·, ·)([x0 : x1]) := | · |
2(|x0|χ(p) + |x1|χ(p)) mχ(p) ∀ [x0 : x1] ∈ P1,
où χ est une fonction réelle croissante définie sur R+ telle que χ(p) ∈ N∗, si p ∈ N∗. Alors, il existe une
constante c0 telle que ∥∥∥ hχ,p
hχ,p−1
− 1
∥∥∥
sup
≤ c0
( 1
χ(p− 1) −
1
χ(p)
)
∀ p ∈ N≥1. (3)
En particulier, (hχ,p)p converge uniformément vers h∞ ; la métrique canonique de O(m), et il existe c1
et c2 deux constantes non nulles telles que
c1
∣∣∣∣1− χ(p− 1)χ(p)
∣∣∣∣ ≤
∥∥∥∥h( ∂∂z , ∂∂z )− 12 ∂∂z log hχ,phχ,p−1
∥∥∥∥
sup
≤ c2 log
(
χ(p)
χ(p− 1)
)
∀ p ∈ N≥1.
Démonstration. Soit x > 0, on a
d
dt
(1 + xχ(t))−
1
χ(t) =
χ′(t)
χ(t)2
( log(1 + xχ(t))
(1 + xχ(t))
1
χ(t)
− x
χ(t) log xχ(t)
(1 + xχ(t))1+
1
χ(t)
)
.
Lorsque 0 < x < 1, on montre que
d
dt
(1 + xχ(t))−
1
χ(t) ≤ (2 log 2 + e−1) χ
′(t)
χ(t)2
.
donc, ∀p ∈ N≥1∣∣∣∣(1 + xχ(p))− 1χ(p) − (1 + xχ(p−1))− 1χ(p−1)
∣∣∣∣ =
∣∣∣∣
∫ p
p−1
χ′(t)
χ(t)2
( log(1 + xχ(t))
(1 + xχ(t))
1
χ(t)
− x
χ(t) log xχ(t)
(1 + xχ(t))1+
1
χ(t)
)
dt
∣∣∣∣
≤ (2 log 2 + e−1) ∫ p
p−1
χ′(t)
χ(t)2
dt
= (2 log 2 + e−1)
(
1
χ(p− 1) −
1
χ(p)
)
.
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On obtient alors, pour tout |z| ≤ 1 :
∣∣∣∣ hχ,phχ,p−1 (z)− 1
∣∣∣∣ = (1 + |z|χ(p))
m−1
χ(p)
(1 + |z|χ(p−1)) m−1χ(p−1)
(1 + |z|χ(p)) 1χ(p)
(1 + |z|χ(p−1)) 1χ(p−1)
≤ 2m (1 + |z|
χ(p))
1
χ(p)
(1 + |z|χ(p−1)) 1χ(p−1)
≤ 2m(2 log 2 + e−1)
( 1
χ(p− 1) −
1
χ(p)
)
(1 + |z|χ(p−1)) 1χ(p−1)
≤ 2m2 1χ(p−1) (2 log 2 + e−1)
( 1
χ(p− 1) −
1
χ(p)
)
.
Si |z| > 1, il suffit de remarquer que hχ,phχ,p−1 (z) =
hχ,p
hχ,p−1
(1z ) et de se ramener au cas précédent. On
déduit que (hχ,p)p converge uniformément vers une limite qui n’est autre que h∞ ; la métrique canonique
de O(m).
On a pour tout z ∈ C,
max
(
1, |z|)2 ∂
∂z
log
hχ,p
hχ,p−1
(z) = mmax
(
1, |z|2)1
z
( |z|χ(p)
1 + |z|χ(p) −
|z|χ(p−1)
1 + |z|χ(p−1)
)
.
Notons que cette quantité est bien définie en z = 0, puisque χ(k) ≥ 1, ∀k ∈ N.
On voit que∣∣∣∣max(1, |z|)2 ∂∂z log hχ,phχ,p−1 (z)
∣∣∣∣ = mmax(1, |z|2)1z
∣∣∣ |z|χ(p)
1 + |z|χ(p) −
|z|χ(p−1)
1 + |z|χ(p−1)
∣∣∣ ≤ 2m ∀z ∈ C.
Montrons qu’il existe deux constantes c1 et c2 telles que
c1
∣∣∣∣1− χ(p− 1)χ(p)
∣∣∣∣ ≤
∥∥∥∥h( ∂∂z , ∂∂z )− 12 ∂∂z log hχ,phχ,p−1
∥∥∥∥
sup
≤ c log
(
χ(p)
χ(p− 1)
)
∀p ∈ N≥1. (4)
Pour montrer l’inégalité à droite, cela il suffit de montrer que pour tout x ∈]0, 1[, on a∣∣∣∣ 11 + xχ(p) − 11 + xχ(p−1)
∣∣∣∣ ≤ c2x log
(
χ(p)
χ(p− 1)
)
.
Fixons x dans ]0, 1[. On a, ∀p ∈ N≥1∣∣∣∣ 11 + xχ(p) − 11 + xχ(p−1)
∣∣∣∣ =
∣∣∣∣
∫ p
p−1
χ′(t)
χ(t)
xχ(t) log xχ(t)
(1 + xχ(t))2
dt
∣∣∣∣
≤ c2x
∫ p
p−1
χ′(t)
χ(t)
dt, c2 := sup
y∈[0,1], t>0
yχ(t)−1| log yχ(t)|
(1 + yχ(t))2
= c2x log
χ(p)
χ(p− 1) .
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Montrons maintenant l’inégalité à gauche. On a, pour tout x ∈]0, 1[ :
∣∣∣∣ 1
1 + x
χ(p−1)
χ(p)
− 1
1 + x
∣∣∣∣ =
∣∣x− xχ(p−1)χ(p) ∣∣(
1 + x
)(
1 + x
χ(p−1)
χ(p)
)
≥ 1
4
∣∣∣x− xχ(p−1)χ(p) ∣∣∣
=
∣∣∣1− χ(p− 1)
χ(p)
∣∣∣∣∣log x∣∣ xcp où cp ∈ ]χ(p− 1)
χ(p)
, 1
[
≥
∣∣∣1− χ(p− 1)
χ(p)
∣∣∣∣∣log x∣∣ x,
(le cp résulte de l’utilisation du théorème des accroissements finis) par suite∥∥∥∥h( ∂∂z , ∂∂z )− 12 ∂∂z log hχ,phχ,p−1
∥∥∥∥
sup
≥ sup
|z|≤1
∣∣∣∣h( ∂∂z , ∂∂z )− 12 ∂∂z log hχ,phχ,p−1 (z)
∣∣∣∣
= sup
0<x≤1
m
x
∣∣∣∣ 11 + xχ(p) − 11 + xχ(p−1)
∣∣∣∣
≥ m sup
0<x≤1
∣∣∣∣ 1
1 + x
χ(p−1)
χ(p)
− 1
1 + x
∣∣∣∣
≥ m sup
0<x≤1
∣∣∣∣1− χ(p− 1)χ(p)
∣∣∣∣∣∣log x∣∣x
= e−1m
∣∣∣∣1− χ(p− 1)χ(p)
∣∣∣∣.
Si l’on pose
l := lim sup
p7→∞
χ(p− 1)
χ(p)
.
alors
lim sup
p7→∞
∥∥∥∥h( ∂∂z , ∂∂z ) 12 log hχ,phχ,p−1
∥∥∥∥
sup
6= 0.
si l < 1, (par exemple, χ(p) = 2p). En effet, on a pour tout z fixé :
lim sup
p7→∞
1
|z| 1χ(p)
( 1
1 + (|z| 1χ(p) )χ(p)
− 1
1 + (|z| 1χ(p) )χ(p−1)
)
=
1
1 + |z| −
1
1 + |z|l .
Si l = 1, alors de (4), on déduit que
lim sup
p7→∞
∥∥∥h( ∂
∂z
,
∂
∂z
)
1
2 log
hχ,p
hχ,p−1
∥∥∥
sup
= 0.
Remarque 2.9. lim supp7→∞
∥∥∥h( ∂∂z , ∂∂z ) 12 log hχ,phχ,p−1
∥∥∥
sup
6= 0, si lim supp7→∞ χ(p−1)χ(p) 6= 1 par exemple
pour χ(p) = 2p, et lim supp7→∞
∥∥∥h( ∂∂z , ∂∂z ) 12 log hχ,phχ,p−1
∥∥∥
sup
= 0, si lim supp7→∞
χ(p−1)
χ(p) = 1 par exemple si
χ(p) = p.
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Remarque 2.10. Lorsque χ est un polynôme, alors il existe une constante c 6= 0 telle que∥∥∥h( ∂
∂z
,
∂
∂z
)−
1
2
∂
∂z
log
hχ,p
hχ,p−1
∥∥∥
sup
∼
p7→∞
c
p
. (5)
Proposition 2.11. Soit L un fibré en droites sur P1, engendré par ses sections globales, et f : P1 → P1
un morphisme de degré d, défini par un polynôme P (z) = zd + a1zd−1+ · · ·+ ad. Le morphisme f induit
un isomorphisme de fibrés en droites :
φ : Ld → f∗L.
On considère h1 une métrique hermitienne positive de classe C∞ sur L, on construit par récurrence une
suite (hp)p∈N sur L comme suit :
hp :=
(
φ∗f∗hp−1
) 1
d ∀ p ∈ N≥1.
Cette suite vérifie les propriétés suivantes :
1. (hp)p∈N0 converge uniformément vers une métrique h∞ continue.
2. h∞ est admissible.
3. Il existe J , un sous-ensemble compact de C d’intérieur vide tel que h∞ soit de classe C∞ sur P1 \J .
4. Si ad = ad−1 = 0 alors 0 /∈ J . Dans ce cas, on pose
hn(·, ·) = | · |2eψn et h∞(·, ·) = | · |2eψ∞ ,
où ψn =
∫
S1
loghn, et ψ∞ =
∫
S1
logh∞. Alors, on a
(a) hn est invariante par S1, positive et de classe C∞, ∀n ∈ N.
(b) h∞ est invariante par S1, positive , de classe C∞ sur P1 \ J et non de classe C∞ au voisinage
de J .
(c)
(
hn
)
n∈N converge uniformément vers h∞.
En d’autre termes,
(
L, h∞
) ∈ P̂ icint,S,0(P1).
Démonstration. On a 1) et 2) sont due à [26].
Soit c1(L,h∞) le courant de Chern associé à
(
L,h∞
)
, alors on montre dans [9], que le support de
la puissance maximale de c1(L,h∞), donc c1
(
L,h∞
)
dans notre cas, coïncide avec l’ensemble de Julia
qu’on note J , c’est un sous-ensemble compact de C d’intérieur vide, voir [20, Corollaire 4.11].
Montrons que h∞ est de classe C∞ sur P1 \ J . On pose u = − logh∞, U := P1 \ J et on note par v le
courant ddcu. On a v|U = c1(L,h∞)|U = 0, en particulier v est de classe C∞. D’après [10, 1.2.1 théorème],
il existe u′ un courant de degré (0, 0) tel que
v = ddcu′, et u′|U est C∞.
Comme ddc
(
u− u′) = 0 et puisque P1 est compact Kähler alors d’après [10, 1.2.2 théorème], il existe ω
une forme harmonique, telle que u− u′ = ω. Mais P1 est projectif donc ω est une fonction constante, par
suite, u|U est C∞ et donc h∞ l’est aussi. Celà termine la preuve du 3).
Avant de démontrer le 4), on note qu’il possible d’avoir 0 ∈ Supp(c1(L,h∞)), par exemple, si P (z) =
z2− 2 alors on montre que J = [−2, 2], voir [20, lemme 7.1]. Supposons que P est de la forme suivante :
P (z) = zd + a1z
d−1 + · · ·+ ad−2z2,
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et montrons que dans ce cas, que ∂∂z logh∞ est nulle au voisinage de zéro, ce qui est suffisant pour
montrer 4). Par continuité, il existe η > 0 tel que |P (z)| ≤ |z| pour tout |z| < η. Par suite∣∣P (n)(z)∣∣ ≤ η
2
∀ |z| < η
2
∀n ∈ N. (6)
Soit |z| < η2 , on a ∣∣∣∣ ∂∂z loghn(z)
∣∣∣∣ =
∣∣∣∣ 1dn
∂
∂z
(
P (n)(z)
)
P (n)(z)
1 + |P (n)(z)|2
∣∣∣∣
≤ η
2dn
∣∣∣ ∂
∂z
(
P (n)(z)
)∣∣∣ par (6)
=
η
2dn
∣∣∣∫
|ξ|=η
P (n)(ξ)(
ξ − z)2 dξ
∣∣∣
≤ η
2
2dn
∣∣∣∫
|ξ|=η
1∣∣|ξ| − |z|∣∣2 |dξ|
∣∣∣ par (6)
≤ η
dn
.
on a donc, montré que pour tout |z| < η2 ,∣∣∣ ∂
∂z
loghn(z)
∣∣∣ ≤ η
dn
, ∀n ∈ N.
Par un théorème classique sur la convergence uniforme de suites de dérivées de fonctions différentiables,
on déduit que logh∞ est différentiable sur
{|z| < η2} et ∂∂z logh∞ = 0 sur {|z| < η2}. On pose
ψn :=
∫
S1
loghn ∀n ∈ N et ψ :=
∫
S1
logh∞.
Donc,
hn(·, ·) := | · |2eψn ,
est de classe C∞ et elle est radiale par construction. On a ddc log hn =
∫
S1
ddc loghn, donc hn est positive.
On vérifie que
(
hn
)
n∈N converge uniformément vers h∞(·, ·) := | · |2eψ∞ qui est C∞ sur P1 \J . On conclut
que h∞ ∈ S.
Notons que h∞ est nécessairement non C∞ au voisinage de J ; En effet, supposons que h∞ est C∞
sur P1. Puisque J est d’intérieur vide, alors l’adhérence de P1 \ J est P1 et par la continuité des dérivées
secondes on déduit que c1(L, h∞) = 0 au voisinage de J ce qui est impossible.
Notons que ce fait, n’est pas trivial puisqu’on peut trouver une métrique C∞ telle que le support de
sa première forme de Chern soit un compact de P1 \ {0,∞}, en considérant par exemple une fonction ψ
sur C telle ψ = 0 au voisinage de 0, de classe C∞ en un voisinage ouvert de S1 et ψ(z) = log |z| si |z| ≫ 1,
alors ψ définie une métrique sur O(1) (puisque ψ − ψ∞ est une fonction bornée sur P1) et montre que le
support de sa première forme de Chern est un compact de P1 \ {0,∞}.
Théorème 2.12. Soit h une métrique intégrable sur un fibré en droites L sur P1. On suppose que
h∞ est invariante par l’action de S1 et qu’il existe S ∈ S tel que h soit de classe C∞ sur P1 \ S. Si
h∞ = h1,∞ ⊗ h−12,∞ avec h1,∞ et h2,∞ sont deux métriques admissibles, alors pour tout choix de suite(
h1,n
)
n∈N (resp.
(
h2,n
)
n∈N) de métriques positives de classe C∞ convergeant uniformément vers h1,∞
(resp. h2,∞), il existe
(
hn,ρ
)
n∈N une suite de métriques de classe C∞ qui converge uniformément vers h∞
telle que
14
1. ∥∥∥∥log hn,ρhn−1,ρ
∥∥∥∥
sup
≤
∥∥∥∥log hnhn−1
∥∥∥∥
sup
(7)
2. Il existe M > 0 tel que∥∥∥∥hP1( ∂∂z , ∂∂z
)− 12 ∂
∂z
(
log
hρ,n
hρ,n−1
)∥∥∥∥
sup
≤M ∀n ∈ N≥1. (8)
3. Il existe h′, une métrique positive de classe C∞ telle que hρ,n ⊗ h′ est positive pour tout n ∈ N.
Démonstration. Soit h une métrique intégrable invariante par S1 et à singularités contenues dans un
ensemble S appartenant à S.
Par définition de S, il existe deux réels 0 < r < R tels que
S ⊂ {r < |z| < R}.
Il existe h∞,1 et h∞,2 deux métriques positives telles que h∞ = h∞,1 ⊗ h−12,∞ et deux suites (h1,n)n∈N
et (h2,n)n∈N de métriques positives de classe C∞ qui converge uniformément vers h1,∞ respectivement
vers h2,∞ sur P1. Biensûr on s’assure que toutes ces métriques sont invariantes par S1.
On pose hn = h1,n ⊗ h−12,n ∀n, ψ = log h∞, ψn = log hn pour tout n ∈ N.
Soit ρ une fonction réelle de classe C∞ sur P1 radiale telle que 0 ≤ ρ ≤ 1 et vérifie :
ρ(z) =


1 si |z| ≤ r2
0 r ≤ |z| ≤ R
1 |z| ≤ 2R.
On pose
ψn,ρ(z) := ρ(z)ψ +
(
1− ρ(z))ψn(z)
et
hn,ρ(s, s) = |s|2eψn,ρ ,
pour toute section locale s de L.
On a, pour tout n ∈ N≥1 :
log
(
hn,ρ
hn−1,ρ
)
= ψn,ρ − ψn−1,ρ =
(
1− ρ(z))(ψn−1 − ψn) = (1− ρ(z)) log( hn
h∞
)
,
donc, ∥∥∥∥log hn,ρhn−1,ρ
∥∥∥∥
sup
≤
∥∥∥∥log hnhn−1
∥∥∥∥
sup
∀n ∈ N≥1.
On a aussi,
log
(
hn,ρ
h∞
)
= ψn,ρ − ψ∞ =
(
1− ρ(z))(ψ∞ − ψn) = (1− ρ(z)) log( hn
h∞
)
∀n ∈ N,
alors, pour tout n ∈ N, hn,ρ définit une métrique hermitienne continue sur L, en plus on note que la suite(
hn,ρ
)
n
converge uniformément vers h∞. On a ψn,ρ = ψn, sur
{
r < |z| < R} et comme ψ est de classe
15
C∞ au voisinage de {|z| ≤ r} ∪ {|z| ≥ R} alors la métrique hn,ρ est de classe C∞.
Commencons par remarquer que
hX
( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
(
log
hn,ρ
hn−1,ρ
)
= 0,
sur P1 \
({|z| ≤ r2} ∪ {|z| ≥ 2R}).
On pose pour tout u ∈ R :
Cn,i(u) := log hn,i
(
exp(−u)) pour i = 1, 2,
Cn(u) := Cn,1(u)− Cn,2(u) =
(
log hn
(
exp(−u))),
Cn,ρ(u) := log hn,ρ
(
exp(−u)),
C∞(u) := log h∞
(
exp(−u)).
On a
Cn,ρ(u) := ρ(exp(−u))C∞(u) +
(
1− ρ(exp(−u)))Cn(u)
= ρ˜(u)C∞(u) +
(
1− ρ˜(u))Cn(u).
Donc,
C′n,ρ(u) = ρ˜′(u)
(C∞(u)− Cn(u))+ ρ˜(u)C′∞(u) + (1− ρ˜(u))C′n(u) ∀u ∈ R,
Notons que cette quantité est bien définie.
Puisque Cn,i est concave et C∞ pour i = 1, 2 et n ∈ N, alors d’après (2.2), C′n est uniformément bornée
sur compact de R. En notant que
∣∣∂C∗
∂u
∣∣ = |z|∣∣ ∂∂z log h∗∣∣ cela permet d’affirmer l’assertion (8).
Montrons qu’il existe une métrique positive h′ telle que hn,ρ⊗ h′ soit positive pour n >> 1. Donc, en
language de la théorie des fonctions concaves, il suffit de trouver une fonction concave C′ telle que
C′′n,ρ(u) + C′′(u) ≤ 0, ∀n ∈ N, ∀u ∈ R.
Rappelons que
∂2
∂z∂z
ψ = −1
4
exp(2u)C′′(u),
où ψ est C∞ qui vérifie ψ(z) = ψ(|z|) et C(u) := ψ(exp(−u)), ∀u ∈ R.
On a
C′′n,ρ(u) = ρ˜′′(u)
(C(u)− Cn(u))+ 2ρ˜′(u)(C′(u)− C′n(u))+ ρ˜(u)C′′(u) + (1− ρ˜(u))C′′n(u) ∀u ∈ R.
Notons encore que cette quantité est bien définie.
Sur
{
u ≤ − log(2R)} ∪ {u ≥ − log r2} = {|z| ≥ 2R} ∪ {|z| ≤ r2}, on a
C′′n,ρ(u) = C′′∞(u),
Par suite, C′′n,ρ est négative sur cet ensemble.
16
Sur
{
r
2 ≤ |z| ≤ 2R
}
=
{− log 2R ≤ u ≤ − log r2} =: K, K est un compact de R. donc C′n est unifor-
mément borné sur K. On voit donc que C′′n,ρ(u) est une somme de deux termes, un terme qui est négatif
sur R, et le deuxième est borné uniformément en n sur K.
Si l’on considère par exemple la métrique de Fubini-Study hFS et on pose CFS(u) = − log
(
1 + e−2u
)
,
alors, par un calcul direct, on montre que
C′′FS(u) = −
4e−2u(
1 + e−2u
)2 ≤ max(C′′FS(a), C′′FS(1), C′′FS(b)) ∀a < u < b.
Donc sur K, on aura
C′′FS(u) ≤ max
(
− 16R
2(
1 + 4R2
)2 ,− 4e−2(
1 + e−2
)2 ,− r2(
1 + 14r
2
)2
)
.
Donc, on peut trouver N ∈ N tel que
C′′n,ρ(u) +NC′′FS(u) ≤ 0 ∀u ∈ R,
ce qui veut dire que
hn,ρ ⊗ h⊗NFS ,
est positive, donc admissible par (2.3).
Définition 2.13. Soit
(
X,ω
)
une surface de Riemann compacte et ωX une forme de Kähler. Soit E =(
E, h∞
)
un fibré en droites intégrable sur X.
On dit que
(
E, h∞
)
est 1-intégrable s’il existe une suite
(
hn
)
n∈N de métriques de classe C∞ sur E qui
converge uniformément vers h∞ vérifiant que :
1. Il existe E1 et E2 deux fibrés en droites admissibles tels que E = E1⊗E−12 et deux suites
(
h1,n
)
n∈N
et
(
h2,n
)
n∈N de métriques positives de classe C∞ sur E1 respectivement sur E2 telles que
(
h1,n
)
n∈N
respectivement
(
h2,n
)
n∈N converge uniformément vers h1,∞ respectivement vers h2,∞ et que
hn = h1,n ⊗ h−12,n ∀n ∈ N.
ou il existe h′, une métrique positive de classe C∞ telle que hn ⊗ h′ est positive, ∀n ∈ N.
2. ∞∑
n=1
∥∥∥ hn
hn−1
− 1
∥∥∥ 12
sup
<∞,
3.
sup
n∈N≥1
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
<∞.
On note par P̂icint,1
(
X
)
le sous-ensemble de P̂icint
(
X
)
formé par les classes d’isomorphie isométriques
des fibrés en droites 1-intégrables.
Proposition 2.14. Soit X une surface de Riemann compacte. On a P̂icint,1
(
X
)
est un sous-groupe de
P̂icint
(
X
)
qui contient P̂ic
(
X
)
.
Si X = P1, alors
P̂icint,S,0
(
P1
) ⊂ P̂icint,1(P1).
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Démonstration. Soit
(
L1, h
(1)
∞
)
et
(
L2, h
(2)
∞
)
deux fibrés en droites munis de métriques 1-intégrables. On
considère
(
h
(1)
n,1
)
n∈N et
(
h
(2)
n,2
)
n∈N deux suites comme dans la définition (2.13) associées à h
(1)
∞ respective-
ment à h(2)∞ . On a
sup
n∈N≥1
∥∥∥∥hX( ∂∂z , ∂∂z
)− 12 ∂
∂z
log
(
h
(1)
n ⊗ h(2)n
h
(1)
n−1 ⊗ h(2)n−1
)∥∥∥∥
sup
≤ sup
n∈N≥1
∥∥∥∥hX( ∂∂z , ∂∂z
)− 12 ∂
∂z
log
h
(1)
n
h
(1)
n−1
∥∥∥∥
sup
+ sup
n∈N≥1
∥∥∥∥hX( ∂∂z , ∂∂z
)− 12 ∂
∂z
log
h
(2)
n
h
(2)
n−1
∥∥∥∥
sup
.
Du lemme (2.16), il existe C et C′ deux constantes positives telles que pour n≫ 1
∥∥∥∥
(
h
(1)
n ⊗ h(2)n
h
(1)
n−1 ⊗ h(2)n−1
)
− 1
∥∥∥∥
1
2
sup
≤ C
∥∥∥∥log
(
h
(1)
n ⊗ h(2)n
h
(1)
n−1 ⊗ h(2)n−1
)∥∥∥∥
1
2
sup
≤ C
(∥∥∥∥log h(1)n
h
(1)
n−1
∥∥∥∥
sup
+
∥∥∥∥log h(2)n
h
(2)
n−1
∥∥∥∥
sup
) 1
2
≤ C
(∥∥∥∥log h(1)n
h
(1)
n−1
∥∥∥∥
1
2
sup
+
∥∥∥∥log h(2)n
h
(2)
n−1
∥∥∥∥
1
2
sup
)
≤ C′
(∥∥∥∥ h(1)n
h
(1)
n−1
− 1
∥∥∥∥
1
2
sup
+
∥∥∥∥ h(2)n
h
(2)
n−1
− 1
∥∥∥∥
1
2
sup
)
,
ce qui donne, ∑
n∈N
∥∥∥∥ h(1)n ⊗ h(2)n
h
(1)
n−1 ⊗ h(2)n−1
− 1
∥∥∥∥
1
2
sup
<∞.
Donc, (
L1, h
(1)
)⊗ (L2, h(2)) ∈ P̂icint,1(X).
Soit
(
L∗1, h
(1)∗) le dual de (L1, h(1)), on a
∞∑
n=1
∥∥∥h(1)∗n
h
(1)∗
n−1
− 1
∥∥∥ 12
sup
≤
∞∑
n=1
∥∥∥h(1)n−1
h
(1)
n
∥∥∥ 12
sup
∥∥∥ h(1)n
h
(1)
n−1
− 1
∥∥∥ 12
sup
≤ sup
k∈N≥1
∥∥∥hk−1
hk
∥∥∥ 12
sup
∞∑
n=1
∥∥∥ h(1)n
h
(1)
n−1
− 1
∥∥∥ 12
sup
,
comme
(
h
(1)
n
)
n∈N converge uniformément vers h
(1)
∞ alors supk∈N≥1
∥∥∥hk−1hk
∥∥∥
sup
est fini. On conclut que
(
L∗1, h
(1)∗) ∈ P̂icint,1(X).
On a montré donc que P̂icint,1
(
X
)
est un sous-groupe de P̂icint
(
X
)
D’après le théorème (2.12),
P̂icint,S,0
(
P1
) ⊂ P̂icint,1(P1).
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Théorème 2.15. Soit X une surface de Riemann compacte. On a P̂ic
(
X
)
est un sous-groupe propre de
P̂icint,1
(
X
)
.
Démonstration. Soit U une carte locale de X . On peut prendre dans (2.5), X = U . Par suite, on peut
trouver une fonction g continue non C∞ sur U vérifiant les hypothèses de ce théorème. Comme U est
isomorphe à un ouvert de C, on peut supposer que g est invariant par S1 par cet isomorphisme sur un
ouvert assez petit de U . En recollant convenablement cette fonction, on obtient une fonction continue sur
X qui est C∞ sur X \ U et dont sa restriction sur un ouvert de X correspond à g. On considère L un
fibré en droites holomorphe sur X et on le munit de le munit de la métrique suivante
hg = h exp(g),
où h est une métrique hermitienne de classe C∞. Après on adapte la preuve du théorème (2.12), pour
montrer que cette métrique est 1-intégrable.
Lemme 2.16. Soit X un espace topologique compact. On désigne par C0(X,R) l’espace des fonctions
continues sur X à valeurs réelles muni de la norme sup. Soit φ ∈ C0(X,R) vérifiant ∥∥φ− 1∥∥
sup
< ε < 12 ,
alors on
1
1 + 2ε
∣∣logφ(x)∣∣ ≤ log∣∣φ(x) − 1∣∣ ≤ 1
1− 2ε
∣∣logφ(x)∣∣ ∀x ∈ X.
Démonstration. Puisque
∥∥φ− 1∥∥
sup
< ε < 12 alors 0 < 1− ε < φ(x) < 1 + ε, ∀x ∈ X .
Donc, pour tout x ∈ X
logφ(x) = log
(
φ(x) − 1 + 1
)
=
∑
l≥1
(−1)l+1
l
(
φ(x) − 1
)l
=
(
φ(x) − 1)(1 +∑
l≥2
(−1)l+1
l
(φ(x) − 1)l−1
)
,
donc
| logφ(x)|∣∣∣1 + ∣∣∑l≥2 (−1)l+1l (φ(x) − 1)l−1∣∣∣∣∣ ≤
∣∣φ(x) − 1∣∣ ≤
∣∣logφ(x)∣∣∣∣∣1− ∣∣∑l≥2 (−1)l+1l (φ(x) − 1)l−1∣∣∣∣∣ ∀x ∈ X.
Comme ∣∣∣∑
l≥2
(−1)l+1
l
(φ(x) − 1)l−1
∣∣∣ ≤ 1
ε
∑
l≥1
εl+1
l + 1
=
1
ε
(
− log(1− ε)− ε
)
≤ 2ε ∀x ∈ X,
alors
| logφ(x)|
1 + 2ε
≤ ∣∣φ(x) − 1∣∣ ≤
∣∣logφ(x)∣∣
1− 2ε ∀x ∈ X.
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3 Le Laplacien généralisé sur une surface de Riemann compacte
Soit (X,hX) une surface de Riemann compacte munie d’une métrique continue hX et E = (E, hE) un
fibré hermitien holomorphe. Le but de ce paragraphe est l’extension de la notion du Laplacien généralisé
∆E associé aux métriques C∞ aux métriques intégrables hE sur E et agissant sur A(0,0)(X,E), en fixant
hX qu’on suppose continue.
On commence par rappeler la construction de l’opérateur Laplacien ∆E agissant sur A
(0,0)(X,E), où
hE sera C∞ et notera que cette construction est valable si hX est uniquement continue. On en donnera
une expression locale. Par approximation et en utilisant la positivité, on montre qu’on peut étendre cette
notion aux métriques intégrables hE sur E, c’est le théorème (3.6). Lorsqu’on considère une métrique
intégrable invariante par S1, alors on montre dans (3.16) qu’on peut définir directement un opérateur qui
étend celui dans le cas C∞. On notera à l’aide de l’exemple (3.9), que l’intégrabilité est élément important
dans cette théorie.
3.1 Le Laplacien généralisé associé aux métriques C∞ sur E, rappel
Soit hX une métrique hermitienne continue sur TX , et hE une métrique hermitienne C∞ sur E. Soit
ω0 la forme de Kähler normalisée associée à hX , donnée dans chaque carte locale sur X par
ω0 =
i
2π
hX
( ∂
∂zα
,
∂
∂zα
)
dzα ∧ dzα.
Cette métrique induit une métrique sur les formes différentielles de type (0, 1). En tensorisant par la
métrique hermitienne de E, on obtient un produit scalaire ponctuel en x ∈ X : (s(x), t(x)) pour deux
sections de A0,q(X,E) = A0,q(X)⊗C∞(X) A0(X,E), pour q = 0 ou 1.
Le produit scalaire L2 de deux sections s, t ∈ A0,q(X,E) est défini par la formule
(s, t)L2 =
∫
X
(
s(x), t(x)
)
ω0.
L’opérateur de Cauchy-Riemann ∂E agit sur les formes de types (0, q) à valeurs dans E. On obtient
le complexe de Dolbeault
0 −→ A0,0(X,E) ∂E−→ A0,1(X,E) −→ 0
Sa cohomologie calcule la cohomologie du faisceau de X à coefficients dans E, cf. par exemple [13].
On va rappeler la construction de ∂
∗
E : l’adjoint de ∂E . Comme, par exemple, dans [25, Chapitre. 5],
on considère les deux applications suivantes :
∗0,E : A0,0(X,E) −→ A1,1(X,E∗),
et
∗1,E : A0,1(X,E) −→ A1,0(X,E∗).
Ce sont les uniques applications qui vérifient :(
f(x)σx
) ∧ ∗0,E(g(x)τx) = (σ(x), τ(x))xωx,
et (
fdz ⊗ σ) ∧ (∗1,E(gdz ⊗ τ)) = (f dz(x), g dz(x))xhE(σ, τ)ω0(x),
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pour tout x ∈ X et pour tous f, g ∈ A0,0(X) et σ, τ deux sections locales de E tels que f ⊗ σ et g ⊗ τ
soient des éléments de A(0,0)
(
X,E
)
. Notons que pour définir ces deux applications, on n’a pas besoin que
hX soit C∞.
On montre que ces morphisme s’écrivent respectivement sur une carte locale, comme suit :
∗0,E(g ⊗ τ) = gω0 ⊗ hE(·, τ).
et
∗1,E (gdz ⊗ τ) = −gdz ⊗ hE(·, τ). (9)
L’opérateur ∂E possède un adjoint pour le produit scalaire L2 ; c’est à dire une application
∂
∗
E : A
0,1(X,E) −→ A0,0(X,E)
qui vérifie (
s, ∂
∗
Et
)
L2
=
(
∂Es, t
)
L2
.
pour tout s ∈ A0,q(X,E) et t ∈ A0,q+1(X,E).
L’opérateur ∂
∗
E : A
0,1(X,E) −→ A0,0(X,E) est, par définition, donné par la formule
∂
∗
E = − ∗−10,E ∂KX⊗E∗ ∗1,E .
On note par ∆0
E
, ou plus simplement ∆E , l’opérateur ∂
∗
E∂E sur A
0,0(X,E), et l’ appelle l’opérateur
Laplacien généralisé, cf. par exemple [25, Chapitre 5].
Remarque 3.1. Remarquons que même si hX n’est pas C∞, alors ∆E = ∂
∗
E∂E est bien défini.
Lemme 3.2. Soit E une fibré en droites engendré par ses sections globales et {e1, . . . , er} une base de
H0(X,E) sur C, alors
A0,0(X,E) =
r∑
i=1
A0,0(X)⊗ ei.
Démonstration. Soit {e1, . . . , er} une base de H0(X,E).
On pose Ui := X \ div(ei), pour i = 1, . . . , r. Comme E est engendré par ses sections globales alors
X =
r⋃
i=1
Ui.
Puisque X est compacte, alors il existe une partition de l’unité subordonnée au recouvrement (Ui)1≤i≤r
c’est à dire il existe ρ1, ρ2, . . . , ρr des fonctions C∞ sur X telles que :
1. Le support de ρi est inclus dans Ui et 0 ≤ ρi ≤ 1, pour i = 1, . . . , r.
2.
∑r
i=1 ρi(x) = 1, ∀x ∈ X .
Soit ξ ∈ A0,0(X,E). Sur Ui pour i = 1, . . . , r, la section ξ corresponds, après trivialisation de E par
ei, à une fonction de classe C∞. En d’autres termes, il existe fi, une fonction de classe C∞ définie sur Ui
telle que
ξi = fi ⊗ ei. (10)
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On a ρifi est une fonction C∞ définie sur X entier.
Vérifions que
r∑
i=1
(ρifi)⊗ ei = ξ.
Soit x ∈ X , on pose Ix := {i ∈ {1, . . . , r}|x ∈ Ui}. On a
r∑
i=1
(ρifi ⊗ ei)(x) =
∑
i∈Ix
(ρifi ⊗ ei)(x) +
∑
i∈{1,...,r}\Ix
(ρifi ⊗ ei)(x)
=
∑
i∈Ix
ρi(x)ξ(x) + 0, par (10)
=
(∑
i∈Ix
ρi(x)
)
ξ(x)
=
(∑
i∈Ix
ρi(x) +
∑
i/∈Ix
ρi(x)
)
ξ(x)
= ξ(x).
Pour la dernière égalité, résulte du fait 1 =
∑r
i=1 ρi(x) =
∑
i∈Ix ρi(x) +
∑
i∈{1,...,r}\Ix ρi(x) =∑
i∈Ix ρi(x).
Lemme 3.3. Soit (X,hX) une surface de Riemann compacte avec hX est continue, et (E, hE) un fibré
hermitien avec hE de classe C∞. L’opérateur ∆E est déterminé localement par :
∆E(f ⊗ σ) = = −hX
( ∂
∂z
,
∂
∂z
)−1
hE
(
σ, σ
)−1 ∂
∂z
(
hE(σ, σ)
∂f
∂z
)
⊗ σ
= −hX
( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1 ∂
∂z
(
log hE(σ, σ)
) ∂f
∂z
⊗ σ.
(11)
∀f ∈ A0,0(X) et σ une section locale holomorphe de E tels que f ⊗ σ ∈ A(0,0)(X,E), où { ∂∂z} est une
base locale de TX.
Démonstration. Soient f ∈ A0,0(X) et σ une section locale holomorphe tels que f ⊗ σ ∈ A(0,0)(X,E).
On a localement
∆E(f ⊗ σ) = ∂
∗
E∂E
(
f ⊗ σ)
= − ∗−10,E ∂KX⊗E∗ ∗1,E
(
∂E(f ⊗ σ)
)
= − ∗−10,E ∂KX⊗E∗ ∗1,E
(∂f
∂z
dz ⊗ σ
)
= − ∗−10,E ∂KX⊗E∗
(
−∂f
∂z
dz ⊗ hE(·, σ)
)
= − ∗−10,E ∂KX⊗E∗
(
−∂f
∂z
dz ⊗ hE(σ, σ)
σ∗(σ)
σ∗
)
= − ∗−10,E ∂KX⊗E∗
(
−hE(σ, σ)
σ∗(σ)
∂f
∂z
dz ⊗ σ∗
)
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= − ∗−10,E
(
∂
∂z
(
−hE(σ, σ)
σ∗(σ)
∂f
∂z
dz
)
⊗ σ∗
)
= − ∗−10,E
(
1
σ∗(σ)
∂
∂z
(
−hE(σ, σ)∂f
∂z
dz
)
⊗ σ∗
)
puisqueσ∗(σ) est holomorphe,
= − ∗−10,E
(
∂
∂z
(
−hE(σ, σ)∂f
∂z
dz
)
⊗ σ
∗
σ∗(σ)
)
= − ∗−10,E
(
∂
∂z
(
−hE(σ, σ)∂f
∂z
)
dz ∧ dz ⊗ 1
hE(σ, σ)
hE(·, σ)
)
= −hX
( ∂
∂z
,
∂
∂z
)−1
hE(σ, σ)
−1 ∂
∂z
(
hE(σ, σ)
∂f
∂z
)
⊗ σ.
On a donc,
∆E(f ⊗ σ) = −hX
( ∂
∂z
,
∂
∂z
)−1
hE(σ, σ)
−1 ∂
∂z
(
hE(σ, σ)
∂f
∂z
)⊗ σ
= −hX
( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1 ∂
∂z
log hE(σ, σ)
∂f
∂z
⊗ σ.
Lemme 3.4. Soient σ et τ sont deux sections holomorphes locales de E, f et g deux fonctions de classe
C∞ sur X tels que f ⊗ σ, g ⊗ τ ∈ A(0,0)(X,E) alors
(
∆E(f ⊗ σ), g ⊗ τ
)
L2
=
i
2π
∫
X
hE(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz.
Démonstration. Supposons que τ est transverse à σ (c’est à dire div(σ) ∩ div(τ) est finie). Il existe
localement une fonction holomorphe φ telle que τ = φσ. On suppose que σ = z, une coordonnée locale.
On pose Uε := {|z| > ε}, avec 0 < ε≪ 1
(
∆E(f ⊗ σ), g ⊗ τ
)
L2
= − i
2π
∫
U
∂
∂z
(
h(σ, σ
)∂f
∂z
)h(σ, τ)
h(σ, σ)
g dz ∧ dz
= − i
2π
∫
U
∂
∂z
(
h(σ, σ)
∂f
∂z
)
φ g dz ∧ dz
= − i
2π
lim
ε7→0
∫
Uε
∂
∂z
(
h(σ, σ)
∂f
∂z
)
φ g dz ∧ dz
= − i
2π
lim
ε7→0
∫
|z|=ε
h(σ, σ)
∂f
∂z
φ g dz +
i
2π
lim
ε7→0
∫
Uε
h(σ, σ)
∂f
∂z
φ
∂g
∂z
dz ∧ dz
= − i
2π
lim
ε7→0
∫
|z|=ε
h(σ, τ)
∂f
∂z
g dz +
i
2π
lim
ε7→0
∫
Uε
h(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz
=
i
2π
∫
X
h
(
σ, τ
)∂f
∂z
∂g
∂z
dz ∧ dz.
Lemme 3.5. Soient ϕ et ψ deux fonctions réelles de classe C∞ sur X. On a
i
2π
∫
X
∣∣∣∂ϕ
∂z
∣∣∣2ψdz ∧ dz = − i
2π
∫
X
ϕ
∂2ϕ
∂z∂z
ψ dz ∧ dz + i
4π
∫
X
ϕ2
∂2ψ
∂z∂z
dz ∧ dz.
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Démonstration. Soient ψ et ϕ deux fonctions réelles de classe C∞ sur X . On a,∫
X
∣∣∣∂ϕ
∂z
∣∣∣2ψ dz ∧ dz = ∫
X
(∂ϕ
∂z
)(∂ϕ
∂z
)
ψdz ∧ dz
=
∫
X
∂ϕ
∂z
∂ϕ
∂z
ψdz ∧ dz
=
∫
X
∂
∂z
(
ϕ
∂ϕ
∂z
ψ
)
dz ∧ dz −
∫
X
ϕ
∂2ϕ
∂z∂z
ψ dz ∧ dz
−
∫
X
ϕ
∂ϕ
∂z
∂ψ
∂z
dz ∧ dz
= −
∫
X
ϕ
∂2ϕ
∂z∂z
ψ dz ∧ dz −
∫
X
ϕ
∂ϕ
∂z
∂ψ
∂z
dz ∧ dz par le théorème de Stokes
= −
∫
X
ϕ
∂2ϕ
∂z∂z
ψ dz ∧ dz − 1
2
∫
X
∂
(
ϕ2
)
∂z
∂ψ
∂z
dz ∧ dz
= −
∫
X
ϕ
∂2ϕ
∂z∂z
ψ dz ∧ dz + 1
2
∫
X
ϕ2
∂2ψ
∂z∂z
dz ∧ dz par le théorème de Stokes
3.2 Le Laplacien généralisée associé aux métriques intégrables sur E. (I)
Soit (X,hX) une surface de Riemann compacte et hX une métrique hermitienne continue non neces-
sairement C∞ sur X , (fixée dans ce paragrahe).
Soit maintenant E∞ = (E, hE,∞) un fibré en droites intégrable. Par définition, il existe une décom-
position E∞ = E1,∞ ⊗ E−12,∞ où E1,∞ = (E1, h1,∞) et E2,∞ = (E2, h2,∞) sont deux fibrés en droites
admissibles, c’est à dire qu’il existe (h1,n)n∈N (resp. (h2,n)n∈N) une suite de métriques C∞ et positives
qui converge uniformément vers h1,∞ (resp. h2,∞).
Si l’on pose En := (E, hn := h1,n ⊗ h−12,n), pour tout n ∈ N. Il est clair que hn est C∞, alors on peut
considérer l’opérateur Laplacien ∆En construit dans le paragraphe précédent, agissant sur A
(0,0)(X,E)
et associé à la donnée hX et hn.
Le théorème suivant permet d’étudier la suite (∆En)n∈N. Cela nous permettra d’associer à E∞, par
un procédé d’approximation, un opérateur linéaire qui sera noté ∆E∞ . Cette construction étend la notion
d’opérateur Laplacien aux fibrés en droites intégrables.
Théorème 3.6. Soit (X,hX) une surface de Riemann compacte avec hX une métrique hermitienne
continue. Soit E∞ = (E, hE,∞) un fibré en droites intégrable. On note par A0,0(X,E)∞ le complété de
A0,0(X,E) pour la métrique L2∞ induite par hX et hE,∞.
Pour toute décomposition de E∞ = E1,∞⊗E−12,∞ en fibrés admissibles E1,∞ et E2,∞, et pour tout choix
de suites
(
h1,n
)
n∈N (resp.
(
h2,n
)
n∈N) de métriques positives C∞ sur E1,∞ (resp. sur E2,∞) qui converge
uniformément vers h1,∞ (resp. h2,∞), pour tout ξ ∈ A0,0(X,E), et si l’on pose En := E1,n⊗E−12,n. Alors,
1. la suite
(
∆Enξ
)
n∈N converge, pour la norme L
2
∞, lorsque n 7→ ∞ vers une limite ∆E∞ξ dans
A0,0(X,E)∞. Cette limite ne dépend par du choix de la décomposition ni de celui de la suite.
2. ∆E∞ est un opérateur linéaire de A
0,0(X,E) vers A0,0(X,E)∞.
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3. (
∆E∞(f ⊗ σ), g ⊗ τ
)
L2,∞ =
(
f ⊗ σ,∆E∞(g ⊗ τ)
)
L2,∞
=
i
2π
∫
X
hE,∞(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz.
(12)
∀f, g ∈ A0,0(X) et σ, τ deux sections locales holomorphes de E tels que f ⊗ σ et g ⊗ τ soient dans
A(0,0)
(
X,E
)
. En particulier, (
∆E∞ξ, ξ
′)
L2,∞ =
(
ξ,∆E∞ξ
′)
L2,∞,
∀ξ, ξ′ ∈ A(0,0)(X,E).
4. (
∆E∞ξ, ξ
)
L2,∞ ≥ 0 ∀ ξ ∈ A0,0(X,E).
Démonstration. On considère une décomposition de E∞ = E1,∞ ⊗ E−12,∞ en fibrés admissibles E1,∞ et
E2,∞. Soit
(
h1,n
)
n∈N (resp.
(
h2,n
)
n∈N) de métriques positives C∞ sur E1,∞ (resp. sur E2,∞) qui converge
uniformément vers h1,∞ (resp. h2,∞).
On pose En = (E, hn := h1,n ⊗ h−12,n) pour tout n ∈ N, et on considère ∆En , l’opérateur Laplacien
associé à hX et hEn . D’après (11), on a pour tout p, q ∈ N :
∆Ep
(
f ⊗ σ)−∆Eq(f ⊗ σ) = hX( ∂∂z , ∂∂z
)−1 ∂ϕp,q
∂z
∂f
∂z
⊗ σ,
où f ∈ A(0,0)(X) et σ est une section locale holomorphe et ϕp,q := log
hEq
hEp
, (notons que ϕp,q ne dépend
pas de σ, ni de f).
Fixons une métrique hermitienne hE de classe C∞ sur E et notons par
(·, ·)
L2,hE ,hX
le produit her-
mitien L2 induit par hX et hE sur A0,0(X,E). On a∥∥∥∆Ep(f ⊗ σ)−∆Eq (f ⊗ σ)∥∥∥2L2,hE,hX = i2π
∫
X
∣∣∣∂ϕp,q
∂z
∣∣∣2∣∣∣∂f
∂z
∣∣∣2 hE(σ, σ)
hX
(
∂
∂z ,
∂
∂z
)dz ∧ dz. (13)
Comme X est compact, on peut supposer que hX est de classe C∞ (En effet, si h′X est une métrique
C∞ sur TX . On a hXh′X est une fonction continue qui ne s’annule pas sur X , donc les normes ‖ · ‖L2,hE ,hX
et ‖ · ‖L2,hE ,h′X sont équivalentes).
On pose ψ :=
∣∣∂f
∂z
∣∣2hX( ∂∂z , ∂∂z )−1hE(σ, σ). Montrons que ψ ∈ A0,0(X,R), il suffit de montrer que∣∣∂f
∂z
∣∣2hX( ∂∂z , ∂∂z )−1 est une fonction définie globalement. En effet, soit φ un changement de coordonnées
locales, on pose z = φ(y), on a
∣∣∣∂f
∂z
∣∣∣2hX( ∂
∂z
,
∂
∂z
)−1
=
∣∣∣∂(f ◦ φ)
∂y
∣∣∣2hX( ∂
∂y
,
∂
∂y
)−1
.
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On applique maintenant le lemme (3.5) et on obtient :
∥∥∥∆Ep(f ⊗ σ) −∆Eq (f ⊗ σ)∥∥∥2L2,hE = i2π
∫
X
∣∣∣∣∂ϕp,q∂z
∣∣∣∣2∣∣∣∂f∂z
∣∣∣2 hE(σ, σ)
hX(
∂
∂z ,
∂
∂z )
dz ∧ dz
=
i
2π
∫
X
∣∣∣∂ϕp,q
∂z
∣∣∣2 ψ dz ∧ dz
= − i
2π
∫
X
ϕp,q
∂2ϕp,q
∂z∂z
ψ dz ∧ dz + i
4π
∫
X
ϕ2p,q
∂2ψ
∂z∂z
dz ∧ dz par (3.5)
= − i
2π
∫
X
log
(hp
hq
)
ψ
(
c1(E, hp)− c1(E, hq)
)
+
i
4π
∫
X
∣∣∣∣log hphq
∣∣∣∣2 ∂2ψ∂z∂z dz ∧ dz.
On conclut, par exemple par la théorie de Bedford-Taylor, que∥∥∥∆Ep(f ⊗ σ)−∆Eq(f ⊗ σ)∥∥∥2L2,hE ,hX −−−−−→p,q 7→∞ 0.
Par suite, ∥∥∥∆Ep(f ⊗ σ)−∆Eq(f ⊗ σ)∥∥∥2L2,hE,∞,hX −−−−−→p,q 7→∞ 0.
Donc, on a montré que pour tout ξ ∈ A(0,0)(X,E), la suite (∆Epξ)p∈N converge pour la norme L2 vers une
limite dans A(0,0)(X,E), on notera cette limite par ∆E∞ξ. On vérifie que ∆E∞ξ est un opérateur linéaire.
Soient f ⊗ σ et g ⊗ τ deux éléments de A0,0(X,E). On a
(
∆En
(
f ⊗ σ), g ⊗ τ)
L2,n
=
i
2π
∫
X
hEn
(
σ, τ
) ∂f
∂z
∂g
∂z
dz ∧ dz par (3.4),
donc par passage à la limite on déduit (12).
En particulier
0 ≤ (∆En(f ⊗ σ), f ⊗ σ)L2,n = i2π
∫
X
hEn(σ, σ)
∣∣∣∂f
∂z
∣∣∣2dz ∧ dz,
donc,
(
∆E∞ξ, ξ
)
L2,∞ =
i
2π
∫
X
∑
k,j
hE∞(ek, ej)
∂fk
∂z
∂fj
∂z
dz ∧ dz
=
i
2π
∫
X
hE∞
( r∑
k=1
∂fk
∂z
⊗ ek,
r∑
k=1
∂fk
∂z
⊗ ek
)
dz ∧ dz
≥ 0,
pour tout ξ ∈ A(0,0)(X,E).
Lemme 3.7. Soit E =
(
E, hE,∞
)
un fibré en droites intégrable sur X, et
(
hn
)
n∈N une suite croissante
qui converge uniformément vers hE,∞. On a(
∆Enξ, ξ
)
L2,n
≤ (∆En+1ξ, ξ)L2,n+1 ≤ (∆E∞ξ, ξ)L2,∞,
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et
ker(∆E∞) ≃ H0(X,E).
Démonstration. L’existence d’une suite croissante qui converge vers h∞ est assurée par [19, Proposition
4.5.7]. Par (3.4), on a pour tout n ∈ N
(
∆Enξ, ξ
)
L2,n
=
i
2π
∫
X
∑
k,j
∂fk
∂z
∂fj
∂z
hn(ek, ej)dz ∧ dz
=
i
2π
∫
X
hn
( r∑
k=1
∂fk
∂z
(x)ek(x),
r∑
k=1
∂fk
∂z
(x)ek(x)
)
dz ∧ dz
≤ i
2π
∫
X
hn+1
( r∑
k=1
∂fk
∂z
(x)ek(x),
r∑
k=1
∂fk
∂z
(x)ek(x)
)
dz ∧ dz
=
i
2π
∫
X
∑
k,j
∂fk
∂z
∂fj
∂z
hn+1(ek, ej)dz ∧ dz
=
(
∆En+1ξ, ξ
)
L2,n+1
.
Par passage à la limite, on obtient :
(
∆Enξ, ξ
)
L2,n
≤ (∆En+1ξ, ξ)L2,n+1 ≤ (∆E∞ξ, ξ)L2,∞,. Si ξ ∈
ker(∆E∞), alors l’inégalité précédente implique que (∆Enξ, ξ) = 0, par suite ξ ∈ H0(X,E).
Proposition 3.8. Soit L un fibré en droites hermitien de classe C∞ engendré par ses sections globales
sur une surface de Riemann compacte, alors
ker(∆L) = 1⊗H0(X,L).
(où 1⊗H0(X,L) est par définition le sous C-espace vectoriel de A(0,0)(X,E) engendré par les éléments
de la forme 1⊗ e avec e ∈ H0(X,L)).
Démonstration. D’après [25, théorème 5.25], on sait qu’on a isomorphisme entre les deux C−espaces ci-
dessus. On note par {e1, . . . , er} une base sur C de H0(X,L). Il suffit de montrer que ∆L(1⊗ ei) = 0 où
1 est la fonction constante sur X égale à 1. Par (11), on voit facilement que
∆L
(
1⊗ ei
)
= 0.
3.3 Le Laplacien généralisé associé à une métrique intégrable sur un fibré en
droites sur P1. (II)
Dans ce paragraphe, on suppose que X = P1, la droite projective complexe. L’action du tore compact
S1, sur P1 permet de considérer une sous classe de métriques intégrables, à savoir les métriques invariantes
par S1. On expliquera comment on peut construire directement, dans ce cas, un opérateur Laplacien. Plus
précisément, si hE∞ est une métrique intégrable invariante par S
1 sur E. on donnera un sens à l’expression
suivante :
∆′
E∞
(
f ⊗ σ) = −hP1( ∂
∂z
,
∂
∂z
)−1
hE∞(σ, σ)
−1 ∂
∂z
(
hE∞(σ, σ)
∂f
∂z
)
⊗ σ.
avec f ⊗ σ ∈ A(0,0)(P1, E).
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On terminera ce paragraphe en comparant cette approche avec celle introduite dans le paragraphe
précédent.
L’exemple suivant montre l’importance de la notion d’intégrabilité de la métrique dans l’extension de
la notion du Laplacien à cette classe de métriques.
Exemple 3.9. Soit
(
P1, ωFS
)
la droite projective complexe munie de la métrique de Fubini-Study. Soit
̺ une fonction réelle de classe C∞ sur P1 égale à 1 au voisinage de S1 nulle aux voisinages de 0 et ∞.
On considère la fonction suivante exp
(
̺(z)
√∣∣1− |z|∣∣). Elle définie une métrique hermitienne continue
et de classe C∞ sur P1 \ S1 sur le fibré en droites trivial sur P1 en posant :
h̺
(
1, 1
)
(z) = exp
(
̺(z)
√∣∣1− |z|∣∣) ∀ z ∈ P1.
On considère l’opérateur suivant défini sur P1 \ S1 par :
∆̺
(
f ⊗ 1) := −hP1( ∂
∂z
,
∂
∂z
)−1
h̺(1, 1)
−1 ∂
∂z
(
h̺(1, 1)
∂f
∂z
)
⊗ 1 ∀ f ∈ A(0,0)(P1).
Alors ∆̺ n’est pas un opérateur à valeurs dans A(0,0)
(
P1
)
̺
, où on a noté par A(0,0)
(
P1
)
̺
le complété de
A(0,0)
(
P1
)
pour la métrique L2 induite par h̺ et ωFS. On va montrer qu’il existe f ∈ A(0,0)
(
P1
)
tel que
∆̺
(
f ⊗ 1) /∈ A(0,0)(P1)
̺
.
Soit f une fonction de classe C∞ sur P1 telle que f(z) = z sur un voisinage ouvert de S1. On a∥∥∆̺f∥∥2L2 = i2π
∫
P1
hX
( ∂
∂z
,
∂
∂z
)−1
h̺
(
1, 1
)−1∣∣∣ ∂
∂z
(
h̺(1, 1)
∂f
∂z
)∣∣∣2dz ∧ dz
≥ i
2π
∫
1+ε>|z|>1+ε2
(1 + |z|2)2h̺
(
1, 1
)−1∣∣∣ ∂
∂z
(
h̺(1, 1)
∂f
∂z
)∣∣∣2dz ∧ dz pour 0 < ε≪ 1
≥ i
2π
∫
1+ε>|z|>1+ε2
h̺
(
1, 1
)−1∣∣∣ ∂
∂z
(
h̺(1, 1)
)∣∣∣2dz ∧ dz
≥ i
2π
∫
1+ε>|z|>1+ε2
h̺
(
1, 1
)∣∣∣ ∂
∂z
(
log h̺(1, 1)
)∣∣∣2dz ∧ dz
≥ i
2π
∫
1+ε>|z|>1+ε2
exp
(√∣∣1− |z|∣∣)∣∣∣ ∂
∂z
√∣∣1− |z|∣∣∣∣∣2dz ∧ dz
≥
∫
1+ε>r>1+ε2
exp
(√∣∣1− |r|∣∣) rdr
4
(
r − 1)
≥ exp(ε2)(ε− ε2 − log ε).
Donc, ∥∥∆̺f∥∥L2 =∞.
Le résultat suivant sera utilisé dans la suite :
Théorème 3.10. Soit U un ouvert convexe de Rd, et f une fonction convexe et différentiable sur U .
Soient (fn)n∈N≥1 une suite de fonctions convexes et différentiables sur U telle que limn7→∞fn(x) = f(x) pour
tout x ∈ U . Alors
lim
n7→∞
∇fn(x) = ∇f(x), ∀x ∈ U.
On montre que la suite (∇fn)n∈N≥1 converge uniformément vers ∇f sur tout sous ensemble fermé borné
et convexe de U .
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Démonstration. Voir [21, Théorème 25.7].
Soit P1 la droite projective complexe et on considère l’application suivante :
κ : R −→ P1
u 7→ exp(−u).
Dans la proposition suivante on décrit le lien entre les métriques intégrables et invariantes par S1 sur les
fibrés en droites sur P1 et les fonctions concaves sur R.
Proposition 3.11. Soit h∞ une métrique intégrable sur un fibré en droites sur P1. On suppose que h
est invariante par S1 et on pose
C∞(u) := κ∗
(
log h
(
1, 1
))
(u) = log h
(
1, 1
)
(exp(−u)) ∀u ∈ R.
Alors, il existe deux fonctions concaves sur R, C1 et C2 telles que
C(u) = C1(u)− C2(u) ∀u ∈ R.
La fonction log h∞(1, 1) est différentiable presque partout sur C et si l’on note par ∂∂z log h∞(1, 1) sa
dérivée définie presque partout, alors elle est bornée sur tout compact de P1\{0,∞}. En plus, si (hn,1)n∈N
et
(
h2,n
)
n∈N deux suites de métriques positives C∞ qui convergent vers h∞,1 respectivement vers h∞,2
telles que h∞ = h∞,1 ⊗ h−1∞,2 alors la suite( ∂
∂z
log h∞,1 − ∂
∂z
log h∞,2
)
n∈N
(14)
est uniformément bornée sur tout compact de P1 \ {0,∞}.
Démonstration. Il suffit de montrer la proposition pour h une métrique admissible. Par définition, il existe(
hn
)
n∈N une suite de métriques positives de classe C∞ qui converge uniformément vers h∞. On pose
Cn(u) := log hn
(
1, 1
)
(exp(−u)) ∀n ∈ N ∪ {∞}.
Alors
(Cn)n∈N converge simplement vers C∞, donc pour montrer que C∞ est concave, il suffit de montrer
que Cn est concave pour tout n ∈ N, ce qui est une conséquence du lemme (3.13).
On rappelle quelques résultats sur les fonctions convexes sur Rd, avec d ≥ 1. Soit f une fonction
convexe sur Rd. On appelle sous-différentielle de f en x l’ensemble (éventuellement vide) suivant
(
∂f
)
(x) :=
{
v ∈ Rd | f(y) ≥ f(x) + (v, y − x), ∀y ∈ Rd}
où ( , ) est le produit scalaire standard sur Rd. Notons que lorsque f est différentiable alors (∂f)(x) =
{(∇f)(x)}, où (∇f)(x) est le gradient de f en x pour la métrique standard de Rd.
Soit (fn)n∈N une suite de fonctions réelles convexes (non nécessairement différentiables) sur un inter-
valle I de R, si cette suite converge simplement vers une fonction finie f sur I, alors on montre que f est
une fonction convexe sur I et l’ensemble {f, fn , n ≥ 0} est localement équilipschitzien sur I. Dans notre
situation, fn seront des fonctions de classe C∞, par ce qui précède l’ensemble{
(∂f)(x), (∇fn)(x) ∀n ≥ 0
}
,
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est borné au voisinage de x.
Un théorème bien connu dû Rademacher affirme que toute fonction réelle lipschtizienne sur un ouvert
U non vide de Rd est différentiable presque partout sur U . Ce résultat est valable si l’on considère les
fonctions convexes puisqu’elles sont localement lipschitziennes.
On termine la démonstration de la proposition en notant que∣∣∣∂Cn
∂u
∣∣∣ = |z|∣∣∣ ∂
∂z
log hn
(
1, 1
)∣∣∣ ∀ z ∈ C, ∀n ∈ N.
Remarque 3.12. Rappelons que la correspondance entre les métriques positives invariantes par S1 (
plus généralement par un tore compact) et les fonctions concaves réelles a été utilisée dans [4] dans le
but d’étudier l’arithmétique des variétés toriques projectives.
Lemme 3.13. Soit ψ une fonction de classe C∞ sur C vérifiant sur C :
1. ψ(z) = ψ(|z|),
2. ∂
2ψ
∂z∂z ≥ 0.
Alors, la fonction C définie par C(u) = ψ(exp(−u)), ∀u ∈ R est concave sur R et on a
∂ψ
∂z
(0) = 0. (15)
Démonstration. On a la fonction z 7→ ∂2ψ∂z∂z est continue sur un voisinage de 0 dans C, donc si l’on fixe
0 < η ≪ 1, alors il existe une constante c telle que
∣∣∣ ∂2ψ
∂z∂z
(z)
∣∣∣ ≤ c ∀ |z| ≤ η,
mais ∂
2ψ
∂z∂z (z) =
1
4r
∂
∂r (r
∂ψ
∂r ), par conséquent∣∣∣ ∂
∂r
(
r
∂ψ
∂r
)∣∣∣ ≤ 4cr ∀ 0 < r ≤ η.
Soit 0 < ε < η, par intégration entre r et ε, on obtient∣∣∣r∂ψ
∂r
(r) − ε∂ψ
∂r
(ε)
∣∣∣ ≤ 2c|r2 − ε2| ∀ 0 < r ≤ η
Comme ψ est C∞, donc on peut faire tendre ε vers 0 et on trouve que∣∣∣∂ψ
∂r
(r)
∣∣∣ ≤ 2cr ∀ 0 < r ≤ η,
On conclut que
∂ψ
∂z
(0) = 0.
On note par C la fonction définie sur R par C(u) = ψ(exp(−u)) ∀u ∈ R. On va montrer que cette
fonction est concave. En effet, on a
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∂2ψ
∂z∂z
= − 1
4r
∂
∂r
(r
∂ψ
∂r
), r := |z|
= − 1
4r2
r
∂
∂r
(
r
∂ψ
∂r
)
= −1
4
exp(2u)
∂2C
∂u2
, puisque
∂C
∂u
= −r∂ψ
∂r
= − exp(−u)∂ψ
∂r
,
donc C est concave.
Exemple 3.14. l’exemple suivant peut être vu comme un contre exemple à l’assertion (3.10).
Soit ρ une fonction réelle de classe C∞ sur R+ vérifiant :
1. ρ(r) = 0 pour r >> 1.
2. supr∈R+ |ρ(r)| ≤ 1.
3. ρ′(1) 6= 0.
Soit a > 0. Alors la suite de métriques sur O
hp(1, 1)(z) = exp(− 1
pa
ρ(|z|p), ∀z ∈ C.
converge uniformément vers la métrique triviale de O, c’est à dire la métrique h∞(1, 1) := 1.
Remarquons que
∣∣ ∂
∂z
log hp(1, 1)(z)
∣∣ = ∣∣p1−a∂ρ
∂r
(|z|p)|z|p−1 z
2|z|
∣∣ = p1−a
2
∣∣∂ρ
∂r
(|z|p)∣∣|z|p−1
donc si |z| = 1, alors ∣∣ ∂
∂z
log hp(1, 1)(z)
∣∣ = p1−a
2
∣∣∂ρ
∂r
(1)
∣∣
On a ∫
X
c˜h(O, hp, h∞) = 1
2
∫
X
log hp(1, 1)c1(O, hp)
=
1
2
∫
X
∣∣ ∂
∂z
log hp(1, 1)
∣∣2dz ∧ dz
=
1
2
∫
C
1
4
p2−2a
∣∣∂ρ
∂r
(|z|p)∣∣2|z|2p−2dz ∧ dz
=
1
2
∫ ∞
0
1
4
p2−2a
∣∣∂ρ
∂r
(rp)
∣∣2r2p−2rdr
=
1
2
∫ ∞
0
1
4
p2−2a
∣∣θ(rp)∣∣2r2p−1dr, où θ(r) := ∂ρ
∂r
(r)
=
1
2
∫ ∞
0
1
4
p2−2a
∣∣θ(r)∣∣2 1
p
rdr
=
1
8
p1−2a
∫ ∞
0
∣∣θ(r)∣∣2rdr.
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Par suite, ∫
X
c˜h(O, hp, hq) =
∫
X
c˜h(O, hp, h∞)− c˜h(O, hq, h∞), [11, (1.3.4.2)]
=
1
8
(q1−2a − p1−2a)
∫ ∞
0
∣∣θ(r)∣∣2rdr
On a donc[∫
X
c˜h(O, hp, hq)Td(TX)
](0)
=
1
8
(q1−2a − p1−2a)
∫ ∞
0
∣∣θ(r)∣∣2rdr + 1
12
∫
X
log
hp
hq
c1(TX)
=
1
8
(q1−2a − p1−2a)
∫ ∞
0
∣∣θ(r)∣∣2rdr + 1
12
∫
X
(
ρ(|z|q)
qa
− ρ(|z|
p)
pa
)c1(TX)
Si l’on choisit 0 < a < 12 , alors cette suite n’est pas de Cauchy.
Remarque 3.15. Dans la proposition (3.11), on a montré que (14) est bornée sur tout compact de
P1 \ {0,∞}. Le résultat suivant a pour but d’étendre ce résultat aux compacts de P1 \ {∞} :
Soit
(
ψn
)
n∈N une suite de fonctions de classe C∞ sur C vérifiant
1. ψn ≤ ψn+1, ∀n ∈ N.
2. ψn converge simplement vers une fonction ψ∞ telle que z 7→
∣∣∣ψ∞(z)−ψ∞(z)z ∣∣∣ est bornée au voisinage
de z = 0.
3. ψn(0) = 0, ∀n ∈ N.
4. ψn(z) = ψn(|z|), ∀ z ∈ C ∀n ∈ N.
5. ∂
2ψn
∂z∂z (z) ≥ 0, ∀ z ∈ C.
Alors, pour tout p0 ∈ N et tout compact K de C il existe k une constante réelle telle que∣∣∣∣∂ψp∂z (z)
∣∣∣∣ ≤ k ∀p ≥ p0 ∀ z ∈ K.
En effet, soit ε un réel fixé. On pose
Cp(u) = ψp
(
exp(−u)) ∀u ∈ R.
Par concavité de Cp, on a
Cp(u+ ε)− Cp(u) ≤ ε∂Cp
∂u
(u) ∀u ∈ R ∀ p ∈ N,
d’où
1
r
(
ψp(r exp(−ε))− ψp(r)
)
≤ −ε∂ψp
∂r
(r) avec
(
r = exp(−u)).
Donc,
εψ′p(r) ≤
ψp(r)
r
− ψp(r exp(−ε))
r
≤ ψ∞(r)
r
− ψp0(r exp(−ε))
r
pour ∀ p ≥ p0
=
ψ∞(r) − ψ∞(0)
r
− ψp0(r exp(−ε))− ψp0(0)
r
∀p ≥ p0
≤ sup
x∈K
∣∣∣∣ψ∞(x) − ψ∞(0)x
∣∣∣∣+ exp(−ε) sup
x∈K
∣∣∣∣ψp0(x)− ψp0(0)x
∣∣∣∣ si r ∈ K, ∀p ≥ p0.
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avec K un compact non vide de C. Comme ε est arbitraire, on déduit que
∣∣ψ′p(z)∣∣ ≤ sup
x∈K
∣∣∣∣ψ∞(x) − ψ∞(0)x
∣∣∣∣+ e sup
x∈K
∣∣∣∣ψp0(x)− ψp0(0)x
∣∣∣∣ ∀z ∈ K ∀p ≥ p0.
Un exemple de ces suites est donné par :
ψn(z) := log
(
1 + |z|n
) 1
n ∀ z ∈ C ∀n ∈ N≥1.
On suppose maintenant que X = P1 qu’on munit d’une métrique kählerienne et E un fibré en droites
sur P1. Soit hE,∞ une métrique intégrable sur E invariante par l’action de S1. On va montrer qu’il existe
un moyen naturel d’associer à cette classe métriques un opérateur Laplacien étendant la définition clas-
sique.
On va montrer, d’abord, que si hE est une métrique positive invariante par l’action de S1 de classe
C∞ sur E, alors ( ∂
∂z
log hE(1, 1)
)
(0) = 0.
En effet, si l’on pose ψ = log hE(1, 1) alors ψ vérifie les hypothèses du (3.13). Si l’on note par ∆E,h le
Laplacien généralisé associé alors on a, pour tout z ∈ P1, f ∈ A(0,0)(P1) et σ ∈ H0(P1, E) :
∆E,h
(
f ⊗ σ)(z) = −hX( ∂
∂z
,
∂
∂z
)−1
hE
(
σ, σ
)−1 ∂
∂z
(
hE(σ, σ)
∂f
∂z
)
⊗ σ
− hX
( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1(
h(σ, σ)−1
∂
∂z
h(σ, σ)
)
⊗ σ
Or, on a
(
h(σ, σ)−1
∂
∂z
h(σ, σ)
)
⊗ σ =
∂
∂z (|σ|2e−ψ)
|σ|2e−ψ
=
∂σ
∂z σe
−ψ + |σ|2 ∂∂z e−ψ
|σ|2e−ψ ⊗ σ
=
( ∂
∂zσ
σ
+
∂
∂z e
−ψ
e−ψ
)
⊗ σ
=
( ∂
∂zσ
σ
+
z
2r
∂
∂re
−ψ(r)
e−ψ
)
⊗ σ
=
( ∂
∂zσ
σ
− z
2r
∂ψ
∂r
(r)
)
⊗ σ
=
( ∂
∂zσ
σ
+
z
2r2
∂C
∂u
(u)
)
⊗ σ,
on a posé C(u) = log h(1, 1). Donc,
∆E,h
(
f ⊗ σ)(z) = −hX( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1( ∂
∂zσ
σ
+
z
2r2
∂C
∂u
(u)
)
⊗ σ ∀z 6= 0, u = − log |z|,
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Commencons par supposer que hE,∞ est admissible. On pose
C∞(u) := log h∞
(
1, 1
)
(exp(−u)) ∀u ∈ R.
On rappelle que C∞ est une fonction concave sur R et on note par ∂Cd,∞∂u sa dérivée à droite, qui est finie.
On a alors le résultat suivant :
Théorème 3.16. On pose pour tout f ∈ A0,0(P1) et pour tout σ ∈ H0(P1, E)
∆′
E∞
(
f⊗σ)(z) := −hX( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗σ−hX
( ∂
∂z
,
∂
∂z
)−1( ∂
∂zσ
σ
+
z
2r2
∂Cd,∞
∂u
(u)
)
⊗σ ∀z 6= 0, u = − log |z|,
et
∆′
E∞
(
f ⊗ σ)(0) := −hX( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1( ∂
∂zσ
σ
)
∂f
∂z
⊗ σ. 2.
Alors, on a
1. ∆′
E∞
est un opérateur linéaire de A(0,0)(P1, E) vers A(0,0)(P1, E)∞, en d’autres termes∥∥∥∆′E∞(f ⊗ σ)
∥∥∥2
L2,∞
<∞.
2.
∆′
E∞
= ∆E∞ ,
dans A0,0
(
P1, E
)
∞.
Démonstration. Soient f ∈ A0,0(P1) et σ ∈ H0(P1, E).
Puisque C∞ est différentiable presque partout sur R, alors on a :
∆′
E∞
(f ⊗ σ) = −hX
( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1
log h∞(σ, σ)
∂f
∂z
⊗ σ, (par définition)
= −hX
( ∂
∂z
,
∂
∂z
)−1
h∞(σ, σ)−1
∂
∂z
(
h∞(σ, σ)
∂f
∂z
)⊗ σ,
presque partout sur C. Par suite∥∥∥∆′E∞(f ⊗ σ)
∥∥∥2
L2,∞
=
i
2π
∫
X
hX
( ∂
∂z
,
∂
∂z
)−1
h∞(σ, σ)−1
∣∣∣ ∂
∂z
(
h∞(σ, σ)
∂f
∂z
)∣∣∣2dz ∧ dz
Or c’est la limite de
(∥∥∆Ep(f ⊗ σ)∥∥2L2,p)p∈N quand p tend vers ∞, donc∥∥∆′
E∞
(f ⊗ σ)∥∥2
L2,∞ <∞.
C’est donc un opérateur linéaire de A0,0(X,E) vers A0,0(X,E).
2. Notons que la dernière expression est tout a fait raisonnable, puisqu’on a montré, voir lemme (3.13), que ∂ψ
∂z
(0) = 0
pour une métrique de classe C∞ où ψ une fonction qui définie la métrique au voisinage de zéro.
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On a
(
∆′
E∞
(f ⊗ σ), g ⊗ τ)
L2,∞ = −
∫
X
h∞
(
σ, σ
)−1 ∂
∂z
(
h∞(σ, σ)
∂f
∂z
)
g h∞(σ, τ)dz ∧ dz
= − i
2π
lim
p7→∞
∫
X
hp(σ, σ)
−1 ∂
∂z
(
hp(σ, σ)
∂f
∂z
)
g hp(σ, τ) dz ∧ dz
=
i
2π
lim
p7→∞
∫
X
hp(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz
=
i
2π
∫
X
hE,∞(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz
On en déduit que (
∆′
E∞
ξ, η)L2,∞ =
(
ξ,∆′
E∞
η)L2,∞
et (
∆′
E∞
ξ, ξ)L2,∞ ≥ 0,
pour tout ξ et η dans A(0,0)(X,E).
De (12), on conclut que
∆E∞ = ∆
′
E∞
,
dans A0,0
(
P1, E
)
.
Définition 3.17. On appelle ∆E∞ le Laplacien généralisé associé à hE,∞. C’est un opérateur linéaire et
positif de A0,0(P1, E) à valeurs dans A0,0
(
P1, E
)
∞.
4 Variation de la métrique sur E
Soit E∞ := (E, hE,∞) un fibré en droites 1-intégrable sur X , une surface de Riemann compacte.
Par définition (voir (2.13)) il existe E1,∞ := (E1, h1,∞) et E2,∞ := (E2, h2,∞) deux fibrés en droites
admissibles sur X tels que E∞ = E1,∞⊗E−12,∞. Soient (hn,1)n∈N (resp. (hn,2)n∈N) une suite de métrique
hermitiennes positives de classe C∞ sur E1 (resp. sur E2) qui converge uniformément vers h1,∞ (resp.
h2,∞) sur X entier. On note par (hn)n∈N la suite de métrique sur E définie par hn = hn,1⊗ h−1n,2, ∀n ∈ N
vérifiant :
1.
sup
n∈N
∥∥∥∥hX( ∂∂z , ∂∂z
)− 12 ∂
∂z
log
hn+1
hn
∥∥∥∥
sup
<∞
où
{
∂
∂z
}
est une base locale de TX . Rappelons que
∣∣∣∣hX( ∂∂z , ∂∂z)− 12 ∂∂z log hn+1hn
∣∣∣∣ ne dépend pas du
choix de la base locale.
2.
∞∑
n=1
∥∥∥∥ hnhn−1 − 1
∥∥∥∥
1
2
sup
<∞.
On considère l’opérateur Laplacien ∆E∞ associé à E∞, voir (3.6), on a montré qu’il est positif. Afin
d’étudier ses propriétés spectrales, on a besoin d’étendre ∆E∞ en un opérateur autoadjoint. On prend
alors, ∆E∞,F , l’extension de Friedrichs de ∆E∞ . C’est un opérateur autoadjoint qui étend ∆E∞ , (voir
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[18, Appendice C.] pour la construction). Comme ∆E∞ est positif, alors ∆E∞,F l’est aussi. D’après (7.3),
on peut considérer on peut considérer le semi-groupe associé qu’on note par e−t∆E∞ .
Dans ce paragraphe, nous établissons la connexion entre
(
e−t∆E,hn
)
n
et e−t∆E,h∞ , on va montrer que(
e−t∆En
)
n∈N
−−−−→
n7→∞ e
−t∆E∞ .
pour la norme L2∞ (induite par hE,∞ et hX).
Dans la suite, on note par
(
hu
)
u≥1 la famille associée à la suite (hn)n∈N construite dans (7.1). Pour
simplifier, on notera par ∆E,n (resp. ∆E,u) au lieu de ∆En (resp. ∆Eu).
Soit x ∈ X et σ une section locale holomorphe de E non nulle en x. On pose
kσ(u)(x
′) =
∣∣∣∣ ∂∂u ∂∂z log hu(σ, σ)(x′)
∣∣∣∣,
pour tout x′ dans un voisinage ouvert assez petit de x. Au voisinage de x, on a
∂
∂u
∂
∂z
log hu(σ, σ) =
∂
∂u
∂
∂z
log
(
ρp−1(u)hp−1(σ, σ) + (1− ρp−1(u))hp(σ, σ)
)
∀u ∈ [p− 1, p]
=
∂
∂u
∂
∂z
log
(
ρp−1(u)|σ|2e−ψp−1(z) + (1 − ρp−1(u))|σ|2e−ψp(z)
)
=
∂
∂u
∂
∂z
log |σ|2 + ∂
∂u
∂
∂z
log
(
ρp−1(u)e−ψp−1(z) + (1− ρp−1(u))e−ψp(z)
)
=
∂
∂u
∂
∂z
log
(
ρp−1(u)e−ψp−1(z) + (1− ρp−1(u))e−ψp(z)
)
.
Par conséquent, on peut définir une fonction réelle sur X entier en posant
k(u)(x) = kσ(u)(x) ∀x ∈ X ∀σ ∈ H0(X,E) telle que σ(x) 6= 0.
et on pose
πE(u) := sup
x∈X
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣k(u)(x)∣∣, ∀u ∈ [1,∞[.
Lemme 4.1. Pour tout u ≥ 1, on a h( ∂∂z , ∂∂z )−
1
2 |k(u)| est une fonction continue sur X. Il existe une
constante réelle M3 telle que
πE(u) ≤M3, ∀u > 1.
Démonstration. Soit x ∈ X et { ∂∂z} une base locale de TX au voisinage de x. Par définition, il existe σ
une section holomorphe locale de E telle que σ(x) 6= 0 et que dans un voisinage de x :
k(u) = kσ(u) =
∣∣∣ ∂
∂u
∂
∂z
log hu(σ, σ)
∣∣∣,
donc la continuité de k et par suite celle h( ∂∂z ,
∂
∂z )
− 12 k(u) au voisinage de x résulte du fait que hu est
C∞.
On a dans un voisinage de x :
k(u) =
∂
∂z
∂
∂u
(log hu(σ, σ))
36
=
∂ρp−1
∂u
( ∂
∂zhp − ∂∂zhp−1
hu
− hp − hp−1
hu
∂
∂z
log hu
)
=
∂ρp−1
∂u
hp
hu
(
∂
∂z
log
hp
hp−1
−
(hp−1
hp
− 1
) ∂
∂z
log hp−1 +
(hp−1
hp
− 1
) ∂
∂z
log hu
)
où
(
p− 1 = [u])
=
∂ρp−1
∂u
hp
hu
(
∂
∂z
log
hp
hp−1
−
(hp−1
hp
− 1
) ∂
∂z
log hp−1 +
(hp−1
hp
− 1
)(1− ρp−1) ∂∂zhp−1 + ρp−1 ∂∂zhp
hu
)
=
∂ρp−1
∂u
hp
hu
(
∂
∂z
log
hp
hp−1
−
(hp−1
hp
− 1
) ∂
∂z
log hp−1
+
(hp−1
hp
− 1
)hp
hu
(
(1 − ρp−1)hp−1
hp
∂
∂z
log hp−1 + ρp−1
∂
∂z
log hp
))
=
∂ρp−1
∂u
hp
hu
(
∂
∂z
log
hp
hp−1
−
(hp−1
hp
− 1
) ∂
∂z
log hp−1 + (1 − ρp−1)
(hp−1
hp
− 1
)hp−1
hu
∂
∂z
log hp−1
+ ρp−1
(hp−1
hp
− 1
)hp
hu
∂
∂z
log hp
))
=
∂ρp−1
∂u
h2p
h2u
(
∂
∂z
log
hp
hp−1
− hu
hp
(hp−1
hp
− 1
) ∂
∂z
log hp−1 + (1− ρp−1)
(hp−1
hp
− 1)hp−1
hp
∂
∂z
log hp−1
+ ρp−1
(hp−1
hp
− 1
) ∂
∂z
log hp
))
.
Comme les fonctions ρp sont uniformément bornées et que la suite
(
hu
)
u∈[1,∞[ converge uniformément
vers h∞, on peut donc trouver M ′1,M
′
2 et M
′
3 trois constantes réelles telles que
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣k(u)∣∣ ≤M ′1hX( ∂∂z , ∂∂z
)− 12 ∣∣∣ ∂
∂z
log
hp
hp−1
∣∣∣+M ′2hX( ∂∂z , ∂∂z
)− 12 ∣∣∣(hp−1
hp
− 1
) ∂
∂z
log hp−1
∣∣∣
+M ′3hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣(hp−1
hp
− 1
) ∂
∂z
log hp
∣∣∣.
On a∣∣∣∣hX( ∂∂z , ∂∂z
)− 12(hp−1
hp
− 1
) ∂
∂z
log hp
∣∣∣∣ =
∣∣∣∣hX( ∂∂z , ∂∂z
)− 12(hp−1
hp
− 1
)( p∑
k=2
∂
∂z
log
hk
hk−1
+
∂
∂z
log h1
)∣∣∣∣
≤
∣∣∣hp−1
hp
− 1
∣∣∣ p∑
k=2
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log
hk
hk−1
∣∣∣+ hX( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log h1
∣∣∣
≤ (p− 1) sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
∣∣∣hp−1
hp
− 1
∣∣∣
+ hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log h1
∣∣∣∣∣∣hp−1
hp
− 1
∣∣∣,
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de la même facon, on obtient :∣∣∣∣hX( ∂∂z , ∂∂z
)− 12(hp−1
hp
− 1
) ∂
∂z
log hp−1
∣∣∣∣ ≤ (p− 2) sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
∣∣∣hp−1
hp
− 1
∣∣∣
+ hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log h1
∣∣∣∣∣∣hp−1
hp
− 1
∣∣∣.
Donc, on a
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣k(u)∣∣ ≤M ′1 sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′2 (2p− 3)
∣∣∣hp−1
hp
− 1
∣∣∣ sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′3 hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log h1
∣∣∣∣∣∣hp−1
hp
− 1
∣∣∣
Puisque k(u) ne dépend pas du choix de la section locale σ et que X est compacte, on peut trouver(
Uj
)
j∈J un recouvrement ouvert fini de X tel que déduire que pour tout j ∈ J , k(u) = kσj (u) sur Uj et
σj une section locale non nulle et que∣∣∣hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log h1(sj , sj)
∣∣∣,
soit bornée sur Uj. Par suite, il existe M ′′4 , une constante réelle telle que
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣k(u)∣∣ ≤M ′1 sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∣∣∣ ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′2 (2p− 3)
∣∣∣hp−1
hp
− 1
∣∣∣ sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′4
∣∣∣hp−1
hp
− 1
∣∣∣.
Montrons maintenant le reste du lemme, on a :
πE(u) = sup
x∈X
hX
( ∂
∂z
,
∂
∂z
)− 12 ∣∣k(u)∣∣
≤M ′1 sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′2 (2p− 3)
∥∥∥hp−1
hp
(x)− 1
∥∥∥
sup
sup
n∈N∗
∥∥∥hX( ∂
∂z
,
∂
∂z
)− 12 ∂
∂z
log
hn
hn−1
∥∥∥
sup
+M ′′4
∥∥∥hp−1
hp
(x) − 1
∥∥∥
sup
.
Comme (hp)p∈N converge uniformément vers h∞, alors on peut supposer que
sup
p∈N∗
(
p
∥∥∥hp−1
hp
− 1
∥∥∥
sup
)
<∞.
On conclut qu’il existe M3 une constante réelle telle que
πE(u) ≤M3, ∀u > 1.
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Remarque 4.2. Par (5), on a, il existe c4 ∈ R telle que∥∥πE(u)∥∥sup ∼u7→∞ c4u .
En effet, on a
∣∣h( ∂
∂z
,
∂
∂z
)−
1
2 k(u)
∣∣+ ∣∣O(hp−1
hp
− 1)∣∣ ≥ ∣∣h( ∂
∂z
,
∂
∂z
)−
1
2 k(u)−O(hp−1
hp
− 1)∣∣
=
∣∣∂ρp−1
∂u
h(
∂
∂z
,
∂
∂z
)−
1
2
∂
∂z
log
hp
hp−1
∣∣
≥ ∂ρp−1
∂u
∣∣h( ∂
∂z
,
∂
∂z
)−
1
2
∂
∂z
log
hp
hp−1
∣∣,
donc ∥∥h( ∂
∂z
,
∂
∂z
)−
1
2 k(u)
∥∥
sup
+
∥∥O(hp−1
hp
− 1)∥∥
sup
≥ ∂ρp−1
∂u
∥∥h( ∂
∂z
,
∂
∂z
)−
1
2
∂
∂z
log
hp
hp−1
∥∥
sup
∼
p7→∞
c4
p
,
mais comme O
(hp−1
hp
− 1) = O( 1p2 ), alors
lim sup
u7→∞
(
p
∥∥h( ∂
∂z
,
∂
∂z
)−
1
2 k(u)
∥∥
sup
)
≥ c4.
Théorème 4.3. On a, pour tout ξ ∈ A0,0(X,E) :(
∂∆E,u
∂u
ξ,
∂∆E,u
∂u
ξ
)
L2,u
≤ π2E(u)
(
∆E,uξ, ξ
)
L2,u
∀u > 1. (16)
Démonstration. On a, localement
∆E,u(f ⊗ σ) = −hX
( ∂
∂z
,
∂
∂z
)−1 ∂2f
∂z∂z
⊗ σ − hX
( ∂
∂z
,
∂
∂z
)−1 ∂
∂z
(
log hu(σ, σ)
)∂f
∂z
⊗ σ.
où f ∈ A(0,0)(X) et σ est section locale holomorphe non nulle. donc
∂∆E,u
∂u
(f ⊗ σ) = −hX
( ∂
∂z
,
∂
∂z
)−1 ∂
∂u
( ∂
∂z
log hu(σ, σ)
)∂f
∂z
⊗ σ.
Soit ξ ∈ A0,0(X,E). Localement, il existe f1, . . . , fr ∈ A0,0(X) et e1, e2, . . . , er des sections locales
holomorphes non nulles de E telles que ξ =
∑r
i=1 fi ⊗ ei. On a
−∂∆E,u
∂u
ξ = −
r∑
i=1
∂∆E,u
∂u
(fi ⊗ ei)
= −h( ∂
∂z
,
∂
∂z
)−1
r∑
i=1
∂
∂u
( ∂
∂z
log hu(ei, ei)
)∂fi
∂z
⊗ ei
= −hX
( ∂
∂z
,
∂
∂z
)−1
k(u)
r∑
i=1
∂f
∂z
⊗ ei.
Par suite,(
∂∆E,u
∂u
ξ,
∂∆E,u
∂u
ξ
)
L2,u
=
i
2π
∫
X
hX
( ∂
∂z
,
∂
∂z
)−1
|k(u)|2
∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)dz ∧ dz.
39
Mais puisque
∑
kj
∂fk
∂z
∂fj
∂z hu(ek, ej) ≥ 0, alors(
∂∆E,u
∂u
ξ,
∂∆E,u
∂u
ξ
)
L2,u
=
i
2π
∫
X
hX
( ∂
∂z
,
∂
∂z
)−1
k(u)2
∑
kj
∂fk
∂z
∂fj
∂z
hu(ei, ej)dz ∧ dz
≤ π2E(u)
∫
X
∑
kj
∂fk
∂z
∂fj
∂z
hu(ei, ej)dz ∧ dz
= π2E(u)
(
∆E,uξ, ξ
)
L2,u
.
Corollaire 4.4. On a ∥∥∥∥∂∆E,u∂u e−t∆E,u
∥∥∥∥
L2,u
≤ e
− 1
2√
t
πE(u), ∀u > 1, (17)
pour tout t > 0 fixé.
Démonstration. Soit t > 0, et η ∈ A0,0(X,E) et on pose ξ := e−t∆E,uη.
De (16), on a(
∂∆E,u
∂u
e−t∆E,uη,
∂∆E,u
∂u
e−t∆E,uη
)
L2,u
≤ π2E(u)
(
∆E,ue
−t∆E,uη, e−t∆E,uη
)
L2,u
. (18)
Si l’on décompose η suivant (vu,k)k∈N, une base orthonormale pour la norme L2u, formée par les vecteurs
propres de ∆E,u : Il existe au,0, au,1, . . . des réels tels que
η =
∑
k∈N
au,kvu,k
alors, dans le complété de A(0,0)(X,E) pour L2u, on a
∆E,ue
−t∆E,uη =
∑
k≥1
−λu,ke−λu,ktau,kvu,k = −1
t
∑
k≥1
−λu,kte−λu,ktau,kvu,k.
De là , on déduit que ∥∥∥∆E,ue−t∆E,uη∥∥∥2
L2,u
≤ e
−1
t2
∑
k≥1
|au,k|2 ≤ c
t2
∥∥η∥∥2
L2,u
,
donc (18) devient∥∥∥∂∆E,u
∂u
e−t∆E,uη
∥∥∥2
L2,u
=
(∂∆E,u
∂u
e−t∆E,uη,
∂∆E,u
∂u
e−t∆E,uη
)
L2,u
≤ π2E(u)
(
∆E,ue
−t∆E,uη, e−t∆E,uη
)
L2,u
≤ π2E(u)
∥∥∆E,ue−t∆E,uη∥∥L2,u∥∥e−t∆E,uη∥∥L2,u, par l’inégalité de Cauchy-Schwartz
≤ e
−1
t
π2E(u)
∥∥η∥∥2
L2,u
, car
∥∥e−t∆E,u‖L2,u ≤ 1.
On conclut que ∥∥∥∥∂∆E,u∂u e−t∆E,u
∥∥∥∥
L2,u
≤ e
− 12√
t
πE(u).
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Proposition 4.5. Si X = P1 et h∞ est une métrique de classe C∞ sur O(m) invariante par S1, alors
on peut choisir une sous-suite de (hn)n≥1 telle que
πE(u) = O(
1
2u
), ∀u >> 1,
par conséquent,
e−t∆E,u −−−−→
u7→∞
e−t∆E,∞
Démonstration. Comme h∞ est C∞ et invariante par S1 alors la fonction f∞(u) := log h∞(1, 1)(exp(−u))
est concave et de classe C∞. Par application du (3.10), on déduit que h( ∂∂z , ∂∂z )−
1
2
∂
∂z log hn(1, 1) converge
uniformément sur tout compact de C∗ vers h( ∂∂z ,
∂
∂z )
− 12 ∂
∂z log h∞(1, 1). Par un choix de sous-suite conve-
nable on peut supposer que
h(
∂
∂z
,
∂
∂z
)−
1
2
∣∣∣∣ ∂∂z log hnhn−1
∣∣∣∣ = O( 12n ), ∀n >> 1.
donc,
πE(u) = h(
∂
∂z
,
∂
∂z
)−
1
2 k(u) = O(
1
2u
) ∀u >> 1.
On conclut de (4.4) que ∥∥∥∂e−t∆E,u
∂u
∥∥∥
u
≤
√
t
2u
O(1), ∀u >> 1.
On introduit la fonction suivante définie sur X donnée au voisinage d’un point x par l’expression :
∂
∂u
log hu(σ, σ)(x),
où σ est une section locale holomorphe de E non nulle en x, et on pose
δE(u) = sup
x∈X
∣∣∣∣ ∂∂u log hu(σ, σ)(x)
∣∣∣∣.
Proposition 4.6. ∀ξ, η ∈ A0,0(X,E),
∣∣∣(∂∆E,u
∂u
ξ, ξ
)
u
∣∣∣ ≤ 2δE(u)‖∆E,uξ‖u‖ξ‖u,
et ∣∣∣(∂∆E,u
∂u
ξ, η
)
u
∣∣∣ ≤ δE(u)(‖∆E,uξ‖ 12u ‖∆E,uη‖ 12u ‖ξ‖ 12u ‖η‖ 12u + ‖∆E,uξ‖u‖η‖u). (19)
Pour tous t1, t2 et t3 > 0,∣∣∣(∂∆E,u
∂u
e−t1∆E,uξ,e−t2∆E,u
∂∆E,u
∂u
e−t3∆E,uγ
)
u
∣∣∣
≤
( C2√
t3t2t1
+
C
t1
√
t3
)
πE(u)δE(u)‖ξ‖u‖γ‖u.
(20)
où C est une constante réelle positive.
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Démonstration. Soit ξ ∈ A0,0(X,E). On a
∂
∂u
((
∆E,uξ, ξ
)
u
)
=
∂
∂u
(∫
X
hu(∆E,uξ, ξ)ωX
)
=
∫
X
hu
(∂∆E,u
∂u
ξ, ξ
)
ωX +
∫
X
( ∂
∂u
log hu
)
hu(∆E,uξ, ξ)ωX
=
(
∂∆E,u
∂u
ξ, ξ
)
u
+
(
∆E,uξ,
( ∂
∂u
log hu
)
ξ
)
u
.
notons qu’on a utilisé le fait que ∂∂u log hu est réelle.
Or (
∆E,uξ, ξ
)
u
=
i
2π
∫
X
∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
i
2π
dz ∧ dz,
donc
∂
∂u
((
∆E,uξ, ξ
)
u
)
=
∫
X
( ∂
∂u
log hu
)∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
i
2π
dz ∧ dz.
En regroupant cela, on trouve que
∣∣∣(∂∆E,u
∂u
ξ, ξ
)
u
∣∣∣ = ∣∣∣∫
X
( ∂
∂u
log hu
)∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
i
2π
dz ∧ dz −
(
∆E,uξ,
( ∂
∂u
log hu
)
ξ
)
u
∣∣∣
≤
∣∣∣∫
X
( ∂
∂u
log hu
)∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
i
2π
dz ∧ dz
∣∣∣+∣∣∣(∆E,uξ, ( ∂
∂u
log hu)ξ
)
u
∣∣∣
≤ δE(u)
∫
X
∣∣∣∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
∣∣∣ 1
2π
|dz ∧ dz|+ δE(u)‖∆E,uξ‖L2,u‖ξ‖L2,u
mais
∑
kj
∂fk
∂z
∂fj
∂z hu(ek, ej) ≥ 0, on peut écrire la dernière inégalité comme suit
∣∣∣(∂∆E,u
∂u
ξ, ξ
)
u
∣∣∣ ≤ δE(u)∫
X
∑
kj
∂fk
∂z
∂fj
∂z
hu(ek, ej)
1
2π
|dz ∧ dz|+ δE(u)‖∆E,uξ‖L2,u‖ξ‖L2,u
= δE(u)
(
∆E,uξ, ξ
)
u
+ δE(u)‖∆E,uξ‖L2,u‖ξ‖L2,u
≤ 2δE(u)‖∆E,uξ‖L2,u‖ξ‖L2,u.
De la même facon, on établit que∣∣∣(∂∆E,u
∂u
ξ, η
)
u
∣∣∣ = ∣∣∣∫
X
( ∂
∂u
log hu
)∑
kj
∂fk
∂z
∂gj
∂z
hu(ek, ej)
i
2π
dz ∧ dz −
(
∆E,uξ, (
∂
∂u
log hu)η
)
u
∣∣∣
≤
∫
X
∣∣∣ ∂
∂u
log hu
∣∣∣∣∣∣∑
kj
∂fk
∂z
∂gj
∂z
hu(ek, ej)
∣∣∣ i
2π
dz ∧ dz +
∣∣∣(∆E,uξ, ( ∂
∂u
log hu)η
)
u
∣∣∣
=
∫
X
∣∣ ∂
∂u
log hu
∣∣∣∣∣hu( r∑
k=1
∂fk
∂z
,
r∑
k=1
∂gk
∂z
)∣∣∣ i
2π
dz ∧ dz +
∣∣∣(∆E,uξ, ( ∂
∂u
log hu)η
)
u
∣∣∣
≤ δE(u)
∫
X
hu
( r∑
k=1
∂fk
∂z
,
r∑
k=1
∂fk
∂z
) 1
2
hu
( r∑
k=1
∂gk
∂z
,
r∑
k=1
∂gk
∂z
) 1
2 i
2π
dz ∧ dz
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+ δE(u)‖∆E,uξ‖L2,u‖η‖L2,u On a utilisé |hu(v, v′)| ≤ hu(v, v) 12hu(v′, v′) 12
≤ δE(u)
(∫
X
hu
( r∑
k=1
∂fk
∂z
,
r∑
k=1
∂fk
∂z
)
dz ∧ dz
) 1
2
(∫
X
hu
( r∑
k=1
∂gk
∂z
,
r∑
k=1
∂gk
∂z
)
dz ∧ dz
) 1
2
+ δE(u)‖∆E,uξ‖L2,u‖η‖L2,u Par Cauchy-Schwartz
= δE(u)(∆E,uξ, ξ)
1
2 (∆E,uη, η)
1
2 + δE(u)‖∆E,uξ‖L2,u‖η‖L2,u
≤ δE(u)‖∆E,uξ‖
1
2
L2,u‖∆E,uη‖
1
2
L2,u‖ξ‖
1
2
L2,u‖η‖
1
2
L2,u + δE(u)‖∆E,uξ‖L2,u‖η‖L2,u.
Si l’on pose η = e−t∆E,u ∂∆E,u∂u γ, alors
∥∥∆E,uη∥∥L2,u = ∥∥∥∆E,ue−t∆E,u ∂∆E,u∂u γ
∥∥∥
L2,u
=
∥∥∥∂te−t∆E,u ∂∆E,u
∂u
γ
∥∥∥
L2,u
≤ C
t
∥∥∥∂∆E,u
∂u
γ
∥∥∥
L2,u
, (puisque ‖∂te−t∆E,uv‖ ≤ C
t
‖v‖)
donc, ∥∥∥∆E,ue−t∆E,u ∂∆E,u
∂u
γ
∥∥∥
L2,u
≤ C
t
‖∂∆E,u
∂u
γ‖L2,u.
On a,∣∣∣(∂∆E,u
∂u
ξ, e−t∆E,u
∂∆E,u
∂u
γ
)
u
∣∣∣ ≤ δE(u)‖∆E,uξ‖ 12L2,u‖∆E,ue−t∆E,u ∂∆E,u∂u γ‖ 12L2,u‖ξ‖ 12L2,u‖e−t∆E,u ∂∆E,u∂u γ‖ 12L2,u
+ δE(u)‖∆E,uξ‖L2,u‖e−t∆E,u ∂∆E,u
∂u
γ‖L2,u
≤ C√
t
δE(u)‖∆E,uξ‖
1
2
L2,u‖
∂∆E,u
∂u
γ‖ 12u‖ξ‖
1
2
L2,u‖e−t∆E,u
∂∆E,u
∂u
γ‖ 12L2,u
+ δE(u)‖∆E,uξ‖L2,u‖e−t∆E,u
∂∆E,u
∂u
γ‖L2,u
≤ C√
t
δE(u)‖∆E,uξ‖
1
2
L2,u‖ξ‖
1
2
L2,u‖
∂∆E,u
∂u
γ‖L2,u + δE(u)‖∆E,uξ‖L2,u‖
∂∆E,u
∂u
γ‖L2,u.
On a montré que, voir (4.4)
∥∥∥∂∆E,u
∂u
e−t∆E,u
∥∥∥
L2,u
≤ πE(u)√
t
.
Donc
∣∣∣(∂∆E,u
∂u
e
−t1∆E,uξ, e
−t2∆E,u ∂∆E,u
∂u
e
−t3∆E,uγ
)
u
∣∣∣ ≤ C√
t2
δE(u)‖∆E,ue−t1∆E,uξ‖
1
2
L2,u
‖e−t1∆E,uξ‖
1
2
L2,u
‖∂∆E,u
∂u
e
−t3∆E,uγ‖L2,u
+ δE(u)‖∆E,ue−t1∆E,uξ‖L2,u‖∂∆E,u
∂u
e
−t3∆E,uγ‖L2,u
≤ C
2piE(u)√
t3t2t1
δE(u)‖ξ‖L2,u‖γ‖L2,u + CpiE(u)
t1
√
t3
δE(u)‖ξ‖L2,u‖γ‖L2,u.
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Théorème 4.7. Il existe une constante c telle que∥∥∥∥∂e−t∆E,u∂u
∥∥∥∥
L2,u
≤ c
√
δE(u)
√
πE(u)t
1
4 , ∀u > 1.
Démonstration. On a
∂e−t∆E,u
∂u
= −
∫ t
0
e−(t−s)∆E,u
∂∆E,u
∂u
e−s∆E,uds.
Si l’on pose t1 = s, t2 = 2(t− s) et t3 = s dans (20), alors∥∥∥e−(t−s)∆E,u ∂∆E,u
∂u
e−s∆E,uξ
∥∥∥2
u
=
(
∂∆E,u
∂u
e−s∆E,uξ, e−2(t−s)∆E,u
∂∆E,u
∂u
e−s∆E,uξ
)
u
≤ C
2πE(u)
s
√
2(t− s)δE(u)‖ξ‖
2
u +
CπE(u)
s
3
2
δE(u)‖ξ‖2u.
Par suite
∥∥∥e−(t−s)∆E,u ∂∆E,u
∂u
e−s∆E,u
∥∥∥2
L2,u
≤ δE(u)πE(u)
( C2
s
√
2(t− s) +
C
s
3
2
)
.
et donc
∥∥∥∂e−t∆E,u
∂u
∥∥∥
L2,u
≤
∫ t
0
∥∥∥e−(t−s)∆E,u ∂∆E,u
∂u
e−s∆E,u
∥∥∥
L2,u
ds ≤
√
δE(u)
√
πE(u)
∫ t
0
( C2
s
√
2(t− s) +
C
s
3
2
) 1
2
ds
On conclut en remarquant que pour tout a, b > 0
∫ t
0
(
a
s
√
2(t− s) +
b
s
3
2
) 1
2
ds ≤
∫ t
0
√
a
s
1
2 2
1
4 (t− s)
1
4
ds+
√
b
s
3
4
ds, puisque |x+ y| 12 ≤ |x| 12 + |y| 12 ,
= 2
√
a
∫ √t
0
1
(t− x2) 14 dx+
√
bt
1
4
= 2
√
at
1
4
∫ 1
0
1
(1− x2) 14 dx+
√
bt
1
4
= 2
√
at
1
4
∫ pi
2
0
cos(θ)√
1− sin(θ)2 dθ +
√
bt
1
4
= 2
√
at
1
4
∫ pi
2
0
cos(θ)
1
2 dθ +
√
bt
1
4
= ct
1
4 .
Théorème 4.8. On a, (
e−t∆E,u
)
u
−−−−→
u7→∞ e
−t∆E,∞ .
dans l’espace des opérateurs bornés sur le complété de A(0,0)(X,E) pour la métrique L2∞.
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Démonstration. On a montré dans (4.7) que∥∥∥∥∂e−t∆E,u∂u
∥∥∥∥
L2u
≤ c
√
δE(u)
√
πE(u)t
1
4 ∀u > 1. (21)
On en déduit qu’il existe une constante c5 telle que∥∥∥∥∂e−t∆E,u∂u
∥∥∥∥
L2∞
≤ c5
√
δE(u)
√
πE(u)t
1
4 ∀u > 1.
Par (4.1), la fonction πE est bornée. Et on a,
δE(v) = sup
x∈X
∣∣∣ ∂
∂v
log hv(σ, σ)
∣∣∣
= sup
x∈X
∣∣∣∂ρ[v]
∂v
h[v] − h[v]−1
hv
∣∣∣
= O
(∥∥∥∥h[v]+1h[v] − 1
∥∥∥∥
sup
)
∀ v ≥ 1.
où [u] est la partie entière de u. Donc il existe une constante M ′ telle que∫ u′
u
√
δE(v)dv ≤
∫ [u′]+1
[u]
√
δE(v)dv
≤
[u′]∑
p=[u]
∫ p+1
p
√
δE(v)dv
≤M ′
[u′]+1∑
p=[u]
∥∥∥ hp
hp−1
− 1
∥∥∥ 12
sup
.
Comme on a supposé que (voir début de (4)) :
∞∑
p=0
∥∥∥ hp
hp−1
− 1
∥∥∥ 12
sup
<∞,
alors
(
e−t∆E,u
)
u>1
converge vers un opérateur qu’on note par Lt pour tout t, Lt est compact pour tout
t fixé par (6.1) et vérifie (
∂t +∆E,∞)Lt = 0,
donc t 7→ Lt est une solution à l’equation de Chaleur associée au Laplacien ∆E,∞, par unicité, on conclut
que
Lt = e
−t∆E,∞ .
Remarque 4.9. Voir (3) pour des exemples de suites de métriques vérifiant
∑
p
∥∥∥ hp
hp−1
− 1
∥∥∥ 12
sup
<∞,
on peut prendre par exemple avec les notations de (3), χ(p) = 2p.
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Théorème 4.10. La suite
(
(I + ∆E,u)
−1)
u≥1 converge vers une limite qu’on note par (I + ∆E,∞)
−1.
C’est un opérateur compact et autoadjoint.
Démonstration. On va montrer que∥∥∥ ∂
∂u
(I +∆E,u)
−1
∥∥∥
L2,u
≤ 8δE(u), ∀u > 1.
Soit γ ∈ A0,0(X,E).
∂
∂u
(
I +∆E,u
)−1
= −
(
I +∆E,u
)−1 ∂∆E,u
∂u
(
I +∆E,u
)−1
.
On pose ξ = (I +∆E,u)−1γ et η = (I +∆E,u)−2
∂∆E,u
∂u (I +∆E,u)
−1γ dans l’inégalité (19), alors
∣∣∣(∂∆E,u
∂u
(I +∆E,u)
−1γ, (I +∆E,u)
−2 ∂∆E,u
∂u
(I +∆E,u)
−1γ
)
u
∣∣∣ =
∣∣∣(∂∆E,u
∂u
ξ, η
)∣∣∣
≤ δE(u)‖∆E,u(I +∆E,u)
−1γ‖
1
2
u ‖∆E,u(I +∆E,u)
−2 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖
1
2
u ‖(I +∆E,u)
−1γ‖
1
2
L2,u
‖(I +∆E,u)
−2 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖
1
2
u
+ δE(u)‖∆E,u(I +∆E,u)
−1γ‖u‖(I +∆E,u)
−2 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖L2,u par (19)
≤ 4δE(u)‖γ‖
1
2
L2 ,u
‖(I +∆E,u)
−1 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖
1
2
L2,u
‖γ‖
1
2
L2,u
‖(I +∆E,u)
−1 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖
1
2
L2,u
+ 4δE(u)‖γ‖L2 ,u‖(I +∆E,u)
−1 ∂∆E,u
∂u
(I +∆E,u)
−1γ‖L2,u.
Or (I +∆E,u)−1 est autoadjoint pour la métrique L2u, donc∥∥∥(I +∆E,u)−1 ∂∆E,u
∂u
(I +∆E,u)
−1γ
∥∥∥2
u
=
∣∣∣(∂∆E,u
∂u
(I +∆E,u)
−1γ, (I +∆E,u)−2
∂∆E,u
∂u
(I +∆E,u)
−1γ
)
u
∣∣∣
≤ 8δE(u)‖γ‖L2,u
∥∥∥∥(I +∆E,u)−1 ∂∆E,u∂u (I +∆E,u)−1γ
∥∥∥∥
L2,u
par l’inégalité ci-dessus.
Ce qui donne que∥∥∥∥ ∂∂u (I +∆E,u)−1
∥∥∥∥
L2,u
=
∥∥∥∥(I +∆E,u)−1 ∂∆E,u∂u (I +∆E,u)−1
∥∥∥∥
L2,u
≤ 8δE(u).
Comme les normes (L2u)u∈[1,∞] sont uniformément équivanlentes, il existe une constante c
′′ telle que la
dernière inégalité devient : ∥∥∥∥ ∂∂u(I +∆E,u)−1
∥∥∥∥
L2,∞
≤ 8c′′δE(u).
donc, si 1 < p < q, on obtient :∥∥∥∥(I +∆E,p)−1 − (I +∆E,q)−1
∥∥∥∥
L2,∞
≤ 8c′′
∫ q
p
δE(v)dv.
Or, δE(v) = O
(∥∥h[v]+1
h[v]
− 1∥∥
sup
) ∀ v ≥ 1., donc pour p, q ≫ 1, on peut trouver des constantes M ′′ et
M (3) telles que
∥∥∥∥(I +∆E,p)−1 − (I +∆E,q)−1
∥∥∥∥
L2,∞
≤M ′′
q+1∑
k=p
∥∥∥ hk
hk−1
− 1
∥∥∥
sup
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≤M (3)
q+1∑
k=p
∥∥∥ hk
hk−1
− 1
∥∥∥ 12
sup
.
Par hypothèse, voir début du paragraphe, le dernier terme tend vers zéro lorsque p, q 7→ ∞. Par suite, la
suite d’opérateurs compacts
(
(∆E,p + I)
−1)
p∈N converge vers un opérateur P , qui est compact par (6.1)
et qui vérifie (∆E,∞ + I)P = I. On le note par (∆E,∞ + I)−1.
4.1 Une extension maximale positive autoadjointe de ∆E,∞
Dans ce paragraphe, on se propose de montrer que ∆E,∞ admet une extension maximal positive et
autoadjointe à un sous espace qu’on note par H2(X,E).
On commence par revoir la notion d’extension positive et autoadjointe des opérateurs Laplaciens
généralisés. On se limite aux surface de Riemann compactes. On note que le cas du fibré hermitien trivial
est traité dans [5, Chapitre 14.2].
Soit X une surface de Riemann compacte et E un fibré en droites holomorphe sur X . Soit ωX une
forme de Kähler normalisée sur X , et hE est une métrique hermitienne continue sur E. On note par
par A(0,0)(X,E) l’espace des fonctions C∞ sur X , à valeurs dans E. Pour tous φ, ψ ∈ A(0,0)(X,E), on
définit un produit hermitien (φ, ψ) comme avant, la norme correspondante sera notée par ‖ · ‖, et on
l’appellera la norme-L2. Soit H0(X,E) la completion de l’espace pre-Hilbertien
(
A(0,0)(X,E), (, )
)
. On
montre que H0(X,E) ne depend pas des métriques. En fait, si on se donne deux métrique continues X
(resp. sur E) alors en utilisant la compacité deX , on obtient deux métriques équivalentes sur A(0,0)(X,E).
Lorsque les metrics de X et de E sont de classe C∞, alors on sait que le Laplacien généralisé admet
une famille totale φ0, φ1, φ2, . . . in H0(X,E). On a :
H0(X,E) =
{
φ =
∞∑
k=0
akφk
∣∣ ‖φ‖2 = ∞∑
k=0
|ak|2 <∞
}
.
Si l’on pose,
H2(X,E) =
{
φ =
∞∑
k=0
akφk
∣∣ ∞∑
k=0
λ2k|ak|2 <∞
}
.
Alors, on a
A(0,0)(X,E) ⊆ H2(X,E) ⊆ H0(X,E).
L’inclusion à droite est évidente, quant à l’autre inclusion, elle peut être déduite de [5, 14.2.2 p.367].
Comme H0(X,E) est complet pour ‖ · ‖, on note que H2(X,E) est le completé de A(0,0)(X,E) pour la
norme hermitienne ‖ · ‖2, définie comme suit : ‖φ‖22 = ‖φ‖2 + ‖∆φ‖2, pour tout φ ∈ A(0,0)(X,E).
On peut voir H2(X,E) autrement, en effet, on montre que φ ∈ H2(X,E) tel qu’il existe (φj)j∈N, une
suite dans A(0,0)(X,E), qui converge vers φ pour la norme-L2 et tel que la suite (∆φj)j∈N admet une
limite dans H0(X,E). On peut alors écrire :
H2(X,E) = (I +∆)−1H0(X,E).
Soit φ ∈ H(X,E), il existe (φj)j∈N, une suite dans A(0,0)(X,E) qui converge vers φ et telle que
(∆φj)j∈N admet une limite. On vérifie que la limite est unique. On introduit alors l’opérateur linéaire, Q
sur H2(X,E) donnée par Q(φ) = limj∈N ∆φj pour tout φ ∈ H2(X,E) et (φj)j∈N comme avant. Alors Q
est une extension maximale positive et autoadjointe de ∆, avec domaine Dom(Q) = H2(X,E). Vérifions
que :
Q(φ) = ψ − φ, (22)
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pour tout φ ∈ H2(X,E), où ψ est l’unique élément dans H0(X,E) tel que φ = (I + ∆)−1ψ. Soit
φ ∈ H2(X,E), puisque I+∆ est inversible alors il existe un unique ψ ∈ H0(X,E) tel que φ = (I+∆)−1ψ.
Soit (ψj)j∈N une suite dans A(0,0)(X,E) qui converge vers ψ pour la norme L2, alors on conclut que(
φj := (I +∆)
−1ψj
)
j∈N
converge vers vers φ pour la norme L2. Comme, Q(φj) = ∆φj = ψj−φj pour tout j ∈ N, alors (Q(φj))j∈N
converge vers ψ − φ. Alors,
Q(φ) = ψ − φ,
Si T est une extension de ∆, c’est à dire un opérateur linéaire autoadjoint et positif T : Dom(T ) −→
H0(X,E) tel que : H2(X,E) ⊆ Dom(T ) et que la restriction de T à H2(X,E) coïncide avec Q. Soit
φ =
∑∞
j=0 ajφj dans H0(X,E), alors il existe bj ∈ C pour tout j ∈ N tels que :
Tφ =
∞∑
j=0
bjφj ,
On a,
bj = (T (φ), φj) = (φ, T (φj)) = (φ,Q(φj)) = λj(φ, φj) = λjaj .
Rappelons que ‖Tφ‖2 = ∑∞j=0 |bj|2 < ∞. De là , on obtient que ∑∞j=0 λ2j |aj |2 < ∞, par suite
φ ∈ H2(X,E). On conclut que T = Q. On dit que Q est une extension maximale positive et autoadjointe
de ∆.
On se propose dans la suite de construire une extension maximale positive et autoadjointe pour ∆E,∞,
qu’on notera par QE,∞. Soit (hu)u>1 comme avant, et soit (∆E,u)u>1 la suite des Laplaciens généralisés
associés.
De (4.10), on a
(
(I +∆E,u)
−1)
u>1
converge vers (I +∆E,∞)−1, pour la norme L2u et par suite pour
norme L2v avec v fixé. On a aussi que (I + ∆E,∞)
−1 est un opérateur compact sur H0(X,E). On note
que (I +∆E,u)−1H0(X,E) ne dépend pas de u. En effet, cela résulte de ce qui précède , et du fait que
les métriques sont uniformément équivalentes. Alors,
H2(X,E) = (I +∆E,∞)−1H0(X,E).
Lemme 4.11. Soit H un espace de Hilbert. Soit (‖·‖u)u≥1 une suite de norme hilbertienne uniformément
équivalente sur H, qui qui converge vers ‖ · ‖∞, une norme hilbetienne sur H.
Soient (ηu)u≥1 et (η′u)u≥1 deux suites dans H, qui convergent respectivement vers η∞ et η
′
∞ pour une
norme ‖ · ‖v avec v ≥ 1. Alors, la suite complexe
(
(ηu, η
′
u)u
)
u≥1 tends vers (η∞, η
′
∞)∞.
Démonstration. On a,
(ηu, η
′
u)u − (η∞, η′∞)∞ = (ηu − η∞, η′u)u + (η∞, η′u − η′∞)u + (η∞, η′∞)u − (η∞, η′∞)∞.
Par hypothèse, il existe une constante M telle que |(ηu− η∞, η′u)u+(η∞, η′u− η′∞)u| ≤M
(‖ηu− η∞‖∞+
‖η′u − η′∞‖∞
)
, et puisque (‖ · ‖u)u≥1 tend vers ‖ · ‖∞, on conclut que
(
(η∞, η′∞)u
)
u≥1 converge vers
(η∞, η′∞)∞.
Soit φ ∈ H2(X,E). Alors, il existe un unique élément ψ ∈ H0(X,E) tel que φ = (I + ∆E,∞)−1ψ.
On démontrera l’unicité dans la suite (voir preuve du (5.6)). On définit QE,∞, l’extension de ∆E,∞
comme suit : Soit φ ∈ H2, donc, par hypothèse, il existe un unique élément ψ ∈ H0(X,E) tel que
φ = (I +∆E,∞)−1ψ, on pose :
QE,∞(φ) := ψ − φ,
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Vérifions que QE,∞ est une extension positive autoadjointe de ∆E,∞. Afin d’établir la positivité de QE,∞
on a besoin du lemme suivant : Il existe une suite (φu)u>1 dans H2(X,E) telle que (φu)u>1 converge vers
φ pour une norme L2, et telle que (QE,u(φu))u>1 tend vers QE,∞(φ). En effet, soit φu := (I +∆E,u)−1ψ,
∀u > 1. On a, (
(I +∆E,u)
−1ψ
)
u≥1 −−−−→u7→∞ (I +∆E,∞)
−1ψ see (4.10)
Notons que QE,u(φu) = ψ − φu (voir (22)), qui converge vers ψ − φ = QE,∞(φ). Comme QE,u est
positif pour (, )u. En d’autres termes, (QE,u(φu), φu)u ≥ 0. Puisque
(
(, )u
)
u≥1 converge uniformément
vers (, )∞ et d’après lemme précédent (4.11). On conclut que
(QE,∞(φ), φ)∞ ≥ 0.
En utilisant le même argument, on montre que QE,∞ est autoadjoint.
Soit φ ∈ A(0,0)(X,E). Par (3.6), l’élément ψ := (I +∆E,∞)φ appartient à H0(X,E) , et
(I +∆E,u)
−1ψ −−−−→
u7→∞
(I +∆E,∞)−1ψ,
donc,
QE,∞(φ) = ψ − φ = ∆E,∞φ.
Soit T une extension de QE,∞, c’est à dire un opérateur linéaire positif et autoadjoint T : Dom(T ) −→
H0(X,E) tel que H2(X,E) ⊆ Dom(T ) and T|H2(X,E) = QE,∞. Soit φ ∈ Dom(T ), on pose ψ := (I + T )φ.
On a ψ ∈ H0(X,E), donc θ := (I +∆E,∞)−1ψ ∈ H2(X,E). Par suite,
(I + T )(θ) = θ +QE,∞(θ) = θ + (ψ − θ) = ψ.
Mais rappelons que ψ = (I + T )φ, alors
(T + I)(θ − φ) = 0.
Comme T un opérateur positif, et donc T + I aussi, alors on déduit que
φ = θ = (I +∆E,∞)−1ψ.
Donc,
Dom(T ) = H2(X,E) and T = QE,∞.
Par suite QE,∞ est une extension maximale positive et autoadjoint extension pour ∆E,∞.
Théorème 4.12. L’opérateur ∆E,∞ admet une extension maximale positive et autoadjoint à H2(X,E),
on note aussi cette extension par ∆E,∞. On a :
(I +∆E,∞)(I +∆E,∞)−1 = I,
sur H0(X,E), où I est l’operateur identité de H0(X,E).
(I +∆E,∞)−1(I +∆E,∞) = I,
sur H2(X,E), où I est l’opérateur identité de H2(X,E).
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Démonstration. La première assertion est déjà traité dans la discussion précédente.
On avait supposé qu’il existe un unique ψ ∈ H0(X,E) tel que φ = (I +∆E,∞)−1ψ. Montrons cela. Il
suffit de montrer cette égalité :
(I +∆E,∞)(I +∆E,∞)−1 = I,
sur H0(X,E).
Fixons ξ ∈ A(0,0)(X,E). D’après (3.6) on a,
lim
u7→∞
∆E,uξ = ∆E,∞ξ,
et
‖∆E,u∞ξ‖L2,∞ <∞.
Soient ψ ∈ H0(X,E) et ξ ∈ A(0,0)(X,E). En utilisant (4.11), on obtient :(
(∆E,∞ + I)(∆E,∞ + I)−1ψ, ξ
)
L2,∞ =
(
(∆E,∞ + I)−1ψ, (∆E,∞ + I)ξ
)
L2,∞
= lim
u7→∞
(
(∆E,u + I)
−1ψ, (∆E,u + I)ξ
)
L2,u
= lim
u7→∞
(
ψ, ξ
)
L2,u
=
(
ψ, ξ
)
L2,∞.
Donc, on a montré que pour tout ψ ∈ H0(X,E),(
(∆E,∞ + I)(∆E,∞ + I)−1ψ − ψ, ξ
)
L2,∞ = 0 ∀ ξ ∈ A(0,0)(X,E).
Afin de conclure, rappellons que si D est un sous espace linear d’un Hilbert (H, (, )H), et si on suppose
de plus qu’il existe v ∈ H tel que (v, z)H = 0 pour tout z ∈ D, alors v = 0. En effet, on considère (zj)j∈N
une suite dans D qui converge vers v. On a (v, v)H = limj 7→∞(v, zj)H = 0.
On applique ce lemme à H = H0(X,E), D = A(0,0)(X,E) et v = (∆E,∞+ I)(∆E,∞+ I)−1ψ−ψ. On
conclut que,
(∆E,∞ + I)(∆E,∞ + I)−1 = I.
sur H0(X,E).
Montrons l’assertion qui reste. Soient ξ ∈ H2(X,E) et ψ ∈ H0(X,E), on a(
(∆E,∞ + I)−1(∆E,∞ + I)ξ, ψ
)
L2,∞ =
(
(∆E,∞ + I)ξ, (∆E,∞ + I)−1ψ
)
L2,∞
=
(
ξ, (∆E,∞ + I)(∆E,∞ + I)−1ψ
)
L2,∞
=
(
ξ, ψ
)
L2,∞.
Donc,
(∆E,∞ + I)−1(∆E,∞ + I) = I,
sur H0(X,E).
Corollaire 4.13. ∆E,∞ possède un spectre discret, positif et infini.
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Démonstration. C’est une conséquence de la théorie spectrale des opérateurs compacts, positifs et au-
toadjoints, appliquée à (I +∆E,∞)−1.
Théorème 4.14. ∆E,∞ admet un noyau de Chaleur, qu’on note par e−t∆E,∞, t > 0.
Démonstration. On a montré que ∆E,∞ est un opérateur positif et autoadjoint. Par (7.3), on déduit que
∆E,∞ engendre un semi-groupe e−t∆E,∞ pour tout t > 0.
4.2 Trace et fonction Zêta
Dans la suite, on notera par 0 ≤ λ∞,1 ≤ λ∞,2 ≤ . . . l’ensemble des valeurs propres de ∆E,∞ comptées
avec multiplicité.
Dans le cas où les métriques hX sur X et hE sur E sont de classe C∞, alors on a le résultat suivant :
Proposition 4.15. Le noyau de chaleur e−t∆ d’un opérateur Laplacien sur une variété différentielle
compacte, est un opérateur nucléaire, (voir (6.2)) et on a
Tr(Pe−t∆) =
∑
k∈N
e−λkt ∀t > 0,
où les λ1 ≤ λ2 . . . sont les valeurs propres non nulles de ∆ comptées avec multiplicités et P est le projecteur
de noyau ker∆ pour la métrique L2.
Démonstration. Voir [2, proposition 2.32 p86] et [23].
Théorème 4.16. On a
θ(t) = (4πt)−1rg(E)vol(X) +O(1)
quand t→ 0, avec O(1) est une fonction en t bornée au voisinage de 0.
Démonstration. Voir [2, théorème 2.41].
Soit
(
∆E,u
)
u
d’une famille C∞ de Laplaciens généralisés sur surface de Riemann. On note par θu la
fonction Thêta associée à ∆E,u, rappelons que si l’on note par λ1,u ≤ λ2,u ≤ . . . les valeurs propres non
nuls comptées avec multiplicités de ∆E,u, alors en fixant u, on a pour tout k entier, il existe des réels
au,−1, au,0, . . . , au,k tels que
θu(t) =
k∑
i=−1
au,it
i +O(tk+1)
pour tout t proche de zéro.
Proposition 4.17. On considère (hu)u>1 une famille de classe C∞ de métriques hermitiennes sur E.
Alors a0,u et a−1,u sont des fonctions constantes en u.
Démonstration. D’après (4.16),
a−1,u = 4π rg(E) vol(X),
qui ne dépend pas de u.
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Pour montrer la deuxième assertion, soit t 6= 1 un réel strictement positif et on considère la donnée
suivante
(
(TX, thX); (E, hu)
)
. La variation de la métrique de Quillen associée à t est donnée par la formule
des anomalies suivante :
− log hQ,((TX,thX);(E,hu)) + log hQ,((TX,hX);(E,hu)) =
∫
X
ch(E, hu)T˜ d(TX, thX, hX),
voit [3].
On vérifie, en utilisant l’expression locale du Laplacien, que :
∆t,u := ∆((TX,thX );(E,hu)) = t
−1∆((TX,hX );(E,hu)) = t
−1∆1,u,
alors ζ′∆t,u(0) = ζ∆1,u(0) log t + ζ
′
∆1,u
(0), où on a noté par ζ∆t,u la fonction Zêta associée à la donnée(
(TX, thX); (E, hu)
)
. On montre que
T˜ d(TX, thX , hX) =
1
2
log t+
1
6
log t c1(TX, hX),
dans ⊕p≥0A˜(p,p)(X), voir [11] pour la définition de la classe de Bott-Chern.
Comme VolthX = t
dimXVolhX , alors
hL2,((TX,thX);(E,hu)) = t
2 dimH0(X,E)hL2,((TX,hX );(E,hu)).
En regroupant cela dans la formule des anomalies, on obtient que
−2 dimH0(X,E) log t+ ζ∆1,u(0) log t =
1
2
log t
∫
X
c1(E, hu) +
1
6
log t
∫
X
c1(TX, hX).
On rappelle que ζ(0) = a0, voir par exemple [23, Théorème. 1], alors
a0,u =
1
2
∫
X
c1(E) +
1
6
∫
X
c1(TX) + 2 dimH
0(X,E), ∀u. (23)
Définition 4.18. On pose pour tout t > 0,
θ∞(t) :=
∥∥∥P∞e−t∆E,∞∥∥∥
1,∞
3.
avec P∞ est la projection orthogonale de noyau ker(∆E,∞) pour la métrique L2∞. On l’appelle la fonction
Thêta associée à l’opérateur ∆E,∞.
Lemme 4.19. Pour tout u ≤ ∞, soit Pu la projection orthogonale à H0(X,E) pour la métrique L2u. On
a Pu est un opérateur borné et
∂Pu
∂u
= O
(∥∥∥ ∂
∂u
log hu
∥∥∥
sup
)
, ∀u <∞.
3. Voir (6.2) pour la définition de la norme ‖ · ‖1.
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Démonstration. Soit {e1, . . . , er} une base de H0(X,E). Soit 1 < u < ∞. Pour tout ξ ∈ A0,0(X,E), il
existe a(u)1 (ξ), . . . , a
(u)
r (ξ) ∈ C tels que
Puξ = ξ +
r∑
i=1
a
(u)
i (ξ)
(
1⊗ ei
)
,
qui sont donnés par
r∑
i=1
a
(u)
i (ξ)
(
1⊗ ei, 1⊗ ej
)
L2,u
= −(ξ, 1⊗ ej)L2,u
On pose A(u) la matrice
A(u) =
(
(1⊗ ei, 1⊗ ej)L2,u
)
1≤i,j≤r ,
et Du l’opérateur A(0,0)(X,E)→ Cr défini par Du(ξ) = −t
(
(ξ, e1 ⊗ 1)L2,u, . . . , (ξ, er ⊗ 1)L2,u
)
4.
Comme A(u) est inversible puisque det(A(u)) = Vol2L2,u, alors

a
(u)
1 (ξ)
...
a
(u)
r (ξ)

 = (A(u))−1Du(ξ) ∀ξ ∈ A(0,0)(X,E).
On a
∂P (u)
∂u
ξ =
r∑
i=1
∂a
(u)
i
∂u
1⊗ ei.
Il suffit de montrer que
∂
∂u
((
A(u)
)−1
Du
)
= O
(∥∥∥ ∂
∂u
log hu
∥∥∥
sup
)
.
On a
∂
∂u
((
A(u)
)−1
Du
)
= −(A(u))−1 ∂A(u)
∂u
(
A(u)
)−1
Du +
(
A(u)
)−1 ∂Du
∂u
.
Puisque (hu)u converge vers h∞ uniformément sur X alors on vérifie que
((
A(u)
)−1)
u
converge vers(
A(∞)
)−1
pour un choix de norme matricielle quelconque, donc (
(
A(u)
)−1
est bornée pour cette norme
matricielle.
Soit ξ, η ∈ A(0,0)(X,E), on a∣∣∣ ∂
∂u
(
ξ, η
)
L2,u
∣∣∣ = ∣∣∣∫
X
∂
∂u
hu
(
ξ, η
)
ωX
∣∣∣
=
∣∣∣∫
X
( ∂
∂u
log hu
)
hu(ξ, η)ωX
∣∣∣
=
∣∣∣(ξ, ( ∂
∂u
log hu
)
η
)
L2,u
∣∣∣
≤
∥∥∥ ∂
∂u
log hu
∥∥∥
sup
∥∥ξ∥∥
L2,u
∥∥η∥∥
L2,u
.
4. t(∗, . . . , ∗) désigne la transposée du vecteur ligne (∗, . . . , ∗)
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On déduit que
∂Pu
∂u
= O
(∥∥∥ ∂
∂u
log hu
∥∥∥
sup
)
, u≫ 1.
Théorème 4.20. Pour tout t > 0, e−t∆E,∞ est un opérateur nucléaire. On a
lim
u7→∞
θu(t) = θ∞(t).
La fonction Zêta ζ∞ définit par :
ζ∞(s) =
1
Γ(s)
∫ ∞
0
θ∞(t)ts−1dt,
est holomorphe sur Re(s) > 1 et
ζ∞(s) =
∞∑
k=1
1
λs∞,k
∀ Re(s) > 1.
admet un prolongement analytique au voisinage de 0 et on a
ζ′∞(0) = limu7→∞ ζ
′
u(0).
avec ζu est la fonction Zêta associée à ∆E,u.
Démonstration. Soit R un opérateur de rang inférieur à n, (voir (6) pour la définition de σn(·)). Fixons
t>0, on a
σn(P
∞e−t∆E,∞)∞ ≤
∥∥P∞e−t∆E,∞ −R∥∥
L2,∞
≤ ∥∥P∞e−t∆E,∞ − P∞e−t∆E,u∥∥
L2,∞ +
∥∥P∞e−t∆E,u − Pue−t∆E,u∥∥
L2,∞ +
∥∥Pue−t∆E,u −R∥∥
L2,∞
≤ ∥∥P∞‖L2,∞∥∥e−t∆E,∞ − e−t∆E,u∥∥L2,∞ + ∥∥P∞ − Pu∥∥L2,∞∥∥e−t∆E,u∥∥L2,∞ + ∥∥Pue−t∆E,u −R∥∥L2,∞.
On a alors
σn(P
∞e−t∆E,∞)∞ ≤
∥∥P∞‖L2,∞∥∥e−t∆E,∞−e−t∆E,u∥∥L2,∞+∥∥P∞−Pu∥∥L2,∞∥∥e−t∆E,u∥∥L2,∞+σn(Pue−t∆E,u)∞,
Comme e−t∆E,u (resp. Pu) converge pour la norme L2 vers e−t∆E,∞ (resp. vers P∞) et que la suite(∥∥e−t∆E,u∥∥
L2,∞
)
u
est bornée, alors
σn(P
∞e−t∆E,∞)∞ ≤ lim inf
u7→∞ σn(P
ue−t∆E,u)∞. (24)
Rappelons que
θu(t) =
∥∥Pue−t∆u∥∥
1,u
Par (6.2), ‖Pue−t∆u∥∥
1,u
est la somme des valeurs propres non nulles de
(
(Pue−t∆u)∗(Pue−t∆u)
) 1
2 comp-
tées avec leur multiplicitées où on a noté par
(
Pue−t∆u
)∗
l’adjoint de Pue−t∆u pour la produit (, )L2u .
Vérifions cela : on va montrer que
e−t∆u∗
(
Pu
)∗
Pue−t∆u = 0
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sur H0(X,E), et
e−t∆u
(
Pu
)∗
Pue−t∆u = e−2t∆u
sur l’orthogonal à H0(X,E) pour la métrique L2u.
Puisque e−t∆u laisse stable H0(X,E) et son orthogonal, alors il nous suffit de vérifier que(
Pu
)∗
Pu = 0,
sur H0(X,E), ce qui est évident, et (
Pu
)∗
Pu = id,
sur son orthogonal. On peut vérifier que Pu est autoadjoint pour L2u.
On a
(
Pu∗ξ, ξ′
)
L2u
= (ξ, Puξ′)L2u = (ξ, ξ
′)L2u si ξ
′ est orthogonal à H0(X,E), donc Pu∗ξ − ξ ∈
H0(X,E). Si ξ est orthogonal à H0(X,E) alors(
Pu∗ξ − ξ, Pu∗ξ − ξ)
L2,u
=
(
ξ, Pu(Pu∗ξ − ξ))
L2,u
− (ξ, Pu∗ξ − ξ)
L2,u
= −(ξ, 0)
L2,u
+ 0
= 0.
donc,
Pu∗ξ = ξ, ∀ξ ∈ H0(X,E)⊥u .
Maintenant, si ξ ∈ H, on sait qu’il existe η ∈ H0(X,E) tel que
Pu
(
e−t∆uξ
)
= e−t∆uξ + η,
par suite,
Pu∗Pu
(
e−t∆uξ
)
= Pu∗e−t∆uξ,
On conclut en rappelant que e−t∆u laisse stable H0(X,E) et son orthogonal pour L2u.
On pose, pour tout u ≥ 1 :
θu,∞(t) :=
∥∥Pue−t∆E,u∥∥
1,∞.
On a pour tout u, u′ > 1,∣∣∣θu,∞(t)−θu′,∞(t)∣∣∣ = ∣∣∣∥∥∥Pue−t∆E,u∥∥∥
1,∞
−
∥∥∥Pu′e−t∆E,u′∥∥∥
1,∞
∣∣∣
≤
∥∥∥Pue−t∆E,u − Pu′e−t∆E,u′∥∥∥
1,∞
=
∥∥∥∥
∫ u′
u
∂
∂v
(
P ve−t∆E,v
)
dv
∥∥∥∥
1,∞
=
∥∥∥∥
∫ u′
u
(∂P v
∂v
e−t∆E,v + P v
∂
∂v
(
e−t∆E,v
))
dv
∥∥∥∥
1,∞
=
∥∥∥∥
∫ u′
u
(∂P v
∂v
P ve−t∆E,v + P v
∂
∂v
(
e−t∆E,v
))
dv
∥∥∥∥
1,∞
≤
∥∥∥∥
∫ u′
u
∂P v
∂v
P ve−t∆E,vdv
∥∥∥∥
1,∞
+
∥∥∥∥
∫ u′
u
P v
(
∂
∂v
(
e−
t
2∆E,v
)
e−
t
2∆E,v + e−
t
2∆E,v
∂
∂v
(
e−
t
2∆E,v
))
dv
∥∥∥∥
1,∞
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=∥∥∥∥
∫ u′
u
∂P v
∂v
P ve−t∆E,vdv
∥∥∥∥
1,∞
+
∥∥∥∥
∫ u′
u
(
P v
∂
∂v
(
e−
t
2∆E,v
))(
P ve−
t
2∆E,v
)
+
(
P ve−
t
2∆E,v
) ∂
∂v
(
e−
t
2∆E,v
))
dv
∥∥∥∥
1,∞
≤
∫ u′
u
∥∥∥∥∂P v∂v
∥∥∥∥
L2,∞
θv,∞(t)dv + 2
∫ u′
u
∥∥∥∥ ∂∂v e− t2∆E,v
∥∥∥∥
L2,∞
θv,∞(
t
2
)dv par (6.8)
≤ c7
∫ u′
u
1
2v
θv,∞(t)dv + c6
∫ u′
u
1
2v
t
1
4 θv,∞(
t
2
)dv
≤ c8 1
2u
∫ u′
u
(
θv,∞(t) + t
1
4 θv,∞(
t
2
)
)
dv.
On a utilisé les faits suivants ∂∂v
(
e−t∆v
)
ξ = ∂∂v
(
e−t∆v
)
P vξ et que ∂P
v
∂v P
v = ∂P
v
∂v Id. Montrons la
première assertion : Soit ξ ∈ H, il existe a0, . . . , ar ∈ C tels que ξ − Pξ =
∑
i ai1⊗ ei, donc
e−t∆u − e−t∆u′
u− u′
(
ξ − P v(ξ)
)
=
1
u− u′
(∑
i
ai(1⊗ ei)− ai(1 ⊗ ei)
)
= 0 ∀u 6= u′.
On introduit la fonction ζu,∞ définie par :
ζu,∞(s) :=
1
Γ(s)
∫ ∞
0
θu,∞(t)ts−1dt, ∀s ∈ C.
Si l’on pose B = Pu dans (39), on obtient
1− ε
1 + ε
θu,∞(t) ≤ θu(t) ≤ 1 + ε
1− εθu,∞(t), ∀t > 0, (25)
ce qui donne que
1− ε
1 + ε
ζu,∞(s) ≤ ζu(s) ≤ 1 + ε
1− εζu,∞(s), ∀s ∈ R. (26)
Comme ζu(s) est fini pour tout Re(s) > 1 et tout u ≥ 1, alors ζ∞,u existe et fini pour tout Re(s) > 1.
D’après ce qui précède, on a pour tout Re(s) > 1 :∣∣∣∣
∫ ∞
0
ts−1θu,∞(t)dt −
∫ ∞
0
ts−1θu′,∞(t)dt
∣∣∣∣ ≤ c8
∫ u′
u
1
2v
∫ ∞
0
(
tRe(s)−1θv,∞(t) + tRe(s)+
1
4−1θv,∞(
t
2
)
)
dtdv.
Par suite, pour tout réel Re(s) > 1, on a∣∣∣∣ζu,∞(s)− ζu′,∞(s)
∣∣∣∣ ≤ c82u
∫ u′
u
(
Γ
(
Re(s)
)∣∣Γ(s)∣∣ ζv,∞(Re(s))+ 2Re(s)+ 14 Γ
(
Re(s) + 14
)∣∣Γ(s)∣∣ ζv,∞(Re(s) + 14)
)
dv
Notons que si l’on multiplie ωX par t > 0, il est possible de supposer que les premières valeurs propres
de ∆E,v sont > 1, donc on aura pour tout s > 1 :
ζv(s)− ζv(s+ 1
4
) =
∞∑
k=1
1
λsv,k
−
∞∑
k=1
1
λ
s+ 14
v,k
≥
∞∑
k=1
1
λsv,k
− 1
λsv,1
∞∑
k=1
1
λsv,k
=
(
1− 1
λ
1
4
1,v
)
ζv(s).
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On conclut de (26), qu’on peut avoir
ζv,∞(s) ≥ ζv,∞(s+ 1
4
), ∀s > 1, ∀v ≫ 1.
Donc, on obtient
∣∣∣ζu,∞(s)− ζu′,∞(s)∣∣∣ ≤ c8
2u
(
Γ
(
Re(s)
)
|Γ(s)| + 2
Re(s)+ 14
Γ
(
Re(s) + 14
)
|Γ(s)|
)∫ u′
u
ζv,∞
(
Re(s)
)
dv, ∀Re(s) > 1. (27)
Maintenant on suppose que s > 1. Montrons que pour tout ∀u, u′ ≫ 1 et pour tout s > 1 :
exp
(
−
c8
log 2
∣∣∣ 1
2u
−
1
2u′
∣∣∣
(
Γ
(
Re(s)
)
|Γ(s)|
+2s+
1
4
Γ(s+ 1
4
)
Γ(s)
))
≤
ζu,∞(s)
ζu′,∞(s)
≤ exp
(
c8
log 2
∣∣∣ 1
2u
−
1
2u′
∣∣∣
(
Γ
(
Re(s)
)
|Γ(s)|
+2s+
1
4
Γ(s+ 1
4
)
Γ(s)
))
.
(28)
Si u′ 7→ ζu′,∞(s) est différentiable pour s fixé, on obtient de (27)∣∣∣∣ ∂∂uζu,∞(s)
∣∣∣∣ ≤ c82u
(
Γ
(
Re(s)
)
|Γ(s)| + 2
Re(s)+ 14
Γ
(
Re(s) + 14
)
|Γ(s)|
)
ζu,∞(s),
par suite ∣∣∣∣ ∂∂u log ζu,∞(s)
∣∣∣∣ ≤ c82u
(
Γ
(
Re(s)
)
|Γ(s)| + 2
s+ 14
Γ(s+ 14 )
Γ(s)
)
,
et donc,
∣∣∣log ζu,∞(s)− log ζu′,∞(s)∣∣∣ ≤ c8
log 2
∣∣∣ 1
2u
− 1
2u′
∣∣∣(Γ
(
Re(s)
)
|Γ(s)| + 2
s+ 14
Γ(s+ 14 )
Γ(s)
)
∀u, u′.
Si u′ 7→ ζu′,∞(s) n’est pas différentiable, on applique le lemme de Gronwall à la fonction u′ 7→ ζu′,∞(s),
notons que cette fonction est continue, car localement lipschitzienne, cela résulte de fait que v 7→ ζv(s)
est continue, de (26) et de (27).
De (26) et (28), il existe des constantes réelles positives c12 et c13 telles que
c12 exp
(
−
c8
log 2
∣∣∣ 1
2u
−
1
2u′
∣∣∣
(
Γ
(
Re(s)
)
|Γ(s)|
+2s+
1
4
Γ(s+ 1
4
)
Γ(s)
))
≤
ζu(s)
ζu′(s)
≤ c13 exp
(
c8
log 2
∣∣∣ 1
2u
−
1
2u′
∣∣∣
(
Γ
(
Re(s)
)
|Γ(s)|
+2s+
1
4
Γ(s+ 1
4
)
Γ(s)
))
(29)
pour tout u, u′ ≫ 1 et ∀s > 1.
On sait que ζu est holomorphe sur Re(s) > 1. Montrons que
(
ζu
)
converge uniformément sur tout
domaine de la forme α ≤ Re(s) ≤ β, avec 1 < α ≤ β, vers une fonction holomorphe sur Re(s) > 1. On
établira après que cette limite est ζ∞.
De (25), on a
− 2ε
1 + ε
θ∞,u(t) ≤ θu(t)− θ∞,u(t) ≤ 2ε
1− εθu,∞ ∀t > 0 ∀u, u
′ ≫ 1
d’où on tire, ∣∣∣θu(t)− θ∞,u(t)∣∣∣ ≤ 2ε
1− εθu,∞(t),
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Par suite, ∣∣∣ζu(s)− ζu,∞(s)∣∣∣ ≤ 2ε
1− ε
Γ(Re(s))
|Γ(s)| ζu,∞(Re(s)) ∀Re(s) > 1.
En utilisant cette inégalité, on obtient :∣∣∣ζu(s)− ζu′(s)∣∣∣ ≤ ∣∣∣ζu,∞(s)− ζu′,∞(s)∣∣∣ + 2ε
1− ε
Γ(Re(s))
|Γ(s)|
(
ζu,∞(Re(s)) + ζu′,∞
(
Re(s)
)) ∀Re(s) > 1 ∀u, u′ ≫ 1.
Si l’on choisit 1 < α < β. Alors on a déjà montré que la suite
(
ζu,∞(Re(s))
)
u
est bornée sur α ≤ Re(s) ≤ β
uniformément en u. Donc, on peut trouver une constante K, qui dépend uniquement de α et β telle que∣∣∣ζu(s)− ζu′(s)∣∣∣ ≤ ∣∣∣ζu,∞(s)− ζu′,∞(s)∣∣∣ + 2ε
1− εK ∀Re(s) > 1 ∀u, u
′ ≫ 1.
donc,
(
ζu
)
u≥1 converge uniformément vers une limite sur α ≤ Re(s) ≤ β, cette limite est nécessairement
holomorphe sur α < Re(s) < β.
Lemme 4.21. Soit θ une fonction réelle, décroissante et positive. On pose ζ, la fonction définie par
ζ(s) =
1
Γ(s)
∫ ∞
0
ts−1θ(t)dt,
pour s ∈ R. On a
θ(a) ≤ Γ(s+ 1)
as
ζ(s), ∀s > a > 0. (30)
Démonstration. Soit a > 0 et s > a, on a
ζ(s) =
1
Γ(s)
∫ ∞
0
θ(t)ts−1dt
=
1
Γ(s)
∫ a
0
θ(t)ts−1dt+
1
Γ(s)
∫ ∞
a
θ(t)ts−1dt
≥ θ(a)
Γ(s)
∫ a
0
ts−1dt
=
θ(a)
Γ(s+ 1)
as.
Appliquons ce lemme pour montrer que θu(t) est uniformément bornée en u pour tout t > 0. De (30),
on a
θu(t) ≤ Γ(s+ 1)
ts
ζu(s), ∀s > t > 0.
donc, si l’on choisit s > 1, alors ζu(s) est fini. En utilisant (29), on déduit que pour tout t > 0 fixé,
θu(t) est uniformément bornée en u. Cela va nous permettre de montrer que e−t∆E,∞ est un opérateur
nucléaire, mais avant, on rappelle un lemme technique qui nous sera utile :
Lemme 4.22. Soit {cn,i : n ∈ N, i ∈ N} une famille de réels positifs, alors on a
lim inf
n7→∞
∑
i
cn,i ≥
∑
i
lim inf
n7→∞ cn,i.
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Démonstration. Soit N un entier non nul. On a
∞∑
i=1
ck,i ≥
N∑
i=1
inf
l≥n
cl,i, ∀n ∀k ≥ n
donc
inf
k≥n
∞∑
i=1
ck,i ≥
N∑
i=1
inf
l≥n
cl,i, ∀n
ce qui donne
lim inf
n
∑
i
cn,i ≥
N∑
i=1
lim inf
n
cn,i.
donc,
lim inf
n
∑
i
cn,i ≥
∑
i
lim inf
n
cn,i.
puisque tous les termes sont positifs.
On a
1 + ε
1− ε lim infu7→∞ θu(t) ≥ lim infu7→∞ θu,∞(t) par (25)
= lim inf
u7→∞
∑
n≥1
σn
(
Pue−t∆E,u
)
∞
≥
∑
n≥1
lim inf
u7→∞
σn
(
Pue−t∆E,u
)
∞ par (4.22)
≥
∑
n≥1
σn
(
P∞e−t∆E,∞
)
∞ par (24)
= θ∞(t).
Comme on a montré que θu(t) est bornée pour t > 0 fixé, alors
θ∞(t) <∞, ∀t > 0.
C’est à dire, on a montré que
e−t∆E,∞ ,
est un opérateur nucléaire.
De (39), (40) et (41) alors (
θu(t)
)
u
−−−−→
u7→∞ θ∞(t) ∀t > 0.
d’où on déduit que (
ρu(t)
)
u
−−−−→
u7→∞ ρ∞(t) ∀t > 0.
Fixons ε > 0, comme
(
ζu(1 + ε)
)
u≥1 est convergente, on peut trouver une constante réelle c telle que
θu(t) ≤ 1
tε+1
c, ∀ 0 < t < 1 + ε, ∀u≫ 1.
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donc,
θ∞(t) ≤ 1
tε+1
c.
Soit Re(s) > 1 + ε. On a
ζu(s) =
1
Γ(s)
∫ δ
0
ts−ε−2
(
tε+1θu(t)
)
dt+
1
Γ(s)
∫ ∞
δ
ts−1θu(t)dt, ∀u ≥ 1.
Comme
(
θu
)
u
converge simplement vers θ∞, alors par le théorème de convergence dominée de Lebesgue :
ζu(s) −−−−→
u7→∞
ζ∞(s) ∀Re(s) > 1 + ε.
Montrons que
ζ∞(s) =
∞∑
k=1
1
λs∞,k
, ∀Re(s) > 1.
Montrons d’abord que
ζ∞(s) =
∞∑
k=1
1
λs∞,k
, ∀ s > 1.
Soit δ > 0, on a pour tout s > 1 + ε :
ζ∞(s) =
1
Γ(s)
∫ δ
0
ts−1θ∞(t)dt+
∫ ∞
δ
ts−1θ∞(t)dt
=
1
Γ(s)
∫ δ
0
(
θ∞(t)tε+1
)
ts−2−εdt+
∫ ∞
δ
ts−1θ∞(t)dt.
Comme
∣∣∣ 1Γ(s) ∫ δ0 (θ∞(t)tε+1)ts−2−εdt∣∣∣ ≤ cs−1−εδs−1−ε et θ∞(t) ≤ θ∞(δ)e−λ∞,1(t−δ) pour tout t ≥ δ, alors
ζ∞(s) = O(δs−1−ε) +
∞∑
k=1
1
Γ(s)
∫ ∞
δ
ts−1e−λ∞,ktdt
≤ O(δs−1−ε) +
∞∑
k=1
1
λs∞,k
1
Γ(s)
∫ ∞
λ∞,kδ
ts−1e−tdt
≤ O(δs−1−ε) +
∞∑
k=1
1
λs∞,k
.
En remarquant que
∞∑
k=1
1
λs∞,k
= lim
N 7→∞
N∑
k=1
1
λs∞,k
≤ 1
Γ(s)
∫ ∞
0
ts−1θ∞(s)dt.
On conclut que
ζ∞(s) =
∞∑
k=1
1
λs∞,k
, ∀s > 1.
Soit Re(s) > 1, on pose
ζN,∞(s) :=
1
Γ(s)
∫ ∞
0
ts−1
( ∞∑
k=N
e−λ∞,kt
)
dt,
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donc
ζN,∞(s) = ζ∞(s)−
N−1∑
k=1
1
λs∞,k
, ∀Re(s) > 1.
On a
∣∣ζN,∞(s)∣∣ ≤ ∣∣∣ 1
Γ(s)
∣∣∣ ∫ ∞
0
tRe(s)−1
( ∞∑
k=N
e−λ∞,kt
)
dt =
Γ(Re(s))∣∣Γ(s)∣∣
(
ζ∞(Re(s))−
N−1∑
k=1
1
λ
Re(s)
∞,k
)
.
Le terme à droite tends vers zéro lorsque N se rapproche de l’infini. On conclut que
ζ∞(s) =
∞∑
k=1
1
λs∞,k
, ∀Re(s) > 1.
Soit Re(s) > 1, on a ∣∣ζu(s)− ζu′(s)∣∣ ≤ ∣∣ζu(s)∣∣+ ∣∣ζu′(s)∣∣
≤ ζu(Re(s)) + ζu′ (Re(s)).
car ζu(s) =
∑∞
k=1
1
λs
u,k
lorsque Re(s) > 1.
Soit Re(x) > 0. On pose pour tout u ≥ 1
θ˜u(x) =
1
2πi
∫ c+i∞
c−i∞
x−sΓ(s)ζu(s)ds,
où c est un entier > 1 fixé.
On vérifie que θ˜u(x) =
∑
k≥1 e
−λu,kx,
∣∣θ˜u(x)∣∣ ≤ θ(Re(x)), θ˜u coïncide avec θu sur R+∗ et que
θ˜u(x) =
a−1
x + a0 + ρ˜(x) pour x assez petit.
On a∣∣∣∣θ˜u(x)− θ˜u′(x)
∣∣∣∣ ≤ 12πi
∫ c+i∞
c−i∞
∣∣∣∣∣
(
x−sΓ(s)ζu(s)− x−sΓ(s)ζu′ (s)
)∣∣∣∣∣ds
≤ 1
2πi
∫ c+i∞
c−i∞
|x|Re(s)∣∣Γ(s)∣∣(ζu(Re(s))+ ζu′(Re(s)))ds
=
1
2π
|x|−c
(
ζu(c) + ζu′(c)
)(∫ 1
−1
∣∣Γ(c+ it)∣∣dt+ ∫
]−∞,−1]∪[1,∞[
∣∣Γ(c+ it)∣∣dt)
=
1
2π
|x|−c
(
ζu(c) + ζu′(c)
)(∫ 1
−1
∣∣Γ(c+ it)∣∣dt+ ∫
]−∞,−1]∪[1,∞[
c−1∏
k=0
√
k2 + t2
∣∣Γ(it)∣∣dt)
=
1
2π
|x|−c
(
ζu(c) + ζu′(c)
)(∫ 1
−1
∣∣Γ(c+ it)∣∣dt+ ∫
]−∞,−1]∪[1,∞[
c−1∏
k=0
√
k2 + t2
√
π√|t|√| sinh(πt)|
∣∣dt)
voir formule [1, 6.1.29]
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on vérifie que la dernière intégrale est convergente. Comme
(
ζu
)
converge uniformément sur tout domaine
de la forme δ + 1 ≥ Re(s). Alors il existe une constante réelle K qui dépend uniquement de c telle que∣∣∣∣θ˜u(x)− θ˜u′(x)
∣∣∣∣ ≤ K|x|−c, ∀Re(x) > 0.
On en déduit que ∣∣∣∣ρ˜u(x)− ρ˜u′(x)
∣∣∣∣ ≤ K|x|−c, ∀Re(x) > 0.
Soit r > 0 fixé. On note par D la courbe paramétrée par reiα, où −π2 ≤ α ≤ π2 . Si l’on remplace x par
x2 dans l’inégalité ci-dessus, et qu’on considère k un entier supérieur à 1, alors on a∣∣∣∣
∫
D
ρ˜u(x
2)− ρ˜u′(x2)
x2k
dx
∣∣∣∣ ≤ K
∫
D
|x|−2c−2kdx,
qui donne ∣∣∣∣au,k − au′,k
∣∣∣∣ ≤ Kr−2c−2k, ∀u, u′ ∀k ∈ N≥1,
(on a utilisé le fait suivant :
∫
D
x2(j−k)dx = δk,jπ).
Par suite, si l’on considère 0 < t < r alors∣∣ρu(t2)∣∣ ≤∑
k≥1
∣∣au,k∣∣t2k
≤
∑
k≥1
∣∣au,k − au′,k∣∣t2k + ∞∑
k=1
|au′,k|t2k
≤
∑
k≥1
Kr−2c
( t2
r2
)k
+
∞∑
k=1
|au′,k|t2k
≤ Kr−2c t
2
r2 − t2 +
∞∑
k=1
|au′,k|t2k.
En fixant u′, on peut trouver une constante K ′ et un réel t0 > 0 telle que
∞∑
k=1
|au′,k|t2k ≤ K ′ t
2
1− t2 ∀ t ∈ [0, t0].
On conclut qu’il existe une constante K ′′ telle que∣∣ρu(t)∣∣ ≤ K ′′t, ∀u≫ 1, ∀ 0 ≤ t ≤ min(√r, t0).
Or, on a montré que ρu converge simplement vers ρ∞, donc∣∣ρ∞(t)∣∣ ≤ K ′′t, ∀ 0 ≤ t ≤ min(√r, t0).
en d’autres termes ρ∞(t) = O(t). Par conséquent ζ∞ admet un prolongement analytique au voisinage de
s = 0 avec
ζ′∞(0) =
∫ ∞
1
θ∞(t)
t
dt+ a−1 + a0 +
∫ 1
0
ρ∞(t)
t
dt.
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Comme
θu(t) ≤ θu(1)e−λu,1(t−1) ∀t ≥ 1.
D’après (7.17), on peut trouver une constante c > 0 telle que λu,1 ≥ c pour tout u ≥ 1. Rappelons que(
θu(1)
)
u
est bornée. Par conséquent, il existe M > 0 telle que
θu(t) ≤Me−ct ∀t ≥ 1.
Aussi, on a montré que ∣∣ρu(t)∣∣ ≤ K ′′t, ∀u≫ 1 ∀ 0 ≤ t ≤ min(√r, t0).
On déduit à l’aide du théorème de convergence dominée de Lebesgue que(∫ 1
0
θu(t)
t
dt
)
u
−−−−→
u7→∞
∫ ∞
1
θ∞(t)
t
dt.
et (∫ 1
0
ρu(t)
t
dt
)
u
−−−−→
u7→∞
∫ 1
0
ρ∞(t)
t
dt.
Par conséquent, (
ζ′u(0)
)
u≥1 −−−−→u7→∞ ζ
′
∞(0).
En particulier (
ζ′p(0)
)
p∈N −−−→p7→∞ ζ
′
∞(0). (31)
Rappelons qu’on a montré à l’aide de la formule des anomalies que la suite des métriques de Quillen
suivante : (
hQ,((X,ωX);(E,hp))
)
p∈N
converge vers une limite qu’on a noté par hQ,((X,ωX);(E,h∞)).
Montrons que (
hL2,((X,ωX);(E,hp))
)
p∈N
converge vers hL2,((X,ωX);(E,h∞)). Pour cela, on a besoin de la proposition suivante :
Proposition 4.23. Soit
(
X,ω) une surface de Riemann compacte. Soit E =
(
E, hE
)
un fibré en droites
muni d’une métrique hermitienne C∞. On note KX = Ω(1,0)X qu’on munit de la métrique induite par ω et
E∗ le fibré dual muni de la métrique duale.
On a
∆0
KX⊗E
∗
∗1,E = − ∗1,E ∆1E .
où on a noté par ∆∗∗ l’opérateur Laplacien généralisé agissant sur A
(0,∗)(X, ∗). En particulier,
ker
(
∆1E
)
= ∗−11,E
(
H0
(
X,KX ⊗ E∗
))
.
Démonstration. Soit ξ ∈ A(0,1)(X,E). On a
∆
KX⊗E
∗
(∗1,Eξ) = ∂∗
KX⊗E
∗
∂
KX⊗E
∗
(∗1,Eξ)
= ∗1,E∂E ∗−10,E ∂KX⊗E∗ ∗1,E ξ
= ∗1,E∂E∂∗Eξ
= ∗1,E∆1Eξ.
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Comme ker∆0KX⊗E∗ = H
0
(
X,KX ⊗ E∗
)
, alors
ker∆1E = ∗−11,E
(
H0
(
X,KX ⊗ E∗
))
.
Proposition 4.24. Soit
(
hp
)
p∈N une suite de métriques hermitiennes continues qui converge uniformé-
ment vers h∞ sur E, un fibré en droites sur une surface de Riemann compacte.
Alors pour tout ξ, ξ′ ∈ A(0,1)(X,KX ⊗ E∗),
1. (∗−1
1,Ep
ξ
)
p∈N −−−→p7→∞ ∗
−1
1,E∞
ξ,
pour la métrique L2q, où q ∈ N ∪ {∞}.
2. ((∗−1
1,Ep
ξ, ∗−1
1,Ep
ξ′
)
L2,p
)
p∈N
−−−→
p7→∞
(∗−1
1,E∞
ξ, ∗−1
1,E∞
ξ′
)
L2,∞
Démonstration. Soit ξ ∈ A(0,1)(X,KX⊗E∗). CommeX est compacte, on peut supposer que ξ = g dz⊗τ∗
avec g ∈ A(0,0)(X) et τ une section holomorphe locale de E. On a pour tout p, q ∈ N
∥∥∥∥∗−11,Ep(gdz ⊗ τ∗)− ∗−11,Eq(gdz ⊗ τ∗)
∥∥∥∥
L2,∞
=
∥∥∥∥g τ∗(τ)hq(τ, τ)dz ⊗ τ − g τ
∗(τ)
hp(τ, τ)
dz ⊗ τ
∥∥∥∥
L2,∞
=
i
2π
∫
X
|g|2|τ∗(τ)|2
∣∣∣∣ 1hp(τ, τ) − 1hq(τ, τ)
∣∣∣∣2h∞(τ, τ)dz ∧ dz
=
i
2π
∫
X
|g|2
∣∣∣∣h∗p(τ∗, τ∗)− h∗q(τ∗, τ∗)h∞(τ∗, τ∗)
∣∣∣∣2h∗∞(τ∗, τ∗)dz ∧ dz.
Donc, (∗−1
1,Ep
ξ
)
p∈N −−−→p7→∞ ∗
−1
1,E∞
ξ,
pour la norme L2∞.
Montrons que, ((∗−1
1,Ep
ξ, ∗−1
1,Ep
ξ′
)
L2,p
)
p∈N
−−−→
p7→∞
(∗−1
1,E∞
ξ, ∗−1
1,E∞
ξ′
)
L2,∞
On suppose que ξ′ = fdz ⊗ σ∗, on a
(∗−1
1,Ep
ξ, ∗−1
1,Ep
ξ′
)
L2,p
=
i
2π
∫
X
gf
τ∗(τ)σ∗(σ)
hp(τ, τ)hp(σ, σ)
hp(τ, σ)dz ∧ dz
=
i
2π
∫
X
gf h∗p(τ
∗, σ∗)dz ∧ dz.
Comme
(
hp
)
p∈N converge uniformément vers h∞ sur E, alors
(
h∗p
)
p∈N converge uniformément vers h
∗
∞
sur E∗, donc ((∗−1
1,Ep
ξ, ∗−1
1,Ep
ξ′
)
L2,p
)
p∈N
−−−→
p7→∞
(∗−1
1,E∞
ξ, ∗−1
1,E∞
ξ′
)
L2,∞.
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Comme application, on obtient :(
VolL2,p
(
H1(X,E)
))
p∈N
−−−→
p7→∞
VolL2,∞
(
H1(X,E)
)
.
On réécrit donc (31) sous la forme :
T
(
(X,ωX); (E, h∞)
)
= ζ′∞(0).
5 Variation de la métrique sur TX
Dans cette partie on étudie les différents objets spectraux associés aux métriques intégrables sur le
fibré tangent d’une surface de Riemann compacte. Cette étude est plus simple contrairement au cas de
E où on avait besoin de supposer que la métrique de E soit 1-intégrable.
Soit X une surface de Riemann compacte et E un fibré en droites holomorphe sur X . On munit
X d’une métrique intégrable hX,∞. Par hypothèse il existe une décomposition de hX,∞ = h1,∞ ⊗ h−12,∞
en métriques admissibles et des suites (h1,n)n∈N et (h2,n)n∈N de métriques positives C∞ qui convergent
uniformément vers h1,∞ respectivement vers h2,∞.
Fixons hE , une métrique hermitienne C∞ sur E.
On pose hX,n := hn,1 ⊗ h−12,n ∀n ∈ N. On considère la famille
(
hX,u
)
u>1
associée à cette suite comme
dans (7.1), rappelons que hX,u est une métrique hermitienne sur le fibré TX .
On note par ωX,u la forme volume normalisée associée et par ∆X,u le Laplacien généralisé associé à
hX,u et à hE pour tout u ∈]1,∞[.
Pour tout u ∈]1,∞], on notera par L2X,u (resp. (·, ·)L2,u) la métrique hermitienne (resp. le produit
hermitien) induits par hX,u et hE sur A(0,0)(X,E).
Définition 5.1. On pose, pour ξ ∈ A0,0(X,E) :
∆
X,∞ξ := −
r∑
i=1
hX,∞
( ∂
∂z
,
∂
∂z
)−1
hE(σi, σi)
−1 ∂
∂z
(
hE(σi, σi)
∂fi
∂z
)
⊗ σi.
où ξ =
∑r
i=1 fi ⊗ σi localement et
{
∂
∂z
}
une base locale de TX. On l’appellera l’opérateur Laplacien
associé à la métrique hX,∞.
Dans le théorème suivant, on montre que ∆X,∞ est un opérateur linéaire défini sur A(0,0)(X,E) à
valeurs dans A(0,0)(X,E)∞, ( le completé de A
(0,0)(X,E) pour la métrique L2∞).
Théorème 5.2. Avec les notations précédentes, on a :
1.
lim
u7→∞
∥∥∆
X,u
ξ
∥∥2
L2,u
=
∥∥∆
X,∞ξ
∥∥2
L2,∞ <∞,
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2. (
∆
X,∞ξ, ξ
′)
L2,∞ =
(
ξ,∆
X,∞ξ
′)
L2,∞,
3. (
∆
X,∞
ξ, ξ
)
L2,∞ ≥ 0,
pour tout ξ, ξ′ ∈ A0,0(X,E).
Démonstration. Soit ξ ∈ A(0,0)(X,E), on a pour tout u > 1 :
∥∥∆
X,u
ξ
∥∥2
L2,u
=
∫
x∈X
(∆X,uξ,∆X,uξ)xωX,u =
i
2π
∫
x∈X
(
∆
X,u
ξ,∆
X,u
ξ
)
x
hX,u
( ∂
∂z
(x),
∂
∂z
(x)
)
x
dzx ∧ dzx,
où { ∂∂z (x)} est une base locale de TX au voisinage de x.
Si l’on note par U un ouvert dans lequel ξ =
∑r
i=1 fi ⊗ σi, alors le Laplacien ∆X,u s’écrit pour tout
x ∈ U , :
∆
X,u
ξ = −
r∑
i=1
hX,u
( ∂
∂z
(x),
∂
∂z
(x)
)−1
hE(σi, σi)
−1 ∂
∂z x
(
hE(σi, σi)
∂fi
∂zx
)
⊗ σi.
Pour simplifier les notations, on écrit ‖σ‖2E = hE(σ, σ). On a
hX,u
(
∂
∂z
(x),
∂
∂z
(x)
)
x
(
∆
X,u
ξ,∆
X,u
ξ
)
x
= hX,u
(
∂
∂z
,
∂
∂z
)( r∑
j=1
hX,u
(
∂
∂z
,
∂
∂z
)
−1
‖σj‖−2E
∂
∂z
(
‖σj‖2E ∂fj
∂zx
)
⊗ σj ,
r∑
j=1
hX,u
(
∂
∂z
,
∂
∂z
)
−1
‖σj‖−2E
∂
∂z
(
‖σj‖2E ∂fj
∂zx
)
⊗ σj
)
= hX,u
( ∂
∂z
,
∂
∂z
)
−1
x
∑
k,j
‖σk‖−2E ‖σj‖−2E
∂
∂z
(
‖σk‖2E ∂fk
∂z
) ∂
∂z
(
‖σj‖2E ∂fj
∂z
)
hE(σk, σj)
≤
hX,∞
(
∂
∂z
, ∂
∂z
)
x
hX,u
(
∂
∂z
, ∂
∂z
)
x
hX,∞
( ∂
∂z
,
∂
∂z
)
x
(
∆X,∞ξ,∆X,∞ξ
)
x
,
On a x 7→ hX,∞
(
∂
∂z ,
∂
∂z
)
x
hX,u
(
∂
∂z ,
∂
∂z
)−1
x
est la restriction sur U d’une fonction globale bornée sur X ,
rappelons que
(
hX,u
)
u
−−−−→
u7→∞ hX,∞.
Par une partition d’unité, on établit à l’aide du théorème de convergence dominée que :∥∥∆
X,∞
ξ
∥∥2
L2,∞ =
i
2π
∫
X
hX,∞
( ∂
∂z
,
∂
∂z
)
x
(
∆
X,∞
ξ,∆
X,∞
ξ
)
x
dz ∧ dz
=
i
2π
∫
X
hX,∞
( ∂
∂z
,
∂
∂z
)−1∑
k,j
‖σk‖−2E ‖σj‖−2E
∂
∂z
(
‖σk‖2E
∂fk
∂z
) ∂
∂z
(
‖σj‖2E
∂fj
∂z
)
hE(σk, σj)dz ∧ dz
=
i
2π
∫
X
lim
u7→∞
hX,u
( ∂
∂z
,
∂
∂z
)−1∑
k,j
‖σk‖−2E ‖σj‖−2E
∂
∂z
(
‖σk‖2E
∂fk
∂z
) ∂
∂z
(
‖σj‖2E
∂fj
∂z
)
hE(σk, σj)dz ∧ dz
=
i
2π
lim
u7→∞
∫
X
hX,u
( ∂
∂z
,
∂
∂z
)−1∑
k,j
‖σk‖−2E ‖σj‖−2E
∂
∂z
(
‖σk‖2E
∂fk
∂z
) ∂
∂z
(
‖σj‖2E
∂fj
∂z
)
hE(σk, σj)dz ∧ dz
= lim
u7→∞
∥∥∆
X,u
ξ
∥∥2
L2,u
.
On a aussi (
∆
X,∞
(f ⊗ σ), g ⊗ τ)
L2,∞ =
∫
X
hE(σ, σ)
−1 ∂
∂z
(
hE(σ, σ)
∂f
∂z
)
g hE(σ, τ)dz ∧ dz
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=∫
X
hE(σ, τ)
∂f
∂z
∂g
∂z
dz ∧ dz, par (3.4)
=
(
f ⊗ σ,∆
X,∞
(g ⊗ τ))
L2,∞.
par linéarité, on déduit que (
∆
X,∞
ξ, ξ′
)
L2,∞ =
(
ξ,∆
X,∞
ξ′
)
L2,∞
pour tout ξ, ξ′ ∈ A(0,0)(X,E). On a
(
∆
X,∞
ξ, ξ
)
L2,∞ =
i
2π
∫
X
(∆X,∞ξ, ξ)L2,∞ωX,∞
=
i
2π
∫
X
(
−
r∑
j=1
hX,∞
( ∂
∂z
,
∂
∂z
)−1
hE(σj , σj)
−1 ∂
∂z
(
hE(σj , σj)
∂fi
∂z
)
⊗ σj ,
r∑
j=1
fj ⊗ σj
)
ωX,∞
= − i
2π
∫
X
r∑
j,k=1
hE(σj , σj)
−1 ∂
∂z
(
hE(σj , σj)
∂fj
∂z
)
fkhE(σj , σk)dz ∧ dz
=
i
2π
∫
X
r∑
j,k=1
hE(σj , σk)
∂fj
∂z
∂fk
∂z
dz ∧ dz, par (3.4)
=
i
2π
∫
X
hE
( r∑
j=1
∂fj
∂z
⊗ σj ,
r∑
j=1
∂fj
∂z
⊗ σj
)
dz ∧ dz
≥ 0.
Corollaire 5.3. ∆
X,∞
admet un noyau de chaleur, qu’on note par e−t∆X,∞ , t > 0.
Démonstration. D’après (5.2), ∆
X,∞
est un opérateur autoadjoint et positif. Donc de (7.3), on déduit
que ∆
X,∞ engendre un semi-groupe e
−t∆
X,∞ pour t > 0.
On introduit la fonction suivante :
δX(u) := sup
x∈X
∣∣∣ ∂
∂u
(
log hu(
∂
∂z
,
∂
∂z
)−1
)
(x)
∣∣∣ ∀u > 1,
où ∂∂z est une base locale de TX . Notons que δX ne dépend pas du choix de la base locale. Comme
hu = (1−ρ(u))hp−1+ρ(u)hp, pour tout p ∈ N∗, ∀u ∈ [p−1, p], alors ∂∂u log hu( ∂∂z , ∂∂z )−1 = ρ(u)hp−1−hphu =
ρ(u)
hp
hu
hp−1−hp
hp
qui est une fonction définie sur X entier et puisqu’on a supposé que (hp) converge uni-
formément vers h∞ alors il existe c1 une constante réelle telle que
δX(u) ≤ c1
∣∣∣∣h[u] − h[u]+1h[u]+1
∣∣∣∣ ∀u ≥ 1, (32)
où [u] désigne la partie entière de u.
Proposition 5.4. On a ∥∥∥∥∂∆X,u∂u ξ
∥∥∥∥
L2,u
≤ δX(u)
∥∥∆
X,u
ξ
∥∥
L2,u
,
pour tout ξ ∈ A0,0(X,E) et u > 1.
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Démonstration. Soit ξ ∈ A0,0(X,E), On a localement,
∆
X,u
(fi ⊗ σi) = −hu( ∂
∂z
,
∂
∂z
)−1h(σi, σi)−1
∂
∂z
(
h(σi, σi)
∂
∂z
fi
)⊗ σi, i = 1, . . . , r.
où ξ =
∑r
i=1 fi ⊗ σi, avec ∂∂z est une base locale de TX . Donc
∂∆
X,u
∂u
(fi ⊗ σi) = ∂
∂u
(
log hu(
∂
∂z
,
∂
∂z
)−1
)
∆
X,u
(fi ⊗ σi),
et par suite,
∂∆
X,u
∂u
ξ =
∂
∂u
(
log hu(
∂
∂z
,
∂
∂z
)−1
)
∆
X,u
ξ ∀ ξ ∈ A(0,0)(X,E).
Rappelons que ∂∂u
(
log hu(
∂
∂z ,
∂
∂z )
−1) est une fonction continue globale sur X qui ne dépend pas du choix
de la base.
On a (
∂∆
X,u
∂u
ξ,
∂∆
X,u
∂u
ξ
)
L2,u
=
∫
X
∣∣∣∣ ∂∂u(log hu( ∂∂z , ∂∂z )−1)
∣∣∣∣2hu(∆X,uξ,∆X,uξ)ωX,u
≤ |δX(u)|2
∫
X
hu(∆X,uξ,∆X,uξ)ωX,u
= |δX(u)|2
(
∆
X,u
ξ,∆
X,u
ξ
)
L2,u
.
(33)
Proposition 5.5. La suite
(
(I +∆X,u)
−1)
u≥1 converge vers un opérateur compact qu’on note par
(∆
X,∞
+ I)−1 : H0(X,E) −→ H0(X,E).
Démonstration. Commencons par rappeler que si ∆ est un opérateur Laplacien associé à des métriques
de classe C∞ alors ‖(∆ + I)−1‖ ≤ 1.
En effet, on sait que les vecteurs propres de ∆ forment une base orthogonale pour le complété de
A0,0(X,E) par rapport aux métriques considérées, donc si l’on note par (vi)i une base orthonormale
formée par des vecteurs propres de ∆, alors ξ ∈ A0,0(X,E) s’écrit sous la forme ξ =∑i aivi avec ai ∈ C,
et on vérifie que ∥∥∥(∆ + I)−1ξ∥∥∥2 = ∥∥∥∑
i
ai
λi + 1
vi
∥∥∥2 ≤∑
i
|ai|2‖vi‖2 = ‖ξ‖2.
On a
∂
∂u
(
I +∆
X,u
)−1
= −(I +∆
X,u
)−1 ∂∆X,u
∂u
(
I +∆
X,u
)−1 ∀u > 1.
Soit η ∈ A(0,0)(X,E) et on pose ξ = (∆
X,u
+ I)−1η, on a∥∥∥∥∂∆X,u∂u (∆X,u + I)−1η
∥∥∥∥2
L2,u
=
∥∥∥∥∂∆X,u∂u ξ
∥∥∥∥2
L2,u
≤ ∣∣δX(u)∣∣2(∆X,uξ,∆X,uξ)L2,u par (33)
= |δX(u)|2
(
∆
X,u
(∆
X,u
+ I)−1η,∆
X,u
(∆
X,u
+ I)−1η
)
L2,u
= |δX(u)|2
(
η − (∆
X,u
+ I)−1η, (∆
X,u
+ I)−1η
)
L2,u
≤ 2|δX(u)|2‖η‖2L2,u,
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donc ∥∥∥∥ ∂∂u∆X,u · (∆u + I)−1
∥∥∥2
L2,u
≤ 2∣∣δX(u)∣∣2 ∀u > 1.
Par suite∥∥∥∥ ∂∂u(I +∆X,u)−1
∥∥∥∥
L2,u
≤ ∥∥(∆
X,u
+ I)−1
∥∥
L2,u
∥∥∥∥ ∂∂u∆X,u · (∆X,u + I)−1
∥∥∥∥2
L2,u
≤
√
2|δX(u)| ∀u > 1.
Comme les normes
{‖ · ‖L2,∞, ‖ · ‖L2,u, u > 1} sont uniformément équivalentes, alors il existe une
constante c2 telle que ∥∥∥∥ ∂∂u(I +∆X,u)−1
∥∥∥∥
L2,∞
≤ c2|δX(u)| ∀u > 1.
Il est possible d’avoir
∣∣δX(u)∣∣ = O( 1u2 ), puisqu’on a déjà montré, voir (32), que
∣∣δX(u)∣∣ ≤ c1 sup
x∈X
∣∣ hp
hp−1
− 1∣∣ ∀u ∈ [p− 1, p], p ∈ N∗.
Par conséquent, on obtient pour q > p
∥∥∥(∆X,p + I)−1 − (∆X,q + I)−1∥∥∥
L2,∞
=
∥∥∥∥
∫ q
p
∂
∂u
(
I +∆
X,u
)−1
du
∥∥∥∥
L2,∞
≤
∫ q
p
c2|δX(u)|du
=
∫ q
p
O(
1
u2
)du
= O
(1
q
− 1
p
)
∀ p, q ≫ 1.
Notons que pour tout p ∈ N, l’opérateur (I+∆
X,p
)−1 est encore compact dans A0,0(X,E)∞. Par suite, la
suite d’opérateurs compacts
(
(∆
X,p
+ I)−1
)
p∈N converge vers un opérateur P qui est compact par (6.1),
on le note par (∆
X,∞
+ I)−1.
5.1 Une extension maximale positive autoadjointe de ∆X,∞
Dans ce paragraphe on établit que ∆X,∞ admet une extension maximale autoadjointe et positive.
Théorème 5.6. L’opérateur ∆X,∞ admet une extension maximale et positive à H2(X,E), on note cette
extension aussi par ∆X,∞. On a :
(I +∆X,∞)(I +∆X,∞)−1 = I,
sur H0(X,E), où I est l’opérateur identité de H0(X,E).
(I +∆X,∞)−1(I +∆X,∞) = I,
sur H2(X,E), avec I est l’opérateur identité de H2(X,E).
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Démonstration. La preuve de la première assertion est analogue à celle faite dans (4.1).
Montrons que :
(I +∆X,∞)(I +∆X,∞)−1 = I,
sur H0(X,E).
On fixe ξ ∈ A(0,0)(X,E). On a,
lim
u7→∞
∥∥∆
X,u
ξ
∥∥2
L2,u
=
∥∥∆
X,∞
ξ
∥∥2
L2,∞ <∞ par (5.2),
et ∥∥∥∥∂∆X,u∂u ξ
∥∥∥∥
L2,u
≤ δX(u)
∥∥∆
X,u
ξ
∥∥
L2,u
par (5.4).
On déduit qu’il existe une constante C telle que :∥∥∥∥∂∆X,u∂u ξ
∥∥∥∥
L2,u
≤ CδX(u),
pour tout u≫ 1. Rappelons que les normes L2X,u sont uniformément équivalentes, on peut donc trouver
une constante C′ telle que : ∥∥∥∥∂∆X,u∂u ξ
∥∥∥∥
L2,∞
≤ C′δX(u),
Donc, ∥∥∆
X,p
ξ −∆
X,q
ξ
∥∥
L2,∞ ≤ C′
∫ q
p
δX(u)du,
Par conséquent (∆
X,p
ξ)p∈N converge vers ∆X,∞ξ with respect to L
2
X,∞.
Si ψ ∈ H0(X,E) et ξ ∈ A(0,0)(X,E). En utilisant (4.11), on obtient :(
(∆X,∞ + I)(∆X,∞ + I)−1ψ, ξ
)
L2,∞ =
(
(∆X,∞ + I)−1ψ, (∆X,∞ + I)ξ
)
L2,∞
= lim
u7→∞
(
(∆X,u + I)
−1ψ, (∆X,u + I)ξ
)
L2,u
= lim
u7→∞
(
ψ, ξ
)
L2,u
=
(
ψ, ξ
)
L2,∞.
On a donc montré que pour tout ψ ∈ H0(X,E),(
(∆X,∞ + I)(∆X,∞ + I)−1ψ − ψ, ξ
)
L2,∞ = 0 ∀ ξ ∈ A(0,0)(X).
Comme la preuve de (5.6), on montre que
(∆X,∞ + I)(∆X,∞ + I)−1 = I.
sur H0(X,E).
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Montrons la dernière assertion du théorème. Soient ξ ∈ H2(X) et ψ ∈ H0(X), on a(
(∆X,∞ + I)−1(∆X,∞ + I)ξ, ψ
)
L2,∞ =
(
(∆X,∞ + I)ξ, (∆X,∞ + I)−1ψ
)
L2,∞
=
(
ξ, (∆X,∞ + I)(∆X,∞ + I)−1ψ
)
L2,∞
=
(
ξ, ψ
)
L2,∞.
Donc,
(∆X,∞ + I)−1(∆X,∞ + I) = I,
sur H0(X,E).
Corollaire 5.7. L’opérateur ∆
X,∞
admet un spectre discret positif et non borné.
Démonstration. L’existence du spectre et sa nature est une propriété des opérateurs compacts, voir par
exemple [17, théorème 3.4 p.429]. Pour la positivité du spectre, elle résulte de la positivité de l’opérateur
∆
X,∞
.
Proposition 5.8. Il existe une famille (hu)u de classe C∞ telle que
lim
u7→∞hu = h∞
et ∥∥∥∥ ∂∂ue−t∆u
∥∥∥∥
L2,∞
= O
(
δX(u)
) ∀u≫ 1.
Démonstration. On a
∂
∂u
e−t∆
u
=
∫ t
0
e−(t−s)∆
u(
(∂u log hu)∆
u
)
e−s∆
u
ds par (44)
= −
∫ t
0
e−(t−s)∆
u(
∂u log hu
)
∂se
−s∆uds.
Soit ξ ∈ A(0,0)(X,E). Fixons u > 0. Soit (vu,k)k∈N une base orthonormale pour L2u formée par des
vecteurs propres de ∆
X,u
. Il existe des réels ak, k ∈ N tels que ξ =
∑
k∈N au,kvu,k.
On a
∂te
−t∆
X,uv = −
∑
k∈N
au,kλu,ke
−λu,ktvu,k
= −1
t
∑
i
ai,utλi,ue
−λi,ut,
Comme a2e−a ≤ 4e−2, ∀a ≥ 0, alors∥∥∥∂te−∆X,uv∥∥∥2
L2,u
=
1
t2
∑
k∈N
a2u,k
(
λu,kt
)2
e−2λu,kt
≤ e
−2
t2
∑
k∈N
a2u,k
=
e−2
t2
∥∥v∥∥2
L2,u
,
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donc ∥∥∥∂te−t∆X,u∥∥∥
L2,u
≤ e
−1
t
∀ t > 0.
On déduit qu’il existe une constante M indépendante de u telle que∥∥∥∂te−t∆X,u∥∥∥
L2,∞
≤ M
t
∀u, ∀ t > 0.
Fixons t > 0. On a pour tout u≫ 1∥∥∥∥
∫ t
t
2
e−(t−s)∆
u(
(∂u log hu)
)
∂se
−s∆uds
∥∥∥∥
L2,∞
≤
∫ t
t
2
∥∥∥e−(t−s)∆u((∂u log hu))∂se−s∆u∥∥∥
L2,∞
≤M ′δX(u)
∫ t
t
2
Ou(1)
1
s
ds
≤M ′′δX(u)
∫ t
t
2
1
s
ds
= M ′′δX(u) log 2.
Par une intégration par parties, on a
∫ t
2
0
e−(t−s)∆
u(
(∂u log hu)
)
∂se
−s∆uds
=
[
e−(t−s)∆X,u (∂u log hu)e
−s∆
X,u
] t
2
0
−
∫ t
2
0
∂s(e
−(t−s)∆
X,u )
(
∂u log hu
)
e−s∆X,uds
= e−
t
2∆X,u
(
∂u log hu
)
e−
t
2∆X,u − e−t∆X,u (∂u log hu)I − ∫ t2
0
∂s(e
−(t−s)∆u)
(
∂u log hu
)
e−s∆
u
ds
= e−
t
2∆X,u (∂u log hu)e
− t2∆X,u − e−t∆X,u (∂u log hu)I +
∫ t
t
2
∂s(e
−s∆u)
(
∂u log hu
)
e−(t−s)∆
u
ds,
où I est l’opérateur identité. Il existe donc, une constante M (3) telle que
∥∥∥∥
∫ t
2
0
e−(t−s)∆
u(
(∂u log hu)
)
∂se
−s∆uds
∥∥∥∥
L2,∞
≤M (3)δX(u).
On conclut que ∥∥∥∥ ∂∂ue−t∆X,u
∥∥∥∥
L2,∞
= O
(
δX(u)
) ∀u≫ 1. (34)
Proposition 5.9 (Clé). On a, pour tout t > 0 fixé :(
e−t∆X,u
)
u
−−−−−→
u→+∞
e−t∆X,∞ ,
et e−t∆X,∞ est un opérateur compact.
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Démonstration. Par (34) et (6.1) la suite
(
e−t∆X,u
)
u
converge vers une limite qu’on notera Lt, cet opé-
rateur est compact, par (6.1).
On a pour tout u≫ 1,
(
∂t +∆X,∞
)
e−t∆X,u =
(
∂t +
h∞
hu
∆
X,u
)
e−t∆X,u )
=
(
1− h∞
hu
)
∂te
−t∆
X,u
= O
( 1
u
)
∂te
−t∆
X,u .
Si l’on fixe t0 > 0, on obtient (
∂t +∆X,∞
)
Lt = 0 ∀ t ≥ t0.
En plus on a Lt → I quand t 7→ 0. Mais comme e−t∆X,∞ vérifie les mêmes conditions et par unicité du
noyau de chaleur alors Lt = e
−t∆
X,∞ .
5.2 Trace et fonction Zêta
On considère la métrique L2X,∞ sur A
(0,0)(X,E), (rappelons que L2X,∞ est induite para hX,∞ et hE).
Si T est un opérateur sur le completé de A(0,0)(X,E) pour cette métrique, on appelle trace de T et on la
note par Tr(T ) le réel suivant :
Tr(T ) =
∑
k≥0
(
Tξk,∞, ξk,∞
)
L2,∞,
lorsque cette somme converge absolument, où
(
ξk,∞
)
k∈N est une base orthonormale pour L
2
X,∞.
Définition 5.10. On pose
θX,∞(t) := Tr
(
P∞e−t∆X,∞
) ∀ t > 0,
où P∞ est la projection orthogonale pour la métrique L2X,∞ et de noyau H
0(X,E). On l’appelle la fonction
Thêta associée à ∆X,∞.
Proposition 5.11. On a,
θX,∞(t) <∞ ∀t > 0,
c’est à dire que e−t∆X,∞ est un opérateur nucléaire pour tout t > 0.
Démonstration. De (37), ∣∣∣Tr((∆X,u + I)−2)∣∣∣ ≤ ∥∥∥(∆X,u + I)−2∥∥∥
1,∞
∀u ≥ 1.
et de (6.10),
1− ε
1 + ε
∥∥∥(∆X,u + I)−2∥∥∥
1,u
≤
∥∥∥(∆X,u + I)−2∥∥∥
1,∞
≤ 1 + ε
1− ε
∥∥∥(∆X,u + I)−2∥∥∥
1,u
,
pour 0 < ε≪ 1 et u≫ 1. Or∥∥∥(∆X,u + I)−2∥∥∥
1,u
=
∑
k∈N
1
(λu,k + 1)2
≤ ζX,u(2) <∞ ∀u ≥ 1,
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où ζX,u est la fonction Zêta associée à l’opérateur ∆X,u.
On conclut que
(
∆X,u+I
)−2
sont des opérateurs nucléaires pour L2X,∞, donc Tr
(
(∆X,u+I
)−2)
est fini.
D’après le théorème de Lidskii, (voir (6.7)) et comme
(
∆X,u + I
)−2
est un opérateur nucléaire pour
L2∞, alors Tr
(
(∆X,u + I
)−2)
est la somme de ses valeurs propres, or elles sont toutes positives, donc
Tr
(
(∆X,u + I
)−2)
=
∥∥∥(∆X,u + I)−2∥∥∥
1,u
.
On a
∂
∂u
(
∆X,u + I
)−2
= −(∆X,u + I)−2 ∂
∂u
(
∆X,u + I
)2(
∆X,u + I
)−2
= −(∆X,u + I)−2 ∂∆X,u
∂u
(
∆X,u + I
)−1 − (∆X,u + I)−1 ∂∆X,u
∂u
(
∆X,u + I
)−2
,
donc,∣∣∣∣ ∂∂uTr∞
((
∆
X,u
+ I
)−2)∣∣∣∣ =
∣∣∣∣Tr∞((∆X,u + I)−2 ∂∆X,u∂u (∆X,u + I)
−1)
+Tr
∞
(
(∆X,u + I)
−1 ∂∆X,u
∂u
(
∆X,u + I
)−2)∣∣∣∣
= 2
∣∣∣∣Tr∞((∆X,u + I)−2 ∂∆X,u∂u (∆X,u + I)−1
∣∣∣∣ par (36)
≤ 2δX(u)
∥∥∥(∆X,u + I)−2∥∥∥
1,∞
par (37) et (5.4)
≤ c δX(u)
∥∥∥(∆X,u + I)−2∥∥∥
1,u
l’existence de c résulte de (6.10).
Si l’on pose α(u) = Tr∞
(
(∆X,u + I
)−2)
, alors on obtient :
∣∣∣ ∂
∂u
α(u)
∣∣∣ ≤ c δX(u)α(u) ∀u > 1.
Donc, ∣∣∣∣log
(
α(u)
α(u′)
)∣∣∣∣ ≤ c ∣∣∣
∫ u′
u
δX(v)dv
∣∣∣ ∀u≫ 1.
D’après (32), on peut trouver une suite (hX,u)u≥1 telle que δX(u) = O( 1u2 ), donc on aura∣∣∣∣log
(
α(u)
α(u′)
)∣∣∣∣ ≤ ∣∣∣
∫ u′
u
O(
1
v2
)dv
∣∣∣ = O( 1
u
− 1
u′
) ∀u≫ 1,
On en déduit que que u 7→ α(u) est bornée sur un intervalle de la forme [A,∞[, et on choisit A > 1.
Pour t > 0 fixé, il existe une constante ct telle que
e−ta ≤ ct
(1 + a)2
∀a > 0.
Si l’on note par θX,u la fonction Thêta associée à ∆X,u, alors
θX,u(t) =
∞∑
k=1
e−tλu,k ≤ ct
∞∑
k=0
1
(λu,k + 1)2
= ctα(u) ∀u ≥ 1.
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En particulier, on a cette inégalité pour tout u ≥ A. Comme u 7→ α(u) est bornée sur [A,∞[ alors on
conclut, par ce qui précède que pour tout t > 0 fixé, la suite :(
θX,u(t)
)
u≥A,
est bornée.
Pour établir que e−t∆X,∞ est un opérateur nucléaire pour tout t > 0, il suffit, comme dans le cas de
E, de montrer qu’il existe 0 < ε≪ 1 tel que
θX,∞(t) ≤ 1 + ε
1− ε lim infu7→∞ θX,u(t) ∀ t > 1,
cela implique que
θX,∞(t) <∞ ∀ t > 0.
Il reste donc à montrer qu’il existe 0 < ε≪ 1 tel que
θX,∞(t) ≤ 1 + ε
1− ε lim infu7→∞ θX,u(t) ∀ t > 1.
Soit R un opérateur de rang inférieur à n, (voir (6) pour la définition de σn(·)). Fixons t>0, on a
σn(P
∞e−t∆X,∞)∞ ≤
∥∥P∞e−t∆X,∞ −R∥∥
L2,∞
≤ ∥∥P∞e−t∆X,∞ − P∞e−t∆X,u∥∥
L2,∞ +
∥∥P∞e−t∆X,u − Pue−t∆X,u∥∥
L2,∞ +
∥∥Pue−t∆X,u −R∥∥
L2,∞
≤ ∥∥P∞‖L2∥∥e−t∆X,∞ − e−t∆X,u∥∥L2,∞ + ∥∥P∞ − Pu∥∥L2,∞∥∥e−t∆X,u∥∥L2,∞ + ∥∥Pue−t∆X,u −R∥∥L2,∞.
On a alors
σn(P
∞e−t∆X,∞)∞ ≤
∥∥P∞‖L2∥∥e−t∆X,∞−e−t∆X,u∥∥L2,∞+∥∥P∞−Pu∥∥L2,∞∥∥e−t∆X,u∥∥L2,∞+σn(Pue−t∆X,u)∞,
Comme e−t∆X,u (resp. Pu) converge pour la norme L2 vers e−t∆X,∞ (resp. vers P∞) et que la suite(∥∥e−t∆X,u∥∥
L2,∞
)
u
est bornée, alors
σn(P
∞e−t∆X,∞)∞ ≤ lim inf
u7→∞
σn(P
ue−t∆X,u)∞. (35)
Donc,
θX,∞(t) = Tr(P∞e−t∆X,∞)
=
∑
n∈N
σn(P
∞e−t∆X,∞)∞
≤
∑
n∈N
lim inf
u7→∞
σn(P
ue−t∆X,u)∞ par (35)
≤ lim inf
u7→∞
∑
n∈N
σn(P
ue−t∆X,u)∞ par (4.22)
= lim inf
u7→∞
‖Pue−t∆X,u‖1,∞ voir la définition (6.2).
Soit ε > 0, par le corollaire (6.10), on a
1− ε
1 + ε
‖Pue−t∆X,u‖1,∞ ≤ ‖Pue−t∆X,u‖1,u ≤ 1 + ε
1− ε‖P
ue−t∆X,u‖1,∞,
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pour u≫ 1.
Rappelons que
θX,u(t) =
∥∥Pue−t∆X,u∥∥
1,u
.
En combinant tout cela, on obtient :
θX,∞(t) ≤ 1 + ε
1− ε lim infu7→∞ θX,u(t).
Ce termine la preuve de la proposition.
Théorème 5.12. On a pour tout t > 0 fixé(
θX,u(t)
)
u≥1 −−−−→u7→∞ θX,∞(t),
e−t∆X,∞ est un opérateur nucléaire et on a
ζX,∞(s) :=
∞∑
k=1
1
λs∞,k
=
1
Γ(s)
∫ ∞
0
ts−1θX,∞(t)dt,
pour tout s ∈ C, avec Re(s) > 1, est prolongeable en fonction méromorphe sur C avec un pôle en s = 1
et holomorphe au voisinage de s = 0.
On a
ζ′X,∞(0) =
∫ ∞
1
θX,∞(t)
t
dt+ γb∞,−1 − b∞,0 +
∫ 1
0
ρX,∞(t)
t
dt = lim
u7→∞
(
ζ′u(0)
)
u≥1.
Démonstration. Pour tout k ∈ N, on a θu(t) =
∑k
i=−1 bu,it
i+ρu(t) avec ρu(t) = O(tk+1) pour t assez petit.
On sait que
bu,−1 = 4π rg(E)Volu(X),
et que bu,0 est un invariant qui ne dépend pas de u, voir la formule (23). Alors,(
bu,i
)
u≥1 −−−−−→u→+∞ limite =: b∞,i pour i = −1, 0.
On pose donc,
ρX,∞(t) := θ∞(t)− b∞,−1
t
− b∞,0 ∀ t > 0.
Comme dans le cas de E, on montre de la même manière que :(
θX,u
)
u≥1 −−−−→u7→∞ θX,∞(t) ∀ t > 0,(
ρX,u(t)
)
u≥1 −−−−→u7→∞ ρX,∞(t) ∀ t > 0,
ρX,∞(t) = O(t) ∀ 0 ≤ t≪ 1.
On conclut que ζX,∞ est holomorphe sur Re(s) > 1 avec un pôle en s = 1 et admet un prolongement
méromorphe à C qui est holomorphe au voisinage de s = 0.
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D’après (7.13), il existe une constante non nulle C qui ne dépend pas de p ∈ N telle que
λp,1 ≥ C ∀ p ∈ N≥2,
et comme θX,u(t) ≤ e−λu,1(t−1)θX,u(1) pour tout t ≥ 1 et que
(
θX,u(t)
)
u≥1 est bornée, alors il existe une
constante réelle M telle que
θX,p(t) ≤M e−Ct ∀ p ∈ N≥2 ∀ t ≥ 1.
Donc, par le théorème de convergence dominée de Lebesgue, on obtient(∫ ∞
1
θX,p(t)
dt
t
)
p∈N
−−−−−→
p→+∞
∫ ∞
1
θX,∞(t)
dt
t
.
Comme, ∀u ≥ 1
ζ′X,u(0) =
∫ ∞
1
θX,u(t)
dt
t
+ γbu,0 − bu,−1 +
∫ 1
0
ρX,u(t)
dt
t
,
(voir, [23, p. 99]) on déduit que (
ζ′X,p(0)
)
p∈N≥2 −−−−−→p→+∞ ζ
′
X,∞(0).
D’après la proposition (4.23), (qui est biensûr valable dans cette situation), on a ker∆1X,u = ∗−11,E
(
H0(X,KX⊗
E∗)
)
, et rappelons que ∗1,E est donné explicitement dans (9), on déduit que ∗−11,E ne dépend pas de la
métrique sur X , donc de hX,u pour tout u ≥ 1. Par conséquent la suite de métriques L2 sur λ(E) :(
hL2,p
)
p∈N converge vers hL2,∞.
Ce qui implique que la suite
(‖ · ‖Q,p)p∈N des métriques de Quillen associées aux métriques hp admet
une limite quand p tend vers l’infini. Mais rappelons qu’on a montré que suite converge vers limite en
utilisant la formule des anomalies et qu’on a noté cette limite par Tg
(
(X,ωX,∞);E
)
qu’on a appelé la
torsion analytique généralisée associée à la donnée
(
(X,ωX,∞);E
)
.
Notre résultat s’écrit donc comme suit :
ζ′X,∞(0) = Tg
(
(X,ωX,∞);E
)
.
6 Les opérateurs compacts, un rappel
Soit H un espace de Hilbert et < ·, · > le produit hermitien (resp. ‖ · ‖ la norme ) associé. Si H′ est
un autre espace de Hilbert, on note par L(H,H′) l’espace des opérateurs linéaires continues de H vers
H′. Lorsque H′ = H, on note L(H) = L(H,H).
Soit T : H → H′ un opérateur linéaire continue. T est dit compact, si l’image de tout borné de H
est relativement compacte dans H′. On dit que T est de rang fini si son image est de dimension finie, en
particulier c’est un opérateur compact. La dimension de l’image d’un opérateur de rang fini s’appelle le
rang de l’opérateur.
Proposition 6.1. Soit H un espace de Hilbert, B(H) l’espace des opérateurs bornés et K(H) l’espace des
opérateurs compacts. On a, K(H) est sous espace fermé de B(H).
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Démonstration. Voir, par exemple [16, proposition 1.4].
Soit T ∈ L(H). Pour tout n ∈ N, on pose
σn(T ) = inf
{∥∥T −R∥∥ : R ∈ L(H), rg(R) ≤ n},
On sait que T est compact si et seulement si la suite
(
σn(T )
)
n∈N tend vers 0, voir [16, p. 232]. On
suppose dans la suite que T est compact, et on appelle σn(T ) la n-éme valeur singulière de l’opérateur
compact T .
On a P :=
(
T ∗T
) 1
2 (où T ∗ est l’opérateur adjoint de T ) est un opérateur autoadjoint et compact ; on
note par
(
µn(T )
)
n∈N l’ensemble de ses valeurs propres non nulles ordonné en une suite décroissante et
comptées avec leur multiplicités (par définition, la multiplicité de λ une valeur propre non nulle, notée
dλ est la dimension de ker(λI − P )).
On montre que
µn(T ) = σn(T ) ∀n ∈ N,
voir par exemple [16, p. 246].
Définition 6.2. Soit T un opérateur compact. Soit
(
µn(T )
)
n∈N l’ensemble des valeurs singulières de T
ordonné par ordre décroissant. On pose
‖T ‖1 :=
∑
n∈N
µn(T ).
si ‖T ‖1 <∞ alors T est appelé opérateur nucléaire et ‖T ‖1 sa norme nucléaire.
On note par C1(H) l’ensemble des opérateurs nucléaires. On a
Proposition 6.3. C1(H) est un espace vectoriel et ‖ · ‖1 est une norme sur C1(H).
Démonstration. Voir [8, 15.11 problème 7, c].
Proposition 6.4. Soit T un opérateur nucléaire. Si
(
ξn
)
n∈N est une base orthonormale de H, alors la
série
∑
n∈N < Tξn, ξn > converge de somme ‖T ‖1.
Démonstration. Voir [8, 15.11 problème 7, b)].
Proposition 6.5. Soit T un opérateur compact, on a
‖T ‖1 = sup
{∑
k
∣∣< Tξk, ηk >∣∣ ∣∣∣ {ξk}, {ηk} bases hilbertiennes de H},
et il existe deux sous-ensembles orthonormés {ξk} et {ηk} de H tels que < Tξk, ηk >≥ 0 pour tout k et
‖T ‖1 =
∑
k < Tξk, ηk >.
Démonstration. Voir [8, 15.11 problème 7, c)].
Proposition 6.6. Soit
(
λn
)
n∈N la suite de valeurs propres d’un opérateur nucléaire T , comptées avec
leur multiplicité. On a ∑
n∈N
|λn| ≤ ‖T ‖1.
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Démonstration. Voir [22, Théorème 1.15].
Proposition 6.7. Soit T un opérateur nucléaire, et soit (λn)n∈N la suite de ses valeurs propres comptées
avec leur multiplicité. Alors,
∑
n∈N λn converge absolument et on a∑
n∈N
λn = Tr(T ).
Démonstration. Voir [22, (3.2)].
Proposition 6.8. Soient A et B deux opérateurs bornés et T ∈ C1(H), alors
‖ATB‖1 ≤ ‖A‖‖T ‖1‖B‖.
Soit H un espace de Hilbert séparable. Soit A un opérateur compact sur H et (ei)i une base ortho-
normale de H. Lorsque ∑i≥0(Aei, ei) est absolument convergente pour une base orthonormale (ei)i, et
donc pour toute base orthonormale de H, on appelle cette somme la trace de A et elle est notée Tr(A).
Si T est nucléaire, alors
‖T ‖1 = Tr
(
(T ∗T )
1
2
)
.
Si A est un opérateur nucléaire, on a les propriétés suivantes :
•
Tr(AB) = Tr(BA), (36)
si B est borné, cf. [17, TR. 2 p.463].
• ∣∣Tr(A)∣∣ ≤ ‖A‖1. (37)
cf. [17, TR. 7 p.463].
• Si (Tn)n∈N est une suite d’opérateurs sur H qui converge faiblement vers un opérateur T , (c’est à
dire que ∀v ∈ H, la suite (Tnv)n∈N converge vers Tv pour la norme de H), alors
Tr(TA) = lim
n7→∞Tr(TnA).
cf. [17, TR. 8 p.463].
Proposition 6.9. Soit H un espace de Hilbert. Soit (< ·, · >u)u∈I une famille de métriques hermitiennes
sur H uniformément équivalentes deux à deux.
Soit u0 ∈ I et T ∈ C1,u0(H) alors
1. T est un opérateur nucléaire sur H muni de < ·, · >u, pour tout u ∈ I,
2. Il existe c8 et c9 deux constantes positives non nulles telles que
c8‖T ‖1,u′ ≤ ‖T ‖1,u ≤ c9‖T ‖1,u′ ∀u, u′ ∈ I.
Démonstration. On commence par rappeler que L(H) est muni de la norme suivante :
‖A‖ = sup
x∈H\{0}
‖Ax‖
‖x‖ A ∈ L(H).
Par hypothèse, il existe c′8, c
′
9 deux constantes positives non nulles telles que
c′8‖x‖u′ ≤ ‖x‖u ≤ c′9‖x‖u′ ∀x ∈ H ∀u, u′ ∈ I.
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Donc,
c′8
c′9
‖Tx‖u′
‖x‖u′ ≤
‖Tx‖u
‖x‖u ≤
c′9
c′8
‖Tx‖u′
‖x‖u′ ∀x 6= 0.
Par suite,
c′8
c′9
‖T ‖u′ ≤ ‖T ‖u ≤ c
′
9
c′8
‖T ‖u′.
On en déduit que T est compact pour tout u ∈ I, en effet, si l’on considère F , un fermé borné dans
(H, < ·, · >u) pour un certain u ∈ I, alors par la dernière inégalité, F est borné et fermé pour <,>u0 et
comme T ∈ C1,u0(H), donc par définition T est compact dans (H, < ·, · >u0), alors T (F ) est relativement
compact dans ce dernier espace, en utilisant la même inégalité, on déduit que T (F ) est relativement
compact dans (H, <,>u).
Soit R un opérateur de rang fini inférieur à n, on a
c′8
c′9
‖T −R‖u′ ≤ ‖T −R‖u ≤ c
′
9
c′8
‖T −R‖u′ .
et donc,
c′8
c′9
σn(T )u′ ≤ σn(T )u ≤ c
′
9
c′8
σn(T )u′ .
et par conséquent
c′8
c′9
‖T ‖1,u′ ≤ ‖T ‖1,u ≤ c
′
9
c′8
‖T ‖1,u′.
Corollaire 6.10. Si (‖·‖u)u≥1 est une suite de métriques hermitiennes sur H qui converge uniformément
quand u tend vers l’infini vers une métrique hermitienne qu’on note par ‖ · ‖∞ : On suppose que ∀ε > 0,
il existe η > 0 tel que
(1− ε)‖ξ‖u′ ≤ ‖ξ‖u ≤ (1 + ε)‖ξ‖u′ ∀u, u′ > η. (38)
Alors, on a pour tout 0 < ε < 1
1− ε
1 + ε
σn(T )u′ ≤ σn(T )u ≤ 1 + ε
1− εσn(T )u′ ∀T ∈ L(H), ∀n ∈ N, ∀u, u
′ > η.
En particulier,
1− ε
1 + ε
‖T ‖1,u′ ≤ ‖T ‖1,u ≤ 1 + ε
1− ε‖T ‖u′ ∀T ∈ L(H), ∀u, u
′ > η.
Démonstration. C’est une conséquence de la démonstration de la proposition précédente.
On considère l’espace préhilbertien A0,0(X,E) muni de la métrique ‖ · ‖L2,u associée à la métrique de
E ; hu. On sait que (hu)u converge uniformément vers une limite h∞, cela donne que
(‖ · ‖L2,u) converge
uniformément vers ‖ · ‖L2,∞, (plus exactement elle vérifie l’assertion (38)).
On prend T = Be−t∆E,u, où B est un opérateur borné et tel que t > 0 soit fixé. On a pour u≫ 1
1− ε
1 + ε
σn
(
Be−t∆E,u
)
∞ ≤ σn
(
Be−t∆E,u
)
u
≤ 1 + ε
1− εσn
(
Be−t∆E,u
)
∞.
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Par suite,
1− ε
1 + ε
∥∥Be−t∆E,u∥∥
1,∞ ≤
∥∥Be−t∆E,u∥∥
1,u
≤ 1 + ε
1− ε
∥∥Be−t∆E,u∥∥
1,∞. (39)
On munit H de la métrique L2∞. On a, pour tout t > 0 fixé
∣∣∥∥Be−t∆E,ue−t∆E,∞∥∥
1,∞ −
∥∥Be−2t∆E,∞∥∥
1,∞
∣∣ ≤ ∥∥Be−t∆E,ue−t∆E,∞ −Be−2t∆E,∞∥∥
1,∞
=
∥∥B(e−t∆E,u − e−t∆E,∞)e−t∆E,∞∥∥
1,∞
≤ ∥∥e−t∆E,u − e−t∆E,∞∥∥
L2,∞
∥∥Be−t∆E,∞∥∥
1,∞
(40)
et∣∣∣∥∥Be−t∆E,ue−t∆E,∞∥∥1,∞ − ∥∥Be−2t∆E,u∥∥1,∞∣∣∣ ≤ ∥∥Be−t∆E,ue−t∆E,∞ −Be−2t∆E,u∥∥1,∞
≤ ∥∥Be−t∆E,u(e−t∆E,u − e−t∆E,∞)∥∥
1,∞
≤ ∥∥e−t∆E,u − e−t∆E,∞∥∥
L2,∞
∥∥Be−t∆E,u‖1,∞.
(41)
7 Appendice
Dans ce chapitre on regroupe quelques résultats et lemmes techniques qui seront utilisés dans le texte.
La proposition suivante a pour but de construire à partir d’une suite discrète (hn)n∈N∗ de métriques
hermitiennes sur un fibré vectoriel sur une variété riemannienne, une famille de métriques (hu)u≥1 à
paramètre continue qui varie de facon C∞ et qui préserve les propriétés de la suite (hn)n∈N∗ par exemple
si (hn)n est bornée pour la topologie de convergence uniforme, alors (hu)u≥1 l’est aussi. Cela nous sera
utile pour étudier les variations infinitésimales des différents objets attachés à ces suites.
Proposition 7.1. Soit X une variété différentielle complexe de dimension quelconque. Soit E un fibré
vectoriel holomorphe, par exemple TX.
On note Met(E) l’espace des métriques hermitiennes continues (intégrables, de classe C∞...) sur E.
Soit (hn)n∈N une suite de métriques hermitiennes sur E (non nécessairement de classe C∞), alors il
existe une famille continue (H(u))u≥1 vérifiant :
1. H(u) est une métrique hermitienne sur E, ∀u.
2. Pour toute section locale s de E, l’application
H : [1,∞[ −→ R+
u 7−→ H(u)(s, s),
est de classe C∞.
3. H(n) = hn, ∀n ∈ N.
4. Si l’on suppose de plus que (hn)n∈N converge uniformément vers une métrique h∞, alors la fonction
u 7→ H(u) converge uniformément vers la fonction constante u 7→ h∞ sur [1,∞[.
5. Si E est un fibré en droites, alors
∂
∂u
logH(u) = O
(
h[u]+1 − h[u]
h[u]
)
,
sur X, avec [u] est la partie entière de u.
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Démonstration. On considère une suite discrète de métriques (hp)p≥2.
Pour tout n, soit ρn une fonction de classe C∞ sur R+ croissante positive avec
ρn(x) =
{
0, x ≤ n
1, x ≥ n+ 1 (42)
On peut supposer que ρn(x) = ρ1(x− n), ∀x ∈ R+.
On pose H1 : [1,∞[−→ Met ; H1(u) = h1, ∀u. Si H2 est la fonction définie comme suit : H2(u) =
(1 − ρ1(u))H1(u) + ρ1(u)h2 alors c’est une fonction de classe C∞ qui vérifie H2(1) = H1(1) = h1 et
H2(2) = h2. Par récurrence, on pose Hk(u) = (1 − ρk−1(u))Hk−1(u) + ρk−1(u)hk, et on montre que
Hk(i) = hi, pour i ≤ k − 1 et Hk(k) = hk.
On considère H : R+ −→ Met(E) en posant H(u) = Hn(u) si u ≤ n − 1 (notons que Hn+1(u) =
Hn(u)) donc H est bien définie, de classe C∞ et on a H(n) = hn.
Supposons que (hn)n∈N converge uniformément vers h∞. On montre par récurrence sur k que
H(u) =
(
1− ρk−1(u)
)
hk−1 + ρk−1(u)hk ∀u ∈ [k − 1, k] ∀k ∈ N∗. (43)
Par suite, si s est une section locale de E non nulle sur un ouvert U ,∣∣H(u)(s, s)− h∞(s, s)∣∣ ≤ ∣∣hk−1(s, s)− h∞(s, s)∣∣+ ∣∣hk(s, s)− h∞(s, s)∣∣ ∀u ∈ [k − 1, k].
Et on a
∣∣∣∣ ∂∂u logH(u)(s, s)
∣∣∣∣ = ∣∣hu(s, s)−1(∂uρk−1)(u)(hk(s, s)− hk−1(s, s))∣∣
=
∣∣∂uρk−1(u)∣∣ ∣∣∣hk(s, s)− hk−1(s, s)
hu(s, s)
∣∣∣
≤ ∣∣∂uρk−1(u)∣∣ ∣∣∣ hk − hk−1
min(hk−1, hk)
∣∣∣
=
∣∣∂uρk−1(u)∣∣ max(
∣∣hk − hk−1∣∣
hk−1
,
∣∣hk − hk−1∣∣
hk
)
,
donc, il existe une constante M > 0 telle que∣∣∣∣ ∂∂u logH(u)
∣∣∣∣ ≤M
∣∣h[u]+1 − h[u]∣∣
h[u]
,
pour tout u ≥ 1.
Dans la suite, on note par hu la métrique H(u).
On suivra la définition de [18, Appendice, D], pour la définition du noyau de chaleur associé à un
laplacien généralisé. Soit donc ∆ un laplacien généralisé, on définit l’opérateur de chaleur qu’on note par
e−t∆ en utilisant la théorie des opérateurs. Pour tout t > 0, e−t∆ est un opérateur de L2(X,E) vers
L2(X,E) qui est de classe C1 et qui vérifie les propriétés suivantes : pour tout s ∈ L2(X,E)
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( ∂
∂t
+∆
)
e−t∆s = 0,
lim
t7→0
e−t∆s = s dans L2(X,E).
On montre que e−t∆ est unique.
Théorème 7.2. Soit ∆u une famille de classe C∞ de Laplaciens généralisés, alors pour tout t > 0, la
famille de noyaux de la chaleur e−t∆u définit une famille de classe C∞ d’opérateurs sur E. En plus, on
a la dérivée de e−t∆u par rapport à u est donnée par la formule du Duhamel
∂
∂u
e−t∆
u
= −
∫ t
0
e−(t−s)∆
u
(∂u∆
u)e−s∆
u
ds. (44)
Démonstration. Voir [18, théorème D.1.6] ou [2, théorème 2.48].
On rappelle le théorème suivant qui sera utile dans la suite de l’article :
Théorème 7.3. Soit V un espace de Banach. Si A un opérateur auto-adjoint et positif, alors −A engendre
un semi-groupe P (t) = e−tA formé d’opérateurs positifs, auto-adjoints et de norme ≤ 1.
Démonstration. Voir [24, Proposition 9.4].
7.1 Les métriques intégrables
Soit X une variété complexe analytique et L = (L, ‖ · ‖) un fibré en droites hermitien muni d’une
métrique continue sur L.
Définition 7.4. On appelle premier courant de Chern de L et on note c1
(
L
) ∈ D(1,1)(X) le courant
défini localement par l’égalité :
c1
(
L
)
= ddc
(− log ‖s‖2),
où s est une section holomorphe locale et ne s’annulant pas du fibré L.
Définition 7.5. La métrique ‖ · ‖ est dite positive si c1
(
L, ‖ · ‖) ≥ 0.
Définition 7.6. La métrique ‖ · ‖ est dite admissible s’il existe une famille (‖ · ‖n)n∈N de métriques
positives de classe C∞ convergeant uniformément vers ‖ · ‖ sur L. On appelle fibré admissible sur X un
fibré en droites holomorphe muni d’une métrique admissible sur X.
On dira que L est un fibré en droites intégrable s’il existe L1 et L2 admissibles tels que
L = L1 ⊗ L−12 .
Exemple 7.7. Soit n ∈ N∗. On note par O(1) le fibré de Serre sur Pn et on le munit de la métrique
définie pour toute section méromorphe de O(1) par :
‖s(x)‖∞ = |s(x)|
max(|x0|, . . . , |xn|) .
Cette métrique est admissible.
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En fait, c’est un cas particulier d’un résultat plus général combinant la construction Batyrev et
Tschinkel sur une variété torique projective et la construction de Zhang. Dans la première construction
permet d’associer canoniquement à tout fibré en droites sur une variété torique projective complexe
une métrique continue notée ‖ · ‖BT et déterminée uniquement par la combinatoire de la variété, voir
[19, proposition 3.3.1] et [19, proposition 3.4.1]. L’approche de Zhang est moins directe, elle utilise un
endomorphisme équivariant (correspondant à la multiplication par p, un entier supérieur à 2) afin de
construire par récurrence une suite de métriques qui converge uniformément vers une limite notée ‖·‖Zh,p
et qui, en plus, ne dépend pas du choix de la métrique de départ, voir [26] ainsi que [19, théorème 3.3.3].
Mais d’après [19, théorème 3.3.5] on montre que
‖ · ‖BT = ‖ · ‖Zh,p.
Que l’on appelle la métrique canonique associée à L. Notons que lorsque L n’est pas trivial, alors cette
métrique n’est pas C∞.
7.2 Constante isopérimetrique de Cheeger
On rappelle un résultat dû à Cheeger donnant une borne inférieure pour la première valeur propre
non nulle du Laplacien ∆O0 , en termes de la géométrie de la variété considérée, où O0 est le fibré en
droites trivial muni d’une métrique constante . Ce résultat, nous a permis de répondre complètement à
la question (??) dans la situation suivante : Soit (hp)p∈N une suite bornée de métriques hermitiennes sur
P1 et si l’on note par λ1,p, pour tout p ∈ N, la première valeur propre non nulle du Laplacien associé à(
(P1, hp),O0
)
alors il existe une constante C > 0 telle que
λ1,p ≥ C, ∀ p ∈ N.
On va étendre la constante de Cheeger et on établira une inégalité isopérimétrique du même type.
On termine par résultat plus faible sur la variation de la première valeur propre en famille, c’est l’objet
de la proposition (7.17).
Définition 7.8 (Constante isopérimetrique de Cheeger). Soit (M, g) une variété riemannienne compacte
de dimension n sans bord. On pose
h(M) := inf
A(S)
min
(
V (M1), V (M2)
)
où A(·) dénote le (n− 1)-volume dimensionnel, V (·) désigne le volume et l’inf est pris sur l’ensemble des
sous-variétés à coins compactes S de dimension n−1, M1 et M2 sont deux sous-variétés avec bords telles
que M =M1 ∪M2 et ∂Mi = S, pour i = 1, 2.
Théorème 7.9. Si l’on note par λ1 la plus petite valeur propre non nulle du Laplacien associé à (M, g)
alors
λ1 ≥ 1
4
h2.
Démonstration. Voir [6].
Remarque 7.10. Il est important de noter que h est non nulle, voir [6, p.198] pour le cas n = 2.
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Proposition 7.11. Soit (M, g) une variété riemannienne compacte. Soit g′ une autre métrique rieman-
nienne telle que
C1g ≤ g′ ≤ C2g, (45)
où Ci deux constantes réelles non nulles, alors
C1
C2
hg(M) ≤ hg′(M) ≤ C2
C1
hg(M).
Démonstration. Il suffit de remarquer que l’inégalité (45) est stable par restriction.
Lemme 7.12. On considère la suite
(
hp
)
p∈N≥2 de métriques sur P
1 définie par
hp
(·, ·) = | · |2(
1 + |z|p) 4p ,
alors
2−
2pi2
3 ≤ hq
hp
≤ 1,
Pour tout z ∈ P1 et 2 ≤ q ≤ p.
Démonstration. L’inégalité de droite est évidente. On vérifie que la fonction Fp,q : x(∈ R+) 7→ (1+x
p)
1
q
(1+xq)
1
q
est minorée par 2
1
p
− 1
q , donc
2−
1
n2 ≤ Fn+1,n(x) ≤ 1 ∀n ∈ N≥2 ∀x ∈ R+,
donc
2−
pi2
6 ≤ 2
∑p
n=q
1
n2
≤
p∏
q
Fn+1,n(x)
= Fp,q(x)
.
Corollaire 7.13. On considère la suite
(
hp
)
p∈N≥2 précédente, alors
2−
pi2
6 hp
(
P1
) ≤ hq(P1) ≤ 2 pi26 hp(P1) ∀ p, q ∈ N≥2.
En particulier, il existe une constante C non nulle telle que
λp,1 ≥ C, ∀p ∈ Nn≥2.
où λp,1 est la plus petite valeur propre non nulle du Laplacien associé à la métrique hp.
Démonstration. C’est une application du (7.9), (7.11) et (7.12).
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7.3 Sur la première valeur propre du Laplacien généralisé
Lemme 7.14. On a
inf
ξ∈ker(∆E)⊥
(∆Eξ, ξ)L2
(ξ, ξ)L2
= λ1,h
Démonstration. Par la théorie spectrale des opérateurs compacts positifs et autoadjoints, on a les vecteurs
propres de∆E forment un système orthogonal complet pour la métrique L
2. Si ξ ∈ A0,0(X,E)∩ker(∆E)⊥,
alors il existe des réels ak tels que
ξ =
∞∑
k=1
akvk,
où vk est le vecteur propre associé à la valeur propre λk où on a posé λ0 = 0. On a, alors
(
∆Eξ, ξ
)
L2
=
∞∑
k=1
|ak|2λk
(
vk, vk
)
L2
≥ λ1
∞∑
k=1
|ak|2
(
vk, vk
)
L2
= λ1
(
ξ, ξ
)
L2
si ξ ∈ ker(∆E)⊥.
Théorème 7.15. Soit (X,ω) une surface de Riemann compacte et L un fibré en droites holomorphe.
Soit h∞ une métrique hermitienne continue sur L. Soit (hn)n une suite de métriques hermitiennes C∞
sur L qui converge uniformément vers h∞. Alors il existe α et β deux constantes réelles positives non
nulles telle que
α
(
v, v
)
L2,q
≤ (v, v)
L2,p
≤ β(v, v)
L2,q
, (46)
et
α
(
∆qv, v
)
L2,q
≤ (∆pv, v)L2,p ≤ β(∆qv, v)L2,q (47)
pour tout 1≪ p ≤ q et v ∈ A0,0(X,L).
Démonstration. Soit h une métrique hermitienne de classe C∞ sur L. On note par ∆h le Laplacien
généralisé associé.
Soit v ∈ A0,0(X,L). Localement, il existe f1, . . . , fr ∈ A0,0(X) et des sections locales holomorphes
e1, . . . , er de L tels que v =
∑r
k=1 fk ⊗ ek. On a donc,
(
v, v
)
L2,h
=
∫
x∈X
∑
kj
h
(
ek, ej
)
(x)fk(x)fj(x)ω(x),
et (
∆hv, v
)
L2,h
=
i
2π
∫
X
∑
kj
h(ek, ej)(x)
∂fk
∂z
(x)
∂fj
∂z
(x)dz ∧ dz voir (3.4).
Si l’on pose, localement,
f :=
(
f1, . . . , fr
)
et
∂f
∂z
:=
(∂f1
∂z
, . . . ,
∂fr
∂z
)
,
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alors en utilisant les notations introduites, les deux derniers produits hermitiens deviennent :
(
v, v
)
L2,h
=
∫
X
(
tf(x)Hh(x)f(x)
)
ω, (48)
et
(∆hv, v)L2,h =
∫
X
(
t
( ∂f
∂z
(x)
)
Hh(x)
∂f
∂z
(x)
)
dz ∧ dz. (49)
On considère une métrique hermitienne continue h∞ sur L et
(
hn
)
n∈N une suite de métriques hermi-
tiennes C∞ sur L qui converge uniformément vers h∞ sur X . On pose :
Hn(x) =
(
hn(ei, ej)(x)
)
1≤i,j≤r ∀n ∈ N ∪ {∞}.
Comme
Hn(x) =
1
ln(x)
A(x) ∀n ∈ N ∪ {∞},
comme la suite
(
hn
)
n∈N converge uniformément vers h∞, on peut trouver α < 1 < β deux constantes
réelles telles que
α ≤ lq(x)
lp(x)
(
=
hp(s, s)(x)
hq(s, s)(x)
)
≤ β ∀ p, q ≫ 1, ∀x ∈ X, (50)
où s est une section locale non nulle en x de L.
Fixons x ∈ X , et soient p ≤ q, on a
α · tf(x)Hq(x)f(x) ≤ tf(x)Hp(x)f(x) ≤ tf(x)Hq(x)f(x),
et
α · t ∂f
∂z
(x)Hq(x)
∂f
∂z
(x) ≤ t ∂f
∂z
(x)Hp(x)
∂f
∂z
(x) ≤ t ∂f
∂z
(x)Hq(x)
∂f
∂z
(x).
Vérifions cela, pour simplifier on notera par u le vecteur f ou ∂f∂z . On a
hk
(
u,u
)
(x) = tuHk(x)u =
1
lk(x)
tuA(x)u ∀ k ∈ N≥1.
De (50) et notons que la matrice A est positive, on trouve que
αtuHq(x)u ≤ tuHp(x)u ≤ βtuHq(x)u.
On conclut, en utilisant les expressions (48) et (49), que
α
(
v, v
)
L2,q
≤ (v, v)
L2,p
≤ β(v, v)
L2,q
,
et
α
(
∆qv, v
)
L2,q
≤ (∆pv, v)L2,p ≤ β(∆qv, v)L2,q,
∀ v ∈ A0,0(X,L) et p, q ≫ 1.
Exemple 7.16. Sur P1. Soit m un entier positif et p ≥ 2. On considère O(m) muni de la métrique
p-éme définie comme suit :
hp(s, s)(x) =
s(x)s(x)(|x0|p + |x1|p) 2mp ∀x = [x0 : x1] ∈ P
1, ∀s ∈ H0(P1,O(m)).
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Proposition 7.17. En gardant les mêmes hypothèses, on montre qu’il existe une constante α 6= 0 telle
que
α ≤ λ1,q
λ1,p
≤ 1
α
, ∀1≪ p ≤ q.
Démonstration. Soient q ≥ p ≥ 1. Commencons tout d’abord par montrer le résultat technique suivant :
Soit v un vecteur propre non nul associé à λ1,q, alors il existe a1, . . . , ar ∈ C tel
v′ := v +
r∑
i=1
ai(1⊗ ei) ∈ ker(∆p)⊥ \ {0}.
Pour cela, on va montrer que le système d’équations linéaires ci-dessous avec (a1, . . . , ar) comme
inconnu admet une solution : (
v, 1⊗ ej
)
L2,p
= −
r∑
i=1
ai
(
1⊗ ei, 1⊗ ej
)
L2,p
, (51)
pour tout j = 1, . . . , r.
Comme la matrice A :=
(
(1 ⊗ ei, 1 ⊗ ej)L2,p
)
1≤i,j≤r est inversible car e1, . . . , er est une famille libre
sur C : vérifions le, si b = (b1, . . . , br) ∈ Cr tel que A · b = 0 alors tbAb = 0, en développant ce dernier on
obtient : ∑
ij
(
1⊗ ei, 1⊗ ej
)
L2,p
bibj = 0.
Par sesquilinéarité du produit
(·, ·)
L2,p
, ce dernier terme n’est autre que(∑
i
biei,
∑
i
biei
)
L2,p
= 0,
donc
∑
i biei = 0, par suite A est inversible. On conclut que le système linéaire (51) admet une solution,
on pose v′ = v +
∑r
i=1 aiei, de (51) on vérifie que v
′ ∈ ker(∆p)⊥. Il reste à montrer que v′ 6= 0. Par
l’absurde, on aura v = −∑ri=1 ai(1 ⊗ ei) qui appartient à ker(∆p), voir (3.8), mais si l’on applique ∆q
on trouve que λ1,qv = 0 ce qui contredit l’hypothèse (∆qv = λ1,qv 6= 0 ).
Soit maintenant v un vecteur propre non nul associé à λ1,q et on considère v′ comme avant, cela nous
permet de dire que
(
∆qv
′, v′
)
L2,q
=
(
∆qv, v +
r∑
i=1
ai(1 ⊗ ei)
)
L2,q
=
(
∆qv, v
)
L2,q
+
(
∆qv,
r∑
i=1
ai(1⊗ ei)
)
L2,q
=
(
∆qv, v
)
L2,q
= λ1,q
(
v, v
)
L2,q
,
et(
v′, v′
)
L2,q
=
(
v, v
)
L2,q
+
(
v,
r∑
i=1
ai
(
1⊗ ei)
)
L2,q
+
( r∑
i=1
ai(1⊗ ei), v
)
L2,q
+
( r∑
i=1
ai(1 ⊗ ei
)
,
r∑
i=1
ai(1⊗ ei)
)
L2,q
=
(
v, v
)
L2,q
+
( r∑
i=1
ai(1⊗ ei),
r∑
i=1
ai(1⊗ ei)
)
L2,q
≥ (v, v)
L2,q
.
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(On a utilisé que
(
v, 1⊗ei
)
L2,q
= 0, cela résulte facilement du fait :
(
v, 1⊗ei
)
L2,q
= 1λ1,q
(
∆qv, 1⊗ei
)
L2,q
=
1
λ1,q
(
v,∆q(1⊗ ei)
)
L2,q
= 0).
On a donc, pour p ≤ q :
λ1,p ≤
(
∆pv
′, v′
)
L2,p(
v′, v′
)
L2,p
par (7.14)
≤
(
∆qv
′, v′
)
L2,q(
v′, v′
)
L2,p
par (3.7)
≤ 1
α
(
∆qv
′, v′
)
L2,q(
v′, v′
)
L2,q
par (46)
≤ 1
α
(
∆qv, v
)
L2,q(
v, v
)
L2,q
+
(∑r
i=1 ai1⊗ ei,
∑r
i=1 ai1⊗ ei
)
L2,q
≤ 1
α
(
∆qv, v
)
L2,q(
v, v
)
L2,q
=
1
α
λ1,q,
d’où
λ1,p ≤ 1
α
λ1,q ∀ p ≤ q. (52)
On peut aussi montrer que
λ1,q
λ1,p
≤ α ∀ p ≤ q.
De la même manière que précédemment : Si v est un vecteur propre non nul associé à λp,1 alors il
existe v′ := v +
∑
i ai(1 ⊗ ei) ∈ ker(∆q)⊥ \ {0}. On va avoir que(
∆pv
′, v′
)
L2,p
=
(
∆pv, v
)
L2,p
= λ1,p
(
v, v
)
L2,p
,
et (
v′, v′
)
L2,p
≥ (v, v)
L2,p
.
Donc
λ1,q ≤
(
∆qv
′, v′
)
L2,q(
v′, v′
)
L2,q
(7.14)
≤ 1
α
(
∆pv
′, v′
)
L2,p(
v′, v′
)
L2,p
, de (47)
≤ 1
α
(
∆pv, v
)
L2,p(
v, v
)
L2,p
≤ 1
α
λ1,p.
Par suite
λ1,q ≤ 1
α
λ1,p ∀ p ≤ q. (53)
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De (52) et (53), on a
α ≤ λ1,q
λ1,p
≤ 1
α
∀ p ≤ q.
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