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Chapter 0
Introduction
This dissertation does not fit well into the traditional understanding of disciplines
and departments in the university. It does not fit well into Computer Science be-
cause, even though computers and computational methods are an indispensible part
of the study, its primary goal is not to build a better computer or a better com-
putational method. It also does not fit well into the newer field of Computational
Linguistics because, even though it makes extensive use of computational linguistic
theory and methods, it, again, does not set out to build a better method or to
discover something new about an existing natural language. And it does not fit
well into Theology because the methods that I use in this dissertation do not fit
into the traditional Theological repertoire and, thus, are foreign and difficult to un-
derstand and to judge for most who have learned the traditional research methods
used in Theology. So, in essence, this dissertation lies somewhere on the border
between these three different disciplines. What that means is that there are very
few people in academia today who could critically assess every individual part of this
dissertation. A computer scientist could look at the programs that I have written
and judge them according to their efficiency in terms of time to run and memory
usage. A computational linguist could look at the methods that I use and judge
them according to whether they are appropriate for the task I set out to accomplish
and whether I have applied them correctly. And a theologian could look at the
problems that I take up and judge whether they are interesting and whether my
reading of the evidence and the answers that I offer are appropriate.
Having said all of that, however, it is actually quite clear that this disserta-
tion is about Theology; the questions that are asked arise from current problems
in Theology; the way I read the evidence that is returned by the computational
methods is informed both by the methods of reading texts in Theology and by the
knowledge gained from many years of reading these texts; and finally, and most im-
portantly, the answers that I propose to these theological questions center around
understanding the religious communities that produced the texts under investiga-
tion, both in theological and historical terms. These are not the types of answers
one expects from a Computer Science or a Computational Linguistics study. But
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they are precisely the answers one wishes to see from a Theology dissertation.
So Theology it is. But it is a study that belongs in the Terra Incognita of
not only Theology, but of the Humanities in general. The field of Computational
Linguistics has been applying computers to the study of language for decades and it
has made great progress in the development of methods that can efficiently analyze
large quantities of textual data, returning linguistic insights that would have taken
years to reach previously, if they would have been attainable at all. But these
insights, as befits a field with the word “linguistics” in its name, have been almost
exclusively on the linguistic level. The purpose of any field of linguistics is to help
understand how language works, and Computational Linguistics shares this purpose.
But in Theology, and indeed in most Humanities disciplines, the purpose of study
is to extract meaning from the object of study, and this most often from texts.1 So
while Computational Linguistics and Theology both focus on textual evidence, the
type of information each seeks to extract from this evidence is quite different.
So why is this study Terra Incognita? Because it is using the methods of Compu-
tational Linguistics to extract information that can be used to answer the historical
and theological questions that belong in theology. The methods of Computational
Linguistics, and especially those that deal with semantics, provide a treasure trove
of possibilities to bring new evidence to bear on established questions in almost any
field of the Humanities. After all, if our purpose in studying our texts is to extract
some kind of meaning from them, then any method that can help us to understand
the words in our texts should be welcome in our own methodological toolboxes. But
they have not been. In the nearly five years I have been working on this dissertation
I have not come upon any study that uses the methods of computational semantics
to extract any type of meaning from the texts under investigation. None! And time
and again I have lamented this fact as I have looked for guidance about how to
move forward with this study in the literature and have repeatedly come up empty.
Trying something out for the first time can be very exciting but it can also be very
frustrating.2
But this role as computational pioneer is one that is not unfamiliar to Theology.
In fact, the field of Digital Humanities, which is the name typically given to this
marriage of Humanities questions and computational methods, is widely acknowl-
edged to have begun in Theology, with the pioneering work Father Roberto Busa
on his Index Thomisticus in the 1940s.3 And again in the early 1980s the CATSS
1. There are, of course, many humanities disciplines that focus on other objects besides text, e.g., Art History
or Musicology. But most Humanities disciplines focus on textual evidence, whether this study be literary, historical,
philosophical, or something else.
2. I discovered very late in my dissertation process the study on collocational analysis done by Matthew Brook
O’Donnell in his book Corpus Linguistics & the Greek of the New Testament (Sheffield Phoenix Press, 2005), pp.
340-354. While this study may have been helpful to me in the early stages of the dissertation, its heavily linguistic as
opposed to exegetical focus and it reliance on untested parameters may have actually made it more misleading than
helpful in this study.
3. See the section on “History” at Wikipedia, Digital humanities — Wikipedia, The Free Encyclopedia, [Online;
accessed 30-March-2016], 2016, https://en.wikipedia.org/w/index.php?title=Digital_humanities&
oldid=710555241.
3project,4 founded by Robert Kraft and Emmanuel Tov at the University of Pennsyl-
vania, was another extremely early foray into digital scholarship in Theology. Even
today, more than 30 years later, CATSS would still count as cutting edge in the
scope of the information it provides. Besides the simple text of the Septuagint
(the Greek Old Testament),5 CATSS makes available “the morphological analysis
of the Greek text,” “the comparison of the texts of the Hebrew Bible and its Greek
translation, resulting in an electronic parallel aligned Hebrew and Greek text,” and
“the recording of published critical variants, resulting in an electronic Greek text,
with encoded variants.”6
But despite what would seem to be a plethora of incredibly useful information
for both early Christian and Jewish studies contained in CATSS, “it is also fair to
say that digital LXX research has not yet fully caught on in the LXX community.”7
It may be, as Garcés asserts, that CATSS was simply ahead of its time and the
scholarly community was not ready to accept it.8 But there are other, perhaps
more pressing reasons why CATSS itself has not found more acceptance in the
scholarly community. First of these is the lack of updates to the texts contained
in the repository. Looking at the parallel Greek/Hebrew files,9 there is only one
file that has been updated since 2005 and 43 of the 46 files were last updated in
1994. Much has changed in technology since that point, not the least of which
being the introduction of the Unicode standard which allows polytonic Greek and
Hebrew texts to be represented in Greek and Hebrew letters. Any scholar wanting
to take advantage of the full power of CATSS would have to convert the beta
code text representations there into Unicode. The second reason, however, is less
apparent but perhaps more important: the licensing problem. If one wants to reuse
the information in CATSS to build better services for digital scholarship, one runs
up against a licensing statement that has not been updated in the last 17 years
and which relies on an outdated understanding of data licensing and technology.10
While this may not appear to be a large problem, it is not clear from this statement
whether one could fairly update, correct, transform, add to, and integrate this
information to make it more useful in the current digital world. Judging by the
frequent reuse of the Greek text of CATSS for online Septuagints, most appear to
believe it acceptable to do these things. But the license as it reads does not make
this clear.
This dissertation uses the Greek text and morphology of CATSS but, unlike the
4. http://ccat.sas.upenn.edu/rak/catss.html
5. Which, by the way, is the source for almost every online Septuagint resource: see under “CCAT, University of
Pennsylvania” at http://www.kalvesmaki.com/LXX/texts.htm
6. Juan Garcés, “The Seventy and their 21st Century Heirs: the Prospects for Digital Septuagint Research,” in
Digital humanities in biblical, early Jewish and early Christian studies, ed. Claire Clivaz (Leiden ; Boston: Brill, 2014),
98.
7. Ibid., 134.
8. Ibid.
9. http://ccat.sas.upenn.edu/gopher/text/religion/biblical/parallel/
10. http://ccat.sas.upenn.edu/gopher/text/religion/biblical/parallel/00.UserDec.txt
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text and morphological information for the Greek New Testament I have used, the
SBLGNT,11 I have not been able to make the transformations and corrections that
I have made on the text available precisely because of this antiquated licence. And
that leads to the final point I would like to make in this introduction: the need for
current scholarship to rely on and enhance open data wherever possible. Ten years
ago Gregory Crane wrote one of the most influential articles in Digital Humanities,
“What Do You Do with a Million Books?”, in which he set out a vision for what
scholars could do with the huge number of texts that were being digitized at the
time. The basic premise upon which Crane’s whole line of thinking was based,
however, is that these books are openly available. If they are not open, that is, if
one cannot read them, transform them, and republish them in these new forms, then
the answer to the question posed in the title of article is “Nothing.” Throughout
this dissertation I have avoided using any source text or information based on these
source texts (e.g., morphological or tree-bank information) that is not freely and
openly available. So even though I cannot republish my transformation of the
CATSS beta code files to Unicode, I can publish the programming script that I
used to do this transformation.12 What this means is that anyone with a little bit
of programming skill could download the texts from CATSS themselves, apply my
conversion script, and have a Unicode version of the Septuagint based on the CATSS
text. And because I have relied on open data and have openly published all of my
code, the results that I have reached can be reproduced by anyone who wishes to
do so. This reliance on complete reproducibility means that there is nothing going
on in the background that the reader cannot follow if they take the time to do so.
The data that I present is data that can be reproduced. The interpretation that I
give to the data after the production is, of course, open to scrutiny and criticism.
But any such criticism should be founded upon the methods that I chose to use or
on the data itself, i.e., on the results of these computational methods.
And this talk of criticism and results brings me back to my dissertation itself. As I
already stated above, this dissertation aims to bring evidence produced by accepted
Computational Linguistic methods to bear in tackling current problems in New
Testament studies. I must stress very strongly at this point that this evidence is in
no way meant to replace or supersede any previous evidence brought to bear on these
questions. The evidence I produce is based on linguistics and is statistical in nature.
That means that it deals with, e.g., all of the evidence in the New Testament at
once in trying to answer the question of how to translate the Greek term ἐκκλησία.
These statistical methods will tend to smooth out the lumps produced by singular
passages that use ἐκκλησία in a way different from the norm. And, thus, traditional
methods that tend to focus on singular passages are a necessary foil to the large-
scale data analysis in this dissertation. Nevertheless, my evidence is brand new
evidence that has never before been considered in these scholarly debates. I believe
that it sheds additional light on these debates and perhaps provides a way forward
11. https://github.com/morphgnt/sblgnt
12. https://github.com/sonofmun/DissProject/blob/master/Data_Production/CCATtoUTF8.py
5in theological discussions that seem to have stagnated.13
But the methods that I propose to use here must first be explained and tested
before they can be accepted and applied. This explanation and testing are the
subject of Chapter 1 and Chapter 2. The explanation of the methods, as will
become clear below, can be found in several other established studies and even
text books on Computational Linguistics and Natural Language Processing. But it
has only been within the last 10 years or so that the usefulness of these methods
for the extraction of semantic information from texts has begun to be supported
through careful experimentation. Such studies, e.g., the two studies from Bullinaria
and Levy that act as the primary blueprint for my own method,14 focus on whether
these methods can extract semantic information, in this case, checking how well
their answers can find word synonyms from a restricted list of words. And, as I
will show in Chapter 1, these studies have proven the ability of these methods to
extract semantic information. My own testing of the methods, however, goes well
beyond what has been done in those previous studies. My testing will ask how
this extracted information compares to what we might expect them to extract, i.e.,
word relationship information similar to that found in a thesaurus or in a semantic
domain lexicon. The purpose of Chapter 2 is to demonstrate that, while these
methods perform quite well at finding the relationships that we ask them to find,
they are not very good at producing these relationships, at least not in the corpora
that I investigate here. That last sentence requires a bit more explanation. When I
say that they can find relationships we ask them to find, that means that if we give
these methods a constrained list of several dozen pairs of synonyms and ask them
to find which words among these dozens or hundreds of words are the synonyms we
want, they can do this quite well. But, if we simply throw data at the methods and
ask them to tell us, from all of the thousands of different words in the text, which
are synonyms, they will return data that is puzzling, at best. This does not in any
way mean that the results returned by these methods are useless. The individual
studies in this dissertation are proof enough of that. The point is that we cannot
assume the type of results that these methods will return simply by looking at
the types of linguistic tests they have performed in the past. And here we see one
primary difference between a Computational Linguistic study and a Theology study:
in Computational Linguistics it is often enough to show that a method returns the
type of information that you claim it does. And they prove this by performing well
on standardized performance tests. In Theology, however, we need to know how
these methods can help us to answer the questions that we have about our texts,
which are not about standardized performance but about meaning. Chapter 2,
then, will destroy some misconceptions about these methods while, at the same
13. This stagnation, I believe, has truly set in for the piίστις Χριστοῦ debate, which is the focus of my final chapter.
14. John A. Bullinaria and Joseph P. Levy, “Extracting Semantic Representations from Word Co-occurrence Statis-
tics: A Computational Study” (2007), https://www.cs.bham.ac.uk/~jxb/PUBS/BRM.pdf; John A. Bullinaria
and Joseph P. Levy, “Extracting Semantic Representations from Word Co-occurrence Statistics: Stop-lists, Stemming
and SVD” (2012), http://www.cs.bham.ac.uk/%20jxb/PUBS/BRM2.pdf.
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time, demonstrating their extreme usefulness in an area that I think is much more
interesting to scholars in Theology than the ability to score well on standardized
multiple choice synonym tests.15
Chapter 3 takes up this new understanding of the abilities of these methods and
applies them to the first theological problem, the translation of the term ἐκκλησία
(normally translated as “church” in the NT) in the New Testament and supports
an understanding, and thus a translation, of this term that relies more on the Old
Testament and Philo than on the later history of Christianity. Chapter 4 takes up
what has perhaps been the major debate in Pauline studies in the last 30 years: the
piίστις Χριστοῦ debate. The evidence I present there supports a position that falls
somewhere in between the two extremes of this debate and is more in line with the
understanding of scholars like Morna Hooker.
And, finally, I would like to add a note about how one might read this disser-
tation. It is, of course, possible to read it from beginning to end and to gain an
excellent understanding of my whole line of thinking by doing so. But, as I have
already stated above, most who will encounter this dissertation will not be able to
engage all parts of it at the critical level. For that reason, different parts of the
dissertation will be of interest to different readers. If one is primarily interested in
the theological problems addressed here, then I would suggest skipping Chapter 1,
which focuses primarily on a detailed explanation of the Computational Linguistic
method chosen for the rest of the study and on the results of parameter testing for
the different corpora I will be dealing with throughout the study. The information
provided starting in Chapter 2, however, is, I think, necessary for a complete un-
derstanding of how I apply these methods in the rest of the dissertation. If one is
more interested in the methods and how I have applied them, then I would suggest
reading Chapter 1 and Chapter 2. The former explains what the methods do and
how one might go about applying the methods to a corpus not already dealt with
in this dissertation while the latter shows the type of information one should expect
to be returned by these methods. So, basically, if one wants to know what these
methods are good for, one should read the first two chapters. It is, of course,
possible to read just a single chapter and still learn a significant amount about the
subject of that chapter. But I think that a true critical assessment of the methods
and results that fill the next 150 pages requires the reader to deal with at least
Chapter 2 and one other chapter. While I think Chapter 2 when read in isolation is
the least helpful of the chapters, it fills the central role in understanding all of the
other chapters and so is, I think, the most important within this dissertation.
And so, having concluded the necessary preliminary remarks about the place-
ment, purpose, and structure of this dissertation, it is now time to get on to the
meat of the study.
15. Like that for the Test of English as a Foreign Language (TOEFL), which is normally used to benchmark methods
for semantic information extraction.
Chapter 1
Automatic Extraction of
Semantic Information:
Method
1.1 Theory: Distributional Semantics and Word
Context
The method I am using to extract semantic information from the biblical corpora
is based on the work of the linguist Zellig Harris. In his 1954 article “Distributional
Structure”,1 he asserted that words demonstrate their meanings in texts by means
of the words that occur around them.2 His hypothesis has come to be called the
distributional hypothesis based on the name that he gave the contexts in which
words tend to occur, i.e., their “distributions”. The most developed expression of
this hypothesis came in a series of lectures he did in 1986 in which he stated, “The
most precise way of determining a word’s meaning is by investigating the meanings
of the words that occur along with that word.”3 Harris’ theory has wide-ranging
applications, and is the basis for the field of statistical semantics, i.e., the “statistical
study of meanings of words and their frequency and order of recurrence.”4 According
to the Association for Computational Linguistics Wiki page, statistical semantics is
used, among other things, for “measuring the similarity in word meanings, measuring
the cohesiveness of text, discovering the different senses of words, distinguishing the
different senses of words, subcognitive aspects of words, and distinguishing praise
1. Zellig Harris, “Distributional Structure,” Word 10, no. 23 (1954): 146–162.
2. See especially section 2 of this article, “Distribution and meaning,” ibid., 151–8.
3. Zellig Harris, How Words Carry Meaning, Lecture, Columbia University, 1986, http://www.ircs.upenn.edu/
zellig/3_2.mp3.
4. E. Delavenay, An Introduction to Machine Translation (New York, NY: Thames / Hudson, 1960).
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from criticism.”5 In addition, in its role in word-sense disambiguation (“distinguishing
the different senses of words”), the distributional hypothesis fills an important role
in Warren Weaver’s highly influential vision of machine translation published in
1955. When speaking of the problem of how to tell how a polysemic word should
be translated, Weaver writes this would be impossible, even for a human, if the
reader encountered only that one word without context. “But,” he writes, “if one
lengthens the slit in the opaque mask, until one can see not only the central word
in question, but also say N words on either side, then if N is large enough one can
unambiguously decide the meaning of the central word.”6 That is, we should be
able to easily determine the meaning of a word if we look at the context in which
it occurs.
Coming back to Harris’ statement that the meaning of a word is determined
by the meanings of the words around it, this statement makes perfect sense if
we think about how native speakers of a language deal with words they have never
encountered. For instance, if a native speaker of English saw the following sentence,
“They built a frack to their god,” that speaker would have a good idea of the
meaning of frack even if they had never encountered it before. A frack is something
that one builds to a god and thus would be classified as being similar to a temple or
an altar, which could be substituted for frack in this sentence without it becoming
nonsensical. And if the reader were to see frack in a text several more times, each
occurrence would enrich the meaning of frack. For instance, if the next sentence
were, “They poured the blood of their sacrifice on the frack,” the reader would
know that its meaning is probably closer to altar than to temple because it belongs
to those things upon which things are poured after a sacrifice.7
In this vein, Harris observes that “a person’s store of meanings grows and
changes through the years while his language remains fairly intact.”8 From a distri-
butional standpoint, this means that as we encounter known words in new contexts,
i.e., new distributions, our understanding of the meanings of those words changes
slightly to fit the newly encountered context. And while the import of this is obvi-
ous in language learning, i.e., the more one encounters a language, the better one
knows the language, it is also the basic assumption of the computational method
put forth here. That is, if we set a computer up to encounter and learn from enough
word contexts, the computer will be able to start building a distributional, semantic
profile of the word, which will, at least to some extent, represent the meaning of
that word.9 And the more contexts the computer encounters, the better this profile,
5. Statistical Semantics (May 2010), accessed June 5, 2014, http://www.aclweb.org/aclwiki/index.php?
title=Statistical_Semantics.
6. Warren Weaver, “Translation” (1955), accessed October 30, 2013, http://www.mt-archive.info/Weaver-
1949.pdf.
7. Eugene A. Nida, Componential Analysis of Meaning (The Hague: Mouton, 1975), See also the widely used
example of tezgüino in.
8. Harris, “Distributional Structure,” 151.
9. The exploration of the extent to which these methods produce a representation of a word’s meaning is the
subject of the investigation in Chapter 2
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and thus the semantic representation, will be.
And, finally, one last citation from Harris adds the last bit of theoretical informa-
tion needed for this study: “If we consider words or morphemes A and B to be more
different in meaning than A and C, then we will often find that the distributions
of A and B are more different than the distributions of A and C. In other words,
difference of meaning correlates with difference of distribution.”10 This means that
one can compare the distributional profiles (see Section 1.2 below for a discussion
of this term) of two different words to measure the similarity in meaning of the two
words. It is upon this statement that the method used in this study rests. That is,
by first building distributional profiles of the words in a corpus, which are based on
their co-occurrence patterns (i.e., their distributions), and then comparing the pro-
files of words within and between corpora, we will achieve a better understanding of
how similar and how different words are. For instance, if the profiles of θεός (God)
and κύριος (lord) in the Septuagint are similar, then we should expect the meanings
of these two words to be similar. On the other hand, if the profile of θεός in the
Septuagint is significantly different from that of θεός in the New Testament, then
this is an indication that the meaning of θεός has shifted between the Septuagint
and the New Testament.
1.2 Vocabulary Discussion
Before beginning a technical discussion of the methodology to be used here, I
should briefly explain some of the vocabulary I will be using in this discussion and
throughout the dissertation. First is the term lemma (plural lemmata) vs. inflected
form. The lemma of a word is its base form that one typically finds as its dictionary
head word, thus it is also often called the dictionary form or the uninflected form of
the word. An example in Greek would be the verb piιστεύω or piιστεύειν, depending
on whether one uses the present, active, indicative, 1st person singular form or the
present, active, infinitive form to represent the lemma. Besides the lemmatized
form of a word we could also see the inflected form of the word. This is the word
as it appears in typical usage with all morphological information present in its form,
e.g., the person and number of a verb. An example would be piιστεύετε, which is
the present, active, indicative, 2nd person plural form of piιστεύω. The inflected
forms of words are those that typically appear in regular usage and typically require
some sort of transformation to appear as lemmata.
A vector as I will use the term in this dissertation is an ordered series of numbers
where each number represents the value for a certain category. So, for instance, if
I were counting the number of male and female students in a university seminar, I
might represent the results as a vector with two values, the first representing the
number of males and the second the number of females
(
8 10
)
. A matrix (plural
matrices) is a series of vectors, each of which represents the same data ordered
10. Harris, “Distributional Structure,” 156.
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in the same way. So if we wanted to represent the number of male and female
students in two different university seminars together, we would have something
like this:
(
8 10
10 6
)
. The vectors are shown one on top of the other, so the first line
of the matrix represents the first seminar while the second represents the second
seminar. And the vectors have their values ordered in the same way, i.e., the first
number represents the number of male students and the second the number of
female students. Whenever I present vectors or matrices in this dissertation, they
will always have the values labelled and be represented in the form of a table. I will
still often refer to these as vectors or matrices, so it is important to understand the
terminology.
The mean, which in this dissertation will always be the “arithmetic mean”, is
“the sum of the sampled values divided by the number of items in the sample.”11
I will often refer to the mean of a group of numbers as that group’s average. If,
then, we wanted to know the mean or average number of female students in the two
seminars named above, we would add together (sum) the number of female students
from seminar one (10) and the number from seminar 2 (6) and divide by the number
of items, i.e., the number of seminars, so 2. That would make the mean 10+62 = 8.
The variance, to which I never refer in this dissertation but which is important for
understanding standard deviation, is the “average of the squared distances from
the mean.”12 A continuation of our example will explain. First, we need to find the
distance of each number from the mean. In the example above, the mean number
of female students in a seminar is 8. The first seminar has 10 female students, so its
distance from the mean is 2 (10-8), the second seminar has only 6, so its distance
from the mean is -2 (6-8). We then square each of these numbers and get 22 = 4
for the first seminar and −22 = 4 for the second seminar. Now we find the mean of
these two squared distances: 4+42 = 4. So the variance for this vector is 4. Now with
variance out of the way, we can move on to standard deviation, a concept that will
be used extensively in this dissertation. Standard deviation is simply “a measure of
how spread out numbers are.”13 A vector where the numbers are all very similar will
have a small standard deviation while a vector where the numbers vary widely will
have a large standard deviation. Standard deviation, also often represented with the
Greek letter σ or the abbreviation “STD”, is calculated by taking the square root
of the variance. So, continuing our example, the standard deviation of our vector
representing the number of female students in each seminar would be
√
4 = 2. If,
however, we wanted to calculate the standard deviation for the number of male
students in the two seminars we would first find the mean (8+102 = 9), then the
variance ( (8−9)2+(10−9)22 = 1), and, finally, the standard deviation (
√
1 = 1). Notice
that the standard deviation for the male students vector is smaller than that for the
11. Wikipedia, Mean — Wikipedia, The Free Encyclopedia, [Online; accessed 22-March-2016], 2016, https://
en.wikipedia.org/w/index.php?title=Mean&oldid=709965378.
12. Rod Pierce, "Standard Deviation and Variance" Math Is Fun, [Online; accessed 22-March-2016], http://www.
mathsisfun.com/data/standard-deviation.html.
13. Ibid.
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female students vector. This is because the values in the male students vector (8
& 10) vary less than those of the female students vector (10 & 6). And, finally,
the standard score measures the number of standard deviations a single value in
a vector is from the mean of that vector. The standard score, which can also be
called the z-score, is calculated by subtracting the mean of the vector from the
value in question and then dividing the result by the standard deviation. So, to
continue with our example, the standard score for the number of female students
in seminar 1 (10 female students) is 10(value)−8(mean)2(σ) = 1. I will use the standard
score throughout this dissertation to standardize how far a score in a vector is away
from the mean. It is useful for this because it allows one to compare the results
from two different vectors or matrices that might have widely differing mean values
and widely different variances and standard deviations. For an application of the
standard score, see the discussion surrounding Figure 1.1 and Figure 1.2 below.
In what follows, I will refer to the word whose meaning I am trying to determine
as the target word. The words that occur within a certain context of this target
word are the co-occurrents. And the context in which I will look for these co-
occurrents is called the context window, the size of which is the context window
size. And, finally, the information I will be extracting for each word based on its
co-occurrents I will call the distributional profile of every word. To put all of that
information together, by analyzing the co-occurrents for every target word within a
certain window, I will calculate a distributional profile for every target word which
will serve as a computational picture of the semantics of that target word. Another
way to refer to the distributional profile of a word is its distributional vector. So, if
count the number of times each word occurs in the sentence “In linear algebra, a
vector is simply a sequence of values with a certain length”, we will have a vector of
values representing that sentence. That vector would be (1 1 1 3 1 1 1 1 1 1 1 1 1).
And if we label the values, as we do in Table 1.1 page 12, then this vector becomes
a tables that also makes sense to the human reader. So the distributional profiles I
will create in this study will always be labelled vectors representing, as I will discuss
below, raw co-occurrence counts, significance measure scores, or similarity scores.
Now that I have defined the basic terms that I will be using in this dissertation
I can move on to the discussion of the computational methods I will be applying.
There will be other terms defined in the dissertation, but their explanation is better
left to the point at which they are introduced than here.
1.3 Previous Results
Before beginning a description of the methodology to be used here, it is important
to point out previous studies that have shown the usefulness of the methods pre-
sented here for extracting semantic information from large text corpora. Primary
among these studies are two studies by John Bullinaria and Joseph Levy, one in
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Table 1.1: Sample labelled sentence vector
Word # of occurrences
In 1
linear 1
algebra 1
a 3
vector 1
is 1
simply 1
sequence 1
of 1
values 1
with 1
certain 1
length 1
200714 and one in 2012.15 Bullinaria and Levy, in both of these studies, used the
method described here of counting word co-occurrences, measuring the significance
of these co-occurrence counts, and then determining the similarity of the result-
ing distributional vectors to complete three rather difficult tasks that have a direct
bearing on what I am doing in this dissertation. The first of these tasks was the
synonym test of the standardized Test of English as a Foreign Language (TOEFL).
This test gives a single word and a list of four synonym possibilities. The test-
taker must then select the correct synonym from the 4 possibilities. In their 2007
study, Bullinaria and Levy were able to score 85% correct on this test,16 while the
addition of singular value decomposition (SVD) in the 2012 study allowed them to
score nearly 100% on this test.17 The second task was similar to the first, one they
named “Distance Comparison”.18 In this task, they chose 200 pairs of “semantically
related words (e.g., ‘king’ and ‘queen’, ‘concept’ and ‘thought’,...)”, introduced 10
other random words to each of these pairs, and then computed “the percentage of
the control words that are further from the target than its related word.”19 So if
their methods determined that “king” and “queen” were the closest two words in
that group of twelve words, the score would be 100% for that cluster. In their 2007
14. Bullinaria and Levy, “A Computational Study.”
15. Bullinaria and Levy, “Stop-lists, Stemming and SVD.”
16. Bullinaria and Levy, “A Computational Study,” 13.
17. Bullinaria and Levy, “Stop-lists, Stemming and SVD,” 14.
18. Ibid., 4.
19. Ibid.
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study, they scored approximately 98% on this test20 and in 2012 nearly 100%.21 The
third test, which is very similar to the test that I will use below, they call “Semantic
Categorization”.22 In this test, they took “ten words from each of 53 semantic cat-
egories (e.g., cities, flowers, insects, vegetables, dances)” and then calculated how
often their methods put each of these words closer to its own category than any of
the other 52 categories.23 In 2007 they scored about 80% on this test and in 2012
about 90%.
These are all very impressive scores, with Bullinaria and Levy asserting that their
methods “provide new state-of-the-art performance”24 on the TOEFL synonym
test. And if one looks at the list of performances on the TOEFL test at the
Association for Computational Linguistics Wiki page, one sees that theirs is the
highest published performance on this test.25 These two studies demonstrate the
ability of the methods tested below to extract usable semantic information from
large corpora. Further, studies by Landauer and Dumais26 and Turney et al.27 have
also demonstrated the usefulness of this basic methodology. And, as mentioned
above in the previous section, this is also the method described by Jurafsky and
Martin in their textbook Speech and Language Processing. I feel quite confident,
then, in choosing these same methods for the studies in this dissertation.
So, we can see that distributional semantics offers a promising way into the
computational comparison of corpora on the basis of word meaning. I should also
point out that the method described in this chapter and used throughout this study
is essentially the method described in Jurafsky and Martin’s Speech and Language
Processing.28 As such, my explanation will follow their order of explanation of 1)
“Defining a Word’s Co-Occurrence Vectors” (my Chapter 1.4 - Determining Context
Windows), 2) “Measuring Association with Context” (my Chapter 1.5 - Determining
Significant Co-occurrence), and 3) “Defining Similarity Between Two Vectors” (my
Chapter 1.6 - Comparing Words).
20. Bullinaria and Levy, “A Computational Study,” 13.
21. Bullinaria and Levy, “Stop-lists, Stemming and SVD,” 14.
22. Ibid., 4-5.
23. Ibid.
24. Ibid., 1.
25. “TOEFL Synonym Questions (State of the art),” The Wiki of the Association for Computational Linguistics,
October 29, 2015.
26. Thomas K. Landauer and Susan T. Dumais, “A solution to Plato’s problem: The latent semantic analysis
theory of acquisition, induction, and representation of knowledge.” [in en], Psychological Review 104, no. 2 (1997):
211–240, issn: 1939-1471, 0033-295X, accessed November 18, 2015, doi:10.1037/0033- 295X.104.2.211,
http://doi.apa.org/getdoi.cfm?doi=10.1037/0033-295X.104.2.211.
27. Peter D. Turney et al., “Combining Independent Modules to Solve Multiple-choice Synonym and Analogy
Problems,” CoRR cs.CL/0309035 (2003), http://arxiv.org/abs/cs.CL/0309035.
28. Daniel Jurafsky and James H. Martin, Speech and Language Processing: An Introduction to Natural Language
Processing, Computational Linguistics, and Speech Recognition, Second Edition, Prentice Hall Series in Artificial
Intelligence (Upper Saddle River, NJ: Pearson Education, 2009), 693–701, isbn: 0-13-504196-1.
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1.4 Determining Context Windows
The first step in Jurafsky’s and Martin’s process, “Defining a Word’s Co-Occurrence
Vectors,” starts from the assumption of the distributional hypothesis that the mean-
ing of a word is communicated through its contexts, its distributions. So in order
to discover its meaning, we need to define its distributions. But that simply raises
the next question: what is the context of a word? What units should we use to
define context? Jurafsky and Martin cite studies that have found window sizes
ranging from one to five hundred words to work best.29 This is a huge range, where
the correct choice of window size depends not only on the size and nature of your
corpus but also the questions you are asking and the type of information you are
trying to extract.
Our only recourse is to discover from the texts themselves what the best param-
eters are. That is, we need to ask the text what its assumptions for readers/hearers
are and then use the same assumptions as a guide. In order to do this, the present
study will include a purely experimental part in which the best parameters for the
biblical corpus, as well as for the other corpora used in this dissertation, are tested.
This experimental method will be described in section 1.7 below. At this point, it
suffices to say that this same method will be used to determine not only the best
window size and type (weighted or not), but also the best algorithms for statistical
significance and word comparison, the next two points discussed in chapters 1.5 and
1.6 below. Also, the different ways of counting and weighting the co-occurrents
will be discussed in the experimental section below. So while one can and should
consider the effects of the different window sizes and, after one has chosen the best
window size through testing, the implications of the window size chosen, the best
answer will always depend on the characteristics of the corpus and the questions
being asked.
Coming back to the problem of window size, we should consider the different
possible window sizes, their advantages, disadvantages, and implications before we
move to the testing section. Doing this will put us on more solid ground when we
interpret the results of our tests. Let’s start with the theoretical considerations.
The linguist John Sinclair makes a strong case for the sentence being the basic unit
of meaning. He asserts, “The text is the sentence that is in front of us when an
act of reading is in progress. Each sentence then is a new beginning to the text.”30
According to Sinclair, as each sentence is read and processed, it is integrated into
the reader’s previous knowledge and thus becomes the context in which the next
text, i.e., the next sentence, is read. This would suggest that, if we were dealing
with human readers, the unit of meaning that we should use to define the context
of a word is the sentence.
29. Jurafsky and Martin, Speech and Language Processing: An Introduction to Natural Language Processing,
Computational Linguistics, and Speech Recognition, 693.
30. John Sinclair, “Trust the Text,” in Trust the Text: Language, Corpus and Discourse, ed. John Sinclair and
Ronald Carter (London: Routledge, 2004), 14.
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But Harris remarks that sentences in a single discourse are dependent on each
other, with the use of pronouns being simply the most obvious source of depen-
dence.31 Similarly, O’Donnell writes that “elements of discourse often function
across large spans of text and are clearly not limited or constrained by orthographic
boundaries.”32 And, if we read the above quote from Sinclair again, we see that
even in Sinclair’s theory, a sentence in a text is not independent of the rest of the
text. It is related in that it is integrated by the reader into the context of the text
in which it is read. A computer, however, cannot do this. If we were to consider
only the words in the same sentence as semantic indicators, the only way the words
of one sentence might bear on the words of the next for a computer is if they
are related in some other way besides proximity, e.g., by the sentences sharing the
same words. So, for instance, if two adjoining sentences in a text shared three of
the same words, a computer would use one sentence in the interpretation of the
other inasmuch as the context of each sentence would bear on the meanings of
the words in those sentences. So the contexts of the shared words would include
both sentences. But if the adjoining sentences shared no words, then they would be
considered completely independent by the computer. And this is almost certainly
not the case. Therefore, computationally it makes more sense to choose a context
that can straddle sentence boundaries in order to relate words that are certainly
semantically related in the text but do not belong to the same sentence.
When one considers these observations, it would appear that a window of fixed
size would be better than using sentences. But what is the optimal size? A 2007
study by Bullinaria and Levy investigating the optimal parameters for extracting
semantic information from corpora suggested that the best window size for smaller
corpora is between 4 and 8 words to the right and the left.33 But the differences
between modern English and ancient Greek and between the size of their corpus
(4.6M words) and our corpora (ranging from around 130,000 words to around 1
million words) make one wonder about the applicability of their findings to our
corpora. For one, the morphological complexity of Greek as compared to English,
and especially the Greek case system, allow Greek a much freer sentence structure
than English. And, despite the simpler structure of the biblical Koine dialect, this
means that the related words within and between sentences can be farther apart
than they can be in English. And the effects of the reduction in corpus size from
their test corpus to our corpus is also unclear. All of these things, however, should
lead us to expect that a larger window size might be better.
But, if I might be allowed to complicate the matter even more, one should also
consider that Bullinaria and Levy focused exclusively on written texts, excluding
the 10 million words of spoken English from the British National Corpus in their
31. Harris, “Distributional Structure,” 157-158.
32. Matthew Brook O’Donnell, Corpus linguistics and the Greek of the New Testament, New Testament mono-
graphs 6 (Sheffield: Sheffield Phoenix Press, 2005), 347, isbn: 978-1-905048-11-3.
33. Bullinaria and Levy, “A Computational Study,” 20-21.
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study.34 The biblical texts, on the other hand, were almost certainly dictated for
composition and were meant to be read aloud and to be understood by listeners,
not by readers. How does the fact that we are dealing essentially with a spoken
text as opposed to a written one affect the proper range (i.e., window size) for
a word’s semantic reach? Even studies showing that there are restrictions of the
human short-term memory,35 which would limit the number of words that a listener
could use to interpret a target word, should be taken with a grain of salt. We are,
after all, dealing with a society that was much more oral than our own and, thus,
had most likely developed strategies to deal with larger semantic chunks than the
modern Western mind.
The essential problem that we are facing is that we know very little about how
the minds of the contemporary hearers of the biblical text processed these texts.
And there have been no studies about automatic extraction of semantic information
from ancient Greek corpora, whether meant to be read or heard. So, as we stated at
the outset of this section, we are thrown back to asking our corpus what it expected
of its original hearers, using the evidence we extract to guide our further inquiries.
I will conduct testing for window size in chapter 1.7 below.
1.5 Determining Significant Co-occurrence
Once we have determined the co-occurrents within a given window for each target
word, we have the most important piece of information for determining the distri-
butional profile of each of these target words. If, however, we consider the raw
co-occurrence counts, we will see that the task of determining the significance of
these numbers is quite complex. To demonstrate this, we can look at the counts
for the co-occurrents for every target word in the New Testament in an unweighted
context window of 12 words to the left and 12 words to the right.36 If we consider
the three most frequent co-occurrents for the ten most frequent content words in
the New Testament, we get the list in Table 1.2 on page 17. Of the 30 possible
co-occurrents that we could see in this list, we have only three (αὐτός (he, she, it,
they), καί (and), ὁ (the)) and these three occur in exactly the same order for each
of these ten words. To extend this observation even further, of the 5,445 unique
lemmata in the New Testament, αὐτός, καί, ὁ are the top three co-occurrents in
some order for 1,236 words, that is 22.7%. And at least one of these words is in the
top three co-occurrents for 5,274 words, 96.9% of the words in the NT. This should
not surprise us since almost one-quarter of all words in the New Testament (33,798
of 137,554) are either αὐτός, καί, or ὁ. The problem, however, is not that this is
34. Bullinaria and Levy, “A Computational Study,” 3.
35. Nelson Cowan, “The magical number 4 in short-term memory: A reconsideration of mental storage capacity,”
Behavioral and Brain Sciences 24, no. 01 (2001): 87–114, issn: 1469-1825, doi:10.1017/S0140525X01003922,
http://journals.cambridge.org/article_S0140525X01003922.
36. These parameters, as I will show below in section 1.7, are the optimal parameters for dealing with the lemmatized
text of the New Testament.
1.5. DETERMINING SIGNIFICANT CO-OCCURRENCE 17
unexpected but, instead, that these three words tell us very little about the target
words with which they co-occur, i.e., they are not significant for the task at hand.
They co-occur most frequently with almost every word simply because they are the
most frequently occurring words. What we need is a way to lessen the impact of
these frequently occurring words on the resulting distributional profiles.
Table 1.2: NT 10 most frequent words, 3 most frequent co-occurrents
Target Word #1Co-occurrent
#2
Co-occurrent
#3
Co-occurrent
piοιέω (to do) ὁ καί αὐτός
ἔρχομαι (to come) ὁ καί αὐτός
ἵνα (in order to) ὁ καί αὐτός
γίνομαι (to become) ὁ καί αὐτός
ἔχω (to have) ὁ καί αὐτός
κύριος (lord) ὁ καί αὐτός
᾿Ιησοῦς (Jesus) ὁ καί αὐτός
piᾶς (all, every) ὁ καί αὐτός
θεός(God) ὁ καί αὐτός
λέγω (to say) ὁ καί αὐτός
Jacqueline Léon, in her article “Meaning by Collocation: the Firthian Filiation of
Corpus Linguistics,” points us towards the answer we need. She writes, “Significant
collocation is regular collocation between two items, such that they co-occur more
often than their respective frequencies.”37 That is, co-occurrence (what Léon calls
collocation) is significant when it happens more often than we would expect. Before
I discuss the possible methods to measure this significance, an example will help
to clarify both the problem and the solution. In the New Testament, the word ὁ
occurs, on average, once every seven words. The word κύριος, on the other hand,
occurs only once every 200 words. But if we look at how often these two words
co-occur within a 12-word-left and 12-word-right unweighted context window of
᾿Ιησοῦς, we find that ὁ occurs once every six co-occurrences, so slightly more often
than one would expect (16% more often), whereas κύριος occurs once every 10
co-occurrences, or 20-times as often as we would expect. From these numbers, we
recognize that the co-occurrence of κύριος with ᾿Ιησοῦς is more significant than
ὁ with ᾿Ιησοῦς. We could say that ᾿Ιησοῦς attracts κύριος much more than it
attracts ὁ. And this information simply supports what we already know about
these three words, i.e., that the word ‘lord’ gives us much more insight into how
Jesus is portrayed in the New Testament than does the word ‘the’.
When we consider how to determine the significance of the co-occurrence of
one word with another, we will consider two possible algorithms. The first is the
37. Jacqueline Léon, “Meaning by Collocation: the Firthian Filiation of Corpus Linguistics” (2007), http://htl.
linguist.univ-paris-diderot.fr/leon/firth2007pdf.pdf.
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pointwise mutual information metric, which Bullinaria and Levy found to be the
best in their study.38 This is a fairly straightforward metric that computes the ac-
tual probability that two words co-occur, represented by P (t, c), where t represents
the target word and c represents the co-occurrent, and compares it to the expected
probability that the two would co-occur by chance, which is found by multiplying
the probability of the target word with that of the co-occurrent, i.e., P (t)P (c).
This expected probability is based on the assumption that the two words are in-
dependent of each other. The ratio, then, tells us the relationship between actual
co-occurrences and chance, so that a higher number means that it is less likely that
the actual co-occurrences happen by chance. This ratio is represented as:
PMI(t, c) = log2
 P (t, c)
P (t)P (c)

If we apply this formula to our examples above of ᾿Ιησοῦς with ὁ and κύριος, we
come up with the following:39
PMI(᾿Ιησοῦς,ὁ) = log2
 0.1549
0.0009373
 ≈ 0.1077
and
PMI(᾿Ιησοῦς,κύριος) = log2
 0.0107
0.0000337
 ≈ 1.0560
So we see that, according to pointwise mutual information, the significance of the
co-occurrences of ᾿Ιησοῦς and κύριος is about 10 times as great as that for ᾿Ιησοῦς
and ὁ.
However, Chris Manning and Hinrich Schütze, who devote a whole chapter of
their book Foundations of Natural Language Processing to the problem of statisti-
cally weighting co-occurrence data,40 conclude that pointwise mutual information is
less useful for judging the significance of co-occurrents than several other methods
they surveyed. In fact, of all the measures that they discuss, they conclude that the
log-likelihood ratio is of the most use in the discovery of interesting co-occurrents.41
The primary advantage of the log-likelihood ratio is its ability to deal with sparse
data, such as we constantly encounter when dealing with language data. The best
way to illustrate the basic idea is to break the algorithm down into its constituent
parts.42 At the highest level, the algorithm compares the hypothesis of independence
(Hypothesis 1) with the hypothesis of dependence (Hypothesis 2). But instead of
simply determining the ratio between the actual and expected frequencies, as PMI
38. Bullinaria and Levy, “Extracting Semantic Representations from Word Co-Occurrence Statistics: A Computa-
tional Study,” 10.
39. See Appendix B.1, page 141 for the actual calculations.
40. Chris Manning and Hinrich Schütze, Foundations of Statistical Natural Language Processing (Cambridge, MA:
MIT Press, 1999), 151–189. Chapter 5.
41. The use of the log-likelihood ratio for calculating significant co-occurrence was first described by Ted Dunning,
“Accurate methods for the statistics of surprise and coincidence,” Computational Linguistics 19 (1993): 61–74.
42. See Manning and Schütze, Foundations of Statistical Natural Language Processing, 172–173 for more informa-
tion.
1.6. COMPARING WORDS 19
does, log-likelihood actually computes a score for independence and for dependence.
That is, it computes how much the observed data resembles what we would ex-
pect to see if the two words were completely independent or completely dependent.
Then, only after computing these likelihoods of independence and dependence does
it then compare the two, computing a ratio of independence to dependence. A
more technical explanation, along with example calculations for the log-likelihood
ratio can be found in appendix B.1 below.
Now, if we apply the log-likelihood ratio to the case of ᾿Ιησοῦς with ὁ and κύριος
for PMI discussed on page 18 above, we get the following values:
LL(᾿Ιησοῦς,ὁ) ≈ 21.3779
LL(᾿Ιησοῦς,κύριος) ≈ 99.9028
This means that, according to log-likelihood, the co-occurrences of ᾿Ιησοῦς and
κύριος are about 5 times more significant than those of ᾿Ιησοῦς and ὁ. If we compare
this number to the result that we calculated for PMI on page 18, we notice that PMI
weights the difference in the relationship between the two co-occurrents as about
two times greater than the log-likelihood ratio does. And while, semantically, we
would always choose κύριος as more important to ᾿Ιησοῦς than ὁ is, this increase in
the significance ratio probably comes from the syntactic importance of ὁ to ᾿Ιησοῦς.
As a noun, ᾿Ιησοῦς will attract ὁ very strongly since nouns almost always appear
with the definite article in biblical Greek, so we should expect a strong attraction
between ὁ and any noun. So even though the importance of ὁ to ᾿Ιησοῦς tells us
little about the semantics of ᾿Ιησοῦς, it tells us something very important about its
syntax.
For this isolated example, then, we see that PMI returns better results for the
exploration of semantics, showing a greater preference for semantic rather than
syntactic dependence in our example words. But, as mentioned above, the log-
likelihood ratio should, theoretically, work better for sparse data. Since both algo-
rithms have been used successfully for extracting semantic information from texts,
we will explore both of them in the parameter testing section below, chapter 1.7.
1.6 Comparing Words
The results of the step described in chapter 1.5 of determining the significance of the
co-occurrence of every word in our corpus with every other word is a distributional
profile of every word, i.e., an vector consisting of values that represent the strength
of a word’s co-occurrence with the other words in the corpus. Table 1.3 on page 20
is an example using the New Testament words that we discussed above on page 21
(see that table for translations).
Even in this small sample of the whole table for the New Testament we see
the difficulty of trying to determine which words are the most similar. Notice, for
instance, that piοιέω and ἔρχομαι share similar values for ἵνα, ἔχω, and λέγω, but
are extremely different in their values for piοιέω, ἔρχομαι, γίνομαι, κύριος, ᾿Ιησοῦς,
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Table 1.3: Log-likelihood ratio with a unweighted context window of 12L-12R.
piοιέω ἔρχομαι ἵνα γίνομαι ἔχω κύριος ᾿Ιησοῦς piᾶς θεός λέγω
piοιέω 111.90 0.50 12.39 15.42 2.21 0.01 1.88 7.43 2.73 21.66
ἔρχομαι 0.50 28.51 11.16 0.16 2.22 0.78 14.18 16.46 46.89 14.69
ἵνα 12.39 11.16 16.07 4.32 21.77 2.99 0.84 10.30 1.71 15.28
γίνομαι 15.42 0.16 4.32 11.99 20.41 1.20 9.28 1.28 2.74 7.37
ἔχω 2.21 2.22 21.76 20.41 140.32 8.39 4.53 5.45 5.94 0.35
κύριος 0.01 0.78 2.99 1.20 8.39 102.47 99.90 5.39 0.26 33.40
᾿Ιησοῦς 1.88 14.18 0.84 9.28 4.53 99.90 0.68 5.99 15.96 143.06
piᾶς 7.43 16.46 10.30 1.28 5.45 5.39 5.99 226.53 9.99 80.87
θεός 2.73 46.89 1.71 2.74 5.94 0.26 15.96 9.99 142.80 49.82
λέγω 21.66 14.69 15.28 7.37 0.35 33.40 143.06 80.87 49.82 91.19
and θεός. Are these two words more similar than, e.g., ᾿Ιησοῦς and θεός, which
have very similar scores for piοιέω, ἵνα, ἔχω, and piᾶς, but very different scores for
ἔρχομαι, κύριος, θεός, and λέγω? And if we include all 5,445 unique lemmata in
the New Testament, then the job of word comparison becomes nearly impossible.
It is for exactly such cases that similarity metrics have been developed. Such
metrics are able to calculate the similarities of large sets of data, as we are dealing
with here. One widely used metric for measuring similarity is the cosine similarity
metric. Bullinaria and Levy, in their 2007 paper, compared the cosine similarity
metric to five other similarity measures on their semantic tasks and concluded that
cosine similarity worked significantly better for semantic information extraction than
did the other metrics.43
The idea behind cosine similarity is quite simple: it compares the matching
values in each array together to the values of the arrays individually. Mathematically,
it looks like this:
CosSim(A,B) =
n∑
i=1
Ai×Bi√
n∑
i=1
(Ai)2×
√
n∑
i=1
(Bi)2
This means that the similarity of two lists, A and B, is found by taking the value for
each member in the first list, multiplying it by the corresponding value in the second
list, and then summing the results of all of these multiplication operations. The
result of this summing operation is the numerator of the cosine similarity equation.
For the denominator, we square every value in list A, sum the results, and then
take the square root of the sum, do the same with list B, and then multiply the
results of these two square-root operations together. This results, as stated above,
with an equation where the numerator is the joint value of the two lists together
and the denominator is the joint value of the two lists separately. The ratio, then,
43. Bullinaria and Levy, “A Computational Study,” 8-11. They actually used the cosine distance metric, but this is
simply 1-cosine similarity (see page 8 for their description of the metrics).
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Table 1.4: Extract from Table 1.3
ἵνα γίνομαι ἔχω
piοιέω 12.39 15.42 2.21
ἔρχομαι 11.16 0.16 2.22
which will be between 0 and 1, is cosine similarity score. If the lists are exactly the
same, the numerator will equal the denominator and the score will be 1. If they are
completely different, then the numerator will be 0, making the value of the whole
equation 0.
Let’s take a very small part of the log-likelihood table above to demonstrate
how this works. We will use the values from Table 1.4 on page 21. With these
values, the cosine similarity formula looks like this:
CosSim(piοιέω, ἔρχομαι) = (12.39× 11.16) + (15.42× 0.16) + (2.21× 2.22)√
12.392 + 15.422 + 2.212 ×√11.162 + 0.162 + 2.222
= 138.2724 + 2.4672 + 4.9062√153.5121 + 237.7764 + 4.8841×√124.5456 + 0.0256 + 4.9284
= 145.6458519.9041× 11.3798
= 0.6430
Table 1.5: NT 10 most frequent words, 3 highest CS scores
Target Word #1 #2 #3
piοιέω (to do) δένδρον καρpiός σαpiρός
ἔρχομαι (to come) θεός ἀpiέρχομαι ὁράω
ἵνα (in order to) ἐάν μή φοβέομαι
γίνομαι (to become) μέγας οὗτος ἵνα
ἔχω (to have) χρεία ἐξουσία χρῖσμα
κύριος (lord) χριστός χάρις ἐγώ
᾿Ιησοῦς (Jesus) χάρις σωτήρ θεός
piᾶς (all, every) ὑpiοτάσσω piερισσεύω piροσκαρτέρησις
θεός(God) χάρις διά ἰησοῦς
λέγω (to say) ἐpiερωτάω αὐτός ρ῾αββί
So using just these three log-likelihood values of piοιέω and ἔρχομαι, we find
that the these two words score 0.6430 of a possible 1.0. Once we apply this cosine
similarity metric to a whole table of significant co-occurrence values, we will get a
cosine similarity value for every word with every other word in a single corpus. This
should result not in a list of synonyms but, instead, in a sort of semantic domain
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map, with words that relate to the same domains being more similar to each other
than words that relate to completely different domains. If we now reconsider the
words that we saw in Table 1.2 on page 17, we can see in Table 1.5 on page 21
that once we have applied a statistical significance measure and cosine similarity to
the data for the word, the results start to look more semantically meaningful. A
fuller explanation of what this means will come below when we compare the results
of our methods with the Louw-Nida New Testament lexicon in chapter 2.2.
But besides using cosine similarity to compare words within a corpus, we can also
use it to compare words between two corpora. It makes the most sense to compare
the same word in each corpus to find out, for example, how similar βασιλεία in
the New Testament is to βασιλεία in the Septuagint. This is simply a matter of
list A being the standardized vector of significance values for the word in the LXX
and list B the standardized of values for the same word in the New Testament.44
In this way, we can investigate which words have changed the most between the
two corpora. I will use this method of corpus comparison in the investigations of
ἐκκλησία in chapter 3 below.
1.7 Determining the Best Parameters
1.7.1 Discussion of Testing Parameters and Algorithm
In the sections above, I mentioned several parameters that need to be tested in
order to determine how best to extract semantic data from our texts, specifically
the type of algorithm to use (log-likelihood ratio or pointwise mutual information)
and the size of the context window. In this section, I will add another parameter
to this discussion: what type of context window to use. In this section, I will first
discuss the reasons for testing this parameter, I will then describe the parameter-
testing method that I will use, and, finally, I will discuss the results of this parameter
testing and what it means for the rest of this study.
The first two parameters, those of window size and significance algorithm, have
been discussed in detail above. For that reason, a few comments on how the tests
will be run will suffice. In terms of the significance algorithm, I have used a slightly
modified version of the pointwise mutual information algorithm, positive pointwise
mutual information or PPMI. I have done this on the basis of Bullinaria’s and Levy’s
findings that PPMI returns significantly better results than pure PMI.45 PPMI is
simply the PMI metric with all negative results set to zero.46
The final parameter that I will test is that of whether to use a weighted or an
unweighted context window. The unweighted context window simply counts a word
44. See the discussion around Figures 1.1 and 1.2 on pages 26 and 27 respectively for an explanation as to why
standardization is important here.
45. See Figure 1, Bullinaria and Levy, “A Computational Study,” 11.
46. The reason for this increase in performance is that negative scores on the PMI metric tend to be less reliable
than positive scores and, thus, results improve when these less reliable scores are ignored by setting them to zero.
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Table 1.6: Unweighted context window
Count 1 1 1 1 0 1 1 1 1 0 0 0
Word The small quick red fox jumped nimbly over the lazy brown dog
Table 1.7: Weighted context window
Count 1 2 3 4 0 4 3 2 1 0 0 0
Word The small quick red fox jumped nimbly over the lazy brown dog
once for each time that it appears within the context window of the target word. A
weighted context window, on the other hand, counts a word more if it occurs closer
to the target word. This weighting tries to capture the intuition that words that
occur closer together are probably more important to each other than words that
occur farther away from each other. A brief example will illustrate this concept.
Let us consider the sentence, ‘The small, quick red fox jumped nimbly over the lazy
brown dog.’ An unweighted, 4-word context window would count the co-occurrents
for the target word ‘fox’ like Table 1.6 on page 23 while a weighted context window
would look like Table 1.7 on page 23.
In the weighted context window, the co-occurrents that are right next to the
target word get counted four times, i.e., the same number of times as the window is
large (4 words), those two places left and right one fewer (3 times), etc., out to the
limit of the context window. This brief example also shows the logic behind using
the weighted window. The three adjectives that describe the ‘fox’ (‘small’, ‘quick’,
and ‘red’) and the verb and adverb that describe the action of the fox (’jumped
quickly over’) are given the most weight while the words describing the dog (’the
lazy brown’) are given very little or no weight. Bullinaria and Levy’s investigation of
the effect of a weighted context window showed that the weighted variety worked
better for any window size larger than 1-left and 1-right, for which weighting makes
no difference.47
So I will test two values apiece for context window type (weighted and un-
weighted) and for the significance algorithm (PPMI and log-likelihood). For window
size, I will begin by testing values between 5-left, 5-right and 100-left, 100-right in
5 word steps, i.e., 5-left, 5-right and then 10-left, 10-right, etc. Once I have located
the range of the maximum values, I will then test a smaller range of window sizes
at 1-word intervals. As discussed above, even though Bullinaria and Levy concluded
that a smaller window size is better for large corpora, their results on a smaller corpus
(4.6 million words) suggested that larger window sizes are better.48 In addition,
as also discussed above, the morphological complexity of biblical Greek makes it
47. Bullinaria and Levy, “A Computational Study,” 13–14. What I am calling a weighted window, they call triangular
in their study. They also tested what they called an ‘offset rectangular’ window, which gives more weight to co-
occurrents that occur farther away from the word. But the poor results this window type gave in their study have
convinced me to not include it in the parameters to be tested.
48. Ibid., 19-21.
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possible for related words to be farther from each other. The large range of window
sizes, then, will ensure that as many factors as possible will be taken into account.
The tests I will perform here will focus first on the lemmatized New Testament,
running all of the tests on this small and very clean corpus to give an idea of what
to expect before moving on to test the other corpora I will use in this dissertation.
The final explanation before coming to the discussion of the results of the pa-
rameter testing is a discussion of the method used for finding the best parameters.
Normally, one tests parameters by comparing results to a known gold standard,
i.e., one knows what the answers should be and one chooses the parameters that
bring one closest to these known results. And while there is no widely accepted
gold standard for biblical Greek or ancient Greek synonyms like the Test of En-
glish as a Foreign Language (TOEFL) mentioned above, there is a resource that
closely resembles the gold standard that Bullinaria and Levy used for their “Se-
mantic Categorization” task, the Louw-Nida lexicon of the New Testament.49 This
lexicon organizes all the words in the New Testament according to their semantic
relationships, what the lexicon calls their semantic domains. So, for instance, there
is a domain for ‘Supernatural Beings and Powers’ that includes such words as θεός
(God), ἄγγελος (angel), and σατανᾶς (Satan). As already discussed, the distri-
butional hypothesis asserts that one can use the co-occurrence patterns of a word
to extract semantic information about that word as it appears in the text under
investigation. And, as Harris stated, “If we consider words or morphemes A and
B to be more different in meaning than A and C, then we will often find that the
distributions of A and B are more different than the distributions of A and C. In
other words, difference of meaning correlates with difference of distribution.”50 In
terms of this study, that means that words that are more similar semantically will
have a higher cosine similarity score than words that are less similar. And since this
is exactly the organizational method used in the Louw-Nida lexicon, that is, putting
words with similar semantics in the same categories, we should be able to compare
the words that our methods assert to be similar to the categories in the Louw-Nida
lexicon in order to discover how well our methods perform.51
There are, however, two potential problems with using the Louw-Nida lexicon as
a gold standard for testing purposes on any other corpus besides the New Testament.
The first, and probably most important, is that the Louw-Nida lexicon includes only
the lemmata for each word, i.e., the dictionary form, while the texts that we are
using will contain all forms. This problem, however, would be quite difficult to
surmount since any lexicon or list of words that we would use, whether it be for
semantic relationships or for synonyms, would consider the relationships among
lemmata instead of the inflected forms. It is also most likely the case that the
49. Johannes P. Louw and Eugene A. Nida, Greek-English lexicon of the New Testament: based on semantic
domains, Second Edition (New York: United Bible Societies, 1989).
50. Harris, “Distributional Structure,” 156.
51. The concept is similar to that of the “Semantic Categorization” test described by Bullinaria and Levy, “A
Computational Study,” 8.
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problem is a minor one. After all, most of the lemmata in the Louw-Nida lexicon
will also exist in the corpora under investigation,52 so we will still have data for
these words, which should still be similar to each other.
The second problem is that we will be applying the information from Louw-Nida
to corpora outside of the New Testament. This is also a minor problem since, even
though Louw-Nida was constructed based on semantic data from the New Testa-
ment, this information is not strictly limited to the New Testament. For instance,
the words in Louw-Nida’s first semantic sub-domain (1A), “Universe, Creation”,
are “κόσμος, αἰών, γῆ, οὐρανός, and κτίσις,” all of which should be semantically
similar in whichever corpus we investigate. There may be some relationships in
Louw-Nida that will be distinctive to the New Testament, but these things should
be infrequent and relatively minor, allowing the much larger bulk of generally appli-
cable data to outweigh this smaller part. So, while these two problems are serious
enough to warrant consideration, I do not consider them serious enough to invali-
date the usefulness of Louw-Nida as a gold standard, especially given the fact that
the only other alternative would be for us to construct such a semantic mapping or
inflected synonym list for each and every word in each corpus we investigate. And
to create either of these standards, whether a semantic map or synonym list, on as
broad a base of information as either the Louw-Nida lexicon or the TOEFL synonym
test is beyond the scope of the present study. For this reason, I have chosen to
settle for the imperfect but acceptable solution of using the Louw-Nida semantic
mappings for all the corpora under investigation here.
In order to compare the algorithmic results to the Louw-Nida lexicon, I first
separated all the New Testament lemmata into the 662 semantic sub-domains, as
opposed to the 93 top-level domains, used in Louw-Nida. So, for instance, the first
of the 93 top-level domains in Louw-Nida is “Geographical Objects and Features.”53
This large domain, however, has little semantic meaning when dealing with indi-
vidual words, as one can quickly see by looking at the sub-domains it contains,
e.g., “Universe, Creation”, “Depressions and Holes”, “Socio-Political Areas”, and
“Thoroughfares: Roads, Streets, Paths, etc.”. While it is clear that all of these
sub-domains fall under the category of “Geographical Objects and Features”, it is
less clear that the words within the sub-domain of “Universe, Creation” should be
expected to show high similarity scores to those in the sub-domain “Depressions
and Holes”. For this reason, I chose to separate the words into the smallest do-
mains possible, e.g., into “Universe, Creation” instead of “Geographical Objects
and Features”.
I then took each word in each semantic sub-domain, found its cosine similarity
score with each of the other words in that sub-domain, took the average of these
52. A major exception here are the verbs where the stems end in vowel, e.g., τιμάω, piοιέω, or δηλόω, where the
first person singular form of the verb will contract the ending with the final vowel, e.g., τιμῶ, piοιῶ, or τιμῶ.
53. The Louw-Nida semantic domains and glosses for all the words in the New Testament are openly available
online at http://www.laparola.net/greco/louwnida.php. This was the source for the semantic domain information
and the glosses used in this chapter.
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Figure 1.1: The mean and standard deviation of non-standardized data sets vary
widely.
scores, and then calculated how many standard deviations this average was above
or below the average cosine similarity score of all words with all other words in the
corpus. That is, I found the relationship of the average similarity scores in each
sub-domain to the standard score for the whole data set. Calculating the standard
score for each set of results allows the scores from one set of results to be compared
to those of another. Consider Figure 1.1 on page 26.
Each vertical line on Figure 1.1 represents the range of 1 standard deviation
above the mean and 1 standard deviation below the mean for each given window
size. The triangle in the middle of each of these lines represents the mean for that
window size. This graph clearly shows that, while each window size has a similar
mean value, the wide range of standard deviation values means that each window
size has a significantly different spread of values. This results in the inability to
directly compare these raw scores to each other. Take, for instance, the value of
9, which is approximately where the dashed, upper, horizontal line on the graph is.
This value is two standard deviations above the mean for the log-likelihood data
produced from the lemmatized New Testament using a weighted context window
of 5L-5R, meaning that a value of 9 for this data set would be very significant,
since only 5% of all data in a normal distribution will fall outside of 2 standard
deviations above or below the mean. However, if we move to a window size of 10,
this same value of 9 is less than one standard deviation above the mean, making it
a less significant outlier since 32% of all data falls outside of 1 standard deviation
above or below the mean. And this trend becomes even more pronounced as the
window size increases. So the scores from any one of these window sizes cannot
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Figure 1.2: Standardization produces data sets that can be compared to each other.
be compared directly to the scores of another window size simply because the score
variance is significantly different among these different data sets. As in the example
above, a score of 9 in one data set has one meaning within that data set but a very
different meaning in another data set.
If, however, we first calculate the standard score for each data matrix, we can see
that now each data set has the same mean, 0, and the same distribution. Consider
Figure 1.2 on page 27. Now, we can safely say that a score of 1, where the upper,
dashed, horizontal line is, has the same relationship to the rest of the data in each of
these matrices. That will make it possible for us to compare the scores in one table
to the scores in another table. A score of 1 will always mean 1 standard deviation
above the mean, -1 will always be one standard deviation below the mean, and 0
will always be average. And so, if the average cosine similarity score for the words
in one of the semantic sub-domains is 2.5, that means that this average score is
2.5 standard deviations above the mean, which, in turn, means that our methods
consider them much more significantly similar to each other than the average word
is to the average word.
Now let us look at this method applied to one of our categories. If we consider
the first sub-domain, “Universe, Creation”, it contains the words κόσμος (“uni-
verse”), αἰών (“universe”), γῆ and οὐρανός in the phrase ὁ οὐρανὸς καὶ ἡ γῆ
(“the heaven and the earth”), and κτίσις (“universe”).54 In order to discover how
well κόσμος fits into this category, we simply take its similarity scores55 to the
other words in the category (αἰών: 0.0643, γῆ: 0.1365, οὐρανός: 0.1199, κτίσις:
54. All glosses, unless otherwise noted, come from the online data at http://www.laparola.net/greco/louwnida.php.
55. The numbers use here are taken from what ends up being the best parameters: 12-word, unweighted context
window with Log-Likelihood.
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0.1084), add them up and divide by 4 to discover the average cosine similarity score
(0.1073). We then calculate the standard score of this average, that is, we compare
this score to the mean cosine similarity score of all words with all other words using
these same parameters (0.0494) in terms of the number of standard deviations (one
standard deviation == 0.0374) above or below the average this score falls. We do
this by subtracting the total mean from the word’s category average and dividing
the result by the standard deviation: (0.1073 – 0.0494) ÷ 0.0374. Doing this, we
discover that the standard score of κόσμος with all other words in the sub-domain
“Universe, Creation” is approximately 1.5490 standard deviations above the mean.
This strongly suggests that κόσμος fits very well into this category since, in the
results for these parameters, only about 5.6% of the similarity scores are actually
higher than this value. So the average similarity of κόσμος with every other word
in this sub-domain is higher than 94.4% of the other similarity values produced
by these parameters. Parameter testing, then, was simply the application of the
calculation described above for every word in every sub-domain performed for the
parameters investigated, which result in the average Z-Score for every word in each
sub-domain with the other words in that sub-domain.
1.7.2 Discussion of Test Results
The following discussion of the results will follow in this order. I will first present
the results for the lemmatized New Testament represented by graphs, containing
the information on context window size (from 5-words to 100-words right and left)
and type and for the two significance algorithms. I will then do the same with
the lemmatized Septuagint. Only after showing and discussing the results for these
corpora will I move on to the window size and type and the significance algorithm for
the six unlemmatized corpora: the New Testament, the Septuagint, Philo, Josephus,
Plutarch, and a large, general Greek corpus from the Perseus Digital Library (see
Appendix A, page 139 below for the works included in this corpus). Each of these
corpora will have its own individual graph in order to avoid information overload by
plotting all information for all corpora on a single graph.
1.7.2.1 Testing the NT and LXX Lemmatized Corpora
First, the context window size and type graph for the NT are represented in Fig-
ure 1.3 on page 29. This graph shows the different scores for a weighted and
non-weighted window for Log-Likelihood (LL) and PPMI for the lemmatized text
of the New Testament. The numbers on the x-axis represent the different context
window sizes, from 5 to 100 in 5-word steps. The numbers on the y-axis represent
the average standard score (Z-Score) for the cosine similarity of the words that share
a Louw-Nida semantic sub-domain. I have also labeled the peak value for each of
these window types and algorithms. Since the placement of the values on the graph
is a bit confusing, here are the peak values listed out: “LL weighted=False” (10-
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Figure 1.3: NT Lemmas - The unweighted window scores a little better.
word window): 1.0785, “LL weighted=True” (20-word window): 1.0804, “PPMI
weighted=False” (30-word window): 1.0336, “PPMI weighted=True” (30-word
window): 1.0304. As we can see, all of these parameters peak at around 1 standard
deviation above the mean, demonstrating a fairly good separation of the semanti-
cally related words from the semantically unrelated ones. But more importantly, one
of the parameter choices here is obvious while the other is not as clear. The peaks
for the LL lines are .04 standard deviations above those for PPMI. This suggests
that for this corpus, Log-Likelihood is the better algorithm. We will see this choice
supported in all of the other corpora below. The second parameter choice, however,
of whether to use a weighted or an unweighted window is rather murky. The dif-
ference between the two for Log-Likelihood is only .0019 standard deviations, i.e.,
19/10,000. For PPMI the difference is slightly larger at .0032 but still quite small.
Before discussing any further, we should look at the more precise data taken
in 1-word window intervals. If we consider Figure 1.4 on page 30, we notice two
very interesting features. First, notice that also here, Log-Likelihood outperforms
PPMI. But taking up the topic from the discussion on the previous graph, notice
that the peak values for the two different window types for Log-Likelihood have
come even closer together. Now there is only .0017 standard deviations separating
the two values, i.e., 17/10,000 of a standard deviation. This is really not enough
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Figure 1.4: NT Lemmas - Notice the peaks and valleys in the unweighted window
line.
difference between the two window types to make a final decision, though since
the unweighted window scores a bit better, we should prefer it if all things were
equal. But now we come to the second observation: the shape of the two lines.
Notice that the line representing the weighted window rises gently to a peak and
then decreases again just as slowly. The line representing the unweighted window,
however, is not smooth. In fact, we see two peaks in this line: one at 10 words
and the second at 12 words, with the second being a bit higher than the first.
Before discussing the importance of this observation to our choice of the weighted
or unweighted window, I would like to consider why we see these peaks and other
“abnormalities” (e.g., the other slight peaks at 8 and 16 words) in the unweighted
window but not in the weighted window.
First, we should consider the mathematics of each window. In an unweighted
window, we count each word that occurs in the window once. That means that a
word that is twelve words away from the target word is counted just as many times as
the word that occurs right next to the target word. In a weighted window, however,
the word that is right next to the target word is counted 12 more times than the
word that occurs 12 words away. This recognition leads us to the conclusion that,
for the lemmatized New Testament, the word that occurs 12 words either before or
after the target word is especially important for determining the semantics of the
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target word. This is because, when we add this word into a model that counts every
co-occurrent equally, the performance of that model increases. On the other hand,
since we see a decrease in performance at 11 words, that suggests that the words
that occur 11 before and after the target word are either semantically unimportant
or even destructive for the target word. The 10th word right and left, however,
again appears to be important semantically, as do the 8th and the 16th. So we
seem to see semantic peaks in the language of the New Testament that are mirrored
in the unweighted but not in the weighted window.
If we consider this insight about semantic peaks for the weighted window, this is
most likely the reason that this window type peaks at a larger window size than does
the unweighted window. Since the words that are farther away from the target word
are counted fewer times than the words next to the target word, these words that
are farther away will slowly be counted more times, and thus become slowly more
important, as the window size increases. I would hypothesize that it is precisely at
this 21-word window that word number 12 right and left of the target word reaches
its optimal importance, resulting in the peak at 21-words.
In brief, then, the results discussed above suggest that we should prefer a 12-
word, unweighted context window using the Log-Likelihood metric for the lemma-
tized New Testament text. Now I will move one step away from our gold standard,
the Louw-Nida lexicon, in that I will now use this gold standard to examine the
best parameters for the lemmatized Septuagint text. As noted above, there are two
dangers in using the Louw-Nida lexicon to establish parameters for other corpora.
The first is that there is not 100% overlap in the vocabulary of the two corpora,
i.e., not all words in the lexicon will show up in the other corpus. This problem is
alleviated somewhat when using the lemmatized Septuagint since there is a signif-
icant amount of vocabulary overlap between the two corpora: of the 5,445 unique
lemmata in the NT, 3,562 also appear in the LXX, 65.4%. So we should have plenty
of data on which to base the parameterization. The second problem is that, even
when the same words are used, they may not have the same meaning in the second
corpus as in the NT. Again, this problem is alleviated somewhat by the fact that
the NT takes over much of the thought world of the LXX, often using words in the
same way. This, however, is a more serious problem than the first. For even if there
is a significant overlap in semantics, this is not 100%. In fact, as we will see in the
case of ἐκκλησία in chapter 4.3 below, the Septuagint and the New Testament may
be less semantically similar than one would expect. But, as I also discussed above,
with no better option for testing the best parameters for these other corpora, I will
have to settle for the imperfect option of using Louw-Nida as the gold standard. As
we shall see below, however, it will be wise to keep the imperfectness of Louw-Nida
as a gold standard in mind during these tests.
As above with the New Testament, the first graph will represent context window
size and type and significance in steps of 5-words from a 5-word to a 100-word
window. Figure 1.5 on page 32 shows a different picture than that for the NT
above. While the unweighted Log-Likelihood window outscores all other windows
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Figure 1.5: LXX Lemmas - Log-Likelihood Unweighted Peak is significantly higher
than the others
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Figure 1.6: LXX Lemmas - Notice the even greater peaks and valleys in the LL
unweighted window line.
by a wide margin (more than .1 standard deviations), both the PPMI weighted and
unweighted window peaks exceed that for LL weighted. Notice also that the best
window size is a bit smaller than that for the New Testament for all parameter
combinations. Figure 1.6 on page 33 drills in closer, looking at the data in 1-word
intervals instead of 5-word.
Figure 1.6 on page 33 shows the same trend we saw in the previous one: the
unweighted window scores higher than the weighted. In fact, there is a 11-word
span (from 4 to 14 words) in the LL unweighted results where even the lowest value,
1.9711 at 5 words, is higher than the peak result for the PPMI unweighted window
from Figure 1.5, 1.9710 at 25 words. This strongly suggests that for the lemmatized
LXX, an unweighted window with the Log-Likelihood algorithm captures semantic
domains in the LXX better than any other parameter combination. For the LXX,
the large span of window sizes for which the unweighted window score exceeds
the peak for the weighted makes the choice for an unweighted window with the
Log-Likelihood metric even more clear than it was for the New Testament.
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1.7.2.2 Excursus: Why the Peaks in the Unweighted Window Type?
It is interesting to pause here for a moment to consider what the differences between
the test results for the New Testament and the Septuagint reveal about the language
of these two corpora. As I stated above, the peaks we see in the unweighted window
values in the New Testament suggest that certain context window sizes tend to
introduce words that are semantically quite important for the target word, where
we see peaks in the test values, and certain words that are less important, where
we see the valleys. Looking at the 1-word window graph for the LXX above, notice
that the peaks and valleys here are more numerous and even more pronounced than
they are in the New Testament. This could mean that the language, and especially
the word order and sentence structure, of the Septuagint is more formulaic than
that in the New Testament. Looking at the part-of-speech information that we
have for both the NT and the LXX, we will see below some interesting patterns
that could help to account for these peaks and valleys.
Table 1.8: NT Nouns - Position Parts of Speech from L5 to R5
POS -5 -4 -3 -2 -1 0 1 2 3 4 5
N- 6252 6556 5903 6109 2814 28237 2814 6109 5903 6556 6252
V- 5490 5557 6299 6053 2410 5993 6078 5504 5448 5326
RR 354 365 323 269 73 568 422 379 333 378
P- 2141 2229 1722 4569 2820 2318 2451 2361 2385 2291
RI 236 236 196 190 127 175 203 221 207 205
A- 1847 1738 1742 1542 1759 1781 1883 1819 1894 1883
D- 1186 1175 1176 956 376 1196 1240 1249 1146 1202
RP 2212 2169 2261 1999 1057 3078 1446 2401 2156 2248
RD 335 323 343 288 92 596 245 312 325 345
I- 4 1 3 6 7 2 2 0 5 3
RA 4163 3796 4004 2268 13893 4210 3576 4129 4046 4176
X- 207 173 176 168 95 173 195 189 159 201
C- 3725 3846 4034 3784 2694 5323 4369 3744 3542 3684
SBLGNT Part-of-Speech Codes56
A- adjective I- interjection RA definite article RP personal pronoun
C- conjunction N- noun RD demonstrative pronoun RR relative pronoun
D- adverb P- preposition RI interrogative/indefinite pronoun V- verb
X- particle
In Table 1.8 I have presented a small snippet of this information for parts of
speech as they co-occur with nouns in the New Testament that serves well as an
56. The part-of-speech tags in the left-hand column are taken from the SBLGNT text which the in the NT text I am
using for my tests. My fork of the original Github repository can be found here: https://github.com/sonofmun/sblgnt.
The list of “Part of Speech Code” can be found in the text on that page.
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Table 1.9: NT Nouns - Positional Parts of Speech for Window Sizes 8-16
POS 16 15 14 13 12 11 10 9 8
N- 12218 12172 12322 12006 12342 12236 12554 12344 12344
V- 11060 11009 10850 11077 10934 10921 10972 11034 11028
RR 674 721 692 646 688 707 689 653 726
P- 4616 4432 4601 4673 4571 4575 4655 4575 4489
RI 412 456 449 389 427 424 430 402 470
A- 3654 3854 3808 3758 3908 3711 3767 3801 3777
D- 2478 2408 2406 2464 2401 2473 2340 2469 2413
RP 4577 4480 4419 4481 4383 4399 4323 4443 4395
RD 694 644 684 660 674 674 679 644 662
I- 5 9 8 6 13 7 2 8 7
RA 8075 8392 8108 8397 8152 8446 8127 8301 8157
X- 380 380 388 356 392 342 367 401 386
C- 7286 7193 7435 7273 7320 7310 7336 7184 7422
introduction to the data. This table shows how often a certain part of speech
occurs at a given position in a 5L-5R context window in relation to a noun. So,
for instance, the number that stands out the most in this table is 13,893 for RA, a
definite article, at 1 position left, i.e., the L1 position from a noun. The next highest
number on the table, 6,556 is for N-, i.e., nouns, at the L4 and R4 positions. These
two observations already start to give some insight into the peaks and valleys of
the unweighted window. Since definite articles have very little semantic value, one
would expect the L1 and R1 positions to be relatively unimportant for determining
the semantic domain of a noun. On the other hand, nouns are semantically rich,
so we should expect the L4 and R4 positions to be quite important for semantic
domain calculations.
Now that I have given a brief introduction to the positional part-of-speech data,
I will now focus more specifically in on the peaks and valleys that we saw above for
the unweighted window. In the NT unweighted graph above, the strongest peaks
and valleys show up between the 10-word and the 14-word window, which means
that we should look at what happens, e.g., at L10 and R10. Table 1.9 shows this
information with, e.g., the information the column named 10 showing the sum of
each part of speech in the L10 and R10 windows. That is, if nouns occurred 100
times at L10 and 50 times at R10, the number in column 10 for nouns would be
150. I aggregate the information like this because, as the window size is increased,
the peaks or valleys that we see in the unweighted window are dependent on both
the left and right position.
In Figure 1.4 above, we saw peaks in the results at window sizes 8, 10, 12, and,
to a certain extent, 14 and 16 words. The rows that have been marked in gray in
the table above follow this same pattern. D-, i.e., adverbs, and RA, i.e., definite
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Table 1.10: LXX Nouns - Positional Parts of Speech for Window Sizes 4-10
POS 10 9 8 7 6 5 4
D 10106 10222 10238 9932 10040 10162 10398
C 39078 39781 38958 40131 37936 40536 39141
M 2177 2202 2386 2306 2238 2153 2174
X 4182 4286 4199 4160 4116 4172 4288
P 29110 29387 29518 30026 29345 28316 28264
N 95158 94496 95216 94088 97746 94878 98884
V 51857 51418 51359 51107 51298 50580 51615
A 17949 17512 17764 17692 17565 17329 17171
I 649 730 652 702 682 695 760
RA 46893 47060 46909 47157 46769 47548 44664
RD 18644 18735 18872 18644 18719 19274 19186
RI 878 846 851 799 836 870 778
RP 12414 12414 12236 12452 12068 12828 11872
RR 2510 2532 2521 2516 2406 2446 2657
RX 56 81 68 69 53 79 58
articles, show a lower value at the peaks of 8, 10, 12, 14, and 16 words, and a higher
value in the valleys of 9, 11, 13, and 15 words.57 N-, i.e., nouns, on the other hand,
show higher values for the peaks and lower values for the valleys. This observation,
that adverbs and definite articles occur more often in valleys and nouns more often
at peaks, suggests something about the semantic importance for these words to
nouns, i.e., that adverbs and articles have less value and nouns more. This should
not surprise us. But the patterns that we see in the two positional part-of-speech
tables that we see above also suggests something about how Greek sentences are
constructed in the NT. As we saw in the first table, a definite article precedes a
noun almost 50% of the time (13,893 times out of 28,237 nouns) and they tend to
reoccur more often at the odd context window values, i.e., 1-, 3-, 5-word windows.
Nouns tend to follow the opposite pattern, occurring more often at the even context
window values, though the pattern is not as strong as with definite articles. So if
definite articles are of little value in determining the semantics of nouns and if
definite articles tend to occur more often in the odd-numbered context windows,
this strongly suggests that one of the reasons, perhaps among many, that even-
numbered context windows tend to be of more semantic value than odd-numbered
ones is because of where definite articles tend to occur in relation to nouns.
57. The only exception in these three rows is that D- as 16 words is higher than at 15 words. This may help to
account for the quite low peak that we see at 16 words.
58. These part-of-speech codes are taken from the CATSS LXX, enumerated here:
http://ccat.sas.upenn.edu/gopher/text/religion/biblical/lxxmorph/*Morph-Coding
1.7. DETERMINING THE BEST PARAMETERS 37
Table 1.11: CATSS Part-of-Speech Codes
Part of Speech Codes58
D Adverb X Particle V Verb M Indeclinable Number RP Personal/Possessive Pronoun
C Conjunction P Preposition A Adjective RD Demonstrative Pronoun RR Relative Pronoun
RA Article N Noun I Interjection RI Interrogative/Indefinite Pronoun RX ὅστις
Now let us look at the patterns that produced the even more pronounced peaks
and valley in the LXX results. Table 1.10 on page 36 shows even more regularity
than the New Testament nouns in Table 1.9. There are four different parts of speech
that negatively follow the peak and valley pattern of the unweighted window pattern
in the LXX, i.e., they have lower values in the peaks and higher values in the valleys:
C (conjunctions), RA (articles), RP (personal or possessive pronouns), and RX (the
special code for the pronoun ὅστις). Nouns (N), on the other hand, have a positive
correlation with the peaks and valleys. These observations suggest, first, that these
parts of speech are either semantically important (nouns) or unimportant (the rest)
for nouns since their patterns of cooccurrence either positively or negatively coincide
with the peaks and valleys in our test data. It also suggests that the sentence
structure around nouns in the LXX is more formulaic than that in the NT.
1.7.2.3 Testing the Unlemmatized Corpora
I will now move to unlemmatized texts, first testing the NT and LXX texts and
then moving on to the other corpora that I will use later in this dissertation, i.e.,
Philo, Jospehus, Plutarch, and a large collection of texts taken from the Perseus
Digital Library.59 Figure 1.7 on page 38 shows how the unlemmatized NT corpus
fared in our tests, representing LL, PPMI, and both weighted and unweighted
context window types. In this graph, we see that the Log-Likelihood algorithm
has a significantly larger advantage with the inflected text than it did with the
lemmatized text in Figure 1.3 above. There, the difference between the peaks was
only about .05 standard deviations while here it is .28, more than 5 times greater.
This is because, as I stated above, Log-Likelihood deals with sparse data better than
PPMI. And since in the inflected text each single lemma, around which all semantic
information would have gathered in the lemmatized text, has been splintered into
all of its morphological forms, thus spreading that semantic data out and making it
more sparse. Notice also in this graph that the weighted window type outperforms
the unweighted type. Before making any final judgements, however, we should
focus in on the 1-word interval graph.
And indeed, in Figure 1.8 on page 39 we see that the weighted window type still
outperforms the unweighted type, with a peak at window size 16 of about 0.116
standard deviations above the peak of the unweighted window at window size 10.
It is unclear at this point why the weighted window should score better for the
59. The texts were taken from http://nlp.perseus.tufts.edu/lexicon/greek/greekParallelText.tar.gz. I then removed
the texts that existed in the other corpora, e.g, some books of the New Testament. A list of the works included in
this corpus is in Appendix A on page 139.
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Figure 1.7: NT Inflected - The peak for the LL weighted window type is the highest.
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Figure 1.8: NT Inflected - The weighted window type still outperforms the un-
weighted.
inflected but not for the lemmatized texts. It could have something to do with the
sparseness introduced by inflection. As asserted above, this is why Log-Likelihood
shows a greater advantage here than it did with the lemmatized texts. One might
then posit that the strong peaks that we still see with the unweighted window are
not as strong here because their strength is somehow dissipated by the sparseness
of the data. But, as we will see with the results for the non-bibilical corpora below,
this pattern of the weighted window type being better for inflected texts does not
hold up for all corpora. The answer, then, must be more complex than simple data
sparseness. Tracking down the answer to this question would be an interesting
endeavor but it is beyond the scope of the present study and, so, must be left for
a later point.
The next figure, 1.9 on page 40, shows the data for the LXX in 5-word incre-
ments. Notice here that the advantage of Log-Likelihood over PPMI has increased
even more, rising to more than 0.5 standard deviations at the peaks. And the
weighted window also shows a clear advantage over the unweighted, as it did pre-
viously for the inflected NT text.
Figure 1.10 on page 41 substantiates the pattern of the weighted window being
better for the inflected text, though the difference here between the peak for the
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Figure 1.9: LXX Inflected - Here, also, the weighted window type outperforms the
unweighted.
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Figure 1.10: LXX Inflected - The peaks and valleys in the unweighted window from
the lemmatized LXX data have smoothed out.
weighted window size 13 and the unweighted window size 8 is only 0.0381, about
a third of what it was for the inflected NT text. Perhaps of greater interest here,
however, is that the huge peaks and valleys that we saw for the lemmatized LXX
text in Figure 1.6 above have nearly disappeared here. This lends some support
to my hypothesis above that the disappearance of high peaks in the unweighted
window type are related to its poorer performance with the inflected texts. It is still
unclear, however, whether and how this might be related to the data sparseness
introduced with inflection.
I present the last four figures, representing (in this order) the inflected texts of
Josephus, Philo, Plutarch, and the Perseus corpus. In order to reduce confusion
and data overload, I present here only the more focused, 1-word increment graphs
in order to show the patterns in returned values for each corpus.
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Figure 1.11: Josephus Inflected - Highest Peak: LL Unweighted 35 Words
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Figure 1.12: Philo Inflected - Highest Peak: LL Unweighted 26 Words
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Figure 1.13: Plutarch Inflected - Highest Peak: LL Unweighted 49 Words
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Figure 1.14: Perseus Inflected - Highest Peak: LL Unweighted 51 Words
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Table 1.12: Optimal window sizes for the different corpora
New Testament Septuagint Josephus Philo Plutarch Perseus
Lemmatized Inflected Lemmatized Inflected
10 1.07855 14 1.2404 4 2.0135 11 1.8052 33 1.8636 24 3.1348 47 2.1088 49 2.0639
11 1.07663 15 1.2430 5 1.9711 12 1.8063 34 1.8673 25 3.1356 48 2.1094 50 2.0646
12 1.08218 16 1.2435 6 2.1045 13 1.8064 35 1.8679 26 3.1479 49 2.1117 51 2.0650
13 1.07585 17 1.2432 7 2.0383 14 1.8059 36 1.8624 27 3.1418 50 2.1115 52 2.0648
14 1.07281 18 1.2424 8 2.0998 15 1.8045 37 1.8638 28 3.1460 51 2.1085 53 2.0647
These graphs all show the same basic pattern: Log-Likelihood always scores
significantly better than PPMI and the unweighted window always scores better
than the weighted. The relationship of Log-likelihood to PPMI simply repeats the
pattern that we saw above with the NT and LXX texts. This performance difference
is probably because of the data sparsity in these corpora, which is caused both by
the highly inflected nature of Greek and the small size of the corpora and which,
as I described above, Log-likelihood is better able to deal with than PPMI. An
interesting further investigation would be to see if a simple increase in the corpus
size could reduce this sparsity enough to make the performance of PPMI at least
the equal to Log-likelihood. This investigation is, however, outside of the scope
of this study. The second observation about the difference in the weighted and
unweighted window type is not as clear. In all of the non-biblical corpora, the
unweighted window scored consistently better than the weighted. But, for both
the NT and the LXX, the weighted window scored better for the inflected texts. I
mentioned above in the discussion of the biblical corpora that this does not seem to
be a matter of data sparsity since the inflected non-biblical texts, which would have
a data sparsity similar to that of the inflected biblical texts, scored better with an
unweighted window. And further, the non-biblical corpora included collections that
were both larger (Plutarch and Perseus) and smaller (Philo and Josephus) than the
LXX corpus. This makes it difficult to determine any pattern in this performace. A
full investigation of this problem would require the introduction of other corpora of
different sizes, complexities, and genres and it falls, of course, outside of the scope
of the current investigation.
At this point, then, I have finished my investigation of the best parameters for
all of the corpora used in this dissertation. As a summary of this investigation,
Table 1.12 on page 46 shows the peak for each corpus within the context of the
two window sizes on each side of the maximum for each corpus. For each corpus,
the first column is the window size while the second is the average Z-score for the
cosine similarity score of the log-likelihood vector for each word in its category.
Chapter 2
Use Case I: Lexicography,
the Louw-Nida Lexicon, and
Co-occurrence Analysis
The purpose of this chapter is to consider the ways in which the computational,
distributional methods presented in the first chapter can be better understood by
comparing the results to the Louw-Nida New Testament Lexicon, which organizes
all the words in the New Testament according to semantic domains. In Chapter 1,
I used the semantic domains from Louw-Nida to find the best parameters and
algorithm for my methods. In this chapter, I will compare the actual results returned
by these distributional methods with the semantic domains of Louw-Nida in order to
better understand what my methods measure, how the results of this measurement
at times differ from Louw-Nida’s semantic domains, and what these differences can
reveal about the Louw-Nida lexicon, our methods, the New Testament text, and
our interpretation of this ancient text. The chapter will start with a brief literature
review, which will consider the place of the Louw-Nida Lexicon in the context of
lexicography in general and New Testament lexicography in particular. Then I will
consider three different use cases where the distributional methods can deepen the
lexical understanding gained from Louw-Nida for five different words by introducing
data reflecting how these words were actually used by the New Testament writers.
The first use case will deal with the word σάρξ, a word normally translated as
“flesh” but which actually has an extremely complex meaning1 that Louw-Nida in
conjunction with these distributional methods will be able to describe much more
fully. The second use case will consider the word δαιμόνιον, which Louw-Nida says
belongs in only one semantic sub-domain, “Supernatural Beings.” My methods,
while not disputing this placement, will demonstrate that the New Testament writers
showed a different focus on demons than this domain would suggest. After showing
the potential of my methods to sharpen our semantic understanding I will turn to
1. According to Louw-Nida, it falls into 10 different semantic domains.
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the final use case in which I investigate the semantic relationships of the words
θεός, Χριστός, and piνεῦμα in an investigation of the extent to which the later
Trinitarian relationship into which these three words were placed is reflected in the
New Testament writings. I choose these three words for my final use case based
on the results of the previous two use cases. These two, as I shall demonstrate
below, do not result in definitions of the words under investigation but, instead,
in a semantic grouping based on the usage of the New Testament writers and
highlights the similarities that the target word has to other words in the corpus. This
realization leads logically to the study of three very important words in later Christian
descriptions of the Trinity, i.e., the single unified deity described in three different
aspects. These three aspects, and their relationship to each other, become more
and more precisely defined throughout Christian history, and were especially the
focus of the first six Ecumenical Councils.2 The question that I want to investigate
by choosing these three words is to what extent my methods can find these later
definitions in the text of the New Testament itself.
2.1 The Louw-Nida Lexicon and Semantic
Domains
The Louw-Nida Greek-English Lexicon of the New Testament Based on Semantic
Domains, in its introduction, claims to be “a unique type of dictionary primarily
because it is based on the concept of semantic domains, and secondly because of
the manner in which the domains are organized and the data presented.”3 Nida
and Louw also assert that their lexicon is based on “a completely new approach to
lexicography.”4 Any brief look at the lexicon will reveal the most obvious difference:
the lexicon is organized not alphabetically but, instead, by semantic similarity, i.e.,
words with similar meanings occur together in the lexicon. This obvious difference,
however, is simply the outward appearance of the “new approach” cited above.
Of most interest to this study is that the focus on semantic domains changed
significantly how the semantic data for the individual words was analyzed. The
words were considered from the beginning as belonging to a network of semantic
features that consist of shared features, distinctive features, and supplementary
features. Shared features “are those elements of the meaning of lexical items which
are held in common by a set of lexical items. The distinctive features are those
which separate meanings one from another, and supplementary features are those
which may be relevant in certain contexts or may play primarily a connotative or
2. First Council of Nicaea (325), First Council of Constantinople (381), Council of Ephesus (431), Council of
Chalcedon (451), Second Council of Constantinople (553), and the Third Council of Constantinople (680-681).
3. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains, vi.
4. Eugene A. Nida, Johannes P. Louw, and Rondal B. Smith, “Semantic domains and componential analysis of
meaning,” in Current Issues in Linguistic Theory, ed. Roger William Cole (Bloomington: Indiana University Press,
1977), 139, isbn: 0-253-31608-1.
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associative role.”5 So instead of reconstructing the meaning of each word in isolation
from others, all words were considered in relation to all other words. This means that
the definitions that are given for each lexical item always depend on its relationship
to other lexical items, especially in its own semantic sub-domain.6 This leads to
what Louw and Nida call “the primary value of a lexicon based upon semantic
domains...that it forces the reader to recognize some of the subtle distinctions
which exist between lexical items whose meanings are closely related and which in
certain contexts overlap.”7 An example of how this type of analysis can be useful to
the user of the lexicon is within domain 19, “Physical Impact.” As Louw and Nida
explain,
κολαφίζω, ρ῾αβδίζω, and μαστίζω and μαστιγόω all share the features
of physical impact involving hitting or striking. They differ, however,
in certain distinctive features in that κολαφίζω designates striking or
beating with the fist, ρ῾αβδίζω designates beating or striking with a stick
or rod, and μαστίζω and μαστιγόω designate beating with a whip. The
terms μαστίζω and μαστιγόω also differ from κολαφίζω and ρ῾αβδίζω
in that they normally refer to officially sanctioned punishment.8
At this point, it is interesting to point out that while the most widely used New
Testament lexicon, the BDAG,9 differentiates these items in terms of the object
used for impact (fist, rod, or whip), it almost completely ignores the second aspect
of official sanctioning. This important aspect, however, becomes clear when one
focuses on (all of) the distinctive aspects of each lexical item. And the reader’s
ability to recognize these aspects is enhanced since the lexicon places the most
similar lexical items, like the four mentioned above, together along with the advice to
read also “those entries which immediately precede and follow [the item in question],
[so that] can one fully appreciate the referential range of any meaning...This will
provide a good deal of insight as to the way in which different meanings relate to
one another.”10 As mentioned above, these shared, distinctive, and supplementary
aspects are made clear precisely because this is the analytical scheme used in the
preparation of this lexicon.
In the end, as will become clear below, the distributional methods I use in this
dissertation measure the relationship between the shared and distinctive elements
of each lexical item, with the supplementary elements being considered shared if
they are common to several items and distinctive if not. A higher cosine similarity
5. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains, vi.
6. Ibid., ix.
7. Ibid., x.
8. Ibid., vi.
9. Frederick W. Danker, Walter Bauer, and William Arndt, A Greek-English lexicon of the New Testament and
other early Christian literature, 3rd ed (Chicago: University of Chicago Press, 2000), isbn: 0-226-03933-1.
10. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains, xi.
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score suggests a greater proportion of shared elements while a lower score suggests
the opposite. Another aspect that will become clear below is that we are measuring
less what Louw calls the lexical meaning of a word, i.e., the meaning that a word
“contributes in and of itself” but, instead, the “contextual meaning,” i.e., the
meaning “involving the circumstances of and the objects referred to in a specific
context in terms of its usage in such a context along with other words or phrases
contributing to the context.”11 Louw also states that it was the purpose of the Louw-
Nida lexicon to focus only on lexical meaning.12 However, the Semantic Dictionary
of Biblical Hebrew, a lexicon similar in concept to Louw-Nida that is in preparation
under the guidance of Reinier de Blois,13 separates the lexical from the contextual
meanings of the lexical items, analyzing them both separately.14 Finally, the utility
of extracting primarily the contextual as opposed to the lexical meaning will also
become evident below, as we compare the contextual meanings of lexical items in
order to determine their relationships as it is communicated by the context of the
corpus under investigation: the New Testament in this chapter but expanded to
other corpora in the following chapters.
2.2 Comparison to Louw-Nida
After this brief literature review, the next step is to examine the results to see
what they can tell us about our methods, the text of the NT, the sub-domains of
the Louw-Nida lexicon, and our own views of NT semantics. For this discussion,
I start by considering all the words as they relate to their various sub-domains to
discover places where words do not seem to fit as well as we would expect them
to. The data shows two typical cases in which a word’s cosine similarity score
with the other words in its sub-domain differs significantly (around one standard
deviation) from the average similarity score for every word in its sub-domain(s).
The first is in the case of words with high polysemy, i.e., with a large number of
senses. This is an expected result since not all senses of a word will be equally
represented in any corpus. So the senses of a word that are used less frequently in a
corpus will result in a smaller cosine similarity score for that word in the sub-domain
that contains that sense. For instance, the word ἀκούω appears in seven different
semantic sub-domains (24.52-70 B Hear; 31.50-57 G Accept As True; 32.1-10 A
Understand; 32.42-61 E Lack of Capacity for Understanding; 33.189-217 O Inform,
Announce; 36.12-30 C Obey, Disobey; 56.12-19 D Judicial Hearing, Inquiry). The
sub-domain, in which the other words are the most similar to ἀκούω, is 24.52-70 B
Hear, which should not surprise us since most would consider the primary meaning
of ἀκούω to be “to hear.” The other sub-domains are in the order listed above,
11. Johannes P. Louw, “How do words mean - if they do?,” Filología Neotestamentaria 4 (1991): 131.
12. Ibid., 137.
13. http://www.sdbh.org/home-en.html
14. Reinier de Blois, “Towards a new dictionary of Biblical Hebrew based on semantic domains” (Nashville, TN,
2000), 20-23, accessed March 2, 2015, http://www.sdbh.org/framework/index.html.
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with the sub-domains of 36.12-30 (Obey, Disobey) and 56.12-19 (Judicial Hearing,
Inquiry) showing the least average similarity. To demonstrate such cases, I will
investigate the word σάρξ, normally understood to mean “flesh”. I have chosen
this word because this definition is actually one of the weakest of its senses in
the New Testament. So this is an excellent case, as I will demonstrate below,
of the semantics of a word outside of the New Testament, and especially in later
Christian literature, actually covering up the semantics of the word as used by the
New Testament writers. The second category of words that do not fit into their
sub-domain is words where the semantic sub-domain has been chosen correctly but
where the word’s usage in our corpus shows that it actually has importance in a
different semantic sphere. I will use the word δαιμόνιον, “demon,” to investigate
this phenomenon. I have chose δαιμόνιον because, as I will show below, it actually
has the poorest fit with its single semantic domain of any word that occurs at least
50 times, making it a perfect candidate for investigation.
2.2.1 ΣΑΡΞ
Let us begin by considering the word σάρξ, “flesh”. According to Louw-Nida,
σάρξ belongs to ten different semantic sub-domains. This analysis will help to
solve the problem of disentangling “the constellations of closely related meanings
of single lexical units” described by Nida, Louw, and Smith in their 1977 article
introducing the lexical methodology of the Louw-Nida lexicon.15 As we will see
below, our methods not only allow a more complete picture of the relation of these
constellated meanings but my analysis of these meanings in relation to the varying
lexical sub-domains16 will also allow us to describe the use of σάρξ in the New
Testament much better than any translation gloss could. The 10 Louw-Nida sub-
domains are listed in Table 2.1 on page 52 along with the Louw-Nida gloss(es) of
σάρξ into English in that sub-domain, the average similarity of σάρξ with the other
words in that sub-domain (Ave CS), and the average standard score for this average
cosine similarity score (Ave z-score). A few introductory comments will serve as
a general orientation to the data in this table. First, the average cosine similarity
score of every word in the New Testament with every other word is 0.0494. Notice
that all of the similarity scores are well above this average, with the lowest of 0.0598
being 0.2792 standard deviations above this average. That means that even the
weakest sense of σάρξ (“physical nature”) coheres more closely within its semantic
sub-domain than the average word would. Second, notice that its second weakest
sense in the New Testament is actually what would normally be considered its basic
meaning, “flesh” as a part of the body.17
So, now, what does this information tell us about σάρξ in the NT? First, it
tells us that σάρξ in what would be considered its more metaphorical meanings of
15. Nida, Louw, and Smith, “Semantic domains and componential analysis of meaning,” 153.
16. Ibid.
17. For an interesting discussion on the dangers of always translating σάρξ as flesh see ibid., 140–141.
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Table 2.1: Louw-Nida Subdomains for σάρξ
Semantic Sub-domain Gloss(es) Ave CS Ave z-score
26 Psychological Faculties f human nature 0.1236 1.9860
25.12-32 B Desire Strongly sexual desire 0.1047 1.4782
9.1-23 A Human Beings c people 0.1041 1.4641
23.88-128 G Live Die h life 0.0943 1.2004
88.271-282 J’ Sexual Misbehavior homosexual inter-course 0.0825 0.8845
10.1-13 A Groups and Members of Groups
of Persons Regarded as Related by Blood but
without Special Reference to Successive Gen-
erations
e nation 0.0812 0.8511
22.15-20 B Experience Trouble Hardship trouble 0.0801 0.8221
8.1-8 A Body b body 0.0771 0.7416
8.9-69 B Parts of the Body a flesh 0.0625 0.3523
58.1-13 A Nature Character g physical nature 0.0598 0.2792
“human nature,” “sexual desire,” “people,” and “life,” are more strongly present
in the NT than its less metaphorical senses of “flesh” and “physical nature.” At
this point we need to take a closer look inside the actual sub-domains in order to
see exactly why σάρξ is drawn so closely to those sub-domains. This should give
us a more complete picture of the constellation of meaning for σάρξ in the NT
rather than relying on a single misleading gloss like “flesh.” For this exercise, it is
important to remember that σάρξ is not drawn to the sub-domain as such but,
instead, to the other words in that sub-domain. Thus we must look at the cosine
similarity score of σάρξ with each of the other words in each sub-domain in order
to determine why each sub-domain has its specific strength of attraction to σάρξ.
I will start with the sub-domain “26 Psychological Faculties.” Table 2.2 on page 53
shows the other words in this sub-domain in the order of descending cosine similarity
scores with σάρξ. The gloss for each word is its primary meaning from Louw-Nida
as opposed its specific gloss in the sub-domain of “Psychological Faculties.” I have
chosen this more general gloss since it should, in theory, better represent a word’s
range of meaning than the specific gloss for one of its sub-domains. While this is
not always the case, as it is not with σάρξ, it should be less misleading than the
more specific meanings of words in certain sub-domains.
If we consider just the first half of this list, since these are the words that draw
σάρξ most strongly into this sub-domain, we see four major themes in these thirteen
words. The one with the most representatives (seven of the thirteen) gathers around
the words for “mind” and represents thought and feeling: φρόνημα and φρόνησις
(both “thoughtful planning”), νοῦς and διάνοια (both “mind”), φρονέω (“to have
an attitude”), σpiλαγχνίζομαι (“feel compassion for”), and συνείδησις (“to be
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Table 2.2: σάρξ Similarity with Semantic Sub-domain “Psychological Faculties”
Word Gloss CS w/ σάρξ Word Gloss CS w/ σάρξ
φρόνημα thoughtful planning 0.5664 σύμψυχος harmonious 0.0904
piνεῦμα (Holy) spirit 0.4616 ἄνθρωpiος human being 0.0853
σαρκικός human 0.1504 ψυχή inner self 0.0775
νοῦς mind 0.1462 νεφρός desires 0.0737
διάνοια mind 0.1361 ἔσω inside 0.0677
σάρκινος of people 0.1349 κοιλία belly 0.0672
φρονέω to have an attitude 0.1198 νόημα mind 0.0635
καρδία inner self 0.1157 φρήν thoughtful planning 0.0561
piνευματικός from the spirit 0.1122 ἔσωθεν from inside 0.0531
φρόνησις thoughtful planning 0.1053 piνευματικῶς from the spirit 0.0495
κρυpiτός secret 0.0992 ἰσόψυχος similarly minded 0.0406
συνείδησις be aware of 0.0965 ὁρμή will 0.031
σpiλαγχνίζομαι feel compassion for 0.0922
aware of”). So one major aspect of σάρξ that draws it to this sub-domain is
that of “thought and feeling.” The other three themes are each represented by two
words apiece: καρδία and κρυpiτός representing the inner and hidden as opposed to
outward things, piνεῦμα and piνευματικός representing the spirit, and σαρκικός and
σάρκινος representing the human side. Thus we can say that σάρξ is psychological
in as much as it represents the thinking, inner human faculty that is somehow
related to the spirit (more on this below).
Now, let us look at the sub-domain “9.1-23 A Human Beings.” Table 2.3 on
page 54 presents the words in this sub-domain ordered by their strength of rela-
tionship to σάρξ. Again, let us consider the first half of this table. In these ten
words, we see two primary categories and then two words that do not easily fit
with the others: τέλειος (“perfect (moral)”) and υἱός. The largest category are
those words that refer either directly or metonymically to the human being: αἷμα
(“blood”), ὄνομα (“name”), σῶμα (“body”), σάρκινος (“of people”), χείρ (“hand,
finger”), and piρόσωpiον (“face”). Not suprisingly, then, σάρξ has a strong, prob-
ably metonymic relationship to the category “human being.” The second category,
represented by two words, deals with physical creation: γῆ (“earth”) and ἐpiίγειος
(“on the earth”). One could posit several reasons for this strong relationship to
the physical universe. Perhaps it is because the human being is represented as the
pinnacle of creation, which would tie in τέλειος (“perfect (moral)”), the last word
in the top 10. Or perhaps it is because the human being was formed from the
material of the earth in the second creation story. It is, however, unclear why this
relationship is so strong besides the fact that σάρξ, σάρκινος, γῆ, and ἐpiίγειος all
appear to represent the physical nature of creation/the human being. So σάρξ is
drawn closely to this sub-domain because of its relationship to the physical side of
the human being.
The next sub-domain we will investigate is “58.1-13 A Nature, Character.” The
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Table 2.3: σάρξ with Semantic Sub-domain “Human Beings”
Word Gloss CS w/ σάρξ Word Gloss CS w/ σάρξ
αἷμα blood 0.216 γλῶσσα tongue 0.0896
ὄνομα name 0.1573 ἄνθρωpiος human being 0.0853
γῆ earth 0.1519 ἀνθρώpiινος human 0.0845
σῶμα body 0.1422 σκεῦος object 0.0822
σάρκινος of people 0.1349 κοινωνέω to share 0.0795
χείρ hand 0.1145 ψυχή inner self 0.0775
τέλειος perfect (moral) 0.1014 οἰκουμένη earth 0.0748
piρόσωpiον face 0.0994 κόσμος universe 0.0593
ἐpiίγειος on the earth 0.0969 γόνυ knee 0.0571
υἱός son (own) 0.0913 ἀνήρ man 0.048
Table 2.4: σάρξ with Semantic Sub-domain “Nature, Character”
Word Gloss CS w/ σάρξ Word Gloss CS w/ σάρξ
σpiέρμα seed 0.1305 piλάσσω to make 0.0381
ὑpiόστασις substance 0.1138 μόρφωσις embodiment 0.0377
φύσις nature 0.0837 φυσικός natural 0.0376
σύμμορφος similar in form 0.081 piλάσμα what is formed 0.0358
μορφή nature 0.0577 μορφόω to form 0.0351
συμμορφίζομαι have same likeness 0.0509 φυσικῶς by nature 0.0283
σχῆμα form 0.0472
format of Table 2.4 on page 54 follows that of those above. This sub-domain is,
unsurprisingly, full of words that refer to the nature or the form of something. That
leads us to believe that σάρξ also refers to the nature and the form of a thing.
One word that sticks out among these words referring to form and nature is the
word σpiέρμα (“seed”). And the fact that it is so closely related to σάρξ (first on
the list) suggests that σάρξ also has something to do with the origin of the human
being, just as σpiέρμα does. And, finally, the strong relationship of σάρξ to “form”
(σύμμορφος, μορφή, συμμορφίζομαι, and σχῆμα) in the above category supports
our assertion from the analysis of the previous sub-domain that σάρξ refers also to
the physical nature of the thing, that which is also represented by the thing’s form.
The final category that we will consider in this brief analysis of σάρξ is “25.12-32
B Desire Strongly.” All the words in Table 2.5 on page 55, of course, have to do with
strong desire and the close relationship of σάρξ with this sub-domain demonstrates
that σάρξ also has to do with desire. The primary reason for considering this list,
however, is to see how many clearly negative words appear here: piλησμονή (“grati-
fication”), piάθημα (“suffering”), ἡδονή (“pleasure”), θυμός (“fury”), piεινάω (“to
be hungry”) and piυρόομαι (“to be on fire”) show up just on the first half of the
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Table 2.5: σάρξ with semantic Sub-domain “Desire Strongly”
Word Gloss CS w/ σάρξ Word Gloss CS w/ σάρξ
ἐpiιθυμία deep desire 0.4431 piλεονεξία greed 0.0651
θέλημα desire 0.2223 διψάω to be thirsty 0.0592
ἐpiιθυμέω to desire greatly 0.2019 αἰσχροκερδῶς shamefully greedy 0.0565
piλησμονή gratification 0.1812 ὀρέγομαι to strive to attain 0.0517
piάθημα suffering 0.1337 ὁμοιοpiαθής same kinds of desires 0.0489
ἐpiιpiόθησις deep desire 0.0888 ἅρpiαξ vicious 0.0488
ἡδονή pleasure 0.0872 ἐpiιpiοθία deep desire 0.0478
θυμός fury 0.0842 ἁρpiαγή plunder 0.0427
piάθος passion 0.0805 καταστρηνιάω to have lust 0.0422
ἐpiιpiοθέω to deeply desire 0.0804 ἐpiιθυμητής one who greatly desires 0.0402
ζηλόω to set one’s heart on 0.0786 αἰσχροκερδής shamefully greedy 0.0361
piεινάω to be hungry 0.0716 piλεονέκτης greedy person 0.0325
piυρόομαι to be on fire 0.0673 ἐκκαίομαι to burn out 0.0181
κοιλία belly 0.0672 ὄρεξις desire 0.0171
list. This list should make it clear that “strong desire” is considered primarily as a
negative thing in the New Testament and that the close relationship of σάρξ with
this sub-domain certainly casts it in a negative light.
Having considered the order of the sub-domains to which σάρξ belongs and its
relationship with the words in the top four sub-domains in that ranking, we can say
that the evidence strongly suggests that σάρξ in the New Testament has moved
away from its original sense of “flesh” and toward a more metaphorical meaning,
something like “the physical, thinking, desiring part of human nature.” It is also
worth noting, however, that, while it does have the negative sense of “sexual desire”
and it is related to many negative words in the sub-domain “25.12-32 B Desire
Strongly,” the negative connotations of σάρξ are not the primary ones in the New
Testament. But it is also clear that the way has been paved for the negative aspects
of σάρξ to become stronger, if for no other reason than that its primary meaning of
“human nature” can be easily set against “divine nature” and, thus, given a negative
cast. We see this happening already in the New Testament, primarily in Paul, and
nowhere more clearly than in Galatians 5, where, for example, he writes ἡ γὰρ σὰρξ
ἐpiιθυμεῖ κατὰ τοῦ piνεύματος, τὸ δὲ piνεῦμα κατὰ τῆς σαρκός (Galatians 5:17,
NRSV: “For what the flesh desires is opposed to the Spirit, and what the Spirit
desires is opposed to the flesh”). And while statements like this are the exception
in the New Testament, even for Paul, they plant σάρξ as “human nature” firmly
against the divine nature, in the citation above represented by piνεῦμα, paving the
way for more extreme representations of σάρξ in later Christianity.18
18. See, for instance, Teresa M. Shaw, The Burden of the Flesh: Fasting and sexuality in early christianity (Min-
neapolis: Fortress Press, 1998).
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2.2.2 ΔΑΙΜΟΝΙΟΝ
The next word I will consider, δαιμόνιον (“demon”), shows the opposite pattern
to what we saw above with σάρξ: it is a word that falls into only one semantic
sub-domain, “12.1-42 A Supernatural Beings,” into which it fits rather poorly. The
average domain similarity score of δαιμόνιον in this sub-domain is only 0.0727,
which, with an average standard score of only 0.6241, is the lowest for any word
that occurs over 50 times and falls into only a single semantic sub-domain.19 In our
modern world, a demon is considered an other-worldly creature, some sort of spirit
sent to possess a person or cause general trouble. For this reason, the Louw-Nida
categorization as a supernatural being makes sense. So the question I will investigate
in this section is why it fits so poorly in the semantic domain to which it would seem
to us to fit most naturally. Since placement in the sub-domain for “Supernatural
Beings” is primarily a statement about the nature and origin of demons, I will begin
my investigation below by looking at the other semantic domains that would seem
to deal with the nature and origin of objects and beings, i.e., domains 2 (Natural
Substances), 3 (Plants), 4 (Animals), 9 (People), and 12 (Supernatural Beings and
Powers). I take this as the first step in order to investigate if the New Testament
writers may have categorized demons as some other sort of being as opposed to a
heavenly one. Having looked at these five upper level semantic domains, I will drill
down into sub-domains in each of these domains to determine if δαιμόνιον fits with
any of them better than it does with “Supernatural Beings.” If it does, then I will
consider the individual words in the sub-domains in which it fits better and see if I
can discover what type of being the writers of the New Testament thought demons
were. If it does not fit better in any other sub-domain, then I will spend the last
part of this chapter considering why it does not.
Listed in Table 2.6 on page 57 are the five top-level domains I listed above. The
results of this table show that, despite the fairly low similarity with the “Supernatural
Beings” sub-domain, δαιμόνιον is still drawn most closely to this upper level domain.
This first, very general piece of evidence suggests that, like us, the New Testament
writers would have considered demons also to be supernatural creatures. In order
to flesh out this evidence, Table 2.7 on page 58 shows more detail in terms of
how δαιμόνιον relates to the individual sub-domains within these five top level
domains. Notice that I have added one sub-domain that is outside of these five,
i.e., “23.142-184 I Sickness, Disease, Weakness.” I added this on the hunch that
the New Testament authors may have seen demons more as a disease that needs to
be cured instead of a creature.20 Notice, first, that almost all of these sub-domains
19. Note that λοιpiός has a lower score in its single domain (63.21-22 E Remnant), but each of the other words
in its domain (ἐpiίλοιpiος, κατάλοιpiος, λεῖμμα, ὑpiόλειμμα) occurs only once, so the amount of data on which the
score for λοιpiός depends is too small to make any decisions from it. The word εἴτε also has a lower score with its
single domain (89.65-70 J Condition) but, as a conjunction, it carries more syntactic than semantic value and thus I
did not choose it.
20. I admit that this view is perhaps a more modern one in which we would consider as a psychological illness what
in the New Testament is classified as demon possession and its results. The results of this hunch that we see below,
however, are quite interesting.
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Table 2.6: Similarity of other “creature” sub-domains with δαιμόνιον
Domain Ave CS Ave σ
2 Natural Substances 0.0374 -0.3182
3 Plants 0.0347 -0.3924
4 Animals 0.0471 -0.0591
9 People 0.0570 0.2031
12 Supernatural Beings and Powers 0.0716 0.5958
have a negative average standard score, which means that they fall below the mean
similarity of all words in the New Testament with each other. I have highlighted the
sub-domains that have positive scores in gray to set them apart. But even among
these, there is not a single sub-domain that scores better than the “Supernatural
Beings” sub-domain.
Since this evidence strongly suggests that Louw-Nida was correct in classifying
the nature of demons as supernatural, I need to look at the evidence more care-
fully to determine why the CS score of δαιμόνιον in “Supernatural Beings” is so
low. My next step, then, will be to consider all of the individual words in all of
these sub-domains to see if any patterns emerge as to the type of being (or “Nat-
ural Substance” or “Sickness, Disease, Weakness”) that the authors of the New
Testament might have imagined demons to be. Table 2.8 on page 59 shows the
top ten most similar words to δαιμόνιον from among the 26 semantic sub-domains
listed in Table 2.7.21 On this list, two of the ten words come from the “Supernatu-
ral Beings” subdomain (δαιμονίζομαι and ἀκάθαρτος). These words either name
demons themselves or the results of their activity. The top word that is not on this
list, δαίμων, reinforces this pattern. We have to go down to number 19 on the list
of most similar words to find the next word from the “Supernatural Beings” sub-
domain with θεός (CS: 0.1236, Standard Score: 1.9839). That strongly suggests
that most of the strength of the relationship between δαιμόνιον and this semantic
sub-domain comes from the other words that are directly related to demons and
demonic activity rather than their supernatural nature. But if we include the one
word on this list from the “Supernatural Powers” sub-domain, ἄρχων, then per-
haps we do get some insight into the nature of demons as the New Testament
writers saw them. But it is not as simple as saying that instead of “Supernatu-
ral Beings” they were seen as “Supernatural Powers”. The similarity score betwen
δαιμόνιον and ἄρχων is an extreme exception within the “Supernatural Powers”
sub-domain, with the next most similar word, δόξα coming in with a standard score
of only 1.217. There are five other words in the “Supernatural Beings” domain that
are more similar: θεός (Z-Score: 1.9839), εἴδωλον (1.8958), piονηρός (1.7755),
υἱός (1.4762), and piειράζω (1.2384). This means that, even moreso than in the
21. See Table C in the Appendices on page 145 for the full list of words in these domains with their similarity to
δαιμόνιον
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Table 2.7: Similarity of δαιμόνιον with “creature” sub-domains
Word CS Score with δαιμόνιον Standard Score
2 Natural Substance
2.1 A Elements 0.0430 -0.1705
2.2 B Air 0.0547 0.1429
2.3-6 C Fire 0.0411 -0.2211
2.7-13 D Water 0.0398 -0.2549
2.14-28 E Earth, Mud, Sand, Rock 0.0429 -0.1723
2.29-48 F Precious and Semiprecious Stones and Substances 0.0185 -0.8243
2.49-62 G Metal 0.0545 0.1397
3 Plants
3.1 A Plants [General Meaning] 0.0229 -0.7069
3.2-12 B Trees 0.0301 -0.5125
3.13-32 C Plants That Are Not Trees 0.0399 -0.2525
3.33-46 D Fruit Parts of Plants 0.0288 -0.5484
3.47-59 E Non-Fruit Parts of Plants 0.0311 -0.4865
3.60-67 F Wood and Wood Products 0.0578 0.2265
4 Animals
4.1-37 A Animals 0.0515 0.0595
4.38-46 B Birds 0.0408 -0.2267
4.47-50 C Insects 0.0224 -0.7202
4.51-57 D Reptiles and Other ‘Creeping Things’ 0.0536 0.1155
4.58-61 E Fishes and Other Sea Creatures 0.0246 -0.6615
9 People
9.1-23 A Human Beings 0.0699 0.5495
9.24-33 B Males 0.0466 -0.0714
9.34-40 C Females 0.0414 -0.2110
9.41-45 D Children 0.0472 -0.0558
9.46-48 E Persons For Whom There Is Affectionate Concern 0.0703 0.5614
12 Supernatural Beings and Powers
12.1-42 Supernatural Beings 0.0727 0.6241
12.43-50 Supernatural Powers 0.0695 0.5393
23 Physiological Processes and States
23.142-184 I Sickness, Disease, Weakness 0.0709 0.5776
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Table 2.8: Top 10 most similar “creature” sub-domain words with δαιμόνιον
Word CS Score with δαιμόνιον Standard Score
ἄρχων (supernatural power) 0.4529 10.7832
δαιμονίζομαι (be demon possessed) 0.2426 5.1638
νόσος (sickness) 0.2357 4.9794
ἄρρωστος (ill) 0.2228 4.6347
κάρφος (splinter, speck) 0.2097 4.2846
ἀκάθαρτος (unclean spirit) 0.1936 3.8544
ὄνομα (name) 0.1904 3.7689
μαλακία (sickness) 0.1809 3.5151
λεpiρός (leper) 0.1792 3.4696
βάτραχος (frog) 0.1757 3.3761
“Supernatural Beings” sub-domain, its similarity with the “Supernatural Powers”
sub-domain comes from a single aspect of the semantics of δαιμόνιον: its relation-
ship to ἄρχων. Besides these three supernatural words, we also see four of the 10
words from the “Sickness” sub-domain (νόσος, ἄρρωστος, μαλακία, and λεpiρός).
And besides these four, there are three more words from this sub-domain in the top
20 on our list of most similar words from these sub-domains: κακῶς, συσpiαράσσω,
and piονηρός. Does this mean that the New Testament writers saw demons and
demon-possession as a kind of disease? The evidence I will present later on in this
section will suggest that this is the case, though not in the way we might consider
it today, e.g., of demon possession as some sort of psychological illness.
Before coming to that discussion, however, the last three words in this list,
κάρφος, ὄνομα, and βάτραχος, will require a deeper analysis since they do not
obviously fit into any of obvious semantic pattern. ὄνομα occurs 229 times in
the New Testament, but the explanation as to why it is so similar to δαιμόνιον is
surprisingly simple: they co-occur quite significantly together. They both land as
the number 16 co-occurrent on the other’s list, according to Log-Likelihood, and,
thus, share many similar co-occurrents simply by the fact that the words that occur
in all of these passages co-occur with both words. In fact, in five different passages
(Matthew 7:22, Mark 9:38, Mark 16:17, Luke 9:49, and Luke 10:17) demons are
said to be cast out in the name (τῷ ὀνόματί) of Jesus. So the name of Jesus
relates very closely to demon exorcism.22 The word κάρφος appears only 6 times
in the New Testament: Matthew 7:3, 7:4, 7:5, Luke 6:41, and 6:42 (2x). These
are all in the context of Jesus instructing his listeners to look first to their own
sins by telling them to “first take the log out of your own eye, and then you will
see clearly to take the speck [κάρφος] out of your neighbor’s eye” (Matthew 7:5
= Luke 6:42). But this saying is in neither gospel related in any way to demon
possession or even heavenly beings at all. Why, then, should this word be so closely
22. This relationship of demons to miraculous deeds done by or in the name of Jesus will be strengthened below.
60 CHAPTER 2. USE CASE I: LEXICOGRAPHY
Table 2.9: Top 3 co-occurrents with δαιμόνιον and κάρφος
δαιμόνιον κάρφος
Co-occurrent Log-Likelihood Score Co-occurrent Log-Likelihood Score
ἐκβάλλω 182.6842 ὀφθαλμός 72.1339
δαιμόνιον 110.1079 δοκός 70.8468
βεελζεβούλ 88.1081 ἐκβάλλω 31.1088
related to δαιμόνιον? We need look only briefly at the top three co-occurrents for
each word, as represented by their log-likelihood score, between these two words,
shown in Table 2.9 on page 60 to discover the answer to the question. There we
see that the top co-occurrent for δαιμόνιον and the third for κάρφος are the same:
ἐκβάλλω. ἐκβάλλω is the word used to describe the exorcism of demons and, in
the stories about specks and logs in Matthew and Luke, the word is used three
times in each story to describe removing either the speck or the log from the eye.
So δαιμόνιον and κάρφος are not similar because they somehow share the same
nature but, instead, because in the New Testament they both fall into the category
of ἐκβαλλόμενοι, i.e., “things that are removed/expelled.”
The example of βάτραχος is more straightforward. This word appears only once,
in Revelation 16:13, and the word δαιμονίων appears only four words away, at the
beginning of 16:14. Not only this, but another word that co-occurs significantly
with δαιμονίων, ἀκάθαρτος, occurs only two words before βάτραχος in 16:13.
This is a similarity that actually focuses on the nature of demons as evil spiritual
beings since, as the only occurrence of βάτραχος in the New Testament, “frogs”
are very closely related to piνεύματα ἀκάθαρτα (16:13), which would seem to be
the category under which demons would also fall (see, e.g., Mark 1:23-45).
As a final step in this investigation I will consider the case of the words from the
“Sickness” sub-domain, νόσος, ἄρρωστος, μαλακία, and λεpiρός. Table 2.10 on
page 61 shows the top 10 most similar words for each of these. While there is a lot
of data in this table, most of it falls within just a few categories. The first of these
categories, highlighted in 25% gray , represent words that serve as descriptions of
a malady: κωφός, μαλακία, δαιμονίζομαι, ἄρρωστος, σεληνιάζομαι, βάσανος,
μάστιξ, νόσος, βλάpiτω, ἐνοχλέω, λέpiρα, and χωλός. These descriptions con-
centrate under the 4 sickness words, with λεpiρός having three, ἄρρωστος and
μαλακία four, and νόσος five while there is only one in the top 10 with δαιμόνιον.
The second group, in 50% gray , describe the action of curing someone or the re-
sults of this action: ἐκβάλλω, θεραpiεύω, ἐpiιτίθημι, ἰάομαι, καθαρίζω, διαβλέpiω,
and εὐθέως. These words are fairly evenly distributed among the individual lists
with νόσος having one, ἄρρωστος, λεpiρός and μαλακία two, and δαιμόνιον three.
The words in 75% gray are descriptions of the surrounding in which the healing
act takes place: ἔξω, piολύς, ὄχλος, ὑpiοχωρέω, and piαράλιος. This group of
words shows no representatives with λεpiρός, one representative with μαλακία and
δαιμόνιον, two with ἄρρωστος, and three with νόσος. And, finally, the words in
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Table 2.10: Top 10 most similar words to δαιμόνιον, νόσος, ἄρρωστος, μαλακία,
and λεpiρός
δαιμόνιον νόσος ἄρρωστος μαλακία λεpiρός
βεελζεβούλ μαλακία θανάσιμον νόσος καθαρίζω
ἐκβάλλω δαιμονίζομαι νόσος θεραpiεύω λέpiρα
ἄρχων θεραpiεύω βλάpiτω κηρύσσω ἀλάβαστρος
ἔξω ἄρρωστος piολύς piοικίλος κωφός
κωφός σεληνιάζομαι ὄχλος piαράλιος θέλω
διαβλέpiω βάσανος θεραpiεύω ἄρρωστος χωλός
συροφοινίκισσα piολύς μαλακία piᾶς καταχέω
θανάσιμον ὄχλος ἐpiιτίθημι βάσανος εὐθέως
ἔννυχα μάστιξ κἄν ἐνοχλέω δωρεάν
θεραpiεύω ὑpiοχωρέω δαιμονίζομαι ἰάομαι ἀλάβαστρον
100% gray are the two words that tie all of these words together: θανάσιμον and
δωρεάν. θανάσιμον occurs only in Mark 16:18 and δωρεάν, while occurring nine
times throughout the New Testament occurs twice in a similar context in Matthew
10:8. In both of these passages, Jesus is commissioning his apostles to go out and
perform wondrous deeds. The former mentions casting out demons in 16:17 and
healing the sick in 16:18 while the latter also mentions curing the sick and casting
out demons. It is with these two words that we finally find the key to how to
intepret demons and sickness together: both of them represent miracles that Jesus,
and his disciples, perform. And, as we saw in my brief analysis of the relationship of
ὄνομα and δαιμόνιον, these miraculous deeds were performed ἐν τῷ ὀνόματί σου.
This, I think, is finally the key to understanding why δαιμόνιον fits so poorly
into its proper semantic sub-domain of “Supernatural Beings.” The reason is that
for the New Testament authors, it does not matter where demons come from,
what other beings they are related to, or how they were created. Instead, what
is important is that demons act throughout the gospels, along with illness, as one
major motivation for miracle stories. This demonstrates something that we should
have already expected: when one relies on distributional semantics the text and the
context determines the meaning of a word . If our text would have been an excursus
on the nature of demons, then I expect that δαιμόνιον would have been more similar
to other “Supernatural Beings” words. As it is, this is not a description of the text
of the New Testament and so it returns very little information of this sort (though
see βάτραχος). And distributional semantics does not read this outside knowledge
about demons back into the text. In terms of lexical and contextual meaning
mentioned above, what our investigation shows is that distributional methods return
information about the contextual meaning of words, which is exactly what we should
expect given their reliance on distributional data to represent meaning. We, as
readers, can bring our own knowledge of a word’s lexical meaning to bear as we see
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fit, but we should always be careful not to let it overwhelm what the text itself tells
us.23
2.3 The Trinity in the New Testament:
Comparing the Distributional Profiles of
ΘΕΟΣ, ΧΡΙΣΤΟΣ, and ΠΝΕΥΜΑ
What we have seen, then, with the example of δαιμόνιον is that, for such words,
the semantic sets that our methods return are not based on the lexical meaning
of the term, e.g., δαιμόνιον in the semantic set of supernatural beings. Instead
they return semantic relationships based on contextual meaning, e.g., in the New
Testament δαιμόνιον falls into the semantic set of miracle motifs. And, by focusing
on words that do not fit into their semantic categories, we have learned something
about the differences between what types of semantic sets our methods produce
in relation to those in Louw-Nida. In order to demonstrate the importance of
this contextual meaning as opposed to the lexical meaning, in what follows I will
apply these methods to three very important words in the New Testament θεός,
Χριστός, and piνεῦμα. What we will see in the section below is that, instead
of our methods returning information about the words’ semantic sub-domains as
represented in Louw-Nida, e.g., telling us that θεός is a supernatural being, they
will tell us something much more interesting about how the words are used in the
New Testament, e.g., that θεός represents grace, glory, and righteousness in the
New Testament. Most of these results will not be surprising, just as those in the
previous sentence were not. But by looking specifically at the relationships among
these three words, as opposed to their individual semantics, we will learn some very
interesting things about how the New Testament may or may not have laid the
building blocks for later trinitarian theology.
Let us start with θεός. Table 2.11 on page 63 shows the top 30 words24 in
terms of cosine similarity with θεός ordered from most to least similar. In this table
I have excluded the cosine similarity score since, in this case, these scores bring
little more than added complexity. The words are, however, ordered by descending
cosine similarity with θεός. If we start with the first word on this list, χάρις, I would
qualify this as trait that Christians should have because they have received it from
God. This category would also include piίστις25, ἀγάpiη26, κλητός, and εἰρήνη.
We might also include δωρεά in this group, both because it has a similar meaning
with χάρις and because this group also focuses around God as giver. God being
23. Again, a reference to the discussion of dangers of translating σάρξ as “flesh” is germaine here: Nida, Louw,
and Smith, “Semantic domains and componential analysis of meaning,” 140-141.
24. Excluding the stop words listed at http://wiki.digitalclassicist.org/Stopwords_for_Greek_and_Latin as well as
any prepositions, conjunctions, and articles not already included on that list.
25. See τὴν piίστιν τοῦ θεοῦ in Romans 3:3
26. Two of the three virtues that Paul lists in 1 Corinthians 13:13. ἐλpiίς is number 74 on this list.
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Table 2.11: 30 most similar words with θεός
χάρις ἔρχομαι κλητός ὁράω κολοσσαί piροσέρχομαι
ἰησοῦς εὐχαριστέω εὐαγγέλιον piαντοκράτωρ θέλω piορεύομαι
εἰρήνη ἀpiέρχομαι δωρεά ἐρωτάω λέγω ἀκολουθέω
χριστός σωτήρ piίστις δοξάζω βασιλεία τότε
μαθητής εὐλογητός ὄχλος ἀγάpiη ἰδού δόξα
Table 2.12: 30 most similar words with Χριστός
χάρις θεός ναζωραῖος ἀγάpiη piάτμος ἔρχομαι
κύριος εἰρήνη κλητός ἰησοῦς εὐαγγέλιον συναγωνίζομαι
μαθητής εὐλογητός τιμόθεος piροσφάγιον ὁράω δωρεά
σωτήρ ραββουνι κολοσσαί ἰσότιμος ἀpiέρχομαι ὁρκίζω
λέγω ἀpiοκρίνομαι εὐχαριστέω ἀκολουθέω ρ῾αββί piίστις
the source of these virtues leads to the second category: actions or things that
Christians should give back to God. Besides piίστις27 and probably ἀγάpiη above,
there is also εὐχαριστέω, δοξάζω, and δόξα. This last word leads us into a group
of what should be considered titles for God: σωτήρ, εὐλογητός, and piαντοκράτωρ.
And, again, this last words reminds us that God is also a ruler, which should make
us bring up βασιλεία. This could also fit in the category of things that Christians
receive from God but I think it makes more sense in the context of these 30 words
as a description of God, as ruler of this kingdom.
Moving away from these traits of God and Christians, we see a large group of
words having to do with movement: ἔρχομαι, ἀpiέρχομαι, piροσέρχομαι, piορεύο-
μαι, and ἀκολουθέω. God is, in some way, closely related to movement though,
at this point, it is unclear how. Next, there is another large group of words that
collects around ἰησοῦς: χριστός, μαθητής, and εὐαγγέλιον. This represents that
close relationship between Jesus and God. We then also have two smaller group-
ings; one that represents communication words: ἐρωτάω and λέγω; and another
representing sight: ὁράω and ἰδού. I have now classified 26 of the 30 words on this
list. The others do not fall readily into any of these categories and a word by itself
does not really represent a category. At first glance, then, it appears that God is
the giver of gifts, the receiver of glory, God is saviour, blessed, and the ultimate
ruler. God is also closely related to movement and to Jesus and has a more tenuous
relationship to communication and sight. Since my purpose in this section is to
consider the relationship among God, Christ, and Spirit, I will withhold any more
commentary at this point as things will become clearer in relation to the categories
we can discern for the other two words.
The first thing to notice about the list in Table 2.12 on page 63 is the large
27. See piίστιν θεοῦ in Mark 11:22.
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overlap we see with the list for θεός above. The words in gray in the list are
those that also appear in the top 30 words for θεός: 18 out of 30 words are on
both lists. The point here, then, is not to try to find similarities between God and
Christ: those are obvious enough. Instead, I will set out to look at the subtle and
not so subtle differences that we see on this list. I will start where I started with
the θεός list above, with the traits that Christians should have. Every single one
of these words is shared by both lists: χάρις, piίστις, ἀγάpiη, κλητός, εἰρήνη, and
δωρεά. And, in fact, these six words show up in almost exactly the same order in
both lists, the only difference being that ἀγάpiη is the last of the words to appear
on the θεός list while it is fourth on this list. That could suggest that ἀγάpiη
is a bit more important among these divine gifts for Christ than for God, though
that is probably reading a bit too much into the data. Of the next group of words
describing what Christians should give back to God, only εὐχαριστέω also appears
here, with δοξάζω and δόξα missing. As a matter of fact, neither of these words
appear on the list of 100 most similar words for Χριστός. So while giving thanks
is closely related to both God and Christ, glory and glorifying belong much more
strongly to God than to Christ.
Of the titles for God that we saw above, we see two repeated on this list:
σωτήρ and εὐλογητός. And in place of the third from that list, piαντοκράτωρ,
we see κύριος on this list. This is quite an interesting observation in that, in the
Septuagint, both κύριος and piαντοκράτωρ are related very strongly with θεός,
with θεός occurring within 3 words of κύριος about 1 out of every 7 occurrences
of the former (1273 out of 8605) and with piαντοκράτωρ about 1 out of every 8
occurrences (24 out of 181). In the New Testament, however, piαντοκράτωρ is
much more closely related to θεός, with the latter occurring within three words of
the former in 8 out of its 10 occurrences. But with κύριος, θεός only co-occurs
within 3 words in 37 of its 713 occurrences, about the same frequency as with
Χριστός (41 times). piαντοκράτωρ, on the other hand, never occurs within 3 words
of Χριστός. This suggests that while both God and Christ are seen as rulers and
they both share the title of κύριος fairly evenly, God is portrayed much more strongly
as piαντοκράτωρ, i.e., ruler of all. Taking this line of thinking a bit farther are the
three other titles in this list that have nothing similar in the θεός list: ραββουνι,
ναζωραῖος, and ρ῾αββί. These three titles focus on Jesus as a human being who has
an earthly origin (ναζωραῖος) and fills the role of teacher. This is quite interesting
especially when interpreted along with the absence of δοξάζω and δόξα in this list,
something that against a monotheistic Jewish background should only be given to
God. I would then posit that, even though Christ and God share many similar traits
and titles, the differences between them seem to point to the humanity of Christ.
Even the replacement of piαντοκράτωρ for God with κύριος for Christ could be seen
to point in this direction.
We also see here the three words that we saw above that center around the word
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ἰησοῦς: μαθητής and εὐαγγέλιον.28 If one understands these words as revolving
around εὐαγγέλιον as opposed to ἰησοῦς, it is interesting to note that Christ has no
more words to designate the gospel than God does. Again, one could posit that this
means that God is just as much a part of the gospel as Christ, but this is a question
that would have to be investigated on its own.29 We also see three communication
words in this list, one that is shared with the θεός list (λέγω) and two that are not,
ἀpiοκρίνομαι and ὁρκίζω. The first of these is interesting in that we see ἐρωτάω
in the θεός list. So while asking is closely related to God, answering appears to be
more closely related to Christ. And we also see a large group of words related to
movement, all of which also appear on the θεός list: ἀκολουθέω, ἀpiέρχομαι, and
ἔρχομαι. piροσέρχομαι and piορεύομαι do not show up on this list, but the former is
the number 32 most similar word with Χριστός, thus showing up just off of this list.
And while piορεύομαι does not show up on the top 100 list for Χριστός, the most I
can say here is that both God and Christ are closely associated with movement of
all types: general movement (ἔρχομαι), movement towards or after (piροσέρχομαι
and ἀκολουθέω), and movement away from (ἀpiέρχομαι). We see only one word
dealing with sight (ὁράω, also shared) but we see two other words that should
perhaps be read together as a new category: ἰσότιμος and συναγωνίζομαι. Each
of these words is used only once in the New Testament but the contexts in which
they are used are strikingly similar. ἰσότιμος is used in 2 Peter 1:1 to designate that
the faith of the letter’s audience is equally (ἰσότιμος) as precious as that of the
letter’s sender while the latter occurs in Romans 15:30 as Paul asks the Romans
to “struggle along with” (συναγωνίζομαι) him in prayers to God on his behalf.
Both, then, are used to designate things that Christians that are widely separated
from each other share. That these two words appear on the list for Χριστός may
suggest that Christ, even more than God, is that which ties the whole Christian
community together. As with other observations here, though, this must remain
only a suggestion as it is not within the scope of the present study to investigate it
further.
And, finally, θεός shows up prominently on this list, just as Χριστός did on the
θεός list and, thus, we have discussed 26 of the 30 words on this list. In sum, while
God and Christ obviously show a significant amount of semantic overlap, there are
indications that Christ’s humanity is stressed in what is included in the Χριστός
list (ραββουνι, ναζωραῖος, and ρ῾αββί), what is excluded (δοξάζω and δόξα), and
what is changed (κύριος instead of piαντοκράτωρ). There also could be indications
that Christ is much more about community building than God with the occurrence
of the words ἰσότιμος and συναγωνίζομαι. Since the purpose of this section is to
investigate the evidence for the existence of the Trinity in the New Testament, the
exclusion of δοξάζω and δόξα and the replacement of piαντοκράτωρ with κύριος
suggests that, despite their semantic similarity, Christ occupies a place below rather
28. χριστός is missing here, of course, because that is the word under investigation.
29. Though my discussion of piίστις Χριστοῦ in Chapter 4 below suggest that this is indeed the case, at least to
some extent.
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Table 2.13: 30 most similar words with piνεῦμα
ἅγιος ἀpiροσωpiολήμpiτως αββα ἀνάpiαυσις μαθητής piτύον
σάρξ ἔγερσις ψάλλω piροσκαρτέρησις δωρεά piροσεύχομαι
φρόνημα δύναμις κατοικητήριον φίλημα ἐνέργημα ἐμφυσάω
ἀγνόημα υἱοθεσία ζῳοpiοιέω σκηνή ἐραυνάω μήpiω
piίμpiλημι διαίρεσις συμμαρτυρέω piλήρης συνεpiιμαρτυρέω διακονία
than equal to God.
The final data for this section comes in Table 2.13 on page 66. First, I should
note that I removed two words from this list that obviously dealt with unclean spirits,
i.e., demons (ἀκάθαρτος and βάτραχος) since they have nothing to do with the
Holy Spirit, which is the subject of the investigation here. After the previous two
tables, it is interesting to note here how little overlap there is between this table
and the previous two, with only two words being shared with both of those lists:
μαθητής and δωρεά. These two words, however, will play a very interesting role
in my analysis of the evidence that follows. I will start by considering what the
“gifts” (δωρεά) of the spirit might be: ἔγερσις, υἱοθεσία, piροσκαρτέρησις, and
perhaps also διακονία. We should probably also include here ἐμφυσάω, which in
John 20:22 refers to the “inbreathing” of the spirit. διακονία should remind us of
the last observation I made above about Christ binding Christians together, i.e.,
building the community. The spirit would also seem to have a hand in this. At
this point, it makes sense to bring in a few other words in this list that suggest
community: συμμαρτυρέω, φίλημα (the kiss of greeting in the community), and
συνεpiιμαρτυρέω. The previously mentioned μαθητής should also be mentioned in
the context of the Christian community. διαίρεσις could perhaps be included in
these community words as an opposed concept to the togetherness of community.
Two other words among these “gift” words have a close relationship with two other
words in the list: ἔγερσις with ζῳοpiοιέω and υἱοθεσία with αββα. This strengthens
the observation that the spirit has a hand both in resurrection and in adoption.
We also see in this list four words that revolve around the concept of decision-
making: φρόνημα, ἀpiροσωpiολήμpiτως, ἐραυνάω, and piτύον. Whether this decision-
making is done by the spirit or by the (individuals in the) community is not clear,
though it is probably enough at this point simply to note that the spirit is closely
linked with impartial decision-making. We then see three words that seem to be
traits of the spirit: ἅγιος, δύναμις, and ἐνέργημα. And, finally, we have three
pairs of words that can be mentioned briefly: piίμpiλημι and piλήρης dealing with
“fullness”, κατοικητήριον and σκηνή dealing with “dwelling places”, and ψάλλω
and piροσεύχομαι dealing with communication of the community with God.
In the end, then, the spirit is portrayed as the means by which Christians receive
life, adoption, perserverance, and community, with a significant amount of weight
put on this last aspect. The spirit also appears to function as a conduit in the
other direction, allowing the praise and the prayers of the community to reach God.
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There is also a strong aspect of decision-making in the semantics of piνεῦμα, but
whether it is the decision-making capability of humans, God, or the spirit itself is
unclear from this evidence. Judging by this evidence, the spirit would seem to be an
entity that is distinct from both God and Christ, especially in terms of its activity
and effects. And the later foci of the Holy Spirit as part of the Trinity, especially
community building and communication with God, are present in this list. Even in
this list, then, which seems to have so little overlap with the other two lists, we see
some of the building blocks for later Trinitarianism.
2.4 Conclusion
Don Juel, in his brief study of the evidence for the Trinity in the New Testament,
concludes, “The creeds modify biblical monotheism in terms of statements about the
concrete historical figure, Jesus, and the experience of the faithful through the Spirit.
While the New Testament offers no systematic reflection on these modifications to
traditional faith in the one God, it speaks in ways that invite further reflection.”30
My analysis of the distributional evidence above would concur with this assessment:
most of the pieces are there, but they are waiting to be explained and put together.
The biggest hurdle to the later Trinitarian theology would seem to be the apparent
subordination of Christ to God, a subordination that is clearly communicated by
Paul in 1 Corinthians 15:28 and that was taken up in the form of Arianism and
defeated at the Council of Nicaea. This subordination is also the greatest insight of
this distributional study, showing that when one weighs all the linguistic evidence of
the New Testament, Paul’s statement in 1 Corinthians 15:28 no longer appears to
be the exception but, according to this evidence, it would seem to be the extremely
high christology of the Johannine literature that is more the exception. It should be
remembered, however, that the point of this analysis was not to prove or disprove
the Trinitarian doctrine. Instead, it was to look at another form of evidence and
apply it to an interesting theological problem. In this case, the evidence produced
here would tend to undercut full Trinitarianism but it is still only one piece of
evidence that should be weighed among all of the other pieces. The studies in
the next two chapters will continue in the spirit of this mini-study in applying the
evidence produced by distributional methods to existing problems in New Testament
scholarship.
30. D. H. Juel, “The Trinity and the New Testament” [in en], Theology Today 54, no. 3 (October 1997): 321,
issn: 0040-5736, 2044-2556, accessed July 21, 2015, doi:10.1177/004057369705400303, http://ttj.sagepub.
com/lookup/doi/10.1177/004057369705400303.

Chapter 3
Use Case II: Translation of
ΕΚΚΛΗΣΙΑ
3.1 ᾿Εκκλησία: Church, Congregation, or
Assembly?
The word ἐκκλησία, often translated as “church,” is one of the most important
words in the history of Christianity. The concept of Christian unity has congealed
more and more firmly around this word throughout Christian history. ἐκκλησία can
represent everything from the gathering of two or three believers (Matthew 18:20)
to the universal church that includes all Christians, past present and future. This
chapter sets out to explore to what extent the fully Christian concept represented
by the English word “church” can be read from the evidence of the New Testament,
particularly the New Testament as read along with other, contemporary text. The
purpose of this introduction is to briefly review the impetus for this chapter and the
background research done into the meaning of ἐκκλησία in the New Testament.
This review will supply a basic range of options to which I will be able to compare
the distributional data that I produce. I will not feel constrained to choose one of
these possible meanings, especially if none of them fit the data. But even if the
data points in a different direction, previous interpretations of ἐκκλησία will still
provide a starting point for my own interpretation.
The initial impetus for this chapter came from an article by Jennifer Eyl enti-
tled “Semantic Voids, New Testament Translation, and Anachronism: The Case of
Paul’s Use of Ekkle¯sia.”1 Eyl argues that many of the problems with inconsistent or
incorrect translation of words in the New Testament are caused by semantic voids,
i.e., words in the Greek for which English either has no single word (the linguistic
1. Jennifer Eyl, “Semantic Voids, New Testament Translation, and Anachronism: The Case of Paul’s Use of
Ekklesia” [in en],Method & Theory in the Study of Religion 26, nos. 4-5 (November 2014): 315–339, issn: 0943-3058,
1570-0682, accessed July 1, 2015, doi:10.1163/15700682-12341289, http://booksandjournals.brillonline.
com/content/journals/10.1163/15700682-12341289.
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void, e.g, the German word Schadenfreude) or lacks even the concept expressed by
the word (the referential void, e.g, the “ancient Stoic notion of oikeio¯sis”).2 These
semantic voids, she claims, are filled, often anachronistically, “by translators in pur-
suit of crafting worship communities that match the translators’ specific Christian
ideologies.”3 She focuses on the case of the Greek word ἐκκλησία, which is typi-
cally translated as “church” in Christian literature. Eyl asserts that “church” is an
anachronistic and misleading translation for ἐκκλησία because,
The word “church” appends, ex post facto, certain kinds of charac-
teristics and social relationships to Paul’s ekklesia, and thus to the
people who identified as participants in his ekklesia. Furthermore, it is
suggestive of institutions, histories, relations of power, and dogmatic
theologies that had not yet developed.4
In support of this, she asserts that ἐκκλησία has not suddenly changed its
“entire semantic field...in the middle of the first century.”5 Instead, Eyl supports a
translation of ἐκκλησία that springs either from the background that informs Paul’s
usage, i.e., the Septuagint understanding of ἐκκλησία as the gathering of Israel at
Mt. Sinai,6 as well as later gatherings of the people of God,7 or from the one that
would likely have informed his readers’ understanding of the word, i.e., the typical
usage in their wider world as simply an “assembly or gathering.”8 And “assembly”,
in fact, is the translation that Eyl would seem to support.9
Eyl also focuses much of the article on Philo’s use of ἐκκλησία, which she
says deals almost exclusively with the ground for inclusion or exclusion from the
ἐκκλησία.10 She writes that both Philo and Paul are concerned
with controlling the passions, insistence on worship of the deity of Israel,
and the importance of Judean lineage. Contrary to most interpreters,
Paul does not appear to be establishing a third category called “Chris-
tians”; rather, he is devising a means by which gentiles are brought into
the family of Abraham. As members of that family, his followers enjoy
the privilege of participating in ekklesiai of the Judean deity.11
2. Eyl, “Semantic Voids, New Testament Translation, and Anachronism,” 318.
3. Ibid.
4. Ibid., 332.
5. Eyl, “Semantic Voids, New Testament Translation, and Anachronism,” 334.
6. Ibid., 335.
7. Ibid., 325.
8. Ibid., 332.
9. Ibid., 334.
10. Ibid., 326-327.
11. Ibid., 329.
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Eyl’s article is persuasively argued and well supported, especially from the pri-
mary literature. The one statement she makes that sticks out both as relatively
unsupported and subject to investigation by the methods I propose in this disserta-
tion is her assertion that the “entire semantic field” of ἐκκλησία did not suddenly
shift “in the middle of the first century.”12 Distributional methods, like those pro-
posed here, set out to investigate the “semantic fields” of words and, thus, are an
excellent means of investigating claims such as Eyl’s. And it must be admitted that
this claim stands very much at the center of her argument. If, after all, it can be
shown that the semantic field of ἐκκλησία in the New Testament actually is sig-
nificantly different than it was in the Septuagint or the wider hellenistic literature,
that could cast doubt on her interpretation of Paul’s referent for ἐκκλησία. I should
make it clear that I am not setting out either to prove or disprove her claims. Her
argumentation happens on the historical, exegetical level. My investigations will,
instead, be on the distributional semantic level. I expect that my results will either
support or erode support for her conclusions but they will not directly counter or
confirm her arguments or her conclusions.
Before diving into my distributional analysis, it will be helpful to look at the
different scholarly interpretations of what ἐκκλησία means in the New Testament.
This overview should provide a background against which I can compare my dis-
tributional results, serving as an interpretive aid that can help to contextualize the
raw data. Because they are most accessible, I will start with four lexica, two for
ancient Greek in general (Liddell and Scott, An Intermediate Greek-English Lexi-
con13 and Liddell, Scott, and Jones, A Greek-English Lexicon14) and two that focus
particularly on the New Testament (Danker, et al., A Greek-English Lexicon of
the New Testament and Other Early Christian Literature15 and Louw and Nida,
Greek-English Lexicon of the New Testament: Based on Semantic Domains16).
The Intermediate Greek-English Lexicon breaks the meanings of ἐκκλησία into two
parts.17 The first meaning is “an assembly of the citizens regularly summoned, the
legislative assembly,” for which Thucydides, Demosthenes, Herodotus, and Aristo-
tle are cited in support. The second meaning is “the Church, either the body, or
the place,” for which only the New Testament is cited. The Liddell, Scott, Jones
(LSJ) lexicon is similar in that is has two primary meanings,18 the first being “as-
sembly duly summoned” supported by reference to Thucydides, Plato, Aristotle,
12. Ibid., 334.
13. Henry G. Liddell and Robert Scott, eds., An intermediate Greek-English lexicon (Oxford: Clarendon Press, 1889),
http://www.perseus.tufts.edu/hopper/text?doc=Perseus:text:1999.04.0058.
14. Henry George Liddell et al., A Greek-English lexicon [in enggre], Rev. and augm. throughout (Oxford: New York:
Clarendon Press ; Oxford University Press, 1940), http://www.perseus.tufts.edu/hopper/text?doc=Perseus:
text:1999.04.0057.
15. Danker, Bauer, and Arndt, BDAG.
16. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains.
17. http://www.perseus.tufts.edu/hopper/text?doc=Perseus%3Atext%3A1999.04.0058%3Aalphabetic+letter
%3D*e%3Aentry+group%3D16%3Aentry%3De%29kklhsi%2Fa
18. http://www.perseus.tufts.edu/hopper/text?doc=Perseus%3Atext%3A1999.04.0057%3Aalphabetic+letter
%3D*e%3Aentry+group%3D47%3Aentry%3De%29kklhsi%2Fa
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Herodotus, etc. The second meaning is also split into two parts: the first coming
from the Septuagint, “the Jewish congregation,” and the second from the New Tes-
tament, “the Church, as a body of Christians.” This second definition is supported
by reference to Matthew 16:18, 1 Corinthians 11:22, and Romans 16:5. These
two lexica follow a similar pattern of splitting ἐκκλησία into a more political and a
more religious meaning. And the grouping in the LSJ of the Septuagint and New
Testament meanings could be seen to suggest some sort of relationship of the two
meanings with each other (which would correspond with Eyl’s own reading of the
evidence), though it would really be too much to read the LSJ’s grouping pattern
as proof for the support of such a relationship. In any case, both of these lexica
seem to support precisely what Eyl said did not happen, i.e., a significant change
in the semantic field of ἐκκλησία in the New Testament
The second set of definitions comes from the New Testament lexica. The Danker
lexicon (BDAG) has three primary meanings that occur in the New Testament.19 The
first (1) is “a regularly summoned legislative body, assembly, as gener. understood
in the Gr-Rom. World.” The single occurrence cited is Acts 19:39, where the city
scribe in Ephesus tells Demetrius and the other silversmiths that, if they have a
complaint against Paul, they should bring it ἐν τῇ ἐκκλησίᾳ. The second definition
(2), “a casual gathering of people, an assemblage, gathering,” is also only attested
in Acts 19, this time in verses 32 and 40, which both times describes the crowd that
gathered in the theater around Demetrius and his fellows. The third (3), and by far
the most prevalent, definition in the New Testament is “people with shared belief,
community, congregation...in our lit. of common interest in the God of Israel.”
This definition has three further sub-definitions: (3a) “of OT Israelites assembly,
congregation,” (3b) “of Christians in a specific place or area,” and (3c) “the global
community of Christians, (universal) church.” Of most interest to this study are
the last two of these. Definition 3b has the following very interesting historical
comment:
the term ἐ. apparently became popular among Christians in Greek-
speaking areas for chiefly two reasons: to affirm continuity with Israel
through use of a term found in Gk. translations of the Hebrew Scrip-
tures, and to allay any suspicion, esp. in political circles, that Christians
were a disorderly group.
The first reason, continuity with Israel, should look familiar from Eyl’s own ex-
egetical take on the word. The second, however, is new, though it is related to Eyl’s
claim that one of the reasons that ἐκκλησία became popular was because it would
have been known by Paul’s audience from the world around them. Both of these
reasons, though, come back to the same basic premise of continuity, either with
the Israelite congregation or with the Greek political assembly, fitting into both the
19. Danker, Bauer, and Arndt, BDAG, s.v. “ἐκκλησία.”
3.1. CHURCH, CONGREGATION, OR ASSEMBLY? 73
Jewish and the Greek world views.20 The two sub-definitions under 3b assert that
ἐκκλησία could refer to “a specific Christian group assembly, gathering ordinarily
involved in worship and discussion of matters of concern to the community” and
“congregation or church as the totality of Christians living and meeting in a partic-
ular locality or larger geographical area, but not necessarily limited to one meeting
place.”
So the BDAG, like both of the previous Greek lexica, separates the religious and
non-religious meanings of ἐκκλησία. It also splits the LXX and the NT usage, with
3a referring to the congregation of Israelites and 3b and 3c referring to Christian
groups. Also, the BDAG only finds definition 3a in two passages, Hebrews 2:12 and
Acts 7:38. This results in a picture of ἐκκλησία in the New Testament as a purely
Christian group, against Eyl, even though it still might find its roots in the LXX
congregation, in agreement with Eyl. Instead of ἐκκλησία representing a grafting
in of the new believers, as Eyl would have it, the BDAG portrays it as a term of
separation rather than integration.
The final Greek lexicon, the Louw-Nida lexicon, is interesting for two reasons.
First, because, as Louw and Nida say in their preface, their lexicon was “designed
primarily for translators of the New Testament in various languages.”21 Since the
translation of ἐκκλησία is the focus of Eyl’s article, it will be interesting to see what
advice Louw and Nida give to translators of this term. Second, instead of provid-
ing only translation glosses, Louw-Nida also provides definitions and explanations
of words22 as well as explanations of the differences of a term with other closely
related terms.23 Louw-Nida, like the BDAG, also has three primary definitions for
ἐκκλησία, in sub-domain 11.32 as “a congregation of Christians, implying inter-
acting membership – ‘congregation, church,’” in sub-domain 11.33 as “the totality
of congregations of Christians – ‘church,’” and in sub-domain 11.78 as “a group
of citizens assembled for socio-political activities – ‘assembly, gathering.’” Reading
these definitions more closely, Louw-Nida advises translators under 11.32 to
beware of using a term which refers primarily to a building rather than
to a congregation of believers. In many contexts ἐκκλησία may be
readily rendered as ‘gathering of believers’ or ‘group of those who trust
in Christ.’
Then, under 11.78,
It is possible that in ἐκκλησία there is somewhat more focused upon the
people being together as a legal assembly, while in the case of δῆμος
20. Eyl, “Semantic Voids, New Testament Translation, and Anachronism,” 332 for her take on what ἐκκλησία
would have meant to Paul’s Greek audience.
21. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains, iv.
22. Ibid., viii.
23. Ibid., ix-x.
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the emphasis is merely upon a meeting of citizens. But in the NT one
cannot distinguish clearly between the meanings of these two words.
What we see, then, in Louw-Nida that we have not yet seen is an explicit focus
on the gathering or group aspect of the word, with this being mentioned in both
11.32 and 11.78. However, there is no mention of the Christian ἐκκλησία being
related in any way to the Israelite congregation in the LXX. So a translator who
was using the Louw-Nida lexicon either primarily or exclusively would completely
miss the aspects of ἐκκλησία that Eyl finds most important.
It seems, then, that all of the definitions reviewed support a redefinition of
ἐκκλησία to represent a purely Christian religious or cultic gathering or even the
building in which such a gathering took place. These definitions would suggest
that ἐκκλησία was a word which, even though it would have been understandable
to the people around them, would have been used by Christians to set themselves
apart from the pagan and Jewish world rather than to graft themselves into the
congregation of Israel.
Moving away from the lexica, where translators, students, and scholars would
look first to find the meaning of ἐκκλησία, the next step is to look at other widely
used reference works for the New Testament. And probably the most widely used
reference work, especially in academic circles, is Gerhard Kittel’s Theologisches
Wörterbuch zum Neuen Testament. The entry for ἐκκλησία was written by Karl
Ludwig Schmidt.24 This very detailed discussion has many things in common with
Eyl’s own interpretation: it questions the translation of “Kirche/church” as being
too colored by later Christian developments,25 it finds the usage in the undisputed
Pauline epistles to be significantly different than in the deutero-Paulines (i.e., Eph-
esians and Colossians),26 and it finds the root of the New Testament usage of
ἐκκλησία exclusively in its Septuagint usage.27 Schmidt, however, disagrees with
Eyl on her central point: he sees the Christian choice of ἐκκλησία, especially in light
of early Christianity not choosing συναγωγή, as being a means of setting themselves
apart from, not integrating themselves into, the existing Jewish religious communal
structure.28 In the end, Schmidt suggests somewhat of a neologism for the transla-
tion of ἐκκλησία, “Kirchgemeinde”, in order to capture both the universal aspects
we would associate with “Kirche” and the local aspects we would associate with
“Gemeinde.”29
In contrast to all of the research cited so far, the entry for ἐκκλησία in Balz and
Schneider’s Exegetisches Wörterbuch zum Neuen Testament, written by J. Roloff,30
finds the origin of the Christian use of ἐκκλησία not in the assemblies of the LXX
24. K. L. Schmidt, ἐκκλησία, ed. Gerhard Kittel and Gerhard Friedrich, Stuttgart, 1938, 502–539.
25. Ibid., 534.
26. Ibid., 512.
27. Ibid., 516.
28. Ibid., 519-520.
29. Ibid., 534-535.
30. J. Roloff, ἐκκλησία, ed. Horst Balz and Gerhard Schneider, Stuttgart, 1980.
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but, instead, in the לא להק (“assembly of God”) of the other Jewish apocalyptic
communities of the time, especially in the Qumran writings (1 QM 4:10, 1 Qsa
1:25).31 Roloff argues that להק in the Old Testament is not only translated with
ἐκκλησία but also with συναγωγή, which, he points out, was the preferred term for
other Jewish communities at the time,32 that the LXX has ἐκκλησία κυρίου instead
of ἐκκλησία τοῦ θεοῦ, and because the New Testament has no direct citation from
the LXX that refers to the congregation of Israel (except, as he says, “viell[eicht]”
Acts 7:38).33 Roloff also dismisses the idea that ἐκκλησία would have been chosen
to set the early Christian community apart from the Jewish συναγωγή with the
assertion that there is no evidence in Paul that ἐκκλησία was meant to counter the
“durch jüd. Nomismus vorbelasteten Begriff συναγωγή.”34 Of most importance,
however, in relation to Eyl, is that Roloff sees Paul’s use of ἐκκλησία as setting up
the “third kingdom” in relation to Jews and Greeks, citing 1 Cor 10:32 (ἀpiρόσκοpiοι
καὶ ᾿Ιουδαίοις γίνεσθε καὶ ῞Ελλησιν καὶ τῇ ἐκκλησίᾳ τοῦ θεοῦ) in support of this.
This directly contradicts Eyl’s assertion that Paul is integrating Gentiles into Israel
as opposed to setting them apart from the world around them. It should come as no
surprise, then, that Roloff suggests that ἐκκλησία should be translated “Gemeinde”
when referring to a local community and “Kirche” when the referent is abstracted
from the local context.35
Besides these definitions in the traditional reference works, there are also sev-
eral scholars who have dealt with the meaning of ἐκκλησία in the last sixty years.
Wilhelm Pauck, in his article “The Idea of the Church in Christian History,”36 char-
acterizes the development of the term ἐκκλησία as one from small local gatherings
based around the personal relationships of the members to that of the monarchi-
cal Catholic Church of late antiquity.37 He, like Eyl, finds the origin for the New
Testament usage of ἐκκλησία in assemblies of Israel described in the Septuagint
but, instead of seeing it as an incorporation of Gentiles into the ἐκκλησία of Israel,
Pauck portrays the Christian use of ἐκκλησία as being a “claim to be the true
Israel.”38 So, for Pauck, New Testament ἐκκλησία was still more about separation,
or even replacement, than integration.
J.W. Roberts, in his article “The Meaning of Ekklesia in the New Testament,”39
also finds the New Testament roots for its usage of ἐκκλησία in the Septuagint. In
31. Ibid., col. 1000-1001.
32. Though this reference back to the Hebrew original term that stands behind both ἐκκλησία and συναγωγή would
seem less important than the theological arguments for the LXX as the source given by, e.g., Eyl (reconstitution of the
OT “congregation”), if one assumes that the New Testament writers would have used primarily, or even exclusively,
a Greek translation of the Hebrew original.
33. Roloff, ἐκκλησία, col. 1001.
34. Ibid.
35. Ibid., col. 1000.
36. Wilhelm Pauck, “The Idea of the Church in Christian History,” Church History 21, no. 3 (September 1952):
191–214.
37. Ibid., 196.
38. Ibid., 193.
39. J.W. Roberts, “The Meaning of Ekklesia in the New Testament,” Restoration Quarterly 15, no. 1 (1972): 27–36.
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particular, he traces the development within the New Testament of its meaning from
the local gathering of believers to the ideal and universal “Church” that encompasses
all believers back to its usage in the Septuagint, where it begins with the gathering
of Israel before Mt. Sinai but then later represents the gatherings of all Israel as they
came together at important points in their history.40 Roberts also sees the Christian
ἐκκλησία as a “new congregation or ekklesia...constituted on the basis of what
God had done in Jesus Christ.”41 And, even though he acknowledges the fact that
the new believers in Christ would have met along with the Jews in the synagogue
until they split (which he places after the council of Jamnia42), he insists that the
members of the Christian ἐκκλησία “would have had their own separate meetings
after the synagogue met.”43 Thus, he also sees the New Testament ἐκκλησία as
representing a split with its Jewish background even at its earliest stages.
This brief overview of the interpretations of ἐκκλησία provides a good starting
point for the distributional analysis below. We see that it is typical is to find the
roots of the NT use of ἐκκλησία in the LXX usage of the same word. Only Roloff
differs, still finding the origin in Jewish usage but, instead of in the LXX, finding it in
the post-biblical apocalyptic Jewish communities. There is also a strong sentiment
that “church/Kirche” should be kept as a possible translation since this represents
the concept of the universal church better than “community/Gemeinde” or “gath-
ering/Versammlung” (BDAG, Louw-Nida, Schmidt, and Roloff). And, finally, only
Eyl asserts that the purpose for choosing ἐκκλησία to describe the Christian com-
munity is in order to integrate the new Gentile believers into the existing community
of Israel.
Finally, before considering the results of our distributional analysis, we should
consider what we would expect to see considering the literature reviewed above.
If Eyl is correct, the New Testament usage of ἐκκλησία should look more like the
LXX and the Philonic usage than that of Plutarch. We might also expect it to
look different from the usage in Josephus, who, Schmidt asserts, uses ἐκκλησία in
“worldly terms.”44 Schmidt also claims that Philo uses ἐκκλησία typically in terms of
non-religious meetings.45 Thus, if Schmidt is correct, we might also expect Philo’s
usage patterns to look different from those of the LXX or the NT. This, however,
would not necessarily be a blow to Eyl’s conclusions since her point is that both
Philo and NT use ἐκκλησία in a septuagintal manner. If we find the the NT does
this but Philo does not, the evidence would still support Eyl’s main assertion. If,
on the other hand, our results show that the difference between the LXX and NT
usage is of similar magnitude to that between the NT and the wider Greek literature,
this could show that the NT means something significantly different with the word
40. Roberts, “The Meaning of Ekklesia in the New Testament,” 33.
41. Ibid., 35.
42. Ibid., 36.
43. Ibid.
44. Schmidt, ἐκκλησία, 532.
45. Ibid.
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ἐκκλησία than the Septuagint did, which would suggest that the New Testament
has moved ἐκκλησία away from the semantic field it occupied in the Septuagint.46
Even if this were the case, however, I would still need to look more closely at the
relationship between NT and the LXX to find out what similarities still remain. In
the next section, I will describe how I will conduct my examination both in terms
of finding the similarity of ἐκκλησία among the corpora under investigation and in
terms of discovering why the similarities and dissimilarities exist.
3.2 Distributional Analysis of ἐκκλησία
I will carry out my distributional analysis by producing distributional profiles for
ἐκκλησία in six different corpora, the New Testament (obviously), the Septuagint,
the works of Philo, of Josephus, and of Plutarch, and then a general collection of
classical Greek authors extracted from the Perseus corpus. The New Testament,
Septuagint, Philo, and Josephus have all been suggested as comparison corpora
in the literature review above. I have chosen Plutarch because Plutarch wrote at
about the same time as the New Testament, Philo, Josephus, and parts of LXX
but in a non-Christian, non-Jewish context. And I have chosen the general Perseus
corpus as a collection of literature that would have had significant influence on
how both the other writers and society in general would have conceived of the
term ἐκκλησία. One small complication in this chapter is that I will be forced
to extract the necessary semantic information from the inflected word forms as
opposed to from the lemmatized forms. The reason for this is that there are no
openly available, lemmatized texts for Philo, Josephus, Plutarch, or the Perseus
corpus. To overcome this problem, I have used the non-lemmatized texts for all
corpora, including the biblical ones, but have lemmatized all occurrences of the
word under investigation, i.e., ἐκκλησία. I have done this simply by searching all
the corpora for all the forms of ἐκκλησία that occur within them47 and replacing
them with ἐκκλησία. This will allow me to calculate a single distributional profile
for the lemma ἐκκλησία, though it will be based on non-lemmatized textual data.
Once I have used these distributional profiles to calculate cosine similarity scores
for the words in each corpus with ἐκκλησία, I will calculate how similar these cosine
similarity vectors for ἐκκλησία in each corpus are to each other using the cosine
similarity measure. Having produced a general similarity score for every corpus with
every other corpus, I will take a deeper look at the data, considering which words
are most responsible for the similarity of each corpus with each other. I will do this
by finding the words in the two corpora that have the most similar similarity score
with ἐκκλησία. This will work because, as we learned in the explanation of the
cosine similarity metric in section 1.6 above, two series of values are similar to each
46. This ends up being precisely the case that we will have to deal with. As shown below, however, even though
this is the case, we still find evidence to support Eyl’s interpretation.
47. E.g., ἐκκλησίαις, ἐκκλησίαι, ἐκκλησίαν, ἐκκλησίας, etc.
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other if they have similar values for the same elements. So this means that the
elements, in our case the individual words, where the value is the most similar are
most responsible for a cosine similarity score being high, i.e., these values draw the
two together. Thus, by considering the words that have the most similar values,
I will be considering which words are most responsible for bringing the two words
together.
3.3 Vector Similarity
The first hermeneutical task will be to get an overview of how similar ἐκκλησία
is in each of the six corpora under investigation. I will do this by calculating the
cosine similarity score for each pair of cosine similarity vectors for ἐκκλησία. As
explained above, I have first calculated all the cosine similarity scores for ἐκκλησία
within each corpus, thus producing a vector with the similarity scores for ἐκκλησία
with every other words in each of the six corpora. I then standardize (see chapter
1) each of these six ἐκκλησία vectors and compare them to each other. This results
in a comparison of the semantic relations that ἐκκλησία has in each corpus, so that
two cosine similarity vectors that have similar standardized similarity scores for the
same words will end up being similar to each other. Figure 3.1 on page 78 shows
the results of this vector comparison.
Figure 3.1: Comparison of the ἐκκλησία vectors for each corpus
First, notice that the three highest scoring pairs are Josephus-Plutarch (.74),
Plutarch-Perseus (.73), and Josephus-Perseus (.69). Given what Schmidt said above
(page 76) about Josephus using ἐκκλησία in “worldly” terms, these three corpora
may very well represent the more general meaning of ἐκκλησία as a general assembly
3.3. VECTOR SIMILARITY 79
(see the definition from the LSJ on page 71 above). This will be the first hypothesis
I test below. Next, notice the similarity of each corpus to the New Testament. By
far the highest similarity score is with Philo (.61), which supports Eyl’s assertion
that Philo is at least as important a context for understanding ἐκκλησία in the
New Testament as the Septuagint. The second highest, however, is with Josephus
(.48), something that the secondary literature never led us to expect. Then come
Plutarch (.44), the Perseus corpus (.42), and, suprisingly last of all, the LXX (.41).
So what is surprising about this data? The most surprising result is the low
similarity score for the NT-LXX pair. The secondary literature cited above over-
whelmingly asserted that the best context for understanding ἐκκλησία in the NT
is the LXX. Our data seem to suggest otherwise. The second, related surprise is
that the semantic relations for ἐκκλησία between the NT and Philo are so much
higher than those for the NT and LXX. In the sections that follow, I will first briefly
investigate the highest scoring corpora to discover in what way Plutarch, Josephus,
and Perseus all represent the “worldly” meaning of ἐκκλησία. As explained in the
previous section, I will do this by looking at the individual word similarity scores that
are the most similar in the ἐκκλησία vectors in these three corpora. I will, however,
limit the results to words whose cosine similarity score with ἐκκλησία is at least .5
standard deviations above the norm. Setting a minimum value for the Z-Score will
assure that the words in the tables below have some importance in determining the
semantic range of ἐκκλησία. If I were to set no limit, then any word, even one that
had a below average distributional similarity with ἐκκλησία, would still show up on
the list. That would result in a list that would contain words that are actually not
important in determining semantics.
Table 3.1 on page 80 represents the top 50 words ordered by ascending difference
in cosine similarity score (i.e., two words with the exact same score will have a
difference of 0 and, thus, be at the top of the list) between Josephus and Plutarch.
The shades of grey that I have assigned to words in the table represent my own
close reading of the relationships of these words to each other. I looked closely at
the group of words, trying to find semantic relationships among them. If several
words with similar semantics show up in the list, this helps to define a topic that is
important for demonstrating the semantic field of ἐκκλησία that is shared between
the two corpora. In the analysis that follows, I will first explain what I believe joins
each of the shaded groups of words together and then bring these groups together
to paint a picture of the semantics ἐκκλησία shares between these two corpora.
In this table, the first category in 25% gray is made up of five words representing
negative things (ἀδικίαν, ἀpiιστία, κακοpiαθείας, and κινδύνων) that must be
suffered (φέρεσθε). The possible importance of this group of words is not yet
clear but, at the end of my analysis of this constellation of three corpora I will
propose a theory as to their significance. The second category, in 50% gray ,
represents groupings of people, both specific (αἰθιόpiων and λυδοὺς) and general
(δῆμός) groups. Next is a collection of three words in 75% gray representing
ruling (ἐpiιτροpiεύων and κυριεύσας) and law (νομοθέτῃ). Then a larger group
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Table 3.1: 50 most similar words between Josephus and Plutarch
ἀδικίαν injustice κτείνειεν to kill
ἀpiιστία distrust piλησιάσαι to bring near
διεξιών
pass through OR
keep apart γνωρίζειν to make known
κακοpiαθείας misery piροσέpiεσεν to fall upon
αἰθιόpiων Ethiopian ἀντεῖχον to withstand
φέρεσθε
carry, endure,
suffer ἀχρήστοις useless
ἐpiιτροpiεύων to govern δίδυμος double
ἐκpiλῆξαι to expel δυσάλωτος hard to conquer
ἀνατείνων to lift up piαρακαλῶν to exhort, de-mand
εὐpiόρει to prosper, thrive δυνηθέντες to be able
κινδύνων danger εἴξειν to be like
ὑpiῆρχον to begin φροντίσαντες to consider
καλεῖ to call piεριγενομένης to overcome
piροσωpiεῖον mask ἠγάpiα to love
στρατεύματι campaign ἀκούσαντος to hear
δῆμός district piροθυμότατον willing
ἀpiόλωνται to destroy λευκῷ white
λυδοὺς Lydian piλείστου most, greatest
ἐζήτουν to seek ἀλόγους speechless, irra-tional
ἀνακειμένην
to be offered, to
depend on ἐφίεσθαι
to let go, to send
to
διημάρτανον to miss entirely piρότεροι before, in front of
γνωριμωτάτων well-known νότια damp
αἴτιον responsible γιγνομένας to become
νομοθέτῃ law-giver ἀνακαλῶν to invoke, sum-mon
δεδωκέναι to give κυριεύσας to rule
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of six words in 100% gray revolving around the language of battle (στρατεύματι,
ἀντεῖχον, δυσάλωτος, and piεριγενομένης) and its consequences (ἀpiόλωνται and
κτείνειεν). Finally, there is a group of five words in black representing the quest
for knowledge (ἐζήτουν and φροντίσαντες), its attainment (γνωριμωτάτων and
γνωρίζειν) and the failure to attain it (διημάρτανον). Three of these categories,
i.e., groups of people, governance, and battle, readily suggest that for Josephus
and Plutarch the ἐκκλησία is a ruling body for a certain group of people that is
also important during times of war. The two categories of suffering and knowledge-
seeking do not immediately suggest a close relationship to this semantic center of
“ruling council” but the analysis of the next two pairs of corpora below will help to
bring these two categories into a more general understanding of the semantics of
ἐκκλησία.
Table 3.2 on page 82 shows the top 50 most similar words between the Plutarch
and Perseus corpora. My method of interpretation here will be the same as that
just completed for the Josephus-Plutarch pair. The first group in 30% gray , with
six members, centers around the words κατηγορῶσιν, ἀμώμητον, and ἀpiαλλάξειν,
which suggest the setting of a trial in which someone is accused and then, if they
are found not guilty, they are held blameless and are set free. If one accepts this
categorization of these words, the other three words should also be included in this
category since ἀμφισβητοῦσι, ἀτιμίᾳ, and κελεύεις also belong in the context of
the argumentation and results of a court setting. The next set of three words, in
60% gray , should remind us of the “knowledge-seeking” category from Table 3.1
above. Here, while there is still a focus on knowledge (ἠpiιστάμεθα), it appears to
be more of a hidden knowledge (αἰνίττεσθαι and ἠpiόρησε) that needs to be taught
(διδάσκουσιν). Next we see a large category of seven words in 90% gray that
focuses around war and battle, with διαφθαρῆναι, νικηθεὶς, piροσῆλθες, and piτῶμα
describing the results of war, κᾶρες and συμμαχικῶν describing the participants,
and ἐpiέχοντες describing defense against attack. It will be interesting to keep
the word συμμαχικῶν in mind for the Josephus-Perseus comparison below, as a
closely related word will appear in a different semantic context in that list. The
final group of 3 words, in black , revolves around religion and the gods (piαναιτίου
and ἱερωσύνης) and, especially, determining the will of the gods (οἰωνῶν).
Besides once again seeing the focus on the martial aspects of ἐκκλησία here, the
categories of religion and knowledge-seeking appear to explain each other, suggest-
ing that for Plutarch and the Perseus corpus, an important aspect of the ἐκκλησία
is to reveal hidden knowledge by determining the will of the gods. At this point I
would not extend this category of divine will to the courtroom aspect that I pro-
posed above since there a decision is reached through argumentation and rhetoric
(ἀμφισβητοῦσι and κελεύεις) instead of through interpreting signs from the divine.
If we consider the analysis results for this pair of corpora in relation to those for the
Josephus-Plutarch pair above, we see the focus on war and battle repeated here,
though we see no evidence of the words for governance or groups of people that we
saw there, and we see here a possible context for the knowledge-seeking category
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ἀμφισβητοῦσι to dispute ἐνέχυρα pledge
αἰνίττεσθαι
to speak in rid-
dles ὁλκάσι trading ship
ἀτιμίᾳ dishonor piοιητής maker
ἐμμείναντες to abide in θανόντα to die
διαφθαρῆναι to destroy utterly κοινάς common
δεῖμα fear λογίζεται to count, reckon
ἀpiολίpiωσιν to leave ὑpiερορᾶν to despise
χεῖράς hand piεριόντος to excel
καρpiοφόροις fruitful διδάσκουσιν to teach
piαναιτίου
cause of all
(Zeus) piροσῆλθες
to approach, sur-
render
λαέρτης
Laertes (father of
Odysseus) piτῶμα fall, corpse
κᾶρες Carian ἀpiαλλάξειν to set free
οἰωνῶν
bird of prey, of
omen κελεύεις to urge
χωομένοιο to be angry ἑpiτακαιδέκατον seventeenth
ἀνεβάλλετο to strike up ἔνδοθεν within
νικηθεὶς to conquer καταστάντας to place
συμμαχικῶν of alliance κόμην hair
τιθήνη nurse ἀμώμητον blameless
ἐpiέχοντες
to keep shut
(gates) ἠpiόρησε to be at a loss
ἀλγήσας to suffer κατηγορῶσιν to accuse
ἐρασθῆναι to love ἱερωσύνης priestly
γενομένοις to become φέροντες to carry
ἐpiιβάλλων to throw upon piρεσβύτεροι elder
piροσεδέξαντο to accept ἠpiιστάμεθα to know
ὁρμᾷ to start τροφοὺς nurse
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in that previous pair. I would suggest that the knowledge-seeking category there
comes closest to the court category here, with words like ἐζήτουν and φροντίσαν-
τες in that list coming closer to the context of court than what would seem to
be the context of knowledge-seeking in terms of divine mysteries in this list. This
relationship suggests that for all three of these corpora, ἐκκλησία is also the place
for legal considerations and decisions. To summarize, up to this point we seem
to have four primary categories for ἐκκλησία: martial (undoubtedly the strongest
category), governmental, legal, and religious.
The final comparison in my triangulation of the general ancient Greek semantics
of ἐκκλησία (Josephus-Perseus) are shown in Table 3.3 on page 84. The first group
of four words in 30% gray contains words referring to togetherness, whether in a
general sense (κοινωνίας and σύμpiαντα) or in a martial sense (συναpiολεῖσθαι and
συμμάχου). As I mentioned in my discussion of the Plutarch-Perseus pair above, I
categorized the closely related word συμμαχικῶν with the group of martial words
there. I could have done the same here and, in a way, it is of course a martial word.
But by grouping it here I wish to demonstrate the close relationship between these
words that center around the concept of κοινωνίας, “association,” and the martial
words we have seen already and will see again in this list. I think this is the most
important category in all of the three lists and I will discuss this importance further
below. The second group of five words, in 60% gray , represents the concept of
government. Two words refer to this concept directly (βασίλειοι and γερουσία)
while the other three do so only obliquely. First, μετέλλου refers to the Roman
Senator Gaius Caecilius Metellos who, according to Plutarch, confronted Sulla on
the floor of the Roman Senate asking him to at least produce a list of names of
those he planned to proscribe.48 εἰκοστῷ represents the twentieth part that was
often levied as taxes by a ruling power while one frequent use of piεντακοσίοις
was to refer to the Senate of 500 in Athens. I considered adding κατῴκησε to
this category since it can also refer to ruling in general, but I decided against it in
the end since this actually appears to be one of its more minor meanings.49 The
next, and largest, group of words, with eight members in 90% gray , represents
war and battle. Here, we see four words that refer to the activities before a battle
(piύργοις, χωρῆσαι, piορευομένῳ, and καθίσταται), two that describe the warriors
(ἐpiικουρικὰ and δορυφόρων), and one each describing the weapons (χαλκὸς) and
the results (κτείναντα). As already mentioned above, this list could have been
expanded with two words in the “association” category above, συναpiολεῖσθαι and
συμμάχου, but this simply demonstrates the close relationship in this pair between
the martial and the communal aspects of ἐκκλησία. And, finally, in black are three
words that find their home in the semantics of trials: ἐpiιτροpiῆς, ἀpiεpiειρῶντο, and
piειραθεὶς. Of these three, only ἐpiιτροpiῆς has a specific reference to the courtroom
48. Plutarch, Life of Sulla 31: http://data.perseus.org/citations/urn:cts:greekLit:tlg0007.tlg033.perseus-grc1:31.1-
31.2
49. Entry II with only 3 references in the LSJ: http://www.perseus.tufts.edu/hopper/text?
doc=Perseus%3Atext%3A1999.04.0057%3Aentry%3Dkatoike%2Fw
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κοινωνίας association τιθέασι to set
ἐpiιβαίνοντες to go upon διαδόχῳ succeeding
μήκους length κακὰ bad
βασίλειοι royal ἐpiέστησε to set upon
σύμpiαντα all together ἀpiοτέμνεται to cut off
συγγραφεῖς to write down piολυδεύκης Pollux
ἡδονῆς pleasure ἐpiικουρικὰ mercenary
ἱεροδούλων temple slave χωρῆσαι to advance
piύργοις (defense) tower piειραθεὶς to try, test
ἀρρένων male θαυμασταὶ wonderful
συναpiολεῖσθαι to perish together κτείναντα to kill
piαρασχόντας to hand over μεσόγειον inland
piοικίλαις Many-colored piεντακοσίοις five hundred
μετέλλου
Metellos (Roman
senator) καθίσταται
to set down, set
in order
ἐpiιτροpiῆς
reference (to an
arbiter in a law-
suit)
piορευομένῳ to walk, march
ἀpiεpiειρῶντο to make trial of δορυφόρων Spear-bearing
κατῴκησε to inhabit τέρασιν sign
εἰκοστῷ twentieth γερουσία senate
ἠχθέσθη to be grieved λειpiόμενος to leave
δούσης
to bind (δέω) or
to give (δίδωμι) ἑλκύσαι to pull
ἰνίου
the nape of the
neck χαλκὸς copper
ἐλθόντα to come piροηγάγομεν to lead forward
συμμάχου
to fight along
with ὄνον donkey
ψυχὴν life τἀνδρός man
ἀpiετέμοντο to cut off δέδοκται to expect, think
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while the other two simply refer to the testing out of people and claims. It seems
best to say, then, that this group sees one role of the ἐκκλησία as testing out claims
and people and, thus, making decisions on these things. This could, however, be in
reference to the semantics of the courtroom or the will of the gods, both of which
we saw represented in the Plutarch-Perseus pairing above. This trying, testing, and
decision-making capacity could also be seen in reference to decisions on military
strategy that an ἐκκλησία might be asked to make.
I think, however, that it is wise at this point to take a step back and consider if
there might not be an overarching semantic idea behind ἐκκλησία that goes beyond
saying that the ἐκκλησία was a military, governing, religious, and legal decision-
making body. I think the “association” group just discussed in the Josephus-Perseus
pair could point towards this more overarching meaning. The types of decisions
described here are decisions that need to be made as soon as groups of people
come together in any association, especially on the larger scale of the community
(e.g., δῆμός from Table 3.1) or a nation (αἰθιόpiων and λυδοὺς from the same
table). I would even venture to say, here, that the idea of the ἐκκλησία as a
distinct body that carries out these functions has moved to the background in the
semantics described in the tables above. Instead, what we see represented most
strongly are the responsibilities that a group of people have to each other as soon as
they decide to form a single community, i.e., defense, governance, religion, and legal,
and the reasons that a group might decide to come together in such a was, e.g.,
the bad things listed in Table 3.1 (injustice, mistrust, misery, danger). ἐκκλησία,
then, seems to be more bound up with the idea of association, of community, than
necessarily being tied to a single one of these various responsibilities and thus I
would propose that this is its semantic center, at least in those corpora that I
have chosen here to represent the general (i.e., non-Christian, non-Jewish) usage
of ἐκκλησία.
With this understanding of the general Greek semantic range of ἐκκλησία, I will
now move on to the comparison of the New Testament with two other corpora,
Philo and the LXX. I will focus here not only because, as discussed above, these are
the two corpora that the secondary literature would lead us to believe are important
for understanding the NT usage of ἐκκλησία, but also because of the surprising
magnitude of their similarity, the former being larger than expected and the latter
smaller. These two analyses will use the same, now familiar process. First, the
NT-Philo pair shown in Table 3.4 on page 86. The most numerous category in
this table, with 9 in black center around the word ἔκρινεν and represent the choice
between good (καθαρὸν, ἀληθῶς, ἁγνὴν, καλὸς, and καλῶς) and bad (ψεῦδος,
ψευδεῖς, and κακὸν). This suggests that the choice between good and bad is an
important part of being in the ἐκκλησία in these two corpora. The next most
numerous category, with 6 words in 50% gray , represents sight and seeing with
three forms of the lemma ὁράω (εἶδον, εἶδεν, and ἴδωσιν), one word representing
visible form (εἴδει), another meaning unseen or unclear (ἄδηλα), and a last derived
from ὁράω (ἀφορῶντες) that suggests looking toward something as an example.
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μαθητὴς pupil ὁδῷ road
ἔτει year ἔθεντο to place
υἱὸν son καλὸς beautiful
ἐλθὼν to come ἄδηλα unseen
ἤκουσας to hear θεὸν God
ἦλθον to come λαλεῖν to talk
ἐξῆλθεν to come out ὄχλον crowd
piαρελθεῖν to pass ἔpiεσαν to fall
χεῖρα hand καλῶς rightly
μικροῦ small ἔκρινεν to choose
εἶδον to see καιρῷ proper time
ψεῦδος lie ἄνθρωpiον person
piολλαῖς many εἶδεν to see
εἴδει form σαρκὸς flesh
ἱκανοῖς sufficient ἴδωσιν to see
καθαρὸν clean ὅλῃ complete
ἀληθῶς truly ἔτος year
ἀδελφοὺς sibling ἱκανὸν sufficient
ψευδεῖς to lie γῆς earth
ἑορτῆς festival καιροῖς proper time
ἀφορῶντες to look towards ὥρας hour
κακὸν bad δοὺς to give
piρᾶξιν deed εὐχαριστεῖν to give thanks
ἄνθρωpiος person γεννᾶται to beget
ἁγνὴν pure καίσαρος emperor
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This last word also relates to the first category of choosing good or bad in that
the thing that one chooses as an example is that which leads one into good or evil.
And while ἄδηλα may also relate to this first category, i.e., that which is unclear
cannot be chosen (cf. 1 Corinthians 14:8), the other words refer too generally to
sight to posit any relationship.
The next two categories, in 75% gray and 100% gray , are closely related to
each other. The former, with 5 words and relating to the concept of time, has two
words meaning “year” (ἔτει and ἔτος), one meaning “season” or “hour” (ὥρας),
and two meaning “proper time” (καιρῷ and καιροῖς). And it is especially these
last two, designating the correct time to do something, that connect this category
with the next 4 words revolving around the concept of festivals. First, there is a
word meaning “festival” (ἑορτῆς), a word representing the “crowd” that would be
present at such a festive (ὄχλον), one word (ὅλῃ) referring either to the fact that
the entire people attends the festival (thus relating closely to ὄχλον) or representing
the “whole burnt offering” that would have been sacrificed at such a festival. The
second of these choices would then relate ὅλῃ with the last word in this category,
εὐχαριστεῖν which would represent the thanks given to God during the festival
or a sacrifice. It appears, then, that festivals are also an important part of the
understanding of ἐκκλησία for both the New Testament and Philo.
These last nine words having to do with festivals and their proper time support
Eyl’s50 and J.W. Roberts’51 assertion that the idea of the ἐκκλησία in the New Tes-
tament comes from the gathering of the people of Israel for important occasions,
such as festivals and sacrifices. And the first category, dealing with the choice of
good or bad, reflects the importance of inclusion or exclusion from the ἐκκλησία,
which Eyl asserted was a shared concern between Paul and Philo.52 With the first
step of my analysis supporting Eyl on two points, I will now move on to the com-
parison between the New Testament and the Septuagint, shown in Table 3.5 on
page 88. I will use the same process used already four times above.
This table, despite also having 4 different shades of gray as the previous table did,
is even more unified than the NT-Philo table above. Fully 16 of the 21 highlighted
words center around the flight from Egypt and the Exodus. The category that helps
to explain the next two, with 6 members highlighted in black , deals generally with
the events surrounding the Exodus. Three words concern the Isralites’ time in Egypt:
αἰγύpiτιοι, μόχθον (their toil as slaves), and μαστιγώσουσιν (the punishment they
endured). Then there are two that refer to the plagues and the direct consequences:
ἔpiαισεν (in Exodus 12:13 describing God striking Egypt) and piοταμῷ (Moses turns
the “river” to blood in the 1st plague and causes frogs to come out of the “river”
in the second). And then one word used several times to describe the number of
the people in the wilderness: διακοσίων. The next group of 7 words, highlighted
in 50% gray , represent words related to the giving of the 10 commandments in
50. Eyl, “Semantic Voids, New Testament Translation, and Anachronism,” 325.
51. Roberts, “The Meaning of Ekklesia in the New Testament,” 33.
52. Eyl, “Semantic Voids, New Testament Translation, and Anachronism,” 326-327.
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ἀμpiελῶνα vineyard ἀνεμνήσθη to remind
αἰγύpiτιοι Egyptian κληρονομήσω to inherit
ἀφιέναι to forgive μένομεν to stay
ψευδεῖς to lie ἔχουσα to have
ἀληθινόν truthful piοίει to do
καθαρὸν clean γινώσκεις to know
ὀφείλει to owe εὐθὺς straight
piαρθένον virgin ἀθετεῖ to refuse
μόχθον toil piοιοῦντες to do
ἕτεροι other δείξω to show
ἀμpiελῶνι vineyard ἔχομεν to have
ἐφάγομεν to eat διακοσίων 200
μαστιγώσουσιν to whip ὤμοσεν to swear
ἔpiαισεν to strike ἔμενεν to stay
ἀφορῶντες to look toward ἔγνω to know
piοταμῷ river ἀληθιναὶ truthful
κωφὸν blunt ὄλεθρος ruin
διανοήματα notion ὅλος entire
piεpiοιθέναι to persuade θεοὺς gods
ἀνάpiαυσιν rest θέλει to will
ἐpiεθύμησα to covet δαιμόνια demon
εἴpiω to say κρεῖσσον better
τέκτονος craftsman piρογόνων ancestor
μερίδα portion piόδα foot
καιρός proper time λάβετε to take
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Exodus 20:1-17: two that refer to specifically to the first commandment (ἕτεροι and
θεοὺς), one to the commandment not to take the Lord’s name in vain (λάβετε),
one referring to not bearing false witness (ψευδεῖς), one referring to not coveting a
neighbor’s property (ἐpiεθύμησα), and two (piοίει and piοιοῦντες) referring to not
making idols in Exodus 20:4, God showing mercy to the thousandth generation in
20:6, and three times in the commandment to follow the Sabbath in 20:9, 20:10,
and 20:11, i.e., referring to not doing work on the Sabbath. And, finally, there is
a group of 3 words, highlighted in 100% gray that clearly refer to the Promised
Land: κληρονομήσω, which is used throughout the Exodus story to refer to the land
they are about to enter, and ὤμοσεν and piρογόνων that, together as “that which I
swore to your ancestors”, is another description of the Promised Land. The topic of
the Exodus and entry into the Promised Land, i.e., Israel’s founding story, is clearly
a common theme for ἐκκλησία in both the New Testament and the Septuagint.
The last of the four categories, with 5 words highlighted in 75% gray , revolves
around the idea of truth and knowledge with 2 words representing truthfulness
(ἀληθινόν and ἀληθιναὶ), 2 representing knowledge (γινώσκεις and ἔγνω), and 1
representing the demonstration that leads to knowledge (δείξω). This could mean
that both the New Testament and the Septuagint see the ἐκκλησία as the place
in which truth, knowledge, and the demonstration of these two reside. But even if
this is not the case, it is apparent that truth and knowledge are closely related to
the ἐκκλησία by both.
The final piece in the interpretive puzzle is to look at the relationship between
Philo and the Septuagint (Table 3.6 on page 90). We have already seen above how
Philo is related to the New Testament and the New Testament to the Septuagint.
Looking at the Philo-LXX pair will help us to see how Philo’s relationship to the
Septuagint is both similar to and different from the New Testament’s relationship
to the Septuagint. The method of investigation will be the same as above. The
largest category in this table, with 8 words in black , revolves around the word
ἀσφαλῶς: ὅρκον, σφραγὶς, and ἐγγυᾶσθαι are ways to prove that one will remain
steadfast, ἔλεγχοι, ἔλεγχος, and χαλεpiὴ speak of times in which it is most difficult
to remain steadfast, and piεριpiοιεῖται refers to “preserving” one’s steadfastness
during these difficult periods. The next group, in 50% gray with 6 words, describes
one category in which one should remain steadfast, i.e., in cultic matters: νεὼ is the
center of cultic activity, ἀφαιρεῖται, κλῆρον, and καρpiῷ fit together in the phrase
“take a portion from your fruits” to describe the act of tithing, ἕβδομον refers to
the Sabbath day, and καθαρὸν is the requirement to be ritually clean in order to
remain a part of the ἐκκλησία. The four words in 75% gray build on this concept
of remaining in the ἐκκλησία with words of integration and expulsion: αἰτιᾶται,
ἐκβαλεῖν, κρῖνον, and ἐξομοιοῦσθαι. These words all speak to the necessity of
judging carefully who should be in and who should be out of the ἐκκλησία. And,
finally, there are four more words, in 100% gray that belong to the subset of war:
στρατηγὸν, ἑκατὸν, σκοpiῶν, and ὅpiλοις.
What we see in these two corpora, then, is an even greater focus on decisions
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piοιεῖ to do οἰκεῖν to inhabit
αἰτιᾶται to blame ἐξομοιοῦσθαι to assimilate
μᾶλλον more ἀσφαλῶς steadfast
ὅρκον oath κλῆρον portion
ἔλεγχοι testing στεῖραν barren
νεὼ temple οἴσει to bear
φρενῶν heart ἔκρυψεν to hide
ἔλαβον to take ὅpiλοις arms
στρατηγὸν general ἀναγκῶν necessity
ἐγκρατεῖς to rule ἴδετε to see
εὐλαβηθῇς to be cautious ἐpiιβουλῆς plot
ἔδαφος floor οἴσουσιν to bear
ἐκβαλεῖν to cast out ἕβδομον seventh
σφραγὶς seal ὅρασιν seeing
κρῖνον to judge οἶδας to know
piεριpiοιεῖται to preserve ἀpiαντῶντες to meet
ἔλαβες to take piηγῇ spring
ἑκατὸν 100 καρpiῷ fruit
σκοpiῶν lookout ἔργον deed
ἄρχοντος ruler ἔθνει nation
ἐλαιῶν olive tree ψευδεῖς to lie
ἄκραν highest γυναιξὶν woman
ἀφαιρεῖται to take from ἔλεγχος testing
ἐγγυᾶσθαι to pledge καθαρὸν clean
ὄρους mountain χαλεpiὴ difficult
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about inclusion and exclusion from the ἐκκλησία than we saw in the NT-Philo
pair above. The focus on festivals that we saw above in the NT-Philo pair is
here represented as the general theme of cultic responsibility that happens more
regularly than just during the festivals, e.g., at least once a week with the Sabbath
observance. And this pair also gives us something that we did not see in either of
the previous two pairs, a focus on the ἐκκλησία as a body of war.
In considering all of the last three pairings together, i.e., NT-Philo, NT-LXX, and
LXX-Philo, of most interest for our purposes is how Philo relates to the Septuagint in
terms of festivals and sacrifices. First, remember that one point of similarity between
the New Testament and Philo was their focus on the festivals in which the whole
nation of Israel would have come together. Also remember that, in the analysis of
the New Testament and the Septuagint, we saw this general interest in festivals
focused down onto the one event, the Exodus, the source of the most important
festival in Judaism, Passover. But Philo relates to the Septuagint differently in
terms of festivals than does the New Testament. Instead of focusing on the Exodus
and, thus, Passover, Philo focuses on the regular (e.g., weekly) cultic observances
and the temple. If we think back to how Eyl portrayed Paul’s and Philo’s interest
in the ἐκκλησία, with Paul focused on bringing Gentiles into the Jewish ἐκκλησία
and Philo interested in the reasons for inclusion and exclusion, this difference in
relationship to the Septuagint makes perfect sense. The New Testament, with its
interest in bringing Gentiles in, focuses on the founding myth of the nation of Israel,
the Exodus. This founding myth is being used to establish the Christian ἐκκλησία
in the terms of Israel’s founding. And this becomes even clearer when one considers
that Philo does not bring the ἐκκλησία into the purview of the Exodus, like the
New Testament and the Septuagint do. Philo is not concerned with the founding
of the ἐκκλησία, as Paul and the New Testament in general are. Instead, Philo
is interested in who is in and who is out, who can take part in the cultic life of
the community. Again, both Philo and the New Testament are interested in the
ἐκκλησία as it refers to the gathering of Israel for the festivals. But the New
Testament focuses on the establishment of the community whereas Philo focuses
on the benefits of being in the community already. All in all, this must be seen as
strong evidence in support of Eyl’s assertion that Paul, and the New Testament in
general, considers the ἐκκλησία as an inclusion of the Gentiles into the community
of Israel. It should be noted here that it is not clear that the Christians are not
replacing the Jews, and thus becoming the new Israel. But since even Roberts
concurs that the Christian Gentiles saw themselves as Jews in earliest Christian
history, it seems more likely that the use of the Exodus myth served as a means of
inclusion into the community as opposed to replacement.
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3.4 How Has ἐκκλησία Moved and in Which
Direction
The evidence we have seen in the six analyses in the previous section leads to
quite clear conclusions: we encounter, in these six corpora, two essentially different
semantic domains for the word ἐκκλησία. In the three corpora representing the tra-
ditional Greek meaning for ἐκκλησία, distributional semantics shows a the unifying
idea of community, which specifically includes religious, governmental, martial, and
legal aspects involved in being in community with others. On the other hand, in
the three corpora representing the Jewish tradition, we see a religiously motivated
assembly that is cultic in nature and has clear rules for inclusion and exclusion.
There are slight differences in the relationships of all six corpora, but the similarity
of the traditional data and its difference from the similarity of the data from the
Jewish tradition is clear. So while these latter corpora may have used the same
word, they meant something significantly different with it than would have been
understood by a traditional reader. This, I think, must be seen as supporting the
decisions of the lexica I referred to in section 3.1 that separated their definitions of
ἐκκλησία into pagan and Judaeo-Christian definitions.
3.5 Conclusion
So what can we say about Eyl’s assertion that Paul’s use of ἐκκλησία should be
understood as a continuation of the Septuagint understanding, the congregation of
Israel at the foot of Mt. Sinai, which it shared with Philo? Our methods have shown
that she, along with J. W. Roberts, are absolutely correct to point out that ἐκκλησία
in the New Testament depends on the representation of the nation of Israel gathered
either at the foot of Mt. Sinai or for the large festival gatherings afterwards. But
the central question remains of whether this gathering is to integrate Gentiles into
Israel, as Eyl asserts, or to establish a new Israel, as Roberts and most of the other
secondary literature assert. There are two pieces of evidence that tend to support
Eyl. First, that the New Testament and Philo are so similar and that they tend
to change the Septuagint in similar ways in terms of inclusion or exclusion from
the ἐκκλησία and a focus on festival gatherings would put the New Testament
well within the range of the first century Jewish ἐκκλησία as represented by Philo.
The second piece of evidence is the difference in the way the New Testament and
Philo relate to the Septuagint in the area of festivals. Philo focuses on the sacrifice
and the temple, i.e., on the things that members of the Jewish ἐκκλησία would
be allowed to do because they are members already. The New Testament, on the
other hand, focuses on the Exodus, the event that created the nation of Israel.
So both are interested in Jewish festivals, but Philo does so because they confirm
membership while for the New Testament they establish membership.
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One item, however, remains to be discussed: why, if there is a strong depen-
dence, do the New Testament and the Septuagint show such a low cosine similiarity
score in Table 3.1 on page 78 above? The most likely reason for this is that the
similarity between the New Testament and the Septuagint was very strong but only
really in a single specific area, that of the events of the Exodus. The high similarity
here, then, would have been offset by a more general dissimilarity that was not
seen in the relationship between the New Testament and Philo. This assertion is
supported by the high similarity between the Septuagint and Philo, which is signifi-
cantly higher than that of the NT and the LXX (0.56 vs. 0.41). What this suggests
is that Philo took over the Septuagint understanding of the ἐκκλησία to a much
greater extent than the New Testament did. The investigation above, however,
supports the assertion that this was not a dismissal of the Septuagint ἐκκλησία
by the New Testament authors but, instead, a focus on some very specific aspects
of it, primarily the founding of the nation of Israel in the Exodus, whereas Philo
adopted a wider portion of the semantic range.
So, in the end, we have evidence that supports Eyl’s claim that, in the New
Testament, Gentiles are being adopted into the people of Israel as opposed to
replacing them or establishing a third category of people. The focus on the Exodus
and the high similarity with Philo should discourage us from looking too far afield
to discover what the New Testament could possibly mean by ἐκκλησία. This also
suggests that Eyl is correct in suggesting that the word(s) a translator would tend
to use to translate ἐκκλησία in other Greek literature, especially in Philo, should
be the preferred translation in the New Testament as well. And since no one would
think of using “church” for Philo, one should also shy away from this word in the
New Testament.

Chapter 4
Use Case III: ΠΙΣΤΙΣ
ΧΡΙΣΤΟΥ in Paul
4.1 Review of Scholarship
The phrase piίστις [᾿Ιησοῦ] Χριστοῦ in Paul has received an immense amount of
scholarly interest in the last 35 years, ever since Richard Hays’ doctoral thesis The
Faith of Jesus Christ1 was published in 1983. At the center of the scholarly debate
is whether this phrase should be taken as an objective genitive, being translated
typically as “faith in [Jesus] Christ” and designating Christian belief in Christ, or as
a subjetive genitive, being translated as “faith of [Jesus] Christ” and designating the
faith or trust that Jesus had in God. The former position has been the dominant
one in Protestant Christianity at least for the last 500 years since Martin Luther
raised the sola fide rallying cry to assert that faith in Christ, as opposed to reliance
on one’s own works, as being the only way to salvation. This theological position
was taken up by John Calvin and other protestant reformers and has become a
central tenet of most protestant denominations. The latter understanding of piίστις
Χριστοῦ had very few proponents,2 and had received relatively little attention before
Hays.
The primary focus of the following literature review will be to summarize Hays’
argument in The Faith of Jesus Christ, primarily because it was this dissertation that
set off the plethora of recent studies on the question of the subjective or objective
genitive, and the multiple reactions from scholars following its publication. Hays
laments the inability of scholarship up to that point to interpret Galatians 3:1-4:11
so as to make sense of Paul’s argument in this section as a whole. He proposes
1. Richard B. Hays, The faith of Jesus Christ: an investigation of the narrative substructure of Galatians 3:1-4:11,
Dissertation series / Society of Biblical Literature, no. 56 (Chico, Calif: Scholars Press, 1983), isbn: 978-0-89130-
589-7.
2. E.g., J. Haussleiter, Der Glaube Jesu Christi und der christliche Glaube: Ein Beitrag zur Erklärung des Römer-
briefes (Erlangen: Deichert, 1891); A.G. Herbert, “‘Faithfulness’ and ‘Faith’,” Theology 58 (1955): 373–379; T.F.
Torrance, “One Aspect of the Biblical Conception of Faith,” Expository Times 68 (1957): 111–114.
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a new way into this exegetical endeavor by suggesting that the driving force and
organizing principle behind Paul’s argument here, and elsewhere, is not some fully-,
or not so fully-, developed theological or christological thinking but, instead, a fairly
simple narrative about the death and resurrection of Christ, the reasons behind this,
and especially the results that follow from it. After a fairly lengthy introduction
to scholarly practice of narrative analysis and how it had been applied to Pauline
studies in the past,3 Hays finally launches into the meat of his analysis in Chapter
3, beginning with an in-depth analysis of the elusively parallel passages of Galatians
3:13-14 and 4:3-6..4 Hays’ convincing analysis concludes that both of these passages
narrate the same story of Christ, as the heroic Subject, fighting against the Jewish
Law, the enemy that had blocked the completion of the narrative purpose, to bring
the blessing promised by God (freedom, adoption/blessing of Abraham, the Spirit),
the Objects of the narrative, to both Jews and Gentiles, the Receivers of these
promised Objects.5 Hays then continues his analysis of this narrative structure by
analyzing, using the same structure, the contrary-to-fact condition in Galatians
3:21: εἰ γὰρ ἐδόθη νόμος ὁ δυνάμενος ζωοpiοιῆσαι, ὄντως ἐκ νόμου ἂν ἦν ἡ
δικαιοσύνη.6 This statement, Hays says, shows the opposing narrative of humanity,
acting for themselves, to achieve the promised Objects of life and righteousness with
the help of the Law.7 And this contrary-to-fact narrative structure is then opposed
by Galatians 3:22, ἀλλὰ συνέκλεισεν ἡ γραφὴ τὰ piάντα ὑpiὸ ἁμαρτίαν ἵνα ἡ
ἐpiαγγελία ἐκ piίστεως ᾿Ιησοῦ Χριστοῦ δοθῇ τοῖς piιστεύουσιν, in which Christ
clearly acts against the Law, with the help of piίστις, to bring the promise (the
Object) to believers (the Receivers). Hays’ focus on narrative, and even much of
the content of this narrative, will be supported by my own analysis of piίστις and
piιστεύω below.8
Having convincingly demonstrated that the same narrative substructure appears
three times in Galatians 3:1-4:11, Hays spends Chapter 4 considering “the function
of ΠΙΣΤΙΣ in the narrative structure of Paul’s Gospel”.9 While he deals systemati-
cally with every occurrence of piίστις in Galatians 3:1-4:11, he focuses primarily on
the phrase piίστις ᾿Ιησοῦ Χριστοῦ in Galatians 3:22. His first point, based on gram-
matical evidence and which I affirm in my own analysis below (Table 4.4 page 118),
is that “in every instance [in Paul] in which piίστις is followed by a proper noun
or pronoun in the genitive case, the genitive is unmistakably subjective.”10 He ac-
knowledges, as Table 4.4 also shows, that piίστιν θεοῦ in Mark 11:22 is certainly an
3. Hays himself later expresses regret about the length of this “methodological overkill” in a later work. See
Richard B. Hays, “ΠΙΣΤΙΣ in Pauline Christology: What Is at Stake?,” chap. 3 in Pauline Theology: Volume IV -
Looking Back, Pressing On, ed. Elizabeth E. Johnson and David M. Hay (Atlanta, GA: Scholars Press, 1997), p. 37,
n. 6.
4. Hays, The faith of Jesus Christ, 85-121.
5. Ibid., 116.
6. Ibid., 121-125.
7. Ibid., 122.
8. This analysis starts on page 127
9. Hays, The faith of Jesus Christ, 139.
10. Ibid., 163.
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objective genitive as does not occur in Paul, but correctly asserts that this does little
to convince the reader that one should prefer the subjective genitive apart from sig-
nificant evidence to the contrary. He also points to the parallel phrases ἐκ piίστεως
᾿Ιησοῦ (Χριστοῦ) (Romans 3:26, Galatians 3:22) and ἐκ piίστεως Α᾿βραάμ as a
“most telling piece of evidence” in favor of the subjective genitive, recognizing that
if in the latter phrase it is Abraham who believes rather than the object of belief,
then the subjective genitive should also be preferred for the former phrase.11 After
citing the strong positive grammatical evidence, he next asserts, based on other
examples of representative christology in Hebrews 12:2 and Ephesians 3:11-1212
and on Paul’s own portrayal of Jesus’ ὑpiακοή as having soteriological significance,
especially in Romans 5:19,13 that it is “theologically intelligible to interpret piίστις
᾿Ιησοῦ Χριστοῦ as ‘the faith of Jesus Christ.’ ”14 This assertion acts not as posi-
tive evidence for the subjective genitive but, instead, serves to assuage the possible
theological fears of accepting the subjective reading. Hays then looks at two other
passages in Galatians, 2:20b and 3:26, and concludes that the subjective genitive
is at least a possible or even the preferred reading.15 Finally, with a last look at
how Romans 3:21-26 supports the subjective genitive reading in Galatians,16 Hays
concludes that the subjective genitive should be preferred in all instances in Gala-
tians, citing 2:16 as the only example that is not clearly so. He does, however,
put forth an intelligible reading of 2:16 with a subjective genitive, translating ἡμεῖς
εἰς Χριστὸν ᾿Ιησοῦν ἐpiιστεύσαμεν, ἵνα δικαιωθῶμεν ἐκ piίστεως Χριστοῦ as “we
placed our trust in Christ Jesus in order that we might be justified on the basis of
Christ’s faithfulness.”17
Having supported the probability of the subjective genitive reading of piίστις
᾿Ιησοῦ Χριστοῦ and the dependence of this phrase on the gospel narrative, Hays
gives chapter 5 over to developing a unified reading of Galatians 3:1-4:11 based
primarily on seeing Paul’s argument in this passage as “a unified attempt to think
through the implications of a gospel story in which salvation hinges upon the faith-
fulness of Jesus Christ.”18 The reading of this passage that Hays produces is indeed
coherent and based primarily on the evidence of the text itself as opposed to having
to rely on “external sources.”19 Hays is justified in claiming that the single major
assumption that his reading makes is that the text “is strongly allusive,”20 i.e., it
alludes to information that the Galatian community and Paul share but that is not
stated explicitly in the text itself. My own position, which I will expand on below
11. Ibid., 164.
12. Ibid., 165-166.
13. Ibid., 166-167.
14. Ibid., 167.
15. Ibid., 167-170.
16. Ibid., 170-174.
17. Ibid., 175.
18. Ibid., 233.
19. Ibid., 234.
20. Ibid.
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(section 4.4 page 130), comes very close to Hays’ own position and borrows a great
deal from his analysis to expand on my own analysis, which relies on significantly
different methods, in the next two sections. At this point, however, I will suspend
any judgment on the particulars of Hays’ argument as many of them will be covered
in the survey of literature directly responding to Hays.
Hays, in a later paper spurred primarily by his debate with James Dunn on
the subject,21 sharpens his argument presented above on several points. First, and
perhaps of greatest interest to my own analysis below, Hays remains convinced of
the central theme of the earlier work: that “Paul’s theology must be understood
as the explication and defense of a story” and that piίστις Χριστοῦ “and other
similar phrases should be understood as summary allusions to this story.”22 Instead
of focusing on Galatians, however, he focuses here on an exegesis of Romans and,
more specifically, on three specific passages in Romans: 1:16-17, 3:21-26, and 1:5 in
relation to chapters 5 and 6. In 1:16-17 he concentrates on his messianic reading of
Habakkuk 2:4, cited in Romans 1:17, to suggest that the ἐκ piίστεως in the phrase
ἐκ piίστεως εἰς piίστιν in 1:17 refers to the faith of Christ as the means through
which God’s righteousness is revealed.23 His exegesis of 3:21-26 takes this reading a
step further to show how it is that God’s righteousness is revealed through Christ’s
faith.24 The case for this reading is then strengthened once more in his reading of
Romans 5-6 to show that Christians, by sharing in Christ’s obedient death, also
share in his ὑpiακοή which, on the basis of 1:5, Hays equates with Christ’s piίστις.25
The basic argument, then, is that Christ’s ὑpiακοή, which was demonstrated most
fully in his obedient death (Romans 5), is equivalent to his piίστις (1:5) and thus
is the means through which the δικαιοσύνη θεοῦ is revealed (3:21-26) and, by
sharing in this obedient death (Romans 6) Christians also share in his ὑpiακοή and
his piίστις (which are essentially the same) and, through this sharing also receive
the revelation of the δικαιοσύνη θεοῦ. Having provided a reading of Romans that
takes the subjective genitive as its starting point, Hays then retracts the statement
he made in his dissertation that Abraham is a representative figure rather then an
“exemplary paradigm.”26 This retraction represents the primary difference between
this article and his dissertation. Whereas there he had understood Abraham’s faith
as theocentric and Christians’ faith as christocentric, here he understands piίστις as
theocentric whether it be Abraham’s, Christ’s, or Christians’ faith.27 As he says, this
realization assuages his “concern about the fact that Abraham’s theocentric faith
is not properly analogous to christocentric Christian faith.”28 This theocentricity of
faith plays an important role in my own analysis of the computational data below.
21. Hays, “What Is at Stake?”
22. Ibid., 37. Italics in the original.
23. Ibid., 41-44.
24. Ibid., 44-47.
25. Ibid., 48-50.
26. Ibid., 52.
27. Ibid., 53.
28. Ibid., 52-53.
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James D. G. Dunn, in the same volume as this article from Hays, responds to
many of Hays’ arguments while also making positive arguments for the objective
reading of piίστις Χριστοῦ.29 Dunn begins his paper with negative arguments against
Hays position, starting with the assertion that there are objective genitive construc-
tions that seem to parallel piίστις Χριστοῦ and that most likely should be taken
as objective genitive statements, including τῆς γνώσεως Χριστοῦ ᾿Ιησοῦ (Philip-
pians 3:8), ζῆλον Θεοῦ (Romans 10:2), piίστιν θεοῦ (Mark 11:22), τῇ piίστει τοῦ
ὀνόματος αὐτοῦ (Acts 3:16), and piίστει ἀληθείας (2 Thessalonians 2:13). From
this observation Dunn asserts: “the syntactical relation of the two words, piίστις
and Χριστοῦ, tells us nothing to resolve our disagreement.”30 His second point is
that one would expect a definite article in the phrase if it referred to the subjective
genitive.31 However, it appears that Dunn retracted this argument in the discussions
that followed the publication of these articles under the weight of ἐκ piίστεως [᾿Ιη-
σοῦ] in Romans 1:17 and Romans 3:26, especially in conjunction with the one true
exception that he finds to this rule, ἐκ piίστεως Α᾿βραάμ in Romans 4:16.32 He then
takes up equivalent phrases in the undisputed and Deutero-Pauline epistles that
are clear statement of “faith in Christ”: piίστει/piίστεως τῇ/τῆς ἐν Χριστῷ ᾿Ιησοῦ
(1 Timothy 3:13, 2 Timothy 1:13, 3:15), piίστιν ἐν τῷ Κυρίῳ ᾿Ιησοῦ (Ephesians
1:15), τῆς εἰς Χριστὸν piίστεως (Colossians 2:5), and τὴν piίστιν ἣν ἔχεις piρὸς
τὸν Κύριον ᾿Ιησοῦν (Philemon 5).33 The first five of these, from the Pastoral and
Deutero-Pauline epistles, he justifiably rejects as probable post-Pauline construc-
tions and then doubts that the Philemon passage, as the only “isolated example”,34
should carry much weight. The position against which he appears to be arguing,
though it doesn’t appear in Hays or any of the other literature on the subject that
I have seen, is that Paul had a way to talk about “faith in Christ” and, thus, piίστις
Χριστοῦ must mean something besides this. I find Dunn’s arguments that these are
primarily later formulations and should only be used with caution in understanding
Paul’s own thought convincing. His conclusion, however, I find not so convinc-
ing: “either piίστις Χριστοῦ is Paul’s way of speaking of ‘faith in Christ,’ or Paul,
for some yet to be explained reason, seems to have avoided speaking of ‘faith in
Christ.”’35 Because Paul does speak very clearly of “believing in Christ” Galatians
2:16 with the phrase εἰς Χριστὸν ᾿Ιησοῦν ἐpiιστεύσαμεν. So Dunn’s argument can
only be sustained if one detaches the usage of the noun piίστις radically from the
verb piιστεύω. That is, even if we were to understand every occurrence of piίστις
Χριστοῦ as a reference to Christ’s faith(fulness), it is still apparent that Paul also
speaks of Christian’s belief in Christ.
29. James D. G. Dunn, “Once More, ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ,” chap. 4 in Pauline Theology: Volume IV - Looking Back,
Pressing On, ed. Elizabeth E. Johnson and David M. Hay (Atlanta, GA: Scholars Press, 1997), 61–81.
30. Ibid., 64. See my own discussion on this point below starting on page 117.
31. Ibid., 64.
32. See Hays, “What Is at Stake?,” p. 57 for the description of Dunn’s retraction.
33. Dunn, “Once More,” 66-67.
34. Ibid., 67.
35. Ibid., 67. Italics in original.
100 CHAPTER 4. ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ IN PAUL
After these general observations about the subjective genitive argument, Dunn
then attacks the readings of the specific occurrences of the phrase in Galatians,
Romans, and Philippians. In reference to Galatians, Dunn first looks in wonder as
Hays makes all references to piίστις in the whole letter refer to Christ’s faith. He
argues against this position on two points: first, “If ‘faith’ as a reference to Christ’s
faith filled such an overwhelmingly prominent role in Galatians, why does it appear
at best fleetingly elsewhere.”36 This argument loses much of its power, however,
when one considers that Hays’ article in this same volume is dedicated to showing
that the subjective genitive reading is also present in Romans and Philippians,
making a strong case that the subjective genitive also exists in the other letters
where piίστις Χριστοῦ appears. His second argument, that it is unclear what “the
faith of Christ” should mean, is also rather weak, especially when one considers
Hays’ specific answer to this question both in his dissertation and here that piίστις
Χριστοῦ “and other similar phrases should be understood as summary allusions to
this story [of Christ’s faithfulness, death, and resurrection].”37 So the arguments
he makes against taking all reference of piίστις in Galatians as referring to the
“faith of Christ” seem to be weak, at best. Against Hooker’s reading (in the
article “ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ” discussed below) of Galatians 3:22 as drawing a parallel
between Abraham and Christ, Dunn observes, correctly I think, that Paul’s point is
not necessarily comparing the faith of Abraham and Christ but, instead, the faith
of Abraham and Christians, i.e., Christians “share Abraham’s faith.”38 The problem,
however, is that this would not seem to support his claim of “faith in Christ” since
Abraham’s faith was in God, not in Christ. This is a problem that Hays seems to
have solved with his realization that the faith of Abraham, Christ, and Christians
is always faith in God, which would also mean that Christ also shared Abraham’s
faith in God.
At this point, Dunn turns to his positive arguments for the objective genitive,
which, in my opinion, are much stronger than the aforementioned negative argu-
ments. First, he disagrees with both Hooker and Hays on their assertion that in
Galatians 2:16, εἰδότες δὲ ὅτι οὐ δικαιοῦται ἄνθρωpiος ἐξ ἔργων νόμου ἐὰν μὴ
διὰ piίστεως Χριστοῦ ᾿Ιησοῦ, καὶ ἡμεῖς εἰς Χριστὸν ᾿Ιησοῦν ἐpiιστεύσαμεν, ἵνα δι-
καιωθῶμεν ἐκ piίστεως Χριστοῦ καὶ οὐκ ἐξ ἔργων νόμου, ὅτι ἐξ ἔργων νόμου οὐ
δικαιωθήσεται piᾶσα σάρξ, the two references to piίστις Χριστοῦ cannot refer to
faith in Christ because that would make the whole verse completely redundant with
three references to “faith in Christ.” As Dunn rightly points out, this could also be
read as an emphasis on the concept of “faith in Christ” at its first occurrence in
the letter. And, even more damning to Hays’ and Hooker’s argument, Paul has no
problem repeating ἐξ ἔργων νόμου three times in this verse. Why then should we
be surprised that he does the same thing with “faith in Christ.”39 Also, Dunn’s argu-
36. Dunn, “Once More,” 69.
37. Hays, “What Is at Stake?,” 37.
38. Dunn, “Once More,” 72.
39. Ibid.
4.1. REVIEW OF SCHOLARSHIP 101
ment that τοῦ ἀγαpiήσαντός με καὶ piαραδόντος ἑαυτὸν ὑpiὲρ ἐμοῦ in Galatians
2:20 should be understood as a “confessional formula” and thus “most naturally
understood as describing confessional faith” is a strong one for piίστις to refer to
human believing.40 Dunn’s final positive argument in this section, that Paul uses
the word χάρις when he wants to refer to “the divine source, medium, resource by
means of which his saving power comes into effect.”41 My only reaction to this very
brief argument is that it would seem strange to me to assert that Paul should only
have one way of referring to the way God enacts salvation, especially since χάρις
would appear to be related primarily to God while piίστις refers primarily to Christ.
I would need to see a more complete argument from Dunn here to be able to judge
this point more fully. He wraps up his argument on Galatians by asserting that
understanding all references to piίστις as referring to Christ’s faith “leaves Paul’s
teaching on how Gentile and Jew receive the blessing of divine acceptance with a
very large and unexplained hole in it.”42 To me, this appears to be a problem with
the arguments of Hays and Dunn up to this point, one made explicit by Dunn here:
that piίστις must be understood either as Christ’s faith or human faith, but not as
both. Hooker’s analysis below will provide a third choice that agrees in large part
with my own analysis.
Dunn then moves on from Galatians to Romans. After dealing once again with
Hays’ and Hooker’s questionable argument that we should not allow Paul to be
redundant, this time in reference to Romans 3:22,43 Dunn moves on to highlight
the problem that piίστις can be understood as both “faith” and “faithfulness” to the
parallelization of Abraham and Christ in Romans 4. He argues that piίστις in relation
to Abraham here must refer to Abraham’s “faith” as opposed to his “faithfulness.”44
He bases this on the, I think correct, assertion that referring to Abraham’s “faith-
fulness” would be a clear reference to Abraham’s sacrifice of Isaac which happened
after, not before, Abraham’s circumcision. If this were the case, then Paul’s asser-
tion that Abraham was justified before he was circumcised falls apart. This supports
Dunn’s assertion that the parallel Paul is making here is between Abraham’s faith
and Christians’ faith instead of between Abraham’s faithfulness and Christ’s faithful-
ness. I also agree with Dunn’s next argument: “What Paul is calling for throughout
Romans is for faith in God’s faithfulness, faith like that of Abraham.”45 One must
ask, however, whether Hays’ acceptance of the theocentric nature of Abraham’s,
Christ’s, and Christian faith might not render this a moot point, i.e., that “faith in
God’s faithfulness” can also refer to the “faith of Christ.” Dunn’s final argument in
the Romans section, against Hooker’s position that Paul must be trying to contrast
Adam’s faithlessness to Christ’s faithfulness, is a strong one. He argues that the
40. Ibid., 73. Though as Hooker asserts below, this does not mean that it does not also refer to Christ’s faith.
41. Ibid., 74.
42. Ibid.
43. Ibid., 75.
44. Ibid., 75-76.
45. Ibid., 77.
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fact that it seems to be so logical a step, but still a step that Paul didn’t take, is
better understood to mean that Paul did not want to make this contrast.46 Dunn
and Hooker both agree that it would have been a logical thing for Paul to write in
this section. I would tend to agree with Dunn, however, that the fact that Paul did
not make the connection between Adam’s and Christ’s faithfulness probably means
that Paul did not make this connection himself.
Paul J. Achtemeier reacts directly to the papers of Hays and Dunn above in the
same volume.47 He begins his discussion with an acknowledgement that the argu-
ment either from grammar, i.e., Hays’ recognition that “almost” all occurrences of
piίστις with the genitive are subjective and Dunn’s assertion that “almost” all sub-
jective genitive occurrences are with the definite article, are inconclusive and, thus,
should simply be seen as clearing the slate for arguments on the basis of “larger
issues”.48 As the first of these larger issues, Achtemeier asserts that the focus in
Romans on the covenant, which Hays also stresses, should lead one to see faith as
the way that Gentiles enter into the covenant and, thus, to an objective genitive
interpretation.49 I would imagine, however, that Hays would have agreed with every
part of Achtemeier’s argument up to the point of saying that it proves the objec-
tive genitive, instead saying that this means that Gentiles enter into the covenant
through Christ’s faith. Achtemeier next questions Hays’ reading of Habakkuk 2:4
in Romans 1:17 as messianic. He argues that the context of the passage makes a
universal understanding of the availability of faith(fulness) necessary and, so, that
one should understand ἐκ piίστεως in the citation as referring to the faith of Chris-
tians.50 Again, however, I would think that Hays would see no problem with saying
that Christ’s faith(fulness) is what makes salvation universally available. Achte-
meier then focuses on Hays’ equation of ὑpiακοή and piίστις (based on Romans
1:5) and, while acknowledging that these two terms are basically synonymous, he
questions Hays’ attempt to use this as a way to bind together the arguments about
faith in 3:21-26 and obedience in Romans 5. Achtemeier writes that “if chap. 5
says the same as chap. 3, then it need not be seen in chap. 3, since it is made
so plainly, and with a different vocabulary (!) in chap. 5.”51 This argument, which
basically asserts that Hays’ argument must be wrong because accepting it would
lead to reading redundancy in Paul, is a strange one, especially considering that
Achtemeier had argued earlier in this paper for the fact that Paul often repeats
things for emphasis.52 His argument, however, that if Paul had wanted to compare
Adam and Christ in terms of faithlessness versus faithfulness he would have made
46. Dunn, “Once More,” 77.
47. Paul J. Achtemeier, “Apropos the Faith of/in Christ: A Response to Hays and Dunn,” chap. 5 in Pauline
Theology: Volume IV - Looking Back, Pressing On, ed. Elizabeth E. Johnson and David M. Hay (Atlanta, GA:
Scholars Press, 1997), 82–92.
48. Ibid., 84.
49. Ibid., 84-85.
50. Ibid., 85.
51. Ibid., 86.
52. Ibid., 84.
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it more explicit, which echoes Dunn’s own argument against Hooker’s position on
this point, should be taken seriously.53
Achtemeier’s next point is a very strong one. He asserts that, in Romans, ἔργα
νόμου must refer to obedience to the specific stipulations of the Jewish Law instead
of “human religious accomplishment” precisely because Paul says that these works
are something that are available to Jews and not to Gentiles (Romans 2:17-18).54
This means that what Paul is contrasting is not human achievement versus divine
achievement but, instead, achievements that can only be accomplished by Jews as
opposed to an achievement that can be accomplished by anyone. I find this to
be an excellent reading of the evidence and also agree with Achtemeier when he
says later that this removes one important argument against the objective genitive
positions that Hays had promoted, i.e., “that the besetting sin of the objective
genitive is its emphasis on the salvific efficacy of individual faith, turning it, as it
were, into a ‘work.’ ”55 If, however, one takes the position that Paul is not arguing
against human agency in salvation with the phrase ἔργα νόμου, then why shouldn’t
we speak of the “salvific efficacy of individual faith?” It is interesting that Hays’
continued insistence that faith can not be seen as a human accomplishment as
an integral part of his argument actually makes him, in a sense, more Lutheran
than Dunn, who has typically been seen as the champion of the traidition Lutheran
interpretation of this phrase in the continued debate.
Finally, Achtemeier argues that Hays’ understanding of piίστις Χριστοῦ as re-
ferring to story of the faithful death of Jesus on the cross ignores what he says
is the most important part of the story: the resurrection. He writes, “Since the
subjective genitive can point only to Jesus’ death, not to his resurrection, does that
not represent an intolerable short-circuiting of Paul’s actual understanding of the
relationship between Christology and soteriology?”56 I think this would have been
a valid argument against Hays’ earlier position, expressed in his dissertation, that
focused on the faith of Christians as being in Christ as opposed to in God. If,
however, the piίστις that Christians receive from Christ is the belief in God, then
one could say that the resurrection is implicit in this faith since it is actually faith
in the story of Christ’s faith(fulness), death, and then God’s action to resurrect
Christ. Hays does not make this consequence of his movement toward a theocen-
tric Christian faith explicit, but by making this move he has allowed the inclusion
of God’s faithful act in response to Christ’s, and Christians’, faithfulness easier to
include in the story that stands behind piίστις Χριστοῦ.
D.A. Campbell, in his article “The Meaning of ΠΙΣΤΙΣ and ΝΟΜΟΣ in Paul:
A Linguistic and Structural Perspective,”57 does not set out to deal directly with
53. Ibid., 86.
54. Ibid., 88.
55. Ibid., 90.
56. Ibid., 91.
57. D. A. Campbell, “The Meaning of ΠΙΣΤΙΣ and ΝΟΜΟΣ in Paul: A Linguistic and Structural Perspective,”
Journal of Biblical Literature 111, no. 1 (1992): 91–103, issn: 00219231, accessed March 14, 2016, doi:10.2307/
3267511, http://www.jstor.org/stable/3267511?origin=crossref.
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the piίστις Χριστοῦ question but, instead, considers the relationship of the different
prepositional phrases in which the terms piίστις and νόμος appear in Paul. His
analysis of how ἐκ piίστεως and διὰ [τῆς] piίστεως function as paradigmatic, i.e.,
basically synonymous replacements for each other in Galatians 2:16, 3:22-26, and
Romans 3:21-26 leads him to assert that the meaning of both of these phrases
is governed by the dominant member, i.e., ἐκ piίστεως and, therefore, by Paul’s
citation of Habakkuk 2:4 in Romans 1:17 and Galatians 3:11. He concludes, then,
that “it is to the interpretation of Hab 2:4 that scholars must turn in their attempt
to resolve the troublesome genitive phrases that combine piίστις with Χριστός in
Paul–and Paul’s use of Hab 2.4 will no doubt tell us much about the way he uses
piίστις language in general.”58 He then follows this discussion with a discussion of
how to interpret νόμος when it appears with διά or ἐκ. Here, he states that, even
though the evidence is not as clear-cut as with the case of ἐκ or διὰ piίστεως, he
finds the same paradigmatic relationship between the two phrases and, moreover,
that these phrases appear to depend for their meaning on the meaning of the piίστις
phrases.59 He goes so far as to write, “Hence, the phrase ἐξ ἔργων νόμου may mean
little more for Paul than the opposite of piίστις Χριστοῦ, that is, whatever is not by
means of faith in, or of, Christ (but is informed in some sense by the law).”60 While
this conclusion about νόμος would appear to fit well with Hays’ primary position
that Paul’s theological arguments flow from the story of Christ crucified, this is a
point that Hays himself never makes.
Campbell, in an article published in 1994,61 builds on this argument that Habakkuk
2:4 is central to understanding Paul’s use of piίστις and applies it directly to the
piίστις Χριστοῦ debate by examining systematically its citation in Romans 1:16-17.
After a brief summary of his previous article, he argues for the cosmic scope of
the statements in these two verses based on the eschatological nature of the δι-
καιοσύνη θεοῦ in Romans 1:17a62 and the cosmic nature of the verb ἀpiοκαλύpiτω
in 1:17a and 1:18.63 If one accepts the cosmic nature of these verses, Campbell
says, then one cannot take ἐκ piίστεως in 1:17a to refer to Christian faith. Other-
wise one would be saying that the cosmic revelation of God’s righteousness relies
on the faith of the individual believer, which, as Campbell observes, borders on
the “ludicrous.”64 Having, I think, proven that we should prefer the cosmic reading
of these verses to the traditional anthropological reading, he goes on to consider
whether, if ἐκ piίστεως in 1:17a cannot refer to human belief, whether we should
58. Campbell, “Meaning,” 102.
59. Ibid., 102-103.
60. Ibid., 102-103. Italics in original.
61. Douglas A. Campbell, “Romans 1:17-A Crux Interpretum for the ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ Debate,” Journal of
Biblical Literature 113, no. 2 (1994): 265–285, issn: 00219231, accessed March 14, 2016, doi:10.2307/3266514,
http://www.jstor.org/stable/3266514?origin=crossref.
62. Ibid., 269-270.
63. Ibid., 271-273, 275-277.
64. Ibid., 273.
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understand it to refer to God’s faithfulness or to Christ’s faith(fulness).65 His two
primary arguments against the theocentric reading of this faith are that Paul has
cited Habakkuk 2:4 as reading only ἐκ piίστεως instead of ἐκ piίστεως μου, as we
see in many texts of the LXX,66 but, more importantly, that Paul uses the phrase
ἐκ piίστεως in relation to Christ, e.g., ἐκ piίστεως ᾿Ιησοῦ in Romans 3:26, and Abra-
ham, e.g., ἐκ piίστεως Α᾿βραάμ in Romans 4:16. In light of this evidence, if one
understood ἐκ piίστεως [θεοῦ] in 1:17, then the referent would need to be changed
later in Romans.67 If, however, we understand ἐκ piίστεως [Χριστοῦ] in 1:17, then
the referent remains the same throughout the letter as Abraham would be seen to
be a precursor to the same faith(fulness) that Christ showed. The final part of the
article, then, deals with the messianic reading of Habakkuk 2:4 that this reading of
ἐκ piίστεως suggests. Arguing primarily from the use of this text in early Judaism
and Christianity as a messianic proof text, Campbell concludes that it is possible
to read Paul’s citation of the verse as referring to the Messiah. And with the pos-
sibility of this reading proven, Campbell then asserts that the interpretation of ἐκ
piίστεως that he has advocated in 1:17a makes the messianic reading of the same
phrase in 1:17b a near necessity.68 He writes, “In view of this, however, the text is
not a scriptural attestation of how the gospel is appropriated, as has usually been
thought: its focus is substantive rather than instrumental, and christocentric rather
than anthropocentric.”69
And, finally, Campbell published a third article of interest here in 1997 in which
he specifically questioned the assumption of what he called the “traditionalist,” i.e.,
the objective genitive, view that the meaning of piίστις must be the same as the
meaning of the verb piιστεύω, which the “traditionalists” take to mean as belief in
Christ.70 Campbell organizes his argument in discrete steps. First, he argues that
the assumption that all the words that share the same root have the same meaning is
extremely questionable.71 While this, of course, does not prove that the meanings
of piίστις and piιστεύω are not related, it does show that one must prove this
relationship in meaning if one’s argument relies on it. Next, he argues that, even if
the two words did have the same meaning, it is not clear that this meaning is the one
that the traditionalist interpreters want to give it. He says that, while it does appear
to refer to “believing in Christ” in two places in Paul (Galatians 2:16 and Philippians
1:29), “when he uses the verb Paul almost always speaks of belief in the gospel, and
rather less frequently of trust in God.”72 My own analysis below will systematically
65. Ibid., 277-281.
66. Ibid., 279-80.
67. Ibid., 280.
68. Ibid., 284.
69. Ibid.
70. Douglas A. Campbell, “False Presuppositions in the ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ Debate: A Response to Brian Dodd,”
Journal of Biblical Literature 116, no. 4 (1997): 715, issn: 00219231, accessed March 17, 2016, doi:10.2307/
3266556, http://www.jstor.org/stable/3266556?origin=crossref.
71. Ibid., 716.
72. Ibid.
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support this assertion by Campbell. Next, Campbell argues that even speaking of an
objective genitive for piίστις is incorrect since piιστεύω “invariably takes a preposition
to denote its object.”73 This is a very queer argument since Campbell himself points
out that Paul’s quotations of Genesis 15:6 in Romans 4:3 and Galatians 3:6 have the
phrase ἐpiίστευσεν...τῷ Θεῷ, i.e., the verb with a dative object and no preposition.74
In fact, by my count in Table 4.6 below, the verb piιστεύω is used 47 times in
the New Testament with the receiver of the action in the dative case with no
preposition, including three cases in the undisputed epistles (Romans 4:3, Romans
10:16, Galatians 3:6). And there are, in fact, six occurrences of the verb in the
undisputed epistles where piιστεύω even takes an accusative object: ἐpiιστεύθησαν
τὰ λόγια τοῦ Θεοῦ (Romans 3:2), οἰκονομίαν piεpiίστευμαι (1 Corinthians 9:17), τι
piιστεύω (1 Corinthians 11:18), piάντα piιστεύει (1 Corinthians 13:7), piεpiίστευμαι
τὸ εὐαγγέλιον (Galatians 2:7), and piιστευθῆναι τὸ εὐαγγέλιον (1 Thessalonians
2:4). Campbell’s argument here, then, obviously does not hold water.75 And, finally
in dealing with the traditionalist reliance on the example of Abraham, whose human
faith should be seen as a precursor of Christian faith and, thus, an argument in favor
of the objective genitive, Campbell puts forward an argument that is similar to the
one Hays put forward above, i.e., that Abraham’s faith was in God (Paul’s quotations
of Genesis 15:6) while Christian faith is supposed to be in Christ. Thus, Campbell
correctly argues, the assertion that Abraham proves the objective genitive point is
flawed at best and actually more likely to lead to a subjective than an objective
reading.76 Campbell’s introduction to the problem of equating the meaning of
piίστις with piιστεύω serves as a fine introduction to my own deeper analysis of this
similarity, which I will prove and not assume, and its affect on the piίστις Χριστοῦ
debate.
R. Barry Matlock, in his article “Detheologizing the ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ De-
bate,”77 starts with assumptions that are similar to my own, e.g., that the debate
has been carried out primarily on the theological level with very little interest in
the lexical semantics, i.e., the word meaning involved. He asserts the polysemy
of the term piίστις, which could mean either “trustworthiness” or “belief”, should
not be downplayed and, instead, the context of each occurrence should be used
to determine what the word actually means. He cites Romans 3:3, τὴν piίστιν τοῦ
θεοῦ, as an obvious example of the former meaning (after all, what would it mean
for God to “believe”) and Romans 4:12, τῆς piίστεως τοῦ Α᾿βραάμ, of the latter.78
Then, relying on the juxtaposition of piίστις and piιστεύω both in the Louw-Nida
73. Campbell, “False Presuppositions,” 717.
74. Ibid., 718.
75. Though it does point to the need to have a more systematic way to examine syntactic data, a need that I think
dependency treebanks, as I will use below, fill remarkably well.
76. This equation of Abraham’s piίστις and that of Christians holds a central place in my own exegesis in 4.4 below.
77. R. Barry Matlock, “Detheologizing the ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ Debate: Cautionary Remarks from a Lexical Semantic
Perspective” [in en], Novum Testamentum 42, no. 1 (January 2000): 1–23, issn: 0048-1009, 1568-5365, accessed
February 26, 2016, doi:10.1163/156853600506573, http://booksandjournals.brillonline.com/content/
10.1163/156853600506573.
78. Ibid., 4.
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lexicon and in Paul’s own writings,79 Matlock then uses the “narrower semantic
range” of piιστεύω to help select the “senses of piίστις”.80 For Matlock, this means
that piίστις, like piιστεύω, should primarily have the connotation of “faith” instead
of “faithfulness.”81 He apparently sees this as the final requirement for his positive
argument since, after this, he turns to refuting arguments against the objective
genitive so as to remove all obstacles to his own objective understanding. Matlock
makes some excellent points in his article, especially in his push against the purely
theological interpretation and his use of piιστεύω as a possible touchstone to under-
standing piίστις, but, as we will see below in my own analysis, the assumption that
the juxtaposition of piίστις and piιστεύω proves the objective genitive is inadequate.
Leander Keck’s commentary on Romans, especially his section on Romans 3:21-
5:11, is more of an inheritor of the subjective genitive arguments than an innova-
tor.82 He repeats the arguments already cited above that διὰ piίστεως ᾿Ιησοῦ Χρι-
στοῦ in 3:22, and indeed every reference to the “faith of Christ,” refers to Christ’s
faithfulness as opposed to his faith (cf. Matlock),83 that ἐκ piίστεως ᾿Ιησοῦ in
3:26 should be understood in terms of ἐκ piίστεως Α᾿βραάμ in 4:16,84 and thus as
a subjective genitive, he continues the assumption that when Paul uses the word
ἔργον that he means human action in general as opposed to fulfilling the specific
demands of the Jewish Law (cf. Achtemeier),85 and he continues to assert that
piίστις Α᾿βραάμ (Abraham’s faith in God), piίστις Χριστοῦ (Jesus’ faithfulness to
God), and, e.g., piίστις ὑμῶν (Christian’s faith in (probably) Christ) all refer to
completely different things.86 So while Keck provides an interesting summary of the
pro-subjective genitive arguments, there is little in the way of new insight to be
gained from his discussion.
In the end, I think that Keck’s simple insertion of previously made arguments
into a new context exemplifies the current state of the tug-of-war over the objective
and subjective genitive readings. Dunn and Matlock, the primary proponents of the
objective reading cited above, make some excellent arguments for their own position
that piίστις should be understood as referring to human belief. Their arguments
against the subjective genitive, however, are less convincing. The problem, I think,
is that the assumption that has gone into all of the arguments so far is the one
that Campbell explicitly states in one of his articles: that in the subjective-objective
debate that “only one of the parties is correct.”87 I find this to be a false assumption
that, as Campbell claims with the equation of the meaning of the piίστις and piι-
79. Ibid., 15-16.
80. Ibid., 15.
81. Note that Matlock has fallen into precisely the trap of equating piίστις and piιστεύω without sufficient proof
that Campbell warned of above.
82. Leander E. Keck, Romans, Abingdon New Testament commentaries (Nashville: Abingdon Press, 2005), isbn:
978-0-687-05705-4.
83. Ibid., 104-105.
84. Ibid., 105.
85. Ibid., especially 105.
86. Ibid., 131.
87. Campbell, “False Presuppositions,” 719.
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στεύω in this same article, is one that needs to be proven and not simply assumed.
My own attempt at solving this question below will not make this assumption but,
instead, will attempt to follow the evidence where it leads and then to apply the
gains made from this analysis to the debate in as “axiom-less”88 manner as possible.
But first, the last two articles that I will review from Morna Hooker below do not
make this assumption that one must choose only one position and, instead, offer a
synthesis of the two positions that agrees in large part with my own analysis which
I perform on very different grounds from Hooker’s.
Morna Hooker, in her 1989 article “ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ,” supports the claim
“that the phrase piίστις Χριστοῦ must contain some reference to the faith of Christ
himself”89 by focusing on passages in Romans, 2 Corinthians, Galatians, and Philip-
pians that speak of Christians sharing in the benefits and the characteristics of Christ
through baptism. Of most interest for this study is her insistence that piίστις Χρι-
στοῦ both the objective and the subjective valence, referring at the same time to
Christ’s original faithfulness and the faithfulness that believers then inherit from
Christ.90 She also refers to previous works by Torrance, Moule, Williams, and Deiss-
mann showing that other scholars had previously held this same position. My own
analysis also promotes the possibility of this double valency, as I will show in sec-
tion 4.4 below.
Hooker continued this same line of argumentation in her most recent article,
“Another look at piίστις Χριστοῦ.”91 Focusing her exegesis on Romans 3:21-26,
but allowing her argument to span the entire first half of the epistle, she asserts
that the faith and the obedience that Christians have are the faith and obedience
of Christ that believers then share “because we are in him [Christ].”92 Outside of
Romans, she puts a special focus on Philippians 2:6-11, which speak of how Christ
was ὑpiήκοος μέχρι θανάτου which is then closely followed by Paul’s reference to
the Philippians’ own obedience to him (Philippians 2:12). This passage, read in the
context especially of Romans 6 where Paul asserts that Christians share in Christ’s
death and thus should be “obedient to obedience” (Romans 6:16), demonstrates
for Hooker that Paul sees Christians sharing in Christ’s obedience. And, she asserts,
just as Christians share in Christ’s obedience, we should also expect them to share in
Christ’s faith, because they are “conformed to his [Christ’s] image.”93 Hooker clearly
supports understanding piίστις Χριστοῦ as both subjective and objective again in
this article.94 She also asserts a dual understanding of piίστις as representing both
88. Campbell, “False Presuppositions,” 719.
89. Morna D. Hooker, “ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ” [in en], New Testament Studies 35, no. 03 (July 1989): 341. Italics
in original. issn: 0028-6885, 1469-8145, accessed February 26, 2016, doi:10.1017/S0028688500016817, http:
//www.journals.cambridge.org/abstract_S0028688500016817.
90. Ibid., 340-341.
91. Morna D. Hooker, “Another look at piίστις Χριστοῦ” [in en], Scottish Journal of Theology 69, no. 01 (February
2016): 46–62, issn: 0036-9306, 1475-3065, accessed March 10, 2016, doi:10.1017/S0036930615000770, http:
//www.journals.cambridge.org/abstract_S0036930615000770.
92. Ibid., 62.
93. Ibid., 61.
94. Ibid., 62.
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the English “faith” and “faithfulness.” She writes, “The lexica’s different definitions
reflect what is in fact a hen-and-egg situation. Our trust/faith is found in the
trustworthiness/faithfulness of God, but those who trust in him become like him,
trustworthy in their turn. Paul makes use of this idea in 2 Corinthians 1:15-22,
where he appeals to the faithfulness of God in order to defend himself from the
accusations that he himself is untrustworthy.”95 This explanation of how piίστις
encompasses both of its disputed meanings together makes a lot of sense. And, as
we will see in my analysis of the occurrences of piίστις in 1 Thessalonians 3 below, it
is an understanding that helps the exegete deal better with what otherwise seems to
be inconsistency in Paul’s language. All in all, her own thoroughgoing application of
Paul’s statements about believers being “in Christ” to the piίστις Χριστοῦ problem
produces a reading that is both in concord with all of the readings we have seen
above, both objective and subjective, and, at the same time, against all of them.
Instead of seeking only a single answer among all of the possibilities,96 Hooker
has taken the strength of all of the various arguments seriously97 to produce an
explanation that is quite convincing and which fits in large part the evidence as I
lay it out below.
4.2 Distributional Analysis: ΠΙΣΤΙΣ and
ΠΙΣΤΕΥΩ in the Pauline Corpus and in the
Rest of the New Testament
In order to pave the way for the analysis that I will perform below, in which I will use
the evidence of both piίστις and piιστεύω to try to ascertain the significance of piίστις
Χριστοῦ, I must first meet the valid challenge to this method raised by Campbell.98
As a reminder, his basic argument is that one of the implicit assumptions for the
objective genitive reading of the phrase is the equality in meaning between these
two words based on their sharing the same morphological root. He never argues
in his article that they do not share the same meaning but, instead, confines his
argument to general inadvisability of the assumption of meaning equality based on
such evidence. The purpose of this section, then, is to apply the distributional
method explained in this dissertation to piίστις and piιστεύω to discover to what
extent one can claim semantic relatedness between the two words. To do this, I
will focus first on their cosine similarity scores and then I will take a more in-depth
look at their list of most similar words. This procedure is similar to the one used
in chapter 2.3 above. I will perform this analysis based only on the distributional
profiles of the words extracted from the undisputed Pauline epistles, since that is
95. Ibid., 53.
96. C.f. Campbell, “False Presuppositions,” 719.
97. Note her assertion that both sides have made “equally brilliant arguments,” Hooker, “Another Look,” 52-53.
98. Campbell, “False Presuppositions.”
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Table 4.1: Cosine Similarity of Noun-Verb Pairs in the Undisputed Pauline Epistles
Noun Verb CS Score Z-Score Noun Verb CS Score Z-Score
δικαιοσύνη δικαιόω 0.4993 8.2673 ἁμαρτία ἁμαρτάνω 0.2091 2.7214
piαράκλησις piαρακαλέω 0.4763 7.8274 σωτηρία σῴζω 0.1833 2.2288
ἐλpiίς ἐλpiίζω 0.4033 6.4327 χάρις χαρίζομαι 0.1827 2.2172
piίστις piιστεύω 0.3658 5.7148 ἔργον ἐργάζομαι 0.1776 2.1191
δόξα δοξάζω 0.3418 5.2573 γραφή γράφω 0.1617 1.8158
γνῶσις γινώσκω 0.3344 5.1151 δοῦλος δουλεύω 0.155 1.6879
χαρά χαίρω 0.2878 4.2244 θάνατος ἀpiοθνῄσκω 0.149 1.5734
εὐαγγέλιον εὐαγγελίζω 0.2808 4.0915 ἀγάpiη ἀγαpiάω 0.1479 1.5511
λόγος λέγω 0.2701 3.8868 ζωή ζάω 0.0921 0.4863
θέλημα θέλω 0.2603 3.6998 χάρισμα χαρίζομαι 0.0897 0.4399
δύναμις δύναμαι 0.213 2.7959
the focus of the piίστις Χριστοῦ debate. That means, I have used only the seven
undisputed Pauline epistles as the corpus for the distributional analysis that follows.
I have also used the parameters that I have used throughout this dissertation for
the whole lemmatized New Testament corpus, i.e., with an unweighted window size
of 12 words right and left.
An essential part of the analysis in the section 4.3 below is that piίστις and
piιστεύω are close enough to each other in meaning, that one can use the meaning
of one of them to discover the meaning of the other. Table 4.1 on page 110 shows
the cosine similarity score for the 21 noun-verb pairs where each member of the
pair occurs at least ten times in the undisputed Pauline epistles. The pairs in this
table represent the similarity of every verbal noun with its root verb for which I have
enough data to apply my methods. As we can see, the piίστις-piιστεύω pair is the
fourth most similar pair in this list with a score that is 5.7 standard deviations above
the mean. This is a first indication that it is at least defensible to use piιστεύω to
help determine the meaning of piίστις. It could be, however, that the similarity
in their meaning has nothing to do with their typical obejcts but, instead, with
some other undefined similarity. For this reason, we must look more closely at their
related words as we have already done previously in this dissertation.
As in the previous chapters, the words in Table 4.2 on page 111 are shaded
according to semantic patterns that I have detected among the words on the list.
My initial analysis of the results for piίστις will be brief since a fuller understanding
of many of these clusters will be achieved by comparing them to the results for
piιστεύω. That is, as stated in the Louw-Nida lexicon, the best understanding of
the semantic range of a word comes when one compares it to other, similar words,
such as comparing piίστις and piιστεύω.99
The first three clusters of words I have highlighted in Table 4.2 are quite closely
99. Louw and Nida, Greek-English lexicon of the New Testament: based on semantic domains, xi.
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Table 4.2: Top 50 Similar Words with piίστις in Paul
Word Definition Word Definition
δικαιόω to justify κύριος lord
ἔργον work οὐρανός heaven
δικαιοσύνη justification ἐξαγοράζω to deliver
νόμος law καταργέω to be able
ἀβραάμ Abraham γραφή writing
piαιδαγωγός tutor piεριτομή circumcision
piροοράω to foresee ἀκροβυστία uncircumcision
piοῖος which? piαρακαλέω to exhort
ἀpiοκαλύpiτω to reveal ἀκοή hearing
συγκλείω to imprison χωρίς apart
ἐνευλογέω to bless ἀντιστρατεύομαι to be at war with
ἐpiαγγελία promise δυνατέω to be able
δίκαιος just ἁμαρτωλός sinful
ὑpiόδικος accountable ἡμέρα day
piροpiάτωρ ancestor γραpiτός written
piροευαγγελίζομαι
to proclaim the
good news in
advance
ἐκκλείω to exclude
ἀκροατής hearer ἕκαστος each
piιστεύω to believe piαράβασις transgression
piαραβάτης transgressor ἐpiίγνωσις knowledge
ἀδελφός brother piροσαγωγή access
piοιητής maker doer βιβλίον document
ἐκpiίpiτω to fall γίνομαι to become
ἁμαρτία sin λοιpiός remaining
λογίζομαι to think about καλέω to call
ἵστημι to set ἐντολή commandment
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related to each other. The first pattern, highlighted in 20% gray , are words that
share the δικ root, and thus deal with justification and accountability: δικαιόω,
δικαιοσύνη, δίκαιος, and ὑpiόδικος. The next group, in 40% gray are words that
are closely related to the law in Paul: ἔργον, νόμος, piαιδαγωγός, γραφή, piεριτομή,
ἀκροβυστία, γραpiτός, βιβλίον, and ἐντολή. These two groups make perfect sense
since, especially in Romans and Galatians, Paul sets piίστις and νόμος against one
another as competing claims for δικαιοσύνη. The third and last cluster making
up this first supercluster, in 60% gray , is made up of words revolving around sin:
συγκλείω, piαραβάτης, ἐκpiίpiτω, ἁμαρτία, ἁμαρτωλός, and piαράβασις. These
words are also closely related to the two groups above in that they represent the
opposite of δικαιοσύνη. These three groups of words together tie piίστις closely to
the concepts of sin, law, and justification in Paul, a constellation of concepts that
even a cursory reading of Paul’s letters would reveal. This demonstrates that these
methods, as in previous chapters, expose patterns in word meaning that we should
already expect to find.
The next group of words in 80% gray add a new facet to our understanding of
piίστις. These words all concern communication, with a focus on oral communica-
tion. That is, these words are primarily about speaking and hearing: ἀpiοκαλύpiτω,
piροευαγγελίζομαι, ἀκροατής, piαρακαλέω, ἀκοή, and καλέω. And the next group
of two words, in 100%gray , deal with consideration and knowledge: λογίζομαι
and ἐpiίγνωσις. The final group of words, in black , all deal with words that, in
Paul, refer to piίστις in the history of Israel: ἀβραάμ, piροοράω, ἐpiαγγελία, and
piροpiάτωρ. This should, again, come as no suprise since Paul has two extended
discussions of the relationship of Abraham and faith, in Romans 4 and Galatians 3.
All in all, the only thing that might be a surprise about this analysis of piίστις
in Paul is its relationship to communication and knowledge. We will see in 4.3
below, however, that both piίστις and piιστεύω are closely related to the message
of the gospel. Therefore, it should not be too surprising that communication,
examination, and knowledge are so important to Paul’s understanding of piίστις.
And in our examination of piιστεύω below, we will see this very important insight
strengthened and expanded in such a way as to add another piece of evidence to
our understanding of piίστις Χριστοῦ.
Table 4.3 on page 113, which shows the 50 most similar words to piιστεύω,
shares several semantic categories that we already saw above in the analysis of
piίστις. I will begin my analysis of piιστεύω by pointing out and discussing these
similar categories. First, the words in 20% gray represent communication words
that, as above, focus primarily on spoken communication: κηρύσσω, ἀκούω, ρ῾ῆμα,
λέγω, ἀκοή, λόγος, ἀpiοκαλύpiτω, and εὐαγγελίζω. This list of words contains two
words that also appear in the communication category for piίστις above: ἀκοή and
ἀpiοκαλύpiτω. This list, however, also sheds some light on the list that we saw for
piίστις above by making one point of focus clear that was less obvious above. In this
list, there are three words that are clearly related not to communication in general
but specifically to communication of the gospel: κηρύσσω, which in Paul refers
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Table 4.3: Top 50 Similar Words with piιστεύω in Paul
Word Definition Word Definition
κηρύσσω to proclaim ἐνεργέω to work
ἀκούω to hear ἄνθρωpiος person
δικαιοσύνη justification ἕκαστος each
ἐpiικαλέω to call upon μόνος only
piίστις belief ἐκκλησία congregation
εὐαγγέλιον gospel λόγος word
σῴζω to save piαραλαμβάνω to take
ὡραῖος timely ἀpiοκαλύpiτω to reveal
λογίζομαι to think about piροοράω to foresee
ὁμολογέω to promise ἀρέσκω to please
ἀδελφός brother δικαιόω to justify
καρδία heart piράσσω to do
ἀpiοστέλλω to send out εὐαγγελίζω to preach thegood news
ρ῾ῆμα word δίδωμι to give
piοῖος which? ὀφείλημα debt
νεκρός dead ἵστημι to set
λέγω to speak δαυίδ David
ἔργον work ἐργάζομαι to work
γραφή writing οἰκέω to live
ἀκοή hearing εἰμί to be
ἐγείρω to wake σωτηρία salvation
μισθός wages κύριος lord
ἀνάστασις resurrection piατήρ father
οἶδα to know ἔχω to have
ἀβραάμ Abraham ἅγιος holy
114 CHAPTER 4. ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ IN PAUL
to the preaching of the gospel (see especially Romans 10:8, 1 Corinthians 1:23, 2
Corinthians 1:19, Galatians 2:2, Philippians 1:15, and 1 Thessalonians 2:9), ρ῾ῆμα,
which in Romans 10 refers specifically to τὸ ρ῾ῆμα τῆς piίστεως ὃ κηρύσσομεν,
and, of course, εὐαγγελίζω. In the communication list above for piίστις we saw
piροευαγγελίζομαι, but if we consider the other words there, we see that especially
the word καλέω is related to the hearing of the gospel. Paul speaks of the conversion
of his listeners as their having been called or, according to the BDAG, invited100
(e.g., 1 Corinthians 1:9 and the whole of 1 Corinthians 7). In this context, the call
or invitation most likely comes from the gospel, i.e., the call that is made in the
preaching of the gospel. And if we also consider ἀκοή in this context, a word that
appears on both lists, we see that it is closely related to the hearing of the gospel
in several passages. For instance, Romans 10:16 overtly makes the connection
between τῷ εὐαγγελίῳ and τῇ ἀκοῇ from Isaiah. And in 1 Thessalonians 2:13, the
λόγον ἀκοῆς is the gospel message that Paul preached among the Thessalonians.
So while the connection between piιστεύω and the communication of the gospel is
apparent from the list of similar words above, when we investigate piίστις further,
we find also there a close relationship between the communication words and the
gospel.
The second group of words that we see in both lists are represented by the
words in 40% gray , which center around the first word in this list, δικαιοσύνη, with
the other words revolving around concepts of justification, salvation, and holiness:
σῴζω, δικαιόω, σωτηρία, and ἅγιος. The list concerning justification for piίστις
focused very tightly on justification itself, including only words derived from the δικ
stem. The semantic range of piιστεύω, however, also includes the synonymous or
closely related concepts of salvation and holiness.
The next shared category, in 80% gray , represent words dealing with Jewish
history, once again centering around the name of ἀβραάμ and including ὁμολογέω,
piροοράω, and δαυίδ. This list is quite similar to that we saw above for piίστις;
ἀβραάμ and piροοράω are in both lists while the list for piιστεύω replaces piροpiάτωρ
with δαυίδ, a specific ancestor, and ἐpiαγγελία with ὁμολογέω, a noun with a
closely related verb. So Paul found it important to situate both piίστις and piιστεύω
firmly in Jewish history and, while he did associate it most closely with Abraham,
it also was important to include more than just one piροpiάτωρ, e.g., δαυίδ as well.
The fourth shared category, in 100% gray , is that of thought and knowledge. Both
categories share the word λογίζομαι, but the list for piιστεύω replaces ἐpiίγνωσις
with οἶδα, so, once again, replacing a noun with a closely related verb. This close
relationship strongly suggests that consideration and knowledge are an important
part of both piίστις and piιστεύω.
The last two semantic categories that I found in the top 50 most similar words
to piιστεύω are not directly related to any of the categories for piίστις. The first of
these, in 60% gray , concerns the gospel and its message. The words εὐαγγέλιον
100. Danker, Bauer, and Arndt, BDAG, s.v. “καλέω”, 4.
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defines the category while νεκρός, ἐγείρω, and ἀνάστασις describe the message of
gospel, i.e., the resurrection of the dead and, especially, of Jesus. When understood
in conjunction with the communication semantic group for piιστεύω, it is apparent
that piιστεύω has a very close connection to the gospel, something that we will see
again in section 4.3 below.
The final category, in black , actually includes a word that we saw in the list
for piίστις, i.e., ἔργον. Whereas there, however, I included it in the group centered
around the Jewish Law, here it groups differently, namely around words that revolve
around activity in general: μισθός, ἐνεργέω, and ἐργάζομαι. It seems, then, that
ἔργον here does not refer to ἔργον νόμου but, instead, to, for instance, τῷ ἔργῳ
τοῦ κυρίου (1 Corinthians 15:58) or τῷ ἀγαθῷ ἔργῳ (Romans 13:3) or, even more
generally, τὰ ἔργα (Romans 2:6). ἐργάζομαι, unlike ἔργον, has no real negative
connotation in Paul, switching instead between a neutral sense (ἐργαζόμενοι ταῖς
ἰδίαις χερσίν in 1 Corinthians 4:12)101 and a positive sense (e.g., ἐργαζώμεθα τὸ
ἀγαθὸν in Galatians 6:10).102 There is no example in Paul of ἐργάζομαι being
used to refer to doing bad things. The closest that Paul comes is to say that love
does nothing bad (ἡ ἀγάpiη τῷ piλησίον κακὸν οὐκ ἐργάζεται) in Romans 13:10.
And it is in this vein of ἐργάζομαι as a generally positive word that we should also
understand μισθός as the wages or rewards of ἐργάζομαι. This connection is made
explicitly in Romans 4:4 (τῷ δὲ ἐργαζομένῳ ὁ μισθὸς οὐ λογίζεται κατὰ χάριν
ἀλλὰ κατὰ ὀφείλημα) and more implicitly in 1 Corinthians 9, especially in 9:13-14.
Additionally, in four of the five occurrences of μισθός in Paul, it refers explicitly to
the rewards or wages of those who preach the gospel (1 Corinthians 3:8, 3:14, 9:17,
9:18). And, finally, ἐνεργέω is a bit different from the rest of the members of this
group in that there is no passage in which a person is the subject of this verb in
Paul. Instead, the subjects that Paul uses are θεός, either explicitly (1 Corinthians
12:6, Philippians 2:13) or implicitly (Galatians 2:8, 3:5), τὰ piαθήματα (Romans
7:5), τὸ piνεῦμα (1 Corinthians 12:11), ὁ θάνατος (2 Corinthians 4:12), piίστις
(Galatians 5:6), λόγον Θεοῦ (1 Thessalonians 2:13), or with a subjectless passive
(ἐνεργουμένης in 2 Corinthians 1:6). And the things that are worked are almost
always positive, with Romans 7:5 and 2 Corinthians 4:12 being the only exceptions.
So even though ἔργον appears in both lists, it groups more closely with words
related to positive activity in the list for piιστεύω as opposed to words related to
the Jewish Law with piίστις. This leads to the conclusion that the types of activity
related to piιστεύω are quite positive and typically related to God, whereas those
related to piίστις appear to be more negative and are related to the Law. That is,
piίστις relates more to the negative aspects of the semantic range of ἔργον while
piιστεύω relates to its positive aspects.
So while both piίστις and piιστεύω are related to the gospel, the latter is much
more closely related, having connection not only in the “communication” cluster
but also in the “activity” cluster, especially through the word μισθός, and a specific
101. Similarly Romans 4:4 and 4:5, 1 Corintians 9:6 and 9:13, and 1 Thessalonians 2:9 and 4:11
102. See also Romans 2:10, 13:10, 1 Corinthians 16:10, 2 Corinthians 7:10
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“gospel” cluster. Of great interest is the relationship of each word to ἔργον: piίστις
has a negative relationship to “work” because Paul relates these two words through
the Jewish Law, whereas in case of piιστεύω the relationship comes through the
concept of gospel. So ἔργα that spring from the Law are opposed to piίστις but
those that spring from the gospel the result of piιστεύω and are worthy of μισθός.
Based on this evidence, it is even defensible to assert, against Luther, that Paul
does not set “faith” against “works”, piίστις against ἔργα, but, instead, he sets
the gospel against the Law. This evidence supports Hooker’s statement: “The true
antithesis is not between works and faith, but between works of the Law and the
saving work of Christ.”103 Work or, more generally, activity that comes from the
Law tends to be portrayed negatively whereas that which comes from the gospel
and from believing is overwhelmingly positive.
In sum, I believe that this distributional analysis has not only provided evidence
of sufficient semantic similarity between piίστις and piιστεύω to support using the
evidence of one to understand the other, but it has also provided some very in-
teresting insights about these semantics, especially in terms of piιστεύω, that will
be important in my own conclusions about piίστις and piίστις Χριστοῦ below in
section 4.4.
4.3 Syntactic and Exegetical Analysis: ΠΙΣΤΙΣ
and ΠΙΣΤΕΥΩ in the New Testament
Having demonstrated significant overlap between piίστις and piιστεύω, it is now
possible to investigate the individual occurrences of these two words and how they
mutually shed light on each other in order to help us understand what Paul might
mean with the phrase piίστις Χριστοῦ. The most logical place to start is with
phrases that are syntactically similar to piίστις Χριστοῦ, i.e., where piίστις occurs
with a dependent nominal that is in the genitive (like Χριστοῦ), thus forming either
an objective or a subjective genitive construction. This initial investigation will allow
us to determine how often piίστις occurs in an objective or subjective construction.
To automatically extract all dependency structures from the New Testament
text, I will use dependency treebank data. Dependency trees make explicit the
relationships of words within sentences and clauses and treebanks also typically
have part-of-speech and lemma information for every word. The PROIEL Treebank
Project104 has created treebanks for the Greek New Testament in XML format. To
show the type of information these files contain, I have included three consecutive
103. Hooker, “ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ, 341; c.f. Achtemeier, “Apropos the Faith of/in Christ: A Response to Hays and
Dunn,”” 88; in contrast, Hays holds firmly to the traditional Lutheran idea that Paul sets piίστις against human
activity of any kind. Hays, The faith of Jesus Christ, 109; and especially Hays, “What Is at Stake?,” 55, where Hays
describes such an idea as being “Christians (being) saved by their own Herculean faithfulness.”
104. Dag T. T. Haug and Marius L. Jøhndal, “Creating a Parallel Treebank of the Old Indo-European Bible Trans-
lations,” in Proceedings of the Second Workshop on Language Technology for Cultural Heritage Data (2008), The
treebanks can be found at https://github.com/proiel/proiel-treebank/.
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lines below:
<token id="400362" form="piίστεως" citation-part="ROM 3.22" lemma="piίστις" part-of-speech="Nb"
morphology="-s—fg–i" head-id="400361" relation="obl" presentation-after=" "/>
<token id="400363" form="᾿Ιησοῦ" citation-part="ROM 3.22" lemma="᾿Ιησοῦς" part-of-speech="Ne"
morphology="-s—mg–i" head-id="400362" relation="narg" presentation-after=" "/>
<token id="400364" form="Χριστοῦ" citation-part="ROM 3.22" lemma="Χριστός" part-of-speech="Ne"
morphology="-s—mg–i" head-id="400363" relation="apos" presentation-after=", "/>
These three lines represent the phrase piίστεως ᾿Ιησοῦ Χριστοῦ in Romans 3:22.
Each <token> tag represents a single word and each word is given the following
basic attributes:
@id: so that other tokens can easily refer to it
@form: the form of the word as it appears in the text
@citation-part: the book, chapter, and verse where it appears
@lemma: the dictionary form of the word
@part-of-speech: the code representing the word’s part of speech
@morphology: representing the complete morphological analysis of the word
@head-id: the word on which this word depends, called its head
@relation: this word’s grammatical relationship to its head
@presentation-after: the (typically) white space and/or punctuation that comes
after the token
Using this information, one can discover a significant amount about the rela-
tionship of words within the document. So, for instance, if I wanted to find all
the genitive nouns that depend on piίστις, I would search for all words that have as
@head-id the @id of some <token> with @lemma=piίστις (meaning that the token’s
head word is some morphological form of piίστις) and where the @part-of-speech
begins with a capital “N” (representing a noun) and the @morphology has a “g”
(representing the genitive case) in the seventh position.
Now that we have seen some of the possibilities for this treebank data, I will
apply it to the question at hand, e.g., piίστις Χριστοῦ. The first step is to look at
all the cases where piίστις has a genitive dependent so as to determine how often
this is a subjective and how often an objective genitive. As a reminder, a subjective
genitive occurs when the noun in the genitive is the one who carries out the action
in the verbal noun, in this case, where the noun is the one who “believes” or “is
faithful”. An objective genitive is where the genitive is the object of the action,
i.e., is the one who is believed.105 So, in all the cases of piίστις with a genitive
dependent, how often is the genitive the subject, how often the object, and how
often is it unclear. I will leave out of consideration here all of the occurrences of
piίστις Χριστοῦ since that is the phrase under investigation.
The evidence in Table 4.4 on page 118 is overwhelmingly in favor of the sub-
jective genitive for piίστις. Of the 53 occurrences in this table, 47 of them are
105. H. W. Smyth and G.M. Messing, Greek grammar (Cambridge: Harvard University Press, 1956), §1328-1335.
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Table 4.4: NT piίστις with genitive dependent
Subjective Genitive Objective Genitive
Verse piίστις form Dependent Verse piίστις form Dependent Verse piίστις form Dependent
Mt 9.2 piίστιν αὐτῶν 2Cor 10.15 piίστεως ὑμῶν Mk 11.22 piίστιν θεοῦ
Mt 9.22 piίστις σου Phil 2.17 piίστεως ὑμῶν Acts 3.16 piίστει ὀνόματος
Mt 9.29 piίστιν ὑμῶν Col 1.4 piίστιν ὑμῶν Acts 14.9 piίστιν τοῦ σωθῆναι
Mt 15.28 piίστις σου Col 2.5 piίστεως ὑμῶν Phil 1.27 piίστει εὐαγγελίου
Mk 2.5 piίστιν αὐτῶν 1Th 1.8 piίστις ὑμῶν Col 2.12 piίστεως ἐνεργείας
Mk 5.34 piίστις σου 1Th 3.2 piίστεως ὑμῶν 2Th 2.13 piίστει ἀληθείας
Mk 10.52 piίστις σου 1Th 3.5 piίστιν ὑμῶν
Lk 5.20 piίστιν αὐτῶν 1Th 3.7 piίστεως ὑμῶν
Lk 7.50 piίστις σου 1Th 3.6 piίστιν ὑμῶν
Lk 8.25 piίστις ὑμῶν 1Th 3.10 piίστεως ὑμῶν
Lk 8.48 piίστις σου 2Th 1.3 piίστις ὑμῶν
Lk 17.19 piίστις σου 2Tm 2.18 piίστιν τινων
Lk 18.42 piίστις σου Tit 1.1 piίστιν ἐκλεκτῶν
Lk 22.32 piίστις σου Phm 1.6 piίστεώς σου
Rom 1.8 piίστις ὑμῶν Jas 1.3 piίστεως ὑμῶν
Rom 1.12 piίστεως ὑμῶν τε
καὶ ἐμοῦ
Jas 2.18 piίστιν σου
Rom 3.3 piίστιν θεοῦ 1Pet 1.7 piίστεως ὑμῶν
Rom 4.5 piίστις αὐτοῦ 1Pet 1.9 piίστεως ὑμῶν
Rom 4.12 piίστεως piατρὸς 1Pet 1.21 piίστιν ὑμῶν
Rom 4.16 piίστεως Α᾿βραάμ 2Pet 1.5 piίστει ὑμῶν
1Co 2.5 piίστις ὑμῶν 1Jn 5.4 piίστις ἡμῶν
1Co 15.14 piίστις ὑμῶν Rv 2.13 piίστιν μου
1Co 15.17 piίστις ὑμῶν Rv 13.10 piίστις τῶν ἁγίων
2Cor 1.24 piίστεως ὑμῶν
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obviously subjective. In the complete Pauline corpus, including the deutero- and
pseudo-Pauline literature, the subjective genitive makes up 24 of 27 occurrences.
And in the seven undisputed Pauline epistles, the count is 19 of 20. But this ev-
idence is not unanimous, especially if we consider Philippians 1:27, τῇ piίστει τοῦ
εὐαγγελίου. “Faith in the good news”, the “good news” being defined as τοῦ
εὐαγγελίου τοῦ Χριστοῦ earlier in the verse, would appear to come very close to
faith in Christ.106 Consider also that the distance from piίστιν θεού (Mk 11:22, Rom
3:3) to piίστιν Χριστοῦ is not great, especially considering the already overlapping
roles of God and Christ that we saw in chapter 2 above. But even this evidence
is not univocal, as Mark 11:22 is objective while Romans 3:3 is subjective. I must
conclude, then, as we have seen Hays and others already conclude above, that while
the overwhelming majority of genitive nouns that depend on piίστις are subjective,
the few examples of the objective genitive should give us pause, especially, as noted,
Mark 11:22 and Philippians 1:27.
At this point, it seems wise to pause and explore the likely objects of piίστις in
the undisputed epistles. As we have seen above, the one example of the objective
genitive in Paul, Philippians 1:27, defines the object of piίστις as τοῦ εὐαγγελίου
τοῦ Χριστοῦ. But instead of assuming that the gospel is always the object of piίστις
in Paul, I will now look at the subjective gentives in Paul that obviously refer to
human piίστις (Romans 1:8, 1:12, 4:5, 4:12, 4:16, 1 Corinthians 2:5, 15:14, 15:17,
2 Corinthians 1:24, 10:15, Philippians 2:17, 1 Thessalonians 1:8, 3:2, 3:5, 3:6, 3:7,
3:19, and Philemon 6) to see if there is some clue in the context as to the object of
piίστις and what patterns may emerge. In Romans 1:8 and 1:12, there is no clear
contextual clue as to the object of piίστις. Campbell has convincingly argued that
the gospel is the central theme of the opening of Romans,107 which could mean
that we should favor the gospel here as the object. But this connection is never
explicitly made in the context and so must remain only one possibility. All of the
references to Abraham’s piίστις in Romans 4 obviously refer to Abraham’s trust or
belief in God. In 1 Corinthians 2:5 again the object of ἡ piίστις ὑμῶν is not clearly
stated. We do see, however, in 2:2 that Paul states the content of his message to
the Corinthian church as ᾿Ιησοῦν Χριστὸν καὶ τοῦτον ἐσταυρωμένον. This could
plausibly be understood as the object of the Corinthian piίστις and it would also
parallel Philippians 1:27 in that ᾿Ιησοῦν Χριστὸν καὶ τοῦτον ἐσταυρωμένον is at
least a partial parallel with τοῦ εὐαγγελίου τοῦ Χριστοῦ. Having proposed this
object, however, I must admit that the relationship is not clearly stated and, thus,
it must remain a hypothesis at this point. The two occurrences of ἡ piίστις ὑμῶν
in 1 Corinthians 15 most likely refer at least partially to piίστις in the resurrection
of Christ. This connection is made clear in both verses when Paul asserts that
εἰ δὲ Χριστὸς οὐκ ἐγήγερται then κενὴ καὶ ἡ piίστις ὑμῶν (15:14) or ματαία ἡ
piίστις ὑμῶν (15:17). In other words, lack of an historical resurrection makes piίστις
106. It is interesting here to note that this close connection between piίστις and εὐαγγέλιον supports my distributional
analysis above.
107. Campbell, “Romans 1:17,” 273-274.
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“empty” or “useless.” That there is a connection is clear, but, once more, we must
admit that it is not clear that the connection is an objective one. In fact, what
seems more likely in this case is that Paul is speaking generally of the salvific power
of the Corinthians piίστις (ἐστὲ ἐν ταῖς ἁμαρτίαις ὑμῶν in 15:17) which is absent if
Christ was not resurrected, i.e., it is Christ’s resurrection that gives salvific power to
the Corinthians’ piίστις. I would still posit here, however, that the fact that Christ’s
resurrection gives salvific power to the Corinthians piίστις also suggests that this
resurrection is one vital piece of that piίστις and, thus, that these verses follow the
lead of Philippians 1:27 in asserting the gospel as the content of piίστις.
In 2 Corinthians 1:24 we see the strange assertion by Paul οὐχ ὅτι κυριεύομεν
ὑμῶν τῆς piίστεως, “we do not rule your piίστις.” The context here speaks of Paul
changing his mind about whether he should visit the Corinthian church. Instead
of holding to his original decision to visit them he decided “to spare” the Corinthi-
ans by not visiting them instead. One could claim, here, that Paul’s mention of
the ἐpiαγγελίαι Θεοῦ in 1:20 provides an obvious candidate for the object of the
Corinthian piίστις. It seems to me, however, that the meaning of piίστις is slightly
different here. In fact, the phrase τῇ γὰρ piίστει ἑστήκατε in 1:24, i.e., “standing
firm in piίστις,” suggests more the meaning of piίστις as faithfulness to something
rather than belief in something. After all, if one stands firm, one is “faithful,” even
if this “faithfulness” is to a belief in something. And this would also make sense
of Paul’s claim to not rule the Corinthian piίστις. In other words, Paul wants to
make certain that the Corinthians know that he does not think that his cancelled
visit, which would have caused much pain in the Corinthian church, would have
weakened their piίστις precisely because, instead of Paul “ruling” or “controlling”
the Corinthian piίστις, he works together with them for their joy. So Paul can affect
the Corinthian “joy,” and he would have negatively affected it if he had come to
them, but he would have had no effect on their piίστις, because ἑστήκατε.108 Later
in this letter, in 2 Corinthians 10:15, the mention of τῆς piίστεως ὑμῶν is tightly
linked to the gospel in that Paul’s preaching of the τῷ εὐαγγελίῳ τοῦ Χριστοῦ in
10:14 appears to be the labor that increases the Corinthians’ piίστις, thus making it
possible for Paul and his associates εἰς τὰ ὑpiερέκεινα ὑμῶν εὐαγγελίσασθαι. So
piίστις here, whether it means “faithfulness to the gospel” or “belief in the gospel”
is intimately entwined with Paul’s preaching of the gospel in that it springs from
this preaching and it makes it possible to preach it further. This verse, then, should
be categorized with Philippians 1:27.
Philippians 2:16-17 speaks of the Philippians λόγον ζωῆς ἐpiέχοντες, what the
NRSV translates as “holding fast to the word of life,” as a boast that Paul can make
and of Paul being poured out ἐpiὶ τῇ θυσίᾳ καὶ λειτουργίᾳ τῆς piίστεως ὑμῶν. The
relationship between ἐpiέχοντες and piίστεως should be clear, especially in light of
Paul saying of the Corinthians τῇ piίστει ἑστήκατε (2 Corinthians 1:24), and thus
strongly suggests that the content of piίστις here is λόγον ζωῆς which, in turn,
108. Hooker also supports the reading of piίστις as “faithfulness” by referring to Paul’s sharing in God’s own “faith-
fulness” to God’s promises, which find their final “yes” in Christ. Hooker, “ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ, 334-335.
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must be understood as the gospel.
The next passage, 1 Thessalonians 1:8, specifically states that the Thessalo-
nians’ piίστις is piρὸς τὸν θεὸν. But it is not clear what this might mean. The
preposition piρός is only used as a dependent of piίστις in one other place in the
New Testament (Philemon 5, discussed below) and it is never used to denote the
object of the verb piιστεύω. If, however, we decide to take this as a reference to
“belief in God,” as most commentators seem to,109 there is quite obviously more
to this than just belief that God exists. Paul defines in verses 1:9-10 precisely what
it is that the Thessalonians believe about God:110 that God is θεῷ ζῶντι καὶ ἀλη-
θινῷ, that God ἤγειρεν [τὸν υἱὸν αὐτοῦ] ἐκ [τῶν] νεκρῶν, that Jesus will return
ἐκ τῶν οὐρανῶν, and that Jesus will rescue the Thessalonians from τῆς ὀργῆς τῆς
ἐρχομένης. I think it very likely that this is the basic content of τὸ εὐαγγέλιον
ἡμῶν that Paul preached (1:5) and thus, even though the object of the Thessalo-
nians’ piίστις here is certainly God, the context expands this piίστις from a simple
109. Explicitly in support of this position in 1 Thessalonians: Abraham J. Malherbe, ed., The letters to the Thessalo-
nians: a new translation with introduction and commentary, 1st ed, The Anchor Bible, v. 32B (New York: Doubleday,
2000), 117, isbn: 978-0-385-18460-1; Willi Marxsen, Der erste Brief an die Thessalonicher, Zürcher Bibelkommentare.
NT ; 11.1 (Zürich: Theologischer Verlag, 1979), 33, isbn: 978-3-290-14724-2; Gordon D. Fee, The First and Second
Letters to the Thessalonians, The New international commentary on the New Testament (Grand Rapids, Mich: William
B. Eerdmans Pub. Co, 2009), 41, isbn: 978-0-8028-6362-1; Franz Laub, Rudolf Schnackenburg, and Franz Laub, 1.
und 2. Thessalonicherbrief [in ger], 3., unveränd. Aufl, Die neue Echter-Bibel, Kommentar zum Neuen Testament mit
der Einheitsübersetzung / von Rudolf Schnackenburg ; 13 (Würzburg: Echter-Verl, 2000), 17, isbn: 978-3-429-00947-
2; Traugott Holtz, Der erste Brief an die Thessalonicher, 3. Aufl, EKK, Evangelisch-katholischer Kommentar zum
Neuen Testament, Bd. 13 (Zürich: Neukirchen-Vluyn: Benziger ; Neukirchener, 1998), 41, isbn: 978-3-545-23110-8
978-3-7887-0752-1; Earl Richard and Daniel J. Harrington, First and Second Thessalonians, Sacra pagina series v. 11
(Collegeville, Minn: Liturgical Press, 1995), 45, isbn: 978-0-8146-5813-0; Leander E. Keck, ed., The second letter
to the Corinthians, the letter to the Galatians, the letter to the Ephesians, the letter to the Philippians, the letter
to the Colossians, the first and second letters to the Thessalonians, the first and second letters to Timothy and the
letter to Titus, the letter to Philemon [in ger], vol. 11, The New Interpreter’s Bible, general articles & introduction,
commentary, & reflections for each book of the Bible, including the Apocryphal/Deuterocanonical books; in twelve
volumes / [ed. board: Leander E. Keck ... ] ; 11 (Nashville: Abingdon press, 2007), 695, isbn: 978-0-687-27824-4;
Torsten Jantsch, Gott alles in allem (1Kor 15,28): Studien zum Gottesverständnis des Paulus im 1. Thessalonicher-
brief und in der korinthischen Korrespondenz, Wissenschaftliche Monographien zum Alten und Neuen Testament,
129. Band (Neukirchen-Vluyn: Neukirchener Theologie, 2011), 48, isbn: 978-3-7887-2510-5; in Philemon, where the
phrase is τὴν piίστιν piρὸς τὸν Κύριον ᾿Ιησοῦν: St. Jerome Jerome and Thomas P. Scheck, St. Jerome’s commen-
taries on Galatians, Titus, and Philemon [in eng] (Notre Dame, Ind: University of Notre Dame Press, 2010), 364-365,
isbn: 978-0-268-04133-5; Eckart Reinmuth, Der Brief des Paulus an Philemon, Theologischer Handkommentar zum
Neuen Testament, 11/2 (Leipzig: Evangelische Verlagsanstalt, 2006), 29, isbn: 978-3-374-02352-3; Hermann Binder
and Joachim Rohde, Der Brief des Paulus an Philemon, 1. Aufl, Theologischer Handkommentar zum Neuen Testa-
ment, 11/2 (Berlin: Evangelische Verlagsanstalt, 1990), 47, isbn: 978-3-374-00975-6; Peter Stuhlmacher, Der Brief
an Philemon, 4. Auflage, EKK, Evangelisch-Katholischer Kommentar zum Neuen Testament, Band 18 (Düsseldorf:
Neukirchen-Vluyn: Benziger Verlag ; Neukirchener Verlag, 2004), 32, isbn: 978-3-545-23101-6 978-3-7887-0455-1;
Bonnie Bowman Thurston, Judith Ryan, and Daniel J. Harrington, Philippians and Philemon, Sacra pagina series v.
10 (Collegeville, Minn: Liturgical Press, 2005), 223, isbn: 978-0-8146-5820-8; Joseph A. Fitzmyer, ed., The letter to
Philemon: a new translation with introduction and commentary, 1st ed, The Anchor Bible v. 34C (New York: Dou-
bleday, 2000), 93, 95, isbn: 978-0-385-49629-2; a few, however, read the combination of piίστις piρός differently, e.g.,
in Philemon as “faithfulness toward” or “Treue gegenüber” Frederick Fyvie Bruce, The epistles to the Colossians, to
Philemon, and to the Ephesians [in eng], Nachdr., The new international commentary on the New Testament (Grand
Rapids, Mich: Eerdmans, 2008), 208, isbn: 978-0-8028-2510-0; Klaus Wengst, Der Brief an Philemon, Theologis-
cher Kommentar zum Neuen Testament, Bd. 16 (Stuttgart: Kohlhammer, 2005), 52, 53, isbn: 978-3-17-018675-0;
Peter Arzt-Grabner, Philemon [in ger grc], Papyrologische Kommentare zum Neuen Testament, Bd. 1 (Göttingen:
Vandenhoeck & Ruprecht, 2003), 135, isbn: 978-3-525-51000-1.
110. So also, e.g., Fee, The First and Second Letters to the Thessalonians, 44; Holtz, Der erste Brief an die
Thessalonicher, 53; Jantsch, Gott alles in allem (1Kor 15,28), 48.
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acknowledgement of existence to include the content of the gospel, just as we see
also in Philippians 1:27.
The next five occurrences of some morphological variation of piίστις ὑμῶν in 1
Thessalonians 3 are all closely related to each other and, thus, should be understood
together. Here we see Paul speak of τὸ στηρίξαι ὑμᾶς καὶ piαρακαλέσαι ὑpiὲρ τῆς
piίστεως ὑμῶν (3:2), τὸ γνῶναι τὴν piίστιν ὑμῶν (3:5), εὐαγγελισαμένου ἡμῖν
τὴν piίστιν καὶ τὴν ἀγάpiην ὑμῶν (3:6), piαρεκλήθημεν...διὰ τῆς ὑμῶν piίστεως
(3:7), καταρτίσαι τὰ ὑστερήματα τῆς piίστεως ὑμῶν (3:10). There is, however,
no indication of any sort of content for this piίστις, except perhaps the oblique
reference to “supplying that which is lacking” in 3:10. Instead, piίστις in this passage
is something that can be strengthened and encouraged (3:2), can be learned about
(3:5), can be reported on (3:6), can then be used as encouragement (3:7), and can
be completed (3:10). All of these, except the last in 3:10, would seem to apply
better to a translation of piίστις as “faithfulness” instead of “faith.” But 3:10 does
not fit well with this translation. How could “the things that are missing” (notice
the neuter gender on τὰ ὑστερήματα) be provided for “faithfulness”? Here there
needs to be some content that can be provided in order to make the Thessalonians’
piίστις complete. And “faith” fits this description better than “faithfulness.” So
what we see here is Paul relying on both of the competing translations in the piίστις
Χριστοῦ debate within the space of three verses. I would assert, then, that this one
pericope should make us very cautious in choosing a single, English translation of
piίστις and hanging our understanding of piίστις Χριστοῦ on this single translation.
Matlock’s article cited above focuses specifically on this difference in translation111
while Hooker allows, and even insists on both English translations being present at
the same time.112
The last occurrence of human piίστις in the undisputed epistles comes in Phile-
mon 6 with the phrase τῆς piίστεώς σου, which obviously refers back to τὴν piίστιν
in verse 5, which is said to be τὴν ἀγάpiην καὶ τὴν piίστιν ἣν ἔχεις piρὸς τὸν Κύριον
᾿Ιησοῦν καὶ εἰς piάντας τοὺς ἁγίους. This may be our only reference to “belief
in Christ,” and it appears to have been understood thus later if one can judge by
the textual variant that reads εἰς τὸν Κύριον ᾿Ιησοῦν [Χριστόν]113 or ἐν Χριστῷ
᾿Ιησοῦ114 instead of piρὸς τὸν Κύριον ᾿Ιησοῦν. But these variants also serve to
demonstrate the ambiguity of the phrase here, an ambiguity that later hands tried
to correct. What the text as chosen by the NA28 suggests is a piίστις (and ἀγάpiη)
that are directed “towards” (piρός) Jesus and are “in” (εἰς) all of the saints. The
question of whether to read the [love, faith] and [Lord Jesus, the saints] pairs as
chiastic, as the NRSV does with its translation “because I hear of your love for all
the saints and your faith toward the Lord Jesus,”115 or not, need not detain us at
111. Matlock, “Detheologizing.””
112. Hooker, “Another Look.”
113. A C D* 048. 33 pc
114. 629
115. Thus eliminating the rather confusing phrase τὴν piίστιν εἰς piάντας τοὺς ἁγίους.
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this point.116 Even if I were able to give a satisfactory answer to this question, it
would still be unclear what “τὴν piίστιν in all the saints” would mean. It seems
better, then, to focus on the phrase τὴν piίστιν piρὸς τὸν Κύριον ᾿Ιησοῦν, which is
confusing enough. As noted above in the discussion of 1 Thessalonians 1:8, piρὸς
as a prepositional depenendent of piίστις probably does determine the object of the
belief in some way. But we do not see here, as we did in 1 Thessalonians, any
indication of the content of this belief beyond simply τὸν Κύριον ᾿Ιησοῦν. This
verse, then, should probably be seen as the only certain evidence for piίστις to refer
to “belief in Christ,”117 though, as it was in 1 Thessalonians 1:8, the content of the
belief may very well be more than simply that Jesus is Lord.
What we see, then, from this examination is that besides the obvious reference
to “piίστις in the gospel” (Philippians 1:27) we see five more passages that mention
piίστις in relation to the gospel message (1 Corinthians 15:14, 15:17, 2 Corinthians
10:15, Philippians 2:17, 1 Thessalonians 1:8), four that refer clearly to “piίστις
in God” (Romans 4:5, 4:12, 4:16, 1 Thessalonians 1:8), only one that speaks of
“piίστις in Christ” (Philemon 6), while four passages do not clearly state any object
(Romans 1:8, 1:12, 1 Corinthians 2:5, 1 Thessalonians 3:10) and five more would
seem to favor the translation of piίστις as “faithfulness” and, thus, not require any
content for piίστις (2 Corinthians 2:4, 1 Thessalonians 3:2, 3:5, 3:6, 3:7). This
evidence speaks clearly that if we should try to find the actual content of the piίστις
about which Paul speaks so much, we should expect this content to be either the
gospel message (6 passages) or God (4 passages) with “faith in Christ” being clearly
spoken of only once. This is a pattern that we will see repeated below in my analysis
of the verb piιστεύω so I will withhold my interpretation of the evidence until that
point.
The next step of the analysis is to look at the usage of the verb piιστεύω. Since
the argument about the subjective or objective nature of genitives with piίστις
assumes the verbal nature of the noun, it is necessary to investigate how the verb
behaves in the NT and in Paul specifically. The first table (Table 4.5 on page 124)
shows how rarely piιστεύω occurs with a direct, i.e., an accusative, object. A quick
reading of the passages there shows that in six of these ten passages, the accusative
is used to designate something that is entrusted to someone who is either the subject
of the passive verb (Rom 3:2, 1 Cor 9:17, Gal 2:7, and 1 Th 2:4) or as an indirect
object in the dative (Lk 16:11, Jn 2:24). In the other four passages (Jn 11:26, Acts
13:41, 1 Cor 11:18, 1 Cor 13:7), the accusative direct object represents the thing
that is believed. Paul uses the former a bit more than the latter (4x vs. 2x), but the
sample size here is too small to draw any conclusions. Further analysis will come
after the next table (Table 4.6 on page 125) in order to compare the accusative
116. Suffice it to note here that Jerome reads τὴν piίστιν to apply to both piρὸς τὸν Κύριον ᾿Ιησοῦν and εἰς piάντας
τοὺς ἁγίους. See Jerome and Scheck, St. Jerome’s commentaries on Galatians, Titus, and Philemon, 364-365;
this appears also to have been the position of Origen, from whom Jerome apparently borrowed much of his exegesis
here. Alfred Friedl, “St. Jerome’s Dissertation on the Letter to Philemon,” in Philemon in perspective: interpreting
a Pauline letter, ed. D. F. Tolmie and Alfred Friedl (Berlin ; New York: De Gruyter, 2010), 292.
117. Dunn takes it as such. Dunn, “Once More,” 67.
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Table 4.5: NT piιστεύω with accusative object
Verse piιστεύω form Direct Object Verse piιστεύω form Direct Object
Lk 16.11 piιστεύσει ἀληθινὸν 1Cor 9.17 piεpiίστευμαι οἰκονομίαν
Jn 2.24 ἐpiίστευεν αὐτὸν 1Cor 11.18 piιστεύω τι
Jn 11.26 piιστεύεις τοῦτο 1Cor 13.7 piιστεύει piάντα
Acts 13.41 piιστεύσητε ὃ Gal 2.7 piεpiίστευμαι εὐαγγέλιον
Rom 3.2 ἐpiιστεύθησαν λόγια 1Th 2.4 piιστευθῆναι εὐαγγέλιον
with the dative.
First, as this table makes clear, piιστεύω takes an object in the dative significantly
more often than an object in the accusative. Also, while the accusative always names
something concrete that is either believed or entrusted to someone (e.g., piάντα or
οἰκονομίαν), the dative has a wider range of meanings. It can specify belief or trust
in a specific thing, e.g., Lk 1:20, where Zachariah did not believe the words of the
angel (οὐκ ἐpiίστευσας τοῖς λόγοις μου) or Jn 5:47, where Jesus accuses the Jewish
leaders of believing neither the writings of Moses or Jesus’ own words (εἰ δὲ τοῖς
ἐκείνου γράμμασιν οὐ piιστεύετε, piῶς τοῖς ἐμοῖς ρ῾ήμασιν piιστεύσετε·). Besides
this meaning, there is also the case where the dative represents a person and the
meaning is trusting or believing what that person said. We see this in reference
to believing John the Baptist (Mt 21:25, 21:32 (3x), Mk 11:31, and Lk 20:5), not
believing those who said that Jesus had risen (Mk 16:13, 16:14), believing God
(Acts 27:25, Rom 4:3, Gal 3:6, James 2:23), and believing Moses or the prophets
(Jn 5:46, Acts 26:27). All these cases refer to belief or trust in a specific thing that
the person said, e.g., John’s message about repentence and Jesus or believing what
Moses wrote about Jesus.
Then there are the cases where this belief in a specific thing that someone said
has been transformed into a general belief or trust in the person. An excellent
example of this is Jn 5:24, where Jesus tells the Jewish leaders that all who believe
in or trust the one who sent him (piιστεύων τῷ piέμψαντί με) will have eternal life.
There does not appear to be any specific message from τῷ piέμψαντί that they
should believe. We find similar examples in Jn 10:38, Acts 5:14, Acts 18:8, and 1Jn
4:1. And, finally, there are cases where this trust in a person has moved to be belief
that a certain thing about a certain person or being is true. This is different from the
case above where the hearer believed what a person had said, e.g., trusting John the
Baptist meant believing what John had said. Instead, it is believing more generally
in something. Some examples will help. John 8:31 reads, ῎Ελεγεν οὖν ὁ ᾿Ιησοῦς
piρὸς τοὺς piεpiιστευκότας αὐτῷ ᾿Ιουδαίους· ἐὰν ὑμεῖς μείνητε ἐν τῷ λόγῳ τῷ ἐμῷ,
ἀληθῶς μαθηταί μού ἐστε. The piρὸς τοὺς piεpiιστευκότας αὐτῷ appears to refer
back to ἐpiίστευσαν εἰς αὐτόν in 8:30. I will discuss piιστεύω with prepositions in
more detail below but suffice it now to say that this formulation tends to refer to
a more general “belief in” something or someone. In this case, it appears to be
something like the belief that Jesus is the Son of Man (8:28). An even more extreme
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Table 4.6: NT piιστεύω with dative object/oblique
Verse piιστεύω form Dative Oblique Verse piιστεύω form Dative Oblique
Mt 21.25 ἐpiιστεύσατε αὐτῷ Jn 10.37 piιστεύετέ μοι
Mt 21.32 ἐpiιστεύσατε αὐτῷ Jn 10.38 piιστεύητε ἐμοὶ
Mt 21.32 ἐpiίστευσαν αὐτῷ Jn 10.38 piιστεύετε ἔργοις
Mt 21.32 piιστεῦσαι αὐτῷ Jn 12.38 ἐpiίστευσεν ἀκοῇ
Mk 11.31 ἐpiιστεύσατε αὐτῷ Jn 14.11 piιστεύετέ μοι
Mk 16.13 ἐpiίστευσαν ἐκείνοις Acts 5.14 piιστεύοντες κυρίῳ
Mk 16.14 ἐpiίστευσαν θεασαμένοις Acts 8.12 ἐpiίστευσαν εὐαγγελιζομένῳ
Lk 1.20 ἐpiίστευσας λόγοις Acts 16.34 piεpiιστευκὼς θεῷ
Lk 16.11 piιστεύσει ὑμῖν Acts 18.8 ἐpiίστευσεν κυρίῳ
Lk 20.5 ἐpiιστεύσατε αὐτῷ Acts 24.14 piιστεύων piᾶσι
Jn 2.22 ἐpiίστευσαν τῇ γραφῇ καὶ τῷ λόγῷ Acts 26.27 piιστεύεις piροφήταις
Jn 2.24 ἐpiίστευεν αὐτοῖς Acts 27.25 piιστεύω θεῷ
Jn 4.21 piίστευέ μοι Rom 4.3 ἐpiίστευσεν θεῷ
Jn 4.50 ἐpiίστευσεν λόγῳ Rom 10.16 ἐpiίστευσεν ἀκοῇ
Jn 5.24 piιστεύων piέμψαντί Gal 3.6 ἐpiίστευσεν θεῷ
Jn 5.38 piιστεύετε τούτῳ 2Th 2.11 piιστεῦσαι ψεύδει
Jn 5.46 ἐpiιστεύετε Μωϋσεῖ 2Th 2.12 piιστεύσαντες ἀληθείᾳ
Jn 5.46 ἐpiιστεύετε ἐμοί 2Ti 1.12 piεpiίστευκα ᾧ
Jn 5.47 piιστεύετε γράμμασιν Tit 3.8 piεpiιστευκότες θεῷ
Jn 5.47 piιστεύσετε ρ῾ήμασιν Jas 2.23 ἐpiίστευσεν θεῷ
Jn 6.30 piιστεύσωμέν σοι 1Jn 3:23 piιστεύσωμεν τῷ ὀνόματι
Jn 8.31 piεpiιστευκότας αὐτῷ 1Jn 4:1 piιστεύετε piαντὶ piνεύματι
Jn 8.45 piιστεύετέ μοι 1Jn 5:10 piιστεύων τῷ θεῷ
Jn 8.46 piιστεύετέ μοι
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version of this is in 1Jn 3:23, Καὶ αὕτη ἐστὶν ἡ ἐντολὴ αὐτοῦ, ἵνα piιστεύσωμεν τῷ
ὀνόματι τοῦ υἱοῦ αὐτοῦ ᾿Ιησοῦ Χριστοῦ καὶ ἀγαpiῶμεν ἀλλήλους, καθὼς ἔδωκεν
ἐντολὴν ἡμῖν.. This is not the place to engage in a detailed discussion about what
“believing in the name” might mean, but it does not fit into any of the categories
above: it is not the content of the trust, a person whose message is believed, or a
general trust in a person. Instead, it seems more to refer to the qualities that are
associated with the name ᾿Ιησοῦ Χριστοῦ. And this belief in the name, formulated
in 1Jn 5:13 as piιστεύουσιν εἰς τὸ ὄνομα, is set in parallel to piιστεύων εἰς τὸν υἱὸν
τοῦ θεοῦ and piιστεύων τῷ θεῷ in 1Jn 5:10-13. This would appear to be a member
of a number of different, roughly equivalent phrases indicating Christian belief and,
thus, to mean more than just belief that Jesus is the son of God.
Paul uses piιστεύω with the dative very infrequently, only three times in the
undisputed epistles and seven times in the whole Pauline corpus out of a total of 47
occurrences in the NT. And of the three occurrences in the undisputed letters, none
of them fall outside of a citation from the LXX; Rm 4:3 and Gal 3:6 are citations
of Gen 15:6 and Rm 10:16 of Is 53:1. Despite this fact, we can still extract a
significant amount of information about how Paul understood piιστεύω with the
dative in looking at how he interprets Genesis 15:6 in Romans 4. That passage
makes it clear that Abraham’s belief τῷ θεῷ is his belief in the promise that God
gave him that he would become the father of many nations through his offspring
from Sarah. This understanding falls into the category of believing the things that
a person says, as already stated above. At the very least, then, we can say that
when Paul read piιστεύω τῷ θεῷ in Genesis 15:6, he saw that as a reference to
belief in the specific promises that God had given Abraham.
Finally, Table 4.7 on page 128, which contains all places where the object of
piιστεύω occurs with a preposition, demonstrates that the usage of piιστεύω with a
preposition is fairly uniform throughout the NT. Of the 66 occurrences, only nine
refer to anything besides believing in Christ or God, and four of these refer to belief
basically in the gospel: Mk 1:15, Lk 24:25, Rm 4:24, and 1Jn 5:10. Of the five
remaining passages (Jn 9:18, Jn 14:11, Rm 4:18, Rm 10:10, and 1 Cor 3:5), only
one of these, Rm 4:18, refers to something that is believed, i.e., Abraham believing
εἰς τὸ γενέσθαι αὐτὸν piατέρα piολλῶν ἐθνῶν. The other four: Jn 9:18, piερί
αὐτοῦ, speaks of the Jewish leader not believing “about the man” that he had
been born blind, two (Jn 14:11 and 1 Cor 3:5) refer to the means through which
(δια) belief came, or the result of belief (Rm 4:24) as εἰς δικαιοσύνην. Paul uses
piιστεύω with a preposition ten times in the undisputed epistles. One of these is
unrelated to belief in Jesus (Rm 4:18), one concerns how Christians came to believe
(1 Cor 3:5), one refers to the results of believing (Rm 10:10), one refers to belief in
the gospel (Rm 4:24), two are citations of Isaiah 9:33 that Paul uses as a proof text
for belief in Christ (Rm 9:33, 10:11), and the other four refer to belief in God (Rm
4:5) or Christ (Rm 10:14, Gal 2:16, Phil 1:29). Thus, Jesus or God is the object of
Christians’ belief in seven of the ten occurrences of piιστεύω with a preposition in
the undisputed epistles.
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All told, then, of the 13 times that Paul uses the verb piιστεύω with either an
accusative, dative, or prepositional object representing the thing or person that is
believed or trusted, including all citations from the LXX, ten refer to belief in Jesus
(5x: Rm 9:33, 10:11, 10:14, Gal 2:16, Phil 1:29), in God (3x: Rm 4:3, 4:5, Gal 3:6),
or in the gospel (2x: Rm 4:24, 10:16). This evidence strengthens the case for the
objective genitive, “faith in Christ”, since Christ is quite often the object of faith
in Paul. Again, however, we should be cautious since God is also a primary object
for belief in Paul and yet the only occurrence of the genitive θεοῦ with piίστις is
subjective (Rm 3:3). So even though Jesus is typically an object of faith for Paul,
piίστις Χριστοῦ could still be a subjective genitive.
The final step in my analysis of piιστεύω is to consider how Paul (only in the
undisputed epistles) uses piιστεύω without any object, whether accusative, dative,
with preposition, adverbial, or as complement. I do this to discover what Paul would
have wanted to understand when he wrote, e.g., piαντὶ τῷ piιστεύοντι (Rom 1:16).
First, in Table 4.8 on page 129 is a list of the 19 occurrences in the undisputed
epistles that fit the above criteria.
In this list of passages, there are several clues that help to understand what Paul
means when he simply says “believe”. Romans 1:16, the very first passage in the list,
reads Οὐ γὰρ ἐpiαισχύνομαι τὸ εὐαγγέλιον, δύναμις γὰρ θεοῦ ἐστιν εἰς σωτηρίαν
piαντὶ τῷ piιστεύοντι, ᾿Ιουδαίῳ τε piρῶτον καὶ ῞Ελληνι. The most obvious content
of piιστεύοντι is τὸ εὐαγγέλιον, which would mean that “the gospel is the power
of God to those who believe [the gospel]”.118 Romans 4:11 refers to Abraham’s
belief τῷ Θεῷ in 4:3. Romans 4:18 refers more closely to Abraham’s belief ὅτι ὃ
ἐpiήγγελται δυνατός ἐστιν καὶ piοιῆσαι from 4:21, which refers to God’s ability to
give Abraham offspring through Sarah. The context of Romans 4 demonstrates that
Abraham’s belief, even his belief τῷ Θεῷ in 4:3, was in the promise of God to make
him the father of many nations through Sarah’s offspring. The context of Romans
10:4, and especially 10:9, make it clear that the one who believes (τῷ piιστεύοντι)
believes that Jesus is Lord and that God resurrected him from the dead, which is
then called τῷ εὐαγγελίῳ in 10:16. Romans 13:11 has no direct clue in the context
as to what ἐpiιστεύσαμεν, which is also the case for piιστεύει in Romans 14:2 and
τῷ piιστεύειν in Romans 15:13.
τοὺς piιστεύοντας in 1 Corinthians 1:21 most likely refers to τοῦ κηρύγματος
earlier in the verse, the content of which message is explained in 1:23: ἡμεῖς δὲ
κηρύσσομεν Χριστὸν ἐσταυρωμένον. ἐpiιστεύσατε in 1 Corinthians 3:5 refers most
directly to what Paul spoke among them, λαλῆσαι of 3:1, which itself closely par-
allels 2:1-2, where Paul specifies the message that he spoke among the Corinthians
as ᾿Ιησοῦν Χριστὸν καὶ τοῦτον ἐσταυρωμένον. The two uses of τοῖς piιστεύου-
σιν in 1 Corinthians 14:22 have no clear object in the context. ἐpiιστεύσατε in 1
Corinthians 15:2 and 15:11 obviously refer to belief in the message elucidated in
15:3-4: ὅτι Χριστὸς ἀpiέθανεν ὑpiὲρ τῶν ἁμαρτιῶν ἡμῶν κατὰ τὰς γραφὰς καὶ
118. C.f. Campbell, “Romans 1:17.”
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Table 4.7: NT piιστεύω with preposition
Verse piιστεύω form Object Verse piιστεύω form Object
Mt 18.6 piιστευόντων εἰς ἐμέ Jn 12.42 ἐpiίστευσαν εἰς αὐτόν
Mt 27.42 piιστεύσωμεν ἐpiί αὐτόν Jn 12.44 piιστεύων εἰς ἐμὲ
Mk 1.15 piιστεύετε ἐν εὐαγγελίῳ Jn 12.44 piιστεύει εἰς ἐμὲ ἀλλὰ εἰς τὸν
piέμψαντά με
Lk 24.25 piιστεύειν ἐpiί piᾶσιν Jn 12.46 piιστεύων εἰς ἐμὲ
Jn 1.12 piιστεύουσιν εἰς ὄνομα Jn 14.1 piιστεύετε εἰς θεόν
Jn 2.11 ἐpiίστευσαν εἰς αὐτὸν Jn 14.1 piιστεύετε εἰς ἐμὲ
Jn 2.23 ἐpiίστευσαν εἰς ὄνομα Jn 14.11 piιστεύετε διὰ τὰ ἔργα αὐτὰ
Jn 3.15 piιστεύων ἐν αὐτῷ Jn 14.12 piιστεύων εἰς ἐμέ
Jn 3.16 piιστεύων εἰς αὐτὸν Jn 16.9 piιστεύουσιν εἰς ἐμέ
Jn 3.18 piιστεύων εἰς αὐτὸν Jn 17.20 piιστευόντων εἰς ἐμέ
Jn 3.18 piεpiίστευκεν εἰς ὄνομα Acts 9.42 ἐpiίστευσαν ἐpiί κύριον
Jn 3.36 piιστεύων εἰς υἱὸν Acts 10.43 piιστεύοντα εἰς αὐτόν
Jn 4.39 ἐpiίστευσαν εἰς αὐτὸν Acts 11.17 piιστεύσασιν ἐpiί κύριον
Jn 6.29 piιστεύητε εἰς ὃν Acts 14.23 piεpiιστεύκεισαν εἰς ὃν
Jn 6.35 piιστεύων εἰς ἐμὲ Acts 16.31 piίστευσον ἐpiί κύριον
Jn 6.40 piιστεύων εἰς αὐτὸν Acts 19.4 piιστεύσωσιν (εἰς τὸν ᾿Ιησοῦν)
Jn 7.5 ἐpiίστευον εἰς αὐτόν Acts 22.19 piιστεύοντας ἐpiί σέ
Jn 7.31 ἐpiίστευσαν εἰς αὐτόν Rom 4.5 piιστεύοντι ἐpiί δικαιοῦντα
Jn 7.38 piιστεύων εἰς ἐμέ Rom 4:18 ἐpiίστευσεν εἰς τὸ γενέσθαι αὐτὸν
piατέρα piολλῶν ἐθνῶν
Jn 7.39 piιστεύσοντες εἰς αὐτόν Rom 4.24 piιστεύουσιν ἐpiί ἐγείραντα
Jn 7.48 ἐpiίστευσεν εἰς αὐτὸν Rom 9.33 piιστεύων ἐpiί αὐτῷ
Jn 8.30 ἐpiίστευσαν εἰς αὐτόν Rom 10.10 piιστεύεται εἰς δικαιοσύνην
Jn 9.18 ἐpiίστευσαν piερί αὐτοῦ Rom 10.11 piιστεύων ἐpiί αὐτῷ
Jn 9.35 piιστεύεις εἰς υἱὸν Rom 10.14 ἐpiίστευσαν εἰς ὃν
Jn 9.36 piιστεύσω εἰς αὐτόν 1Cor 3:5 ἐpiιστεύσατε δι’ ὧν
Jn 10.42 ἐpiίστευσαν εἰς αὐτὸν Gal 2.16 ἐpiιστεύσαμεν εἰς Χριστὸν
Jn 11.25 piιστεύων εἰς ἐμὲ Phil 1.29 piιστεύειν εἰς αὐτὸν
Jn 11.26 piιστεύων εἰς ἐμὲ 1Tm 1.16 piιστεύειν ἐpiί αὐτῷ
Jn 11.45 ἐpiίστευσαν εἰς αὐτόν 1Pt 1.8 piιστεύοντες εἰς ὃν
Jn 11.48 piιστεύσουσιν εἰς αὐτόν 1Pt 2.6 piιστεύων ἐpiί αὐτῷ
Jn 12.11 ἐpiίστευον εἰς ᾿Ιησοῦν 1Jn 5:10 piιστεύων εἰς τὸν υἱὸν
Jn 12.36 piιστεύετε εἰς φῶς 1Jn 5:10 piεpiίστευκεν εἰς τὴν μαρτυρίαν
Jn 12.37 ἐpiίστευον εἰς αὐτόν 1Jn 5:13 piιστεύουσιν εἰς τὸ ὄνομα
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Table 4.8: piιστεύω with no object in the undisputed Pauline epistles
Verse piιστεύω form Verse piιστεύω form Verse piιστεύω form
Rm 1.16 piιστεύοντι 1Co 1.21 piιστεύοντας 2Co 4.13 ἐpiίστευσα
Rm 4.11 piιστευόντων 1Co 3.5 ἐpiιστεύσατε 2Co 4.13 piιστεύομεν
Rm 4.18 ἐpiίστευσεν 1Co 14.22 piιστεύουσιν Gal 3.22 piιστεύουσιν
Rm 10.4 piιστεύοντι 1Co 14.22 piιστεύουσιν 1Th 1.7 piιστεύουσιν
Rm 13.11 ἐpiιστεύσαμεν 1Co 15.2 ἐpiιστεύσατε 1Th 2.10 piιστεύουσιν
Rm 14.2 piιστεύει 1Co 15.11 ἐpiιστεύσατε 1Th 2.13 piιστεύουσιν
Rm 15.13 piιστεύειν
ὅτι ἐτάφη καὶ ὅτι ἐγήγερται τῇ ἡμέρᾳ τῇ τρίτῃ κατὰ τὰς γραφὰς. 15:11 makes
the strong connection between the content of the message and the content of the
belief apparent: οὕτως κηρύσσομεν καὶ οὕτως ἐpiιστεύσατε.
The content of ἐpiίστευσα and piιστεύομεν in 2 Corinthians 4:13 is an expanded
form of what we have seen already above, explained in 4:14 as εἰδότες ὅτι ὁ ἐγείρας
τὸν κύριον ᾿Ιησοῦν καὶ ἡμᾶς σὺν ᾿Ιησοῦ ἐγερεῖ καὶ piαραστήσει σὺν ὑμῖν. The
τοῖς piιστεύουσιν of Galatians 3:22 is explained previously in that verse as piίστεως
᾿Ιησοῦ Χριστοῦ, i.e., precisely the phrase that we are investigating in this chapter.
piᾶσιν τοῖς piιστεύουσιν in 1 Thessalonians 1:7 appears to refer most directly to ἡ
piίστις ὑμῶν ἡ piρὸς τὸν θεὸν in 1:8. piρὸς τὸν θεὸν, however, may not express
the content of the faith but, instead, something like the faith which is given to
God.119 1:10, however, has a formula similar to what we have seen above, τὸν υἱὸν
αὐτοῦ...ὃν ἤγειρεν ἐκ [τῶν] νεκρῶν. There is, however, no obvious tie between
piᾶσιν τοῖς piιστεύουσιν in 1:7 and this statement. And, finally, τοῖς piιστεύουσιν
in 1 Thessalonians 2:10 and 2:13 is piαραλαβόντες λόγον ἀκοῆς piαρ’ ἡμῶν τοῦ
θεοῦ ἐδέξασθε in 2:13, i.e., the gospel that Paul preached among them.
In sum, the occurrences of piιστεύω in Paul without any object refer overwhelm-
ingly to the content of the gospel, either with the use of the word εὐαγγέλιον (Rm
1:16) or λόγον (1Th 2:10, 2:13) or with reference to the specific content of the
gospel (Rm 10:4, 1Cor 1:21, 3:5, 15:2, 15:11, 2Cor 4:13). This latter, more fre-
quent usage, always refers to the resurrection as at least part of the content of the
gospel. The only occurrences where it is clear from the context what is believed
that do not refer to the gospel are Romans 4:11 and 4:18, which refer to Abraham’s
faith in God’s promises, and Galatians 3:22, where the content is piίστεως ᾿Ιησοῦ
Χριστοῦ. It should be clear, then, that when Paul says “we believe”, that he is
referring to believing the gospel and, more specifically, to the resurrection of Jesus.
It is also interesting to consider the fuller statement of the content of belief in 2
Corinthians 4:14 as εἰδότες ὅτι ὁ ἐγείρας τὸν κύριον ᾿Ιησοῦν καὶ ἡμᾶς σὺν ᾿Ιησοῦ
ἐγερεῖ καὶ piαραστήσει σὺν ὑμῖν in relation to Abraham’s belief in Romans 4. Just
as Abraham believed that God would accomplish a certain action in the future, so
119. BDAG classifies this usage of piρός under its definÌtion piρός 3dβ as something that is “to, toward, with, before”
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also the Corinthians believe, or even “know”, that God will resurrect them just as
God resurrected Jesus. This, I think, gives us an interesting insight into belief in
Paul. It is not simply belief in a past event, i.e., in the fact that God resurrected
Jesus. It is also, or perhaps even moreso, a belief that God will act on their behalf
in the future, resurrecting them just as God resurrected Jesus. This point will loom
large in the next section of this chapter where I put forth my own interpretation of
piίστις Χριστοῦ.
4.4 Interpreting ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ in Paul
What, then, does this all mean for our interpretation of the phrase piίστις Χριστοῦ
in Paul? Since I ended the previous discussion considering the relationship of piίστις
and piιστεύω to the concept of gospel, it makes sense to start this exegetical section
with the only clear occurrence of piίστις with an objective genitive in the undisputed
epistles: τῇ piίστει τοῦ εὐαγγελίου in Philippians 1:27. So one way that Paul
spoke about “faith” was as “faith in the gospel,” which should make it even more
clear that the close relationship we saw above between piιστεύω and εὐαγγέλιον
also applies to piίστις. The next important observation comes from Table 4.4 on
page 118 showing the NT occurrences of piίστις with a genitive dependent. There,
the overwheling majority of the occurrences with a subjective genitive in Paul, 15
of 19, refer to believing that is done by Paul’s Christian audience, 14 times with the
genitive ὑμῶν and once with σου. This demonstrates that belief is not something
that happens outside of Christians that is then somehow attributed to them, which
is the conclusion that Hays comes to about piίστις Χριστοῦ. Instead, Christians have
piίστις τοῦ εὐαγγελίου which, in 2 Corinthians 4:13-14, is said to be faith ὅτι ὁ
ἐγείρας τὸν Κύριον ᾿Ιησοῦν καὶ ἡμᾶς σὺν ᾿Ιησοῦ ἐγερεῖ. The gospel message, then,
for Paul includes both the resurrection of Christ and the resurrection of Christians,
both of which are accomplished by the same entity: God. In these verses, what
is important is not only the event of the resurrection but also, and perhaps even
moreso, the actor who accomplishes this resurrection. Of great interest here is Hays’
realization in “ΠΙΣΤΙΣ in Pauline Christology: What Is at Stake?” that Abraham’s,
Christ’s, and Christains’ piίστις are all theocentric, i.e., it has God as its object.120
As Hays states, this not only helps to make sense of what Paul means by equating
Abraham’s and Christians’ piίστις in Galatians 3:6-7, but it also draws Christ himself
into this circle, who is the seed of Abraham. And this makes even more sense if we
consider that Paul says that Abraham’s piίστις was in θεοῦ τοῦ ζῳοpiοιοῦντος τοὺς
νεκροὺς (Romans 4:17). The parallel of this statement with 2 Corinthians 4:13-14
above should not be overlooked: Abraham trusted the God who raises the dead,
Christians trust the God that raises the dead, and Christ himself did the same. It
is this trust that Christians are to emulate, and, if they do so, they also will be
resurrected σὺν ᾿Ιησοῦ.
120. Hays, “What Is at Stake?,” 52-53.
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If, then, we understand the basic message of the gospel as the good news that
God has resurrected Jesus Christ and, more fully, that God will also resurrect those
who have piίστις Χριστοῦ, then, suddenly, the theological difference in meaning
between the subjective and the objective genitive disappears. If we understand the
subjective genitive, then it would mean that Christians have the same faith that
Christ had, that is, faith or, perhaps better, trust that God will resurrect them.
The good news, then, is that God resurrects those who are faithful to God, just as
Christ was faithful to God. If we understand the objective genitive, then Christians
believe in Christ, i.e., they believe that God resurrected Christ, with the obvious
expansion that God will also resurrect them. Otherwise, how could the news of
God’s resurrection of Christ be considered good news for Christians? The primary
difference in these two positions is the position of Christ. If we take the subjective
genitive, then Christ is portrayed as a believer or, better, an apostle, but one that
both preaches the good news that God resurrects the faithful and is proof of this
same good news, the piρωτότοκος ἐν piολλοῖς ἀδελφοῖς (Romans 8:29) so to speak.
If we take the objective genitive, then belief in Christ would mean something like
believing in the fact that God resurrected Christ and, thus, in the possibility or
certainty that God will also resurrect Christians.
I should also note at this point how close my own understanding of piίστις
Χριστοῦ is to Hays’ understanding. Hays asserts, “Paul’s uses of piίστις ᾿Ιησοῦ
Χριστοῦ and other similar phrases should be understood as summary allusions to this
story, referring to Jesus’ fidelity in carrying out this mission.”121 But I would assert
that this does not commit me to understanding piίστις Χριστοῦ only in a subjective
manner. Why could I not understand piίστις Χριστοῦ to refer to Christians’ own
belief in the fidelity of Jesus and its ultimate consequence, i.e., resurrection by
God? It is, after all, quite obvious that Paul also thinks of Christians as “believing
in Christ” (Galatians 2:16, Philippians 1:29) and that Christians have a piίστις
that also belongs to them (piίστις ὑμῶν/σου). It only makes sense then that this
belief that Christians have in Christ could also be included (along with Christ’s
own piίστις) in the phrase piίστις Χριστοῦ. This, I think, is the exact point that
Hooker makes when she writes that “it may well be that the answer to the question
‘Does this phrase refer to Christ’s faith or ours’? may be ‘Both’. Nevertheless, that
faith/faithfulness is primarily that of Christ, and we share in it only because we are
in him.”122 That is, Christians trust in (the example of) Christ because they see that
Christ trusted God to the point of γενόμενος ὑpiήκοος μέχρι θανάτου, θανάτου
δὲ σταυροῦ (Philippians 2:8) and it resulted in his resurrection. This piίστις was
Abraham’s, it was Christ’s, and now it is Christians’.
In the end, my own position is closest to that of Morna Hooker, i.e., that
while piίστις Χριστοῦ refers to the “faith(fulness) of Christ” it also, at the same
time, refers to Christians’ own faith(fulness). And I am most convinced by two
current theological positions, that have been reached on other grounds, that she
121. Ibid., 37.
122. Hooker, “Another Look,” 62.
132 CHAPTER 4. ΠΙΣΤΙΣ ΧΡΙΣΤΟΥ IN PAUL
points to for understanding piίστις Χριστοῦ as containing at least an element of the
subjective genitive: “the growing recognition of the importance for Paul of the idea
of participation in Christ” and “the recognition that for Paul the humanity of Christ
is essential both to his christology and to his soteriology.”123 Christians sharing in
Christ would mean that Christians also share piίστις Χριστοῦ as piίστις ὑμῶν τε καὶ
ἐμοῦ (Romans 1:12). And the importance of Christ’s humanity means that it makes
sense that Paul would hold Christ up as an example of the faith and obedience
that they should have toward God. Paul makes the explicit connection between
Christ’s and Christians’ obedience (Philippians 2:12) and, I would argue, makes
this connection with piίστις implicitly with the phrase piίστις Χριστοῦ. This reading
also not only ties piίστις Χριστοῦ and piίστις ὑμῶν closely together, but it also ties
both of these together with the piίστις αὐτοῦ (Romans 4:5), piίστεως τοῦ piατρὸς
ἡμῶν Α᾿βραάμ (Romans 4:12), and piίστεως Α᾿βραάμ (Romans 4:16) especially in
Romans 4:17, where Paul makes the explicit connection between Abraham’s faith
and God’s resurrection of the dead: καθὼς γέγραpiται ὅτι piατέρα piολλῶν ἐθνῶν
τέθεικά σε, κατέναντι οὗ ἐpiίστευσεν θεοῦ τοῦ ζῳοpiοιοῦντος τοὺς νεκροὺς καὶ
καλοῦντος τὰ μὴ ὄντα ὡς ὄντα. All of these three are tied together as piίστις
piίστεως Θεοῦ (cf. Romans 3:3), faith in the faithfulness of God, i.e., trust that
God can and will do what God promises, whether it be making a 100-year-old,
childless man the father of many nations or resurrecting the faithful from the dead.
The faith that Abraham had, that Christ had, and that Christians have is the same.
123. Hooker, “Another Look,” 53.
Chapter 5
Conclusion
And so what has this study demonstrated? If one asks this question from the
standpoint of computational linguistics, I can point to two important insights. The
first, demonstrated in Chapter 1, is that there are very few assumptions that one
can make about the parameters one should use on a specific corpus. There was no
pattern to be found there either with the optimal window size, which varied from 6
to 51 words, or the window type, with the inflected texts of the New Testament and
the Septuagint scoring better with a weighted window type while all other corpora,
including the lemmatized versions of the two just mentioned, scoring better with
the unweighted type. The only parameter that always returned better results was
the choice of log-likelihood over PPMI. In all of the corpora that I tested here, log-
likelihood scored better, sometimes significantly better than PPMI. And yet even
here, my literature review sometimes pointed toward PPMI as the better choice.1
My guess in Chapter 1 as to why log-likelihood outperformed PPMI here but not
in Bullinaria’s and Levy’s tests concerned the size and nature of the corpus they
used over against mine. They performed their tests on huge corpora of English,
and so on corpora where the distributional data would have been much more dense.
As I noted in Chapter 1, log-likelihood deals better with sparse data than PPMI.
So it could very well be that, if my corpora had been large enough, PPMI might
have outpaced log-likelihood at some point. But not every corpus that we want to
investigate is huge: scholars of the New Testament try to extract meaning out of
130,000 words of Greek, and a billion-word corpus of English is little help in this
endeavor. It would be interesting to investigate, however, whether PPMI might
work better for a billion-word corpus of a more morphologically complex language
than English, e.g., Greek. Such a corpus size might decrease the distributional
sparsity to the point that log-likelihood’s ability to deal with sparse data would
become less of an issue.
The second important discovery for the computational linguist came out of my
comparison of the data I produced with the Louw-Nida lexicon in Chapter 2. This
showed that, at least with corpora like the New Testament, distributional methods
1. Bullinaria and Levy, “A Computational Study.”
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return data that is heavily weighted to what Louw called the “contextual meaning”
as opposed to the “lexical meaning,”2 which was precisely the opposite of the focus
of the Louw-Nida lexicon.3 But the New Testament is a corpus that is very focused
on a single issue (the development of the early Christian community through the
apostolic age) and that is very small. It may be that if we investigated these methods
on a larger, more general corpus, that the information that would be returned would
lean more toward the lexical side. But, as also noted above in Chapter 2, the new
biblical Hebrew semantic domain lexicon currently in development will analyze the
lexical and contextual meanings separately4 and, thus, perhaps provide a better
basis for the testing of parameters and also a better comparison for the type of
meaning returned by these distributional methods. It would be quite interesting to
test this hypothesis once that lexicon is finished using the methods in Chapter 2.
Before moving on to the discoveries of interest to theologians, I would like to
point out another interesting observation about these methods that could not really
be designated as a discovery. When comparing the difference between the weighted
and unweighted window types in Chapter 1, I focused some attention on the large
peaks and valleys in performance in the New Testament and the Septuagint.5 These
peaks and valleys were more pronounced in the LXX than in the NT and I asserted
there that they are probably due to the more formulaic sentence structure that we
see in the Greek of these two corpora, especially as compared to the other corpora
I investigated there. But, as I said, while this is interesting I do not think it can be
termed a discovery. After all, from at least the very beginning of Christian history,
pagan opponents of Christianity pointed out the low and simple style of the Greek
in both the LXX and the NT and Christian apologists have tried to defend this
style while, at the same time, acknowledging that it exists. The formulaicness of
these two corpora points, I think, precisely to this characteristically lower literary
style of the Greek biblical corpus, at least in comparison to the other great ancient
Greek corpora. I would place this “discovery” more in the realm of interest of
(computational) linguists, since it is a statement about the language in a specific
corpus. It could, of course, also be of interest to theologians.
As interesting as these discoveries are, and I do believe that they are quite
interesting, the focus of this dissertation was theological and, thus, it was primarily
about asking and answering theological questions. The first of these questions was
integrated into the end of Chapter 2 (Section 2.3) and considered the relationship in
the New Testament of the three persons of the Trinity as represented by the Greek
words θεός, Χριστός, and piνεῦμα. My analysis there led me to the conclusion that
in the NT, Christ appears to be subordinate to God as a human to the deity and that
the Holy Spirit does not yet appear to be closely tied together with the other two
persons. To be honest, these are exactly the results that we should have expected
2. Louw, “How do words mean - if they do?,” 131.
3. Ibid., 137.
4. Blois, “Towards a new dictionary of Biblical Hebrew based on semantic domains,” 20-23.
5. See Section 1.7.2.2
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if we look at the first six centuries of Christian history. Among the most important
arguments during this time concerned the divinity of Christ, the relationship of
Christ’s divinity to his humanity, the divinity of the Holy Spirit, and the relationship
of both of them to God (the Father). I would suggest that my own investigations
point to the primary reason why these arguments were so intense and lasted so
long, i.e., the New Testament is simply not clear on the matter.6 In terms of future
work, the same methods that I used for the investigation of these three words could
be used to disambiguate the meanings of other sets of words, e.g., ἀγαpiάω and
φιλέω (especially in relation to John 21:15-19), ἐγείρω and ἀνίστημι (suggested
by the study of O’Donnell7), or ἐκκλησία and συναγωγή in the Septuagint (as an
outgrowth of my investigation of ἐκκλησία in the New Testament in Chapter 3).
The next question I approached was the disputed translation of ἐκκλησία: should
it be translated as “church,” “congregation,” “assembly,” or something else? My
methods did not produce a list of likely translation candidates but, instead, I was
able to compare the semantics of ἐκκλησία in the New Testament to that of other
corpora. The surprise here was the high similarity between the semantics of ἐκ-
κλησία in the New Testament and in the works of Philo. I asserted there that the
significantly higher similarity between the NT and Philo when compared to the NT
and the LXX probably results from the fact that the similarities between the former
pair touched on broader semantic aspects, i.e., the focus on inclusion or exclusion
from the ἐκκλησία and a wider relationship to religious celebrations and festivals,
whereas that between the NT and the LXX focused on one very specific aspect,
i.e., the escape from Egypt and the Exodus. I concluded then that, as opposed
to choosing a new translation for ἐκκλησία that would not fit in one of the other
corpora, i.e., “church,” we should favor one that also makes sense either in Philo
or the LXX, e.g., “congregation” or “assembly.”
This investigation of word meaning based on comparison with other corpora
opens up almost endless possibilities both in exegetical and lexical studies of the
New Testament and its related literature. Since almost all modern scholarly exegesis
of the New Testament is based on the principles of the historical critical method,
any meaning that we as scholars think that we can extract from the New Testament
must be also portrayed in relation to other literature of the time. The historical
critical method teaches us that meaning is not absolute but, instead, is found
in relation to other, related items. Related literature must always be taken into
account when producing any exegetical conclusions about the New Testament text.
And the methods that I used in Chapter 3 can bring new insights to this quest for
historical context.
The last question I dealt with was the purely exegetical question of how we
should understand the phrase piίστις [᾿Ιησοῦ] Χριστοῦ in Paul, focusing specifically
6. E.g., on the relationship of the Father to the Son, there are the conflicting statements of John 10:30, ἐγὼ καὶ
ὁ piατὴρ ἕν ἐσμεν, and 1 Corinthians 15:28, τότε αὐτὸς ὁ υἱὸς ὑpiοταγήσεται τῷ ὑpiοτάξαντι αὐτῷ τὰ piάντα, ἵνα
ᾖ ὁ θεὸς piάντα ἐν piᾶσιν.
7. O’Donnell, Corpus linguistics and the Greek of the New Testament, 340-354.
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on the question of whether it refers to the belief that Christ had, Christ’s faithfulness
to God’s instructions, the belief Christians have in Christ or God, or something
different. My investigations there suggested a very strong relationship between
piίστις and piιστεύω and the gospel. I interpreted this to mean that when Paul
refers to “faith” and “believing,” he is referring primarily to trust in the message
of the Gospel, i.e., that God resurrected the faithful Jesus Christ from the dead.
Understood in this manner, piίστις becomes something that not only Christians
have, i.e., Christians trust the gospel and thus know that, if they are faithful, God
will resurrect them just as God resurrected Christ, but also something that Christ
had, i.e., Christ trusted that if he was faithful to God he would be resurrected. The
gospel message for Paul has the resurrection of the faithful at its center and trust in
this message is something that both Christ and Christians possess. In the end, then,
piίστις [᾿Ιησοῦ] Χριστοῦ refers both to Christians’ trust in the Gospel of Christ, which
proves that God is faithful to God’s promises (the objective genitive), and Christ’s
trust in God’s faithfulness (the subjective genitive). The only difference between
the faith that Christ had and the faith that believers have is that believers have
the example of Christ to strengthen their belief. That means, Christ believed that
God resurrects the faithful while Christians believe that God resurrects the faithful
just as God resurrected Christ. This position is very close to Richard Hays’ basic
assertion in his dissertation that Paul’s thinking and writing about faith springs not
from theological deliberation on the nature of God but, instead, from the narrative
that is the story of Christ, i.e., the Gospel. I disagree with him, however, that
this means that piίστις [᾿Ιησοῦ] Χριστοῦ must refer exclusively to the faithfulness
of Christ. As I said in Chapter 4, my position comes much closer to that of Morna
Hooker, who writes, “it may well be that the answer to the question ‘Does this
phrase refer to Christ’s faith or ours’? may be ‘Both’.”8
These three use cases together make it clear that the distributional methods I
have presented can be successfully used to help discover a word’s semantic domain.
And just as in the Louw-Nida lexicon, this semantic domain reveals information
about a word’s relationships to other words, as we saw with θεός, Χριστός, and
piνεῦμα, a word’s meaning in terms of its semantic relationship to the same word
in other corpora, as in the case of ἐκκλησία, or a word’s conceptual background,
as in the case of piίστις and piιστεύω. And the fact that studies of this type stand
very close to the center of all scholarly exegetical studies of the Bible means that
these methods have a broad application within biblical exegesis. I must point out,
however, that these methods are not the exegesis themselves. Instead, as should
have been clear from all three use cases in this dissertation, these methods produce
data that must be carefully interpreted, as carefully interpreted as any other data
used as the basis for exegesis, whether it be manuscript evidence for textual variants,
a single or multiple passages that must be read closely, or extra-biblical evidence,
literary or otherwise, that bears on the meaning of such passages. As I said at the
8. Hooker, “Another Look,” 62.
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beginning of this conclusion, these methods are a tool in the exegetical toolbox and
not the toolbox itself.
This dissertation also opens up many paths for future explorations. Besides the
examples listed above that are closely related to the use cases here, there is the
possibility to introduce new forms of information into the texts that serve as the
basis for the whole process. For instance, dependency treebank data, such as that
used in Chapter 4, could be introduced into the text in some way at the beginning
of the process to see if such additional information, besides just the cooccurrence
data that I used here, could improve the semantic representations produced from
this data. One could also use these methods to consider how the meaning of a
word changes over time. The example of ἐκκλησία in this dissertation recommends
itself to such an exploration as a word whose meaning seems to have changed
significantly throughout Christian history. But even the exploration of a word like
θεός or Χριστός could reveal very interesting patterns in historical and regional
corpora that might otherwise not be recognizable.
Also, besides exploring semantic relationships monolingually, as I have done here
in Greek, one could explore semantic relationships for words across languages. In
terms of biblical and early Christian studies, the pairs of Hebrew and Greek or Latin
and Greek immediately suggest themselves. The first step in such a multilingual
study would be to produce mappings between the words of one language and the
words of another. And we have such data necessary to make such mappings avail-
able in the Hebrew-Greek data of the Hebrew Bible and the LXX and even moreso
in the Latin translations of Greek literature, both biblical and extra-biblical. Once
such a bilingual mapping has been completed, one could explore questions such as
the relationship among להק, ἐκκλησία, and συναγωγή in early Jewish literature.
Or one could explore the relationships and perhaps even dependencies among the
early rabbinic interpreters of scripture in the tannaitic midrashim and their Christian
counterparts, e.g., Origen. The only major limitation on the application of these
methods is that the corpus under investigation must be large enough for the appli-
cation of statistical methods. Small samples of data, whether textual or otherwise,
are just as likely to lead the interpreter astray as to reveal anything meaningful
about the object under investigation.
And so, on that note, I close this dissertation. It has been an eye-opening
experience for me as a scholar in terms of its technical aspects, i.e., the writing of
research-oriented programming code, its methodological aspects, i.e., how to apply
computational linguistic methods to biblical texts, and its theological aspects, i.e.,
the insights it gives into established theological problems. And, perhaps surprisingly,
it has not dimmed my love for any of these things. The possible applications for
these methods that I have enumerated above in this conclusion, especially the
investigation of texts in multiple languages, are not ideas produced on the spot
and forgotten just as quickly. Instead, many of them represent questions that truly
have developed during the dissertation process that I consider to be my research
roadmap for the next several years. The research encapsulated in this dissertation
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has convinced me that, when properly applied, distributional semantic methods can
give new insights into questions that have interested theologians for hundreds of
years. And my plan is to continue to apply these research methods, both for my
own edification and, hopefully, for that of my readers as well.
Appendix A
Works in the Perseus Corpus
Perseus Work ID Author Work
tlg0026.tlg002 Aeschines On the Embassy
tlg0085.tlg005 Aeschylus Agamemnon
tlg0027.tlg003 Andocides De Pace
tlg0028.tlg005 Antiphon On the murder of Herodes
tlg0551.tlg009 Appianus of Alexandria Punic Wars
tlg0019.tlg006 Aristophanes Birds
tlg0086.tlg034 Aristotle Ars Poetica
tlg0535.tlg001 Demades On the Twelve Years
tlg0014.tlg062 Demosthenes Exordia
tlg0029.tlg005 Dinarchus Against Aristogiton
tlg0557.tlg002 Epictetus Enchiridion
tlg0006.tlg016 Euripides Orestes
tlg0020.tlg001 Hesiod Theogony
tlg0012.tlg001 Homeric Poems Iliad
tlg0030.tlg005 Hyperides Against Demosthenes
tlg0017.tlg006 Isaeus Philoctemon
tlg0010.tlg013 Isocrates To Nicocles
tlg0034.tlg001 Lycurgus Against Leocrates
tlg0540.tlg027 Lysias Against Epicrates and his Fellow Envoys
tlg0033.tlg001 Pindar Olympia
tlg0059.tlg002 Plato Apology
tlg0011.tlg007 Sophocles Oedipus at Colonus
tlg0099.tlg001 Strabo Geography
tlg0003.tlg001 Thucydides The Peloponnesian War
tlg0032.tlg004 Xenophon Symposium
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Appendix B
Mathematical Calculations
B.1 Demonstration of Pointwise Mutual
Information
See page 18 for the discussion in the text.
The full equation for calculating the pointwise mutual information score for the
co-occurrence counts of two words is:
PMI(t, c) = log2
 P (t, c)
P (t)P (c)

The first step in solving this equation is to calculate P (t, c). This is done by dividing
the number of times c and t co-occur by the total number of co-occurrences of all
words in the document. In the New Testament, ὁ and ᾿Ιησοῦς co-occur within an
weighted window 21 words left and 21 words right 64,542 times. κύριoς and ᾿Ιησοῦς
co-occur in that same window 4,540 times. The total number of co-occurrences
with this window size is 63,454,314. So:
P (᾿Ιησοῦς,ὁ) = 64, 54263, 454, 314 ≈ 0.00101 = 1 in 1000
and
P (᾿Ιησοῦς,κύριος) = 4, 54063, 454, 314 ≈ 0.0000715 = 1 in 14,000
Next, the denominator of the PMI equation is simply the product of the proba-
bilities of each word occurring in the document, so for ὁ 0.143 (≈1 in 7), for κύριος
0.00516 (≈1 in 194), and for ᾿Ιησοῦς 0.00651 (≈1 in 153). So
P (᾿Ιησοῦς)P (ὁ) = .00651× .143 ≈ 0.000936 ≈ 1 in 1000
and
P (᾿Ιησοῦς)P (κύριος) = .00651× .00516 ≈ 0.0000336 ≈ 1 in 33000
And, finally, when we compute the pointwise mutual information we get the
following results:
PMI(᾿Ιησοῦς,ὁ) = log2
0.00101
.000936
 ≈ 0.119
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and
PMI(᾿Ιησοῦς,κύριος) = log2
0.0000715
0.0000336
 ≈ 1.09
B.2 Explanation and Demonstration of the
Log-Likelihood Ratio
The first point to discuss in terms of the log-likelihood ratio is to consider how
it is set up to deal with sparse data better than PMI. It does this by using what
is called a binomial distribution. A binomial distribution, according to Manning
and Schütze, occurs “when one has a series of trials with only two outcomes (i.e.,
Bernoulli trials), each trial being independent from all others.”1 In the case of our
co-occurrence data, the trials would be the co-occurrences of one word with another
and the outcomes would be those of co-occurrence (w2|w1) or not co-occurrence
(w2|¬w1). It then compares the actual data to the expectations for two hypotheses:
one that the two words are completely independent and the second that the words
are completely dependent. The two hypotheses can be represented thus:
Hypothesis 1: P (w2|w1) = p = P (w2|¬w1) #independence
Hypothesis 2: P (w2|w1) = p1 6= p2 = P (w2|¬w1) #dependence
What this means is that for the hypothesis of independence, the probability that
word 2 (w2) occurs with word 1 is equal to probability that word 2 occurs without
word 1. Thus, both of these outcomes can be represented with the same probability
p. If this hypothesis were true, it would mean that the appearance of word 1 does
not affect the chances that word 2 occurs, making their appearance independent of
each other. For the hypothesis of dependence, however, the probability that word
2 occurs with word 1 (represented by p1) is not equal to the probability that word
2 occurs apart from word 1 (represented by p2). If this hypothesis were true, then
the occurrence of word 1 does affect the chance of the occurrence of word 2, thus
making their appearances dependent on each other.
These hypotheses of independence and dependence are then assessed using a
binomial distribution.2 Considering the two hypotheses above, in the case of hy-
pothesis 1 (independence) the two outcomes ((w2|w1) and (w2|¬w1)) are equally
likely, whereas for hypothesis 2 (dependence) they are not equally likely. Mathe-
matically, a binomial distribution is represented:
b(k, n, x) =
n
k
xk(1− x)(n−k)
where k represents the number of “successful” trials out of n trials and x the proba-
bility of that “successful” outcome occurring. Notice that what this formula does is
to raise the probability of a “successful” outcome to the power of the number of the
successful outcomes and then multiply this by the probability of an “unsuccessful”
1. Manning and Schütze, Foundations of Statistical Natural Language Processing, 50.
2. Dunning, “Accurate Methods for the Statistics of Surprise and Coincidence,” 64.
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outcome (1− x) raised to the number of unsuccessful outcomes, i.e., the number
of total outcomes n minus the number of successful outcomes k. This produces a
maximum value for b(k, n, x) precisely at the point where x = kn , i.e., where the
probability equals the successful trials divided by the total trials. The importance
of this statement for the log-likelihood ratio will become evident below.
For co-occurrence data, a “successful” trial is either the two words occurring
together (w2|w1) or not occurring together (w2|¬w1), depending on which outcome
we are testing. For our co-occurrence data, let us assign the total number of co-
occurrences with word 1 to the variable c1, the total number of co-occurrences with
word 2 to the variable c2, the total number of co-occurrences of word 2 with word
1 to the variable c12, and, finally, the total number of co-occurrences of all words
with all other words in our corpus to the variable N . Having done this, we can then
describe our two possible “successful” outcomes (k in the binomial distribution
formula) in this way: (w2|w1) = c12 and (w2|¬w1) = c2 − c12,3 and the total
number of trials (n in the binomial distribution formula) as c1 for co-occurrence
(i.e., (w2|w1)) and N − c1 for non-co-occurrence (i.e., (w2|¬w1)).4
Now, if we consider the whole of the log-likelihood ratio formula, we will see why
it makes sense to choose this algorithm for calculating significant co-occurrence.
First, the formula:
logλ = logL(H1)
L(H2)
= log b(c12, c1, p)b(c2 − c12, N − c1, p)
b(c12, c1, p1)b(c2 − c12, N − c1, p2)
The explanation should start with the observation, stated above, that b(k, n, x)
has its maximum value where x = kn . So this equation finds the ratio between the
fit of the data to Hypothesis 1 (independence) by taking the successful and total
observations (i.e., k and n, respectively) and calculating how well the probability
values (p, p1, and p2) fit the observed data. So, for instance, if we take the first
element in the numerator, b(c12, c1, p), as c12c1 approaches p, the value will increase.
This means that if the observed values fit p better, then the likelihood of Hypothesis
1 (L(H1)) will be higher. Whereas if the observed values fit p1 and p2 better, the
likelihood of Hypothesis 2 will be higher.
With this information, we can now represent the three probabilities represented
by the independence and dependence hypotheses (page 142 above) as
p = P (w2|w1) = P (w2|¬w1) = c2
N
p1 = P (w2|w1) = c12
c1
p2 = P (w2|¬w1) = c2 − c12
N − c1
Recall that p is for the hypothesis of independence, where the occurrence of word 1
3. This second equation works because if we subtract the number of co-occurrences from the number of occur-
rences, we get the number of times that one word occurs not in co-occurence with the other.
4. This second equation is true because the total number of trials for word 2 not occurring with word 1 is the
total number of co-occurrences in which word 1 does not occur.
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would not affect the occurrence of word 2. Thus the probability of both “successful”
outcomes simply equals the probability that word 2 co-occurs with another word in
the text. p1 and p2, on the other hand, are for the hypothesis of dependence. Here
p1 is the probability that word 2 co-occurs with word 1, which is the ratio of the co-
occurrences of word 2 with word 1 to the total number of co-occurrences for word
1. And p2 is the probability that word 2 occurs apart from word 1, which is the ratio
of the total number of co-occurrences word 2 has apart from word 1 to the total
number of co-occurrences in the text that do not involve word 1. Notice that for
hypothesis 2, the probabilities are always k, i.e., the “successful” outcomes, divided
by n, i.e., the total number of outcomes. This is actually also true for hypothesis
1, since it assumes that the ratio of “successful” to the total outcomes will always
be the same as the number of co-occurrences with word 2 with the total number
of co-occurrences, i.e., the chance that any co-occurrence is a co-occurrence with
word 2.
We now have all of the data that we need to test the significance of the actual
co-occurrences using the log-likelihood ratio. The table below summarizes how to
construct the different parts of the equation:5
H1 (independence) H2 (dependence)
P (w2|w1) p = c2
N
p1 =
c12
c1
P (w2|¬w1) p = c2
N
p2 =
c2 − c12
N − c1
c12 out of c1 co-occurrences are w1w2 b(c12, c1, p) b(c12, c1, p1)
c2− c12 out of N − c1 co-occurrences are ¬w1w2 b(c2− c12, N − c1, p) b(c2− c12, N − c1, p2)
The values for H1 and H2 in the log-likelihood ratio are found by multiplying
the last two rows for the appropriate hypothesis together. The value for H1 is then
divided by the value for H2 (to find the ratio between the two) and then the natural
logarithm is taken of the result. So for our example of the relationship of ᾿Ιησοῦς
with ὁ and with κύριος, we get the following equations and answers:
LL(᾿Ιησοῦς,ὁ) = logb(64542, 413423, 0.143)b(9055751, 63040891, 0.143)
b(64542, 413423, 0.156)b(9055751, 63040891, 0.143) ≈ 506.9
LL(᾿Ιησοῦς,κύριος) = logb(4540, 413423, 0.005)b(323108, 63040891, 0.005)
b(4540, 413423, 0.011)b(323108, 63040891, 0.005) ≈
2073
See above, page 19 for further explanation of these results.
5. From Manning and Schütze, Foundations of Statistical Natural Language Processing, 172.
Appendix C
Table from Chapter 2
Z-Score of All Words in Creature Sub-domains with δαιμόνιον
Word Z-Score Word Z-Score Word Z-Score Word Z-Score
δαιμονίζομαι 5.1638 γῆ 0.378 κάμηλος -0.3194 ἄψινθος -0.6989
νόσος 4.9794 βάλλω 0.3727 λάχανον -0.3221 νοσσός -0.6989
ἄρρωστος 4.6347 γόνυ 0.3566 ἀμνός -0.3248 συκομορέα -0.6989
κάρφος 4.2846 σκεῦος 0.3379 ὀστράκινος -0.3328 φυτεία -0.7069
ἀκάθαρτος 3.8544 ζωή 0.3326 ἄμμος -0.3408 ἄνθραξ -0.7122
ὄνομα 3.7689 θηρίον 0.3112 ἄθεος -0.3461 αἱματεκχυσία -0.7202
μαλακία 3.5151 piατήρ 0.3085 ἰσάγγελος -0.3648 ὀpiώρα -0.7256
λεpiρός 3.4696 σῶμα 0.3059 σκορpiίος -0.3648 γραώδης -0.7283
βάτραχος 3.3761 βάτος 0.3032 φοῖνιξ -0.3648 ἡδύοσμον -0.7336
δαίμων 2.9887 piαντοκράτωρ 0.3005 ψῆφος -0.3648 ὄρνις -0.7336
ἀρήν 2.5638 σpiέρμα 0.2845 ὑετός -0.3702 piήγανον -0.7389
κακῶς 2.4756 piρόβατον 0.2818 χόρτος -0.3729 τρίβολος -0.7389
ἀμpiελών 2.3447 σάρκινος 0.2417 κόκκος -0.3782 ἄρκος -0.7443
ἀλώpiηξ 2.2191 δεσμός 0.2284 ἄκανθα -0.3916 εὐνουχίζω -0.7443
χαλκοῦς 2.2004 μόσχος 0.223 ἐλαιών -0.3969 νοσσιά -0.7443
συσpiαράσσω 2.1737 ξύλον 0.2177 χάλαζα -0.3969 νοσσίον -0.747
ὄρνεον 2.024 λίθος 0.215 φύλλον -0.4049 ὀνικός -0.7496
θεός 1.9839 νεανίσκος 0.2097 λύκος -0.4076 κῆτος -0.755
εἴδωλον 1.8958 τέλειος 0.2097 γυνή -0.4103 κόραξ -0.763
piονηρός 1.7755 piνευματικός 0.199 ἀκρίς -0.4183 σκώληξ -0.763
κονιορτός 1.674 piέτρα 0.1669 ρ῾ίζα -0.4183 κρυσταλλίζω -0.7657
κοράσιον 1.5965 piαραλύομαι 0.1642 ρ῾ήγνυμι -0.4263 ταλιθα -0.7737
σpiαράσσω 1.4869 τεκνίον 0.1616 ἔχιδνα -0.4343 θύϊνος -0.779
υἱός 1.4762 χρυσοῦς 0.1482 σpiόρος -0.437 ὕσσωpiος -0.779
ἀγέλη 1.4469 ἀήρ 0.1429 σίναpiι -0.445 συκάμινος -0.7817
χωλός 1.4281 ἑλκόομαι 0.1402 ἀετός -0.4477 γυναικεῖος -0.7844
χοῖρος 1.3667 ἵpipiος 0.1242 φάντασμα -0.453 δυσεντέριον -0.7844
ἔρχομαι 1.2892 κόσμος 0.1188 φρύγανον -0.4584 γάγγραινα -0.787
Continued on next page
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Continued from previous page
Word Z-Score Word Z-Score Word Z-Score Word Z-Score
κυλλός 1.2732 σῖτος 0.0974 piετρῶδες -0.461 ἴασpiις -0.7897
piειράζω 1.2384 γλῶσσα 0.0867 ἀλέκτωρ -0.4637 μάρμαρος -0.7924
δόξα 1.217 ἕλκος 0.0761 κάμνω -0.4637 ἑρpiετόν -0.7977
piρόσωpiον 1.2144 ταῦρος 0.0627 ὄνος -0.4637 ἐλεφάντινος -0.8057
χαλκός 1.1369 γέρων 0.06 κρίθινος -0.4717 σίδηρος -0.8057
ἄργυρος 1.1315 ξηραίνω 0.0493 δίκη -0.4824 ὄλυνθος -0.8084
ἔχω 1.0701 piαράκλητος 0.0386 χαλκολίβανον -0.4824 ἄνθος -0.8138
piαιδίον 1.0621 αἰών 0.0333 βοτάνη -0.4878 ἄνηθον -0.8164
ἀργυροῦς 1.006 ξύλινος 0.0173 ἐσχάτως -0.4931 ἀνάpiηρος -0.8191
αἷμα 0.9926 piετεινόν -0.0041 θεότης -0.4985 κύμινον -0.8218
κύριος 0.9899 συκῆ -0.0068 piάρδαλις -0.4985 δαιμονιώδης -0.8245
εἰς 0.9872 δράκων -0.0255 χιών -0.4985 ἀpiοψύχω -0.8432
piαῖς 0.9632 χοῦς -0.0388 νήpiιος -0.5172 δάμαλις -0.8512
ὄφις 0.9285 κύων -0.0495 piρεσβύτης -0.5198 ἄχυρον -0.8538
θρέμμα 0.9204 κυνάριον -0.0522 ἀργυροκόpiος -0.5252 ἐρίφιον -0.8538
δέω 0.9178 αββα -0.0576 ἰός -0.5252 κώνωψ -0.8645
ἀσθένεια 0.8937 κοινωνέω -0.0843 ρ῾ύσις -0.5492 νηpiιάζω -0.8699
μάστιξ 0.867 τίμιος -0.0869 εὐνοῦχος -0.5519 χαλκεύς -0.8699
piνεῦμα 0.8403 ἀνθρώpiινος -0.095 ὑδρωpiικός -0.5546 θεά -0.8725
θυγάτηρ 0.8376 ἐλαία -0.103 μεγαλοpiρεpiής -0.5572 σής -0.8779
χρυσός 0.7788 φῶς -0.1244 δένδρον -0.5599 σιτίον -0.8779
ἀσθενέω 0.7762 piηγή -0.1377 κλῆμα -0.5679 piροβατικός -0.8832
piεριστερά 0.7628 ἐpiουράνιος -0.1457 κρύσταλλος -0.5706 αἴγειος -0.8886
ἄγγελος 0.7468 θεῖος -0.1457 καρpiός -0.5786 θειότης -0.8886
κλίνη 0.7441 piῶλος -0.1591 χλωρός -0.584 ὕαλος -0.9046
ψυχή 0.7441 λέων -0.1671 καλάμη -0.592 χοϊκός -0.9073
θάνατος 0.7307 φλόξ -0.1671 στρουθίον -0.592 ἅλων -0.9153
κάλαμος 0.6826 λίθινος -0.1938 στάχυς -0.6 βόρβορος -0.9153
χείρ 0.6746 ἐκτρέpiομαι -0.1965 κλάδος -0.6053 ἰκμάς -0.926
λέpiρα 0.6612 θεῖον -0.1992 κατιόομαι -0.6107 piρεσβῦτις -0.9394
κτῆνος 0.6532 διαφθείρω -0.2206 κυριακός -0.6107 κριθή -0.942
ἀσθενής 0.6452 βρῶσις -0.2259 σῦκον -0.6107 ὗς -0.942
τέκνον 0.6051 ὀνάριον -0.2366 ἔριφος -0.616 σάρδιον -0.9607
piαραλυτικός 0.5918 ἰχθύς -0.2499 piνευματικῶς -0.616 διοpiετής -0.9687
ὕψιστος 0.5784 piυρετός -0.2633 ἰχθύδιον -0.6214 ἀγριέλαιος -0.9714
οὐρανός 0.5757 ἀνήρ -0.266 piυρά -0.6214 σάpiφιρος -0.9794
ὕδωρ 0.5677 βάϊον -0.266 στρατιά -0.6214 ὕλη -0.9848
piληγή 0.5544 piοίμνη -0.274 κεραμικός -0.6267 καλλιέλαιος -0.9874
ἄνθρωpiος 0.5143 χείρων -0.2767 σκωληκόβρωτος -0.6321 piαρίημι -0.9928
σεληνιάζομαι 0.5036 σιδηροῦς -0.282 piηλός -0.6374 ἀσpiίς -0.9955
ἀρνίον 0.4849 λοιμός -0.2874 ἀνθρακιά -0.6454 ἐνάλιον -1.0195
βοῦς 0.4822 μαργαρίτης -0.2874 κρίνον -0.6534 βότρυς -1.0249
Continued on next page
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Word Z-Score Word Z-Score Word Z-Score Word Z-Score
piάσχα 0.4662 ἀκάνθινος -0.2927 τρυγών -0.6534 χαλκηδών -1.0249
ἀργύριον 0.4582 ζιζάνιον -0.298 piαιδάριον -0.6615 σμαράγδινος -1.0329
piαρθένος 0.4555 οὐράνιος -0.298 ὑpiοζύγιον -0.6641 σμάραγδος -1.0436
piῦρ 0.4528 χρυσίον -0.298 γυναικάριον -0.6668 piιότης -1.0623
ἄμpiελος 0.4448 ἀρχάγγελος -0.3061 τράγος -0.6695 ἀμέθυστος -1.0676
σάρξ 0.4448 νεανίας -0.3061 κεράτιον -0.6828 ὑάκινθος -1.073
οἰκουμένη 0.4395 ζῷον -0.3087 piυρέσσω -0.6828 χρυσόpiρασος -1.0783
piρεσβύτερος 0.4341 βρέφος -0.3114 στιβάς -0.6855 χρυσόλιθος -1.0943
ἄνυδρος 0.4101 μεγαλωσύνη -0.3141 piτηνόν -0.6882 τοpiάζιον -1.097
ξηρός 0.3967 ἐpiίγειος -0.3194 αἱμορροέω -0.6989 βήρυλλος -1.1024

Glossary
context window
the window of consecutive words in the text that function as the region for
finding the target word’s co-occurrents.
context window size
the number of words in the context window.
co-occurrent
a word that occurs in the context of the target word.
cosine similarity
compares two vectors with matching values to each other by comparing how
similar the matching values are to all the values in both vectors.
distribution
the sum of the contexts in which a word occurs consisting of all of its co-
occurrents.
distributional hypothesis
the name given to the hypothesis developed by the linguist Zellig Harris in
the 1950s that asserts that the meanings of words in a text depend on the
meanings of the words around them.
distributional profile
the information for each word that is extracted using the methods of distri-
butional semantics. This information serves as the computational picture of
the semantics of the target word.
distributional semantics
information on word meaning derived from a word’s distributions, as defined
by Zellig Harris in his distributional hypothesis.
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distributional vector
Another name for the target word’s distributional profile.
inflected
the word as it appears in typical usage with all morphological information
present in its form.
lemma
base form that one typically finds as its dictionary head word.
log-likelihood ratio
an hypothesis-testing algorithm that compares the hypothesis of independence
(Hypothesis 1) with the hypothesis of dependence (Hypothesis 2). Hypothesis
1 is a score representing how much the observed data resembles what we would
expect to see if the two words were completely independent and Hypothesis
2 if they were completely dependent.
matrix
a series of vectors with the same categories of data plural.
mean
the sum of the sampled values divided by the number of items in the sample.
pointwise mutual information
computes the actual probability that two word co-occur and compares it to the
expected probability that the two would co-occur by chance. This expected
probability is based on the assumption that the two words are independent of
each other.
positive pointwise mutual information
the same as pointwise mutual information except that every negative result
is changed to 0.
standard deviation
a measure of how spread out numbers are. It is the square root of the variance.
standard score
the number of standard deviations a single value is from the mean of its
vector.
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standardize
Tranforming all the values in a vector or matrix to their standard score. This
allows two vectors with different means and standard deviations to be com-
pared to each other.
target word
the word that is the focus of investigation.
unweighted context window
a context window in which each word that occurs in the window is counted
only once.
variance
the average of the squared differences from the mean.
vector
an ordered series of numbers with each number representing a category of
data.
weighted context window
a context window in which each word that occurs in the window is counted
acccording to how close it is to the target word, with the close co-occurrents
being counted more often.
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