reported in [4] [5] [6] is composed of 111 high-performance liquid chromatography (HPLC) wine chromatograms distributed as 25 samples of Cabernet Sauvignon, 37 samples of Merlot, and 37 samples of Carménère. Each 90-min profile containing 6751 points, which is a large number of points (high dimensionality) of input data to a classifier, was reduced by using resampling and feature extraction techniques. Feature extraction was done with discrete wavelet transform (DWT) [8] , fast Fourier transform (FFT) [9] , Fisher transform (FT) [9] , and typical profiles (TPs) [5] , [6] . Then, several classification methods were analyzed and compared, including linear discriminant analysis (LDA) [9] , quadratic discriminant analysis (QDA) [7] , K-nearest neighbors (KNNs) [9] , and the probabilistic neural network (PNN) [7] . Wavelet extraction with a classifier based on PNN gave the best classifier performance. With a crossvalidation process of the type leave-one-out (LOO), an average percentage of correct classification (92.5%) was reported.
Electronic noses [10] have been used in several applications ranging from food quality [11] , [12] to medicine [13] . Special emphasis has been placed on the classification of alcoholic beverages using electronic noses. Recently, in [14] , an electronic nose based on metal-oxide-semiconductor, thin-film sensors has been used to characterize and classify four types of Spanish red wines of the same variety of grapes. Principal component analysis (PCA) and PNNs for pattern recognition were used with good results. In [15] , it is stated that the effect of ethanol, i.e., the major constituent of the head space of alcoholic beverages, generates a strong signal on the sensor arrays used in electronic noses, impairing aroma discrimination.
In [16] , an aromatic classification of three wines of the same variety but different years (1995, 1996 , and 1997) is reported. The input data for classification are obtained from an electronic nose based on six sensors of conducting polymers; therefore, each pattern generated by the electronic nose has six points. For classification purposes, a multilayer perceptron (MLP) trained with the backpropagation (BP) algorithm and a time delay neural network (TDNN) trained with the Levenberg-Marquadt algorithm [17] were used. The generated database contained 5400 patterns, divided in sets for training (50%), validation (25%), and test (25%). It was shown that incorporating temporal processing improved the classification rate, i.e., the TDNN had better performance than the MLP.
A classification of seven wines of three different varieties (three white, three red, and one rose) was done in [18] . The input data for the classification process were obtained from a spectrophotometer that performs spectral analysis in the ultraviolet visible (VIS-UV) and near-infrared (NIR) ranges. As the classifier, an MLP trained with BP was used [17] . Two databases (one with 100 patterns for VIS-UV analysis and the other with 120 patterns for NIR analysis) were used. In both cases, the data were divided into training and validation sets, obtaining a better performance with the NIR analysis reaching classification rate near 100% in validation. In [19] , wine classification is done using neural networks (NNs) with data provided by an electronic nose built by the authors using commercially available sensors. These sensors are made of tin oxide and use the principle of resistance variations due to the adsorption of gas molecules on its surface.
The results reported above give a general overview of wine classification. In this paper, a comparison of wine classification methods based on neural and statistical techniques, using Chilean red wine aroma information of the varieties Cabernet Sauvignon, Merlot, and Carménère, is presented. Aroma chromatograms were obtained from a Fast GC Analyzer zNose TM model 7100 built by Electronic Sensor Technology [20] . The aroma profiles are the results of the derivative of frequency change responses of a surface acoustic wave (SAW) detector, when it is exposed to a flux of wine volatile organic compounds (VOCs) during aroma measurement. The gas detector used by the system is a proprietary SAW device. Although the GC technique to analyze the gas mixture used by zNose TM is a well-known technique, the instrument highlights the fact that the measurement of odor is performed in a short time (usually less than a minute) and is suitable for routine analysis. In comparison, techniques for the identification of VOC in wine, like a mix of GC and mass spectroscopy (MS) or UV-NIR or e-noses, are not usually used for routine analysis since the results are time consuming and require expertise for the right interpretation.
The first step in the proposed methodology is concerned with dimensional reduction of the patterns while preserving the original information. This is done using feature extraction methods like PCA [21] and DWT [8] . Once the dimension of the input data has been reduced, a classification stage follows, where classical statistical techniques like LDA [21] , [22] and a technique based on radial basis function neural networks (RBFNNs) [21] , [23] are used. Finally, a classifier based on support vector machines (SVMs) [24] [25] [26] [27] was also studied. In Fig. 1 , a block diagram illustrates the methodology.
In Section II, a brief description of the feature extraction and classification techniques used in this paper is presented. Section III is devoted to explaining the methodology used, whereas the obtained results, together with a discussion, are presented in Section IV. Finally, some conclusions are drawn in Section V.
II. BRIEF DESCRIPTION OF THE FEATURE EXTRACTION AND CLASSIFICATION TECHNIQUES

A. Feature Extraction Techniques
The main goal of the feature extraction techniques is to reduce the dimension of data input to make the data analysis simpler. These techniques are usually based on transformations from the original data space into a new space of lower dimension. In the linear case, we look for a matrix transformation W such that
where x is the original feature vector of dimension m, W is the transformation matrix of p × m, and y represents the new vector of transformed features of dimension p, with p < m.
In this paper, we use DWT and PCA as feature extraction techniques. Details on the application of these methods are given in Sections III-D and -E, respectively.
B. Pattern Recognition Techniques
Pattern recognition covers a wide spectrum of problems from many scientific disciplines, particularly in the engineering area and its applications. Currently, the classification and pattern recognition techniques show a strong development motivated by the new advances in robotics and artificial intelligence. Some of the most important problems in the area of classification and pattern recognition correspond to artificial vision [37] , character recognition [38] , computerized medical diagnosis [39] , and speech recognition [40] .
Mathematically speaking, a pattern is an n-dimensional vector having in its components the characteristics of determined phenomenon or object. Generally, this vector is obtained as a response of a sensor with a significant sensitivity to some species. The design of a pattern classification system consists of three stages: data acquisition, preprocessing and data representation, and classification and decision making.
The first stage is performed by a set of sensors, whereas the aim of the second stage is to eliminate the noise measurement and to make the data ready for the classification stage, where a suitable method is chosen so that the patterns are recognized and associated with a well-defined class.
The classification and pattern recognition techniques can be classified into the following three groups: 1) Statistical: The patterns are classified according to a model or statistical distribution of the characteristics. 2) Neural: The classification is done by means of a network formed by basic units (neurons) responding to an input stimulus or pattern. 3) Structural: The patterns are classified based on a measure of structural similarity.
Techniques based on neural networks have shown good performance for a wide range of applications [21] , [22] , and they have become attractive for instrumentation developers, because a minimum knowledge of the patterns is required, giving some simplicity overcoming the mathematical rigors of other techniques [17] .
In this paper, the pattern recognition techniques LDA, RBFNN, and SVM are analyzed and compared. Since the LDA and RBFNN methods are well known, in the next section, a general and brief description of SVM is given.
C. SVM
SVM is a technique introduced by Vapnik [25] and his collaborators as a powerful classification and regression method. The main idea is that SVM minimizes the empirical risk (defined as the error on the training set) and minimizes the generalization error. The main advantage of the SVM applied to classification is that the classifier has a minimum Vapnik-Chervonenkis dimension [25] , which implies a small error probability in the generalization. The other characteristic is that SVM allows classifying nonlinearly separable data, since the technique makes a mapping from the input space onto the characteristic space of higher dimension. Here, the data are linearly separable by a hyperplane, introducing the concept of optimal hyperplane.
Usually, for a better understanding of the SVM methodology, the case of linearly separable data is first analyzed, followed by the case when data are not linearly separable.
Linearly Separable Data Set: Let x be an input vector in m , and let y be its corresponding output, belonging to the set {−1, 1}. Let us consider n pairs of input-output vectors (x i , y i ) with x i ∈ m and i = 1, . . . , n. A hyperplane, which is able to perform a linear separation of the input data, will have the form
where
T ∈ m represents the weighting vector, and b is a constant term.
According to the concept of optimal hyperplane proposed by Vapnik for linearly separable input data x i ∈ m , the distance between the plane and the closest input vectors is maximum, and the optimal hyperplane separates the data without error. Then, the optimal hyperplane is that with the largest margin, defined as the minimum distance of a training vector to the decision surface (boundary), i.e., to the separator hyperplane. Vapnik also proved that maximizing the margin also means the minimization of the Vapnik-Chervonenkis dimension [25] . From this, we can conclude that the separator hyperplane with maximum margin will also minimize the structural risk. Fig. 2 shows the support vectors and the maximum margin with respect to the optimal separator hyperplane for a simple 2-D case. The separator hyperplane is defined by three vectors (support vectors), which replace the whole data set and allow all the patterns for each class (two in this case) to be correctly classified.
Nonlinearly Separable Data: In most of the classification problems, there is no linear function able to separate the data for each class. A solution is to map the input data onto a higher dimensional space, where the classification problem could be faced using a linear separator (hyperplane). In the case of nonlinearly separable data, the idea is to introduce new variables ξ i (called slack variables) that relax the constraints on the canonical hyperplane [see (2) ].
The slack variable measures the deviation of the data from the ideal case (linear case). For 0 ≤ ξ i ≤ 1, the data are located at the right side of the separator hyperplane, i.e., are correctly classified but positioned within the region of the maximum margin. For ξ i > 1, the data are located at the incorrect side of the separator hyperplane and, therefore, are wrongly classified.
Additionally, a parameter C is introduced representing the tradeoff between the incorrect classification rate and the capacity of the model. Large values of C favor solutions with a small rate of incorrect classification. Small values of C give rise to models with low complexity. In addition, this parameter can be seen as a regularization parameter that can be determined by cross validation [9] .
Based on the Cover theorem [28] , which states that, in a nonlinearly separable classification problem, it is easier to find a linear separator hyperplane in a higher dimensional space than in a lower dimensional space, SVM operates in two stages. First, it performs a nonlinear map of the characteristic vectors onto a higher dimensional space. Second, it builds an optimal separator hyperplane in the high-dimensional space.
Some evident problems arise from this methodology, such as high dimension of data and large computational cost. These problems are faced in SVM in a very efficient way, since the generalization in the higher dimensional space is guaranteed by designing a classifier with a maximum margin and since the projection onto the new space is only implicit [25] . To this respect, it is important to recall that the solution of the SVM only depends on the product x i , x j among the training patterns. However, this operation in the high-dimensional space ϕ(x) does not have to be explicitly done if we have a function K(x i , x j ) (so-called kernel [34] ) such that
Let us assume that the original characteristic vectors x belong to m and that the nonlinear projection onto the space is ϕ(x) ∈ n with n > m, where the classes are linearly separable. The separator hyperplane in n is given by
Using vector notation and eliminating b by imposing that ϕ 1 (x) = 1, (4) can be written as
and the optimal hyperplane, i.e., that with maximum margin, is given by
The kernel should be expressed as the inner product of two vectors. In this paper, we have chosen the radial basis kernel defined as
The parameter σ is determined by the user, but the number of radial base functions (RBFs) and their centers are automatically determined by the number of support vectors and their values.
In summary, the degrees of freedom of the SVM technique are basically three, i.e., the choice of the kernel, the choice of the kernel parameters, and the choice of the regularization parameter C, which penalizes the training errors.
III. EXPERIMENTAL SETUP
Wine VOCs were detected with zNose TM model 7100. The zNose TM is a system that features high-speed gas chromatograph with a gas chromatograph sensor. The GC sensor includes a six-port valve and oven, a preconcentrating trap, a GC column of 1-m length, and a SAW detector [41] . The SAW detector is a thermally stabilized very high Q quartz resonator, which according to the manufacturer's specifications provides per billion sensitivity to VOCs. The sensitivity for zNose TM is comparable to a long-column GC equipped with an electroncapture detector. High speed (in seconds) requires a tradeoff in resolving power; however, sufficient resolution is retained for many quality control applications. The vapor trap can sample weak vapors and preconcentrate before analysis in the GC column.
The operating parameters that can be set up in zNose TM are the following: sensor temperature of the SAW detector in degrees Celsius; column temperature of the GC column in degrees Celsius; valve temperature of the six position valves in degrees Celsius; inlet temperature of the input gas in degrees Celsius; trap temperature of the trap in degrees Celsius; ramp value of the temperature ramp in degrees Celsius per second; acquisition time duration time of the analysis in seconds; sampling period rate at which the information is registered in seconds. This set of parameters defines the method under which the instrument operates. After performing a series of tests and experiments, it was determined that the setting parameters for measuring wine VOC are those shown in Table I .
To obtain an aroma profile, 40 ml of each wine sample was introduced into 60-ml vials with septa caps, avoiding contact of the sample with oxygen in the air. The measurements were done immediately after the bottle was opened, maintaining the room temperature at 20
• C. Fig. 3 shows a photograph of zNose TM during the measurement of a wine sample. 
A. Database
The database is formed by using 100 commercial samples of Chilean wines of the type Cabernet Sauvignon, Merlot, and Carménère. These wines are of vintages 1997-2003 and come from different valleys in the central part of Chile. The distribution of the samples is shown in Table II .
B. Data Preprocessing
Chromatograms for each sample were obtained by setting the zNose TM parameters as given in Table I . Ten measurements were done for each one of the 100 samples (one sample per bottle), obtaining in total 1000 profiles (chromatograms).
After 12 s, the chromatogram signal profile, shown in Fig. 4 , is essentially a small amount of noise. This is because the 10 • C/s ramp temperature is applied between 2 and 12 s, spanning in temperature from 40
• C to 140 • C. Clearly, after 12 s, no more VOC wine components are released from the chromatograph column. Preliminary tests indicated that using the information contained in the first 12 s was equivalent to considering the completely 20-s profile. In addition, it was determined that by using a sampling period of 0.02 s, which is twice the original sampling period, similar results in terms of information content are obtained. Therefore, classification was performed by using chromatograms taken during 12 s and composed of 600 points. Another step on the data preprocessing is profile normalization. As shown in Fig. 4 , the profile amplitude is variable around zero with positive and negative values. A scale factor was applied to normalize the amplitude in the interval [−1, 1]. To this extent, the maximum amplitude was used to normalize the signal according to the following relationship:
where x max is the maximum signal amplitude of all profiles. The normalized profiles that followed this procedure are shown in Figs. 5-7 for Cabernet Sauvignon, Merlot, and Carménère, respectively. The chromatograms shown in Figs. 5-7, taken from Cabernet Sauvignon, Merlot, and Carménère samples, look very much alike. However, the methodology that we developed in this paper does not take into account the wine profile shape but instead extracting their differences by means of feature extraction techniques, allowing their classification in the next stage. That is probably one of the most challenging aspects of this study, since starting from apparently indistinguishable information contained in the chromatograms, the classification system will be able to discriminate between wine classes with a certainty level of about 90%. 
C. Methodology
To classify the profiles described in Section III-B, three classification techniques were used, i.e., LDA, RBFNN, and SVM. Following data dimension reduction, a feature extraction procedure was performed using the techniques of PCA and wavelet analysis (WA).
Once the data dimension was reduced by using the feature extraction method, the total databases of 1000 profiles (360 Cabernet Sauvignon or Class 1, 440 Merlot or Class 2, and 200 Carménère or Class 3) were divided in two sets: one for training-validation (containing 90% of the samples) and the other for test (containing 10% of the samples).
The sample distribution is as follows: training-validation set: 900 profiles corresponding to 90 wine samples, 330 profiles Cabernet Sauvignon (33 samples), 390 profiles Merlot (39 samples), and 180 profiles Carménère (18 samples); test set: 100 profiles corresponding to ten wine samples, 30 profiles Cabernet Sauvignon (three samples), 50 profiles Merlot (five samples), and 20 profiles Carménère (two samples). The samples for each set were randomly selected and based on the proportion of samples of different kind contained in the original data.
As a measure of the behavior and to obtain the optimal values of the parameters for each method, cross validation was used [22] , [29] . The database is divided into n sets using n − 1 for training and the remainder for validation. The process is repeated n times so that all n sets are used once for validation.
In training-validation (cross validation with the aim to measure the behavior and to tune the optimal parameters for each classification), feature extraction methods are used. Then, each classifier is assessed with the test set using the whole training-validation set and the optimal parameters determined by cross validation. It is important to notice that the test set is never used in the training stage, and therefore, it was completely unknown to the classifier, becoming a good performance measure of each method. Each one of the 90 experiments was independently performed, choosing a different partition of the data set.
Finally, once cross validation is done and the optimal parameters are found for each method, a simulation is carried out with the test set to evaluate the performance of each method when unknown samples are presented. The classifier behavior is assessed in terms of the percentage of correct classification in the test set.
D. Feature Extraction Using WA
When DWT is applied to a signal of n points, it is equivalent to filtering the signal by low-pass and high-pass filters, which leads to getting the n/2 detail and approximation coefficients each time the filtering process is applied. The former is obtained from high-pass filters and the latter from low-pass filters. In this paper, only the approximation coefficients were considered for the classification stage since they contain most of the energy signal [30] .
It is possible to choose the analysis level (or decomposition level of the signal) by defining the number of successive times that the wavelet transform (WT) will be applied. If the decomposition level is set as p for a signal with n original points, in stage p of the filtering process, we will have a signal of n/2 p points represented by the detail and approximation coefficients. In this paper, different decomposition levels were examined by choosing the values 2-5. Since the chromatograms include 600 points, the first decomposition level generates a curve with 300 points with the approximation coefficients of the initial profile. At the second level, it has 150 points, and so on. As a mother wavelet ψ(t) function, the orthonormal Haar basis was chosen due to its simplicity and because there are no free design parameters to be chosen by the user, as suggested in [30] and [31] .
Figs. 8-11 show the profiles obtained after WA for decomposition levels 2-5, which correspond to a Cabernet Sauvignon sample. For example, for the fifth decomposition level, the profile contains only 19 points, (600/2 5 ≈ 19). From these results, the compression effects exhibited by the WT are clearly seen since in the new profile of 19 points, each point represents approximately 30 original profile points. This is achieved because the approximation coefficients were chosen for the analysis, and they keep most of the energy of the original signal. Therefore, low-frequency fluctuations retain the shape or envelope of the original signal, resulting in the space-temporal variations of the signal, which is a special characteristic particular to WA. Thus, these new profiles of lower dimension formed by the approximation coefficients are used in the classification process instead of the original profile. Notice that DWT is applied to the whole data set, including both training-validation and test sets.
The differences in samples after wavelet decomposition are shown in Figs. 8-11 for four decomposition levels. For the sake of space, this is shown only for a Cabernet Sauvignon wine sample. The other classes of wine (Merlot and Carménerè) have similar waveforms for each decomposition level as those shown in Figs. 8-11 .
E. Feature Extraction Using PCA
PCA transforms the input space of variables P onto space P , where the data are not correlated, i.e., the variance of the data is maximum. This is achieved by computing the eigenvalues and eigenvectors of the covariance matrix of the initial data and selecting those eigenvectors with the largest eigenvalues. These components represent the axes of the new transformed space. By projecting the initial data onto these axes, the largest data variance is obtained.
The profiles can be seen as characteristic vectors belonging to 600 and the database as a matrix of 600 × 1000, where each of the 1000 columns correspond to one profile, and the 600 rows correspond to the points to be reduced. Considering the training-validation set, we have a matrix of 600 × 900 [900 profiles (columns) of 600 points (rows)]; then, the covariance matrix of the training-validation set is
where x is the training-validation matrix, and Σ x is the covariance matrix of x (600 × 600). Then, computing the eigenvalues λ i and eigenvectors of Σ x and selecting the eigenvectors associated to the largest eigenvalues, the principal component transformation matrix will be determined. One way of choosing the eigenvalues (and the eigenvectors associated) is considering the contribution to the global variance [22] of each eigenvalue γ i as
where N = 600 is the total number of eigenvalues of the covariance matrix Σ x . γ i associates with each eigenvalue (and each eigenvector or principal component) a factor of relative importance, considering its contribution to the total variance. When computing the eigenvalues of the covariance matrix Σ x , these are ordered in ascending order; thus, the last components are those contributing the most to the information (in terms of covariance), whereas those at the beginning can be considered as noise and, therefore, disregarded. In Fig. 12 , the last 25 eigenvalues (of a total of 600) for the training-validation covariance matrix of 600 × 600 are plotted. It is interesting to notice that these eigenvalues practically contain all the information in terms of covariance. When computing the contribution of the last 20 eigenvalues to the global covariance using (10), the contribution to the total information is 99.87%, whereas the last ten eigenvalues contribute with 99.46%. The matrix transformation composed by the 20 eigenvectors associated with the last 20 eigenvalues was chosen, generating a 20 × 600 matrix (the 600 columns represent the initial characteristics or points and the 20 rows the eigenvectors or new characteristics). Multiplying each original profile by the transformation matrix, a low-dimension profile is obtained (dimension 20), which will be used in the classification procedure. All profiles in the data set (training-validation and test sets) were subjected to the extraction procedure before classification, ending with 900 patterns of dimension 20 for training-validation and 100 patterns of dimension 20 for test.
IV. RESULTS
In this section, the results using all the combinations of feature extraction and classification methods are presented. All the simulations were performed on a PC Pentium 4 of 1.7 GHz and 512-MB RAM using Matlab 6.0 together with several toolboxes: Discriminant Analysis Toolbox [33] , Signal Processing Toolbox, Neural Network Toolbox, Wavelet Analysis Toolbox, and the OSU Support Vector Machines Toolbox version 2.33 [36] .
A. Classification Results Using LDA
One of the advantages of using PCA is that there are no free design parameters to be defined by the user. All necessary information is contained in the input data vectors (arranged as a matrix) and the target vector. In what follows, we show the classification results of the wine samples into the three classes, i.e., Cabernet Sauvignon, Merlot, and Carménère, using the different methodologies studied in this paper.
1) Results With Wavelet Extraction:
Several simulations using wavelet analyses were performed with decomposition levels 2-5, which reduced the dimension of the input data to 150, 75, 38, and 19 points, respectively (see Figs. 9-12) . Table III shows the results obtained for the trainingvalidation set by crossed validation for different decomposition levels. The behavior was assessed as the average percentage and standard deviation of correct classification in the validation set. Recall those 900 patterns: 330 Cabernet Sauvignon (Class 1), 390 Merlot (Class 2), and 180 Carménère (Class 3) is the training-validation set.
From Table III , the best classification rate resulted for a decomposition level 3 that generates profiles of 75 points. Table IV shows the results obtained using the test set formed by 100 profiles: 30 Cabernet Sauvignon, 50 Merlot, and 20 Carménère.
The best classification rate for the test set in Table IV corresponds to a level decomposition 5 that generates a profile of 19 points, whereas the worst result is for a decomposition level 2 (profiles with 150 points).
From the compared results shown in Fig. 13 , it is apparent that there is no decomposition level, giving good classification results for both training-validation and test sets. Notice the high percentages obtained for levels 2 and 3 in validation (87.0% and 87.7%, respectively) and the poor results for the test set (generalization) (58% and 62%, respectively). Level 5 gives the best classification results for the test set (80%), and in validation, its performance is only 80.2%.
The average processing time (over three runs) for each simulation is a function of pattern size (wavelet level), which varies from 3.81 s for level 5 to 52.43 s for level 2. The WA that was separately carried out is not included in this processing time.
2) Results Obtained Using PCA Extraction: Feature extraction using PCA was carried out for 5, 10, 15, and 20 principal Table V .
Table V clearly shows that from a set of only ten components (of a total of 600), a contribution to the total variance of over 99% is obtained. The best classification rate resulted with 20 point profiles.
Table VI shows the classification results obtained for the test set, where, as expected, a clear trend following the number of principal components is observed. The best classification rate (59%) is achieved with 20 principal components, which is much lower than the best classification rate obtained in validation (83.2%).
For comparison purposes, Fig. 14 shows the results obtained in validation and test. Notice the increase in classification rate for validation and test when the number of principal components increases. However, the results with the test set were much lower.
Regarding classification using LDA (details given in Figs. 13  and 14 and in Tables III-VI) , we can comment that although LDA is a simple pattern recognition method, the percentages of correct classification for testing are under 80% when using either WT or PCA. There is an evident superiority on using WT over PCA as in the feature extraction stage, which is due to the capacity of wavelet technique to represent signals containing sharp peaks, like the ones shown in Figs. 5-7 for the three wine varieties. In contrast, LDA shows its poor generalization capacity, which is clearly observed since in all the results for the training-validation set, the percentages of correct classification are higher than those obtained when using the test set. This is, however, a characteristic of the LDA technique when it is used in problems where data are not easily separable.
The simulation average processing time (over three runs) depends on the number of principal components, on the time employed by the feature extraction method PCA, and on the time used in the simulation of LDA.
B. Classification Results Using RBFNN
The RBF used in the NN technique has the same form of kernel used for the SVM method given by (7) . To apply RBFNN, the centers of the neurons and the parameter σ, which is known as spread, should be defined. The selectivity s of the neuron is then s = 1/σ. For all simulations, the neurons were located at each training pattern [23] ; thus, when cross validation is carried out, the networks have a number of neurons corresponding to the dimension of each profile after the feature extraction technique has been applied (number of approximation coefficients or number of PCs depending on the feature extraction method used). Recall that the RBFNN has two layers; the first has radial basis activation functions and the second linear activation functions. Simulations were carried out by making cross validation with the training-validation set for different values of selectivity s and computing the performance. A similar procedure was done for the test set.
1) Results Using Wavelet Extraction:
To study the classifier performance based on RBFNN, different wavelet decomposition levels were used, and the method was assessed with the training-validation set doing a cross validation for different values of s. Table VII shows results where the average percentage of correct classification and its standard deviation are tabulated as a function of selectivity and wavelet decomposition level. From Table VII , it is seen that the percentage of correct classification is similar in all cases and above 70%. The best classification rate is obtained for a wavelet decomposition level equal to 5 (profiles of 19 points) and for a selectivity equal to 0.02 (σ = 50). The results obtained using the test set are shown in Table VIII .
From the results shown in Table VIII , the best classification rate in the test set (88%) is obtained for selectivity equal to 0.1 (σ = 10) and decomposition level equal to 5. For comparison purposes and as a summary, the classification results in validation and test are shown in Figs. 15 and 16 . These results show the high percentage of correct classification reached for the test set in spite of the reduced database used, which clearly shows the good generalization capacity of RBFNN. The average processing time (over three runs) for this method varied from 554 s (for level 5) to 1237 s (for level 2).
2) Results Using PCA Extraction: For this method, the use of 20 principal components containing 99.86% of the total information of the training-validation data was considered, which is equivalent to the data dimension being reduced from 600 to only 20 points. Different values of selectivity were considered in the interval [2 −9 , 10]. For higher selectivity values, the results of correct classification are unsatisfactory in both the validation and test sets. Table IX summarizes these results. Fig. 17 shows a comparison of the classification results obtained by using RBFNN and PCA extraction.
From Fig. 17 , it is clear that the classification results do not reach 80% correct classification and are lower than those obtained using wavelet extraction. The best results are obtained for the test set, and the average processing time (over three runs) goes from 892 s (for 5 PC) to 998 s (for 20 PC).
Wavelet extraction gives better results for testing (60%-88%) than those obtained from PCA extraction (smaller than 76%). This is due to the property of the wavelet to suitably represent signals with sharp peaks, which are common in the chromatograms used in this paper. The results plotted in Figs. 15-17 indicate the good generalization capacity of RBFNN compared to the LDA technique.
C. Classification Results Using SVM
For a classifier based on SVM, it is necessary to choose a kernel to carry out the mapping of the input data space. In [28] and [32] , it is suggested to use the radial basis function type of kernel defined in (7) . In [35] , it is shown that the RBF kernel has the same behavior as the linear kernel with the parameters C and σ (C is the penalizing factor, and σ is the spread of the RBF). In this paper, a kernel described by (7) was used.
To determine the best values of C and σ, the methodology proposed in [32] was used, i.e., choosing values for C as well as σ, which are power of 2. For example, C = 2 were carried out. The decomposition levels studied were 2, 3, 4, and 5, generating profiles of 150, 75, 38, and 19 points, respectively. After a series of simulations, it was determined that the best value for σ was 2 −3.2 ≈ 0.1. In addition, it was found that the best classification rates in validation as well as in test were achieved for decomposition level 5. Table X shows the results obtained for the SVM classifier, using an RBF kernel, for different values of C, using σ = 0.1, and wavelet decomposition level 5.
By using this technique, the best classification rate in validation was 84.8%, whereas in test, this rate was 90%, highlighting the good generalization property of the SVM. Notice that for wavelet decomposition level 5, the classification rate was quite high. However, as the decomposition level decreases (and therefore the dimension of the profile increases), the classification rate decreases in the test set, whereas in the validation, the classification rate is over 80% for all decomposition levels.
From the theoretical viewpoint by using SVM, the larger the training database, the smaller generalization error could be achieved [28] , [35] . In spite of the reduced size of the databases used in this paper, the results obtained with SVM and wavelet extraction are quite promising. Fig. 18 shows a summary of the best results obtained using SVM and wavelet extraction, where a decomposition level 5 by far has the best classification rate in the test set, and a consistent decreasing of the rate can be observed when the number of points increases.
The average processing time in this case goes from 34 s (for level 5) to 66 s (for level 2).
2) Results Using PCA Extraction: With PCA extraction, the performance was measured as a function of the parameters C and σ of the RBF kernel. By setting one of them to its nominal value (C = 8192 and σ = 0.1) and the other varying around the nominal value, Tables XI and XII summarize the results obtained for each case.
By comparing the results given in Table X (obtained using wavelet extraction) with those in Tables XI and XII, it is clear that by using PCA extraction, correct classification appears to be closer (but on the lower side) to the results obtained with wavelet extraction. For classifiers RBFNN and LDA, the difference between PCA and wavelet extraction is remarkable, whereas with SVM, both extraction methods give similarly acceptable results that are higher than 75% in the validation case. However, in the test set, the results of the SVM with PCA extraction are less satisfactory compared with those obtained with wavelet (level 5) and SVM.
The average processing time for each PCA-SVM simulation, considering three runs, varies from 1121 s (for 5 PC) to 1150 s (for 20 PC). This time corresponds to the time employed by the feature extraction method PCA together with the simulation of the SVM.
As with the two previous classifiers (LDA and RBFNN) and based on Fig. 18 and the results given in Tables X-XII, we here again obtain that wavelet extraction gives better results for the test set (80%-90%) than those using PCA extraction (lower than 60%). The reason is the same as mentioned in the LDA and RBFNN cases. Furthermore, the generalization capacity of SVM is remarkable; it is even better than that of the RBFNN. This is probably one of the most important characteristics of SVM, which tmakes it one of the best pattern recognition techniques for a wide range of problems. In part, this is due to the fact that the separator hyperplane is built in an optimal way.
D. Summary of the Results
Figs. 19 and 20 summarize the best classification rates obtained with the test set for all the combinations of classifiers (LDA, RBFNN and SVM) and the two feature extraction methods used in this paper, i.e., wavelet (Fig. 19) and PCA (Fig. 20) .
The results plotted in Fig. 19 show a good performance of the RBFNN and SVM classification methods for the test set, yielding, for both techniques, results of over 88% correct classification. Considering the test set correct classification, the best result was reached with wavelet extraction and SVM as a classifier (see Table X ). Fig. 20 shows the classification results when PCA extraction was used, which are less satisfactory than those obtained using wavelet extraction. Notice the good performance of the LDA and SVM classifiers in the validation set (both over 82.0% of correct classification), although they give poor results for the test set. It is interesting to observe that the best performance for testing using PCA is obtained for RBFNN (76.0%).
The best classification results in training-validation (the details of these results are not shown here for the sake of space) were obtained by combining wavelet extraction with classifiers LDA and SVM. Tables XIII and XIV show the confusion matrices for both cases. Confusion matrices are 3 × 3 matrices, where columns indicate the values predicted by the classifier, and rows indicate the real values contained in the objective vector (target) of each simulation. Therefore, the diagonal elements indicate the percentage of patterns correctly classified, and the off-diagonal elements indicate the patterns wrongly classified (classifier confusion).
From Table XIII , the best classification rate was obtained for Merlot (90.76%), whereas the worst classification rate was for the variety Carménère (80%). This is an expected result due to the large presence of Merlot in the training-validation database (43.3%) as compared with 20% of Carménère. In addition, the larger confusion occurs with Carménère, where 11.6% of the samples are confused with Merlot.
The confusion matrix in Table XIV shows that the best classification rate was achieved for the Merlot variety. By comparing with the confusion matrix in Table XIII , it is observed that LDA can better classify the variety Carménère but shows We believe that these results could be improved with a larger database featuring a uniform distribution of classes. Nevertheless, it is important to point out that the results are promising and demonstrate that it is feasible to classify Chilean wines according to varieties in spite of the reduced database dimension. Furthermore, the classification can be done by just using the aroma information of the wines, and the developed methodology highlights that classification is completed on the order of a couple of minutes, which makes it practically an online classification system.
V. CONCLUSION
The classification of Chilean wines of the varieties Cabernet Sauvignon, Merlot, and Carménère, from different vintages and different valleys, based only on the aroma information (gas chromatograms) detected by zNose TM , has been successfully performed.
Two feature extraction techniques were applied (PCA and WA), together with three classification techniques (LDA, RBFNN, and SVM). For all six combinations, the performance was assessed as the average percentage of correct classification in the validation set (doing cross validation) as well as in the test set. The best parameters for each method were obtained from the cross-validation process with the training-validation set.
These results show the attractive characteristic of the WA, used as a feature extraction method, combined with the wellrecognized capacity of SVM, the powerful discrimination of RBFNN, and the classical LDA for classification. The highest classification rates were obtained using wavelet decomposition, together with SVM with an RBF type of the kernel. Specifically, for a decomposition level 5 with C = 2048 and σ = 0.1, an average classification rate of 90% in the test set was obtained (see Table X ).
LDA with wavelet extraction showed good performance in training-validation, giving classification rates of over 85% (see Table III ), but in the test set, the best classification rate was 80% for level 5 (see Table IV ). We believe that in general, the reduced number of samples gathered in the databases affected the performance. LDA discrimination is heavily based on the following two assumptions: 1) The data follow a normal multivariate distribution, which can be guaranteed only for large set of data; and 2) the covariance matrices of the classes are all equal, which is a condition that is also true for large set of data.
RBFNN showed good performance in the test set with classification rates of 88% when wavelet extraction of level 5 and selectivity 0.1 were used (see Table VIII ). However, a lower classifier performance was obtained when PCA was used for feature extraction (see Table IX ).
The developed wine classification methodology highlights what can be achieved by just using wine aroma information, and a result is accomplished in a couple of minutes, which makes it practically an online classification system. Furthermore, it should be emphasized that the methodology developed in this paper is general and could be used in other applications as well, such as classification of coffee, olive oil, explosives, etc. A point that needs further study is the analysis of the effects of using other mother wavelets that could improve the results obtained in this paper. In addition, the analysis of different kernel functions for SVM is a subject to be studied and compared with the RBF type of kernel used in this paper. Another important aspect to consider in the future is to prove these methodologies in a more populated database.
