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Introduction
In [FK06] Fukaya and Kato formulated a conjecture on p-adic L-functions
in a general setting for a wide class of motives, in particular they wrote
down a precise conjectural interpolation formula, involving complex and p-
adic periods defined in terms of comparison isomorphisms. They showed that
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2 MICHAEL FÜTTERER
their conjecture is implied by the Equivariant Tamgawa Number Conjecture
and Kato’s local ε-isorphism conjecture (we abbreviate these conjectures by
ETNC in the following), which gives their formula a conceptual explana-
tion. This naturally raises the question whether this formula specializes to
the known interpolation formulas in cases where a p-adic L-function has al-
ready been constructed. For families this question is particularly interesting
because one needs to study the variation of the periods in families.
This text answers this question in the case of Hida families of elliptic
cusp forms and compares the conjectural p-adic L-function with the one
constructed by Kitagawa in [Kit94]. We show that, under a technical hy-
pothesis on the Hida family, we can modify Kitagawa’s construction in such
a way that it really produces a function having the interpolation property
predicted by Fukaya and Kato.1 Moreover this modification is essentially
just multiplication by a unit in the Iwasawa algebra, so the two p-adic L-
functions generate the same ideal. See theorem 3.23 for the precise result we
obtain.
The most important part in this work is the calculation of the complex
and p-adic periods of the motive attached to a modular form, which allows
us to express them in terms of Kitagawa’s error terms. In the complex case,
we make use of the fact that the comparison isomorphism is essentially the
classical Eichler-Shimura isomorphism (due to lack of a reference we include
a proof of this well-known fact), which admits a rather explicit description.
The same holds in the p-adic case as well. Here enters as the most important
ingredient to our proof the fact that the p-adic Eichler-Shimura isomorphisms
can be interpolated in a Hida family, which was proved by Kings, Loeffler
and Zerbes [KLZ17] building on work of Ohta [Oht95]. This result enables
us to make the choices in Kitagawa’s construction canonical, which leads to
the desired p-adic L-function.
This work is based on the author’s PhD thesis [Füt19], where many addi-
tional details can be found. The author wants to thank his advisor Otmar
Venjakob and all the colleagues at the Mathematical Institute in Heidelberg
for their support.
Notations and conventions. In the whole work p denotes an odd prime.
We fix algebraic closures Q of Q, Qp of Qp and C of R and write Cp for the
p-adic completion of Qp.
We fix throughout the work a square root i ∈ C of −1. By a pair of
embeddings of Q, we mean a pair (ι∞, ιp) of embeddings ι∞ : Q C and
ιp : Q Qp ⊆ Cp. We provisionally fix such a pair of embeddings. This
fixes a choice of a compatible system of p-power roots of unity ξ = (ξn)n≥0
with ξn ∈ Qp(µp∞) by saying that the pair of embeddings should identify
ξ with the system (e2piip−n)n≥0 of p-power roots of unity in C. Our choice
of (ι∞, ιp) is only provisional, we may change it at some point in this work.
1Up to a sign which we cannot interpolate, see remark 3.25.
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When we do so we thus also have to change ξ. Our fixed choice of ξ = (ξn)n≥0
determines a uniformizer of B+dR which we denote by tdR.
We also fix a number field K and an embedding K ⊆ Q, which will play
the role of the coefficient field for modular forms. We write OK for its ring
of integers. The induced inclusion K ⊆ Qp induces a place of K above p
that we call p. We write L for the completion of K at p and O for its ring
of integers.
We normalize the reciprocity map from class field theory such that it maps
prime elements to arithmetic Frobenii. This is particularly important when
we view Dirichlet characters as Galois characters.
1. Modular forms and their motives
In this section we review the most important facts about the motive at-
tached to a modular newform and provide proofs for some facts for which
we do not have a reference.
1.1. Modular curves and Hecke correspondences. Fix an integer N ≥
4. If E S is a generalized elliptic curve in the sense of Deligne and
Rapoport [DR73, Déf. II.1.12], we consider the following types of level N
structures on E (see also [Con07, Def. 2.4.1–2]):
(a) A naive Γ(N)-structure on E is a homomorphism of group schemes
over S
ϕ :
(Z/N )2 E[N ]
such that there is an equality of effective Cartier divisors on E
E[N ] =
∑
(a,b)∈(Z/N)×2
[ϕ(a, b)]
and the above Cartier divisor meets each irreducible component in
each geometric fiber.
(b) A naive Γ1(N)-structure on E is a homomorphism of group schemes
over S
ϕ : Z
/
N E[N ]
such that the effective Cartier divisor∑
a∈(Z/N)×
[ϕ(a)]
is a subgroup scheme of E and meets each irreducible component in
each geometric fiber.
(c) An arithmetic Γ1(N)-structure on E is a closed immersion of group
schemes over S
φ : µN E[N ].
Because N ≥ 4, the functors that associate to a scheme S the set of iso-
morphism classes of pairs (E,ϕ), where E is a generalized elliptic curve
over S and ϕ is one of the aforementioned level structures, are representable
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by a scheme over Z, the so-called modular curves. We denote these by
X(N), X1(N) and X1(N)arith, respectively, and denote by Y (N), Y1(N)
resp. Y1(N)arith the open subschemes parametrizing actual (as opposed to
generalized) elliptic curves with level structures. All of these are finite flat
regular curves over Z which are finite étale over Z[1/N ].2 The generalized
elliptic curves over X(N) and X1(N) will be denoted by E(N) and E1(N)
and the universal elliptic curves over Y (N) and Y1(N) by E(N) and E1(N),
respectively. Each of the natural maps from any of the universal (general-
ized) elliptic curve to the corresponding modular curve will be denoted by
f .
We have natural a morphism X(N) X1(N), forgetting the second
coordinate. Over any commutative ring containing an N -th root of unity,
X1(N) and X1(N)arith become canonically isomorphic. Further we have the
well-known diamond operators and Hecke correspondences on these modu-
lar curves, which induce endomorphisms of cohomology groups attached to
those curves, called the diamond and Hecke operators. We omit a detailed
description of these and just refer to [Del71, (3.13)–(3.18)].
We will denote their analytifications by X(N)an, X1(N)an etc. (and simi-
larly for other schemes). Note that because C contains an N -th root of unity
there is no need to distinguish between the naive and arithmetic versions in
this case. It is well-known that Y1(N)an is isomorphic to the quotient of
the upper half plane h by the congruence subgroup Γ1(N) and X1(N) is
isomorphic to the quotient of the extended upper half plane h∗ = h ∪ P1(Q)
by Γ1(N). The point of exact order N in the fiber Eτ = C/(Z ⊕ Zτ) over
some τ ∈ h is 1/N . In contrast, Y (N)an is not isomorphic to the quotient
of h by Γ(N), but rather to a disjoint union of ϕ(N) copies of it (where ϕ is
the Euler totient function). This is because the quotient of h by Γ(N) only
parametrizes elliptic curves over C with Γ(N)-structure such that the two
points have a fixed Weil pairing, and there are ϕ(N) possible values for the
Weil pairing. See [DS05, §1.5], [DR73, Introduction, p. 15], [Kat04, §1.8].
We describe the analytification of E1(N). Define an action of Σ+ ..=
M2(Z) ∩GL+2 (Q) on C× h by
(1)
γ(z, τ) = (det(γ)(cτ + d)−1z, γτ) for γ =
(
a b
c d
)
∈ Σ+, z ∈ C, τ ∈ h
and let ε ..=
(
1 0
0 −1
)
act on C × h as ε(z, τ) ..= (z,−τ). It is then easy to
check that we get a well-defined action of Σ ..= M2(Z)∩GL2(Q) (which is the
monoid generated by Σ+ and ε) on C × h. The projection C × h h is
equivariant. We define further Eh as the quotient of C× h by the left action
of Z2 given by
(m,n)(z, τ) = (z +mτ + n, τ) (m,n ∈ Z)
2There is also the notion of an arithmetic Γ(N)-structure, and the corresponding moduli
functor is also representable, but it will play no role in this work. Moreover, for the Γ1(N)-
structures it would suffice to assume N ≥ 3.
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and let f : Eh h be the projection onto the second factor (alternatively,
define Λ as the image of
(2) Z2 × h C× h, (m,n, τ) (mτ + n, τ),
so we have
(3) Λ =
⋃
τ∈h
Z⊕ Zτ × {τ},
and put Eh ..= (C× h)/Λ). Then the previous action of M2(Z)∩GL2(Q) on
C× h descends to Eh. The analytification E1(N)an can be described as the
quotient of Eh by Γ1(N).
1.2. Modular forms. In this section we abbreviate X = X1(N)arith, E =
E1(N)
arith and denote by C be the divisor of cusps on X1(N)arith.
If f : E S is a generalized elliptic curve with unit section e : S
E we put ωE/S = e∗Ω1E/S . This is a line bundle on S which is canonically
isomorphic to f∗Ω1E/S and stable under base change, see [DR73, Prop. I.1.6
(ii)].
For any commutative ring R we let
Mk(Γ1(N), R) ..= H
0(X1(N)
arith
/R , (ω
k−2
E/X
⊗
OX
Ω1X(C))/R)
be the R-module of modular forms of level N and weight k with coefficients
in R and
Sk(Γ1(N), R) ..= H
0(X1(N)
arith
/R , (ω
k−2
E/X
⊗
OX
Ω1X)/R)
the submodule of cusp forms. Here the subscript “/R” means base change
to R (over Z). With this definition we have that if R is a subring of C then
Mk(Γ1(N), R) and Sk(Γ1(N), R) can be canonically identified with classical
modular resp. cusp forms for the congruence subgroup Γ1(N) and weight
k all of whose Fourier coefficients lie in R,3 and in general we have for
any commutative ring R and any commutative flat R-algebra S canonical
isomorphisms
Mk(Γ1(N), S) = Mk(Γ1(N), R)⊗
R
S, Sk(Γ1(N), S) = Sk(Γ1(N), R)⊗
R
S.
The modules we just introduced carry actions of Hecke and diamond op-
erators which we denote by T` for all primes and 〈d〉 for d ∈ (Z/N)×. They
are induced by the correspondences mentioned before and coincide with the
classical ones if R is a subring of C. We denote the Hecke algebras for these
modules by Tk(N,R) and tk(N,R) (with T for modular and t for cusp
forms). Using the diamond operators we can then define the subspaces with
fixed nebentype ψ : (Z/N)× R×, which we denote by Mk(Γ1(N), ψ,R)
3At this point we need that we work with the arithmetic modular curve, see [Con07,
Rem. 4.4.2]. The problem is that the cusp at infinity which belongs to the Tate curve is
not defined over Z on the naive modular curve, but only over Z[µN ], while for X1(N)arith
it is defined over Z; see also [DI95, Rem. 12.3.6].
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and Sk(Γ1(N), ψ,R), respectively. Their Hecke algebras will be denoted by
Tk(N,ψ,R) and tk(N,ψ,R), respectively.
For the reasons explained at the end of the previous section, if we consider
the analogous definitions with the curve X1(N)arith replaced by X(N) we
do not get the classical space of Γ(N)-modular forms over C, but rather a
direct sum of ϕ(N) copies of it. Nonetheless denote the resulting modules
by
Mk(Γ(N), R), Sk(Γ(N), R)
although this is not the standard notation in the literature.
We an call f ∈ Sk(Γ1(N), R) for some commutative ring R a newform if
it is an eigenform and moreover there does not exist a proper divisor M | N ,
a finite ring extension S of R and g ∈ Sk(Γ1(M), S) which is an eigenvector
of almost all Hecke operators with the same eigenvalues as f . It is easy to
see that this is equivalent to the classical definition whenever R is a subring
of C (see Miyake, Thm. 4.6.12, Thm. 4.6.14).
1.3. Motives for modular forms. We briefly review Scholl’s construction
of motives for modular forms from [Sch90].
Fix N ≥ 4, k ≥ 2. In this section we consider the modular curves as
curves over Q, but often we omit writing down the base change from Z to Q
explicitly. We define preKS(N, k) to be the (k− 2)-fold fiber product of the
universal generalized elliptic curve E(N) with itself over X(N), which is a
singular projective variety over Q. By [Sch90, Thm. 3.1.0] it has a canonical
desingularisation KS(N, k) which is called the Kuga-Sato variety of level N
and weight k.
We have natural actions on preKS(N, k) of the groups (Z/N)2 (acting
on the torsion basis in each fiber), {±1} (by inversion on E(N)) and the
symmetric group Sk−2 (by permuting the factors). This gives rise to an
action of
G(N, k) ..=
( (Z/N )2 o {±1})k−2 oSk−2
on preKS(N, k) which extends to KS(N, k).
Definition 1.1. Let ε : G(N, k) {±1} be the character that is trivial
on each factor Z/N , is the product map on {±1}k−2 and the sign on Sk−2.
Then let piε ∈ Q[Γk] be the projector onto the ε-eigenspace and define a
Chow motive NkW ..= (KS(N, k), piε).
The Hecke correspondences extend to correspondences on KS(N, k) and
thus induce endomorphisms of the motive NkW. This defines actions of Hecke
operators on NkW, and thus also on its realizations. Further the action of
GL2(Z/N) on E(N) Y (N) also carries over to endomorphisms of NkW.
We now fix a newform f ∈ Sk(Γ1(N),K) with coefficients in the number
field K. In [Sch90, §4.2.0], Scholl explains that if we view NkW ⊗Q K as a
Grothendieck motive, then one can decompose NkW into Hecke eigenspaces,
so that the following definition makes sense.
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Definition 1.2. The motive M(f) attached to f is the (Grothendieck)
submotive of NkW ⊗Q K on which the Hecke operator T` acts precisely by
the Hecke eigenvalue a` for all primes ` - N (where the a` are the Hecke
eigenvalues of f) and where the subgroup(
1 ∗
0 ∗
)
⊆ GL2
(Z/N )
acts trivially.
Regarding the Betti and p-adic realizations, we have the following.
Theorem 1.3. The Betti realization of NkW is the parabolic cohomology group
N
kWB = H1p(Y (N)an, Symk−2 R1f∗Q).
The action of GR comes from its natural action on Y (N)an and E(N)an and
the resulting GR-sheaf structure on Symk−2 R1f∗Q.
The p-adic realization of NkW is
N
kWp = H1p,ét(Y (N)×
Z
Q,Symk−2 R1f∗Qp).
It has Hodge-Tate weights k − 1 and 0.
Proof. [Sch90, Thm. 1.2.1 and §1.2.0–1] 
The isomorphism comes each time from the Leray spectral sequence for
the morphism KS(N, k) X(N). The corresponding realization ofM(f)
is by construction the subspace where the Hecke operator T` acts precisely
by the Hecke eigenvalue a` for all primes ` - N (where the a` are the Hecke
eigenvalues of f) and where the subgroup(
1 ∗
0 ∗
)
⊆ GL2
(Z/N )
acts trivially. In particular, the p-adic realization ofM(f) is Deligne’s Galois
representation attached to f .
We will describe the de Rham realization in section 1.4.2.
Using monodromy and the fact that X(N)an is isomorphic to a disjoint
union of ϕ(N) copies of the quotient of the upper half plane by Γ(N) we can
describe NkWB more explicitely as
(4) NkWB ∼=
⊕
ϕ(N)
H1p(Γ(N), Sym
k−2Q2)
and similarly for NkWp. Here we need to be a bit precise because this iso-
morphism depends on two choices. First we need to choose a base point on
the universal cover of (each connected component of) Y (N)an, which is the
upper half plane h, and we choose i ∈ h for this. Second, we need to choose
a basis of the fiber of the representation Symk−2 R1f∗Q at this base point.
Such a choice is induced by choosing a base of the homology H1(Ei,Q) (where
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Ei = C/(Z ⊕ Zi)) and we choose the ordered basis (i, 1) for this homology
group.
The representation Symk−2Q2 of GL2(Q) is canonically isomorphic to
the space of homogeneous polynomials of degree k− 2 in two variables X,Y
over Q, where a matrix
(
a b
c d
) ∈ GL2(Q) acts by sending X to aX + cY
and Y to bX + dY (and similarly for other coefficient rings). Thus we
will denote elements of Symk−2Q2 as homogeneous polynomials. In the
context of group cohomology double coset operators are described e. g. in
[Shi94, §8.3] or [Hid86, §4, p. 563], in particular this describes the action of
Hecke and diamond operators. Moreover, the action of complex conjugation
corresponds to the action of the matrix
ε =
(
1 0
0 −1
)
(i. e. the double coset operator [Γ(N)εΓ(N)]).4
1.4. The Eichler-Shimura isomorphism and the comparison isomor-
phism. The purpose of this section is to prove the well-known fact that the
two maps alluded to in the title are the same.
1.4.1. The Eichler-Shimura isomorphism. The Eichler-Shimura isomorphism
relates the space of cusp forms to the parabolic cohomology group of the lo-
cal system Symk−2 R1f∗Z on a modular curve. We recall the construction of
the Eichler-Shimura map from [Kat04, §4.10].
In this whole section we write Y for either Y (N)an or Y1(N)an, f : E
Y for the universal elliptic curve over it and X for the corresponding com-
pactification.
We have a commutative diagram with exact rows of sheaves on E
0 C OE Ω1E 0
0 C⊗C f−1OY OE Ω1E/Y 0
which yields a commutative square of morphisms of complexes of sheaves on
E
Ω•E Ω
•
E/Y
C[0] C⊗C f−1OY [0]
qis qis
4This is correct with the choice of basis described before; the other obvious choice (1, i)
would lead to ε being replaced by −ε.
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in which the vertical maps are quasi-isomorphisms. By applying R1f∗ to
this square and using the projection formula, we obtain the diagram
(5)
R1f∗Ω•E R
1f∗Ω•E/Y
R1f∗C R1f∗C⊗C OY R1f∗R⊗R OY
∼ ∼
in which the vertical maps are isomorphisms. The Hodge filtration ofR1f∗Ω•E/Y
is given by the injection
(6) ωE/Y R1f∗Ω•E/Y ,
which comes from applying R1f∗ to the morphism of complexes
Ω1E/Y [−1] Ω•E/Y .
We take (k − 2)-th powers and then tensor with Ω1Y over OY . Using the
above isomorphism, this gives us a map
(7) ωk−2E/Y ⊗OY
Ω1Y Sym
k−2
OY (R
1f∗Ω•E/Y ) ⊗OY
Ω1Y
∼ Symk−2OY (R1f∗R⊗R OY ) ⊗OY
Ω1Y = Sym
k−2
R R
1f∗R⊗
R
Ω1Y .
Let us write DkR for Symk−2R R1f∗R for R = R or R = C in the following.
On the other hand, we have an exact sequence
0 C OY d Ω1Y 0
which we tensor over R with the (locally free, hence flat) sheaf DkR to obtain
(8) 0 DkC DkR ⊗R OY
d DkR ⊗R Ω
1
Y 0.
Definition 1.4. The Eichler-Shimura map is defined to be the composition
(9) Sk(Γ,C) = H0(X,ωk−2E/X ⊗OX
Ω1X) H
0(Y, ωk−2E/Y ⊗OY
Ω1Y )
H0(Y,DkR ⊗R Ω
1
Y ) H
1(Y,DkC)
where the first map is the restriction map, the second map is induced by
(7) and the third map is the boundary homomorphism in the long exact
cohomology sequence attached to (8). Then its image lies in the parabolic
cohomology group H1p(Y,DkC), so the Eichler-Shimura map goes
ES: Sk(Γ,C) H1p(Y, Symk−2 R1f∗C).
Denote by Sk(Γ,C) the complex conjugate vector space of Sk(Γ,C), which
we identify with the space of antiholomorphic modular forms.
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Theorem 1.5. The Eichler-Shimura map induces a Hecke equivariant iso-
morphism of complex vector spaces
ES⊕ ES: Sk(Γ,C)⊕ Sk(Γ,C) ∼ H1p(Y, Symk−2 R1f∗C).
There is also the variant for modular forms
ES⊕ ES: Mk(X,C)⊕ Sk(Γ,C) ∼ H1c(Y,Symk−2 R1f∗C).
There is a more classical description of the Eichler-Shimura isomorphism
using group cohomology which has the advantage of being rather explicit.
This description is used e. g. in the classical reference [Shi94, chap. 8], al-
though in a slightly different formulation. We briefly describe it here, for
simplicity only for the Γ1(N) situation. So for the moment we specialize to
the case X = X1(N)an, Y = Y1(N)an and put Γ = Γ1(N). As explained at
the end of section 1.3
(10) H1p(Y, Sym
k−2 R1f∗C) ∼= H1p(Γ, Symk−2C2).
We view the element of the latter grounp as inhomogeneous cocycles on Γ
with values in the space of homogeneous polynomials over C of degree k− 2
in two variables X,Y .
Proposition 1.6. (a) The Eichler-Shimura isomorphism followed by (10)
maps f ∈ Sk(Γ,C) to the cocycle
γ
∫ γτ0
τ0
ωf , γ ∈ Γ
with ωf = (2pii)k−1(zX + Y )k−2fdz (a Symk−2C2-valued 1-form)
and τ0 ∈ h being a lift of the base point in Y .
(b) The Eichler-Shimura isomorphism followed by (10) maps g ∈ Sk(Γ,C)
to the cocycle
γ
∫ γτ0
τ0
ωg, γ ∈ Γ
with ωg = (−2pii)k−1(zX + Y )k−2gdz and τ0 as before. Here, the g
in the definition of ωg literally means the complex conjugate function
of the C-valued function g.
Proof. The first statement is well-known (although note that the precise
formula depends on the choice of a basis described on page 7). The second
statement follows easily from the first one applying the definitions and basic
properties of the complex curve integral. 
Now we examine how the complex conjugation on H1p(Y,Sym
k−2 R1f∗Z)
behaves under the Eichler-Shimura isomorphism. This works again in the
general setting, so X may now be X(N)an, Y may be Y (N)an and so
on. The action of GR on Y and the fact that Symk−2 R1f∗Z is a GR-
sheaf gives an action of GR on H1p(Y,Sym
k−2 R1f∗Z) and hence also on
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H1p(Y,Sym
k−2 R1f∗C) = H1p(Y, Symk−2 R1f∗Z) ⊗ C, where we let GR act
trivially on the second tensor factor C.
Definition 1.7. We define an action of GR on Sk(Γ,C)⊕Sk(Γ,C) by letting
the nontrivial element act as
f ⊕ g − (g∗ ⊕ f∗),
where f∗ denotes the dual cusp form
f∗ =
∞∑
n=1
anq
n
of a cusp form5
f =
∞∑
n=1
anq
n ∈ Sk(Γ,C).
Lemma 1.8. With the above definition, the Eichler-Shimura isomorphism
is GR-equivariant.
Proof. To simplify notation, we give the argument only in the case X =
X1(N), so Γ = Γ1(N); the proof for X = X(N) works similar. For g ∈
Sk(Γ1(N),C) let
ug : γ
∫ γτ0
τ0
ωg, γ ∈ Γ,
with ωg = (−2pii)k−1(zX+Y )k−2gdz being the cocycle from proposition 1.6.
We have to check that complex conjugation on H1p(Γ,Sym
k−2C2) sends uf
to −uf∗ for f ∈ Sk(Γ1(N),C). The action of complex conjugation is given
by the matrix ε, explicitely it maps a cocycle u to the cocycle
γ εu(εγε).
Applying this to uf the claim follows from a straightforward calculation.

1.4.2. The de Rham realization. For describing the de Rham realization we
need to use the language of log schemes [Kat89]; we follow [DFG04, §1.2.4].
The cuspidal divisor C = X(N) r Y (N) defines a logarithmic structure
on X(N) and its preimage in E(N) defines a logarithmic structure on E(N).
We denote by f the sheaf of logarithmic relative differentials, see [Kat89,
§1.7] (it is denoted ω in the reference [DFG01] and Ω in [Kat89], but we want
to avoid any confusion with the usual differentials or the sheaf ω defined in
section 1.2).
We consider the logarithmic de Rham complex
f•
E(N)/X(N)
= (OX(N)
↑
0
d f1
E(N)/X(N)
)
5This is to be understood in each of the ϕ(N) components separately in the case
Γ = Γ(N).
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(here and in the following, a “0” below a complex indicates degree 0) and
put
E = R1f∗f•E(N)/X(N), Ek = Symk−2OX(N)E , Ek,c = Ek(−C).
The logarithmic Gauß-Manin connection on E
∇ : E E ⊗
OX(N)
f1X(N)
induces flat logarithmic connections on Ek and Ek,c which we denote by ∇k
and ∇k,c, respectively. We denote the complexes of sheaves on X(N) defined
by these connections by E•k and E•k,c, respectively.
Theorem 1.9. The de Rham realization of NkW is
N
kWdR = image(H1(X(N), E•k,c) H1(X(N), E•k ))⊗Q.
Proof. [DFG01, §2.2, p. 15] 
We will also need the Hodge realization.
Proposition 1.10. The Hodge filtration of the de Rham realization of NkW
is given by
fili NkWdR =

N
kWdR for i ≤ 0,
Sk(Γ(N),Q) for 1 ≤ i ≤ k − 1,
0 for i ≥ k.
Proof. [Kat04, (11.2.5)] 
We will now describe explicitly where the embedding of the intermediate
filtration step Sk(Γ(N),Q) comes from. Over Y (N), ωE(N)/Y (N) is isomor-
phic to f∗Ω1E(N)/Y (N) and E is isomorphic to R1f∗Ω•E(N)/Y (N), and this gives
a canonical map
ωE(N)/Y (N) E|Y (N)
just as in (6), which is just the Hodge filtration of E|Y (N). It can be extended
to the cusps to give a morphism
(11) ωk−2
E(N)/X(N)
⊗
OX(N)
Ω1X(N) Ek,c ⊗OX(N)
f1X(N).
The injection
Sk(Γ(N),Z) H1(X(N), E•k,c)
is then obtained by considering ωk−2
E(N)/X(N)
⊗OX(N) Ω1X(N) as a complex con-
centrated in degree 1, which via (11) gives us a morphism of complexes
(ωk−2
E(N)/X(N)
⊗
OX(N)
Ω1X(N))[−1] E•k,c
to which we can apply H1.
We also want to say how the cokernel of the above injection, i. e. gr0 NkWdR,
looks like.
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Proposition 1.11. We have canonically
gr0 NkWdR = H1(X(N)/Q, (ω2−kE(N)/X(N))/Q) ∼= Sk(Γ(N),Q)
∨.
Here (·)∨ denotes the dual Q-vector space and the last isomorphism comes
from Serre duality.
Proof. [DFG01, p. 15/16] 
Corollary 1.12. The Hodge realization of NkW is
N
kWH = H1(X(N)/Q, (ω2−kE(N)/X(N))/Q)⊕ Sk(Γ(N),Q)
with the first summand sitting in degree 0 and the second summand sitting
in degree k − 1.
1.4.3. The complex comparison isomorphism. A description of the complex
comparison isomorphism of NkW is given in [DFG01, §2.2]. We recall this
here and refer to this text for more details.
Write j : Y (N) X(N) for the inclusion. Via the analytification map
X(N)an X(N) ×Z C, we can pull back all the involved sheaves and
connections to the analytic setting. By abuse of notation, we write j also for
the analytic inclusion. In [DFG01, §2.2] it is proved that this does not change
the cohomology groups and the de Rham realization (over C, of course). So
we can work in the analytic category and write for the rest of the section
X = X(N)an, Y = Y (N)an and E = E(N)an.
In this section, let us write again DkC = Symk−2C R1f∗C, as we did in
section 1.4.1. We further use some of the notation from section 1.4.2. Write
G•k for the restriction of E•k or E•k,c to Y (both are the same), which is by
definition just the complex
(Gk
↑
0
Gk ⊗OY
Ω1Y ), with Gk = Symk−2OY R1f∗Ω•E/Y .
Using (5) and taking (k − 2)-th symmetric powers, one can construct an
exact sequence
(12) 0 DkC Gk Gk ⊗OY
Ω1Y 0,
where the right map is just the restriction of the connection ∇k to Y . This
means that the two right entries in this sequence are precisely the complex
G•k , so this gives rise to a quasi-isomorphism of complexes
G•k DkC[0]
which after applying H1 gives an isomorphism
H1(Y,G•k) ∼ H1(Y,DkC).
The exact sequence above can be extended to the cusps to
(13) 0 j!DkC Ek,c Ek,c ⊗OX
f1X 0
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where the right map is now ∇k,c. This gives in the same way an isomorphism
H1(X, E•k,c) ∼ H1c(Y,DkC).
Finally, the restriction morphism
H1(X, E•k ) H1(Y,G•k)
is an isomorphism by [DFG01, §2.4, p. 21].
We assemble the isomorphisms we have so far in a diagram
(14)
H1(X, E•k,c) H1(X, E•k ) H1(Y,G•k)
H1c(Y,DkC) H1(Y,DkC).
(1) ∼
∼ ∼
(2)
The image of the map (1) is NkWdR⊗C and the image of the map (2) is NkWB⊗
C. Therefore this provides us with the desired comparison isomorphism
N
kWdR ⊗ C ∼ NkWB ⊗ C.
1.4.4. Relating Eichler-Shimura and the comparison isomorphism. In this
section we prove the compatibility of the Eichler-Shimura isomorphism with
the canonical map from cusp forms to the de Rham realization of NkW from
the Hodge filtration (see proposition 1.10) and the comparison isomorphism
from section 1.4.3. This is also stated without proof in [Kat04, §11.3].
Theorem 1.13. The diagram
Sk(Γ(N),C)
N
kWdR ⊗ C NkWB ⊗ C
Hodge ES
∼
commutes. Here the left map comes from the Hodge filtration of NkWdR as in
proposition 1.10, the right map is the Eichler-Shimura map and the bottom
map is the comparison isomorphism.
Proof. In this proof, we abbreviate X = X(N)an, Y = Y (N)an and E =
E(N)an.
From (5) we have an isomorphism
(15) Gk ∼= DkC ⊗C OY
and this allows us to identify the exact sequence (8) used in the definition
of the Eichler-Shimura map with the exact sequence (12) used to define the
A p-ADIC L-FUNCTION WITH CANONICAL MOTIVIC PERIODS FOR HIDA FAMILIES15
comparison isomorphism to obtain a commutative diagram with exact rows
(16)
0 DkC DkC ⊗C OY DkC ⊗C Ω1Y 0
0 DkC Gk Gk ⊗OY Ω1Y 0.
∼∼
Using this and the definition of the map from the Hodge filtration (labelled
“Hodge” below), we extend the diagram (14), which is part (1) below, to
H0(X,ωk−2
E/X
⊗OX Ω1X) H0(Y, ωk−2E/Y ⊗OY Ω1Y ) H0(Y,DkC ⊗C Ω1Y )
(3) (4)
(2) H0(Y,Gk ⊗OY Ω1Y )
H1(X, E•k,c) H1(X, E•k ) H1(Y,G•k)
(1) (5)
H1c(Y,DkC) H1(Y,DkC),
Hodge
∼ (15)
∂
∂
∼
∼ ∼
where the two maps labelled “∂” are boundary maps in the long exact co-
homology sequences attached to the short exact sequences (8) and (12),
respectively.
We want to prove that the outermost (dashed) arrows coincide, since the
composition along the lower dashed arrow is the composition of the Hodge fil-
tration map with the comparison isomorphism, while the composition along
the upper dashed arrow is the Eichler-Shimura map. We prove this by show-
ing that each of the partial diagrams (1)–(5) commutes.
We know already that (1) commutes. That (2) commutes is clear since
both ways are basically the same map. Part (3) commutes just by definition
of the map ωk−2E/Y ⊗OY Ω1Y DkC⊗CΩ1Y in (7). Part (4) commutes because
(16) commutes.
To see that (5) commutes, we are hence left to prove that the boundary
map
H0(Y,Gk ⊗OY
Ω1) H1(Y,DkC)
for the exact sequence (12) is equal to the composition of the map
H0(Y,Gk ⊗OY
Ω1) H1(Y,G•k)
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induced by the inclusion of complexes
(Gk ⊗OY
Ω1)[−1] G•k
with the comparison isomorphism. By the description of the comparison
isomorphism in section 1.4.3, this follows from a standard fact in homological
algebra, see [Wei94, Ex. 1.5.6]. 
1.5. Refinements. Recall that we fixed a number field K with ring of in-
tegers OK .
From the classical viewpoint on modular forms as functions on the upper
half plane it is clear that we have an inclusion ofOK-modules Sk(Γ1(N),OK)
Sk(Γ1(Np),OK). One has to be careful here because this inclusion does not
respect the action of Tp (but it does respect all the other Hecke operators).
Let f ∈ Sk(Γ1(N), ψ,OK) be an eigenform away from the level (i. e. it is
an eigenvector of all the operators T` for all primes not dividing N and 〈d〉
for d ∈ (Z/N)×) and denote the eigenvalue of T` by a` for primes ` - N . We
look at the polynomial
(17) X2 − apX + ψ(p)pk−1
and call its roots α and β; we assume without loss of generality that OK
is large enough to contain both of them. Then define two functions on the
upper half plane by
fα(τ) = f(τ)− βf(pτ), fβ(τ) = f(τ)− αf(pτ) (τ ∈ h).
The following statement is well-known and easy to check.
Proposition 1.14. The functions fα and fβ define cusp forms in Sk(Γ1(Np), ψ,OK),
where ψ is now viewed as a character of (Z/Np)×. They are eigenforms away
from the level with the same eigenvalues as f and they are moreover eigen-
vectors of Tp with eigenvalues α and β, respectively. If f was a normalized
eigenform, then so are fα and fβ, with the same eigenvalues for all Hecke
operators except Tp.
Definition 1.15. The forms fα and fβ are called the refinements of f at p.
They are also commonly referred to as the p-stabilisations of f .
Note that if p | N then one of α and β equals ap and the other one is
0, so one of fα and fβ is just f itself. Also note that if f is ordinary at p,
then exactly one of α, β is a unit in OK (called the unit root; without loss
of generality assume it is α). In this case fα is again ordinary, while fβ isn’t,
so there is a unique ordinary refinement.
Fix integers M,N ≥ 4 with N | M . Using the moduli description we
define two morphisms between modular curves
σM,N : X(M) X(N), (E,P,Q)
(
E,
M
N
P,
M
N
Q
)
,
θM,N : X(M) X(N), (E,P,Q)
(
E
/
NP ,P,Q
)
,
A p-ADIC L-FUNCTION WITH CANONICAL MOTIVIC PERIODS FOR HIDA FAMILIES17
and similarly, denoted by the same symbols,
σM,N : X1(M) X1(N), (E,P )
(
E,
M
N
P
)
,
θM,N : X1(M) X1(N), (E,P )
(
E
/
NP ,P
)
,
and call them the change of level morphisms. Further we define morphisms
(18)
ΣM,N : E(M) E(N), (E,P,Q, x)
(
E,
M
N
P,
M
N
Q, x
)
,
ΘM,N : E(M) E(N), (E,P,Q, x)
(
E
/
NP ,P,Q, x
)
,
ΣM,N : E1(M) E1(N), (E,P, x)
(
E,
M
N
P, x
)
,
ΘM,N : E1(M) E1(N), (E,P, x)
(
E
/
NP ,P, x
)
lying over the ones from before (where in each case x denotes a point of E).
It is easy to see that the diagrams
(19)
E?(M) E?(N)
X?(M) X?(N),
where “?” is either 1 or nothing, the vertical maps are f and the horizontal
ones are either ΣM,N and σM,N or ΘM,N and θM,N , are cartesian in all cases.
Proposition 1.16. For each k ≥ 2, the maps introduced above induce mor-
phisms of motives
σM,N , θM,N :
N
kW MkW.
We call them change of level morphisms, too.
Proof. It is clear that both ΣM,N and ΘM,N induce morphisms preKS(M,k)
preKS(N, k). By construction it is easy to see that these are equivari-
ant for the actions of the groups G(M,k) resp. G(N, k) introduced in sec-
tion 1.3 (via the natural morphism G(M,k) G(N, k)). Hence the
graphs of these morphisms in preKS(N, k) ×Q preKS(M,k) are invariant
under G(N, k) × G(M,k). Since the actions extend to the desingularisa-
tions, the same thus holds for the closures of their preimages under the
morphism KS(N, k) ×Q KS(M,k) preKS(N, k) ×Q preKS(M,k), and
they are still closed subvarieties of codimension dim KS(N, k). Hence we get
induced morphisms of motives. 
The morphisms thus induce maps on all realizations of NkW. In particular,
by looking at the intermediate step in the Hodge filtration on de Rham
realizations and using proposition 1.10, we get maps
(20) σM,N , θM,N : Sk(Γ(N),Q) Sk(Γ(M),Q).
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Proposition 1.17. After tensoring with C, we have:
(a) The map σM,N : Sk(Γ(N),C) Sk(Γ(M),C) sends an f , viewed
as function on the upper half plane,6 to itself.
(b) The map θM,N : Sk(Γ(N),C) Sk(Γ(M),C) sends an f , viewed
as function on the upper half plane, to the function τ
(
M
N
)k
f(MN τ).
Proof. Let ϑ stand for either σM,N or θM,N . Because the diagrams (19) are
cartesian and the formation of ω is compatible with base change, we have a
canonical isomorphism ϑ∗ωE(N)/X(N)
∼ ωX(M), so ϑ induces a morphism
(∗) H0(X(N), ω⊗k
E(N)/X(N)
) H0(X(M), ω⊗k
E(M)/X(M)
).
Since the explicit descriptions of the realizations of NkW come from the Leray
spectral sequence for the morphism KS(N, k) X(N) (see theorem 1.9),
the morphism (20) is the restriction of the morphism (∗) (tensored with Q) to
Sk(Γ(N),Q). The morphism (∗) can be constructed analogously with X(N)
replaced by X1(N). For simplicity and to avoid the technical complications
mentioned in footnote 6, we prove the claim for this morphism instead; it is
clear that the actual statement can be proved in the same way.
To prove this, we define maps
ΣanM,N : C× h C× h, (z, τ) (z, τ)
ΘanM,N : C× h C× h, (z, τ) (MN z, MN τ)
σanM,N : h h, τ τ
θanM,N : h h, τ
M
N τ
and show that they induce the corresponding maps named in the same way
without “an” on the analytifications of the modular curves. To simplify the
notation, we henceforth omit the subscripts “M,N ”. First observe that obvi-
ously Σan lies over σan and Θan lies over θan. Next we check that Σan and
Θan are compatible with the matrix action introduced in (1). For Σan this
is trivial. For Θan we note that it is just the action of the matrix
(
M/N
1
)
and that (
M/N
1
)
Γ1(M)
(
M/N
1
)−1
⊆ Γ1(N).
Hence we get induced maps
Σan,Θan : Γ1(M)
∖
(C× h) Γ1(N)
∖
(C× h)
and analogously with σan and θan. Finally we need to check that for the
“relative lattice” Λ ⊆ C × h introduced in (2) we have Σan(Λ),Θan(Λ) ⊆ Λ.
But this is clear from the representation (3) and the definitions of Σan and
Θan.
6Strictly speaking, since we use the modular curve X(N) here, f is a ϕ(N)-tuple
of functions on the upper half plane, where ϕ(N) is the Euler totient function. The
description of the map given here has to be applied to each entry in the tuple.
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To summarize, we now have commuting maps
E1(M)
an E1(N)
an E1(M)
an E1(N)
an
Y1(M)
an Y1(N)
an Y1(M)
an Y1(N)
an.
Σan
f f
σan
Θan
f f
θan
In terms of the moduli description by definition the maps are given by
Σan
(
Eτ ,
1
M , z
)
=
(
Eτ ,
1
N , z
)
, Θan
(
Eτ ,
1
M , z
)
=
(
EM
N
τ ,
1
N ,
M
N z
)
(where Eτ = C/(Z⊕Zτ) etc.). We need to compare this to the definitions in
(18). For Σ it is clear that the definitions are compatible because MN · 1M = 1N .
For Θ we note that MN (Z⊕Zτ) ⊆ Z⊕ MN Zτ , so the multiplication-by-MN map
C C induces a surjective homomorphism Eτ EM
N
τ with kernel
N
M . Hence as a point in the moduli space E1(N)
an we have(
EM
N
τ ,
1
N
,
M
N
z
)
=
(
Eτ
/
N
M
,
1
M
, z
)
,
so the definitions of Θ are also compatible.
Now statement (a) is clear. For (b) we identify f with the differential
form f˜(2piidz)⊗k on h, i. e. its image under the canonical map
Sk(Γ1(N),C) H0(h, (ωEh/h)
k)
(where ωEh/h
..= f∗Ω1Eh/h and z is a coordinate on C). Then θ sends f to
(θan)∗(f˜(2piidz)⊗k) = (f˜ ◦θan)(2piid(z◦Θan))⊗k =
(
M
N
)k
(f˜ ◦θan)(2piidz)⊗k.

Corollary 1.18. Let N ≥ 4, f ∈ Sk(Γ1(N)arith,K) be an eigenform away
from the level and let α, β be the roots of the p-th Hecke polynomial (17).
Assume that they lie in K and that K contains the Np-th roots of unity.
Then there exist two canonical morphisms of motives
Refα,Refβ :
N
kW ⊗
Q
K NpkW ⊗Q K
such that the induced morphisms on the intermediate step in the Hodge fil-
tration on de Rham realizations Sk(Γ(N),K) Sk(Γ(Np),K) map f to
its two refinements fα and fβ, respectively.
Proof. Just define the morphisms as σNp,N + p−kγθNp,N for γ ∈ {α, β} with
σ and θ as in proposition 1.16. The claim then follows from the definition of
the refinements and proposition 1.17. 
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1.6. Poincaré duality. At this point we need the Atkin-Lehner operator
and the adjoint Hecke algebra. From the classical point of view the Atkin-
Lehner operator [wN ] on Sk(Γ1(N),C) is given by the action of the matrix
wN =
(
0 −1
N 0
)
.
Using this we define the adjoint Hecke operator T ι` (for any prime `) to be
[wN ]T`[wN ]
−1 and similarly for diamond operators (for these we actually
have 〈d〉ι = 〈d〉−1). Replacing the original Hecke operators by the adjoint
ones in the definition of Hecke algebras we obtain adjoint Hecke algebras,
which we denote by Tιk(N,R) etc.
The Atkin-Lehner operator has a description as an involution wN of the
moduli space Y1(N)arith for which we refer to [FK12, p. 1.4.2] inducing en-
domorphisms of cohomology groups of Y1(N)arith. On modular forms this
recovers the previous classical description.
The theory of Poincare duality for Chow motives (see [Lev98, §VI.1,
§VI.2.1.5]) applied to NkW yields the following result (see also [DFG01, §2.4–
5] for more details, where our motive NkW is denoted M! or MN,!).
Theorem 1.19. There is a perfect pairing of motives
(21) 〈·, ·〉 : NkW × NkW Q(1− k).
The adjoints of the Hecke operators Tp and 〈d〉 with respect to this pairing
are T ιp and 〈d〉ι, respectively.
Of course this pairing yields perfect pairings on each realization. More-
over, these pairings on the realization are compatible with the comparison
isomorphisms in the following sense: If ?1, ?2 ∈ {B, dR, p} and B is the period
ring using to compare the ?1- and ?2-realizations (i. e. B ∈ {C,Qp,BdR}),
then the diagram
(NkW?1 ⊗B)× (NkW?1 ⊗B) Q(1− k)?1 ⊗B
(NkW?2 ⊗B)× (NkW?2 ⊗B) Q(1− k)?2 ⊗B
〈·, ·〉?1
∼ ∼
〈·, ·〉?2
commutes (where the vertical maps are the comparison isomorphisms).
Via the Eichler-Shimura isomorphism, we can view the Betti realization
of the pairing 〈·, ·〉 as a pairing on the space Sk(Γ,C)⊕Sk(Γ,C). It is closely
related to the Petersson scalar product on Sk(Γ,C), which we denote by
〈·, ·〉Pet.
Proposition 1.20. We have
〈ES(f1 ⊕ g1),ES(f2 ⊕ g2)〉 = C ·
(
〈f1, g2〉Pet + (−1)k+1〈f2, g1〉Pet
)
with a nonzero constant C ∈ C× depending only on k.
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Proof. [DFG04, (10), p. 680] 
Via the exact sequence
0 Sk(Γ(N),Q) NkWdR H1(X(N), ω2−kX(N)) 0
coming from the Hodge filtration, the pairing on the de Rham realization
induces a perfect pairing
Sk(Γ(N),Q)×H1(X(N), ω2−kX(N)) Q(1− k)dR
which coincides with the Serre duality pairing under the canonical identifica-
tion Q(1−k)dR ∼= Q. To see that this is well-defined, it suffices to check that
the pairing 〈·, ·〉dR restricted to fil0 NkWdR = Sk(Γ(N),Q) vanishes, which by
theorem 1.13 is equivalent to the vanishing of the pairing on Sk(Γ(N),C)
induced by the pairing 〈·, ·〉B via the Eichler-Shimura isomorphism, and this
follows immediately from proposition 1.20. From this we obtain the following
corollary.
Corollary 1.21. Let f be a newform with coefficients in the number field
K. The space gr0M(f)dR is canonically isomorphic to the dual space of the
subspace of Sk(Γ1(N),K) generated by f [wN ].
Since it may be handy to have the Hecke operators self-adjoint, it is com-
mon to modify the pairing in the following way: Let
〈·, ·〉ιB ..= 〈·, ·[wN ]〉B
where wN is the Atkin-Lehner involution (we will use this only on the Betti
realization). This modified version is also called twisted Poincaré duality
pairing by some authors. It is clear that the Hecke operators are self-adjoint
with respect to it. We will not use the modified pairing too much, but some
statements are easier to formulate using the modified version. The following
statement is easily checked after tensoring with C using the description in
terms of the Petersson scalar product.
Lemma 1.22. Let f be a newform with coefficients in the number field K.
The pairing 〈·, ·〉ιB restricts to perfect pairings
M(f)±B ×M(f)∓B K(1− k),
while its restriction toM(f)±B ×M(f)±B vanishes.
2. Modular symbols and Hida families
2.1. General and classical modular symbols. Fix N ≥ 4. Let Σ ..=
GL2(Q)∩M2(Z). The group GL2(Q) acts on P1(Q) = Q∪{∞} by fractional
linear transformations. Let Div(P1(Q)) be the free abelian group over the set
P1(Q) and let Div0(P1(Q)) be the subgroup consisting of elements of degree
0. The left action of GL2(Q) on P1(Q) induces a left action of GL2(Q) on
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Div(P1(Q)) and Div0(P1(Q)). LetM be an R-module with an R-linear right
action of Σ denoted by (m,α) m[α] for m ∈M , α ∈ Σ. Then
HomZ(Div
0(P1(Q)),M) = HomR(R⊗
Z
Div0(P1(Q)),M)
carries a natural right Σ-action defined by
φ[α](x) ..= φ(αx)[α], for x ∈ Div0(P1(Q))
for φ ∈ HomZ(Div0(P1(Q)),M) and α ∈ Σ. We define the R-module of
modular symbols of level N with coefficients inM to be the Γ1(N)-invariants
MS(N,M) ..= H0(Γ1(N),HomZ(Div
0(P1(Q)),M)).
On this module we have Hecke operators Tn for each n ∈ N and diamond
operators 〈d〉 for each d ∈ (Z/N)× acting as well as an action of the matrix
ε. See also [PS13, §2.1]. We define an action of GR on MS(N,M) by letting
the nontrivial element act as ε.
The group GL2(Q) carries the so-called main involution ι defined by(
a b
c d
)ι
:=
(
d −b
−c a
)
.
Via this involution we can turn left actions into right actions and vice versa
on all the objects introduced so far. Some texts in the literature use actions
from different sides as we used here, but it is well-known that the resulting
spaces of modular symbols and the Hecke actions on them are the same.
From now on we will freely switch between left and right actions using the
involution ι.
The most important special case is that of classical modular symbols,
where we use asM the symmetric tensor linear representation Symk−2R2 of
M2(Z) ∩GL2(Q). In this case we denote it as follows.
Definition 2.1. The R-module of classical modular symbols of weight k and
level N is defined as
MSk(N,R) ..= MS(N, Sym
k−2R2).
From the definition it is clear that we have
MSk(N,S) = MSk(N,R)⊗
R
S
if S is a flat R-algebra.
Proposition 2.2. Write f : E1(N)an Y1(N)an for the universal ana-
lytic elliptic curve. Then there is a canonical Hecke equivariant isomorphism
MSk(N,R) ∼= H1c(Y1(N)an,Symk−2R R1f∗R).
Proof. [MR0860675] 
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The above result allows us to relate modular symbols to the Betti realiza-
tion of NkW. Consider the composition
(22)
MSk(N,Q) ∼ H1c(Y1(N)an,Symk−2 R1f∗Q) H1p(Y1(N)an, Symk−2 R1f∗Q)
H1p(Y (N)
an,Symk−2 R1f∗Q) = NkWB
where the first map is from proposition 2.2, the second is tautological and
the last one comes from the morphism Y (N) Y1(N). This composition
is Hecke equivariant and GR-equivariant. Moreover, the second map is by
definition surjective and the last one is injective since it is so after tensoring
with C (as can be seen using the Eichler-Shimura isomorphism).
Proposition 2.3. Let f ∈ Sk(Γ1(N),K) be a newform with coefficients in
the number field K. Then the OK-modules MSk(N,OK)±[f ] are free of rank
1.
Proof. [Kit94, Prop. 3.3] 
Lemma 2.4. For each newform f ∈ Sk(Γ1(N),K) with coefficients in the
number field K, the map (22) induces isomorphisms
MSk(N,K)
±[f ] ∼ M(f)±B .
Proof. By Hecke- and GR-equivariance it is clear that we get a map between
the spaces in the statement. If we look at Hecke eigenspaces in (22), we get
H1c(Y1(N)
an,Symk−2 R1f∗K)[f ] H1p(Y1(N)
an, Symk−2 R1f∗K)[f ]
H1p(Y (N)
an,Symk−2 R1f∗K)[f ].
That this composition is an isomorphism can be checked after tensoring with
C, and then we can use the Eichler-Shimura isomorphisms (theorem 1.5). If
we do so, we see first that all spaces involved here are two-dimensional and
further that the first map is surjective. The right map is injective since it is
the restriction of an injective map. Hence the composition is an isomorphism.

Definition 2.5. Fix f ∈ Sk(Γ1(N),C).
(a) The group homomorphism
ξf : Div
0(P1(Q)) Symk−2C2, (x)−(y) (2pii)k−1
∫ x
y
(zX+Y )k−2f(z)dz
is invariant under the action of Γ1(N), so we have
ξf ∈ MSk(N,C)
and ξf is called the modular symbol attached to f . Moreover one can
check that if f is a Hecke eigenform, then
ξf ∈ MSk(N,C)[f ].
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(b) Let ξ±f be the image of ξf in the respective part of the decomposition
MSk(N,C) = MSk(N,C)+ ⊕MSk(N,C)−
into eigenspaces for the action of complex conjugation. Note that if
f is a Hecke eigenform, then ξ±f ∈ MSk(N,C)±[f ].
Lemma 2.6. Consider the composition
MSk(N,C) ∼ H1c(Y1(N)an,Symk−2 R1f∗C)
H1p(Y1(N)
an, Symk−2 R1f∗C) ∼ Sk(Γ1(N),C)⊕ Sk(Γ1(N),C)
where the first map is from proposition 2.2, the second one is tautological and
the last one is the (inverse) Eichler-Shimura isomorphism. This composition
maps ξf to f = f ⊕ 0 and
ξ±f
1
2
(f ⊕ (±f∗)).
Proof. The first assertion is easy to see using the definition of ξf and proposi-
tion 1.6. The second assertion follows from the first one using lemma 1.8. 
2.2. Hida families. In this section we summarize the most important state-
ments from Hida’s theory, mainly to fix notations.
We write Γwt ..= 1 + pZp, Γwtr ..= 1 + prZp ⊆ Γwt and Λwt ..= O[[Γwt]].
Further fix an integer N prime to p such that Np ≥ 4 and regard Γwt as
a subgroup as well as a quotient of Z×p,N ..= lim←−r Z/Np
r. On finite lev-
els, we regard Γwt/Γwtr as a subgroup as well as a quotient of (Z/Npr)
× =
Γ0(Np
r)/Γ1(Np
r).
If ε is a character of Γwt, we regard it also as a character of Z×p,N via the
projection to Γwt. If ε is a character of Γwt of finite order, factoring over
Γwt/Γwtr , then we denote by Mk(Γ1(Npr),Γwt/Γwtr , ε,O) the subspace where
Γwt/Γwtr acts by ε (via diamond operators) and by Tk(Npr,Γwt/Γwtr , ε,O)
the corresponding Hecke algebra (similarly for cusp forms).
The weight space is defined as Xwt ..= Spec Λwt. If K is a finite extension
of the fraction field of Λwt and I is the integral closure of Λwt in K, then we
write XwtI ..= Spec I.
Write κwt for the canonical embedding
κwt : Γ
wt O×.
For each k ∈ Z and each O×-valued character ε of Γwt of finite order, we let
φk,ε : Λ
wt O
be the O-algebra morphism induced by
Γwt O×, γ ε(γ)κwt(γ)k
and we write Pk,ε for its kernel, which is then an element of Xwt. The
arithmetic points in the weight space are
X arith ..= {Pk,ε : k ≥ 2, ε : Γwt O× character of finite order} ⊆ Xwt.
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If we have fixed I as above, let X arithI be the preimage of X arith under the
natural map XwtI Xwt. We say that P ∈ XwtI is of type (k, ε, r) if
P ∩ Λwt = Pk,ε with k and ε as above and ker ε = Γwtr . Finally define the
ideals
ωk,r ..=
∏
ε
Pk,ε
for each fixed k ∈ Z, r ≥ 0, where ε runs through all O×-valued characters
of Γwt/Γwtr .
We will often look at X arithI (O) or similar objects. The elements are by
definition certain O-algebra morphisms I O and if we identify them
with their kernels, we can view X arithI (O) as a subset of X arithI as usual.
Sometimes however it is important to distinguish the morphisms and the
kernels. We will typically denote morphisms as φ and prime ideals as P ,
so for example if we write P ∈ X arithI (O) we mean the kernel and not the
morphism. If we want to make clear which morphism belongs to which prime
ideal, we will use notations like φP and Pφ.
For k ≥ 2 we let
Mk(Np∞,O) ..= colim−−−→
r
Mk(Np
r,O),
and letMk(Np∞,O) be the completion ofMk(Np∞,O) with respect to the
supremum norm on Fourier coefficients. Further we let
Tk(Np
∞,O) ..= lim←−
r
Tk(Np
r,O)
be Hida’s big Hecke algebra of level Np∞ for modular forms. We make
analogous definitions with cusp forms instead of modular forms and de-
note the resulting objects by Sk(Np∞,O), Sk(Np∞,O) and tk(Np∞,O).
The O-algebras Tk(Np∞,O) and tk(Np∞,O) are canonically algebras over
O[[Z×p,N ]], in particular over Λwt. The ordinary parts are denoted with su-
perscript “ord” and we omit the subscript “k” in this case because the or-
dinary parts don’t depend on the weight. The ordinary Hecke algebras
Tord(Np∞,O) and tord(Np∞,O) are free of finite rank over Λwt.
Theorem 2.7 (Hida). Let k ≥ 2 and ε : Γwt O× be a character of
finite order. Then there are canonical isomorphisms of O-algebras
tord(Np∞,O) ⊗
Λwt
(
Λwt
/
Pk,ε
) ∼= tordk (Npr,Γwt/Γwtr , ε,O),
tord(Np∞,O) ⊗
Λwt
(
Λwt
/
ωk,r
) ∼= tordk (Npr,O)
and analogously for t instead of T.
Proof. [Hid86, Thm. 1.2], [Oht99, Thm. 1.5.7 (iii)] 
Now let Q be the quotient field of Λwt, and fix an algebraic closure Q of
it.
26 MICHAEL FÜTTERER
Definition 2.8. A Hida family is a morphism of Λwt-algebras
F : tord(Np∞,O) Q.
Its nebentype is defined to be the character ψ : (Z/Np)× I× obtained
as the composition(Z/Np)× Z×p,N O[[Zp,N ]]× tord(Np∞,O)× F I×.
For a Hida family F : tord(Np∞,O) I and an arithmetic point P ∈
X arithI (O) of type (k, ε, r) we denote by FP the member of F at P , which
is the unique cusp form FP ∈ Sk(Γ1(Npr),Γwt/Γwtr , ε,O) correponding to
the morphism tordk (Np
r,Γwt/Γwtr , ε,O) O which is the reduction of F
modulo P (using theorem 2.7). If ψ is the nebentype of F , then FP has
nebentype εψω−k, where ω is the Teichmüller character. When we view the
elements of X arithI (O) as morphisms instead of ideals, we shall also write Fφ
instead of FP for φ = φP .
Since tord(Np∞,O) is free of finite rank, the image of a Hida family gen-
erates a finite field extension of Q, say K, and the image even lies in the
integral closure of Λwt inside K, which we call I. Moreover note that since
the kernel of F contains a minimal prime ideal, there are only finitely many
I that can occur in this way as long as N and O are fixed. By [Hid88a, Lem.
3.1] each such I is free of finite rank over Λwt.
Definition 2.9. If F is a Hida family, then we call the ring I from above
the coefficient ring of F . We call the finitely many I that can occur the
coefficient rings of tord(Np∞,O).
The above definition of coefficient rings and Hida families is not totally
standard in the literature, but for us it will be more convenient to work with
this definition, see remark 2.16 below.
It is well-known that by possibly enlarging L (and thusO), one can assume
that X arithI (O) is Zariski dense in XwtI (Qp) (which we both view as subsets
of XwtI = Spec I). We will assume this from now on. For later reference, let
us summarize the notations and assumptions we are now using.
Situation 2.10. We have fixed a number field K with embedding K ⊆ Q
and a place p | p with completion L and ring of integers O, further an integer
N prime to p such that Np ≥ 4 and a coefficient ring I of tord(Np∞,O).
We assume that L and O are large enough such that X arithI (O) is Zariski
dense in XwtI (Qp). Further we assume that L is the maximal subfield inside
K which is algebraic over Qp.
Definition 2.11. Let F : tord(Np∞,O) Q be a Hida family. Then we
call F new if there does not exist a proper divisor M | N and a Hida family
G : tord(Mp∞,O) Q such that F (T`) = G(T`) for almost all primes `.
Note the similarity of this definition to that of a newform in section 1.2.
A p-ADIC L-FUNCTION WITH CANONICAL MOTIVIC PERIODS FOR HIDA FAMILIES27
Theorem 2.12 (Hida). Let F : tord(Np∞,O) I be a Hida family of
nebentype ψ. Then the following are equivalent:
(i) F is new.
(ii) For some P ∈ X arithI (O), FP is new.
(iii) For infinitely many P ∈ X arithI (O), FP is new.
(iv) FP is new for all P ∈ X arithI (O) of type (k, ε, r) with r > 1.
(v) FP is new for all P ∈ X arithI (O) of type (k, ε, r) such that the p-part
of εψω−k is nontrivial.
Now assume that the above equivalent statements hold and P ∈ X arithI (O)
of type (k, ε, r) is such that the p-part of εψω−k is trivial (in particular r = 1).
We can then view εψω−k as a character of (Z/N)×. In this situation FP ∈
Sk(Γ1(Np), εψω
−k) can either be new (in which case k = 2), or FP is the
unique ordinary refinement of an ordinary newform F 0P ∈ Sk(Γ1(N), εψω−k).
Proof. Clearly we have implications (v) ⇒ (iv) ⇒ (iii) ⇒ (ii), so it remains
to see (ii)⇒ (i) and (i)⇒ (v). For these implications see [Hid87, Thm. 2.4]
and for the final statement see [Hid88b, Thm. 4.1]. 
Definition 2.13. Let I be a coefficient ring of tord(Np∞,O) and fix a Hida
family F which is new. Then by theorem 2.12, for almost all P ∈ X arithI (O)
the form FP is new, and for the P such that FP is not new, there exists a
newform F 0P such that FP is a refinement of F
0
P . Let us write F
new
P to mean
either FP if FP itself is new, or F 0P if FP is not new.
If F is a new Hida family, then from theorem 2.12 it is clear that by
possibly enlarging O we can assume that the points P ∈ X arithI (O) such that
FP is a newform are Zariski dense in XwtI .
Definition 2.14. Let I be a coefficient ring of tord(Np∞,O). We define the
module of I-adic cusp forms of level Np∞ as
Sord(Np∞, I) ..= HomΛwt(tord(Np∞,O), I)
(here we mean morphisms of Λwt-modules). Let the Hecke algebra tord(Np∞,O)
act on this module by duality, i. e. (TF )(X) = F (TX) for F ∈ Sord(Np∞, I),
T,X ∈ tord(Np∞,O).
By construction there is a perfect I-bilinear pairing
(23) Sord(Np∞, I)× (tord(Np∞,O) ⊗
Λwt
I) I.
For a fixed F ∈ Sord(Np∞, I), we define F -eigenspace
Sord(Np∞, I)[F ] ..= {G ∈ Sord(Np∞, I) : ∀T ∈ tord(Np∞,O) : TG = F (T )G}.
It is then clear that Sord(Np∞, I)[F ] is free of rank 1 over I.
Theorem 2.15 (Hida). (a) Fix a Hida family F ∈ Sord(Np∞, I) which
is new. Then there is a unique (up to isomorphism) free I-module
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T of rank 2 and a continuous odd irreducible Galois representation
unramified outside Np∞
ρF : GQ AutI(T )
such that for each P ∈ X arithI (O), the reduction of ρF modulo P is
equivalent to the Galois representation attached to F newP .
(b) There is a free rank 1 I-direct summand T 0 of T which is an unram-
ified GQp-subrepresentation.
Proof. The first statement is a variation of [Hid86, Thm. 2.1]. It can easily
be obtained from the form stated there using a standard compactness and
continuity argument to obtain a Galois-stable lattice and then taking the
reflexive closure (recall that our ring I is integrally closed by definition!).
The second statement follows from [Gou90, Thm. 4]. More precisely: The
representation from the theorem there is by uniqueness the same as ours,
and the theorem states that it is ordinary in the sense of [Gou90, Def. 1].
It is easy to see that this definition of ordinariness implies that we have T 0
as claimed. The restriction to p ≥ 7 there can be removed by [Böc01, p.
991]. 
Remark 2.16. Recall that our ring I is integrally closed by definition. This
convention is not standard in the literature. Often Hida families are defined
as irreducible components of Spec tord(Np∞,O) (which need not be normal),
whose underlying rings are then used as coefficient rings. In this case, the
image of ρF does in general not lie in GL2(I) but only in GL2(Quot(I)) (after
choosing a basis), and one needs extra assumptions on I to have it in GL2(I),
such as I being a unique factorisation domain or the residual representation
ρF being absolutely irreducible. See [Hid15, §9] for a discussion of these
issues. We chose to take I always as integrally closed, which is maybe not so
directly related to the geometry of tord(Np∞,O) as in our definition a Hida
family will in general not surject onto its coefficient ring, but allows us to
work with representations into GL2(I), which seems more suitable for our
purpose.
2.3. Modular symbols for Hida families. We introduce I-adic modu-
lar symbols following Kitagawa, which are the modular symbols pendant of
I-adic cusp forms. We proceed in several steps, which will be motivated
afterwards.
Definition 2.17. For k ≥ 2 we put
MSk(Np∞,O) ..= colim−−−→
r
MSk(Np
r,O),
where the maps are induced from the canonical maps Y1(Nps) Y1(Npr)
on modular curves for s ≥ r ≥ 0. We write MSk(Np∞,O) for the p-adic
completion ofMSk(Np∞,O). We can define the same with O replaced by
O/pt for some t ≥ 0.
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From the Hecke action on each of the modules MSk(Npr,O) we get a
Tk(Np
∞,O)-module structure on these modules. So in particular, we get a
O[[Z×p,N ]]-module structure and a Λwt-module structure. Moreover, it is also
clear that the transition maps used to form the limit are compatible with the
action of ε ∈ GL2(Z) since ε describes the action of complex conjugation on
the modular curves. Hence ε acts onMSk(Np∞,O) in a well-defined way.
Definition 2.18. The module of universal p-adic modular symbols is defined
as
UM(Np∞,O) = HomO(MS2(Np∞,O),O).
Here we mean the O-Banach dual, i. e. continuous homomorphisms.
There is then a perfect pairing
(24) MS2(Np∞,O)× UM(Np∞,O) O.
The Hecke action is the dual Hecke action coming from the action on
MS(Np∞,O), that is, (Tα)(ξ) = α(Tξ) for α ∈ UM(Np∞,O), ξ ∈MS(Np∞,O)
and T ∈ Tord(Np∞,O). In particular, this makes UM(Np∞,O) a Λwt-
module. From this definition of the Hecke action, it is easy to see that
(25) UMord(Np∞,O) = HomO(MSord2 (Np∞,O),O).
Definition 2.19. The I-module of I-adic ordinary modular symbols is de-
fined as
MSord(Np∞, I) ..= HomΛwt(UMord(Np∞,O), I).
The Hecke action is again the dual action of the action on UMord(Np∞,O).
From [Kit94, Prop. 5.7] it is clear thatMSord(Np∞, I) = MSord(Np∞,Λwt)⊗Λwt
I.
To motivate these definitions, recall that philosophically modular symbols
and modular forms are two incarnations of the same phenomenon, as sug-
gested by the Eichler-Shimura isomorphism. The definition ofMSordk (Np∞,O)
parallels in some way the definition of Sk(Np∞,O). There is a perfect pair-
ing
〈·, ·〉 : t2(Np∞,O)× S2(Np∞,O) O,
so I-adic cusp forms are HomΛwt(HomO(Sord2 (Np∞,O),O), I), while by the
perfect pairing (24) I-adic modular symbols are HomΛwt(HomO(MSord(Np∞,O),O), I),
so these definitions have some analogy.
For an I-algebra morphism F : tord(Np∞,O) ⊗Λwt I I (that is, an
I-adic eigenform), we denote the induced morphism Tord(Np∞,O) ⊗Λwt
I I still by F , by abuse of notation. Then MSord(Np∞, I)±[F ] is
well-defined. An important condition on this module we will need to impose
later is the following.
Condition 2.20. MSord(Np∞, I)±[F ] is free of rank 1 over I.
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Remark 2.21. There are several conditions which are known to imply condi-
tion 2.20, among them that of I being factorial (which is satisfied for example
for I = Λwt). We do not list the other conditions, see [Kit94, Lem. 5.11] for
this.
One of the main technical properties of I-adic modular symbols is the
following control theorem proved by Kitagawa. We will explain some steps
in its proof in section 2.4 because they will be important later. In the
following, if M is some O-module with an action of Γwt and ε is an O×-
valued character of Γwt, we write M [ε] for the submodule where the action
of Γwt is given by ε.
Theorem 2.22 (Kitagawa). (a) There is a canonical isomorphism of Tord(Np∞,O)⊗Λwt
I-modules
MSord(Np∞, I)⊗
I
(I/P ) ∼ MSordk (Npr,O)[ε]
which is compatible with the action of ε.
(b) There is a canonical isomorphism of O-modules
MSord(Np∞,Λwt) ⊗
Λwt
(
Λwt
/
ωk,r
) ∼ MSordk (Npr,O).
(c) Fix an I-adic eigenform F ∈ Sord(Np∞, I) and write FP for the
member at P of the Hida family associated to F . Assume further that
condition 2.20 is satisfied. Then there is a canonical isomorphism of
O-modules
MSord(Np∞, I)±[F ]⊗
I
(I/P ) ∼ MSordk (Npr,O)±[FP ].
(d) Let Ξ ∈MSord(Np∞, I) = HomΛwt(UMord(Np∞,O), I), u ∈ UMord(Np∞,O) =
HomO(MSord(Np∞,O),O) and let Ξφ be the image of Ξ in the right
hand side in statement (a). Then
φ(Ξ(u)) = u(Ξφ).
The module of I-adic modular symbols admits an alternative description
using trace-compatible projective systems which we will need in the next
section. In the context of I-adic modular forms an analogous result was
proved by Ohta in [Oht95, §2.3–4], and the techniques carry over essentially
unchanged to modular symbols. We first cite Ohta’s results and then formu-
late the modular symbols analogue. It involves the Atkin-Lehner operator
and the adjoint Hecke operators introduced in section 1.6. Also it involves
anti-ordinary parts, which are obtained by using T ιp instead of Tp in the
definition of the ordinary projection and denoted by Tι-ord(Np∞,O) etc.
Put
Sιk(Np
r,O) ..= {ξ ∈ Sk(Γ1(Npr),Cp) : ξ[wNpr ] ∈ Sk(Γ1(Npr),O)}
and
Sιk(Np
∞,O) ..= lim←−
r
Sιk(Np
r,O).
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Here the limit is taken along the maps induced by the change-of-level mor-
phism ΣNpr+1,Npr from section 1.5. We denote by Sι-ordk (Np
∞,O) the anti-
ordinary part of Sιk(Np
∞,O).
Theorem 2.23 (Ohta). For any k ≥ 2 there is a canonical isomorphism of
Λwt-modules
Sord(Np∞,Λwt) Sι-ordk (Np∞,O)
F (fr)r with fr =
1
pr−1
( ∑
ε∈Γˆwtf,r
Fk,ε[T
−r
p ]
)
[wNpr ]
−1
the unique F such that
Fk,ε =
∑
α∈Γwt/Γwtr
ε(α)fr[wNpr ][T
r
p ]〈α〉−1 (fr)r.
∼
Under this isomorphism, a Hecke operator from tord(Np∞,O) on the left
side corresponds to its adjoint in tι-ord(Np∞,O) on the right side.
Proof. [Oht95, Thm. 2.3.6] 
One can check that the Atkin-Lehner involution on Y1(Npr+1)arith in-
terchanges the change of level morphisms ΣNpr+1,Npr and ΘNpr+1,Npr from
section 1.5. Therefore we obtain the following corollary.
Corollary 2.24. There is a canonical isomorphism of tord(Np∞,O)-modules
Sord(Np∞,Λwt) ∼ lim←−
r
Sordk (X1(Np
r),O),
F (fr)r with fr =
1
pr−1
( ∑
ε∈Γˆwtf,r
Fk,ε[T
−r
p ]
)
[wNpr ]
−1
the limit now being taking along the maps induced by the change-of-level
morphism ΘNpr+1,Npr from section 1.5.
Now we turn to modular symbols and prove an analogue of theorem 2.23.
Fix k ≥ 2 and let
MSιk(Np
r,O) ..= {ξ ∈ MSk(Npr,Cp) : ξ[wNpr ] ∈ MSk(Npr,O)}
for r ≥ 0 and
MSk(Np
∞,O) ..= lim←−
r
MSιk(Np
r,O)
again taking the limit along ΣNpr+1,Npr . Then the adjoint Hecke eigenalgebra
of MSιk(Np
r,O) is Tιk(Npr,O). So we can consider MSk(Np∞,O) as a
module over Tι(Np∞,O) and via this also as a Λwt-module, and we have
again an anti-ordinary part MSι-ordk (Np∞,O).
As a preparation to the proof the analogue of Ohta’s result we need some
lemmas.
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Lemma 2.25. Fix u ∈ UMord(Np∞,O) and (xr)r ∈ MSι-ord2 (Np∞,O).
Then there is a unique X(u) ∈ Λwt such that
X(u) modP2,ε =
∑
α∈Γwt/Γwtr
ε(α)u(xr[wNpr ][T
r
p ]〈α〉−1)
for all ε ∈ Γˆwtf .
Proof. For α ∈ Γwt/Γwtr , abbreviate uα ..= u(xr[wNpr ][T rp ]〈α〉−1). Define a
map
F : Γˆwtf O, ε
∑
α∈Γwt/Γwtr
ε(α)uα.
Fix α0 ∈ Γwt. Then we calculate∑
ε∈Γˆwtf,r
ε(α0)
−1F (ε) =
∑
ε∈Γˆwtf,r
ε(α0)
−1 ∑
α∈Γwt/Γwtr
ε(α)uα
=
∑
α∈Γwt/Γwtr
∑
ε∈Γˆwtf,r
ε(α−10 α)uα
= pr−1uα0 +
∑
α 6=α0
uα
∑
ε
ε(α−10 α).
Since
∑
ε ε(α
−1
0 α) = 0 if α 6= α0, it follows that∑
ε∈Γˆwtf,r
ε(α0)
−1F (ε) ∈ pr−1O.
Then the claim follows from [Oht95, Lem. 2.4.2]. 
In the following, forX ∈MSord(Np∞,Λwt) we denote its image in MS2(Npr,O)[ε]
under the morphism from theorem 2.22 by X2,ε (with k = 2 there).
Lemma 2.26. Fix (xr)r ∈MSι-ord2 (Np∞,O).
(a) The map
X : UMord(Np∞,O) Λwt, u X(u)
with X(u) as in lemma 2.25 is Λwt-linear.
(b) X is the unique element in MSord(Np∞,Λwt) such that if X2,ε is
its image mod P2,ε in MS2(Npr,O)[ε] under the isomorphism from
theorem 2.22, then
X2,ε =
∑
α∈Γwt/Γwtr
ε(α)xr[wNpr ][T
r
p ]〈α〉−1.
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Proof. (a) First, let u, v ∈ UMord(Np∞,O). Then X(u) +X(v) has the
property that
X(u) +X(v) modP2,ε =
∑
α∈Γwt/Γwtr
ε(α)u(xr[wNpr ][T
r
p ]〈α〉−1)
+
∑
α∈Γwt/Γwtr
ε(α)v(xr[wNpr ][T
r
p ]〈α〉−1)
=
∑
α∈Γwt/Γwtr
ε(α)(u+ v)(xr[wNpr ][T
r
p ]〈α〉−1)
for all ε ∈ Γˆwtf . Since X(u+ v) was defined to be the unique element
in Λwt with this property, it follows X(u+ v) = X(u) +X(v).
Now let u ∈ UMord(Np∞,O) and λ ∈ Λwt. Without loss of gener-
ality, assume λ ∈ Γwt. Then
λX(u) modP2,ε = εκ
2
wt(λ)
∑
α∈Γwt/Γwtr
ε(α)u(xr[wNpr ][T
r
p ]〈α〉−1)
= κ2wt(λ)
∑
α∈Γwt/Γwtr
ε(λα)u(xr[wNpr ][T
r
p ]〈α〉−1),
while
X(λu) modP2,ε =
∑
α∈Γwt/Γwtr
ε(α)u(xr[wNpr ][T
r
p ]〈α〉−1〈λ〉κ2wt(λ))
= κ2wt(λ)
∑
α∈Γwt/Γwtr
ε(α)u(xr[wNpr ][T
r
p ]〈αλ−1〉−1).
Replacing α in the second calculation by λα, which then also travels
through all elements in Γwt/Γwtr , shows that the two expressions are
equal.
(b) Since by (25) and the perfectness of the pairing (24) the element X2,ε
is determined by its images under u for all u ∈ UMord(Np∞,O), it
suffices to prove that
u(X2,ε) = u
( ∑
α∈Γwt/Γwtr
ε(α)xr[wNpr ][T
r
p ]〈α〉−1
)
for all u ∈ UMord(Np∞,O). But by theorem 2.22 (d) u(X2,ε) =
X(u) modP2,ε, so the claim follows from lemma 2.25.

Now we can prove the modular symbols version of Ohta’s theorem 2.23.
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Theorem 2.27. There is a canonical isomorphism of Λwt-modules
MSord(Np∞,Λwt) MSι-ord2 (Np∞,O)
X (xr)r with xr =
1
pr−1
( ∑
ε∈Γˆwtf,r
X2,ε[T
−r
p ]
)
[wNpr ]
−1
X as in lemma 2.26 (xr)r.
∼
Under this isomorphism, a Hecke operator from Tord(Np∞,O) on the left
side corresponds to its adjoint in Tι-ord(Np∞,O) on the right side.
Proof. First, that (xr)r as in the statement forms a compatible system for
the trace maps can be shown exactly in the same manner as in the proof
given in [Oht95, §2.4]. Hence we know that both maps are well-defined.
They are obviously O-linear, and that they are in fact Λwt-linear follows by
definition of the Λwt-module structure from the final statement about Hecke
operators.
We sketch the calculations that show that the two maps are inverse to
each other. First, for X ∈MSord(Np∞,Λwt), let Y be the image of X under
the composition of the two maps. Then for ε0 ∈ Γˆwtf,r
Y2,ε0 =
∑
α∈Γwt/Γwtr
ε0(α)
1
pr−1
( ∑
ε∈Γˆwtf,r
X2,ε[T
−r
p ]
)
[w−1Npr ][wNpr ][T
r
p ]〈α〉−1
=
1
pr−1
∑
α
ε0(α)
∑
ε
X2,ε〈α〉−1 = 1
pr−1
∑
α
ε0(α)
∑
ε
ε(α−1)X2,ε
=
1
pr−1
∑
α
ε0(α)ε0(α
−1)X2,ε0 +
1
pr−1
∑
α
ε0(α)
∑
ε 6=ε0
ε(α−1)X2,ε
= X2,ε0 +
1
pr−1
∑
ε6=ε0
(∑
α
ε0ε
−1(α)
)
X2,ε.
Since
∑
α ε0ε
−1(α) = 0 for ε 6= ε0, it follows Y2,ε0 = X2,ε0 . By the Zariski
density of arithmetic points in Spec Λwt this shows X = Y .
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On the other hand, for (xr)r ∈MSι-ord2 (Np∞,O), let (yr)r be the image
of (xr)r under the composition of the two maps. Then
yr =
1
pr−1
∑
ε∈Γˆwtf,r
∑
α∈Γwt/Γwtr
ε(α)xr[wNpr ][T
r
p ]〈α〉−1[T−rp ][w−1Npr ]
=
1
pr−1
∑
ε∈Γˆwtf,r
∑
α∈Γwt/Γwtr
ε(α)xr〈α〉
=
1
pr−1
∑
α∈Γwt/Γwtr
( ∑
ε∈Γˆwtf,r
ε(α)
)
xr〈α〉.
Since
∑
ε ε(α) is p
r−1 if α = 1 and 0 otherwise, it follows yr = xr.
The last claim about the Hecke operators follows with an easy calculation
using the well-known relations between Atkin-Lehner and Hecke operators.

Similarly as in the case of modular forms we obtain the following corollary.
Corollary 2.28. For each k there is a canonical isomorphism of Tord(Np∞,O)-
modules
MSord(Np∞,Λwt) ∼ lim←−
r
MSordk (Np
r,O),
X (xr)r with xr =
1
pr−1
( ∑
ε∈Γˆwtf,r
X2,ε[T
−r
p ]
)
,
where the limit is taken along the maps induced by the change-of-level mor-
phism ΘNpr+1,Npr from section 1.5.
2.4. On control theory for I-adic modular symbols. We keep the no-
tations from the previous sections and fix a φ ∈ X arithI (O) of type (k, ε, r)
and write P = Pφ for its kernel. Here we discuss some steps in the proof of
the control theorem 2.22 because we will need them in the next section.
We first cite an important lemma which was proved by Kitagawa. Here
we fix t ∈ N for the moment and write R = O/pt. Further we write
∆ ..=
{
α =
(
a b
c d
)
∈ M2(Z) : α ≡
(∗ ∗
0 ∗
)
(modN), (a,N) = 1, ad− bc 6= 0
}
.
The map (
a b
c d
)
amod pt ∈ R
defines a character
χ : ∆ R×.
We let ∆ act on R via powers of this character and denote the resulting
module by R(χj) for j ∈ Z. We then look at the R-linear map
Symk−2R2 R(χk−2), f f(1, 0),
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where we view f as a homogeneous polynomial in two variables X,Y of
degree k−2 (so this map is the projection onto the coefficient of the monomial
Xk−2). It is an easy calculation to check that this map is ∆-equivariant.
We apply the functor MS(Npr,−) to this map. The ∆-action on both
modules makes the resulting modular symbols into Hecke modules and we
obtain a Hecke equivariant morphism
MSk(Np
r, R) ∼ MS(Npr, R(χk−2)).
Here the right hand side is as an R-module isomorphic to MS2(Npr, R), but
it carries a twisted Hecke action (more precisely, the action of the diamond
operators is twisted, while the T` operators remain the same because the
character χ is trivial on the matrices
(
1 0
0 `
)
which represent the double coset
for T`). We therefore denote the right hand side by MS2(Npr, R(χk−2)).
Proposition 2.29 (Kitagawa). After restricting to the ordinary part, the
above map induces an isomorphism
MSordk (Np
r, R) ∼ MSord2 (Npr, R(χk−2)).
Proof. [Kit94, Cor. 5.2] 
We now take the colimit for r → ∞ (while t is still fixed). This gives us
an isomorphism
MSordk (Np∞, R) ..= colim−−−→
r∈N
MSordk (Np
r, R) ∼
MSord2 (Np∞, R(χk−2)) ..= colim−−−→
r∈N
MSord2 (Np
r, R(χk−2)).
Now taking the limit for t → ∞ and looking at eigenspaces, we get the
following result comparing modular symbols of different weights, which is
[Kit94, Thm. 5.3]. Here the object on the right side is defined to be the limit
lim←−tMS
ord
2 (Np
∞, R(χk−2)).
Corollary 2.30. There is a canonical Tord(Np∞,O)-linear isomorphism
MSordk (Np∞,O) ∼ MSord2 (Np∞,O(χk−2)).
After restricting to the eigenspace of a character ε : Γwt O× it induces
an isomorphism of O-modules
MSordk (Np∞,O)[ε] ∼ MSord2 (Np∞,O)[εκk−2wt ].
These isomorphisms commute with the T` operators and with the action of
ε.
We now sketch the proof of theorem 2.22. It results immediately from
combining the following three lemmas, whose detailed proofs we omit.
In the following, we regard O as an I-algebra via φ; in particular, we re-
gardO as a Λwt-algebra. Moreover, we consider modules overTord(Np∞,O)⊗Λwt
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I or similar rings having an additional action of GR as Tord(Np∞,O) ⊗Λwt
I[GR]-modules
Lemma 2.31. There are canonical isomorphisms of Tord(Np∞,O) ⊗Λwt
I[GR]-modules induced by φ
MSord(Np∞, I)⊗
I
(I/P ) ∼ HomΛwt(UMord(Np∞,O),O)
and, if we assume that condition 2.20 is satisfied, also an isomorphism of
O-modules
MSord(Np∞, I)±[F ]⊗
I
(I/P ) ∼ HomΛwt(UMord(Np∞,O),O)±[F ].
Proof. This follows by applying the (exact!) functor HomΛwt(UMord(Np∞,O),−)
to
0 P Λwt
φ O 0
and using the fact that height 1 prime ideals of Λwt are principal by [NSW08,
Lem. 5.3.7]. 
We put
MSord2 (Np∞,O)[Fφ] ..=MSord2 (Np∞,O)[φ ◦ F ],
by which we mean the submodule of MSord2 (Np∞,O) where the action
of the Hecke algebra Tord(Np∞,O) ⊗Λwt I is given by the character φ ◦
F : Tord(Np∞,O)⊗Λwt I O.
Lemma 2.32. The canonical biduality map
Φ: MSord2 (Np∞,O) HomO(UM(Np∞,O),O)
= HomO(HomO(MS2(Np∞,O)),O)
ξ [f f(ξ)]
induces an isomorphism of Tord(Np∞,O)⊗Λwt I[GR]-modules
MSord2 (Np∞,O)[εκk−2wt ] ∼ HomΛwt(UMord(Np∞,O),O).
We further have an inclusion
MSord2 (Np∞,O)[Fφ] ⊆MSord2 (Np∞,O)[εκk−2wt ]
and the restriction of the above isomorphism gives an isomorphism of O-
modules
MSord2 (Np∞,O)±[Fφ] ∼ HomΛwt(UMord(Np∞,O),O)±[F ].
Proof. The biduality map is injective because the pairing (24) is perfect.
That the image lies in the correct subspaces is a straightforward calculation.
Finally, surjectivity is again obtained using the perfectness of the pairing. 
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Lemma 2.33. There are canonical isomorphisms of Tord(Np∞,O) ⊗Λwt
I[GR]-modules
MSordk (Np
r,O)[ε] ∼ MSord2 (Np∞,O)[εκk−2wt ]
and of O-modules
MSordk (Np
r,O)±[Fφ] ∼ MSord2 (Np∞,O)±[Fφ].
Proof. We know that the map MSordk (Np
r,O) MSordk (Np∞,O) is com-
patible with the action of Tord(Np∞,O) ⊗Λwt I[GR], so in particular with
the action of Γwt, and therefore induces a map
MSordk (Np
r,O)[ε] MSordk (Np∞,O)[ε].
By [Kit94, Thm. 5.5 (1)]7 this map is in fact an isomorphism. The first
isomorphism follows therefore from corollary 2.30. Now since P is of type
(k, ε, r), we have
MSordk (Np
r,O)[Fφ] ⊆ MSordk (Npr,O)[ε],
MSord2 (Np∞,O)[Fφ] ⊆MSord2 (Np∞,O)[εκk−2wt ].
The second inclusion comes from lemma 2.32. Since the first isomorphism
from the statement is compatible with the Hecke action as well as with the
action of ε ∈ GL2(Z), it induces the second isomorphism. 
2.5. The Galois action on modular symbols. The comparison isomor-
phism from étale cohomology yields an isomorphism of O-modules
MSk(Np
r,O) ∼= H1ét,c(Y1(Npr)×
Z
Q, Symk−2 R1f∗O)
commuting with the Hecke action. Hence MSk(Npr,O) carries a canonical
O-linear action of GQ which commutes with the Hecke action.
For s ≥ r ≥ 0, the maps MSk(Npr,O) MSk(Nps,O) are GQ-equivariant
since they are induced by the canonical maps of curves Y1(Nps) Y1(Npr),
which are defined over Q. Hence by definition ofMSk(Np∞,O) we can ex-
tend the action of GQ to this O-module. Of course it still commutes with
the Hecke action. We then endow UM(Np∞,O) with the dual GQ-action
and MSord(Np∞, I) again with the dual GQ-action. It is clear that the GQ-
action onMSord(Np∞, I) is then I-linear and still commutes with the Hecke
action.
By I-linearity, we thus get a GQ-action on the reduction ofMSord(Np∞, I)
at arithmetic points. We want to show that the control theory isomorphisms
from the previous section are GQ-equivariant. For doing so we will need
7In [Kit94, §5.3], the character ε is assumed to have kernel Γwts instead of Γwtr (for
some s ≤ r). This must be a typo since in this case the claim “Ln(A) = Ln(ε,A) as
Γ1(Np
r)-module” there is not true.
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the following well-known result on elliptic curves. In the statement we iden-
tify the scheme E[pt], which is finite étale over S, with the étale sheaf it
represents.
Proposition 2.34. Let S be a Q-scheme, f : E S an elliptic curve and
t ∈ N. Then R1f∗Z/pt and E[pt] are canonically Z/pt-dual to each other as
étale sheaves on S.
Theorem 2.35. Fix a P ∈ X arithI (O) of type (k, ε, r). The O-linear isomor-
phism
MSord(Np∞, I)⊗
I
(I/P ) ∼ MSordk (Npr,O)[ε]
from theorem 2.22 is GQ-equivariant.
Proof. The isomorphism we study was defined as the composition of three
maps: the reduction map from lemma 2.31, the biduality map from lemma 2.32
and the map which compares modular symbols of different weights from
lemma 2.33. By construction and the definition of the Galois actions, it is
clear that the first two respect the action of GQ. The third one was defined
using the canonical isomorphism
MSordk (Np∞,O)[ε] ∼ MSord2 (Np∞,O)[εκk−2wt ]
which came from the map
H1c(X1(Np
r), Symk−2 R1f∗O/pt) = MSk(Npr,O/pt) MS2(Npr,O/pt(χk−2))
from (2.4) (with r ≥ t ≥ 0 fixed), and it remains to prove that this map is
GQ-equivariant. The latter map is induced from a morphism of sheaves on
Y1(Np
r)an
Symk−2 R1f∗O/pt O/pt
which is Symk−2 of a map R1f∗O/pt O/pt. With respect to our fixed
trivialisation of R1f∗Z on h (by the choice of a basis we made on page 7), it
comes from projection onto the first coordinate. We note here that in fibers
of E1(N)an Y1(N)an the point of order N lies in the second coordinate
with respect to this basis (see page 4). This will be used below.
Since the category of locally constant torsion sheaves with finite fibres
on Y1(N)an is equivalent to the category of locally constant constructible
torsion sheaves étale on Y1(N) ×Z C by [73, Exp. XI, Thm. 4.4 (i)], the
above morphism of sheaves corresponds to a morphism of such étale sheaves.
To see GQ-equivariance, we need to show that this map of étale sheaves
already exists over Q, i. e. it comes from a map of étale sheaves defined over
Q
R1f∗O/pt O/pt
on Y1(Npr)/Q. We construct such a map which after base change to C gives
back the morphism from before.
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We now work over Q. Take an étale open U in Y1(Npr)/Q. Then on
E1(Np
r)/Q ×Y1(Npr)/Q U =.. EU the level structure gives us a point of exact
order pr, i. e. a morphism of group schemes
α : Z/pr
/U
EU [p
r].
If we compose α with the map EU [pr] EU [pt] which is multiplication
by pr−t, then it is easy to see that it factors through Z/pt and gives a point
of exact order pt
β : Z/pt
/U
EU [p
t]
(here we just applied the change of level morphism σpr,pt from section 1.5).
Dualizing β and using proposition 2.34 we obtain a surjection
(∗) R1f∗Z/pt Z/pt
of étale sheaves on U .
By proposition 2.34 and the well-known structure of the N -torsion of an
elliptic curve (see [MR0772569]), R1f∗Z/pt is étale locally on Y1(Npr)/Q
isomorphic to the constant sheaf (Z/pt)2. Now assume U is small enough
and choose an isomorphism of sheaves on U
ψU : R
1f∗Z/pt ∼ (Z/pt)2
such that the composition pi1◦ψU is the map (∗) (where pi1, pi2 : (Z/pt)2
(Z/pt) are the projections on the first and second factor, respectively). We
then define a morphism of sheaves on U
ϕU : R
1f∗Z/pt Z/pt
as ϕU ..= pi2 ◦ ψU and claim that this globalizes to a morphism of sheaves
R1f∗Z/pt Z/pt on Y1(Npr)/Q. To check this, take two small étale open
sets U1, U2 as above. Then ψ−1U2 |U1∩U2 ◦ψU1 |U1∩U2 is an automorphism of the
constant sheaf (Z/pt)2 on U1 ∩ U2, so it may be described by a tuple of
matrices in GL2(Z/pt). But since it has to respect the point of order pt each
matrix has to be upper unitriangular. So the automorphism does not change
the projection onto the second factor, i. e.
ϕU1 |U1∩U2 = pi2|U1∩U2 ◦ ψU1 |U1∩U2 = pi2|U1∩U2 ◦ ψU2 |U1∩U2 = ϕU2 |U1∩U2
and we indeed get a morphism of sheaves R1f∗Z/pt Z/pt on Y1(Npr)/Q.
By construction and our previous considerations, it is clear that after tensor-
ing with O/pt and base change to C we get the morphism R1f∗O/pt
O/pt from before. 
Corollary 2.36. Let F ∈ Sord(Np∞, I) be an I-adic eigenform and assume
that condition 2.20 is satisfied. Then the eigenspace MSord(Np∞, I)[F ] is as
an I-linear representation of GQ isomorphic to Hida’s big representation ρF
from theorem 2.15.
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Proof. It follows from condition 2.20 that the eigenspace MSord(Np∞, I)[F ]
is free of rank 2 over I. Moreover, under our assumptions the map
MSord(Np∞, I)[F ]⊗
I
(I/P ) ∼ MSordk (Npr,O)[FP ] = MSk(Npr,O)[FP ]
from theorem 2.22 is GQ-equivariant by theorem 2.35 and the fact that the
Hecke and Galois actions commute. We further have a canonical O-linear
GQ-equivariant isomorphism
MSk(Np
r,O)[FP ] ∼= H1ét,c(Y1(Npr)×
Z
Q, Symk−2 R1f∗O)[FP ].
After tensoring this isomorphism with L we get a two-dimensional vector
space by proposition 2.3. If FP is a newform then by definition ofM(f) this
vector space is isomorphic to Deligne’s Galois representation attached to FP .
Otherwise FP is the unique ordinary refinement of a newform F newP , and then
the vector space is isomorphic to Deligne’s Galois representation attached
to F newP . Hence MS
ord(Np∞, I)[F ] has the same properties as Hida’s big
Galois representation ρF from theorem 2.15, and since ρF is unique with
these properties the claim follows. 
Proposition 2.37. The isomorphism from corollary 2.28 is GQ-equivariant.
Proof. This follows directly from theorem 2.35 and the formula in corol-
lary 2.28. 
2.6. p-adic Eichler-Shimura isomorphisms. For a fixed weight k ≥ 2
and level N ≥ 4 we have the following p-adic analogue of the Eichler-Shimura
isomorphism due to Faltings. We look at the p-adic Hodge-Tate comparison
isomorphism for NkW
cpHT :
N
kWp ⊗
Qp
BHT ∼ NkWH ⊗
Q
BHT .
It is an isomorphism of graded vector spaces. Let us take its degree 0 part.
From theorem 1.3 and corollary 1.12 we have an explicit description of the
vector spaces involved, and we obtain the following, which can be viewed as
a p-adic analogue of the Eichler-Shimura isomorphism.
Theorem 2.38 (Faltings). There is a canonical GQp-equivariant and Hecke
equivariant isomorphism
H1p,ét(Y?(N)×
Z
Qp, Symk−2 R1f∗Zp) ⊗
Zp
Cp ∼
Sk(Γ?(N),Cp)(1− k) ⊕ H1(X?(N), ω2−kE(N)/X(N))⊗O Cp.
Here, “?” is either nothing or “1” and GQp acts diagonally on the left side
and through Cp on the right side.
This isomorphism can be interpolated in Hida families, as shows the next
theorem proved by Kings, Loeffler and Zerbes building on work of Ohta and
Kato. In the statement we view Sord(Np∞,Λwt) as a Tord(Np∞,O)-module
via the natural map Tord(Np∞,O) tord(Np∞,O).
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Theorem 2.39. There is a canonical Tord(Np∞,O)⊗Λwt I-linear surjection
(called the I-adic Eichler-Shimura map)
MSord(Np∞, I) Sord(Np∞, I)
such that the following hold.
(a) If we reduce it modulo the ideal ωk,r, the resulting Tordk (Np
r,O)-linear
surjection8
MSordk (Np
r,O) Sordk (X1(Npr),O)
fits into a commutative diagram
H1ét,c(Y1(Np
r)×Z Qp,Symk−2 R1f∗O)ord Sordk (X1(Npr),O)
H1ét,p(Y1(Np
r)×Z Qp, Symk−2 R1f∗Cp) Sk(Γ1(Npr),Cp),
where the bottom row is the p-adic Eichler-Shimura isomorphism from
theorem 2.38 composed with the projection onto the first factor and
the vertical maps are the natural ones.9
(b) The kernel is the submodule MSord(Np∞, I)Ip fixed under the inertia
group.
Proof. Since I is flat over Λwt and the formation of both MSord(Np∞,−)
and Sord(Np∞,−) is compatible with base change from Λwt to I, we can
assume that I = Λwt. Similarly we can assume that O = Zp.
The claim in (a) is equivalent to the existence of a commutative diagram
(∗)
MSord(Np∞,Λwt) Sord(Np∞,Λwt)
H1ét,p(Y1(Np
r)×Z Qp, Symk−2 R1f∗Cp) Sk(Γ1(Npr),Cp),
where the top map is the I-adic Eichler-Shimura map, the bottom one is
the p-adic comparison isomorphism and the vertical ones are the reduction
maps. The existence of this diagram is essentially [KLZ17, Thm. 9.5.2].
The setting there is slightly different, but by ignoring Galois actions (thus
omitting the functor denoted D there, see [FK12, Prop. 1.7.6]), applying
the Atkin-Lehner involution (thus interchanging ordinary and anti-ordinary
parts) and restricting to the cuspidal subspaces the statement of [KLZ17,
8Here we use theorem 2.22 and theorem 2.7.
9Here we omitted the Tate twist from theorem 2.38 since we are not interested in the
Galois action at this point.
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Thm. 9.5.2] translates into the existence of a commutative diagram
lim←−r H
1
ét,p(Y1(Np
r)×Z Qp,Zp)ord lim←−r S
ord
2 (X1(Np
r)arith,Zp)
H1ét,p(Y1(Np
r)×Z Qp,TSymk−2 R1f∗Zp)ord Sk(Γ1(Npr)arith,Zp).
Here the limits are taken along the morphisms ΘNpr+1,Npr and TSymk−2
denotes the invariants of the action of the (k−2)-th symmetric group on the
(k − 2)-th tensor power (as opposed to coinvariants, which are Symk−2)
Now in the bottom line, we can replace Zp by Cp; this allows us also
to replace TSym by Sym because these become canonically isomorphic as
soon as (k − 2)! is invertible. Of course the diagram as above still exists if
we replace H1ét,p by H
1
ét,c in the left column. Then the upper left object is
isomorphic to MSord(Np∞,Λwt) by corollary 2.28 and the upper right object
is isomorphic to Sord(Np∞,Λwt) by corollary 2.24. We arrive at the diagram
(∗), which completes the proof of statement (a).
For statement (b) see [Oht95, Thm., p. 50]. 
3. Periods, error terms and p-adic L-functions
3.1. Periods of motives and the interpolation formula of Fukaya
and Kato. Recall that we fixed a number field K and a place p | p of it
with completion L.
Let M be a motive over Q with coefficients in K. We assume that M is
critical and fix K-bases γ of M+B and δ of tM . Criticality means that the
period map
M+B ⊗
K
C MB ⊗
K
C
cp∞
MdR ⊗
K
C tM ⊗
K
C
is an isomorphism (where cp∞ denotes the complex comparison isomor-
phism), and we then have Deligne’s complex period attached M
Ωγ,δ∞ (M) ..= det
γ,δ
(cp+∞) ∈ C×
which is the determinant with respect to the chosen bases.
Fukaya and Kato [FK06] consider a p-adic period which we introduce
in the following. Additionally to criticality we need another condition on
the motive. We say that the motive M satisfies the Dabrowski-Panchishkin
condition at p if there is a subspace MDPp ⊆ Mp stable under the action of
GQp such that the inclusion MDPp ⊆Mp induces an isomorphism
DdR(M
DP
p )
∼ DdR(Mp)
/
fil0 DdR(Mp)
of L-vector spaces. See [FK06, §4.2.3, (C2)]. We assume that this condition
is satisfied.
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The p-adic period depends on the choice of an isomorphism
β : Lˆnr ⊗
L
M+p
∼ Lˆnr ⊗
L
MDPp
which we now fix. For any de Rham p-adic representation V with coefficients
in L the p-adic comparison isomorphism induces an isomorphism
αV : BdR⊗
L
DdR(V ) ∼ BdR⊗
L
V.
Using this notation, denote by φ the composition
BdR⊗
K
M+B
cpét
BdR⊗
L
M+p
β
BdR⊗
L
MDPp
α−1
MDPp
α−1
MDPp
BdR⊗
L
DdR(M
DP
p )
dp
BdR⊗
L
(
DdR(Mp)
/
fil0 DdR(Mp)
) cpdR
BdR⊗
K
tM .
Then we define the p-adic period of M as
Ωγ,δ,βp (M) =
t
tH(M
DP
p )
dR
ε(MDPp )
det
γ,δ
(φ) ∈ B×dR .
It actually lies in (Lˆnr)×. Here ε(−) denotes the ε-factor attached to a p-
adic representation (for a precise definition see [FK06, §3.2, §3.3.4], where
it is denoted L(Dpst(−),−)) and tH denotes the Hodge invariant, which is
denoted m at [FK06, §3.3.4]. The actual definition of the period in [FK06,
§4.1.11] is less explicit than the one given here, but unravelling it one easily
translates it into this one.
When calculating the p-adic period the following observation will be use-
ful.
Remark 3.1. Because the p-adic period lies in (Lˆnr)× we have that
det
γ,δ
(φ) ∈ tZdRCp ⊆ BdR .
Therefore, to compute the p-adic period we do not have to tensor up to BdR,
it can already be computed over BHT. More precisely: let V and W be
K-vector spaces with bases γ and δ, respectively, and let W be filtered. Let
φ : BdR⊗KV ∼ BdR⊗KW be an isomorphism of filtered vector spaces
such that detγ,δ(φ) = αthdR with α ∈ Cp and h ∈ Z. We apply the functor
gr to φ to obtain an isomorphism of the associated graded vector spaces
φ′ : BHT⊗KV ∼ BHT⊗K gr(W ). If we use tdR to identify BHT with
Cp[tdR, t−1dR], then by construction we know that still detγ,δ(φ
′) = αthdR.
Let us now assume that W is pure of weight h ∈ Z (i. e. filhW = W ,
filh+1W = 0), which is for example the case if W is one-dimensional. It
then even suffices to tensor with Cp. More precisely, we have then
BHT⊗
K
gr(W ) =
⊕
q∈Z
Cp(q − h)⊗
K
W
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and since 1⊗γ ∈ BHT⊗KV lies in the weight 0 part, its image under φ′ also
lies in the weight 0 part, i. e. αth⊗δ ∈ Cp(−h)⊗KW . Therefore if we define
φ′′ ..= gr0(φ), which is an isomorphism
φ′′ : Cp ⊗
K
V ∼ Cp(−h)⊗
K
W,
then we know that detγ,δ(φ) = detγ,δ(φ′′).
The interpolation formula we are about to state involves another expres-
sion which we now introduce.
Definition 3.2. Define the local correction factor at p by
LFp(M) ..=
Pp(Mp, T )
Pp(MDPp , T )
∣∣∣
T=1
· Pp((MDPp )∗(1), 1) ∈ L,
where Pp is the polynomial defined by
Pp(V, T ) ..= det
L
(1− ϕcrisT,Dcris(V ))
for a representation V of GQp on a finite-dimensional L-vector space (where
we denote by ϕcris the Frobenius on Dcris).
There is a technical restriction on the evaluation points at which we can
hope to describe the value of the p-adic L-function. We thus introduce the
following notion.
Definition 3.3. Let ρ : GQ GLr(L′) be an Artin representation with
coefficients in a finite extension L′ of L and n ∈ N. We say that (ρ, n) is an
appropriate pair for M if
(1) M(ρ∗)(n) is still critical,
(2) LFp(M(ρ∗)(n)) 6= 0,
(3) Hif(Q, V ) = Hif(Q, V ∗(1)) = 0 for V = M(ρ∗)(n)p and i = 0, 1.
These conditions are formulated in [FK06, Prop. 4.2.21]. There is a further
condition related to a set called Υ there, but this set will be empty in our
setting, so this further condition is vacuous and we omit it.
Now we can state the conjectural interpolation formula, which appears
in [FK06, Thm. 4.2.22]. It is actually formulated in the context of non-
commutative Iwasawa theory, but as we want to study this in the classical
commutative setting, we only state this special case. The Galois group we
consider will be G ..= Gal(Q(µDp∞)/Q), where D ∈ Z is any integer prime
to p. We let Λ ..= O[[G]].
The p-adic L-function depends on a choice of a certain isomorphism β.
In the following, (˜−) means the notation introduced in [FK06, §3.1.1]. Let
t be an O-stable lattice in Mp and put tDP ..= t ∩ MDPp . Define T ..=
Λ ⊗O t and TDP ..= Λ ⊗O tDP, see [FK06, §4.2.7]. Let g ∈ GQ act on T by
x ⊗ y xg−1 ⊗ gy and analogously on TDP. Then fix an isomorphism
of Λ˜-modules β : Λ˜⊗Λ T+ ∼ Λ˜⊗Λ TDP. Such an isomorphism exists by
[FK06, Lem. 4.2.8]. It is then easy to see that if ρ : G GLr(K ′) is a
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representation with coefficients in a finite extension K ′ of K and n ∈ N such
that M(ρ∗)(n) is still critical, β induces canonically an isomorphism
β(ρ∗, n) : Lˆnr ⊗
L
M(ρ∗)(n)+p Lˆ
nr ⊗
L
M(ρ∗)(n)DPp .
After having fixed these data, the formula reads as follows. Here and in the
following κcyc denotes the cyclotomic character.
Conjecture 3.4 (Fukaya/Kato). There is a p-adic L-function, which is an
element of the quotient ring of Λ˜, such that for each appropriate pair (ρ, n)
for M (where ρ is an Artin representation of G and n ∈ Z), the value of the
p-adic L-function at ρκ−ncyc is∏
j≥1
(j − 1)!dimK grn−jMdR LFp(M(ρ∗)(n))
Ω
β(ρ∗,n)
p (M(ρ
∗)(n))
Ω∞(M(ρ∗)(n))
L(M(ρ∗), n).
The existence of this p-adic L-function is a consequence of the Equivariant
Tamagawa Number Conjecture and the ε-isomorphism conjecture, which is
one of the main results of Fukaya’s and Kato’s article.
3.2. Calculation of the periods.
3.2.1. Error terms. We recall the definition of error terms defined via modu-
lar symbols (often called periods, but we refrain from using this terminology
and use the word period exclusively for an expression defined via comparison
isomorphisms).
We begin with the complex one. Fix N ≥ 4 and a normalized Hecke
eigenform f ∈ Sk(X1(N),K).
Definition 3.5. Choose OK-bases η±f of MSk(N,OK)±[f ], which is free of
rank 1 by proposition 2.3. Because
MSk(N,OK) ⊗OK
C = MSk(N,C),
there exist unique E∞(f, η±f ) ∈ C× such that
ξ±f = E∞(f, η±f )η±f
in the right hand side. They are called the complex error terms attached to
f .
At this points let us briefly study refinements of modular symbols. Assume
that p - N and let α and β be the roots of its p-th Hecke polynomial (without
loss of generality assume that they lie in OK). Using the same techniques as
in section 1.5, we can define canonical morphism Refα : MSk(N,K)
MSk(Np,K) such that the following hold:
(a) It induces isomorphisms
Refα : MSk(N,K)
±[f ] ∼ MSk(Np,K)±[fα].
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If f is ordinary at a prime p | p of K and α is the unit root of the
p-th Hecke polynomial, then it induces
Refα : MSk(N,OK)±[f ] ∼ MSk(Np,OK)±[fα].
(b) The diagram
MSk(N,K) MSk(Np,K)
N
kWB ⊗Q K NpkWB ⊗Q K
Refα
Refα
commutes. Here the vertical arrows are the maps (22) and the bot-
tom map is induced by the motivic refinement morphism from corol-
lary 1.18.
(c) Let fα be the refinement of f at α. Then Refα(ξf ) = ξfα .
Let now f be ordinary at p. If we now choose η±f ∈ MSk(N,O)±[f ] as
above, we may take η±fα
..= Refα(η
±
f ) as a basis of MSk(Np,O)±[fα]. The
following is then clear.
Corollary 3.6. If f is ordinary at p and α is the unit root, then E∞(f, η±f ) =
E∞(fα, η±fα).
We now turn to Hida families and introduce p-adic error terms. We use
again the notation from situation 2.10. Fix an eigenform F ∈ Sord(Np∞, I)
and assume that condition 2.20 is satisfied.
We choose an I-basis Ξ± ofMSord(Np∞, I)±[F ] andO-bases η±φ of MSk(Npr,O)±[Fφ]
for each φ ∈ X arithI (O) of type (k, ε, r). Let
MSord(Np∞, I)±[F ] ⊗
Λwt
(I/φ) ∼ MSordk (Npr,O)±[Fφ]
be the canonical isomorphism from theorem 2.22. Both sides are free O-
modules of rank 1 by proposition 2.3. For φ ∈ X arithI (O) write Ξ±φ for the
image of Ξ± ∈MSord(Np∞, I)±[F ] in MSordk (Npr,O)±[Fφ] under the above
isomorphism.
Definition 3.7. For each φ ∈ X arithI (O), let Ep(Ξ±, η±φ ) ∈ O be the unique
element such that
Ξ±φ = Ep(Ξ±, η±φ )η±φ .
This element is called the p-adic error term at φ.
Proposition 3.8 (Kitagawa). One has always Ep(Ξ±, η±φ ) 6= 0.
Proof. [Kit94, Prop. 5.12] 
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3.2.2. Choosing good bases. In this section we fix integers N ≥ 4 and k ≥ 2
and a newform f ∈ Sk(Γ1(N),K), and we assume that K contains the N -th
roots of unity (so that we may identify the modular curves X1(N)naive and
X1(N)
arith). We choose bases of the tangent space and the GR-invariant
subspace of the Betti realization of the critical twists ofM(f). With respect
to these bases we will later compute periods.
Fix an integer n with 1 ≤ n ≤ k−1 and a Dirichlet character χ of arbitrary
conductor. ThenM(f)(χ∗)(n) is critical and we have that
(M(f)(χ∗)(n))+B =M(f)χ(−1)(−1)
n
B ⊗K(n)B ⊗M(χ∗)B
and
tM(f)(χ∗)(n) = gr0M(f)dR ⊗K(n)dR ⊗M(χ∗)dR.
The realizations of the motives K(n) and M(χ∗) are one-dimensional and
have canonical bases which we denote by bK(n)B and b
K(n)
dR for K(n) and b
χ
B
and bχdR forM(χ∗), respectively (see [Ven07, Ex. 2.1] or [DFG04, §1.1.3]).
By corollary 1.21 we can choose any δ0 ∈ Sk(Γ(N),K)∨ such that δ0(wNf) =
1 (where wN is the Atkin-Lehner endomorphism) and use its image in gr0M(f)dR
(which we denote again by δ0) as a basis of this space. Note that δ0 is then
unique with this property since gr0M(f)dR is one-dimensional. So
δ ..= δ0 ⊗ (bK(n)dR )⊗n ⊗ bχdR ∈ tM(f)(χ∗)(n)
is a basis for the tangent space.
We now turn to the Betti side and recall lemma 2.4, which gives us iso-
morphisms
MSk(N,K)
±[f ] ∼ M(f)±B
Further we use the modified pairing 〈·, ·〉ιB from section 1.6 and the fact that
it induces a perfect pairing between M(f)±B and M(f)∓B by lemma 1.22.
Fix a basis η+ ..= η+f ∈ MSk(N,OK)+[f ] as in definition 3.5, and by abuse
of notation denote its image in M(f)+B under the above map still by η+.
By the pairing there exists a unique η− = η−f ∈ M(f)−B , coming from an
η− ∈ MSk(N,OK)−[f ], such that〈
η±, η∓
〉ι
B
= b
K(1−k)
B .
We choose then
γ ..= ηχ(−1)(−1)
n ⊗ (bK(n)B )⊗n ⊗ bχB ∈ (M(f)(χ∗)(n))+B
as a basis of the Betti side.
As a side remark, note that the choice of η+ is the only non-canonical
choice we ever made in this whole process.
We stress that both γ and δ of course depend on n and χ, but we omit
this from their notation. This dependence should be always clear from the
context. Also every element introduced in this section of course depends on
f , and we will also often omit this from the notation. Though, later we will
consider families of motives of modular forms parametrized by arithmetic
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points in the weight space, and we will then put a subscript “φ” to all of the
elements introduced here to indicate their dependence on these points.
3.2.3. Complex periods. We now compute Deligne’s complex period of the
critical twists ofM(f) with respect to our chosen bases. We use the elements
and notations introduced in section 3.2.2. Our calculation uses the well-
known fact that the complex periods of the Tate and Dirichlet motive are
2pii resp. the Gauß sum of the character.
We remark that a similar idea for calculating the complex periods appears
in [Och06, §6.1, §6.3], although there many details are omitted.
Theorem 3.9. We have for the complex period
Ωγ,δ∞ (M(f)(χ∗)(n)) =
(2pii)n+1−k
G(χ∗)
E∞(f, ηs)
with s = −χ(−1)(−1)n.
Proof. Recall that we identified η± with their images under the map (22).
By our choices of η± we have 〈η−s, wNηs〉B = bK(1−k)B , and since the pair-
ing 〈·, ·〉ιB vanishes on M(f)±B ×M(f)±B , we have further 〈η−s, wNηs〉B =
〈η−s, wN (ηs + x)〉B for any x ∈M(f)−sB . Therefore (by the definition of the
complex error term)
(∗)
E∞(f, ηs)·bK(1−k)B =
〈
η−s, wNE∞(f, ηs)ηs
〉
B =
〈
η−s, wNξs
〉
B =
〈
η−s, wNξ
〉
B,
where ξ and ξ± are as in definition 2.5 (which we again identify with their
images under the map (22)).
By the compatibility of the comparison isomorphism with the Eichler-
Shimura map (see theorem 1.13) and lemma 2.6, we have that the image of
ξ under the map
MSk(N,C) NkWB ⊗ C ∼ NkWdR ⊗ C
is the image of f under the inclusion Sk(Γ(N),K) NkWdR⊗K coming
from the Hodge filtration, so we denote this image by f . Now let ρ ∈
N
kWdR⊗C be the image of η−s ∈M(f)B under the comparison isomorphism.
Since the comparison isomorphism identifies the pairings 〈·, ·〉dR and 〈·, ·〉B,
(∗) is equivalent to
〈ρ, wNf〉dR = (2pii)1−kE∞(f, ηs) · bK(1−k)dR .
This means that the image of ρ in gr0M(f)dR is (2pii)1−kE∞(f, ηs)δ0.
Altogether, we see that the isomorphism
(M(f)(χ∗)(n))+B ∼ tM(f)(χ∗)(n)
maps γ = η−s ⊗ (bK(n)B )⊗n ⊗ bχB to
((2pii)1−kE∞(f, ηs)δ0)⊗ (2pii bK(n)dR )⊗n ⊗ (G(χ∗)−1bχdR).
This completes the proof. 
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In particular, Deligne’s conjecture on the motiveM(f)(χ∗)(n) holds.
3.2.4. p-adic periods. We now use again the setup for Hida families as de-
scribed in situation 2.10 and fix a Hida family F ∈ Sord(Np∞, I) which is
new.
Throughout this section, we assume that condition 2.20 is satisfied. Fur-
ther we fix D ∈ Z prime to p and let G ..= Gal(Q(µDp∞)/Q). We assume
that O contains the D-th roots of unity.
Let ρF : GQ AutI(T ) be the big Galois representation attached to
F from theorem 2.15. In the definition of the p-adic period there was an
isomorphism β involved. Studying this in families will only make sense if
β is chosen consistently in the family in a way we now describe. This is
motived by the results in [Bar11].
Put
V
= I[[G]]. Note that any φ induces a map V Λ which we also
denote by φ. The define T ..=
V⊗I T and T0 ..= V⊗I T 0. Let g ∈ GQ act on
T by x⊗y xg−1⊗gy and analogously on T0. Then fix an isomorphism
of
V
-modules β : T(1)+ ∼ T0(1).10 Then for each φ ∈ X arithI , β induces
an isomorphism
βφ : T (1)+φ ⊗O Λ
∼ T 0(1)φ ⊗O Λ.
We can say something meaningful about p-adic periods only if we can
choose this β in a “more or less canonical” way, for which we will need an
extra condition which we now explain. Let T 0 be as in theorem 2.15.
Lemma 3.10. Consider the following conditions.
(i) For some choice of an I-basis of T the image of ρF contains SL2(I).
(ii) For any choice of an I-basis of T the image of ρF contains SL2(I).
(iii) There exists σ ∈ im ρF ⊆ AutI(T ) such that σ(T +) = T 0.
Then (i) and (ii) are equivalent and they imply (iii).
Proof. That (i) and (ii) are equivalent is obvious. To see that they imply
(iii), we choose a submodule T ′ ⊆ T complementary to T 0 and isomorphisms
b1 : T + ∼ T 0 and b2 : T − ∼ T ′, which gives us an automorphism b1⊕
b2 of T = T + ⊕T − = T 0 ⊕ T ′. Write u ∈ I× for the determinant of b1 ⊕ b2
and change one of b1 or b2 by u−1. Then the determinant using the new
choices will be 1 and the resulting automorphism σ lies in the image of
ρF . 
The above conditions allow us to perform the following trick, which is
inspired from [Hid96, §3.3].
Proposition 3.11. If the condition from lemma 3.10 (iii) holds, then after
possibly changing the complex embedding ι∞, we can assume that T + = T 0.
10The Tate twist is there in order to make the involved motives critical.
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Proof. Let Φ ..= b1 ⊕ b2 ∈ AutI(T ) be as in lemma 3.10 (iii). Then the
elements of T 0 remain fixed under Φ−1ρF (Frob∞)Φ. Take a τ ∈ GQ such
that ρF (τ) = Φ. Then if we replace ι∞ by ι∞ ◦ τ , the complex conjugation
with respect to the new pair of embeddings is Φ−1ρF (Frob∞)Φ, so that then
T + = T 0. 
From now on we assume that the following holds, which can be achieved
under any of the conditions from lemma 3.10.
Condition 3.12. The embeddings (ι∞, ιp) are chosen such that T + = T 0.
Remark 3.13. Condition 3.12 seems to be a moderate condition. As ex-
plained in proposition 3.11 and lemma 3.10, we are safe if the image of ρF
contains SL2. There are results on when this happens: in [MR0860140]
Mazur and Wiles show that if O = Zp, I = Λwt and the image of the resid-
ual representation contains SL2, then so does the image of ρF . There is
work by J. Lang [Lan16] that can be used to extend this to more general I
and to relax the condition on the residual representation. Hence there are
quite some cases in which we know that the validity of condition 3.12 can be
achieved.
Note that by reducing modulo φ ∈ X arithI this implies thatM(F newφ )+p =
M(F newφ )0p for any φ.
We have to choose an isomorphisms of
V
-modules
β : T(1)+ ∼ T0(1).
Since we have
T(1)+ = (
V⊗
I
T ⊗
Qp
Qp(1))+
=
(
V+ ⊗
I
T − ⊗
Qp
Qp(1)
) ⊕ ( V− ⊗
I
T + ⊗
Qp
Qp(1)
)
and
T0(1) = (
V⊗
I
T 0 ⊗
Qp
Qp(1))
=
(
V+ ⊗
I
T 0 ⊗
Qp
Qp(1)
) ⊕ ( V− ⊗
I
T 0 ⊗
Qp
Qp(1)
)
,
we see that any choice of an isomorphism of I-modules
β0 : T + ∼ T −
gives us an isomorphism β as above (recall that T + = T 0).
We now replace the abstract representation T by the I-moduleMSord(Np∞, I)[F ].
By corollary 2.36 it is isomorphic to T as a GQ-representation, so we can
assume without loss of generality that T is of this concrete form.
Situation 3.14. Here we choose some elements that should be fixed for
the following. We have already fixed D ∈ N with p - N and defined
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G = Gal(Q(µDp∞/Q). We choose I-bases Ξ± of MSord(Np∞, I)±[F ] as
in definition 3.7. Having done so, we define β0 as the isomorphism
MSord(Np∞, I)+[F ] ∼ MSord(Np∞, I)−[F ]
that sends Ξ+ to Ξ− and write
β : T(1)+ ∼ T0(1)
for the isomorphism induced by it. For each φ ∈ X arithI of type (k, ε, r)
we fix bases η±φ ∈ MSk(Npr,OK)±[Fφ] and η±φ,new ∈ MSk(Npr,OK)±[F newφ ].
We assume that η±φ = η
±
φ,new whenever Fφ = F
new
φ and that η
±
φ and η
±
φ,new are
connected via refinement as in section 3.2.1 – more precisely that Refα(η±φ,new) =
η±φ , where α is the unique unit root of the p-th Hecke polynomial of F
new
φ .
Moreover we assume that they are dual to each other under the pairing
〈·, ·〉ιB, as in section 3.2.2. Finally we choose δ0,φ ∈ Sk(Γ(Npr),K)∨ such that
δ0,φ(wNprF
new
φ ) = 1 as in section 3.2.2 to obtain bases of gr
0M(F newφ )dR.
Definition 3.15. (a) Let φ ∈ X arithI be of type (k, ε, r) and let P = Pφ.
Reducing β0 modulo P gives an isomorphism
β0,φ : M(F newφ )+B⊗
K
L ∼=M(F newφ )+p = T +φ ∼ T −φ =M(F newφ )−p ∼=M(F newφ )−B⊗
K
L.
The elements η±φ,new are bases ofM(F newφ )±B , respectively. Define
C(β0,φ) ..=
(
det
η+φ,new,η
−
φ,new
β0,φ
)−1 ∈ L×.
(b) Let Ψ± be the images of Ξ± under the I-adic Eichler-Shimura map
MSord(Np∞, I) Sord(Np∞, I)
from theorem 2.39. Since this map is Hecke equivariant, we have in
fact Ψ± ∈ Sord(Np∞, I)[F ]. Since the latter space is free of rank 1
over I and F is a basis, there are unique U± ∈ I such that
(26) Ψ± = U±F.
For φ ∈ X arithI , write U±φ ∈ O for the reduction of U± modulo P .
Lemma 3.16. Under our choices, we have
Ep(Ξ+, η+φ ) = C(β0,φ)Ep(Ξ−, η−φ ).
Proof. Recall that β0 was defined as
MSord(Np∞, I)+[F ] ∼ MSord(Np∞, I)−[F ], Ξ+ Ξ−.
By theorem 2.22 the reduction of this map modulo P
MSordk (Np
r,O)+[Fφ] ∼ MSordk (Npr,O)−[Fφ]
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sends Ξ+φ to Ξ
−
φ , where Ξ
±
φ denotes the images of Ξ
± in MSordk (Np
r,O)±[Fφ].
By definition 3.7 we have Ξ±φ = Ep(Ξ±, η±φ )η±φ . Thus by definition of C(β0,φ)
it follows
C(β0,φ) =
Ep(Ξ+, η+φ )
Ep(Ξ−, η−φ )
(in the case where Fφ 6= F newφ we have to take the refinement maps into
account, but by our choices of η±φ,new and η
±
φ the relation still holds). 
Before we compute the p-adic period, we prove the following important
result about the constants U±.
Theorem 3.17. We have U+ = 0, while U− ∈ I×. In particular, U−φ ∈ O×
for each φ ∈ X arithI .
Proof. By theorem 2.15 the representation T 0 is an unramified direct sum-
mand of T , and since the whole representation T is ramified at p, we must
have T 0 = T Ip for dimension reasons. Since we further assumed that
T 0 = T + and T = MSord(Np∞, I), we conclude that MSord(Np∞, I)Ip =
MSord(Np∞, I)+.
By theorem 2.39 the kernel of the I-adic Eichler-Shimura map isMSord(Np∞, I)Ip ,
so it follows immediately from the definition of U+ that U+ = 0.
On the other hand, fix φ ∈ X arithI . By a similar reasoning as above we
get MSk(Npr,O)+[Fφ] = MSk(Npr,O)[Fφ]Ip . We now use that the mor-
phism MSord(Np∞, I)±[F ] MSordk (Npr,O)±[Fφ] is GQ-equivariant by
theorem 2.35. This tells us that Ξ−φ is not fixed under the inertia group Ip
(note that we have Ξ−φ 6= 0 by proposition 3.8). Further it implies that the
kernel of the map MSordk (Np
r,O)[Fφ] Sordk (X1(Npr),O)[Fφ] contains
MSk(Np
r,O)[Fφ]Ip , hence it equals MSk(Npr,O)[Fφ]Ip , again for dimension
reasons. Therefore we get Ψ−φ 6= 0 (with Ψ± as in definition 3.15 and Ψ±φ
the reduction modulo Pφ) and thus U−φ 6= 0.
So U− ∈ I defines a global section on Spec I that does not vanish at any
point Pφ ∈ X arithI . Since X arithI is Zariski dense in Spec I (since it is Zariski
dense in Spec I(Qp) and Spec I is 2-dimensional) and supports of sections
are closed, U− is a nowhere vanishing section, hence a unit. 
We are now almost ready to compute the p-adic period. Before that we
first prove the following lemma.
Lemma 3.18. Let f be an ordinary newform of weight k and fix an integer
n with 1 ≤ n ≤ k−1 and a Dirichlet character χ of conductor Dpm for some
m ∈ N. Write α for the unit root of the p-th Hecke polynomial. Observe that
α = ap if p | N , where ap is the p-th Hecke eigenvalue of f . We let M be the
motiveM(f)(χ∗)(n).
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(a) Write χ as a product χ = χnrχp with χnr of conductor D and χp of
conductor pm. Then the ε-factor is
ε(MDPp ) = α
mχnr(p)
mp−nmG(χp).
(b) The Hodge invariant is tH(MDPp ) = −n.
Proof. If δ is the character describing the action of GQp on the 1-dimensional
subrepresentatin ofMfp coming from the fact that f is ordinary then δ(Frobp) =
α. Hence the action of GQp on MDPp is given by the character δ ⊗ χ∗ ⊗ κncyc
and the first statement follows from [LVZ15, Prop. 2.3.3].
We turn to the second statement. Since dimL DdR(MDPp ) = dimL fil
0 DdR(Mp) =
1 and
DdR(M
DP
p )
∼ DdR(Mp)
/
fil0 DdR(Mp) ,
we must have DdR(MDPp ) ∩ fil0 DdR(Mp) = 0. Further the functor DdR is
exact on de Rham representations and DdR(MDPp ) is a subobject of DdR(Mp)
as a filtered vector space. It follows that tH(MDPp ) must be the unique i ∈ Z
such that fili DdR(Mp) = DdR(Mp) and fili+1 DdR(Mp) 6= DdR(Mp). It is
easy to see that this means tH(MDPp ) = −n. 
Theorem 3.19. Assume that condition 3.12 and condition 2.20 are satisfied.
Fix φ ∈ X arithI of type (k, ε, r), an integer n with 1 ≤ n ≤ k and a Dirichlet
character χ of conductor Dpm which we write as a product χ = χnrχp with
χnr of conductor D and χp of conductor pm. The choices of η±φ and δ0,φ
determine bases γφ and δφ of M(F newφ )(χ∗)(n)+B resp. tM(Fnewφ )(χ∗)(n) as in
section 3.2.2. Let αp,φ be the unit root of the p-th Hecke eigenvalue of F newφ
and s = −χ(−1)(−1)n.
Then we have for the p-adic period
Ω
γφ,δφ,βφ(χ
∗,n)
p (M(F newφ )(χ∗)(n)) = −
α−mp,φ p
nmEp(Ξs, ηsφ)
U−φ χnr(p)mG(χp)G(χ∗)
.
Proof. We first assume that φ is such that Fφ is a newform, i. e. Fφ = F newφ .
Consider the commutative diagram
(27)
BdR⊗Np
r
kW+B BdR⊗Np
r
kW+p BdR⊗Np
r
kW0p
BdR⊗Np
r
kWB BdR⊗Np
r
kWp BdR⊗Np
r
kWp
cpét
∼
∼
cpét
∼
∼
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BdR⊗DdR
(Npr
kW0p
)
BdR⊗
(
DdR
(
Npr
kWp
)
fil1 DdR
(
Npr
kWp
)) BdR⊗ gr0 NprkWdR
BdR⊗DdR
(Npr
kWp
)
BdR⊗DdR
(Npr
kWp
)
BdR⊗Np
r
kWdR.
∼ ∼ cpdR
∼
∼ cpdR
∼
On the spaces in the lower row, we have the pairings 〈·, ·〉? with ? being “B”,
“dR” and “p”, and all the maps in the lower row respect these pairings.
We denote the images of elements of BdR⊗Q Np
r
kWB in BdR⊗Qp Np
r
kWp
by the same symbol, by abuse of notation. If we reduce (26) modulo φ we
get U±φ Fφ = Ψ
±
φ , where Ψ
±
φ denotes the reduction of Ψ
± modulo φ. Using
theorem 2.39 and the definition of the p-adic error term (definition 3.7), this
means that the p-adic comparison isomorphism (see theorem 2.38)
Npr
kWp ⊗Qp Cp = H
1
p(Y (Np
r)×
Z
Qp,Symk−2 R1f∗Zp) ⊗
Zp
Cp ∼
Sk(Γ(Np
r),Cp)(1− k) ⊕ H1(X(Npr), ω2−kX(N))⊗O Cp
Sk(Γ(Np
r),Cp)(1− k) = grk−1 Np
r
kWdR ⊗Q Cp(1− k)
maps Ep(Ξ±, η±φ )η±φ Fφ ⊗ U±φ t1−kdR , where we identify Cp(1 − k) with
Cp · t1−kdR ⊆ BdR.11
Let ρ± ∈ BdR⊗Q Np
r
kWdR be the images of η±φ ∈ BdR⊗KM(F newφ )B ⊆
BdR⊗Q Np
r
kWB under the map in the lower row in diagram (27). We know
by definition of η±φ that〈
η±φ , wNprEp(Ξ∓, η∓φ )tk−1dR η∓φ
〉
p = Ep(Ξ∓, η∓φ )tk−1dR · bK(1−k)p .
Hence since the comparison isomorphism respects the pairings and maps
Ep(Ξ∓, η∓φ )tk−1dR η∓φ U±φ Fφ it follows〈
ρ+, wNprFφ
〉
dR =
Ep(Ξ−, η−φ )
U−φ
.
This means that the map in the upper row in diagram (27) maps
η+φ
Ep(Ξ−, η−φ )
U−φ
δ0,φ;
note that although this latter map is defined over BdR, our calculations over
Cp suffice for seeing this, as explained in remark 3.1.
11Recall that we ignored the Galois actions on the various modules in theorem 2.39.
We use tdR as a basis of Cp(1) to identify Cp(1 − k) with Cp. This is where the factor
t1−kdR comes from.
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We now look at the following variant of diagram (27), which differs only
by the extra map β−10,φ:
(28)
BdR⊗Np
r
kW−B BdR⊗Np
r
kW−p BdR⊗Np
r
kW+p BdR⊗Np
r
kW0p
BdR⊗Np
r
kWB BdR⊗Np
r
kWp BdR⊗Np
r
kWp BdR⊗Np
r
kWp
cpét
∼
∼
cpét
∼
∼
β−10,φ
∼
β−10,φ
∼
BdR⊗DdR
(Npr
kW0p
)
BdR⊗
(
DdR
(
Npr
kWp
)
fil1 DdR
(
Npr
kWp
)) BdR⊗ gr0 NprkWdR
BdR⊗DdR
(Npr
kWp
)
BdR⊗DdR
(Npr
kWp
)
BdR⊗Np
r
kWdR.
∼ ∼ cpdR
∼
∼ cpdR
∼
Here the maps in the lower row are no longer compatible with the pairings
because we introduced the map β−10,φ. Anyway, by definition of C(β0,φ) and
our previous calculations, we know that the map in the upper row in diagram
(28) maps
η−φ
C(β0,φ)Ep(Ξ−, η−φ )
U−φ
δ0,φ =
Ep(Ξ+, η+φ )
U−φ
δ0,φ,
where the equality above comes from lemma 3.16.
Now let s = −χ(−1)(−1)n. We know
M(Fφ)(χ∗)(n)+B =M(Fφ)−sB ⊗M(χ∗)B ⊗K(n)B,
t+M(Fφ)(χ∗)(n) = gr
0M(Fφ)sdR ⊗M(χ∗)dR ⊗K(n)dR,
M(Fφ)(χ∗)(n)+p =M(Fφ)−sp ⊗M(χ∗)p ⊗K(n)p,
M(Fφ)(χ∗)(n)DPp =M(Fφ)0p ⊗M(χ∗)p ⊗K(n)p.
We have to look at the determinant of the composition
BdR⊗
K
M(Fφ)(χ∗)(n)+B
cpét
BdR⊗
L
M(Fφ)(χ∗)(n)+p
βφ(χ
∗, n)
BdR⊗
L
M(Fφ)(χ∗)(n)DPp
α−1
BdR⊗
L
DdR(M(Fφ)(χ∗)(n)DPp )
dp
BdR⊗
L
(
DdR(M(Fφ)(χ∗)(n)p)
/
fil0 DdR(M(Fφ)(χ∗)(n)p)
)
cpdR
BdR⊗
K
tM(Fφ)(χ∗)(n).
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By definition of β : T(1)+ ∼ T0(1) we have that
βφ(χ
∗, n) : BdR⊗
L
M(Fφ)−sp ⊗M(χ∗)p⊗K(n)p BdR⊗
L
M(Fφ)0p⊗M(χ∗)p⊗K(n)p
is the identity if s = −1 and is β−10,φ (tensored with the identity) if s = +1.
Hence the above composition is the tensor product of the upper row of the
diagram (27) or (28) with the comparison isomorphisms for the motives
M(χ∗) andQ(n), according to s = −1 or s = +1. Therefore this composition
maps
γφ = η
χ(−1)(−1)n
φ ⊗(bK(n)B )⊗n⊗bχB
(
Ep(Ξs, ηsφ)
U−φ
δ0,φ
)
⊗
(
tdRb
K(n)
dR
)⊗n⊗(G(χ∗)−1bχdR) .
The claim now follows from lemma 3.18, which completes the proof in the
case where Fφ is a newform.
In the case where Fφ is not a newform (then automatically of level Np),
we replace diagram (27) by
BdR⊗NkW+B BdR⊗NkW+p BdR⊗NkW0p
BdR⊗NpkW+B BdR⊗NpkW+p BdR⊗NpkW0p
BdR⊗NkWB BdR⊗NkWp BdR⊗NkWp
BdR⊗NpkWB BdR⊗NpkWp BdR⊗NpkWp
cpét
∼
∼
∼
cpét
∼
∼
BdR⊗DdR(NkW0p ) BdR⊗
(
DdR(
N
kWp)
fil1 DdR(
N
kWp)
)
BdR⊗ gr0 NkWdR
BdR⊗DdR(NpkW0p ) BdR⊗
(
DdR(
Np
kWp)
fil1 DdR(
Np
kWp)
)
BdR⊗ gr0 NpkWdR
BdR⊗DdR(NkWp) BdR⊗DdR(NkWp) BdR⊗NkWdR
BdR⊗DdR(NpkWp) BdR⊗DdR(NpkWp) BdR⊗NpkWdR
∼ ∼ cpdR
∼
∼
cpdR
∼
where the maps from the back layer to the front layer are induced from
the motivic refinement morphism Refαφ :
N
kW ⊗Q K NpkW ⊗Q K from
corollary 1.18, and similarly also for diagram (28) (we omit drawing this).
Here the front and back faces are just the diagrams from before, which clearly
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commute, and the top and bottom faces as well as the vertical ones commute
since they come from a morphism of motives. By our choices of η±φ and η
±
φ,new
and the commutativity, it does not matter if we take the determinant in the
front or back layer, and by a similar reasoning as before we obtain the result
also in this case. 
3.3. p-adic L-functions. We begin this section by writing down as ex-
plicitely as possible the conjectural interpolation value of Fukaya and Kato in
the case of a Hida family. To do so we need to calculate the local correction
factor that appears in their formula.
Lemma 3.20. Fix a newform f ∈ Sk(Γ1(N), ψ,K), an integer n with 1 ≤
n ≤ k−1 and a Dirichlet character χ of conductor Dpm with p - D. Assume
that f is ordinary at p, where p is the place of K lying above p which is
fixed by our embedding K ⊆ Q ⊆ Qp. Write α for the unit root of the p-th
Hecke polynomial. Observe that α = ap if p | N , where ap is the p-th Hecke
eigenvalue of f .
(a) We have
Pp(M(f)(χ∗), T ) = 1− α−1χ˜ψ(p)pk−1T.
(b) The local correction factor of the motive M ..=M(f)(χ∗)(n) is
LFp(M) = (1− α−1χ∗(p)pn−1)(1− α−1χ˜ψ(p)pk−n−1).
Here χ˜ψ denotes the primitive character associated to χψ.
Proof. We first compute Pp(M(f)(χ∗), T ). Choose a basis of M(f)p with
respect to which the representation has the form
(
δ ∗
ε
)
with a character ε
of GQ. Looking at the determinant we get δε = ψ∗κ1−kcyc . We have an exact
sequence
0 δχ∗ M(f)(χ∗)p εχ∗ 0
and we claim that the sequence
(∗) 0 Dcris(δχ∗) Dcris(M(f)(χ∗)p) Dcris(εχ∗) 0
is exact. It is clear that this sequence is left exact.
We tensor the first sequence with χε∗ and obtain
0 δε∗ M(f)(ε∗)p L 0,
where L stands for the trivial representation. This is an extension of δε∗ by
the trivial representation, thus it defines a class x ∈ H1(Qp, δε∗). Since all
representations in the sequence are de Rham, the sequence
0 DdR(δε
∗) DdR(M(f)(ε∗)p) DdR(L) 0
is still exact. Therefore we have x ∈ H1g(Qp, δε∗) and by the dimension
formula in [BK90, Cor. 3.8.4] we have H1g(Qp, δε∗) = H1f (Qp, δε∗) in this
situation, so the sequence
0 Dcris(δε
∗) Dcris(M(f)(ε∗)p) Dcris(L) 0
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is exact. We now tensor this sequence with Dcris(εχ∗) and obtain a morphism
of exact sequences
0 Dcris(δε
∗)⊗Dcris(εχ∗) Dcris(M(f)(ε∗)p)⊗Dcris(εχ∗) Dcris(εχ∗) 0
0 Dcris(δχ
∗) Dcris(M(f)(χ∗)p) Dcris(εχ∗).
From this diagram we see that the lower right map is surjective, hence the
sequence (∗) is exact.
Since δ is unramified and χ is ramified, we have Dcris(δχ∗) = 0. From
the sequence (∗) we get then Dcris(M(f)(χ∗)p) ∼= Dcris(εχ∗) and we need
to determine when the character εχ∗ is crystalline, which depends only on
its restriction to the inertia group Ip. Decompose the characters χ and ψ
into p-power and prime-to-p conductor parts χ = χpχnr and ψ = ψpψnr.
We have ε|Ip = (δε)|Ip = (ψ∗κ1−kcyc )|Ip because δ is unramified, so (εχ∗)|Ip =
((ψχ)∗κ1−kcyc )|Ip and we see that the character is crystalline if and only if
ψp = χ
∗
p. In this case, ϕcris acts on Dcris(δεχ∗) = Dcris((ψnrχnr)∗κ1−kcyc )
by ψnrχnr(p)pk−1, hence it acts on Dcris(εχ∗) as δ(Frobp)−1ψnrχnr(p)pk−1 =
α−1ψnrχnr(p)pk−1 as claimed. Otherwise we get Dcris(Mp) = 0 and the Euler
factor is 1.
Now we turn to the second statement. The action of GQp onMDPp is given
by the character δ ⊗ χ∗ ⊗ κncyc. We have
(∗) Pp(M(f)p, T ) = 1− apT + ψ(p)pk−1T 2;
note that the roots of this polynomial are the inverses of the roots of the
Hecke polynomial, in particular α−1 is a root.
We distinguish two cases.
(1) We first assume that m = 0, i. e. χ is unramified at p. As a first step
we compute the expression
Pp(Mp, T )
Pp(MDPp , T )
occurring in the definition of the local factor. For this we distinguish
again two cases.
(i) First let p - N . In this caseM(f)p is crystalline, hence also
Mp is crystalline. We have then Dcris(Mp) = Dcris(M(f)p)⊗Qp
Dcris(χ
∗)⊗Qp Dcris(Qp(n)) so
Pp(Mp, T ) = 1− apχ(p)p−nT + ψχ2(p)pk−2n−1T 2.
On the other hand, by the above description ofMDPp we know
that
Pp(M
DP
p , T ) = 1− αχ(p)p−nT.
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We claim that the quotient of these polynomials is
Pp(Mp, T )
Pp(MDPp , T )
= 1− α−1ψχ(p)pk−n−1T.
Indeed, multiplying we get
(1− α−1ψχ(p)pk−n−1T )(1− αχ(p)p−nT ) =
1− χ(p)p−n(α+ α−1ψ(p)pk−1)T + ψχ2(p)pk−2n−1T 2
and since α−1 is a zero of Pp(M(f)p, T ), it follows that α +
α−1ψ(p)pk−1 = ap.
(ii) Now we let p | N . Then ψ(p) = 0 and (∗) tells us that
M(f)p is not crystalline, soMp is not crystalline either (since
χ and κncyc are crystalline). But M(f)0p is crystalline, hence
so is MDPp and we get Dcris(Mp) = Dcris(MDPp ) for dimension
reasons. Thus the expression
Pp(Mp, T )
Pp(MDPp , T )
appearing in the definition of LFp is equal to 1 in this case.
It remains to compute Pp((MDPp )∗(1), T ), still assuming that χ is un-
ramified at p. We have (MDPp )∗(1) = (δ ⊗ χ∗ ⊗ κncyc)∗(1) = δ−1 ⊗ χ⊗
κ1−ncyc , so
Pp((M
DP
p )
∗(1), T ) = 1− α−1χ∗(p)pn−1T.
(2) Now we let m > 0. Since χ is then ramified at p, the one-dimensional
representationsMDPp and (MDPp )∗(1) are both not crystalline, so Pp(MDPp , T ) =
Pp((M
DP
p )
∗(1), T ) = 1. The value of the remaining expression Pp(Mp, 1)
was computed in the first part.

Remark 3.21. In [MTT86, §14], Mazur, Tate and Teitelbaum introduce an
expression they call the “p-adic multiplier”. They consider the same situation
as we do here, and their p-adic multiplier is (up to a power of α which we
ignore here) defined as
(29) ep(M) ..= (1− α−1χ∗(p)pn−1)(1− α−1χψ(p)pk−n−1),
so by our above calculation it essentially equals the local correction factor,
except that it contains χψ(p) = χ(p)ψ(p) instead of the value at p of the
associated primitive character. We will later need to know when the two
expressions differ. Recall that we always assumed χ to be primitive (while
ψ may be imprimitive). Write χp and ψp for the p-parts of χ and ψ, respec-
tively. Then we have ep(M) 6= LFp(M) if and only if χpψp(p) 6= χ˜pψp(p),
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and it is elementary to check that this happens precisely when ψp and χp
are nontrivial and inverse to each other. In these cases, we have
ep(M) = (1− α−1χ∗(p)pn−1),
LFp(M) = (1− α−1χ∗(p)pn−1)(1− α−1χ˜ψ(p)pk−n−1).
We have now computed all the expressions that occur in the conjectural
interpolation formula by Fukaya and Kato. Inserting all this into the general
formula, the conjectural value of the p-adic L-function evaluated at (φ, χκ−ncyc)
becomes
(30) − (n− 1)!(1− α−1φ χ∗(p)pn−1)(1− α−1φ ˜χεψω−k(p)pk−n−1)
· α
−m
p,φ p
nmEp(Ξs, ηsφ)
(2pii)n+1−kU−φ χnr(p)mG(χp)E∞(Fφ, ηsφ)
L(F newφ ⊗ χ, n).
Here φ ∈ X arithI is of type (k, ε, r), χ is a primitive Dirichlet character of
conductor Dpm with m ≥ 0 and p - D, 1 ≤ n ≤ k−1 and s = −χ(−1)(−1)n.
Further F newφ ⊗ χ denotes the unique newform almost all of whose Fourier
coefficients are the same as the ones of
∑
n χ(n)anq
n, if
∑
n anq
n is the
Fourier expansion of F newφ .
We want to express this using the naively twisted L-function L(F newφ , χ, n)
instead of L(F newφ ⊗χ, n). The relation between these two twisted L-functions
is given by
L(F newφ ⊗ χ, n) = L(F newφ , χ, n) ·
∏
`|(Npr′ ,Dpm)
P`(M(F newφ )(χ∗), `−n)−1,
where r′ below the product sign should mean either r or 0, depending on
whether Fφ = F newφ or not (so that Np
r′ is the level of F newφ ) and P` denotes
the Euler factor at ` of the corresponding motive. In the product, the prime
` can be our fixed prime p if and only if r′ > 0 andm > 0, and by lemma 3.20
the corresponding factor then equals
Pp(M(F newφ )(χ∗), p−n) = (1− α−1φ ˜χεψω−k(p)pk−n−1).
This factor is nontrivial if and only if the p-parts of χ and εψω−k are in-
verse to each other (and nontrivial, since m > 0 and χ is primitive).12 By
remark 3.21, the cases in which we have a nontrivial Euler factor at p are
therefore precisely the cases in which
(1− α−1φ ˜χεψω−k(p)pk−n−1) 6= (1− α−1φ χεψω−k(p)pk−n−1),
and in these cases the first expression (coming from the local correction
factor in the interpolation formula) just cancels the Euler factor at p and the
12The case that n = k − 1 and αφ = ˜χεψω−k(p) cannot occur because this would
contradict the generalized Ramanujan conjecture proved by Deligne.
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second expression is 1. This discussion shows that
(1− α−1φ ˜χεψω−k(p)pk−n−1)L(F newφ ⊗ χ, n) =
(1−α−1φ χεψω−k(p)pk−n−1)L(F newφ , χ, n) ·
∏
`|(Npr′ ,Dpm)
` 6=p
P`(M(F newφ )(χ∗), `−n)−1
in each case. To simplify the formulas below, we set
EEF(F newφ , χ, n)
..=
∏
`|(N,D)
P`(M(F newφ )(χ∗), `−n)−1
(where “EEF” stands for “extra Euler factors”). In conclusion, the value of
the conjectural p-adic L-function at (φ, χκ−ncyc) from (30) becomes
− (n− 1)!(1−α−1φ χ∗(p)pn−1)(1−α−1φ χεψω−k(p)pk−n−1) EEF(F newφ , χ, n)
· α
−m
p,φ p
nmEp(Ξs, ηsφ)
(2pii)n+1−kU−φ χnr(p)mG(χp)E∞(Fφ, ηsφ)
L(F newφ , χ, n).
We now take Kitagawa’s p-adic L-function µKitF ∈ I[[G]] for F , whose
interpolation formula (after a twist to have the same evaluation point) is
φ
(∫
Z×p,D
χκ−ndµKitF
)
= (n−1)!(1−α−1φ χ∗(p)pn−1)(1−α−1φ χεψω−k(p)pk−n−1)
· D
n−1pm(n−1)G(χ∗)Ep(Ξ±, η±φ )
αmφ (2pii)
n+1−kE∞(Fφ, ηsφ)
L(F newφ , χ, n),
with φ, χ, n and s as above.
Let us calculate the quotient of these two interpolation formulas to see
what the difference is. In the calculation below, we use two classical relations
for Gauß sums:
(a) G(χp)G(χ∗p) = χp(−1)pm, see [Miy89, Lem. 3.1.1 (2)],
(b) G(χ∗) = χ∗p(D)χ∗nr(pm)G(χ∗p)G(χ∗nr), see [Miy89, Lem. 3.1.2].
So if we divide Kitagawa’s value by Fukaya-Kato’s value (at (φ, χκ−ncyc), re-
spectively), we get
(31)
Kitagawa’s value
Fukaya-Kato’s value
= −U
−
φ D
n−1p−mG(χ∗)G(χp)χnr(p)m
EEF(F newφ , χ, n)
= −U
−
φ D
n−1p−mχ∗p(D)χ∗nr(p)mG(χ∗p)G(χ∗nr)G(χp)χnr(p)m
EEF(F newφ , χ, n)
= −χp(−1)U
−
φ D
n−1χ∗p(D)G(χ∗nr)
EEF(F newφ , χ, n)
.
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We discuss now how to interpolate (most of) the expressions in this quo-
tient.
Regarding the extra Euler factors, we distinguish the automorphic type
(principal series, special or supercuspidal) of the Hida family at each of
the primes `. By [HsiehHidaFamiliesTripleProducts] and the references
given there these are rigid in the Hida family and their local Galois represen-
tations can be described as follows. Here the character [κcyc] : GQ` I×
means the composition
[κcyc] : GQ`
κcyc
Z×p 1 + pZp = Γwt
[·]
(Λwt)× I×.
(a) If F is principal series at `, then
ρF |GQ` ∼= αξ1κ
1/2
cyc [κcyc]
−1/2 ⊕ α−1ξ2κ1/2cyc [κcyc]−1/2
with α : GQ` I× unramified and ξ1, ξ2 : GQ` O× of finite
order.
(b) If F is special at `, then
ρF |GQ` ∼=
(
ξκcyc[κcyc]
−1/2 ∗
ξ[κcyc]
−1/2
)
with α : GQ` I× unramified and ξ : GQ` O× of finite or-
der.
(c) If F is supercuspidal at `, then
ρF |GQ` ∼= ρ0 ⊗ [κcyc]
−1/2
with ρ0 : GQ` GL2(O) an irreducible Artin representation.
Take an unramified character α : GQ` I×, a character ξ : GQ`
O× of finite order and further i, j ∈ 12Z. As ξ is of finite order, it factors
through Gal(Qp(µM )/Qp) for some M ∈ N and we can write it as a product
ξ = ξ`ξ
′ as before. Assume that M is chosen minimally (i. e. M = cond ξ)
and let µ ..= ord`M . If ν ≥ µ we can and do view ξ as a character of Z×p,D.
We then define
µ(α, ξ, i, j) ..=
{
`−iαξ′[κcyc]j(Frob`)δξ` ∈ I[[Z×p,D]] if ν ≥ µ,
0 otherwise.
Using this notation and distinguishing the above three cases we can define
elements
µ`(F ) ..=

(ϕ(`ν)− µ(α, ξ1, 12 ,−12))(ϕ(`ν)− µ(α−1, ξ2, 12 ,−12)) if F in the principal series at `,
(ϕ(`ν)− µ(1, ξ, 1,−12))(ϕ(`ν)− µ(1, ξ, 0,−12)) if F special at `,
ϕ(`ν)2 if F supercuspidal at `,
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It is then a straightforward calculation to check that for each φ ∈ X arithI ,
each finite order character χ : Z×p,D O× and each n ∈ Z we have
φ
(∫
Z×p,D
χκ−ncyc dµ`(F )
)
= ϕ(`ν)2 P`(M(F newφ )(χ∗)(n), 0).
Finally it is easy to see that there exists a unit µD ∈ (I[[G]])× such that
for each n ∈ Z and Dirichlet character χ of conductor Dpm for some m ∈ N0,
which we write as a product χ = χnrχp of characters of conductors D and
pm, we have ∫
G
χκ−ncycdµD = D
n−1χ∗p(D)G(χ
∗
nr).
We now have all ingredients ready to arrive at our main result. To state it
more clearly, we introduce the following notations for the technical conditions
we need.
Condition 3.22. We consider the following conditions on F and primes
` | (N,C):
p - `− 1(nd`)
F is in the principal series at ` and ord` cond ξi < ord`D for
i = 1, 2, or
F is special at ` and ord` cond ξ < ord`D, or
F is supercuspidal at `
(triv`)
If (nd`) holds for `, then ϕ(`ν) is a unit in O. If (triv`) holds for `, then
µ`(F ) = ϕ(`
ν)2. This follows directly from the definition of µ`(F ).
Theorem 3.23. Fix coefficient rings as in situation 2.10, a Hida family F
which is new and basis elements as in situation 3.14. Assume that condi-
tion 3.12 and condition 2.20 hold.
(a) There exists a p-adic L-function µFKF ∈
V
[1p ] = Qp⊗Zp I[[G]] such that
for each φ ∈ X arithI of type (k, ε, r), each primitive Dirichlet character
χ of conductor Dpm for some m ≥ 0 and each 1 ≤ n ≤ k − 1 the
evaluation
φ
(∫
G
χκ−ncycdµ
FK
F
)
is the value predicted by Fukaya and Kato up to a factor χp(−1).
(b) If we assume in addition that for each prime ` | (N,D) at least one
of (nd`) and (triv`) holds, then µFKF ∈
V
. In this case the ideals
generated by µFKF and µ
Kit
F differ by
∏
`|(N,C) µ`(F ).
(c) Assume that for each prime ` | (N,D) both (nd`) and (triv`) hold.
Then µFKF and µ
Kit
F generate the same ideal in I[[G]].
Proof. We just define
µFKF
..= − µ
Kit
F
U− · µD
∏
`|(N,C)
µ`(F )
ϕ(`ν`)2
.
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This is an element of
V
if (nd`) or (triv`) holds for each ` | (N,D) and of
Qp ⊗Zp
V
otherwise. The claims follow from our previous calculations and
the fact that U−φ comes by definition from an element U
− ∈ I× which is a
unit by theorem 3.17. 
We close with some remarks about our result.
Remark 3.24. (a) The conditions in theorem 3.23 that (nd`) or (triv`) or
even both of them hold for all ` | (N,D) are the most general ones
we could get for these results to hold, but of course they are bit ugly.
Each of the following conditions implies them:
(1) F is supercuspidal at all primes dividing (N,D),
(2) F is supercuspidal at all primes dividing N ,
(3) (N,D) = 1,
(4) N = 1,
(5) D = 1.
(b) In theorem 3.23 we need the Dirichlet character χ to be primitive,
i. e. its “D-part” away from p must be primitive. This is because the
interpolation formula in Kitagawa’s construction is known to hold
only in this case. Of course we can perform the construction for
each D, but there does not seem to be an easy relation between
the measures obtained for different D, see [MTT86, “Warning” on
p. 19]. Fukaya’s and Kato’s formula predicts a similar interpolation
behaviour also for imprimitive characters, but we do not know how
to prove this. Of course this problem disappears if we set D = 1.
Remark 3.25. In theorem 3.23 we obtained the desired interpolation property
only up to a factor of χp(−1). This is in fact a serious problem: It is easy to
see that there cannot exist an element µ ∈ Vsuch that for each finite order
character χ of G and each n in a fixed subset of Z containing at least one
even and one odd number we have∫
Gcyc
χ∗κncycdµ = χ(−1)
(not even in the quotient ring of
V
). Therefore we assume that Fukaya’s
and Kato’s interpolation formula is wrong. If one uses the conjectural inter-
polation formula proposed by Coates and Perrin-Riou [Coa89] instead, the
resulting formula seems to be correct.
This is particularly intriguing because several other texts in the literature
seem to contain errors in their interpolation formula as well. For example,
Kitagawa’s interpolation formula which we cited before is different in his
original work; however the author carefully rewrote Kitagawa’s construction
in [Füt19, Appendix B] and obtained the previously cited version and found
the following error in Kitagawa’s text: The formula in [Kit94, Prop. 4.7]
(or alternatively, [Kit94, Thm. 6.2]) contains a factor (−∆)ν , where ∆ is
what we called D (and ν there is what we called n). The same formula
contains an expression A(ξ, χ, ν + 1). The meaning of this latter expression
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is defined in [Kit94, §4.1], where the defining formula also contains a factor
(−1)ν . Hence if one inserts the definition of A(ξ, χ, ν+1) into the formula in
[Kit94, Prop. 4.7] (or alternatively, [Kit94, Thm. 6.2]), the two factors (−1)ν
should disappear. However, in the final formula in [Kit94, Thm. 1.1], the
factor (−∆)ν is still present, while (−1)ν is not. Other texts, e. g. [MTT86],
seem to contain the correct interpolation formula. The following table gives
an overview on other texts.
same as
Mazur/Tate/Teitelbaum
same as Kitagawa
Vishik [Viš76] Amice-Velu [AV75]
Pollack-Stevens [PS11], [PS13] Kato [Kat04]
Bellaïche [Bel12] Hida [Hid93]
Delbourgo [Del08]
A solution to this problem that was suggested by Y. Zaehringer [Zäh17,
Ex. 9.2.14] is to replace the character ψ in Fukaya’s and Kato’s text by its
inverse, which is equivalent to changing a convention we made at the very be-
ginning: on page 2 we required C and Cp to be “oriented compatibly”, i. e. the
system ξ of p-power roots of unity in Cp should be identified with (e2piip
−n
)n
by our pair of embeddings. If we reverse this (thus using (e−2piip−n)n in-
stead), this indeed makes the unwanted factor χ(−1) disappear. The same
choice is also made by Perrin-Riou, see [Per00, top of p. 91]. In [FK06, be-
ginning of §4] it is written explicitly that the system (e2piip−n)n should be
used, but this could be wrong. In order to figure out whether this can be a
satisfactory solution, one should check which consequences this has for other
motives, such as e. g. the motives attached to Dirichlet characters. But this
lies outside the scope of this work.
Remark 3.26. At a first glance, the fact that µKitF and µ
FK
F do not always
generate the same ideal looks problematic with regard to the Main Conjec-
ture, but in fact this is consistent. Since this work focuses on the analytic
side of Iwasawa Theory, we do not go into detail here, but let us sketch the
reason.
Let Σ be a finite set of places of Q not containing p. Then one can consider
Σ-primitive p-adic L-functions, which should satisfy similar interpolation
properties as above but with the Euler factors of the complex L-function for
the primes in Σ omitted. In our case, since we can interpolate the Euler
factors away from p, we know that such Σ-primitive p-adic L-functions exist
for any Σ. For example, Kitagawa’s p-adic L-function is such a Σ-primitive
one for Σ being the set of primes dividing (N,D).
On the algebraic side, the Iwasawa modules one considers are (duals of)
Selmer groups, which are subgroups of an H1 in continuous Galois cohomol-
ogy whose elements satisfy certain local conditions. As on the analytic side,
there is also a notion of Σ-primitivity here: we can form Σ-primitive Selmer
groups by omitting the local conditions for the places in Σ.
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Obviously, the usual Selmer group (the one with Σ = ∅) is then contained
in the Σ-primitive one for any nonempty Σ, and the cokernel can be described
in terms of the local conditions at the primes in Σ. In accordance with
the analytic side, the characteristic ideal of this cokernel is generated by
a product of elements interpolating the Euler factors at primes in Σ. See
[GV00, §2, esp. Prop. 2.4, Cor. 2.3] for these facts and for a treatment of
Σ-primitive Selmer groups.
In their proof of the Iwasawa Main Conjecture for (certain) modular forms
and families, Skinner and Urban a priori use those Σ-primitive objects on
both the algebraic and analytic side for Σ containing all primes dividing N
(among others); using the techniques mentioned above they deduce from this
the Main Conjecture for any set Σ. See [SU14, §3, esp. §3.6 and the proof of
Thm. 3.29].
In Fukaya’s and Kato’s work, the Selmer group (or rather Selmer complex)
which is related to their p-adic L-function via the Main Conjecture is the
usual one (i. e. Σ = ∅), as it should be, since their p-adic L-function has all
Euler factors away from p, i. e. it is ∅-primitive. Hence our result and the
fact that µKitF and µ
FK
F may generate different ideals in
V
is consistent with
the Main Conjecture proved by Skinner and Urban.
Let us finally remark that Fukaya and Kato also formulate a version of
their conjecture involving Σ-primitive objects. They formulate this in terms
of an open subset U of SpecZ which plays the role of the complement of Σ.
See [FK06, §4.1.2 resp. §4.2.11] for the definitions of the Σ-primitive resp.
∅-primitive Selmer complexes and [FK06, Thm. 4.2.22, case with “(resp.
. . . )”] for the conjectural interpolation formula and the Main Conjecture in
the Σ-primitive case. Since we can interpolate all Euler factors away from p,
we can show with our methods that also these p-adic L-functions exist for
any U (of course up to the factor χp(−1)), and this is still consistent with
the Main Conjecture.
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