Abstract. Many applications involve hyperbolic systems of conservation laws with source terms. The numerical solution of such systems may be challenging, especially when the source terms are stiff. Uniform accuracy with respect to the stiffness parameter is a highly desirable property but it is, in general, very difficult to achieve using underresolved discretizations. For such problems we develop different second order uniformly accurate high-resolution nonoscillatory central schemes. The schemes retain the simplicity of central schemes for hyperbolic conservation laws and avoid the use of Riemann solvers. In particular, we show that these schemes possess a discrete analogue of the continuous asymptotic limit and are able to capture the correct behavior even if the initial layer and the small relaxation time are not numerically resolved. The development of efficient numerical schemes for such problems is challenging, since in many applications the relaxation time varies from values of order 1 to very small values if compared to the time scale determined by the characteristic speed of the system. For small relaxation times the hyperbolic system with relaxation is said to be stiff and, typically, its solutions are well approximated by solutions of a suitably reduced set of conservation laws known as an equilibrium system [7] .
Introduction.
Several physical phenomena important in applications are described by hyperbolic systems with relaxation terms, for example, discrete kinetic theory of rarefied gases [9] , hydrodynamical models for semiconductors [19] , viscoelasticity [28] , linear and nonlinear waves [32] , multiphase and phase transitions [30] , and radiation hydrodynamics [20] .
The development of efficient numerical schemes for such problems is challenging, since in many applications the relaxation time varies from values of order 1 to very small values if compared to the time scale determined by the characteristic speed of the system. For small relaxation times the hyperbolic system with relaxation is said to be stiff and, typically, its solutions are well approximated by solutions of a suitably reduced set of conservation laws known as an equilibrium system [7] .
Usually it is extremely difficult, if not impossible, to split the problem into separate regimes and to use different solvers in the stiff and nonstiff regions. Thus one has to use the original relaxation system in the entire computational domain. The construction of a scheme that works for all ranges of the relaxation time, using coarse grids that do not resolve the small relaxation time, has been studied mainly in the context of upwind methods using a method of lines approach combined with suitable operator splitting techniques [6, 13, 26, 27] . Alternatively, approaches based on the method of characteristics also have been considered [1, 24] . Most of these schemes are based on the solution to the Riemann problem and, except for the scheme proposed in [6] , do not provide uniform second order accuracy with respect to the relaxation parameter without resolving the small scales or the initial layer. Numerical schemes for hyperbolic systems with more general stiff relaxation terms have been studied in [14, 22] .
Recently, Riemann solver free numerical methods for hyperbolic conservation laws were proposed (see [23, 15, 11, 29] ). These methods have attracted much attention, mainly because of their simplicity and robustness. The extension of these methods to the nonhomogeneous case can be done in a straightforward way for Jin-Xin relaxation schemes (see [22] for a more general treatment), and it is more delicate for NessyahuTadmor (NT) central schemes or, more generally, for staggered schemes (see [8, 18] ). We remark that other central schemes for treating stiff source terms was studied in [4] .
In this paper we present different uniformly second order accurate, central difference approximations to nonlinear systems of hyperbolic conservation laws with relaxation.
Following [6, 13, 18] we call our schemes robust in the sense described above. They have the following properties:
• They possess a stability constraint independent of the small relaxation time.
The CFL condition should be determined only by the convection part.
• They are uniformly second order accurate, in conserved as well as in nonconserved variables, with respect to the relaxation parameter, and provide the correct zero relaxation limit behavior using coarse grids that do not resolve the small relaxation time or the initial layer.
• They are high-resolution shock-capturing schemes that can properly handle the discontinuous features of the solution, yielding correct shock location and speed without numerical oscillations.
• They do not require the solution, exact or approximate, to the Riemann problem or the knowledge of the characteristic feature of the Jacobian matrix. In addition to the aforementioned properties, although our schemes contain implicit terms in many circumstances-thanks to the special structure of the source term-one can avoid solving nonlinear algebraic equations. In particular, at variance with the schemes presented in [18] , the schemes use only two evaluations of the relaxation term, which in some cases may represent the most expensive part of the computations. Both these aspects are of great importance in practical applications.
The schemes are built on a staggered grid and are based on the NT reconstruction strategy. Nonstaggered versions of the schemes can easily be obtained if one adapts the projection technique developed in [12] . In particular we will focus not only on conserved variables as in previous works [6, 13, 18] but also on nonconserved variables of the hyperbolic system with relaxation. We will show that in the small relaxation limit a reduction of accuracy may occur also on these variables independently on the initial layer, and we show how to fix this problem.
Finally, we remark that the time discretizations derived here can be effectively used also in the context of stiff ODEs of the type studied in [2, 3] and in combination with other space discretizations.
The rest of the paper is organized as follows. In section 2 we recall the bases of the mathematical models that characterize the hyperbolic systems with relaxation. In section 3 we introduce our discretization and derive different schemes with the desired second order accuracy. A detailed analysis of the stability properties of the schemes together with their small relaxation limit is presented in section 4. Finally, in section 5 we present several numerical examples which confirm the efficiency and robustness of the present approach.
Hyperbolic systems with relaxation.
We consider one-dimensional hyperbolic systems with relaxation of the form
where U = U (x, t) ∈ R N , F : R N → R N , the Jacobian matrix F (U ) has real eigenvalues, and ε > 0 is the relaxation time.
The operator R : R N → R N is said to be a relaxation operator, and consequently (1) defines a relaxation system in the sense of Whitham [32] and Liu [17] if there exists a constant n × N matrix Q with rank(Q) = n < N such that
This gives n independent conserved quantities v = QU . Moreover, such conserved quantities uniquely determine a local equilibrium value
The image of E represents the manifold of local equilibria of the relaxation operator R.
Using (2) in (1) we obtain a system of n conservation laws which is satisfied by every solution of (1),
For small values of the relaxation parameter ε from (1) we get R(U ) = 0 which by (3) implies U = E(v). In this case system (1) is well approximated by the reduced system
where
We refer to [32, 17, 7] for a theoretical study of these relaxation problems. A simple prototype of a relaxation system in the case N = 2 is given by the p-system
For small values of ε from the second equation in (6) we get the local equilibrium v = f (u) (7) and, under Liu's subcharacteristic condition p (u) > f (u) 2 , solutions to (6) converge to the solution of the scalar conservation law
3. Central schemes.
3.1. Derivation. For simplicity we derive the schemes in the case of the single scalar equation
For the construction of our schemes we will use a staggered grid as in the NT approach. To this aim we introduce the grid points
and use the standard notation
Now if we integrate (9) over the cell [
Following [23] at each time level t n = n∆t we reconstruct a piecewise linear approximation of u(x, t) of the form
where u j is a numerical derivative such that
This gives
The semidiscrete approximation can be rewritten in the form
where λ = ∆t/∆x and
Clearly, the main issue is the time integration of (16) which should guarantee both stability and second order accuracy.
As we will see, however, this time discretization has to be considered together with the time discretization of the flux term (15) in order to obtain an efficient and uniformly second order accurate scheme.
Remark 3.1. We point out that, to achieve second order accuracy in space for smooth solutions and to be consistent with the staggered grid, for the space discretization of (16) we can use a standard midpoint rule on the terms at t = t n+1 ,
and a trapezoidal rule on all other terms with t
Clearly, suitable predictors for the values of u j (t) with t ∈ ]t n , t n+1 [ may be required by both time discretizations of (16) and (15) .
To conclude this section we report some simple examples of nonoscillatory TVD numerical derivatives [23] ,
where ∆u j+1/2 = u j+1 − u j , ∆u j−1/2 = u j − u j−1 , and MM is the multivariable MinMod function given by
Another possible choice is the UNO [10] numerical derivative
3.1.1. Predictor-corrector (PC) time discretizations. First we recall that for g ≡ 0 a fully second order scheme was obtained in [23] applying the midpoint rule to the flux (21) and predicting the value u n+1/2 j by Taylor expansion
where f j /∆x is at least a first order approximation of f (u(x, t n )) x | x=xj , computed, for example, using the same MinMod limiter. This is equivalent to using a standard second order PC scheme for the ODE y = f (y), (23) where the predictor is the explicit Euler method and the corrector the midpoint method
Of course this is not the unique possible choice to obtain second order accuracy in time.
For example, another second order accurate scheme is obtained using the trapezoidal rule on the fluxes (25) and predicting the value u (26) corresponding to the PC scheme
More generally, any other two-level explicit Runge-Kutta method for (23) applies provided that the first level is used as a predictor and the second as the time integrator in the corrector. We mention here other Runge-Kutta methods proposed in the context of central schemes in [5] and a more general treatment recently developed in [25] .
Implicit-explicit central schemes.
Since (9) contains stiff terms for small values of ε it is natural to use an implicit time discretization for the stiff relaxation term (16) combined with an explicit time discretization for the fluxes (15) . In particular the combination of both time integrators should result in a scheme for which the overall accuracy is second order and, moreover, the accuracy should not deteriorate in the stiff limit as ε goes to zero.
In order to derive such time discretizations we consider the simple ODE
Several Runge-Kutta schemes for this kind of equation, based on implicit discretizations of g and explicit discretizations of f , were derived recently for advection-diffusion problems in [2, 3] .
Previous methods.
First attempts to develop uniformly accurate second order methods in the context of central schemes were previously made in [8, 18] . Both methods were based on using directly the NT scheme, i.e., fixing the midpoint rule for the flux integration, and considering only the problem of the integration of the stiff source term.
In [8] a θ-method was constructed of the form
),
The scheme is quite efficient since only two evaluations of f and, except for the first time step, of g are used. However, the derivation of the parameter θ that gives uniform second order accuracy is problem dependent and quite difficult in general.
At variance the method developed in [18] results in the three-level scheme
which gives uniform second order accuracy but is not efficient since it requires three evaluations of g at every time step. Moreover, when g ≡ 0 or f ≡ 0, the result of one of the two predictors is not used by the corrector.
Second order PC schemes.
Here we are aiming to find a more general two-level PC scheme of the form
Second order accuracy conditions for the scheme can be derived by considering the exact solution (32) in the time interval [0, ∆t] to the linear system
where Y ∈ R N and A, B are two constant matrices. Applying (31) to (33) and equating the Taylor expansions up to order 2 of the resulting numerical solution and of (32), we obtain the following set of nonlinear algebraic equations for the weights: The family of real solutions to (34) can be expressed in terms of the parameter α = 0, 1 as
For example, taking α = 1/3 we get
whereas for α = 2/3 we have
Note that for α > 1/2 the discretization contains negative parameters in the implicit terms which may cause numerical breakdown in the intermediate regime ∆t
= O(ε).
This creates the following family of second order PC central schemes (PCC) for (9) (see Figure 1) :
We remark that a method based on the usual NT PC scheme (24) coupled with a midpoint quadrature rule on the stiff source term is obtained for α = 1/2. Unfortunately, as we will see in section 4, L-stability of the stiff integrator will be guaranteed only if 0 < α < 1/2.
Remark 3.2. The second order conditions (34) are equivalent to the usual second order conditions of Runge-Kutta methods for the differential equation (28) (see [2] ). This is not the case if one considers higher order methods.
Remark 3.3. We point out that schemes (38), (39) can be easily written in operator splitting form as
This form is useful since it allows an efficient implementation of the methods and, as we will see in section 4, simplifies the analysis of the small relaxation limit.
Second order schemes with initial layer fix.
From the split form (40) it is clear that PCC schemes do not possess the correct initial layer behavior since, except for α = 1/2, the corrector contains the value f (u n j ), and u n j in the very first time step is not a projection over the local equilibrium as ε → 0. This will introduce an initial error of O(∆t) if the initial layer is not well resolved and the initial data are not in local equilibrium (see section 4.2.1). Hence, extra care must be taken to properly handle the initial layer. A possible way to overcome this problem is to use a Richardson extrapolation technique only in the first time step, as in [6] . More precisely, if we denote by u ∆t j+1/2 the numerical solution obtained with a first iteration of the scheme, and by u ∆t/2 j the numerical solution obtained with two half-steps iterations, taking care of the staggered grid with a suitable reconstruction technique, our first time step solution will be given by
where u j /∆x denotes a first order approximation of u x (x, ∆t/2)| x=xj . We will denote by PCCF the PC central scheme (38), (39) with this simple initial layer fix.
However, since in order to have the correct behavior the numerical scheme should have a projection on the very first step, one may try to find a scheme of the form
Note that this Runge-Kutta scheme is still a two-level method since only two evaluations of f and g are used; however, it does not possess a natural PC interpretation since y * p solves only an equation in g.
Applying the same asymptotic technique to satisfy our second order accuracy requirement, we obtain the following set of nonlinear algebraic equations:
A family of solutions to (43) that satisfies the condition ξ + η = 1 can be expressed in terms of α = 0, 1/2, and ξ as
Nonpositive parameters in the implicit terms are avoided if 0 < α < 1/2 or α > 1.
Hence, we have the following family of second order Runge-Kutta central schemes (RKC) for (9):
Remark 3.4. A splitting form of this scheme is given by
We point out that this splitting, as well as (40), can be effectively used also in the context of upwind schemes. Compared to the Runge-Kutta splittings proposed in [13, 6] , the splitting (48) has the advantage of avoiding negative weights on the stiff terms and avoiding Richardson extrapolation in the first time step.
4. Analysis of the schemes.
Stability analysis.
The stability of the previous schemes will be studied from the split forms (40) and (48) by considering separately the stability of the implicit steps, which involve the solution of a stiff ODE, and the stability of the explicit steps, which involve the solution of a conservation law.
Stability of PCC schemes.
To study the stability of the implicit time integrator we will apply, in the case f ≡ 0, the schemes (31) with the weights given by (35) to the model problem
where R is the function of absolute stability
and z = ∆tλ.
It is easy to show that these schemes are L-stable for 0 < α < 1/2. Thus the value α = 1/2 (corresponding to the standard NT scheme for the fluxes) does not satisfy the L-stability requirements. In particular, the maximum damping of (50) is obtained for α = 1 − √ 2/2 ≈ 0.3. Therefore, for 0 < α < 1/2 a sufficient CFL condition will be given only by the convective part since the stiff source terms are treated by L-stable integrators.
For the scalar problem (9) in the case g ≡ 0, using the same arguments as in [23] , we can prove the following.
Proposition 4.1. Let the numerical derivatives be chosen such that
where A and C are positive constants.
Then the family of PC schemes (38), (39) with g ≡ 0 and 0 < α < 1/2 is TVD if the following CFL condition is satisfied:
Proof. The schemes are TVD if their modified numerical flux satisfies [23] 
where in our case
From the CFL condition we have
where the last term has been estimated using the predictor (38). Now, as in [23] , from our assumptions we have the bounds
Collecting all the previous estimates, we obtain that our TVD requirement results in the quadratic inequality
which gives the CFL limitation (54). Remark 4.1. The right-hand side of (54) is an increasing function of α, and hence the final CFL limitation for the TVD property is stronger than that of the original NT scheme which corresponds to taking α = 1/2. For example, in the case A = 1 we have for α = 1/3 the limitation B ≤ ( √ 19 − 4)/2 ≈ 0.18, whereas for α = 2/5 we have B ≤ ( √ 12 − 3)/2 ≈ 0.23. However, as already pointed out in [23] , these constraints are sufficient, but not necessary, conditions for the TVD property, and in practice one may use higher values of B (typically up to 0.5).
Stability of RKC schemes.
For schemes (42) with the weights given by (44) the function of absolute stability of the stiff integrator is given by
Thus this class of schemes is L-stable only if
we have a class of L-stable schemes for α = 0, 1/2, 1. The maximum damping of (56) is then obtained for α = 1 ± √ 2/2. However, we have fully positive parameters only for α > 1; thus the value α = 1 + √ 2/2 should be considered "optimal" in stiff regimes. For example, for α = 5/3 we have
whereas for α = 2 we have
In this case, since all the parameters of the schemes are positive, the CFL condition for TVD stability in the case g ≡ 0 is independent of α and is exactly the same as in NT schemes. This is stated by the following. 
Proof. It is enough to observe that the modified numerical flux is the same as in PC schemes but with α > 1:
Hence, we get the quadratic inequality
which after simplification gives the usual CFL limitation (61). Once more, we observe that these sufficient TVD constraints are more restrictive than the "practical" CFL limitation of B ≤ 0.5.
Remark 4.2. Alternatively, as in [18] , one also can study the stability of the full scheme applied to the model problem
where R is the function of absolute stability, R(0, z 2 ) is the function of absolute stability of the implicit scheme, and z 1 = ∆tλ 1 , z 2 = ∆tλ 2 . Remark 4.3. More general TVD estimates can be proved for the full problem (9) if one assumes that the relaxation operator g(u) is a nonincreasing function of u. However, the study of the simplified case g ≡ 0 is particularly important since in the zero relaxation limit, as we will see in the following sections, the schemes we obtain for the limiting equilibrium conservation laws have the same structure of the schemes we obtain for g ≡ 0.
Zero relaxation limit.
The most important issue when developing underresolved numerical schemes is the behavior of the method as ε → 0. To this aim we will rewrite our schemes in splitting form for the hyperbolic system with relaxation (1).
PCC schemes.
We have for 0 < α < 1/2
As ε → 0 from the second and the last equation in (64), we get
Thus by (3) both steps are projections of the solution towards its local equilibrium
Multiplying system (64) by Q and using relations (66) in the first and second equation, respectively, we have the limiting scheme
where G(v) = QF (E(U )). Thanks to (66), scheme (67), except for the very first time step, will be equivalent to applying directly the second order central schemes we get for R ≡ 0 to the reduced system of equations (5), and Proposition 4.1 applies. Hence, the method provides the correct equilibrium limit and it is asymptotic preserving. As already observed, a suitable initial layer fix technique (41) is required in the first step to avoid degradation of accuracy to first order if the initial data do not satisfy the equilibrium equation (3).
RKC schemes. In this case for α > 1 we can write
As ε → 0 from the first and second equations in (68), we obtain
After multiplication of system (68) by Q, since QU * * = QU (1) , using relations (70) we have the limiting scheme
Clearly, and independently of the initial data, (71) is a second order high-resolution central scheme for (5) for which Proposition 4.2 holds.
Remark 4.4. From the split form (68) it is clear that the last step in the scheme is not a projection towards the local equilibrium. This problem is less important than the initial layer problem, since it will not affect the accuracy of the conserved variables (typically the quantities of interest) but only the accuracy on the remaining N − n variables in the very last step. In fact, this "final layer" will reduce to first order the accuracy of the nonconserved variables, and hence their distance from equilibrium, for small values of ε. However, using Richardson extrapolation in the very last step, exactly as described in section 3.2.3, recovers the desired accuracy. This scheme will be denoted by RKCF in what follows.
Numerical examples.

Broadwell model.
To compare the accuracy of our approach with the results presented in [6, 13, 18, 24 , 1] we test our schemes for the Broadwell model of rarefied gas dynamics. The kinetic model is characterized by a hyperbolic system with relaxation of the form (1) for N = 3 with
Here ε represents the mean-free path of particles. The only conserved quantities are the density ρ and the momentum m. In the fluid-dynamic limit ε → 0 we have
and the Broadwell system is well approximated by the reduced system (5) for n = 2 with
which represents the corresponding Euler equations of fluid dynamics.
We have considered a periodic smooth solution with initial data as in [6, 18] given by
Clearly, if a z = 1 the initial data is not in equilibrium and we have an initial layer.
In our computations we used the parameters
and we integrate the equations for t ∈ [0, 30].
The results for the relative L ∞ norm of the errors for the conserved quantity ρ and for the nonconserved quantity z are reported in Table 1 and the corresponding convergence rates are reported in Table 2 . We have chosen α = 1/3 for scheme PCC and α = 5/3 for scheme RKC. However, other values of α in the L-stability range give similar results. The CFL condition is ∆t/∆x = 1/3 and the UNO limiter has been used. The extrapolation in the first step for scheme PCCF and in the last step for scheme RKCF have been implemented for simplicity directly using the schemes themselves. As expected, a reduction of accuracy of schemes PCC and RKC in the nonconserved variables is observed. It is evident that both the PCCF and RKCF schemes provide the desired uniform second order accuracy in the conserved as well as in the nonconserved variables. Note that RKCF is more accurate than scheme PCCF which presents a slight degradation of accuracy in the intermediate regimes for the nonconserved quantity. The magnitude of the errors for the conserved variables is comparable to the results recently presented in [18] but with better computational efficiency.
Next, we test the shock-capturing properties of the schemes in the case of nonsmooth solutions characterized by the following two Riemann problems [6] :
The results are shown in Figures 2 and 3 for a CFL condition of ∆t/∆x = 1/3. Both schemes, as expected, give an accurate description of the solution in all different regimes also using coarse meshes that do not resolve the small scales. In particular the shock formation in the fluid limit is well captured without spurious oscillations. We refer to [6, 13, 18, 24, 1] for a comparison of the present results with previous ones. Next, in Figure 4 we emphasize the different behavior of the schemes in the case of initial layer and in evaluating the distance from equilibrium. The improvement of accuracy due to the initial and final extrapolations is evident. 
5.2.
Extended thermodynamics for a monoatomic gas. Finally, we apply our second order central schemes to a more general relaxation system for which an explicit analytical expression of the eigenvalues and eigenvectors is not known. We consider the one-dimensional model of extended thermodynamics for a monoatomic gas [21, 18] . In conservative form the equations can be written as a relaxation system of type (1) for N = 5 with As ε → 0 we obtain the equilibrium relations w = w E ≡ 2m that corresponds to the test problem used in [18] (except for the initial value of the pressure).
The numerical results are presented in Figures 5 and 6 for a CFL condition of ∆t/∆x = 0.1. It appears that both schemes give a very accurate description of the behavior of the system also using underresolved discretizations. Note that both schemes fully resolve the shear stress and the heat flux profiles using 200 grid points. We refer to [18] for a comparison of the present results.
Conclusions.
We have presented a new class of efficient underresolved central schemes for the accurate solution of hyperbolic conservation laws with stiff source terms. The schemes use only two evaluations of the flux and the source terms and provide second order accurate solutions on both conserved as well as nonconserved variables for a wide range of stiffness parameters even if the initial layer is not resolved. Moreover, in the zero relaxation limit they provide a consistent high-resolution scheme for the reduced equilibrium system of conservation laws. Although the schemes have been developed in the context of one-dimensional centrally based space discretizations, the results also apply to other spatial discretizations in more dimensions. For example, the extension of the present schemes to higher dimensions in a staggered central context can be done using the reconstruction strategy presented in [11, 12] .
Finally, we remark that the strategy developed here applies to any kind of RungeKutta method in a staggered context. For example, this allows us to construct more efficient higher order schemes for systems of conservation laws with [16] or without [25] source terms.
