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Abstract
We consider some typical gauge models in the causal approach: Yang-Mills and pure
massless gravity up to the second order of the perturbation theory. We prove that the
loop contributions are coboundaries, up to super-renormalizable terms in the Yang-Mills
case; this means that the ultra-violet behavior is better than expected from power counting
considerations. For the pure massless gravity we prove that the loop contributions are
coboundaries so the model is essentially classical. We conjecture that such a result should
be true in higher orders of the perturbation theory also. This result should make easier
the problem of constructive quantum field theory.
1e-mail: grigore@theory.nipne.ro
1 Introduction
The general framework of perturbation theory consists in the construction of the chronological
products: for every set of Wick monomials W1(x1), . . . ,Wn(xn) acting in some Fock space H
one associates the operator TW1,...,Wn(x1, . . . , xn); all these expressions are in fact distribution-
valued operators called chronological products. It will be convenient to use another notation:
T (W1(x1), . . . ,Wn(xn)). These operators are constrained by Bogoliubov axioms [1], [4], [2];
we prefer the setting from [2]. (An equivalent point of view uses retarded products [15].)
The construction of the chronological products can be done recursively according to Epstein-
Glaser prescription [4], [5] (which reduces the induction procedure to a distribution splitting of
some distributions with causal support) or according to Stora prescription [11] (which reduces
the renormalization procedure to the process of extension of distributions). These products
are not uniquely defined but there are some natural limitation on the arbitrariness. If this
arbitrariness does not grow with the order n of the perturbation theory then we say that the
theory is renormalizable; the most popular point of view is that only such theories are physically
meaningful.
Gauge theories describe particles of higher spin. Usually such theories are not renormal-
izable. However, one can save renormalizability using ghost fields. Such theories are defined
in a Fock space H with indefinite metric, generated by physical and un-physical fields (called
ghost fields). One selects the physical states assuming the existence of an operator Q called
gauge charge which verifies Q2 = 0 and such that the physical Hilbert space is by definition
Hphys ≡ Ker(Q)/Im(Q). The space H is endowed with a grading (usually called ghost number)
and by construction the gauge charge is raising the ghost number of a state. Moreover, the
space of Wick monomials in H is also endowed with a grading which follows by assigning a
ghost number to every one of the free fields generating H. The graded commutator dQ of the
gauge charge with any operator A of fixed ghost number
dQA = [Q,A] (1.1)
is raising the ghost number by a unit. Because
d2Q = 0 (1.2)
it means that dQ is a co-chain operator in the space of Wick polynomials. From now on [·, ·]
denotes the graded commutator.
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
[Q, T ] = i∂µT
µ (1.3)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit. Indeed, if this is true we have:
T (f) Hphys ⊂ Hphys (1.4)
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up to terms which can be made as small as desired (making the test function f flatter and
flatter). In all known models one finds out that there exist a chain of Wick polynomials
T µ, T µν , T µνρ, . . . such that:
[Q, T ] = i∂µT
µ, [Q, T µ] = i∂νT
µν , [Q, T µν ] = i∂ρT
µνρ, . . . (1.5)
It so happens that for all these models the expressions T µν , T µνρ, . . . are completely antisym-
metric in all indexes; it follows that the chain of relation stops at the step 4 (if we work in
four dimensions). We can also use a compact notation T I where I is a collection of indexes
I = [ν1, . . . , νp] (p = 0, 1, . . . , ) and the brackets emphasize the complete antisymmetry in these
indexes. All these polynomials have the same canonical dimension
ω(T I) = ω0, ∀I (1.6)
and because the ghost number of T ≡ T ∅ is supposed null, then we also have:
gh(T I) = |I|. (1.7)
One can write compactly the relations (1.5) as follows:
dQT
I = i ∂µT
Iµ. (1.8)
For concrete models the equations (1.5) can stop earlier: for instance in the Yang-Mills case we
have T µνρ = 0 and in the case of gravity T µνρσ = 0. If the interaction Lagrangian T is Lorentz
invariant, then one can prove that the expressions T I , |I| > 0 can be taken Lorentz covariant.
Now we can construct the chronological products
T I1,...,In(x1, . . . , xn) ≡ T (T
I1(x1), . . . , T
In(xn))
according to the recursive procedure. We say that the theory is gauge invariant in all orders of
the perturbation theory if the following set of identities generalizing (1.8):
dQT
I1,...,In = i
n∑
l=1
(−1)sl
∂
∂xµl
T I1,...,Ilµ,...,In (1.9)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
|I|j. (1.10)
We introduce some cohomology terminology. We consider a cochains to be an ensemble of
distribution-valued operators of the form CI1,...,In(x1, . . . , xn), n = 1, 2, · · · (usually we impose
some supplementary symmetry properties) and define the derivative operator δ according to
(δC)I1,...,In =
n∑
l=1
(−1)sl
∂
∂xµl
CI1,...,Ilµ,...,In. (1.11)
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We can prove that
δ2 = 0. (1.12)
Next we define
s = dQ − iδ, s¯ = dQ + iδ (1.13)
and note that
ss¯ = s¯s = 0. (1.14)
We call relative cocycles the expressions C verifying
sC = 0 (1.15)
and a relative coboundary an expression C of the form
C = s¯B. (1.16)
The relation (1.9) is simply the cocycle condition
sT = 0. (1.17)
The purpose of this paper is to investigate if this condition implies that, at least some
contributions of T , are in fact coboundaries. Coboundaries are trivial from the physical point
of view: if we consider two physical states Ψ,Ψ′ then
< Ψ, s¯BΨ′ >=< QΨ, BΨ′ > − < Ψ, BQΨ′ > +i < Ψ, δBΨ′ >→ 0 (1.18)
(in the adiabatic limit).
We will consider here only the second order of the perturbation theory and prove that for
Yang-Mills models the loop contributions are coboundaries, up to super-renormalizable terms
(i.e. terms with a better ultra-violet behavior than given by power counting); for massless
gravity the situation is even better, i.e. the loop contributions are strictly a coboundary i.e.
the theory is essentially classical. This follows from the fact that in the loop expansion the
0-loop (or tree) contribution corresponds to the classical theory [3].
In the next Section we present the description of the free fields use, mainly to fix the
notations. In Section 3 we give Bogoliubov axioms for the second order of the perturbation
theory; in Subsection 3.3 we give the basic distributions with causal support appearing for loop
contributions in the second order of the perturbation theory. In Sections 4 and 5 we prove the
cohomology result for Yang-Mills and gravity.
3
2 Free Fields
We summarize some results from [9].
2.1 Massless Particles of Spin 1 (Photons)
We consider a vector space H of Fock type generated (in the sense of Borchers theorem) by
the vector field vµ (with Bose statistics) and the scalar fields u, u˜ (with Fermi statistics). The
Fermi fields are usually called ghost fields. We suppose that all these (quantum) fields are of
null mass. Let Ω be the vacuum state in H. In this vector space we can define a sesquilinear
form < ·, · > in the following way: the (non-zero) 2-point functions are by definition:
< Ω, vµ(x1)vµ(x2)Ω >= i ηµν D
(+)
0 (x1 − x2),
< Ω, u(x1)u˜(x2)Ω >= −i D
(+)
0 (x1 − x2) < Ω, u˜(x1)u(x2)Ω >= i D
(+)
0 (x1 − x2) (2.1)
and the n-point functions are generated according to Wick theorem. Here ηµν is the Minkowski
metrics (with diagonal 1,−1,−1,−1) andD
(+)
0 is the positive frequency part of the Pauli-Jordan
distribution D0 of null mass. To extend the sesquilinear form to H we define the conjugation
by
v†µ = vµ, u
† = u, u˜† = −u˜. (2.2)
Now we can define in H the operator Q according to the following formulas:
[Q, vµ] = i ∂µu, [Q, u] = 0, [Q, u˜] = −i ∂µv
µ
QΩ = 0 (2.3)
where by [·, ·] we mean the graded commutator. One can prove that Q is well defined. Indeed,
we have the causal commutation relations
[vµ(x1), vµ(x2)] = i ηµν D0(x1 − x2) · I, [u(x1), u˜(x2)] = −i D0(x1 − x2) · I (2.4)
and the other commutators are null. The operator Q should leave invariant these relations, in
particular
[Q, [vµ(x1), u˜(x2)]] + cyclic permutations = 0 (2.5)
which is true according to (2.3). It is useful to introduce a grading in H as follows: every state
which is generated by an even (odd) number of ghost fields and an arbitrary number of vector
fields is even (resp. odd). We denote by |f | the ghost number of the state f . We notice that
the operator Q raises the ghost number of a state (of fixed ghost number) by an unit. The
usefulness of this construction follows from:
Theorem 2.1 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of zero mass and helicity 1 (photons).
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2.2 Massive Particles of Spin 1 (Heavy Bosons)
We repeat the whole argument for the case of massive photons i.e. particles of spin 1 and
positive mass.
We consider a vector space H of Fock type generated (in the sense of Borchers theorem)
by the vector field vµ, the scalar field Φ (with Bose statistics) and the scalar fields u, u˜ (with
Fermi statistics). We suppose that all these (quantum) fields are of mass m > 0. In this vector
space we can define a sesquilinear form < ·, · > in the following way: the (non-zero) 2-point
functions are by definition:
< Ω, vµ(x1)vµ(x2)Ω >= i ηµν D
(+)
m (x1 − x2), < Ω,Φ(x1)Φ(x2)Ω >= −i D
(+)
m (x1 − x2)
< Ω, u(x1)u˜(x2)Ω >= −i D
(+)
m (x1 − x2), < Ω, u˜(x1)u(x2)Ω >= i D
(+)
m (x1 − x2) (2.6)
and the n-point functions are generated according to Wick theorem. Here D
(+)
m is the positive
frequency part of the Pauli-Jordan distribution Dm of mass m. To extend the sesquilinear form
to H we define the conjugation by
v†µ = vµ, u
† = u, u˜† = −u˜, Φ† = Φ. (2.7)
Now we can define in H the operator Q according to the following formulas:
[Q, vµ] = i ∂µu, [Q, u] = 0, [Q, u˜] = −i (∂µv
µ +m Φ) [Q,Φ] = i m u,
QΩ = 0. (2.8)
One can prove that Q is well defined. We have a result similar to the first theorem of this
Section:
Theorem 2.2 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Ran(Q) is isomor-
phic to the Fock space of particles of mass m and spin 1 (massive photons).
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2.3 The Generic Yang-Mills Case
The situations described above (of massless and massive photons) are susceptible of the follow-
ing generalizations. We can consider a system of r1 species of particles of null mass and helicity
1 if we use in the first part of this Section r1 triplets (v
µ
a , ua, u˜a), a ∈ I1 of massless fields; here
I1 is a set of indices of cardinal r1. All the relations have to be modified by appending an index
a to all these fields.
In the massive case we have to consider r2 quadruples (v
µ
a , ua, u˜a,Φa), a ∈ I2 of fields of
mass ma; here I2 is a set of indexes of cardinal r2.
We can consider now the most general case involving fields of spin not greater that 1. We
take I = I1∪I2∪I3 a set of indexes and for any index we take a quadruple (v
µ
a , ua, u˜a,Φa), a ∈ I
of fields with the following conventions: (a) For a ∈ I1 we impose Φa = 0 and we take the masses
to be null ma = 0; (b) For a ∈ I2 we take the all the masses strictly positive: ma > 0; (c) For
a ∈ I3 we take v
µ
a , ua, u˜a to be null and the fields Φa ≡ φ
H
a of mass m
H
a ≥ 0. The fields φ
H
a are
called Higgs fields.
If we define ma = 0, ∀a ∈ I3 then we can define in H the operator Q according to the
following formulas for all indexes a ∈ I :
[Q, vµa ] = i ∂
µua, [Q, ua] = 0,
[Q, u˜a] = −i (∂µv
µ
a +ma Φa) [Q,Φa] = i ma ua,
QΩ = 0. (2.9)
If we consider matter fields also i.e some set of Dirac fields with Fermi statistics: ΨA, A ∈ I4
then we impose
dQΨA = 0. (2.10)
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2.4 Massless Particles of Spin 2 (Gravitons)
We consider the vector space H of Fock type generated (in the sense of Borchers theorem) by
the symmetric tensor field hµν (with Bose statistics) and the vector fields u
ρ, u˜σ (with Fermi
statistics). We suppose that all these (quantum) fields are of null mass. In this vector space we
can define a sesquilinear form < ·, · > in the following way: the (non-zero) 2-point functions
are by definition:
< Ω, hµν(x1)hρσ(x2)Ω >= −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D
(+)
0 (x1 − x2),
< Ω, uµ(x1)u˜ν(x2)Ω >= i ηµν D
(+)
0 (x1 − x2),
< Ω, u˜µ(x1)uν(x2)Ω >= −i ηµν D
(+)
0 (x1 − x2) (2.11)
and the n-point functions are generated according to Wick theorem. Here ηµν is the Minkowski
metrics (with diagonal 1,−1,−1,−1) andD
(+)
0 is the positive frequency part of the Pauli-Jordan
distribution D0 of null mass. To extend the sesquilinear form to H we define the conjugation
by
h†µν = hµν , u
†
ρ = uρ, u˜
†
σ = −u˜σ. (2.12)
Now we can define in H the operator Q according to the following formulas:
[Q, hµν ] = −
i
2
(∂µuν + ∂νuµ − ηµν∂ρu
ρ), [Q, uµ] = 0, [Q, u˜µ] = i ∂
νhµν
QΩ = 0 (2.13)
where by [·, ·] we mean the graded commutator. One can prove that Q is well defined. Indeed,
we have the causal commutation relations
[hµν(x1), hρσ(x2)] = −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D0(x1 − x2) · I,
[u(x1), u˜(x2)] = i ηµν D0(x1 − x2) · I (2.14)
and the other commutators are null. The operator Q should leave invariant these relations, in
particular
[Q, [hµν(x1), u˜σ(x2)]] + cyclic permutations = 0 (2.15)
which is true according to (2.3). Then we have:
Theorem 2.3 The operator Q verifies Q2 = 0. The factor space Ker(Q)/Im(Q) is isomorphic
to the Fock space of particles of zero mass and helicity 2 (gravitons).
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3 General Gauge Theories
We give here the essential ingredients of perturbation theory for n = 2. First we consider that
the canonical dimension of the vector and scalar fields vµa , ua, u˜a,Φa and hµν , uµ, u˜µ is equal to
1 and the canonical dimension of the Dirac fields is 3/2. A derivative applied to a field raises
the canonical dimension by 1. The ghost number of the ghost fields is 1 and for the rest of the
fields is null. The Fermi parity of a Fermi (Bose) field is 1 (resp. 0). The canonical dimension
of a Wick monomial is additive with respect to the factors and the same is true for the ghost
number and the Fermi parity.
3.1 Bogoliubov Axioms
Suppose that the Wick monomials A,B are self-adjoint: A† = A, B† = B and of fixed Fermi
parity |A|, |B| and canonical dimension ω(A), ω(B). We will consider two case: for Yang-Mills
fields we can take ω(A), ω(B) ≤ 4 but for gravity we have ω(A), ω(B) ≤ 5. The chronological
products T (A(x), B(y)) are verifying the following set of axioms:
• Skew-symmetry:
T (B(y), A(x)) = (−1)|A||B|T (A(x), B(y)) (3.1)
• Poincare´ invariance: we have a natural action of the Poincare´ group in the space of
Wick monomials and we impose that for all elements g of the universal covering group
inSL(2,C) of the Poincare´ group:
UgT (A(x), B(y))U
−1
g = T (g ·A(g · x), g · B(g · y)) (3.2)
where x 7→ g · x is the action of inSL(2,C) on the Minkowski space. Sometimes we can
supplement this axiom with other symmetry properties, as for instance, parity invariance.
• Causality: if x ≥ y i.e. (x− y)2 ≥ 0, x0 − y0 ≥ 0 then we have:
T (A(x), B(y)) = A(x) B(y); (3.3)
• Unitarity: If we define the anti-chronological products according to
T¯ (A(x), B(y)) ≡ A(x)B(y) +B(y)A(x)− T (A(x), B(y)) (3.4)
then the unitarity axiom is:
T¯ (A(x), B(y) = T (A(x), B(y))†. (3.5)
It can be proved that this system of axioms can be supplemented with
T (A(x), B(y)) =
∑
< Ω, T (A1(x), B1(y))Ω > : A2(x)B2(y) : (3.6)
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where A = A1A2, B = B1B2 is an arbitrary decomposition of A and resp. B in Wick submono-
mials and we have supposed for simplicity that no Fermi fields are present; if Fermi fields are
present, then some apropriate signs do appear. This is called the Wick expansion property.
We can also include in the induction hypothesis a limitation on the order of singularity of
the vacuum averages of the chronological products:
ω(< Ω, T (A(x), B(y))Ω >) ≤ ω(A) + ω(B)− 4 (3.7)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by ω(W )
we mean the canonical dimension of the Wick monomial W .
The contributions verifying
ω(< Ω, T (A(x), B(y))Ω >) < ω(A) + ω(B)− 4 (3.8)
will be called super-renormalizable.
The operator-valued distributions D,A,R, T admit a decomposition into loop contributions
D =
∑
lD(l), etc. Indeed every contribution is associated with a certain Feynman graph and the
integer l counts the number of the loops. Alternatively, if we consider the loop decomposition of
the advanced (or retarded) products we have in fact series in ℏ so the contribution corresponding
to l = 0 (the tree contribution) is the classical part and the loop contributions l > 0 are the
quantum corrections [3].
3.2 Second Order Cohomology
We go to the second order of perturbation theory using the causal commutator
DA,B(x, y) ≡ D(A(x), B(y)) = [A(x), B(y)] (3.9)
where A(x), B(y) are arbitrary Wick monomials and, as always we mean by [·, ·] the graded
commutator. These type of distributions are translation invariant i.e. they depend only on
x− y and the support is inside the light cones:
supp(D) ⊂ V + ∪ V −. (3.10)
A theorem from distribution theory guarantees that one can causally split this distribution:
D(A(x), B(y)) = A(A(x), B(y))− R(A(x), B(y)). (3.11)
where:
supp(A) ⊂ V + supp(R) ⊂ V −. (3.12)
The expressions A(A(x), B(y)), R(A(x), B(y)) are called advanced resp. retarded products.
They are not uniquely defined: one can modify them with quasi-local terms i.e. terms propor-
tional with δ(x− y) and derivatives of it.
There are some limitations on these redefinitions coming from Lorentz invariance, and power
counting: this means that we should not make the various distributions appearing in the ad-
vanced and retarded products too singular.
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Then we define the chronological product by:
T (A(x), B(y)) = A(A(x), B(y)) +B(y)A(x) = R(A(x), B(y)) + A(x)B(y). (3.13)
We consider that A and B are of the type T I such that we have first-order gauge invariance:
sT = 0 (3.14)
which is a cocycle equation. Then we define that causal commutator
DIJ(x, y) ≡ [T I(x), T J(y)]; (3.15)
we have the symmetry property
DJI(y, x) = −(−1)|I||J | DIJ(x, y) (3.16)
and the limitations
gh(DIJ) = |I|+ |J | (3.17)
and power counting limitations coming from (3.7). This will be our cochain space. ButDIJ(x, y)
it is also a cocycle:
sD = 0 ⇔ dQD
IJ = i
∂
∂xρ
DIρ,J + i(−1)|I|
∂
∂yρ
DI,Jρ. (3.18)
as it follows from (3.14). Now the key problem of gauge theories is to prove that the causal
splitting of this commutator can be done such that the gauge invariance property is preserved
i.e. AIJ(x, y), RIJ(x, y), T IJ(x, y) are also cocycles. In lower orders of perturbation theory this
can be done elementary.
We address in this paper another question, namely if these objects are in some sense
coboundaries. We will prove that this is true only for the loop contributions and in the Yang-
Mills case only up to super-renormalizable terms.
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3.3 Second Order Causal Distributions
We remind the fact that the Pauli-Villars distribution is defined by
Dm(x) = D
(+)
m (x) +D
(−)
m (x) (3.19)
where
D(±)m (x) ∼
∫
dpeip·xθ(±p0)δ(p
2 −m2) (3.20)
such that
D(−)(x) = −D(+)(−x). (3.21)
This distribution has causal support. In fact, it can be causally split (uniquely) into an
advanced and a retarded part:
D = Dadv −Dret (3.22)
and then we can define the Feynman propagator and antipropagator
DF = Dret +D(+), D¯F = D(+) −Dadv. (3.23)
All these distributions have singularity order ω(D) = −2.
For one-loop contributions in the second order we need the basic distribution
d2(x) ≡
1
2
[D(+)m (x)
2 −D(+)m (−x)
2] (3.24)
which also with causal support and it can be causally split as above in
d2 = d
adv
2 − d
ret
2 (3.25)
and the corresponding Feynman propagators can be defined. These distributions have the
singularity order ω(D) = 0.
We will now consider for simplicity the case m = 0.
In the explicit computations some associated distributions with causal support do appear.
In the Yang-Mills case we can have two derivatives distributed in two ways on the two factors
D
(+)
0 :
dµν(x) = D
(+)
0 (x)∂µ∂νD
(+)
0 (x)−D
(+)
0 (−x)∂µ∂νD
(+)
0 (−x)
fµν(x) = ∂µD
(+)
0 (x)∂νD
(+)
0 (x)− ∂µD
(+)
0 (−x)∂νD
(+)
0 (−x). (3.26)
It is not hard to prove that we have
dµν =
2
3
(
∂µ∂ν −
1
4

)
d2
fµν =
1
3
(
∂µ∂ν +
1
2

)
d2. (3.27)
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In the case of gravity we have 4 derivatives distributed on the two factors D
(+)
0 . This can
be done in three different ways and we obtain after some computations expressions of the type
P (∂)d2 where P are polynomials of degree 4 in the derivatives. As we will see, the explicit
expressions are not needed. For two-loop contributions in the second order we need
d3(x) ≡
1
6
[D(+)m (x)
3 −D(+)m (−x)
3] (3.28)
and the associated distributions
d
(1)
3 (x) = ∂µD
(+)
0 (x)∂νD
(+)
0 (x)∂
µ∂νD
(+)
0 (x)− ∂µD
(+)
0 (−x)∂νD
(+)
0 (−x)∂
µ∂νD
(+)
0 (−x)
d
(2)
3 (x) = D
(+)
0 (x)∂µ∂νD
(+)
0 (x)∂
µ∂νD
(+)
0 (x)−D
(+)
0 (−x)∂µ∂νD
(+)
0 (−x)∂
µ∂νD
(+)
0 (−x). (3.29)
It can be proved that we have
d
(1)
3 (x) =
1
4

2d3(x), d
(2)
3 (x) =
1
2

2d3(x). (3.30)
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4 Yang-Mills Case
In this section we prove that the one-loop contributions appearing in the Yang-Mills case are in
fact super-renormalizable i.e. the cochains are in fact coboundaries, up to super-renormalizable
terms. We first need the explicit expressions for the cochains.
4.1 The Yang-Mills Lagrangian
Now we consider the framework and notations from Subsection 2.3. Then we have the following
result which describes the most general form of the Yang-Mills interaction [6], [7], [8], [13].
Summation over the dummy indexes is used everywhere.
Theorem 4.1 Let T be a relative cocycle which is tri-linear in the fields and is of canonical
dimension ω(T ) ≤ 4 and null Fermi parity. Then: (i) T is (relatively) cohomologous to a
non-trivial co-cycle of the form:
T = fabc
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b ∂µu˜c
)
+f ′abc(Φa φ
µ
b vcµ +mb Φa u˜b uc)
+
1
3!
f ′′abc Φa Φb Φc + j
µ
a vaµ + ja Φa; (4.1)
where we can take the constants fabc = 0 if one of the indexes is in I3; also f
′
abc = 0 if c ∈ I3 or
one of the indexes a and b are from I1; and j
µ
a = 0 if a ∈ I3; ja = 0 if a ∈ I1. By definition
φµa ≡ ∂
µΦa − v
µ
a (4.2)
Moreover we have:
(a) The constants fabc are completely antisymmetric
fabc = f[abc]. (4.3)
(b) The expressions f ′abc are antisymmetric in the indexes a and b:
f ′abc = −f
′
bac (4.4)
and are connected to fabc by:
fabc mc = f
′
cabma − f
′
cbamb. (4.5)
(c) The (completely symmetric) expressions f ′′abc = f
′′
{abc} verify
f ′′abc mc =
{
1
mc
f ′abc (m
2
a −m
2
b) for a, b ∈ I3, c ∈ I2
− 1
mc
f ′abc m
2
b for a, c ∈ I2, b ∈ I3.
(4.6)
(d) the expressions jµa and ja are bilinear in the Fermi matter fields: in tensor notations;
jµa =
∑
ǫ
ψtǫa ⊗ γ
µγǫψ ja =
∑
ǫ
ψsǫa ⊗ γǫψ (4.7)
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where for every ǫ = ± we have defined the chiral projectors of the algebra of Dirac matrices
γǫ ≡
1
2
(I + ǫ γ5) and t
ǫ
a, s
ǫ
a are |I4| × |I4| matrices. If M is the mass matrix MAB = δAB MA
then we must have
∂µj
µ
a = ma ja ⇔ ma s
ǫ
a = i(M t
ǫ
a − t
−ǫ
a M). (4.8)
(ii) The relation dQT = i ∂µT
µ is verified by:
T µ = fabc
(
ua vbν F
νµ
c −
1
2
ua ub d
µu˜c
)
+ f ′abc Φa φ
µ
b uc + j
µ
a ua (4.9)
(iii) The relation dQT
µ = i ∂νT
µν is verified by:
T µν ≡
1
2
fabc ua ub F
µν
c . (4.10)
4.2 The Generic Expressions for the One-Loop Cochains
We consider the one-loop contributions DIJ(1)(x, y) from D
IJ(x, y) and we write for every mass
m in the game
Dm = D0 + (Dm −D0) (4.11)
In this way we split DIJ(1)(x, y) into a contribution D
IJ
(1)0(x, y) where everywhere Dm 7→ D0 and
a contribution where at least one factor Dm is replaced by the difference Dm−D0. Because we
have
ω(Dm −D0) = −4 (4.12)
the second contribution will be super-renormalizable. We now consider the first contribution.
By direct computations we obtain
D
[µν]∅
(1)0 (x, y) = 0 (4.13)
D
[µ][ν]
(1)0 (x, y) = (∂
µ∂ν − ηµν)d2(x− y)g˜abua(x)ub(y) (4.14)
D
[µ]∅
(1)0(x, y) = (∂
µ∂ν − ηµν)d2(x− y)g˜abua(x)vbν(y)
+∂νd2(x− y)gab[F
µν
a (x)ub(y)− ua(x)F
µν
b (y)] (4.15)
D
∅[µ]
(1)0(x, y) = −D
[µ]∅
(1)0(y, x) (4.16)
D∅∅(1)0(x, y) = (∂
µ∂ν − ηµν)d2(x− y)g˜abvaµ(x)vbν(y)
+∂µd2(x− y)gab[−F
µν
a (x)vbν(y) + ∂
µu˜a(x)ub(y) + vaν(x)F
µν
b (y)− ua(x)∂
µu˜b(y)]
−d2(x− y)gabF
µν
a (x)Fbµν(y)
+∂µd2(x− y)g
(3)
ab [Φa(x)∂
µΦb(y)− ∂
µΦa(x)Φb(y)]− 2d2(x− y)g
(3)
ab ∂
µΦa(x)∂µΦb(y)
−i∂µd2(x− y)[Ψ¯(x)Aǫ ⊗ γ
µγǫΨ(y)− Ψ¯(y)Aǫ ⊗ γ
µγǫΨ(x)]
+d2(x− y)g
(4)
ab Φa(x)Φb(y) (4.17)
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where we have defined some bilinear combinations in the constants appearing in the interaction
Lagrangian:
gab = fpqafpqb g
(1)
ab = f
′
pqaf
′
pqb g
(2)
ab =
∑
ǫ
Tr(tǫat
ǫ
b) g
(3)
ab = f
′
apqf
′
bpq
g
(4)
ab = 2
∑
ǫ
Tr(sǫas
−ǫ
b ) g˜ab ≡ gab +
1
2
g
(1)
ab + 2g
(2)
ab Aǫ =
∑
a
(2tǫat
ǫ
a + s
−ǫ
a s
ǫ
a). (4.18)
4.3 The Generic Form of the Coboundaries
In this Subsection we prove the basic result for the Yang-Mills case.
Theorem 4.2 The expression DIJ(1)0(x, y) is a coboundary
DIJ(1)0 = (s¯B)
IJ . (4.19)
Proof: It is done by providing an explicit expression of the coboundary. If we define
B[µν][ρ](x, y) = (ηµρ∂ν − ηνρ∂µ)d2(x− y)h
(0)
ab ua(x)ub(y) (4.20)
B[µν]∅(x, y) = (ηµρ∂ν − ηνρ∂µ)d2(x− y)h
(0)
ab ua(x)vbρ(y)
+d2(x− y)h
(1)
ab F
µν
a (x)ub(y) + d2(x− y)h
(2)
ab ua(x)F
µν
b (y) (4.21)
B[µ][ν](x, y) = (ηνρ∂µ − ηµν∂ρ)d2(x− y)h
(0)
ab vaρ(x)ub(y)
+(ηµρ∂ν − ηµν∂ρ)d2(x− y)h
(0)
ab ua(x)vbρ(y)
+d2(x− y)h
(3)
ab [F
µν
a (x)ub(y) + ua(x)F
µν
b (y) (4.22)
B[µ]∅(x, y) = (ηνρ∂µ − ηµρ∂ν)d2(x− y)h
(0)
ab vaν(x)vbρ(y)
+d2(x− y)h
(1)
ab ∂
µu˜a(x)ub(y)− d2(x− y)h
(2)
ab vaν(x)F
µν
b (y)
+d2(x− y)h
(3)
ab [F
µν
a (x)vbν(y)− ua(x)∂
µu˜b(y)]
+d2(x− y)h
(4)
ab Φa(x)∂
µΦb(y) + d2(x− y)h
(5)
ab ∂
µΦa(x)Φb(y)
−
i
2
g
(4)
ab [∂
µd2(x− y)Φa(x)Φb(y)− d2(x− y)∂
µΦa(x)Φb(y)]
−d2(x− y)Ψ¯(x)Aǫ ⊗ γ
µγǫΨ(y) (4.23)
B∅∅(x, y) = −d2(x− y)h
(3)
ab [∂µu˜a(x)v
µ
b (y)− (x↔ y)] (4.24)
where
h(0) = −
i
2
g˜ h(1) = −i
(
1
2
g˜ + 3g
)
h(2) = −ig h(3) = i
(
1
2
g˜ + 2g
)
h(4) = ig(3) h(5) = 2ig(3) (4.25)
then we can prove the relation from the statement. As a result we have:
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Theorem 4.3 The one-loop contribution DIJ(1)(x, y) is a coboundary, up to super-renormalizable
terms. So the causal commutator DIJ(x, y) up to the second-order of the perturbation theory
is the sum of the classical contribution (tree part) and quantum (loop) corrections which are
super-renormalizable. This property remains true after causal decomposition, in particular for
the chronological products.
For the two-loop contribution in the second order of the perturbation theory we find the non-
trivial expression
D∅∅(2)0(x, y) = ic d3(x− y) (4.26)
(where c is a constant). If we take
B∅∅(2)(x, y) = 0
B
[µ]∅
(2) (x, y) =
1
2
c ∂µd3(x− y) (4.27)
then we can express the commutator D∅∅(2)0(x, y) as a coboundary.
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5 Gravity
We prove a result of the same nature for the extremely interesting case of massless gravity.
5.1 The Gravity Lagrangian
We have the following result [10].
Theorem 5.1 Let T be a relative cocycle for dQ which is tri-linear in the fields and is of canon-
ical dimension ω(T ) ≤ 5 and ghost number gh(T ) = 0. Then: (i) T is (relatively) cohomologous
to a non-trivial cocycle of the form:
T = κ(2 hµρ ∂
µhνλ ∂ρhνλ + 4 hνρ ∂
λhµν ∂µhν
λ − 4 hρλ ∂
µhνρ ∂µhν
λ
+2 hρλ ∂µhρλ ∂
µh− hµρ ∂
µh dρh− 4 uρ ∂ν u˜λ ∂ρhνλ
+4 ∂ρuν ∂ν u˜
λ hρλ + 4 ∂
ρuν ∂
λu˜ν hρλ − 4 ∂
νuν ∂
ρu˜λ hρλ) (5.1)
where κ ∈ R.
(ii) The relation dQT = i ∂µT
µ is verified by:
T µ = κ(−2uµ ∂νhρλ ∂
ρhνλ + uµ ∂ρhνλ ∂
ρhνλ −
1
2
uµ ∂ρh ∂
ρh
+4 uρ ∂νhµλ ∂ρhνλ − 2 u
ρ ∂µhνλ ∂ρhνλ + u
ρ ∂µh ∂ρh
−4 ∂ρuν ∂νh
µλ hρλ − 4∂
ρuν ∂
λhµν hρλ + 4 ∂
λuρ ∂
µhνρ hνλ
+4 ∂νu
ν ∂ρhµλ hρλ − 2 ∂νu
ν ∂µhρλ hρλ − 2 ∂
ρuλ hρλ ∂
µh+ ∂νuν h ∂
µh
−2 uµ ∂ν∂ρu
ρ u˜ν + 2 uρ ∂
ρ∂σuσ u˜
µ − 2 uµ ∂λuρ ∂
ρu˜ν
+2 uρ ∂λu
µ ∂ρu˜λ + 2 ∂ρuρ ∂λu
µ u˜λ − 2 uρ ∂
ρuλ ∂
µu˜λ) (5.2)
(iii) The relation dQT
µ = i ∂νT
µν is verified by:
T µν ≡ κ[2(−uµ ∂λuρ ∂
ρhνλ + uρ ∂λu
µ ∂ρhνλ + uρ ∂
ρuλ ∂
νhµλ + ∂ρu
ρ ∂λu
µ hνλ)
−(µ↔ ν) + 4 ∂λuµ ∂ρuν hρλ]. (5.3)
(iv) The relation dQT
µν = i ∂ρT
µνρ is verified by:
T µνρ ≡ κ[2uλ ∂
λuρ uµν − uρ (∂
µuλ ∂λu
ν − ∂νuλ ∂λu
µ) + circular perm.] (5.4)
and we have dQT
µνρ = 0.
(v) The cocycles T, T µ, T µν and T µνρ are non-trivial and invariant with respect to parity.
Here
uµν ≡ ∂µuν − ∂νuµ. (5.5)
17
5.2 The Generic Expressions for the One-Loop Cochains
We consider the one-loop contribution DIJ(1)(x, y) and we do not need the splitting (4.11) of
the Pauli-Jordan causal commutator from the preceding Section because the mass is already
null. There is a particularity of the gravity case, namely we do not need to compute explicitly
these expressions. The result is of pure cohomology nature. We only need to provide a generic
expression for DIJ(1)(x, y) and impose the cochain condition
sD = 0 (5.6)
which follows from the gauge invariance of the interaction Lagrangian sT = 0. A number of
limitations will result on the various arbitrary coefficients and we will be able to prove that D
is a coboundary. We give only the relevant coefficients. For instance from the expression D[µ]∅
we need only:
D[µ]∅(x, y) = · · ·+ F3 ∂
µ∂νd2(x− y) u
ρ(x) hνρ(y) + · · ·
+F12 ∂ρ∂σd2(x− y) h
µσ(x) uρ(y)
+F13 
2d2(x− y) uν(x) h
µν(y) + F14 
2d2(x− y) h
µν(x) uν(y) (5.7)
From the expression D[µ][ν] we need the whole sector
D
[µ][ν]
1 (x, y) = K1 ∂
µ∂ν∂ρ∂σd2(x− y) uρ(x) uσ(y)
+K2 ∂
µ∂νd2(x− y) uρ(x) u
ρ(y)
+K3 [∂
µ∂ρd2(x− y) uρ(x) u
ν(y) + ∂ν∂ρ d2(x− y) u
µ(x) uρ(y)]
+K4 [∂
µ∂ρd2(x− y) u
ν(x) uρ(y) + ∂
ν∂ρ d2(x− y) uρ(x) u
µ(y)]
+K5 η
µν ∂ρ∂σd2(x− y) uρ(x) uσ(y)
+K6 η
µν

2d2(x− y) uρ(x) u
ρ(y)
+K7 
2d2(x− y) u
µ(x) uν(y)
+K8 
2d2(x− y) u
ν(x) uµ(y) (5.8)
and only a few terms from the sector:
D
[µ][ν]
2 (x, y) = · · ·+ L2 ∂
µ∂ν∂ρd2(x− y) [u
σ(x) ∂ρuσ(y)− ∂ρuσ(x) u
σ(y)]
+L3 ∂
µ∂ν∂ρd2(x− y) [u
σ(x) ∂σuρ(y)− ∂σuρ(x) u
σ(y)] + · · ·
+L5 [∂
µ∂ρ∂σd2(x− y) uρ(x) ∂
νuσ(y)− ∂
ν∂ρ∂σd2(x− y) ∂
µuσ(x) uρ(y)]
+L6 [∂
µ∂ρ∂σd2(x− y) uρ(x) ∂σu
ν(y)− ∂ν∂ρ∂σd2(x− y) ∂σu
µ(x) uρ(y)] + · · ·
+L8 [∂
µ
d2(x− y) uρ(x) ∂
νuρ(y)− ∂ν d2(x− y) ∂
µuρ(x) uρ(y)]
+ L9 [∂
µ
d2(x− y) uρ(x) ∂
ρuν(y)− ∂ν d2(x− y) ∂
ρuµ(x) uρ(y)] +
+L10 ∂ρd2(x− y) [u
ρ(x) ∂µuν(y)− ∂νuµ(x) uρ(y)]
+L11 ∂ρd2(x− y) [u
ρ(x) ∂νuµ(y)− ∂µuν(x) uρ(y)]
+L12 ∂ρd2(x− y) [u
µ(x) ∂ρuν(y)− ∂ρuµ(x) uν(y)]
+L13 ∂ρd2(x− y) [u
µ(x) ∂νuρ(y)− ∂µuρ(x) uν(y)] + · · ·
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+L18 η
µν ∂ρd2(x− y) [u
σ(x) ∂ρuσ(y)− ∂ρuσ(x) u
σ(y)]
+L19 η
µν ∂ρd2(x− y) [u
σ(x) ∂σuρ(y)− ∂σuρ(x) u
σ(y)] + · · ·
+ L24 [∂
ν
d2(x− y) uρ(x) ∂
µuρ(y)− ∂µ d2(x− y) ∂
νuρ(x) uρ(y)]
+ L25 [∂
ν
d2(x− y) uρ(x) ∂
ρuµ(y)− ∂µ d2(x− y) ∂
ρuν(x) uρ(y)] + · · · (5.9)
From the expression D[µν]∅ we need the whole sector
D
[µν]∅
1 (x, y) = Q1 [∂
µ∂ρd2(x− y) u
ν(x) uρ(y)− (µ↔ ν)]
+Q2 [∂
µ∂ρd2(x− y) uρ(x) u
ν(y)− (µ↔ ν)]
+Q3 
2d2(x− y) [u
µ(x) uν(y)− (µ↔ ν)] (5.10)
and some terms from the sector
D
[µν]∅
2 (x, y) = · · ·+R5 [∂
µ
d2(x− y) uρ(x) ∂
νuρ(y)− (µ↔ ν)]
+R6 [∂
µ
d2(x− y) uρ(x) ∂
ρuν(y)− (µ↔ ν)] + · · · (5.11)
and from
D
[µν]∅
3 (x, y) = · · ·+ S2 [∂
µ∂ρ∂σd2(x− y) ∂
νuρ(x) uσ(y)− (µ↔ ν)]
+S3 [∂
µ∂ρ∂σd2(x− y) ∂ρu
ν(x) uσ(y)− (µ↔ ν)] + · · ·
+S5 [∂
µ
d2(x− y) ∂
νuρ(x) uρ(y)− (µ↔ ν)]
+S6 [∂
µ
d2(x− y) ∂
ρuν(x) uρ(y)− (µ↔ ν)
+S7 ∂ρd2(x− y) [∂
µuν(x)− (µ↔ ν)] uρ(y)
+S8 ∂ρd2(x− y) ∂
ρuµ(x) uν(y)− (µ↔ ν)
+S9 ∂ρd2(x− y) ∂
µuρ(x) uν(y)− (µ↔ ν) (5.12)
5.3 Relative Cocycle Equations
Now we consider the cocycle equation
sD = 0 ⇔ dQD
IJ = i
∂
∂xρ
DIρ,J + i(−1)|I|
∂
∂yρ
DI,Jρ. (5.13)
From
dQD
[µ]∅ = i
∂
∂xν
D[µν]∅ − i
∂
∂yν
D[µ][ν] (5.14)
we obtain:
- from the coefficients of the monomials ∂∂∂∂∂d2(x− y)u(x)u(y)
K1 +K3 +K4 +K5 +Q1 +Q2 = 0 (5.15)
K2 +K6 = 0 (5.16)
K3 +K7 −Q1 +Q3 = 0 (5.17)
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K4 +K8 −Q2 −Q3 = 0 (5.18)
From (5.15) + (5.17) + (5.18) we obtain
K1 + 2K3 + 2K4 +K5 +K7 +K8 = 0 (5.19)
- from the coefficients of the monomials ∂∂∂∂d2(x− y)u(x)∂u(y)
−K2 + L2 + L8 + L18 +R5 =
1
2
F3 (5.20)
−K4 + L3 + L9 + L19 +R6 =
1
2
F3 (5.21)
−K6 + L24 −R5 =
1
2
F13 (5.22)
−K8 + L25 −R6 =
1
2
F13 (5.23)
Taking the difference we obtain
−K2 +K4 + L2 − L3 + L8 − L9 + L18 − L19 +R5 − R6 = 0 (5.24)
K6 −K8 − L24 + L25 +R5 − R6 = 0 (5.25)
If we subtract these equations and use (5.16) we get
K4 +K8 + L2 − L3 + L8 − L9 + L18 − L19 + L24 − L25 = 0 (5.26)
- from the coefficients of the monomials ∂∂∂∂d2(x− y)∂u(x)u(y)
− L5 − L11 − L13 − S2 + S7 + S9 = −
1
2
F12 (5.27)
− L6 − L10 − L12 −Q1 − S3 − S7 + S8 = −
1
2
F12 (5.28)
− L8 − S5 = −
1
2
F14 (5.29)
− L9 +Q3 − S6 = −
1
2
F14 (5.30)
Taking the difference we obtain
− L5 + L6 + L10 − L11 + L12 − L13 +Q1 − S2 + S3 + 2S7 − S8 + S9 = 0 (5.31)
L8 − L9 +Q3 + S5 − S6 = 0 (5.32)
If we add the first equation with (5.17) and (5.18) we obtain
K3+K4+K7+K8−L5+L6+L10−L11+L12−L13−Q2−S2+S3+2S7−S8+S9 = 0 (5.33)
and if we add the second equation with (5.18) we obtain
K4 +K8 + L8 − L9 −Q2 + S5 − S6 = 0. (5.34)
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5.4 The Generic Expressions for the Coboundaries BIJ
Theorem 5.2 The coboundary equation
DIJ = (s¯B)IJ , |I|+ |J | = 2 (5.35)
is true iff the coefficients of the left hand side verify:
K1 + 2K3 + 2K4 +K5 +K7 +K8 = 0
K2 +K6 = 0
K4 +K8 −Q2 −Q3 = 0
K3 +K7 −Q1 +Q3 = 0
K6 −K8 − L24 + L25 +R5 −R6 = 0
K4 +K8 + L8 − L9 −Q2 + S5 − S6 = 0
K4 +K8 + L2 − L3 + L8 − L9 + L18 − L19 + L24 − L25 = 0
K3 +K4 +K7 +K8 − L5 + L6 + L10 − L11 + L12 − L13
−Q2 − S2 + S3 + 2S7 − S8 + S9 = 0. (5.36)
Proof: (i) We need the generic form of the cocycles BIJ constrained by
gh(BIJ) = |I|+ |J | − 1, ω(BIJ) = 5. (5.37)
We will give only a number of relevant terms:
B
[µν][ρ]
1 (x, y) = a1[∂
µ∂ρ∂σd2(x− y) u
ν(x) uσ(y)− (µ↔ ν)]
+ a2 [∂
µ∂ρ∂σd2(x− y) uσ(x) u
ν(y)− (µ↔ ν)]
+ a3 [∂
µ
d2(x− y) u
ν(x) uρ(y)− (µ↔ ν)]
+ a4 [∂
µ
d2(x− y) u
ρ(x) uν(y)− (µ↔ ν)]
+ a5 [∂
ρ
d2(x− y) u
µ(x) uν(y)− (µ↔ ν)]
+ a6 [η
µρ ∂νd2(x− y)uσ(x) u
σ(y)− (µ↔ ν)]
+a7 [η
µρ ∂σd2(x− y)u
ν(x) uσ(y)− (µ↔ ν)]
+a8 [η
µρ ∂σd2(x− y)uσ(x) u
ν(y)− (µ↔ ν)]
+a9 [η
µρ ∂ν∂σ∂λd2(x− y)uσ(x) uλ(y)− (µ↔ ν)] (5.38)
B
[µν][ρ]
2 (x, y) = b1[∂
µ∂ρd2(x− y) ∂
νuσ(x) uσ(y)− (µ↔ ν)]
+ b2[∂
µ∂ρd2(x− y) uσ(x) ∂
νuσ(y)− (µ↔ ν)]
+ b3 [∂
µ∂ρd2(x− y) ∂
σuν(x) uσ(y)− (µ↔ ν)]
+ b4 [∂
µ∂ρd2(x− y) uσ(x) ∂
σuν(y)− (µ↔ ν)] + · · ·
+b7 [∂
µ∂σd2(x− y) ∂
νuρ(x) uσ(y)− (µ↔ ν)] + · · ·
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+b9 [∂
µ∂σd2(x− y) ∂
νuσ(x) u
ρ(y)− (µ↔ ν)]
+b11 [∂
µ∂σd2(x− y) ∂
ρuν(x) uσ(y)− (µ↔ ν)]
+b13 [∂
µ∂σd2(x− y) ∂σu
ν(x) uρ(y)− (µ↔ ν)] + · · ·
+b19 ∂
ρ∂σd2(x− y) [∂
µuν(x) uσ(y)− (µ↔ ν)] + · · ·
+b21 ∂
ρ∂σd2(x− y) [∂
µuσ(x) u
ν(y)− (µ↔ ν)]
+b22 ∂
ρ∂σd2(x− y) [u
µ(x) ∂νuσ(y)− (µ↔ ν)]
+b23 ∂
ρ∂σd2(x− y) [∂σu
µ(x) uν(y)− (µ↔ ν)] + · · ·
+b25 d2(x− y) [∂
µuν(x) uρ(y)− (µ↔ ν)] + · · ·
+b27 d2(x− y) [∂
µuρ(x) uν(y)− (µ↔ ν)] + · · ·
+b29 d2(x− y) [∂
ρuµ(x) uν(y)− (µ↔ ν)] + · · ·
+b31 [η
µρ ∂ν∂σd2(x− y) ∂σuλ(x) u
λ(y)− (µ↔ ν)]
+b32 [η
µρ ∂ν∂σd2(x− y) u
λ(x) ∂σuλ(y)− (µ↔ ν)]
+b33 [η
µρ ∂ν∂σd2(x− y) ∂λuσ(x) u
λ(y)− (µ↔ ν)]
+b34 [η
µρ ∂ν∂σd2(x− y) u
λ(x) ∂λuσ(y)− (µ↔ ν)] + · · ·
+b37 ∂
σ∂λd2(x− y) [η
µρ ∂νuσ(x) uλ(y)− (µ↔ ν)] + · · ·
+b39 ∂
σ∂λd2(x− y) [η
µρ ∂σu
ν(x) uλ(y)− (µ↔ ν)] + · · ·
+ b43 d2(x− y) [η
µρ ∂νuσ(x) uσ(y)− (µ↔ ν)]
+ b44 d2(x− y) [η
µρ uσ(x) ∂
νuσ(y)− (µ↔ ν)]
+ b45 d2(x− y) [η
µρ ∂σuν(x) uσ(y)− (µ↔ ν)]
+ b46 d2(x− y) [η
µρ uσ(x) ∂
σuν(y)− (µ↔ ν)] + · · · (5.39)
B
[µν]∅
1 (x, y) = · · ·+ g4 [∂
µ∂ρ∂σd2(x− y) h
νρ(x) uσ(y)− (µ↔ ν)] + · · ·
+g7[∂
µ
d2(x− y) uρ(x) h
νρ(y)− (µ↔ ν)]
+g8 [∂
µ
d2(x− y) h
νρ(x) uρ(y)− (µ↔ ν)] + · · ·
+g10 ∂ρd2(x− y) h
µρ(x) uν(y)− (µ↔ ν)] (5.40)
B
[µ][ν]
1 (x, y) = · · ·+ r2 ∂
µ∂ν∂ρd2(x− y) [u
σ(x) hρσ(y) + hρσ(x) u
σ(y)] + · · ·
+r8 [∂
µ
d2(x− y) uρ(x) h
νρ(y) + ∂ν d2(x− y) h
µρ(x) uρ(y)]
+r10 [∂
ν
d2(x− y) uρ(x) h
µρ(x) + ∂µ d2(x− y) h
νρ(x) uρ(y)] + · · ·
+r16 η
µν ∂ρd2(x− y) [u
σ(x) hρσ(x) + hρσ(x) u
σ(y)] (5.41)
(ii) From the relation
(s¯B)[µ][ν] = D[µ][ν] ⇔
∂
∂xρ
B[µρ][ν] + (x↔ y, µ↔ ν)− idQB
[µ][ν] = −iD[µ][ν] (5.42)
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we obtain many equations; we only select:
2a1 + 2a3 − 2a9 = −iK1
−a1 + a3 + a5 − a7 = −iK3
−a2 + a4 − a5 − a8 = −iK4
−2a3 = −iK4
−2a4 = −iK8
2a6 = −iK6
−2a6 = −iK2
2a7 + 2a8 + 2a9 = −iK5
a2 + b3 − b33 − b4 + b34 −
1
2
r2 = iL3
a4 + b4 + b46 −
1
2
r10 = iL25
a5 − b3 − b45 −
1
2
r8 = iL9
a6 + b31 + b43 − b32 − b44 −
1
2
r16 = iL18
−a6 + b2 + b44 −
1
2
r10 = iL24
a8 + b33 + b45 − b34 − b46 −
1
2
r16 = iL19
b1 − b31 − b2 + b32 −
1
2
r2 = iL2
−b1 − b43 −
1
2
r8 = iL8 (5.43)
(iii) From the relation
(s¯B)[µν]∅ = D[µν]∅ ⇔
∂
∂yρ
B[µν][ρ] − idQB
[µν]∅ = −iD[µν]∅ (5.44)
we obtain as above many equations and we select:
− a1 − a3 − a7 = −iQ1
−a2 − a4 − a8 = −iQ2
−a5 = −iQ3
a4 − b4 − b46 +
1
2
g7 = −iR6
−a6 − b2 − b44 +
1
2
g7 = −iR5
−b1 − b43 −
1
2
g8 = −iS5
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−b3 − b45 −
1
2
g8 = −iS6
−b7 − b9 − b37 −
1
2
g4 = −iS2
−b11 − b13 − b39 −
1
2
g4 = −iS3
−b19 − b25 = −iS7
−b21 − b27 −
1
2
g10 = −iS9
−b22 − b29 −
1
2
g10 = −iS8. (5.45)
(iv) Now we can show that the preceding systems are compatible iff we have the equations
from the statement. It can be proved by direct computations that no other equations are
needed to obtain a solution of the coboundary equation from the statement. This assertion
follows from hard work: one has to write down the generic expressions for the coboundaries
BIJ , |I| + |J | =, 2, 3 and show that a solution of the equations (5.42) and (5.44) exists iff the
eight equations from the statement are true. 
Now we notice that from the relative cocycle equations we have obtained (5.19), (5.16),
(5.18), (5.17), (5.25), (5.34), (5.26) and (5.33) which are exactly the equations from the state-
ment of the theorem. As a conclusion, we have
Corollary 5.3 If DIJ is a cocycle, then we can write DIJ , |I|+ |J | = 2 as a coboundary.
5.5 The Descent Procedure
We now start a descent procedure. If we use the preceding corollary in the cocycle equation
(sD)[µ]∅ = 0 (5.46)
we obtain that the expression
D˜[µ]∅ ≡ D[µ]∅ − i
∂
∂xν
B[µν]∅ + i
∂
∂yν
B[µ][ν] (5.47)
is a cocycle
dQD˜
[µ]∅ = 0. (5.48)
Using this cocycle equation one can prove that D˜[µ]∅ is in fact a coboundary. For this one must
consider all relevant sectors of this expression. In the sectors
∂∂∂∂d2(x− y)[u(x) h(y) + h(x) u(y)]
∂∂∂∂d2(x− y)[u(x) ∂h(y) + ∂h(x) u(y)]
∂∂∂∂d2(x− y)[∂u(x) ∂h(y) + ∂h(x) ∂u(y)]
this result follows elementary. In the sector
∂∂∂d2(x− y)[∂u(x) h(y) + h(x) ∂u(y)]
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we are left with 11 nontrivial cocycles, some of which cannot be seen immediatley as cobound-
aries. For instance
D[µ]∅(x, y) = ∂νd2(x− y)[h
µρ(x)∂νuρ(y) + h
µρ(x)∂ρuν(y)
+∂µuρ(x)hνρ(y) + ∂
ρuµ(x)hνρ(y)− ∂
ρuρ(x)h
µ
ν(y)
−
1
2
∂νu
µ(x)h(y)−
1
2
∂µuν(x)h(y) +
1
2
δµν ∂
ρuρ(x)h(y)]
can be written as
i∂νd2(x− y)dQ[2h
µρ(x)hνρ(y)− h
µ
ν(x)h(y)]. (5.49)
The sector
∂d2(x− y)[∂∂∂u(x) ∂h(y) + ∂h(x) ∂∂∂u(y)]
is the most complicated one. There are 12 cocycles in which ∂h appears in the combination
∂σh
ρσ so these are seen immediately to be coboundaries. But we are still left with 9 nontrivial
cocycles as for instance
D[µ]∅(x, y) = ∂νd2(x− y)[∂νhρσ(x)∂
µ∂ρuσ(y) + ∂ν∂ρuσ(x)∂
µhρσ(y)]
−∂µd2(x− y)[∂
νhρσ(x)∂µ∂ρuσ(y) + ∂ν∂ρuσ(x)∂
νhρσ(y)]
which can be written as
i∂νd2(x− y)dQ
[
∂νhρσ(x)∂
µhρσ(y)−
1
2
∂νh(x)∂
µ(y)
]
−i∂µd2(x− y)dQ
[
∂νhρσ(x)∂
νhρσ(y)−
1
2
∂νh(x)∂
ν(y)
]
In the end we prove that
D˜[µ]∅ = dQB
[µ]∅ (5.50)
so we obtain
D[µ]∅ = dQB
[µ]∅ + i
∂
∂xν
B[µν]∅ − i
∂
∂yν
B[µ][ν] (5.51)
i.e. the expression D[µ]∅ is a relative coboundary.
We insert this result in the cocycle equation
(sD)∅∅ = 0 (5.52)
and we obtain that the expression
D˜∅ = D∅∅ − i
∂
∂xν
B[µ]∅ − i
∂
∂yν
B∅[µ] (5.53)
is a coboundary
dQ D˜
∅ = 0. (5.54)
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If we write the generic form of D˜∅∅ we can prove rather easy that in fact the preceding equation
leads to
D˜∅∅ = 0 (5.55)
so we have
D∅∅ = i
∂
∂xν
B[µ]∅ + i
∂
∂yν
B∅[µ] (5.56)
i.e. a relative cocycle if we take
B∅∅ = 0. (5.57)
So we have proved the triviality of the cohomology problem. It is important to stress again
that it was not necessary to compute explicitly the expressions DIJ . In the end we have
Theorem 5.4 For the pure gravity case, let us consider the expressions DIJ(x, y), up to the
second order of the perturbation theory. Then these are cohomologous to the tree contribution
i.e. the loop contribution is trivial.
Proof: The preceding cohomologous argument has proved the assertion for one-loop con-
tributions. For two-loop we have by direct computation the following non-trivial contribution:
D∅∅(2)(x, y) = ic 
2d3(x− y) (5.58)
(where c is some constant). If we take
B∅∅(2)(x, y) = 0
B
[µ]∅
(2) (x, y) =
1
2
c ∂µd3(x− y) (5.59)
then we can write the two-loop contribution as a coboundary.
This means that, up to the second order of the perturbation theory, pure gravity is a classical
theory. We can consider in the same way the loop contributions coming from the interaction
between Yang-Mills and gravity. One can prove in fact that the cocycle equation forces this
loop contribution to be null.
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6 Conclusions
We have proved that the loop contributions to the causal commutator DIJ(1) are of the form
sB+ super-renormalizable terms in the Yang-Mills case and simply of the form sB in the pure
gravity case. Because the expressions B have also causal support this property stays true after
causal splitting. If
BIJ = BIJ,adv − BIJ,ret (6.1)
is a causal splitting, then we have
AIJ(1) = sB
adv + super− renormalizable terms (6.2)
This means that the main contributions of the perturbation theory are the tree contributions
which correspond to the classical theory. The quantum corrections associated to the loop
graphs are behaving better in the ultra-violet limit; we conjecture that this result stays true in
all orders of the perturbation theory. So there is a chance to construct a non-perturbative theory
for gauge models. This follows from the well-known fact that the construction of non-trivial
QFT models in 1 + 2 and 1 + 1 dimensions is closely connected to the super-renormalizability
of the associated perturbation theory. This means that gauge models are better than say,
the Φ4 model in 4 dimensions, for which it is conjectured that the constructive quantum field
theory does not exists. This is related to the fact that the Φ4 model in 4 dimensions is only
renormalizable (does not have any super-renormalizable properties for the loop contributions).
The preceding ideas are a full program for a new line of analysis of quantum field theories.
We will continue in another paper with the much modest problem of investigating the conjecture
in third order of the perturbation theory.
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