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Summary
This thesis is devoted to the development of a semi-classical convergent close-
coupling (CCC) method to study antiproton and proton collisions with atomic
and molecular targets. The thesis is structured as follows. Chapter 1 presents the
motivation for the study of collisions of ions with atoms and molecules. Different
theoretical methods that are widely applied to these collisions are reviewed.
Particular attention is given to the recent developments. Semi-classical single-
centre CCC formalism and its application to antiproton-hydrogen collisions are
presented in Chapter 2. In Chapter 3 single-centre CCC approach is applied
to antiproton (p¯) collisions with multi-electron systems. The wave functions of
the Ne, Ar, Kr and Xe atoms have been described using a model of six p-shell
electrons above an inert Hartree-Fock core with only one-electron excitations
from the outer p shell allowed. Single-ionisation cross sections for the Ne, Ar,
Kr and Xe atoms are calculated. Chapter 4 outlines further generalisation of
the method to collisions with molecular targets. A new approach which allows
analytic averaging over all possible molecular orientations is developed. We
describe two-centre extension of the semi-classical approach in Chapter 5. A new
numerical technique to evaluate two-centre matrix elements is given in detail. In
Chapter 6 we present the preliminary results of the application of the two-centre
method to the p-H(1s) scattering. Finally in Chapter 7 we make conclusions
arising from this work and indicate future directions.
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Main results of this work
• Semi-classical CCC method has been developed to investigate antiproton
collisions with multi-electron targets.
• Single-ionisation cross sections for the Ne, Ar, Kr and Xe atoms by an-
tiproton impact have been calculated in a wide energy range. The results
are in good agreement with experiments.
• The semi-classical CCC approach has been extended to treat antiproton
collisions with molecular targets. The interaction matrix elements and
time-dependent expansion coefficients are expressed in a way that eventu-
ally leads to analytic averaging over all molecular orientations.
• Based on the studies of the time evolution of the electron-cloud distribution
during the antiproton collisions with atomic and molecular hydrogen, it is
shown that the strong suppression of the single ionisation cross section at
low energies is due to the structure of the molecular target.
• Cross sections for ionisation with excitation, double ionisation and proton
production in antiproton-molecular hydrogen collisions have been calcu-
lated employing a sequential two-step approximation. Good agreement
with experiment for proton production has been found above 40 keV.
• The semi-classical single-centre CCC method has been generalised to the
two-centre case. A new numerical technique to evaluate two-centre matrix
elements is described.
• Excitation and electron capture to lowest levels as well as the total capture
cross sections are found to be in good agreement with available experiments
and other theoretical calculations.
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Chapter 1
Introduction
1.1 Why are collisions of antiprotons and pro-
tons with atoms and molecules important?
Understanding collisions of atoms and molecules with heavy charged particles is
important from both pure fundamental and practical points of view. Upcoming
accelerator facility FAIR (Facility for Antiproton and Ion Research) [1] along
with the international collaborations FLAIR (Facility for Low-energy Antipro-
ton and Ion Research) [2] will provide highly intense antiproton beams. This
will enable atomic physicists to perform detailed study of ionisation processes
with antiprotons in kinematically complete experiments. In particular, design
of FLAIR requires the precise knowledge of the collision mechanism between
antiproton and molecular hydrogen, since H2 is expected to be one of the dom-
inant residual-gas molecules. These experimental efforts complement ongoing
investigations at CERN. ELENA (Extra Low Energy Antiproton), a small ring
at CERN Antiproton Decelerator [3], is expected to substantially increase the
number of trappable antiprotons. The first antiproton scattering experiments
with ELENA are planned for 2017. In addition, understanding of antiproton in-
teractions with atoms and molecules is important to the ALPHA Collaboration
1
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at CERN that attempts to test the invariance with respect to charge conju-
gation, parity transformation, and time reversal (CPT invariance) by forming
and trapping antihydrogen and studying the gravitational behaviour of antimat-
ter [4].
One of the potential applications of the collisions involving charged parti-
cles is hadron therapy [5]. The advantage of hadron therapy over the X-ray
radiation therapy lies in the unique physical and radiobiological properties of
these particles; they can penetrate the tissues with little diffusion and deposit
the maximum energy just before stopping. This allows a precise definition of
the specific region to be irradiated. With the use of hadrons the tumour can
be irradiated while the damage to healthy tissues is substantially reduced. Im-
provements in accelerator technology, along with advances in medical imaging
and computing, have made proton therapy a viable option for routine medical
applications. In the beginning of the 1990s the first proton facilities in clinical
settings were established in the USA. As of April 1, 2015, 49 proton beam ther-
apy facilities are fully functioning around the world, while 29 facilities are under
construction [6]. As for carbon-ion therapy, there are eight operating centres
and four under construction [6]. At the end of 2013, 105,000 patients had been
treated with proton beams [7], and approximately 13,000 patients had received
carbon-ion therapy [6].
As an alternative to protons and carbon ions, antiprotons can also be used
to deliver radiation to the body in a controlled way and may have additional
advantages [8, 9]. This is supported by the fact that antiprotons annihilate and
produce a variety of low and high-energy particles. The low energy particles
emit biologically effective high linear energy transfer radiation in the immediate
vicinity of the annihilation point. That is why the study of the biological effec-
tiveness of the antiproton stopping peak enhancement by the densely ionising
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annihilation products is one of primary tasks of FLAIR at GSI [10] and ACE
collaboration at CERN [11].
1.2 Overview of existing theoretical approaches
to collisions of antiprotons and protons with
atoms and molecules
Within the last two decades the theoretical description of collisions involving
charged ions has advanced considerably. The design and construction of decent
experimental facilities as well as the progress in computational technology have
intensified this development.
All theoretical approaches used to investigate the collisions of ions with
atoms and molecules may be classified into three categories. They are classical
methods, first-order quantum-mechanical perturbation techniques and nonper-
turbative methods. The most successful treatments are nonperturbative meth-
ods which are based on the solution of the time-dependent Schro¨dinger equation
(TDSE) within lattice based or close-coupling schemes. The TDSE is obtained
from the exact stationary Schro¨dinger equation under semi-classical approxima-
tion [12, 13]. In this approximation, the nuclear motion is assumed to be along
a straight-line trajectory. The validity of this assumption is justified at collision
energies above 1 keV. In this section the most commonly used methods will be
briefly reviewed.
1.2.1 Classical trajectory Monte-Carlo method
In the classical trajectory Monte-Carlo (CTMC) method both the nuclear and
the electronic motions are treated classically. The method was introduced by
Abrines and Percival [14] and Olson and Salop [15]. It consists of three steps:
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(i) initialisation of the projectile-target configuration; (ii) calculation of the
classical trajectories; and (iii) a final-state test for reaction. In the first step
the impact parameter, the orientation and momentum of the active electron
are randomly selected by the Monte-Carlo technique. In the second step the
Hamiltonian equations of motion are numerically solved from some large ini-
tial projectile-target separation, through the collision, and continuing to some
large final separation. After integration of the coupled equations, the relative
energies between the particles are determined and the reactions taking place are
established. The main advantage of this method is that it can describe dynamic
effects occurring during the collision and give a fully kinematic picture of the
scattering.
There exist a large number of works which treat the electronic motion clas-
sically, irrespective of the quantum nature and the value of the de Broglie wave-
length. Schultz [16] reported single-ionisation and charge transfer cross sections
in collisions of electrons, positrons, protons, and antiprotons with atomic hydro-
gen and helium in the velocity interval of 0.5-7.0 a.u. The study of the effects in
the projectile mass and sign change can be performed due to the fact that the
CTMC method treats all of the projectiles (e, e¯, p and p¯) within the same theo-
retical framework. It was shown that at high velocities the single-ionisation cross
section for each of these singly charged particles becomes equal. However, the
differences in the single-charge-transfer impact persist to very large velocities.
CTMC method has been applied to describe an interesting feature of ion-
atom ionisation cross sections: the electron capture to the continuum (ECC)
cusp observed in H++He collision [17]. The cusp appears in the spectra of
the emitted electrons in the forward direction when the velocity of the electron
matches that of the projectile. By classical calculations Illescas, Pons and Ri-
era [18] studied the character of the ECC electrons. Later, Shah et al. [19]
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performed detailed measurements and calculations for electron velocity distri-
butions emitted at 0◦ for collisions of H+ incident ions on H2 and He. Their
calculations confirmed that the cusp is a peak and not a divergence smoothed
by convolution over a small angle of acceptance in the experiment. Sarkadi et al.
[20] have presented their measurements and CTMC calculations for collisions of
20 keV protons with He atoms. However, neither their experimental data nor
their CTMC results support the findings of Shah et al. [19].
Recently Cariatore and Otranto [21] have developed many-electron-multicentre
CTMC (mmCTMC) approach. The method is tested in the framework of charge-
exchange processes between bare projectiles with charges q = +3 to +10 and CO
molecules for which 8-active electrons are considered. They use three models to
describe the target molecule: mmCTMC, single-centre and independent atoms
models. The results of these three models used in their work have been compared
to recent experimental data (on total charge-exchange cross sections, hardness
ratios, and state-selective charge-exchange cross sections) from Jet Propulsion
Laboratory. It is noted the mmCTMC results are in better agreement than
those from one-electron models with the data in the whole q-range considered.
The most recent development in the CTMC method was performed by Cari-
atore, Otranto and Olson [22]. They introduce a CTMC methodology that
provides a more accurate momentum and radial distributions representation for
H(1s) and H∗(n = 2). In order to evaluate the proposed model and check its
performance against the other theoretical approaches electron-capture reactions
for C6+, N7+ and O8+ projectiles have been investigated at impact energies in
the range 10-150 keV/amu. For H(1s) electron-capture results provided by the
method are found to be in much better agreement with atomic-orbital-close-
coupling calculations than other CTMC formulations.
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1.2.2 Continuum distorted wave method
Continuum-distorted-wave-eikonal-initial-state (CDW-EIS) is one of the com-
monly used approximations for describing atomic ionisation by ion impact at
medium and high energies [8, 23–25]. Interest in the method has been intensi-
fied due to the fully differential cross-sections (FDCS) obtained in cold-target
recoil-ion momentum spectroscopy (COLTRIMS) experiments [26–28]. Being
introduced by Crothers and McCann [23], the method accounts for the long-
range nature of the Coulomb potential and includes the distortion of the target
states in both the initial and final channels. It allows to calculate the scatter-
ing amplitudes in a closed analytic form and its extension to the multielectron
targets is straightforward in the frozen core approximation. The approach has
been reviewed by Fainstein et al. [29].
The original CDW-EIS approach [23] considers the projectile trajectory clas-
sically and does not include the projectile-ion interaction. Later, the method
was refined to include the nucleus-nucleus (NN) interaction by Rodriguez et
al. [30], Sanchez et al. [31], Voitkiv et al. [32–35] and Ciappina et al. [36]. The
role of the NN interaction effects in ionisation dynamics by ion impact is of
great interest. Although extensive experiments have not been conducted yet,
various differential cross sections have been calculated by several groups [32–
35, 37–39]. Voitkiv and Ullrich [32] studied the FDCS for ionisation of hydrogen
atoms by antiproton and proton impact at intermediate to high-impact ener-
gies. By calculating the FDCS, it has been found that there exist substantial
charge sign effects and these effects are pronounced in the FDCS. Later, Voitkiv
et al. [33] considered the single ionisation of hydrogen and helium targets by
bare ions in the perturbative regime. Their studies based on the first, second,
Glauber as well as CDW-EIS approximations, revealed that the higher order ef-
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fects can considerably influence the electron emission even in the collision plane.
This is in contrast to the expectation that first order approximations in the
projectile-target interactions should yield good results. Moreover, it was found
that the deviations from the first-order results would become significant when
the electron emission was analysed in the plane perpendicular to the momentum
transfer.
Recently, Chowdhury et al. [40] extended the works of Madison et al. [41] to
treat molecular targets calculating triply and double differential cross sections
for single ionisation of H2 by 75-keV proton impact. However, their results are
about 4.5 times lower than experiment for all the measured ejected electron en-
ergies. Gulya´s et al. [42] presented FDCS and double differential cross-sections
(DDCS) for single ionisation of Li in collisions with H+ and O8+ ions within
the framework of the independent-electron model. In the case of the proton
impact the authors have found that the inclusion of the NN interaction is not
important. While in the case of O8+ ions this interaction is crucial. Also, their
calculations reproduce the satellite peak structure observed in the FDCS for the
Li(2s) measurements [43].
Galassi et al. [44] reported doubly, singly and total ionisation cross sections
for proton impacting on DNA (deoxyribonucleic acid) and RNA (ribonucleic
acid) components based on the CDW-EIS approaches. It is necessary to state
that extensive experimental data have not been reported for proton scattering on
these biologically important targets. Comparison of the calculated cross sections
with available experimental data shows an overall good agreement. However,
there are large discrepancies between the theoretical and experimental double
differential cross sections for uracil.
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1.2.3 Lattice-based technique
A direct approach to the solution of the time-dependent Schro¨dinger equation
is the discretization of the operators and the wave function on a (position or
momentum) lattice. One of the strengths of the method is its straightforward
applicability to many different types of problems in atomic physics. However,
this technique is computationally demanding. That is why only substantial
advances in computer technology have allowed the possibility of carrying out
lattice-based calculations of reasonable convergence.
In [45, 46] the lattice TDSE (LTDSE) approach was applied to calculate
excitation and ionisation cross-sections in collisions of antiprotons with atomic
hydrogen and He+. In their approach discretization is performed on a Cartesian
lattice. The reflection effects of the evolving electronic wave functions from the
boundaries of the lattice-box are eliminated by introducing imaginary potentials.
The computed excitation (up to 3d) and ionisation cross sections were found to
be in good agreement with the available theoretical treatments.
Extending the method to p+H collisions, Kolakowska et al. [47] have com-
puted excitation and charge transfer cross sections for up to 3d states from the
ground state for collisions of protons with hydrogen using a staggered leapfrog
propagator and a Fourier collocation method with a split-operator propagator
for time evolution. Their results have been found to be in reasonable agreement
with experimental data [48, 49] and other calculations, such as the two-centre
atomic orbital close-coupling method of Kuang and Lin [50] and the continuum
distorted-wave calculations of Belkic´ et al. [51]. Further developments of the
approach by Schultz et al. [52] and Pindzola et al. [53] proved the power of the
technique to treat ion-atom collisions.
Relatively recently, Pindzola and Schultz [54] have formulated a cylindrical
Introduction 9
coordinate time-dependent lattice method to study the one electron process
of excitation in p+H collisions. Comparing excitation probabilities and cross
sections (at 40 keV incident energy) from their previous Cartesian coordinate
3D lattice method and a newly formulated cylindrical coordinate coupled 2D
lattice method, the authors obtained reasonable agreement.
Another type of lattice method has been proposed by Sidky and Lin [55].
It is based on the solution of the time-dependent Schro¨dinger operator on a
two-centre momentum space. In this method the problems related to the reflec-
tion of the propagated wave function at the boundaries do not happen because
momentum-space wave functions go to zero at large momenta. However, the
actual calculations are performed after transformation to coordinate represen-
tation in order to avoid difficulties in evaluating the convolution integral terms
of the Schro¨dinger equation in momentum space.
To sum up, the facts that lattice techniques are applicable at any impact
energy and the time-dependence of the wave function is computed explicitly can
be regarded as advantages of the method. But large computer memory resources
required for the fine discretization of the space leads to practical limitations.
1.2.4 Close-coupling methods
The close-coupling (CC) method is a widely used theoretical approach to treat
collision processes in a fully non-perturbative quantum-mechanical framework.
It has been very well described in the literature and general reviews can be found
in [56–58]. The method takes into account strong couplings between different
possible channels. In general, CC methods are based on expansion of total wave
functions of collision systems in complete basis sets, so that the time-dependent
Schro¨dinger equation is replaced by a system of differential equations for the
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expansion coefficients. The complete sets can be Slater or Gaussian orbitals,
Sturmian- or Laguerre-based functions, B-splines etc. Below we give a brief
summary of atomic orbital CC (AOCC) treatments. In the next chapters various
CC treatments will be discussed in detail.
In the one-centre CC approaches the time-dependent electronic wave func-
tion is approximated in terms of target-based functions. These functions are ob-
tained by diagonalisation of the target Hamiltonian. The method is particularly
suitable for antiproton scattering. It has been used to study collision processes
in antiproton scattering on atomic [59–63] and molecular [64–66] targets. In the
case of proton scattering on atomic targets, single centre CC methods have been
shown to provide reliable results for the electron loss. However, an enormously
large number of basis functions is needed to account for the two-centre effects
of the collision. For example, Ford et al. [67] obtained total electron loss cross-
sections for proton-hydrogen collisions with 1040 functions. The disadvantage of
the single-centre expansion is that one can only extract combined capture and
ionisation cross sections, not individual ones.
In the two-centre CC methods the total wave function is expanded over both
target and projectile based basis functions with plane-wave translational factors
(PWETF) attached [12, 56]. The augmentation of the basis functions with
PWETF was proposed by Bates and McCarroll in their pioneering works [68, 69].
McCarroll [70] was the first to apply the method in a two-state approximation
(with 1s state retained on each nucleus) for the p+H system. This attempt gave
good results for capture to the ground state. There were a number of two-centre
CC calculations including more eigenstates. A comprehensive work was done
by Wilets and Gallaher [71], in which 1s, 2s, 2p0 and 2p1 states were included
on both centres. At a few impact energies calculations were also performed
including n=3 states. The main significance of this work is an effective usage of
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projectile-target nucleus symmetry properties of the proton-hydrogen collision
system. Unfortunately, the calculations of Wilets and Gallaher [71] are known
to be quite inaccurate due to numerical problems [72, 73]. Cheshire, Gallaher
and Taylor [72], while trying an expansion in pseudosates, performed 1s, 2s, 2p0
and 2p1 calculations. The only difference in the calculations was that Cheshire
et al. used a differential equation method of Cheshire [74] to treat two-centre
integrals, whereas two-dimensional numerical integration was used byWilets and
Gallaher [71]. Comparison of the results from these two calculations revealed
some severe differences.
As known in the actual implementation of the CC description with two-
centre expansions, the main computational expense is paid for the evaluation of
the exchange matrix elements [12, 56]. In this context, McCarroll [70] showed
that the integration over two dimensions can be carried out analytically in pro-
late spheroidal coordinates, so that two-centre matrix elements are expressed as
one-dimensional integrals. The last integration is evaluated by a Gauss-Laguerre
quadrature rule. Extending the method of McCarroll (which was originally for
s − s transitions), Fennema [75] gave specific expressions for the integrals in-
volving 1s, 2s, 2p states. Later on, Rapp and Dinwiddie [76] complemented the
tables of Fennema with expressions involving transitions to n = 3 eigenstates.
The first two-centre pseudostate-expansion CC approaches were due to Gal-
laher andWilets [77], Cheshire [72], and Shakeshaft [78]. Gallaher andWilets [77]
reported transfer and excitation cross sections to the 2s and 2p states by their
eight-state (on each centre) calculations. Also, notably good agreement was
found with the experiments of Helbig and Everhart [79]. Cheshire et al. [72]
made seven state (four hydrogenic states and three pseudostates) calculations.
Pseudostates were designed to simulate the molecular features at small sepa-
rations. Comparing their results with those by Gallaher and Wilets [77], the
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authors observed discrepancies (particularly at low energies). For example, at
4 keV their 2p excitation cross section was found to be twice larger than the re-
ported values by Gallaher and Wilets. Numerical problems associated with the
integration of the coupled equations and asymptotic projection of the amplitudes
were shown to be the sources for these discrepancies. Shakeshaft made a signif-
icant contribution to the development of coupled channel methods [78, 80–82].
He reported thirty-five scaled-Sturmian function results in [78]. Although the
agreement with experiment was not satisfactory, the calculations of Shakeshaft
were the largest and probably the most accurate at that time.
The rapid development in the computing technology made it possible to per-
form large basis-set calculations. However, large basis calculations of Slim and
Ermolaev [83] produced oscillatory structures in the excitation cross sections
which were not observed experimentally [84–86]. Kuang and Lin [50] attributed
the existence of such oscillations to the simultaneous use of pseudocontinuum
states on both centres. Hence, they proposed to use an asymmetric (BBC) close-
coupling scheme with pseudocontinuum states either on the target (BBC-T) or
on the projectile (BBC-P). In their BBC-T calculations excitation cross-sections
were stable and well-behaved, but capture cross-sections remained unstable.
While BBC-P type expansion produced the opposite picture: capture cross sec-
tions were stable, while excitation cross sections became unstable. Thus, using
BBC-type expansions, it was not possible to make both excitation and capture
cross-sections stable.
The most complete study of proton-hydrogen collision processes by the two-
centre close-coupling approach was performed by Toshima [87–89]. Toshima [88]
demonstrated that the spurious oscillations observed in the excitation and cap-
ture channels are due to the strong coupling effect between bound and pseudo-
continuum states belonging to different centres. As evidence, it was shown that
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as the density of pseudocontinuum states increased the structures became less
prominent. In [89] the author investigated in detail the convergence of ionisation
cross sections by performing all three types of calculations. For all three type
of expansions consistent ionisation cross sections were obtained. However, the
convergence of the asymmetric calculations was shown to be much slower than
that of the symmetric one.
The most recent investigation of capture, excitation and ionisation in the
system collisions is due to Winter [90]. Extending Shakeshaft’s Sturmian calcu-
lations by including large number of pseudostates, the author compares electron
transfer and excitation cross sections with the results from other theoretical ap-
proaches and experimental observations. For ionisation channel, the results of
Winter are in agreement with those by Toshima.
The triple-centre model was proposed by Anderson et al. [91] and Antal
et al. [92]. It was investigated extensively by Lin et al. [93], Winter and Lin [94]
for the symmetric collision system p+H. In this model atomic wave functions
of the united atom He+ are placed at the centre between the two nuclei. The
available calculations for ionisation in collisions of p with H [95, 96] and He+
[97] show that triple-centre method results in reliable ionisation cross sections
at energies as low as several keV and agree better with the experimental data.
An interesting development of the close-coupling approach has been pro-
posed by Kroneisen et al. [98] and Kirchner et al. [99]. Since the CC formalism
is based on the variational principle [100, 101], it is generally believed that in-
creasing the number of basis functions should lead to better results. Although in
calculations the number of basis functions become rather large, this number is
finite. This means that a finite model space is used while propagating an initial
wave function and all the couplings to the complementary part of Hilbert space
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is neglected. The authors proposed an approach, named basis generator method
(BGM), that provides a basis adapting dynamically to the collision process in
order to follow the propagation and to cover the one-dimensional subspace by
the solution of the TDSE. As a first test of the method antiproton collisions
with hydrogen atoms and helium ion are studied [98]. Excitation and ionisa-
tion cross-sections obtained by much smaller BGM basis functions (57, 54 states
for H and He+, respectively) agree well with other calculations. Two-centre
implementation of the method has been reported in [102, 103].
Despite the overall success of semi-classical close-coupling approaches, the
results of various calculations for the seemingly simplest proton-hydrogen system
differ. This is especially true for the ionisation channel. At the ionisation peak
the disagreement between the best known theory [89] and the experiment [104,
105] is almost 30%. This suggests that new approaches to the problem need to
be developed. In this thesis a new time-dependent two-centre convergent close-
coupling method will be introduced. Detailed description of the method will be
given in Chapter 5.
1.3 Chapter summary
In this Chapter a short discussion on the importance of ion collisions with
atomic/molecular targets and overview of the methods used to study collision
processes in these systems at intermediate impact energies have been given.
Particular attention has been given to recent developments of each theoretical
treatment. As stated earlier, all the theoretical tools have their own limitations.
There is another class of coupled channel methods that has not been reviewed
here. This is a convergent close-coupling (CCC) method successfully used for
studying collisions of photons and electrons with hydrogen, helium, alkali and
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alkali earth atoms [106–112]. The approach has been extended to the case of
positron [113–118] and antiproton [119, 120] collisions with atoms and molecules
This method successfully describes the main features of ionisation processes,
including total and differential cross sections. However, the extension of the
method for ion-atom collisions involving charge exchange processes has not been
published yet.
As noted earlier, the purpose of the thesis is to develop a semi-classical
CCC formalism. The basic outline of the single centre method (in Chapter 2)
will be followed by its extension to the antiproton collisions with multi electron
and molecular targets in Chapters 3 and 4, respectively. In Chapter 5 two-
centre extension of the semi-classical CCC method will be given. Chapter 6
presents preliminary results of the application of the two-centre technique to
proton-hydrogen collisions.
Atomic units are used throughout the thesis unless otherwise specified.
Chapter 2
Single-centre time-dependent
convergent close-coupling
method
2.1 Introduction
The semi-classical close-coupling (CC) approach is one of the methods used
to study collisions of antiprotons with atomic and molecular targets. General
reviews on the CC method can be found in [56, 57]. In the CC formalism the
electronic wave function is expanded around the target nucleus using a suitable
basis: Hall et al. [121] used Slater orbitals, Igarashi et al. [122] Laguerre-
based functions, Toshima [123] Gaussian-type orbitals, Winter [124] Sturmian
functions, Sahoo et al. [125] and Lu¨hr and Saenz [126] B -splines.
All of the methods mentioned above rely on a single-centre expansion except
for Toshima and Winter, who have performed both one-centre and two-centre
calculations for ionisation of atomic hydrogen by antiproton impact. They have
concluded that only at energies below 1 keV the two-centre effect on the to-
tal ionisation cross section is pronounced, with convergence in the two-centre
calculations being reached with much lower orbital angular momentum states.
16
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All semi-classical approaches assume the relative motion of the antiproton
and the target as free motion with a constant velocity along a straight line. The
validity of these semi-classical approaches was confirmed earlier at intermediate
incident energies [127–130]. Bates [127] established the equivalence between the
fully quantal wave and impact parameter approaches by considering the elec-
tron capture process. Mittleman [128], Wilets and Wallace [129], McCarroll and
Salin [130] later investigated the effect of the deviation from the rectilinear rela-
tive motion of the heavy particles. Overall, it was concluded that the correction
due to this effect was unimportant in calculating integrated cross sections. The
CC approach of McGovern et al. [131], based on the straight line approxima-
tion, allows not only calculation of the total cross sections but also extraction
of the fully differential cross sections for ionisation. These authors have further
developed their formalism and gave a new approximation which allows the dif-
ferential analysis of ionisation over a range of ejected electron energies in a single
calculation [132].
In this chapter we will present the basic formalism of the single-centre time-
dependent convergent close-coupling (CCC) approach for antiproton collisions
with atomic hydrogen. Following the standard close-coupling scheme [12, 56],
the total scattering wave function will be expanded in terms of target functions.
For the target description we will follow the ideas of the original CCC method
(based on Lippmann-Schwinger-type equations) which has demonstrated great
success in dealing with light projectiles in examples of collisions of electrons [133]
and positrons [134] with hydrogen and positrons with helium [115, 135]. Re-
cently, the convergent close-coupling approach has been developed for collisions
of antiprotons with light atoms (H and He) [119, 120, 136]. This approach is a
fully quantum-mechanical time-independent method based on the Schro¨dinger
equation for the total scattering wave function and leads to a system of integral
Single-centre time-dependent convergent close-coupling method 18
equations for the transition amplitudes.
The central ingredients in the close-coupling approach are the interaction
matrix elements. These matrix elements are obtained by expressing the interac-
tion potential between the projectile and the target in a basis of the electronic
states of the target. For simplicity, in this chapter we describe how this interac-
tion matrix element is calculated for antiproton-hydrogen collisions.
2.2 Method
Ion-atom collisions can be classified according to the impact energy (or, equiva-
lently, according to the impact velocity) of the ions. When the collision energy
is very low, ion-atom scattering is treated by the partial-wave expansion meth-
ods. However, as the relative velocity of the projectile v becomes comparable
to v0 (the atomic unit of velocity), the number of partial waves required to get
convergence increases drastically. At collision energies of several hundred eV,
the following conditions are satisfied [57]:
• the de Broglie wavelength of the relative motion of the heavy particles
(nuclei) is small compared with atomic dimensions;
• the relative momentum of the nuclei, k, satisfies the relation k2/2µ ≫
∆E, where µ is the reduced mass of the colliding system and ∆E is the
inelasticity (energy difference of relevant states) in the collision;
• scattering of the projectile occurs at small scattering angles.
Under such conditions, the nuclei can be assumed to be moving along the
classical path and the electrons are under the influence of the time-dependent
force due to the moving nuclei. Hence the electronic wave functions must satisfy
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Figure 2.1: Laboratory frame coordinates for antiproton collisions with atomic
hydrogen (the electron is not shown). Target centre is chosen as the origin of
coordinates. The projectile moves along a straight-line. z-axis is directed along
the incidence.
a time-dependent Schro¨dinger equation. This semi-classical approximation pro-
vides a simpler picture of the collision dynamics and eventually simplifies the
computations. It should be stated that the use of the semi-classical approxi-
mation is known to provide quantitatively accurate results in the keV collision
energy region [56].
We consider the collision process of an antiproton with the hydrogen atom
in the ground state. The antiproton is assumed to be moving with velocity v
along a straight-line trajectory (Figure 2.1). The position of the projectile is
determined by
R(t) = b+ vt, (2.1)
with b being the impact parameter.
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The total three-body scattering wave function Ψ at a total energy E satisfies
the Schro¨dinger equation
HΨ = EΨ, (2.2)
where the Hamiltonian
H = T + V tot (2.3)
consists of the kinetic energy operator
T = − 1
2µ
∇2σ −
1
2
∇2r, (2.4)
and the interaction potential
V tot = −1
r
+
1
|R− r| −
1
R
, (2.5)
with µ being the reduced mass of the projectile-target system, R and r are
the positions of the incident antiproton and the orbital electron relative to the
nucleus of the hydrogen, respectively. σ is the position of the incident antiproton
with respect to the centre of mass of the target system (Figure 2.2).
Figure 2.2: Jacobi coordinates for antiproton-hydrogen collisions.
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We do the substitution
Ψ(r,σ) = F¯ (σ)Ψ¯(r,σ), (2.6)
where F¯ (σ) satisfies the free-particle equation[
− 1
2µ
∇2σ −
k2i
2µ
]
F¯ (σ) = 0. (2.7)
In (2.7) k2i /2µ is the kinetic energy of relative motion in the channel i and
k2i
2µ
≡ E − ǫi, (2.8)
with ǫi being the eigenenergy corresponding to channel i. Inserting (2.6) into
(2.2), we find that Eq. (2.2) takes the form
− 1
2µ
F¯ (σ)∇2σΨ¯(r,σ)−
1
µ
∇σF¯ (σ)∇σΨ¯(r,σ) + F¯ (σ)HeΨ¯(r,σ) = 0, (2.9)
with the electronic Hamiltonian
He = −1
2
∇2r + V tot. (2.10)
If semi-classical conditions apply, the first term in (2.9) can be neglected com-
pared with the second (see chapter 3 in [13]). Both Ψ¯ and He depend on R
which can in turn be expressed in terms of b and the time t by the trajectory
equation (2.1). In what follows R dependence of the wave function will be
shown explicitly. In this semi-classical approximation Eq. (2.2) is reduced to
the time-dependent Schro¨dinger equation
i
∂Ψ¯(t, r,R)
∂t
= HeΨ¯(t, r,R). (2.11)
In obtaining Eq. (2.11), ∇σ is replaced by a time-derivative using the relations:
1
F¯ (σ)
[
− 1
µ
∇σF¯ (σ)∇σ
]
= −iv∇σ = −i ∂
∂t
. (2.12)
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The electronic Hamiltonian of the antiproton and target atom scattering system
can be written as
He = Ht + V, (2.13)
where Ht is the target atom Hamiltonian and V is the antiproton-target inter-
action potential.
The electronic scattering wave function is expanded in terms of a certain set
of N target pseudostates {ψα} according to
Ψ¯(t, r,R) =
N∑
α=1
Aα(t, b)e
−iǫαtψα(r), (2.14)
where ǫα is the energy of the target electronic state α,
Htψα = ǫαψα, (2.15)
and functions ψ(r) are orthogonal
〈ψα|ψα′〉 = δαα′ . (2.16)
Substituting the expansion (2.14) into Eq. (2.11) one obtains
i
N∑
α=1
dAα(t, b)
dt
e−iǫαtψα + i
N∑
α=1
Aα(t, b)(−iǫα)e−iǫαtψα
=
N∑
α=1
Aα(t, b)e
−iǫαtHtψα + V
N∑
α=1
Aα(t, b)e
−iǫαtψα. (2.17)
Taking into account (2.15) Eq. (2.17) can be reduced to
i
N∑
α=1
dAα(t, b)
dt
e−iǫαtψα = V
N∑
α=1
Aα(t, b)e
−iǫαtψα. (2.18)
Multiplying Eq. (2.18) by eiǫα′ tψα′ and integrating over r we get
i
dAα(t, b)
dt
=
N∑
α′=1
Aα′(t, b)〈ψα|V (t, r, b)|ψα′〉ei(ǫα−ǫα′ )t with n = 1, . . . , N,
(2.19)
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where the orthogonality of functions ψ(r) according to Eq. (2.16) is taken into
account. The set of Eqs. (2.19) is solved with the initial conditions Aα(t =
−∞, b) = δαi (as the target is initially in the ground state ψi).
The probability to find the system in final state f is
Pf (b) = |Af (+∞, b)|2, (2.20)
where Af (+∞, b) is the (complex) transition amplitude. The coupled equations
should be solved for a range of impact parameters and the partial cross section
for the transition to state f is calculated by
σf = 2π
∫ ∞
0
db bPf (b). (2.21)
The total ionisation cross section is the sum of the partial cross sections corre-
sponding to transitions into the positive energy pseudostates
σiontot =
∑
f,ǫf>0
σf . (2.22)
The derived set of the coupled equations is also valid for multi-electron
atoms. It can be used for molecular targets as well, provided that the Born-
Oppenheimer (BO) approximation is employed. The BO approximation allows
to separate the motion of the fast electrons from the slow motion of the target
nuclei [12]. For molecular targets, the Schro¨dinger equation for the electronic
part of the molecular wave function can be solved for a fixed internuclear dis-
tance.
The interaction matrix elements 〈ψα|V (t, r, b)|ψα′〉 contain all the informa-
tion about the collision. They are different for various collision systems. The
calculation of these matrix elements requires the knowledge of the structure of
the considered target. In this chapter we describe how these matrix elements are
calculated for the antiproton-hydrogen collision system. First we describe our
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approach to generating the pseudostates for the atomic hydrogen target. In the
next chapters, the matrix elements for antiproton collisions with multi-electron
and molecular targets will be derived.
2.3 Laguerre basis functions
For atomic hydrogen the pseudostates ψα(r) ≡ ψnlm(r) (where n, l andm are the
principal, orbital and magnetic quantum numbers of the state α, respectively)
can be written as
ψnlm(r) = φnl(r)Ylm(rˆ), (2.23)
where
φnl(r) =
Nl∑
k=1
clnkξkl(r), (2.24)
and the basis functions ξkl(r) are made of the orthogonal Laguerre functions
ξkl(r) =
√
λl(k − 1)!
(2l + 1 + k)!
(λlr)
l+1e−λlr/2L2l+2k−1 (λlr). (2.25)
Here L2l+2k−1 (λlr) are the associated Laguerre polynomials. Expansion coefficients
clnk are found by diagonalising the target Hamiltonian
〈ψβ|Ht|ψα〉 = ǫαδβα. (2.26)
The diagonalisation procedure gives negative- and positive-energy pseudostates.
As the number of pseudostates in each target symmetry increases the lowest
negative-energy pseudostates converge to H eigenstates while the positive energy
pseudostates represent an increasingly dense discretization of the continuum.
An example of the electron energy levels for atomic hydrogen is displayed in
Figure 2.3. The value of maximum orbital angular momentum in this spectrum is
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Figure 2.3: Energy levels of atomic hydrogen obtained in the orthogonal La-
guerre basis. The size of the Laguerre basis is Nl = 20− l and the exponential
fall-off parameter is λl = 1. For comparison exact eigenenergies for n ≤ 10 are
also shown.
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lmax =4, while the number of Laguerre functions is Nl = nmax−l with nmax = 20.
The value of the exponential fall-off parameter is λl = 1.
In principle, the results of calculations do not depend on the fall-off param-
eter λl, however the rate of convergence does. Therefore, λl is chosen on the
basis of practical convenience. The particular choice of this parameter will be
considered in the next chapters.
2.4 Coupling matrix elements for antiproton-
hydrogen collisions
The matrix element Vαα′(R) ≡ 〈ψα|V (t, r, b)|ψα′〉 for antiproton-hydrogen sys-
tem is given by (see Figure 2.2)
Vαα′(R) =
∫
dr ψ∗α(r)
(
− 1
R
+
1
|R− r|
)
ψα′(r). (2.27)
The potential 1/|R− r| may be expanded using the relation [137]
1
|r1 − r2| = 4π
∑
λµ
U˜λ(r1, r2)
2λ+ 1
Y ∗λµ(r̂1)Yλµ(r̂2), (2.28)
where r̂1, r̂2 are the directions of two vectors r1, r2, and U˜λ(r1, r2) is given by
U˜λ(r1, r2) =

rλ
1
rλ+1
2
, for r1 ≤ r2,
rλ
2
rλ+1
1
, for r1 > r2.
(2.29)
Using expansion (2.28) one can write the potential interaction as
− 1
R
+
1
|R− r| = 4π
∑
λµ
Uλ(R, r)
2λ+ 1
Y ∗λµ(R̂)Yλµ(r̂), (2.30)
with
Uλ(R, r) =
{
− δλ0
R
+ R
λ
rλ+1
, for R ≤ r,
− δλ0
R
+ r
λ
Rλ+1
, for R > r.
(2.31)
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Consequently, Eq. (2.27) takes the form
Vαα′(R) = 4π
∑
λµ
Y ∗λµ(R̂)
2λ+ 1
∫ ∞
0
dr r2Rnαlα(r)Uλ(R, r)Rnα′ lα′ (r)
×
∫
dr̂ Y ∗lαmα(r̂)Yλµ(r̂)Ylα′mα′ (r̂). (2.32)
The angular integration over the product of the three spherical harmonics is
performed using the formula [137]
∫
dr̂ Y ∗LM(r̂)YL1M1(r̂)YL2M2(r̂) =
√
[L1][L2]
4π[L]
CL0L10 L20C
LM
L1M1 L2M2
, (2.33)
where Cefab cd are the Clebsch-Gordan coefficients and [L] ≡ 2L + 1. With this
we can further reduce Eq. (2.32) to
Vαα′(R) =
√
4π[ℓα′ ]
[ℓα]
∑
λµ
C lα0λ0 lα′0C
lαmα
λµ lα′mα′√
[λ]
Y ∗λµ(R̂)
×
∫ ∞
0
dr r2φnαlα(r)Uλ(R, r)φnα′ lα′ (r). (2.34)
2.5 Antiproton scattering on the hydrogen atom
We have performed calculations for antiproton scattering on the hydrogen atom
in the ground state in the impact energy range from 1 keV to 1 MeV. Below we
give the details of the calculations and comparison of the obtained results with
available theoretical calculations.
First we discuss the calculation procedure of the radial integral in (2.34). In
practice the upper limit of the radial integration is rmax and this integration is
performed by Simpson’s rule. In order to make sure that rmax is high enough
and the radial mesh is sufficiently dense we check the orthonormality condition
of the pseudostates. To accommodate radial integrations involving oscillatory
pseudocontinuum functions we allow up to 2000 subdivisions of the interval
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(0, rmax). In the calculations rmax is set to be 150 a.u. and the deviation from
the orthonormality condition is always less than 10−6. The use of such a dense
mesh allows us to calculate the radial integrations of the form (2.34) accurately.
The other numerical aspect is related to the integration of the coupled first
order differential equations (2.19) along Z(≡ vt). For such tasks it is common
to use various adaptive step-size techniques. However, we utilised a different
approach for this problem. This approach is based on the propagation of the
coupled equations along a predefined dense mesh in the range (−Zmax, Zmax).
For the propagation method we again used Simpson’s rule. The accuracy of
this differential equation solver is improved by making the mesh denser. From
practice it has been found that the mesh should be extremely dense around
Z = 0. In the calculations we have 2000 mesh points in (−Zmax, Zmax) range.
Also, the violation from the unitarity has never exceeded 10−6 for all the impact
parameters considered.
Expansion methods need to be checked for convergence by increasing the
size of the basis. The convergence of cross-sections has been studied with in-
creasing Laguerre basis size. First we fix the basis parameter nmax at some
large value and systematically increase parameter lmax starting from 0. Fig. 2.4
shows convergence of the total ionisation cross section (TICS) with increasing
lmax, while nmax = 20 for each l. We observe fast convergence with lmax. Es-
pecially at collision energies below 10 keV, where the inclusion of S, P and D
states gives sufficiently good convergence. One can expect that as the emission
energy increases the higher angular momentum states are necessary to get con-
vergence. However, our calculations show that the inclusion of the pesudostates
with lmax = 5 are enough for the convergence of the total ionisation cross section
for the entire range of impact energy.
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Figure 2.4: Convergence of the total ionisation cross section for p¯+H(1s) with
increasing lmax at nmax = 20.
To have a more clear convergence picture, we plot TICS as a function of lmax
at projectile energies 5, 15 and 100 keV (see Fig. 2.5). At 5, 15 and 100 keV
the difference between the TICS with lmax = 4 and lmax = 5 are 0.18%, 0.42%
and 0.26%, respectively. From these studies, one can conclude that lmax = 5 is
sufficient for the entire energy interval of our interest provided nmax = 20. Next
we check the convergence of TICS with nmax by setting lmax = 5. Fig. 2.6 shows
this dependence at three chosen impact energies. After nmax = 10, we observe a
monotonic increase of TICS for all considered energies. The variations in the
cross section when nmax changes from 19 to 20 at energies 5, 15 and 100 keV are
0.15%, 0.08% and 0.76%, respectively. Thus, based on the convergence study
we conclude that the basis with nmax = 20 and lmax = 5, which results in the
595 states, is suitable for the full-scale calculations.
In all the calculations for the antiproton scattering on the hydrogen the
fall-off parameter of the Laguerre functions λl is 1. The convergence rate of
the cross sections was found to be fastest with this value of the parameter in
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Figure 2.5: Convergence of the total ionisation cross section for the impact
energies 5, 15 and 100 keV with increasing lmax at nmax = 20.
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the calculations of Abdurakhmanov et al. [119]. Another numerical parameter
for the calculations is Zmax, the maximum value of Z used to integrate the
system of coupled differential equations (2.19). Zmax = 120 a.u. has been set
in the calculations. However, calculations have been performed to check the
sensitivity of the results to this parameter by increasing the value of Zmax to 150
and 180 a.u. at several impact energies. These tests show that the variation in
the cross sections is always less than 1%.
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Figure 2.7: Total ionisation cross section for antiproton-hydrogen scattering.
The present time-dependent semi-classical CCC calculations are denoted as
SC CCC. Comparison is made with the experimental data by Knudsen et
al. [138], and theoretical calculations by the fully quantum-mechanical CCC
(QM CCC) [119] and semi-classical CC results of McGovern [131].
Having checked the results for convergence, we compare them with those
from literature. In Fig. 2.7 our results for the total ionisation cross section are
presented in comparison with the experimental data by Knudsen et al. [138] as
well as fully quantum-mechanical CCC (QMCCC) of Abdurakhmanov et al. [119]
Single-centre time-dependent convergent close-coupling method 32
10-2
10-1
100
101
102
100 101 102 103
Cr
os
s s
ec
tio
n 
(10
-
16
 
cm
2 )
Incident energy (keV)
 SC CCC: total
 SC CCC: elastic
 QM CCC
Figure 2.8: Total and elastic cross sections for antiproton-hydrogen scattering.
The fully quantum-mechanical CCC calculations are due to Abdurakhmanov
et al. [119].
and semi-classical calculations of McGovern [131]. The experimental data is nor-
malized to the first Born cross section at high energies [139]. The results are in
reasonably good agreement with the experiment. As far as the comparison with
other calculations is concerned, we see that the overall agreement is good. How-
ever, there are some discrepancies possibly due to different numerical techniques
used. At lower energies, the agreement of the SC CCC and QM CCC is rather
good, while at about 15 keV this deviation is about 3%. The deviation of this
level is observed between the cross sections by SC CCC and McGovern’s calcula-
tions up to about 20 keV. The agreement among the calculations becomes much
better at higher energies. Fig. 2.8 compares the total and elastic cross sections
by SC CCC and QM CCC methods. Fig. 2.8 shows perfect agreement between
these two approaches at all displayed energies. This agreement is supported
by the impact parameter dependence of the weighted ionisation probabilities at
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Figure 2.9: Impact parameter dependencies of the weighted ionisation probabil-
ity at different impact energies are compared with those from the fully quantum-
mechanical CCC [119].
selected incident energies shown in Fig. 2.9.
2.6 Chapter summary
In this chapter we have outlined our basic formalism of the single-centre con-
vergent close-coupling approach. According to the formulation of the CCC
approach target functions are expanded in terms of the Laguerre-based func-
tions. The main idea behind CCC is to expand the total wave function using
a sufficiently large orthogonal Laguerre basis in order to obtain converged am-
plitudes for all possible atomic excitation and ionisation processes. The target
Hamiltonian is diagonalised in this basis yielding negative- and positive- energy
pseudostates. With increasing basis size the negative-energy pseudostates con-
verge to the true discrete eigenstates, while the positive-energy states provide
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an increasingly dense discretization of the continuum. Convergence in the cross
sections of interest is obtained by increasing the basis size.
For validation purposes the method has been applied to the antiproton scat-
tering on the hydrogen atom in the ground state. The results of the calcula-
tions are compared with those from the fully quantum-mechanical CCC [119]
and semi-classical approach of McGovern [131] in the impact energy range from
1 keV to 1 MeV. Overall reasonably good agreement validates the SC CCC
method. In the next two chapters, the method will be applied to study collision
processes in multi-electron atomic and molecular targets by antiproton impact.
The method will be extended to two-centre case in Chapter 5.
Chapter 3
Antiproton collisions with
multi-electron atoms
3.1 Introduction
Extensive experimental investigations of antiproton scattering on inert gas atoms
have been performed by Andersen et al. [140], Paludan et al. [141] and Knudsen
et al. [142]. Further experiments planned at CERN Antiproton Decelerator [143]
and Facility for Antiproton and Ion Research (FAIR) [1] of GSI (Gesellschaft
fu¨r Schwerionenforschung) will be able to provide accurate experimental data for
the total, as well as various differential cross sections for antiproton collisions
with a variety of targets.
From the theoretical aspect, a number of methods have been developed
to model antiproton scattering on multi-electron atoms [8]. Kirschner et al.
[144, 145] have investigated single- and multiple-electron processes for medium-
energy antiproton collisions with noble gas targets in a semi-classical, time-
dependent, independent-particle model using density-functional theory (DFT).
The model was constructed using the stationary optimised potential method
(OPM) of DFT, relying on an accurate description of the target ground state.
35
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The OPM method represented the exact exchange-only limit of the exchange-
correlation functional of DFT. It was shown that a proper treatment of exchange
effects in this model is crucial for the prediction of accurate ionisation cross sec-
tions. The calculations for ionisation of neon and argon targets by antiprotons
(and protons) were carried out with frozen target potentials. The frozen target
potentials accounted for the electron exchange effects. A set of single-particle,
time-dependent Schro¨dinger equations resulting from the semi-classical approx-
imation to the collision problem was solved using the so-called basis generator
method (BGM). The IPM-BGM approach was applied successfully to calculate
the integrated cross sections for processes taking place in antiproton collisions
with noble gases, including single and multiple excitation and ionisation of tar-
get electrons. In particular, the role of dynamical screening effects was analysed
and a simple model for their inclusion was proposed in the case of antiproton
scattering [144, 145].
Montanari and Miraglia [146] employed a perturbative continuum-distorted
wave-eikonal-initial state (CDW-EIS) approximation to calculate the single and
multiple ionisation for antiproton (and proton) impact on rare gas atoms in the
energy range from 25 keV to 10 MeV. In their treatment the electron-electron
correlations were excluded. Despite this they obtained results which seem to
agree with the experiment for Ne and Ar better than the IPM-BGM results.
Moreover, for the heavier Kr and Xe atoms the agreement appears to become
even better.
In this chapter we present our theoretical multi-electron treatment of single-
ionisation in antiproton collisions with noble gas atoms. In this context we
generalise the semi-classical time-dependent convergent close-coupling method
described in the previous chapter for multi-electron targets. The target structure
is modelled as six p-electrons above an inert Hartree-Fock core, in the same way
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as was done for positron scattering [147]. One-electron excitations from the
outer p-shell are considered. The results of the calculations are compared with
other theoretical calculations and the experiments.
3.2 Target structure calculations
Noble gas structure calculations are performed by the procedure described in
Ref. [147]. Below the main ideas and formulae are given in order to facilitate
calculations of effective potentials in the impact-parameter representation. We
emphasise that when antiproton scattering from noble gases is studied in the
semi-classical impact-parameter approach, the target electrons are treated fully
quantum-mechanically. As the inclusion of all target electrons is not practically
feasible, in what follows only N = 6 outermost p shell electrons of the target
will be considered. The remaining electrons form an inert core [147].
The target atom Hamiltonian can be written in the form
Ht =
N∑
i=1
Hi +
N∑
i<j
Vij, (3.1)
where Hi is the Hamiltonian of the inert-core+one-electron system, N = 4l0+2
is the total number of electrons in the outer shell, Vij is the Coulomb potential
between the outermost p shell electrons.
We describe wave functions for the noble gases of Ne, Ar, Kr and Xe by
a model of six p-electrons above an inert Hartree-Fock core. Excited states of
noble gases are obtained by allowing one-electron excitations from the p shell.
In what follows we consider a more general case of one-electron excitation from a
closed-shell atom with the outer shell electron occupying an orbital with angular
momentum l0; with l0 = 1 being the case for noble gases. This model is similar
to the frozen-core model of helium and can be obtained by setting l0 = 0 in the
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present formulation. The helium frozen-core model has been used successfully in
CCC calculations of electron [148], positron [135] and antiproton [136] scattering
on He.
In order to implement this structure model (taking Ne as an example) we
conduct calculations in a number of steps. First, we perform self-consistent
Hartree-Fock calculations for the Ne+ ion and obtain a set of orbitals: 1s, 2s, 2p.
We will refer to 1s and 2s orbitals as inert core orbitals and to the 2p orbital
as the frozen-core orbital. We then produce a set of Laguerre functions (2.25).
This set is used to diagonalise the quasi one-electron Hamiltonian of the Ne5+
ion,
Hi = Ki + V
HF
i . (3.2)
Here Ki is the kinetic energy operator and V
HF is a non-local Hartree-Fock
potential that is constructed using inert core orbitals ϕc (1s and 2s for Ne)
according to
V HFϕ(r) = −N
r
ϕ(r) +
∑
ϕc
(∫
dr′
|ϕc(r′)|2
|r′ − r| −
1
r
)
ϕ(r)
−
∑
ϕc
∫
dr′
ϕc(r
′)ϕ(r′)
|r′ − r| ϕc(r). (3.3)
The result is a set {ϕα} of one-electron functions that satisfy
〈ϕα|Hi|ϕβ〉 = ǫαδα,β, (3.4)
where δα,β is Kronecker delta symbol and ǫα is the one-electron energy.
The 2p orbital in the {ϕα} basis differs substantially from the Hartree-Fock
2p orbital. In order to build a one-electron basis suitable for the description
of a neutral Ne atom we replace the former orbital with the Hartree-Fock one.
The basis is then orthogonalized by the Gram-Schmidt procedure. The resulting
orthonormal basis is denoted {φα} and satisfies
〈φα|Hi|φβ〉 = eα,β. (3.5)
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The coefficients eα,β can be trivially obtained from the one-electron energies ǫα
and overlap coefficients between the Hartree-Fock 2p orbital and the {ϕα} basis.
The target states {Φn} of Ne are described via the configuration-interaction
(CI) expansion
Φn =
∑
α
Cnα Φ˜α. (3.6)
The set of configurations {Φ˜α} is built by angular momentum coupling of the
wave function of 2p5 electrons and one-electron functions from the {φα} ba-
sis. We will refer to the former wave function as the frozen-core wave function
ψc(l
4l+1
0 ), and to the latter one as the active electron wave function. The frozen-
core wave function has angular momentum l0 and spin 1/2, and when coupled
with the active electron wave function φα leads to a configuration with spin
s = 0, 1, orbital angular momentum l (|lα − l0| ≤ l ≤ lα + l0), and parity
π = (−1)l0+lα
|Φ˜α〉 = A |lN−10 : l0
1
2
; lα : lsπ〉, (3.7)
where we used the fact that N − 1 = 4l0 + 1. The antisymmetrisation operator
A is given by
A = 1√
N
(
1−
N−1∑
i=1
PiN
)
, (3.8)
where Pij is a permutation operator.
The coefficients Cnα in the CI expansion Eq. (3.6) are obtained by diagonal-
isation of the Hamiltonian (3.1) in the basis of configurations (3.7). The target
orbital angular momentum l, spin s, and parity π are conserved quantum num-
bers and diagonalisation of the target Hamiltonian is performed separately for
each target symmetry {l, s, π}. The resulting set of target states satisfy
〈Φn|Ht|Φm〉 = δn,mǫn, (3.9)
where ǫn is the target state energy. For antiproton scattering from the ground
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state (s = 0) of a noble gas atom only target states with s = 0 can be excited.
The size of the calculations can be increased by simply increasing the number of
Laguerre functions (Nl). Low-lying states will converge to bound states of the
target, while the remaining (pseudo) states will provide an increasingly accurate
representation of the target atom high-lying bound states and an increasingly
dense square-integrable representation of the target continuum.
3.3 Calculation of the effective potentials
In this section we describe how the matrix elements 〈Φn|V (t, r, b)|Φm〉 are cal-
culated.
The projectile interaction with the target is written as
V = V0 +
N∑
i=1
V0i, (3.10)
where V0 is the interaction of the projectile with the inert core and V0i with the
target electrons. The potential V0 is defined as
V0(R) =− N
R
+ U0(R), (3.11)
where
U0(R) =
∑
ϕc
(
− 1
R
+
∫
dr′
|ϕc(r′)|2
|r′ −R|
)
, (3.12)
and where ϕc are inert core orbitals. In the present work we calculated integrated
cross sections which do not depend on V0. Therefore, in the following we ignore
this interaction. However, this potential will play an essential role when the
method is applied to calculate differential cross sections.
As the first step we use the CI expansion (3.6) to express these matrix
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elements via matrix elements for configurations {Φ˜α},
〈Φ˜n|V (t, r, b)|Φ˜m〉 =
∑
αβ
CnαC
m
β 〈Φ˜α|V (t, r, b)|Φ˜β〉. (3.13)
In order to perform the angular integration in (3.13) analytically we use the
following multipole expansion of the potential
V =
N∑
i=1
∑
λµ
vλ(R, ri)Y
∗
λµ(R̂)Yλµ(r̂), (3.14)
where
vλµ(R, ri) = − min(R, ri)
λ
max(R, ri)λ+1
. (3.15)
With this and also using the properties of antisymmetric configurations (3.7) the
final expression for the effective matrix elements for configurations {Φα} can be
written as
〈Φα|V (t, r, b)|Φβ〉 =
∑
λ
(−1)lm 1√
2lm + 1
Y ∗λµ(R̂)C
lnmn
lmmmλµ
× (I1(α, β, λ,R) + I2(α, β, λ,R)), (3.16)
where
I1(α, β, λ,R) =(−1)λ+l0+lα+lm
√
(2lβ + 1)(2lm + 1)C
lα0
lβ0λ0
C lnmnlmmmλµ
{
lβ l0 lm
ln λ lα
}
×
∫ ∞
0
drcr
2
cϕc(rc)ϕc(rc)
∫ ∞
0
drar
2
aφα(ra)Vλ(ra, R)φβ(ra),
(3.17)
and
I2(α, β, λ,R) =δlαlβδmαmβ(−1)λ+lα+ln+1
√
(2l0 + 1)(2lm + 1)C
l00
l00λ0
C lnmnlmmmλµ
×
{
l0 lα lm
ln λ l0
}∫ ∞
0
drar
2
aφα(ra)φβ(ra)
×
∫ ∞
0
drcr
2
cϕc(rc)Vλ(rc, R)ϕc(rc), (3.18)
with R, ra and rc being the position vectors of the incoming antiproton and the
active and core electrons, respectively.
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3.4 Calculations and results
3.4.1 Details of calculations
In this section we present the results of the calculations for antiproton scattering
from Ne, Ar, Kr and Xe.
In general, as the targets become more complex (i.e. those with more elec-
trons) the inclusion of the states with higher angular momentum is required to
get converged results. Specifically, for Ne and Ar the maximum orbital quantum
number lmax included were 3 and 5, respectively, while for Kr and Xe lmax=9 was
required. This resulted in the number of nl-states being 177, 226 and 377, re-
spectively. Including magnetic quantum numbers the sizes of coupled differential
equations for different targets are 803, 1276 and 3475, respectively.
One measure of the accuracy of the structure model we use in the CCC
calculations is the comparison of calculated and experimentally observed ionisa-
tion energies. With aforementioned frozen-core expansions for Ne, Ar, Kr and
Xe we obtain the ionisation energies of 20.57, 14.95, 13.38 and 11.73 eV which
agree reasonably with the measured data of 21.56, 16.76, 14.00 and 12.13 eV,
respectively.
Another measure of the target model accuracy is the calculated values of the
static dipole polarizability of the target. These values proved to be somewhat
larger than the experimentally observed values. This can potentially lead to an
overestimation of the calculated cross sections. A simple way to deal with this
problem is to introduce a model polarization potential that modifies the dipole
term of the electron-electron and antiproton-electron Coulomb potentials. We
refer to Ref. [147] for a more detailed discussion and note only that introduction
of the model polarization potential allows us to fit calculated polarizability values
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to the experimental values.
3.4.2 Results
The study of ionisation cross sections provides a strict test of the theory as it
requires an accurate representation of all reaction channels and coupling between
them. In Figures 3.1-3.4 we present our calculated total single-ionisation cross
sections (TSICS) as a function of projectile energy ranging from 5 keV to 2 MeV.
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Figure 3.1: Integrated single-ionisation cross section for p¯−Ne collisions. The
present CCC and Born results are compared with the experimental measure-
ments of Paludan et al. [141], independent-particle calculations of Kirchner et
al. [144, 145] with “response” (IPM-BGM 1) and with “no response” (IPM-
BGM 2), and CDW-EIS calculations of Montanari and Miraglia [146].
The CCC cross sections for antiproton-impact single-ionisation of Ne are
presented in Figure 3.1 in comparison with the experiment and other calcula-
tions. As one can see the present CCC results are in excellent agreement with
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Figure 3.2: Integrated single ionisation cross section for p¯−Ar collisions. Present
CCC and Born results are compared with the experimental measurements of
Paludan et al. [141] and Knudsen et al. [142]. Independent-particle calculations
of Kirchner et al. [144, 145] with “response” (IPM-BGM 1) and CDW-EIS
calculations of Montanari and Miraglia [146] are also shown.
the experiment at all energies where measurements are available. In this and the
next figures we also show our first Born results to indicate the importance of the
inter-channel coupling. For all considered targets we obtain the expected agree-
ment between the Born results and the experiment at high projectile energies.
Two types of independent particle model calculations of Kirchner et al. [144]
and CDW-EIS calculations of Montanari and Miraglia [146] yield similar results
which are slightly higher than the experiment. The disagreement systematically
increases as the projectile energy decreases. The calculations of Kirchner et al.
[144] where the time-dependent target screening was included slightly reduced
the cross sections bringing them closer to the experimental data.
In Figure 3.2 we present our results for antiproton-impact single-ionisation
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Figure 3.3: Integrated single ionisation cross section for p¯−Kr collisions. Present
CCC and Born results are compared with the experimental measurements of
Paludan et al. [141] and CDW-EIS calculations of Montanari and Miraglia
[146].
of Ar. At energies above 100 keV but below 1 MeV current results are slightly
higher than the experiment and are in good agreement with CDW-EIS calcu-
lations of Montanari and Miraglia [146]. Below 50 keV they underestimate the
experimental data of Paludan et al. [141] and Knudsen et al. [142]. The mea-
surements for low-impact energies [142] match well with the previous ones by
Paludan et al. [141] at higher energies. Independent particle model calculations
of Kirchner et al. [144] where the time-dependent target screening is included
better describe the experiment at all energies considered.
The results for ionisation of heavier elements by antiproton impact are shown
in Figures 3.3 and 3.4. Our calculations for both Kr and Xe yield in general an
agreement with the experiment of Paludan et al. [141] that is similar to Ar: at
high energies calculated curves merge with the measured data; at intermediate
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Figure 3.4: Integrated single ionisation cross section for p¯−Xe collisions. Present
CCC and Born results are compared with the experimental measurements of
Paludan et al. [141] and CDW-EIS calculations of Montanari and Miraglia
[146].
energy range from 90 keV to 600 keV they are slightly higher; below 60 keV
calculated cross sections fall more rapidly as the impact energy decreases. The
CDW-EIS calculations of Montanari and Miraglia [146] describe the experiment
very well at all energies. Somewhat unexpectedly, for Kr and Xe the agreement
between the CDW-EIS results and the experiment is better than for Ne and Ar
while the target structure is more complicated.
3.5 Chapter summary
In this Chapter we have presented the results of the calculations for antiproton-
impact single-ionisation of Ne, Ar, Kr and Xe using the time-dependent conver-
gent close-coupling approach. For the description of Ne, Ar, Kr and Xe atom
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wave functions we used a model of six p-shell electrons above an inert Hartree-
Fock core with only one-electron excitations from the outer p shell allowed.
For all targets considered in the present work the expansion basis is obtained
using the orthogonal Laguerre functions. Calculated single-ionisation cross sec-
tions for Ne, Ar, Kr and Xe are in good agreement with the experimental mea-
surements. A common feature of the CCC cross sections for the noble gas targets
is that they underestimate the experimental data below 100 keV and slightly
overestimate them above this energy. Since we use the frozen-core approxima-
tion for the target structure, this is to be expected. Our previous calculations of
antiproton-impact ionisation of He [136] where the target structure was treated
using both frozen-core and multi-configuration approximations showed that the
total ionisation cross sections obtained in the multi-configuration treatment were
substantially higher at the lower energies (below 100 keV) than the frozen-core
ones and slightly higher at the higher energies. This suggests that for a bet-
ter agreement with experiment a proper multi-configurational treatment of the
many-electron target is required. Finally, the agreement between our present
results for the heavier noble-gas targets and experiment is slightly worse than
for the lighter targets. This is likely because apart from the frozen-core approx-
imation, heavier targets like Xe may require a relativistic treatment.
Chapter 4
Antiproton collisions with
molecular targets
4.1 Introduction
Scattering of charged particles from molecules has become the subject of great
theoretical and experimental interest. The clear understanding of antiproton
interactions with atoms and molecules is important to the ALPHA collabora-
tion at CERN that attempts to test the CPT invariance by forming and trap-
ping antihydrogen [149] and study the gravitational behaviour of antimatter at
rest [150–152]. Also, the upcoming Facility for Antiproton and Ion Research
(FAIR) [1] at GSI requires the precise knowledge of the collision mechanism be-
tween antiproton and molecular hydrogen, since H2 is expected to be one of the
dominant residual-gas molecules.
Moreover, the interest to the processes occurring during the interactions of
charged particles with biological matter has intensified due to their relevance
to radiotherapy and oncology (see, e.g., Ref. [8, 153] and references therein).
With the more and more regular use of ionising radiation in medicine, it is to-
day necessary to assess the biological consequences of radiological examinations
48
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particularly to know, with the highest degree of accuracy, the energy deposits
induced by all the radiation commonly used in radiotherapy and even in medical
imaging (light and heavy ions, electrons and positrons, X-rays and γ-rays). It is
well known that the amount of water in a human body of average weight is 57%
of the total body weight [154]. Hence, it is necessary to determine accurately the
ionisation cross sections of water molecules in order to understand the inelastic
processes induced by highly charged ions in biological matter.
From the fundamental aspect, the structure of molecular targets makes the
underlying processes occur through mechanisms not observed for atomic targets.
Indeed, the recent experiments for single nondissociative ionisation of molecular
hydrogen by antiproton impact [155] have established that at very low energies
the cross-section is suppressed and falls proportionally to the projectile velocity.
This observation is in sharp contrast to the behaviours of the corresponding
atomic cross-sections.
The antiproton-molecular hydrogen collision system is the simplest proto-
type of ion-molecule scattering due to the relative simplicity of the target and
the absence of the electron capture channel. It is also the most convenient sys-
tem to investigate molecular effects such as the influence of the vibrations and
rotations of the molecule on the reaction dynamics. For this reason and also be-
cause of natural abundance of the target the antiproton scattering on molecular
hydrogen is the most studied system both experimentally and theoretically. The
cross sections for single nondissociative ionisation of molecular hydrogen have
been measured on a wide energy range from 2.4 keV to 1.6 MeV [155–157]. From
the theoretical side, in contrast to antiproton collisions with hydrogen [158] or
helium [159] atoms, collisions with molecular hydrogen represent a greater chal-
lenge due to the existence of additional degrees of freedom. The lack of spherical
symmetry, which stems from the multicentre nature of the target, represents an
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additional challenge for both structure and subsequent scattering calculations.
Available theoretical approaches to the problem [160–164] can be classified into
two categories. First, there are studies that employ a one-electron approxima-
tion with the use of model spherical effective potentials for the description of
the target [160, 161, 163]. These approaches reproduce a reasonably-accurate
binding energy by tuning model parameters. Not surprisingly, these approaches
are not sensitive to different molecular orientations. In addition, as the pro-
jectile energy decreases, these methods yield cross sections that fall-off slowly.
This is contrary to the experimental observation. The other class of studies uses
a more accurate description of H2 where the contributions of electrons and nu-
clei of the molecular target are taken into account using the Born-Oppenheimer
approximation [162–164]. These approaches obtain the orientationally averaged
cross sections by averaging over only three orthogonal orientations. Calculations
of [162] support the overall behaviour of the ionisation cross sections at low en-
ergies that was observed in the experiment, but, there still remains a significant
discrepancy. The approach of Pindzola and coworkers [163, 164] yields results
that agree with experiment at the two lowest calculated energies. However, at
higher energies this approach produces cross sections that are too low.
Several models have been proposed to study the ionisation of water by proton
impact. The plane-wave Born approximation (PWBA) with different molecular
orbitals was used by Senger et al. [165, 166]. Actually, Senger et al. started
from the well-known formula of Kuyatt and Jorgensen [167] for the ionisation
of atomic hydrogen by proton impact and its extension to the other L and
M subshells by Khandelwal and Merzbacher [168, 169] and Choi et al. [170].
Also, the authors applied the Salin factor [171] to account for the mecha-
nism of electron transfer to the continuum. Olivera et al. [172] have used the
continuum-distorted-wave-eikonal (CDW-EIS) approximation. In their treat-
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ment the molecular orbitals were expressed by linear combinations of atomic
orbitals of the constituents. The distortions due to the long-range Coulomb
potential were introduced as multiplicative factors to the initial bound and fi-
nal continuum states of the molecular target. It was then possible to take into
account the two centre effects. Recently, Boudrioua et al. [173] have presented
differential and total cross sections for the direct ionisation of water vapour by
protons in the incident energy range 0.1 - 100 MeV. In their PWBA study the
ground state of the target molecule was described by an accurate molecular
wave function developed in terms of Slater-type-orbital functions, centred on
the heaviest nucleus, i.e., the oxygen atom. This model had originally been
proposed by Moccia [174]. Three different models differing by the choice of the
final-state wave function were used. The first model introduced the interaction
between the ejected electron and the residual target as in the PWBA. The sec-
ond one included the scattered proton-ionised target interaction. And finally,
the third one takes into account the pairwise interactions of the ionised target
with the projectile and the ejected electron, and the attraction between the
ejected electron and the scattered proton. The results of this sophisticated Born
model are on overall in good agreement with experimental data. Very recently,
Montanari and Miraglia [175] have developed a neonisation method to treat the
molecules composed by hydrides of the second row of the periodic table of el-
ements: CH4, NH3, H2O, and HF. The method has been tested by calculating
ionisation cross sections (total, single, and double differential), stopping power,
energy-loss straggling, and mean excitation energy. The authors used CDW-
EIS, the first-order Born, and the shellwise local plasma approximations. They
showed that the neonisation model reproduces the various empirical values with
high reliability in the intermediate- to high-energy region.
In this Chapter we present a semi-classical time-dependent CCC approach
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to antiproton collisions with molecular targets: H2, H
+
2 and H2O. For H2 and
H+2 , the method accounts for all possible orientations of the molecular target.
Also, a technique that allows for calculating cross sections for proton production
in antiproton-H2 collisions by combining the ionisation cross section results for
H2 and H
+
2 targets will be described. For H2O a neonisation method recently
proposed by Montanari and Miraglia [175] will be used. This approach describes
the ten-electron water molecule as a dressed Ne-like atom in a pseudospherical
potential. A somewhat similarly effective spherically symmetric potential model
was introduced by Lu¨hr and Saenz [176] for the p¯ + H2 scattering problem.
4.2 Scattering equations
The treatment of antiproton collisions with molecular hydrogen or the hydrogen
molecular ion requires solving a multicentre many-body Coulomb problem. In
these molecular targets the electrons are exposed to the superposition of two
potentials with centres at the locations of the target protons. This causes the
electronic wave function to be symmetric around the molecular axis. Therefore,
for the purpose of target structure calculations it is best to utilise the body frame
coordinates with the origin between the two protons and the z′ axis pointing in
the molecular axis direction d. The vector d can be chosen to be the position
of any of the protons relative to the other one. At the same time the scattering
equations have to be formulated in the laboratory frame with the z axis along
the antiproton incident direction, since they directly lead to the experimental
observables. The time-dependent, non-relativistic, Schro¨dinger equation of a
many-body system consisting of the incident antiproton p¯, two target protons,
and one (H+2 ) or two (H2) target electrons is
HΨ = i
∂Ψ
∂t
, (4.1)
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where the total Hamiltonian H = Ht + V is the sum of the target Hamiltonian
Ht and the Coulombic interaction between the projectile and the target V . The
target Hamiltonian can be written as a sum of nuclear and electronic parts as
Ht = Hnucl +Helec. (4.2)
Here the nuclear part is
Hnucl = − 1
2M
∇2R1 −
1
2M
∇2R2 +
1
d
(4.3)
with M being the mass of a proton. The electronic part is a function of position
vectors of the nuclei (Rn) and electrons (ri),
Helec = −1
2
Ne∑
i=1
∇2ri −
2∑
n=1
Ne∑
i=1
1
|ri −Rn| +
Ne∑
i=1
Ne∑
j>i
1
|ri − rj| , (4.4)
where Ne = 2 for molecular hydrogen H2 and 1 for the hydrogen molecular ion
H+2 . Finally, the interaction potential between the antiproton and the molecular
target is
V = − 1|R− d/2| −
1
|R+ d/2| +
Ne∑
i=1
1
|R− ri| , (4.5)
where R is the position vector of the antiproton in the laboratory frame, see
Figure 4.1.
Solving the Schro¨dinger equation (4.1) with many degrees of freedom as-
sociated with nuclear and electronic motion of the target directly is extremely
difficult. However, because of their much larger mass, the nuclei in a molecule
move much slower than the electrons. This implies that the electrons can al-
most immediately adjust their positions to a changed nuclear configuration. In
addition, we assume that the collision time is much shorter than the period of
molecular oscillations. With these assumptions we can express the total wave
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Figure 4.1: Sketch of the laboratory frame. The z axis is parallel to the incident
antiproton direction.
function in a form where its parts dependent on the nuclear and electronic vari-
ables are separated, i.e.,
Ψ(t, r,R,d) = ψ(t, r,R)χνjm(d), (4.6)
where χνjm(d) = χ˜νj(d)Yjm(θd, φd) are the molecular wave functions represent-
ing the dependence on the internuclear distance within the target and ψ is the
electronic wave function. Here and elsewhere r collectively denotes the posi-
tion vectors of all target electrons (r = {r1, r2} for H2 and r = {r1} for H+2 ).
Though the Eq. (4.6) assumes the constant internuclear distance within the
target throughout the collision, we will later investigate the effect of molecu-
lar oscillations using the Franck-Condon principle [177]. With the total wave
function defined this way we can first solve the electronic problem with fixed
nuclei
(Helec + V )ψ(t, r,R) = i
∂ψ(t, r,R)
∂t
, (4.7)
and then use the solution that depends parametrically on the nuclear coordinates
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to restore the total wave function Ψ. The wave functions and corresponding
energies for the rovibrational motion of the molecular target, χνjm(d) and E
nucl
νj ,
can be found from the following equation that also stems from Eq. (4.1):
(Hnucl + E
elec
f )χνjm(d) = E
nucl
νj χνjm(d), (4.8)
where Eelecf is the total electronic energy of the final target state.
In this work we neglect the rotational degrees of freedom of the molecular
target and consider the total wave function as
Ψ(t, r,R,d) =
1√
4π
ψ(t, r,R)χ˜ν00(d) ≡ ψ(t, r,R)χ˜ν(d), (4.9)
where ν is the vibrational quantum number.
Following the ideas of the convergent close-coupling method, details of which
are given in Chapter 2, we expand the electronic scattering wave function in
terms of a certain set of N target pseudostates Φf according to
ψ(t, r,R = b+ vt,d) =
N∑
f=1
Af (t, b,d)Φf (r,d)e
−iǫf t, (4.10)
where ǫf is the energy of the target electronic state f . The expansion coeffi-
cients Af (t, b,d) define the probability for transitions into electronic bound and
continuum states.
With this representation of the total scattering wave function the semi-
classical Schro¨dinger equation can be transformed into a set of coupled-channel
differential equations for the time-dependent coefficients Af (t, b,d),
i
dAf (t, b,d)
dt
=
N∑
j=1
Aj(t, b,d)〈Φf |V (t, r, b,d)|Φj〉ei(ǫf−ǫj)t, f = 1, . . . , N.
(4.11)
Eq. (4.11) is solved with the initial conditions Af (t0 = −∞, b,d) = δf0, as the
target is initially in the ground state Φ0.
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In contrast to atomic targets, which are spherically symmetric, for collisions
with molecular targets solving just one set of coupled equations (4.11) is not suf-
ficient. Here calculations for all molecular orientations have to be carried out in
order to find orientationally averaged transition probabilities. A straightforward
approach to solving Eq. (4.11) for all molecular orientations is computationally
expensive. Therefore, in previous studies that accounted for the multicentre
nature of H2 the calculations were limited to only three orthogonal molecular
orientations [162–164]. As far as the p¯+H+2 system is concerned, Sakimoto [178]
accounted for 11× 5 orientations for (θd, φd). Later, Lu¨hr and Saenz [179] com-
pared their results obtained using only three orthogonal orientations with the
results of Sakimoto [178], and found good agreement. They concluded that av-
eraging over the three orientations was adequate for p¯ + H+2 . Whether this is
the case for p¯−H2 collisions as well, remains to be seen. To this end we have
developed an alternative approach. Before giving details of the approach we
need to describe how the target structure is treated.
4.3 Target description for molecular hydrogen
and the hydrogen molecular ion
As indicated above the target structure calculations are performed in the body
frame (BF) coordinates that are denoted with primed variables (Figure 4.2).
For the description of the H2 electronic functions a single-centre configuration-
interaction (CI) expansion around the midpoint of the internuclear axis is used:
ΦBFf (r
′
1, r
′
2, d) =
∑
αβ
Bfαβ(d)φα(r
′
1)φβ(r
′
2). (4.12)
One-electron orbitals φα are defined as
φα(r) =
ξ
(λlα )
klα
(r)
r
Ylαmα(θ, φ), (4.13)
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where Ylαmα(θ, φ) are the spherical harmonics. One-electron functions ξkl(r) are
constructed using Laguerre polynomials as
ξ
(λl)
kl (r) =
√
λlr(k − 1)!
2(k + l)(k + 2l)!
(λlr)
l+1 exp
(
−λlr
2
)
L2l+1k−1 (λlr), (4.14)
where k ranges from 1 to the basis size Nl. The choice of the exponential fall-off
parameter λl will be discussed later. The expansion coefficients B
f
αβ and target
energy levels ǫf are found by diagonalising the target HamiltonianHt. Presently,
for the purpose of describing single ionisation of H2, we restrict the upper limit
of one of the indices in Eq. (4.12) in order to prevent the inner electron from
ejecting. Specifically, we include only one-electron {1s, 2s, 2p, 3s, 3p, 3d} orbitals
for the description of the inner electron excitations. The other index representing
the one-electron states of the outer electron can be as large as required to ensure
converged results.
Figure 4.2: Sketch of the body frame. The z′ axis is parallel to the internuclear
axis of the target.
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For the one-electron target, H+2 , the electronic functions have a simpler form:
ΦBFf (r
′
1
, d) =
∑
α
Bfαφα(r
′
1
). (4.15)
Laboratory-frame electronic pseudostates Φf (r,d) can be generated from the
body-frame pseudostates (4.12) and (4.15) by rotating the latter into laboratory
frame Φf (r,d) = DˆΦ
BF
f (r, d), where Dˆ is the rotation operator. In the following
section we derive the matrix elements 〈Φf |V (t, r, b,d)|Φi〉 for both p¯−H2 and
p¯−H+2 collision processes.
The CI expansion given by (4.12) has been commonly used to describe the
hydrogen molecule structure [162, 180]. The CI states should represent a number
of bound states of H2 accurately, and the accuracy of the ground state energy
in most cases is used to determine the quality of this expansion. With this type
of expansion one can expect to represent a molecule of any size. However, the
number of functions required may increase drastically. Therefore, it is hard to
estimate up to which size of the molecule the CI expansion will be applicable.
The accuracy of the ground state and the number of CI functions used in the
current calculations will be discussed later.
4.4 Matrix elements
Straightforward, laboratory-frame calculations of 〈Φf |V (t, r, b,d)|Φi〉 are com-
putationally expensive, since the available body-frame target pseudostates first
need to be converted into the laboratory frame before taking integrals. However,
if we factor out the molecular-orientation-dependent part from the interaction
potential (4.5), it will become irrelevant to what coordinate frame is used for
taking the integrals over the configuration space of the electrons. The validity of
the technique has been confirmed by obtaining exactly the same results as in the
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laboratory-frame calculations. The technique allows us to use the pseudostates
defined in the body-frame.
For p¯−H2 collisions the matrix elements 〈Φf |V (t, r1, r2, b,d)|Φi〉 can be writ-
ten as
〈Φf |V (t, r1, r2, b,d)|Φi〉 =
∫
dr′1dr
′
2Φ
BF∗
f (r
′
1, r
′
2, d)
(
− 1|R− d/2| −
1
|R+ d/2|
+
1
|R− r1| +
1
|R− r2|
)
ΦBFi (r
′
1
, r′
2
, d), (4.16)
where primed coordinates are relative to the body frame. Integration of the
part corresponding to the interaction of the projectile with the target nuclei,
which we denote by I1, is straightforward due to the orthogonality of the target
pseudostates and gives
I1 =
∫
dr′1 dr
′
2 Φ
BF∗
f (r
′
1, r
′
2, d)
(
− 1|R− d/2| −
1
|R+ d/2|
)
ΦBFi (r
′
1, r
′
2, d)
=− δfi
(
1
|R− d/2| +
1
|R+ d/2|
)
. (4.17)
However, the remaining part, denoted by I2, is more challenging and involves
partial-wave decomposition. By considering the symmetry with respect to in-
terchanging r1 and r2 we can rewrite it as
I2 =2
∫
dr′1 dr
′
2 Φ
BF∗
f (r
′
1, r
′
2, d)
1
|R− r1|Φ
BF
i (r
′
1, r
′
2, d)
=8π
∑
λµ
1
2λ+ 1
Y ∗λµ(R̂)
×
∫
dr′1dr
′
2Φ
BF∗
f (r
′
1, r
′
2, d)Φ
BF
i (r
′
1, r
′
2, d)vλ(R, r1)Yλµ(r̂1), (4.18)
where
vλ(R, r1) =
{
Rλ
rλ+1
1
if R < r1,
rλ
1
Rλ+1
otherwise.
(4.19)
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With the target pseudostates defined as in Eq. (4.12) this term becomes
I2 =8π
∑
λµ
∑
αβγδ
1
2λ+ 1
BfαβB
i
γδY
∗
λµ(R̂)〈φβ|φδ〉
∫ ∞
0
dr1 ξnαlα(r1)ξnγ lγ (r1)vλ(R, r1)
×
∫
dr̂′1 Y
∗
lαmα(r̂
′
1)Ylγmγ (r̂
′
1)Yλµ(r̂1). (4.20)
In order to perform the angular integration in Eq. (4.20), the coordinate
r1 originating from the partial wave decomposition of the potential must be
transformed to the body frame. Yλµ(r̂1) in the body frame becomes
Yλµ(r̂1) =
∑
m
Yλm(r̂
′
1)D
λ∗
µm(φd, θd, 0), (4.21)
where Dλ∗µm(φd, θd, 0) is the usual Wigner rotation matrix with φd and θd being
the azimuthal and polar angles of the internuclear axis d. We finally obtain
I2 =4
√
π
∑
λµ
Dλ∗µmα−mγ (φd, θd, 0)Y
∗
λµ(R̂)
∑
αβγδ
BfαβB
i
γδ
√
2lγ + 1
(2λ+ 1)(2lα + 1)
× C lα0lγ0λ0C lαmαlγmγλmα−mγ〈φβ|φδ〉
∫ ∞
0
dr1 ξnαlα(r1)ξnγ lγ (r1)vλ(R, r1), (4.22)
with CLMλµsq denoting the Clebsch-Gordan coefficients [137].
In order to combine this term with the term corresponding to the interaction
of the projectile with the target nuclei, we also expand the Eq. (4.17) into partial
waves as
1
|R− d/2| +
1
|R+ d/2| = 8π
∑
λµ
mod(λ, 2)
2λ+ 1
vλ(R, d/2)Y
∗
λµ(R̂)Yλµ(d̂)
= 4
√
π
∑
λµ
Dλ∗µ0(φd, θd, 0)Y
∗
λµ(R̂)
mod(λ, 2)√
2λ+ 1
vλ(R, d/2),
(4.23)
where vλ(R, d/2) is defined by Eq. (4.19). Finally, using Eqs. (4.16), (4.22)
and (4.23) we can write the matrix elements in the following form
〈Φf |V (t, r1, r2, b,d)|Φi〉 =
∑
λµ
Vfiλµ(t, b, d)Dλ∗µ,mf−mi(φd, θd, 0), (4.24)
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where the molecular orientation-independent parts Vfiλµ(t, b, d) are defined as
Vfiλµ(t, b, d) =
4
√
πY ∗λµ(R̂)√
2λ+ 1
[
− δfimod(λ, 2)vλ (R, d/2) +
∑
αβγδ
BfαβB
i
γδ
√
2lγ + 1
2lα + 1
× C lα0lγ0λ0C lαmαlγmγλm〈φβ|φδ〉
∫ ∞
0
dr1 ξnαlα(r1)ξnγ lγ (r1)vλ(R, r1)
]
.
(4.25)
Expressing the interaction matrix elements in this form is important and will
help to eliminate the molecular orientation dependence from the scattering equa-
tions.
Antiproton collisions with the hydrogen molecular ion, H+2 , are also mod-
elled by the same equation (4.11). However, in this case the matrix elements
should be calculated using the H+2 pseudostates and the appropriate interaction
potential. Following similar steps the matrix elements for the p¯+H+2 collision
can be shown to have the same form as Eq. (4.24). For this process the reduced
matrix elements, independent of the molecular orientation, can be written as
Vfiλµ(t, b, d) =
4
√
πY ∗λµ(R̂)√
2λ+ 1
[
− δfimod(λ, 2)vλ (R, d/2)
+
1
2
∑
αβ
BfαB
i
β
√
2lβ + 1
2lα + 1
C lα0lβ0λ0C
lαmα
lβmβλm
×
∫ ∞
0
dr ξnαlα(r1)ξnβ lβ(r1)vλ(R, r1)
]
. (4.26)
4.5 Equation for the molecular orientation-
independent part of the scattering ampli-
tude
We express the time-dependent coefficients in Eq. (4.11) in a form similar to
(4.24) according to
Af (t, b,d) =
∑
λµ
Afλµ(t, b, d)Dλ∗µ,mf (φd, θd, 0), (4.27)
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where Afλµ(t, b, d) are the probability amplitudes independent of the molecular
orientation. The expansion indices are limited by the maximum allowed total
orbital angular momentum.
We substitute expansions (4.24) and (4.27) into Eq. (4.11) and, using the
following identities for the Wigner functions∫ 2π
0
dφ
∫ π
0
dθ sin θDJ2∗M2M ′2
(φd, θd, 0)D
J1∗
M1M ′1
(φd, θd, 0) =
4π2
2J2 + 1
δJ1J2δM1M2δM ′1M ′2 ,∫ 2π
0
dφ
∫ π
0
dθ sin θDJ3∗M3M ′3
(φd, θd, 0)D
J2
M2M ′2
(φd, θd, 0)D
J1∗
M1M ′1
(φd, θd, 0)
=
4π2
2J3 + 1
CJ3M3J1M1J2M2C
J3M ′3
J1M ′1J2M
′
2
,
(4.28)
derive a set of coupled differential equations for the molecular-orientation-independent
parts of the scattering amplitudes Afλµ(t, b, d):
i
dAfλµ(t, b, d)
dt
=
N∑
j=1
ei(ǫf−ǫj)t
∑
LM
AjLM(t, b, d)
×
∑
sq
2λ+ 1
2L+ 1
CLMλµsqC
Lmj
λmf smj−mf
Vfjsq (t, b, d), f = 1, . . . , N.
(4.29)
This set of equations is solved subject to the initial conditionsAfλµ(t0 = −∞, b, d) =
δf0δλ0δµ0. This boundary condition also implies that at infinite distance the anti-
proton does not feel the anisotropic nature of the molecular target.
4.6 Calculation of cross sections
Let us first consider antiproton collisions with molecular hydrogen. Cross sec-
tions for excitation and ionisation are written in terms of the probabilities for
the corresponding transitions between the initial and final states of H2. Those
probabilities can be calculated via corresponding transition amplitudes, which
Antiproton collisions with molecular targets 63
are the overlap between the total wave function at t = +∞ and the final state
of the target
ff0(b) =
1√
4π
∫
dd dr1 dr2 ψ
∗(r1, r2, t,d)
∣∣∣
t=+∞
χ˜∗0(d)Φf (r1, r2,d)χ˜
r
ν(d).
(4.30)
Here, χ˜0(d) describes the first vibrational level in the ground electronic state of
the H2 molecule, whereas χ˜
r
ν(d) describes the residual H
+
2 ion, in the vibrational
state ν of the particular electronic state f . The factor 1/
√
4π is the normalisation
coefficient coming from molecular orientation averaging. The calculation of the
integrals (4.30) is computationally expensive, since it involves generating a new
set of pseudostates and solving the electronic problem for many internuclear
distances d. For the collision processes of interest, however, the dependence
on d is weak and almost linear as indicated in [178]. Therefore, it is possible
to expand the electronic part of the integrand, ψ∗(r1, r2, t,d)
∣∣∣
t=+∞
Φf (r1, r2,d),
into a Taylor series around the equilibrium distance d0 and use only the first term
ψ∗(r1, r2, t,d0)
∣∣∣
t=+∞
Φf (r1, r2,d0). With this we can factor out the integration
over d and write Eq. (4.30) in the following form:
ff0(b) ≈ 1√
4π
∫
dd d2χ˜∗0(d)χ˜
r
ν(d)
×
∫ 2π
0
dϕd dθd dr1 dr2 sin θd ψ
∗(r1, r2, t,d0)
∣∣∣
t=+∞
× Φf (r1, r2,d0). (4.31)
Given the orthogonality properties of the target electronic states the transition
probabilities, which are the square of the absolute transition amplitudes, can be
written as a product of two factors as
Pf0(b) =
1
4π
∣∣∣∣∫ ∞
0
dd d2χ˜∗0(d)χ˜
r
ν(d)
∣∣∣∣2 ∫ ∞
0
dϕd dθd sin θd Af (t, b,d0)
∣∣∣2
t=+∞
.
(4.32)
The first factor
∣∣∫∞
0
dd d2χ˜∗0(d)χ˜
r
ν(d)
∣∣2, also known as the Franck-Condon (FC)
factor, carries information on probabilities for transitions between the vibra-
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tional levels in one electronic state and vibrational levels in any other electronic
states of the molecule. Since we mainly concentrate on single ionisation of H2
in the present work, we will need a list of the FC factors for transitions between
the first vibrational level in the ground state of the H2 molecule and all possible
vibrational levels in the ground state of the residual ion H+2 . For this purpose
we use the database of the FC factors for molecule-ion reactions of H2 calculated
by Wu¨nderlich and Fantz [181] and Hunter et al. [182].
With this the total single ionisation cross section independent of the molec-
ular axis of the target is
σνion =
∑
f∈[ǫf≥0]
∫
dbPf0(b)
=
∣∣∣∣∫ ∞
0
dd d2χ˜∗0(d)χ˜
r
ν(d)
∣∣∣∣2
×
∑
f∈[ǫf≥0]
∑
λµ
2π
2λ+ 1
∫ ∞
0
db b
∣∣∣∣Afλµ(t, b, d0)∣∣∣
t=+∞
∣∣∣∣2 . (4.33)
This cross section describes single ionisation of H2 where the residual ion H
+
2
in the ground electronic state is in the ν-th vibrational level. At this point, if
we are not concerned about the state of the residual ion and concentrate purely
on the event of single ionisation of the molecular target, we can sum up the
ionisation cross sections for all vibrational levels corresponding to both bound
and continuum vibrational states. Since∑
ν
∣∣∣∣∫ ∞
0
dd d2χ˜∗0(d)χ˜
r
ν(d)
∣∣∣∣2 = 1, (4.34)
the single ionisation cross section can simply be calculated as
σion =
∑
f∈[ǫf≥0]
∑
λµ
2π
2λ+ 1
∫ ∞
0
db b
∣∣∣∣Afλµ(t, b, d0)∣∣∣
t=+∞
∣∣∣∣2 . (4.35)
However, experimental data for single ionisation of H2 by antiproton impact are
available only for the process where the residual H+2 ion stays bound. In other
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words, the experiment does not account for processes where the residual ion
breaks apart into two protons before reaching the detector. Therefore, to take
into account the possible experimental uncertainties we can use the following
formula:
σexpion =
∑
ν∈[ǫν<0]
∣∣∣∣∫ ∞
0
dd d2χ˜∗0(d)χ˜
r
ν(d)
∣∣∣∣2 σion, (4.36)
where the summation is done over the negative energy (ǫν < 0) vibrational
levels.
Similarly, not being concerned about the fate of the residual ion, we can write
the single ionisation cross section, which is differential in the angular coordinates
of the molecular axis, as
σion(θd, φd) =
∑
f∈[ǫf≥0]
∫
db
∣∣∣∣Af (t, b,d0)∣∣∣
t=+∞
∣∣∣∣2 . (4.37)
The consistency of the results for orientation-dependent cross sections cal-
culated from solving Eq. (4.29) with those obtained from the direct solution of
Eq. (4.11) has been checked.
For antiproton collisions with H+2 orientationally averaged and orientation-
dependent cross sections are calculated the same way as in Eqs. (4.35, 4.37), but
using the scattering amplitudes, Afλµ(t, b, d0)
∣∣∣
t=+∞
and Af (t, b,d0)
∣∣∣
t=+∞
calcu-
lated for the p¯−H+2 collision system. For the H+2 target we do not consider
the influence of molecular oscillations and calculate the cross sections only in a
fixed-nuclear approximation.
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4.7 Proton production in antiproton collisions
with H2
Measurements of cross sections for proton production in antiproton collisions
with H2 were performed almost two decades ago [183]. However, the only
theoretical work available so far significantly underestimates the experimental
data [179]. Let us consider mechanisms in p¯−H2 collisions that may lead to the
production of protons. First, the double-electron ionisation of the target results
in the production of two protons. Second, the incident antiproton can ionise the
molecular target, leaving the residual ion H+2 in (electronic) excited states that
may further dissociate into atomic hydrogen and a proton. In the present work
we use the so-called independent-event model (IEV) [126, 184]. In this model
all of the residual ions dissociate, since H+2 with the internuclear distance of H2
(d = 1.4 a.u.) does not support any bound state. Thus, summing cross sections
for processes that produce protons we can write
σH+ = 2σdi + σie, (4.38)
where σdi and σie are the cross sections for double ionisation and ionisation with
excitation, respectively.
To calculate these processes we follow the idea suggested in [185] and im-
plemented in [179]. We implement the IEV model within the current time-
dependent CCC method. In the IEV model the double ionisation is considered
as a two-step process. In the first and second steps single ionisation of H2 and
H+2 occur, respectively. Hence the total double ionisation probability should be
equal to the product of the probabilities for these single ionisation processes:
σdi = 2π
∫ ∞
0
db bPH2ion(b)P
H2+
ion (b). (4.39)
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Similarly, the cross section for ionisation with excitation can be expressed as:
σie = 2π
∫ ∞
0
db bPH2ion(b)P
H2+
exc (b). (4.40)
It should be noted that in calculating probabilities for H+2 the internuclear
distance of the target is taken the same as for H2, i.e. d0 = 1.4 a.u, since
the events are happening at the same time. Clearly, calculating cross sections
this way neglects any interference between the two effects. However, this ap-
pears to be a good approximation for calculations of double ionisation in p¯-He
collisions [185].
4.8 Antiproton scattering on the water molecule
The structure of the water molecule is treated using a “neonisation” idea pro-
posed in [175]. According to the idea the water molecule is described as a
dressed pseudo-spherical atom. Following [175] the multi-centre nuclei Coulomb
potential of H2O is approximated with the following spherical potential:
VH2O = −
8
r
− 2(1− ε)Θ(RH − r)
RH
− 2(1− εe
1−r/RH )Θ(r −RH)
r
, (4.41)
where RH is the distance between the oxygen atom and either of two hydrogen
atoms, Θ is the Heaviside step function and ε is introduced to account for the
deviation of the target potential from spherical symmetry. With a multi-centre
problem now reduced to a central one, we can apply the technique described in
Chapter 3 to find energy levels and wave functions. This requires replacing the
electron-nuclei term N/r in Eq. (3.2) with the potential (4.41). In addition, the
1s, 2s, and 2p core wave functions for the Ne atom are replaced by correspond-
ing core wave functions for the water molecule. The latter are taken from the
Slater basis representation presented in [175]. Finally, the parameter ε of the
potential (4.41) is varied to match the experimentally measured value for the
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ground state energy of the target. As a result the spectrum of the H2O molecule
is represented by the same model as we have used for Ne: six p-electrons above
the inert Hartree-Fock core with only one-electron excitations allowed from the
closed p shell.
4.9 Details of calculations
The calculations for the H2 target presented below have been performed with
Z ≡ vt from −100 to +100 a.u. at all energies. In constructing the target
basis we have included all H2 target states with the maximum value of angular
momentum projection mmax equal to lmax. To improve the accuracy of the cal-
culations the Laguerre 1s orbital was replaced with the H+2 1sσg orbital, which
was obtained via diagonalisation of the H+2 Hamiltonian in the same Laguerre
basis. The full set of anti-symmetric two-electron configurations comprises two
separate sets. The frozen-core (1s, nlm) configurations, where one electron is
limited to the 1s orbital of the H+2 ion, while the other occupies any of the
Laguerre orbitals (nlm). The other set takes all possible (n′l′m′, nlm) config-
urations with principle quantum numbers of Laguerre orbitals n′ and n ≤ 3.
The frozen-core configurations allow for a square-integrable representation of
the target continuum and coupling to the ionisation channels in the scattering
calculations. The primary reason for including the (n′l′m′, nlm) configurations
is to increase the accuracy in accounting for electron-electron correlations in the
ground and low-lying excited states.
The accuracy of the final results for the orientationally-averaged ionisation
cross section has been checked by performing calculations with several structure
models that differ in the value of maximum orbital angular momentum lmax
and number of one-electron Laguerre functions Nl = nmax − l. The convergence
Antiproton collisions with molecular targets 69
studies have been carried out in the entire energy region considered in this work.
We give typical examples at the projectile energies 5, 50 and 100 keV, i.e. at the
position of the maximum in the experimentally measured total single ionisation
cross section (see below) and at some distance from the maximum on both sides.
First, we fix the basis parameter nmax at some large value and systematically
increase the parameter lmax starting from 0. Table 4.1 illustrates the convergence
pattern of the total single ionisation cross section (TSICS) with increasing lmax,
while nmax = 20 for each symmetry. One can see that at all considered energies
convergence to within 0.2% is observed at lmax = 4. Next, we check whether
nmax = 20 is sufficiently large in terms of the convergence of the cross section as
a function of the principal quantum number of included states.
Table 4.1: Convergence of the total single ionisation cross section with increasing
lmax when nmax = 20.
Energy (keV) l=0 l=1 l=2 l=3 l=4
10 0.7762 0.1274 1.177 1.174 1.176
50 0.3924 1.559 1.653 1.653 1.653
100 0.2313 1.293 1.437 1.488 1.489
In Table 4.2, we examine the convergence of the TSICS with nmax by setting
lmax = 4. The convergence in the cross section when nmax changes from 5
to 20 is within 5%. A similar rate of convergence has been achieved across
the entire energy range with the target model consisting of 674 states, where
lmax = 4, Nl = 20 − l, and a Laguerre basis exponential fall-off parameter
λl = 2. The ground-state energy obtained with this basis is −1.16497 a.u.,
which compares well with the accurate value of −1.1745 [186]. We have also
checked the consistency of the calculations obtained using the present code with
the previous fully quantum-mechanical results for the helium target [136], by
taking the internuclear separation to zero (i.e., considering He as the united
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atom limit of H2) and exactly reproduced results of [136].
For the calculations of p¯−H+2 collisions with the target internuclear distances
d0 = 1.4 and 2.0 a.u. we use the basis with the same parameters. Because of
the relative simplicity of H+2 compared to H2, the number of molecular target
states is reduced to 430.
Due to the partial-wave decomposition the dimension of the set of differential
equations for the molecular-orientation-independent coefficients (4.29) is equal
to the number of target channels multiplied by the number of partial waves
representing the molecular target state. Thus, with lmax = 4 these numbers for
H2 and H
+
2 are 81554 and 52030, respectively.
Table 4.2: Convergence of the TSICS with increasing nmax when lmax = 4.
Energy (keV) n=5 n=10 n=15 n=20
10 0.6382 1.154 1.156 1.146
50 1.281 1.793 1.664 1.662
100 1.130 1.627 1.469 1.479
For H2O we use the basis set that was generated for Ne, except that the states
of the basis are obtained by diagonalisation of the target Hamiltonian containing
the Hartree-Fock potential representing the water molecule as a dressed pseudo-
spherical atom. The 2p-subshell ionisation energy in our calculations is the same
as the experimentally measured value of 12.6 eV since in our model this energy
was used as the empirical parameter to generate the target structure. As have
been discussed in Chapter 3, the inclusion of lmax = 3 (which results in the
number of nlm-states being 806) was sufficient to get the converged results.
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4.10 Results of calculations
4.10.1 p¯−H2 collisions
In [187] the energy dependence of the total cross section for single non-dissociative
ionisation in p¯−H2 collisions was presented. The CCC results obtained using an-
alytical averaging over all molecular orientations produced excellent agreement
with experiment across the whole range of energies except for a small region
from 20 to 90 keV. Here we study the quality of approximate averaging that is
obtained from a limited number of molecular orientations. This knowledge could
be useful in the treatment of molecular collisions where the analytical averaging
is not possible. We consider three perpendicular directions, (θd, φd) = (0, 0),
(π/2, 0) and (π/2, π/2), as used by Lu¨hr and Saenz [162] and Lee et al. [164]. In
addition, we consider two other intermediate orientations (θd, φd) = (π/4, 0) and
(−π/4, 0). The energy dependence of the total ionisation cross sections for these
five orientations is presented in Figure 4.3. One can see that the curves differ
considerably for different orientations. As the projectile energy increases above
100 keV the results for molecular orientations lying on the plane with φd = 0
converge to the same value. At lower energies there is considerable variation in
the energy dependence of the cross sections. Compared to the results for other
displayed orientations, cross sections for the molecular orientation (π/2, π/2),
which is perpendicular to the φd = 0 plane are significantly larger at lower cal-
culated energies and significantly smaller above 20 keV. A similar situation is
observed in the calculations of Lu¨hr and Saenz [179] for antiproton-impact ioni-
sation of H+2 . The results for the (π/2, π/2) orientation are significantly different
from the results for the other two, (0, 0) and (π/2, 0), orientations.
We present in Figure 4.4 the energy dependence of our single ionisation cross
sections averaged using two techniques together with the experimental measure-
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Figure 4.3: The total cross section for single ionisation of H2 by antiprotons for
different molecular orientations.
ments [155–157] and the two-electron calculations of Lu¨hr and Saenz [162] and
Lee et al. [164] obtained using three orthogonal molecular orientations. The
results of Lu¨hr and Saenz [162], being in excellent agreement with experiment
at high energies clearly overestimates it at energies below 20 keV, whereas the
results of Lee et al. [164] are generally lower and agree with experiment only at
lower calculated energies. It should be noted that the calculations of Lee et al.
[164] are for single ionisation of the target with allowance for excited H+2 states.
Their calculations without account of excited H+2 states (not shown) produced
even smaller cross sections. Interestingly, our present results obtained from
three orthogonal molecular orientations disagree with other calculations based
on the three-orientation approximation. At the same time the present three-
orientation results slightly overestimate our analytically averaged results at low
energies, and significantly underestimate them at energies above 20 keV. In or-
der to check whether the present results with approximate averaging come closer
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to the analytical results with increasing number of included molecular orienta-
tions we have considered two more intermediate orientations ((θd, φd) = (π/4, 0)
and (−π/4, 0)). The averaged results over five orientations indeed are closer to
the analytical results. As seen in Figure 4.4 the difference between the analyti-
cal results and the results based on the three-orientation approximation can be
as large as 20% at some energies. This suggests that the typical inclusion of
only three orthogonal molecular orientations is not sufficient and an accurate
method of orientation averaging is important. The present analytical averaging
technique has certainly improved the agreement with experiment.
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Figure 4.4: The total cross section for single ionisation of H2 by antiprotons.
Present CCC results obtained using various averaging techniques are compared
with the experimental data of Andersen et al. [156], et al. Hvelplund [157], and
Knudsen et al. [155], and two-electron calculations of Lee et al. [164] and Lu¨hr
and Saenz [162].
The discrepancy between theory and experiment in the energy region around
50 keV still remains, and it is not likely to be related to the method of orientation
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averaging. As indicated in the previous section, after single nondissociative
ionisation, the residual ions of H+2 can dissociate before they reach the detector,
provided they are in the vibrational continuum states. Therefore, to evaluate the
cross section that was measured in the experiment we have to use the Eq. (4.36),
which contains the Franck-Condon estimates for transitions from the ground
vibrational level of H2 into all the negative energy vibrational levels of H
+
2 . The
Franck-Condon factors were obtained from the database provided by Wu¨nderlich
and Fantz [181] and Hunter et al. [182]. The modified results are 1.7% lower
than the results shown in Figure 4.4. This way we find that at most 1.7% of the
residual H+2 ions may dissociate before reaching the detector. A similar estimate
gives 0.5% for the D+2 ions used in the experiment. Thus, possible excitation of
the vibrational continuum has little effect on our results.
4.10.2 p¯−H+
2
collisions
In Figure 4.5 the present Franck-Condon results for total ionisation obtained by
analytical molecular-orientation-averaging are compared to the corresponding
results of Sakimoto [178] obtained from 11 × 5 orientations and those by Lu¨hr
and Saenz [179] obtained using only three orientations. While the previous two
calculations [178, 179] are in good agreement with each other, the present results
are slightly lower at low energies and slightly higher at the energies where the
cross section has a maximum. Overall, the disagreement between the present
results and the results of Lu¨hr and Saenz [179] is surprisingly small in comparison
with the disagreement observed for the molecular hydrogen target (Figure 4.4).
This observation is counterintuitive. The hydrogen molecular ion, H+2 , with
the equilibrium internuclear distance (d0 = 2.0 a.u.) larger than that of the
neutral molecule, H2 (d0 = 1.4 a.u.), exhibits larger deviation from the spherical
symmetry. Consequently, using only three molecular orientations for the purpose
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of calculating the orientationally averaged cross section for antiproton-impact
ionisation of H+2 should have produced results that are in larger disagreement
with the present analytically averaged results. This, however, is not the case.
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Figure 4.5: The total cross section for single ionisation of H+2 by antiprotons.
Present CCC results are compared with the two-centre molecular-target calcu-
lations of Lu¨hr and Saenz [179] and Sakimoto [178]. CCC results for the He+
target are also presented.
In Figure 4.5 we also present our results for antiproton-impact ionisation of
He+ which is the united atom limit of H+2 . One can see that the ionisation cross
section for He+ has a maximum near 100 keV and slowly falls with decreasing
impact energy, practically becoming flat at the lowest calculated energies. At all
presented energies the cross section for ionisation of He+ is significantly less than
the cross section for ionisation of H+2 due to the large difference in the binding
energies. One can see strong suppression of the H+2 cross section at low energies.
The reason for this is the same as in the molecular hydrogen case [187]. In order
to see this point we have calculated the electron cloud distribution of the H+2
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target during the collision. The snapshots shown in Figure 4.6 reveal that the
suppression mechanism is indeed the same, however the electron movement from
one target proton to another under the influence of the incoming antiproton
is more pronounced than in the case of antiproton collisions with molecular
hydrogen. This is related to the fact that the distance between the protons in
the H+2 ion is larger than the corresponding distance within the H2 molecule.
In other words, when the antiproton is close to one of the protons in H+2 , the
electron has a chance to be bound to the other proton which is more isolated
from Coulomb fields of the antiproton and the first proton.
Figure 4.6: The electron distribution dynamics in antiproton collisions with H+2
at 1 keV. The snapshots are taken at the impact parameter b = 1 a.u. and
several representative values of Z = vt. The corresponding projectile position is
shown by red dots. The target nuclei are shown by black dots.
4.10.3 H+ production in p¯−H2 collisions
In Figure 4.7 the present CCC results for σdi, σie, and σH+ are compared with the
experimental data of Hvelplund et al. [157]. Also shown are the corresponding
cross sections calculated by Lu¨hr and Saenz [179]. In spite of the two-step
approximation the present results agree reasonably well with experiment above
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40 keV. Below 40 keV our results are systematically higher than experiment,
indicating that the IEV model becomes less reliable at low energies. Also, it is
worth mentioning that the mechanism of H+ production due to ionisation with
excitation contributes more than twice compared to double ionisation.
The results of Lu¨hr and Saenz [179] are systematically lower than experiment
at all available energies. The individual cross sections for double ionisation
and ionisation with excitation of the target are also systematically lower than
the corresponding present results. We emphasize that Lu¨hr and Saenz [179]
performed σH+ calculations using an internuclear distance d0=2.0 a.u. for H
+
2
and 1.4478 a.u. for H2, despite the fact that the two-step approximation requires
using the same internuclear distance d0=1.4478 a.u. for both targets. They
indicated that similar calculations with d0=1.4478 a.u. for H
+
2 produced even
lower cross sections.
4.10.4 p¯-H2O collisions
Finally, Figure 4.8 exhibits the present calculations for single ionisation of H2O
by antiproton impact. At this stage there are no experimental measurements
available for antiproton scattering on the water molecule. However, as we men-
tioned earlier such experiments are planned for near future.
At this stage it is worth emphasizing that most methods used to treat ion-
water molecule scattering are essentially perturbative. These are different Born
treatments [165, 166, 173] and CDW-EIS approaches [172, 188] valid for rela-
tively high collision energies. The target description plays an important role
in such calculations as has recently been analysed by Champion and co-workers
[189]. In our current treatment, following neonisation idea of Montanari and Mi-
raglia [175], ten-electron water molecule has been described as a dressed Ne-like
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Figure 4.7: Cross sections leading for production of H+ in antiproton collisions
with H2. Present CCC results obtained within the two-step approximation are
compared with the experimental data of Hvelplund et al. [157] and calculations
of Lu¨hr and Saenz [179].
atom in a pseudospherical potential. As a result H2O molecule is represented by
the same model as we have used for Ne (detailed description of which is given
in Chapter 3): six p-electrons above the inert Hartree-Fock core with only one-
electron excitations allowed from the closed p shell. We expect that the current
close-coupling approach with such a multi-electron target structure should pro-
duce reliable results at energies down to 1 keV. From this viewpoint it should
provide guidance to future experiments.
4.11 Chapter summary
In this Chapter we have investigated the collisions of antiprotons with molecular
targets using a time-dependent convergent close-coupling approach.
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Figure 4.8: Integrated single ionisation cross section for p¯−H2O collisions. The
present CCC and Born results are shown.
For H2 we presented an approach that accounts for all possible orientations
of the molecular target by analytically averaging over the molecular orienta-
tions. A new set of scattering equations that are independent of the molecular
orientation has been derived. A similar technique can be implemented in studies
of projectile collisions with other molecular targets. The presented approach is
valid at all energies, and significantly improves the agreement between theory
and experiment for p¯− H2 single ionisation cross sections. The strong suppres-
sion of the single ionisation cross section at low energies has been shown to be
attributed solely to the structure of the molecular target. Studies of the time
evolution of the electron cloud distribution during the antiproton collisions with
atomic and molecular hydrogen showed that the electron, which would have gone
into the continuum in the atomic hydrogen case, gets caught by one of the target
protons in the molecular hydrogen case. A small region near the experimental
maximum, where a discrepancy is observed needs further attention from both
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theorists and experimentalists.
In addition, to complete the picture of the full target breakup, the cross
sections for ionisation with excitation, double ionisation, and proton production
in antiproton-molecular hydrogen collisions have been calculated using a two-
step approximation. Good agreement with experiment for proton production
was found above 40 keV. Apparently, the two-step approximation employed in
the calculations is problematic at lower energies. A more accurate treatment of
the two-electron processes is yet to be developed.
The approach has been extended to study antiproton-impact ionisation of
another homonuclear diatomic molecule, H+2 . Except for minor discrepancies the
present results with analytical orientational averaging are in good agreement
with previous studies that used only three orthogonal orientations of the H+2
target.
For antiproton scattering on H2O we applied our approach given in Chap-
ter 3 for multi-electron inert-gas atoms. The water molecule was modelled as
dressed atoms in a pseudo-spherical potential. It is worthwhile to stress that
most theoretical calculations are based on Born and continuum-distorted-wave
approximations. Hence, we expect the current close-coupling method to p¯+H2O
will be more reliable in the intermediate collision energies.
Chapter 5
Two-centre time-dependent
convergent close-coupling
method
5.1 Introduction
Since the original works of Bates [68, 69] two-centre coupled channel methods
have been significantly developed. In this development the proton-hydrogen col-
lision system has served as a prototype. The first application of the method was
carried out by McCarroll [70] using a two-state approximation and it gave good
results for capture to the ground state. Wilets and Gallaher [71] performed cal-
culations including eigenstates with the maximum principal quantum number
n = 2 and n = 3. The authors for the first time utilised molecular symmetry
properties of the proton-hydrogen collision system. The other significance of
their work was the implementation of the so-called invaluable check, which is
basically a unitarity conservation rule. Rapp and Dinwiddie [76] provided the
expressions for the exchange matrix elements as one-dimensional integrals in-
volving eigenstates with the principal quantum number up to n = 3. Cheshire
[74] developed an alternative differential equation based method to evaluate
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two-centre integrals.
To improve the basis further, it was necessary in some way to include the
effect of continuum states. The first attempt was done by Cheshire et al. [72].
They considered excitation and charge transfer between 1s, 2s, and 2p levels in
p-H(1s) collisions and retained these particular eigenfunctions in order to repre-
sent well the states of interest at infinite separation. Pseudostates were chosen to
have high overlap with the low-lying state of the united atom He+. They argued
that such inclusion of pseudostates should lead to a more rapid convergence.
The results of Cheshire et al. [72] were in good agreement with the experiments.
Later, Shakeshaft [78] attempted at computing the total ionisation cross sections
at intermediate impact energies. He employed a two-centre expansion using the
Sturmian functions. At the ionisation maximum, Shakeshaft’s calculations were
about 20% below the cross sections from experiments. Further two-centre calcu-
lations by Kuang and Lin [50] showed very good agreement with the experiment
of Shah et al. [104, 190]. However, the detailed study of Toshima [89] established
that the previous close-coupling results were not converged. But at E=50 keV
the total ionisation cross section by Toshima [89] now was almost 30% higher
than the experiment. It is interesting to note from the experimental perspective
that the recent studies by Kerby et al. [191], focusing on the doubly differential
cross section for ejected electrons in the p-H system, gave substantially different
total ionisation cross sections than by Shah et al. [104, 190].
Despite the fact that the two-centre close-coupling approaches are the most
reliable techniques, there are some problems with the present approaches. These
are oscillatory structures observed in the calculations of Shakeshaft [72], Slim
and Ermolaev [83] and Kuang and Lin [50]. There have been several efforts to
overcome these issues. For example, Kuang and Lin [50] proposed to use asym-
metric two-centre expansions. But this approach was unable to provide reliable
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excitation and capture cross section at the same time. On the other hand, the
basis generator method (BGM) [98] and finite Hilbert basis set (FHBS) [192]
treatments are believed to better represent the dynamical properties of an ion-
atom collision.
The discrepancies between the theory and experiment as well as the dif-
ferences among various theoretical approaches warrant development of better
theories. These can be the development of new models or further development
of well-established approaches. In this Chapter a new time-dependent two-centre
convergent close-coupling method will be introduced.
5.2 Coupled equations
We consider the collision process of a proton with the hydrogen atom. Jacobi
coordinates for the system is shown in Figure 5.1. Target and projectile are
labelled by A and B. The position of the target with respect to the centre of
mass of the projectile nucleus-electron bound system is denoted by ρ, while σ is
the position of the projectile with respect to the target nucleus-electron system.
R represents the position vector of the projectile relative to the target.
The total Schro¨dinger equation for the system is
HΨ = EΨ, (5.1)
with Hamiltonian
H = T + V, (5.2)
where T and V are the kinetic and potential energy operators,
T =− 1
2µ
∇2σ −
1
2
∇2rA ≡ −
1
2µ
∇2ρ −
1
2
∇2rB , (5.3)
V =
1
R
− 1
rA
− 1
rB
, (5.4)
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Figure 5.1: Jacobi coordinates for the proton hydrogen collision.
and E being the total energy,
E ≡ k
2
i
2µ
+ ǫi (i = α, β), (5.5)
ki is the momentum of the nucleus-electron system in channel i, µ is the reduced
mass and ǫi is the eigenenergy corresponding to level i.
The total wave function is expanded as
Ψ =
Nα∑
α=1
FAα (rA,σ)e
ikασ +
Nβ∑
β=1
GBβ (rB,ρ)e
ikβρ. (5.6)
where FAα (rA,σ) and G
B
β (rB,ρ) are the wave functions of the target nucleus-
electron and projectile nucleus-electron systems, respectively. Nα and Nβ denote
the number of states in centres A and B, respectively.
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Substituting the expansion (5.6) into the Schro¨dinger equation (5.1), we get
Nα∑
α=1
[
− 1
2µ
∇2σ −
1
2
∇2rA + V
]
FAα (rA,σ)e
ikασ
+
Nβ∑
β=1
[
− 1
2µ
∇2ρ −
1
2
∇2rB + V
]
GBβ (rB,ρ)e
ikβρ
= E
Nα∑
α=1
FAα (rA,σ)e
ikασ + E
Nβ∑
β=1
GBβ (rB,ρ)e
ikβρ. (5.7)
Equation (5.7) can be written
− 1
2µ
Nα∑
α=1
∇σ
[∇σFAα (rA,σ)eikασ]+ Nα∑
α=1
HeF
A
α (rA,σ)e
ikασ
− E
Nα∑
α=1
FAα (rA,σ)e
ikασ − 1
2µ
Nβ∑
β=1
∇ρ
[∇ρGBβ (rB,ρ)eikβρ]
+
Nβ∑
β=1
HeG
B
β (rB,ρ)e
ikβρ − E
Nβ∑
β=1
GBβ (rB,ρ)e
ikβρ = 0, (5.8)
with the electronic Hamiltonian
He = −1
2
∇2rA + V = −
1
2
∇2rB + V. (5.9)
Given
∇σFAα (rA,σ)eikασ = FAα (rA,σ)∇σeikασ + eikασ∇σFAα (rA,σ) (5.10)
and
∇ρGBβ (rB,ρ)eikβρ = GBβ (rB,ρ)∇ρeikβρ + eikβρ∇ρGBβ (rB,ρ), (5.11)
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Eq. (5.8) becomes
− 1
2µ
Nα∑
α=1
{
2
[∇σeikασ] [∇σFAα (rA,σ)]+ eikασ∇2σFAα (rA,σ)}
+
Nα∑
α=1
FAα (rA,σ)
[
− 1
2µ
∇2σ − E
]
eikασ +
Nα∑
α=1
HeF
A
α (rA,σ)e
ikασ
− 1
2µ
Nβ∑
β=1
{
2
[∇ρeikβρ] [∇ρGBβ (rB,ρ)]+ eikβρ∇2ρGBβ (rB,ρ)}
+
Nβ∑
β=1
GBβ (rB,ρ)
[
− 1
2µ
∇2ρ − E
]
eikβρ +
Nβ∑
β=1
HeG
B
β (rB,ρ)e
ikβρ = 0. (5.12)
The Born-Oppenheimer separation allows one to separate the electronic and
nuclear motions [12]. Under this semi-classical approximation, the wave function
FAα (G
B
β ) is assumed to vary slowly with σ (ρ) and the term containing ∇2σFAα
(∇2ρGBβ ) in Eq. (5.12) can be neglected (see chapter 3 in [13]).
Taking into account
∇σeikασ = ikαeikασ, ∇2σeikασ = −k2αeikασ, (5.13)
∇ρeikβρ = ikβeikβρ, ∇2ρeikβρ = −k2βeikβρ, (5.14)
and neglecting terms ∇2σFAα (rA,σ), ∇2ρGBβ (rB,ρ) in Eq. (5.12), we have
− i
µ
Nα∑
α=1
kαe
ikασ∇σFAα (rA,σ) +
Nα∑
α=1
eikασ(He − ǫα)FAα (rA,σ)
− i
µ
Nβ∑
β=1
kβe
ikβρ∇ρGBβ (rB,ρ) +
Nβ∑
β=1
eikβρ(He − ǫβ)GBβ (rB,ρ) = 0. (5.15)
With some simple algebra we get
kα
µ
∇σ = ∂
∂t
,
kβ
µ
∇ρ = ∂
∂t
. (5.16)
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which allows us to write Eq. (5.15) in the form
− i
Nα∑
α=1
eikασ
∂
∂t
FAα (rA,σ) +
Nα∑
α=1
eikασ(He − ǫα)FAα (rA,σ)
− i
Nβ∑
β=1
eikβρ
∂
∂t
GBβ (rB,ρ) +
Nβ∑
β=1
eikβρ(He − ǫβ)GBβ (rB,ρ) = 0. (5.17)
We decompose the Hamiltonian
He = H
A
t + V
A(R, rB) = H
B
t + V
B(R, rA), (5.18)
with
V A(R, rB) =
1
R
− 1
rB
, V B(R, rA) =
1
R
− 1
rA
, (5.19)
where
HAt = −
1
2
∆rA −
1
rA
, HBt = −
1
2
∆rB −
1
rB
. (5.20)
Then we define ψAα (ψ
B
β ) to be the eigenfunctions of the target (projectile) Hamil-
tonian
HAt ψ
A
α (rA) = ǫαψ
A
α (rA), (5.21)
HBt ψ
B
β (rB) = ǫβψ
B
β (rB). (5.22)
We now separate the time-dependence in FAα (rA,σ) and G
B
β (rB,ρ) as
FAα (rA,σ) = aα(t)ψ
A
α (rA),
GBβ (rB,ρ) = bβ(t)ψ
B
β (rB).
(5.23)
Eq. (5.17) can be written in the form
−i
Nα∑
α=1
a˙α(t)ψ
A
α (rA)e
ikασ +
Nα∑
α=1
aα(t)ψ
A
α (rA)V
A(R, rB)e
ikασ
−i
Nβ∑
β=1
b˙β(t)ψ
B
β (rB)e
ikβρ +
Nβ∑
β=1
bβ(t)ψ
B
β (rB)V
B(R, rA)e
ikβρ = 0. (5.24)
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Multiplying Eq. (5.24) by ψA∗α′ (rA)e
−ikα′σ and integrating over rA, we obtain
i
Nα∑
α=1
a˙α
∫
drAψ
A∗
α′ (rA)e
i(kα−kα′ )σψAα (rA)
+ i
Nβ∑
β=1
b˙β
∫
drAψ
A∗
α′ (rA)e
i(kβρ−kα′σ)ψBβ (rB)
=
Nα∑
α=1
aα
∫
drAψ
A∗
α′ (rA)e
i(kα−kα′ )σV A(R, rB)ψ
A
α (rA)
+
Nβ∑
β=1
bβ
∫
drAψ
A∗
α′ (rA)e
i(kβρ−kα′σ)V B(R, rA)ψ
B
β (rB). (5.25)
Eq. (5.25) can be further simplified by considering the exponentials. This is
achieved by introducing the momentum transfers
p = γkα′ − kβ, q = γkβ − kα′ (5.26)
with components
p‖ = −v
2
+
∆ǫ
v
, q‖ = −v
2
− ∆ǫ
v
, p⊥ = −q⊥, (5.27)
where
∆ǫ = ǫβ − ǫα′ (5.28)
and γ = mp/(mp + 1), with mp being the proton mass.
From Figure 5.1 we see that
ρ = rA − γrB, σ = γrA − rB, (5.29)
Expressing rB via rA in (5.29) and taking into account q + p = −v we get
ei(kβρ−kα′σ) = eiqReivrA = eiq⊥beiq‖ZeivrA , (5.30)
where we used
R = b+ Zvˆ, (5.31)
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with vˆ being a unit vector along the incident velocity v and Z ≡ vt.
For the power of the other exponential factor in Eq. (5.25), using σ ≈ R
approximation we may write
(kα − kα′)σ ≈ (kα − kα′)R = (kα − kα′)‖Z + (kα − kα′)⊥b. (5.32)
Within the small angle approximation the components of the vector kα − kα′
are
(kα − kα′)‖ =kα − kα′ cos θ ≈ kα − kα′ = ǫα − ǫα
′
v
, (5.33)
and
(kα − kα′)⊥ =0, (5.34)
where θ is a small scattering angle. Consequently,
ei(kα−kα′ )σ = ei(ǫα−ǫα′ )t. (5.35)
With the considered simplifications of the exponential factors, Eq. (5.25) reduces
to
ieiq⊥b
Nα∑
α=1
a˙αe
(ǫα−ǫα′ )t
∫
drAψ
A∗
α′ (rA)ψ
A
α (rA)
+ ieiq⊥b
Nβ∑
β=1
b˙βe
iq‖Z
∫
drAψ
A∗
α′ (rA)e
ivrAψBβ (rB)
= eiq⊥b
Nα∑
α=1
aαe
(ǫα−ǫα′ )t
∫
drAψ
A∗
α′ (rA)V
A(R, rB)ψ
A
α (rA)
+ eiq⊥b
Nβ∑
β=1
bβe
iq‖Z
∫
drAψ
A∗
α′ (rA)e
ivrAV B(R, rA)ψ
B
β (rB). (5.36)
Taking into account the orthonormality of functions ψA(rA)∫
drAψ
A∗
α′ (rA)ψ
A
α (rA) = δα′α (5.37)
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and dropping the common factor eiq⊥b one can write Eq. (5.36) as
ia˙α′ + i
Nβ∑
β=1
b˙βK
A
α′β =
Nα∑
α=1
aαD
A
α′α +
Nβ∑
β=1
bβQ
A
α′β, α
′ = 1, 2, 3, . . . , Nα. (5.38)
where
KAα′β =e
iq‖Z
∫
drAψ
A∗
α′ (rA)e
ivrAψBβ (rB), (5.39)
DAα′α =e
i(ǫα′−ǫα)t
∫
drAψ
A∗
α′ (rA)
(
1
R
− 1
rB
)
ψAα (rA)
=ei(ǫα′−ǫα)t
(
δα′α
R
+ C˜Aα′α
)
, (5.40)
QAα′β =e
iq‖Z
∫
drAψ
A∗
α′ (rA)e
ivrA
(
1
R
− 1
rA
)
ψBβ (rB)
=eiq‖Z
(
KAα′β
R
+ PAα′β
)
, (5.41)
with
C˜Aα′α =−
∫
drAψ
A∗
α′ (rA)
1
rB
ψAα (rA). (5.42)
and
PAα′β =− eiq‖Z
∫
drAψ
A∗
α′ (rA)
eivrA
rA
ψBβ (rB). (5.43)
Similarly, multiplying Eq. (5.24) by ψB∗β′ (rB)e
−ikβ′ρ and integrating over rB
we get
i
Nα∑
α=1
a˙α
∫
drBψ
B∗
β′ (rB)e
i(kασ−kβ′ρ)ψAα (rA)
+ i
Nβ∑
β=1
b˙β
∫
drBψ
B∗
β′ (rB)e
i(kβ−kβ′ )ρψBβ (rB)
=
Nα∑
α=1
aα
∫
drBψ
B∗
β′ (rB)e
i(kασ−kβ′ρ)V A(R, rB)ψ
A
α (rA)
+
Nβ∑
β=1
bβ
∫
drBψ
B∗
β′ (rB)e
i(kβ−kβ′ )ρV B(R, rA)ψ
B
β (rB). (5.44)
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Redefining the momentum transfers as
p = γkβ′ − kα, q = γkα − kβ′ (5.45)
components of which are defined by (5.27) with
∆ǫ = ǫα − ǫβ′ . (5.46)
we get that the exponentials reduce to
ei(kασ−kβ′ρ) =eiq⊥beiq‖Ze−ivrB , (5.47)
ei(kβ−kβ′ )ρ =ei(ǫβ−ǫβ′ )t. (5.48)
Within the small angle approximation the components of the vector kβ−kβ′
become
(kβ − kβ′)‖ =kβ − kβ′ cos θ ≈ kβ − kβ′ = ǫβ − ǫβ
′
v
, (5.49)
and
(kβ − kβ′)⊥ =0, (5.50)
where θ is a small scattering angle.
Proceeding as before, i.e. taking into account the orthonormality of functions
ψB(rB), and neglecting the common factor we reduce Eq. (5.44) to
i
Nα∑
α=1
a˙αK
B
β′α + ib˙β′ =
Nα∑
α=1
aαQ
B
β′α +
Nβ∑
β=1
bβD
B
β′β, β
′ = 1, 2, 3, . . . , Nβ, (5.51)
where
KBβ′α =e
iq‖Z
∫
drBψ
B∗
β′ (rB)e
−ivrBψAα (rA). (5.52)
DBβ′β =e
i(ǫβ′−ǫβ)t
∫
drBψ
B∗
β′ (rB)
(
1
R
− 1
rA
)
ψBβ (rB)
=ei(ǫβ′−ǫβ)t
(
δβ′β
R
+ C˜Bβ′β
)
, (5.53)
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QBβ′β =e
iq‖Z
∫
drBψ
B∗
β′ (rB)e
−ivrB
(
1
R
− 1
rB
)
ψAα (rA)
=eiq‖Z
(
KBβ′α
R
+ PBβ′α
)
, (5.54)
with
C˜Bβ′β =−
∫
drBψ
B∗
β′ (rB)
1
rA
ψBβ (rB). (5.55)
and
PBβ′α =− eiq‖Z
∫
drBψ
B∗
β′ (rB)
e−ivrB
rB
ψAα (rA). (5.56)
System of differential equations (5.38) and (5.51)
ia˙α′ + i
Nβ∑
β=1
b˙βK
A
α′β =
Nα∑
α=1
aαD
A
α′α +
Nβ∑
β=1
bβQ
A
α′β, α
′ = 1, 2, 3, . . . , Nα,
i
Nα∑
α=1
a˙αK
B
β′α + ib˙β′ =
Nα∑
α=1
aαQ
B
β′α +
Nβ∑
β=1
bβD
B
β′β, β
′ = 1, 2, 3, . . . , Nβ,
(5.57)
(5.58)
can be combined and written in the matrix form as
i
(
I KA
KB I
)(
a˙
b˙
)
=
(
DA QA
QB DB
)(
a
b
)
, (5.59)
where I is the identity matrix, submatrices K, Q and D contain the corre-
sponding matrix elements.
The conservation of the norm of the total wave function (5.6) is a useful
check on the numerical integration of the coupled differential equations (5.59).
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We define the norm as
N(t) =
∫
drΨ∗(r, t)Ψ(r, t)
=
∫
dr
 Nα∑
α′=1
a∗α′ψ
A∗
α′ e
−ikα′σ +
Nβ∑
β′=1
b∗β′ψ
B∗
β′ e
−ikβ′ρ

×
 Nα∑
α=1
aαψ
A
α e
ikασ +
Nβ∑
β=1
bβψ
B
β e
ikβρ

=
Nα∑
α=1
|aα|2 +
Nβ∑
β=1
|bβ|2 +
Nα∑
α′=1
a∗α′
Nβ∑
β=1
bβ
∫
drAψ
A∗
α′ e
i(kβρ−kα′σ)ψBβ
+
Nβ∑
β′=1
b∗β′
Nα∑
α=1
aα
∫
drBψ
B∗
β′ e
i(kασ−kβ′ρ)ψAα . (5.60)
Taking into account (5.30), (5.47), (5.39) and (5.53), Eq. (5.60) reduces to
N(t) =
Nα∑
α=1
|aα|2 +
Nβ∑
β=1
|bβ|2 +
Nα∑
α′=1
a∗α′
Nβ∑
β=1
bβK
A
α′β +
Nβ∑
β′=1
b∗β′
Nα∑
α=1
aαK
B
β′α. (5.61)
Equation (5.61) represents the unitarity condition to be satisfied by the total
wave function and it will be employed in the numerical computations. In the
ideal case, the sum given by (5.61) should equal unity along the integration
path at each impact parameter. Numerical accuracy to which the unitarity is
conserved will be discussed in the next chapter.
System of the differential equations (5.59) is solved under the initial condi-
tions,
aα(−∞, b) =δα1, α = 1, 2, 3, . . . , Nα,
bβ(−∞, b) =0, β = 1, 2, 3, . . . , Nβ. (5.62)
Excitation and electron transfer probabilities are given by
P excit.α (b) = |aα(+∞, b)|2, (5.63)
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and
P exch.β (b) = |bβ(+∞, b)|2. (5.64)
The corresponding partial cross sections are
σexcit.α =2π
∫ ∞
0
db bP excit.α (b), (5.65)
and
σexch.β =2π
∫ ∞
0
db bP exch.β (b). (5.66)
The total ionisation cross section is defined as the sum of the partial cross
sections corresponding to transitions into the positive energy pseudostates
σiontot =
∑
α,ǫα>0
σexcit.α +
∑
β,ǫβ>0
σexch.β . (5.67)
5.3 Direct matrix elements
In this section we describe how the direct matrix elements given by (5.42) and
(5.55) are calculated. The calculation procedure of these matrix elements follows
similar lines shown in Chapter 2 for the antiproton-hydrogen collision.
We expand 1/rB as follows
1
rB
=
1
|rA −R| = 4π
∑
λµ
1
2λ+ 1
U˜λ(R, rA)Yλµ(R̂)Y
∗
λµ(r̂A), (5.68)
with
U˜λ(R, rA) =
{
Rλ/rλ+1A for rA ≥ R,
rλA/R
λ+1 for rA < R.
(5.69)
Then the matrix element C˜Aα′α is
C˜Aα′α =− 4π
∑
λµ
1
2λ+ 1
Yλµ(R̂)
∫ ∞
0
drA r
2
Aφ
A
ℓα′mα′
(rA)U˜λ(R, rA)φ
A
ℓαmα(rA)
×
∫
dr̂A Y
∗
ℓα′mα′
(r̂A)Y
∗
λµ(r̂A)Yℓαmα(r̂A), (5.70)
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where the functions φℓαmα are the radial parts of the target pseudostates, ψ
A
α (rA).
Angular integration is performed analytically and it is∫
drˆAY
∗
ℓα′mα′
(rˆA)Y
∗
λµ(rˆA)Yℓαmα(rˆA) =
√
[ℓα′ ][λ]
4π[ℓα]
Cℓα0ℓα′0 λ0C
ℓαmα
ℓα′mα′ λµ
, (5.71)
with [L] ≡ 2L + 1 and µ = mα − mα′ . Thus, the matrix element C˜Aα′α(R) is
calculated by
C˜Aα′α(R) =−
√
4π[ℓα′ ]
[ℓα]
ℓα+ℓα′∑
λ=|ℓα−ℓα′ |
Cℓα0ℓα′0 λ0C
ℓαmα
ℓα′mα′ λµ√
[λ]
Yλµ(R̂)
×
∫ ∞
0
drA r
2
Aφ
A
ℓα′mα′
(rA)U˜λ(R, rA)φ
A
ℓαmα(rA). (5.72)
The other direct matrix element C˜Bβ′β(R) is treated in the same way and the
resulting expression for it is
C˜Bβ′β(R) =(−1)ℓβ+ℓβ′+1
√
4π[ℓβ′ ]
[ℓβ]
ℓβ+ℓβ′∑
λ=|ℓβ−ℓβ′ |
C
ℓβ0
ℓβ′0 λ0
C
ℓβmβ
ℓβ′mβ′ λµ√
[λ]
Yλµ(R̂)
×
∫ ∞
0
drB r
2
Bφ
B
ℓβ′mβ′
(rB)U˜λ(R, rB)φ
B
ℓβmβ
(rB), (5.73)
with µ = mβ −mβ′ .
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5.4 Exchange matrix elements
We have the following exchange matrix elements:
KAα′β(R) =e
iq‖ZK˜Aα′β(R), (5.74)
K˜Aα′β(R) =
∫
drAψ
A∗
α′ (rA)e
ivrAψBβ (rB). (5.75)
PAα′β(R) =− eiq‖ZP˜Aα′β(R), (5.76)
P˜Aα′β(R) =
∫
drAψ
A∗
α′ (rA)
eivrA
rA
ψBβ (rB). (5.77)
KBβ′α(R) =e
iq‖ZG˜Bβ′α(R), (5.78)
P˜Bβ′α(R) =
∫
drBψ
B∗
β′ (rB)e
−ivrBψAα (rA). (5.79)
PBβ′α(R) =− eiq‖ZK˜Bβ′α(R), (5.80)
P˜Bβ′α(R) =
∫
drBψ
B∗
β′ (rB)
e−ivrB
rB
ψAα (rA). (5.81)
The factors eivrA and e−ivrB in the matrix elements are plane-wave electron-
translational factors (PWETF) [12, 56]. In this Section we describe in detail
how K˜Aα′β(R) matrix elements are calculated. Since the other matrix elements
are treated in the same way, only the final expressions will be given for them.
Expressing rB through rA by
rB = rA −R, (5.82)
and dropping the index A (i.e. rA= r), K˜
A
α′β takes the form
K˜Aα′β =
∫
drψA∗α′ (r)e
ivrψBβ (r −R). (5.83)
We now separate ψBβ (r −R) into radial and angular parts
ψBβ (r −R) = φBβ (|r −R|)Y Bℓβmβ(r̂ −R) (5.84)
and expand Y Bℓβmβ(r̂ −R) as
Y Bℓβmβ(r̂ −R) =
(−1)ℓ2
|r −R|ℓβ
ℓβ∑
ℓ1=0
ℓ1∑
m1=−ℓ1
(ℓ1m1|ℓβmβ)rℓ1Rℓ2Yℓ1m1(r̂)Yℓ2m2(R̂),
(5.85)
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where
(ℓ1m1|ℓβmβ) =
√
4π[ℓβ]!
[ℓ1]![ℓ2]!
C
ℓβmβ
ℓ1m1 ℓ2m2
δℓ1+ℓ2,ℓβ . (5.86)
Further, we expand
φBβ (|r −R|)
|r −R|ℓβ =2π
∞∑
λµ
gBβ (λ,R, r)Yλµ(r̂)Y
∗
λµ(R̂), (5.87)
with
gBβ (λ,R, r) =
∫ 1
−1
dz
φBβ (|r −R|)
|r −R|ℓβ Pλ(z). (5.88)
where Pλ(z) is the Legendre function and z is the angle between the vectors r
and R. The calculation technique of this integral will be discussed in the next
Chapter. Lastly, we use the partial-wave expansion of the plane wave
eivr = 4π
∞∑
λ1µ1
iλ1jλ1(vr)Y
∗
λ1µ1
(v̂)Yλ1µ1(r̂), (5.89)
where jλ(y) is the spherical Bessel function.
With (5.84), (5.87) and (5.89), Exp. (5.83) becomes
K˜Aα′β =8π
2
∞∑
λ1µ1
iλ1Y ∗λ1µ1(v̂)
∫ ∞
0
drr2jλ1(vr)φ
A
α′(r)
×
∑
λµ
gBβ (λ,R, r)Y
∗
λµ(R̂)
ℓβ∑
ℓ1=0
ℓ1∑
m1=−ℓ1
(−1)ℓ2(ℓ1m1|ℓβmβ)rℓ1Rℓ2Yℓ2m2(R̂)
×
∫
drˆ Yλµ(rˆ)Yℓ1m1(rˆ)Y
∗
ℓα′mα′
(rˆ)Yλ1µ1(rˆ). (5.90)
We now evaluate the angular part of K˜Aα′β(R),
IΩ =
∫
drˆ Yλµ(rˆ)Yℓ1m1(rˆ)Y
∗
ℓα′mα′
(rˆ)Yλ1µ1(rˆ). (5.91)
The first two spherical harmonics in (5.91) are combined
Yλµ(rˆ)Yℓ1m1(rˆ) =
λ+ℓ1∑
LM
√
[λ][ℓ1]
4π[L]
CL0λ0 ℓ10C
LM
λµ ℓ1m1
YLM(rˆ). (5.92)
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Carrying out the angular integration over the product of three spherical har-
monics by (2.33), one obtains
IΩ =
λ+ℓ1∑
LM
√
[λ][ℓ1]
4π[L]
CL0λ0 ℓ10C
LM
λµ ℓ1m1
∫
drˆ YLM(rˆ)Yλ1µ1(rˆ)Y
∗
ℓα′mα′
(rˆ)
=
1
4π
√
[λ][ℓ1][λ1]
[ℓα′ ]
λ+ℓ1∑
LM
CL0λ0 ℓ10C
LM
λµ ℓ1m1
C
ℓα′0
L0 λ10
C
ℓα′mα′
LM λ1µ1
. (5.93)
With this result, Exp. (5.90) takes the form
K˜Aα′β(R) =4π
3/2
√
[ℓβ]!
[ℓα′ ]
∞∑
λµ
√
[λ]Y ∗λµ(R̂)
×
ℓβ∑
ℓ1=0
ℓ1∑
m1=−ℓ1
(−1)ℓ2
√
[ℓ1]
[ℓ1]![ℓ2]!
C
ℓβmβ
ℓ1m1 ℓ2m2
δℓ1+ℓ2,ℓβYℓ2m2(R̂)R
ℓ2
×
λ+ℓ1∑
LM
CL0λ0 ℓ10C
LM
λµ ℓ1m1
L+ℓα′∑
λ1µ1
iλ1
√
[λ1]C
ℓα′0
L0 λ10
C
ℓα′mα′
LM λ1µ1
Y ∗λ1µ1(v̂)
× IKAα′β (λ, λ1, ℓ1, R), (5.94)
with
IK
A
α′β (λ, λ1, ℓ1, R) =
∫ ∞
0
dr gBβ (λ,R, r)jλ1(vr)φ
A
α′(r)r
ℓ1+2. (5.95)
Combining Y ∗λµ(R̂) and Yℓ2m2(R̂) in (5.94) gives
Y ∗λµ(R̂)Yℓ2m2(R̂) =(−1)µYλ−µ(R̂)Yℓ2m2(R̂)
=(−1)µ
λ+ℓ2∑
L1M1
√
[λ][ℓ2]
4π[L1]
CL10λ0 ℓ20C
L1M1
λ−µ ℓ2m2
YL1M1(R̂). (5.96)
At this point significant simplifications arise if we recall that the z axis is chosen
to be the direction of the incident proton. In such a case it is easy to show that
Y ∗λ1µ1(v̂) =
√
2λ1 + 1
4π
δµ10. (5.97)
Carefully examining the Clebsch-Gordan coefficients C
ℓα′mα′
LM λ1µ1
and CLMλµ ℓ1m1 to-
gether with (5.97), we see that M = mα′ , µ = mα′ −m1 and M1 = mβ −mα′ .
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Consequently, after some rearranging (5.94) is reduced to
K˜Aα′β(R) =
√
π[ℓβ]!
[ℓα′ ]
∞∑
λ
[λ]
ℓβ∑
ℓ1=0
(−1)ℓ2δℓ1+ℓ2,ℓβ√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2∑
L1
CL10λ0 ℓ20√
[L1]
YL1M1(R̂)
λ+ℓ1∑
L
CL0λ0 ℓ10
×
L+ℓα′∑
λ1
iλ1 [λ1]C
ℓα′0
L0 λ10
C
ℓα′mα′
Lmα′ λ10
IG
A
α′β(λ, λ1, ℓ1, R)
×
ℓ1∑
m1=−ℓ1
(−1)µCℓβmβℓ1m1 ℓ2m2CL1M1λ−µ ℓ2m2C
Lmα′
λµ ℓ1m1
. (5.98)
In the last formula the sum of the product of three Clebsch-Gordan coefficients
is expressed by 6j-symbol and eventually Exp. (5.98) takes the form
K˜Aα′β(R) =(−1)ℓβ
√
π[ℓβ]!
[ℓα′ ]
∞∑
λ
[λ]
ℓβ∑
ℓ1=0
δℓ1+ℓ2,ℓβ√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2∑
L1
CL10λ0 ℓ20YL1M1(R̂)
×
λ+ℓ1∑
L
(−1)L
√
[L]CL0λ0 ℓ10
L+ℓα′∑
λ1
iλ1 [λ1]C
ℓα′0
L0 λ10
C
ℓα′mα′
Lmα′ λ10
IG
A
α′β(λ, λ1, ℓ1, R)
× CℓβmβLmα′ L1M1
{
λ ℓ1 L
ℓβ L1 ℓ2
}
. (5.99)
Changing the orders of summations over λ and L1, we arrive at the final expres-
sion for this matrix element
K˜Aα′β(R) =(−1)ℓβ
√
π[ℓβ]!
[ℓα′ ]
∞∑
λ=|q|
Yλq(R̂)
ℓβ∑
ℓ1=0
δℓ1+ℓ2,ℓβ√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2,2∑
L1=|λ−ℓ2|
Cλ0L10 ℓ20[L1]
×
min(L1+ℓ1,λ+ℓβ),2∑
L=max(|L1−ℓ1|,|λ−ℓβ |)
(−1)L
√
[L]CL0L10 ℓ10C
ℓβmβ
Lmα′ λq
{
L1 ℓ1 L
ℓβ λ ℓ2
}
×
L+ℓα′ ,2∑
λ1=|L−ℓα′ |
iλ1 [λ1]C
ℓα′0
L0 λ10
C
ℓα′mα′
Lmα′ λ10
IK
A
α′β (L1, λ1, ℓ1, R), (5.100)
with IK
A
α′β (L1, λ1, ℓ1, R) given by (5.95), and q = mβ −mα′ .
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The corresponding expression for the matrix element P˜Aα′β(R) is
P˜Aα′β(R) =(−1)ℓβ
√
π[ℓβ]!
[ℓα′ ]
∞∑
λ=|q|
Yλq(R̂)
ℓβ∑
ℓ1=0
δℓ1+ℓ2,ℓβ√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2,2∑
L1=|λ−ℓ2|
Cλ0L10 ℓ20[L1]
×
min(L1+ℓ1,λ+ℓβ),2∑
L=max(|L1−ℓ1|,|λ−ℓβ |)
(−1)L
√
[L]CL0L10 ℓ10C
ℓβmβ
Lmα′ λq
{
L1 ℓ1 L
ℓβ λ ℓ2
}
×
L+ℓα′ ,2∑
λ1=|L−ℓα′ |
iλ1 [λ1]C
ℓα′0
L0 λ10
C
ℓα′mα′
Lmα′ λ10
IP
A
α′β(L1, λ1, ℓ1, R), (5.101)
with
IP
A
α′β(λ, λ1, ℓ1, R) =
∫ ∞
0
dr gBβ (λ,R, r)jλ1(vr)φ
A
α′(r)r
ℓ1+1. (5.102)
In other words, the only difference in the expressions for K˜Aα′β(R) and P˜
A
α′β(R) is
the radial integrals, IK
A
α′β (λ, λ1, ℓ1, R) and I
PA
α′β(λ, λ1, ℓ1, R). Consequently, these
two matrix elements can be evaluated simultaneously.
The other set of matrix elements are calculated by
K˜Bβ′α(R) =
√
π[ℓα]!
[ℓβ′ ]
∞∑
λ=|q|
Yλq(R̂)
ℓα∑
ℓ1=0
(−1)ℓ1δℓ1+ℓ2,ℓα√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2,2∑
L1=|λ−ℓ2|
Cλ0L10 ℓ20[L1]
×
min(L1+ℓ1,λ+ℓα),2∑
L=max(|L1−ℓ1|,|λ−ℓα|)
(−1)L
√
[L]CL0L10 ℓ10C
ℓαmα
Lmβ′ λq
{
L1 ℓ1 L
ℓα λ ℓ2
}
×
L+ℓβ′ ,2∑
λ1=|L−ℓβ′ |
(−i)λ1 [λ1]Cℓβ′0L0 λ10C
ℓβ′mβ′
Lmβ′ λ10
IK
B
β′α (L1, λ1, ℓ1, R), (5.103)
P˜Bβ′α(R) =
√
π[ℓα]!
[ℓβ′ ]
∞∑
λ=|q|
Yλq(R̂)
ℓα∑
ℓ1=0
(−1)ℓ1δℓ1+ℓ2,ℓα√
(2ℓ1)!(2ℓ2)!
Rℓ2
λ+ℓ2,2∑
L1=|λ−ℓ2|
Cλ0L10 ℓ20[L1]
×
min(L1+ℓ1,λ+ℓα),2∑
L=max(|L1−ℓ1|,|λ−ℓα|)
(−1)L
√
[L]CL0L10 ℓ10C
ℓαmα
Lmβ′ λq
{
L1 ℓ1 L
ℓα λ ℓ2
}
×
L+ℓβ′ ,2∑
λ1=|L−ℓβ′ |
(−i)λ1 [λ1]Cℓβ′0L0 λ10C
ℓβ′mβ′
Lmβ′ λ10
IP
B
β′α(L1, λ1, ℓ1, R), (5.104)
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with
IK
B
β′α (λ, λ1, ℓ1, R) =
∫ ∞
0
dr gAα (λ,R, r)jλ1(vr)φ
B
β′(r)r
ℓ1+2, (5.105)
IP
B
β′α(λ, λ1, ℓ1, R) =
∫ ∞
0
dr gAα (λ,R, r)jλ1(vr)φ
B
β′(r)r
ℓ1+1, (5.106)
gAα (λ,R, r) =
∫ 1
−1
dz
φAα (|r +R|)
|r +R|ℓα Pλ(z), (5.107)
and q = mα −mβ′ .
All final expressions for the exchange matrix elements can be written as
W˜ (R) =
∞∑
λ=|q|
Yλq(R̂)fλ(R), (5.108)
where W˜ (R) is any exchange matrix element and fλ(R) stands for the inner
four summations. This allows us to calculate fλ(R) in a fine mesh of R for all
possible combinations of initial and final states. Then the required value of the
matrix elements are simply obtained by interpolation. This is in sharp contrast
to the common way of treating charge exchange matrix elements in the prolate
spheroidal coordinates [12, 90], where one has to calculate them at each impact
parameter along the integration axis.
5.5 Chapter summary
In this Chapter we have described in detail a new semi-classical close-coupling
approach. In the method we expanded the total wave function in terms of
the asymptotic form of the scattering wave function (about each centre) and
substitute it into the total Schro¨dinger equation. Then under relevant semi-
classical approximations we obtained coupled channel differential equations for
the expansion coefficients. The PWETF appear in the matrix elements from our
derivations in systematic and mathematically rigorous way. While in traditional
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close-coupling methods, based on the prescription of Bates, two-centre electronic
wave function is expanded as combination of atomic functions with the attached
PWETF [12, 56]. And the necessity of the PWETF has been controversial for
some time in ion-atom collisions theory [56, 193].
In addition to the fundamental aspect described above, we proposed a differ-
ent numerical technique for evaluating exchange matrix elements. Comparing
the expressions for the direct (for example, Eq. (5.72)) and exchange matrix
elements Eq. (5.108), one can see that they are basically of the same form. The
only difference being that in the case of the exchange matrix elements the up-
per limit of the summation is infinite. In practical calculations this summation
will be limited by λmax. Moreover, the matrix elements can be calculated as a
function of the internuclear distance, R. While solving the system of differential
equations the required values of the matrix elements are found by interpolation.
This result can be considered as an advantage over the most commonly used
way of evaluating exchange matrix elements in the prolate spheroidal coordi-
nates [12, 194], in which the impact parameter (b) and the integration variable
(Z) are not separable and one has to evaluate a two-dimensional integral on the
(b, Z) grid. Choice of λmax and the other numerical parameters that influence
the accuracy of the matrix elements will be discussed in the next Chapter.
Chapter 6
Proton-hydrogen collisions
In this Chapter we give an application of the proposed two-centre semi-classical
CC method to the p-H(1s) system. Before going to larger scale calculations
we do several tests. As noted before, the direct matrix elements are relatively
simple and they have been tested in Chapter 2 for antiproton collisions with
atomic hydrogen. In contrast, the exchange matrix elements have a fairly com-
plex form. Therefore, we start with the discussion of the numerical methods
that will be used in the evaluation of the exchange matrix elements. In order
to test the code, the first Born approximation results and coupled-channel cal-
culations with few eigenstates will be compared with the corresponding results
in the literature. Then we proceed to larger calculations with asymmetric and
symmetric treatments of two-centres.
6.1 Details of calculations
6.1.1 Calculation of the angular integrations
In order to do accurate calculations it is essential to be able to evaluate the
angular integration (Eqs. (5.88) and (5.107)) to a high precision for a wide range
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of the variables r and R. Note that these integrands do not have a singularity, as
the denominator is cancelled with the same factor available in the basis functions
(2.25). However, for some values of the variables r and R the integrand becomes
highly peaked at the end point of the integration.
For the calculation of this integral, we have found that the tanh-sinh quadra-
ture rule [195] suits best. The tanh-sinh quadrature is used to approximately
calculate integrals of the form
∫ 1
−1
f(z) dz, where the integrand has singularities
or infinite derivatives at the end points. This rule is based on the change of
variable
z = tanh
(π
2
sinh(t)
)
, (6.1)
which transforms the integral on the interval z ∈ (−1,+1) to the one on the
entire real line t ∈ (−∞,+∞). After this transformation, the integrand decays
with a double-exponential rate. Therefore, this method is also known as the
double-exponential formula. For a given step size h, the integral is approximated
as a sum ∫ 1
−1
f(z) dz ≈
∞∑
k=−∞
ωkf(zk), (6.2)
with the abscissas
zk = tanh
(π
2
sinh(kh)
)
, (6.3)
and weights
ωk =
hπ cosh(kh)/2
cosh2 (π sinh(kh)/2)
. (6.4)
In practice the summation in (6.2) is limited to [−Nz, Nz]. In the calculations
the value of the step size is set to h = 2−4.
6.1.2 Integration of the coupled equations
The system of the first order differential equations (5.59) is solved, subject to
initial conditions (5.62), in the range (−Zmax, Zmax) by an adaptive step size
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solver. The idea behind this solver is similar to the one in the method of Ham-
ming [196]. This equation solver works by comparing the results obtained by
the 4th order Runge-Kutta and 5th order Runge-Kutta-Butcher [197] methods.
The solver starts solving the system of the first order differential equations with
some trial step size. This step size varies automatically during the computation.
At each step the length of the error vector (defined as the difference of the re-
sults from the Runge-Kutta and Runge-Kutta-Butcher methods), is compared
with two limits ǫ1 and ǫ2, where ǫ1 < ǫ2. If this deviation is less than ǫ1, then
the step size will be doubled. If it exceeds ǫ2, the step size will be halved in the
next step.
6.1.3 Numerical parameters
There are several numerical parameters that have an effect on the results. Below
the choice of these parameters is discussed.
The radial integrations of both the direct and exchange matrix elements
are performed by Simpson’s rule. The calculation of the direct matrix elements
has been considered in Chapter 2 in the case of the antiproton scattering on
hydrogen. The only difference between radial integrations of the direct and
exchange matrix elements is the presence of the spherical Bessel functions in the
latter. Hence, the number of integration points is increased to make sure that
radial integrations of the exchange matrix elements are calculated accurately.
The accuracy of the angular integrations (Eqs. (5.88) and (5.107)), carried
out by the tanh-sinh quadrature, has been tested by increasing parameter Nz to
60. In the calculations the usual value of Nz is 40. The limit of the summation
in the exchange matrix elements (see Eq. (5.108)), λmax, will be determined by
performing Born type calculations. However, the value of this parameter will be
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increased as necessary while doing fully coupled calculations.
The other parameters are related to the solution of the coupled differential
equations. The coupled equations have been integrated using the chosen lower
and upper truncation error limits, ǫ1 = 10
−8 and ǫ2 = 10
−6. Then the equations
are solved again using ǫ1 and ǫ2 one-tenth as large. Another parameter is the
upper limit of Z, Zmax, used to solve the differential equations. In the full
calculations Zmax is chosen to be 125.
Finally, the number of the impact parameter points used to calculate cross
sections (Eqs. (5.65), (5.66)) was 60. We used the Gauss-Legendre quadrature
rule in the range (0, bmax) where, typically, bmax = 10. These parameters have
been increased, where necessary. For example, at lower impact energies the
electron transfer channel probabilities become oscillatory, or at higher energies
the excitation probabilities are of longer range. In order to make sure that the
cross sections corresponding to these probabilities are accurately calculated 150
Gauss-Legendre points and bmax = 20 have been used in the calculations.
6.2 Born results
Electron transfer problem in proton collisions has been solved in [198] using the
true eigenstates and within the on-shell approximation. In addition, in [198]
only Brinkmann-Kramers (BK) term has been included. The matrix element
given by (5.77) corresponds to this term. In order to be able to compare the
effective potentials, in our code (written for pseudostates) we can construct our
basis in such a way that the lowest pseudostates represent the exact hydrogenic
eigenstates. This is done by taking a sufficiently large basis size and using the
lowest pseudostates in the calculations. The exponential cut-off parameter of
the Laguerre functions is set to λl = 1. For example, when the basis size is
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40, n = 4 eigenstates are well reproduced. Therefore, as a first important test
we have compared the impact parameter dependence of the BK amplitude for
all possible combinations of the transitions involving up to n = 4 eigenstates.
From this test we determine a practical upper limit of the summation λmax in
Eq. (5.108). We have observed that the summation converges rapidly and the
main contribution comes from the first 10 terms. An excellent agreement of the
BK effective potentials from the method used in [198] and our method has been
obtained with λmax = 20.
To validate the calculation method for the exchange matrix elements, we
have calculated the Born cross sections for p-H(1s), taking into account both
the BK and Jackson-Schiff (JS) interactions and compared with those from
Belkic´ [199]. We give this comparison in Table 6.1. As can be seen from the
table almost one-to-one agreement is achieved. However, a small discrepancy
has been observed at higher impact energies. This could be due to the fact that
these results are obtained from the pseudostate code, not from the eigenstate
one. Also, it is worthwhile to mention that the Born cross sections are obtained
from the general two-centre code. This serves as a necessary (but not sufficient)
check of the correct inclusion of the BK and JS interactions. In the next section
the tests of channel coupling with limited number of eigenstates will be discussed.
6.3 Coupled calculations with eigenstates
Lovell and McElroy [200] carried out (2+1) and (1+2) coupled calculations with
different combinations of 1s and 2s hygrogenic states retained in target and
projectile centres. The authors tabulated excitation and electron capture cross
sections for several energies. We have very good agreement with their tabulated
data, except for a single case. This is the cross section for the excitation to 2s
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Table 6.1: Born cross sections (in units of cm2) for electron capture by p from
H(1s). For comparison the results of Belkic´ [199] are given. The first row
is Belkic´’s results, while the second one is the present calculations. Notation
X[−N ] means X × 10−N .
Final Energy (keV)
state 20 30 50 100 200 500 1000
3.01[-16] 1.42[-16] 4.57[-17] 6.45[-18] 5.26[-19] 8.80[-20] 2.57[-22]
1s
3.01[-16] 1.42[-16] 4.58[-17] 6.46[-18] 5.27[-19] 8.83[-20] 2.58[-22]
3.69[-16] 1.97[-17] 6.92[-18] 1.02[-18] 8.12[-20] 1.25[-21] 3.47[-23]
2s
3.69[-16] 1.97[-17] 6.94[-18] 1.03[-18] 8.14[-20] 1.25[-21] 3.47[-23]
5.37[-17] 2.86[-17] 8.87[-18] 8.42[-19] 3.57[-20] 2.18[-22] 2.97[-24]
2p
5.38[-17] 2.86[-17] 8.89[-18] 8.44[-19] 3.58[-20] 2.19[-22] 2.98[-24]
1.03[-17] 5.89[-18] 2.14[-18] 3.18[-19] 2.51[-20] 3.79[-22] 1.03[-23]
3s
1.03[-17] 5.90[-18] 2.14[-18] 3.19[-19] 2.51[-20] 3.81[-22] 1.04[-23]
1.39[-17] 8.21[-18] 2.84[-18] 2.92[-19] 1.27[-20] 7.78[-23] 1.05[-24]
3p
1.39[-17] 8.22[-18] 2.84[-18] 2.93[-19] 1.27[-20] 7.81[-23] 1.06[-24]
3.38[-18] 1.58[-18] 4.36[-19] 3.01[-20] 7.56[-22] 1.97[-24] 1.35[-26]
3d
3.38[-18] 1.58[-18] 4.37[-19] 3.02[-20] 7.60[-22] 1.99[-24] 1.36[-26]
4.22[-18] 2.48[-18] 9.13[-19] 1.37[-19] 1.07[-20] 1.64[-22] 4.38[-24]
4s
4.22[-18] 2.49[-18] 9.15[-19] 1.37[-19] 1.08[-20] 1.62[-22] 4.42[-24]
5.55[-18] 3.40[-18] 1.22[-18] 1.29[-19] 5.67[-21] 3.47[-22] 4.68[-25]
4p
5.55[-18] 3.40[-18] 1.23[-18] 1.30[-19] 5.69[-21] 3.49[-22] 4.72[-25]
1.78[-18] 8.58[-19] 2.46[-19] 1.77[-20] 4.52[-22] 1.19[-24] 8.12[-27]
4d
1.79[-18] 8.59[-19] 2.47[-19] 1.78[-20] 4.54[-22] 1.19[-24] 8.20[-27]
1.04[-19] 4.43[-20] 1.10[-20] 5.67[-22] 8.73[-24] 1.01[-26] 3.51[-29]
4f
1.04[-19] 4.42[-20] 1.10[-20] 5.69[-22] 8.78[-24] 1.02[-26] 3.56[-29]
state at 12.5 keV energy for the case where 1s and 2s for the projectile and 1s for
the target centres are retained. For this transition Lovell and McElroy [200] gave
7.53 × 10−18 cm2, while our calculations produce 5.75 × 10−18 cm2. However,
we get a perfect agreement at the other reported collision energies. The fact
that the same coupled calculation yields the correct result for the capture to 1s
channel suggests that there could be a misprint in [200].
Calculations with five (1s, 2s, 2p0 and 2p±1) eigenstates reported by Cheshire [72]
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and Rapp and Dinwiddie [76] could serve as another test. These two papers give
excitation and capture cross sections for all channels in tabulated form. There
are eight common incident energies in these two works. Comparing the cross sec-
tions (at common incident energies reported) from our calculations with those
by Cheshire [72] and Rapp and Dinwiddie [76], we conclude that our results
agree well with the results by Rapp and Dinwiddie [76]. However, there are
some discrepancies to consider. For example, at E=20 keV we get for 1s cap-
ture 4.149×10−16 cm2, whereas Rapp and Dinwiddie [76] gave 4.080×10−16 cm2.
While at the same energy there is a different picture for 2p excitation channel:
we have a value of 0.206× 10−16 cm2 in contrast to their 0.217× 10−16 cm2. We
have tested our results by increasing the numerical parameters: λmax, Zmax, Nz
and the radial mesh points. Also, the unitarity condition (Eq. (5.61)) of the
wave function has been calculated along the integration path. The deviation
from unity is always less than 10−4 for all energies and impact parameters.
Lastly, we compare with the results of Winter and Lin [201]. In this paper
the authors performed calculations with 1s in the target centre and (1s, 2s,
2p0 and 2p±1) states in the projectile centre and gave 2s and 2p capture cross
sections at E = 25 and 100 keV. Our results agree with those by Winter and
Lin [201] within 2%. The performed tests validate both the theoretical method
and the fortran code written based on it.
6.4 Full two-centre close-coupling calculations
6.4.1 Convergence studies
Two types of expansions are commonly employed in the two-centre close-coupling
calculations. The first one is the full two-centre expansion in which the same
pseudocontinuum states are used on both centres. We call this a symmetric
expansion. In the second type of expansion the pseudocontinuum states are
retained on either the projectile or target centre only. We call this an asym-
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metric expansion. Toshima [89] performed calculations based on both types of
expansions and obtained consistent ionisation cross sections. While Kuang and
Lin [50] used asymmetric expansions in their calculations.
As a first application of the developed semi-classical close-coupling method
an asymmetric type of calculations have been performed. The diagonalisation of
the atomic Hamiltonian yields a set of pseudostates. In the current calculations
all the generated states are included in the target centre, while only the negative
energy states are retained in the projectile centre. We emphasize that no further
truncation of the basis has been performed. In the following the number of states
on each centre is used to classify the basis. For example, the diagonalisation of
the atomic Hamiltonian with (lmax = 4, nmax = 21) gives 95 nl-states. In the
nlm notation (including all m with |m| ≤ lmax) this corresponds to 455 states
and 71 of them are of negative energy. Therefore, we call this basis T455P71.
With (lmax = 5, nmax = 20) and (lmax = 5, nmax = 21) we get T595P75 and
T631P82, respectively.
We have performed a series of asymmetric calculations in the energy interval
between 5 keV and 1 MeV with increasing lmax and nmax. In Figure 6.1 we plot
the total ionisation cross section (TICS) obtained including a large number of
pseudostates with lmax = 5 and nmax = 18, 19, 20, 21. This figure shows that the
TICS is very well converged at fixed lmax with increasing nmax. To be specific,
at E = 50 keV the difference of the TICS between T595P75 and T631P82 is
only about 1%. The calculations with lmax = 0 − 4 have also been performed
and similar good convergence with nmax has been observed. Figure 6.2 displays
the TICS for different lmax at fixed nmax = 21. These results have been obtained
with the parameters λmax = 25 and Zmax = 125. Calculations with λmax = 30,
Zmax = 150 and 175 have also been carried out to make sure the results do not
depend on them.
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Figure 6.1: The total ionisation cross section for the p-H(1s) collisions with
nmax = 18, 19, 20 and 21 at fixed lmax = 5.
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Figure 6.2: The total ionisation cross section for the p-H(1s) collisions with
increasing lmax at fixed nmax = 21.
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6.4.2 Excitation and electron capture to 2s and 2p states
In Figures 6.3-6.6 we compare our 2s and 2p excitation and capture cross sec-
tion with those from various calculations and experiments. The agreement with
the calculations of Winter [90], the most recent work on the subject, is very
good. However, detailed comparison with Winter’s 220 state Sturmian function
calculations (Table V in [90]) reveals that there are some discrepancies. These
are clearly noticeable at energies 8 and 25 keV. In the 2s excitation cross sec-
tions (Figure 6.3), the disagreement at these energies are about 13% and 16%,
respectively. While in the case of excitation to the 2p state the discrepancies are
5% and 12%, respectively. Interestingly, our cross sections for electron capture
to 2p level agree very well with those by Winter [90] at all tabulated energies.
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Figure 6.3: The cross section for excitation to the 2s state for the p-H(1s)
collisions. Experimental results of Higgins et al. [49] and Morgan et al. [202] as
well as the theoretical calculations by Winter and Lin [94], Kolakowska et al. [47],
Sidky and Lin [203] and Winter [90] are shown. The present SC CCC results
are shown by a red solid line. Experimental results are given with error bars,
while symbols indicate the theoretical calculations.
Proton-hydrogen collisions 113
10-1
100
5     10         100 200
Cr
os
s s
ec
tio
n 
(10
-
16
 
cm
2 )
Incident Energy (keV)
 Detleffsen
 Morgan
 Kondow
 Winter and Lin
 Kolakowska et al.
 Sidky and Lin
 Winter
 SC CCC 
Figure 6.4: The cross section for excitation to the 2p state for the p-H(1s) colli-
sions. Experimental results are due to Detleffsen et al. [85], Morgan et al. [202]
and Kondow et al. [204]. Theoretical calculations are as described in Figure 6.3.
Also shown are the lattice-based Fourier collocation method cross sections
by Kolakowska et al. [47]. Comparison of our results with those by Kolakowska
et al. [47] at energies 10, 40 and 100 keV shows good agreement. The ex-
ceptions are at 100 keV for excitation to the 2p and at 40 keV for electron
capture to the 2s state. Relatively worse agreement is observed with the cal-
culations from the two-centre momentum-space discretization method of Sidky
and Lin [203]. Significant differences in 2p excitation and 2s capture cross sec-
tions are visible almost at all five energies given by Sidky and Lin [203]. 36 state
triple-centre results of Winter and Lin [205] (at E=8, 11.11 and 15 keV) are also
displayed in Figures 6.3-6.6. Overall agreement with the calculations of Winter
and Lin [205] is rather bad. For example, for 2s excitation (Figure 6.3) at 8 keV
the discrepancy is almost 40%. This gets even worse for 2p excitation channel
at E=11.11 keV.
We now turn to the comparison with experimental data. For the 2s excita-
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Figure 6.5: The cross section for electron transfer to the 2s state for the p-
H(1s) collisions. Experimental results are due to Bayfield et al. [206], Chong
et al. [207], Hill et al. [208], Morgan et al. [202] and Ryding et al. [209]. Theo-
retical calculations are as described in Figure 6.3.
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Figure 6.6: The cross section for electron transfer to the 2p state for the p-
H(1s) collisions. Experimental results are due to Kondow et al. [204], Morgan
et al. [202] and Stebbings et al. [210]. Theoretical calculations are as described
in Figure 6.3.
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tion (Figure 6.3), in the range 5-15 keV there is an excellent agreement with the
experimental values of Morgan et al. [202]. But at higher energies our results
lie slightly above the experimental data of Higgins et al. [49]. As it is seen from
Figure 6.4, the 2p excitation cross section is in good agreement with the exper-
iment except for the region 15-25 keV. At higher energies our cross sections are
within the error bars of the data by Detleffsen et al. [85]. Regarding electron
transfer to the 2s state (Figure 6.5), our cross sections are in accord with the
experimental data of Bayfield et al. [206], Chong et al. [207], Hill et al. [208]
and Morgan et al. [202]. But in the 40-100 keV energy interval our results are
located between the values given by Bayfield et al. [206] and Ryding et al. [209].
Comparison of the calculated 2p electron-transfer cross section in Figure 6.6
shows a good agreement with the experiment of Kondow et al. [204], Morgan
et al. [202] and Stebbings et al. [210]. Figures 6.7-6.8 show the impact parameter
dependence of the 2s, 2p excitation and capture probabilities at E=20 keV.
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Figure 6.7: Impact-parameter dependencies of the weighted 2s and 2p excitation
probabilities at incident energy E = 20 keV.
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Figure 6.8: Impact-parameter dependencies of the weighted 2s and 2p electron
capture probabilities at incident energy E = 20 keV.
6.4.3 Total electron capture
In Figure 6.9 the total electron-transfer cross section calculated in the CCC
approach is compared with experimental data and the other calculations. Like
in the case of excitation and capture into 2s and 2p states, electron-transfer
cross section is in excellent agreement with the tabulated data of Winter [90].
From Figure 6.9 we see that there is a small discrepancy at 25 keV. At this
point the current semi-classical CCC produces 38.96×10−17 cm2 against Winter’s
tabulated value of 39.42 ×10−17 cm2. Moreover, in this case our results are in
good accord with those from the 36 state triple centre calculations of Winter and
Lin [94]. For instance, at E=15 keV the discrepancy is only around 6%. Also
shown in Figure 6.9 are the experimental results reported by Bayfield [206] and
McClure [211]. The estimated accuracy of McClure’s data is 5%. Whereas the
results of Bayfield have larger inaccuracy. The error is 15% at E <10 keV and
10% for E >10 keV. Also shown are the experimental data of Wittkower [212]
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Figure 6.9: The total electron-capture cross section for the p-H(1s) collisions.
Experimental results are due to Bayfield et al. [206], McClure et al. [211] and
Wittkower et al. [212]. The experimental data of Wittkower et al. [212] are
given without error bars. The theoretical results are by Winter and Lin [94] and
Winter [90].
obtained by furnace target technique. These data are shown at higher energies
without error bars, as reported [212]. There is excellent agreement between our
theoretical results and these experimental values.
6.4.4 Total ionisation cross sections
As discussed earlier, asymmetric calculations with systematically increasing lmax
and nmax have been performed. And good convergence at fixed value of the max-
imal orbital angular momentum with respect to nmax is reached (see Figure 6.1).
Pseudostates with lmax = 5 have been included in the calculations, but no con-
vergence with respect to the orbital angular momentum has been observed. The
results from the current asymmetric CCC calculations are shown in Figure 6.10
in comparison with the experimental cross sections of Shah et al. [104, 105, 213].
Also shown are the results of Sidky and Lin [203] obtained by the two-centre
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momentum-space discretization method and those by Toshima [89]. The corre-
sponding solid curves are obtained by cubic spline interpolation of the reported
results. As it is seen from Figure 6.10 the TICS is markedly larger than those
by Toshima and Sidky and Lin. At the ionisation peak (E =50 keV) our TICS
is about 7% larger than the corresponding value of Toshima [89]. This is also
clearly seen from Figure 6.11, where the total ionisation probability is compared
with that by Toshima [89].
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Figure 6.10: The total ionisation cross section for the p-H(1s) collisions. Exper-
imental results are by Shah et al. [104, 105, 213]. Theoretical calculations are
by Sidky and Lin [203] and Toshima [89].
In addition to the asymmetric calculations discussed above, a limited num-
ber of full two-centre calculations have also been performed. Here we give the
results of the symmetric calculations including s and p states. In Figure 6.12 we
plot the TICS from the symmetric calculations. For comparison, unpublished
results from the fully quantum-mechanical approach (which is being developed
at the moment in our group) are also shown. Semi-classical cross sections are
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Figure 6.11: Weighted total ionisation probability as a function of the impact-
parameter at a collision energy of 50 keV. For comparison the digitalised data
of Toshima [89] is also given.
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symmetric calculations. QM CCC denotes fully quantum-mechanical method.
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systematically larger than the corresponding quantum-mechanical ones at lower
impact energies. At higher energies the results from the two methods merge.
6.5 Chapter summary
Summarising, in this Chapter the semi-classical close-coupling method, described
in detail in Chapter 5, has been applied to the benchmark collision system
p+H(1s). We have started with the verification of the proposed numerical tech-
nique for the calculation of the charge exchange matrix elements. Comparison
of the effective potentials computed by this technique with those from Avakov
et al. [198] justifies that the approach works well. Further Born and few eigen-
state calculations support this statement.
An asymmetric type of calculations with a large number of Laguerre-based
pseudostates have been performed. Good agreement with available experiments
and various theoretical calculations is obtained for the 2s, 2p excitation and
electron capture as well as the total capture cross sections.
However, there are issues with the reported calculations. The first, probably
the most serious, one is related to the convergence of the total ionisation cross
sections with respect to the angular momentum. Calculations with lmax = 5
have been performed, but no convergence has been reached.
In addition to the asymmetric two-centre expansion calculations, the results
from the fully symmetric ones including pseudostates with lmax = 1 have been
given. These calculations are more difficult. Some numerical instabilities in this
type of calculations are known [50, 88]. Also, it is known that it is possible to
overcome these instabilities by improving the accuracy of the matrix elements.
For example, we can state (without going into details) that at least 12 digit
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accuracy has been reached working in double precision arithmetic. This accu-
racy is increased to at least 16 digits if quadruple precision arithmetic is used.
Nevertheless, severe numerical instabilities (in the semi-classical approach) en-
countered at low energies and very small impact parameters, prevented from
getting fully convergent results. For the moment the sources of these issues are
unknown. Further studies are needed to clarify the origin of these issues.
Chapter 7
Conclusions
This thesis was devoted to theoretical investigation of ion-atom collisions. Based
on the state of the art theoretical developments for antiproton and proton col-
lisions with atomic and molecular systems, as well as inspired by wide-range
applications, five goals were specified:
(i) Implementation of the single-centre convergent close-coupling (CCC) method.
(ii) Extension of the method to treat the collisions of antiproton with multi-
electron targets.
(iii) Generalisation of the CCC approach to deal with molecular targets.
(iv) Extension of the CCC method to two-centre problems.
(v) Testing the two-centre method on the p−H(1s) system including electron
transfer.
We have developed a new method based on the semi-classical impact-parameter
formalism, where the projectile moves along a straight-line trajectory. The elec-
trons of the target are treated fully quantum-mechanically. For the expansion of
the total wave function we follow the quantum-mechanical CCC method, which
has been quite successful in studying collisions of electrons and positrons with
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atoms and molecules. The idea of the CCC formalism is to expand the total scat-
tering wave function in a large orthogonal set of Laguerre-based functions. The
increase of the basis size leads to the convergence of all possible cross sections.
The developed method has been tested using the p¯-H(1s) system by calculating
excitation as well as ionisation cross sections and comparing them with previ-
ously reported fully quantum mechanical and semi-classical calculations.
The single-centre CCC approach has been applied to investigate the single-
ionisation of Ne, Ar, Kr and Xe by antiproton impact. The wave functions
of Ne, Ar, Kr and Xe atoms have been described using a model of six p-shell
electrons above an inert Hartree-Fock core with only one-electron excitations
from the outer p shell allowed. Single-ionisation cross sections for Ne, Ar, Kr
and Xe have been calculated in the energy interval from 5 keV to 2 MeV. It
is found that as the target atoms get more complex, the inclusion of states
with higher orbital angular momentum is necessary to obtain converged results.
Ionisation energies, calculated within the frozen-core approximation, are found
to be in reasonably good agreement with experimentally observed values. This
also shows the accuracy of the used structure model. Calculated single-ionisation
cross sections for Ne, Ar, Kr and Xe are in good accord with the experimental
measurements. However, the comparison revealed a common feature of the CCC
cross sections for the noble gas targets. That is the method underestimates the
experimental data below 100 keV and slightly overestimates above this energy.
Since frozen-core approximation is used for the target structure calculation this
feature is not unexpected.
The time-dependent CCC approach has been generalised to treat antiproton
collisions with molecular targets. This involves a particularly useful development
which allows analytic averaging over all molecular orientations. The interaction
matrix elements and time-dependent expansion coefficients are expressed in such
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a way that the molecular orientation dependence is separated. This allows to
derive a new set of scattering equations that are independent of the molecular
orientation.
Being valid at all collision energies, the approach significantly improves the
agreement between theory and experiment for p¯−H2 single ionisation cross sec-
tions. It has been shown that the strong suppression of the single ionisation cross
section at low energies is due to the structure of the molecular target. Based
on the studies of the time evolution of the electron cloud distribution during
the antiproton collisions with atomic and molecular hydrogen, it is shown that
the electron, which would have gone into the continuum in the atomic hydrogen
case, gets captured by one of the target protons in the molecular hydrogen case.
In order to have a complete picture of the full target breakup, the cross sec-
tions for ionisation with excitation, double ionisation and proton production in
antiproton-molecular hydrogen collisions have been calculated employing a se-
quential two-step approximation. Reasonably good agreement with experiment
for proton production was found above 40 keV.
The approach developed for multi-electron targets has been applied to treat
antiproton scattering on H2O. The water molecule was modelled as dressed
atoms in a pseudo-spherical potential. It is worthwhile to mention that previous
theoretical calculations are based on Born and continuum-distorted-wave ap-
proximations. Therefore, we believe that the close-coupling approach to p¯−H2O
provides more reliable results at the intermediate collision energies.
The time-dependent single-centre CCC method has been extended to the
two-centre case. There are two distinctive features in this formulation. The
first one is related to the plane-wave electron translational factors (PWETF). In
the standard semi-classical close-coupling methods it is common to start with
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the time-dependent Schro¨dinger equation, where the electronic wave function is
expanded in terms of target and projectile centred atomic orbitals augmented
with the relevant PWETF. These factors were introduced by Bates [68, 69]. In
contrast to that scheme, we have started with the full Schro¨dinger equation,
and the total wave function is expanded as combinations of the asymptotic
scattering functions. Inserting this expansion into the Schro¨dinger equation, we
have obtained the coupled channel equations for the expansion coefficients. In
this formulation PWETF appear in the exchange matrix elements in systematic
and mathematically rigorous way.
Apart from the fundamental significance discussed above, a different nu-
merical technique for evaluating exchange matrix elements was given. In this
technique the matrix elements are expressed in such a way that the angular and
radial parts are separated. This allows to save the radial parts as a function of
the internuclear distance, R. While solving the system of coupled equations the
required values of the matrix elements are found by interpolation. This result
can be considered as an advantage over the most commonly used way of evalu-
ating exchange matrix elements in the prolate spheroidal coordinates in which
the impact parameter (b) and the integration variable (Z) are not separable,
and it is necessary to evaluate a two-dimensional integral on a (b, Z) grid. From
the first glance, evaluation of the two-centre matrix elements according to this
technique may seem to require large memory resources. However, with effec-
tive coding strategies, this is not a major problem. Detailed comparison of the
effective potentials with those from Avakov et al. [198] demonstrated that the
method works well. Furthermore, performed Born and eigenstate calculations
also confirm this conclusion.
As a first essential testing step of the two-centre method asymmetric cal-
culations with large number of Laguerre pseudostates have been performed.
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Excitation and electron capture to 2s and 2p states as well as the total capture
cross sections are found to be in good accord with available experiments. As far
as the comparison with theoretical calculations is concerned, the agreement is
remarkably good with the latest calculations of Winter [90].
Limited number of symmetric two-centre calculations including pseudostates
with lmax = 1 have also been performed. These calculations are more difficult.
The existence of numerical instabilities in this type of calculations has been
reported by Kuang and Lin [50] and Toshima [88]. These numerical difficulties
have been observed in our symmetric calculations. In order to overcome them
we had to do the calculations in quadruple-precision arithmetic. The results
from the symmetric calculations have been compared with the corresponding
ones from the fully quantum-mechanical approach. This comparison shows that
the semi-classical results are slightly larger than the quantum-mechanical ones.
A number of directions can be specified for future investigations. Firstly,
it would be interesting to investigate multiple ionisation processes of noble gas
atoms by antiproton impact using the method outlined in Chapter 3. This
application represents a much stricter test for the theory enabling better under-
standing of the role of electron correlations in the collision. Secondly, considering
the numerical difficulties and the convergence issues in the two- centre calcula-
tions, it is desirable to establish the sources of these problems and resolve them.
Are these issues of only numerical origin? Or may there be some physics hidden
behind them and the formulation needs to be revisited? These open questions
serve as motivation for further studies.
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