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ALTERNATIVE PROOF OF EXISTENCE OF GIBBS MEASURE
AT HIGH TEMPERATURE
FARIDA KACHAPOVA AND ILIAS KACHAPOV
Abstract. Mathematical models in equilibrium statistical mechanics describe
physical systems with many particles interacting with an external force and
with one another. Gibbs measure is a fundamental concept in this theory.
In existing literature infinite-volume models are constructed as limits of fi-
nite models and existence of Gibbs measure for them is proven through DLR
formalism. The general existence proofs are quite complicated and involve
topology and cluster expansion.
In this paper we develop a more transparent and more constructive proof
of existence of infinite Gibbs measure for a particular case of interaction model
at high temperature. The proof is based on a limiting procedure and involves
estimates of series of semi-invariants and graph-related estimates.
1. Introduction
Mathematical models of statistical mechanics are described in many publications;
see, for example, [2], [7], [8], [9], [1] and [12]. A generalised model of a physical
system with many particles is based on a probability space. When an infinite model
is constructed as a limit of finite models, there occurs a problem of existence of its
probability measure (Gibbs measure). The general mathematical proof of existence
of Gibbs measure was constructed using DLR approach. It was described in several
books: [11], [10], [8], [3], and in most general form in [4]. The general existence
proof is quite complicated and involves topology, cluster expansion, and conditional
probabilities.
In this paper we provide a straightforward existence proof for a less general
model. In [5] and [6] we studied a concept of an interaction model. The interaction
model describes an equilibrium physical system at high temperature with many
particles interacting with an external force and with one another. In this paper
we improve the concept of interaction model by giving a more general and detailed
definition. For the infinite case of this model we prove existence of Gibbs measure
as a limiting case of probability measures on the finite models. Our proof involves
only basic probability, calculus and combinatorics, and is more transparent and
constructive than the general proof. We believe that the constructions in this paper
are of interest on their own even though the existence of infinite Gibbs measure is
a well-known fact.
In Section 2 we introduce a probability space and characteristics for a finite
interaction model, and give a definition of this model. In Section 3 we use some
Date: October 4, 2018.
2010 Mathematics Subject Classification. Primary 82B03; Secondary 82B20.
Key words and phrases. Infinite particle system, Gibbs modification, radius of interaction,
thermodynamic limit, semi-invariant.
1
2 F. KACHAPOVA AND I. KACHAPOV
estimations in graphs to describe one of interaction characteristics in a physical
system (Lemma 3.11). Next in this section we state Convergence Theorem and use
it to construct an infinite interaction model; then we briefly justify that the Ising
and Potts models are particular cases of the interaction model, and its generalization
includes the n-model.
The remaining Sections 4 and 5 give a detailed proof of the Convergence The-
orem. In particular, in Section 4 we produce more graph-related estimations and
apply them to semi-invariants and their series. In Section 5 we show that the
probability PN (A) of an event A in a finite model can be written as a series of
semi-invariants. We finalise the proof of the Convergence Theorem in Section 5 by
proving absolute and uniform convergence of the aforementioned series for PN (A)
and taking a limit as N →∞.
2. Finite Interaction Model
2.1. Gibbs Modification. Gibbs modification is used to modify a given proba-
bility in order to describe interaction between particles.
For any probability measure P on (Ω,Σ) denote 〈·〉P the expectation with respect
to P .
Definition 2.1. Suppose P is a probability measure on (Ω,Σ) and U is a bounded
random variable on (Ω,Σ).
Gibbs modification of the probability measure P by the random variable U is
denoted PU and is defined as follows. For any event A ∈ Σ:
PU (A) =
〈IA eU 〉P
〈eU 〉P ,
where IA denotes the indicator of the event A.
Lemma 2.2. In conditions of the previous definition:
1) PU is a probability measure on (Ω,Σ);
2) for any random variable Y on (Ω,Σ), 〈Y 〉PU =
〈Y eU 〉P
〈eU 〉P .
Proof is well-known and can be found, for example, in [6].
2.2. Construction of Probability Space.
Definition 2.3. We introduce some objects that will be used to construct an inter-
action model.
1) Fix a natural number ν > 1 and consider a ν-dimensional integer lattice:
Z
ν = {t = (t1, . . . , tν) | ti ∈ Z, i = 1, . . . , ν}
with the distance between any two points s, t ∈ Zν defined by:
‖s− t‖ =
ν∑
i=1
|si − ti|.
2) For any t ∈ Zν we denote Ωt = R and Σt the Borel σ-algebra on R; we fix a
probability measure Pt on (Ωt,Σt).
We call {Pt, t ∈ Zν} the initial probabilities.
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Definition 2.4. 1) By the Hahn-Kolmogorov theorem, for any integer
k > 1 and distinct t1, . . . , tk ∈ Zν there exists a unique probability space
(Ωt1 × . . . × Ωtk ,Σt1...tk , Pt1...tk), where Σt1...tk is the σ-algebra generated by
elements of the Cartesian product Σt1 × . . . × Σtk and the probability measure
Pt1...,tk has the property:
Pt1...tk(F1 × . . .× Fk) = Pt1(F1)× . . .× Ptk(Fk)
for any Fi ∈ Σti (i = 1, . . . , k).
2) By the Kolmogorov extension theorem, there exists a probability space (Ω,Σ, P0),
where the elements are described as follows.
(a) Ω = RZ
ν
, that is Ω = {ω | ω : Zν → R}.
An element ω of Ω is called a configuration and is interpreted as a state
of a physical system.
(b) Σ is the σ-algebra generated by sets of the form {ω ∈ Ω | ω(t) ∈ F} for all
t ∈ Zν and F ∈ Σt.
(c) P0 is a unique probability measure on (Ω,Σ) such that for any integer k > 1,
distinct t1, . . . , tk ∈ Zν and F1 ∈ Σt1 , . . . , Fk ∈ Σtk :
P0(ω(t1) ∈ F1, . . . , ω(tk) ∈ Fk) = Pt1...tk(F1 × . . .× Fk).
Thus, P0 is uniquely defined by the initial probabilities {Pt, t ∈ Zν}.
3) For any t ∈ Zν a function Xt : Ω→ R is defined by the following:
Xt(ω) = ω(t).
X denotes {Xt | t ∈ ω}.
For the rest of the paper we fix the objects Zν , (Ω,Σ, P0), and X from these
definitions. For brevity we denote 〈·〉P0 as 〈·〉0.
Lemma 2.5. {Xt | t ∈ Zν} is an independent random field on the probability space
(Ω,Σ, P0).
Proof. Proof follows from the definitions. 
Definition 2.6. 1) Consider a graph (V,E), where the set of vertices V is a finite
subset of Zν and E is the set of edges; each edge can be regarded as a pair of
distinct vertices (there are no loops). The length of each edge is the distance
between its end vertices.
The graph (V,E) is called 1-connected if it is connected and the length of
any of its edges equals 1.
2) For a finite set B ⊂ Zν with at least two elements define its size S(B) as the
minimum number of edges of 1-connected graphs (V,E) such that B ⊆ V .
Remark. For any finite set B there is a cube in Zν containing B; this cube with
all its edges of length 1 is a 1-connected graph. So S(B) is always defined.
Notation 2.7. For any finite subset B of Zν denote ΣB the σ-algebra generated
by sets of the form {ω ∈ Ω | ω(t) ∈ F} for all t ∈ B and F ∈ Σt.
Definition 2.8. Here we introduce three characteristics λ, r,Φ of an interaction
model and a set B.
1) λ ∈ R, λ > 0. λ is inversely proportional to the temperature of the physical
system.
2) r ∈ R, r > 1. r is called the radius of interaction.
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3) Denote B = {B ⊂ Zν | 1 6 S(B) 6 r}.
4) For each B ∈ B, ΦB is a random variable on (Ω,ΣB) that satisfies the condition:
|ΦB| 6 λ.
Φ denotes {ΦB | B ∈ B}. Φ is called the potential of the system.
Remarks. 1) Clearly, if B ∈ B, then B is finite.
2) Two particles (represented by points of Zν) interact only if they both belong
to some set B (B ∈ B), and ΦB is the interaction energy of all elements of B.
3) In our definition of B we have only sets with S(B) > 1, i.e. sets with at least
two elements. The general case (that includes one-element sets B) can be reduced
to this case by a single Gibbs modification as shown in [6], pg.343-344.
2.3. Finite Interaction Model.
Definition 2.9. A finite interaction model with characteristics λ, r,Φ, {Pt |
t ∈ Zν} is a sequence (Λ, UΛ, PΛ) of three objects defined as follows.
1) Λ is an arbitrary finite subset of the lattice Zν .
2) A function UΛ : Ω → R is called the interaction energy of Λ and is defined
by the following:
for any ω ∈ Ω, UΛ(ω) =
∑
B∈B,B⊆Λ
ΦB(ω),
where the set B is defined in Definition 2.8.
UΛ(ω) characterizes the energy of configuration ω in Λ.
3) Denote PΛ = (P0)UΛ , the Gibbs modification of the probability P0 by the inter-
action energy UΛ.
In [6] it was shown that (Ω,Σ, PΛ) is a probability space.
3. Infinite Interaction Model
3.1. Tracks in Graphs.
Definition 3.1. A track is a sequence tr = (t0, t1, . . . , tn) of points in Z
ν such
that t0 = tn and ‖ti − ti−1‖ = 1, i = 1, . . . , n.
Lemma 3.2. Fix t0 ∈ Zν and n > 1. The number of tracks of the form (t0, t1, . . . , tn)
is not greater than (2ν)n−1.
Proof. The first element t0 is fixed. There are 2ν choices for element t1, at most 2ν
choices for element t2, at most 2ν choices for element t3, . . ., and only one choice
for element tn, since tn = t0. So the total number of tracks is at most (2ν)
n−1. 
Definition 3.3. Suppose B is a finite subset of Zν and m = S(B). There is a
1-connected graph (V,E) such that B ⊆ V , and the number of edges in this graph
is minimal and equals m. We denote GB the first (in lexicographic order) of such
graphs and call it the associated graph of B.
Lemma 3.4. Suppose B is a finite subset of Zν and m = S(B). Then the graph
GB is a tree with m edges and m+ 1 vertices.
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Proof. A tree is a connected graph with no cycles. The definition of size implies
that GB is connected.
If GB has a cycle, then we can remove one edge of the cycle thus reducing the
number of edges while the graph remains connected with the same set of vertices.
That contradicts the choice of GB as the graph with minimal number of edges.
By the definition GB has m edges. Since it is a tree, the number of its vertices
is m+ 1. 
Definition 3.5. Suppose B is a finite subset of Zν and m = S(B). We create the
associated track trB of B in the following two steps.
1. We obtain a graph G′B from the associated graph GB by adding for every its
edge another edge with the same ends.
2. The new graph G′B has 2m edges and each of its vertices has an even degree.
Therefore there is an Eulerian path in G′B, i.e. a closed path that includes every
edge of the graph exactly once. We denote (e1, e2, . . . , e2m) the first (in lexicographic
order) of such paths.
We define trB as the corresponding sequence (t0, t1, t2, . . . , t2m) of vertices, that
is {ti−1, ti} are the ends of ei (i = 1, 2, . . . , 2m).
Definition 3.6. Suppose B ∈ B. Its associated track has the form
trB = (t0, t1, t2, . . . , t2m), where m = S(B) and m 6 r.
We define the extended track tr′B = (t0, t1, t2, . . . , t2m, t2m+1, . . . , t2r) of B by
the following:
• for i = 1, . . . , r−m each point t2m+i is obtained from t2m+i−1 by increasing
its first coordinate by 1;
• for i = r −m+ 1, . . . , 2r − 2m each point t2m+i is obtained from t2m+i−1
by decreasing its first coordinate by 1.
Lemma 3.7. 1) For any finite subset B of Zν , trB is a track.
2) For any B ∈ B, tr′B is a track.
Proof. Follows from the definitions. 
3.2. Estimations in Graphs.
Lemma 3.8. Suppose tr = (t0, t1, t2, . . . , t2r) is a track. Then there are at most
22r−1 sets C ∈ B such that t0 ∈ C and tr′C = tr.
Proof. Since the track tr is a closed path, we have t0 = t2r. Denote V1 =
{t1, t2, . . . , t2r−1}. If a set C ∈ B has tr′C = tr, then
(1) C \ {t0} ⊆ V1.
Since V1 has at most 2
2r−1 different subsets, so there are at most 22r−1 sets C
with property (1). 
Lemma 3.9. Suppose t0 ∈ Zν . Then there are at most (4ν)2r−1 sets C ∈ B with
t0 ∈ C.
Proof. For each set C ∈ B with t0 ∈ C we have an extended track tr′C ; since a
track is a closed path, we can assume tr′C starts at t0. So there is a correspondence
between sets C ∈ B with t0 ∈ C and tracks of the form (t0, t1, . . . , t2r). By Lemma
3.8 at most 22r−1 sets correspond to each track and by Lemma 3.2 the total number
of such tracks starting at t0 is not greater than (2ν)
2r−1. Therefore the number of
sets C ∈ B with t0 ∈ C is not greater than 22r−1(2ν)2r−1 = (4ν)2r−1. 
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Definition 3.10. 1. For any B ∈ B denote l(B) the number of sets C ∈ B that
intersect with B.
2. Denote L = max{l(B) | B ∈ B}.
Clearly, L depends only on ν and r.
Lemma 3.11. In the interaction model the number L is defined and
L 6 (4ν)2r−1(r + 1).
Proof. Fix an arbitrary B ∈ B. It is sufficient to show:
l(B) 6 (4ν)2r−1(r + 1).
Since S(B) 6 r, we have |B| 6 r + 1. Any set C ∈ B that intersects with B
contains one of the (r + 1) elements of B. By Lemma 3.9, for each element t0 ∈ B
there are at most (4ν)2r−1 sets C ∈ B with t0 ∈ C. So the total number of sets
C ∈ B that intersect with B is not greater than (4ν)2r−1(r + 1). 
Remarks. 1) L is a characteristic of interaction in the physical system.
2) We did not aim to obtain the most accurate estimate of L. However, it is not
hard to get more accurate estimates in particular cases. For example, in the Ising,
Potts and n-vector models L = 4ν − 1 because in these models only neighboring
points in Zν interact, i.e. each set in B is a set of two neighboring points.
3.3. Convergence Theorem.
Definition 3.12. Define λ0 =
1
50L(8ν)2r
, where L was introduced in Definition
3.10.2.
Clearly, λ0 depends only on ν and r.
Notation 3.13. For any N ∈ N denote a cube in Zν :
ΛN = {t = (t1, . . . , tν) ∈ Zν
∣∣∣ |ti| 6 N for each i = 1, . . . , ν}.
Notation 3.14. Suppose Q is a finite subset of Zν and its size q = S(Q).
1) Denote NQ = {N ∈ N | Q ⊆ ΛN}. For any N ∈ NQ:
• (ΛN , UΛN , PΛN ) is the finite interaction model with characteristics λ, r, Φ,
{Pt | t ∈ Zν} from Definition 2.9;
• for brevity denote UN = UΛN and PN = PΛN .
2) For any A ∈ ΣQ define:
(2) Pλ,Q(A) = lim
N→∞
PN (A).
Theorem 3.15 (Convergence Theorem). Suppose 0 6 λ 6 λ0. Then the following
hold.
1) For any finite set Q ⊂ Zν and any A ∈ ΣQ the limit in (2) exists.
2) Pλ,Q is a probability measure on (Ω,ΣQ).
This theorem will be proven in Sections 4 and 5.
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Corollary 3.16. Suppose 0 6 λ 6 λ0. There exists a unique probability measure
Pλ on (Ω,Σ) such that for any finite set Q ⊂ Zν and any A ∈ ΣQ:
Pλ(A) = Pλ,Q(A).
Proof. For any integer k > 1, distinct t1, . . . , tk ∈ Zν and Fi ∈ Σti (i = 1, . . . , k)
denote
Pλ,t1...tk(F1 × . . .× Fk) = Pλ,{t1,...,tk}(F1 ∩ . . . ∩ Fk),
where Fi = {ω ∈ Ω | ω(ti) ∈ Fi}, i = 1, . . . , k.
By Theorem 3.15.2), each Pλ,{t1,...,tk} is a probability measure on (Ω,Σ{t1,...,tk}).
Then each Pλ,t1...tk is a probability measure on (Ωt1 × . . . × Ωtk ,Σt1...tk) that
was introduced in Definition 2.4.1). These probabilities satisfy the following two
consistency conditions.
1) For any distinct t1, . . . , tk ∈ Zν , permutation pi of {1, 2, . . . , k}, and Fi ∈ Σti
(i = 1, . . . , k):
Pλ,tpi(1)...tpi(k)(Fpi(1) × . . .× Fpi(k)) = Pλ,t1...tk(F1 × . . .× Fk).
2) For any distinct t1, . . . , tk, tk+1 ∈ Zν and Fi ∈ Σti (i = 1, . . . , k):
Pλ,t1...tk(F1 × · · · × Fk) = Pλ,t1...tktk+1
(
F1 × · · · × Fk × R
)
.
Hence the corollary follows from the Kolmogorov extension theorem. 
The probability measure Pλ is called the Gibbs measure.
3.4. Infinite Interaction Model.
Definition 3.17. Suppose 0 6 λ 6 λ0. A infinite interaction model with
characteristics λ, r,Φ, {Pt | t ∈ Zν} is the probability space (Ω,Σ, Pλ), where Pλ is
the probability measure from Corollary 3.16.
The probability space (Ω,Σ, Pλ) is also called the thermodynamic limit or
macroscopic limit of the finite interaction models (ΛN , UN , PN ) as N →∞.
Next we show that several well-known models can be considered as particular
cases of the interaction model.
3.5. Potts model as a particular case of interaction model. The standard
Potts model is based on the interaction energy (also called Hamiltonian):
UΛ =
∑
s,t∈Λ
‖s−t‖=1
Jstδ(Xs, Xt),
where Jst are coupling constants and the random variables Xt (interpreted as site
colors) take values 1, 2, . . . , q with equal probabilities;
δ(x, y) =
{
1 if x = y,
0 if x 6= y.
Applying Definition 2.8 we take an arbitrary ν > 1, an arbitrary λ > 0, r = 1,
and the probabilities {Pt | t ∈ Zν} such that for any Borel set A:
Pt(A) =
|A ∩ {1, 2, . . . , q}|
q
,
where the numerator is the cardinality of the set A ∩ {1, 2, . . . , q}.
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Since r = 1, then B = {{s, t} ⊂ Zν | ‖s − t‖ = 1} and for any B ∈ B with
B = {s, t}:
ΦB(ω) = λKstδ(ω(s), ω(t)),
where |Kst| 6 1.
When 0 6 λ 6 λ0 and N → ∞ (i.e. Λ → Zν), the Potts model becomes a
particular case of the infinite interaction model.
3.6. Ising model as a particular case of interaction model. The Ising model
is equivalent to the Potts model for q = 2. The Ising model is based on the
interaction energy:
UΛ =
∑
s,t∈Λ
‖s−t‖=1
JstXsXt −
∑
t∈Λ
htXt,
where Jst, ht are constants and the random variables Xt take values ±1 with equal
probabilities.
To eliminate the second sum in UΛ (representing an external magnetic field)
we apply a single Gibbs modification described in [6], pg.343-344, and get the
probabilities {Pt | t ∈ Zν} such that for any Borel set A:
(3) Pt(A) =
1
eht + e−ht
∑
x∈A
x=±1
e−xht .
Applying Definition 2.8 we take an arbitrary ν > 1, an arbitrary λ > 0, the
probabilities {Pt | t ∈ Zν} given by (3), and r = 1.
Then B = {{s, t} ⊂ Zν | ‖s− t‖ = 1} and for any B ∈ B with B = {s, t}:
ΦB(ω) = λKstω(s)ω(t),
where |Kst| 6 1.
When 0 6 λ 6 λ0 and N → ∞ (i.e. Λ → Zν), the Ising model becomes a
particular case of the infinite interaction model.
3.7. n-vector model. In the n-vector model classical spins si (i ∈ Zν) are n-
dimensional vectors with unit length; the interaction energy of the n-vector model
is given by:
UΛ = −J
∑
i,j∈Λ
‖i−j‖=1
si · sj ,
where · denotes scalar product.
Our interaction model can be easily generalised to the case when Xt has values
in Rn: in Definition 2.3 we take Ωt = R
n and Σt as the Borel σ-algebra on R
n. The
construction of Definition 2.4 still applies producing Ω = {ω | ω : Zν → Rn}. It can
be shown that the n-vector model is a particular case of this generalised interaction
model, similarly to the process in the previous two subsections.
Particular cases of the n-vector model are the Ising model (n = 1), XY model
(n = 2), and Heisenberg model (n = 3).
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4. Technical Definitions and Estimations
The rest of the paper is devoted to the proof of the Convergence Theorem (Theo-
rem 3.15). For the rest of the paper we fix Ω,Σ, characteristics λ, r,Φ, {Pt | t ∈ Zν},
a finite set Q ⊂ Zν with size q = S(Q), and an event A ∈ ΣQ. We will consider
only integers N ∈ NQ.
Section 4 contains some technical concepts and lemmas, which lead to the proof
of the Convergence Theorem in Section 5.
4.1. Semi-Invariants. Denote 〈·, . . . , ·〉0 a semi-invariant with respect to the prob-
ability measure P0. The definition and properties of semi-invariants are described
in literature, see for example [9] and references in it.
Notation 4.1. For a random variable Y on (Ω,Σ) and a sequence γ = (B1, . . . ,
Bn) of elements of B denote
〈Y,Φγ〉0 = 〈Y,ΦB1 ,ΦB2 , . . . ,ΦBn〉0.
If n = 0, then 〈Y,ΦB1 , . . . ,ΦBn〉0 = 〈Y 〉0.
Definition 4.2. A sequence γ = (B0, B1, ..., Bn) of subsets of Z
ν is called con-
nected if the following graph is connected:
a) its set of vertices is {0, 1, . . . , n};
b) a pair of vertices i, j is connected with an edge if and only if Bi ∩Bj 6= ∅.
Lemma 4.3. Suppose B1, . . . , Bn ∈ B and the sequence (Q,B1, ..., Bn) is not
connected. Then
〈IA,ΦB1 , . . . ,ΦBn〉0 = 0.
Proof. Proof can be found in [8], page 29 (property C). 
4.2. Families.
Definition 4.4. 1) A family (of elements of B) is a set of pairs
Γ = {(C1, n1), . . . , (Ck, nk)}, where C1, . . . , Ck are distinct elements of B and
ni > 1 for each i = 1, . . . , k.
2) The number ni is called the multiplicity of element Ci in the family Γ.
3) We denote the length of the family Γ as |Γ| = n1 + n2 + . . .+ nk and
Γ! = n1! · n2! · . . . · nk!
4) uj(Γ) =
∑
j:Ci∩Cj 6=∅
nj . Clearly, uj(Γ) > nj.
5) For a random variable Y on (Ω,Σ) denote
〈Y,ΦΓ〉0 = 〈Y,ΦC1 , . . . ,ΦC1︸ ︷︷ ︸
n1 times
, . . . ,ΦCk , . . . ,ΦCk︸ ︷︷ ︸
nk times
〉0.
6) The family Γ = {(C1, n1), . . . , (Ck, nk)} is called Q-connected if the sequence
(Q,C1, . . . , Ck) is connected.
Definition 4.5. We say that a sequence γ = (B1, . . . , Bn) reduces to a family
{(C1, n1), . . . , (Ck, nk)}, if C1, . . . , Ck are the elements B1, . . . , Bn written without
repetitions, and each ni is the number of times that Ci is repeated in γ.
Clearly, n1 + . . .+ nk = n.
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Lemma 4.6. For each family Γ of length n there are
n!
Γ!
sequences that reduce to
Γ.
Proof. The lemma follows from the definitions and combinatorics. 
Lemma 4.7. If a sequence γ reduces to a family Γ, then
〈Y,Φγ〉0 = 〈Y,ΦΓ〉0.
Proof. The lemma follows from the fact that the value of a semi-invariant does not
does depend on the order of random variables. 
In the following two subsections we produce some estimates, which will be used
to prove convergence in Section 5. We are not looking for most accurate estimates,
since we are not interested in the speed of the convergence.
4.3. Estimating the Number of Families.
Lemma 4.8. Fix a natural number n > 1. The number of all Q-connected
families Γ of length n is less than 22q
(
2(8ν)2r
)n
.
Proof. Denote ∗ the operation of concatenation of two arbitrary sequences. Thus,
for sequences α = (α0, . . . , αm) and τ = (τ0, . . . , τl):
α ∗ τ = (α0, . . . , αm, τ0, . . . , τl).
We also denote:
α ∗
∣∣∣
j
τ = (α0, . . . , αj , τ0, . . . , τl, αj+1, . . . , αm); j = 1, . . . ,m,
which means inserting the sequence τ between two consecutive elements of α.
Clearly,
α ∗
∣∣∣
m
τ = α ∗ τ.
Denote h = 2q and p = 2r. Fix the associated track trQ of the set Q:
trQ = (t00, . . . , t0h).
For each Q-connected family Γ we will construct a sequence TrΓ as follows. Con-
sider a Q-connected family Γ = {(C1, n1), . . . , (Ck, nk)} of length n. By induction
on j (j = 0, 1, . . . , k) we will construct a track Trj and a sequence of pairs T˜ rj .
Case j = 0.
Define
Tr0 = trQ and T˜ r0 = ((a00, t00), . . . , (a0h, t0h)) , where a0i =
{
0 if t0i /∈ Q,
1 if t0i ∈ Q.
Inductive Step. Assume we have constructed a track Trj−1 and a sequence
T˜ rj−1. Due to connectedness,
(Q ∪C1 ∪ . . . ∪ Cj−1) ∩
 k⋃
i=j
Ci
 6= ∅.
Select tβj as the first element of the track Trj−1 that belongs to this intersection
(but not the start element of Trj−1). Without loss of generality we can assume
tβj ∈ (Q ∪ C1 ∪ . . . ∪ Cj−1) ∩ Cj .
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Choose an extended track trj of the set Cj : trj = (tj0, tj1, . . . , tjp). Since the
track is a closed path, we can assume it starts at the point tβj : tj0 = tβj . Define
Trj = Trj−1 ∗
∣∣∣
βj
(tj1, . . . , tjp).
Denote Tr′j−1 the sequence T˜ rj−1, where the element with index βj is changed
from (a, t) to (nj + 1, t).
Define
T˜ rj = Tr
′
j−1 ∗
∣∣∣
βj
((aj1, tj1), . . . , (ajp, tjp)) , where aji =
{
0 if tji /∈ Cj ,
1 if tji ∈ Cj .
At the end of this process we take TrΓ = T˜ rk.
Next we estimate the number of sequences of the form TrΓ. A sequence TrΓ =
T˜ rk has (1 + h + kp) elements; each of these elements is a pair of a number and
a point in Zν . The (1 + h) points of trQ are fixed. For each of the remaining kp
points there are at most 2ν choices, so there are at most (2ν)kp 6 (2ν)np ways to
choose second elements of the pairs in TrΓ.
Next we estimate the number of choices for first elements of the pairs in TrΓ.
There are
(
n+k−1
k−1
)
ways to split n into a sum n = n1 + . . .+ nk. If n1, . . . , nk are
chosen, there are
(
h+kp
k
)
ways to assign the numbers
(n1+1), . . . , (nk+1) to first elements of some of the pairs in TrΓ. There are 2
kp−k
ways to assign 0 and 1 to first elements of the remaining pairs (since the points of
trQ are fixed). So the total number of choices for first elements of the pairs in TrΓ
is at most
n∑
k=1
(
n+ k − 1
k − 1
)
·
(
h+ kp
k
)
· 2kp−k 6
n∑
k=1
2n+k−1 · 2h+kp · 2kp−k
= 2n+h−1
n∑
k=1
22kp 6 2n+h−1
2np∑
j=1
2j < 2n+h−1 · 22np+1 = 2h · 2n(2p+1).
So the total number of sequences of the form TrΓ is less than
(2ν)np · 2h · 2n(2p+1) = 2h (23p+1νp)n = 2h (2(8ν)p)n = 22q (2(8ν)2r)n .
In order to prove the same estimation for the number of Q-connected families Γ
with |Γ| = n it is sufficient to show that a family Γ can be restored from a sequence
TrΓ and it is unique (then each TrΓ corresponds to only one Γ).
Consider one of the previously constructed sequences and denote it Tr. We
will restore the family Γ such that Tr = TrΓ. Tr is a sequence of pairs that
contains a sequence ((b00, t00), . . . , (b0h, t0h)) corresponding to the sequence trQ =
(t00, . . . , t0h). We can assume that the sequence Tr starts with the pair (1, t00).
Denote k the number of the pairs in Tr, whose first elements are greater than
1, and denote these first elements m1, . . . ,mk. Then ni = mi − 1 (i = 1, . . . , k),
according to our construction. So Γ = {(C1, n1) . . . , (Ck, nk)}. It remains to find
the sets Cj (j = 1, . . . , k). We will restore each set Cj and each sequence T˜ rj−1 by
induction on k − j.
Case k − j = 0.
Then j = k; T˜ rk = Tr. Find the last pair in T˜ rk, whose first element is greater
than 1, and next p pairs in T˜ rk. Then T˜ rk−1 is obtained from the sequence T˜ rk
12 F. KACHAPOVA AND I. KACHAPOV
by removing all these pairs and Ck is the set of all second elements of these pairs
that have 1 on the first place.
Inductive Step. Assume we have restored sets Ck, . . . , Cj+1 and a sequence T˜ rj .
Find the last pair in T˜ rj , whose first element is greater than 1, and next p pairs
in T˜ rj . Then T˜ rj−1 is obtained from the sequence T˜ rj by removing all these pairs
and Cj is the set of all second elements of these pairs that have 1 on the first place.
Clearly, this induction process produces the unique family
Γ = {(C1, n1), . . . , (Ck, nk)} with TrΓ = Tr. 
4.4. Estimation of Semi-Invariants.
Lemma 4.9. For any Q-connected family Γ = {(C1, n1), . . . , (Ck, nk)} of length n:
|〈IA,ΦΓ〉0| 6 9
2
P0(A)λ
n(n+ 1)3n
k∏
j=1
(uj + 1)
nj ,
where each uj = uj(Γ).
Proof. Let us fix a sequence γ = (B1, . . . , Bn) that reduces to Γ (such a sequence
always exists, according to Lemma 4.6). Denote γ′ = (Q,B1, . . . , Bn).
For i = 1, 2, . . . , n denote vi the number of elements of γ
′ that intersect with Bi.
Denote v0 the number of elements of γ
′ that intersect with Q.
IA and all ΦBi are random variables on (Ω,Σ). According to Lemma 4.7 and
Theorem 1 in [8], pg. 69,
|〈IA,ΦΓ〉0| = |〈IA,Φγ〉0| 6 Cf · 3
2
n∏
i=0
(3vi).
Here Cf = max
∣∣∣〈IA · ∏
i∈M1
ΦBi〉0〈
∏
i∈M2
ΦBi〉0 . . . 〈
∏
i∈Ml
ΦBi〉0
∣∣∣,
where the maximum is taken over all partitions {{0} ∪M1,M2, . . . ,Ml} of the set
{0, 1, 2, . . . , n}.
Each |ΦBi | 6 λ, so Cf 6 P0(A)λn. Hence
|〈IA,ΦΓ〉0| 6 P0(A)λn · 3
2
n∏
i=0
(3vi) =
3
2
P0(A)λ
n3n+1
n∏
i=0
vi =
9
2
P0(A)λ
n3n
n∏
i=0
vi.
For j = 1, 2, . . . , k denote wj the number of elements of γ
′ that intersect with
Cj . Each Cj is repeated nj times in γ, so
n∏
i=0
vi = v0
n∏
i=1
vi = v0
k∏
j=1
(wj)
nj .
Since v0 6 n+ 1 and each wj 6 uj + 1, we have:
n∏
i=0
vi 6 (n+ 1)
k∏
j=1
(uj + 1)
nj and
|〈IA,ΦΓ〉0| 6 9
2
P0(A)λ
n3n(n+ 1)
k∏
j=1
(uj + 1)
nj .

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Lemma 4.10. For any Q-connected family Γ = {(C1, n1), . . . , (Ck, nk)} of length
n:
k∏
j=1
(uj + 1)
nj < (eL)n
k∏
j=1
(nj)
nj ,
where each uj = uj(Γ).
Proof.
uj + 1 =
(
1 +
1
uj
)
uj
and
(4)
k∏
j=1
(uj + 1)
nj =
k∏
j=1
(
1 +
1
uj
)nj k∏
j=1
u
nj
j .
From Definition 4.4 we get nj 6 uj, so
k∏
j=1
(
1 +
1
uj
)nj
6
k∏
j=1
(
1 +
1
nj
)nj
<
k∏
j=1
e = ek 6 en.
Thus,
(5)
k∏
j=1
(
1 +
1
uj
)nj
< en.
By Theorem 4.1 in [5] we have:
(6)
k∑
j=1
(
nj ln
uj
nj
)
6 n lnL.
Since
k∏
j=1
(
uj
nj
)nj
= e
k∑
j=1
(
nj ln
uj
nj
)
,
we imply from (6):
k∏
j=1
(
uj
nj
)nj
6 en lnL = Ln.
So
(7)
k∏
j=1
u
nj
j 6 L
n
k∏
j=1
n
nj
j .
From (4), (5) and (7) we get:
k∏
j=1
(uj + 1)
nj < enLn
k∏
j=1
n
nj
j = (eL)
n
k∏
j=1
n
nj
j .

Lemma 4.11. Suppose Γ is a Q-connected family of length n and n > 3. Then
|〈IA,ΦΓ〉0| < P0(A)λn(3e2L)n(n+ 1)Γ!
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Proof. By Lemmas 4.9 and 4.10,
|〈IA,ΦΓ〉0| 6 9
2
P0(A)λ
n(n+1)3n
k∏
j=1
(uj+1)
nj <
9
2
P0(A)λ
n(n+1)3n(eL)n
k∏
j=1
n
nj
j .
By Stirling formula, qq <
1√
2piq
q! eq for any natural q > 0. So
|〈IA,ΦΓ〉0| < 9
2
P0(A)λ
n(n+ 1)(3eL)n
k∏
j=1
( 1√
2pinj
nj ! e
nj
)
6
9
2
P0(A)λ
n(3eL)n(n+ 1)
1
(2pi)
k
2
√
n1n2 . . . nk
en
k∏
j=1
nj !
= P0(A)λ
n(3e2L)n(n+ 1)
9
2(2pi)
k
2
√
n1n2 . . . nk
Γ!
since Γ! =
k∏
j=1
nj !. It remains to prove:
9
2(2pi)
k
2
√
n1n2 . . . nk
< 1.
Consider two cases.
Case 1. k = 1.
Then n1 = n > 4, (2pi)
k/2 =
√
2pi > 2.5 and
9
2(2pi)
k
2
√
n1n2 . . . nk
=
9
2
√
2pi
√
n1
<
9
2× 2.5× 2 < 1.
Case 2. k > 2.
Then (2pi)k/2 > 2pi > 6 and
9
2(2pi)k/2
√
n1n2 . . . nk
<
9
2 · 6 · 1 < 1. 
5. Proof of the Convergence Theorem
Here we use results from the previous section to prove Theorem 3.15.
Notation 5.1. Denote
JA(N,n) =
∑
Γ
1
Γ!
〈IA,ΦΓ〉0,
where the sum is taken over all Q-connected families Γ = {(C1, n1), . . . , (Ck, nk)}
of length n such that each Ci ⊆ ΛN .
Lemma 5.2. Suppose 0 6 λ 6 λ0. Then
PN (A) =
∞∑
n=0
JA(N,n).
Proof. Fix λ such that 0 6 λ 6 λ0. We use the method from [8], page 34. For real
x, z define
f(x, z) = ln〈exp(xIA + zUN)〉0.
By the definition of semi-invariants:
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〈IA ezUN 〉0
〈ezUN 〉0 =
∂
∂x
f(x, z)
∣∣∣
x=0
=
∞∑
n=0
zn
n!
〈IA, UN , . . . , UN︸ ︷︷ ︸
n times
〉0
=
∞∑
n=0
zn
n!
〈IA,
∑
B1∈B,B1⊆ΛN
ΦB1 , . . . ,
∑
Bn∈B,Bn⊆ΛN
ΦBn〉0
=
∞∑
n=0
zn
n!
∑
B1,...,Bn,
each Bi∈B,Bi⊆ΛN
〈IA,ΦB1 , . . . ,ΦBn〉0.
Thus,
〈IA ezUN 〉0
〈ezUN 〉0 =
∞∑
n=0
zn
n!
∑
γ
〈IA,Φγ〉0,
where the inner sum is taken over all sequences γ = {B1, . . . , Bn} such that each
Bi ∈ B and Bi ⊆ ΛN .
Substituting z = 1 and using the definition of PN , we get:
PN (A) =
〈IA eUN 〉0
〈eUN 〉0 =
∞∑
n=0
1
n!
∑
γ
〈IA,Φγ〉0.
By Lemma 4.3, the inner sum can be taken only over sequences γ = (B1, ..., Bn)
of elements of B such that (Q,B1, ..., Bn) is connected and each Bi ⊆ ΛN .
By Lemmas 4.6 and 4.7:
PN (A) =
∞∑
n=0
1
n!
∑
γ
〈IA,Φγ〉0 =
∞∑
n=0
1
n!
∑
Γ
n!
Γ!
〈IA,ΦΓ〉0 =
∞∑
n=0
∑
Γ
1
Γ!
〈IA,ΦΓ〉0.
The first inner sum has only sequences γ = (B1, . . . , Bn) such that
(Q,B1, . . . , Bn) are connected. Therefore the last inner sum has only Q-connected
families Γ and
PN (A) =
∞∑
n=0
JA(N,n).

Lemma 5.3. Suppose 0 6 λ 6 λ0 and n > 3. Then∣∣∣JA(N,n)∣∣∣ 6 22qP0(A)0.9n(n+ 1).
Proof. Suppose 0 6 λ 6 λ0 and n > 3.∣∣∣JA(N,n)∣∣∣ 6∑
Γ
1
Γ!
∣∣∣〈IA,ΦΓ〉0∣∣∣,
where the sum is taken over all Q-connected families Γ = {(C1, n1), . . . , (Ck, nk)} of
length n (we omit the restriction Ci ⊆ ΛN ). By Lemma 4.8 the number of addends
in this sum is less than 22q
(
2(8ν)2r
)n
.
By Lemma 4.11, ∣∣∣〈IA,ΦΓ〉0∣∣∣ 6 P0(A)(n + 1)λn(3e2L)nΓ!
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and∣∣∣JA(N,n)∣∣∣ 6∑
Γ
1
Γ!
P0(A)(n + 1)λ
n(3e2L)nΓ! =
∑
Γ
P0(A)(n+ 1)λ
n(3e2L)n
6 22q
(
2(8ν)2r
)n
P0(A)(n + 1)λ
n(3e2L)n = 22qP0(A)(n + 1)
[
λ · 6e2L(8ν)2r]n .
Since 0 6 λ 6 λ0, then by the Definition 3.12 of λ0 we have:
λ · 6e2L(8ν)2r 6 λ0 · 6e2L(8ν)2r = 6e
2
50
< 0.9 and∣∣∣JA(N,n)∣∣∣ 6 22qP0(A)(n+ 1)0.9n.

Lemma 5.4. Suppose 0 6 λ 6 λ0. Then the series
∞∑
n=0
JA(N,n)
converges absolutely and uniformly for all N ∈ NQ.
Proof. This follows from Lemma 5.3, since the series
∞∑
n=0
0.9n(n+1) converges. 
Lemma 5.5. Suppose 0 6 λ 6 λ0. Then for any n the following limit exists:
lim
N→∞
JA(N,n).
Proof. Denote 0 = (0, . . . , 0), the origin in Zν , and d = min{‖t− 0‖
∣∣t ∈ Q}; d is
the distance of the set Q from the origin.
For any n denote Mn = r(n + 1) + q + d. We will prove that for any N >Mn:
(8) JA(N,n) = JA(Mn, n).
Then for any fixed n, lim
N→∞
JA(N,n) exists and lim
N→∞
JA(N,n) = JA(Mn, n).
Proof of (8)
Consider any N >Mn. Then ΛMn ⊆ ΛN , which implies the following.
(9) If Γ = {(C1, n1), . . . , (Ck, nk)} is a Q-connected family of length n
such that each Ci ⊆ ΛMn , then each Ci ⊆ ΛN .
It remains to prove:
(10) If Γ = {(C1, n1), . . . , (Ck, nk)} is a Q-connected family of length n
such that each Ci ⊆ ΛN , then each Ci ⊆ ΛMn .
Then from (9) and (10) we imply that JA(N,n) and JA(Mn, n) are sums over
the same set of families Γ. Hence JA(N,n) = JA(Mn, n).
Proof of (10)
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Consider a Q-connected family Γ = {(C1, n1), . . . , (Ck, nk)} of length n such
that each Ci ⊆ ΛN . Fix i = 1, . . . , k. To prove that Ci ⊆ ΛMn , we fix an arbitrary
t ∈ Ci and prove that t ∈ ΛMn .
For some t0 ∈ Q, d = ‖t0 − 0‖. Since (Q,C1, . . . , Cn) is connected, there are a
subsequence (Cj1 , . . . , Cjm) of the sequence (C1, . . . , Ck) and points t1, t2, . . . , tm, tm+1
such that
t1 ∈ Ci ∩ Cj1 , t2 ∈ Cj1 ∩ Cj2 , . . . , tm ∈ Cjm−1 ∩ Cjm , and tm+1 ∈ Cjm ∩Q.
Then m 6 k 6 n and
‖t− 0‖ 6 ‖t− t1‖+ ‖t1 − t2‖+ . . .+ ‖tm − tm+1‖+ ‖tm+1 − t0‖+ ‖t0 − 0‖
6 r(m + 1) + q + d 6 r(n+ 1) + q + d =Mn.
So ‖t− 0‖ 6Mn and t ∈ ΛMn . 
Proof of Theorem 3.15
Proof. 1. Suppose 0 6 λ 6 λ0. By Lemma 5.2,
(11) PN (A) =
∞∑
n=0
JA(N,n).
Due to Lemmas 5.4, 5.5 and a property of uniform convergence, lim
N→∞
PN (A)
exists and
(12) Pλ,Q(A) = lim
N→∞
PN (A) =
∞∑
n=0
lim
N→∞
JA(N,n).
2. To prove that Pλ is a probability measure on (Ω,ΣQ) we check three proba-
bility axioms.
Pλ,Q(∅) = lim
N→∞
PN (∅) = lim
N→∞
0 = 0.
Pλ,Q(Ω) = lim
N→∞
PN (Ω) = lim
N→∞
1 = 1.
To complete the proof it remains to check the axiom of σ-additivity. Consider a
sequence of disjoint events Ai ∈ ΣQ (i = 1, 2, . . .) and denote D =
∞⋃
i=1
Ai. By (11),
(13) PN (D) =
∞∑
i=1
PN (Ai) =
∞∑
i=1
∞∑
n=0
JAi(N,n).
By Lemma 5.3, for n > 3 and i = 1, 2, . . . ,
|JAi(N,n)| 6 22qP0(Ai)0.9n(n+ 1).
Since for 0 < x < 1,
∞∑
n=0
xn(n+ 1) =
1
(1 − x)2 , we have:
∞∑
i=1
∞∑
n=0
22qP0(Ai)0.9
n(n+ 1) = 22q
∞∑
i=1
P0(Ai)
∞∑
n=0
0.9n(n+ 1)
= 22q
∞∑
i=1
P0(Ai)
1
(1 − 0.9)2 = 2
2q100
∞∑
i=1
P0(Ai) = 2
2q100P0(D).
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So the series on the right-hand side of (13) converges absolutely and uniformly
for all N ∈ NQ. Taking a limit in (13) and using (12), we get:
Pλ,Q(D) = lim
N→∞
PN (D) =
∞∑
i=1
∞∑
n=0
lim
N→∞
JAi(N,n) =
∞∑
i=1
Pλ,Q(Ai).
This proves that
Pλ,Q
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
Pλ,Q(Ai).

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