Optical coherence correlation spectroscopy (OCCS) allows studying kinetic processes at the single particle level using the backscattered light of nanoparticles. We extend the possibilities of this technique by increasing its signal-to-noise ratio by a factor of more than 25 and by generalizing the method to solutions containing multiple nanoparticle species. We applied these improvements by measuring protein adsorption and formation of a protein monolayer on superparamagnetic iron oxide nanoparticles under physiological conditions.
Introduction
Nanoparticles (NPs) are studied thoroughly for applications in medicine and life sciences: of special interest are gold NPs due to their optical, chemical, and biocompatible properties [1, 2] and superparamagnetic iron oxide nanoparticles (SPIONs) [3] [4] [5] . Recently, we have shown that optical coherence correlation spectroscopy (OCCS) can measure the diffusion coefficient of gold NPs down to diameters of 30 nm with near-infrared light [6] . There are advantages to use even smaller gold NPs because of an enhanced labeling efficiency [7] and improved penetration into biological samples [8] , showing the importance of measuring the dynamics of smaller gold NPs.
Another very interesting feature would be to have the possibility to distinguish different species of scattering NPs, for instance based on their size. This would give the possibility to distinctively label several targets in measurements and to measure chemical reaction kinetics, for instance.
The coating process of nanoparticles (NPs) with biomolecules generates a so-called protein corona [9, 10] . Understanding the properties of this coating is important for the application of NPs in living organisms [11] . Most strategies involve the removal of the NP-protein complex from their original physiological environment [12] . A complementary approach investigates the adsorption of proteins under physiological conditions. So far, the adsorption of either bovine serum albumin (BSA) or human serum albumin (HSA) has been studied with different types of NPs using fluorescence correlation spectroscopy (FCS), as for example the coating process of FePt NPs and quantum dots [13] or gold NPs [14, 15] . Adsorption of BSA on SPIONs has already been studied [16, 17] , however, a quantitative analysis of their diffusion properties in physiological conditions has not been performed yet.
OCCS exploits the backscattered light of NPs illuminated by a broadband light source, giving simultaneous access to several sampling volumes along the optical axis. Over a large concentration range, this technique allows the extraction of the diffusion coefficient and concentration of NPs using an auto-correlation analysis. In this work we greatly extend the application potential of OCCS by shifting the OCCS instrument from the near-infrared to the visible wavelength range. The signal-to-noise ratio (SNR) has been increased by a factor of more than 25 due to a much increased NA allowing the extraction of the diffusion coefficient of gold NPs down to a size of 10 nm diameter. In addition, the auto-correlation model has been generalized to solutions hosting multiple NP species and this generalized model is used to retrieve the particle fractions in a mixture of two NP species. Using our novel OCCS technique, we show its application to the study of BSA adsorption on SPIONs by measuring their hydrodynamic radius under physiological conditions. This combines the advantages of not having to use fluorescent labels (thus preventing the risk that these labels change the properties of the NPs) and of avoiding additional separation steps to remove unbound protein from the solution.
Materials and methods

Low coherence interferometer
Figure 1 depicts the OCCS instrument which is based on a Mach-Zehnder interferometer [6, [18] [19] [20] [21] . This visible light OCCS instrument is based on low coherence interferometric principles as described in [6] . The light from a super-continuum source (Koheras SuperK Extreme, NKT Photonics) is spectrally filtered to obtain a broad visible spectrum centered at 590 nm wavelength with a bandwidth of 160 nm full width at half-maximum (FWHM). The light is linearly polarized by a polarizing beam splitter and delivered to the interferometer by a singlemode fiber (mode field diameter of 3.4 µm, Fibercore). After collimation, the light is split into a reference beam and an illumination beam by a non-polarizing 50:50 beam splitter. The reference beam passes through glass prisms with variable thicknesses for compensating the dispersion difference in the illumination and sample arms. The illumination beam passes through an axicon lens (176 • cone angle, Asphericon) generating a Bessel beam, which is further imaged by a 300 mm achromatic lens and an apochromatic water immersion objective (40×, NA 1.15, Olympus) into the sample at the focal plane of the objective. The power impinging on the sample is adjusted between 2-10 mW, depending on the experiment. The annular mask F ill blocks residual stray light from the tip of the axicon. The back-scattered sample field is collected by the objective, superimposed with the reference field and focused into a singlemode fiber (mode field diameter of 3.4 µm, Thorlabs). The fiber guides the collected field to the customized spectrometer (transmission grating; 600 lines/mm, Wasatch) for the registration [18] . The axicon generates a Bessel beam illumination, whereas the detection mode is Gaussian. The apertures F ill and F det provide a dark field contrast [21] .
of the spectral interferogram from 420 nm to 760 nm wavelength (linear CMOS array Sprint spL2048-140km with 2048 pixels, Basler).
As illustrated in Fig. 1 , the illumination and detection beams do not overlap in the aperture plane of the objective: any specular reflected light from the glass slide is blocked by the diaphragm F det . The interferometer was conceived with a minimum number of optical elements in order to increase the detection efficiency and to simplify the alignment of components. Because the glass slide is always closer to the objective than the sample, a dark field is obtained even though the filters F ill and F det are not placed in a pupil plane but just as close to the objective as possible. The dark field contrast is essential for a high SNR while detecting the weak back-scattered field from the NPs. This interferometer implements a Bessel illumination and Gaussian detection configuration [18] . The illumination field corresponds to a radial zero-order Bessel distribution in the focal plane with the first minimum located at 0.22 µm lateral radius, whereas the detection mode is Gaussian with an effective numerical aperture (NA) close to 0.9.
In typical experiments the detector was driven at a line rate of 20 kHz with an exposure time of 48 µs. The reference arm intensity was adjusted to about 75% of the available dynamic range of the camera. By taking the Fourier transform of the spectrum (resampled at equidistant wave numbers, λ to k mapping), we obtain the time-dependent signal traces extending over several sampling volumes [22] . Here, the background corrected depth profile containing a sequence of sampling volumes (center to center distance of 0.35 µm in water) was then extracted by using an algorithm based on the discrete Fourier transform (DFT). The signal processing leading to the time-dependent signal traces is indicated in Fig. 2 . An integration kernel to get the tomogram from the sample spectrum by a matrix product was calculated such that (i) it resampled the spectrum at equidistant wave numbers (λ to k mapping); (ii) it compensated the residual dispersion φ (k) by multiplying the spectrum with calibrated phase factors exp(i φ (k)) calculated with an automatic numerical iterative procedure developed by Wojtkowski et al. [23] ; and (iii) Fourier transformed the corrected spectrum to yield the tomogram in (iv) the region of interest. Thereby, the matrix multiplication of this kernel with the measured spectra directly yielded the depth profiles. This algorithm is only performed on the sampling volumes in the optical focal area in order to minimize the calculation time. In all the calculations that follow, 150 sampling volumes are calculated. Auto-correlations of the absolute values of these time-dependent signals were then calculated. In this application, the new DFT algorithm is about six times faster than the previous FFT algorithm [6] .
In detail, the DFT kernel In the DFT algorithm, the dispersion is compensated by multiplying the interferogram samples with a factor f n = exp (i φ (λ n )). An extra amplitude component would allow reshaping the spectral amplitudes. Therefore, the kernel implementing steps (ii-iv) writes as F mn = f n exp(−2i πmn/N). The λ to k mapping (i) is performed by multiplying this kernel with an N × N identity matrix resampled at wavelengths corresponding to equidistant wave number samples. A high-quality resampling is achieved by Fourier-upsampling the columns of the identity matrix to yield L 3N samples, which are then linearly interpolated at the desired wavelengths [24] .
Sample preparation
Sample solutions of monodisperse polystyrene microspheres (PS MSs) with a diameter of 109 nm (POLYBEAD Microspheres 109 nm, Polysciences) and gold colloids (gold NPs) with diameters of 10, 15, 20, 30, 40 and 50 nm (EM.GC10, EM.GC15, EM.GC20, EM.GC30, EM.GC40, EM.GC50, British Biocell International) were used. To obtain the nominal concentrations, the solutions were prepared by diluting an adequate volume of stock solution in ultrapure water or in glycerol. All OCCS measurements were performed in plastic wells (µ-Slide 8 well, uncoated, sterile, Ibidi) with a well volume of 300 µl.
Correlation analysis of multiple components mixtures
The signal acquisition in OCCS and its auto-correlation analysis for single species was described in previous work [6] , where the interested reader finds the detailed derivation of Eq. (1). The auto-correlation analysis of the OCCS signal I m (t) in a sampling volume m was subdivided into three distinct regimes depending on the number of particles in the sampling volume of interest N: the single particle (N 1), the few particles (N ∼ 1) and the many particles (N 1) regimes. The general case is the few particles regime, which takes into account the diffusion of particles in and out of the sampling volume and a dynamic light scattering (DLS) contribution depending on the number of particles N in the sampling volume. In the few particles regime, the OCCS autocorrelation function can be written as
where γ is the volume contrast [25] and N the average number of particles in the sampling volume. τ xy = r 2 0 (4D) −1 and τ z = z 2 0 (4D) −1 are the lateral and axial diffusion times, where D is the diffusion coefficient, and r 0 and z 0 are the lateral and axial e −2 radii of an equivalent threedimensional Gaussian volume. The exponential decay τ b = r 2 b (4D) −1 with the characteristic length r b and amplitude parameter A b account for the Bessel profile. The last factor is the coherent contribution caused by speckle fluctuations of the back-scattered field of the NPs in one sampling volume. This coherent contribution is characterized by the decorrelation time τ c = (8n 2 k 2 0 D) −1 known from dynamic light scattering (DLS), where n is the refractive index of the medium and k 0 is the central wave number of the source spectrum.
Here we extend this initial model to the study of multiple independently diffusing species i with different diffusion coefficients. Without the coherent contribution, Eq. (1) describes a correlation function for a signal similar to the intensity fluctuations in FCS. Therefore, we can apply the multi-species model derived for FCS, see for instance Thompson [26] and Meseth et al. [27] . For the coherent contribution, Berne and Pecora [28] describe a multi-species model in the context of DLS. In both cases, the multi-species models are linear combinations of the single-species correlation functions. Therefore, we can write the multi-species auto-correlation function as
where
I m = B + ∑ N i Q i is the average signal in the sampling volume m and B is the average background. N i is the average number and Q i is the brightness of particles of species i. Q i is proportional to the absolute value of the particle's electric field reflectivity. The squared prefactor stands for the background influence on the correlation amplitude. The total number of particles is N = ∑ N i and P i = N i /N are the fractions of the species. Each species contributes to the correlation amplitude by its concentration times the squared brightness which limits the discrimination of species with significant brightness differences.
Sampling volume characterization
The determination of r 0 and z 0 is essential for an appropriate fit model requiring an accurate characterization of the OCCS sampling volumes. In analogy to the near-infrared light OCCS procedures described in [6], we characterized the sampling volume by imaging individual 50 nm gold NPs. The scattering particles were dispersed in an agarose gel with 0.3% weight/volume ratio. We scanned individual NPs using a three-axis piezoscanning stage in the x-y plane (repeatability 0.01 µm, Physik Instrumente) while illuminating with a power of 5 mW. We compared the brightness profile measurements with ab initio calculations at the cen- were performed using the focus field calculation framework by Leutenegger et al. [29] . The coherence gate in (d) is calculated from the measured source spectrum S(k) using the Wiener-Khintchine relation. tral wavelength using the focus field calculation framework by Leutenegger et al. [29] . The brightness profile is rotationally symmetric around the optical axis z. Figures 3(a)-3(d) show the measured brightness profile W (r). Figure 3(b) shows the measured radial brightness profiles W (r) compared with the calculation performed at the central wavelength of 590 nm. We attribute the non-zero minimum (10% of the maximal signal) and larger profile in the measurement to the large illumination bandwidth and to the finite size of the NPs used. Figure 3(d) shows the measured axial brightness profiles W (r) compared with the coherence gate determined by the measured source spectrum S(k) and calculated using the Wiener-Khintchine relation. The e −2 half width z 0 of this calculated axial coherence gate is 0.95 µm. There is a good agreement between the calculation and the measurement in the profiles' FWHM. The difference in the tail is < 15% of the maximal signal and is due to residual dispersion difference between the reference path and the illumination plus detection paths.
The depth of field (DOF) assessment is important for the evaluation of the number of useful sampling volumes along the optical axis. For assessing this parameter, we used a solution of 109 nm PS MSs (concentration of 330 pM) freely diffusing in water, an illumination power of 5 mW and measured the time-averaged signal amplitude I m for the sampling volumes V m along the optical axis. Figure 3 (e) compares the DOF (average over 10 measurements during 50 seconds) with our ab initio calculations. The measurements indicate a DOF of approximately 7 µm FWHM corresponding to 20 sampling volumes, which can be observed simultaneously in axial separation steps of ∆z = 0.35 µm. The significant increase in DOF as compared to calculations is most likely caused by longitudinal chromatic aberrations in the illumination and detection paths.
Data Analysis
Care should be taken to carefully calibrate several parameters summarized in Table 1 . Figure  3(d) confirms the good agreement between the calculated and the measured axial brightness profile. Therefore, the axial extent z 0 was extracted from the coherence length given by the spectrum of the light source in Fig. 3(d) . The volume contrast factor γ was calculated from the measured PSF [25] . The lengths r 0 , r b and the parameter A b were calibrated for each sampling volume with an auto-correlation measurement of 109 nm PS MSs matched to Eq. (1) by using the theoretical value for the diffusion coefficient D (concentration of 330 pM; illumination power of 5 mW; 10 measurements of 50 seconds). This calibration was repeated for every measurement session. The characteristic lengths r 0 , r b , z 0 as well as the parameters A b and γ were then kept fixed and Eq. (1) was used to fit the auto-correlations shown in Fig. 5(a) and Fig. 7(a) , where only N and D have been retained as free fit parameters. The hydrodynamic radii R H of particles in Fig. 7(b) and Fig. 7(c) were calculated using the Stokes-Einstein relation D = k B T /(3πη2R H ), where k B is the Boltzmann constant, T the absolute temperature (295 K), and η the fluid viscosity. For the two-species mixture measurements, the same procedure is first applied to solutions of single species to extract also the diffusion coefficients D 1 and D 2 . In order to calculate the relative brightness of the two species, the average signal I 0 in the focal volume (V 0 in Fig. 3(e) ) averaged on 10 measurements of 20 seconds is calculated (same conditions for the two species: concentration of 150 pM; illumination power of 5 mW). The brightness was then estimated by subtracting the background: Q = I 0 − B . The extracted parameters are then used for fitting the auto-correlations shown in Fig. 6(a) using Eq. (2) with only N 1 and N 2 as free fit parameters.
Errors scaling the absolute concentrations N of all species equally do not affect the species fractions P. Errors scaling the diffusion constants D of all species equally also have little effect on P. However, erroneous shapes of the single-species correlation functions affect P because the fit will find a better match of the measured correlation function at an erroneous P. Hence, all errors in characteristic lengths and/or the parameters A b and γ have little effect on P unless the shape of the model function changes. Obviously, an error in the relative brightness Q is critical as it affects the weights Q 2 P and QP in Eq. (2).
Experimental results
Improvement of the signal-to-noise ratio
The OCCS interferometer contains a high NA objective to enhance the collection efficiency and a variable aperture F det to adjust the NA of the detection mode. In order to demonstrate the improvement in signal detection, we characterized the SNR in function of the detection NA. Following Leitgeb et al. [30] , the SNR in an optical coherence microscope is given as
where I m is the signal amplitude in sampling volume V m and σ 2 N is the noise variance. The noise variance is evaluated by calculating the root mean square of a signal-free region within the tomogram at higher depths to avoid cover slip artifacts. This signal-free region may contain some background from multiply scattered light. was calculated with respect to the averaged signal I 0 in the sampling volume V 0 . The noise variance was calculated at V 50 (17.5 µm from the center of V 0 ) well outside the DOF but close enough to the optical focus. Figure 4 shows the results of the measurements with respect to the F det opening. The NA of the detection mode is calculated from this opening diameter. The diaphragm opening of 1.25 mm diameter corresponds to the near-infrared light OCCS described in [6] . The solid line represents the calculated solid angle seen by the detection fiber Ω = 2π [1 − cos (arcsin (NA/n))] normalized by the SNR at the smallest opening. The measured SNR improved proportionally with the solid detection angle Ω. At intermediate NA, the measured SNR was about twice the expected value, most likely due to a higher back-scattered signal at intermediate detection angles. In contrast, the SNR improved only slightly at high NA, which could be caused by residual spherical aberration becoming particularly marked at high NA. Due to the diaphragm opening increase to 8 mm, the SNR improved by a factor of up to 28× as compared to the 1.25 mm diameter F det used in [6].
Instrument validation with gold NPs
We validated this novel visible light OCCS instrument by measuring freely diffusing gold NPs with different NP diameters. Figure 5 summarizes the results of these experiments. The normalized auto-correlations in V 0 (see Fig. 3(e) ) of differently sized gold NPs are shown in Fig. 5 (a) (NPs concentrations: 150 pM except 35 pM for 50 nm; 60 pM for 40 nm. Illumination powers: 2 mW for 50nm; 5 mW for 40 nm, 30 nm; 10 mW for 20 nm, 15 nm, 10 nm). These NPs were freely diffusing in glycerol/water solutions with 60% w/w of glycerol. The diffusion coefficients were extracted from the signal in the sampling volumes in the focal area from V −2 to V 2 independently and then averaged. These sampling volumes offered the best SNR and their small size allowed measurements at the few particles regime at the applied NPs concentrations. Extracting the diffusion coefficients was based on the fitting procedure described in the data analysis section. The fit residuals were small (< 2%) for NPs diameters ≥ 20 nm but increasing for smaller NPs due to low SNR. The extracted diffusion coefficients in Fig. 5(b) are related by the Stokes-Einstein relation. The viscosity of the glycerol/water solutions was obtained by measuring 109 nm PS MSs in this mixture. The deviation of the diffusion coefficient from the absolute theoretical values varies between 3.5% and 12% (smallest NPs). The improved SNR allows characterizing gold NPs of 10 nm which is 3× smaller than with the previous OCCS instrument [6] . Because the back-scattered field scales with the NP volume, this finding confirms an ∼27× higher sensitivity.
Measurements of gold NPs/PS MSs mixtures
OCCS allowed measuring the fractions P 1 of gold NPs and P 2 of PS MSs in a two component solution. Figure 6 shows the results of freely diffusing 40 nm gold NPs mixed with 109 nm PS MSs. The normalized auto-correlations G mix F,0 (τ) with varying fractions P 1 from 0% to 100% of 40 nm gold NPs are shown in Fig. 6(b) . The total particle concentration was kept constant at 150 pM and the host medium was pure water. The diffusion coefficient of each species was first extracted separately from the single species measurements using Eq. (1). For the fraction analysis, the 40 nm gold NPs brightness was defined as Q 1 = 1 and a relative brightness Q 2 = 0.86 for the 109 nm PS MSs was measured. A fit per sampling volume to the extended auto-correlation function G mix F,m (τ) (Eq. (2)) for the five sampling volumes V −2 to V 2 was used for extracting the fractions (see data analysis). The residuals of <4% underline the quality of these fits. Figure 6(b) shows that the measured average fractions P 1 increase linearly with the prepared fractions P 1 . The red line represents the theoretical values, while the dotted black line is the linear regression of the measured P 1 . For the solutions with only one type of particles, fitting Eq. (2) for two species never totally removed the contribution for the other particle. Noise and residual mismatches between the fit model and the measured auto-correlations caused the fit to find up to 8% of the other type of particles.
The measured fractions P 1 had an uncertainty of ≈ 6% and an absolute error < ±8%. Varying the characteristic lengths and the parameter A b within the mean values ± the standard deviation given in Table 1 worsened neither the uncertainty nor the linearity significantly. However, the absolute errors at P 1 = 0% and 100% increased to ±20% in the worst case. In all cases, the two NPs species could be clearly distinguished.
Protein adsorption on SPIONs
We measured the adsorption of BSA onto SPIONs with OCCS. Naked SPIONs (maghemite phase of 8 nm±2 nm crystallite's diameter) were preliminary coated with a mixture of polyvinyl alcohol (PVA) as described in previous works [31, 32] (these PVA-coated SPIONs will simply be called SPIONs for the remainder of this document). Their hydrodynamic radius R H in a PBS buffer (phosphate buffered saline, Sigma-Aldrich Chemie) as measured by OCCS yielded a mean diameter of 42.0 nm with a standard deviation of 4.7 nm (20 measurements lasting 20 seconds each; line rate of 50 kHz with an exposure time of 18 µs; illumination power of 5 mW). These SPIONs were also measured with DLS (Malvern Zetasizer, using DTS Nano 7.02 software) and a mean diameter of 43.1 nm with a standard deviation of 13.5 nm was obtained (measured polydispersity index = 0.24). The mean values are in close agreement but the standard deviation is greater with DLS. The OCCS standard deviation was estimated with the different measurements, each based on approximately 1000 particle transits. In DLS the standard deviation is calculated on the NPs population directly.
The BSA at a neutral pH can be approximated as an equilateral triangular prism with sides of 8.4 nm and a height of 3.15 nm [33] the number N of adsorbed proteins can be described by data is fitted to a modified Langmuir model:
where N max is the maximum number of proteins binding to the nanoparticle, C BSA is the average concentration of BSA, h is the Hill coefficient, and K D is the dissociation coefficient, which quantifies the strength of the protein-NP interaction. The fit of the data gives a trend line, however the standard deviation of the Hill coefficient is rather elevated, which does not allow a definite statement on the cooperativeness of the BSA adsorption.
We observed a full coverage above approximately 3.3 µM BSA concentration. Using this result, we can estimate the maximal concentration of SPIONs in serum for achieving full coverage by serum albumin. The reference range for albumin concentrations in serum is approximately 35-50 mg/ml [34] . By taking the lower bound of 35 mg/ml (corresponding to 526 µM), the maximal concentration of SPIONs in serum for a full coverage is estimated at 53 nM.
Conclusions
In comparison to the previous OCCS instrument working in the near-infrared wavelength range, we present an increase of the SNR by a factor of more than 25 with this visible light OCCS instrument. This improved SNR allowed the measurement of the diffusion coefficient of gold NPs down to a size of 10 nm diameter. The generalization of the fitting model to multiple component solutions has been applied to the measurement of the fractions of a mixture containing two different NPs species. For two NPs species with large difference in size (2.7:1) but similar brightness (1.2:1), we obtained excellent agreement of the measured fractions versus the prepared fractions. The measurement uncertainty and absolute error were small enough to qualify for an unambiguous distinction of the two NPs species.
We also measured the protein adsorption and formation of a protein monolayer on SPIONs, i.e. a study of the protein corona on NPs. These adsorption measurements were performed under physiological conditions using an intrinsic signal from the SPIONs, thus preventing potential modifications of these NPs that can occur when using fluorescent labels or separation steps. This achievement opens the door to the study of adsorption of other proteins of interest on SPIONs, in particular to the study of protein adsorption in serum.
In summary, the OCCS technique has been substantially enhanced and first applications highlight its potential for nanoscience and life sciences.
