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Abstract—Due to the existence of dataset shifts, the distri-
butions of data acquired from different working conditions
show significant differences in real-world industrial applications,
which leads to performance degradation of traditional machine
learning methods. This work provides a framework that combines
supervised domain adaptation with prototype learning for fault
diagnosis. The main idea of domain adaptation is to apply the
Siamese architecture to learn a latent space where the mapped
features are inter-class separable and intra-class similar for both
source and target domains. Moreover, the prototypical layer
utilizes the features from Siamese architecture to learn prototype
representations of each class. This supervised method is attractive
because it needs very few labeled target samples. Moreover,
it can be further extended to address the problem when the
classes from the source and target domains are not completely
overlapping. The model must generalize to unseen classes in
the source dataset, given only a few examples of each new
target class. Experimental results, on the Case Western Reserve
University bearing dataset, show the effectiveness of the proposed
framework. With increasing target samples in training, the model
quickly converges with high classification accuracy.
Index Terms—Fault diagnosis, time series classification, do-
main adaptation, prototype learning.
I. INTRODUCTION
THe advances in the manufacturing industry make thevolume of data proliferate. Making full use of the man-
ufacturing big data, it can further promote industrial develop-
ment. The sensor data that contain machine health information
play an essential role in fault diagnosis and prognosis. In
the past decades, many fault diagnosis methods have been
proposed [1]–[6]. Because the physics-based methods usually
require specific a priori knowledge, they are laborious to
implement as the industrial environment changes. Compared
with traditional physics-based models, data-driven methods
have attracted much attention due to their effectiveness and
flexibility. Studies that combine signal processing and ma-
chine learning techniques have obtained impressive results in
many industrial cases [7]–[11]. In [12], an automatic deep
feature learning method uses time-frequency images to train a
deep convolutional neural network for bearing fault diagnosis.
Glowacz et al. [13] proposed a new feature extraction method
called MSAF-20-MULTIEXPANDED. The features extracted
from acoustic signals of the single-phase induction motor are
classified by machine learning methods. In [14], the maximum
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kurtosis spectral entropy deconvolution (MKSED) method
that uses the signal denoised by Ensemble Empirical Mode
Decomposition (EEMD) is applied to classify bearing fault.
However, most of the intelligent fault diagnosis methods
require a large amount of labeled data (target data) for training,
which restricts their extensive applications. Several situations
that could not obtain sufficient samples to train the deep model
[15]. (1) In many applications, the process from degradation
to the failure might take a long time, e.g., generators or jet
engines [16]. Therefore, it is difficult to collect related data.
(2) The fault detection system does not allow critical machines
to operate in fault states. Once the system detects a fault,
it immediately shut down the machine, which results in col-
lecting only a few fault samples. (3) The working conditions
frequently change in actual tasks, and the fault signal could
be collected from different working conditions, even from
different machines. It is difficult to collect sufficient samples
for every type of fault. Meanwhile, the samples of similar
faults usually show significant distribution discrepancies. It
indicates that the model trained in one situation is not suitable
for another. It is difficult or even impossible to recollect the
new labeled data to train a model for the actual task. When it is
difficult to collect the target data, the typical approach is to use
available datasets (source data) for training the related target
model. Therefore, it is vital to adapt the useful information
from the source training task to a new but related diagnosis
task with a few labeled target samples.
The domain adaptation, which can transfer the knowledge
from the source domain to a different but related target
domain, can be adopted in the situation where the source
and target data have different distributions. Although domain
adaptation techniques have recently been widely used in
situations such as image classification, face recognition, object
detection, and so forth [17], they have not yet been investigated
thoroughly for time series classification, especially in fault
diagnosis. In recent years, several fault diagnosis methods
based on transfer learning have been proposed [18]–[20]. In
[20], a framework with joint distribution adaptation (JDA)
adapts the unlabeled target data to the conditional distribution.
In [15], a few-shot learning neural network based on the
Siamese network is used for bearing fault diagnosis with
limited data.
In the field of fault diagnosis, the data-driven methods
mainly focus on how to use fewer source data to learn more
information or the transferability between different working
conditions of the same machine. However, the amount of data
is not a problem in the real-world industry, and we can slowly
accumulate more labeled data. Meanwhile, different machines
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2could have similar types of fault, and it is expensive and time-
consuming to collect labeled data for all machines. Therefore,
we pay more attention to the adaptation ability between source
and target datasets, even if these datasets were collected from
different machines.
In this work, we introduce a supervised approach for bearing
fault diagnosis based on domain adaptation. The approach
requires very few labeled target samples per class in training.
Even one sample can significantly increase the model perfor-
mance. Furthermore, the model trained on the source dataset
can generalize to new classes that can only be seen in the target
dataset, given only a few labeled samples of each new class.
To improve the robustness, we adopt the prototype learning
making the unseen classes easily distinguished. The modified
network is based on the assumption that there exist prototypes
that can represent corresponding classes in the latent space.
To do this, we learn a non-linear mapping to minimize the
discrepancy between source and target distributions in a latent
space by neural network and take a prototype to represent the
center of each class. The classification task is then simplified
to find the nearest class prototype. The framework was verified
on the standard Case Western Reserve University Bearing
Datasets [21], which showed that our approach is effective
in fault diagnosis with very few labeled target samples.
The rest of the paper is organized as follows. Section II
reviews related works about domain adaptation and prototype
learning. Section III describes the problem formulation and
proposed framework. A series of experiments are carried out in
Section IV. Finally, conclusions and future works are presented
in Section V.
II. RELATION WORKS
Domain adaptation. Due to the existence of dataset bias
[22]–[24] and data shifts (e.g., prior shift, covariate shift [25],
concept shift [26]) between different data sources, the model
trained on one dataset is not suitable for another. Domain
adaptation and transfer learning are two sub-fields of machine
learning that are used to solve these problems.
Compared with the general use of transfer learning, the
domain adaptation focuses on how to deal with different
probability distributions of datasets. Therefore, prior methods
of domain adaptation mainly try to minimize the discrepancy
between the source and target samples directly. In [27], the
deep transfer network uses a model with shared weights to find
a domain invariant space for source and target distributions.
Moreover, an adaptation layer measures their differences with
the Maximum Mean Discrepancy (MMD) [28] metric. In
[29], the two-stream architecture model considers that the
weights in corresponding layers are related but not shared.
Therefore, they added a weight regularizer to account for the
distance between the source and target distributions. In [30],
a model combines adversarial learning with discriminative
feature learning, mapping target distribution to the source
feature space. According to [31], [32], these methods can
be divided into three categories. Among these categories,
the one that finds a shared domain subspace is concerned
with accounting for the assumption that source and target
conditioned label distributions are similar, and there exists
a classifier that can work well on both source and target
distributions [33]. In this category, Siamese networks [34] are
suitable for minimizing the discrepancy of different domains
in latent space. The literature [31] uses a Siamese network to
make the same class from different domain datasets as close
as possible. Since the unseen target data is severely limited
for the problem when the classes from the source and target
domains are not completely overlapping, the architecture of
the Siamese network is challenging to separate the new classes
from each other. We modify the model by prototype learning,
which improves model performance with a few target training
samples.
Prototype learning. Through searching prototypes to rep-
resent the centers of the data distribution in each class,
prototype learning is effective in improving the performance
of classification. The simplest method of prototype learning is
the unsupervised clustering, which searches the class centers
used as the reduced prototypes independently [35], [36]. Since
the unsupervised clustering does not consider the class infor-
mation, the classification accuracy is usually lower compared
with supervised classification methods. The learning vector
quantization(LVQ) [37], proposed by Kohonen, supervised
adjusts the weight vectors based on searching the optimal
position of the prototypes. Although the convergence is not
guaranteed, the attractive performance makes LVQ popular in
many works. In the variations of LVQ, the parameter optimiza-
tion approaches, which learn prototypes through optimizing
the objective functions by gradient search, have excellent
convergence property in learning [38], [39]. In [40], the
prototypical networks search prototype representations of each
class in a metric space. In [41], the model, which combines
the prototype-based classifiers with deep convolutional neural
networks, improves the model robustness. In our study, we
minimize the discrepancy of source and target distributions
by domain adaptation and learn the best representations of
different classes, making the prototypes as far as possible from
each other to improve the accuracy of classification. The main
contributions of this work are summarized in the following.
1) The framework uses convolutional neural networks as a
basic model applied to time series classification. It can
learn a domain invariant space with effective domain
adaptation capacity through the Siamese architecture.
2) The framework can be extended to solve the problem
when the classes from the source and target domains
are not completely overlapping. The model learned on
the source dataset can generalize to new classes that can
only be found in the target dataset, given only a few
samples of each new class in training.
3) Compared with the traditional classification methods,
our model adds weight regularizations to adjust the
distance of different prototypes, making the new class
centers easily distinguished.
4) With attractive robustness, disrupting the corresponding
classes between source and target domains does not af-
fect the classification accuracy, which is suitable for the
complex working conditions in industrial applications.
3CNN
CNN
xs
xt
Shared 
weights
Feature
vectors
Similarity 
measurement 
yd
Source
features
Input pair Siamese architecture
ClassificationPrototypical 
layer
1. training
Target
features
2. fine-tuning
Fig. 1. Deep prototypical adaptation learning: The two input streams are two-
dimensional time-series samples from source and target domains respectively.
In training, the distance loss LD minimizes the discrepancy between samples
in the same classes from different domains. Meanwhile, the classification loss
guarantees the different classes centers easily distinguished and high accuracy.
In this figure, we learn two prototypes for each class and use prototype
matching for classification.
TABLE I
NOTATIONS AND DESCRIPTIONS
Notation Description Notation Description
D Domain s, t Source, target
X Data set Y Label set
x Single sample y Corresponding label
M Source class number N Target class number
m
Source samples number
n
Target samples number
per class per class
c Class prototype C Prototype set
P Data distribution f = h ◦ g Prediction function
h Feature extraction function g Classification function
III. METHODS
A. Notation
In this section, we describe the problem formulation
and the proposed framework. A source dataset Ds =
{(xsi1 , ysi1 ), . . . , (xsij , ysij ), . . . , (xsim, ysim)}Mi=1 is a collection of
pairs (xj, yj) where each xj ∈ Xd is the d−dimensional feature
vector and yj ∈ Y is the corresponding label. A target dataset
is denoted by Dt = {(xti1 , yti1 ), . . . , (xtij , ytij ), . . . , (xtin , ytin )}Ni=1.
The M, N denote the number of classes in datasets, m, n denote
the number of samples used in training of each class and
Xs, X t denote the sets of xsj , x
t
j respectively. The Table I
describes the notations which are used in this work frequently.
We assume that the probability distributions of Xs, X t are
different, i.e. P(Xs) , P(X t ) and learn a prediction function
f : X → Y which can work well on the target dataset. In gen-
eral, f is composed of two functions, f (x, θ) = g(h(x, θ1), θ2).
Here h : X → Z, the feature extraction function, is a mapping
from the input space X to a latent space Z, and g : Z → Y is
a classification function to predict the input label. The x and
θ denote the input and parameters of the model respectively.
In our framework, we use a convolutional neural network as
the feature extractor h, and learn several prototypes on the
extracted features for each class to predict the corresponding
label. In order to simplify the model, we only learn one
prototype for each class in this work, and the prototype is
denoted as ci where i ∈ {1, 2, . . . , N} represents the index of
predicted class prototype. The ci ∈ Cp is the p-dimensional
vector.
B. Architecture
We selected the one-dimensional convolutional neural net-
works with wide first-layer kernels [42] for the framework.
The model architecture contains two parts, one is the fea-
ture extractor, and the other is the classification layer. The
input of the feature extractor is a multi-dimensional time
series. The convolutional layers perform some non-linearities
to convert it into high-dimensional features. Therefore, the
feature extractor’s output is an abstract representation of the
input. Subsequently, we employed dropout [43] on the feature
extractor’s output layer for regularization. Dropout randomly
zeros some hidden units with a rate during training. Finally,
we used the prototypical layer instead of the traditional clas-
sification layers. The prototypical layer transforms the high
dimensional features into a p-dimensional vector which is used
to approximate the corresponding prototype.
This framework is based on the assumption that there exists
a latent space that could minimize the discrepancy of the same
classes of source and target domains despite the similarity of
their samples. It means that the model can work well when
each class has its unique features, even if the distribution of
the class in the source domain is different from the same class
in the target domain. Meanwhile, we can learn prototypes to
represent each class in this latent space by the neural networks.
Compared with traditional classification layers, the sample
features of the same class can make a certain degree of change
around the prototypes, which improves the generalization
performance of the model.
C. Feature extractor
With the covariate shift assumption of domain adaptation
[33], we could get the assumption that P(Y s |Zs) = P(Y t |Z t )
when we learn a domain invariant space for the source and
target distributions. It means that the source and target domain
classifiers could be the same, i.e., gs = gt . Meanwhile, the
parameters of CNN can be shared in a Siamese architecture,
i.e., hs = ht . Therefore, we can directly apply the model
learned on training data to the target dataset.
In that case, the method assumes that hs = ht , and we could
train the function h by minimizing a distance loss
LD(h) = E
[
`
(
d
(
h (xs) , h (xt ) ) , yd ) ] (1)
where the E[·] denotes the mathematical expectation and the
Yd ∈ {0, 1} denotes the consistency of two input streams.
One of the input streams comes from the source domain, and
the other comes from the target domain. When the two input
streams are from the same classes, Yd = 1, otherwise, Yd = 0.
Therefore, we take Binary Cross-Entropy Loss as `, and the
function d could be any metrics for similarity measurement. In
this work, the function d is computed with Euclidean distance,
d (h (xs) , h (xt )) = σ (γ ‖h(xs) − h(xt )‖2), where σ denotes
the Sigmoid function and γ is a hyper-parameter that controls
the distance mapping. The purpose of (1) is to minimize the
discrepancy between the source and target features in the latent
space.
4TABLE II
STRUCTURE OF THE FEATURE EXTRACTOR
Layer Name Size/Stride
1 Convolutional-ReLU 16 filters of 64 × 1/1 × 1
2 Max-Pooling 2 × 1/2 × 1
3 Convolutional-ReLU 32 filters of 3 × 1/1 × 1
4 Max-Pooling 2 × 1/2 × 1
5 Convolutional-ReLU 64 filters of 2 × 1/1 × 1
6 Max-Pooling 2 × 1/2 × 1
7 Convolutional-ReLU 64 filters of 3 × 1/1 × 1
8 Max-Pooling 2 × 1/2 × 1
9 Convolutional-ReLU 64 filters of 3 × 1/1 × 1
10 Max-Pooling 2 × 1/2 × 1
11 Fully-connected-Sigmoid 100
TABLE III
STRUCTURE OF THE CLASSIFICATION LAYER
Structure of the prototypical layer
Layer Name Parameter
12 Dropout rate = 0.5
13 Fully-connected p = 5
Structure of the traditional layer
Layer Name Parameter
12 Dropout rate = 0.5
13 Fully-connected-Softmax dimension = N
The graphic description of our model can be found in Fig.
1. This model uses the Siamese architecture based on deep
convolutional neural networks as the feature extractor. The
CNN architecture is detailed in Table II. In order to avoid
the interference of the high-frequency noises in industrial
environments, the model uses wide kernels to extract features
in the first layer and then uses small kernels to get better
feature representations.
D. Classification layer
With the abstract representations extracted by the feature
extractor, traditional methods usually use loss functions (for
instance, Categorical Cross-Entropy for multi-class classifica-
tion (2)) to minimize classification loss.
LCA(g) = −
N∑
i=1
yi log (gi) (2)
The yi and gi are groundtruth and the model prediction for
each class i in N .
In this work, we combine the feature extractor with a
prototypical layer to modify the model. In order to simplify
the model, we only learn one prototype for each class, and
the prototypical layer computes a p-dimensional vector to ap-
proximate the corresponding prototype. After the prototypical
layer described in Table III, the abstract representations are
converted to p-dimensional vectors. To learn the prototypes,
a distance metric is used to compute the similarity between
the p-dimensional vectors and the p-dimensional prototypes.
Therefore, the model has two parts of trainable parameters,
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Fig. 2. CWRU bearing test stand [46].
one for the prediction function f and the other for the
prototypes Cp . The distance can be measured by the function,
e.g., d(g(h(x)), ci) = ‖g(h(x)) − ci ‖22 . Finally, we define the
classification loss as
LCB(g) = LC(g)+λ1‖g−cm‖1−λ2
∑
i,j
‖ci−cj ‖1+λ3
N∑
i
‖ci ‖2
(3)
where the LC(g) controls the classification accuracy, cm is the
corresponding prototype of input x and the λi (i ∈ {1, 2, 3}) is
the hyper-parameter that changes the weight of regularizations.
The loss LC(g) is defined as
LC(g) = E [` (ds (g (h(x)) ,C) , y)] (4)
ds (g (h(x)) , ci) = e
−γd(g(h(x)),ci )∑N
l=1 e
−γd(g(h(x)),cl )
(5)
where γ is a hyper-parameter that can change the hardness of
probability assignment [41]. By limiting the distance between
vectors and the corresponding prototypes, the regularization
‖g−cm‖1 makes the features in the same classes more compact.
Meanwhile, the regularization
∑
i,j ‖ci − cj ‖1 +
∑N
i ‖ci ‖2
makes the different classes separated. By combining these
regularizations, we can make the model more robust and
improve classification accuracy.
Therefore, we get the modified approach by learning a deep
model f such that
LP( f ) = λLD(h) + (1 − λ)LCB(g) (6)
The prototypical network g is trained with source data, and
then fine-tuned based on the few samples in Dt
gt = fine-tune(h|Dt ) (7)
Finally, We use minibatch stochastic gradient descent and
AdaDelta [44] with hyper-parameters  = 10−6 and ρ = 0.9 to
train the model f and prototypes Cp . The model is initialized
by the weight initialization in [45] and trained with a minibatch
size of 64 on a single GPU.
IV. EXPERIMENTS
A. Data description
We used the Case Western Reserve University Bearing
Datasets [21] to evaluate the performance of our framework.
5TABLE IV
DESCRIPTION OF THE DATASETS
Drive-end Data Normal Rolling Element Inner Race Outer Race (6 o’clock) Speed (rpm) Description Number of samples
Fault Diameter (inch) 0 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021
1730 Dataset A 1250×10
Fault Labels 0 1 2 3 4 5 6 7 8 9
Fan-end Data Normal Rolling Element Inner Race Outer Race(6 o’clock) Speed (rpm) Description Number of samples
Fault Diameter (inch) 0 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021
1797 Dataset B 1250×10
Fault Labels 0 1 2 3 4 5 6 7 8 9
Drive-end Data Normal Rolling Element Inner Race Outer Race(6 o’clock) Speed (rpm) Description Number of samples
Fault Diameter (inch) 0 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021
1730 Dataset C 1250×6
Fault Labels 0 1 2 * 4 * * 7 * 9
Fan-end Data Normal Rolling Element Inner Race Outer Race(6 o’clock) Speed (rpm) Description Number of samples
Fault Diameter (inch) 0 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021
1797 Dataset D 1250×6
Fault Labels 0 1 2 * 4 * * 7 * 9
Fan-end Data Normal Rolling Element Inner Race Outer Race(6 o’clock) Speed (rpm) Description Number of samples
Fault Diameter (inch) 0 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021
1797 Dataset E 1250×10
Fault Labels 0 9 6 3 2 5 7 8 4 1
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Fig. 3. Data generation with overlap.
The layout of the test stand is shown in Fig. 2. Data were
collected in three situations for normal bearings, single-point
drive-end and fan-end defects with diameter from 0.007 to
0.028 (SKF bearings) inches. There are three types of data
according to the location of defects: inner race fault, rolling
element fault, and outer race fault. The outer race fault has
three categories based on the fault position relative to the load
zone: at 3 o’clock, at 6 o’clock, and at 12 o’clock. Each type
was recorded for motor loads of 0 to 3 horsepower (speeds
of 1797 to 1720 rpm) at 12kHz (some samples at 48kHz). A
detailed description can be found in [46].
In this work, we selected 12kHz drive-end and fan-end
bearing fault data to verify the adaptation ability between the
datasets from different ends. As shown in Fig. 3, the samples
are generated by the sliding window of 2048 size with 80
points shift step. In the experiments, we selected the fault
diameters of 0.007, 0.014, and 0.021 inches for every type
of fault and had ten conditions in total added with a normal
condition. Datasets A, B, C, D, and E each contain 1250
samples per class, and Datasets C and D have only six classes.
The details of all the datasets are described in Table IV.
In order to verify the effectiveness of the framework, we
trained models by these methods: SVM, CTM (the feature
extractor + traditional classification layer (LCA( f ))), FTM
(the feature extractor (LD(h)) + traditional classification layer
(LCA( f ))) and FPM (the feature extractor (LD(h)) + proto-
typical layer (LCB( f ))). The SVM and CTM are trained by
using the source data and n samples per class in the target
dataset without domain adaptation. We randomly selected n
samples per class in the target dataset for four times to generate
different training sets and repeated the training for five times to
TABLE V
TEST ACCURACY(%) OF TASKS AB
Task (%) A→B B→A
n samples (per class) 1 2 3 1 2 3
SVM 23.09 22.51
CTM 48.83 58.32 67.48 47.84 64.71 69.74
FTM 86.28 98.22 99.46 95.43 99.80 99.91
FPM 92.91 98.52 99.55 97.53 99.56 99.72
calculate the mean of accuracy. In subsection E, we compared
our framework with the WDMAN proposed in [47]. Our
framework achieved competitive results with only one target
sample per class in training.
B. Few-shot domain adaptation with complete classes in the
source domain
In the first experiment, we conducted experiments on the
dataset A and B to evaluate the adaptation ability of the
proposed framework. We randomly selected n (n ∈ {1, 2, 3})
samples per class in the target dataset and utilized the source
dataset that contains 1250 samples per class for training.
Moreover, the rest of the target data are used for testing.
Table V reports that the classification accuracy of four
methods and the number of target training samples has little
effect on the performance of SVM. The proposed framework
can work well even when we use only ten labeled target
samples (n=1, one sample per class) for training. We also
trained the base model by CTM to get the lower bound using
source and a few target samples without domain adaptation.
To demonstrate the adaptation ability directly, we followed
the t-SNE [48] to visualize the high dimensional features in a
two-dimensional map. Fig. 4 shows the visualizations of the
source and target reduced features. As shown in Fig. 4, the
target features learned by FPM have visible class prototypes
that are close to the centers of source features, which shows
that the FPM can make better use of inter-class information.
Moreover, the target features are inter-class separable with
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Fig. 4. Feature visualization of task A→B: 100-dimensional vectors learned
by the feature extractor are reduced to a two-dimensional map.
TABLE VI
TEST ACCURACY(%) OF TASKS C→B AND D→A
Task (%) C→B D→A
n samples (per class) 1 3 5 1 3 5
SVM 16.68 30.14
CTM 46.97 47.94 55.68 52.16 53.25 59.94
FTM 58.05 78.73 92.61 63.18 81.52 98.71
FPM 63.24 85.67 95.33 66.87 86.95 98.63
only one sample per class. However, there is a problem that
some samples in one class are closer to the prototypes of other
classes. When using three samples per class, the target features
within the same class are more compact and distinguish.
C. Few-shot domain adaptation with incomplete classes in the
source domain
In real-world industrial applications, we could not obtain
complete types of fault data. Therefore, we extend the model
to address the problem when the classes from the source and
target domains are not completely overlapping. The model
must generalization to unseen classes in the source domain,
given only a few examples of each new target class. In the
second experiment, the model is adapted to accommodate ten
classes in the target dataset when we use a few target samples
and the source dataset, which contains six classes in training.
Table VI shows the classification accuracies increasing with
the number of target samples available in training (n ∈
{1, 3, 5}) rising, and FPM has improved accuracy compared
with other methods. Compared with the traditional classifica-
tion layer, the prototypical layer can learn the latent space
where both seen and new classes are inter-class separable
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Fig. 5. Feature visualization of task D→A: 100-dimensional vectors learned
by the feature extractor are reduced to a two-dimensional map.
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Fig. 6. Confusion matrix of task D→A.
7TABLE VII
TEST ACCURACY(%) OF TASKS AE
Task (%) A→E E→A
n samples (per class) 1 2 3 1 2 3
SVM 19.16 10.18
CTM 43.86 45.27 62.43 52.98 57.85 70.22
FTM 81.71 97.62 98.82 92.42 98.73 99.40
FPM 92.30 99.12 99.65 95.86 99.46 99.73
and intra-class compact, which proves that features learned
by FPM from raw signals are more domain invariant. We
visualized the features of task D→A in Fig. 5, which showed
that the model learned by FPM is easier to distinguish the
new class features in the target domain. As shown in the Fig.
5(c), the samples in class 3 are close to the prototype of class
5 when using three target samples per class in training. To
better show the effect of FPM, we calculated the confusion
matrix to visualize the classification results. From Fig. 6(a),
classes 3 and 5 perform poorly due to lack of training samples.
The Fig. 6(b) shows that the model quickly converges with
high classification accuracy as the number of target samples
available in training increases.
D. Few-shot domain adaptation with randomized label assign-
ments
In real-world industrial applications, we could not obtain
any labeled target samples for some types of faults. With
massive unlabeled target data, we can utilize the most different
samples to represent the respective types of faults. Since we
do not know the types of faults in advance, the representative
target sample labels will be randomly scrambled. In order to
verify the robustness of the proposed framework, we randomly
disrupted the class labels of dataset B to get dataset E. In
the third experiment, we followed the setting of the first
experiment but replaced the dataset B with dataset E. From
Table VII, there are little differences between the accuracies
of the first task and third task, which proves the assumption
in Section III. The performance of the framework does not
rely on the similarity between the same classes in source
and target domains. It extracts unique features for each class
and maps the same class features to a common latent space.
Therefore, the proposed framework can compensate for great
domain shifts very well.
E. Comparison experiments
We evaluated the performance of our framework on the
CWRU bearing datasets and followed the experiment settings
described in [47]. Unlike the experiment settings above, the
adaptation ability is verified on the data from the same end.
The datasets A, B, C, and D were drawn from four different
motor loads (0, 1, 2, and 3 hp) with a sampling frequency of
12 kHZ. There are ten classes in total for each dataset, and
their settings are the same as Table IV, which consists of nine
types of fault and a normal condition. Each class contains 500
samples whose sizes are equal to 1200.
TABLE VIII
TEST ACCURACY(%) OF TASKS DESCRIBED IN [47]
Task (%)
WDMAN FTM FPM
[47] 1 2 1 2
A→B 99.73 94.98 99.12 99.27 99.73
A→C 99.67 93.13 97.51 99.40 99.94
A→D 100 96.37 99.79 99.56 99.90
B→A 99.13 99.26 99.81 99.53 99.84
B→C 100 100 100 99.67 99.93
B→D 99.93 99.99 100 99.50 99.91
C→A 98.53 97.08 98.46 98.80 99.25
C→B 99.80 97.48 99.35 99.12 99.76
C→D 100 100 100 99.72 99.95
D→A 98.07 97.09 98.35 97.91 98.13
D→B 98.27 85.78 94.33 91.54 99.03
D→C 99.53 95.59 99.12 99.41 99.78
0 20 40 60 80 100
Iteration
98.25
98.50
98.75
99.00
99.25
99.50
99.75
100.00
Te
st
 a
cc
ur
ac
y 
%
target accuracy
source accuracy
(a) One-shot with FPM
0 20 40 60 80 100
Iteration
98.25
98.50
98.75
99.00
99.25
99.50
99.75
100.00
Te
st
 a
cc
ur
ac
y 
%
target accuracy
source accuracy
(b) Two-shot with FPM
Fig. 7. Performance of FPM using different numbers of target samples.
As shown in Table VIII, we compared our framework with
the WDMAN proposed in [47]. With only one target sample
per class in training, the FPM shows attractive results except
for task D→B. And we can improve the accuracy of task D→B
to 99.03% when using two target samples per class. Although
the WDMAN does not require the labeled target samples
in training, our framework requires very few labeled target
samples, and the performance of the model can be improved
as the labeled target samples increases. This framework is
simpler than the unsupervised methods which use more than
thousands of unlabeled target samples in training. Without
the pre-training process, the model can be applied directly
to the target dataset. Compared with the arduous training of
the Generative Adversarial Networks (GAN) in WDMAN,
8this model can quickly converge to a high accuracy as the
labeled target samples increase in training. To demonstrate the
speed of convergence, we plotted the classification accuracy
of task A→B in Fig. 7. As shown in Fig. 7, the target domain
can achieve high accuracy with few training epochs by FPM.
Compared with only one target sample per class in training,
the classification accuracy of the target domain is very close
to that of the source domain when using two samples, which
shows that the framework has an effective adaptation ability.
V. CONCLUSION
We have introduced a deep model in combination with
domain adaptation and prototype learning for fault diagnosis.
This deep model takes raw temporal signals as inputs and
achieves a high classification accuracy on the CWRU bear-
ing datasets. Without changing the model architecture, the
proposed framework can be applied to address the problem
when the classes from the source and target domains are
not completely overlapping. Our experiments show that the
framework has an effective adaptation ability, which requires
a few samples from a priori fixed target distribution. Moreover,
the model accuracy can converge quickly as the labeled target
samples increase in training. In future work, we will utilize
other metrics for similarity measurement (e.g., Maximum
Mean Discrepancy) instead of Euclidean distance and increase
the number of prototypes for each class. In the experiments, we
found that there are some differences in model performance as
the randomly selected target training data changes, especially
when using only one sample per class in training. For future
work, we hope to further optimize the loss function to reduce
the number of hyper-parameters and improve model stability.
Overall, the effectiveness of the proposed framework makes it
a promising method for fault diagnosis.
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