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Abstract
Background: It is an important pre-processing step to accurately estimate missing values in
microarray data, because complete datasets are required in numerous expression profile analysis
in bioinformatics. Although several methods have been suggested, their performances are not
satisfactory for datasets with high missing percentages.
Results: The paper explores the feasibility of doing missing value imputation with the help of gene
regulatory mechanism. An imputation framework called histone acetylation information aided
imputation method (HAIimpute method) is presented. It incorporates the histone acetylation
information into the conventional KNN(k-nearest neighbor) and LLS(local least square) imputation
algorithms for final prediction of the missing values. The experimental results indicated that the use
of acetylation information can provide significant improvements in microarray imputation accuracy.
The HAIimpute methods consistently improve the widely used methods such as KNN and LLS in
terms of normalized root mean squared error (NRMSE). Meanwhile, the genes imputed by
HAIimpute methods are more correlated with the original complete genes in terms of Pearson
correlation coefficients. Furthermore, the proposed methods also outperform GOimpute, which
is one of the existing related methods that use the functional similarity as the external information.
Conclusion: We demonstrated that the using of histone acetylation information could greatly
improve the performance of the imputation especially at high missing percentages. This idea can be
generalized to various imputation methods to facilitate the performance. Moreover, with more
knowledge accumulated on gene regulatory mechanism in addition to histone acetylation, the
performance of our approach can be further improved and verified.
Background
DNA microarray technology can simultaneously measure
the mRNA levels of thousands of genes under certain
experiments. It gives a global overview of gene expression
profiles in particular cells or tissues, so it has become one
of the most prominent tools in functional genomics
research. The analysis of gene expression profiles is aim to
discover a broad range of biological disciplines and pre-
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dict a clinical state or other effects such as cancer classifi-
cation and relevant genes identification, mechanism
investigation and cancer prognosis [1-7]. Though playing
crucial roles in these studies, the existing multivariate
analysis methods for expression profile data have been
greatly negatively affected by the high percentage of miss-
ing values, e.g. hierarchical clustering and the support vec-
tor machine classifier [8,9]. Moreover, many analysis
methods such as principal component analysis (PCA),
singular value decomposition (SVD) and generalized SVD
(GSVD) cannot be applied to datasets with missing values
[10-12].
Missing values often occurred due to various reasons, such
as insufficient resolution, image corruption, dust or
scratches on the slide and etc., however none dominated.
Generally, microarray datasets are estimated to have more
than 5% missing values and up to 90% of genes are
affected [13,14]. As a result, although often disregarded,
the missing value imputation is essential to minimize the
detrimental effect of missing values on the microarray
data analysis.
Certainly, one strategy to validate the analysis method of
the microarray data with missing values is to repeat the
experiments, and obviously it is very expensive and time
consuming [15,16]. There are also several simple ways to
handle missing values, e.g. removing the genes with miss-
ing values from further analysis, replacing missing values
by zeros, or filling the missing values with the row or col-
umn averages available [17,18]. These approaches are not
optimal because they did not consider the correlation of
the data, which encouraged the development of more
refined missing value procedures that tried to exploit the
data relationships by using the information available in
the whole dataset [19].
Therefore, many imputation methods have been pro-
posed since 2001, such as k-nearest neighbour(KNN), sin-
gular value decomposition(SVD), local least square(LLS),
Bayesian principal component analysis(BPCA), Gaussian
mixture clustering (GMC), collateral missing value esti-
mation(CMVE) and weighted nearest neighbors
method(WeNNI)[14,16,20-23]. However all of the above
methods are solely based on the gene expression datasets
themselves and utilize nothing of the external microarray
datasets or biological related information.
Integrative Missing Value Estimation method (iMISS) is
the first to incorporate information of multiple reference
microarray datasets to improve missing data imputation
[24]. However, it is difficult to find various datasets and
even more difficult to find a set of genes frequently show
expression similarity to the target gene over multiple data-
sets. Meanwhile, GOimpute is the first algorithm that
exploits the functional similarities embedded in the Gene-
Ontology(GO) databases along with the expression simi-
larities to facilitate the neighbor gene selection [13]. It
outperformed KNN at high missing percentages, while
due to the limitation of the number and accuracy of the
gene functions annotated in GO databases, GOimpute
failed to improve the LLS.
As summarized in Table 1, missing value is a common
problem that has to be addressed even for more recent
studies [25,26]. Furthermore, there are many genes with
high missing percentages. In this case, for genes with
many missing values, few values are remained to deter-
mine how the gene is correlated with other genes in the
dataset, which leads to less accurate estimates. It is well
known that gene expressions in eukaryotic cells are con-
certedly regulated by transcription factors and chromatin
structure [27]. The fundamental repeating unit of chroma-
tin is nucleosome, which consists of approximately 146
base pairs of DNA wrapped around an octamer of four
core histones (H2A, H2B, H3, and H4) [28]. As men-
tioned in [29-31], histone acetylation may alter chroma-
tin structure and provide binding surfaces for
transcription factors. Therefore, the transcription factor
activity is highly regulated by the histone acetylation
states in chromatin. Consequently, the gene expression
profiles are regulated by the histone acetylation states
Table 1: Number of genes with different percentages of missing values in the datasets
Datasets Number of arrays Number of genes Number of genes with specific missing percentages (%)
NN 'LL '0~5 5~10 10~15 15~20 >20
Histone 24 24 6120 3913 1074 98 25 749 261
Gasch 173 44 6153 2990 2597 317 139 55 54
Calcineurin 24 24 6586 3367 0 1102 312 162 420
Sp.elu 14 14 6178 5766 0 296 11 0 105
Sp.alpha 18 18 6178 4489 0 1183 282 65 159
Diauxic 7 7 6068 5875 0 0 0 191 2
N and L are the number of experimental conditions and genes in the original dataset respectively. N' and L' are the number of experimental 
conditions and genes in the dataset after removing the genes with missing values.BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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[32]. Intuitively, this means that one of the important pre-
requisites for gene co-expression is the similar acetylation
state in their chromatin. With this idea in the mind, the
use of available acetylation information will somehow
contribute to the selection of neighbour genes especially
for microarrays with high missing percentages.
In this paper, we proposed an imputation framework
called HAIimpute to integrate histone acetylation infor-
mation to improve the estimation accuracy of the missing
values in gene expression datasets. We applied HAIimpute
to both LLS and KNN, namely, llsHAI and knnHAI. The
performance of HAIimpute is compared with LLS, KNN
and GOimpute over various well characterized Saccharo-
myces cerevisiae (yeast) datasets outlined in Table 2. These
datasets include time-series datasets, non-time series data-
set and mixed-type dataset (comprises both time and non-
time series). It seems that our approaches showed a signif-
icant and consistent improvement compared to KNN and
LLS while GOimpute did not achieve [13]. In addition,
the application of an iterative process to HAIimpute fur-
ther improves the accuracy.
Results
Datasets
Many studies about the gene expression and histone
acetylation have been conducted extensively in the yeast,
so it is chosen to be the model organism in the paper to
test the imputation accuracies of the methods
[25,26,30,33-39]. Datasets analyzed in this study include
those for gene expression and histone acetylation.
Gene expression data
Several cDNA microarray datasets of yeast were down-
loaded from the publicly available website [40]. The data-
sets are chosen to represent diverse types of experimental
conditions including time series, non-time series and
mixed-type. At the same time, in order to evaluate the per-
formance of the methods under various numbers of
experimental conditions, datasets with small and large
number of conditions are selected. So that results are
likely to hold for cDNA microarray datasets in general.
The summary of the experimental details of the datasets is
shown in Table 2. The first dataset (Histone) is a com-
bined dataset from the experiment data of two stud-
ies[25,26]. The study of [25] is trying to indicate the
critical role of histone variant H2A.Z on protecting
euchromatin and affecting gene expression, while the
study of [26] is about the deposition of histone variant
H2A.Z by a multi-subunit protein complex and the effects
on global gene expression. The combined dataset contains
24 different non-time series experimental conditions.
Another non-time series dataset is the study of response to
environmental changes in yeast from [33]. It contains
6152 genes and 173 experimental conditions that have
time-series of specific treatments. After removing all the
experimental conditions with more than 8% missing
entries, we select all genes without the missing values.
Among the resulting 2990 genes, 44 experimental condi-
tions are randomly selected and rearranged to construct a
non-time series subset of the whole original dataset. The
third dataset (Diauxic) is a temporal gene expression data-
set studying metabolic shift from fermentation to respira-
tion in yeast. It is a time-series dataset from [34] and
contains 7 sampling points for each genes. Another two
time-series datasets are the alpha part(SP.alpha) and the
elutriation part(SP.elu) of Spellman datasets which focus
on the identification of yeast cell cycle genes [35]. They
have 18 and 14 sampling points respectively. These three
time-series datasets are also chosen to evaluate the influ-
ence of different number of the sampling points on the
performance of the methods. The last dataset is Cal-
cineurin dataset which focus on gene expression in cal-
cineurin/crz1p signal pathway [36]. It contains 4498 gene
expression profiles and 24 experimental conditions with
both time-series and non-time series.
Histone Acetylation Data
Since histone acetylation is one of the most important
modifications of the histone proteins, it mainly affects
gene transcription in the following two major pathways
[37,41]. On one hand, histone acetylation may alter the
folding properties of the chromatin fibre and influence
the binding of transcription factors, thereby modulating
Table 2: Summary of the datasets
Datasets Title Microarray Platform Experimental type
Type Organism Fabricate protocol
Histone Meneghini 2003 [25] spot cDNA yeast described by [34] mutant/wild-type (non-time series)
Kobor 2004 [26] spot cDNA yeast described by [34] mutant/wild-type (non-time series)
Gasch Gasch 2000 [33] spot cDNA yeast described by [34] stress response (non-time series)
Calcineurin Yoshimoto 2002 [36] spot cDNA yeast described by [34] logical set (mixed type)
Sp.elu Spellman 1998 [35] spot cDNA yeast described by [34] cell cycle (time series)
Sp.alpha Spellman 1998 [35] spot cDNA yeast described by [34] cell cycle (time series)
Diauxic DeRisi 1997 [34] spot cDNA yeast custom diauxic shift (time series)BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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the accessibility of target binding sites in the DNA through
structural properties changes [42]. On the other hand, his-
tone acetylation will expose specific binding surfaces for
the recruitment of transcription factors, so as to affect the
gene activity and regulate the gene expression. Therefore,
such modifications can always be maintained through cell
division and propagated to proximal nucleosomes by pos-
itive-feedback mechanisms. The activation of a transcrip-
tion factor can also be temporally and spatially
transmitted through chromatin [43,44].
Nowadays, the rapidly accumulated histone acetylation
information in public databases have provided a genome-
wide map of genomic regions that are enriched or
depleted of histone acetylation [38,39]. Also available are
datasets measuring the relative association of the histone
proteins themselves (H2A, H2B, H3 and H4) with DNA
[30,37]. The sites of acetylation include at least four
highly conserved lysines in histone H4(K5, K8, K12 and
K16), five in histone H3(K9, K14, K18, K23 and K27), as
well as less conserved sites in histone H2A and H2B [31].
Various histone acetylatransferases and deacetylases show
distinct specificities for different acetylation sites, which
generate unique histone acetylation patterns that involve
combinations of differently acetylated sites [45,46].
It is reported in [37] that unique patterns of histone
acetylation are each enriched for genes that have signifi-
cant mRNA expression coherence under a wide range of
experimental conditions in addition to the same condi-
tions in which acetylation data were obtained. Further-
more, the genes that share common acetylation patterns
are also enriched for specific transcription factor binding
sites and common DNA motifs. All these phenomena ver-
ified that acetylation patterns play fundamental roles in
diverse chromatin-based processes to coordinate the regu-
lation of related genes [47]. The histone acetylation data
used in this paper were from the study of [37], where
genome wide histone acetylation levels at 11 sites for both
intergenic regions (IGRs) and open reading frames
(ORFs) were measured using ChIP-chip and the acetylated
DNA was hybridized against the genomic DNA on micro-
arrays.
Models for missing values
In order to evaluate the performance of missing value
imputation, genes that contain missing values are
removed from the original expression datasets to con-
struct the complete datasets. Based on these datasets, two
different missing value models are designed to introduce
artificial missing values in percentage-based way from 1%
to 20%.
Random model of missing values
In this model, the datasets with missing values were con-
structed by removing a specific percentage of the values
(between 1% and 20%) from the datasets randomly and
independently. Each entry in the dataset has the equal
probability to be a missing value.
Burst model of missing values
From the observation of the actual datasets in Table 1,
many datasets are enriched of genes with high percentages
of missing values. Furthermore, most of these missing val-
ues occur in a successive way. Therefore, we design a burst
model of missing values in order to simulate this realistic
missing pattern caused by experimental systematic errors.
If denoting the microarray dataset to be a N × L matrix
G = (g1  gL) ∈ ℜN×L (1)
where column gi ∈ ℜN×L denotes the expression of gene i
(1 <i ≤ L) under N different experimental conditions.
In the burst model, some artificial missing values are gen-
erated in series, namely, a burst. A burst of missing value
is defined as a length of B successive missing elements in
a column of G. If the missing percentage is set to be p
between 1% and 20%, the total number of the missing
values is L × N × p, the number of genes with burst of miss-
ing values is  . Therefore, if the dataset G, miss-
ing percentage p, as well as the value of B are given, we can
randomly sample some genes from G  and randomly
assign burst of missing values to each of these genes.
Evaluation measures
Each method was applied to recover the introduced miss-
ing values for every dataset. The performance was evalu-
ated by calculating the normalized root mean squared
error (NRMSE) [24]. Assume   is the imputed microar-
ray matrix, then the NRMSE for the predictor was defined
as:
where the mean is calculated over missing values in the
whole matrix. G is known because missing values are arti-
ficial. From (2), NRMSE approaches its minimum value
0.0 if the imputation is accurate. Otherwise, if the NRMSE
becomes much larger, the imputation is poor.
LNp
B
×× ⎡
⎢ ⎢
⎤
⎥ ⎥
ˆ G
NRMSE =
− mean
mean
[( ) ]
[]
GG
G
2
2
(2)BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
Page 5 of 17
(page number not for citation purposes)
For more careful evaluation of imputation efficiency,
Pearson correlation coefficients were calculated in addi-
tion to NRMSE between imputed dataset and complete
dataset for each gene with missing values [48]. We take the
mean value of these correlation coefficients as another
evaluation measure. Based on this measure, we could find
how the data structure of each gene was preserved after
imputation with different imputation methods. The larger
the correlation coefficient is, the better the relationship is
preserved between imputed gene expression and com-
plete gene expression, which is a very important property
for gene when doing some gene selection analysis.
Parameters setting
The values of the neighbourhood size k for KNN, LLS,
GOimpute and HAIimpute methods are important model
parameters for obtaining high performances. In accord-
ance with the study of Kim 2005, there is no theoretical
result to determine these parameters optimally [20].
Therefore, heuristic procedures are used to estimate
parameter k in this paper.
Selection of the neighbourhood size k
It was reported in [16,20] that the best results of KNN-
based method are obtained by setting k between 10 and
20, while the best results of LLS-based method are
obtained by setting k more than 100. Therefore in order to
reduce the complexity, we used KNN imputation method
to select the optimal values of k for KNN, GOKNN and
knnHAI by evaluating the imputation accuracy of KNN in
the range of k = 5 ~ 40. Similarly, we used LLS imputation
method to select the optimal values of k for LLS, GOLLS
and llsHAI by evaluating the imputation accuracy of LLS
in the range of k = 60 ~ 200. We generated 50 random
missing datasets for each test run at each missing percent-
age. The results are presented in Additional files 1 and 2
for KNN and LLS respectively. We observed that 10 neigh-
bours were enough in most cases of each dataset for KNN,
while 150 neighbours are enough in most cases for LLS,
which is consistent with the observations of [13,20]. Thus
the value of k = 10 and k = 150 were used in the following
test runs.
Selection of the parameter λ
For HAIimpute methods, parameter λ is also an important
factor (See Methods). It is a positive weight between 0 and
1, which determines the contribution of acetylation pat-
terns to the final imputation for missing values. Because
acetylation patterns have different effects in various data-
sets, the value of λ was estimated by a training procedure
for each dataset. Firstly, genes in each dataset will be
divided into two subsets randomly. One subset consists of
20% of the genes which is regarded as the training subset,
while another subset consists of 80% of the genes which
is regarded as the testing subset. So the training and test-
ing procedure were done on totally separate and different
subsets. Then in the training procedure, 50 independent
simulations were executed on the training subset genes to
select the optimal λ value which produced the minimum
NRMSE at each miss percentage. Finally, in the testing
procedure, this optimal λ will be used for the actual miss-
ing value imputation for the testing subset with 80% of
the genes in the corresponding dataset. In this case, 100
independent simulations were executed for various miss-
ing percentages. So only the information in training sub-
set genes was allowed to be used in the training procedure
and there is no information leakage from training to test-
ing. The simulation results are shown in Additional files 3
and 4 for knnHAI and llsHAI respectively.
NRMSE Performance with respect to percentage of 
missing values
The NRMSE performance of the HAIimpute methods
(including both knnHAI and llsHAI) are evaluated over
six different datasets and compared with three other
approaches, i.e., KNN, LLS and GOimpute (including
both GOKNN and GOLLS). The neighbourhood size k in
KNN, GOKNN and knnHAI were preset as 15 in each test
run according to the simulation results in Additional file
1.
Similarly for LLS, GOLLS and llsHAI, k will be set at 150
without loss of generality. In order to obtain results unbi-
ased with regard to the missing part of the datasets, 100
independent and random simulation rounds were exe-
cuted for each dataset under various missing percentages.
The missing values are generated by the two different
models described above.
The source code of GOimpute was kindly presented by the
author [13]. It used an adaptive selective procedure to
select the weight parameter that controls how much of the
GO information is used in the imputation process, so the
weight parameter is optimized in each dataset and at each
missing value rate automatically. As for conventional
KNN and LLS, they have no such parameters to be tuned.
Therefore, the optimal results of each method are used in
performance comparisons. In this case, both the optimi-
zation of λ on the training subset (20% of the genes) and
the testing of the imputation method on the remaining
subset (80% of the genes) were carried out under the same
missing value model.
NRMSE Performance under random model of missing 
values
The missing values are equally distributed if they are intro-
duced with a random model. Figure 1 shows the NRMSEs
of the methods for each dataset in the presence of differ-
ent percentages of equally distributed missing values.
From Figure 1, we observed that the HAIimpute methodsBMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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NRMSE performance under random model of missing values Figure 1
NRMSE performance under random model of missing values. Comparisons of NRMSE performances for KNN, LLS, 
GOKNN, GOLLS, knnHAI, and llsHAI in six datasets under random model of missing values. The horizontal axis is the varying 
range of missing percentages from 1% to 20%. The vertical axis is NRMSE of 100 independent and random test runs for each 
method. The knnHAI method outperforms KNN and GOKNN, while llsHAI mostly outperforms LLS and GOLLS. Generally, 
llsHAI performs best in most cases.
1% 5% 10% 15% 20%
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Sp.elutriation
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAI
1% 5% 10% 15% 20%
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Sp.alpha
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAI
1% 5% 10% 15% 20%
0.4
0.5
0.6
0.7
0.8
0.9
1
Diauxic
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAI
1% 5% 10% 15% 20%
0.44
0.46
0.48
0.5
0.52
0.54
0.56
0.58
0.6
Gasch
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAI
1% 5% 10% 15% 20%
0.5
0.52
0.54
0.56
0.58
0.6
0.62
0.64
0.66
0.68
0.7
Histone
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAI
1% 5% 10% 15% 20%
0
0.1
0.2
0.3
0.4
0.5
Calcineurin
Percentage of missing values
N
R
M
S
E
KNN
GOKNN
knnHAI
LLS
GOLLS
llsHAIBMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
Page 7 of 17
(page number not for citation purposes)
produce more accurate imputation results than KNN, LLS
and GOimpute methods in almost all the datasets, espe-
cially at higher missing percentages.
SP.elu, SP.alpha and Diauxic are three time-series datasets
with different number of sampling points. The perform-
ance of the knnHAI is better than that of the conventional
KNN and GOKNN across all the missing percentages in
these three datasets. For llsHAI, specifically, in the datasets
of SP.elu and SP.alpha, if missing percentage is below 5%,
the NRMSE of the llsHAI is comparable with, if not better
than those of LLS and GOLLS. If missing percentage is
above 5%, llsHAI shows good performance and outper-
forms LLS and GOLLS. This indicates HAIimpute methods
can help to select more strongly correlated genes than
other methods in these two datasets. While an interesting
phenomenon in the dataset of Diauxic is that the
improvement of llsHAI is not obvious, which is similar to
what was observed in the GOimpute study by Johannes
[13].
As claimed by [16], Gasch is the most challenging dataset,
where clear expression patterns are often absent. Gasch is
a non-time series dataset. Figure 1 shows that the llsHAI
and knnHAI consistently achieve better results over the
whole range of test missing percentages in all the cases.
One interesting observation is that knnHAI yields smaller
NRMSE than llsHAI at higher missing percentages. In
Gasch dataset, experimental conditions are randomly
selected from the original dataset, so the correlated rela-
tionships among the experimental conditions are not as
strong as that in the original dataset. In order to obtain
results unbiased with regard to the selection of the exper-
imental conditions from the datasets, we have independ-
ently and randomly selected the experimental conditions
for 10 times and the results are similar and consistent.
Since HAIimpute methods can provide relative more
accurate values for the missing values, more proper neigh-
bour genes can be selected and benefit KNN. While since
LLS is more sensitive on the local similarity structure of
the dataset than KNN, the performance of LLS is not
improved so much because of the loss of the similarity
among the experimental conditions.
Another non-time series dataset is Histone dataset rele-
vant to histone variant H2A.Z and its role in gene expres-
sion, which involves much more complex regulatory
mechanisms. Therefore, this dataset is more difficult for
missing value imputation. From the performances of the
methods in this dataset shown in Figure 1, the accuracies
of the HAIimpute methods are superior over all test miss-
ing percentages. The Calcineurin dataset studied in [36], is
a mixed-type expression dataset regulated by the Cal-
cineurin/Crz1p signaling pathway in yeast. The compari-
son results in Calcineurin dataset show that the
HAIimpute methods performed more robustly as the per-
centage of the missing values increase. Particularly, when
the missing value percentage is below 10%, the llsHAI
method gets comparable estimating ability with the
GOLLS. When the missing value percentage exceeds 10%,
the NRMSE of LLS and GOLLS become large while llsHAI
is more robust. For knnHAI, it performs better than KNN
and GOKNN at all the missing percentages.
NRMSE Performance under burst model of missing values
If the missing values are introduced with a burst model,
the missing values are distributed unequally. The compar-
isons of HAIimpute methods with KNN, LLS and GOim-
pute methods in this case are shown in Figure 2 for each
dataset under various missing percentages. We observed
that the HAIimpute methods still produce more accurate
results than the conventional KNN, LLS and GOimpute
methods in the case of burst model of missing values.
Comparing with the results in random model, it seems
that the performances of HAIimpute methods are more
robust than those of conventional KNN, LLS and GOim-
pute methods in the burst model of missing values. Espe-
cially in the datasets of Gasch, Histone and Calcineurin,
the performance improvements of HAIimpute methods
over conventional methods are still significant, while the
performances of GOimpute are greatly degraded and even
worse than those of the conventional KNN and LLS. As for
three time-series datasets of SP.elu, SP.alpha and Diauxic,
knnHAI can still performs much better than KNN and
GOKNN, while the improvement of llsHAI is not obvious
as they have performed in the case of random missing
model. In order to test the cases that the underlying miss-
ing value models are not known in practice, another
experiment is done to test whether the missing value
model has an impact on the imputation results. In this
case, the random model is used in the training phase to
optimize the parameter λ, while the burst model is used
in the testing phase. While for GOimpute, we used its
optimal results for comparison. The results in Additional
file 5 are very similar with the results in Figure 2, which
showed that the HAIimpute method is robust even
though we do not know the underlying missing value
models.
Pearson correlation between imputed dataset and original 
complete dataset
The Pearson correlation coefficients between imputed
dataset and original complete dataset are calculated for
each gene with missing values. This is another evaluation
method which is to measure the correlated relationship
between the imputed dataset and the original complete
dataset with different imputation methods. The perform-
ances of HAIimpute methods are compared with conven-
tional KNN and LLS in terms of this measure. TheBMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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NRMSE performance under burst model of missing values Figure 2
NRMSE performance under burst model of missing values. Comparisons of NRMSE performances for KNN, LLS, 
GOKNN, GOLLS, knnHAI, and llsHAI in six datasets under burst model of missing values. The legends are the same as Figure 
1. The HAIimpute methods are more robust than GOimpute methods in this case. The knnHAI method outperforms KNN 
and GOKNN, while llsHAI outperforms LLS and GOLLS in most cases.
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neighbourhood size k in KNN and knnHAI was set the
same value as before. So is the k value for LLS and llsHAI.
We execute 100 independent and random simulation
rounds for all six datasets under various missing percent-
ages and the missing values are generated by the random
model described above. The comparison results are
shown in Figure 3. The results are consistent with the
NRMSE performances in Figure 1 across the whole test
missing percentages. Specifically, the datasets imputed by
llsHAI are most correlated with the original complete
datasets while the datasets imputed by knnHAI are more
correlated with the original complete datasets than those
imputed by KNN.
Influence of used histone acetylation patterns
Another important factor that influences the performance
of the HAIimpute methods is how to use the histone
acetylation patterns. For the accumulated histone acetyla-
tion data (See Datasets), the acetylation level of 11
acetylation sites for IGRs and ORFs are clustered to gener-
ate different acetylation patterns (See Methods). Accord-
ing to the published results of [37], there are 53 and 68
clusters which are identified to formulate the correspond-
ing acetylation patterns for IGRs and ORFs respectively.
For each dataset, genes which share the same acetylation
patterns are selected and mean expressions of these genes
are computed to form the corresponding pattern expres-
sions (See Methods). In the proposed HAIimpute meth-
ods, these pattern expressions will be exploited to
facilitate the imputation.
Here we test the NRMSE performances of HAIimpute
methods if using acetylation patterns on different
genomic regions, i.e., IGRs or ORFs. Meanwhile, in order
to reduce the computational complexity, the methods
select only part of the acetylation patterns for imputation.
Therefore the performances when using different quantity
of acetylation patterns are given for comparison. These
were investigated in SP.elu dataset under different missing
percentages and the results are presented in Additional file
6. For each case, we simulated 50 times of independent
and random selection of the acetylation patterns for
imputation.
We were surprised to find that the overall performances of
HAIimpute methods using acetylation patterns on the
ORFs seemed to be somehow better than those on the
IGRs, especially for knnHAI. Another interesting observa-
tion is the behaviours of knnHAI and llsHAI: the imputa-
tion accuracy of knnHAI degrades markedly as the
quantity of used acetylation patterns decreases. As for
llsHAI, the influence is not so strong, but it does affect. In
addition, when the quantity of used acetylation patterns is
less than 23, the imputation accuracy will be degraded
quickly if decrease the quantity of the used acetylation
patterns. While more than 23, the imputation accuracy
will be steady. This may caused by the fact that the regula-
tion information associated with acetylation patterns may
be redundant with the genomic sequence information, so
that not all of the pattern expressions are significantly
meaningful [27]. This observation may be partly
explained by the results in [37].
NRMSE Performance with respect to Iterative process
An iterative process to refine missing value estimates was
implemented in llsHAI and knnHAI. The results in the
time-series datasets (SP.alpha) and mixed-type dataset
(Calcineurin) with respect to the number of iterations are
shown in Additional file 7. In knnHAI, the number of iter-
ations until convergence was in general smaller than
three, whereas in llsHAI, one or two times of iterations
were sufficient to achieve the convergence criterion (See
Methods). From Additional file 7 we can see that the use
of iterations in HAIimpute methods can refine the miss-
ing estimates in the presence of high missing percentages
in these datasets because it minimises the bias introduced
by the initial estimation step.
Discussion
The paper proposed to incorporate the histone acetylation
information into the conventional KNN and LLS meth-
ods, namely, knnHAI and llsHAI. It is well known that
conventional methods are based on the assumption that
if genes are co-expressed in some experimental condi-
tions, they are assumed to have similar expressions in
other experimental conditions with missing values [49].
This assumption is true if the genes share the same regula-
tory mechanism under different experimental conditions
[50]. When the missing percentage is low, it is reliable for
genes with missing values to find the co-regulated genes
only based on the non-missing part. While in the case of
high missing percentage, few values are remained and it is
impossible to determine which genes are co-regulated
with the target gene in the dataset. The functional similar-
ity utilized in [13] may provide implicative information
about gene expression in this case because co-expression
genes are thought to have high probability to participate
in the same biological functions. However, since histone
acetylation provides a mechanism to straightforward
coordinate the regulation of co-expressed genes, the inte-
gration of such regulatory information can provide more
reliable evidence to assemble putative groups of co-
expressed genes. The comparison results in Figures 1 and
2 demonstrated the performance improvements for the
use of such acetylation information, and this also suggests
that the histone acetylation information may be more
highly correlated with the gene expression than that of
functional similarity [51,52].BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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Pearson correlation between imputed dataset and original complete dataset Figure 3
Pearson correlation between imputed dataset and original complete dataset. Comparisons of Pearson correlation 
coefficients for KNN, LLS, knnHAI and llsHAI in six datasets under random model of missing values. The horizontal axis is the 
varying range of missing percentages from 1% to 20%. The vertical axis is Pearson correlation coefficients of 100 independent 
and random test runs for each method. We observed that the results are consistent with the NRMSE performances in Figure 
1 across the whole test missing percentages. The genes imputed by llsHAI are most correlated with the original complete 
genes while the genes imputed by knnHAI are more correlated with the original complete genes than those imputed by KNN.
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Since the integration of acetylation information gives rel-
atively more accurate initial estimation for the missing
values, it facilitates the selection of the neighbour genes
based on Euclidean distance and contributes to the KNN.
While LLS method is more dependent on the correlation
between experimental conditions, the improvement of
LLS is not as significant as KNN. Although the type of used
histone acetylation (ORFs or IGRs) has no remarkable dif-
ference on the prediction accuracies, experimental results
in Additional file 6 suggested that the incorporation of the
acetylation information improves the imputation per-
formance, especially at higher missing percentages. There-
fore, it is recommended to use the acetylation
information for the imputation when at higher missing
percentages (e.g., > 10%). Actually, HAIimpute methods
can be generalized to other imputation methods such as
Bayesian principal component analysis or Gaussian mix-
ture clustering that need more complete genes [14,21].
Comprehensive comparisons of different prediction
methods are to be discussed in the future work.
Even though HAIimpute methods show good perform-
ances in our experiments, the algorithms also have some
limitations. First, the histone acetylation information for
many species or experimental conditions is not compre-
hensive, even for yeast, not all genes have available
acetylation data, which limited the application of the
methods. Nevertheless, we think that the HAIimpute
methods introduced here open up a new angle to impute
the gene expression from the gene regulatory mechanism
itself. As for gene expression research, the eventual goal is
to reveal the interior gene regulatory mechanisms rather
than just predict the missing values themselves. Therefore,
from gene regulation, various kinds of regulation factors,
e.g., transcriptional factor binding sites, transcriptional
factors and other histone modification data, could all be
used in a concurrent way as long as the information to be
integrated is well established and powerful. Second, we
incorporate an iterative procedure to refine the imputa-
tion and it has higher computation cost than conven-
tional KNN and LLS. In our experiments, the imputation
for each dataset can be completed in no more than 30 sec-
onds on a computer with 2.26 GHz CPU and 512 MB
RAM using MATLAB. So we think the time cost is still
acceptable in most cases. Furthermore, for some non-time
series datasets, actually, we can do the imputation without
iteration to save time since the improvement of iteration
is not very significant. Third, although one burst model of
missing values has been proposed in the paper to simulate
the unequally distributed missing values, more proper
alternatives to better describe the realistic distributions of
missing values are increasingly needed.
Conclusion
We have proposed an imputation framework, which can
take advantage of the acetylation information to facilitate
the imputation. The theoretical basis is that the acetyla-
tion states in chromatin provide a mechanism to straight-
forward coordinate the regulation of co-expressed genes.
Therefore, the proposed methods repeatedly exploit the
gene expression and the acetylation information in a com-
bined way for the missing values imputation. Experimen-
tal results confirmed that HAIimpute methods
consistently outperform the conventional KNN, LLS and
GOimpute methods in various datasets, especially at
higher missing percentages. Since the final imputations
are still based on gene expressions, the idea can be gener-
alized to various other imputation methods to facilitate
the performance. Moreover, with more knowledge accu-
mulated on gene regulatory mechanism, e.g., the mRNA
decay, in addition to transcriptional factors and histone
acetylation, the performance of our approach can be fur-
ther improved and verified.
Methods
The imputation procedure mainly consists of three steps.
The first step is to preprocess the input data including
gene expression datasets and histone acetylation datasets.
In the second step, some acetylation patterns will be gen-
erated according to the combinations of 11 differently
acetylated sites. Meanwhile, the genes in the histone
acetylation datasets will be clustered according to differ-
ent acetylation patterns. The final step is to impute the
microarray dataset with the help of the acetylation. The
flowchart of HAIimpute methods is shown in Figure 4.
Pre-processing of the datasets
For the gene expression dataset G, the pre-process involves
two steps. Firstly, in order to evaluate the estimation per-
formance of the methods, we remove all the genes that
contain missing values from the original datasets to con-
struct the complete datasets. Then, for each dataset, the
artificial missing values are introduced based on either
two missing value models in percentage-based way from
1% to 20%. So the missing value in l-th location of i-th
gene can be denoted as G(l, i) or gi(l).
For the acetylation datasets, the pre-process is mainly to
remove some genes whose acetylation data have missing
values.
Gene Clustering based on Histone Acetylation Patterns
The 11 sites of acetylation can be combined to generate
unique acetylation patterns that involve differently
acetylated sites. Both intergenic regions (IGRs) and open
reading frames (ORFs) are utilized to determine the
genome-wide acetylation patterns. The method as
described in [37] is used to find clusters of genes with sim-BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
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Flowchart of the HAIimpute method Figure 4
Flowchart of the HAIimpute method. The HAIimpute method mainly consists of the following steps: obtain the pattern 
expressions, fit the linear regression model, estimate the missing values based on the regression model, and impute the missing 
values based on the conventional methods, weighted combination and final decision.
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ilar acetylation patterns across the 11 residues. It was
determined by the following procedures. Firstly, clusters
of genes with similar acetylation patterns across the 11
residues are determined by conventional k-means algo-
rithm. Then, each cluster was constrained to only include
genes with a predefined minimal cut-off Pearson correla-
tion coefficient on the acetylation levels (in our case,
0.75) and to have more than a minimal number of genes
(in our case, 15). Finally, any cluster which does not sat-
isfy this size constraint is reseeded from a random gene. In
this way, 53 clusters for IGRs and 68 clusters for ORFs are
identified respectively. So the value of M = 121. The clus-
tering results can be denoted as   and
 for ORFs and IGRs, respectively, where On and
In are the maximal number of clusters for ORFs and IGRs.
Each cluster consists of the genes which share common
acetylation pattern and we denote M  to be the total
number of the acetylation patterns on IGRs and ORFs,
namely,  . Therefore, by gene clustering
based on acetylation levels, gene clusters characterized
with different acetylation patterns are generated.
HAIimpute methods
Now for all acetylation patterns   and
, the mean expressions of all genes in these pat-
terns are computed and denoted as N × 1 vectors {Ej}, j =
1  M, where N is the number of different experiments.
Since the genes in each cluster may have missing values
under some experiments, the average of the no-missing
values was calculated for each experiment in the cluster.
So only the no-missing parts of the gene expressions are
used in calculate the mean expressions in this case.
Because the mean expressions can represent some pattern
expressions for genes which share the common acetyla-
tion pattern, we named it as pattern expression. Therefore,
if the expression of gene gi and pattern expressions {Ej}, j
= 1  M are available, these two sets of expressions are
correlated by fitting a linear regression model of the form
where β0,, βM called the regression coefficients, ε repre-
sents the error term. Let   and   be the means of gi and
Ej, Sg and SE be the standard deviations of gi and Ej, respec-
tively. The equation (3) stated in terms of standardized
variables is
where   is the standardized version of the
gene expression and   is the standard-
ized version of the pattern expressions. The estimated
coefficients satisfy
Without loss of generality, equation (4) in matrix form is
where   is an N × M matrix of the standard-
ized version of M pattern expressions under N different
conditions. η is a M × 1 vector of regression coefficients. If
there exist square matrices Λ and V satisfying
The matrix Λ is diagonal with the ordered eigenvalues of
 on the diagonal, denoted by λ1 ≥ λ2 ≥  ≥ λM. The
columns of V  are the normalized eigenvectors corre-
sponding to λ1,,λM. Since VVT = I, the regression model
in equation (6) can be restated in terms of principal com-
ponents (PCs) as
g = EVVTη + ε = Cα + ε'( 8 )
where C = EV and α = VTη.
The M columns C1,,CM in matrix C are orthogonal and
satisfy   and   for i  ≠  j, which are
referred to as PCs of the pattern expressions.
Since a small eigenvalue is an indicator of multicollinear-
ity, which is associated with unstable estimated regression
coefficients, the principal components regression
approach is used here to reduce multicollinearity in pat-
tern expressions for more accurate regression [53]. The
reduction is accomplished by using less than full set of
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PCs to explain the variation in the target gene. As for the
number of PCs used in regression, there is no universally
agreed upon procedure in selecting the PCs to be included
in the reduced model. We use the rule that only principal
components associated with eigenvalues greater than 1.00
are of interest and kept for prediction [52]. If there are p
PCs whose eigenvalues greater than 1.00, the regression
model is
g = C1α1 + C2α2 +  + Cpαp + ε', p <M (9)
Thus, the least square estimators for α can be expressed as
α =(CTC)-1CTg (10)
Then the principal components regression estimates of η
corresponding to (4) can be computed by referring back
to equation η = Vα and set the appropriate α's to zero. The
estimates of the regression coefficients β in equation (3)
are obtained by substituting η in (5).
In this way, if gi has a missing value in G(l, i), the no-miss-
ing part   can be regressed over the pattern expressions
deleting the l-th component. So the missing value G (l, i)
can be estimated using the following equation
Therefore, an imputed complete dataset   is generated,
which will be used by KNN or LLS to estimate  ,
where the Euclidean distance dm between the target gene gi
and the neighbor genes gm (m = 1  R) are computed and
k nearest genes are selected for imputation. Therefore in
this case, all the genes including those initially have miss-
ing values will be used to compute the distance d 's, which
contributes a lot to the selection of the neighbor genes.
The missing value estimated by KNN is [16]
and the LLS estimation   is [20]
where  N  is the matrix formulation of neighbor genes
deleting the l-th component, b is a k-dimensional vector
consisting of the l-th component of neighbor genes, wl is
non-missing entries of gi.
Finally, the missing value   was filled using,
where the weight parameter λ is a positive value between
0 and 1. The weight λ = 0 means the pattern expressions
associated with acetylation patterns contributes to the
final imputation by providing an initial imputed com-
plete dataset to the conventional LLS or KNN. The weight
λ = 1 means the missing values were imputed totally by
using the pattern expressions associated with acetylation
patterns. The value of λ was determined by a training pro-
cedure (See Results).
In addition, an iterative procedure was integrated into
HAI method to increase the imputation accuracy. The iter-
ative imputation algorithm was originally suggested by
Rich Caruana and executed by the following two steps
[54]. On the first step, missing values are estimated from
observed values. On the second step, the accuracy of fill-
in values will be reused to improve the imputation
through recursive process. This iterative procedure was
executed repeatedly until the differences between newly
updated values and previous values converge. Since in
most of our experimental simulations, nearly all the
imputed values were converged within less than 3 itera-
tions, we did 3 iterations for the accuracy comparison.
However, the empirical convergence of the algorithm
remains to be theoretical formulated.
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Additional file 1
Selection of neighbourhood size k for KNN, GOKNN and knnHAI. 
The neighbourhood size k of KNN, GOKNN and knnHAI was deter-
mined by selecting k value at which KNN obtained the smallest NRMSE. 
The horizontal axis is the varying range of k from 5 to 40. The vertical 
axis is NRMSE of 50 independent and random test runs. We observed 
that 10 neighbours were enough for nearly all of the datasets at different 
percentages, thus the value k = 10 was used in each test run.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-9-252-S1.pdf]
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Selection of neighbourhood size k for LLS, GOLLS and llsHAI. The 
neighbourhood size k of LLS, GOLLS and llsHAI was determined by select 
k value at which LLS obtained the smallest NRMSE. The horizontal axis 
is the varying range of k from 60 to 200. The vertical axis is NRMSE of 
50 independent and random test runs. We observed that 150 neighbours 
were enough for nearly all of the datasets at different percentages, thus the 
value k = 150 was used in each test run.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
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Additional file 3
Selection of parameter λ for knnHAI. The parameter λ of knnHAI was 
determined by select λ value with which knnHAI obtained the smallest 
NRMSE. The horizontal axis is the varying range of λ from 0 to 1. The 
vertical axis is NRMSE of 50 independent and random test runs. We 
observed that the optimal λ value greatly depends on the dataset under 
investigation. Generally the optimal λ values are much larger in datasets 
of Sp.elutriation, Sp.alpha and Calcineurin. The optimal values of λ are 
very similar in non-time series datasets of Gasch and Histone. While for 
Diauxic, the optimal λ is very small, which suggests the number of condi-
tions has a marked influence [13]. Therefore, we select different λ for 
each dataset in each test run of knnHAI.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-9-252-S3.pdf]
Additional file 4
Selection of parameter λ for llsHAI. The parameter λ of llsHAI was 
determined by select λ value with which llsHAI obtained the smallest 
NRMSE. The legends are the same as Additional file 3. We observed that 
the optimal λ value also greatly depends on the dataset under investiga-
tion. It seems that the optimal λ values for datasets of Sp.elutriation, 
Sp.alpha, Diauxic and Calcineurin are very small. While the optimal val-
ues of λ in non-time series datasets of Gasch and Histone are much larger. 
Therefore, we select different λ for each dataset in each test run of llsHAI.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-9-252-S4.pdf]
Additional file 5
Influence of the missing value models. Comparisons of NRMSE per-
formances for KNN, LLS, GOKNN, GOLLS, knnHAI, and llsHAI in six 
datasets. The parameters λ are optimized by using the random model, 
while the burst models are used in the testing phase. The legends are the 
same as Figure 1. There are no significant differences between the per-
formance of HAIimpute methods in this case with those in Figure 2. This 
suggests that the HAIimpute method is robust even if we do not know the 
underlying missing value models.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
2105-9-252-S5.pdf]
Additional file 6
Influence of used histone acetylation patterns. The two panels on the 
left are the comparisons of the NRMSE performances for KNN, LLS and 
knnHAI, llsHAI using ORF acetylation patterns. The horizontal axis is the 
varying quantity of used ORF acetylation patterns from 0 to 68. The two 
panels on the right are the comparisons of the NRMSE performances for 
KNN, LLS and knnHAI, llsHAI using IGR acetylation patterns. The hor-
izontal axis is the varying quantity of used IGR acetylation patterns from 
0 to 53. The vertical axis is NRMSE of 50 independent and random test 
runs for each method. The missing value percentages of 10%, 15% and 
20% are used in the test runs. The dataset of SP.elu was used here.
Click here for file
[http://www.biomedcentral.com/content/supplementary/1471-
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Additional file 7
NRMSE performance with respect to Iterative process. Comparisons of 
the NRMSE performances for llsHAI and knnHAI with different number 
of iterations. The horizontal axis is the varying number of iterations from 
0 to 4. The vertical axis is NRMSE of 50 independent and random test 
runs for each method. The datasets of SP.alpha and Calcineurin were used 
here.
Click here for file
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2105-9-252-S7.pdf]BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
Page 16 of 17
(page number not for citation purposes)
7. Armstrong SA, Staunton JE, Silverman LB, Pieters R, de Boer ML,
Minden MD, Sallan SE, Lander ES, Golub TR, Korsmeyer SJ: MLL
translocations specify a distinct gene expression profile that
distinguishes a unique leukemia.  Nature Genet 2002,
30(1):41-47.
8. Eisen MB, Spellman PT, Brown PO, Botstein D: Cluster analysis
and display of genome-wide expression patterns.  Proc Natl
Acad Sci U S A 1999, 95(25):10863-10868.
9. Brown MPS, Grundy WN, Lin D, Cristianini N, Sugnet CW, Furey TS,
Ares M, Haussler D: Knowledge-based analysis of microarray
gene expression data by using support vector machines.  Proc
Natl Acad Sci USA 2000, 97(1):262-267.
10. Raychaudhuri S, Stuart JM, Altman RB: Principal components
analysis to summarize microarray experiments: application
to sporulation time series.  Pac Symp Biocomput 2000:455-466.
11. Alter O, Brown PO, Botstein D: Singular value decomposition
for genome-wide expression data processing and modeling.
Proc Natl Acad Sci USA 2000, 97(18):10101-10106.
12. Alter O, Brown PO, Botstein D: Generalized singular value
decomposition for comparative analysis of genome-scale
expression data sets of two different organisms.  Proc Natl Acad
Sci USA 2003, 100(6):3351-3356.
13. Tuikkala J, Elo L, Nevalainen OS, Aittokallio T: Improving missing
value estimation in microarray data with gene ontology.  Bio-
informatics 2006, 22(5):566-572.
14. Ouyang M, Welsh WJ, Georgopoulos P: Gaussian mixture clus-
tering and imputation of microarray data.  Bioinformatics 2004,
20(6):917-923.
15. Butte AJ, Ye J, Niederfellner G, Rett K, Hring H, White MF, Kohane
IS: Determining significant fold differences in gene expres-
sion analysis.  Pac Symp Biocomput 2001:6-17.
16. Troyanskaya O, Cantor M, Sherlock G, Brown P, Hastie T, Tibshirani
R, Botstein D, Altman RB: Missing value estimation methods for
DNA microarrays.  Bioinformatics 2001, 17(6):520-525.
17. Alizadeh AA, Eisen MB, Davis RE, Ma C, Lossos IS, Rosenwald A,
Boldrick JG, Sabet H, Tran T, Yu X, Powell JI, Yang LM, Marti GE,
Moore T, Hudson J, Lu LS, Lewis DB, Tibshirani R, Sherlock G, Chan
WC, Greiner TC, Weisenburger DD, Armitage JO, Warnke R, Levy
R, Wilson W, Grever MR, Byrd JC, Botstein D, Brown PO, Staudt LM:
Distinct types of diffuse large B-cell lymphoma identified by
gene expression profiling.  Nature 2000, 403(6769):503-611.
18. Schafer JL, Graham JW: Missing data: our view of the state of the
art.  Psychol Methods 2002, 2(7):147-177.
19. Little RJA, Rubin DB: Statistical analysis with missing data.  New
York: John. Wiley & Sons; 1987. 
20. Kim H, Golub GH, Park H: Missing value estimation for DNA
microarray gene expression data: local least squares imputa-
tion.  Bioinformatics 2006, 22(11):1410-1411.
21. Oba S, Sato M, Takemasa I, Monden M, Matsubara K, Ishii S: A Baye-
sian missing value estimation method for gene expression
profile data.  Bioinformatics 2003, 19(16):2088-2096.
22. Sehgal MSB, Gondal I, Dooley L: Collateral missing value estima-
tion: Robust missing value estimation for consequent micro-
array data processing.  In Ai 2005: Advances In Artificial Intelligence
Volume 3809. Berlin: Springer-Verlag Berlin; 2005:274-283. 
23. Johansson P, Hakkinen J: Improving missing value imputation of
microarray data by using spot quality weights.  BMC Bioinfor-
matics 2006, 7:.
24. Hu JJ, Li HF, Waterman MS, Zhou XH: Integrative missing value
estimation for microarray data.  BMC Bioinformatics 2006, 7:.
25. Meneghini MD, Wu M, Madhani HD: Conserved Histone Variant
H2A.Z Protects Euchromatin from the Ectopic Spread of
Silent Heterochromatin.  Cell 2003, 112:725-736.
26. Kobor MS, Venkatasubrahmanyam S, Meneghini MD, Gin JW, Jennings
JL, Link AJ, Madhani HD, Rine J: A Protein Complex Containing
the Conserved Swi2/Snf2-Related ATPase Swr1p Deposits
Histone Variant H2A.Z into Euchromatin.  PLoS Biol 2004.
27. Yuan GC, Ma P, Zhong WX, Liu JS: Statistical assessment of the
global regulatory role of histone acetylation in Saccharomy-
ces cerevisiae.  Genome Biol 2006, 7:8.
28. Yuan GCLY, Dion MF, Slack MD, Wu LF, Altschuler SJ, Rando OJ:
Genome-scale identification of nucleosome positions in S.
cerevisiae.  Science 2005, 309:626-630.
29. Schubeler D, MacAlpine DM, Scalzo D, Wirbelauer C, Kooperberg C,
van Leeuwen F, Gottschling DE, O'Neill LP, Turner BM, Delrow J, Bell
SP, Groudine M: The histone modification pattern of active
genes revealed through genome-wide chromatin analysis of
a higher eukaryote.  Genes Dev 2004, 18(11):1263-1271.
30. Pokholok DK, Harbison CT, Levine S, Cole M, Hannett NM, Lee TI,
Bell GW, Walker K, Rolfe PA, Herbolsheimer E, Zeitlinger J, Lewitter
F, Gifford DK, Young RA: Genome-wide map of nucleosorne
acetylation and methylation in yeast.  Cell 2005,
122(4):517-527.
31. Rando OJ: Global patterns of histone modifications.  Curr Opin
Genet Dev 2007, 17:94-99.
32. Verdone L, Caserta M, Di Mauro E: Role of histone acetylation in
the control of gene expression.  Biochem Cell Biol 2005,
83(3):344-353.
33. Gasch AP, Spellman PT, Kao CM, Carmel-Harel O, Eisen MB, Storz
G, Botstein D, Brown PO: Genomic expression programs in the
response of yeast cells to environmental changes.  Mol Biol Cell
2000, 11(12):4241-4257.
34. DeRisi JL, Iyer VR, Brown PO: Exploring the Metabolic and
Genetic Control of Gene Expression on a Genomic Scale.
Science 1997, 278:680-686.
35. Spellman P, Sherlock G, Zhang M, Iyer V, Anders K, Eisen M, Brown
P, Botstein D, Futcher B: Comprehensive identification of cell
cycle-regulated genes of the yeast Saccharomyces cerevisiae
by microarray hybridization.  Mol Biol Cell 1998, 9:3273-3297.
36. Yoshimoto H, Saltsman K, Gasch AP, Li HX, Ogawa N, Botstein D,
Brown PO, Cyert MS: Genome-wide analysis of gene expres-
sion regulated by the calcineurin/Crz1p signaling pathway in
Saccharomyces cerevisiae.  J Biol Chem 2002,
277(34):31079-31088.
37. Kurdistani SK, Tavazoie S, Grunstein M: Mapping global histone
acetylation patterns to gene expression.  Cell 2004,
117(6):721-733.
38. O'Connor TR, Wyrick JJ: ChromatinDB: a database of genome-
wide histone modification patterns for Saccharomyces cere-
visiae.  Bioinformatics 2007, 23(14):1828-1830.
39. Mariño-Ramírez L, Hsu B, Baxevanis AD, Landsman D: The Histone
Database: A Comprehensive Resource for Histones and His-
tone Fold-Containing Proteins.  Proteins 2006, 62(4):838-842.
40. Princeton SGD Lite yeast datasets   [http://sgdlite.princeton.edu/
download/yeast_datasets/]
41. Feng X, Zhang KL, Grunstein M: Acetylation in histone H3 glob-
ular domain regulates gene expression in yeast.  Cell 2005,
121(3):375-385.
42. Narlikar L, Hartemink A: Sequence features of DNA binding
sites reveal structural class of associated transcription fac-
tor.  Bioinformatics 2005.
43. Bernstein BE, Liu CL, Humphrey EL, Perlstein EO, Schreiber SL: Glo-
bal nucleosome occupancy in yeast.  Genome Biol 2004, 5(9):.
44. Koryakov DE: Histone modification and regulation of chroma-
tin function.  Russ J Genet 2006, 42(9):970-984.
45. Roh TY, Wei G, Farrell CM, Zhao K: Genome-wide prediction of
conserved and nonconserved enhancers by histone acetyla-
tion patterns.  Genome Res 2007, 17(1):74-81.
46. Orr JA, Hamilton PW: Histone acetylation and chromatin pat-
tern in cancer – A review.  Anal Quant Cytol Histol 2007,
29(1):17-31.
47. Guo X, Tatsuoka K, Liu RX: Histone acetylation and transcrip-
tional regulation in the genome of Saccharomyces cerevi-
siae.  Bioinformatics 2006, 22(4):392-399.
48. Kim KJ, Kim BJ, Yi GS: Reuse of imputed data in microarray
analysis increases imputation efficiency.  BMC Bioinformatics
2004, 5:.
49. Yu HY, Luscombe NM, Qian J, Gerstein M: Genomic analysis of
gene expression relationships in transcriptional regulatory
networks.  Trends Genet 2003, 19(8):422-427.
50. Segal E, Shapira M, Regev A, Pe'er D, Botstein D, Koller D, Friedman
N:  Module networks: identifying regulatory modules and
their condition-specific regulators from gene expression
data.  Nature Genet 2003, 34(2):166-176.
51. Clayton AL, Hazzalin CA, Mahadevan LC: Enhanced histone
acetylation and transcription: A dynamic perspective.  Mol
Cell 2006, 23(3):289-296.
52. McCool KW, Xu XJ, Singer DB, Murdoch FE, Fritsch MK: The role
of histone acetylation in regulating early gene expression
patterns during early embryonic stem cell differentiation.  J
Biol Chem 2007, 282(9):6696-6706.Publish with BioMed Central    and   every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published  immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
BMC Bioinformatics 2008, 9:252 http://www.biomedcentral.com/1471-2105/9/252
Page 17 of 17
(page number not for citation purposes)
53. Chatterjee S, Hadi Alis: Regression Analysis by Example.  New
Jersey: John Wiley & Sons, Inc; 2006. 
54. Rich C: A Non-Parametric EM-Style Algorithm for Imputing
Missing Values.  AI and Statistics 2001.