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Abstract 
The  Internet  is,  at  present,  the  world’s  most  efficient  communication  system  and 
facilitates the mass dissemination of  information (good and bad)  instantaneously across the 
globe often exacerbating  any effective  regulatory oversight.   Though  initially  conceived by 
commentators  and  users  as  a  speech  utopia2,  the  phenomena  known  as  ‘fake  news’  is 
contributing to concerns that the Internet is now in danger of becoming a dystopia for the free 
flow of information and ideas. With the problem of fake news endangering various topics, it is 
of particular  importance when  it affects news, reputation, political communication or other 
topics relevant for a contemporary and political public sphere. A study from June 2016 suggests 
more UK citizens get  their news  from  social media  than  traditional media outlets. Analysts 
expect this number to increase in both the short and long‐term. A recent study has shown that 
62% of US  citizens  get  their news  via  social media,  yet  the  influence of  voter decisions  is 
unclear,  there  is  some  evidence  that  fake  news  has  affected  a  small  percentage  of  the 
electorate. Accordingly, in narrow electoral campaigns, governments are right to see fake news 
as a potential threat to democracy. The challenge for regulators is not over‐regulating political 
speech  in  contradiction with  our  rights‐based  regimes.    Central  to  the  problem  (and  the 
solution) are digitally mediated platforms (DMPs), which now play a central role in an emerging 
eco‐system  of  pseudo‐governance,  responsible  for  the  cultivation  of  democracy  and  the 
constitutional freedoms of expression, information and assembly.  Yet, at its heart, fake news 
is a deceptive communication. Part 1 examines the phenomena known as ‘fake news’ and its 
role in the landscape of fundamental rights of expression and media plurality. Part two of the 
paper offers a  typology  for determining deceptive  communications. By breaking down  the 
problem of fake news in this manner, one can better understand the scope and rationale for 
mapping regulatory solutions. Part three examines regulatory design focussing on extra‐legal 
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solutions to algorithmic processing to big data sets across DMPs. Part four examines the GDPR 
for any remedies to the problem of profiling and micro‐targeting potential voters.   
Introduction 
The electorate and politicians alike have become acutely aware of the perceived threat of 
fake news and rightly, there have been steps taken to alleviate concerns about this threat to 
democracy.3 Damian Collins MP argued, “The growing phenomenon of fake news…undermines 
confidence  in  the media  in  general”.4   The outcome of  the American Presidential election 
between Donald  Trump  and Hillary Rodham Clinton was  a  shock  to  the  system;  pollsters, 
politicians and the press all expected a different outcome and began searching earnestly for 
answers as to how the Trump team was able to defy all of their expectations. The undercurrent 
of  suspicion  that  foreign  states  interfered  with  the  American  election  exacerbates  this 
concern.5 With this background, ‘fake news’ became an easy scapegoat for the outcome of the 
election and  the buzz  term of 2017. According  to  the Financial Times,  locals  from a  single 
Macedonian village ran more than 100 pro‐Trump news sites while earning substantial revenue 
from  online  adverts.6  This  has  raised  valid  concerns  that  that  a  tiny  group  of  teenagers 
influenced the outcome of the election of the most powerful nation state in the world.  
There  are  increasing  financial  and  economic  incentives  to  publish  deceptive,  fake  and 
provoking stories for commercial gain on DMPs found across the online environment. These 
stories are  ‘liked’, viewed, and shared more  frequently  than real news stories published by 
legitimate news organisations.7 Furthermore, 46 per cent of EU citizens follow news on social 
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media8, six out of ten news items shared are passed on without being read first9, only four per 
cent of people  in a Channel Four study were able to  identify  it10, and digital‐savvy students 
have difficulties discriminating fake news from real.11 More importantly, increasingly research 
suggests that people can and will change their political opinions based on what they read on 
social media.12 This is in part due to the growing distrust among the population of mainstream 
media, politicians and the government.  
Publishers of fake news know that a variety of psychological traits  incline us to seek out 
information that matches our worldview13 and  write headlines, by‐lines, and/or present it in 
an editorial style that elicits an emotional reaction from  its reader,  increasing the  likelihood 
that readers will share the story.14  Often the purpose of the story is to start an informational 
cascade amongst readers, with the aim of increasing web traffic to the source site (‘clickbait’) 
or  the  “Cost  per  Click”  model.15    Other  times,  the  motives  are  purely  political  and  the 
propagator wishes  to  spread  a  deceptive  news  story  to  bring  about  a  favourable  political 
outcome that would not have been possible without the deception or its dissemination across 
social media.16   Sharing fake news can lead to an instantaneous viral‐like contagion with news 
spreading  across  user  accounts,  their  timelines,  and  news  feeds.  The  repetition  heuristic 
erroneously validates the authenticity of the deceptive news story. Repetition entrepreneurs 
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have a wide range of tactics that take advantage of our reliance on this type of heuristics to 
create either “norm bandwagons” or “norm cascades”.  Norm bandwagons occur when small 
shifts  lead to  large ones, as people join the "bandwagon"; norm cascades occur when there 
are rapid shifts in norms. Publishers of fake news have tapped into this by developing strategies 
that  take  advantage  of  our  shortcomings  in  our  mental  capacities  to  make  informed 
judgements.  These  strategies  use  the  network  to  help  facilitate  a  propaganda  campaign. 
However, some of these techniques only work when the source of the campaign is unknown 
and that its spread appears to be organic.  
Free Speech 
Facebook feeds17, Twitter timelines, and LinkedIn Pages have replaced parks, streets and 
town squares as the prominent locus for civic communication and information dissemination. 
Almost all aspects of civic and community engagement use DMPs to both receive and impart 
information, and to expand their municipal reach.18  This socio‐economic shift ensures freedom 
of expression will remain contentious. Contemporary jurisprudence has interpreted the First 
Amendment19 protectively, while ensuring  individuals’  free speech rights apply only against 
Government censorship. The practical effect of this means DMPs have carte blanche editorial 
control over user expression.20  In exercising unilateral control over such a critical avenue of 
communication, DMPs can effectively curate the information we see, shape our opinions, and 
influence  social movements  in ways  that are both  subtle and overt.21 While many may be 
content  to  entrust  the  market’s  ability  to  ensure  a  free  flow  of  communication,  recent 
developments22 indicate that such trust is misplaced. To effectively safeguard the institution 
of  free  speech  and  facilitate  the  conditions necessary  for democratic  self‐governance  in  a 
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maturing information society, it becomes essential to examine DMPs’ role in facilitating public 
discourse and the spread of mis‐ and dis information. Fake news is, at  its heart, a deceptive 
communication.  
Our  society  values  a  free  and  impartial  press  and  cherishes  the  importance  of  free 
expression. The United Nations Special Rapporteur on Freedom of Opinion and Expression 
stated  “Expressing  concern  that  disinformation  and  propaganda23  are  often  designed  and 
implemented so as to mislead a population, as well as to  interfere with the public’s right to 
know and the right of  individuals to seek and receive, as well as to  impart,  information and 
ideas of all kinds, regardless of frontiers, protected under international legal guarantees of the 
rights to freedom of expression and to hold opinions”. The challenge for regulators is regulating 
fake  news  without  accusation  of  encroachment  on  Article  10  ECHR  protections  without 
accusations of censorship.  
As stipulated by Meiklejohn, for democracy to be true to its essential ideal there can be ‘no 
constraints on  the  free  flow of  information and  ideas.’24   Any attempt  to  regulate political 
speech will be  subject  to  legal  challenge and  raise valid questions about  transparency and 
accountability  for  private  and  public  bodies  alike  removing  “news”  from  the  Internet. 
Collectively, this means any attempts to regulate political speech would be subject to challenge 
in our domestic courts, and at both  the ECtHR and  the CJEU. There  is at  least prima  facie 
evidence  that  other  nation  states  have  attempted  to  influence  elections  through  the 
deployment of  fake and deceptive propaganda.  Introducing deceptive communications  into 
the political biosphere not only reduces trust in the online environment, but has the potential 
to disrupt the business model of social media companies. When regulators incentivise them to 
tackle the problem of fake news, they can distance themselves from censoring directly news 
disseminating across social media platforms.  
Unlike  traditional  forms  of  journalism,  that  fall  under  standalone  regulatory  bodies 
(whether self‐ or co‐regulation) such as the Independent Press Standards Organisation (IPSO), 
Ofcom, and the Advertising Standards Authority (ASA), it appears the government has opted 
                                                                
23  The OED  defines  propaganda  as  the  'systematic dissemination  of  information',  especially  in  a  'biased  or 
misleading way, in order to promote a political cause or point of view'. 
24 Meiklejohn, A. ‘Free Speech and Its Relation to Self‐Government’ Harper Brothers Publishers: New York, N.Y. 
[1948] pp.102‐103. 
to use a variety of ‘soft’ measures to address the problem of fake news.  However, the problem 
is far more complex. Never before have regulators opted to assess the quality of a news story 
in binary: is this story true or false? Historically, the combination of the press’s self‐regulatory 
model  (whether publication was ethically  sound) and  the  threat of defamation  lawsuits  to 
ensure best practices regarding publication have validated and authenticated a news story.  
The challenge for regulators is ensuring a regulatory solution that serves as a suitable deterrent 
to  publishing  fake  news  stories,  that  has  extra‐jurisdictional  effect  while  respecting  our 
Convention and Charter rights to respect free expression. This may involve a variety of socio‐
legal‐technical measures.  
The Role of DMPs and Algorithms 
While arguably, most fake news stories spread organically, i.e. through users sharing news 
stories themselves across DMPs, there  is evidence that fake news can spread via automatic 
means. A propagator with the means to do so can develop a number of technical measures to 
mimic  real‐world  users  to  ensure  the  fake  news  spreads  across  a  variety  of  social media 
platforms. With relative low effort, a propagator can program a bot or script to respond and 
engage with people to help authenticate the validity of fake news. By adding a ‘hashtag’ to a 
link to a fake news story, which helps organize tweets about similar topics, a propagator can 
actually target users most likely to share the link. The propagator can programme the bot to 
seek out influential users across various platforms by contacting them directly, with the aim of 
getting  the users  to  visit  the website hosting  the  fake news  story or  spread his deceptive 
message for an outcome that would not be possible without the DMP and the deception. The 
bot account, usually followed by a small number of other users, may have little social gravitas 
in the online environment. Its aim is to spread the message to other users by taking advantage 
of  their  online  influence.  By  targeting  people with  thousands  of  followers,  it  can  help  to 
facilitate a marketing and advertising campaign, or start a cascade among other social media 
users that spreads positive, negative, or mis or disinformation. 
Fake news stories become more credible when they appear across multiple platforms 
due  to a  type of heuristic called  the multiple source effect.25 This occurs when people give 
more credence to ideas that appear validated by multiple sources.  Furthermore, the tendency 
of large groups to conform to choices effects social influence, which may be either correct or 
mistaken,  a  phenomenon  referred  to  as  herd  behaviour.26  Social  proof  reflects  a  rational 
motive to take  into account the  information possessed by others and formal analysis shows 
that  it can cause people to converge and coalesce quickly around a single  idea, so that very 
little  information grounds decisions of even  large groups of  individuals.27 This helps form an 
information cascade where a small notional belief within a network can contribute to either a 
reputational or an informational cascade.28  
Regulatory Challenges 
As  discussed  above,  there  is  a  strong  prima  facie  case  that  economic  incentives 
associated with behavioural advertising are a motivating factor behind the propagation of fake 
news across DMPs. Once a propagator publishes his story,  it spreads organically or through 
automation,  but  at  its  heart,  fake  news  is  a  deceptive  communication  and  should  be 
characterised as such. Article 10 of the ECHR and Article 11 of the EU Charter both protect our 
rights of free expression; however, these rights are not absolute.  
The only reason the relevant authorities have the  legitimacy to regulate commercial 
speech  is  because  there  is  consensus  among  commercial  companies  to  be  regulated.  The 
Advertising  Standards  Agency  (ASA)  is  a  co‐regulatory  mechanism  whereby  retailers, 
advertisers, and marketers agree to work with regulators to ensure, amongst other things, not 
to deceive or mislead consumers.29 One of the reasons that we do not regulate political speech 
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For further information on notional beliefs, see Noah E Friedkin and Eugene C Johnsen, Social Influence 
Network Theory: A Sociological Examination of Small Group Dynamics, vol. 33 (Cambridge University Press, 
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is  that  there  is  no  consensus  among  the  participants  for  regulation.  Asking  Macedonian 
teenagers to sign‐up to a voluntary code of practice, or to submit to the  jurisdiction of the 
courts in England and Wales will be an exercise in futility.  
Regulators  need  to  establish  a  typology  for  determining  whether  a  story  is  false, 
misleading,  and  deceptive.  To  achieve  this,  regulators must  decipher  the  purpose  behind 
publication.  Did  the  propagator  publish  the  story  for  the  purposes  of  commercial  gain? 
Alternatively,  to  facilitate  democratic  discourse?  The  second  step  would  be  determining 
whether  the  fake  news  in  question was  a  political  news  story  or whether  it  is  a  political 
advertisement. If it is the former, the platform and the user should escape further regulatory 
measures or sanctions. If it is the latter, then it should be subject to oversight/regulation. The 
third  step  is  identifying  the  person  behind  the  publication  of  the  story.  After  a  regulator 
categorises a story as  fake news,  they must determine whether  the propagator shared  the 
story for the purposes of spreading deceit or by innocent dissemination. If the answer to the 
first question is that the propagator published the story for the purposes of commercial gain, 
then  the  source  could  fall under a plethora of  laws on  the books  to deter misleading and 
deceptive  advertising. Unfortunately,  at  present we  have  no  real  teeth  in  our  system  for 
deceptive  political  speech.  Regulatory  agencies  that  typically  handle  deceptive  advertising 
generally refer claims of a political nature onto the Electoral Commission where there  is an 
understandable  reluctance  to  interfere  with  political  speech  given  our  human  rights 
obligations.   Because of our reluctance to  interfere with political speech, we tend to take a 
hands‐off approach to regulating this type of speech. Despite efforts from the Committee of 
Advertising Practice (CAP), regulators have been reluctant to bring political advertising under 
the  remit  of  the  ASA,  who  has  the  expertise  to  regulate  speech  and,  more  importantly, 
advertising  platforms.  Furthermore,  there  is  a  pervasive  argument  there  should  be  an 
enhanced  role  for  the  Electoral  Commission  to  regulate  social media  platforms  that  host 
political advertisements.  
In  theory,  Individuals  that are  the  subject of  fake news can  rely on data protection 
law/the right‐to‐be‐forgotten and the tort of defamation to combat fake news publishers. In 
practice, these remedies are too slow and tend to deploy too late in the political news cycle to 
have effect.  However, the right to be forgotten (a right to privacy) clashes with another key 
right: the right to know (plus freedom of speech, freedom of information and press freedom) 
and  is subject  to criticism  from  the press and NGOs alike  for  interfering with  the historical 
record. If a fake news story  is about an  identifiable person, the subject of a fake news story 
could rely on defamation law wherever the source of the story publish it, as long as the subject 
of  the  story has a  reputation  in  that  jurisdiction and  that  reputation has  incurred a harm. 
However using defamation laws as a remedy suffers at least two hurdles: access to the legal 
system in the jurisdiction where the harm suffered is often timely and expensive. It also means 
that the subject of the fake news story has to prepare for a full disinfectant of their lives in a 
court of law in order to prove that the news story was indeed “fake”. Finally, any litigation for 
harm  to  reputation  assumes  that  the  source of  the news  is  identifiable.  This would mean 
enhanced cooperation from social media companies to turn over the identity of the individual 
behind a defamatory news story.  
Any regulatory proposals to regulate news (even the fake kind) will encounter fierce 
opposition. We have a  strong history of protecting political  speech  in  this  country, and of 
course, citizens of a Convention state have Article 10 rights under the European Convention 
on Human Rights, while EU citizens have analogous rights under Article 11 of the EU Charter. 
There will not be a rapid‐fire regulatory solution presented in the near future, and it will take 
a long‐term approach to encourage consumers to view the news stories they see and read with 
a  healthy  dose  of  scepticism  and  objectivity. What will  be  interesting  is  if/how  regulators 
present guidelines  for regulating commercial speech.  If one can truly  identify the source of 
deceptive  content,  published  and  shared  for  the  purposes  of  commercial  gain  guising  as 
political  speech,  then  it  should become  subject  to  regulation,  like any other publisher and 
advertiser  subject  to  Ofcom,  the  Advertising  Standards  Authority  and/or  the  Electoral 
Commission.   Furthermore, companies  like Google and Facebook, who both have a stake  in 
behavioural  advertising,  regulators  must  financially  incentivise  social  media  companies  to 
follow their own money towards  identifying sources of  fake news and ban them  from their 
platforms. As long as they remain transparent and accountable for the decisions they make to 
remove content, they can withstand direct human rights obligations as private actors.  
Article 10 of the European Convention on Human Rights ensures that all citizens have 
the ability to speak freely and impart information. However, this is not an absolute right. Article 
10(2) ECHR permits signatory states to restrict expression as long as the measures taken by the 
State are necessary in a democratic society, in accordance with the law, and proportionate to 
the aims of the legislature. The government should place any remedies to tackle the problem 
of  fake  news  on  statutory  footing  and  ensure  there  is  transparency  and  accountability 
enshrined  in  the  law.  While  further  regulation  of  commercial  and  political  speech  is 
controversial,  the  Parliamentary  Select  committee would  be wise  to  remember  regulating 
deception and deceptive practices is not. We have a long history of consumer protection in the 
country. We have also taken steps to ensure  insiders and outsiders alike do not skewer the 
integrity of political discourse. Ending  the scourge of  fake news and  its associated harms  is 
necessary to ensure a democratic society. 
Typologies of a deceptive campaign 
There  are  four  elements  found  in  a  deception‐based  campaign:  the  creator,  the 
propagator,  the  deceptive  content  (fake  news),  and  the  recipient.  By  moving  away  from 
judgements about the truthfulness of a piece of information, one can focus on the temporal 
network of propagations within a given system.  A propagation is an utterance followed by a 
decision to share a deceptive message after exposure to a piece of false information. By sharing 
the deceptive message, a propagation creates new utterances. The first propagation occurs at 
T1 after the creation of the deceptive message by the deception creator (T0). The researcher 
has to make a decision about the validity of the claim made by the creator. What is “true” for 
a propagator can be “false” for the creator. By creating a starting point of T0, the proposed 
model below allows for the identification of four different typologies of propagations within 
the  system.    This model  operates  under  the  assumption  that,  in  the  process  of making  a 
judgement, the propagator understands what the creator’s intention was in introducing into 
the system. This allows researchers to make a judgement backed up with empirical evidence 
about  the  validity  of  the  creator  at  T0.  The  propagator will  formulate  a  guess  about  the 
intention of  the creator based on  the  internal mechanisms of  the mind and context of  the 
message.  This  facilitates  a  discussion  about  the  intention  of  the  creator’s  injection  of  the 
message in the first instance. In some cases, the creator will genuinely believe the information 
to be “true” and will inject it into the system to offer the public a counterbalancing narrative 
to the mainstream view on a certain topic. Once entered into the system the propagator will 
interpret as “true” or “false” and make a decision about whether to share it further.30  
Characterising either information as “true” or “false” does not change the propagation 
process across a network. There are varieties of reasons that a propagator would want to share 
knowingly “false” information. People routinely share stories from satirical news sites like The 
Onion  and  The Daily Mash while  knowingly  “false”.   Although  acknowledging  that  satirical 
websites present a challenge for the model, it accepts that sometimes a propagator will share 
a piece of “false” content created by a satirical news site “accidentally” after incorrectly judging 
it as “true” information. Too numerous are the ways that deception is created and propagated 
by a plethora of different actors across DMPs  that any attempt  to enumerate  the differing 
scenarios would be a fruitless and frustrating endeavour. To avoid this, below  is a proposed 
general model of how deceptive communications spread across DMPs. The validity of a general 
model considers all variants of judgements and decision‐making as described below.  
Type  1  deception  (pure  disinformation)  occurs  when  the  original  author  and  the 
propagator both know that the information is false, but choose to share it nonetheless.31 This 
also  accounts  for  viral  propagation  by  programmed  bots  and  other  forms  of  automatic 
programming  scripts  that  help  spread  the  deception.  This  includes  strategic  actors  that 
deliberately produce and share false information for the purposes of starting an informational 
cascade.32    Allport  and  Postman’s  “basic  law  of  rumour”  is  amended  to  the  following: 
Deception strength (D) will vary with the  importance of the subject of the deception to the 
individual concerned (i) times the ambiguity of the evidence pertaining to the topic at hand 
                                                                
30 This accepts that not everything will fit neatly be distinguishable by “true” or “false” distinction. However, 
following Carson’s reason work and Frankfurt & Bischoff’s work I also categorise “bull shit” and internet trolling 
as a deceptive form of communication.  See Carson, T. L. (2016). Frankfurt and Cohen on bullshit, bullshitting, 
deception,  lying,  and  concern with  the  truth  of what  one  says.  Pragmatics &  Cognition,  23(1),  53–67  and 
Frankfurt, H. G., & Bischoff, M. (2005). On bullshit. Princeton NJ: Cambridge Univ Press. 
31  This  type  of  deception  would  also  include  viral  propagation  of  satirical  news  stories  whereby  actors 
misunderstand a satirical news story as a genuine article. 
32 For an example of Type 1 deception, see the #TrumpWon hashtag example in Lotan, G. (2016). #TrumpWon? 
trend  vs.  reality.  Available  at  https://medium.com/i‐data/trumpwon‐trend‐vs‐reality‐
16cec3badd60#.nu4hiqahb, Accessed 02/02/2017 
(a).33      Sometimes  satirical  news  spills  over  into  genuine  mainstream  broadcasts  and 
publication.34  
If information produced and shared, as if, it is “true”, but shared by a propagator who 
thinks or knows it is false then this is Type 2 deception (misinformation through disinformation). 
This occurs after  the exploitation of misinformation  to become disinformation. This occurs 
when a creator, acting in good faith, injects something deceptive into the system. Often this 
occurs when pictures,  videos, or eyewitness accounts  result  in errors  in  judgement. Often 
times a lack of context or prejudice or overreliance on heuristics leads to an error in judgement 
based on real evidence.35 For example, when a citizen journalist genuinely believed they had 
identified the Boston Bomber as Sunil Tripathi, users of news aggregation site Reddit picked up 
and shared the conspiracy. Some of those users used the story to exploit the attention and 
feed  the  communities  of  genuine  believers  a  conspiracy  theory.36  Other  times  deceitful 
propagators share the story to attract web traffic, earning ad revenue through clicks.37  Type 3 
deception  (disinformation  through  misinformation)  occurs  when  the  creator  knows  the 
information created is false but perceived as “true” by the propagator. This is disinformation 
propagated  through  misinformation.  Most  deceptive  or  fake  news  stories  fall  into  this 
category. According to NBC news, young males from a single village in Macedonia organised 
over 100 pro‐Trump fake news websites.  Admittedly, while Type 3 propagations exploit the 
credulity of propagators, users may recognise fake news stories as fake, yet share them along 
the lines of Type 1 deception.38  On the other hand, Type 4 deception is pure error. This occurs 
                                                                
33 Note 190, Supra Allport and Postman.  
34 Chan, E. (2016, September 12). Donald Trump, Pepe the frog, and white supremacists: an explainer. Retrieved 
November 30, 2016, Available at https://www.hillaryclinton.com/feed/donald‐trump‐pepe‐the‐frog‐and‐white‐
supremacists‐an‐explainer/ Accessed 14 November 2016  
35 Alyson Shontell, “What It's like When Reddit Wrongly Accuses Your Loved One of Murder”, Business Insider, 
Available  at  http://www.businessinsider.com/reddit‐falsely‐accuses‐sunil‐tripathi‐of‐boston‐bombing‐2013‐
7?IR=T, Accessed 02 February 2017.  
36  For  example,  see  the  Reddit  thread  on  the  conspiracy.  Available  at 
https://www.reddit.com/r/OutOfTheLoop/comments/2r3d54/what_happened_with_reddit_and_the_boston_
marathon/, Accessed on 02 February 2017.  
37  Silverman, C., & Lawrence, A. (2016, November 4). How Teens In The Balkans Are Duping Trump Supporters 
With  Fake  News.  Retrieved  November  30,  2016,  from  https://www.buzzfeed.com/craigsilverman/how‐
macedonia‐became‐a‐global‐hub‐for‐pro‐trump‐misinfo 
38 According to Allcott and Gentkow, “in the three months before the election, pro‐Trump fabricated stories 
were shared a total of 30 million times, nearly quadruple the number of pro‐Clinton shares…the most widely 
circulated hoaxes were seen by only a small fraction of Americans. And only about half of those who saw a false 
news story believed it”. See Allcott, H., & Gentzkow, M. (2017). Social Media and Fake News in the 2016 Election 
(No. w23089). National Bureau of Economic Research. 
when  creators  and  propagators  alike  perceive  “false”  information  as  true.  Most  existing 
conspiracy theories flourish thanks to contents created and shared by polarised communities 
formed  around  common  interests.39  The  availability  heuristic  is  particularly  apropos  to 
understanding  how  conspiracies  spread  in  the  online  environment.40  Type  4  deception  is 
particularly problematic. Occasionally an authoritative source inadvertently injects the “false” 
information into the system. While possible to correct the original source, it is often impossible 
to replication along  the propagation cascade. As Giglietto et al state, “the damages  for  the 
information ecosystem is therefore somewhat permanent and its extent proportional to the 
credibility and influence of the original source and subsequent propagator along the chain”.41  
Typologies of Deception Campaigns 
 
Deception Creator 
 
Propagator 
 
Propagator 
 
Perceived as “false” 
Type 1: Pure deception 
(both original author and 
the propagator are aware of 
the “nature of the 
deception” 
 
Type 3: Deception 
propagated through a 
deceptive campaign 
(recognised as false, but 
share to gain clicks through 
ad money) 
 
 
Type 2: Actor creates 
knowingly deceitful 
Type 4: Error is perceived as 
true by creators and by the 
propagators 
                                                                
39 Sunstein, C. R. (2014). Conspiracy theories and other dangerous ideas. Simon and Schuster at page 19 and 15‐
18, 52‐54, and 164‐165.  
40 Kuran, T., & Sunstein, C. R. (1999). Availability cascades and risk regulation. Stanford Law Review, 683‐768 at 
683. See also Hirshleifer, David A., The Blind Leading the Blind: Social Influence, Fads and Informational Cascades. 
THE NEW ECONOMICS OF HUMAN BEHAVIOUR, Ierulli, K. and Tommasi, M., eds., Ch.12, pp. 188‐215, Cambridge 
University Press, 1995; Anderson Graduate School of Management, UCLA, Working Paper No. 24‐93. Available 
at SSRN: https://ssrn.com/abstract=1278625 
41 Giglietto, Fabio and Iannelli, Laura and Rossi, Luca and Valeriani, Augusto, Fakes, News and the Election: A 
New Taxonomy for the Study of Misleading Information within the Hybrid Media System (November 30, 2016). 
Convegno  AssoComPol  2016  (Urbino,  15‐17  Dicembre  2016).  Available  at  SSRN: 
https://ssrn.com/abstract=2878774 
Perceived as “true”  information campaign but 
allows others to share it 
 
Regulatory Solutions 
The preceding typologies of deception are not just helpful for highlighting the various 
forms of deception, but serve as the starting point for developing the appropriate regulatory 
solution. When the fake news story constitutes a criminal offence or violates some form of 
personality right, the operator of a platform is under a duty to delete that information from its 
server.42 Not all  fake news will violate criminal  law or be defamatory or violate personality 
rights, so its communication to the public will not necessarily be illegal. Any regulatory remedy 
will have to walk the fine line between the fundamental rights of the information provider43 
and the recipient of the information.44  Furthermore, and DMP can rely on the fundamental 
freedom to conduct a business.45 The CJEU has highlighted the need to create a ‘fair balance’ 
between competing rights.46 Against this backdrop is media plurality, which makes up part of 
the  fundamental  guarantees  found  in  the  Charter:  free  expression  and  the  freedom  of 
information  in  the  media  sector.47  Thus,  fake  news  begs  the  following  question:  should 
regulation of fake news underpin the economic rationale of the business models of DMPS like 
Facebook, Twitter and Google? The design of their business models,  including the design of 
the algorithms used in the functioning of a DMP is two‐sided, this is between the DMP and its 
advertisers as an economic transaction only takes place between the DMP and the advertiser. 
The user gets the news service for free.48  Advertisers are only interested in maximising their 
                                                                
42 See Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects 
of information society services, in particular electronic commerce, in the Internal Market (Directive on electronic 
commerce) [2000] OJ L178/1, art 14.  This provision guarantees privileged treatment of host providers under EU 
law. Accordingly,  the host provider  is not automatically  liable  for  content  that  is  stored by  somebody else. 
However, the host provider has to remove illegal content or block access to this information once it has been 
made aware of the presence of illegal content on its server. See Directive on electronic commerce, Art 14(1)(b). 
43 EU Charter of Fundamental Rights, Art 11(1), 1st sentence. 
44 EU Charter of Fundamental Rights, Art 11(1), 2nd sentence. 
45 EU Charter of Fundamental Rights, art 16. 
46  Promusicae,  C‐275/06,  ECLI:EU:C:2008:54,  [2008]  ECR  I‐271;  Judgment  in  Scarlet  Extended,  C‐70/10, 
ECLI:EU:C:2011:771, [2011] ECR I‐11959 
47 EU Charter of Findamental Rights, Art 11(2) expressly mentions media plurality as a constitutional value.  
48 Michal S Gal and Daniel L Rubinfeld, “The Hidden Costs of Free Goods: Implications for Antitrust Enforcement” 
(2016) 80 Antitrust LJ 521. 
exposure  to  marketing  campaigns;  thus,  DMPs  rationally  adopted  business  models  that 
disseminate fake news among friends and followers. According to the model underlying DMPs 
algorithms, any  information, even  if  it  includes  criminal, defamatory,  infringing,  conspiracy 
theories,  or  blatantly  false  news  that  increases  traffic makes  the DMP more  attractive  to 
advertisers;  therefore, negative effects  for democratic discourse are produced by  this very 
economic rationale.   
At one end of the remedial spectrum are  least‐interventionist measures that  include 
measures to improve the quality of better information on the Internet. This can be achieved 
by  code‐based  solutions  that do not affect a user’s  right  to access  information. While  it  is 
acknowledged that private markets address the preferences of mainstream users, it does not 
necessarily follow that this leads to more diverse content or quality information, thus there is 
a public interest in promoting plurality of high‐quality journalism across DMPs in the digital era.  
At  the  other  end  of  the  remedial  spectrum  is  controlling  the  content  in  prohibiting  and 
controlling  the  content  that  is made  available  at  its  source,  importantly,  through  existing 
criminal  and private  law  rules.  The need  for  ensuring  a diverse media does not provide  a 
general  justification  for  online  censorship.  Electoral  law  could  provide  suitable  rules  for 
algorithmic propaganda such as political bots. However, it is admittedly more challenging to 
apply  these  rules  to  entities  operating  from  foreign  territories.  Thus, mixed  remedies  are 
needed.  With  this  background,  it  is  worth  examining  present  regulatory  solution  for  the 
dissemination through the lens of the previous typologies on deception:  
   
Typologies of Deception Campaigns and Regulatory Responses 
 
Deception Creator 
 
Propagator 
 
Propagator 
 
Perceived as “false” 
Type 1: Pure deception 
Regulatory Responses: 
Defamation law, civil law,  
tort, consumer protection, 
criminal law, common law 
fraud, code‐based responses 
 
 
Type 3: Deception 
propagated through a 
deceptive campaign, 
clickbait 
Regulatory Responses: 
Commercial Speech, remit 
of the Advertising Standards 
Agency, Competition 
Markets Authority,  
 
 
Perceived as “true” 
 
 
Type 2: Knowingly deceitful 
information campaign but 
allows others to share it.  
Regulatory Responses:  
Creator: common law fraud, 
criminal law, defamation, 
law, civil law,  
Propagator: education, 
code‐based responses, data 
protection,  
Type 4: Pure deception 
 
 
Regulatory Responses:  
Code, education, network 
communitarianism 
(i.e.“better speech”).  
 
 
Code‐based responses 
Fake  news will  likely  prove  impervious  to  legal  interventions  for  a  variety  of  reasons. 
Accordingly, DMPs like Google and Facebook have adopted extra‐legal regulatory measures to 
tackle the problem of fake news, but so far only deploy the countermeasures ex‐post the harm 
occurs. Facebook  is currently working on methods for stronger detection and verification of 
fake news, and on ways to provide warning  labels on false content. Mark Zuckerberg,  in his 
letter  to  the Facebook community  in February 201749, stated “community” was part of  the 
company’s solution to solving the problem of fake news. Rather than tackling fake news per se, 
Zuckerberg  discusses  how  to  tackle  “sensationalism  and  polarization  leading  to  a  loss  of 
common understanding”.  This is perhaps unsurprising as his company makes profit from users 
clicking  on  links  suggested  to  them  based  on  Facebook’s  personalisation  algorithms.50  
However, tackling fake news forces social media companies to walk a very fine line; once they 
start taking on any editorial role, they lose some of the protections granted to them via the e‐
Commerce Directive. 
Presently, Facebook there are technical remedies to inform others that they think a news 
story  is  indeed “fake”.   Furthermore, any potential remedies become available ex‐post. The 
strategy  for  social  media  platforms  deal  with  the  ethical  impact  of  their  platforms 
retrospectively. Some are taking significant action against online misinformation. In response 
to these forms of regulatory sanctions for non‐compliance, social media companies develop a 
series of code‐based and self‐regulatory measure to combat the threat.  Users can flag stories 
they  think are misleading.  If  found  to contain “falsehoods”  then  the story  is  flagged with a 
disclaimer or removed. It is for the reader to decide whether the story flagged as “disputed” 
influences their political opinion. Platforms already use this technique when a subject of the 
story disputes the facts while litigation is ongoing under defamation law. By deploying these 
techniques,  platforms  can  avoid  the  “editor”  or  “publisher”  label  and  leave  the  editorial 
function  to  its  users.  Measuring  compliance  is  impossible  yet  a  clear  set  of  guidelines, 
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transparency about decisions to remove  false news, and by reporting and disclosing details 
about removal, social media companies remain accountable for their decisions.  Clearly DMPs 
are using extra‐legal regulatory mechanisms51 to combat the issue of fake news ex‐post, but 
they may be wise to begin to develop strategies that educate their users ex‐ante to ensure the 
community treat any news with the appropriate level of objective scepticism.  
Lessons from how regulators treated SPAM can be applied to the problem of fake news. At 
its heart, spam is a commercial communication that is protected under Article 10 of the ECHR. 
Like SPAM,  fake news  is shared by  ‘enticing’ headlines, but a  truly successful campaign will 
disguise its true nature as far as possible to avoid filters and to increase the click‐through rate. 
In the US, political spam  is exempted  from the CAN‐SPAM Act52  for  fear of stifling  ‘political 
speech’.53 More often than not SPAM aims to solicit a commercial response, and considered in 
the US to be a form of speech protected by the 1st Amendment, albeit with limited protection.54 
Hence  extra‐legal  code‐based  responses  were  develop  in  a  way  that  did  not  undermine 
protected  commercial  speech  but were  user‐friendly;  filtering was  adopted  over  blocking. 
When  spam was  received  into a  spam  folder,  the  recipient could  still  read  it. Spam  that  is 
blocked cannot be  read and would be an  infringement of  rights  to  impart expression.   Our 
framework of fundamental rights views blocking any form of political speech unacceptable, as 
restrictions would  happen without  the  consent  of  or  informing  the  user.  Thus,  regulators 
should encourage DMPs to develop code‐based features that balance fundamental rights with 
filtering, as opposed to blocking mechanisms. Once a user community identifies something as 
fake news, rather than simply popping up on users’ timelines or news feeds, viewers would 
have to take a positive choice to open or maximise a community identified ‘fake news’ story, 
thus  slowing  down  the  process  of  sharing. DMPs  should  enable  identification  features  on 
problematic stories from non‐accredited news organisations thus overcoming blanket cries of 
“fake news!” to stories ideologically aligned to one side of the political spectrum.   
                                                                
51 The primary argument of Professor Lawrence Lessig, Code 2.0 (New York, basic Books, 2006), and available at 
http:://codev2.cc/.  
52 The informal name of the Controlling the Assault of Non‐Solicited Pornography and Marketing Act of 2003 
53 In America, commercial speech is more regulated that political speech under Constitutional Law.  
54 Virginia State Board of Pharmacy v Virginia Citizen’s Consumer Council Inc 425 US 748 (1976).  
These  responses  admittedly  focus  on  American  constitutional  concerns  about  free 
expression – partly due to the role the 1st Amendment plays in structuring of legal remedies 
affecting speech55 and partly, because Facebook, Twitter and Google are American companies 
with a “free speech” ethos.56 Legal remedies were used in conjunction with technical measures 
to combat the threat of SPAM; for example, forbidding the use of third‐party computers as 
‘zombie  drones’  to  send  out  SPAM.57  However,  through  a  perplexing  multiplicity  of 
instruments58, SPAM has been regulated in Europe historically as an issue of privacy and data 
protection.  
Algorithmic Profiling and Data Protection 
Automated  decision‐making  is  increasingly  shaping  society,  either  assisting  or 
overtaking  human  decision‐making  altogether.  Individuals  are  increasingly  arranged  into 
algorithmically‐assembled groups and treated in accordance with the outcomes of automated 
decisions. Algorithms are applied to big data sets to classify a user and predict their preferences 
and characteristics. This information can be used in conjunction with additional algorithms to 
target potential voters  in a motivated reasoning campaign with  fake or distorted news.  If a 
voter is identified as being undecided, but leaning towards the Republican candidate, he/she 
can be targeted with a story that might persuade him to vote a certain way or for a particular 
candidate. If a voter is identified as an influential user, he/she can be targeted with a fake news 
story to help propagate among his/her friends. The quality of the news story is not important, 
as much as the commercial gain, political motive, or his/her propensity to share. The FBI is now 
investigating whether the Trump campaign used an army of bots and a variety of techniques 
to micro‐profile and micro‐target potential voters to spread fake news, to help shift attention 
away from his own struggling campaign.59   
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59 Will Worley, The Independent, 21 Mar 2017, “FBI ‘investigating role of Brietbart and other right‐wing websites 
in  spreading  fake  news  with  bots’”  Available  at  http://www.independent.co.uk/news/world/americas/us‐
Profiling is a key component of how fake news appears to spread organically.  Bygrave 
explains profiling as: “the process of  inferring a set of characteristics  (typically behavioural) 
about an individual person or collective entity and then treating that person/entity (or other 
persons/entities) in the light of these characteristics.”60  The GDPR defines profiling as: “any 
form  of  automated  processing  of  personal  data  consisting  of  the  use  of  personal  data  to 
evaluate certain personal aspects relating to a natural person, in particular to analyse or predict 
aspects concerning  that natural person's performance at work, economic  situation, health, 
personal  preferences,  interests,  reliability,  behaviour,  location  or movements”61  [emphasis 
added]. By targeting specific users, a UK based company called Cambridge Analytica undertook 
“political messaging work” for the Trump administration, which meant building psychological 
profiles of 220,000,000 American voters so that they could send 50,000 variables of political 
adverts every day, modifying  them depending on  response.62 By  targeting nuances of  their 
psychological profiles, the company could increase the possibility of an informational cascade 
forming across DMPs and appearing to be organic among social media users.  
The  Council  of  Europe63 warned  that  processing with  profiling  has  additional  risks 
compared to processing without it. This is because, when processing without profiling, a data 
subject will  be  able  to  guess what  can  be  inferred  from  their  personal  data  but  profiling 
“generates new data for an individual based on data relating to other persons”.64 Therefore, 
profiling fabricates assumptions about data subjects based on historical data relating to other 
individuals.  Reformed  data  protection  law  has  the  opportunity  to  address  the  effects  of 
algorithms  and mandate  for  transparency  in  automated decision‐making.   Thus,  the GDPR 
contains a right to object, and an absolute prohibition on automated decision‐making  if the 
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controller has decided it is in its legitimate interest, or that of a third party, to profile and target 
for political purposes.65 The strongest remedy here would be to argue that targeting voters is 
Type 3 deception, i.e. that this is direct marketing and, therefore, an absolute right to object. 
Making Algorithmic Processing Transparent  
There are two approaches to explaining algorithmic decision making to a voter who 
believes  they  have  been  subject  to  political  profiling.  The  first,  ex‐ante  explanations,  are 
explanations provided before decisions are made and comment on the system’s functionality, 
as opposed  to  the decisions  to profile  and  target.66  The  second,  ex‐post explanations,  are 
provided after decisions to profile and target are made and are limited to the decision itself 
and how the system’s functionality contributed.67   
Ex‐ante explanations 
The  law  under  the  General  Data  Protection  Regulation  2016/679  (GDPR)68  provides  data 
subjects with  a  right  to  an  ex‐ante  explanation. Articles  13‐15  of  the GDPR  provides  data 
subjects with a right of notification, and a right of access, to personal data that  is collected 
about  them. Under  the UK Data  Protection Act  1998  (DPA),  a  data  subject  has  a  right  to 
notification69 and access to personal data.70 The difference for UK citizens is that the GDPR asks 
for more detail from the controller, particularly under Article 13(2).71  The provision in Article 
13(2) which causes most debate surrounding explanations is Article 13(2)(f): 
“the controller shall, at the time when personal data are obtained, provide the data 
subject with the following further information necessary to ensure fair and transparent 
processing: 
…  (f)  the existence of  automated decision‐making,  including profiling,  referred  to  in 
Article 22(1) and (4) and, at least in those cases, meaningful information about the logic 
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involved, as well as the significance and the envisaged consequences of such processing 
for the data subject.” [Emphasis added] 
The  notification  duties  in  Article  13(2)(f)  and  14(2)(g)  determine  that  prior  to  
processing data subjects be informed of the existence of,  meaningful information about the 
logic, and the envisaged consequences of automated decision making. Wachter et al outline 
that Article 13 and 14 are not intended to be read in conjunction with Article 22(3) or Recital 
71. Article 13(2)(f) and 14(2)(g) only refer to Article 22(1) and (4). These articles, prima facie, 
suggest that data subjects are only entitled to an explanation on system functionality ex‐ante. 
However,  the  Article  29  Working  Party  have  rightly  recognised  information  on  logic  of 
automated decisions  is unlikely to be understood by data subjects.72   By stating there  is an 
automated decision‐making algorithm, explaining the logic involved, as well as the predicted 
outcome,  the data  controller would be giving an ex‐ante explanation as  to why  they were 
targeted with fake news. Stating the existence of the algorithm is a straightforward obligation. 
Recital  60  of  the  GDPR  gives  some  further  insight  into  what  constitutes  “meaningful 
information” by describing  the  format  in which  the  information can be portrayed  (i.e.  in a 
legible format) without any further elaboration. It is presumable that most DMPs would notify 
users through a standardised notification of their algorithm but this needs to be meaningful to 
all  levels  of  computer  literacy.  Presumably  the  court  will  set  precedent  as  to  what  is 
“meaningful”  –  it  could  be  a  ‘reasonable  person’  test  or  it  could  be  dependent  on  the 
surrounding circumstances. Access to the “envisaged consequences” not only suggests that 
outcomes of automated decisions are  impossible to determine, but that Article 15 does not 
provide for an ex‐post explanation. Another question for the court is where to draw the line as 
to  the  liability  for  “envisaged  consequences”,  i.e.  hopefully  interfering  with  democratic 
processes may be considered a significant consequence.  
Ex‐post explanations 
Ex‐ante  explanations  cannot  hold  data  controllers  to  account  for  unexpected 
consequences, only an ex‐post explanation would ensure full transparency for decisions about 
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profiling and micro‐targeting. Although one cannot envisage all possibilities, this part asks two 
questions: first, can a potential voter that has been subject to micro‐targeting by a political 
campaign obtain an explanation  for an end decision? Second,  is an obligation on  the data 
controller to provide this explanation practicable? Article 22 GDPR address automated decision 
making and profiling. Article 22(2) determines there is no right to object when processing is 
legitimised  through  explicit  consent,  contract  or  the  legitimate  interests  of  the  controller. 
However, Article 22(3) provides  safeguards,  including  the  right  to human  intervention,  the 
ability to express your point of view and the ability to contest the decision. Article 22(3) alone 
does  not  provide  the  right  to  an  explanation  and  is  problematic  due  to  the  plethora  of 
functional and ethical issues, including producing inconclusive and inscrutable evidence.73 The 
word “explanation”  is  found once  in  the GDPR,  in Recital 71 which mirrors  the wording of 
Article 22(3) except that it states that individuals have the right to obtain “an explanation of 
the decision reached”. Although Recitals are used to interpret the document and are not legally 
binding74, they can be seen as a recommended guideline, in spite of the fact that the right to 
an explanation was deliberately removed from Article 22.75  
Wachter,  Mittelstadt  and  Floridi76  argue  the  removal  was  shown  to  be  deliberate 
because “the safeguards specified  in Recital 71  (right  to human  intervention, expression of 
views,  and  contestation)  are  identical  to  those  in  Article  22(3),  with  the  only  significant 
difference  represented by  the  further  inclusion of a  right  “to obtain an explanation of  the 
decision  reached”  in Recital 71.”77 The European Parliament proposed  that Article 20  (now 
Article 22)  should  include  “a  right  to obtain human assessment and an explanation of  the 
decision reached.” However, this part of the provision was not adopted into Article 22 after 
the  negotiations  between  the  European  Commission,  Council  and  Parliament.78  As  a 
consequence,  the  right  to  an  explanation was  deliberately  omitted.  A  right  to  an  ex‐post 
explanation is impracticable for businesses that are dependent on the use of algorithms due 
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to the complex unpicking process.  Wachter et al highlight that the omission of the explanation 
provision  in  Article  22(3)  is  intentional.  In  prior  negotiations,  the  European  Parliament 
suggested that the wording now found in Recital 71 be placed in the enforceable Article 22(3) 
of  the  GDPR.  Article  22(3)  has  minimal  ability  to  provide  explanation  or  transparency  in 
automated decision making. This  caveat may also  result  in human‐in‐the‐loop  scenarios  in 
order deny data subjects some sort of information on automated decisions. Furthermore, the 
right to contest is weak as algorithmic transparency on the underpinning system functionality 
and  results  of  the  specific  decision  is  required.  Although  a  right  to  an  explanation  is  not 
mandated  by  the  GDPR,  Wachter  et  al  highlight  the  potential  to  provide  a  right  to  an 
explanation  remains  within  the  interpretation  of  Recital  71.79  Although,  algorithmic 
transparency is crucial, the GDPR merely amounts to “a right to be informed”, and does not 
directly nor indirectly mandate a right to an explanation of automated decision making. 
Although a right to an explanation is not directly mandated by, it may be inferred from 
other  provisions.  Goodman  suggests  that  the  GDPR  mandates  codes  of  conduct80, 
certification81, and Data Protection  Impact Assessments82  that would,  in  theory, encourage 
data controllers to provide a right to an explanation of specific decisions.83 Furthermore, the 
combination  of market  demands  of  trust  and  transparency  and  the  GDPR’s  right  to  data 
portability may encourage a competitive market in explanations. For potential voters wanting 
to know if subject to profiling by companies like Cambridge Analytica, Article 15 GDPR provides 
access  rights  to  data  subjects.  Article  15(1)(h) mirrors  the wording  of  Article  13(2)(f)  and 
14(2)(g) GDPR which provides notification obligations  for  controllers, but  carries  the  same 
problems with syntax. However, access rights are not time‐barred and can be invoked by data 
subjects at any time. As a result, Article 15(1)(h) is regarded as the main basis for providing a 
right to an ex‐post explanation of automated decision making in regards to specific decisions. 
However, this is not the case. The phrasing and future‐oriented wording of Article 15(1)(h) is 
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problematic. This provision is weaker than access rights provided under Article 12 DPD which 
was not future‐oriented in wording.  
Complex algorithms may be useful and valuable because they can accurately consider 
a high volume of complex data quickly,84 yet the more complex they are, the more difficult 
they are to untangle to find if a decision is justified.  For example, Facebook’s new algorithm is 
said  to  use  more  than  100,000  different  criteria  for  selecting  information  and  is  widely 
considered to be their most important business secret. Accordingly, Recital 63 states that the 
right  to  information  on  automated  decision  can  be  restricted  through  trade  secrets  and 
intellectual property. As a result, Articles 13 and 14 provide  limited ability to obtain ex‐ante 
explanations on system functionality but fail to provide the right to an explanation. Even more 
problematic for regulators is the fact that assumptions about informing users about the criteria 
used for designing algorithms in order to help users make informed decisions are misplaced. 
Users will not refrain from using DMPs simply because they know they were going to be subject 
to algorithmic processing. Facebook’s Data Policy,85 referred to in their terms86 includes details 
of  how  Facebook  uses  customer  data  to  personalise  and  make  suggestions.  Facebook 
withholds  the  right  to amend  their  terms,87 and so  the obligations under  the contract may 
change. Article  22(1)  is  easily  avoided  using  the  exception  under  paragraph  (a). However, 
Article 22(3) allows the data subject to contest the decision when an Article 22(2) exception 
applies. Article 22(3) obligates data controllers to “implement suitable measures to safeguard 
the data subject's  rights and  freedoms and  legitimate  interests, at  least  the  right  to obtain 
human intervention on the part of the controller”.  To monitor constantly evolving algorithms 
applied by DMPs appears to be a difficult, if not impossible, enforcement issue. These problems 
may even increase with the implementation of machine learning features in the algorithm.  
However, a word of warning  is advised before  introducing any new data protection 
regulation. We  are  only  now  beginning  to  understand  the  problem  of  fake  news.  As  the 
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implications on democratic discourse are better understood, DMPs could ultimately develop 
better algorithms for identifying and filtering news stories that do not live up to the standards 
of a thriving modern day democracy. Transparency and accountability for these methods for 
identifying false news and conspiracy theories could be one way of improving the reliability of 
quality  journalism, democratic discourse, and filter bubbles. This does not mean that DMPs 
should necessarily withhold fake news from its users; on the contrary, the deployment of code‐
based solutions to algorithmically‐determined red‐flagged  information would be a powerful 
supplement. By implementing algorithmic transparency to identifying problematic information 
sharing and motivated targeting, further  initiatives could be developed to help activists and 
truth‐tellers  that consider  it  their mission  to  identify and eradicate  false news  from across 
DMPs.88  
Conclusion 
  Evidence  suggests  that  voters  are  relatively  uninformed  with  widespread 
misperceptions about political decisions and that fake news plays a key role in promoting these 
false and unsupported beliefs. In many cases, fake news can appear to distort people’s opinions 
and behaviour. Even when they do not have such effects, these misperceptions can still have 
consequences for the factual basis of both political debate and public policy itself. Regulators 
should examine the problem of fake news, holistically, deploying a variety of hard and soft legal 
measures  to  protect  our  democratic  discourse.    If  even  a  small  percentage  of  voters  are 
affected by fake news, then this has the potential to affect an election, especially in the highly 
polarised world  of  contemporary  politics,  or  contentious  single‐issue  votes  like  referenda. 
Facts are always vulnerable to directional motivated reasoning, especially when targeted to 
voters who are prone  to emotional  responses and use heuristics  to make  judgements and 
decisions  that  are  prone  to  systematic  errors  and  biases.  The  application  of  algorithmic 
processing to big data sets to facilitate automated micro‐targeting of users across DMPs will 
only exacerbate the problem.  
To  differentiate  between  the  various  types  of  fake  news  and motivated  reasoning 
campaigns, a typology of deceptive conduct was posited. By viewing deceptive conduct in this 
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way, it was also possible to list the most appropriate remedies for each variation of deceptive 
communications. Once identified, the creator or the propagator must be subject to a specific 
legal or extra‐legal regulatory framework. The last part of the paper examined the GDPR’s role 
in controlling political profiling and micro‐targeting of voters made popular by both the Trump 
campaign and the Brexit referendum on the UK’s membership in the European Union. Contrary 
to some academic argument, the forthcoming GDPR does not give users a remedy to prevent 
profiling  and  micro‐targeting.  The  paper  concludes  that  a  variety  of  legal  and  extra‐legal 
solutions are required to end the onslaught of fake news on our democratic decision‐making.  
