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Abstract— This paper proposes an automated method to ob-
tain the extrinsic calibration parameters between a camera and
a 3D lidar with as low as 16 beams. We use a checkerboard as
a reference to obtain features of interest in both sensor frames.
The calibration board centre point and normal vector are
automatically extracted from the lidar point cloud by exploiting
the geometry of the board. The corresponding features in the
camera image are obtained from the camera’s extrinsic matrix.
We explain the reasons behind selecting these features, and why
they are more robust compared to other possibilities. To obtain
the optimal extrinsic parameters, we choose a genetic algorithm
to address the highly non-linear state space. The process is
automated after defining the bounds of the 3D experimental
region relative to the lidar, and the true board dimensions. In
addition, the camera is assumed to be intrinsically calibrated.
Our method requires a minimum of 3 checkerboard poses,
and the calibration accuracy is demonstrated by evaluating
our algorithm using real world and simulated features.
I. INTRODUCTION
Autonomous systems, using a multitude of sensors includ-
ing 3D lidar and cameras, are being increasingly used for
research and industrial applications. To enable higher levels
of autonomy however, we need to extend the capabilities
of such robots in order for them to construct accurate and
complete models of their environment. One way to achieve
this is by combining complementary information provided
by the camera and lidar. Cameras, while being capable of
supplying dense information in terms of color, texture, and
shape of objects, are limited in their ability to provide high
quality depth information at longer ranges. Lidars, on the
other hand, capture accurate depth information with the
drawback of lower vertical spatial resolution and a lack
of colour/texture information. Furthermore, lidars are more
suited to environments with variation in illumination and
weather conditions. The fusion of camera and lidar makes
it possible to overcome the limitations of each individual
sensor. The main challenge in fusing these two different
sensor modalities is the requirement for a precise calibration
of the camera’s intrinsic parameters, and the geometrical
extrinsic parameters which includes the 3D transformation
between the two sensors [1].
Given accurate extrinsic parameters, it is possible to
transform the lidar point cloud to the camera frame and
then project these points on an image based on the intrinsic
parameters for the camera. Such a projection can be used for
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various purposes, for example in [2], segmented point clouds
are used as the ground truth to validate the performance of
a CNN for a specific label. These parameters also enable
camera to laser projection, where the corresponding image
pixel data (RGB values, labels, etc.) is used to augment the
point cloud fields. For example, authors in [3] translate the
semantic information from images to point clouds to generate
3D semantic maps. Applications such as these can improve
the overall perception of the robot. We therefore propose
an approach to obtain the extrinsic parameters, describing
the relative 3D rotation and translation, between a camera
and a 3D lidar. This is a particularly challenging problem
as the object features are obtained from different sensors
with different modalities and noise patterns. Noisy features
reduce the accuracy of calibration. Furthermore, not all
lidars/cameras have similar behavior and measurement errors
making it difficult to generalize an approach. We address
these issues by selecting features that are less susceptible
to noise from sensor measurements, and by using a robust
optimization strategy. It is challenging to calibrate a lidar
sensor with a small number of beams as this results in
a reduced vertical resolution. Our approach is designed to
provide an accurate calibration for lidars with as low as 16-
beams, though it is equally applicable to lidars with more
beams.
Previously, several approaches have been proposed to
solve the camera-lidar calibration problem. These approaches
can be broadly classified into two categories: target-based
and target-less methods. Targets such as a checkerboard,
fiducial marker [2] [3] or custom-made target [4] [5] have
been used to find correspondences between features per-
ceived in both the sensor frames. On the other hand, a
target-less method uses features from natural scenes. Some
of these methods [6] involve feature correspondences in
the image and point cloud that are input manually. These
approaches tend to require a significant number of features in
the environment to reach a satisfactory calibration accuracy.
Our proposed strategy uses a planar checkerboard target
to compute the calibration parameters. With this approach,
the inner corners of a checkerboard can be detected by the
camera with sub-pixel accuracy and a planar model can be fit
to the set of lidar points corresponding to the board. We will
show that the automated extraction of lidar features leads
to an accurate estimate of the board’s geometric features.
Such a method is appealing for automotive applications as
the information required can be automatically obtained with
minimal infrastructure within the vehicle production line.
When it comes to choosing features to form geometric
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constraints, several possibilities arise. In our case, with a
3D lidar, we can extract the board normal, its distance from
the lidar sensor, 3D lines (edges and lines on the board
plane), and points (corner and centre). These features can
also be found in the image. We specifically choose the
checkerboard’s normal and centre point to determine its
orientation and 3D location respectively. Although lines and
points on the board edges as described in [7] could generate
sufficient constraints to solve the calibration problem with
even a single checkerboard pose, we avoided using these
features. This is because estimating board edges from the
lidar data incorporates two sources of error: fitting a plane
to the board points, and fitting a line to the edge points. As a
result, the edges tend to have a higher error when compared
to the board normal, which incorporates only a single source
of error from the plane fitting. In addition, the edge points
also suffer from beam divergence, a characteristic inherent
to the lidar [8]. As a result, the edge lengths, found after
fitting lines to the edge points, deviate from the ground truth
by a few centimeters. Issues such as these make them less
suitable for calibration. The centre point on the other hand,
close to the centroid of the point cluster, is less prone to
errors as points near the edges vary.
Once the feature correspondences are determined, a trans-
formation matrix can be estimated between the camera
and the lidar. For this, it is crucial to use an appropriate
optimization algorithm as the geometric constraints used in
the cost function tends to make it non-linear. Unlike other
approaches that use gradient based algorithms [7] [9] [10]
[11] [12] which are susceptible to a local minima, we use
a Genetic Algorithm (GA) which is a gradient-free method,
similar to [13].
In the next section, we present prior work relating to target
based calibration with a checkerboard. In section III, we
explain the details of automatically extracting the features
from a planar checkerboard target and the optimization
strategy. The experiments and outcomes are presented in
section IV.
II. RELATED WORK
A checkerboard was first used by Zhang and Pless [9] to
find the extrinsic parameters between a camera and a 2D
Laser Rangefinder (LRF). In their method, for a number
of checkerboard poses the checkerboard plane parameters
are found relative to the camera. They then optimize for
the transformation by minimizing the euclidean distance
error between the laser points (after transformation) and the
checkerboard plane (points on plane constraint). A similar
approach was adopted by Unnikrishnan et al. [14] to cal-
ibrate a 3D laser scanner and a camera. They manually
choose the 2D region of interest in the laser range image
to find plane correspondences in both sensor frames. A two
stage optimization process is used which involves estimating
the rotation and translation independently and then jointly
optimizing the two sets of parameters. Pandey et al. [10]
calibrate an omni-directional camera and a 3D laser using
the same geometric constraint as [9]. The issue with this
approach is that the mere inclusion of the plane parameters,
i.e. the distance of the checkerboard plane from the camera
and its normal vector, to form a single constraint does not
affix the location of the checkerboard on the plane. They
may therefore require a higher number of checkerboard poses
to converge to an optimal solution. In contrast, Zhou [15]
exploits two geometric constraints from plane-line corre-
spondences to calibrate a 2D LRF and a camera. In [12],
the authors use a V-shaped calibration target formed by
two triangular boards with a checkerboard on each triangle.
As their target is non-planar, they are able to exploit the
geometry of the setup to formulate a well-constrained cost
function, minimizing point to plane distances. Our method
uses a planar checkerboard, which can be used for the
calibration of a camera as well. To overcome the need
of obtaining several checkerboard poses for a satisfactory
calibration, Geiger et al. [16] attach multiple checkerboards
in different scene locations. They are thus able to get their
results with a single scene shot. In practice, it is not feasible
to attach several checkerboards with accuracy every time
the sensors are required to be calibrated. Zhou et al. [11]
estimate the rotation and translation separately. Additionally,
they introduce a weighting factor for each checkerboard pose
depending on the measurement uncertainty from images. In
order to decouple rotation and translation, features close to
the ground truth are required, which is very difficult to obtain
considering the noise in the sensors, particularly the lidar.
More recently in [7], points corresponding to the edges of
the checkerboard were used to fit lines. The corresponding
edge lines were obtained from the camera and constraints
were formed using plane-line correspondence. As explained
in the previous section, these features are more prone to
errors and hence we avoid using them.
III. METHODOLOGY
Our method uses a checkerboard as a reference to obtain
features of interest in the image and point cloud. For a
given ith sample among N camerac-lidarl scan pairs of
the checkerboard, we extract the centre point (oic/l) and
the normal vector (nic/l) of the board. While the normal
vector helps us determine the board plane’s orientation, the
centre point affixes the board’s 3D location in each sensor’s
reference frame. Once the features are extracted, we exploit
the correspondences, oic ↔ oil and nic ↔ nil , to form
constraints for rotation (Rcl ) and translation (t
c
l ) of the lidar
frame with respect to the camera frame.
The parameters required before starting the calibration
process are list below:
• (l, w): length and width of the rectangular board in
metres on which the checkerboard is attached.
• (m,n): grid size of the checkerboard, i.e. the number
of internal corners in each row and column.
• (s): side length of each square within the checkerboard
in metres.
• (bbxmn,mx , bbymn,mx , bbzmn,mx): minimum and maxi-
mum bounds of the 3D experimental region along the
lidar’s x, y, z axis.
• (fxy, cxy, d1,2,3,4,5): camera intrinsic parameters includ-
ing the focal length, principal point and 4/5 distortion
coefficients corresponding to a fisheye/pinhole camera
model.
A. Data collection setup
To collect the samples required for calibration, we firmly
attach a checkerboard on a rigid, opaque, and rectangular
board such that both their centres align and their edges
remain parallel to one another. In every sample, we ensure
that the entire board is visible to both sensors and the 3D
experimental region is free from any other objects apart from
the board and its stand. The stand is chosen such that it
does not hold the board with significant protruding elements
close to the board boundaries or corners. This is necessary to
conveniently filter out the points corresponding to the board.
Fig. 1. Data collection setup. A virtual bounding box shows the
experimental region inside which the board is located to obtain the
samples.
The board is kept tilted at an angle θb of around 45
to 60 degrees with respect to the ground plane. Such a
configuration is adopted to offset the low vertical angular
resolution of the lidar. Furthermore, we ensure that the
checkerboard pattern is detectable by the camera and a
minimum of 2 lidar scan beams pass though each of the
board’s edges to allow the interpolation of points lying on
the edges. We note that scan lines represent the board more
accurately when the board is kept facing the sensor pair.
Lastly, a diverse sample set is collected in terms of the board
location in the experimental region. The data collection setup
is shown in Fig. 1.
B. Feature Extraction
1) From the lidar: The minimum and maximum bounds
(bbxmn,mx , bbymn,mx , bbzmn,mx ) allow us to separate the ex-
perimental region, consisting of the board and it’s stand,
from the environment point cloud. Since the stand has no
protruding elements through which the board is held, we can
remove the points corresponding to the legs of the stand in
order to obtain the board point cloud. For this, the point with
the maximum z-coordinate value is found in the experimental
region. As this point lies close the board’s top most corner in
the tilted configuration, we reset bbzmx to this z-coordinate
value and accordingly redefine bbzmn to extract the board
cloud.
bbzmn = bbzmx −
√
l2b + w
2
b (1)
(1) was formulated assuming that the difference in angle
between the board plane and the y − z plane of the lidar
frame is small enough to obtain the lowermost point of the
board by subtracting the newly defined bbzmx with the board
diagonal.
Next, we fit a plane to the filtered cluster of board points
using 3D RANSAC [17] to get a robust estimate of the board
plane. The obtained plane equation allows us to calculate
nil . In order to determine the centre point, we project the
board point cloud to the estimated plane and determine
the edge points by finding the points with the minimum
and maximum y-coordinate value in each horizontal scan
beam. The corner points of the board are then obtained by
fitting 4 lines through these edge points and calculating their
intersection oilk; k = 1, 2, 3, 4. The line joining opposite
corner points, oil1 and o
i
l3, correspond to one of the board
diagonals. The midpoint of this diagonal is oil . Fig. 2 depicts
the sensor frames and the features extracted from the board
point cloud. One may note that using the board edges and
corner points, claimed to be noisy in the previous section,
to find oil would make it less precise as well. However, the
centre point remains immune to changes in the orientation
of board due to lidar measurement errors and therefore to
errors in the edges and corner points.
Fig. 2. Sensor frames and features extracted from the point cloud.
2) From the camera: The checkerboard pattern in
the image is detected using the OpenCV function
cv::findChessboardCorners [18]. This information allows us
to compute the pose of the board reference frame relative
to the camera with the Perspective-n-Point (PnP) algorithm
[19]. In case of a pinhole camera, we can directly use the
chessboard corners in the image frame and the board frame
along with the camera intrinsic parameters as an input to
PnP. For a fisheye camera model, we first undistort the
the raw image and obtain the corresponding checkerboard
corners. This is then fed to the PnP algorithm along with zero
distortion coefficients. The output of PnP is the pose, rotation
Fig. 3. Image extracted corner and centre points features.
and translation, of the board reference frame (placed at the
centre of the checkerboard) relative to the camera frame. We
thereby obtain oic. The 3
rd column of the rotation matrix,
parametrized by the Euler angles, represents the z-axis of
the board reference. This coincides with nic given that the
x, y-axis of the board frame lies on the board plane and the
z-axis, normal to it. Furthermore, we can find the corner
points relative to the board centre knowing l and w. This
information along with the camera extrinsics, allow us to
compute oic1,2,3,4 in the camera frame. The board features,
as seen by the camera in its image is shown in Fig. 3.
C. Optimization Strategy
After obtaining the required features, we optimize for the
transformation from the lidar to camera frame. For this,
we choose a Genetic Algorithm (GA) [20] as the preferred
optimizer. Due to it’s stochastic nature, GA “evolves” to-
wards better solutions without being susceptible to pitfalls
of convergence to a local minima in our highly non-convex
state space. Our optimization variables are the Euler angles
θcl = [θx, θy, θz] in the xyz-convention, and the translation
tcl = [x, y, z] from the lidar to camera frame. To restrict
the search space for these variables, we obtain an initial
estimate (R˜cl (θ˜
c
l ) , t˜
c
l ) of the required rotation and translation
as follows.
R˜clNl = Nc
NTl (R˜
c
l )
T = NTc
NlN
T
l (R˜
c
l )
T = NlN
T
c
(R˜cl )
T = (NlN
T
l )
−1(NlNTc )
R˜cl = ((NlN
T
l )
−1(NlNTc ))
T (2)
The notations we use are, Nl,Nc,Ol and Oc, repre-
senting 3xN matrices comprising of the column vectors
nil,n
i
c,o
i
l, and o
i
c, for i = 1, 2, ..., N samples, respectively.
To refine R˜cl (θ˜
c
l ), we first optimize for rotation before jointly
optimizing for Rcl (θ
c
l ) and t
c
l . The components used to form
the fitness function for the rotation optimization are:
1) The dot product average between the vector (oic -
oic1) and n
i
l,c (this value should ideally be 0 if the
transformed normal nil,c is perpendicular to the vector
(oic - o
i
c1) lying on the plane)
ed =
1
N
{
N∑
i=1
((
oic− oic1
) · nil,c)2
}
(3)
where, nil,c (=R
c
l n
i
l) is n
i
l in the camera frame.
2) The alignment between nil,c and n
i
c
er =
1
N
{
N∑
i=1
(√∑(
nil,c− nic
)2)}
(4)
The fitness function combining the above factors is:
R˜cl (θ˜
c
l ) = argmin
Rcl (θ
c
l )
ed + er (5a)
Once we get a good estimate of R˜cl in terms of lower values
of er and ed, we obtain t˜cl ; the translation estimate,
t˜cl = mean(Oc − R˜clOl), (5b)
where mean represents the average operation performed
row-wise. Knowing, (R˜cl , t˜
c
l ), we constrict the bounds of the
joint search space for Rcl and t
c
l . We form the correspond-
ing fitness function by introducing the following factors in
addition to ed and er.
1) The euclidean distance average between oil,c and o
i
c,
et =
1
N
{
N∑
i=1
(√∑(
oic− oil,c
)2)}
, (6)
where, oil,c (=R
c
l o
i
l+t
c
l ) is o
i
l measured in the camera
frame.
2) The variance in the euclidean distance between oil,c
and oic, in all the samples N .
vt =
1
N

N∑
i=1
(√∑(
oic− oil,c
)2
− et
)2 (7)
The variance component is included to avoid any bias in the
euclidean distance for a particular sample. Note: The units
of each of the above components are in metres, same as
that of all the prerequisite measurements in the calibration
process. The range of distance errors in metres are similar
to that of rotation errors in radians, eliminating the need for
normalizing any variable.
The factors defined in (6) and (7), consider the errors and
variance in 3D Cartesian space. To incorporate the errors in
the 2D image plane, we minimize the maximum value of
the re-projection error between the centre points, oil,c and
oic, amongst all the samples:
et,I = max
{√∑(
oic,I− oil,c,I
)2}
(8)
such that, i = 1, 2, .., N . Since the error in a 2D image
is in pixels, we convert it into metres in order to be able
to add them with the errors obtained previously. This is
done by finding the number of pixels pl lying on the edge
of the square located in the middle of the checkerboard.
Knowing s, we can then find the metre length corresponding
to 1 pixel for a particular distance of the checkerboard in
the ith sample. We assume this metre correspondence of
a pixel to be constant for all the pixels lying close to the
board centre. This conversion is hence applied to et,I . The
combined fitness function is defined below.
(Rˆcl (θˆ
c
l ), tˆ
c
l ) = argmin
Rcl (θ
c
l ),t
c
l
et + vt + ed + er + ket,I , (9)
subject to:
θcl ∈ θ˜cl ± pi/18
tcl ∈ t˜cl ± 0.05
In (9), k(= spl ) is the error conversion from pixel to metre
and (θcl , t
c
l ) is bound to vary within ± pi/18 radians or 10
degrees from θ˜cl and 0.05 metres from t˜
c
l respectively. As
(θ˜cl , t˜
c
l ) have been refined in (5a) and (5b), we can set a
small bound.
IV. EXPERIMENTAL RESULTS
To test the robustness of our algorithm, we conduct exper-
iments with simulated and real data. Furthermore, we verify
our results by visually inspecting the projection of the point
cloud on the image with two different sensor configurations.
For all the experiments, we initiate GA with a population
size of 200 lying within the variable bounds of (9). Due
to the non-deterministic nature of GA, we run the process
10 times for a given sample set, N , and take the average
of the obtained extrinsic parameters. The average value is
considered as the final extrinsics obtained from that particular
N . Our algorithm took between 2-10 minutes for N ranging
from 3-30.
A. Simulated Data
In order to perform the calibration in a simulated scenario,
we generate the sensor frames with an arbitrary transform
and place the board (board centre) in different possible
locations in 3D space. This is done making sure that the
board is visible to both sensors. Next, we vary the orientation
of the board around a randomly chosen axis. Since we start
with a known transform of both sensor frames relative to the
world frame, we can find the features of interest as measured
by both sensors. However, sensor measurements (especially
the lidar) have errors involved in them. Due to this, the lidar
data points from a static scene differ in each time step. By
observing this variation, we note that the range of the board
normal and board centre, results to around 4◦ and 1 cm
respectively. This forms the basis for generating the noise
in the simulated features as obtained from the lidar. We add
three different noise levels to the board normal, ± 1.5◦, ± 2◦,
and ± 2.5◦. The normal vectors have a Gaussian distribution
with the ground truth normal as the mean, deviating up to the
noise level. The centre point is displaced within a sphere of 1
cm diameter, with the ground truth as the sphere centre. This
displacement has a Gaussian distribution across samples. We
do not add any noise to the features obtained by the camera
as we just require noisy data, be it from the camera or the
lidar.
Fig. 4. Translation and rotation error for simulated data.
We run the optimizer starting with an input of 3 random
samples, the minimum number required by our algorithm. As
the ground truth (Rcl , t
c
l ) and estimated transform (Rˆ
c
l , tˆ
c
l )
are known, we can calculate the translation and rotation error
[21] as follows:
etranslation = ‖tcl − tˆcl ‖ (10)
erotation = ‖I− (Rcl )−1Rˆcl ‖F (11)
where, ‖.‖ denotes the norm operation and ‖.‖F is the
Frobenius norm. Fig. 4 shows the errors in rotation and
translation as more samples get introduced into the optimizer.
We note that some samples can be relatively more noisy
when compared to the rest. This is due to the way the
board is placed relative to the lidar, the number of scan
lines passing through it and the corresponding plane model
estimation errors. So depending upon the quality of the
incoming samples, the rotation and translation errors might
increase or decrease relative to the error from the previous
sample set. However, the overall tendency of the error is
to decay exponentially as more samples are added. This is
represented by taking the Least Square Fit (LSF) through
the data points. It can be noticed in Fig. 4 that the red
colored LSF curve, representing a lower noise of ± 1.5◦
when compared to ± 2◦ by the blue colored LSF curve,
eventually surpasses the blue LSF curve and leads to a lower
transformation error in comparison. The green LSF curve,
corresponding to a ± 2.5◦ noise shows a higher convergence
error in comparison. Nonetheless, the error converges to less
than 0.5 cm for translation and close to 0 degree error for
rotation with a high sample number. After N ≈ 9, the error
tends to become constant across samples. Therefore, we do
our analysis upto 9 samples with the real data.
B. Real Data
We obtain real data, i.e. the point cloud corresponding
to the board and the image of the checkerboard, from
Velodyne’s VLP-16 lidar and NVIDIA’s 2Mega SF3322 au-
tomotive GMSL camera. The sensor setup for data collection
is shown in Fig. 5 and we specifically calibrate the camera
located in the centre and the lidar. VLP-16 is a 16 beam lidar
with a 360◦ horizontal field of view (FOV) and ±15◦ vertical
FOV. The range accuracy is ±3cm. The GMSL camera lens
has a 100◦ horizontal FOV and 60◦ vertical FOV. Images can
be captured at 30 frame per second (fps) with the resolution
of 1928× 1208 (2.3M pixel).
Fig. 5. Sensor
setup.
Fig. 6. Real samples used to evaluate our calibration
algorithm
To evaluate our approach with real data, we collect a set of
30 input samples as shown in Fig. 6. We begin by randomly
choosing 100 sets out of the different possible combinations
of 3 samples and feed them into the optimizer. Thereafter,
we increment the samples for which the combinations are
obtained. In Fig. 7, we show the distribution of 100 randomly
chosen extrinsic parameters obtained from the combinations
of 3, 4 and 9 samples. The width of each bin for translation
and rotation is 0.5 centimetre and 0.5◦ respectively. It can
be observed that as N increases, the spread in the extrinsic
parameters decrease. This is indicative of the robustness of
our algorithm across samples. The outliers in the histogram
can be attributed to an improper/noisy sample set, which
decreases as N is incremented.
For a qualitative analysis, we project the point cloud on
the image as shown in Fig. 8. In this image, the color of the
points vary relative to the distance between the obstacle and
the lidar. Assuming that the intrinsics are correct, an accurate
extrinsic calibration would imply a projection such that there
is a visually evident correspondence between the boundaries
of objects in the point cloud and the edges of objects in the
image. We specifically chose to visualize the projection of
the laser points to the entire image and not just the board.
This is because the highly non-linear fitness function can lead
to an accurate projection of points on the board, i.e. near
the sample point used in the optimizer, but not elsewhere
in the image due to over-fitting. We can see this happening
in Fig. 9, where the board projection is visually accurate
when N = 3, 4, and 9, but the overall projection improves
as N increases. Also, the trend of the graph observed in
Fig. 7. Histogram plots implying a low spread in the calibration
parameters.
Fig. 4 is evident in the projection where there is significant
improvement from N = 3 to N = 4 when compared N = 4
to N = 9.
Fig. 8. Point cloud projection on an image for 9 samples.
When closely observing the calibration boards in Fig. 9,
we notice that the board lidar projection extends slightly
beyond the board edges in each image. This can be attributed
to the spot size of the laser points. According to the VLP-
16 data sheet, the laser spot size at around 2 metres, the
distance from the lidar at which the board is kept, is 18.2
millimetres in the horizontal direction. Assuming that the
spot centre falls at the board edge, this is an error of around
Fig. 9. Projection for N = 3, N = 4, N = 9.
9 millimetres, equivalent to 6 − 7 pixels, in the horizontal
direction. We note that as this error is equal for each edge of
the board, it does not affect the position of the board centre.
This reinforces the appropriateness of choosing the centre
point in comparison to other more noisy features such as the
board corners or its edges.
V. CONCLUSIONS AND FUTURE WORK
In this paper we presented a robust and automated ap-
proach to estimate the extrinsic calibration parameters be-
tween a pinhole/fisheye camera and 3D lidar using a planar
checkerboard. For this, we chose the most stable features
based on the errors in the lidar measurements (compared to
other features), to obtain the 3D point and plane correspon-
dences. Our method automatically extracted these features
for calibration and GA was used to obtain a globally optimal
calibration result.
We demonstrated experimentally that our method is able
to obtain consistent results which improve as more samples
are added into the optimizer. Occasional outliers can be
attributed to the measurement error and quality of the sample.
An analysis with the simulated data and the image projection
made us conclude that a globally optimal solution can be
achieved by adding additional samples (N = 9 or 10), beyond
the minimum requirement of 3, into the optimizer.
In future, we plan to synchronize the sensor data and
apply motion correction to the lidar scans so that the mobile
platform can be moved around the calibration target to collect
different samples and obtain the extrinsic parameters at run-
time. This could be very useful in the production line for
autonomous vehicles or other robots.
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