Background: Acoustic tools have simplified estimation of wood modulus of elasticity (MOE). Strong relationships between acoustic velocity and MOE of logs have encouraged use of acoustics at earlier points in the value chain, culminating in the development of acoustic harvesting systems. With accurate estimates of MOE of individual trees, improvements in efficiency along the value chain and increased value recovery will result. Our aim was to quantify the accuracy of MOE estimates at three distinct points: pre-harvest (standing trees), during harvest (merchantable boles), and post-harvest (5-m logs). We hypothesised that: (1) MOE estimated from acoustic velocity and wood density would provide greatest accuracy; and (2) bole estimates with a resonance tool would be more accurate than tree estimates with a time-of-flight tool. Methods: A sample of 168 Douglas-fir (Pseudotsuga menziesii [Mirb. Franco]) trees, representing the variability in acoustic velocity of 700 standing 36-51-year-old trees, was harvested from three sites. Prior to harvest, time-of-flight and breast-height diameter were recorded. After felling, resonance velocities of boles and subsequent 5-m logs were recorded. Discs, cut from log ends, were immersed, and green wood density determined. Half the logs were processed into boards, the other half into veneer sheets, and all products (in excess of 6000) non-destructively tested for MOE. MOE of parent trees, boles, and logs was then calculated from the mean MOE of derived products. Predictive mixed-effects models of tree, bole, and log MOE were developed using data from 139 trees. Fixed effects comprised combinations of velocity squared, wood density, acoustic MOE (derived from the wave equation), diameter, height, taper, and age. Random effects comprised site, plot, and, at the log level, tree. The models were validated using data from the remaining trees and compared using multiple performance metrics. Results: For estimating tree MOE, a model with velocity squared, wood density, and taper as predictors is recommended. For estimating MOE of boles and logs, models with velocity squared and wood density are recommended. The models have an accuracy, as determined by RMSE, of about ± 2 GPa. Conclusions: For accurate MOE estimation, velocity alone is insufficient. Knowledge of wood density is necessary for improved accuracy.
Background
Acoustic tools have greatly simplified the process of assessing the dynamic modulus of elasticity (MOE) of trees and wood products, and extensive reviews of their use are provided by Legg and Bradley (2016) and Wang (2013) . In short, a sound wave is transmitted, typically by a mechanical impact with a hammer, between one probe and the cut end (resonance method, Wang 2013) or between two probes (time-of-flight method, Bucur 2006; Senalik et al. 2014 ). Estimates of MOE are then derived from predictive models that include acoustic velocity, V, or the square of acoustic velocity, V 2 , as a predictor variable. Acoustic tools have been used in log production settings for more than a decade (Dickson et al. 2004 ), but the concept of moving the process closer to the beginning of the value chain and implementing acoustic tools on harvester heads is more recent (Walsh et al. 2014 ). Amishev and Murphy (2008a) examined the feasibility of using acoustic technology on harvesting equipment for identification of veneer quality Douglas-fir logs (Pseudotsuga menziesii [Mirb.] Franco). They also reported on in-wood nondestructive measurements to determine applicability for in-forest sorting of veneer quality logs in second growth Douglas-fir and found it likely to improve recovery of higher quality logs (Amishev and Murphy 2008b) . The importance of early application is succinctly stated by Divos (2010) ; "The earlier well-informed decisions are made within the forest-to-products chain, the greater the potential value addition. Thus if it can be shown that strong relationships exist between tree and product, then those relationships can then be used to generate added value."
Acoustic tools make use of the often-cited relationship between MOE and V 2 , based on the fundamental wave equation (Eq. 1). The equation states that the dynamic MOE of a homogeneous and isotropic material is equal to the square of the acoustic velocity (V 2 ) multiplied by its density (ρ).
Though wood is heterogeneous and orthotropic, V 2 (or V), has been found to be a highly significant predictor variable in linear models. Yet the strength of the relationship between MOE and V 2 (or V) varies considerably (Achim et al. 2010) .
In forestry literature, the strength of the relationship between MOE and V 2 (or V) has often been cited in terms of the correlation coefficient, r (Eq. 2), or the coefficient of determination, denoted R 2 . R 2 (and any variation of R 2 ) explains the variance of a linear model. Amongst the more common variations of R 2 is the adjusted R 2 , R 2 adj , which adjusts for the number of variables in the regression equation. For linear mixed-effects models with a hierarchical (i.e. nested) structure, Nakagawa and Schielzeth (2013) derived two R 2 variates: marginal R 2 and conditional R 2 . The former describes the proportion of variance explained by fixed factors alone, while the latter describes the proportion of variance explained by both fixed and random factors. The method, developed for generalised linear models and applicable to random intercepts models, has since been extended, to accommodate random slope models, by Johnson (2014) .
where x is the explanatory variable, y the response variable, and n the sample size.
In terms of R 2 , the relationship between MOE and V 2 (or V) has been demonstrated to nearly span the range of values; from 0, indicating no relationship, to 0.98, just short of the perfect relationship. Low values of R 2 were found for relationships between acoustic velocity in standing radiata pine (Pinus radiata D.Don) trees, and logs, with machine stress-grades of boards derived from those trees, and logs (Matheson et al. 2002) . Relationships with trees propagated from an orchard seedlot recorded an R 2 close to 0 (r = 0.01), while the control trees recorded an R 2 equal to 0.11 (r = 0.33). The relationship with logs had an R 2 of 0.25 (r = 0.5). Moderate values of the coefficient of determination were obtained by Lowell et al. (2014) for relationships between acoustic velocities in standing Douglas-fir trees with mean veneer MOE derived from those trees (R 2 = 0.21). Also with Douglas-fir, Briggs et al. (2008) determined an R 2 of 0.62 (after removal of outliers) for the relationship between mean timber MOE of the lowermost log in a tree and acoustic velocity of that log. A coefficient of determination of 0.53 was obtained by Auty and Achim (2008) for the relationship between standing tree acoustic velocity of Scots pine (Pinus sylvestris L.) and MOE of small clear samples. Achim et al. (2010) found that relationships between static MOE of sawn boards and acoustic velocity in logs varied by species; with R 2 values ranging from a low 0.07 (for black spruce (Picea mariana [Mill.] Britton, Sterns & Poggenburg)) to 0.51 (for jack pine (Pinus banksiana Lamb.) and trembling aspen (Populus tremuloides Michx.)). They also determined, for white spruce (Picea glauca [Moench] Voss), that static MOE and dynamic MOE were highly correlated (R 2 = 0.69). With logs grouped into percentile batches, Carter et al. (2005) demonstrated a nearly perfect relationship (R 2 = 0.98) between dry timber MOE and log-batch velocity for a species referred to as Southern pine and radiata pine. However, the result was overly optimistic, because an average trend through averages (linear regression through batches) has a high R 2 due to the removal of much of the original variation.
Predictor variables other than acoustic velocity have been used, either in simple linear models or in multivariable models, to estimate MOE of trees and logs. Relationships with diameter alone have tended to be weak. Farrell et al. (2008) , D, and an interaction term between the two variables for black spruce.
Relationships with wood density as a predictor have tended to be relatively strong. This comes as no surprise as wood density is one of the key determinants of MOE (Zobel and van Buijtenen 1989) , explaining up to 60-70 % of the variation in MOE in clear wood (Rozenberg et al. 1999; Evans and Ilic 2001) . Worldwide correlations with data obtained from 161 tree species have also demonstrated strong positive relationships between MOE and density (Niklas and Spatz 2010) . The worldwide relationships for conifers had an R 2 of about 0.57. Merlo et al. (2014) observed that, in comparison to models without wood density as a predictor, models which included density had R 2 values that were about 4-9 % higher. More modest improvements were obtained by Dickson et al. (2004) using Pilodyn depth as a surrogate for wood density. Liu et al. (2007) derived models for estimating MOE of 90-100-year-old black spruce trees. One model based on wood density, diameter, and crown length had an R 2 of 0.65 and a mean absolute percentage error (MAPE) of 1.2 GPa; another model based on diameter, crown length, stem taper, and stand density had an R 2 of 0.55 and MAPE of 1.4 GPa. Relatively good accuracy metrics were obtained when the models were validated with external data (R 2 = 0.55, MAPE = 1.1 GPa for the first model, R 2 = 0.43, MAPE = 1.1 GPa for the second). Irrespective of the value of R 2 , models for estimating MOE (or any other response) must be evaluated with external data before they are used in practice (Collins et al. 2014; Altman and Royston 2000) . External validation is a necessary step in determining the predictive capability of the model and transportability to other settings. The use of (or lack of ) external validation has recently come under scrutiny. In a review of articles, Collins et al. (2014) reported that the difference between observed and predicted external data was one of the key performance measures for models yet was often omitted from the publication and concluded that "It may, therefore, not be surprising that an overwhelming majority of developed prediction models are not used in practice".
Unfortunately, none of the aforementioned models for predicting MOE, with the exception of that by Liu et al. (2007) , were supported by external validation datasets (though an internal validation technique, cross-validation, was used by Merlo et al. (2014) . Therefore, even though the performance of the aforementioned models may appear to be satisfactory, the results are an optimistic estimate of model performance. The model parameters are optimised, i.e. fine-tuned, to the development dataset, hence tests with new data may demonstrate disappointing results.
External validation provides a stronger test of model performance than internal validation because it addresses model transportability through the use of an independent dataset (Steyerberg and Vergouwe 2014), whereas internal cross-validation can cause bias in error estimation (Varma and Simon 2006) .
With external validation, predictions are calculated using the model with new data from an external dataset (i.e. different to that used in model development). The accuracy (or error) between actual and estimated (external) data is then measured using one or more performance metrics. However, many performance metrics exist (Makridakis and Hibon 1995) , with no single method designated as the best (Winkler and Murphy 1992) . Furthermore, the use of a single error measure may lead to incorrect interpretation.
Standard performance metrics include R 2 , root mean square error (RMSE), and mean absolute percentage error (MAPE). The use of R 2 has been criticised (Willmott 1981) , mainly due to its sensitivity to outliers. The RMSE (Eq. 3), while also influenced by outliers, is a convenient metric as it assumes the same units as the data, is representative of the size of a typical error, and is a lower bound on the standard deviation of a prediction error. The MAPE (Eq. 4), on the other hand, while also influenced by outliers, expresses errors as a percentage of the actual data, so is easy to interpret. For binary data, performance measures can be derived from a confusion matrix (Fawcett 2006) . The 2 × 2 matrix contains four cells: true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) . If the purpose of segregation is to identify high MOE potential, then the true positive rate, the proportion of positive cases that are correctly identified (Eq. 5), is of primary importance. 
To achieve our aim of quantifying the accuracy of MOE estimates, we first developed predictive linear mixed-effects models of tree, bole, and log MOE. The models were then judged in terms of multiple accuracy metrics applied across two datasets: (1) the calibration dataset from which the models were derived, and (2) an external validation dataset not used in model development. Accuracy metrics for the latter dataset were of particular interest.
Based on findings in the literature, as noted above, we hypothesised that MOE estimated from the combination of acoustic velocity and wood density would provide the greatest accuracy and that bole estimates with a resonance tool would be more accurate than tree estimates with a time-of-flight tool.
Our focus was on MOE predictions of individual Douglas-fir wood members (standing trees, boles, and logs) from attributes of those individuals (e.g. acoustic velocity, wood density, diameter). To aid transportability of the predictive models to other settings, a wide range in attributes was required. Thus trees were harvested from three sites, each comprising five plots which had been managed with differing silvicultural treatments. Though necessary to obtain variability of attributes, and necessary as structures in the mixed-effects models, our focus was not on modelling MOE as a function of site, nor of silviculture.
Methods

Sites
Three long-term Douglas-fir research trials in the Pacific Northwest of America, two in Washington (site 803, at 47°16′ N, 123°27′ W, with an elevation of 175 m; and site 805, at 48°19′ N, 122°9′ W, with an elevation of 168 m) and one in Oregon (site 808, at 44°57′ N, 123°4 0′ W, with an elevation of 762 m) formed the basis for this study. Trees at sites 803 and 808 were about 50 years old (51 and 46 years for the respective sites) while those at site 805 were 36 years old. The sites were similar in terms of mean annual temperature (9-11°C), but differed in mean annual precipitation, with 264 mm per year at site 803, about 110 mm at site 805, and 336 mm per year at site 808.
Silviculture
Each site comprised five plots with differing thinning treatments; a control (A) which was not thinned, and four other regimes of varying thinning intensities. The timing of thinning was specified by relative density (Curtis 1982 ), which in turn was dependent on stand growth rates. In some cases, stand growth was insufficient and the prescribed thinning treatment(s) did not occur. For example, on sites 803 and 805, the delayed thinning treatment (treatment C), required a relative density (RD) of 65 for thinning to occur. As this RD was not attained, the thinning operation did not occur. On site 808 under treatment C, though the stand was thinned, it was damaged by a storm, thus eliminating this stand from the study. For treatments D and E with prescribed multiple thinnings, only growth at site 805 under treatment D was sufficient for more than one thinning to occur. The thinning prescriptions (thinning timings and prescribed number of thinnings) and the actual number of thinnings that occurred are listed in Table 1 . Stocking levels at harvest for each of the plots is also provided.
Sample tree selection
At each plot on the three sites, all Douglas-fir trees within an 18-m radius of the plots geometric centre were acoustically assessed. The 50 or so acoustic readings of each plot were ordered and 12 trees selected using a stratified approach: two trees were randomly selected from the lowest 10 %, two from the highest 10 %, and eight from the middle 80 %. If a sample tree had defects (such as forks, crooks, pistol butt, rot) that would compromise the objectives of the study, a replacement tree was randomly selected from the appropriate acoustic class. Examination of the effect of such defects on acoustic velocity relationships was beyond the scope of the study.
Half of the trees within each acoustic group on each plot were allocated for peeling into veneer, the other half for sawing into boards. There were no bucking decisions concerning which log in a subject tree went to which Table 1 Thinning prescriptions, specified by relative density (RD) following Curtis (1982) , and actual number of thinnings with final stocking at the three study sites (803, 805, 808) product as all logs from a tree went to the same product, i.e. all logs from a single tree were processed to the same product type.
Acoustic measurements of trees, boles, and logs
Standing tree acoustic velocity and breast-height diameter were measured at harvest. A total of nine acoustic velocity hits were recorded with the Fakopp TreeSonic tool (Fakopp Bt. Agfalva, Hungary) for each tree. Three observations were obtained (as recommended by the manufacturers (Fakopp 2006) ) at each of three locations, approximately 120°apart around the base of the tree. Observations were averaged, providing a mean acoustic velocity reading for each tree. Trees were felled, delimbed, and topped to give a merchantable bole with a top diameter of 15 cm inside the bark for sawmill trees, and 13 cm inside the bark for peeler trees. Acoustic velocity of the merchantable bole was obtained with the Director HM-200 (Fibre-gen, New Zealand), a resonance-type tool. The boles were crosscut at 10-m intervals then crosscut again at the mid-section and the resulting 5-m-long logs acoustically assessed with the Director HM-200 tool.
Wood density
Each log included mill trim plus an additional length to allow for the cutting of discs. The discs, approximately 5 cm thick, were removed from the butt end of the bole, and from the top of each log, and processed for green weight and green volume, to derive a measure of wood density using the Archimedean immersion method. Mean wood density of each bole (and each tree) was calculated as the diameter-weighted mean of all discs from each tree, and mean wood density of each log was calculated as the diameter-weighted mean of the two log-end discs.
Board and veneer production
Each log was uniquely labelled to enable full tracking of products back to the parent bole, tree, plot, and site. Sawmill logs were sawn into boards (nominally 5 cm thick), kiln-dried (and after transportation to the laboratory where E-rating occurred, had a moisture content (MC) of about 24 %), planed, measured (for thickness, width, and length), graded under the supervision of a grading inspector, and E-rated using a Metriguard Ecomputer (Metriguard Inc., Pullman, WA, USA) following standard test methods (ASTM 2003) . More detail of the procedure for determining board MOE is provided by Wang et al. (2013) . Peeler logs were steamed, peeled into veneer sheets (with dry target sizes of 2.59 m in length, 1.32 m in width, and 3.8 mm in thickness), dried (using schedules determined by the cooperating mill in accordance with their normal practices), weighed, and measured. Veneer sheet density was derived as the quotient of mass and volume, and all sheets were nondestructively tested for MOE using a Metriguard 2600™ veneer tester (Metriguard Inc., Pullman, WA, USA). More detail of the procedure for determining veneer MOE is provided by Lowell et al. (2014) . Following data consolidation, a total of 1639 boards and 4645 veneer sheets were available to this study.
Mean MOE
Mean MOE of logs, boles, and trees was calculated as the volume-weighted mean MOE of constituent products. Therefore, mean bole MOE was identical to mean tree MOE, thus allowing comparison of the accuracy of time-of-flight and resonance methods.
Data consolidation
Numerous checks were made throughout the data collection, processing, and data entry processes. Further verification exercises were performed to investigate outliers and to examine consequences of missing data. Much of this was performed graphically, noting the location of the missing product within the parent log and bole. After cleaning the data, a total of 162 trees was available for this study; of which 139 trees (and their products) were used in model development and the remaining 23 trees (and associated products) reserved for model validation. Acoustic velocity measurements of two boles were missing, hence there were two fewer boles than trees. All validation trees and products were from treatment C. This enabled the model development phase to be as close to a balanced design as possible, while also meeting requirements for external validation.
Modelling approach
Models estimating MOE of trees, boles, and logs were developed using the calibration dataset. Fixed effects included velocity squared, diameter, height, taper, wood density, age, and acoustic MOE (equivalent to V 2 .ρ; Eq. 1). Interaction terms between V 2 and D (following Paradis et al. 2013) were also evaluated. Random effects were site and plot (plot nested within site). For log-level models, random effects included trees (nested within plots, and plots within sites) and a first-order autocorrelation structure (Pinheiro and Bates 2000) , with ring number as a covariate, included in the models to address the correlated nature of the multiple logs cut from each tree. The fixed and random variables for the tree, bole, and log level models are summarised in Table 2 while summary statistics (mean, minimum, and maximum) for the tree, bole, and log calibration and validation datasets are provided in Table 3 .
Diameter, denoted D, at the tree level corresponded to breast-height diameter (1.4 m), while at the bole and log levels, diameter corresponded to the diameter at the base. Velocity, denoted V, at the tree level corresponded to that derived from the "time-of-flight" measured on the standing tree, in contrast to resonance velocity at the other two levels. Height, denoted H, corresponded to total tree height at the tree level, to bole length at the bole level, and to relative height of the log within the tree (measured from the base of the log) at the log level. The same variable notations were used at each level, being easily discernible from the context. Linear models were formulated using the Laird and Ware (1982) model (Eq. 6)
where y is the response vector, X and Z are matrices of explanatory variables corresponding to fixed and random effects, respectively, β and u are the corresponding vectors of parameters for the respective fixed and random effects, and ε is a vector of random errors. The models were developed using the linear and nonlinear mixed-effects model package, "nlme", (Pinheiro et al. 2013 ) within the R environment (R Core Team 2013). For multivariable models, which have the possibility of dependency amongst variables, variance inflation factors (VIF, Davis et al. 1986 ) were computed. Following O'Brien (2007), arbitrary thresholds (e.g. 4 or 10) used to eliminate a variable were not applied, and the variance of the regression coefficients were viewed in context. The significance of explanatory variables was evaluated using a 0.05 level of significance. Accuracy of models were compared using multiple accuracy metrics (R 2 marg , R 2 cond , AIC, RMSE, MAPE, and TP rate), to avoid incorrect interpretation which could result from a single metric. Calculation of R 2 marg (for fixed effects only) and R 2 cond (for both fixed and random effects) for nested models followed Johnson (2014) . Because R 2 tends to increase with model complexity, the Akaike information criterion (AIC, Akaike 1974), which penalises complex models to determine a balance between model fit and model simplicity, was also used for model selection. A threshold value of 11.0 GPa (based on the tree breeding value recommended by Jayawickrama et al. 2009 ) was ); D = diameter (breast-height for trees, at base for bole and logs, cm); ρ = mean weighted green wood density (kg m cond , and AIC were calculated for the calibration models. Diagnostics of the calibration models also included plots of residuals against fitted values and plots of observed values versus fitted values. The RMSE, MAPE, and TP rate were calculated for both calibration and validation datasets, for comparative purposes; however, those of the validation datasets were of greatest interest because they provide insight to the practicality of the models and parameters beyond the dataset upon which they were derived. All predictions and subsequent calculations of RMSE, MAPE, and TP rate, were made at the population level, because, in practice, contributions due to random effects are unknown.
Results
The best models, in terms of the accuracy metrics, for the calibration dataset were not necessarily the best amongst the validation dataset, particularly for models estimating MOE of trees. In general, there was better agreement in performance metrics of the validation and calibration datasets for log-level models than for tree-level models.
The combination of V 2 and ρ, in the linear mixedeffects models, generally improved estimates of MOE (in comparison to estimates based on V 2 alone), but did not always result in the best model for estimating MOE. Models in acoustic MOE (E = V 2 .ρ) generally had similar performance metrics to models in V 2 + ρ. Interaction terms were not significant.
Models estimating tree MOE
Performance metrics of all valid tree models (i.e. models for which all variables were significant, p < 0.05) are shown in Table 4 . In actuality, all model variables listed in Table 4 were highly significant (p < 0.001) and had low dependencies (VIF less than 2.2).
The strength of the relationships for estimating tree MOE, as assessed by R 2 marg , ranged from 0.18 (for two single-variable models; D and ρ) to 0.51 (for two multivariable models; E + T and V 2 + ρ + T). RMSE ranged from 1.1 to 1.6 GPa, and MAPE from 7 to 13 %. The best (lowest) AIC was associated with the model in V 2 , ρ, and D. The relationship between V 2 and MOE was not strong and considerable variation remained unexplained. The term V 2 explained only 36 % of the variance, while random factors explained a further 9 %. With V 2 as the sole predictor, RMSE and MAPE of the validation dataset (1.5 GPa and 11 %, respectively) were the worst of all models, and segregation accuracy, as defined by TP rate, was just 46 %. Diameter, as a predictor variable, recorded good accuracy metrics amongst the validation dataset. Prediction All variables are as defined in Table 2 Todoroki The model in taper recorded the best TP rate (82 %) amongst the single-variable models. The rate was considerably higher than TP rates of other single-variable models (validation dataset). However, model performance and accuracy metrics of the calibration dataset were less satisfactory. Similar accuracy metrics were found for the model with D + H. The TP rate was greatest (91 %) for two models: E + T and V 2 + ρ + T. However, the latter model recorded better performance metrics overall so was selected in favour of the former for further analysis.
Plots of actual versus predicted tree MOE of four selected models (V 2 , T, V 2 + ρ + D, V 2 + ρ + T) are provided in Fig. 1 . The improved performance of two models (V 2 + ρ + D, V 2 + ρ + T) is clearly visible, as is the reason for the high TP rate (refer Eq. 5) of the taper model with the validation dataset.
Recommended tree model
Based on the performance statistics of Table 4 , and scatter plots of Fig 
Estimates of the random effects associated with the recommended model for predicting mean tree MOE were 0.23, −0.32, and 0.09 GPa for sites 803, 805, and 808, respectively. Estimates of the random effects associated with individual plots (nested within sites), ranged from −0.37 to 0.58 GPa, and are given in Table 5 . The magnitude of random effects estimates is relatively small in comparison to the precision of the model of ±2.2 GPa (=1.96 × 1.1 GPa).
Models estimating bole MOE
Performance metrics for all valid bole models are shown in Table 6 . With the exception of three models for which p values were less than 0.02 (V 2 + H, T + A + ρ and E + D + H), all other model variables listed in Table 6 were highly significant (p < 0.001). The model in E + D + H recorded the highest degree of dependency amongst variables (VIF 1.9 for D). All other models had lower dependencies (VIF less than 1.6).
The strength of the relationships, as assessed by R 2 marg , for estimating bole MOE ranged from 0.12 (for the model in A) to 0.69 (V 2 + ρ + D + A), a greater range than that observed for the tree-level models. RMSE ranged from 0.9 to 1.6 GPa, and MAPE from 6 to 12 %, similar to the tree-level models. The best model, in terms of AIC, was that in V 2 + ρ + D + A. Performance metrics of both validation and calibration datasets indicated that V 2 was a moderately good predictor of bole MOE. Unlike the tree-level model, the apparent performance of the model for estimating mean MOE of the bole with V 2 as the sole predictor was in agreement with the performance of the model with the validation dataset. The addition of ρ to the model (either as E = V 2 .ρ or as V 2 + ρ) increased TP rate for both datasets and, for the validation dataset, TP increased from 73 % (V 2 alone) to 91 % (V 2 and ρ). With a marginally better AIC (372 in comparison to 373), the model in V 2 + ρ was determined to be better than the model in E (V 2 .ρ). Overall, the model in V 2 , ρ, D, and A recorded the best performance metrics amongst the calibration dataset, and relatively good metrics when validated; however, the simpler model in V 2 and ρ recorded better validation metrics. Five models, all of which included V 2 and ρ (either as a linear combination or as a product, i.e. E), recorded the highest TP rate of 91 %. All five models also recorded the same RMSE (1.3 GPa) and MAPE (9 %) for the validation dataset. Accuracy metrics of the calibration dataset were very similar for E and V 2 + ρ. Slightly improved accuracy metrics were obtained with the three more complex models (E + T, E + D + H, V 2 + ρ + T) all with similar calibration accuracy metrics. All variables are as defined in Table 2 Plots of actual versus predicted bole MOE of four selected models (V 2 , V 2 + ρ, Fig. 2 . Improvements due to augmenting the V 2 model with ρ are clearly visible. Added benefits of further augmentation of this model with T, or D and A, are less apparent.
Recommended bole model
On the basis of the performance statistics of Table 6 and scatter plots of Fig. 2, V 2 + ρ, with a precision of about ± 2.0 GPa (=1.96 × 1.0 GPa), is the recommended model for estimating bole MOE. Fixed factors of the recommended model explained 60 % of the variance and random factors an additional 13 %. Parameter estimates, together with standard errors, of the recommended model in V 2 + ρ, for estimating bole MOE are given in Eq. 8.
Estimates of the random effects associated with the recommended model for predicting mean bole MOE were 0.34, −0.53, and 0.19 GPa for sites 803, 805, and 808, respectively. Estimates of the random effects due to treatment nested within site are given in Table 7 .
Models estimating log MOE
Performance metrics of all valid log models are shown in Table 8 . All models comprised highly significant predictor variables (p < 0.001). Values of VIF were less than 2.5 for all but three models. The variable A had a VIF of 3.9 in the model in D + ρ + A, and 4.2 in the model in V 2 + ρ + A + D, while relative height and base diameter (H + D) each had a VIF of 3.1. However, model behaviour was not compromised. Estimated MOE increased with increasing V 2 , ρ, and A, and decreased with increasing D, H, and T.
The strength of the relationships, as assessed by R 2 marg , for estimating log MOE ranged from 0.02 (for the model in D) to 0.64 (V 2 + ρ + A + D). RMSE ranged from 1.1 to 1.9 GPa (the latter associated with the model in D), and MAPE from 9 (for several models) to 15 % (the latter also associated with the model in D). From the above statistics, it is apparent that D is a poor predictor of log MOE, even though it is highly significant as a predictor variable. Furthermore, when validated, all estimates of MOE were less than 11.0 GPa, resulting in a TP rate of 0 %. Accuracy statistics for relative height, H, were similarly poor, and when in combination with V 2 , neither H (in the model V 2 + H) nor D (in the model V 2 + D) was significant. In contrast, model performance metrics indicated that V 2 was a moderately good predictor of mean log MOE (RMSE 1.4 GPa, MAPE 11 %, TP rate 74 %, validation dataset). With the addition of ρ, the performance of the calibration model in V 2 + ρ improved, and a small improvement in MAPE of the validation dataset was also noted. In terms of the validation dataset, no other model recorded better performance metrics.Plots of actual versus predicted log MOE of four selected models (V 2 , V 2 + ρ, E + A, V 2 + ρ + T) are provided in Fig. 3 . Differences in model performance are difficult to discern.
Recommended log model
On the basis of the performance metrics of the validation dataset, the model in V 2 + ρ, with a precision of about ±2.4 GPa (=1.96 × 1.2 GPa), is the recommended model for estimating log MOE. Fixed factors of the recommended model explained 53 % of the variance and random factors an additional 8 %. Parameter estimates of the recommended model, together with standard errors are given in Eq. 9. The parameter estimate for the autocorrelation structure was 0.847. 
Estimates of the random effects associated with the recommended model (V 2 + ρ) for predicting mean log MOE were 0.26, −0.49, and 0.23 GPa for sites 803, 805, and 808, respectively. Estimates of the random effects due to treatment nested within site were minimal, ranging from −0.07 Table 2 Todoroki and Lowell New Zealand Journal of Forestry Science (2016) 46:11 Page 11 of 15 to 0.06, while those due to individual trees were considerably greater. Within-plot tree-to-tree variation in MOE ranged from 0.8 to 2.5 GPa. Random effects estimates are given for site and plot in Table 9 . Random effects due to individual trees were too numerous to list, hence minimum, mean, and maximum values are provided in the table.
Discussion
Random effects of the recommended model for estimating log MOE (with V 2 and ρ as predictors) indicated high levels of tree-to-tree variation within plots (with differences of up to 2.5 GPa; refer Table 9 , plot D, site 803), minimal levels of variation between plots (all close to zero), and modest levels of variation between sites (0.3, −0.5, and 0.2 GPa for sites 803, 805, and 808, respectively). This suggests, though not conclusively, that the models may be highly transportable across a variety of thinning treatments, and to a lesser extent, transportable across sites. The former suggestion is also supported by the accuracy metrics of the validation dataset, for which the logs were derived from plots thinned under a different regime. The latter suggestion needs to be investigated further because the sites used in this study were relatively similar in terms of mean annual temperature (9-11°C), but differed in terms of mean annual precipitation (with a range of 110 to 336 mm per year).
All three recommended models for estimating tree, bole, and log MOE, included V 2 and ρ as predictor variables. The tree-level model also included taper. As taper increases (as can be caused by heavy thinning regimes), tree MOE is predicted to decrease (Eq. 7). While the addition of taper to the recommended bole-level model improved the apparent performance of the model (refer Table 6 ), there was no improvement in external accuracy metrics. Further validation with additional external datasets is required to determine if taper improves model performance.
Fixed effects of the three recommended models explained 51-60 % of the variation in MOE, and random effects a further 8-10 %. The unexplained variation could be due to other factors, such as knots, bark, and other wood defects not examined here. Moisture content may also have been a contributing factor. Moisture content of Douglas-fir timber when green is about 45 % (Rietz 1999 ) and values of 24 % are typical for air-dried timber. Though the latter moisture content, which was used in this study, may appear to be high, it should be noted that "Douglas-fir is unique among all softwood species in that it is naturally dimensionally stable, having the ability to season well in position. Many builders prefer to cut, nail and fasten Douglas-fir in the "green" or unseasoned condition, allowing it to air dry during construction" (WWPA 2002) . Therefore, the MC values used in this study are accepted values, and appropriate. Beyond wood-related factors, further variation could be due to human factors associated with application of the acoustic tools. For example, Paradis et al. (2013) demonstrated that acoustic velocities are sensitive to probe depth, with increased acoustic velocity (of about 0.25 km s −1
) associated with increased penetration depth (from 1.5 cm to 3.0 cm); therefore, with a team of people facilitating data collection, it is highly possible that there was variation amongst operators. However, the somewhat lower acoustic velocity of logs in this study, in comparison to those reported by Wang et al. (2013) , are thought to be due to age differences of the study trees, with velocity, and MOE, being lower for younger trees.
The RMSE values obtained indicate that MOE estimates will be within about ±2 GPa of the actual mean value, 95 % of the time. The MAPE values indicate that prediction accuracy will be, on average, out by about 10 %. The TP rates indicate that, of those trees, boles, and logs that meet or exceed the 11.0 GPa threshold, at least 64 % will be correctly segregated as high MOE wood products. There will, however, also be some low MOE material that will be incorrectly classified as high MOE. From Figs. 1, 2 , and 3, we note that these, the "False Positives", were reassuringly, relatively few in number. There were also few "False Negatives" (refer figures).
The TP rate threshold value of 11.0 GPa was somewhat arbitrary although based on the recommended tree breeding value of 11 GPa. This begets the question of how to deal with differing threshold levels. One approach would be to extend the confusion matrix approach to differing threshold values, and, for each threshold, plot the resulting receiver operating characteristics (ROC) graph depicting the relative trade-offs between benefits (true positives) and costs (false positives) (Fawcett 2006) . Comparison of the ROC graphs may then provide further insight regarding model applicability and transportability.
The apparent performance of standing-tree time-of-flight velocity predictions of MOE was optimistic, and tests with the external validation dataset were disappointing. External validation indicated that predictions based on time-of-flight were less accurate than predictions based on diameter. Standing-tree time-of-flight velocity predictions were also less accurate than resonance velocity predictions of bole MOE. R 2 marg was 0.45 and 0.60, and TP rate of the validation dataset 46 and 73 % for the respective models. However, augmentation of standing tree time-of-flight by wood density and tree taper improved accuracy metrics (R 2 marg was 0.51 and TP rate 91 %) to those comparable to the better bole-level models.
In log-level models, MOE decreased with increasing relative height. This is consistent with results found by Wang et al. (2013) for log position. However, with predictions at the population level, we found R 2 marg to be just 0.06, while R 2 cond was 0.58, similar to the value of 0.59 found by Wang et al. (2013) . We note that if MOE had been predicted from relative height at the optimal level (i.e. not the population level) and a simple linear relationship formed between actual and predicted MOE, a R 2 , and R 2 adj , of 0.74 would result. These pseudo-R 2 values are clearly overly optimistic, thus for random effects models we recommend the use of the two R 2 variates (marginal R 2 and conditional R 2 ) recently developed by Nakagawa and Schielzeth (2013) and extended by Johnson (2014) .
Conclusions
A model with a good accuracy metric does not necessarily equate to good forecast accuracy as models tend to perform better on the data on which the model was developed rather than on new data. Therefore, due consideration must be given to the importance of external validation.
For accuracy in MOE estimation and tree segregation, knowledge of velocity alone is insufficient. Knowledge of wood density is also required for improved accuracy. Taper is also important to predicting tree MOE, and this study suggests that it may possibly be important to accurate prediction of bole MOE. Further validation with new data is required.
