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Abstract—Existing segmentation algorithms have irregular 
computing order, expensive sorting, or inefficient backtracking 
procedure which would reduce their processing speed. In this 
paper, an in-order scan and indexed diffusion (ISID) 
segmentation algorithm for stereo vision which is more regular 
and does not need sorting nor backtracking is proposed. The in-
order scan plateau detection is the first step in ISID which 
detects whether pixels in a 3x3 sliding window belongs to the 
same region or not. Then the indexed upward diffusion assigns a 
label to an undetermined pixel using a label diffusion method. 
Simulation results show that with the introduced regularity and 
lower complexity, the proposed ISID algorithm reduces 54% 
and 36% of the execution time when compared with the 
immersion-based and toboggan-based watershed algorithm in 
average. 
I.  INTRODUCTION 
Image segmentation is important in improving stereo 
vision performance. Several stereo matching algorithms use 
the segmentation result as a hint or constraint to improve the 
quality of disparity estimation result [1][2][3]. Among all the 
existing segmentation techniques, mean-shift segmentation [4] 
is considered to have the best performance. However, mean-
shift also has high complexity because it performs 
segmentation using two spatial and three color components 
and uses a recursive mean-shift procedure. In contrast, 
watershed algorithms [5][6] perform segmentation using only 
two spatial and one gradient components, hence require less 
complexity than mean-shift. Traditional immersion-based 
watershed [5] requires an expensive sorting procedure and 
processes in an irregular computing order. Such characteristics 
not only increase redundant memory access but also make it 
unfriendly to hardware implementation. On the other hand, 
toboggan-based watershed [6] has a more regular computing 
order but requires an additional backtracking procedure, which 
involves tree traversal, to solve the labeling problem at the end 
of the algorithm. Later, Lin et al. confirm these two 
approaches can achieve the same segmentation result by using 
order-invariant method [7]. In summary, these algorithms 
process in irregular order and require either expensive sorting 
or additional backtracking. 
In this paper, we propose an in-order scan and indexed 
diffusion (ISID) segmentation algorithm which is more 
regular than the immersion-based watershed. Furthermore, the 
expensive sorting procedure is not needed in ISID. Besides, 
ISID also resolves  the  toboggan-based algorithm’s 
aforementioned backtracking issue. The ISID algorithm 
includes an in-order scan plateau detection to determine 
whether the pixels within a 3x3 sliding window belong to the 
same region, and an indexed upward diffusion to assign a 
label to an undetermined pixel after the plateau detection step. 
The performance of stereo matching using ISID is 0.97% ~ -
0.21% better than using toboggan-based algorithm. The 
analysis and experiment result shows that ISID can achieve 
16% fewer redundant access rate and 36% less execution time 
than the toboggan-based algorithm does in average.  
The organization of this paper is as follows. Section II 
describes the details of the ISID algorithm. Then, section III 
presents the experimental results. Conclusion and future work 
is stated at the end of the paper.  
II.  PROPOSED ALGORITHM 
In this section, we present the in-order scan and indexed 
diffusion (ISID) algorithm that is faster than immersion-based 
watershed and toboggan-based watershed. 
A.  Algorithm overview 
Fig. 1 illustrates the flow of the ISID algorithm. ISID first 
transforms a color image into a gradient image using a 
morphological gradient operator with a 3x3 sliding window. 
Once the gradient is ready, step 1, in-order scan plateau 
detection would be performed also using a 3x3 sliding 
window. If the center pixel and its neighboring pixels within 
the window are determined to be within the same region, in-
order scan plateau detection would group all the pixels within 
the window and assign an initial region label. Otherwise, if the 
center pixel and its neighboring pixels don’t belong to the 
same region, the center pixel would be recorded and left for 
indexed upward diffusion later. After the in-order scan plateau 
detection has been done for all the pixels in the image, the 
procedure moves to step 2. Step 2, the indexed upward 
diffusion would assign region labels to the pixels which have not been assigned with a label in the step 1. Note that the 
indexed upward diffusion can be performed more than one 
iteration if needed. The detail of each operation is explained in 
the following subsections. 
B.  Gradient computation 
The gradient operator is defined as 
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where  N(p) represents all neighboring pixels around center 
pixel  p  within a 3x3 window, max(N(p)) and min(N(p)) 
represents the maximum and minimum values  among the 
neighboring pixels and center pixel p. Color image is used as 
the input of the gradient operator. Since there are three color 
components, we perform the gradient computation to each 
color component, and choose the maximum gradient result 
among the three gradients as the gradient value of the center 
pixel p.  
C.  Step 1 : In-order scan plateau detection 
In-order scan plateau detection determines whether pixels 
within the sliding window belong to the same region or not. 
The sliding window moves in a raster scan order. For each 
window location, a  local smoothing is first performed to 
reduce gradient noise. If the gradient of a neighboring pixel is 
smaller than a threshold value to the center, the gradient of the 
neighboring pixel would be assigned with the gradient value 
of the center pixel. Here, we use a bi-threshold method where 
the threshold value of current window is determined by 
plateau detection result of the previous window. 
After local smoothing, the topography of the smoothed 
gradient within the window is checked. If the topography is a 
plateau or a basin, the pixels within the window are 
considered as belonging to the same region. In other words, if 
the smoothed gradient of all the neighboring pixels are larger 
or equal to the gradient of the center pixel, all the pixels within 
the window would belong to the same region. If all pixels 
within the window belong to the same region, all the pixels are 
assigned with the same region label. In addition, the local 
smoothing threshold for the next window would be given a 
larger value; otherwise, a smaller threshold value would be 
given. This comes from the observation if pixels within a 
window belong to the same region, using larger threshold for 
the next window usually helps avoid oversegmentation and 
often result in better result. On the other hand, if all the pixels 
within the window do not belong to the same region, which 
usually occurs at edges, a smaller threshold should be used for 
the next window to locate edges. For such case, the center 
pixel location is recorded in a queue of pixels without region 
label. The undetermined pixels will be processed by indexed 
upward diffusion later.  
Assigning labels to the pixels within the window 
belonging to the same region can encounters two cases. In the 
first case, there is no label assigned to any of the pixels within 
the 3x3 window. In such case, all 9 pixels are assigned with 
the same new label. In the other case, there already exists at 
least one pixel with a label. In this case, all undetermined 
pixels are assigned with label of the already labeled pixel. If 
there are multiple labeled pixels within the window, the label 
of the first labeled pixel found using a pre-defined pixel search 
order, such as the raster scan order, is used. This pre-defined 
order will results in a biased label merging results, but will not 
affect much when used in scene depth estimation. For the rest 
of the labeled pixels, their label and the selected label refer to 
the same region. This label equivalence information is stored 
into a label alias table. 
Fig. 2 demonstrates the ISID algorithm on a 1-D case. Fig. 
2(a) shows the 1-D signal x(n) which represents the intensity 
of the original image. Fig. 2(b) shows the results after the 
gradient operation and plateau detection. As we can see, some 
pixels are left undetermined at edges. They are pixel 9 to 11, 
and pixel 24 labeled in u letter. These undetermined pixels are 
handled by indexed upward diffusion afterward. 
D.  Step 2 : Indexed upward diffusion 
After the plateau detection has completed processing the 
whole image, most of the pixels are labeled. However, some 
pixels at edges may be undetermined. The indexed upward 
diffusion tries to assign labels to undetermined pixels. The 
upward diffusion first checks the gradient of each labeled 
Figure 1.   Flow of  ISID algorithm neighboring pixel of each undetermined center pixel within a 
3x3 window. If there exists a pixel with the gradient of a 
labeled neighboring pixel is smaller or equal to the gradient of 
the undetermined center pixels, the label of this neighboring 
pixel will be diffused upward to the undetermined pixel. After 
performing the upward diffusion, those undetermined pixels 
are given labels from their neighbors and finally the correct 
edge will be segment out as shown in Fig. 2(b) and (c). 
E.  Complexity analysis and comparison 
Given an image with n pixels, including n1 pixels that are 
not determined in the plateau detection procedure, n 2 pixels 
that are not determined in the first upward diffusion, where n1 
<< n and n2 << n1. At step 1, a linear scan is performed, so the 
cost of this step is O(n). At step 2, n1 pixels are popped out for 
upward diffusion, thus the cost of this step is O(n1). At step 3, 
n2 pixels are popped out for second upward diffusion, thus the 
cost of this step is O(n2). As a result, the overall complexity of 
the algorithm is  O(n+n1+n2). TABLE I shows that the 
percentage of pixels left undetermined after final upward 
diffusion is less than 0.2% and is therefore considered 
harmless to our segment results. The complexity of the 
immersion-based watershed is O(5n), 2n for the sorting step 
and 3n for flooding process on an average. The complexity of 
the toboggan-based watershed is  O(3n+k), where k is the 
count for simulating keep-sliding process for all interior pixels 
of nonlocal minimum plateaus [7]. Comparing with other two 
algorithms, the complexity of ISID should be the lowest. 
The memory redundant access rate of each algorithm is 
also compared. If an algorithm has lower redundant access 
rate, it would result in higher cache hit rate in software 
implementation and more data reuse opportunity in hardware 
implementation. The definition of a redundancy access rate Ra 
[8] is 
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where the pixel counts here only account for pixels which 
need the information of the neighbor pixel within the window. 
The internal memory is assumed to be a 3x3 square window. 
Based on these assumptions, the Ra result listed in TABLE II 
shows that ISID has 16% and 39% fewer redundant access 
than the toboggan-based and immersion-based algorithm do in 
average respectively. This is due to ISID’s more regular scan 
order and fewer additional accesses in the upward diffusion 
step. Therefore, the ISID segmentation algorithm should be 
faster than other algorithms and is more friendly to hardware 
implementation. Note that the parenthesis in the TABLE II 
represents the ISID’s Ra reduction percentage relative to the 
other watershed algorithms. 
III.  EXPERIMENT RESULTS 
Fig. 3 shows the segmentation results of ISID and other 
algorithms. The results of immersion-based and toboggan-
based watershed are acquired by the source code provided 
from [7]. Compared with immersion-based and toboggan-
based watershed, ISID performs better segmentation results at 
the desk and lamp region since it is more robust to noise. The 
segmentation image can be utilized for further stereo matching 
applications. 
Fig. 4 shows the experimental results after putting the 
segmentation result into the census diffusion with segment 
constraint (CDS) algorithm [3]. The performance of CDS is 
highly dependent to the quality of segmentation. With all test 
TABLE II.       REDUNDANCY ACCESS RATE 
Ra 
Test image 
ISID  Toboggan-
based 
Immersion-
based 
Tsukuba  3.240  3.796 (14.6%)  5.257 (38.4%) 
Teddy  3.236  3.749 (13.6%)  5.306 (39.0%) 
Venus  3.209  3.914 (18.0%)  5.202 (38.3%) 
Cones  3.336  4.008 (16.8%)  5.430 (38.6%) 
  Figure 2.  (a) An example of one-dimensional signal (b) 
Results after in-order scan plateau detection (c) Results 
after indexed upward diffusion 
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TABLE I.         UNDETERMINED PIXEL RATE 
Undetermined pixel rate ( %) 
Test image 
Step 1 
 In-order scan 
plateau 
Detection 
Step 2  
Indexed 
Upward 
Diffusion 
Step 3  
Indexed 
Upward 
Diffusion 
Tsukuba 
(384x288)  15.68  0.51  0.07 
Teddy 
(450x375)  14.80  0.38  0.11 
Venus 
(434x383)  20.83  0.36  0.08 
Cones 
(450x375)  12.28  0.49  0.10 
 images and ground truths provided by the Middlebury [9], 
TABLE III compares the stereo matching performance 
quantitatively based on the Middlebury evaluation engine. 
Parenthesis in the table represents the difference of the error 
rate between the ISID’s and the other watershed algorithms. It 
shows that the proposed ISID algorithm has similar quality 
than the other two algorithms. 
TABLE IV compares the computation time of the 
proposed ISID algorithm with the immersion-based and 
toboggan-based watershed algorithm implemented by [7]. The 
parenthesis in the table represents the ISID’s reduction 
percentage relative to the other watershed algorithms. The 
simulation is performed on a PC with a P4 2.6GHz CPU with 
1G RAM. The execution time does not include the time used 
for the gradient generation. The result shows that our 
algorithm reduces the execution time by 36% and 54% 
compared with the toboggan-based and immersion-based 
watershed in average respectively. This is because ISID has 
higher memory reuse rate and less computational operation 
than the other two algorithms. 
IV.  CONCLUSION AND FUTURE WORK 
In this paper, we have proposed an in-order scan indexed 
diffusion (ISID) segmentation algorithm which has similar 
performance with immersion-based and toboggan-based 
watershed algorithm for stereo vision. With the introduced 
regularity and lower complexity, the proposed ISID can 
achieve 16% fewer redundant access rate and 36% less 
execution time than the toboggan-based algorithms in average 
respectively. With the more regular computing order, the 
proposed ISID algorithm is not only fast in software 
implementation but is also friendly and suitable for hardware 
implementation. We’ll be studying on the hardware 
implementation of ISID algorithm in the future. 
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Figure 4. Experiment results after applying segmentation into CDS. (a)  Tsukuba (b) ground truth (c) ISID (d) 
immersion-based / toboggan-based 
TABLE III.          STEREO MATCHING ERROR RATE COMPARISON  
Error rate (%)  
Test image 
ISID  Toboggan-based  Immersion-based 
Tsukuba    4.51    5.48 ( 0.97%)    5.48 ( 0.97%) 
Teddy  16.50  16.50 ( 0.00%)  16.50 ( 0.00%) 
Venus    1.32    1.11 (-0.21%)    1.11 (-0.21%) 
Cones  14.30  14.20 (-0.10%)  14.20 (-0.10%) 
 
Figure 3. segmentation results  
(a) ISID (b) Immersion-based / Toboggan-based   TABLE IV.        SEGMENTATION EXECUTION TIME COMPARISON  
Execution time (ms) 
Test image 
ISID  Toboggan-based  Immersion-based 
Tsukuba    8.75  14 (37.5%)  17 (48.5%) 
Teddy  14.53  23 (36.8%)  33 (56.0%) 
Venus  13.90  22 (36.8%)  28 (50.3%) 
Cones  15.00  23 (34.8%)  36 (58.3%) 
 