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We propose an automatic pipeline  for organizing,  ranking, and suggesting  the best  images  in a user’s 
gallery based on computer vision methods on constrained devices. In contrast to most present solutions, 
our current  implementation clusters the  images using a hierarchical approach based on three  levels of 
information  (GPS  location,  datetime  and  image  content)  and  suggests  the  best  images  based  on  
aesthetical and technical scores using a hybrid network. This compact network shares the same backbone 
for the scores prediction while also being used to extract features from the images, which are then used 

















passed by the user, saved  into a  local file and  IQA (Image Quality Assessment) scores predicted.  If the 
images were already processed in a previous run, the features and metadata are loaded from persistent 
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trained on  the  ImageNet dataset  and  suitable  for mobile  devices. GPS  and  timestamp metadata  are 
extracted from their EXIF (exchangeable image file format) information. The IQA scoring architecture is 
adapted from the KonCept [1] model but modified to accommodate two heads: one trained to predict 
technical  scores  and  another  trained  to  predict  aesthetic  scores.  The  feature  extraction  part  of  the 
network  is  shared by  the clustering and  scoring  stages. By using a multi‐task network, we maintain a 
reduced footprint by reusing weights for different tasks. The final score is composed of a combination of 
the  previous  scores  (aesthetics  and  technical)  ‐  the  user  can  input  its  preference  to  best  fit  their 
preferences.  For  clustering, we  created  a  hierarchical  approach  in which  the  features  are  clustered 
following a pre‐defined sequence. For metadata, we used HDBSCAN [2] for location and a time grouping 
for timestamps. For image features, we employed a K‐means‐based algorithm [3]. Figure 2 shows some 
clustering  examples.  These  examples  came  from  a  private  dataset  composed  of  a  diverse  album  of 
pictures, created to test the application. The clustering solution organizes the images so that the users 
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