Skeleton-based human action recognition has attracted a lot of interests. Recently, there is a trend of using deep feedforward neural networks to model the skeleton sequence which takes the 2D spatio-temporal map derived from the 3D coordinates of joints as input. Some semantics of the joints (frame index and joint type) are implicitly captured and exploited by large receptive fields of deep convolutions at the cost of high complexity. In this paper, we propose a simple yet effective semantics-guided neural network (SGN) for skeleton-based action recognition. We explicitly introduce the high level semantics of joints as part of the network input to enhance the feature representation capability. The model exploits the global and local information through two semantics-aware graph convolutional layers followed by a convolutional layer. We first leverage the semantics and dynamics (coordinate and velocity) of joints to learn a content adaptive graph for capturing the global spatiotemporal correlations of joints. Then a convolutional layer is used to further enhance the representation power of the features. With an order of magnitude smaller model size and higher speed than some previous works, SGN achieves the state-of-the-art performance on the NTU, SYSU, and N-UCLA datasets. Experimental results demonstrate the effectiveness of explicitly exploiting semantic information in reducing model complexity and improving the recognition accuracy.
Introduction
Human action recognition has a wide range of application scenarios, such as video surveillance, human-computer interaction, and video retrieval [30, 44, 1] . In recent years, skeleton-based action recognition [50, 6, 31, 52] is attracting increasing interests. Skeleton is a type of well struc-tured data with each joint of the human body identified by a joint type, a frame index, and a 3D coordinate position. There are several advantages of using skeleton for action recognition. First, skeleton is a high level representation of human body with the human pose and motion abstracted. Biologically, human is able to recognize the action category by observing only the motion of joints even without appearance information [14] . Second, the advance of cost effective depth cameras [54] and pose estimation technology [32, 3, 36] makes the access of skeleton much easier. Third, compared with RGB video, the skeleton representation is robust to variation of viewpoint and appearance. Forth, it is also computationally efficient because of low dimensional representation. Besides, skeleton-based action recognition is also complementary to the RGB-based action recognition [35] . In this work, we focus on skeleton-based action recognition.
For skeleton-based action recognition, deep learning is widely used to model the spatio-temporal evolution of the skeleton sequence [9, 41] . Various network structures have been exploited, such as Recurrent Neural Networks (RNNs) [6, 55, 31, 34, 51, 33] , Convolutional Neural Networks (CNNs) [15, 52, 25, 45] , and Graph Convolutional Networks (GCNs) [48, 33, 37] . In the early years, RNN/LSTM was the favored network to be used to exploit the short and long term temporal dynamics. Recently, there is a trend of using feedforward (i.e., non-recurrent) convolutional neural networks for modeling sequences in speech, language [29, 8, 47, 42] , and skeleton [15, 52, 25, 45] due to their superior performance. Most of the skeleton-based works organize the coordinates of joints to a 2D map and resize the map to a size (e.g. 224×224) suitable for the input of a specific network (e.g. ResNet [10] ). Its rows/columns correspond to the different types of joints/frames indexes. In these methods [15, 52, 25, 45] , long-term dependencies and semantic information are expected to be captured by the large receptive fields of deep networks. This appears to be brutal and typically results in high model complexity.
Intuitively, semantic information, i.e, the frame index and joint type, is very important for action recognition. (a) Our light weight network consists of an encoder for encoding the semantics and dynamics of each joint, the learned content-adaptive adjacency matrix G for spatio-temporal graph, two semantics-aware graph convolutional layers, one semantics-aware convolutional layer, and one SoftMax layer, for efficient classification. (b) Illustration of our proposed encoder. Given a joint of a skeleton sequence (marked as red circle), two pieces of dynamic information,i.e. position and velocity, and two pieces of semantic information, i.e., frame index and joint type, are aggregated together to enhance the representation power of one joint.
Semantics together with coordinates reveal the spatial and temporal configuration/structure of human body joints. As we know, two joints of the same coordinates but different semantics would deliver very different information. For example, for a joint above the head, if this joint is a hand joint, the action is likely to be "raising hand"; if it is a foot joint, the action may be "kicking a leg". However, most approaches [9, 41] overlook the importance of the semantic information and under-explore it.
To address the above mentioned limitations of current approaches, we propose a semantics-guided neural network (SGN) to explicitly exploit the semantics for highly efficient skeleton-based action recognition. Fig. 1a shows the overall framework. First, we explicitly include the semantics (frame index and joint type) together with the dynamics (position and velocity) in the input representation for each joint and encode them to an embedding vector. The architecture of the encoder is illustrated in Fig. 1b . Then, two semanticsaware graph convolutional layers and one semantics-aware convolutional layer are used to explore the global and local information. Note that the "semantics-aware" here denotes that the joint semantics is used as part of the input of graph convolutional and convolutional layers to make it easier for the models to leverage the semantics in feature learning. Global correlations of joints are explored by the semanticsaware graph convolutional layers while the discriminating feature learning is enhanced by the semantics-aware convolutional layer. Thanks to the efficient exploration of semantic information and global information, our proposed SGN achieves the state-of-the-art performance with very few convolutional layers.
In summary, our contributions are two-fold:
• We propose to explicitly explore the joint semantics (frame index and joint type) for efficient skeletonbased action recognition. Previous works overlook the importance of semantics and rely on deep networks with high complexity for action recognition.
• We propose a semantics-guided neural network (SGN) to exploit the global and local correlations of joints for skeleton-based action recognition. With the guidance of the semantics, SGN is efficient both in learning saptio-temporal graph for capturing the global correlations and in enhancing the feature representation learning through local convolution.
Our proposed end-to-end SGN is simple yet effective. Compared to one latest representative work [33] , SGN achieves a speedup in training and inferring by an order of magnitude, with only about ten percent of number of parameters.
Related Work
Skeleton-based action recognition has attracted increasing attentions recently. Recent works using neural networks [9] have significantly outperformed traditional approaches that use hand-crafted features [9, 46, 39, 49, 7] . Recurrent Neural Network based. Recurrent neural networks, such as LSTM [11] and GRU [4] , are often used to model the temporal dynamics of skeleton sequence [6, 31, 55, 51, 53] . The 3D coordinates of all joints in a frame are concatenated in some order to be the input vector of a time slot. They do not explicitly tell the networks which dimensions belongs to which joint. Some other RNN-based works tend to design special structures in RNN to make it aware of the spatial structural information. Shahroudy et al. [31] divide the cell of LSTM [11] into five sub cells corresponding to five body parts, i.e., torso, two arms, and two legs, respectively. Liu et al. [22] propose a spatial-temporal LSTM model to exploit the contextual dependency of joints in both the temporal and spatial domain. At each step, they feed different types of joints. To some extend, they distinguish the different joints. Convolutional Neural Network based. In recent years, in the field of speech, language sequence modeling, feedforward convolutional neural networks demonstrate their superiority in both accuracy and parallelism [29, 8, 47, 42, 38] . The same is true for skeleton-based action recognition [5, 19, 15] . These CNN-based works transform the skeleton sequence to skeleton map of some target size and then use a popular network, such as ResNet [10] , to explore the spatial and temporal dynamics. Some works transform a skeleton sequence to an image by treating the joint coordinate (x,y,z) as the R, G, B channels of a pixel [5, 19] . Ke et al. [15] transform the original skeleton sequence to four 2D arrays, which are represented by the relative position between four selected reference joints (i.e., the left/right shoulder, the left/right hip) and other joints. Skeleton is well structured data with explicit high level semantics, i.e., frame index and joint type. However, the kernels/filters of CNNs are translation invariant [26] and thus cannot directly perceive the semantics from such input skeleton maps. The CNNs are expected to be aware of such semantics through large receptive fields of deep networks, which is not very efficient. Graph Convolutional Network based. Graph convolutional networks [17] , which have been proven to be effective for processing structured data, have also been used to model the structured skeleton data. Yan et al. [48] propose a spatial and temporal graph convolutional network. They treat each joint as a node of the graph. The presence of edge denoting the joint relationship is pre-defined by human based on prior knowledge. Tang et al. [37] define the edges for both physically disconnected joint pairs and physically connected joint pairs for better constructing the graph. Si et al. [33] learn the graph edge of five human body parts within each frame using a data-driven method instead of human definition. However, the important semantics is not utilized for learning the graph edge. It is difficult to use joint coordinates alone to identify the joint type and learn the graph edge.
In summary, previous works for skeleton-based action recognition overlook the importance of explicitly exploiting the semantics, e.g., frame index and joint type. In this work, we investigate the explicit exploitation of semantics leveraging both GCN and CNN and design a simple yet effective neural network for skeleton-based action recognition.
Semantics-Guided Neural Networks
For a skeleton sequence, we identify a joint by its semantics (frame index and joint type) and represent it together with its dynamics (position/3D coordinate and velocity). Without semantics, the skeleton data will lose the important spatio-temporal structure. Previous CNN-based works [15, 5] , however, typically overlook the semantics by implicitly hiding them in the 2D skeleton map (e.g. with rows corresponding to the different types of joints and columns corresponding to the frame indexes).
We propose a semantics-guided neural network (SGN) for skeleton-based action recognition and show the overall end-to-end framework in Fig. 1a . For a skeleton sequence, a joint encoder encodes the semantics and dynamics of each joint into four embedding vectors as illustrated in Fig. 1b . For a sequence, with each joint as a node, a spatio-temporal graph is adaptively constructed based on the semantics and dynamics. Then two graph convolutional layers are used to explore the global correlations, and one convolutional layer is used to explore the local correlations and enrich the representational power of features. Afterward, a max pooling layer and a softmax layer are used to generate the class label with standard cross entropy loss. More details about each component are described in the following subsections.
Specifically, for a skeleton sequence, we denote all the joints as a set S = { X j t | t = 1, 2, . . . , T; j= 1, 2, . . . , J }, where X j t denotes the joint of type j at time t. T denotes the number of frames of the skeleton sequence and J denotes the total number of joints of a human body in a frame.
Encoder
For a given joint X j t of type j at time t, it can be identified by its dynamics and semantics. Dynamics is defined as its position p t,j = (x t,j , y t,j , z t,j )
T in the 3D coordinate system, and velocity v t,j = p t,j − p t−1,j . Semantics means the frame index t and joint type j. Both frame index and joint type are represented by a one hot vector as f t ∈ R J 1 , j j ∈ R T , respectively. As illustrated in Fig. 1b , the encoder respectively embeds the four pieces of information to a high dimensional space and aggregate them by concatenation. Because the four pieces of raw representations are not in the same domain, separate embedding in the same manner is performed with unshared parameters.
Take the embedding of position as an example. We encode the position using two fully connected (FC) layers as
where W 1 and W 2 are two matrices, the biases are omitted to simplify the notation, σ denotes the ReLU activation function [28] .
Similarly, for the given joint X j t , using respective FC layers, we obtain the embedding for velocity, frame index, and joint type respectively as v t,j , f t , j j .
The four pieces of information describe a joint from different aspects. We aggregate them together through concatenation to fully represent one joint as
, where d is the dimension of the joint representation.
Classification Network
The classification network consists of two sub modules to exploit the correlations of joints globally and locally. Two semantics-aware graph convolutional layers are first used to capture the long range correlations of joints. A semantics-aware convolutional layer is then used to further enhance the representation capability of the learned features. Note that we embed the joint semantics as part of the input of the classification network through an encoder. Thus it is natural to apply the graph convolutional layers to exploit the explicit semantics (together with dynamics) by building the content adaptive connections within the graph to exploit the structural information of skeleton data. We use "semantics-aware" here to emphasize that the inputs of the networks contain semantics which helps improve the efficiency of both modules. In the following, we introduce the two sub modules in detail. Semantics-aware graph convolution. To model the structural skeleton data for action recognition, some GCN-based works take the joints as nodes and pre-define the graph connection (edge) based on prior knowledge [48] . For example, the physically connected joints are defined as connected and others are defined unconnected. Human defined connection is not optimal. Besides, for different actions, the correlations between two joints are different. Meanwhile, even in one sequence, the correlation between two nodes varies as time evolves. Thus, we build adaptive graph where the edges between different nodes depend on the content instead of human prior. We propose to use two semanticsaware graph convolutional layers to globally exploit the structural information.
To learn the graph connections, besides the joint dynamics, i.e., position and velocity, the semantics, i.e., frame index and joint type, are also very important. First, as we know, the human defined graph connections are pre-defined based on only the semantics. This indicates the semantics has already provided useful information. Second, it does not make sense to only relay on the dynamics (position, velocity) to determine the graph connection. As is known, the dynamics of different joint pairs may be the same. However, the connected edge weights should be different since the relationships are different for pairs of different semantics. We thus propose to use both dynamics and semantics to learn the graph.
Given a skeleton sequence with T frames and J joints in each frame, we build a graph of N = T × J nodes. We denote the joint of frame t and of joint type j, i.e., z t,j , as the k th node z k where k = J(t − 1) + j. We denote the input as Z = (z 1 , · · · , z N )
T ∈ R N ×d . Similar to [43, 42] , the edge weight from the i th to the j th joint is represented by their similarity/affinity in the transformed space as
where φ 1 and φ 2 denote two transformation functions with each constructed by an FC layer, i.e., φ 1 (
By computing the affinities of all the joint pairs based on (2), we can obtain the adjacency matrix. Normalization using SoftMax as [38, 42] is performed on each row so that the sum of all the edge values connected to one node is 1. We denote the normalized adjacency matrix by G for spatiotemporal graph. A residual graph convolution layer is used to realize global massage passing among nodes as
where W aims to further embed Z; W y and W z are transformation matrices that facilitate the residual fusion at the same domain. Z is the output. G is the adjacency matrix with N × N dimensions. Note that one can stack multiple residual graph convolution layers to enable further message passing among nodes with the same adjacency matrix G. Semantics-aware convolution. GCN facilitates the exploration of global correlations of joints. For each node, it is equivalent that this node has one global large kernel that covers all the nodes on exploring one pattern to mine global correlations of other joints. In comparison, a CNN layer has smaller kernels with each kernel focusing on exploring some pattern to mine the local correlations of joints. The diversity of CNN kernels makes it powerful on learning features through mining patterns. To enhance the representation of learned features, we add a standard convolutional layer after the GCN. The output of the semantics-aware graph convolutional layers that corresponds to N = T × J joints is rearranged to be a T × J feature map to be used as the input of this CNN layer. Each position of this feature map contains both the semantics and dynamics and this facilitates the convolutional layer to learn discriminative features.
Experiments
In the following, we demonstrate the effectiveness of the proposed semantic-guided neural networks for skeletonbased action recognition. We first describe the datasets and the implementation details in Subsection 4.1. In Subsection 4.2, we perform ablation studies to analyze how our model works. In Subsection 4.3, we compare our SGN with the state-of-the-art approaches on three benchmark datasets. Subsection 4.4 discuss the complexity of SGN in comparision with other approaches.
Datasets and Implementation Details 4.1.1 Datasets
NTU RGB+D Dataset (NTU) [31] . This dataset is collected by Kinect camera and is currently the largest RGB+D dataset for 3D action recognition with 56880 skeleton sequences. It contains 60 action classes performed by 40 different subjects. Each human skeleton is represented by 25 joints with 3D coordinates. For Cross Subject (CS) setting [31] , half of the 40 subjects are used for training and the rest for testing. For Cross-View (CV) setting [31] , the sequences captured by two of the three cameras are used for training and the other camera is used for testing. In addition, following [31] , we randomly select 10% of the training sequences for validation for both the CS and CV settings. SYSU 3D Human-Object Interaction Dataset (SYSU) [12] . This dataset is collected by Kinect camera. It contains 480 skeleton sequences of 12 actions performed by 40 different subjects. Each human skeleton has 20 joints. We use the same evaluation protocols as [12] . For the Cross Subject (CS) setting, half of the subjects are used for training and the rest for testing. For the Same Subject (SS) setting, half of the samples of each activity are used for training and the rest for testing. We use the 30-fold cross-validation and show the mean accuracy for each setting [12] . Northwestern-UCLA Dataset (N-UCLA) [40] . This dataset consists of 1494 skeleton sequences. It includes 10 actions performed by 10 different subjects. Each human skeleton is represented by 20 joints. We adopt the same evaluation protocol as [40] , i.e., the samples captured by the first two cameras are used for training, and those captured by the third cameras for testing.
Implementation Details
Network setting. For the encoder, the neuron number is set to 64 for each FC layer. Note that the weights of FC layers are not shared for the four types of input. For the transformation function in (2), the neuron number of the FC layer is set to 256. For the CNN layer following GCN, we set the kernel number to 512 with kernel size of 3 × 3. After each GCN or CNN layer, batch normalization [13] and ReLU nonlinear activation function are used. Optimization setting. All experiments are conducted on the Pytorch platform. We use the Adam [16] optimizer with the initial learning rate of 0.001. The learning rate is divided by 10 when the validation accuracy plateaus. We use a weight decay of 0.0001. The batch sizes of NTU, SYSU, and N-UCLA datasets are set to 64, 16 and 16, respectively. Data processing. Similar to [51] , sequence level translation based on the first frame is performed to be invariant to the initial position. If one frame contains two human skeletons, we rebuild the frame to two frames by making each frame contain one human skeleton. During training, according to [22] , we segment the entire skeleton sequence into 20 clips equally, and randomly select one frame from each clip to make a new sequence which consists of 20 frames. During testing, similar to [2] , we randomly create 5 new sequences in the similar manner and the mean score is used to predict the class.
We perform data argumentation by randomly rotating the skeletons by some degrees to be robust to the view variation during training. For the NTU dataset (CS setting), SYSU, and N-UCLA datasets, we randomly select one degree between [−17
• , 17
• ] for one sequence. Considering that the view variation is large for the CV setting of NTU dataset, we randomly select one degree between [−30
• , 30
• ] for one sequence.
Ablation Study
In Subsection 4.2.1, we evaluate the effectiveness of explicitly exploiting semantics. In Subsection 4.2.2, we make comparison of the effectiveness of semantic-aware GCN versus stacking multiple CNN layers for exploring global correlations. We discuss the influence of the depth of GCN and CNN in Subsection 4.2.3. To better understand the learned spatio-temporal graph, we perform some visualizations in Subsection 4.2.4.
Effectiveness of Exploiting Semantics
Semantics contains the important structural information of a skeleton sequence and is important for skeleton-based action recognition. To demonstrate the effectiveness of exploiting semantics, by referencing our framework (see Fig. 1a ), we build five neural networks and perform various experiments for the NTU CS setting. In the following, Sem. denotes semantics, G denotes the learning of spatiotemporal graph, P denotes the graph convolutional operations which enable the massage passing.
CNN w/o Sem. or CNN w Sem. contains an encoder and one CNN layer. They are both built by removing the GCN layer in our scheme (see Fig. 1a ). The semantics is not included in the encoder for the CNN w/o Sem. model, and is included for the CNN w Sem. model. GCN(G w/o Sem. & P w/o Sem.)&CNN contains an encoder, one GCN layer, and one CNN layer. The encoder only encodes the dynamics. The semantic information is not used for learning spatio-temporal graph (G) and does not take part in the graph convolutional operations for massage passing (P ).
GCN(G w Sem. & P w/o Sem.)&CNN contains an encoder, one GCN layer, and one CNN layer. The encoder encodes both semantics and dynamics. Both semantics and dynamics are used for learning the graph G but the graph convolutional operations are only performed on the dynamics.
GCN(G w Sem. & P w Sem.)&CNN contains an encoder, one GCN layer, and one CNN layer. Both semantics and dynamics are used for learning the graph G and take part in the graph convolutional operations.
From the results in Table 1 , we have the following observations. 1) "CNN w Sem." outperforms "CNN w/o Sem." by 1.9%. This indicates that the semantics together with the dynamics facilitate learning better feature representations for action recognition. 2) For the learning of spatiotemporal graph of skeleton sequence, with the semantics considered, "GCN(G w Sem. & P w/o Sem.)&CNN" outperforms "GCN(G w/o Sem. & P w/o Sem.)&CNN" by 0.7%. If the model does not know the semantics of the joints, it then cannot distinguish the joints with the same coordinates even though their semantics are rather different. 3) When the semantics is used for the learning of graph and the graph convolutional operations, a superior performance is achieved, which outperforms "GCN(G w/o Sem. & P w/o Sem.)&CNN" by 2.9%. In summary, the semantics helps for both the convolution and graph convolution.
Hereafter, we will take semantics, i.e., frame index and joint type, as parts of the input in the encoder by default within our network design to simplify notation, unless explicitly denoted with "w/o Sem.".
Efficiency of GCN vs. Multilayer CNN
Different from some previous works that exploit the global correlations of joints and implicit semantics by deep net- works, we use a shallow network with the explicit semantics as input, which consists of one GCN layer and one CNN layer. We compare our shallow network with the deep networks and study the influence of explicit semantics on deep networks within our network design in Table 2 . CNN(n-layer) or CNN(n-layer) w/o Sem. contains an encoder and n CNN layers. The semantics is included in CNN(n-layer) model, and is not included in CNN(n-layer) w/o Sem. model. For CNN(1-layer) or CNN(1-layer) w/o Sem., we use 512 kernels. For CNN(2-layer) and CNN(2-layer) w/o Sem., we use 256 and 512 kernels for each model. For the model with more than 2 CNN layers, we just simply stacking additional CNN layers with 512 kernels.
GCN(1-layer)&CNN(1-layer) contains an encoder, one GCN layer with 256 hidden neurons, and one CNN layer with 512 kernels.
Note that the kernel size is 3 × 3 for all CNN layers. From Table 2 , we observe that the performance improves as the network goes deeper for both the networks with semantics and without semantics. However, with the same number of CNN layers, the models with semantics are better than those without semantics. Particularly, with fewer CNN layers, the performance of "CNN(3-layer)" is the same as that of "CNN(5-layer) w/o Sem.". It demonstrates that using the explicit semantics as input of the models is more effective. Explicit semantics reduces the need for exploring the implicit semantics by deeper networks.
We also observe that, with similar number of parameters, "GCN(1-layer)&CNN(1-layer)" outperforms "CNN(2-layer)" by 1.2%. With much smaller number of parameters, "GCN(1-layer)&CNN(1-layer)" outperforms "CNN(5-layer)" by 0.3%. GCN is able to capture the global correlations of joints through the adaptive spatio-temporal graph and is more effective than deep networks with respect to exploration of global correlations. Though the deep net- work can capture global correlations through large receptive field to some extent, the effective receptive field is limited [27] . In contrast, the effective receptive field of GCN is the whole skeleton sequence.
Depth of GCN and CNN
We show the influence of depth of GCN and CNN in Table  3 . "GCN(n-layer)&CNN(n-layer)" contains an encoder, n CNN layers with 512 kernels, and n GCN layers with 256 hidden neurons.
GCN and CNN are not effective enough alone. "GCN(1-layer)&CNN(1-layer)" achieves a high performance of 85.8% after combing two models together. CNN further enhances the representation capability of the learned global features by GCN.
The accuracy keeps increasing when stacking more GCN layers. However, the gain is minor when using three GCN layers in comparison with two GCN layers. We use two GCN layers in our final scheme.
Stacking two CNN layers decreases the performance in comparison with one CNN layer when using two GCN layers. Therefore, we use one CNN layer in our final scheme. Fig. 2a shows, for Different from the pre-defined graph which is based on the human prior knowledge, the correlations of joints of leaned sptio-temporal graph differ for different actions and different frames, which is consistent with human intuition.
Visualization of Spatio-Temporal Graph

Comparison with State-of-the-Art
We compare our proposed SGN with other state-of-theart methods on the NTU, SYSU, and N-UCLA datasets in Table 4, Table 5, and Table 6 , respectively. The SGN consists of an encoder, two GCN layers, and one CNN layer. SGN w/o Sem. is smilar to SGN, but does not include semantics in the encoder.
As shown in Table 4 , SGN achieves the best performance for both the CS and CV settings of NTU dataset. [53] and [15] are two representative methods for RNN-based and CNN-based methods, SGN outperforms them by 5.9% and 7.0% for the NTU CS setting, respectively. To better explore the structural information of skeleton, some methods [48, 33] mixed CNN and GCN, or LSTM and GCN together. Our proposed SGN is still superior to [48] and [33] by 5.1% and 1.8% for the NTU CS setting because of the semantics and our content-based spatio-temporal graph. In addition, our proposed SGN outperforms the best stateof-the-art method [33] by 1.8% and 1.0% for CS and CV settings, respectively. As shown in Table 5 and Table 6 , our proposed SGN achieves the best accuracy for the SYSU and N-UCLA datasets. It should be noted that we used the pre-trained model on the NTU dataset to initialize the model for SYSU and N-UCLA datasets as was done in [53] .
Complexity of SGN
We discuss the complexity of SGN by comparing our model with three state-of-the-art methods for skeletonbased action recognition in Table 7 . VA-LSTM only includes LSTM layers, ST-GCN includes both CNN and GCN layers, and SR-TSL includes both LSTM and GCN layers.
As shown in Table 7 , the number of parameters of VA-LSTM is the least, but the accuracy and inference speed are the poorest. SR-TSL achieves good accuracy, but the number of parameters is so large, and the inference speed is slow. The number of parameters of ST-GCN is smaller, but this method is not efficient in both training and testing. With one P100 GPU card, it takes about 20 minutes per epoch during training (ours is 0.7 minute per epoch) and the inference speed is slow too because of its deep network structure. Our model achieves the best performance, with small model size and high inference speed.
Conclusion
In this work, we propose a simple yet effective end-toend semantics-guided neural network. We explicitly introduce the high level semantics, i.e., frame index and joint type, as part of the network input. To model the correlations of joints, we propose a semantics-aware graph convolution subnetwork with content adaptive spatio-temporal graph for capturing the long-range correlations of joints within a skeleton sequence, and a semantics-aware CNN subnetwork for capturing the short-range correlations of joint features. The semantics helps improve the capability of graph convolution and CNN. Experimental results demonstrate that our proposed model is much more efficient than simply stacking multiple CNN layers. With an order of magnitude smaller model size than some previous works, our proposed model achieves the state-of-the-art results on three benchmark datasets with high inference speed.
