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We consider the application of feedback control strategies with point actuators to stabilise desired inter-
face shapes. We take a multidimensional Kuramoto–Sivashinsky equation as a test case; this equation
arises in the study of thin liquid films, exhibiting a wide range of dynamics in different parameter regimes,
including unbounded growth and full spatiotemporal chaos. In the case of limited observability, we utilise
a proportional control strategy where forcing at a point depends only on the local observation. We find
that point-actuated controls may inhibit unbounded growth of a solution, if they are sufficient in number
and in strength, and can exponentially stabilise the desired state. We investigate actuator arrangements,
and find that the equidistant case is optimal, with heavy penalties for poorly arranged actuators. We
additionally consider the problem of synchronising two chaotic solutions using proportional controls. In
the case when the full interface is observable, we construct feedback gain matrices using the linearised
dynamics. Such controls improve on the proportional case, and are applied to stabilise non-trivial steady
and travelling wave solutions.
Keywords: feedback control, interfacial dynamics, point actuators, proportional control, multidimensional
Kuramoto–Sivashinsky equation, thin films.
1. Introduction
The study of evolving interfaces is at the core of many areas of applied mathematics, ranging from
growth processes in mathematical biology (Eden, 1961) and chemistry (Kobayashi, 1993), to the evo-
lution of liquid–air interfaces in fluid dynamics (Michelson & Sivashinsky, 1980), flame front propaga-
tion in combustion theory (Sivashinsky, 1977; Michelson & Sivashinsky, 1977; Sivashinsky, 1980), or
even defector/cooperator problems in game theory (Szolnoki & Perc, 2018). Starting with complicated
multiphase systems comprising numerous coupled equations, it may be possible to employ modelling
techniques to isolate the evolution of the interface alone; this is particularly desirable when information
about the bulk dynamics (away from the interface) is not of interest. It is often challenging to extract the
interfacial dynamics while still retaining all the desired physical effects, and in many cases it is found
that the obtained low-dimensional models only replicate the true dynamics well in restricted parameter
regimes. However, this is balanced by the relative simplicity of the interface evolution equations along
with a large decrease in computational complexity for numerical simulations.
It may be useful to control the interfacial dynamics in order to optimise a process. For example,
cooling and coating processes arise in microfluidic applications where a thin liquid film flows over a
substrate. In the former case, waviness of the liquid interface is desirable as it improves heat and mass
transfer (Lyu & Mudawar, 1991; Miyara, 1999; Serifi et al., 2004), whereas in the latter case, a flat inter-
face is needed. For a thin film flow, controls may take the form of air/liquid actuators, electric/magnetic
∗Corresponding author. Email: rjt111@ic.ac.uk
†Email: susana.gomes@warwick.ac.uk
c© The author 2019. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved.
ar
X
iv
:1
90
1.
09
22
3v
1 
 [m
ath
.O
C]
  2
6 J
an
 20
19
2 of 28 R. J. TOMLIN AND S. N. GOMES
fields, surfactants or substrate coating/topography. Controls may also be introduced for crystal growth
processes where the rate of growth can be modified with heat sources (Kokh et al., 2005). Through
the modelling procedure described above, controls at the level of the full physical system are recast as
controls acting on the interface alone – boundary controls manifest themselves as distributed (internal)
controls acting on the interface.
For most real-world problems, interfaces are described in terms of two spatial variables. For prob-
lems where variations in one direction are negligible, such as the growth of a flat crystal, simplification
of the interface problem to one spatial dimension may be viable, and it is important that the controls
utilised preserve this property. However, it may be the case that such a simplification overlooks impor-
tant instabilities or mechanisms which are only observed from the full three-dimensional (3D) formu-
lation of the original multiphase problem, e.g. Rayleigh–Taylor instabilities or electrostatically induced
instabilities in liquid films (Tomlin et al., 2017, 2019).
This paper investigates two feedback control strategies for multidimensional interfaces using a 2D
Kuramoto–Sivashinsky equation (KSE) as a test case. Controls are applied using a finite set of point-
actuators. Such actuators are one of the most physically realisable, with localised forcing applied at
specified nodes, injecting or extracting mass from the bulk flow which accordingly forces the interface.
In the case of the 2D KSE under consideration here, which models the interface of a thin film flow over a
flat substrate, such controls arise via same-fluid blowing and suction at the substrate surface. Throughout
this work, the point-actuated controls are manifested mathematically as Dirac delta functions; smoothed
alternatives have been utilised throughout the literature. Many authors have considered the use of point
actuators for fluid interfaces in one spatial dimension (Christofides, 1998; Armaou & Christofides, 2000;
Lunasin & Titi, 2017; Gomes et al., 2017).
The system under consideration in this work is an extension to two spatial dimensions of the 1D
KSE,
ηt +ηηx+ηxx+ηxxxx = 0, (1.1)
which is the paradigmatic model for the class of active-dissipative nonlinear evolution equations. Usu-
ally, (1.1) is supplemented with periodic boundary conditions on the interval [0,L]. As L is increased
beyond 2pi (at which point the first Fourier mode destabilises), the dynamics cascades to full spatiotem-
poral chaos through steady and travelling wave, time-periodic, and quasi-periodic attractors. In this
paper, we consider control strategies for the KSE in two space dimensions,
ηt +ηηx+(1−κ)ηxx−κηyy+∆ 2η = ζ , (1.2)
where ζ is the control. This equation may be derived to describe the weakly nonlinear evolution of
small-amplitude, long-wave perturbations of gravity-driven thin liquid films on flat substrates; the sur-
face η(x,y, t) represents a perturbation of the flat film solution. We supplement (1.2) with periodic
boundary conditions on the rectangular domain Q = [0,L1]× [0,L2]. Different dynamical regimes are
found by varying κ . Omitting chaotic dynamics or unbounded growth, the 2D KSE (1.2), albeit a deter-
ministic equation, provides a natural and challenging test case for the control strategies considered in
this work. Efficient and convergent numerical schemes allow us to study the control of (1.2) on large
domains with many unstable modes and solutions exhibiting full spatiotemporal chaos; the majority of
existing numerical studies consider parameter regimes for model problems not far from the onset of
instability (one or two unstable modes).
The two feedback control (closed-loop) strategies we consider are proportional control and feed-
back control with full state observations (shortened to“full feedback control”). These strategies are
polar opposites in terms of the assumed observability of the interface and knowledge of the governing
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dynamics. Unsurprisingly, we find that more information (observations/knowledge of governing equa-
tion) results in a much improved control performance, but both methods are effective. Note that the
open-loop optimal control problem for (1.2) was considered in Tomlin et al. (2019).
Proportional controls are the most simplistic and physically realisable form of feedback control.
Each actuator is paired with an observer, and the forcing applied by that actuator is proportional to
the difference between the observation of the interface and the chosen desired state (e.g. a travelling
wave solution). In this study, each observer is co-located with an actuator for simplicity, and these
are paired for proportional control. We note that upstream (phase-shifted) observers were found to
improve the control of thin film models in Thompson et al. (2016). No information of the dynamical
system is required or even beneficial since the actuation at a particular point does not utilise observations
from other spatial locations. We perform a number of numerical experiments using proportional con-
trols, investigating different actuator arrangements and the control of exponentially growing or chaotic
interfaces. Furthermore, we investigate the use of proportional controls to synchronise two chaotic solu-
tions, having possible applications in communications – see Pecora & Carroll (2015) and the references
therein.
Full feedback entails the more advanced closed-loop control strategy which involves observation of
the full interface and assumes knowledge of the governing system. The linearisation of the dynamics
is used to create a function (the feedback gain matrix) which maps the observation of the full state at
an instant in time to the controls required to obtain linear stability of the desired state. We present
two methodologies for full feedback control to non-trivial interface shapes based on work on the 1D
KSE (1.1) by Al Jamal & Morris (2018) and Gomes et al. (2017). The former ensures exponential
stabilisation through a rigorous analytical result, whereas the latter is much more feasible numerically if
the desired state is non-trivial. The capabilities of full feedback control in this multidimensional setting
are tested with comparisons against the proportional control results.
There is a long list of extensions and hybridisations of these control strategies which we do not
consider in the current work, such as dynamical observers, time-delayed/phase-shifted observers, or
feedback strategies where controls depend on different subsets of the observers. However, the present
study considers methods which are readily extendable to more complicated systems and experiments.
The current paper is organised as follows: Section 2 introduces the control problem for (1.2) with a
brief discussion of its relevance to fluid dynamics. We provide the analytical setting of the problem, and
continue to discuss the numerical methods utilised and the various actuator arrangements considered.
Sections 3 and 4 contain the studies of the proportional and full feedback control strategies, respectively.
The concluding remarks are given in Section 5.
2. Multidimensional Kuramoto–Sivashinsky equation with point-actuated controls
We consider the feedback control problem for the 2D KSE (1.2). This equation may be derived, with
the addition of an advective term of the form χηx, i.e.
ηt +χηx+ηηx+(1−κ)ηxx−κηyy+∆ 2η = ζ , (2.1)
in the context of thin film flows on inclined flat substrates – see Tomlin et al. (2019) for example. The
schematic in Figure 1 shows the set-up for an overlying thin film flow with same-fluid blowing and
suction controls at the substrate surface. The position in the z-coordinate of the fluid interface is a
function of the streamwise and transverse spatial variables, x and y, respectively, and time t. In the
setting of Figure 1, η represents a scaled interfacial perturbation, and ζ represents the forcing on the
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FIG. 1: Schematic for point-actuated control of an overlying thin liquid film.
interface due to actuation. The parameter κ encodes the angle of the substrate to the horizontal: For
κ > 0 we have overlying film flows, a vertical film flow for κ = 0, and hanging flows when κ < 0. The
value of κ = 1 corresponds to taking the critical Reynolds number, Rec, for an overlying flow. As κ is
decreased from 1, the flat film solution first becomes unstable to long waves (Re > Rec); for κ > 1 we
have subcritical Reynolds number flows (Re< Rec), where all initial conditions decay to zero uniformly
in the absence of controls. The aforementioned advection parameter χ measures the speed of waves
travelling downstream relative to the “lab” frame of reference. In the thin film context, χ is large. If
the set of actuators is invariant to shifts in the streamwise direction (which is not the case in the current
study), it is viable to employ the Galilean transformation x→ x+ χt (substitute x = x+ χt into (2.1)
and drop the bar) to remove the advective term, resulting in equation (1.2). The advection term provides
no additional complexity to the problem, and the fluid dynamicist’s perspective alone merits the study
of its effect on the controlled dynamics, since the results for (1.2) are not immediately applicable to the
thin film scenario. We found that increasing χ improved the controlled dynamics (i.e. increased decay
rates), thus the case of χ = 0 is seemingly the most challenging. We thus continue without the linear
advective term; it is noteworthy that previous studies of the 1D KSE with point-actuated controls also
ignored advection effects.
We supplement (1.2) with periodic boundary conditions on the rectangle Q = [0,L1]× [0,L2], in
which case the spectrum of solutions is restricted to wavenumbers k˜ = (k˜1, k˜2) where
k˜1 =
2pik1
L1
, k˜2 =
2pik2
L2
, (2.2)
for k ∈ Z2. We may write η and ζ in terms of Fourier series as
η = ∑
k∈Z2
ηkeik˜·x , ζ = ∑
k∈Z2
ζkeik˜·x . (2.3)
Equation (1.2) may thus be replaced by an equivalent system of ODEs for the Fourier coefficients ηk
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and ζk ,
d
dt
ηk +
ik˜1
2 ∑
m∈Z2
ηk−mηm =
[
(1−κ)k˜21−κ k˜22−|k˜|4
]
ηk +ζk , (2.4)
where η−k and ζ−k are the complex conjugates of ηk and ζk , respectively, since both the solution and
control are real-valued. The effect of the parameter κ can be seen more clearly from this ODE system,
and the different dynamical regimes are given in the following table:
κ < 0 κ = 0 0< κ < 1 κ = 1 1< κ
hanging films vertical film overlying films
Re> Rec Re = Rec Re< Rec
unbounded growth bounded non-trivial dynamics flat solution is stable
Table 1: Regimes of dynamics for (1.2,2.4) in terms of κ .
The unbounded growth for κ < 0 is due to a linear (Rayleigh–Taylor) instability in transverse modes
(assuming L2 is sufficiently large) which is not saturated by the nonlinearity – this can be seen from the
ODE system (2.4) where the nonlinear (summation) term has no contribution if k˜1 = 0. Further details of
the dynamical regimes of (1.2,2.4) can be found in Tomlin et al. (2019); in particular, the vertical falling
film case has been considered extensively both in analytical and numerical studies (Nepomnyashchy,
1974a,b; Pinto, 1999, 2001; Akrivis et al., 2016; Tomlin et al., 2018). We focus our attention on stabil-
ising the dynamics in the unstable regimes, κ < 1. In contrast, for κ > 1, the relevant control problem
is in destabilising the flat interface. It is evident from (2.4) that the solution mean is preserved by the
dynamics if the controls are zero mean, otherwise η0 will drift.
We denote the desired state by η ; this will usually be the trivial zero solution, but we also consider
travelling waves and fully chaotic solutions of the uncontrolled system. Although not always necessary,
we assume throughout that η is an exact solution (stable or unstable) of the uncontrolled equation;
convergence to non-solutions usually requires a dense set of actuators. Furthermore, the full feedback
control methodology requires this assumption. We consider point-actuated controls, with actuators
located at {x j}Nctrlj=1 ⊂Q. The actuator function and time-dependent control corresponding to the location
x j are denoted by b j(x) and φ j(t), respectively. In the thin film setting, these controls correspond to
blowing or suction applied through holes in the substrate surface as depicted in Figure 1. In general, the
control may be expressed as
ζ (x, t) =
Nctrl
∑
j=1
φ j(t)b j(x), where b j(x) = ∑
k∈Z2
b jke
ik˜·x . (2.5)
The Fourier coefficients of ζ may thus be expressed as a linear combination of the b jk depending on the
controls φ j. Many studies of point-actuated controls employ smoothed actuators which are centred at the
given actuator locations – for example Gaussians, or functions which can be obtained from rescalings
and translations of exp((cosx−1)w−2) as used by Thompson et al. (2016) in their study of long-wave
(Benney, weighted-residual) models related to the KSE in 1D. Note that the latter approximation con-
verges to a 2pi-periodic extension of the usual Dirac delta δ (x) as w→ 0. We do not make such an ana-
lytic approximation, and consider the Dirac delta actuators in two space dimensions, b j(x) = δ (x− x j)
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for j = 1,2, . . . ,Nctrl, with Fourier coefficients
b jk =
1
|Q|e
−ik˜·x j . (2.6)
The division by |Q|= L1L2 in this expression ensures that the corresponding distribution is dimension-
less so that ∫
Q
b j(x)v(x) dx = v(x j) (2.7)
for v ∈ H2, the Sobolev space of periodic functions with both first and second spatial derivatives in L2
(note that δ is in the dual space H−2 and H2 ⊂C0 in 2D). It follows (by taking v = 1) that the spatial
integral of b j over Q is well-defined and is unity; additionally, any truncations of b j which include the
zero mode have unit spatial integral. For numerical experiments, we truncate the Fourier series of the
control at the same refinement as for the solution. In this way, the two limits of improving the resolutions
of the solution and control are taken together. The forcing is highly singular, and requires many Fourier
modes for good spatial convergence.
We define the spatial L2-inner product and corresponding norm as
〈v,w〉L2 =
1
|Q|
∫
Q
vw dx = ∑
k∈Z2
vkw−k , ‖v‖2L2 = 〈v,v〉L2 = ∑
k∈Z2
|vk |2, (2.8)
where vk and wk are the Fourier coefficients of v and w, respectively, as in (2.3). The particular scaling
in (2.8) gives meaning to the L2-norm as a measure of interfacial energy density. The concerns of the
current work are primarily numerical, however we make some brief remarks on the analytical aspects of
the problem. In 2D, we have δ ∈ H−2, and thus for φ j ∈ L2(0,T ) we conclude that ζ ∈ L2(0,T ;H−2),
i.e. the H−2-norm of ζ is L2-in-time. This is the minimal regularity of forcing needed for existence
and uniqueness of solutions to (1.2) in L2(0,T ;H2)∩C0([0,T ];L2), assuming η0 ∈ L2. This is due to
standard results for parabolic equations – see Ch. III §3 of Temam (2001) or Ch. 9.4 of Robinson
(2001) for the corresponding results for the Navier–Stokes equations, with extension to KS-type equa-
tions following Temam (1997). The authors have also considered the possibility of obtaining analytical
estimates for the number of controls and control strength sufficient for exponential stabilisation of (1.2)
in the proportional control case, as done for similar problems in 1D by Azouani & Titi (2014); Lunasin
& Titi (2017). We observed for the 1D KSE (1.1) that the analytical result appears far from optimal.
The extension to multiple spatial dimensions is not trivial. This discussion of analytical aspects is also
fully relevant for the 2D KSE with advection.
2.1 Numerical Methods and Data Analysis
For our numerical study of (1.2) on Q-periodic domains, we utilise backwards differentiation formula
(BDF) methods for the time discretisation and spectral methods in space. The BDFs belong to the
family of implicit–explicit methods constructed by Akrivis & Crouzeix (2004) for a class of nonlinear
parabolic equations – see the appendix of Akrivis et al. (2009) for the first- to sixth-order schemes. They
considered evolution equations of the form
ηt +A η =B(η), (2.9)
whereA is a positive definite, self-adjoint linear operator, andB is a nonlinear operator which satisfies
a local Lipschitz condition. It was shown that these numerical schemes are efficient, convergent, and
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unconditionally stable. The applicability of these schemes for (1.2) without controls was shown in
Akrivis & Smyrlis (2011) and a convergence study was performed in Akrivis et al. (2016) for the choice
of κ = 0. It was observed that the BDF schemes of order three to six (which are not unconditionally
stable) achieved convergence to machine accuracy as soon as the time-step was small enough for the
stability of the scheme. The BDFs were also utilised in Tomlin et al. (2017) for a non-local problem.
These schemes have been employed for both the 1D and 2D optimal control problems for the KSE in
Gomes et al. (2017) and Tomlin et al. (2019), respectively. We predominantly utilised the fourth-order
BDF scheme, and performed tests with the other schemes for validation. For us, with the addition of the
forcing, the operators in (2.9) are defined as
A η = (1−κ)ηxx−κηyy+∆ 2η+ cη , B(η ,ζ ) =−ηηx+ζ + cη ,(2.10a,b)
where c is chosen to ensure thatA is positive definite. The forcing ζ , being a summation of Dirac delta
functions, is very singular, although B still satisfies the required Lipschitz condition if the controls
φ j themselves are Lipschitz in the state η . This can be seen from the following calculation where we
assume that the controls consist of one point actuator at x = 0 with ζ (η) = φ(t;η)δ (x): for v ∈ H2 we
have
〈ζ (η1)−ζ (η2),v〉L2 =
1
|Q|
∫
Q
[φ(t;η1)−φ(t;η2)]δ (x)v(x) dx = v(0)|Q| [φ(t;η1)−φ(t;η2)], (2.11)
where v(0) is bounded by the H2-norm of v. Thus, it only remains to check that the controls φ j satisfy
|φ j(t;η1)−φ j(t;η2)|6 µ‖η1−η2‖L2 (2.12)
for the control schemes, where µ is a Lipschitz constant. This is not true in general for the point
observation cases, but is trivial for the full feedback control case since the methodology follows a Fourier
series framework. However, since our controlled solutions remain sufficiently regular, this Lipschitz
bound is not an issue; a convergence study follows in the next section.
We discretise the spatial domain Q with 2M equidistant points in the streamwise x-direction, and
2N equidistant points in the transverse y-direction, producing a grid of 2M× 2N spatial points, and
a corresponding frequency truncation in Fourier space that resolves modes with wavenumbers |k1| 6
M− 1 and |k2| 6 N − 1. The BDF method is then applied to the 2D Fast Fourier Transform (FFT)
of the discretised interface, and the nonlinearity is calculated using the 2D FFT of η2 (for this, we
note that (η2)x/2 = ηηx). With (2.5) and (2.6), it is clear that actuators do not need to be centered at
computational grid points; additionally, having computed the Fourier coefficients of the solution at a
given time, observations at any point location in Q may be obtained to spectral accuracy using (2.3).
However, taking observations at grid points reduces the computational cost of each time-step. In many
parts we take random initial conditions for our numerical simulations; for these we use
η0(x) =
20
∑
|k|∞=1
ak cos(k˜ · x)+bk sin(k˜ · x), (2.13)
where the coefficients ak and bk are random numbers from the interval (−0.05,0.05). All initial condi-
tions we consider have zero spatial mean (the mean is a conserved quantity for the uncontrolled system).
We track the time-dependent costs
C1(t) = ‖η(·, t)−η(·, t)‖L2 , C2(t) =
1
|Q|
Nctrl
∑
j=1
|φ j|, (2.14)
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where C1 measures the cost of the solution deviation from the desired state, and C2 measures the cost
of the controls. Both costs are spatially dimensionless which is appropriate for our study on spatially
periodic domains – the costs over one period are the same as the costs over any number of periods con-
sidered together. The costs C1 and C2 are not necessarily equivalent (in the analytical sense), however
they yield the same behaviour in our numerical simulations as will be seen below.
2.2 Actuator arrangements/grids
In this paper, we consider a variety of actuator (and observer) arrangements. In 1D, Gomes et al.
(2017) studied the optimal actuator placement for the 1D KSE (1.1). For a given initial condition and
finite time interval, they obtained the optimal (in terms of some cost functional) open-loop control with
contributions from a finite set of optimally placed point actuators. The control locations were heavily
dependent on the initial condition, desired state, and time interval over which controls were applied, thus
the results do not imply that any particular arrangement of actuators performed well across a broad range
of initial conditions. In this work, we do not seek results that are initial condition dependent or optimised
for a cost functional, instead seeking actuator arrangements that give the best control performance in
general. We utilise the following families of grids in our numerical simulations, examples of which are
shown in Figure 2:
(a) Equidistant. These grids comprise of actuators which are equally spaced in the x- and y-directions
with separations d1 and d2, respectively, forming a rectangular lattice (or a square lattice if d1 = d2).
In order to comply with the periodicity of the domain, both L1/d1 and L2/d1 must be positive
integers.
(b) Perturbed equidistant. An equidistant grid with actuators that have been randomly shifted by
an amount smaller than the grid spacing (so that one actuator remains in each d1× d2 rectangular
region). We sample the random shift from a normal distribution with zero mean.
(c) Random. The locations of the actuators are obtained by sampling coordinates from uniform distri-
butions, i.e. x j ∼ Unif (0,L1), y j ∼ Unif (0,L2). Repeated locations are discarded.
(d) Quasirandom. Also known as low-discrepancy sequences, quasirandom sequences are commonly
used to sample space more evenly than uniform distributions. We use the 2,3-Halton sequence
(Halton, 1960) to obtain quasirandom sequences of points in [0,1]× [0,1], which are appropriately
rescaled to yield actuator locations in Q.
Equally spaced (internal) actuators are commonly considered in studies of 1D control problems,
however such arrangements are unsuccessful when the actuators are located at zeros of unstable eigen-
functions. Obviously there are actuator arrangements of interest not in the above classes which we
do not study here, for example parallelogram lattice arrangements or hexagonal patterns. The success
of a control strategy for a particular grid is equation and boundary condition dependent. The grids
we consider appeared most natural for a study on rectangular periodic domains – for a problem where
periodicity is enforced on a hexagonal domain, a hexagonal actuator grid would be the most appropriate.
We measure three areas to quantify the spacing of the various grids – examples of each are shown
as shaded regions in Figure 2(b–d). The first, A1, is defined as the area of the largest circle centred at
an actuator which contains no other actuators, shown in panel (b) for the case of a perturbed equidistant
grid. If all actuators are placed in groups of more than one, then A1 will be small, with an infimum of zero
found in the limit of each actuator approaching another. The supremum of (L21+L
2
2)pi/4 corresponds to
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(b) Perturbed equidistant.
(c) Random. (d) Quasirandom.
FIG. 2: Examples of actuator grids used when L1 = L2 = 21 and Nctrl = 49. The shaded regions shown
in panels (b–d) correspond to calculations of the areas A1,A2,A3 (defined in the text) which are used to
measure the spread of the actuators.
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moving one actuator away from a cluster of all the other actuators. The value of A1 is thus not entirely
informative, but we find that its deviation from the value for the equidistant case, AE1 = pi ·min{d1,d2}2,
is a more appropriate metric for our study. The quantity A2 is defined via the Voronoi tessellation,
shown in panel (c) with dashed lines, which separates the plane into the sets of points which are closest
in Euclidean distance to each actuator. We define A2 to be the area of the largest Voronoi cell, with the
minimum value attained for the equidistant case, AE2 = d1d2. Lastly, A3, shown in Figure 2(d), is defined
as the area of the largest circle that can be inscribed in the plane without containing any actuators –
this is the solution of the well-known largest empty circle problem (Toussaint, 1983). This last area is
minimised for equidistant actuator grids with AE3 = pi(d
2
1 +d
2
2)/4, and in contrast to A1 and A2, quantifies
the size of the gaps between the actuators.
3. Proportional control
In this section, we consider proportional point-actuated controls. We assume that both observation and
actuation occur at the same set of locations in the periodic domain Q. The strength and orientation of
actuation at a point is based only on the observation of the local interface height at that instant in time.
There is no communication from observers at other actuator locations, and no a priori knowledge of the
governing equation is utilised; this is the most basic level of feedback control.
To motivate our study, we allow actuation and observation at every location in space, and consider
controls of the form ζ =−αη for a strength α > 0 to stabilise the trivial zero solution, i.e. η = 0. The
dispersion relation for the controlled KSE (1.2) is then
s(k˜) = (1−κ)k˜21−κ k˜22−|k˜|4−α, (3.1)
where s is the linear growth rate and k˜ is the scaled wavenumber vector for k ∈ Z2 given by (2.2).
Multiplying (1.2) by η and integrating by parts, we find that the energy of the solution (given by the
L2-norm) evolves according to the energy equation
1
2
d
dt
‖η‖2L2 = ∑
k∈Z2
s(k˜)|ηk |2. (3.2)
If s< 0 for all arguments, the L2-norm of η decays exponentially for all choices of L1 and L2; it follows
from (3.1) that this is achieved for α > αc(κ), where
αc(κ) =
 0 if κ > 1,(1−κ)2
4
if κ 6 1.
(3.3)
With periodic boundary conditions, taking α > αc is sufficient, but a sharp bound may be obtained in
terms of L1 and L2. For a non-trivial desired state, this control generalises to ζ = −α(η −η), and
condition (3.3) becomes more complicated since the system must be linearised about a non-trivial state.
To explicitly obtain a critical actuation strength we used knowledge of the governing equation; if a
PDE is well-posed in the very weak sense that its linear part is dissipative at small scales, then there
exists an αc such that for all α > αc, the linear controlled system is stable. For an unknown system, this
may be found experimentally by simply increasing the actuation strength α . It is not necessarily true
that this will yield full nonlinear stability of the given system, however, we expect that many interfacial
problems with weak nonlinear interactions may respond well to this form of control.
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It may not be viable to actuate at every spatial location, or even observe the entire interface. For the
remainder of the section, we consider point-actuated controls (2.5) with
φ j(t;η ,η) =−α[η(x j, t)−η(x j, t)], (3.4)
where α > 0 is the actuation strength – this is often referred to as “pinning control” in the literature
(Grigoriev et al., 1997). We note that the solution average is not necessarily preserved by this choice of
forcing, but successful controls ensure that solutions do not deviate much from zero mean.
3.1 Convergence study
For our convergence study, we take L1 = L2 = 21 and κ = 0.25 (corresponding to an overlying film).
We use 49 actuators/observers in a quasirandom grid which are located according to the 2,3-Halton
sequence – the arrangement is shown in Figure 2(d). These parameters will be employed in a later
subsection for a comparison of grids. Here, we fix the initial condition to be
η0(x) =
1
10
[
cos
(
2pix
L1
)
+ cos
(
2pix
L1
+
2piy
L2
)
+sin
(
4pix
L1
+
2piy
L2
)
+ sin
(
2piy
L2
)
+ sin
(
4piy
L2
)]
, (3.5)
and let the system evolve until t = 1 without controls. After this time, we actuate proportionally with
strength α = 150 to drive the solution to the zero state, η = 0, until t = 2. In the following table we
give the value of the L2-norm at time t = 2, C1(2), for a range of spatial discretisations M, N, and time
discretisation ∆ t:
````````````∆ t
M = N
128 256 512
2×10−4 — — —
1×10−4 0.045441843348824 0.045456708994765 0.045460357974812
5×10−5 0.045442820551101 0.045457704277985 0.045461333339984
2.5×10−5 0.045443306597597 0.045458189680699 0.045461847168330
1×10−5 0.045443600470486 0.045458433050053 0.045462134162334
Table 2: Values of C1(2) for a range of spatial and temporal discretisations.
Recall that we are employing a fourth-order BDF scheme which is not unconditionally stable, unlike
the first- and second-order BDF schemes. In a convergence study of the unforced equation, Akrivis et al.
(2016) observed, for a particular set of parameters, that once the higher-order BDF schemes (third- to
sixth-order) are stable, the solution converges to machine accuracy (even for the worst case in Table 2
we found that C1(1) = 3.265272 was accurate to 8 significant figures). Analogously, with the addition
of point actuators, we find that once stability of the fourth-order scheme has been achieved (the scheme
is not stable for ∆ t = 2×10−4), then C1(2) is accurate to 3 decimal places (2 significant figures). For
the unforced equation, numerical solutions showed that the spectrum of solutions decays exponentially,
indicating analyticity (Tomlin et al., 2018). It was also observed that the spectrum decays faster in the
transverse k˜2 modes than the streamwise k˜1 modes; this is expected given the asymmetry of the linear
part of (1.2). In numerical simulations on a square periodic domain, the Fourier mode truncation N is
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FIG. 3: Spectrum of the controlled solution at time t = 2.
not required to be as large as M for good accuracy. This is no longer true with the introduction of Dirac
delta functions – the decay of the Fourier spectrum becomes more symmetric in wavenumber space,
placing similar restrictions on the constants M and N to obtain good accuracy. Thus, in Table 2, we
only consider M = N. The spectrum at t = 2 from the most well-resolved simulation is shown in Figure
3 (plotted against the unscaled wavenumbers |k1|, |k2| 6 500). Analyticity (exponential decay of the
spectrum) is lost due to the Dirac delta forcing, and we find numerically that |ηk | ∼ |k˜|−4. Thus, ∆ 2η
has an approximately constant spectrum, |k˜|4|ηk | ∼ O(1), which balances the constant spectrum of the
Dirac delta forcing.
3.2 Controlling unbounded exponential growth
In this subsection, we investigate the efficacy of proportional point-actuated controls in suppressing
the unbounded growth of solutions to the 2D KSE (1.2) with κ < 0; we also set η = 0. This choice of κ
physically corresponds to a hanging fluid film, and the linear instabilities in the transverse modes are the
classical Rayleigh–Taylor instabilities of fluid dynamics. Additionally, there are the usual instabilities
in the streamwise and mixed modes present for 0 6 κ < 1. Optimal controls involving the transverse
modes alone were applied to (1.2) in (Tomlin et al., 2019), revealing windows of chaotic and travelling
wave attractors for the streamwise and mixed modes. The success of the controls will be measured
by two objectives; the first being the successful suppression of transverse growth resulting in bounded
solutions, and the second being the stronger property of exponential stability of the flat film solution.
We fix κ = −0.5 and consider a square domain with L1 = L2 = 18, for which 30 Fourier modes
are linearly unstable in total, including the transverse (0,±1)- and (0,±2)-modes. For our numerical
simulations, we take initial condition (3.5), having contributions from all unstable transverse modes.
Controls are applied from the initial time, rather than letting the transverse instabilities develop further.
For this subsection, we consider random grids which are constructed recursively as follows. Actuator
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(a) Costs for Nctrl = 100.
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(b) Solution at t = 200 for Nctrl = 100.
(c) Costs for Nctrl = 110.
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(d) Solution at t = 200 for Nctrl = 110.
FIG. 4: Costs and solution contours for α = 55 and Nctrl = 100, 110. Panels (a) and (c) display the
evolution of the costs C1 and C2 for the cases of Nctrl = 100 and Nctrl = 110, respectively. Panels
(b) and (d) display contours of the respective solution profiles at t = 200. The actuator locations are
superimposed on the solution contours in panels (b) and (d) – the white circles with black edges denote
the point actuators used in both cases, and the black circles with white edges denote the remaining 10
which are “switched on” in the Nctrl = 110 case.
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(a) Regimes in the α–Nctrl plane.
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(b) Decay rate λ for Nctrl = 110.
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FIG. 5: Success of controls for hanging films as α and Nctrl vary. Panel (a) displays three regimes
dependent on the values of the control parameters. The regions shown are based on over 500 numerical
simulations. Panel (b) shows the exponential decay rate λ of the costs C1 and C2 as a function of α for
Nctrl = 110.
locations are obtained by sampling coordinates from a uniform distribution, and are ordered in a list
so that taking Nctrl = p corresponds to “switching on” the first p control actuators/observers in the list.
This arrangement and ordering is fixed in this subsection, across all simulations for different values of
α . Fixing the initial condition and having consistency in how the actuators are arranged and the order
in which they are “switched on” allows us to draw robust conclusions. The success or failure of the
controls is analysed in the α–Nctrl plane.
Figure 4 shows the costs C1 and C2, and solution contours for two choices of Nctrl with α = 55.
Panels (a,b) correspond to the case Nctrl = 100, where the costs plateau at a finite value and the solution
contours show the presence of cellular humps in regions where no actuators are active. For the Nctrl =
110 case shown in panels (c,d), the zero solution is exponentially stabilised. The actuator locations
for both cases are superimposed on the solution contours in panels (b) and (d), the black circles with
white edges represent the actuators which are “switched on” for Nctrl = 110 only. One of the actuators
which is “switched on” for the Nctrl = 110 case is located at a cellular hump which forms for the Nctrl =
100 simulation, indicating how crucial the location of point actuators may be, since cellular humps
form in sufficiently large areas of Q where no actuators are located. As discussed previously, given an
initial condition, it is possible to optimise the actuator locations (see Gomes et al. (2017) for the 1D
case). However, we are concerned with finding actuator spacings/arrangements which provide the best
stabilisation of the zero solution for any initial condition – this is investigated in the next subsection.
In order to determine how the control success depends on the parameters α and Nctrl, numerical
experiments were carried out with Nctrl ranging from 0 to 130, and α ∈ [0,150]. Figure 5(a) provides the
numerical results over a section of the α–Nctrl plane, where the parameter space is seen to be divided into
three regions depending on the behaviour of the costs C1 and C2. Unsurprisingly, for sufficiently small
values of α and Nctrl, the growth of the transverse modes is not saturated. For α > 1.5 and Nctrl > 18,
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approximately, bounded solutions emerge as seen in Figure 4(b). Exponential stabilisation is obtained
for much larger values of the control parameters; we find that for α = 24, the solution is bounded and
non-zero for Nctrl = 108, but find exponential stabilisation of the zero solution for Nctrl = 109. The
boundaries of the region on the right of panel (a) continue at a constant value of Nctrl for the strengths
α ∈ [40,150] not shown in the figure. The seemingly sharp critical values in both α and Nctrl are quite
surprising; it would be more expected that the same level of control could be achieved for smaller
α and increased Nctrl (or vice versa). In Figure 5(b), the exponential decay rate λ of the costs C1
and C2 (the decay of these two quantities is approximately the same) is plotted against α for the grid
with Nctrl = 110. It is evident that λ is a monotonically increasing function of α , but that there is a
maximal exponential decay rate associated with each actuator grid. For Figure 5(b), the maximal value
of λ = 0.09 is predicted by fitting in the limit of large strength α .
3.3 Comparison of actuator arrangements.
In this subsection, we test different actuator arrangements with the aim of understanding the rela-
tionship between actuator spacing and control performance. We vary the domain size |Q|, while keeping
the ratio |Q|/Nctrl constant, i.e. we have a fixed number of actuators per unit area, and set α = 150 (this
is chosen to be large so that the control strength is not a limiting factor – see the previous subsection). A
finite energy density is observed for solutions of the uncontrolled system with κ = 0 on large domains
(Tomlin et al., 2018), thus it is expected that the number of actuators required per unit area for successful
control should be constant in the limit of large periodicities, L1,L2→ ∞.
We set κ = 0.25, restrict to square domains with L1 = L2 = L, and take Nctrl to be a square number so
that we may compare the results of random and quasirandom arrangements with results for equidistant
and perturbed equidistant actuator arrangements (with d1 = d2). The domain dimensions and numbers
of actuators are chosen so that |Q|/Nctrl = 9, i.e. one control actuator per 9 units of domain area, and
are summarised in Table 3:
L1 = L2 = L 21 24 27 30 33 36 39 42 45
Nctrl 49 64 81 100 121 144 169 196 225
Table 3: Domain lengths and number of controls.
For each case in Table 3, we perform simulations for the unique equidistant and quasirandom (using
the 2,3-Halton sequence) actuator grids, one example of a perturbed equidistant grid, and five different
random actuator arrangements, constituting 8 grids for each of the 9 choices of Q. For each simulation,
we take a random initial condition with zero spatial average, containing sufficiently many unstable low
modes. In contrast to the previous subsection, we allow the system to evolve without controls until it
reaches the global attractor (200 time units suffices for the above cases), and then apply proportional
point-actuated controls. For our choice of α = 150, exponential stabilisation of the zero solution (η = 0)
is observed for all 8 actuator arrangements with L = 21. At this domain size, we observe the emergence
of bimodal states in the absence of controls, with the onset of chaos for slightly larger L.
The results of the numerical experiment are shown in Figure 6. The decay rate λ is plotted against
the area predictors |A1−AE1 |, A2 and A3 in panels (a–c) respectively. The equidistant grids performed
the best, closely followed by the perturbed equidistant grids, both with λ ≈ 0.4. The quasirandom grids,
which are much more regularly spaced than the random grids, all gave exponentially decaying costs with
λ ≈ 0.2. The solutions controlled with random actuator grids either reached a non-trivial steady state
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(a) Decay rate λ against area |A1−AE1 |
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FIG. 6: Performance of various actuator arrangements. The area predictors |A1−AE1 |, A2 and A3 are plot-
ted against the decay rate λ of the costs C1 and C2. In cases when exponential decay is not observed,
the value of λ = 0 is assigned. Markers:  – Equidistant;  – Perturbed equidistant; 4 – Quasiran-
dom; ◦ – Random. The markers are shaded according to the values of L in Table 3, with the lightest
corresponding to L = 21 and the darkest to L = 45. For A2 and A3, the data for L = 39,42,45 is used to
construct threshold models (details given in the text), given by the dashed lines in panels (b,c).
(for which we assign λ = 0), or decayed to zero with rate no greater than 0.1. Note that since κ = 0.25,
the uncontrolled dynamics are bounded unlike in the previous subsection. Although not obvious from
Figure 6, we found that the proportion of random grids that resulted in exponential stability of the flat
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state decreased as L increased, with no successes for L = 45.
From Figure 6(a), we see that the maximum attainable decay rate is a monotonically decreasing
function of |A1−AE1 | (the points are bounded above by a monotonically decreasing curve). Actuator
arrangements with |A1−AE1 |& 10 perform poorly, with exponential decay rates below 0.1. For j = 2,3,
we fit a threshold model using the data for L = 39,42,45 of the form λ = a j(A j −Acj)2 for A j 6 Acj,
and λ = 0 (no exponential decay) for A j > Acj; the constants a j and Acj are computed using least squares
fitting and optimisation. The threshold model is not appropriate for fitting with the predictor |A1−AE1 |,
since the data-points do not clearly lie on a curve, whereas it is evidently appropriate for A2 and A3. We
obtain λ = 2.1×10−3(A2−23.4)2 for A2 6 23.4 and λ = 1.4×10−4(A3−69.1)2 for A3 6 69.1 (with
λ = 0 otherwise). The least squares error may be used to quantify the ability of the areas as predictors
for the success/failure of controls – we find the least squares errors in both panels (b) and (c) to be
approximately the same, thus the areas A2 and A3 are equally suitable predictors for the success of the
controls. We expect that such measures of spacing would also be useful for the point-actuated control
of other physical systems. In particular, such measures may be useful in problems where geometrical
constraints are placed on the grids of actuators/observers.
For equidistant grids, exponential stability was achieved for all cases in this numerical experiment.
However, such grids fail when the actuators lie at the zeros of unstable eigenfunctions (in this section,
the grid spacing was finer than shortest unstable wavelength of the system). Although the results are not
presented here, we found that in such situations, slightly shifting the point-actuator locations, i.e. using
a perturbed equidistant actuator grid, does not prevent failure of the controls.
3.4 Non-trivial desired states: synchronisation of chaotic dynamics.
The proportional control methodology is very robust in the sense that it allows for any choice of
desired state η , even non-solutions. For full convergence to an arbitrary non-solution, a dense set of
control actuators is required, whereas if η is a solution of the uncontrolled equation, then it usually can
be stabilised with a finite number of actuators. Non-trivial travelling waves are a popular target state for
stabilisation in the KSE control literature, however, in this section, we show that even more complicated
situations can be tackled, and employ proportional controls to stabilise a given chaotic orbit of the 2D
KSE (1.2).
The problem of synchronising a pair of solution orbits of the 1D KSE (1.1) was considered by Junge
et al. (1999) and Tasev et al. (2000). The authors used actuators of non-zero width, and performed
proportional control using local spatial averages of η−η over the actuator regions – in the limit as the
actuator/averaging width becomes small, this converges to (3.4) with the Dirac delta actuators. They
found that the number of actuators required for synchronisation scaled with the size of the periodic
domain, consistent with the results of Gomes et al. (2017) and our own observations in the previous
subsection. Junge et al. (1999) and Tasev et al. (2000) also observed that the equidistant arrangement
was close to optimal – they suggest that the discrepancy may be due to the imposed rigid boundary
conditions. This study was extended to a generalised KSE by Basnarkov et al. (2014) with the addition
of a third order dispersion term, γηxxx; they discussed the synchronisation of solutions to systems with
different values of the dispersion strength.
In our numerical experiment, we take parameters κ = 0.25 and L1 = L2 = 45 (52 unstable modes
in total) using both quasirandom and equidistant grids with Nctrl = 225 actuators as in the previous
subsection. We take the initial condition η(x,0) = η0(x) given in (3.5), and the desired state is the
orbit starting from η(x,0) = 2η0(x). Proportional controls (recall (3.4) for the case of a non-trivial
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FIG. 7: Synchronisation of two chaotic orbits of the 2D KSE (1.2). Panels (a,c) plot the costs for
the simulations with the quasirandom and equidistant actuator grids, respectively. Panels (b,d) plot a
projection of the dynamics onto the 3D space spanned by the real parts of three modes. The solid
(dotted) line corresponds to the solution η (desired state η), and the dot denotes the time from which
proportional controls are applied. The data used for this plot corresponds to t ∈ [50,150].
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desired state) are applied with α = 5 from time t = 100. Figure 7 shows the results of the numerical
simulations; the results for the quasirandom and equidistant arrangements are shown in panels (a,b)
and (c,d), respectively. The costs for the equidistant case decay exponentially, it also appears that the
costs in panel (a) decay exponentially for at least part of the controlled evolution. The projection of
the orbits onto the 3D phase space with components (Re[η(1,0)],Re[η(1,1)],Re[η(7,0)]) tells a similar
story, with the orbit of the controlled solution tracking that of η much more closely. See Movie 1 at
https://youtu.be/kjLk9e9w5ew for a movie of the synchronising chaotic interfaces with the
quasirandom actuator grid.
4. Feedback control with full state observations
In this section we study feedback control strategies with observation of the entire interface, which,
along with the knowledge of the linearised dynamics, is employed to construct controls. This contrasts
the previous section, where actuation at a point was governed by the local film thickness alone. We note
that, as will be made clear later in this section, this control methodology only requires observation of a
finite set of Fourier modes of the interface – this is advantageous for the numerical implementation.
In order to apply the following theory, the assumption that η is an exact solution of (1.2) with
ζ = 0 is required. Convergence to non-solutions can only be achieved transiently by such a control
methodology – see the discussion in Thompson et al. (2016). We consider the difference w = η −η ,
which evolves according to
wt =−wwx− (ηw)x+(−(1−κ)∂ 2x +κ∂ 2y −∆ 2)w+ζ . (4.1)
We define A to be the diagonal matrix with
Ak,k = (1−κ)k˜21−κ k˜22−|k˜|4, (4.2)
and B denotes the control actuator matrix with entries Bk, j = b
j
k . We assume that the controls φ
j depend
linearly on the Fourier coefficients of w through a constant matrix K (to be chosen) by the relation
φ j = ∑
l∈Z2
K j,l wl = [Kw] j, (4.3)
where w is the vector containing the Fourier coefficients of w. This is known as a linear state feedback
control law, and K is known as the feedback gain matrix. The control ζ has Fourier coefficients
ζk =
Nctrl
∑
j=1
∑
l∈Z2
Bk, jK j,l wl = [BKw]k . (4.4)
With this, we may rewrite (4.1) in terms of matrices as
wt = ν +(J+A+BK)w, (4.5)
where ν is the vector with entries being the Fourier coefficients of −wwx, and J is the matrix such that
Jw gives the Fourier coefficients of−(ηw)x. The entries of J may be computed as Jk,l =−ik˜1ηk−l . The
task now is to choose the feedback gain matrix K so that this nonlinear infinite-dimensional dynamical
system is stable about w = 0. It is well known that the characterisations of stability of linear infinite-
dimensional dynamical systems are more intricate than the finite-dimensional case (Zabczyk, 2009),
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and further complications arise when nonlinear terms are added. We now describe two methodologies
that are applicable to this problem, having both been considered for the 1D case.
Al Jamal & Morris (2018) showed for the corresponding 1D problem that the full infinite-dimensional
nonlinear system may be controlled by ensuring the stability of a truncation of the linearised system.
Linearising the problem about the desired state η , i.e. linearising (4.5) about w = 0 (or (4.1) about
w = 0), gives (4.5) with ν = 0. We let An denote the truncation of the matrix operator A to the modes
with |k1|, |k2|6 n, and we have similar notations for the other matrices and vectors. The analysis of Al
Jamal & Morris (2018) can be lifted to our 2D setting, and their Theorem 5.1 may be recast as:
Theorem 4.1 (Theorem 5.1 in Al Jamal & Morris (2018)) Consider the sequence of approximations
of the linear matrix problem (4.5) with ν = 0 defined by the Galerkin truncation in Fourier space onto
the modes with |k1|, |k2|6 n,
wnt = (J
n+An+BnKn)wn. (4.6)
Assume that there exists a convergent sequence of matrices Kn which stabilise the problem (4.6), and
such that the limit K exponentially stabilises (4.5) with ν = 0. Then for sufficiently large n, the controller
Kn stabilises the full nonlinear problem (4.5).
Thus, to apply this numerically to our problem, we take a sufficiently large truncation n and compute
a (possibly time varying) matrix Kn such that (4.6) is stable – this is then extended with zeros to obtain
a viable choice of K. We expand upon how such a Kn is chosen later, but we note that it must possess
certain symmetries to ensure that the numerical solution remains real-valued. This method is compu-
tationally feasible for a restricted choice of desired states. If η is a steady state, then the matrix Jn is
constant in time (Jn is zero if η = 0), and so Kn is constant in time and only needs to be computed once,
giving a static feedback law. If η is an exact travelling wave solution with period τ , then a value of Kn
needs to computed for all time-steps in [0,τ] as Jn varies (the matrices Kn should also vary continuously
in time); this results in a dynamic feedback law. For choices of η with even more complicated dynam-
ics, such as quasi-periodicity or chaos, Kn needs to be computed at each time-step for the entire time
interval for which controls are applied; this is computationally excessive and unfeasible in our case.
Another method was introduced by Gomes et al. (2017) in their study of the 1D problem. The
authors linearise about the zero state regardless of the desired state η (this methodology coincides with
the former one for η = 0). The matrix Kn is chosen to stabilise the linear system
wt = (An+BnKn)w, (4.7)
under a further restriction which averts the problem caused by the nonlinearity, as described next. For
λ > 0, we define λ -stability for a complex matrix C to be the property that for any complex vector v,
(v∗)TCv 6−λ (v∗)T v =−λ‖v‖`2 , (4.8)
where the ∗ denotes taking the complex conjugate. If C is a normal matrix, satisfying C∗CT = CTC∗,
condition (4.8) is equivalent to the real parts of all eigenvalues of C being bounded above by −λ .
Following the same argument as Gomes et al. (2017), in addition to stabilising (4.7), the truncated
feedback gain matrix Kn must be chosen such that the bracketed term in (4.7) is λ -stable for
λ +
1
2
inf
x∈Q
ηx > 0. (4.9)
Then, if the truncation is suitably large, the full nonlinear system (4.5) is exponentially stabilised with
decay rate given by the left hand side of (4.9). In practice, we replace the λ -stability requirement with the
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weaker condition of having the real parts of all eigenvalues bounded above by−λ , as proved successful
in Gomes et al. (2017) – these are not equivalent conditions for our problem since the bracketed term in
(4.7) is non-normal. We find that the eigenvalue condition alone is sufficient to stabilise the systems we
consider numerically, and λ -stability may be too strong a requirement.
Computing a feedback gain matrix Kn to yield desired eigenvalues for the linear systems (4.6,4.7)
is a pole placement problem. For this we use the MATLAB function place. This procedure is difficult
to carry out in the complex Fourier mode framework, since in this basis, the entries of Kn are complex
yet must satisfy symmetry requirements so that the resulting forcing is real-valued. Thus, we translate
the problem into real-valued, trigonometric basis functions by applying linear transformations to the
matrices Jn, An, and Bn. Given the matrices Jn, An, Bn (in the new basis), and a vector of desired
eigenvalues, place computes a suitable real matrix Kn such that the linearised system possesses the
desired eigenvalues. This procedure is robust to changes in An and Bn (Kautsky et al., 1985). The
matrix Kn may then be transformed into the original complex Fourier mode basis and used in numerical
simulations. The precise details of how the desired eigenvalues are chosen is given in the following text,
yet in broad terms, we choose the same set of eigenvalues as in the uncontrolled system, but replacing
those above a given threshold with a negative value. It is important to note that, with this procedure
of choosing the desired spectrum, the matrices Kn do not form a convergent sequence as described in
Theorem 4.1. For large values of n, the method breaks down, with Kn having large entries, resulting in a
heavily sensitive problem. Theorem 4.1 makes no restriction on the exact form of the spectra, so a more
appropriate algorithm for this situation would be one that places importance on having all eigenvalues
below a threshold, while ensuring that the entries of the feedback gain matrix are relatively small. If we
were to employ the methodology of Al Jamal & Morris (2018) for more complicated choices of η , we
would need a pole-placement algorithm which computes the feedback gain matrix rapidly, and ensures
that Kn varies continuously as Jn varies. However, such extensions to the algorithm are beyond the
scope of the current paper.
We now present numerical experiments testing the effectiveness and applicability of such controls
in three different situations.
4.1 Controlling to the trivial flat solution
We first apply feedback controls to stabilise the flat film solution, taking η = 0. In this case, the
methodologies in Al Jamal & Morris (2018) and Gomes et al. (2017) agree. We take parameters κ =
0.25, L1 = L2 = 42, Nctrl = 196, and a random actuator grid used in the simulations in subsection 3.3.
With proportional controls and α = 150, exponential stability of the zero solution was not achieved for
this particular actuator arrangement. As in subsection 3.3, controls are applied after 200 time units,
and the (random field) initial condition is the same as used there also. Using a truncation of n = 19,
which importantly covers the linearly unstable modes, the matrix Kn is computed using the MATLAB
function place so that the eigenvalues of the linearised system (4.7) are at most−0.1. More precisely, the
eigenvalues of the linearised system are unchanged if they are less than −0.1, with the rest replaced by
−0.1. This decay rate improves upon any of the decay rates obtained by random grids and proportional
controls in subsection 3.3.
The evolution of the costs are shown in Figure 8(a), and it can be seen that exponential stabilisation
is achieved with decay rate 0.1 (correct to 7dp) for the full feedback controls; this is because −0.1 was
chosen to be the largest eigenvalue of the truncated linearised system. We find that C2(200) (the initial
control cost) is an order of magnitude smaller for full feedback control than for proportional control. We
found that C1 ≈ C2 for the feedback controlled case. In Figure 8(b) we plot the actuation strengths |φ j|
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FIG. 8: Exponential stabilisation of zero solution with full feedback controls. Panel (a) shows the evolu-
tion of the costsC1 andC2; the thick (thin) lines correspond to the results for full feedback (proportional)
controls with α = 150. The uncontrolled solution cost is also plotted. Panel (b) compares the control
strength for the same three actuators across the proportional and full feedback control strategies.
for the same three actuators across the proportional and full feedback control strategies. The actuation
strengths for the full feedback control case (shown with solid lines) all decay exponentially after an
initial transient phase, but the proportional controls “over-control” the interface since the controls change
sign (indicated by the singularities in the log-linear plot).
The full feedback controls are thus shown to perform well for the case of η = 0, even with actuator
arrangements that are far from optimal. The costs decayed exponentially with the predicted value, and
the solution converged to the desired state to machine precision. In the next two subsections, we see
how choosing a non-trivial desired state complicates the problem.
4.2 Controlling to non-trivial steady states
In this subsection, we consider the stabilisation of a non-trivial steady solution of (1.2) with full
feedback controls; the methodologies of Al Jamal & Morris (2018) and Gomes et al. (2017) differ
in this case, yet they are both computationally feasible. For this numerical experiment, we take the
parameters κ = −0.5, L1 = L2 = 18, and use Nctrl = 100 randomly located actuators (the arrangement
used for numerical experiments in subsection 3.2, see Figure 4). We choose η to be an unstable 1D
steady state which is constant in y; the profile is plotted in Figure 9(a). Such 1D steady states may be
computed with ease using the continuation and bifurcation software AUTO-07P, for example. This
exact solution of the uncontrolled 2D KSE is unstable to transverse perturbations, and is even unstable
to streamwise perturbations; chaos is already prevalent in the 1D KSE with these parameters. Recall
that, for the application of the method of Gomes et al. (2017), we must satisfy the λ -stability condition
(4.9). For the steady state shown in Figure 9(a), the infimum of the x-derivative can be computed to
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(a) Streamwise slice of steady state.
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FIG. 9: Stabilisation of an exact steady state solution (details of parameters are given in the text). Panel
(a) shows the profile of the one-dimensional steady state. Panel (b) plots the costs C1 and C2 for the
applied full feedback controls for both the methodologies of Al Jamal & Morris (2018) and Gomes et al.
(2017), with C1 for ζ = 0 included for reference.
be approximately −6.762. Assuming the equivalent condition for normal matrices, we satisfy the λ -
stability condition by choosing the eigenvalues of the linearised system (4.7) to be bounded above by
−3.5. Since the number of repeated eigenvalues cannot be more than the number of controls (the pole
placement algorithm fails if the multiplicity of a desired eigenvalue is greater than the rank of the matrix
Bn), the desired spectrum for the controlled problem is chosen similarly as in the previous subsection,
but with the eigenvalues larger than−3.5 replaced with−(3.5+0.1U) where U ∼Unif(0,1). To ensure
a robust comparison, we chose the eigenvalues for our computations using the method of Al Jamal &
Morris (2018) in a similar way, replacing the real parts of the complex eigenvalues of Jn +An (note
that the eigenvalues of An alone are real-valued) which exceed −3.5 with values below this bound. We
use a mode truncation of n = 9 for the construction of the feedback gain matrix. The costs obtained
are plotted in Figure 9(b). The costs corresponding to the methodology of Al Jamal & Morris (2018),
shown with thick lines in the figure, decay at the expected rate of 3.5 approximately. For the method of
Gomes et al. (2017) shown with thin lines in Figure 9(b), the costs initially proceed as in the previous
case, before switching to a less extreme decay rate at around t = 1. In both cases, C1 decays to a plateau
at approximately 6×10−5 (with a corresponding plateau for C2). This behaviour does not appear to be
due to inaccuracy of the computed steady state (η was computed to much higher accuracy), nor is it an
effect of violation of the λ -stability criterion since it is seen for both methodologies. We also confirmed
that it was not due to numerical error (time or space discretisation). Thus, we attribute it to the effect of
nonlinearity and the truncation of the controlled system.
4.3 Controlling to travelling waves
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(a) Streamwise slice of travelling wave.
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(c) Controlled solution at t = 0.75. (d) Controlled solution at t = 2.5.
FIG. 10: Stabilisation of an exact travelling wave solution (details of parameters are given in the text).
Panel (a) shows the profile of the one-dimensional travelling wave which moves in the streamwise
direction with speed c ≈ 1.356 (downstream). Panel (b) plots the costs C1 and C2 for the applied full
feedback controls, and gives C1 in the uncontrolled case for reference. Panels (c,d) show the controlled
interface at times t = 0.75,2.5, respectively.
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For this we take the same parameters as in the previous subsection, but use a random actuator grid
with Nctrl = 50 (an arrangement used in subsection 3.2). We also consider the initial condition (3.5). A
cross-section of the desired 1D travelling wave is shown in Figure 10(a) (as in the previous subsection,
this is unstable to both streamwise and transverse perturbations). The methodologies of Gomes et al.
(2017) and Al Jamal & Morris (2018) differ in this case of non-trivial η , and we performed numerical
simulations for the former case here since it is simpler to realise numerically. The infimum of the x-
derivative of the desired wave shown in Figure 10(a) can be computed to be−4.802 approximately, thus
in the aim of satisfying the λ -stability bound (4.9), we ensure that the eigenvalues of the linearised sys-
tem (4.7) are at most −2.5. We do this in a similar way to the previous numerical experiment, choosing
Kn so that we retain the same spectrum as in the uncontrolled problem, but with eigenvalues larger than
−2.5 replaced with−(2.5+0.1U) where U ∼Unif(0,1). The additional random variable term removes
the possibility of repeated eigenvalues, which we found to be problematic for place with this particular
choice of parameters. For the results we present here, the largest eigenvalue was approximately−2.503.
We tested mode truncations of n = 14, 19 and 24. The latter choice yielded a feedback gain matrix
with very large entries, and was not useful for control; the matrices Kn with such large truncations are
numerically expensive to compute, and may be unusable due to our method of choosing eigenvalues
for the linearised system (as discussed previously). The choices of n = 14,19 performed well, with
the results for the latter case plotted in Figure 10(b) – it can be seen that the costs plateau after an
initial phase of exponential decay. Figure 10(c,d) show snapshots of the controlled interface at t =
0.75 and t = 2.5, respectively. The evolution of the controlled interface is shown in Movie 2 found at
https://youtu.be/uEYoiD_klpk.
Full feedback controls performed well in all cases, where a large number of modes are unstable and
chaos or exponential growth is prevalent in the uncontrolled dynamics. The truncated linear system
from which the feedback gain matrix is computed should include the linearly unstable modes; we were
able to do this for all our examples. We remark that the method will break down with too many unstable
modes (requiring a large n), as the problem becomes too high-dimensional for place. A different pole
placement methodology would be useful for these cases. The authors also considered controls with
dynamical observers as was utilised for the 1D KSE (1.1) in Christofides (1998); Armaou & Christofides
(2000), and for the control of a 1D Benney equation by Thompson et al. (2016). We found the method to
be largely unsuccessful, and that the results did not improve on those provided by proportional controls.
5. Conclusions
In this paper we considered the feedback control of a multidimensional Kuramoto–Sivashinsky equation
using point-actuators. The equation yields steady, travelling, time-periodic and quasi-time-periodic
waves, as well as chaotic and unbounded solutions depending on the parameter regime. We applied two
closed-loop control strategies, proportional control and feedback control with full state observations. For
proportional control, we investigated the limitations of the method depending on the strength, number,
and placement of the actuators/observers. The controls were able to prevent the unbounded growth of
the interface, and exponentially stabilise a desired state. We used three measures of the actuator spacings
for the grids, and found that they were strongly correlated with the decay of the controlled system, taking
a maximum decay rate for equally spaced actuator arrangements. The proportional controls performed
well for non-trivial desired states; we were able to synchronise two chaotic orbits of the system. We
note that knowledge of the governing dynamics is not necessary to apply proportional controls, and
thus may be applicable in experiments. For this purpose, it would be of interest to investigate the use
of phase-shifted controls as done by Thompson et al. (2016) for long-wave thin film models in the 1D
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setting – although not appearing in our model, there will often be a space and time-lag involved in the
control of fluid systems.
We used feedback control with full state observations to stabilise the zero solution, a steady state,
and travelling wave solution. Feedback gain matrices were constructed following the methodologies
of Al Jamal & Morris (2018) and Gomes et al. (2017) which were considered for the 1D problem,
the former being an analytical result and the latter being more easily implemented numerically for
non-trivial desired states; we found that both methods performed well. Although the full interface is
observable, only a finite-dimensional subset of the Fourier modes is required to construct the feedback
gain matrix. Furthermore, knowledge of the governing equation must be known a priori. Current work
by the authors involves data-driven control strategies for both deterministic and stochastic evolution
equations; the aim is to achieve similar levels of success as feedback control with full state observations,
without knowledge of the governing equations and limited observability.
The success of controls constructed for interfacial evolution equations when applied to more compli-
cated models (for the same system) is unknown. In the thin film scenario, the authors are investigating
the possibility of controlling the interface for a flow governed by the full Navier–Stokes equations using
controls constructed for long-wave models. Even if the interface is successfully controlled, how will the
controls affect the flow in the bulk? Interface waviness is useful in heat transfer applications, partially
due to recirculation regions located in the wave crests. If controls are applied to drive the interface of a
subcritical Reynolds number flow to such a wavy desired state, it is not necessarily clear that the bulk
flow will recover the flow recirculation regions.
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