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CHAPTER 1 – Introduction 
Never before humans had access to so much data from just about anywhere and at any time. 
In fact, it is becoming very common to rely on ICDs (acronym for Interactive Community 
Display), which are multimedia information points offering interactive services on the public 
thoroughfare [1], to search for domain-related content and activities. Some examples can be 
found in Aberdeen and Bristol (United Kingdom), the “i-kiosks”1 and “i+”2 respectively, 
providing information to people living in or visiting the city. More recently, many other 
initiatives have been deployed in commercial malls and other public spaces such as “Punts 
BCN”3, a Barcelona city council initiative to offer information public services.  
The new digital era and devices equipped with the latest technology make it possible to convey 
information from different sources and make it accessible for everyone. However, the 
information systems (or services) offering such activities are often isolated or designed with 
predefined sources, not actually exploiting the benefits offered by the World Wide Web. 
Furthermore, most of them need to be supported by a manually-controlled infrastructure, in 
order to manage and convey information from (internal and external) sources that may fail or 
change at any time. Thus, there is the need to provide an infrastructure which can manage and 
monitor such services in a more automatic way. In addition, these systems usually do not 
distinguish users as individuals and similar activities are suggested to users with different 
characteristics. These issues make it difficult to satisfy users who are typically looking for the 
most appropriate suggestions, according to their desires on that specific moment. Although 
the user could gradually adjust the stated suggestions, this is not the desired interaction as 
there can be too many possible choices and preventing the user from having to wait too long is 
a main statement to be considered. Hence, what users really need are tools capable to adapt 
their behaviour to different situations and to different users providing the best achievable 
choices as soon as possible.  
The aforementioned scenario makes it necessary to consider the use of both adaptive social 
structures and knowledge customisation to enhance current ICDs. On the one hand, the system 
should be able to compose and coordinate dynamic information sources in order to provide a 
higher-value information service. For instance, to provide advanced information services by 
combining information coming from the user, the environment and different information 
providers, along with location and mapping services. These information sources are not static, 
as existing ones can leave the system and new ones can enter it. In fact the source used in a 
given moment might not be available later or it might happen that a more suitable one 
becomes suddenly available. Hence, the development of a system able to react and adapt to 
unexpected events, typical in highly dynamic environments, represents a big challenge.  
In order to acquire such required stability in unpredictable environments, the system should 
be able to integrate or to change information sources at any time. To do this, current trends in 
                                                             
1 http://www.aberdeencity.gov.uk/acci/web/site/Regeneration/CI/reg_iKiosks.asp 
2
 http://www.bristollegiblecity.info/projects/21/21.html 
3 http://w3.bcn.es/fitxers/premsa/dppuntsbarcelona.126.pdf 
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software engineering for the Web usually implement distributed and interdependent 
application functionalities as independent services, which can be accessed from either end-
user applications or other services, and then called in given sequences to form several possible 
processes within a so-called Service Oriented Architecture. In fact, exposing processes as 
composed services is the key for the flexibility of the aimed architecture, where application 
functionalities developed as semantically annotated Web services can be easily discovered, 
integrated and re-used [64]. Moreover, social technologies concerning organisational and 
coordination theories applied to agentified Web services [46] [3] [4] have been recently 
considered in order to effectively maintain, from upper levels, the system operating in such a 
constrained and dynamic environment. Therefore, an abstract representation of the social 
context is considered, exposing the boundaries that services and processes must follow in 
order to obtain a steady and adaptable system for different implementations or for the same 
implementation suffering changes.  
The implementation of the system presented in this thesis is based on the ALIVE approach (see 
Section 3.1), which combines Coordination Technology and Organizational Theory with 
technologies for Model Driven Engineering to create a framework for software and services 
engineering addressing the new reality of “live”, open systems of active services. The approach 
is inspired by the belief that many of the strategies used today to organise the vastly complex 
interdependencies found in human social and economic behaviour will be essential to 
structuring future service-based software systems. Thus the ALIVE approach can provide us 
with flexible, high-level means to model the structure of interactions between services in the 
environment and by the provision of automated transformations from models on to multiple 
target platforms. 
On the other hand, our target system has to be able to filter and adapt big amount of 
information, making it compatible with user’s preferences and situations. For instance, the 
system should not suggest a Chinese restaurant to a user that is far away from such restaurant 
and even less if the user does not like such type of food. The information customisation is 
managed by using preference handling methods [14] and ambience intelligence, that is, 
information related to the context (i.e., the environment, the user and his behaviour). The 
context is processed obtaining the information necessary for the application to provide the 
right content in the right situation. Then, an understanding of users’ preferences related with 
this context and the domain itself is required in order to provide the best achievable and most 
appropriate suggestions to each user and situation. To do this, the system handles users’ 
petitions according to their preferences considering users’ context, hence creating and 
adapting the user model.  
The improvement of user preferences handling is performed by means of a logic framework 
based on Answer Set Programming and Possibilistic Logic [21]. The framework, called Logic 
Programs with Possibilistic Ordered Disjunction (or LPPOD) proposes a flexible formalism 
which supports: 1) the specification of context dependent preferences by means of logic rules; 
2) the creation and adaptation of user profile by means of preference rules and necessity 
values; 3) the reasoning about user preferences to obtain an order among them. In this way it 
is possible to add dynamically user preferences and to query the user profile against users’ 
most preferred preferences whenever a suggestion has to be chosen. The implementation and 
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integration of the LPPOD framework is encapsulated in a dedicated service, which can be 
queried at any time. 
1.1. Objectives 
The general objective of this thesis is to enhance current ICDs by developing a personalised 
information system stable over dynamic and open environments, by adapting the behaviour to 
different situations, and handle user preferences in order to effectively provide the content 
(by means of a composition of several information services) the user is waiting for. Thus, the 
system combines two different usage contexts: the adaptive behaviour, in which the system 
adapts to unexpected events (e.g., the sudden failure of a service selected as information 
source), and the information customisation, in which the system proactively personalises a list 
of suggestions by considering user’s context and preferences. 
The specific objectives aimed by this work are: 
Obj.1- Implement interdependent and distributed application functionalities as 
semantically annotated Web services to be easily discovered, integrated and re-
used; 
Obj.2- Add a social context exposing the boundaries that services and processes must 
follow in order to obtain a steady and adaptable system; 
Obj.3- Add components and functionalities to be aware of user and environmental 
context;  
Obj.4- Provide context-aware personalised suggestions.  
1.2. Organisation of the thesis 
To address these issues, the thesis is organised as follows. CHAPTER 2 presents a general 
review of the state-of-the-art on adaptive social structures, adding a social perspective to 
distributed systems, and knowledge customisation, by means of personalisation, context-
awareness and preference handling methods. CHAPTER 3 presents the ALIVE approach as the 
candidate to implement the system, by considering its top-down methodology within three 
levels: the organisational, coordination and service levels. This chapter also describes the 
LPPODs framework and solver as a solution to enhance user’s preferences management by 
means a logic-based knowledge representation approach. CHAPTER 4 describes the ALIVE’s 
based design, specification and implementation of the adaptive context-aware personalised 
prototype by considering the problems and goals described above. The design shows that the 
correct identification of stakeholders in the organisational level allows a dynamic adaptation in 
the coordination level and how, given a set of described processes, a system can dynamically 
adapt by changing or integrating the corresponding services. CHAPTER 5 shows several user 
preference profiles specified according to LPPODs and the integration of the LPPOD solver in 
order to enhance the context-aware personalisation. Finally, CHAPTER 6 draws some 
conclusions and possible future work. 
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CHAPTER 2 – State of the art 
There have been previous attempts at offering interactive information systems at the public 
thoroughfare; however, these systems do not actually consider the dynamicity of the real 
environments they are implemented for and most of them do not consider features of the user 
as an individual. For this reason, a research on adaptive social approaches (Section 2.1), to 
acquire the desired adaptability, and on knowledge customisation (Section 2.2), to provide the 
right content in the right situation and the right user, has been done and is presented below. 
2.1. Adaptive social approaches 
The Service-Oriented Architecture (SOA) framework is becoming a mainstream approach for 
distributed systems, providing heterogeneous, open, scalable, and distributed solutions that 
can be easily discovered, composed and reused. The introduction of agents bringing 
intentional semantics into service interactions and making it possible for agents to extract 
intentional meaning from a given message, can help the (agentified) services to adapt its 
response accordingly. However, a social view of service environments is required to take into 
account not only the properties of individual applications, but also the objectives, structure 
and dynamics of the system as a whole. Social and human abstractions, such as organisations 
and stakeholders along with their needs, responsibilities and relationships, provide the 
required functionalities to adapt systems in open environments with information and services 
changing continuously. Therefore, a review on approaches to model distributed systems 
abstracting from the low-level technological details, in particular, those adding a social 
perspective to permit having a control of the overall system is performed. Such approaches 
allow defining the context where interactions will occur as well as incorporating some 
behaviour monitoring and verification mechanisms, based in some specifications of which 
behaviours are acceptable, which are not, and how to act on the latter. In the following, 
relevant approaches in the above direction are presented and discussed. 
2.1.1. Service-oriented approaches 
The most important concept within SOAs is the service. A service is a computational resource, 
a communication channel, a hardware device or another user, that can be used by a person, a 
program, or another service. It offers an interface which defines the operations that can be 
requested of that service and can be used by other programs. The type-of-service defined 
determines the interfaces that make up that service and also define the set of methods that 
can be used to access the service. Existing SOA frameworks define how distributed services can 
be defined and composed, mostly focusing on interoperability issues.  
The OASIS Reference Model for Service Oriented Architecture (SOA) [52], a product of the 
OASIS SOA Reference Model (SOA-RM) Technical Committee (TC), is a framework that specifies 
the main entities and their relations in a SOA and it enables the development of concrete 
architectures using standards or specifications that support SOA. The SOA-RM specification 
bases its definition of a SOA around the concept of “needs and capabilities”, where the SOA 
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provides a mechanism for matching the needs of service consumers with capabilities provided 
by service providers. 
The Web Service Architecture (WSA) [69] provides a conceptual model and a context for 
understanding Web Services and the relationships between the components of this model. The 
Web Services architecture identifies those global elements of the overall Web Services 
network that are required in order to ensure interoperability between Web Services.  
JINI [65] is a SOA that seeks to simplify the connection and sharing among devices, by means of 
the construction of secure, distributed systems consisting of services and clients. The overall 
goal of JINI is to federate groups of devices and software components into a single, dynamic 
distributed system which facilitates their access, ease the groups’ administration, support for 
resource sharing and provides flexibility for plugging and unplugging components. The focus of 
the system is to make the network a more dynamic system that better reflects the flexible 
nature of the workgroup by making it possible to add and delete services flexibly. Thus JINI 
technology can be used to build adaptive network systems that are as scalable, evolvable and 
flexible as typically required in dynamic computing environments. 
The Open Services Gateway Initiative (OSGi) [57] defines open specifications designed to 
enable software compatible platforms that can provide multiple services. It was intended for 
use into networked environments, such as homes and automobiles. Although defining its own 
architecture, it has been designed for compatibility with JINI. The OSGi architecture has two 
key elements of which the Service Platform is located on the local network and connected to 
the service provider through a gateway at the operator's network. This element is responsible 
for allowing interaction between devices or networks of devices that may use different 
technologies to communicate. 
The Open Grid Services Architecture (OGSA) defines an architecture [54] for Grid services to 
facilitate the seamless use and management of distributed and heterogeneous resources. 
OGSA defines the components, the interactions, and the design philosophy for loosely 
coupled, interacting services aligned with Web Service standards, in Grid environments, using 
standards that achieve interoperability.  
ebXML [53] provides a standard infrastructure for global electronic business that enables 
medium to large businesses to exchange business information. This technology creates 
distributed systems, where capabilities are shared between machines on a common network, 
making it possible to communicate, discover one another, access remotely, and operate 
together to offer combined functionality. The vision of ebXML is to create a single global 
electronic marketplace where enterprises of any size and in any geographical location can 
meet and conduct business with each other through the exchange of XML based messages. 
The ebXML initiative is designed for electronic interoperability, allowing businesses to find 
each other, agree to become trading partners and conduct business. ebXML allows the 
modelling of complex organisational structures; however it does not clearly support dynamic 
evolution of these structures over time. 
In these approaches, the main common features revolve around the idea of encapsulating key 
functionality in remotely accessible and composable services that are able to discover one 
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another, communicate and operate together to offer combined functionality. However, in 
general little attention has been given to the creation of methodological and technical 
solutions to support the engineering of collections of Web services. 
In software and service engineering, a promising approach to abstract from low-level 
technological details is the goal-oriented software engineering (GORE), where social and 
human concepts such as those of actors, organisations, roles, goals/objectives, and 
dependencies for defining the obligations and responsibilities have been extensively used to 
better characterise the system’s architectural and functional requirements [24]. In these 
approaches, goal models consist of goal graphs representing AND/OR hierarchical 
decomposition along with inter-dependency links representing conflicts between goals or 
resources needed to satisfy them. Therefore, within these GORE approaches, the common 
denominator is to exploit goal models to support (human) software engineers, in analysing the 
correlations between the social environment and the architectural and functional 
requirements of a system-to-be. 
2.1.2. Agent-oriented approaches 
Multi-Agent Systems by definition are based on the interactions between multiple individual 
agents in order to jointly solve complex problems – hence there is always a need of an 
interchange of information, making the ability to coordinate, negotiate, cooperate or compete 
with each other [43] critical. Agent communication is the study on how two or more software 
entities may communicate with each other, focusing not on systems’ interoperability but on 
communication semantics, i.e., each interaction between two entities has some intentional 
meaning. This meaning may depend, for instance, on the context the interaction happens in, 
on the role each entity plays, or on previous interactions. So, agent communication brings 
intentional semantics into agent interactions, making it possible for agents to extract 
intentional meaning from a given message, which can help the agent to adapt its response 
accordingly. The intentional approach can also be used to define behaviour monitoring and 
verification from a higher level of abstraction, that is, to monitor the behaviour of a set of 
agents by keeping track of the fulfilment of the agreements between them rather than the 
analysis of the exact individual messages exchanged. This higher level of abstraction defines 
concepts such as commitments, obligations and authorisations, which can be used to 
implement mechanism to control the behaviour of the distributed system by comparing it with 
some predefined but flexible specification of expected “good” and “bad behaviour”.  A number 
of approaches have added a social perspective to the distributed systems by defining some 
kind of (social) structure that establishes the (accepted) relations among agents or roles.  
These approaches can be characterised in two kinds: 
 Institutional approaches create the social structure by an accurate definition of the 
norms to be fulfilled by a given agent and the relations of deontic influence between 
agents. 
 Organisational approaches construct the social structure by means of defining roles, 
which define the interdependencies and restrictions to be followed by the agents that 
enact such roles. 
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2.1.2.1. Institutional approaches 
The use of institutions for the development of multi-agent systems is driven by the idea that 
human institutions are governed by conventions and rules of some sort to define the 
interactions in the society. The idea emerged to use similar measures in creating cooperation 
and coordination mechanisms for multi-agent systems (especially those that are ‘open’, i.e., 
agent systems where heterogeneous agents try to interact to achieve (common) goals). [27] 
proposed the use of norms as an explicit influence on an agent’s behaviour. This gives rise to 
an interesting question in the encoding of conventions in a society of agents, namely by 
regulating interactions between agents by means of explicit norms.  
The ISLANDER formalism provides a formal framework for the specification of electronic 
institutions [51] [62] and has proven to be well suited to model practical applications (e.g., 
electronic auction houses). It views agent-based institutions as a dialogical system where all 
interactions inside the institution are a composition of dialogic activities (message exchanges). 
The messages (or illocutions) are structured through agent group meetings called scenes that 
follow well-defined protocols. A big drawback of the approach is that most of the norms that 
define the workings of the institution are flattened and incorporated into the scene and inter-
scene structure, without any explicit representation. 
The ISLANDER formalism is extended into an electronic institution implementation platform 
called AMELI [34]. The AMELI platform implements a social layer by means of governors 
between the agents that participate in the institution and the ISLANDER formalisation, to 
ensure the compliance of the participating agents to the specified institutional constraints. The 
major drawback of the current implementation is that the governors restrict the agents to the 
protocol that was defined on forehand, thus severely limiting the autonomy of the agents 
participating, thereby decreasing the flexibility and robustness of the system overall. 
SMART [42] is an agent architecture, which framework defines concepts such as objects, 
agents (which are objects with goals) and autonomous agents (which are agents with 
motivations). The framework has been extended [45] in order to introduce representations of 
norms, normative goals, normative MAS, normative agents and authorities. In the SMART 
normative model, each norm is related not only with the agents that should fulfil it or enforce 
it, but also to agents such as the one that issued the norm, the one(s) responsible of its 
enforcement (the defenders), the one that modified it or the one(s) that may be affected by a 
non-compliance of the norm. An interesting contribution is that, in this framework, norms are 
not modelled as static constraints but as objects that can have several states (such as issued, 
active, modified, fulfilled or violated). These states compose the norm lifecycle. 
The HARMONIA framework [66] proposes a different approach, by explicitly specifying the 
norms of the institution and keeping track of the refinement steps taken to track of all the 
translations needed to implement the abstract norms of the institution. The framework 
distinguishes four different levels: an abstract level (which contains the abstract norms), a 
concrete level (containing concrete instantiations of the abstract norms), a rule level (where 
concrete norms are translated into rules that can be computed by the agents), and a 
procedure level (where the final mechanisms to follow the rules are implemented). The use of 
such a layered approach shows its benefits in situations when changes to the norms are 
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required (which happens often in real-world institutions). HARMONIA also tries to solve (part 
of) the restrictive nature of the ISLANDER formalism, by the proposal of Police Agents, agents 
that are responsible for the enforcement of the norms. Such an implementation would allow 
the safety of the norms, while still allowing the agents (enough) autonomy to perform their 
tasks in manners that were not thought of at design, thus enabling them to handle unforeseen 
situations and adding a level of robustness to the system. 
[7] further extends of these ideas by applying parts of the HARMONIA framework to highly-
regulated environments (environments governed by lots of complex norms). [7] identifies 4 
important aspects of institutional implementations: 1) an ontology to allow communications 
between agents, and to express the meaning of the concepts used in the norms; 2) an (explicit) 
normative description of the domain, specifying the allowed interactions in the institution, 
presented in a format readable by (norm-aware) agents; 3) a set of protocols (conventions) 
that agents that are incapable of normative reasoning can use to perform their assigned task; 
and 4) an active norm enforcement to see to it that the norms specified for the domain are 
adhered to and order and safety is guaranteed in the system. These four elements are 
combined into a methodology that gives the relations between laws and electronic 
institutions. Moreover, (formal) methods are specified for the implementation of norm 
enforcement and the (automatic) creation of protocols (based on constraints specified by the 
norms). 
Complementary to the work of [7] and [66] is a study done in [40], which focuses on a formal 
analysis of institutions. [40] presents a formal language based on description logic for the 
expression of institutions as an imposition of institutional terminology upon brute 
terminology. This imposition is realised through the specification of counts-as definitions that 
relate normative concepts to concepts in the (institutional) reality. Being a formal analysis, no 
implementation is available to date. A comparison is made, however, between the use of 
regimentation and the use of enforcement of the norms in e-institutions. 
2.1.2.2.Organisational approaches 
Contrary to the institutional approaches that focus on deontic and power influences affecting 
the agent interactions, agent-based organisational approaches try to construct social 
structures by means of roles and the relations and the restrictions over the agents that enact 
these roles. In the following we discuss agent-based organisational approaches. 
OPERA focuses on the structural, functional and normative dimensions of organisations, and 
also supports the communicative dimension. OPERA is especially strong at supporting 
autonomy and different levels of control within the organisation. The OPERA model for agent 
organisations enables the specification of organisational policies, such as objectives and norms 
and at the same time allows participants to have the freedom to act according to their own 
capabilities and demands [27] [29]. An OPERA model can be seen as a recipe for collective 
activity; organisations are described in terms of roles, their dependencies and groups, 
interactions and global norms and communication requirements. Given that OPERA assumes 
organisations as being open systems, it does not include constructs to the specification of the 
actual agents, treating them as ‘black boxes’ that commit to a specific (negotiable) 
interpretation of the organisational roles.  
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OPERA meets the following requirements: internal autonomy requirement, i.e., the internal 
behaviour of the participating agents should be represented independently from the 
behaviour of the society; and external autonomy requirement, i.e., the external behaviour of 
the participating agents (i.e., interaction with other agents or the environment) should be 
specified without completely fixing the interaction possibilities in advance. 
The OPERA framework consists of three interrelated models. The Organisational Model (OM) is 
the result of the observation and analysis of the domain and describes the desired behaviour 
of the organisation, as determined by the organisational stakeholders in terms of objectives, 
norms, roles, interactions and ontologies. The Social Model (SM) maps organisational roles to 
specific agents. Agreements concerning the roles an agent will play and the conditions of the 
participation are described in social contracts. The Interaction Model (IM) specifies the 
interaction agreements between role-enacting agents as interaction contracts. OPERETTA is a 
graphical tool that supports the design, verification and simulation of OPERA models [55]. It 
ensures consistency between different design parts, provides a formal specification of the 
organisation model, and is prepared to generate a simulation of the application domain, based 
on a plug-in implementation level.  
The Organisational Model for Normative Institutions (OMNI) [67] [30] integrates the normative 
concepts of HARMONIA [66] with the organisational concepts of OPERA [29]. OMNI constitutes 
an integrated framework suitable for the modelling of all types of MAS from open to close 
environments, as: it specifies global goals of the system independently from those of the 
specific agents that populate the system; and both the norms that regulate interaction 
between agents, as well as the contextual meaning of those interactions are modelled. 
OMNI is composed by three dimensions that describe different characterisations of the 
environment. 
 Normative dimension, which models all normative and regulatory aspects of the agent 
organisation 
 Organisational dimension, which models the social structure, the roles, the intended 
interactions and the role enactment by agents. 
 Ontological dimension, which defines the ontologies for communication and also the 
ontologies of the concepts appearing in both the normative and organisational 
dimensions. 
The framework is organised into three levels of abstraction: 
 The Abstract Level: where the statutes of the organisation to be modelled are defined 
in a high level of abstraction. This step is similar to a first step in the requirement 
analysis. It also contains the definition of terms that are generic for any organisation 
(that is, that are in contextual) and the ontology of the model itself. 
 The Concrete Level: where all the analysis and design process is carried on, starting 
from the abstract values defined in the previous level, refining their meaning in terms 
of norms and rules, roles, landmarks and concrete ontological concepts. In order to 
check norms and act on possible violations of the norms by the agents within an 
organisation, on the normative dimension, abstract norms have to be translated into 
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actions and concepts that can be handled within such organisation. The organisational 
dimension specifies the means to achieve the objectives identified in the abstract level 
as an Organisational Model. The content aspects of communication, or domain 
knowledge, are specified by Domain Ontologies and Generic Communication Acts 
define the interactions languages used in the Organisational Model.  
 The Implementation Level: where the design in the Normative and Organisational 
dimensions is implemented in a given multi-agent architecture. Describes the 
implementation of the design in a given multi-agent architecture, including the 
mechanisms for role enactment and for norm enforcement. The normative dimension 
provides both the low-level protocols and the related rules that enable agents to 
comply with organisational norms. OMNI assumes that individual agents are designed 
independently from the society to model goals and capabilities of a given entity. Agent 
populations of the organisational model are described in the Social Model in terms of 
commitments regulating the enactment of roles by individual agents. Depending of the 
specific agents that will join the organisation, several populations are possible for each 
organisational model. 
The modular structure of OMNI facilitates the adaptation of the framework to different types 
of domains. In those domains with none or small normative components, design is guided by 
the Organisational Dimension, while in highly regulated domains the Normative Dimension is 
more prominent and therefore guides the design. All dimensions of OMNI have a formal logical 
semantics, which ensures consistency and possibility of verification of the different aspects of 
the system. 
RNS2 [70] covers the structural, functional, communicative and normative dimensions. RNS2 
supports the emergent viewpoint and is even activity-based. However, the emergent 
viewpoint is not incorporated because roles rather than individuals are the lowest level of 
specification within the structural dimension. The main difference is that while in OPERA it is 
not clear where norms come from (i.e., which person or entity in the organisation is the 
source), in RNS2 agents can punish and reward each other. Additionally, RNS2 supports 
dynamics in the organisation: “it allows to formulate crossed and self-referential constructs 
such as requests for cooperation, for sanction and norm changes, changes of norms attached 
to changing activities (as well as requests for such changes), and changes of sanctions attached 
to sanction-changing activities (as well as requests for such changes)”. OPERA does not deal 
with design-time and conflict resolution, like RNS2. OPERA however, makes it possible to 
specify norms on the individual agent level, in social contracts. 
MOISE+ [41] integrates the structural, functional and deontic dimensions of organisational 
modelling (but also covers the dialogical dimension). Moise+ has been extended with a J-
Moise+ agent implementation level. J-Moise+ is an extension of AgentSpeak [9], using Jason 
features [10]. Additionally, S-Moise+ is an organisational middleware that connects the 
organisational model to the implementation level. It provides agents with the current state of 
the organisation and allows agents to change the organisation entity and specification [41]. 
Moise+ mainly differs from OPERA in that it also incorporates the emergent view, because it 
emphasises the ability of agents to reason about the organisation and because it supports 
organisational dynamics. 
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The ALIVE framework combines model driven development (MDD) [13] with coordination and 
organisational mechanisms, providing support for live (that is, highly dynamic) and open 
systems of services. The ALIVE framework extends current trends in engineering by defining 
three levels (see Figure 3) in the design and management of distributed systems: the Service 
Level, the Coordination Level and the Organisation Level (based on OPERA). An essential 
distinction between the ALIVE approach and existing ones is that it provides an organisational 
context (such as, for instance, objectives, structures and regulations) that can be used to 
select, compose and invoke services dynamically. Thus, (agentified) services are organisation-
aware services able to coordinate with others according to a given organisation and 
coordination model. 
2.1.3. Discussion 
The engineering of service-based applications represents a significant new challenge for 
computer science. However, the methods currently applied to ensure the robustness and 
dependability of individual software applications (which run or at least have been compiled on 
a single machine) do not effectively map onto more open, service-based environments. More 
specifically, existing approaches do not satisfactory tackle the following issues: 
 Manage workflows in non-trivial environments, where not all services are owned by 
the same organisation; 
 Adapt to critical applications that simply cease to function when services provisioned 
from third parties disappear or malfunction; 
 Deal with knowledge representation, when connecting or binding together two or 
more actual entities or services. 
These issues point to the need for a “social layer” as part of the service interaction context. 
From an engineering perspective, new approaches are needed that take an holistic view of 
service environments, and take into account not only the properties of individual applications, 
but also the objectives, structure and dynamics of the system as a whole.  
In recent years, research in fields as diverse as social science, management science, economics, 
biology, distributed systems and multi-agent systems, analysed, modelled and explained a 
wide range of social phenomena often seen in human and animal societies and tried to apply 
those results to computational systems. In particular, techniques have been developed, that: 
 Make it possible to characterise and model the organisational structures commonly 
used by humans to organise themselves in societies with particular needs; 
 Capture coordination patterns that are often used between humans to solve common 
problems (e.g., to sell goods or achieve specific goals); 
 Characterise autonomous actors in an environment and model their potential, rational 
behaviour (in order to predict, for example, how individuals will act in the context of a 
given set of “rules”). 
The ALIVE framework has been chosen to tackle the aforementioned issues as it provides a 
notion of organisational awareness to lower-level components (such as the agentified services 
at the Coordination Level or the service matchmaker component at the Service Level) that can 
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direct system execution in order to achieve higher-level organisational objectives. Thus, 
exceptions can be managed not only at the lower level (as in other service-oriented 
architectures) but at higher levels, looking for alternative ways to fulfil a task or even a full 
abstract workflow by agreeing upon a new plan of action. Furthermore, organisational and 
coordination models are defined at a level of abstraction that allows non-expert end-users to 
support better the design and the maintenance of the system. In Section 3.1 a more detailed 
analysis of the ALIVE framework is made, and we will describe its application to our 
information system in CHAPTER 4. 
2.2. Knowledge customisation 
One of the fundamental challenges of knowledge representation originates from a simple 
observation that information available to us is (more often than not) incomplete. Humans turn 
out to be quite effective at making decisions and taking actions when faced with incomplete 
knowledge. The key seems to be the skill of commonsense reasoning, based on our inherent 
preference to assume that things, given what we know, are normal or as expected. This 
assumption allows us to form preferred belief sets, base our reasoning exclusively upon them, 
and ignore all other belief sets that are consistent with our incomplete knowledge but 
represent situations that are abnormal or rare. In this way, commonsense reasoning provides a 
handle on the complexity of the world around us by eliminating unlikely alternatives. The 
challenge for knowledge representation research has been to automate commonsense 
reasoning by finding formal ways to represent incomplete information and to specify preferred 
belief sets. 
2.2.1. Personalisation 
The user profile (also called user model) is the distinctive feature of personalised information 
systems as it is essential for the system to behave differently for different users. The typical 
user features modelled [20], which mainly depends on the application domain, are described 
below: 
 user's knowledge, which represents the expertise level of the user in a specific subject 
or domain. This user feature tends to be the used for educational and hypermedia 
systems; 
 user’s preferences4, which constitutes the most important part of the user profile in 
information retrieval and filtering systems that dealt with large volumes of 
information; 
 user's goals or needs, which represents the immediate purpose for a user's task. 
Depending on the kind of system, it can be an immediate information need (in 
information access systems), or a learning goal (in educational systems); 
 user's background, which represents the user's previous experience outside the core 
domain of a specific system. Background information is used most frequently for 
                                                             
4
 Due to the characteristics of the system developed, in this work, the user’s preferences is the only user 
feature modelled, as we will see in Section 4.4.4. 
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content adaptation, although there are examples of the use of it within search and 
navigation support; 
 user’s individual trait, which define the user as an individual. Examples are personality 
traits (e.g., introvert/extravert), cognitive styles, cognitive factors (e.g., working 
memory capacity) and learning styles. Similar to user background, individual traits are 
stable features of a user that either cannot be changed at all, or can be changed only 
over a long period of time. 
These features may be collected either explicitly or implicitly form user’s interactions. On the 
one hand, explicit user-information collection relies on inputs from the users. The two typical 
methods to capture explicit feedback are: via Web forms, in which the users can provide 
personal and demographic information such as birthday, current job, preferences or personal 
data; and via ratings, which allows users to express their opinions by selecting a value from a 
range. Processing explicit feedback costs time and relies on users’ voluntarily to provide 
personal information, so the tendency is to simplify them by inheriting user profiles from 
social-networks or using simple like/dislike buttons. In addition, stereotypes based on 
generalizations about communities of users are used to allocate users at initial states.  
On the other hand, implicit user-information collection is based on usage-data of the users. 
From this data the system tries to predict user interests taking into account implicit indicators 
associated to specific patterns of user behaviour. The typical heuristic indicators used by 
implicit user modelling methods are the time spent “viewing” a specific item, the frequency of 
item selection, and if the item is consumed or acquired. The advantage of implicit feedback is 
that it does not require any additional intervention by the user during the user modelling 
process. However, one drawback of implicit feedback techniques is that they can typically only 
capture positive feedback. When a user clicks on an item, it seems reasonable to assume that 
this indicates some degree of preference in the item; however, it is not as clear, when a user 
fails to examine some data item, that this is an indication of disinterest.  
The adaptation of such profiles is an essential requirement for personalised systems that need 
to be capable of adjusting to changes quickly in order to reflect the user’s preferences 
accurately and up-to-date. Profile updating can be done automatically and/or manually; 
although automatic methods are preferred because it is less intrusive to the end user. 
However, in most personalised systems adaptation is restricted to the incorporation of new 
information acquired through user feedback. The main disadvantage of this method of 
adaptation is that old preferences are not forgotten, causing not only an exponential growth of 
the user profile, but also a decrease in precision by considering old preferences. 
2.2.2. Context-awareness 
The context can be defined as information that characterises the environment in which an 
application or service runs. While user profiles contain information about a person's stable 
characteristics, which generally are assumed to vary slowly over time, the context of a user, in 
contrast, assesses the status of the person at a particular situation (i.e., a profile can be 
applied in different contexts). Both technologies are used together to enhance the power and 
flexibility in ubiquitous computing and pervasive computing [39] [71] [18].  
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There are many classifications of context (as many as definitions). One possible categorisation 
is depending on who applies: 
 Individual context: contextual information that relates to or describes the 
environment of a particular person or entity; 
 Group Context: information extracted from a group of people (a family, passengers on 
a train, a group of friends, attending a conference). It is not the mere aggregation of 
individual contexts, as it is necessary to consider what context properties spread to the 
entire group, and whether the existence of the group causes the appearance of new 
properties which do not apply individually; 
 Collective context: the context differs from group to large-scale aggregation. 
Application contexts are large populations, and in them the important thing is to 
determine what features (with the margin of error considered) are generalisable to the 
populations analysed. 
Another possible classification is by the source of context. So a number of features that 
compose the context can be enumerated as: 
 Spatial context: It assumes, first of the physical location of the user, and second, both 
the semantic interpretation (“at home”, “at work”, “in the car”) as part of the spatial 
context (which is around Who is closer to the user); 
 Temporal context: Back in first instance is the current time, and a second evaluation is 
the two aspects of semantic interpretation (“it's morning on a working day”, “it is time 
to walk the dog”) and short-term time frame (“is half an hour to get off work”, “has 
recently eaten”; 
 Environmental context: it can be considered as an extension of the physical context, 
and includes more general variables like the weather (temperature, if it is sunny, if it 
rains), lighting, ambient noise, pollution, etc.; 
 Personal context: Comprises the state of the person at the time of assessing the 
context. Therefore refers to aspects such as the activity that is developing (working, 
reading, playing sports), mood, physical circumstances (if you have own transport, if 
you are sheltered). 
Anyway, the “base point” for contextual services are traditionally the location based services 
(Location-Based Services or LBS), growing popularity on through advanced interaction 
capabilities offered by mobile devices based on iPhone or Android. So far the most common is 
to use information from the user's position as a filter for the supply of services in the area, but 
are now incorporating other sources of context (as the social context combined with the 
position). It is expected to increasingly rapid evolution towards the integration of all sources of 
possible context. 
2.2.3. Preference handling methods 
The notion of preference aims to constitute a natural and effective way of resolving 
indeterminate situations. For instance, Interactive Community Display aim to manage various 
desiderata (i.e., activity suggestions), not all of which can be simultaneously satisfied; in such a 
situation, preferences among desiderata may allow one to come to the most appropriate 
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solutions. Classical preference modelling approaches assume a complete specification of an 
utility function to map possible decisions’ outcomes to numerical values and select the best 
choice. Although being a valid solution in quantitative approaches to knowledge 
representation, it is not fully adequate for supporting complex scenarios where the set of 
possible decisions tends to be either too large to be described explicitly or information is 
incomplete.  
Preference elicitation methods aim at easing the cognitive burden of ordering a set of 
outcomes, or finding an optimal item. These methods include convenient languages for 
expressing preferences, questioning strategies based on simple questions, and more. 
Preference representation methods seek ways of efficiently representing preference 
information. The two are closely related because a compact representation requires less 
information to be specified, making its elicitation easier. Preference handling algorithms 
attempt to provide efficient means of answering common queries on preference models. 
There are many ways on handling preferences in an intelligent way; in the following Sections 
we will focus on two promising approaches: the Graphically-based (CP-Nets) and the Logic-
based (Nonmonotonic reasoning). 
2.2.3.1. Graphically-based approaches 
Boutilier et al [12] explored a graphical representation of utilities with the weaker form of 
additive independence, called the conditional preferential independence. The graphical 
representation is a conditional preference network (CP-network), which creates a node for 
every attribute. That is, for every attribute Ai, the user must identify a set of parent attributes 
whose values will influence the user’s preference for the value of Ai. Each node has an 
associated table describing how the parents’ values will affect the preference for the value of 
Ai.  
With a set of initial conditional preference information, a CP-network can be used to rapidly 
decide which of two outcomes dominates the other or if there is an insufficient amount of 
information to determine the dominant outcome. In the case of the latter situation, the CP-
network will identify an outcome whose preference information should be elicited from the 
user. The CP-network can be applicable to a much wider situation than the methods based on 
additive preferential independence, however, it cannot represent quantitative utility 
information. Boutilier et al [11] further extended the CP -network to UCP-network by adding 
quantitative utility information to the conditional preference table of each attribute.  
However, there is not a concrete interaction design of preferences elicitation yet. Moreover 
preferences in CP-nets are statically handled, this means that the whole model has to be 
updated when new contextual information about preferences is acquired.  As far as efficient 
implementation is concerned, to the best of our knowledge no open-source implementation is 
available yet, which we could have reused in the system we have developed. 
2.2.3.2. Logic-based approaches 
Classical logic is monotonic, i.e., while new information can be added to what we know, it does 
not sanction retractions of conclusions reached earlier. Thus, a different breed of logics is 
needed to formalise preference knowledge. Nonmonotonic logics distinguish among belief sets 
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and use only the preferred ones in reasoning. That is, they have precisely the feature that is 
missing from classical logic. The term preferred in the context of nonmonotonic reasoning 
refers to belief sets "preferred" by agents in reasoning because they give a most accurate 
picture of reality, and not to belief sets consisting of elements we would like to be true. To give 
an example, if we are normally tired, we prefer to reason under that assumption (we prefer 
realistic belief sets in which we are tired as the basis for our reasoning). But being tired is not 
our preference. Nonmonotonic logics are mainly concerned with identifying belief sets 
preferred for reasoning, assuming the world is as normal as possible.  
Preferred belief sets may be identified as a restriction of models to minimal ones, as in 
circumscription [48] or, more generally, preference logic [63]. They use a syntax for describing 
rules premised on assumptions of consistency, called defaults, and semantics designed to 
interpret defaults according to their intended meaning, as in default logic [61] or its simpler 
version, extended logic programming [36]. In some cases, they exploit explicit user-provided 
preferences on defaults or on properties of belief sets, as in many variants of ranked default 
logic [38], logic programming with ordered disjunction [17] or answer-set optimization [15]. 
Another non-classical logic which has recently shown to be suitable for expressing preference 
is possibilistic logic [32]. 
In the following we presents some basic definitions w.r.t. extended logic programs, answer set 
semantics, some fundamental definitions of logic programs with ordered disjunction and 
possibilistic logic, as they represent the basis of the framework we have chosen to represent 
and to reason about user preferences. 
2.2.3.3. Logic Programs based on Answer Set Semantics 
Despite the fact that nonmonotonic logics can be used to model domain knowledge, they 
intrinsically bring complexity issues when applied to real world problems. Logic programming 
under answer set semantics has found the tradeoff between theoretical and practical 
implications of non-classical logics. 
In fact, logic programs based on answer set semantics [36] are usually considered expressive 
enough to address many knowledge representation problems in Artificial Intelligence. Answer 
set programming (ASP) is a form of declarative programming towards complex combinatorial 
problems, which expressivity allows reasoning about incomplete information, but at the same 
time their syntax is restrictive enough to allow the implementation of several efficient answer 
set solvers such as dlv [33] and smodels [50]. For this reason several ASP extensions have been 
proposed to model preferences [26], showing how ASP can constitute an effective way of 
solving indeterminate solutions, reasoning in terms of preferred answer sets of a logic 
program.  
Extended logic programs which have two kinds of negation are considered: strong negation ¬ 
and default negation not. A signature L is a finite set of elements that are called atoms, where 
atoms negated by ¬ are called extended atoms. Intuitively, not a is true whenever there is no 
reason to believe a, whereas ¬ a requires a proof of the negated atom. In the following the 
concept of atom is used without paying attention if it is an extended atom or not. A literal is 
either an atom a, called positive literal; or the negation of an atom not a, called negative 
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literal. Given a set of atoms {a1, ..., an}, writing not {a1, ..., an} denotes the set of atoms {not a1, 
..., not an}. An extended normal rule (rule, for short) r is a rule of the form  
a   ←  b1, . . . , bn, not bn+1, . . . , not bn+m 
where a and each of the bi are atoms for 1 ≤ i ≤ n + m. A rule r is denoted by  a ← 𝛽
+, not 𝛽- 
where the set {b1, . . . , bn} will be denoted by 𝛽
+, and the set {bn+1, . . . , bn+m} will be denoted by 
𝛽-. A constraint is an extended rule of the form:  ← 𝛽+, not 𝛽-. head(r) is denoted as the head a 
of rule r and by body(r) the 𝛽+, not 𝛽- of the rule r. An extended normal logic program P is a 
finite collection of extended normal rules and/or constraints. If the body of a normal rule is 
empty (i.e., n + m = 0), then the rule is an abbreviation of a ←⏉ such that ⏉ is the proposition 
symbol that always evaluates to true. If n = 0 the rule is an extended definite rule. 
LP denotes the set of atoms that appear in the rules of P. If all the rules in P are extended 
definite rules the program P is called extended positive logic program. In these logic programs 
the strong negation ¬ will be managed, as it is done in Answer Set Programming (ASP) [8]. 
Basically, each atom ¬ a is replaced by a new atom symbol a’ which does not appear in the 
language of the program and the constraint ← a, a’ is added to the program. For managing the 
constraints in our logic programs, each rule of the form  ← 𝛽+, not 𝛽- is replaced by a new rule 
of the from  f ← 𝛽+, not 𝛽-, not f such that f is a new atom symbol which does not appear in the 
language of the program (LP). 
Extended logic programs are very useful for knowledge representation purposes. Two major 
semantics for extended logic programs have been defined in literature: answer set semantics 
[36], an extension of stable model semantics, and a version of well-founded semantics [35]. 
The second approach can be viewed as an efficient approximation of the first. 
The answer set semantics was first defined in terms of the so called Gelfond-Lifschitz reduction 
[36] and it is usually studied in the context of syntax dependent transformations on programs. 
This definition is presented for the class of programs considered in this paper (extended 
normal programs). 
Definition 1. (PM reduction) Let P be any extended normal logic program, and M any set of 
atoms such that M ⊆ LP. The M-reduct of P, denoted by PM, is the positive normal program 
obtained from P deleting 
i. each rule that has a formula not a in its body with a ∈M, and then 
ii. all formulæ of the form not a in the bodies of the remaining rules. 
Note that clearly PM does not contain not, i.e., it is a positive extended logic program. The 
following definition allows to check if a set of atoms M is a valid model for P. 
Definition 2. Let P an extended normal logic program and M a set of atoms. Then M is an 
answer set of P if M is a minimal model of PM. 
In order to illustrate these definitions let us consider the following example: 
Example 1. Let us consider the set of atoms M:= {b} and the following normal logic program P: 
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b  ← not a.   b. 
c  ← not b.   c  ← a. 
Then PM is: 
b.    c  ← a. 
Notice that this program has three models: {b}, {b, c} and {a, b, c}. Since the minimal model 
amongst these models is {b}, M is an answer set of P. 
2.2.3.4. Logic Programs with Ordered Disjunction 
Logic programs with ordered disjunction (LPODs) [15] are extended logic programs augmented 
by an ordered disjunction connector × which allows to express qualitative preferences in the 
head of rules [17]. Programs of this form can capture user qualitative preferences by means of 
ordered disjunction rules, represent choices among different alternatives and specify a 
preference order between the answer sets through predefined comparison criteria. The 
semantics of LPODs is implemented by an efficient solver called psmodels. 
A LPOD is a finite collection of rules of the form 
r = c1 × . . . × cn   ←   b1, . . . , bm, not bm+1, . . . , not bm+k 
where ci (1 ≤ i ≤ n) and each of the bj (1 ≤ j ≤ m + k) are atoms. The rule r states that if the 
body is satisfied then some ci must be in the answer set, if possible c1, if not then c2, and so on, 
and at least one of them must be true. Each of the ci represents alternative, ranked options for 
problem solutions the user specifies according to a desired order. If  k = 1  then the rule is an 
extended normal rule. The semantics of LPOD is based on the following reduction. 
Definition 3. ( × - reduction) [17] Let r = c1 × . . . × cn   ←   b1, . . . , bm, not bm+1, . . . , not bm+k   be 
an ordered disjunction rule and M be a set of atoms. The x-reduct rxM is defined as 
rxM := { ci  ← b1, . . . , bm| ci ∈ M and M ∩ ({c1 × . . . × ci-1}∪{bm+1, . . . , not bm+k}) = ∅} 
Let P be an LPOD and M be a set of atoms. The x-reduct PxM is defined as 
PxM = rx
M
r ∈𝑃  
Definition 4. (SEMLPOD) [17] Let P be an LPOD and M a set of atoms. Then, M is an answer set of 
P iff M is a minimal model of PxM. SEMLPOD (P) denotes the mapping which assigns to P the set 
of all answer sets of P and by SEMLPOD the semantics of LPODs. 
One interesting characteristic of LPODs is that they provide a mean to represent preferences 
among answer sets by considering degrees of satisfaction [17]. 
Definition 5. (Rule Satisfaction Degree) [17] Let M be an answer set of an ordered disjunction 
program P. Then M satisfies the rule r = c1 × . . . × cn   ←   b1, . . . , bm, not bm+1, . . . , not bm+k 
 to degree 1 if bj ∉ M for some j  (1 ≤ j ≤ m), or bi 𝜖M  for some i  (m + 1 ≤ i ≤ m 
+ k), 
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 to degree j  (1 ≤ j ≤ n) if all bh 𝜖 M (1 ≤ h ≤ m), bi ∉ M (m + 1 ≤ i ≤ m + k), and 
j = min {r|cr 𝜖 M, 1 ≤  r ≤  k}. 
 The degrees can be viewed as penalties: the higher the degree the less satisfied we are. If the 
body of a rule is not satisfied, then there is no reason to be dissatisfied and the best possible 
degree 1 is obtained [17]. The satisfaction degree of an answer set M w.r.t. a rule, denoted by 
degM(r), provides a ranking of the answer sets of an LPOD, and a preference order on the 
answer sets can be obtained using some proposed combination strategies. 
2.2.3.5. Possibilistic Logic 
Preferences can be encoded in possibilistic logic by means of a set of necessity-valued 
formulae of the form (φ, α) [32], where φ is a classical logic formula and α is a positive number 
beloging to (0,1] representing the priority associated with φ. α is not a probability (like it is in 
probability theory) but it induces a certainty (or confidence) scale. This value is determined by 
the expert providing the knowledge base. A necessity-valued knowledge base is then defined 
as a finite set (i.e., a conjunction) of necessity-valued formulae. 
Dubois et al, [32] introduced a formal system for necessity-valued logic which is based in the 
following axioms schemata (propositional case): 
(A1)  (𝜑 → (𝜔 → 𝜑) 1) 
(A2)  ((𝜑 → (𝜔 → 𝜉)) → ((𝜑 →  𝜔) → (𝜑 → 𝜉)) 1) 
(A3)  ((¬ 𝜑 → ¬ 𝜔) → ((¬ 𝜑 →  𝜔 ) → 𝜑) 1) 
For the axioms above, the following inference rules are defined: 
(GMP) (𝜑 𝛼), (𝜑 →  𝜔 𝛽) ⊢ (𝜔 min {𝛼, 𝛽}) 
(S) (𝜑 𝛼)  ⊢ (𝜑 𝛽) if 𝛽 ≤ 𝛼 
According to Dubois et al, basically a complete lattice is needed in order to express the levels 
of uncertainty in Possibilistic Logic. Dubois et al, extended the axioms schemata and the 
inference rules for considering partially ordered sets.  
2.2.4. Discussion 
Nonmonotonic logics have shown to be a powerful knowledge formalism for preference 
representation and reasoning. In [15] the relationship between these formalisms and 
preferences are discussed respectively. Particularly it describes how extended logic 
programming, one of the basic formalisms of Answer Set Programming, can be used to 
represent user preferences, reasoning in terms of preferred answer sets of a logic program. 
The ways how preferred answer sets are computed and selected differ on the formalism 
chosen. For instance, LPODs permit to explicitly represent preference information directly into 
head rules literals [15]. In this way, the language can capture context-dependent user 
qualitative preferences by means of disjunction rules, represent choices among different 
alternatives and specify a preference order between the answer sets through some 
comparison criteria. Although LPODs have shown to be an effective way to model preferences 
and to specify an order between their outcomes, a priority order between the program clauses 
can only be specified by defining static meta-preference relations between its preference 
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rules. However, in some realistic scenarios, such as the one address in our work, it is 
desiderable to be able to capture and reason about priority labels associated to preference 
rules in a dynamic way.  
The studying of intelligence preference handling methods in nonmonotonic logic represents a 
significant new challenge for commonsense reasoning and decision making approaches. 
However, the methods currently studied usually offer sound theoretical frameworks which 
often lacks of usable implementations which can be used in a practical way. More specifically, 
existing approaches do not satisfactory tackle the following issues: 
 Manage preferences in a dynamic way, where the preference order can change 
depending on new knowledge and runtime priorities labels; 
 Adapt user profile to new users’ tastes and dislikes, where older preferences may 
become obsolete and new ones can become mandatory; 
 Deal with context-awareness, when connecting user preferences to real information 
systems. 
To address these issues in our work we have considered an extension of LPODs called logic 
programs with possibilistic ordered disjunction (or LPPODs) [22] (see Section 3.2 for further 
details) for encoding and reasoning about the preferences of the users in our system. LPPODs 
are a recently defined logic programming framework based on LPODs and possibilistic logic 
which join together in only one formalism common-sense reasoning with qualitative 
preferences and reasoning under uncertainty to cope with preferences and priority labels in 
the reasoning process. At a theoretical level, the LPPOD framework, considering the necessity-
value of ordered disjunction clauses and using possibilistic inference, is able to manage 
preferences in dynamic way, and to assign a total order between the preferences of the users 
(which in LPPODs correspond to the possibilistic answer sets, i.e., the solutions of an LPPOD). 
At a practical level, the LPPODs framework is implemented by a solver, posPsmodels, which 
fully implements the framework facilities and that has been integrated in the system to 
provide an efficient mechanism for context-aware user preference reasoning (see CHAPTER 5).  
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CHAPTER 3 – Base frameworks  
In this chapter we will focus on the description of the frameworks and technologies that form 
the basis of the system described in CHAPTER 4. More concretely, the frameworks used to 
handle the objectives stated in Section 1.1 are: 
 The ALIVE framework, which provides a social context to expose the boundaries that 
services and processes must follow.  
 The LPPODs framework, which provides a preference handling method to reason 
about context-aware user preferences.  
3.1. ALIVE framework 
The ALIVE framework combines Model Driven Design (MDD) [68] [5] [6] with coordination and 
organisational mechanisms, providing support for “live” (that is, highly dynamic) and open 
systems of services. ALIVE’s multi-level approach (see Figure 1) helps to design, deploy and 
maintain distributed systems by combining, reorganising and adapting services.  
The ALIVE framework is a multi-level architecture composed of three levels:  
 the organisational level, which provides a social context for the other levels, 
supporting an explicit representation of the organisational structure of the system 
(composed by roles, objectives and the dependencies among them), and effectively 
allowing a structural adaptation of distributed systems over time; 
 the coordination level, which provides the means to specify, at a high level, the 
patterns of interaction among services, transforming the organisational representation 
coming from organisational level into coordination plans (including information flows, 
constraints, tasks and agents);  
 the service level, which allows the semantic description of services and the selection 
of the most appropriate service for a given task, effectively supporting high-level, 
dynamic service composition. 
3.1.1.Organisational level 
The organisational level is specified in an abstract way so as to be used for different 
implementations or for the same implementation suffering changes (different services, 
workflows, interaction patterns). In fact, by defining the system on the basis of goals and 
results, this level abstracts away from the specific tasks and/or services used to accomplish 
them. Hence, the organisational level defines the playground within whose boundaries other 
levels should adjust in order to ensure system’s stability and guarantee global results.  
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Figure 1 – Main components of the ALIVE architecture 
The OperettA Tool [55] is used for modelling the system’s organisational model, representing 
the organisation as a social system created by autonomous actors (i.e., they have their own 
interests) and their relations to achieve common goals. The model is based on an extension of 
the framework for Agent Organisations (OPERA) [27] [29], which is a general framework to 
specify the organisational context of multi-agent systems. As we mentioned in Section 2.1.2.2 
OPERA views an organisation as a set of entities (the stakeholders) and their interactions, 
which are regulated by mechanisms of social order.  
The organisational model includes objectives of the society and its roles. Roles identify 
activities necessary to achieve organisational objectives and abstract from the specific actors 
and/or services that will eventually perform them. Roles are described in terms of objectives 
(what an actor of the role is expected to achieve) and norms (how an actor is expected to 
behave). Actors of institutional roles are fixed and controlled by the society and are designed 
to enforce the social behaviour of other actors assuring the global activity of the society. 
External roles can be enacted by any actor, according to the access rules specified by the 
society (e.g., services that are not under direct control of the organisation are modelled at the 
organisational level as external roles). 
Objectives are subdivided into sub-objectives and delegated to other roles. These roles can 
delegate sub-goals to other roles, too. There exist three kinds of relations: the hierarchical 
relation, where a parent role can delegate an objective to a child role; the market relation 
where a child role can request the assignment of an objective to the parent role; and the 
network relation, where both parent and child roles can request an objective to the other one.  
The set of all roles and the relations among them constitutes the social structure. Landmarks 
are important states in the achievement of a goal, and landmark patterns impose an ordering 
over landmarks to be reached. A set of landmarks and their relations is known as scene. Each 
of the scenes specifies which roles interact, its intermediate states of interaction (interaction 
patterns) its desired results (scene results) and the norms regulating the interaction (scene 
norms). Scene transitions can be modelled by organising them in an interaction structure. 
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Moreover, the organisational level supports norms defining the obligations, permissions and 
prohibitions (suitable for highly regulated scenarios) of the actors in the organisation, 
effectively forming a normative structure. Finally, the communication structure specifies the 
ontologies for describing the domain concepts (an ontology that defines the concepts used in 
the messages) and communication illocutions (the message types that can be used).  
To sum it up, the elements of the organisational level are: 
 Social Structure: this element is used for setting the social aspects of the organisation. 
Creation of the SS is detailed in Section 4.4.1.1; 
 Interaction Structure: this element is used for specifying the interactions needed for 
achieving the organisational objectives, and any restrictions that apply to (the order 
of) these interactions. Specification of the IS is detailed in Section 4.4.1.2; 
 Communicative Structure: used for specifying the communicative elements (such as 
formulas and ontologies) required by the organisation. Details about the CS can be 
found in Section 4.4.1.3; 
 Normative Structure: this element contains all the normative aspects of the 
organisation (e.g., norms). Details on the creation of norms can be found in Section 
4.4.1.4. 
3.1.2. Coordination level 
The coordination level connects the high level, abstract objectives of the organisation to plans 
that invoke services that can actually achieve those objectives. The Coordination Design Tool is 
used to create and manage workflows, which bring the system from a landmark state to the 
next one and are formed by chains of tasks (see Figure 2).  
 
Figure 2 – Workflow example connecting two landmarks 
The coordination level consists of four models describing actions, agents, tasks, and plans. The 
ALIVE framework provides support for the generation of (initial) versions of these models 
based on other models, in particular actions can be derived from the organisation model (OM), 
agent models can be derived from the OM and actions, tasks can be derived from actions, and 
plans can be produced by combining a task and actions using the plan generator.  
A plan synthesis process attempts to produce a (series of) plan(s) for a given task using a 
particular set of actions (from a particular action model). The coordination level supports the 
definition, composition and importation of actions (descriptions) to be used by the agents, 
containing both pre- and post-conditions that describe the state of the system before and after 
the action is performed. These descriptions become the bridge between the Coordination and 
Service levels, containing information that binds them to services on the service level (e.g., 
inputs and outputs) and to elements of the organisational model (e.g., assigned roles). 
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A set of intelligent agents (MAS) deployed on the AgentScape platform [60] enacts the plans in 
a coordinated and distributed fashion. Agents analyse and monitor plan execution, reacting to 
unexpected events, either by enacting other plans or by communicating the incident to other 
levels. Each agent includes the following components (see Figure 3): the brain module, which 
provides reasoning and decision-making capabilities; the normative plan analyser, which scans 
the workflows in order to determine if enacting them will violate any of the norms defined in 
the organisational model; the Agent Communication Language (ACL) module, which provides 
agents with the capability of communicating with other agents in the system by sending 
messages; the GPGP scheduler, which provides an interface for the agents to coordinate and 
distribute actions; and the enactment component, which facilitates the invocation of services. 
 
Figure 3 – Agent architecture diagram 
3.1.3. Service level 
The service level connects existing, real-world services to the coordination and organisational 
levels of the ALIVE framework. Appropriate services are selected at run-time for each action in 
the plan, matching the service description with the action description of the coordination level. 
The matchmaker component receives an abstract action description from an agent and looks 
for services that can fulfil this action. It queries the service directory and selects the most 
appropriate one (if several are available), based on functional (i.e., semantic descriptions) and 
non-functional (e.g., QoS or average response time). The service chosen is returned to the 
agent, and the action is executed and monitored. The reassignment of services to actions, 
when a given service is not available, is carried out on the fly.  
Service descriptions are defined in terms of OWL-S service profiles [47], facilitating the process 
of composing services [64] and finding alternative services. Functional descriptions are given 
for each operation of a given service and are broken down into Inputs, Outputs, Preconditions 
and Effects. Inputs are data which must be passed into an operation, descriptions may include 
a syntactic model of this data (e.g., XML schema fragments) as well as semantic descriptions of 
the meaning of this data (e.g., OWL Classes for particular data types). Outputs are data which 
will be passed out of a service operation upon its successful completion. As with inputs these 
may include syntactic descriptions of the data being passed or semantic descriptions of its 
meaning. Preconditions are descriptions of the state of the world which must be satisfied at 
the point of invocation in order for a particular service operation to execute successfully. 
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Preconditions may describe restrictions on the types of inputs accepted by the service 
operation or external properties (such as constraints on the state of the service itself) which 
must be held to be true. Finally, Effects are descriptions of the new state of the world which 
will be reached upon the successful invocation of a given service operation. As with 
preconditions these may relate to the outputs of the service or to the internal state of the 
service (or the world). Effects may be conditional on the inputs to the service such that 
invoking the service with one type of input might yield one effect while invoking it with 
another would yield a different effect. 
3.1.4. The monitor tool 
The monitor tool is the back-bone of the ALIVE framework, connecting all the three levels 
allowing the exchange of events among them, from a service invocation that fails to an update 
on the Organisational design (e.g., a new role or objective is introduced) that affects the agents 
in the coordination level. As seen on Sections 3.1.2 and 3.1.3, agents enact their roles by 
interacting either via direct communication (coordinating among themselves) or via service 
invocation. The monitor tool observes these interactions and matches them with the 
normative and organisational states (e.g., obligations, permissions, roles) effectively allowing 
agents to reason about the effects (in a normative sense) of their actions. 
3.2.Logic Programs with Possibilistic Ordered Disjunction  
Logic programs with possibilistic ordered disjunction (LPPODs) are a logic programming 
framework which joins common-sense reasoning (from Answer Set Programming), context 
dependent preferences between program literals (from LPODs) and possibilistic logic 
together [22]. 
The LPPODs syntax allows to specify qualitative preferences and to associate a priority 
order to ordered disjunctions rules by means of necessity values according to possibilistic 
logic [32]. As a result at semantic level, preferences and necessity values can be used to 
specify an order among program solutions. This class of programs fits well in the 
representation of decision problems where a best option has to be chosen taking into 
account both preferences and priority labels about information.  
The dynamicity of the ICDs “open” environments makes that preference importance can 
change and consequently the suggestions keep on changing over time. Thus, an approach that 
considers and handles preferences in a static way is limited. Therefore, LPPODs have been 
considered to handle the process of looking for the best alternative and adapt the preferences 
weights by means of necessity values. 
3.2.1. LPPODs syntax and semantics 
In this Section the syntax and semantics able to capture logic programs with possibilistic 
ordered disjunction is described following the work of [21]. 
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3.2.1.1. Syntax 
The syntax of a logic program with possibilistic ordered disjunction is based on the syntax of 
ordered disjunction rules (Section 2.2.3.4) and of possibilistic logic (Section 2.2.3.5). A 
possibilistic atom is a pair p = (a, q) ∈ A × Q where A is a set of atoms and (Q,≤) a finite lattice. 
The projection * for any possibilistic atom p is defined as: p* = a. Given a set of possibilistic 
atoms M, the projection of * over M is defined as: M* = {p* | p 𝜖 M}. Given (Q,≤), a 
possibilistic ordered disjunction rule r is of the form: 
𝛼 : c1 × . . . × cn   ←   b1, . . . , bm, not bm+1, . . . , not bm+k  
where  𝛼 ∈ Q and c1 × . . . × cn   ←   b1, . . . , bm, not bm+1, . . . , not bm+k is an ordered disjunction 
rule as defined in Section 2.2.3.4. A possibilistic ordered disjunction rule r is denoted by  
 𝛼 : c1 × . . . × cm   ←   𝛽
+, not 𝛽− where 𝛽+ = {b1, . . . , bm} and 𝛽− = {bm+1, . . . , bm+n}. 
The projection * for a possibilistic ordered disjunction rule r, is r* = c1 × . . . × cm   ←   𝛽
+, not 
𝛽−. n(r) = 𝛼 is a necessity degree representing the certainty level of the information described 
by r. A possibilistic constraint c is of the form TOPQ : ← 𝛽
+, not 𝛽−, where TOPQ is the top of the 
lattice (Q ,≤) and ← 𝛽+, not 𝛽− is a constraint. Observe that any possibilistic constraint must 
have the top of the lattice (Q ,≤). This restriction is motivated by the fact that, like constraints 
in standard ASP, the purpose of the possibilistic constraint is to eliminate possibilistic models. 
Hence, it is assumed that there is no uncertainty about the information captured by a 
possibilistic constraint. As in possibilistic ordered disjunction rules, the projection * for a 
possibilistic constraint c is c* = ← 𝛽+, not 𝛽−. For managing possibilistic constraints, each 
possibilistic rule of the form TOPQ :  ← 𝛽
+, not 𝛽− is replaced by a new rule of the form TOPQ : f   
← 𝛽+, not 𝛽−, not f such that f is a new atom symbol which does not appear in the signature of 
the possibilistic program. 
A logic program with possibilistic ordered disjunction (LPPOD) is a tuple of the form P := 
  Q,≤ , N  such that N is a finite set of possibilistic ordered disjunction rules and/or 
possibilistic constraints. The projection of * over P is defined as follows: P*:= {r* | r ∈ N}. 
Notice that P* is an LPOD.  
Example 2. (running example P0).    
P0:  r1 = a × b ← not c, not d.   r5 =     ← a, b.  
r2 = c × d ← e, not e.    r6 = c  ← not e. 
r3 = b × a ← c.     r7 = d ← not e.  
r4 = a × b ← d.  
Example 3. Let P1 =   Q, ≤ , N  be an LPPOD such that Q = ({0, 0.1, . . . , 0.9, 1},≤), ≤ be the 
standard relation between rational numbers, and N be the set of possibilistic rules of the 
program P0 with possibilistic values 𝛼 𝜖 Q associated to each rule: 
P0:  r1 = 0.7 : a × b ← not c, not d.   r5 = 1 :   a, b.  
r2 = 0.2 : c × d ← e, not e.   r6 = 0.6 : c ← not e.  
r3 = 0.5 : b × a ← c.    r7 = 0.4 : d ← not e.  
r4 = 0.5 : a × b ← d. 
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3.2.1.2. Semantics 
LPPOD semantics is based on the definition of answer set semantics for extended normal 
programs [36]. For capturing LPPODs we are going to consider the basic idea of possibilistic 
least model [49].  
In [21] authors define a possibilistic semantics able to capture LPPODs based on a fix-point 
operator ПCn which was introduced in [49] by considering possibilistic definite logic programs 
(i.e., possibilistic positive normal logic program). For this purpose the approach presented is 
based on a syntactic reduction. The following reduction is a possibilistic extension of the 
reduction defined in [11] able to consider the uncertainty values of the rules. 
Definition 6. (possibilistic reduction rx
M) Let r = 𝛼 : c1 × . . . × cn  ← 𝛽
+, not 𝛽−   be a possibilistic 
ordered disjunction clause and M be a set of atoms. The x-possibilistic reduct rx
M is defined as 
rx
M:= { 𝛼 : ci  ← 𝛽
+| ci  ∈ M and M ∩ ({c1 × . . . × ci-1}∪{ 𝛽
-}) = ∅} 
Definition 7. (possibilistic reduction Px
M) Let P =   Q,≤ , N  be an LPPOD and M be a set of 
atoms. The x-possibilistic reduct Px
M is defined as 
Px
M= rx
M
r∈𝑁  
Example 4. Let P be the LPPOD in Example 2 and let M be the set of possibilistic atoms M={(a, 
0.5), (c, 0.6), (d, 0.4)}. We can see that: 
 Px
M *: r2 = 0.2 : c  ←  e.  r6 = 0.6 : c. 
r3 = 0.5 : a  ←  c.   r7 = 0.4 : d. 
r4 = 0.5 : a  ←  d. 
Observe that the program Px
M * is a possibilistic definite logic program. Once an LPPOD P has 
been reduced by a set of atoms M*, it is possible to test whether M is a possibilistic answer set 
of the program P by considering ПCn. Following this approach the authors first define 
possibilistic answer sets for possibilistic definite logic programs and then generalize their 
definition to LPPODs.  
Definition 8. (Possibilistic Answer Sets for LPPODs). Let P = h(Q,≤),Ni be an LPPOD, M be a set 
of possibilistic atoms such that M* is an answer set of P*. M is a possibilistic answer set of P iff 
M = ПCn (Px
M *). SEMLPPOD(P) denotes the mapping which assigns to P the set of all possibilistic 
answer sets of P and SEMLPPOD denotes the semantics of LPPODs. 
From Definition 11, it can be observed that there is an important condition w.r.t. the definition 
of a possibilistic answer set of an LPPOD: a possibilistic set M cannot be a possibilistic answer 
set of an LPPOD P, if M* is not an answer set of an LPOD P*. Hence an important relation 
between the possibilistic semantics of LPPODs and the semantics of LPODs can be formalized 
by the following proposition. 
Proposition 1. (Relation between Semantics). Let P = h(Q,≤),Ni be an LPPOD, M be a set of 
possibilistic atoms. If M is a possibilistic answer set of P then M* is an answer set of P*. 
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The next Section presents an approach presented in [21] for comparing the possibilistic answer 
sets of an LPPOD based on a set of transformation rules which allow to reduce the size of an 
LPPOD and to propagate necessity values between LPPOD rules. 
3.2.2. Possibilistic Preferred Answer Sets 
In order to compare the possibilistic answer sets in LPPODs, the authors define a possibilistic 
preference relation that takes into account the necessity-values of the LPPOD rules, stablishing 
a partial order over the resulting possibilistic answer sets which is based on the rules’ necessity 
values. They define a possibilistic preference relation based on the normal form of a reduced 
LPPOD which compares possibilistic answer sets considering both rules’ satisfaction degrees 
and rules’ necessity values. In particular they define a relation where the necessity values of 
the possibilistic disjunction rules are influenced by the necessity values of the possibilistic facts 
(e.g., in program P = {r3 = 0.5 : b × a  ←  c. r4 = 0.5 : a × b  ←  d. r6 = 0.6 : c. r7 = 0.4 : d.} we can 
achieve a ranking between r3 and r4 can be achieved using the necessity values of facts c and 
d).  
For achieving this, a mechanism able to propagate necessity values between LPPODs rules is 
needed. In [21] a set of transformation rules for LPODs has been defined. The main motivation 
for defining these transformation rules was to reduce the size of an LPOD without affecting its 
semantics. The authors generalised those transformations to LPPODs and show how they can 
also be used to propagate the necessity values of LPPODs rules without affecting the LPPODs 
semantics. 
Generally speaking a transformation rule is a syntactic rule which specifies the conditions 
under which a logic program P can be transformed to another program P’. In logic 
programming semantics literature, it has already been studied how transformation rules for 
classes of normal logic programs and disjunctive logic programs help to reduce the complexity 
in computing the semantics, i.e., to calculate the answer sets of a logic program [57]. A 
common requirement is that the transformations can be used to reduce the size of a logic 
program provided that they do not affect its semantics. In this context several notions of 
equivalence between logic programs have been defined [44]. In [44] authors generalise the 
notion of weak equivalence, according to which they say that two LPPODs P and P’ are weak 
equivalent under SEMLPPOD (denoted SEMLPPOD(P) ≡ SEMLPPOD(P’)) if both have exactly the same 
answer sets. Starting from these results some basic transformations of normal programs 
(Contra, RED+, RED−, SUC, Failure) are generalised to LPPODs, showing that these 
transformations reduce the structure of LPPODs to a normal form without affecting their 
semantics. The transformation rules for LPODs [21] are taken as theoretical basis.  
In the following we refer to a transformation rule as a program transformation as defined in 
[59]. A program transformation →  is a binary relation on ProgL where ProgL is the set of all 
LPPODs with atoms from the signature L. →  maps an LPPOD P to another LPPOD P’. P→T P’ 
denotes that we get P’ from P by applying a transformation rule T to P. A possibilistic ordered 
disjunction rule r is denoted by the formula α : C× ← 𝛽+, not 𝛽−. HEAD(P) are the set of all 
atoms occurring in rule heads of an LPPOD P. 
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Definition 9. (Transformation rules for LPPODs). Let P and P’ be LPPODs. The following 
possibilistic transformation rules are defined: 
Possibilistic Contradiction: P’ results from P by possibilistic elimination of contradictions (P →
 PC P’) if P contains a rule r  = α : C
× ← 𝛽+, not 𝛽− which has an atom b such that b∈ 𝛽+and b∈ 
𝛽−, and P’= P\{r} 
Possibilistic Positive Reduction: P’ results from P by possibilistic positive reduction PRED+ (P 
→PRED+ P’), if there is a rule r = α : C
× ← 𝛽+, not (𝛽− ∪ {b}) in P and such that b ∉ HEAD(P), and P’ 
= (P\{r}) ∪ { α : C× ← 𝛽+, not 𝛽−} 
Possibilistic Negative Reduction: P’ results from P by possibilistic negative reduction PRED- (P 
→PRED- P’), if P contains the rules r = α : a ← ⏉, and r’ =𝛾 : C
× ← 𝛽+, not (𝛽− ∪ {a}) and P’ = 
(P\{r’}) 
Possibilistic Success: P’ results from P by possibilistic success (P →PS P’), if P contains a fact  α : 
a ← ⏉, and a rule r = 𝛾 : C× ← 𝛽+, not 𝛽− such that a ∈ 𝛽+, and P’ = (P \{r}) ∪ {GLB{α, 𝛾} :  C× ← 
(𝛽+\{a}), not 𝛽-} 
Possibilistic Failure: P’ results from P by possibilistic failure (P →PF P’), if P contains a rule r = 𝛾 
: C× ← 𝛽+, not 𝛽− such that a ∈ 𝛽+, and a ∉  HEAD(P), and  P’= (P\{r}). 
Definition 10. (Rewriting System for LPPODs). Let P be an LPPOD and CSLPPOD be the rewriting 
system based on the possibilistic transformation rules {→PC , →PRED+ , →PRED− , →PS , →PF}. A 
normal form of P w.r.t. CSLPPOD is denoted by normCSLPPOD(P). 
To keep the notation consistent the authors in [21] extend the concept of weak equivalence 
between LPODs to LPPODs. They say that two LPPODs P and P’ are weak equivalent under 
possibilistic semantics SEMLPPOD, denoted by P ≡ P’ if both have exactly the same possibilistic 
answer sets. 
As stated before, an essential requirement for program transformations is that they preserve 
the semantics of the programs to which they are applied. The following Lemma is an important 
result as it allows us to reduce LPPODs without affecting their semantics. 
Lemma 1. (CSLPPOD preserve SEMLPPOD). Let P be an LPPOD related to any transformation in 
CSLPPOD. SEMLPPOD(P) ≡ SEMLPPOD(normCSLPPOD(P)). 
Please note that SEMLPPOD(P) is based on a syntactic reduction and stable semantics. Thus the 
proof of this Lemma consists in showing that the ×-reduction (see Section 2.2.3.4) is not 
affected by the transformation rules contained in CSLPPOD and that LPPODs are weak equivalent 
under the stable semantics w.r.t. CSLPPOD.  
Lemma 2. (CSLPPOD preserve SEMLPPOD). Let P be an LPPOD related to any transformation defined 
in the rewriting system CSLPPOD. SEMLPPOD(P) ≡  SEMLPPOD(normCSLPPOD(P)). 
Theorem 1. (confluence and termination). Let CSLPPOD be the rewriting system for LPPODs, and 
P be an LPPOD. CSLPPOD is confluent and noetherian and normCSLPPOD(P) is unique. 
These results are important for the work in this thesis as they have some theoretical and 
practical implications. In the case of the implementation of the solver (Section 3.2.3), which 
uses these kinds of transformations, the confluence guarantees that the order in which the 
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transformations are applied does not matter e.g., it allows to apply the less costly 
transformation) and that an LPPOD can always be reduced to a unique normal form. Thus, the 
semantics of LPPODs can be safely computed on their normal form. Moreover the Possibilistic 
Success is particularly important for LPPODs because it also allows to propagate necessity 
values between LPPODs rules (as it is shown in Example 5). 
Once we are provided with a mechanism able to propagate necessity values between LPPODs 
rules, we can define a preference relation that takes into account the necessity values of 
LPPOD rules in order to compare possibilistic answer sets. The following possibilistic preference 
relation in fact is able to consider rule satisfaction degrees and necessity values of LPPODs 
rules at the same time to specify an order between the possibilistic answer sets of an LPPOD. 
Definition 11. (Possibilistic Preferred Relation). Let P be an LPPOD, M1 and M2 be possibilistic 
answer sets of P, normCSLPPOD(P) be the normal form of P w.r.t. the rewriting system CSLPPOD. M1 
is possibilistic preferred to M2 (M1 >pp M2) iff ∃ r ∈ normCSLPPOD(P) such that degM1(r) < degM2(r), 
and ∄ r ∈ normCSLPPOD(P) such that degM1(r’) > degM2(r’) and n(r) < n(r’). 
This definition tells us that once we have reduced an LPPOD P applying the transformations 
seen before, we are able to compare possibilistic answer sets using directly the normal form of 
the program as the semantics is not affected by the transformations and the normal form is 
unique. 
Example 5. (M2 >pp M1) 
normCSLPPOD(P0) = P4 r3 = 0.5 : b × a.   r6 = 0.6 : c. 
r4 = 0.4 : a × b.   r7 = 0.4 : d. 
r5 = 1 :    ←   a, b. 
First of all it can be observed that P4 is the normal form of the LPPOD program P0 as it cannot 
be reduced by any possibilistic transformations. Secondly it can be proved that the program P4 
has two possibilistic answer sets M1 = {(a, 0.5), (c, 0.6), (d, 0.4)} and M2 = {(b, 0.5), (c, 0.6), (d, 
0.4)} which are exactly the same possibilistic answer sets as for P0. We can notice that in the 
program the rules r3 and r4 are satisfied by M1 and M2 with degree (2, 1) and (1, 2) 
respectively. Thus it is not possible to decide which possibilistic answer sets among M1 and M2 
is the most preferred using the comparison criteria defined in [21]. Instead, if we apply 
Definition 13, we can conclude that M2 >pp M1 as n(r3) > n(r4) (M1 ≯pp M2 follows by Definition 
13 as well). 
Moreover in [21] authors show that there is an important property w.r.t. the possibilistic 
preference relation for possibilistic answer sets: a possibilistic answer set M is comparable if 
M*is comparable in the LPOD P*. The extension maintains in fact the preference relation 
between answer sets of LPODs w.r.t. the Pareto criterium defined in [17]. 
Proposition 2. Let M1 and M2 be possibilistic answer sets of an LPPOD P, >p be the Pareto 
criterium from [17], and >pp be the possibilistic preference relation. If M1* >p M2* then M1 >pp 
M2. 
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3.2.3. LPPODs solver implementation 
The whole LPPOD solver is represented in Figure 4. To compute the possibilistic answer sets of 
an LPPOD, we first apply a projection * to the input file containing LPPOD (Step 1) and then we 
retrieve the answer sets of its classical part P* (Step 2 and 3). At the same time we can safely 
apply the transformation rules for LPPODs (Step 4). The next step is to build the representation 
needed by posSmodels which only accepts possibilistic normal logic programs. This can be 
done via the implementation of the possibilistic ×-reduction (Step 5). At this point in fact we 
are aware of the answer sets of the LPOD and each of them can be used to reduce the LPPOD. 
Once the program has been reduced its possibilistic answer set can be generated (Step 6). Step 
5 and Step 6 are repeated as many times as needed, i.e., the number of the answer sets 
retrieved in Step 3. Finally the possibilistic answer sets are ordered (Step 7) implementing the 
possibilistic preference relation in Definition 11. 
 
Figure 4 – Overview of the posPsmodels system  
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CHAPTER 4 – Development of the Information 
Community Displays system with ALIVE 
In this chapter, results of the application of the ALIVE’s approach (introduced in Sections 3.1) 
for designing dynamic, adaptive, context-aware personalised systems are presented. In 
particular, the design for each level is described (see Section 4.4). First, in Sections 4.2 and 4.3, 
requirements and specifications of an interactive community display (ICD) scenario (introduced 
in Section 4.1) are presented. Then, a complete organisational level design (see Section 4.4.1) 
shows that the correct identification of roles in the organisational level allows a dynamic 
adaptation in the coordination level. The complete design of the coordination level (see 
Section 4.4.2) of the ICD scenario is outlined. This design shows how, given a set of landmarks 
(which are states of special interest), a system can be dynamically adaptable. The design of the 
services level (see Section 4.4.3), by means of semantic annotations of Web services, shows 
how services can be easily composed and interchanged. Section 4.4.4 presents the preference 
model considered in the system. Finally, the implementation of the whole system is presented 
in Section 4.5. 
4.1. Our target system: Personalised Interactive 
Community Displays 
As explained in Section 1.1, our goal is to develop a personalised information tool for 
entertainment and cultural activities. Personalised suggestions, considering users’ special 
requirements (e.g., wheel chair accessibility) and preferences, for cultural and entertainment 
activities are provided via ICDs, which are multimedia information points offering interactive 
services in public areas [1]. A typical usage scenario starts when a user identifies herself 
through the system’s interface (the ICD). The system accesses the user profile (if available) or a 
group profile from a remote repository and composes an initial interface composed by a list of 
cultural and entertainment activities along with a video channel. When the user requests for 
suggestions related with one of these activities, the system manages such request by 
considering (if available) user personal data, preferences, requirements and, above all, user 
(i.e., spatial and personal contexts) and environmental contexts (see Section 2.2.2). Once the 
user request is personalised and contextualised, the system relies on different information and 
service providers to gather and compose the most appropriate suggestions locating them on a 
map together with basic information, such as a brief description, address and pictures. At the 
same time a related video channel can be provided to the user. Moreover, it informs on 
transportation (e.g., bus and metro) to reach the venue and, if time is appropriate, it can 
suggest a restaurant or a pub along the way, thus composing information from different 
services such as cinemas, restaurants, maps and transport. 
4.2. Requirements 
The aforementioned usage scenario envisions a dynamic system that brings city services closer 
to people living in or visiting a city by interconnecting people and locations with information 
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and service providers. There are numerous, dynamic services (see Figure 5) that have to be 
composed and coordinated in order to provide higher-value services. These services are not 
static, as existing services can leave the system and new ones can enter it; and the service used 
in a given moment for a given task might not be available later or it might happen that a more 
suitable service becomes available. The dynamicity of the environment at different levels 
(changes in service providers, in technology or in the overall governing regulations/norms and 
objectives) requires an explicit representation of higher level concepts. Concepts such as 
objectives (e.g., provide high-quality suggestions to users); roles (City map provider) or norms 
(e.g., data protection) enable the definition of mechanisms to effectively accommodate to the 
above mentioned changes. Thus, the organisation and coordination of these stakeholders, 
their processes and services must be considered in order to create a flexible solution for the 
provision of personalised information capable to handle unwanted situations.  
The information and services provided, and how user data is stored, processed and 
distributed, are all subject of various municipal, national and European regulations. For 
instance, rights to provide advertisements in public areas (ICDs may be self-funded by means 
of video ads) are regulated by local administrations and commercial agreements. Such 
agreements tend to be limited on time and assigned to specific locations. The incoming 
content has to be filtered and adapted, to make it compatible with user’s context (e.g., 
location, time and date), preferences and requirements, and with existing regulations. Thus, 
the information flow has to be managed, in order to get the right content with the right 
service, in the right location and for the right user. Processes to monitor and supervise this 
content flow, such as statistics, user feedback and record of events, could improve the quality 
of the suggestions and the steadiness of the system avoiding repeated problems. Detecting 
failures of service in time and finding alternative processes using different services could 
ensure the continuation of the overall service. Thus, abstract service descriptions owned by 
different actors (city halls, public services, private companies) should ease the connection 
among them without major service re-engineering (e.g., to incorporate an existing mapping 
service from the Catalan government as part of a given city hall information service to 
citizens).  
These facts make it necessary to implement a system capable to ensure that:  
1. changes at lower levels do not compromise high-level objectives or violate 
regulations; 
2. changes at upper levels trigger the appropriate reconfiguration at lower levels to 
adapt to these new requirements; 
3. information provided is personalised considering regulations, user preferences and 
context.  
To address the identified requirements, we have adopted the ALIVE methodology and the 
LPPOD solver, both already described in CHAPTER 3.  
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Figure 5 – Global scenario overview 
4.3.Specifications 
In a social context, stakeholders’ descriptions identify the activities and functionalities 
necessary to achieve society objectives and enable to abstract from the individuals that will 
eventually perform such functionalities by means of encapsulated services. Therefore, a first 
description of the stakeholders involved in the scenario along with their functionalities is 
performed in the following lines.  
There are several stakeholders (see Figure 6) that collaborate among them in order to satisfy 
users’ petitions. While, the Interaction Task Manager is responsible of identifying users’ 
petitions activating the corresponding processes to manage them, the Content Adaptor is 
responsible of adapting content according to user preferences and contextual information 
such as location and weather forecast, effectively aiming to provide personalised context-
aware suggestions. Thus, this stakeholder relies on the information provided by the User 
Modeller (responsible of classifying users into clusters according to their preferences), the User 
Context Manager (responsible of updating the knowledge about the user context) and the 
Environmental Context Provider (responsible of updating the knowledge about the 
environmental context). Several external Content Providers are also considered providing legal 
info, possible activities, maps and video advertisements. The Legal Body is responsible of 
ensuring that the system accomplishes a set of policies. 
35 
 
 
Figure 6 – Global system overview 
The possible interactions among stakeholders in order to satisfy users’ petitions are depicted 
in Figure 7. First of all, the User (U) must identify herself by interacting with the Interaction 
Task Manager (ITM). Then, the user interacts again with the interaction task manager to 
request for a petition. Once the petition is identified as an activity suggestions petition, the 
Content Adaptor (CA) processes the petition by personalisation and context-awareness with 
the information provided by the User Modeller (UM), the User Context Manager (UCM) and 
the Environmental Context Manager (ECM). When the petition is processed the content 
adaptor interacts with the Content Provider (CP) to request for related activities, and with the 
interaction task manager to finally provide the suggestion set. Then, the user can provide some 
feedback to the suggestions provided in order to update her user model. The responsible for 
updating the user profile is the user modeller. Policies are provided by the Legal Body (LBO) 
and gathered by the content adaptor in order to consider them during the interactions.  
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Figure 7 – Interaction among stakeholders 
 
Figure 8 – Sequence diagram  
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4.4.Design 
This Section describes how the ALIVE framework presented in Section 3.1 has been applied to 
design the envisioned scenario (see Section 4.1).  
4.4.1. Organisational level design 
The social structure, the interaction structure and the normative structure are the three 
components of the organisational model. 
4.4.1.1. Social structure 
A social structure (see Figure 9) is defined with OperettA including the (external/internal) 
actors specified as roles, and their (hierarchical/market) dependencies in terms of delegated 
sub-goals. Roles are represented as nodes and sub-objective dependencies as directional 
arrows. Most of these dependencies are hierarchical, because parent roles delegate objectives 
to child roles; however there is a market relation with the content provider role, as there are 
several possible external actors that can playing this role can request the objective of the 
parent role. The policies established by the legal body are introduced at the normative 
structure. For this reason, the legal body stakeholder is not considered at the social structure. 
 
Figure 9 – Social structure 
In following, roles are described on detail: 
 User: this external role (i.e., not a system module) represents the citizens and tourists 
interacting with the system.  
 Interaction Task Manager: this role is responsible of the interaction with users 
identifying their petitions and activating the corresponding processes to manage them. 
Finally, this role is also responsible to communicate the results to users by showing the 
composed GUI.  
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 Content Adaptor: this role is responsible to adapt users’ content petitions in order to 
consider their preferences, requirements and context. Then it is responsible to collect 
content from the most appropriate Content Provider and compose the final GUI. 
 User Modeller: this role is responsible to manage and reason about user preferences, 
which can be queried and updated at any time. 
 User Context Manager: this role is responsible of informing the Content Adaptor 
about the user context (i.e., time, date, and location).  
 Environmental Context Manager: this role is responsible of informing the Content 
Adaptor about the environmental context (weather forecast and traffic reports). 
 Content Provider: this external role is responsible of providing the information 
requested by the system, such as possible activities, maps and advertisements. 
The objectives or goals considered for the role User (start interaction; obtain content; change 
preferences) are related with the petitions to be managed by the system. Each User’s goal is 
then subdivided into sub-goals and delegated to other roles. These roles can delegate sub-
goals to other roles, too. For instance, the Interaction Task Manager manages the users’ 
objective to change preferences by delegating to the User Modeller to perform such changes. 
In contrast, the user petition to start interaction is delegated as sub-goal to the Interaction 
Task Manager demanding the Content Adaptor to gather the user and environmental context 
along with user data in order to obtain a related video channel. To this end, this role relies on 
information provided by other roles: the User Context Manager (providing information about 
the user context, such as localisation, time and date), the Environmental Context Manager 
(providing information the environmental context, such as weather forecast or traffic reports), 
the User Modeller (providing the user’s data gathered from the user model) and the Content 
Provider (providing the videos to be provided). The user petition to obtain suggestions is quite 
similar as the Interaction Task Manager delegates again the Content Adaptor, this time to 
gather user preferences and requirements and then obtain the most appropriate suggestions. 
To this end, this role relies on information provided by other roles: the User Modeller 
(providing the user’s preferences and requirements gathered from the user model) and the 
Content Provider (providing the corresponding suggestion set to be provided). In both petitions 
the Content Adaptor composes a GUI and the Interaction Task Manager shows the GUI 
through the interface or ICD. 
4.4.1.2. Interaction structure 
An interaction structure (see Figure 10) has been also designed for the chosen scenario, 
composed by several scenes representing sets of the processes performed by the system. The 
transitions among these scenes, starting with the identify user scene and finalising with the 
showGUI scene, present several sequences of interactions. Once the user is identified within 
the IdentifyUser scene, there is the GatherContext scene to gather the user and environmental 
context. Then, this information is used to get a related video channel and a dynamic city map, 
GatherVideoChannel and ComposeMap scenes respectively. Together with a list of possible 
activities (ComposeList scene), this content is composed (ComposeGUI) and (showGUI) 
provided to the user. From here on, the user can choose among three petitions: obtain 
personalised suggestions of an activity, change preferences from the user model or log out of 
the session. When the petition is identified (within the IdentifyPetition scene) as obtain 
39 
 
personalised activity suggestions, user and environmental context gathered before along with 
the activity selected are used to obtain the corresponding preferences (GatherUserPreferences 
scene) and finally obtain a suggestion set of activities (GatherPersonalisedSuggestions scene). 
Then, once again follows with the ComposeGUI and ShowGUI scenes. The other two petitions, 
change preferences and log out, go through the ChangeUserPreferences and LogOut scenes 
respectively, before composing and showing the GUI. 
 
Figure 10 – Interaction structure 
Each scene is defined by the roles playing within it and a landmark pattern imposing an 
ordering over the important states (landmarks) that should be reached in the achievement of 
the goals in the scene.  For instance, the GatherContext scene contains three players (Content 
Adaptor, User Context Manager, Environmental Context Manager) and landmarks (user 
context gathered and environmental context gathered), which follow a partial order among 
them (see Figure 11). 
 
Figure 11 – Landmark pattern for the gather context scene 
4.4.1.3. Communicative structure 
The communicative structure (see Figure 12) of an organisation describes the elements 
needed in the interactions and for the formal specification of various elements. In essence, it is 
a collection of the ontologies and formulas used and present in the organisation.  
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Figure 12 – Communicative structure 
4.4.1.4. Normative structure 
The organisational level supports the definition of norms, rights and obligations of the actors. 
Norms are suitable for highly regulated scenarios like the one presented. Figure 13 shows an 
exemplifying norm (advertisements) that states when it is forbidden for the ContentAdaptor 
role to gather commercial videos. The activation condition ¬ ~Advertisements Allowed defined 
in the communicative structure (see Figure 12) is conditioned by the date, time and location. 
The activation of such norm affects the system behaviour as two different atomic actions 
(getNonProfitVideoChannel or getProfitVideoChannel) from the action model, along with the 
corresponding (Web) services, can be enacted when following the main workflow.    
 
 
Figure 13 – Advertisements forbidden norm 
4.4.2. Coordination level design 
The coordination level consists of four models describing actions, agents, tasks, and plans. 
4.4.2.1. Action model  
An action model consists of a series of actions (see Figure 14), each of which describe a 
separate process that agents will carry out.  There are two types of actions:  
 Atomic actions, which are standalone actions, typically achieved by invoking a single 
service 
 Composite actions, are composed of other actions (i.e., composed actions are achieved 
by performing (a series of) other action(s)). 
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Figure 14 – Actions collection 
Both types of action have various properties (see Figure 15), however the key properties are: 
 name, the name of the action, 
 hasInput, a list of the action’s inputs, 
 hasOuput, a list of the action’s outputs, 
 hasPrecondition, a list of the preconditions which must be satisfied before the action 
can be performed. 
Atomic actions also have a hasAtomicActionResult property, which defines the results of 
performing the action.  An atomic action result is composed of a condition under which the 
results occurs, and add and delete effects of the result. Conditions are used to describe the 
preconditions of an action, and expressions are used to describe the postconditions of atomic 
actions. Conditions and expressions describe the state of the world, which is based on the 
domain ontology and consists of: 
 Classes, which describe different types of objects; 
 Properties, which describe attributes of the classes and relationships between the 
classes.  There are two types of properties: datatype properties, which can have values 
such as string, numeric, or date; and object properties, which can have values that are 
other individuals. 
 Individuals, which are instances of classes with associated property values.  There are 
two types of property values, datavalues (for datatype properties) and individual 
values (for object properties).   
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Figure 15 – Atomic action identifyPetition 
The control flow of a composite action is determined by the control construct used in the 
definition of the composed action; there are seven types of control construct which can be 
used: 
 Any Order, which specifies a series of control constructs performed in any order, 
 Choice (see Figure 16), which specifies a series of control constructs, one of which 
should be performed (the second one is performed if the first one fails), 
 If Then Else (see Figure 17), which specifies a control construct to perform if some 
condition is satisfied, and, optionally, a control construct to perform if the condition is 
not satisfied, 
 Perform, which specifies an (atomic or composite) action to perform, 
 Repeat Until, which specifies a control construct to perform until some condition is 
satisfied, 
 Repeat While, which specifies a control construct to perform while some condition is 
satisfied, 
 Sequence (see Figure 18), which specifies a series of control constructs to be 
performed in the defined order, 
 Split, which specifies a series of control constructs that should be performed in 
parallel, 
 Split Join, which, like Split, specifies a series of control constructs that should be 
performed in parallel, however the flow should wait until all those control constructs 
are performed before continuing. 
 
Figure 16 – Choice control flow of composite action locateSuggestionsOnMap 
43 
 
 
Figure 17 – If Then Else control flow of composite actions composeList and locateOnMap 
 
Figure 18 – Sequence control flow of composite action manageSuggestionsPetition 
4.4.2.2. Task model 
Similar to actions, a task model has a task collection (see Figure 19), which can contain a set of 
tasks. Each task has four properties that are important: 
 name, which specifies the name of the task;  
 hasPrecondition, which specifies the world state before the task is performed. This is 
used to provide the initial/current world state for the planner, and for agents enacting 
a plan for the task; 
 components, which defines a list of control constructs that reference the actions that 
should be achieved to achieve the task.  The ordering of the control constructs in the 
list is taken as the order in which the tasks should be performed (i.e. this is equivalent 
to having single a Sequence control construct as the value of this property).  The 
planner will attempt to produce a plan, currently consisting of a series of atomic 
actions, which achieves all of the referenced actions; 
 input, which specifies a series of input message maps, each of which defines a binding 
between a parameter (referenced by a variables in the hasPrecondition and inputs to 
the actions directly referenced in the components) to a particular value. 
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Figure 19 – Task collection 
4.4.2.3. Agent model 
Thanks to the ALIVE toolset, a MAS model (see Figure 20) based on the OperettA model is 
generated. Using the action model and mapping from objectives to actions, the agents are 
given the actions their role performs. This contains a set of agents, one per Organisation Role, 
and the actions that are performed be that Role and hence by the agent.  The second step 
takes the MAS model and produces a set of agent jars that will be injected into AgentScape 
(see Figure 21).  An agent jar is produced for each of the agents in the MAS model as well as 
several helper agents (i.e., a Planning agent that is asked to get plans for a task). 
 
Figure 20 – Agent collection 
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Figure 21 – AgentScape environment 
4.4.2.4. Plan model 
The plan synthesis process attempts to produce a (series of) plan(s) for a given task using a 
particular set of actions (from a particular action model). Plans are contained in a Plans 
Collection (see Figure 22).  A plan has three properties that are of interest: 
 name, which defines the name of the plan.  The name is combined with the ns value of 
the containing plan collection to provide the URI of the plan; URIs are treated as 
unique identifiers, and so two plans with the same URI will be considered to be the 
same plan; 
 forTask, which references the task the plan achieves; 
 hasAtomicProcessGroundingList, which is a reference to the first step in the plan.   The 
type of this property is the Action Grounding List class, which provides a recursive list 
of Action Groundings (the two properties of the Action Grounding List are first, which 
refers to an Action Grounding, and rest which refers to another Action Grouding List).   
        
Figure 22 – Collection of plans 
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4.4.3. Service level design 
Atomic actions in the  ALIVE framework are typically achieved invoking Web services, which 
are semantically annotated and described in terms of OWL-S service profiles (i.e., inputs, 
outputs, preconditions and effects) describing the meaning of the services’ inputs, outputs and 
what they do (see Table 2), in the terms of a broader ontology (see Figure 23). 
 
Figure 23 – Ontological concepts related to the actions 
In order to identify the user, the service getUserID (with UserInteraction as single input 
parameter) returns a UserID. Contextual data are acquired through getUserLocation service, 
getDateTime and getWeatherForecast. getUserLocation  returns only the location, a Location 
object, without any input. getWeatherForecast uses this Location as a single parameter and 
return an object of type WeatherForecast. The last of contextual service (getDateTime) returns 
a DateTime object without using any input. 
Then, the service getNonProfitVideoChannel or getProfitVideoChannel are consumed according 
to the Normative Structure of the Organisational level. Both services have Location, DateTime 
and WeatherForecast, as parameters to return the VideoChannel. 
The map to be provided in the initial GUI is obtained through the following services: 
locateUserOnStreetViewMap, locateUserOnInteractiveMap and locateUserOnStaticMap. These 
services are consumed to perform the same task. Therefore, these services are 
interchangeable, i.e., if any of them cannot be enacted (because it is not available or does not 
perform properly) another one or a conjunction of them with similar functionalities can be 
enacted as an alternative reaching the same landmark. They use same inputs (UserID and 
Location) and outputs (Map) and are called from the coordination level through a choice 
control flow (see Figure 16). The services locateSuggestionsOnStreetViewMap, 
locateSuggestionsOnInteractiveMap and locateSuggestionsOnStaticMap, which compose the 
map with the suggestions to be provided to the user have similar functionalities and returns 
the same output; however they are consumed by different actions of the plans. Furthermore, 
their parameters (UserID, Location and SuggestionSet) are different, making it easier for the 
matchmaker component to find and bind them.   
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To identify the petition requested by the user, the service idenifyPetition receives as input 
parameters the UserInteraction and returns the UserPetition. Once the petition is identified as 
obtain suggestions the acquisition of user preferences based on contextual data, is done by the 
getUserPreferences service, which returns an object of type Preferences. Entries in this petition 
are UserID (acquired in the service getUserID), UserPetition (obtained in idenifyPetition 
service) to find the user's activity request and the DateTime and WeatherForecast (provided by 
getDateTime and getWeatherForecast services respectively).  
To obtain the suggestions, the service getSuggestions, takes as input Preferences, DateTime 
and UserPetition, which have been obtained by the services getUserPreferences,  getDateTime 
identifyPetition, respectively. The result obtained from this service is SuggestionSet, an object 
that contains all the information relevant to the request made by the user.  
The services composeMenuOnList and composeSuggestionsOnList provide the ComposedList 
object to be added to the GUI. Depending on the state of the plan the task will require to use a 
cache menu list or the SuggestionSet object as parameter, consuming the corresponding 
service.  
Finally the GUI is composed and shown by the composeGUI and showGUI services, consumed 
one before the other. The composeGUI service uses the Map, the ComposedList and the 
VideoChannel as parameters and returns the ComposedGUI object, which is used as an input 
parameter for the showGUI service. 
Table 1 – Service descriptions 
Services < - - > Atomic Actions Description Actor Input Output 
getUserID Identifies the user 
Interaction 
Task 
Manager 
UserInteracti
on 
UserID 
composeGUI Composes the GUI 
Map, 
ComposedList 
& 
VideoChannel 
ComposedGUI 
showGUI Shows the GUI ComposedGUI  
identifyPetition 
Identifies users’ 
petitions 
UserInteracti
on 
UserPetition 
getUserLocation 
Obtains user’s 
current location 
User 
Context 
Manager 
None Location 
getDateTime 
Obtains current 
timestamp 
None DateTime 
getWeatherForecast 
Obtains prevision 
for the next hours 
Environme
ntal Context 
Manager 
Location 
WeatherForec
ast 
changeUserPreferences 
Updates user 
preferences on DB 
User 
Modeller 
UserID, 
UserPetition 
& 
UserPreferen
ces 
None 
getUserPreferences 
Obtain an ordered 
set of user’s 
preferences 
UserID, 
Location, 
DateTime, 
WeatherForec
ast & 
UserPetition 
UserPreferenc
es 
getSuggestions 
Obtains (cinema, 
restaurant, night) 
suggestions 
Content 
Provider 
UserPreferen
ces. DateTime 
& 
UserPetition 
SuggestionSet 
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getNonProfitVideoChannel 
Obtains video 
advertisements 
Location, 
DateTime & 
WeatherForec
ast 
VideoChannel 
getProfitVideoChannel 
Obtains non profit 
videos 
locateUserOnStreetViewMap 
Locates user on a 
interactive map 
along with street 
view UserID & 
Location 
Map 
locateUserOnInteractiveMap 
Locates user on a 
interactive map 
locateUserOnStaticMap 
Locates user on a 
static map 
locateSuggestionsOnStreetViewM
ap 
Locates suggestions 
and user on a 
interactive map 
along with street 
view UserID, 
Location & 
SuggestionSet 
Map 
locateSuggestionsOnInteractiveM
ap 
Locates suggestions 
and user on a 
interactive map 
locateSuggestionsOnStaticMap 
Locates suggestions 
and user on a static 
map 
composeMenuOnList 
Puts main menu 
together on a list Content 
Adaptor 
 ComposedList 
composeSuggestionsOnList 
Puts suggsetions 
together on a list 
SuggestionSet ComposedList 
 
The OWL-S description is described taking the locateSuggestionsOnInteractiveMap service as 
example. We first add the following header:  
import edu.bath.owlsannotations.*; 
import javax.jws.WebMethod; 
import javax.jws.WebParam; 
import javax.jws.WebService; 
import edu.bath.owlsannotations.OwlsBinding; 
import edu.bath.owlsannotations.OwlsClass; 
import edu.bath.owlsannotations.OwlsInParam; 
import edu.bath.owlsannotations.OwlsOutParam; 
import edu.bath.owlsannotations.OwlsService; 
import edu.bath.owlsannotations.URINamespace; 
We then add annotations to the service class which do the following: 
 define a URI binding and the Ontolgy URI; 
 import the domain ontology into the service; 
 define the class as an OWL-S class with the TMT ontology as the default domain 
ontology. 
@WebService(targetNamespace= "http://SuggestionsOnInteractiveMap.upctmt.org/") 
@URINamespace(prefix = "TMT", value = "http://TMT.owl") 
@OwlsImport("&TMT;") 
@OwlsClass(defaultOntology = "&TMT;") 
The service takes as inputs Location, UserID and SuggestionSet and returns a Map with all the 
inputs incrustated on a google maps. So the following OWL-S parameters are added to the java 
class to:  
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 define the service properties on the appropriate service method (annotated with 
@WebMethod ); 
 define OWL-S outputs on the method itself using the @OwlsOutParam annotation; 
  @OwlsOutParam(name = "x", owlType = "#Integer", bindings = { @OwlsBinding(from 
= ".", to = "hasValue") }); 
 @OwlsInParam(name = "x", owlType = "#Integer", bindings = { @OwlsBinding(from = 
".", to = "hasValue") }). 
@WebMethod 
@OwlsService(name = "locateSuggestionsOnInteractiveMap") 
@OwlsOutParam 
( 
  name = "Map", 
  owlType = "#Map", 
  bindings = { @OwlsBinding(from = ".", to = "hasMap") } 
) 
public String locateSuggestionsOnInteractiveMap 
( 
  @WebParam(name = "Location") 
  @OwlsInParam 
  ( 
    name = "Location", 
    owlType = "#Location", 
    bindings = { @OwlsBinding(from = ".", to = "hasLocation") } 
  ) 
    Location location, 
   
  @WebParam(name = "UserID") 
  @OwlsInParam 
  ( 
    name = "UserID", 
    owlType = "#UserID", 
    bindings = { @OwlsBinding(from = ".", to = "hasUserID") } 
  ) 
  String userID, 
 
  @WebParam(name = "SuggestionSet") 
  @OwlsInParam 
  ( 
    name = "SuggestionSet", 
    owlType = "#SuggestionSet", 
bindings = { @OwlsBinding(from = ".", to =                                    
"hasSuggestionSet") } 
  ) 
  ContentSet Suggestions 
)  
The OWL ontology (TMT.owl) has been written using Protégé to describe the required OWL 
classes for services' inputs and outputs. The following table provides the set of ontological 
concepts required for the services, along with their properties and data types associated. 
Table 2 – Ontological concepts from services  
Concept (Relations) Data properties Type 
VideoContentSet hasVideoContentSet String 
DateTime hasDateTime String 
WeatherForecast hasWeatherForecast String 
Suggestions (Set of content) hasSuggestions SuggestionSet 
FoodContent (Sub type of Content) 
hasFoodName 
hasFoodType 
hasFoodRate 
hasPhone 
String 
String 
String 
String 
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hasDescription 
has Access 
hasStreet 
hasPrice 
hasFacilities 
hasOpeningHour 
hasLocation 
hasGoogleMapsScript 
String 
String 
String 
String 
String 
String 
String 
String 
MovieCinemaContent 
(Sub type of Content) 
hasMovieName 
hasMovieRate 
hasGenre 
hasPremierDate 
hasSynopsis 
hasDuration 
hasCinemaName 
hasStreet 
hasPrice 
hasCinemaRate 
hasLocation 
hasFacilities 
hasAccess 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
NightContent  (Sub type of Content) 
hasNightName 
hasNightType 
hasNightRate 
hasPhone 
hasDescription 
has Access 
hasStreet 
hasPrice 
hasFacilities 
hasOpeningHour 
hasLocation 
hasGoogleMapsScript 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
String 
UserPreferences 
hasUserPreferences 
hasCostPreferences 
hasRatePreferences 
hasTypePreferences 
hasRequirements 
UserPreferences 
String 
String 
String 
String 
Petition hasPetition String 
ComposedGUI hasComposedGUI String 
VideoContentSet hasVideoContentSet String 
Map hasMap String 
ComposedList hasComposedList String 
Menu hasMenu String 
Location 
hasLocation 
hasStreet 
hasDistrict 
Location 
String 
String 
UserID hasUserID String 
UserInteraction hasUserInteraction String 
UserPetition hasUserPetition String 
4.4.4. User preference design 
The user preferences are represented with the following information:  
 Location: Represents spatial preferences. This class contains two subclasses: the 
district and the street. 
 Access: Represents the user preferred (public) transports.  
 Cost: Represents the maximum cost the user wants to assume.  
 Rate: Represents the minimum valuation the user wants to accept.  
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 Type: Represents the preferred types or classes within the given domain. 
 Requirements: Represents the mandatory requirements from the user.  
The class of preferences will vary depending on the domain. In the case of a restaurant 
domain:  
 [Location] "Eixample" or "Avinguda Diagonal 440 Barcelona". Thus the search for 
activities (restaurants) is performed, but not limited to this area, giving priority to this 
area and its surroundings, losing weight further away from the chosen sector.  
 [Access] "L1" or "L3": The search for activities will take into account the public 
transport required to get there.  
 [Cost] "3" or "1": The greater the difference in price (cheaper), in this case a restaurant 
menu, the greater the weight that will get this feature.  We assume that cost 1 is 
cheaper than cost 3.  
 [Rate] "3" or "1": The rate provided by other users can be applied to the activity itself 
(movie) or the place where it is performed (Cinema). In this case, the weight of the 
property is higher the greater the difference (up) the value (minimum) and provided 
real value. We assume that rate 3 is better than rate 1. 
 [Type] "Chinese", "Japanese", "Thai" restaurant defined type gets a higher weight to 
the different types of restaurants that may be offered to the user. In the case of 
cinema, we will have the genre of the movie (drama, comedy…). 
 [Requirements] "wheelchair accessible " mandatory requirements restrict the content 
search (restaurants) only those who satisfy the conditions specified in this property.  
The user profile contains preferences for different domains and sub-domains (restaurants, 
cinema, night...). The getUserPreference service will receive the user petition as parameter in 
order to look for the corresponding preferences. Furthermore, the parameters related to the 
context (Location, DateTime and WeatherForecast) obtained through the getUserLocation, 
getDateTime and getWeatherForecast services are also considered for reasoning about user 
preferences for that specific situation.  
A graph of the ontology developed with Protégé is presented below (see Figure 24). This graph 
represents the classes involved in the use case and their relations. 
 
Figure 24 – Class hierarchy 
52 
 
Considering a cinema provider as the content provider, the following individuals will be 
considered for the “Genre” and “Facilities” classes. 
 
Figure 25 – Individuals for “Genre” class 
 
 
Figure 26 – Individuals for “Facilities” class 
4.5. Implementation 
This section presents a detailed description of the application functionalities implemented as 
Web services. These services are consumed by intelligent agents that play the roles specified in 
the Social Structure and follow the selected plans in order to achieve organisational (social) 
objectives. The following workflow (see Figure 27) depicts the possible processes followed by 
the system to achieve such social objectives, represented by means of tasks to be performed 
to achieve intermediate states (Landmarks). We must take into account that the first action to 
be performed is the Compose Initial GUI to achieve the initial state (State 1). 
 
Figure 27 – Generic workflow enactment 
4.5.1. Application functionalities implemented as Web services 
The application functionalities described by the atomic actions, within the Coordination level, 
are implemented as Web services, which are semantically annotated and described in terms of 
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OWL-S service profiles (i.e., inputs, outputs, preconditions and effects) as shown in Section 
4.4.3. Services are then developed on a single war file that contains everything required to run 
them, from libraries to local XML database files. The war file can be deployed using a Tomcat 
(http://tomcat.apache.org/) web-server. Once deployed, service interfaces can be accessed at 
http://localhost:8080/TMTServices/ws assuming service deployment has been performed in 
local. 
     
Figure 28 – Initial GUIs 
In the following, the operation services consumed by the agents are presented: 
 ComposeInitialGUI, an agent playing the InteractionTaskManager role consumes this 
operation service, which do not contain any parameter, to compose an initial GUI (see 
Figure 28) where the user can interact to identify herself and begin the whole 
workflow; 
 GetUserID, an agent playing the InteractionTaskManager role consumes this operation 
service, which contains UserInteraction as parameter,  to gather the user ID; 
 GetUserLocation, an agent playing the UserContextManager role consumes this 
operation service, which do not contain any parameter, to gather the current location; 
 GetDateTime, an agent playing the UserContextManager role consumes this operation 
service, which do not contain any parameter, to gather the current date and time; 
 GetWeatherForecast, an agent playing the EnvironmentalContextManager role 
consumes this operation service, which contains Location as parameter, to gather the 
weather forecast; 
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 GetProfitVideoChannel & getNonProfitVideoChannel: an agent playing the 
ContentProvider role consumes one of these operation services, according on the 
norm introduced in Section 4.4.1.4, to gather a video channel. If advertisements are 
forbidden by the advertisements norm, getProfitVideoChannel cannot be consumed. 
Both services contains Location, DateTime and WeatherForecast as parameters; 
 LocateUserOnStreetViewMap, LocateUserOnInteractiveMap & 
LocateUserOnStaticMap: an agent playing the ContentProvider role consumes one of 
these operation services, according on the choice control flow depicted in Figure 16. 
First option is to compose an interactive map along with a street view, second option 
is to compose an interactive map and if any of them is possible then a static map is 
composed. All services contains the Location and UserID as parameters; 
 ComposeMenuOnList: an agent playing the ContentAdaptor role consumes this 
operation service, which do not contain any parameter, to compose the (Menu) list to 
be added within the GUI (see Figure 28); 
 ComposeGUI: an agent playing the ContentAdaptor role consumes this operation 
service, which contains VideoChannel, Map and ComposedList as parameters, to 
compose the GUI  (see Figure 44) to be provided to the user; 
 ShowGUI: an agent playing the InteractionTaskManager role consumes this operation 
service, which contains ComposedGUI as parameter, to provide the GUI to the user; 
 IdentifyPetittion: an agent playing the InteractionTaskManager role consumes this 
operation service, which contains UserInteraction as parameter, to identify the 
petition the user is requesting for; 
 getUserPreferences: an agent playing the UserModeller role consumes this operation 
service, which contains UserPetition (cinema, restaurant or night activities are 
considered) as parameter, to gather the corresponding preferences. 
 getMovieCinemaSuggestions, getRestaurantSuggestions and getNightSuggestions: 
an agent playing the ContentProvider role relies on the ALIVE matchmaker component 
to bind the correct service provider and obtain a set of suggestions. We assume that 
those services can be external and managed for different organisations. 
 composeSuggestionsOnList: an agent playing the ContentAdaptor role consumes this 
operation service, which contains SuggestionSet as parameter, to compose the list to 
be added within the GUI; 
 LocateSuggestionsOnStreetViewMap, LocateSuggestionsOnInteractiveMap & 
LocateSuggestionsOnStaticMap: an agent playing the ContentProvider role consumes 
one of these operation services, according on the choice control flow depicted in 
Figure 16. First option is to compose an interactive map along with a street view, 
second option is to compose an interactive map and if any of them is possible then a 
static map is composed. All services contain the Location, UserID and SuggestionSet as 
parameters (see Figure 29). 
55 
 
 
Figure 29 – LocateSuggestionsOnInteractiveMap operation service parameters 
4.5.2. Implementing the information sources gathering 
This Section explains how to set-up the information providers used for the system. The 
cinema, night and restaurant spider programs gather information from a predefined web-site 
and store it in xml structured files that can be queried by the system. The programs, coded in 
Python5 using PyDev and PyDevMylin plug-ins for Eclipse, are defined in a parameterised and 
modular way, so they can be modified to adapt them to other websites. Once downloaded, the 
programs can be run via console commands (see Figure 30) or using Eclipse Run configurations 
(see Figure 31 and Figure 32). 
 
Figure 30 – Obtaining cinema and restaurant information via console 
                                                             
5 http://www.python.org/ 
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Figure 31 – Obtaining restaurant information via Eclipse 
 
Figure 32 – Obtaining cinema information via Eclipse 
Once the programs finish their execution, the results can be gathered at: 
• ‘CinemaResult.xml’: contains a set of cinema and movie information in a XML-style 
format;  
o Movie information is included between the <movie_set> and </movie_set> 
tags, and includes fields as movie name, synopsis, movie type, rating, duration 
and the actors participating on the movie.  
o Cinema information is included between the <cinema_set> and </cinema_set> 
tags, including fields such as cinema name, address, rating and district 
location. 
o Movie-cinema information is included between the 
<movie_cinema_relation_set> and </movie_cinema_relation_set> tags, and 
includes information about which cinemas are showing a given movie. 
o Cinema-movie information is included between the 
<cinema_movie_relation_set> and </cinema_movie_relation_set> tags, and 
includes information about which movies are being showed in a given cinema. 
• ‘RestaurantResult.xml’: contains a set of food information in a XML-style format. Food 
information is included between the <restaurant_set> and </restaurant_set> tags, and 
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includes fields as food venue name, rating, type and location (both address and 
district).  
• ‘NightResut.xml’: contains a set of night amusement information in a XML-style 
format. Night information is included between the <night_set> and </night_set> tags, 
and includes fields as night venue name, rating, type and location (both address and 
district).  
4.6.– Discussion 
Current Interactive Community Displays, which are usually deployed in dynamic and open 
environments (e.g., in the public thoroughfare), should consider the dynamicity of the real 
environments they are implemented for. Many efforts are needed to manage information and 
functionalities provided from sources that fail or change at any time. Therefore, a new system 
that manages unexpected events in a more automatic way should be designed by adapting the 
behaviour for different implementations or for the same implementation suffering changes.   
The ALIVE approach is likely to revolve around the adaptation and reuse of coordination and 
organisation mechanisms often seen in human and other societies as underlying models for 
new generations of software systems. Intelligent agents at the coordination level present an 
option for providing both exception handling and organisational awareness capabilities to the 
system. Exception handling is common in other SOA architectures; however, most approaches 
tend to focus on low-level (i.e., service) exception handling. The ALIVE approach enables 
managing of exceptions at multiple levels either substituting services (service level) looking for 
alternative workflows to connect two landmarks (coordination level) or even looking to 
achieve alternative landmarks among the same scene (organisational level). Agents at 
coordination level enable this medium and high-level exception handling, which are not 
commonly seen in other SOA approaches. Regarding organisational awareness, using agents 
that reason about the workflows (and the tasks included in them) before performing them, 
and discarding the ones that do not accomplish organisational norms, adds organisational 
awareness to the execution of the workflows. 
Due to the connection among levels, a change in the organisational level can trigger changes 
both in the coordination level (via plan and agent generators) and in the service level (new 
plans will result in the execution of new actions and, possibly, the invocation of new services). 
Beside of that, context-aware personalisation is starting to play an important role in such 
systems, as they represent the key point when the system has to continually adapt to final 
users needs. However, there is still a gap between intelligent preference handling methods 
and their use in service-oriented environments. CHAPTER 5 aims to bring a first step in this 
direction adapting the system by incorporating the use of intelligent preferences handling. To 
do so, a study on existent work in Artificial Intelligence preference handling methods and 
nonmonotonic logic approaches [2] have been performed in Section 2.2.3. 
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CHAPTER 5 – Extending the system with LPPODs  
This chapter describes the extension of the adaptive, context-aware information system 
implemented in CHAPTER 4 by adapting a recent logic-based approach to represent and reason 
about user preferences in a flexible way. The enhancement of the preference handling is 
performed by means of the logic programming framework of logic programs with possibilistic 
ordered disjunction (or LPPODs). LPPODs propose a flexible formalism which supports:  
1) the specification of context-dependent preferences by means of logic rules; 
2) the creation and adaptation of user profiles by means of preference rules and 
necessity values;  
3) the reasoning about user preferences to obtain an order among them (Section 5.3). 
In Section 5.1 we present the encoding of context-dependent user preferences and user 
profiles by means of possibilistic ordered disjunction rules and of LPPODs respectively. In 
Section 5.2 we show the computation of user preferences which correspond to the possibilistic 
answer sets of an LPPOD. Section 5.3 describes the interface of the wrapper we have 
implemented to be able to integrate the LPPOD solver in the getUserPreferences service of our 
system. Section 5.4 explains how personalised suggestions can be retrieved using the 
computed user preferences. Finally Section 5.5 concludes the chapter pointing out further 
improvements which can be made in future system implementations.  
5.1. Encoding user preferences by means of LPPODs 
To encode context-dependent preferences we use a possibilistic ordered disjunction rule (r), 
which is denote by the formula α : c1 × . . . × cn ← b1, . . . , bm, bm+1, . . . , bm+k, where ci (1 ≤ i ≤ 
n) and each of the bj (1 ≤ j ≤ m+k) are atoms (see Section 3.2). For convention, we associate c1 
× . . . × cn as a conjunction of ordered user preferences related with the activities discussed in 
the aforementioned scenario, and 𝛽+, not 𝛽− where 𝛽+={b1, . . . , bm} and not 𝛽
−= {bm+1, . . . , 
bm+k} the context to be considered to activate the rule, i.e., to represent that the user has 
those preferences on that situation or context. For instance the user preference “to eat in a 
Mediterranean restaurant rather than in a Vegetarian” and “if it is between 15 and 18h the 
user wants to take a coffee” (with the meta-preference that going to the restaurant is 
preferred to going to a coffee shop) can be encoded as: 
 
Figure 33 – Example of preference rules 
As a consequence, user profiles are represented by means of a conjunction of possibilistic 
ordered disjunction rules. Taking the design presented in Section 4.4.4 as the basis, user 
preferences are represented with the following information:  
 Location: Represents spatial preferences. 
 Access: Represents the user preferred (public) transports.  
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 Cost: Represents the maximum cost the user wants to assume.  
 Rate: Represents the minimum valuation the user wants to accept.  
 Type: Represents the preferred types or classes within the given domain. 
 Requirements: Represents the mandatory requirements of the user.  
LPPODs user profiles (see Figure 36) consider that the user may be lodging or living in a district 
while the user interacts with the system from another district. Thus, proportional weights have 
been applied to the following extended normal rules, obtaining as location preferences both 
the district where they are located and the district where they are staying (i.e., home or hotel 
district). For instance, Citizen A interacting with an ICD located at the Eixample district, will 
have the following two location preferences: Eixample with weight = 100 and Sants with 
weight = 60. Access, cost and rate preferences rules have empty bodies (i.e., n + m = 0), which 
implies that they are always evaluated as true facts. However, we make use of the ordered 
disjunction connector × to specify a preference order between several answer sets. For 
instance, preferred access (public transport) for Citizen A is L3 and then L2, while Tourist A 
access preferences are L1 and then L3. 
 
Figure 34 – LPPODs location, access, cost and rate preferences rules 
Requirements rules are considered as preferences with higher weights than Type preferences 
rules. Type preferences rules can be ordered among them by using possibilistic weights. This 
makes it possible to give priority to the desired ones when searching for suggestions or to filter 
preferences that do not accomplish a minimum weight, e.g., 50. Furthermore, these weights 
can be updated by implicit or explicit user feedback. For instance, the weight of a rule can be 
increased or decreased when the user chooses or valuates suggestions that are related with 
such preference rule.  As stated in Section 2.2.2, the user context follows a dynamic behaviour 
(over time), therefore LPPODs user profiles consider current user context (i.e., user and 
environmental contexts are updated for each petition). The contextual activation of specific 
preference rules is achieved by means of facts in our LPPODs. At a result, the context, along 
with the user petition, can be used as atoms that activate other rules and consequently other 
preferences. 
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Figure 35 – LPPOD requirements and type preferences rules 
 
 
Figure 36 – LPPOD user profiles 
5.2. User preferences’ reasoning 
Once user preferences are modelled, an order between them has to be established. This can 
be achieved using the theory of LPPODs (see Section 3.2).  
In fact, in LPPODs, ordered  user preferences can be obtained by computing the solution of an 
LPPOD, i.e., its possibilistic answer sets. The LPPOD semantics specifies the formal way to 
obtain possibilistic answer sets and the possibilistic preference relation provides a comparison 
criteria to rank-order LPPOD solutions.  
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At a practical level the LPPOD semantics is implemented by the posPsmodels solver.  
posPsmodels is an ASP-based solver (in beta version) able to process logic programs with 
possibilsitic ordered disjunction (or LPPODs) that can be used to compute possibilistic 
preferred answer sets under LPPODs semantics. 
Figure 37 presents the four most preferred possibilistic answer sets (ordered by priority) for 
Citizen A. The most preferred Possibilistic Model is number 6, while number 8 is the less 
preferred Possibilistic Model in the figure; even though there are 12 more Possibilistic Models 
providing less preferred answer sets. The preferred answer sets along with their associated 
possibilistic weights (enclosed in parentheses), will be considered to look for the desired 
personalised suggestions. To do this, the system will use the most preferred Possibilistic Model 
and if there are not enough activity suggestions to be provided, the following Possibilistic 
Models will be considered. The computed results show the rules that have been considered 
(i.e., rules that contains true bodies) along with the order degree considered. 
 
Figure 37 – Possibilistic preferred answer sets of Citizen A for specific context and petition 
Analysing the answer sets in the Possibilistic Model of Citizen A, we can see that the solver 
computes terraza as a preferred answer set requirement. This is because there is a 
requirement rule in “CitizenA.lppod” that is computed when time is between 13 and 15h and 
the weather conditions is not raining. In this example, the weather is sunny (i.e., it is not 
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raining) and time is between 13 and 15h; therefore, req_terraza is added as a preferred 
answer set with weight = 90.  
 
 
Figure 38 – Most preferred Possibilistic Model for Citizen A 
Analysing the same rules for Tourist A (see Figure 39), we can see that req_terraza is not 
considered as a preferred answer set because in this example it is raining. Moreover, we can 
see that the solver do not consider access_L1 as a preferred answer set when it is the first 
degree of the access preferences in “TouristA.lppod”. This is because the user context contains 
the rule (-access_L1) saying that the access to L1 is false (meaning that it is not working or it is 
far away from user’s current location). Therefore, access_L1 will not be considered as a 
preferred answer set (preference) and the second order access preference will be considered 
(i.e., access_L3).  
 
Figure 39 – Possibilistic preferred answer sets of Tourist A for specific context and petition 
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5.3. LPPOD solver wrapper 
The GetUserPreferences (Web) service implemented in CHAPTER 4 has been used as the basis 
for developing the LPPOD solver interface. Although returning the same output 
(UserPreferences), in this case, the used parameters are UserID, UserPetition, 
WeatherForecast, DateTime and Location. This service uses this information to reason about 
the most appropriate preferences in such dynamic context.  
 
 
Figure 40 – Extended GetUserPreferences service 
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Figure 41 – GetUserPreferences operation service parameters 
The GetUserPreferences service uses a the PreferenceHandler java class from the same User 
Modeller package to invoke the PosPsmodels by considering  the current context, i.e., insert 
the current location, date and time, weather forecast and public transport reports on the 
LPPOD user profile before computing it. Once the preferred answer sets for that specific 
context and petition are provided, a java class parses the user preferences, context and 
petition along with their weights enclosed in parentheses. This information is then used for the 
GetSuggestions service to find the most appropriate suggestions. 
 
 
Figure 42 – Preference Handler java class 
 
Figure 43 – Preference Handler Interface 
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5.4. Retrieving personalised suggestions 
In order to obtain the personalised suggestions, the process consists in four steps: 
 Context-dependent user preferences  returned by the LPPODs solver are parsed; 
 The queries are generated as XPath expressions; 
 XPath queries are executed against the XML based information sources; 
 Finally results are composed on an ordered suggestion set. 
The user preferences queries are generated as follows: 
 Location preferences:  Some results can provide more than one Location preference, 
when activities do not have more than one location. For instance, Citizen A location 
preferences are (Les_Corts,100) and (Sants,60). To manage it, a disjunction query 
(Les_Corts OR Sants) is performed. 
 
 Rate preferences: These preferences are considered as the minimum rate to be 
accepted. Thus, higher rates or equal rates are considered. Citizen A accepted rates 
are equal or bigger than 3 in PM 6. In PM 4 lower rates are accepted. 
 
 Cost Preferences: These preferences are considered as the maximum cost to be 
accepted. 
 
 Type Preferences: All preferences are aimed to be considered; however low weight 
preferences are filtered or the benefit of the others.  
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 Requirements: All requirements have to be considered. For this reason a conjunction 
of requirements (Requirement_1 AND Requirement_2) is considered. 
 
The cinema query considers the preferences related with the cinema as a place and the movie 
as an activity. 
 
These queries contain all Possibilistic Models returned by the LPPODs solver. Therefore, results 
are obtained using the most preferred Possibilistic Models (less preferred ones are used if a 
number of suggestions have not been yet achieved). Finally, the results are composed on an 
ordered list of suggestions and on (interactive) city maps (see Figure 44).  
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Figure 44 – Final GUIs showing several suggestions 
5.5. Discussion 
Many preference handling approaches map possible decisions’ outcomes to numerical values 
and select the best choice. Although being a valid solution in quantitative approaches, it is not 
fully adequate for supporting the complex scenario we aim to develop where the set of 
possible dynamic preferences is qualitative, is too large and dynamic to be described explicitly. 
LPPODs permits to explicitly represent preference information directly into head rules literals 
capturing user qualitative preferences by means of disjunction rules, represent choices among 
different alternatives and specify a preference order between possibilistic answer sets through 
some comparison criteria.  
The implementation and integration of the LPPOD framework in the system has made it 
possible to handle context-aware dynamic preferences. The framework functionality has been 
encapsulated in a dedicated service, which can be queried by the system implemented with 
the ALIVE tools. The creation and adaptation of user profiles by means of preference rules and 
necessity values has provided new functionalities required to generate personalised 
suggestions which are aware of the dynamic context in open environments. Furthermore, the 
LPPOD make it easier to filter the big amount of solutions (i.e., suggestions) available by 
computing an order among preferred answer sets.  
The integration of the LPPOD solver, due to its complexity has only been done at a basic level. 
In the current version, the wrapper interface operations only allow to query the preference 
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profile against the most preferred options of the user depending on the context (the only 
implemented function is the getUserPreferences()). Currently user preference profiles are built 
manually and; a mechanism to be able to create profiles in a more automatic way is planned in 
a future release. Moreover a mechanism to change preference rules weight by using the user 
feedback can enhance significantly the computation of the preferred preferences, as it will 
provide the basis to adapt user preferences according to most recent users tastes and dislikes.   
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CHAPTER 6 – Discussion, conclusions and future 
research 
In this work we have presented the modelling and implementation of an adaptive Interactive 
Community Display able to organise and coordinate several heterogeneous information 
services to provide context-aware personalised suggestions to users.  
6.1. Summary of results 
The system we have developed exploits the social context by defining the playground within 
whose boundaries the individual applications can adjust, securing some overall stability of the 
system and guaranteeing global results. Therefore, we overcome the most common limitations 
of traditional service-oriented approaches, where exceptions are only managed at the lower 
level.  
For achieving this we have adopted the ALIVE approach and methodology, which provides 
organisational and coordination capabilities, taking into consideration not only the properties 
of individual applications, but also the objectives, structure and dynamics of the system as a 
whole. In the ALIVE framework, services are described by their functional semantics (e.g. in 
OWL-S) and aligned with action descriptions at the coordination level. Therefore, higher level 
exceptions can be managed by looking for alternative ways (i.e., new plan of action) to fulfil 
social goals. Therefore, intelligent agents following the appropriate plans to achieve the social 
objectives consume and compose the adequate Web services at any time. 
As a result, our distributed information system is capable to operate in highly dynamic 
environments where information services may crash or become overloaded, connections may 
be lost and new services may be published at anytime. In fact, in our system changes at the 
level of (available) services rarely compromise high-level objectives, as the system is able to 
dynamically configure alternative services compositions in order to provide information and 
suggestions to the users in a flexible and scalable way.  
Therefore, we have achieved the proposed objectives at the beginning at this document as:  
• we have implemented interdependent and distributed application functionalities as 
semantically annotated Web services which can be easily discovered, integrated and 
re-used; 
• we have added a social context to which the provided services and processes have to 
obey in order to obtain a steady and adaptable system. 
As far as knowledege customisation is concerned, we have been able to easily define 
personalisation and context-aware components and to add them in our system. Since the 
ALIVE framework could not manage content-dependent preferences in an intelligent way, we 
have extended the social adaptive system by the adding a logic-based preference handling 
method (i.e., LPPODs). In fact, the creation and adaptation of user profiles by means of 
preference rules and necessity values has provided new functionalities required to generate 
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personalised suggestions which are aware of the dynamic context of open environments. 
Furthermore, the LPPODs make it easier to filter the big amount of solutions (i.e., suggestions) 
available by computing an order among preferred answer sets.  
At this point, the other proposed objectives have been achieved as:  
• we have added components and functionalities to be aware of user and environmental 
contexts;  
• we have provided personalised suggestions according to context-aware users’ 
preferences.  
6.2. Relevance to AI 
The work presented here is relevant in the context of Artificial Intelligence in two main fields: 
the agent-based distributed systems and the logic-based preference handling as: 
• It uses ALIVE, an agent-based, organisational approach for the modelling and 
deployment of a flexible and adaptable information service composition system; 
• It uses LPPODs, a theoretical logic-based approach, for handling user preference 
representation and reasoning, based in common-sense reasoning (Answer Set 
Programming), context dependent preferences between program literals (LPODs) and 
possibilistic logic. 
6.3. Contribution to the field 
On the one hand, this work has contributed in extending the ALIVE methodology with an 
intelligent mechanism for preference handling. Although the ALIVE framework contemplates 
the notion of preferences, an effective mechanism to handle user preference and profiles was 
missing. In this sense our work bridge the gap between the ALIVE methodology, which offers 
several tools suitable to develop an adaptive information system managing several information 
sources by means of semantically annotated Web services easily discovered, consumed and 
composed by intelligent agents, and LPPODs, which offers an intelligent preference handling 
method.  
 On the other hand, this work, making use of a logic-based framework based on theoretical 
and formal fundaments to implement a content-dependent preference handler, has shown 
how it is possible to bridge the gap between theoretical and practical research related to 
nonmonotonic logics, in particular related to Answer Set Programming. In fact we have been 
able to fully exploit the theoretical foundations of LPPODs and to integrate the LPPODs solver 
in our system for the representation of user profiles and the reasoning of context-aware user 
preferences. Therefore, this work has provided a real case application for the theoretical logic 
formalism defined by the LPPODs approach. 
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6.4. Future extensions 
As future work we are considering several extensions we believe are worthy to be explored 
and that can enhance the user experience in using our system. First, a more automatic way on 
the user profile creation could be investigated and implemented in our system. So far, an 
initial questionnaire in the form of main user’s interests, could be presented by the system at 
the first log-in scene. In principle this could be sufficient to be able to compile LPPODs 
preference rules directly by the system by introducing a preference compilation module.  
Secondly, implicit and explicit user interactions can be interpreted and used as feedback to 
update the user preferences for each specific context. To do this, a study of the most 
appropriate ways to gather such feedback must be performed as well as extending the LPOODs  
wrapper to modify the preference rules weights and the answer sets orders of LPPODs user 
profiles. An extension of the theoretical LPPODs formalism can be also performed in order to 
define preference rules in a more natural way. For instance the LPPODs syntax and semantics 
can be enhanced to allow the writing of more complex preference expressions, built for 
instance by means of the logical connectives ∧, ∨ and ¬. Finally, a more fine integration of the 
knowledge used by LPPODs and provided by the information services should be explored. This 
could be done in principle by means of ontologies. This last point is important because it can 
open the use of LPPODs for handling preferences about the information of external 
information providers in a more reusable way.   
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Annexes 
Technologies and tools 
 Ontology editor Protégé 3.4 ‘http://protege.stanford.edu/’ 
 Apache ant ‘http://ant.apache.org/’ 
 Python ‘http://www.python.org/’ 
 Apache HTTP Server 2.2 Tomcat ‘http://tomcat.apache.org/’ 
 Glassfish v3 Enterprise Server ‘https://glassfish.dev.java.net/’ 
 NetBeans ‘http://netbeans.org/downloads/’ 
 Eclipse ‘http://www.eclipse.org/’ 
 ALIVE plugins ‘http://sourceforge.net/projects/ict-alive/’ 
 posPsmodels ‘http://github.com/rconfalonieri/posPsmodels’ 
Exploitation 
TMT Factory is an SME based in Spain, which is the third tourist destination in the world (see 
Table 3) according to the World Tourism Organization (UNWTO). Hence, the potential target 
for the company is people living in or visiting a Spanish city like Barcelona. 
Table 3 – Touristic international arrivals 
Country Continent 
Touristic international arrivals 
2008 2007 2006 
 France Europe 79.300.000 81.900.000 79.100.000 
 United States America 58.000.000 56.000.000 51.100.000 
 Spain Europe 57.300.000 58.700.000 58.500.000 
 China Asia 53.000.000 54.700.000 49.600.000 
 Italy Europe 42.700.000 43.700.000 41.100.000 
 United Kingdom Europe 30.200.000 30.200.000 30.700.000 
 
In this context, the quality of service is fundamental and no doubt that new technologies have 
to be integrated with the current ICDs, multimedia information points, to allow adaptable and 
personalised products in open environments. Hence, offering features that are not provided by 
direct competitors. 
TMT Factory aims to exploit ALIVE and LPPODs’ methodologies by enhancing products’ 
functionalities (and support their design and engineering). For instance, to exploit the 
Streetbox, one of the company’s main products. Streetbox is an ICD deployed in the urban 
environment which offers multimedia content to people living in or visiting a city. The same 
enhancement can be then adapted and extended to other TMT Factory’s products such as 
Lobbybox, Beebox or DSbox. Lobbybox is an ICD deployed in the lobby of the hotels, i.e., 
indoor places, Beebox is an interactive television offering advanced services to hotel and 
hospital clients, and DSbox is an advanced content management system. 
