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Abstract
This paper investigates the distributed computation of the well-known linear matrix equation in
the form of AXB = F , with the matrices A, B, X , and F of appropriate dimensions, over multi-
agent networks from an optimization perspective. In this paper, we consider the standard distributed
matrix-information structures, where each agent of the considered multi-agent network has access to
one of the sub-block matrices of A, B, and F . To be specific, we first propose different decomposition
methods to reformulate the matrix equations in standard structures as distributed constrained optimiza-
tion problems by introducing substitutional variables; we show that the solutions of the reformulated
distributed optimization problems are equivalent to least squares solutions to original matrix equations;
and we design distributed continuous-time algorithms for the constrained optimization problems, even
by using augmented matrices and a derivative feedback technique. Moreover, we prove the exponential
convergence of the algorithms to a least squares solution to the matrix equation for any initial condition.
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2I. INTRODUCTION
Recently, the increasing scale and big data of engineering systems and science problems
have posed new challenges for the design based on computation, communication, and control.
Traditional centralized algorithms for the computation of small or modest sized problems are
often entirely infeasible for large-scale problems. As a result, distributed algorithms over multi-
agent networks have attracted a significant amount of research attention due to their broad range
of applications in nature science, social science and engineering. Particularly, distributed opti-
mization, which seeks a global optimal solution with the objective function as a sum of the local
objective functions of agents, has become increasingly popular [1]–[3]. In fact, distributed opti-
mization with different types of constraints, including local constraints and coupled constraints,
has been considered and investigated using either discrete-time or continuous-time solvers (see
[1]–[7]). Recently, distributed continuous-time algorithms have received much attention in [2]–
[4], [7]–[12], mainly because the continuous-time physical system may involve with solving
optimal solutions and the continuous-time approach may provide an effective tool for analysis
and design, though distributed designs for many important problems are still challenging.
In fact, distributed computation of the linear algebraic equation of the form Ax = b, where A
is a matrix and x and b are vectors of appropriate dimensions, over a multi-agent network has
attracted much research attention, because it is fundamental for many computational tasks and
practical engineering problems. Mainly based on the distributed optimization idea, distributed
algorithms appeared for solving the linear algebraic equation Ax = b. The significant results in
[11]–[18] provided various distributed algorithms with the standard case that each agent knows
a few rows of A and b, while [19] proposed a distributed computation approach for another
standard case, where each agent has the knowledge of a few columns of matrix A. In fact, the
analysis given in [12], [15], [17]–[19] depend on the existence of exact solutions to the linear
equations. Specifically, [12] proposed a discrete-time distributed algorithm for a solvable linear
equation and presented the necessary and sufficient conditions for exponential convergence of the
algorithm, while [15] developed a continuous-time algorithm with an exponential convergence
rate for a nonsingular and square A and extended the algorithm to the case where A is of
full row rank with bounds on the convergence rate. Furthermore, [18] constructed a distributed
algorithm and derived the necessary and sufficient conditions on a time-dependent graph for
an exponential convergence rate. Additionally, [11] considered distributed computation for a
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3least squares solution to the linear equations that may have no exact solutions, by providing
approximate least squares solutions, while [16] dealt with the problem for the least squares
solutions with different graphs and appropriate step-sizes.
Although distributed computation of Ax = b has been studied in the past several years, the
results for distributed computation of general linear matrix equations are quite few. Note that
linear matrix equations are very important, related to fundamental problems in applied mathe-
matics and computational technology such as the existence of solutions of algebraic equations
and stability analysis of linear systems [20], [21]. One of the most famous matrix equations is
AXB = F with the matrices A, X, B, and F of appropriate dimensions. The computation
of its solution X plays a fundamental role in many important application problems such as the
computation of (generalized) Sylvester equations and generalized inverses of matrices (see [20]–
[23]). It is worthwhile pointing out that the computation of the special form AX = F (referring
to [24]–[26]) or a more special form Ax = b as linear algebraic equations with vectors x and b
(referring to [11]–[18]) has also been widely studied for a broad range of applications.
The objective of this paper is to compute a least squares solution to the well-known ma-
trix equation AXB = F over a multi-agent network in distributed information structures.
Considering that the computation of a least squares solution to the linear algebraic equation
Ax = b can be related to some optimization problems such as minx ‖Ax − b‖
2, we also take
a distributed optimization perspective to investigate the solution for this matrix equation over a
large-scale network. Note that distributed linear matrix equations may have different distributed
information structures due to different information structures of A, B, and F known by agents.
Based on the column or row sub-blocks of the matrices A, B, and F that each agent may
know, we get eight standard matrix-information structures (see Section III for details), and then
provide different substitutional decomposition structures to transform the computation problem
to different distributed constrained optimization problems, where each agent only knows local
information (instead of the whole data of matrices) and obtains the solution by communicating
with its neighbors. Then we propose distributed continuous-time algorithms and analyze their
convergence with help of some control techniques such as stability theory [27] and derivative
feedback [28]. In other words, we employ both constrained convex optimization and control
ideas to compute a least squares solution to AXB = F . The technical contribution of the paper
is summarized as follows.
• For a distributed design to solve the linear matrix equation of the form AXB = F , we
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4propose eight standard distributed structures, and then construct different decomposition
transformations with substitutional variables to reformulate the original computation prob-
lem to distributed optimization problems with different constraints (related to consensus
intersections or coupled equalities), whose solutions are proved to be least squares solutions
to the original matrix equation. The paper presents a distributed optimization perspective
for investigating distributed computation problems of linear matrix equations.
• Based on the reformulated optimization problems, we design distributed continuous-time
algorithms to solve linear matrix equations in the proposed standard structures, respectively,
by using modified Lagrangian functions and derivative feedbacks. Because the structures of
the problems are different, the proposed algorithms are designed using different techniques
in distributed optimization and control although all the algorithms are of primal-dual types.
Note that the distributed (continuous-time or discrete-time) algorithms for its very special
case Ax = b, which were widely investigated in [11]–[16], [19], cannot be applied to the
computation of the matrix equation.
• For various distributed algorithms in the corresponding structures, we provide rigorous
proofs for the correctness and exponential convergence of the algorithms to a least squares
solution based on saddle-point dynamics and stability theory with mild conditions. Note
that some assumptions (such as the existence of exact solutions or the boundedness of least
squares solutions in [11], [12], [15], [17]–[19]) for Ax = b are not required in our paper,
and therefore, our results may also provide a new viewpoint for the distributed computation
of Ax = b and its theoretical analysis.
The remainder of this paper is organized as follows. Preliminary knowledge is presented in
Section II, while the problem formulation of solving a matrix equation with distributed infor-
mation and the main result of this paper are given in Section III. Then the reformulations of the
matrix equation in different structures, distributed algorithms for the reformulated optimization
problems, and their exponential convergence are given in Section IV. Following that, a numerical
simulation is carried out for illustration in Section V. Finally, concluding remarks are provided
in Section VI.
II. MATHEMATICAL PRELIMINARIES
In this section, we introduce the necessary notations and knowledge related to matrices, graph
theory, convex analysis, optimization, and convergence property.
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5A. Matrices
Denote R as the set of real numbers, Rn as the set of n-dimensional real column vectors,
R
n×m as the set of n-by-m real matrices, and In as the n× n identity matrix, respectively. For
A ∈ Rm×n, we denote rankA as the rank of A, AT as the transpose of A, range(A) as the
range of A, ker(A) as the kernel of A, and tr(A) as the trace of A. Write 1n (1n×q) for the n-
dimensional column vector (n×q matrix) with all elements of 1, 0n (0n×q) for the n-dimensional
column vector (n×q matrix) with all elements of 0, A⊗B for the Kronecker product of matrices
A and B, and vec(A) for the vector obtained by stacking the columns of matrix A. Furthermore,
denote ‖ · ‖ as the Euclidean norm, and ‖ · ‖F as the Frobenius norm of real matrices defined by
‖A‖F =
√
tr(ATA) =
√∑
i,j A
2
i,j . Let 〈·, ·〉F be the Frobenius inner product of real matrices
defined by 〈A1, A2〉F = tr(A
T
1A2) =
∑
i,j(A1)i,j(A2)i,j with A1, A2 ∈ R
m×n, which satisfies
〈A1A2, A3〉F = 〈A1, A3A
T
2 〉F = 〈A2, A
T
1A3〉F for A1 ∈ R
m×n, A2 ∈ R
n×q, and A3 ∈ R
m×q. Let
{mj}
n
j=1 and {qj}
n
j=1 be sequences of n positive integers with
∑n
j=1mj = m and
∑n
j=1 qj = q,
and let Ai ∈ R
mi×qi for i ∈ {1, . . . , n}. Define augmented matrices [Ai]
{mj}nj=1
R and [Ai]
{qj}nj=1
C
as
[Ai]
{mj}
n
j=1
R ,
[
0qi×m1 , . . . , 0qi×mi−1 , A
T
i ,
. . . , 0qi×mi+1 , . . . , 0qi×mn
]T
∈ Rm×qi, (1)
[Ai]
{qj}
n
j=1
C ,
[
0mi×q1, . . . , 0mi×qi−1, Ai,
. . . , 0mi×qi+1, . . . , 0mi×qn
]
∈ Rmi×q. (2)
B. Graph Theory
An undirected graph G is denoted by G(V, E , A), where V = {1, . . . , n} is the set of nodes,
E ⊂ V×V is the set of edges, A = [ai,j] ∈ R
n×n is the adjacency matrix such that ai,j = aj,i > 0
if {j, i} ∈ E and ai,j = 0 otherwise. The Laplacian matrix is Ln = D − A, where D ∈ R
n×n
is diagonal with Di,i =
∑n
j=1 ai,j , i ∈ {1, . . . , n}. Specifically, if the graph G is connected, then
Ln = L
T
n ≥ 0, rankLn = n− 1, and ker(Ln) = {k1n : k ∈ R} [29].
C. Convex Analysis and Optimization
A set Ω ⊆ Rp is convex if λz1 + (1− λ)z2 ∈ C for any z1, z2 ∈ Ω and λ ∈ [0, 1]. A function
f : Ω → R is said to be convex (or strictly convex) if f(λz1 + (1 − λ)z2) ≤ (or <) λf(z1) +
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6(1 − λ)f(z2) for any z1, z2 ∈ Ω, z1 6= z2 and λ ∈ (0, 1). Sometimes, a convex optimization
problem can be written as minz∈Ω f(z), where Ω ⊆ R
p is a convex set and f : Rp → R is a
convex function.
D. Convergence Property
Consider a dynamical system
x˙(t) = φ(x(t)), x(0) = x0, t ≥ 0, (3)
where φ : Rq → Rq is Lipschitz continuous. Given a trajectory x : [0,∞) → Rq of (3), y is a
positive limit point of x(·) if there is a positive increasing divergent sequence {ti}
∞
i=1 ⊂ R such
that y = limi→∞ x(ti), and a positive limit set of x(·) is the set of all positive limit points of
x(·). A set D is said to be positive invariant with respect to (3) if x(t) ∈ D for all t ≥ 0 and
every x0 ∈ D.
Denote Bǫ(x), x ∈ R
n with a constant ǫ > 0 as the open ball centered at x with radius ǫ.
Let D ⊂ Rq be a positive invariant set with respect to (3) and z ∈ D be an equilibrium of (3).
z is Lyapunov stable if, for every ǫ > 0, there exists δ = δ(ǫ) > 0 such that, for every initial
condition x0 ∈ Bδ(z)
⋂
D, the solution x(t) of (3) stays in Bǫ(z) for all t ≥ 0.
The following Lemmas are needed in the analysis of this paper.
Lemma 2.1: [27, Theorem 3.1] Let D be a compact, positive invariant set with respect to
system (3), V : Rq → R be a continuously differentiable function, and x(·) ∈ Rq be a solution
of (3) with x(0) = x0 ∈ D. Assume V˙ (x) ≤ 0, ∀x ∈ D, and define Z = {x ∈ D : V˙ (x) = 0}.
If every point in the largest invariant subset M of Z
⋂
D is Lyapunov stable, where Z is the
closure of Z ⊂ Rn, then (3) converges to one of its Lyapunov stable equilibria for any x0 ∈ D.
Lemma 2.2: Suppose φ(x) = Mx + b with M ∈ Rq×q, b ∈ Rq, and D = Rq. The following
statements are equivalent.
(i) System (3) converges to an equilibrium exponentially for any initial condition.
(ii) System (3) converges to an equilibrium for any initial condition.
Proof: It is trivial that (i)⇒(ii) and the proof is omitted.
Suppose (ii) holds. Let x∗ be an equilibrium of (3) and define y = x − x∗. System (3) is
equivalent to
y˙(t) = My(t), y(0) = y0 ∈ R
q, t ≥ 0. (4)
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7To show (ii)⇒(i), we show that y(t) converges to an equilibrium exponentially for any initial
condition.
It follows from statement (ii) and Definition 11.8.1 of [30, p. 727] that M is semistable
(that is, its eigenvalues lie on the open left half complex plane, except for a few semi-simple
zero eigenvalues). Hence, there exists an invertible matrix P ∈ Rq×q such that PMP−1 =
 D 0r×(q−r)
0(q−r)×r 0(q−r)×(q−r)

, where D ∈ Rr×r is Hurwitz and r = rankM ≤ q. Define z =

z1
z2

 = Py ∈ Rq such that z1 ∈ Rr, and z2 ∈ Rq−r. It follows from (4) that
z˙1(t) = Dz1(t), z˙2(t) = 0q−r, z1(0) = z1,0, z2(0) = z2,0, t ≥ 0.
Hence,
∥∥∥∥∥z(t)−

 0r
z2(0)


∥∥∥∥∥ = ‖z1(t)‖ = ‖e
Dtz1(0)‖. Recall that D is Hurwitz. The trajectory z(t)
converges to

 0r
z2(0)

 exponentially and, equivalently, y(t) converges to P−1

 0r
z2(0)

 exponen-
tially.
III. PROBLEM DESCRIPTION AND MAIN RESULT
In this paper, we consider the distributed computation of a least squares solution to the well-
known matrix equation in the following form
AXB = F, (5)
where A ∈ Rm×r, B ∈ Rp×q, and F ∈ Rm×q are known matrices, and X ∈ Rr×p is an unknown
matrix to be solved. Note that equation (5) may not have a solution X . However, it always has
a least squares solution, which is defined as follows.
Definition 3.1: A least squares solution to (5) is a solution of the optimization problem
minX ‖AXB − F‖
2
F.
Obviously, if (5) has a solution, then a least squares solution is also an exact solution. The
following result is well known (see [31], [32]).
Lemma 3.1:
1. Equation (5) has an exact solution if and only if
range(F ) ⊂ range(A) and range(FT) ⊂ range(BT).
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82. X∗ ∈ Rr×p is a least squares solution if and only if
0r×p =
∂‖AXB − F‖2F
∂X
∣∣∣
X=X∗
= AT(AX∗B − F )BT. (6)
3. If A is full column-rank and B is full row-rank, X∗ = (ATA)−1ATFBT(BBT)−1 is the
unique least squares solution.
Note that (5) is one of the most famous matrix equations in matrix theory and applications
(see [20], [21]), related to the computation of many important problems such as (generalized)
Sylvester equations and generalized inverses of matrices (see [20]–[23], [31]). Because solving
(5) is one of the key problems of matrix computation, many techniques have been proposed
and various centralized algorithms have been developed to solve problem (5) (see [23], [31],
[33]–[35]). One significant method is a gradient-based approach from the optimization viewpoint
(see Theorem 2 of [31]). Because many matrix equations in engineering and science fields have
large scales, the distributed computation of (5) is very necessary. However, very few results have
been obtained for the distributed computation of (5) due to its complicated structures when each
agent only knows some sub-blocks of (large-size) matrices A, B, and F .
On the other hand, distributed computation of linear algebraic equations in the form of Ax = b
with vectors x and b has been widely studied in recent years and some significant results have
been obtained in [11]–[16], [19]. To solve (5), an immediate idea is to vectorize it as follows:
vec(AXB) = (BT ⊗ A)vec(X) = vec(F ),
and try the existing linear algebraic equation results here. Although this idea may work in
centralized situations, it may totally spoil the original distributed information structure because
the local knowledge about some sub-blocks of A and B of each agent may be mixed up and
multiplied due to the Kronecker product. Hence, we have to develop new methods to solve the
matrix equation (5) in a distributed way.
In this paper, we consider the distributed computation of a least squares solution to (5) over
a multi-agent network described by an undirected graph G, where matrices A, B, and F are
composed of n row-block or column-block matrices, known by n agents.
In this complicated problem, there are different distributed information structures of matrices
A, B, and F . To distinguish the row-blocks or column-blocks of a matrix, we use subscript “vi”
to denote its ith row-block and subscript “li” to denote its ith column-block in the sequel.
For different information structures of matrices A, B, and F , we can classify the distributed
computation problem of equation (5) in the following eight standard structures:
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9• Row-Column-Column (RCC) Structure: Consider (5) with
A =


Av1
...
Avn

 ∈ R
m×r, B =
[
Bl1, . . . , Bln
]
∈ Rp×q,
F =
[
Fl1, . . . , Fln
]
∈ Rm×q, (7)
where Avi ∈ R
mi×r, Bli ∈ R
p×qi, Fli ∈ R
m×qi ,
∑n
i=1mi = m,
∑n
i=1 qi = q, and the
sub-blocks of A, B, and F are distributed among the agents of network G.
In this structure, agent i only knows Avi, Bli, and Fli for i ∈ {1, . . . , n}. By communicating
with its neighbors, every agent i aims to obtain a least squares solution to (5).
Obviously, if X and F are row vectors with A = 1, the matrix equation (5) with (7) becomes
a linear algebraic equation BTXT = FT, where each agent knows a row sub-block of BT
and the vector FT, which was investigated in [11]–[14], [17], [18] and references therein.
However, the sub-blocks of matrices A, B, and X are coupled in the original equation
(5) with (7), and hence, new techniques and ideas are needed for its distributed algorithm
design.
• Row-Row-Row (RRR) Structure: Consider (5) with
A =


Av1
...
Avn

 ∈ R
m×r, B =


Bv1
...
Bvn

 ∈ R
p×q,
F =


Fv1
...
Fvn

 ∈ R
m×q, (8)
with X = [Xl1, . . . , Xln] ∈ R
r×p, where Avi ∈ R
mi×r, Xli ∈ R
r×pi , Bvi ∈ R
pi×q, Fvi ∈
R
mi×q,
∑n
i=1mi = m, and
∑n
i=1 pi = p. Similarly, agent i in the n-agent network G only
knows Avi, Bvi, and Fvi and cooperates with its neighbors to compute Xli.
Clearly, if X and F are row vectors with A = 1, this problem becomes that discussed in
[19].
• Column-Column-Row (CCR) Structure: Consider (5) with
A =
[
Al1, . . . , Aln
]
∈ Rm×r, F =


Fv1
...
Fvn

 ∈ R
m×q,
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B =
[
Bl1, . . . , Bln
]
∈ Rp×q, (9)
where Ali ∈ R
m×ri , Bli ∈ R
p×qi , Fvi ∈ R
mi×q,
∑n
i=1 ri = r,
∑n
i=1mi = m, and
∑n
i=1 qi =
q. We use an n-agent network G to find X , where agent i knows Ali, Bli, and Fvi and
estimates X by cooperating with its neighbors to reach a consensus to a least squares
solution to matrix equation (5) with (9).
• Column-Row-Row (CRR) Structure: Consider (5) with
A =
[
Al1, . . . , Aln
]
∈ Rm×r, B =


Bv1
...
Bvn

 ∈ R
p×q,
F =


Fv1
...
Fvn

 ∈ R
m×q, (10)
where Ali ∈ R
m×ri , Xli ∈ R
r×pi , X = [Xl1, . . . , Xln] ∈ R
r×p, Bvi ∈ R
pi×q, Fvi ∈ R
mi×q,
∑n
i=1 ri = r,
∑n
i=1mi = m, and
∑n
i=1 pi = p. We use an n-agent system to find X , where
agent i knows Ali, Bvi, and Fvi and cooperates with its neighbors to compute Xli, which
composes a least squares solution to matrix equation (5) and (10).
In this case, if X and F are row vectors with A = 1, (5) and (10) becomes the problem
investigated in [19].
• Row-Column-Row (RCR) Structure: Consider (5) with
A =


Av1
...
Avn

 ∈ R
m×r, B =
[
Bl1, . . . , Bln
]
∈ Rp×q,
F =


Fv1
...
Fvn

 ∈ R
m×q. (11)
Clearly, this structure is equivalent to RCC structure by the transposes of matrices.
• Column-Column-Column (CCC) Structure: Consider (5) with
A =
[
Al1, . . . , Aln
]
∈ Rm×r, B =
[
Bl1, . . . , Bln
]
∈ Rp×q,
F =
[
Fl1, . . . , Fln
]
∈ Rm×q. (12)
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It is equivalent to RRR structure by the transposes of matrices.
• Row-Row-Column (RRC) Structure: Consider (5) with
A =


Av1
...
Avn

 ∈ R
m×r, B =


Bv1
...
Bvn

 ∈ R
p×q,
F =
[
Fl1, . . . , Fln
]
∈ Rm×q. (13)
It is equivalent to CCR structure by the transposes of matrices.
• Column-Row-Column (CRC) Structure: Consider (5) with
A =
[
Al1, . . . , Aln
]
∈ Rm×r, B =


Bv1
...
Bvn

 ∈ R
p×q,
F =
[
Fl1, . . . , Fln
]
∈ Rm×q. (14)
It is equivalent to CRR structure by the transposes of matrices.
Remark 3.1: In these formulations, the rows and columns of matrices may have different
physical interpretations. Take A for example. If A is decomposed of row blocks, each row
defines a local linear space and matrix A defines the intersection of the local linear spaces as
in [11]–[14], [17], [18]. However, if A is decomposed of column blocks, each block contains
partial information of the coupling/monotropic constraint information, for example in resource
allocation problems as discussed in [2]. Due to different structures, different combinations of
the consensus design and the auxiliary decomposition design are adopted. ♦
The main result of this paper can, in fact, be written as
Theorem 3.1: A least squares solution to (5) in the eight standard structures can be
obtained using distributed algorithms with exponential convergence rates if the undirected
graph G is connected.
Clearly, because RCR, CCC, RRC, and CRC structures are the transpose of RCC, RRR, CCR,
and CRR structures, the eight different structures are basically four standard structures in the
distributed computation design. Therefore, we only need to study (5) with the four standard
structures, (7)-(10), in the sequel.
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IV. REFORMULATION, ALGORITHM, AND EXPONENTIAL CONVERGENCE
In this section, we first reformulate the matrix computation problem in four different structures
as solvable distributed optimization problems with different substitutional decompositions. Then
we propose distributed continuous-time algorithms for the four standard structures using a deriva-
tive feedback idea and the saddle-point dynamics. Finally, we give the exponential convergence
proof of our algorithms with help of the stability theory and the Lyapunov method.
A. Row-Column-Column Structure
To handle the couplings between the sub-blocks of matrices A, B, and F in the equation (5)
with (7), we introduce a substitutional variable Y to make (5) and (7) equivalent to Y = AX and
Y Bli = Fli for i ∈ {1, . . . , n}. Let Xi ∈ R
r×p and Yi ∈ R
m×p be the estimates of X and Y of
agent i ∈ {1, . . . , n}, respectively. We propose a full-consensus substitutional decomposition
method by requiring both Xi and Yi to achieve consensus, namely, we rewrite the equation (5)
with (7) as
YiBli = Fli, Yi = Yj, i, j ∈ {1, . . . , n}, (15)
AXi = Yi, Xi = Xj. (16)
Clearly, (16) is not in a distributed form because all the sub-blocks of A need to be known.
To decompose (16), define Yi ,


Y v1i
...
Y vni

, where Y
vj
i ∈ R
mj×p for all i, j ∈ {1, . . . , n}. Due to
Yi = Yj for all i, j ∈ {1, . . . , n} in (15), (16) is equivalent to
AviXi = Y
vi
i , Xi = Xj, i, j ∈ {1, . . . , n}. (17)
Hence, the matrix equation (5) with (7) is equivalent to the linear matrix equations (15) and
(17). Define extended matrices XE = [X
T
1 , · · · , X
T
n ]
T ∈ Rnr×p and YE = [Y
T
1 , · · · , Y
T
n ]
T ∈
R
nm×p. Based on (15) and (17), we reformulate the distributed computation of (5) with RCC
structure as the following distributed optimization problem
min
XE,YE
n∑
i=1
‖YiBli − Fli‖
2
F, (18a)
s. t. Xi = Xj , Yi = Yj, AviXi = Y
vi
i , i, j ∈ {1, . . . , n}, (18b)
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where agent i knows Avi, Bli, Fli, and estimates the solution Xi and Yi with only local
information.
Remark 4.1: Problem (18) is a standard distributed optimization problem, which contains local
constraints AviXi = Y
vi
i and consensus constraints Xi = Xj and Yi = Yj . ♦
The following proposition reveals the relationship between (5) and problem (18).
Proposition 4.1: Suppose that the undirected graph G is connected. X∗ ∈ Rr×p is a least
squares solution to matrix equation (5) if and only if there exists Y ∗ = AX∗ ∈ Rm×p such that
(X∗E, Y
∗
E ) = (1n ⊗X
∗, 1n ⊗ Y
∗) is a solution to problem (18).
The proof can be found in Appendix A.
In this structure, we focus on problem (18), and propose a distributed algorithm of agent i
as
X˙i(t) = −A
T
vi(AviXi(t)− Y
vi
i (t))− A
T
viΛ
3
i (t)
−
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t))
−
n∑
j=1
ai,j(Xi(t)−Xj(t)), Xi(0) = Xi0 ∈ R
r×p, (19a)
Y˙i(t) = −(Yi(t)Bli − Fli)B
T
li + [Imi ]RΛ
3
i (t)
+ [Imi ]R(AviXi(t)− Y
vi
i (t))−
n∑
j=1
ai,j(Yi(t)− Yj(t))
−
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j(t)), Yi(0) = Yi0 ∈ R
m×p, (19b)
Λ˙1i (t) =
n∑
j=1
ai,j(Xi(t)−Xj(t)), Λ
1
i (0) = Λ
1
i0 ∈ R
r×p, (19c)
Λ˙2i (t) =
n∑
j=1
ai,j(Yi(t)− Yj(t)), Λ
2
i (0) = Λ
2
i0 ∈ R
m×p, (19d)
Λ˙3i (t) = AviXi(t)− Y
vi
i (t), Λ
3
i (0) = Λ
3
i0 ∈ R
mi×p, (19e)
where i ∈ {1, . . . , n}, t ≥ 0, Xi(t) and Yi(t) are the estimates of solutions to problem (18) by
agent i at time t, Λ1i (t), Λ
2
i (t), and Λ
3
i (t) are the estimates of Lagrangian multipliers for the
constraints in (18b) by agent i at time t, and [Imi ]R denotes [Imi ]
{mj}
n
j=1
R , as defined in (1).
Remark 4.2: Algorithm (19) is a primal-dual algorithm, whose primal variables are Xi and Yi
and dual variables are Λ1i , Λ
2
i , and Λ
3
i . Though substitutional variables are used in (19) for the
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distributed computation of (5) and (7), algorithm (19) is a fully distributed algorithm. Different
from the classic (Arrow-Hurwicz-Uzawa type) primal-dual algorithm in [16], the consensus
design (−
∑n
j=1 ai,j(Xi(t)−Xj(t)) and −
∑n
j=1 ai,j(Yi(t)− Yj(t)) in (19a) and (19b)) and the
damping design (−ATvi(AviXi(t)− Y
vi
i (t)) in (19a)) are used in the algorithm. ♦
Remark 4.3: Let Λ1 =


Λ11
...
Λ1n

 ∈ R
nr×p, Λ2 =


Λ21
...
Λ2n

 ∈ R
nm×p, and Λ3 =


Λ31
...
Λ3n

 ∈ R
m×p, where
Λ1i ∈ R
r×p, Λ2i ∈ R
m×p, and Λ3i ∈ R
mi×p. Algorithm (19) can be viewed as the saddle-point
dynamics of the modified Lagrangian function L(XE, YE,Λ
1,Λ2,Λ3) given by
L =
1
2
n∑
i=1
‖YiBli − Fli‖
2
F +
n∑
i=1
n∑
j=1
〈
Λ1i , ai,j(Xi −Xj)
〉
F
+
n∑
i=1
n∑
j=1
〈
Λ2i , ai,j(Yi − Yj)
〉
F
+
n∑
i=1
〈Λ3i , AviXi − Y
vi
i 〉F
+
1
2
n∑
i=1
n∑
j=1
〈
Xi, ai,j(Xi −Xj)
〉
F
+
1
2
n∑
i=1
‖AviXi − Y
vi
i ‖
2
F
+
1
2
n∑
i=1
n∑
j=1
〈
Yi, ai,j(Yi − Yj)
〉
F
,
where ai,j is the (i, j)th element of the adjacency matrix of graph G, Λ
1, Λ2, and Λ3 are the
Lagrangian matrix multipliers, that is, X˙i = −∇XiL, Y˙i = −∇YiL, Λ˙
1
i = ∇Λ1iL, Λ˙
2
i = ∇Λ2iL, and
Λ˙3i = ∇Λ3iL for i ∈ {1, . . . , n}. In this modified Lagrangian function,
1
2
∑n
i=1 ‖AviXi−Y
vi
i ‖
2
F is
the augmented term, and 1
2
∑n
i=1〈Xi,
∑n
j=1 ai,j(Xi−Xj)〉F and
1
2
∑n
i=1〈Yi,
∑n
j=1 ai,j(Yi−Yj)〉F
are the (weighted) Laplacian regularization. ♦
Remark 4.4: Recall that a standard centralized algorithm (see [31]) is X(k) = X(k −
1) + µAT[F − AX(k − 1)B]BT, where µ > 0 is an appropriate real number and AT[F −
AX(k−1)B]BT is the negative gradient of 1
2
‖AXB−F‖2F. Both the centralized algorithm and
algorithm (19) use the gradient dynamics in the design. However, in contrast to the centralized
algorithm, algorithm (19) uses auxiliary variables and equality linear constraints to deal with
the unavailability of matrices information. The auxiliary variables may also be considered as
distributed observers and filters of the unavailable matrix information from the control viewpoint.
♦
The following result reveals the relationship between equilibria of algorithm (19) and solutions
to problem (18), which is an immediate conclusion of the KKT optimality condition (Theorem
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3.25 of [36]), so its proof is omitted.
Lemma 4.1: For a connected undirected graph G, (X∗E, Y
∗
E ) ∈ R
nr×p×Rnm×p is a solution to
problem (18) if and only if there exist matrices Λ1∗ ∈ Rnr×p, Λ2∗ ∈ Rnm×p, and Λ3∗ ∈ Rm×p
such that (X∗E, Y
∗
E ,Λ
1∗,Λ2∗,Λ3∗) is an equilibrium of (19).
It is time to show the exponential convergence of algorithm (19).
Proposition 4.2: If the undirected graph G is connected, then
1) every equilibrium of algorithm (19) is Lyapunov stable and its trajectory is bounded for
any initial condition;
2) the trajectory of algorithm (19) is exponentially convergent and Xi(t) converges to a least
squares solution to (5) exponentially for all i ∈ {1, . . . , n}.
The proof can be found in Appendix B, which shows that algorithm (19) is globally convergent.
In fact, if there are multiple solutions, the solution obtained by algorithm (19) depends on the
selected initial condition.
Remark 4.5: In comparison with many previous results on the distributed computation of
linear algebraic equation Ax = b, we do not need the boundedness assumption for least squares
solutions given in [11] or the existence assumption of exact solutions given in [12], [15],
[17]–[19]. By virtue of the saddle-point dynamics, [37] proposed a distributed algorithm to
achieve least squares solutions with an exponential convergence rate, without any boundedness
assumption or choices of time-varying small step sizes. ♦
B. Row-Row-Row Structure
The decomposition method used in RCC structure cannot convert RRR structure to a solvable
optimization problem. To deal with (5) and (8), we take substitutional variables Yi ∈ R
r×q such
that Yi = XB for all i ∈ {1, . . . , n}, and then we propose another method called Y -consensus
substitutional decomposition because we need the consensus of Yi as follows:
AviYi = Fvi, Yi = Yj, i, j ∈ {1, . . . , n}, (20)
1
n
n∑
i=1
Yi = [Xl1, . . . , Xln]


Bv1
...
Bvn

 =
n∑
i=1
XliBvi. (21)
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In this way, agent i computes Xli and Yi based on only local information. To decompose (21),
we add new variables Zi ∈ R
r×q such that
1
n
Yi −XliBvi +
n∑
j=1
ai,j(Zi − Zj) = 0r×q, (22)
where ai,j is the (i, j)th element of the adjacency matrix of the connected graph for the agents.
Clearly, (22) implies (21). Conversely, if (21) holds, there exists Zi ∈ R
r×q such that (22) holds
due to the fundamental theorem of linear algebra [38] (whose proof is similar to the proof of
part (ii) of Proposition 4.1).
Then we reformulate the distributed computation of (5) with RRR structure as the following
optimization problem
min
X,YE,Z
n∑
i=1
‖AviYi − Fvi‖
2
F, (23a)
s. t.
1
n
Yi −XliBvi +
n∑
j=1
ai,j(Zi − Zj) = 0r×q,
Yi = Yj, i, j ∈ {1, . . . , n}, (23b)
where X = [Xl1, . . . , Xln] ∈ R
r×p, YE = [Y
T
1 , · · · , Y
T
n ]
T ∈ Rnr×q, and Z = [ZT1 , · · · , Z
T
n ]
T ∈
R
nr×q.
Remark 4.6: In (23b), Yi = Yj is a consensus constraint and
1
n
Yi −XliBvi +
∑n
j=1 ai,j(Zi −
Zj) = 0r×q is a coupled constraint, which may be viewed as a (generalized) resource allocation
constraint [39]. ♦
It is not hard to obtain the following result.
Proposition 4.3: Suppose that the undirected graph G is connected. X∗ ∈ Rr×p is a least
squares solution to matrix equation (5) if and only if there exist Y ∗E ∈ R
nr×q and Z∗ ∈ Rnr×q
such that (X∗, Y ∗E , Z
∗) is a solution to problem (23).
The proof is omitted due to the space limitation and similarity to that of Proposition 4.1.
In RRR structure, we define Λ1 =
[
(Λ11)
T, · · · , (Λ1n)
T
]T
∈ Rnr×q and Λ2 =
[
(Λ21)
T, · · · , (Λ2n)
T
]T
∈
R
nr×q as estimates of Lagrangian multipliers, where Λ1i ∈ R
r×q and Λ2i ∈ R
r×q for i ∈
{1, . . . , n}. Then we propose a distributed algorithm of agent i as follows:
X˙li(t) = Λ
1
i (t)B
T
vi, Xli(0) = Xli0 ∈ R
r×pi, (24a)
Y˙i(t) = −A
T
vi(AviYi(t)− Fvi)−
n∑
j=1
ai,j(Yi(t)− Yj(t))
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−
1
n
Λ1i (t)−
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j(t)),
Yi(0) = Yi0 ∈ R
r×q, (24b)
Z˙i(t) = −
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t)), Zi(0) = Zi0 ∈ R
r×q, (24c)
Λ˙1i (t) =
1
n
(Yi(t)+Y˙i(t))− (Xli(t) + X˙li(t))Bvi (24d)
+
n∑
j=1
ai,j(Zi(t)− Zj(t))−
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t)),
Λ1i (0) = Λ
1
i0 ∈ R
r×q, (24e)
Λ˙2i (t) =
n∑
j=1
ai,j(Yi(t)− Yj(t)) +
n∑
j=1
ai,j(Y˙i(t)− Y˙j(t)),
Λ2i (0) = Λ
2
i0 ∈ R
r×q, (24f)
where i ∈ {1, . . . , n}, t ≥ 0, Xli(t), Yi(t), and Zi(t) are the estimates of solutions to problem
(23) by agent i at time t, and ai,j is the (i, j)th element of the adjacency matrix of graph G.
Remark 4.7: The derivative feedbacks X˙li and Y˙i are used in algorithm (24); otherwise
the trajectories of the algorithm may oscillate following a periodic routine. In fact, derivative
feedbacks play a role as a damping term to deal with the general convexity of objective functions
[28]. ♦
The following result shows the correctness of algorithm (24) for problem (23).
Lemma 4.2: Suppose that the undirected graph G is connected. (X∗, Y ∗E , Z
∗) ∈ Rr×p×Rnr×q×
R
nr×q is a solution to problem (23) if and only if there exist matrices Λ1∗ ∈ Rnr×q and Λ2∗ ∈
R
nr×q such that (X∗, Y ∗E , Z
∗,Λ1∗,Λ2∗) is an equilibrium of (24).
The proof is omitted because it is easy due to the KKT optimality condition [36].
Then we show the convergence of algorithm (24). Define a function
V (X, YE, Z,Λ
1,Λ2) = V1(YE) + V2(X, YE, Z,Λ
1,Λ2), (25)
where
V1 ,
1
2
n∑
i=1
‖AviYi − Fvi‖
2
F −
1
2
n∑
i=1
‖AviY
∗
i − Fvi‖
2
F
−
n∑
i=1
〈ATvi(AviY
∗
i − Fvi), Yi − Y
∗
i 〉F
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+
1
2
n∑
i=1
n∑
j=1
ai,j〈Yi, Yi − Yj〉F,
V2 ,
1
2
n∑
i=1
‖Xli −X
∗
li‖
2
F +
1
2
n∑
i=1
‖Yi − Y
∗
i ‖
2
F
+
1
2
n∑
i=1
‖Zi − Z
∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ1i − Λ
1∗
i ‖
2
F
+
1
2
n∑
i=1
‖Λ2i − Λ
2∗
i ‖
2
F,
and (X∗, Y ∗E , Z
∗,Λ1∗,Λ2∗) is an equilibrium of (24). The following lemma will be needed in the
theoretical proof of our algorithm.
Lemma 4.3: If the undirected graph G is connected, V1(YE) defined in (25) is nonnegative for
all YE ∈ R
nr×q.
Proof: Consider function V1(YE) defined in (25). Because G is undirected,
1
2
n∑
i=1
n∑
j=1
ai,j〈Yi, Yi − Yj〉F =
1
4
n∑
i=1
n∑
j=1
ai,j‖Yi − Yj‖
2
F ≥ 0.
Define f(YE) =
1
2
∑n
i=1 ‖AviYi − Fvi‖
2
F. f(YE) is clearly convex with respect to matrix YE ∈
R
nr×q. Then
f(YE)− f(Y
∗
E ) ≥
n∑
i=1
〈Yi − Y
∗
i ,∇Y ∗i f(Y
∗
E )〉F
=
n∑
i=1
〈Yi − Y
∗
i , A
T
vi(AviY
∗
i − Fvi)〉F.
Hence, V1(YE) ≥ f(YE)− f(Y
∗
E )−
∑n
i=1〈Yi − Y
∗
i , A
T
vi(AviY
∗
i − Fvi)〉F ≥ 0 for all YE ∈ R
nr×q.
Next, we show the exponential convergence of algorithm (24).
Proposition 4.4: If the undirected graph G is connected, then
1) every equilibrium of algorithm (24) is Lyapunov stable and its trajectory is bounded for
any initial condition;
2) the trajectory of algorithm (24) is exponentially convergent and X(t) converges to a least
squares solution of (5) exponentially.
The proof can be found in Appendix C.
Remark 4.8: Compared with related results in linear algebraic equations or others [11], [12],
[15], [17]–[19], the boundedness assumption for least squares solutions or the existence of exact
solutions is not required. ♦
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C. Column-Column-Row Structure
To handle CCR structure, we take a substitutional variable
Y =


Yv1
...
Yvn

 ∈ R
r×q, Yvi ∈ R
ri×q, ∀i ∈ {1, . . . , n}.
It is clear that (5) and (9) is equivalent to AY = F, Y = XB. Let Xi ∈ R
r×p be the estimate
of X by agent i. Define matrices [Yvi]
{rj}nj=1
R , [Fvi]
{mj}nj=1
R , and [Bli]
{qj}nj=1
C as in (1) and (2) and
take [Yvi]R, [Fvi]R, and [Bli]C to represent [Yvi]
{rj}nj=1
R , [Fvi]
{mj}nj=1
R , and [Bli]
{qj}nj=1
C for the ease of
notation. Clearly,
∑n
i=1[Yvi]R = Y ,
∑n
i=1[Fvi]R = F , and
∑n
i=1[Bi]C = B. Here we construct a
transformation, called X-consensus substitutional decomposition with requiring the consensus
of Xi, and then (5) and (9) is equivalent to
n∑
i=1
AliYvi =
n∑
i=1
[Fvi]R, (26)
n∑
i=1
[Yvi]R =
n∑
i=1
Xi[Bli]C, Xi = Xj , i, j ∈ {1, . . . , n}. (27)
To decompose (26) and (27), we add new variables Ui ∈ R
m×q , Wi ∈ R
m×q, and Zi ∈ R
r×q
such that
AliYvi − [Fvi]R − Ui = 0m×q, Ui =
n∑
j=1
ai,j(Wi −Wj), (28)
[Yvi]R −Xi[Bli]C −
n∑
j=1
ai,j(Zi − Zj) = 0r×q, Xi = Xj , (29)
where i, j ∈ {1, . . . , n}, ai,j is the (i, j)th element of the adjacency matrix of graph G. If (28)
and (29) hold, then one can easily obtain (26) and (27). Conversely, if (26) and (27) hold, it
follows from a similar proof of Proposition 4.1 that there exist Ui, Wi, and Zi such that (28)
and (29) hold.
Let XE = [X
T
1 , . . . , X
T
n ]
T ∈ Rr×p, Y = [Y Tv1, · · · , Y
T
vn]
T ∈ Rr×q, U = [UT1 , · · · , U
T
n ]
T ∈
R
nm×q, W = [WT1 , · · · ,W
T
n ]
T ∈ Rnm×q, and Z = [ZT1 , · · · , Z
T
n ]
T ∈ Rnr×q. Then we reformu-
late the distributed computation of (5) with CCR structure as the following optimization problem
min
XE,Y,U,W,Z
n∑
i=1
‖AliYvi − [Fvi]R − Ui‖
2
F, (30a)
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s. t. Xi = Xj , Ui =
n∑
j=1
ai,j(Wi −Wj), (30b)
[Yvi]R −Xi[Bli]C −
n∑
j=1
ai,j(Zi − Zj) = 0r×q, (30c)
i, j ∈ {1, . . . , n}.
Similar to RRR structure, (26) and (27) are a combination of a consensus constraint and
coupled equality constraints. Then we have the following result.
Proposition 4.5: Suppose that the undirected graph G is connected. X∗ ∈ Rr×p is a least
squares solution to matrix equation (5) if and only if there exist X∗E = 1n ⊗ X
∗, Y ∗ ∈ Rr×q,
Z∗ ∈ Rnr×q, U∗ ∈ Rnm×q, and W ∗ ∈ Rnm×q such that (X∗E, Y
∗, Z∗, U∗,W ∗) is a solution to
problem (30).
The proof is omitted due to the space limitation and similarity to that of Proposition 4.1.
In CCR structure, we take Λ1 =


Λ11
...
Λ1n

 ∈ R
nr×p, Λ2 =


Λ21
...
Λ2n

 ∈ R
nm×q , and Λ3 =


Λ31
...
Λ3n

 ∈
R
nr×q as the Lagrangian multipliers, where Λ1i ∈ R
r×p, Λ2i ∈ R
m×q, and Λ3i ∈ R
r×q. The
distributed algorithm of agent i is
X˙i(t) = Λ
3
i (t)[Bli]
T
C −
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t))
−
n∑
j=1
ai,j(Xi(t)−Xj(t)), Xi(0) = Xi0 ∈ R
r×p, (31a)
Y˙vi(t) = −A
T
li(AliYvi(t)− [Fvi]R − Ui(t))− [Iri]CΛ
3
i (t),
Yvi(0) = Yvi0 ∈ R
ri×q, (31b)
U˙i(t) = AliYvi(t)− [Fvi]R − Ui(t)− Λ
2
i (t),
Ui(0) = Ui0 ∈ R
m×q, (31c)
W˙i(t) =
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j(t)), Wi(0) = Wi0 ∈ R
m×q, (31d)
Z˙i(t) =
n∑
j=1
ai,j(Λ
3
i (t)− Λ
3
j(t)), Zi(0) = Zi0 ∈ R
r×q, (31e)
Λ˙1i (t) =
n∑
j=1
ai,j(Xi(t)−Xj(t)), Λ
1
i (0) = Λ
1
i0 ∈ R
r×p, (31f)
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Λ˙2i (t) = Ui(t) + U˙i(t)−
n∑
j=1
ai,j(Wi(t)−Wj(t))
−
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j (t)), Λ
2
i (0) = Λ
2
i0 ∈ R
m×q, (31g)
Λ˙3i (t) = [Yvi]R(t) + [Y˙vi]R(t)−Xi(t)[Bli]C
−
n∑
j=1
ai,j(Zi(t)− Zj(t))−
n∑
j=1
ai,j(Λ
3
i (t)− Λ
3
j(t)),
Λ3i (0) = Λ
3
i0 ∈ R
r×q, (31h)
where i ∈ {1, . . . , n}, t ≥ 0, Xi(t), Yvi(t), Ui(t), Wi(t), and Zi(t) are the estimates of solutions
to problem (30) by agent i at time t, ai,j is the (i, j)th element of the adjacency matrix of
graph G, and [Bli]C, [Fvi]R, and [Iri ]C are shorthand notations for [Bli]
{qj}
n
j=1
C , [Fvi]
{mj}
n
j=1
R , and
[Iri]
{rj}nj=1
C as defined in (1) and (2).
Similar to algorithm (24), algorithm (31) is the saddle-point dynamics of the modified La-
grangian function with derivative feedbacks, which are a “damping” term (see Remark 4.7).
The following lemma reveals the connection of solutions to problem (30) and equilibria of
algorithm (31), whose proof is quite obvious because of the KKT optimality condition [36].
Lemma 4.4: Suppose that the undirected graph G is connected. (X∗E, Y
∗, Z∗, U∗,W ∗) ∈
R
nr×p×Rr×q×Rnr×q×Rnm×q×Rnm×q is a solution to problem (30) if and only if there exist ma-
trices Λ1∗ ∈ Rnr×p, Λ2∗ ∈ Rnm×q, and Λ3∗ ∈ Rnr×q such that (X∗E, Y
∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗,Λ3∗)
is an equilibrium of (31).
Define the function
V (XE, Y, Z, U,W,Λ
1,Λ2,Λ3) =V1(XE, Y, U)
+ V2(XE, Y, Z, U,W,Λ
1,Λ2,Λ3) (32)
with
V1 ,
1
2
n∑
i=1
‖AliYvi − [Fvi]R − Ui‖
2
F
+
n∑
i=1
n∑
j=1
〈Λ1∗i , ai,j(Xi −Xj)〉F
+
n∑
i=1
〈Λ2∗i , Ui〉F +
n∑
i=1
〈Λ3∗i , [Yvi]R −Xi[Bli]C〉F
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−
1
2
n∑
i=1
‖AliY
∗
vi − [Fvi]R − U
∗
i ‖
2
F,
V2 ,
1
2
n∑
i=1
‖Xi −X
∗
i ‖
2
F +
1
2
n∑
i=1
‖Yvi − Y
∗
vi‖
2
F
+
1
2
n∑
i=1
‖Zi − Z
∗
i ‖
2
F +
1
2
n∑
i=1
‖Ui − U
∗
i ‖
2
F
+
1
2
n∑
i=1
‖Wi −W
∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ1i − Λ
1∗
i ‖
2
F
+
1
2
n∑
i=1
‖Λ2i − Λ
2∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ3i − Λ
3∗
i ‖
2
F,
where (X∗E, Y
∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗,Λ3∗) is an equilibrium of (31).
Lemma 4.5: Suppose that the undirected graph G is connected. The function V1(XE, Y, U)
defined in (32) is nonnegative for all (XE, Y, U) ∈ R
nr×p × Rr×q × Rnm×q.
The proof is similar to that of Lemma 4.3 and omitted.
The following result shows the exponential convergence of algorithm (31).
Proposition 4.6: If the undirected graph G is connected, then
1) every equilibrium of algorithm (31) is Lyapunov stable and its trajectory is bounded for
any initial condition;
2) the trajectory of algorithm (31) is exponentially convergent and Xi(t) converges to a least
squares solution of (5) exponentially for all i ∈ {1, . . . , n}.
The proof can be found in Appendix D.
D. Column-Row-Row Structure
In CRR structure, which is the most complicated structure among the 4 standard structures,
the above decomposition methods do not work. Define a substitutional variable
Y =


Yv1
...
Yvn

 ∈ R
r×q, Yvi ∈ R
ri×q, ∀i ∈ {1, . . . , n}.
Clearly, (5) with (10) is equivalent to AY = F and Y = XB. Moreover, we further define the
augmented matrices [Yvi]
{rj}nj=1
R and [Fvi]
{mj}nj=1
R as in (1) and take [Yvi]R and [Fvi]R to denote
[Yvi]
{rj}nj=1
R and [Fvi]
{mj}nj=1
R for convenience. Then we have
n∑
i=1
AliYvi =
n∑
i=1
[Fvi]R, (33)
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n∑
i=1
[Yvi]R =
n∑
i=1
XliBvi. (34)
To decompose (33) and (34), we take new variables Ui ∈ R
m×q , Wi ∈ R
m×q and Zi ∈ R
r×q
such that
AliYvi − [Fvi]R − Ui = 0m×q, Ui =
n∑
j=1
ai,j(Wi −Wj), (35)
[Yvi]R −XliBvi −
n∑
j=1
ai,j(Zi − Zj) = 0r×q. (36)
Let X = [Xl1, . . . , Xln] ∈ R
r×p, Y = [Y Tv1, · · · , Y
T
vn]
T ∈ Rr×q, U = [UT1 , . . . , U
T
n ]
T ∈ Rnm×q,
W = [WT1 , . . . ,W
T
n ]
T ∈ Rnm×q, and Z = [ZT1 , . . . , Z
T
n ]
T ∈ Rnr×q. We reformulate the
distributed computation of (5) with CRR structure as the following optimization problem
min
X,Y,U,W,Z
n∑
i=1
‖AliYvi − [Fvi]R − Ui‖
2
F, (37a)
s. t. [Yvi]R −XliBvi −
n∑
j=1
ai,j(Zi − Zj) = 0r×q, (37b)
Ui =
n∑
j=1
ai,j(Wi −Wj), i ∈ {1, . . . , n}. (37c)
The transformation given here is simply called consensus-free substitutional decomposition
because we do not need the consensus of Xi or Yi for i = 1, . . . , n. Then we have the following
result.
Proposition 4.7: Suppose that the undirected graph G is connected. X∗ is a least squares solu-
tion to equation (5) if and only if there exist Y ∗, Z∗, U∗, and W ∗ such that (X∗, Y ∗, Z∗, U∗,W ∗)
is a solution to problem (37).
The proof is omitted due to the space limitation and similarity to that of Proposition 4.1.
In this structure, we propose a distributed algorithm of agent i as follows:
X˙li(t) = Λ
2
i (t)B
T
vi, Xli(0) = Xli0 ∈ R
r×pi, (38a)
Y˙vi(t) = −A
T
li(AliYvi(t)− [Fvi]R − Ui(t))− [Iri ]CΛ
2
i (t),
Yvi(0) = Yvi0 ∈ R
ri×q (38b)
U˙i(t) = AliYvi(t)− [Fvi]R − Ui(t)− Λ
1
i (t),
Ui(0) = Ui0 ∈ R
m×q, (38c)
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W˙i(t) =
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t)), Wi(0) = Wi0 ∈ R
m×q, (38d)
Z˙i(t) =
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j(t)), Zi(0) = Zi0 ∈ R
r×q, (38e)
Λ˙1i (t) = Ui(t) + U˙i(t)−
n∑
j=1
ai,j(Wi(t)−Wj(t))
−
n∑
j=1
ai,j(Λ
1
i (t)− Λ
1
j(t)), Λ
1
i (0) = Λ
1
i0 ∈ R
m×q, (38f)
Λ˙2i (t) = [Yvi]R(t) + [Y˙vi]R(t)−Xli(t)Bvi
−
n∑
j=1
ai,j(Zi(t)− Zj(t))−
n∑
j=1
ai,j(Λ
2
i (t)− Λ
2
j (t))
− X˙li(t)Bvi, Λ
2
i (0) = Λ
2
i0 ∈ R
r×q, (38g)
where i ∈ {1, . . . , n}, t ≥ 0, Xli(t), Yvi(t), Ui(t), Wi(t), and Zi(t) are the estimates of solutions
to problem (37) by agent i at time t, ai,j is the (i, j)th element of the adjacency matrix of graph
G, and [Yvi]R = [Yvi]
{mj}nj=1
R and [Iri]C = [Iri]
{rj}nj=1
C are as defined in (1) and (2). Similar to
algorithms (24) and (31), the design of algorithm (38) also combines the saddle-point dynamics
of the modified Lagrangian function and derivative feedback technique.
Let Λ1 =


Λ11
...
Λ1n

 ∈ R
nm×q and Λ2 =


Λ21
...
Λ2n

 ∈ R
nr×q, where Λ1i ∈ R
m×q and Λ2i ∈ R
r×q for
i ∈ {1, . . . , n}. We have the following result, whose proof is omitted because it is straightforward
due to the KKT optimality condition (Theorem 3.25 of [36]).
Lemma 4.6: Suppose that the undirected graph G is connected. (X∗, Y ∗, Z∗, U∗,W ∗) ∈ Rr×p×
R
r×q×Rnr×q×Rnm×q×Rnm×q is a solution to problem (37) if and only if there exist Λ1∗ ∈ Rnm×q
and Λ2∗ ∈ Rnr×q such that (X∗, Y ∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗) is an equilibrium of (38).
For further analysis, let (X∗, Y ∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗) be an equilibrium of (38), and take
V (X, Y, Z, U,W,Λ1,Λ2) = V1(Y, U)
+V2(X, Y, Z, U,W,Λ
1,Λ2), (39)
where
V1 =
1
2
n∑
i=1
‖AliYvi − [Fvi]R − Ui‖
2
F +
n∑
i=1
〈Λ1∗i , Ui〉F
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+
n∑
i=1
〈Λ2∗i , [Yvi]R〉F −
1
2
n∑
i=1
‖AliY
∗
vi − [Fvi]R − U
∗
i ‖
2
F
and
V2 ,
1
2
n∑
i=1
‖Xli −X
∗
li‖
2
F +
1
2
n∑
i=1
‖Yvi − Y
∗
vi‖
2
F
+
1
2
n∑
i=1
‖Zi − Z
∗
i ‖
2
F +
1
2
n∑
i=1
‖Ui − U
∗
i ‖
2
F
+
1
2
n∑
i=1
‖Wi −W
∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ1i − Λ
1∗
i ‖
2
F
+
1
2
n∑
i=1
‖Λ2i − Λ
2∗
i ‖
2
F.
Then we get the following result.
Lemma 4.7: The function V1(Y, U) defined in (39) is nonnegative for all (Y, U) ∈ R
r×q ×
R
nm×q.
The proof is similar to that of Lemma 4.5 and is omitted. Now it is time to show the main
result of this subsection.
Next, we show the exponential convergence of algorithm (38).
Proposition 4.8: If the undirected graph G is connected, then
1) every equilibrium of algorithm (38) is Lyapunov stable and its trajectory is bounded for
any initial condition;
2) the trajectory of algorithm (38) is exponentially convergent and X(t) converges to a least
squares solution of the matrix equation (5) exponentially.
The proof can be found in Appendix E.
E. Discussions
The conclusion of Theorem 3.1 is obtained immediately from the results given in Propositions
4.1-4.8. In fact, we develop new methods for the distributed computation of a least squares
solution to matrix equation (5), which is much more complicated than that to the linear algebraic
equation. The main results of this section is summarized as follows:
• We employ different substitutional decomposition methods to reformulate the original
computation matrix equations as distributed constrained optimization problems with different
constraints in the standard structures. Note that the decompositions are new compared with
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those in the distributed computation of the linear algebraic equation of the form Ax = b in
[11]–[14], [17], [18].
• We give distributed algorithms to deal with the distributed constrained optimization prob-
lems, which are equivalent to matrix equations in different standard structures. The proposed
algorithms are not a direct application of the existing ideas on distributed subgradient
optimization designs. Derivative feedback ideas are used to deal with the general convexity.
Additionally, the auxiliary variables are employed as observers to estimate the unavailable
matrix information from the structure decomposition. Therefore, the proposed algorithms
are different from those given in [3] and [11], which did not used derivative feedbacks and
auxiliary variables.
• We give the exponential convergence analysis of the algorithms by using advanced (con-
trol) techniques such as the Lyapunov stability theory and the derivative feedback to deal
with convexity of objective functions. The proposed algorithms are globally exponentially
convergent, which guarantees the exponential convergence to a least squares solution to the
matrix equation for any initial condition.
In each standard structure of our problems, we have to employ different ideas to obtain a
solution of the reformulated distributed optimization problems because the distributed design
for problems with various constraints and only convex objective functions is a nontrivial task.
Moreover, the derivative feedback plays a “damping” role in the structures with the coupled
constraints for the convergence of the proposed algorithms. Specifically, different consensus
variables and derivative feedback variables are used for various structures due to different
constraints (see Table I). The developed approach may provide effective tools for general cases
or mixed structures even though there may be no universal way of generalizing this approach.
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TABLE I
CONSENSUS VARIABLE, COUPLED CONSTRAINT, AND DERIVATIVE FEEDBACK
consensus coupled derivative
variable constraint feedback
RCC Xi = Xj none none
Yi = Yj
RRR Yi = Yj
1
n
∑n
i=1
Yi =
∑n
i=1
XliBvi Y˙i, X˙li
Λ1i = Λ
1
j
CCR Xi = Xj
∑n
i=1
AliYvi =
∑n
i=1
[Fvi]R U˙i, Y˙vi
Λ2i = Λ
2
j
∑n
i=1
[Yvi]R =
∑n
i=1
Xi[Bli]C
Λ3i = Λ
3
j
CRR Λ1i = Λ
1
j
∑n
i=1 AliYvi =
∑n
i=1[Fvi]R U˙i, Y˙vi, X˙li
Λ2i = Λ
2
j
∑n
i=1
[Yvi]R =
∑n
i=1
XliBvi
Remark 4.9: This paper sheds light on state-of-the-art of the distributed computation of
matrix equations optimization via a distributed optimization perspective. For different problem
structures, distributed computation algorithms with exponential convergence rates are proposed
by combining distributed optimization and control ideas. ♦
V. NUMERICAL SIMULATION
In this section, we give a numerical example for illustration. Due to the space limitation, we
only present a numerical simulation for RRR structure.
Consider a linear matrix equation (5) with the structure (8) and n = 4, where
Av1 = [2, 1], Av2 = [4, 3], Av3 = [1, 3], Av4 = [2, 4],
Bv1 = [1, 2], Bv2 = [3, 2], Bv3 = [2, 4], Bv4 = [2, 1],
and F is given by
Fv1 = [0, 0], Fv2 = [2, 1], Fv3 = [3, 5], Fv4 = [1, 4].
There is no exact solution for this matrix equation, and therefore, we find a least squares
solution for the problem. Let the adjacency matrix of the graph be


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0


. We solve a
June 12, 2018 DRAFT
28
Time (sec)
0 10 20 30
X
l1
 
-0.5
0
0.5
Time (sec)
0 10 20 30
X
l2
 
-0.2
-0.1
0
0.1
0.2
Time (sec)
0 10 20 30
X
l3
 
-0.4
-0.2
0
0.2
0.4
Time (sec)
0 10 20 30
X
l4
 
-0.4
-0.2
0
0.2
0.4
Fig. 1. Trajectories of estimates for X versus time
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Fig. 2. Trajectories of estimates for ‖AXB − F‖F versus time
least squares solution with algorithm (24)
X = [Xl1, Xl2, Xl3, Xl4]
=

−0.2744 0.0973 −0.2058 0.1572
0.3780 −0.0373 0.2835 −0.1163

 ∈ R2×4,
where agent i estimates Xli for i ∈ {1, . . . , 4}. Fig. 1 shows that the trajectory of algorithm
converges to a least squares solution and Fig. 2 shows the trajectory of ‖AXB − F‖F, while
Fig. 3 demonstrates the boundedness of algorithm variables.
VI. CONCLUSIONS
In this paper, the distributed computation of least squares solutions to the linear matrix
equation AXB = F in standard distributed structures has been studied. Based on substitutional
decompositions, the computation problems have been reformulated as equivalent constrained
optimization problems in the standard cases. Inspired by saddle-point dynamics and derivative
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Fig. 3. Trajectories of estimates for Y , Z, Λ1, and Λ2 versus time
feedbacks, distributed continuous-time algorithms for the reformulated problems have been
proposed. Furthermore, the boundedness and exponential convergence of the proposed algo-
rithms have been proved using the stability and Lyapunov approaches. Finally, the algorithm
performance has been illustrated via a numerical simulation.
This paper assumes that information of matrices is divided with respect to rows and columns
and solves the least squares solutions. It is desirable to further investigate the distributed com-
putation for other well-known linear matrix equations with mixed structures and solve general
solutions such as solutions to LASSO type problems. In addition, undirected graphs may be
generalized to directed graphs, random graphs, and switching graphs, for instance, and also
various effective discrete-time algorithms based on ADMM or other methods may be constructed.
APPENDIX A
PROOF OF PROPOSITION 4.1
(i) Suppose that (X∗E, Y
∗
E ) = (1n ⊗X
∗, 1n ⊗ Y
∗) is a solution to (18). We show that X∗ is a
least squares solution to (5).
Because G is undirected and connected, (18b) is equivalent to
n∑
j=1
ai,j(Xi −Xj) = 0r×p,
n∑
j=1
ai,j(Yi − Yj) = 0m×p,
AviXi = Y
vi
i , i ∈ {1, . . . , n}.
By the KKT optimality condition (Theorem 3.25 of [36]), (X∗E, Y
∗
E ) = (1n ⊗ X
∗, 1n ⊗ Y
∗)
is a solution to problem (18) if and only if AX∗ = Y ∗ and there are matrices Λ1∗i ∈ R
r×p,
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Λ2∗i ∈ R
m×p, and Λ3∗i ∈ R
mi×p such that
0r×p = −A
T
viΛ
3∗
i −
n∑
j=1
aj,i(Λ
1∗
i − Λ
1∗
j ), (40a)
0m×p = −(Y
∗Bli − Fli)B
T
li + [Imi ]RΛ
3∗
i −
n∑
j=1
aj,i(Λ
2∗
i − Λ
2∗
j ), (40b)
where, for simplicity, [Imi ]R denotes [Imi ]
{mj}
n
j=1
R as defined in (1).
By (40) and ai,j = aj,i because G is undirected, we have
0r×p =
n∑
i=1
[ATviΛ
3∗
i +
n∑
j=1
aj,i(Λ
1∗
i − Λ
1∗
j )]
=
n∑
i=1
ATviΛ
3∗
i = A
TΛ3∗, (41)
0m×p =
n∑
i=1
[−(Y ∗Bli − Fli)B
T
li + [Imi ]RΛ
3∗
i
−
n∑
j=1
aj,i(Λ
2∗
i − Λ
2∗
j )]
=
n∑
i=1
[−(Y ∗Bli − Fli)B
T
li + [Imi ]RΛ
3∗
i ]
= −(Y ∗B − F )BT + Λ3∗, (42)
where Λ3∗ =
[
(Λ3∗1 )
T · · · (Λ3∗n )
T
]T
∈ Rm×p. It follows from (41) and (42) that AT(Y ∗B −
F )BT = 0r×p. Recall AX
∗ = Y ∗. Eqn. (6) holds and X∗ is a least squares solution to (5).
(ii) Conversely, suppose that X∗ is a least squares solution to (5) and Y ∗ = AX∗. We show
that (X∗E, Y
∗
E ) = (1n ⊗X
∗, 1n ⊗ Y
∗) is a solution to problem (18) by proving (40).
Let Λ3∗ =
[
(Λ3∗1 )
T · · · (Λ3∗n )
T
]T
= (Y ∗B − F )BT. (6) can be rewritten as
ATΛ3∗ =
n∑
i=1
ATviΛ
3∗
i = 0r×p,
Λ3∗ − (Y ∗B − F )BT =
n∑
i=1
[−(Y ∗Bli − Fli)B
T
li + [Imi ]RΛ
3∗
i ].
Because ker(Ln) and range(Ln) form an orthogonal decomposition of R
n by the fundamental
theorem of linear algebra [38], where Ln is the Laplacian matrix of G, there are matrices Λ
1∗
i ∈
R
r×p, Λ2∗i ∈ R
m×p such that (40) holds. It follows from AX∗ = Y ∗ and the KKT optimality
condition (Theorem 3.25 of [36]) that (X∗E, Y
∗
E ) = (1n ⊗X
∗, 1n ⊗ Y
∗) is a solution to problem
(18).
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APPENDIX B
PROOF OF PROPOSITION 4.2
1) Let (X∗E, Y
∗
E ,Λ
1∗,Λ2∗,Λ3∗) be any equilibrium of algorithm (19) and function V be a
positive definite function given by
V (XE,YE,Λ
1,Λ2,Λ3) ,
1
2
n∑
i=1
‖Xi −X
∗
i ‖
2
F
+
1
2
n∑
i=1
‖Yi − Y
∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ1i − Λ
1∗
i ‖
2
F
+
1
2
n∑
i=1
‖Λ2i − Λ
2∗
i ‖
2
F +
1
2
n∑
i=1
‖Λ3i − Λ
3∗
i ‖
2
F.
The derivative of function V along the trajectory of algorithm (19) is given by
V˙ =
n∑
i=1
〈Xi −X
∗
i , X˙i〉F +
n∑
i=1
〈Yi − Y
∗
i , Y˙i〉F
+
n∑
i=1
〈Λ1i − Λ
1∗
i , Λ˙
1
i 〉F +
n∑
i=1
〈Λ2i − Λ
2∗
i , Λ˙
2
i 〉F
+
n∑
i=1
〈Λ3i − Λ
3∗
i , Λ˙
3
i 〉F. (43)
By algorithm (19) and the facts that AviX
∗
i−Y
vi∗
i = 0mi×p,X
∗
i = X
∗
j ,−A
T
viΛ
3∗
i −
∑n
j=1 ai,j(Λ
1∗
i −
Λ1∗j ) = 0r×q, we have
n∑
i=1
〈Xi −X
∗
i , X˙i〉F = −
n∑
i=1
〈Xi −X
∗
i , A
T
vi(Λ
3
i − Λ
3∗
i )〉F
−
n∑
i=1
〈Xi −X
∗
i , A
T
vi(AviXi − AviX
∗
i + Y
vi∗
i − Y
vi
i )〉F
+
n∑
i=1
n∑
j=1
ai,j〈Xi,Λ
1∗
i − Λ
1∗
j 〉F
−
n∑
i=1
n∑
j=1
ai,j〈Xi,Λ
1
i − Λ
1
j〉F
−
n∑
i=1
n∑
j=1
ai,j〈Xi, Xi −Xj〉F
= −
n∑
i=1
‖Avi(Xi −X
∗
i )‖
2
F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Xi −Xj‖
2
F
−
n∑
i=1
〈Xi −X
∗
i , A
T
vi(Λ
3
i − Λ
3∗
i )〉F
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+
n∑
i=1
〈Xi −X
∗
i , A
T
vi(Y
vi
i − Y
vi∗
i )〉F
−
n∑
i=1
n∑
j=1
ai,j〈Λ
1
i − Λ
1∗
i , Xi −Xj〉F, (44)
n∑
i=1
〈Yi − Y
∗
i , Y˙i〉F = −
n∑
i=1
〈Yi − Y
∗
i , (Yi − Y
∗
i )BliB
T
li 〉F
+
n∑
i=1
〈Yi − Y
∗
i , [Imi ]R(Λ
3
i − Λ
3∗
i )〉F
+
n∑
i=1
〈Yi − Y
∗
i , [Imi ]R(AviXi − Y
vi
i )〉F
−
n∑
i=1
n∑
j=1
ai,j〈Yi, Yi − Yj〉F
−
n∑
i=1
n∑
j=1
ai,j〈Yi,Λ
2
i − Λ
2
j〉F
+
n∑
i=1
n∑
j=1
ai,j〈Yi,Λ
2∗
i − Λ
2∗
j 〉F
= −
n∑
i=1
‖(Yi − Y
∗
i )Bli‖
2
F
+
n∑
i=1
〈Λ3i − Λ
3∗
i , Y
vi
i − Y
vi∗
i 〉F,
+
n∑
i=1
〈Y vii − Y
vi∗
i , Avi(Xi −X
∗
i )〉F
−
n∑
i=1
‖Y vii − Y
vi∗
i ‖
2
F
−
1
2
n∑
i=1
n∑
j=1
ai,j‖Yi − Yj‖
2
F
−
n∑
i=1
n∑
j=1
ai,j〈Λ
2
i − Λ
2∗
i , Yi − Yj〉F, (45)
n∑
i=1
〈Λ1i − Λ
1∗
i , Λ˙
1
i 〉F =
n∑
i=1
n∑
j=1
ai,j〈Λ
1
i − Λ
1∗
i , Xi −Xj〉F, (46)
n∑
i=1
〈Λ2i − Λ
2∗
i , Λ˙
2
i 〉F =
n∑
i=1
n∑
j=1
ai,j〈Λ
2
i − Λ
2∗
i , Yi − Yj〉F, (47)
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n∑
i=1
〈Λ3i − Λ
3∗
i , Λ˙
3
i 〉F =
n∑
i=1
〈Λ3i − Λ
3∗
i , Avi(Xi −X
∗
i )〉F
−
n∑
i=1
〈Λ3i − Λ
3∗
i , Y
vi
i − Y
vi∗
i 〉F. (48)
To sum up,
V˙ = −
1
2
n∑
i=1
n∑
j=1
ai,j‖Xi −Xj‖
2
F −
n∑
i=1
‖AviXi − Y
vi
i ‖
2
F
−
n∑
i=1
‖(Yi − Y
∗
i )Bli‖
2
F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Yi − Yj‖
2
F ≤ 0. (49)
Hence, (X∗E, Y
∗
E ,Λ
1∗,Λ2∗,Λ3∗) is a Lyapunov stable equilibrium of algorithm (19). Because
function V is positive definite and radically unbounded. It follows from (49) that a trajectory of
algorithm (19) is bounded for arbitrary initial condition.
2) Define the set
R =
{
(XE, YE,Λ
1,Λ2,Λ3) : V˙ (XE, YE,Λ
1,Λ2,Λ3) = 0
}
⊂
{
(XE, YE,Λ
1,Λ2,Λ3) : AviXi − Y
vi
i = 0mi×p,
(Yi − Y
∗
i )Bli = 0m×qi, Xi = Xj , Yi = Yj,
i, j ∈ {1, . . . , n}
}
.
LetM be the largest invariant subset of R. It follows from the invariance principle (Theorem
2.41 of [40]) that (XE(t), YE(t),Λ
1(t),Λ2(t),Λ3(t))→M as t→∞ andM is positive invariant.
Assume that (XE(t), Y E(t),Λ
1
(t),Λ
2
(t),Λ
3
(t)) is a trajectory of (19) with
(XE(t), Y E(t),Λ
1
(t),Λ
2
(t),Λ
3
(t)) ∈ M
for all t ≥ 0. For all i ∈ {1, . . . , n}, we have Λ˙
1
i (t) ≡ 0r×q, Λ˙
2
i (t) ≡ 0m×q, and Λ˙
3
i (t) ≡ 0mi×p
and hence,
X˙ i(t) ≡ −A
T
viΛ
3
i (0)−
n∑
j=1
ai,j(Λ
1
i (0)− Λ
1
j(0)),
Y˙ i(t) = −(Y i(t)Bli − Fli)B
T
li + [Imi ]RΛ
3
i (0)
−
n∑
j=1
ai,j(Λ
2
i (0)− Λ
2
j(0))
= −(Y i(t)− Y
∗
i )BliB
T
li − (Y
∗
i Bli − Fli)B
T
li
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+[Imi ]RΛ
3
i (0)−
n∑
j=1
ai,j(Λ
2
i (0)− Λ
2
j(0))
≡ −(Y ∗i Bli − Fli)B
T
li + [Imi ]RΛ
3
i (0)
−
n∑
j=1
ai,j(Λ
2
i (0)− Λ
2
j(0)).
Suppose X˙i(t) 6= 0r×p (or Y˙ i(t) 6= 0m×p). Then X i(t) → ∞ (or Y i(t) → ∞) as t → ∞,
which contradicts the boundedness of the trajectory. Hence, X˙ i(t) = 0r×p, Y˙ i(t) = 0m×p, and
M⊂
{
(XE, YE,Λ
1,Λ2,Λ3) : X˙i = 0r×p, Y˙i = 0m×p, Λ˙
1
i = 0r×q, Λ˙
2
i = 0m×q, Λ˙
3
i = 0mi×p
}
.
Clearly, any point in M is an equilibrium point of algorithm (19). By part 1), any point
in M is Lyapunov stable. It follows from Lemma 2.1 that (19) is globally convergent to an
equilibrium. Due to Proposition 4.1 and Lemma 4.1, Xi(t) converges to a least squares solution
to (5). Furthermore, it follows form Lemma 2.2 that the convergence rate of algorithm (19) is
exponential.
APPENDIX C
PROOF OF PROPOSITION 4.4
1) Let (X∗, Y ∗E , Z
∗,Λ1∗,Λ2∗) be an equilibrium of algorithm (24) and define function V as
(25). The function derivative V˙1(·) along the trajectory of algorithm (24) is
V˙1 =
n∑
i=1
〈
ATvi(AviYi − Fvi) +
n∑
j=1
ai,j(Yi − Yj)
−ATvi(AviY
∗
i − Fvi), Y˙i
〉
F
,
=
n∑
i=1
〈
ATvi(AviYi − Fvi) +
1
n
Λ1i
+
n∑
j=1
ai,j(Yi − Yj) +
n∑
j=1
ai,j(Λ
2
i − Λ
2
j), Y˙i
〉
F
+
n∑
i=1
〈
−
1
n
Λ1i −
n∑
j=1
ai,j(Λ
2
i − Λ
2
j)
−ATvi(AviY
∗
i − Fvi), Y˙i
〉
F
.
Note that −ATvi(AviY
∗
i −Fvi)−
1
n
Λ1∗i −
∑n
j=1 ai,j(Λ
2∗
i −Λ
2∗
j ) = 0r×q because (X
∗, Y ∗E , Z
∗,Λ1∗,Λ2∗)
is an equilibrium of algorithm (24). Thus,
V˙1 =
n∑
i=1
〈
ATvi(AviYi − Fvi) +
1
n
Λ1i +
n∑
j=1
ai,j(Yi − Yj)
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+
n∑
j=1
ai,j(Λ
2
i − Λ
2
j ), Y˙i
〉
F
−
1
n
n∑
i=1
〈Λ1i − Λ
1∗
i , Y˙i〉F
−
n∑
i=1
n∑
j=1
ai,j〈Λ
2
i − Λ
2
j − Λ
2∗
i + Λ
2∗
j , Y˙i〉F
= −‖Y˙i‖
2
F −
1
n
n∑
i=1
〈Λ1i − Λ
1∗
i , Y˙i〉F
−
n∑
i=1
n∑
j=1
ai,j〈Λ
2
i − Λ
2∗
i , Y˙i − Y˙j〉F.
Following similar steps to prove part 1) of Proposition 4.2, we can prove that V˙2 along the
trajectory of algorithm (24) is
V˙2 = −
n∑
i=1
‖Avi(Yi − Y
∗
i )‖
2
F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Yi − Yj‖
2
F
+
1
n
n∑
i=1
〈Λ1i − Λ
1∗
i , Y˙i〉F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
1
i − Λ
1
j‖
2
F
−‖Λ1iB
T
vi‖
2
F +
n∑
i=1
n∑
j=1
ai,j〈Λ
2
i − Λ
2∗
i , Y˙i − Y˙j〉F.
Hence,
V˙ = −‖Y˙i‖
2
F −
n∑
i=1
‖Avi(Yi − Y
∗
i )‖
2
F − ‖X˙li‖
2
F
−
1
2
n∑
i=1
n∑
j=1
ai,j‖Yi − Yj‖
2
F
−
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
1
i − Λ
1
j‖
2
F ≤ 0. (50)
Recall that V1(YE) is nonnegative for all YE ∈ R
nr×q due to Lemma 4.3. V is positive
definite and radically unbounded, (X∗, Y ∗E , Z
∗,Λ1∗,Λ2∗) is a Lyapunov stable equilibrium, and
furthermore, it follows from (50) that a trajectory of algorithm (24) is bounded for arbitrary
initial condition.
2) Let
R =
{
(X, YE, Z,Λ
1,Λ2) : V˙ (X, YE, Z,Λ
1,Λ2) = 0
}
⊂
{
(X, YE, Z,Λ
1,Λ2) : Avi(Yi − Y
∗
i ) = 0mi×q, Y˙i = 0r×q,
Λ1i = Λ
1
j , Yi = Yj, X˙li = 0r×pi, i, j ∈ {1, . . . , n}
}
.
June 12, 2018 DRAFT
36
LetM be the largest invariant subset of R. It follows from the invariance principle (Theorem
2.41 of [40]) that (X(t), YE(t), Z(t),Λ
1(t),Λ2(t)) →M as t → ∞. Note that M is invariant.
The trajectory (X(t), YE(t), Z(t),Λ
1(t),Λ2(t)) ∈M for all t ≥ 0 if
(X(0), YE(0), Z(0),Λ
1(0),Λ2(0)) ∈M.
Assume (X(t), Y E(t), Z(t),Λ
1
(t),Λ
2
(t)) ∈ M for all t ≥ 0, X˙ li(t) ≡ 0r×pi, Y˙ i(t) ≡ 0r×q,
Z˙ i(t) ≡ 0r×q, Λ˙
2
i (t) ≡ 0r×q, and hence,
Λ˙
1
i (t) =
1
n
Y i(0)−X li(0)Bvi +
n∑
j=1
ai,j(Z i(0)− Zj(0)).
If Λ˙
1
i (t) 6= 0r×q, then Λ
1
i (t) → ∞ as t → ∞, which contradicts the boundedness of the
trajectory. Hence, Λ˙
1
i (t) ≡ 0r×q for i ∈ {1, . . . , n} and M ⊂
{
(X, YE, Z,Λ
1,Λ2) : X˙li =
0r×pi, Y˙i = 0r×q, Z˙i = 0r×p, Λ˙
1
i = 0r×q, Λ˙
2
i = 0m×q
}
.
Take any (X˜, Y˜E, Z˜, Λ˜
1, Λ˜2) ∈ M. (X˜, Y˜E, Z˜, Λ˜
1, Λ˜2) is clearly an equilibrium point of
algorithm (24). It follows from part 1) that (X˜, Y˜E, Z˜, Λ˜
1, Λ˜2) is Lyapunov stable. Hence, every
point in M is Lyapunov stable. By Lemma 2.1, algorithm (24) is convergent to an equilibrium.
Due to Lemma 2.2, algorithm (24) converges to an equilibrium exponentially. According to
Proposition 4.3 and Lemma 4.2, X(t) converges to a least squares solution to (5) exponentially.
APPENDIX D
PROOF OF PROPOSITION 4.6
1) Let functions V1 and V2 be as defined in (32). Their derivatives along the trajectory of
algorithm (31) are
V˙1 = −
n∑
i=1
‖U˙i‖
2
F −
n∑
i=1
〈Λ2i − Λ
2∗
i , U˙i〉F
−
n∑
i=1
‖Y˙vi‖
2
F −
n∑
i=1
〈Λ3i − Λ
3∗
i , [Y˙vi]R〉F,
V˙2 =
n∑
i=1
〈Xi −X
∗
i , X˙i〉F +
n∑
i=1
〈Yvi − Y
∗
vi, Y˙vi〉F
+
n∑
i=1
〈Zi − Z
∗
i , Z˙i〉F +
n∑
i=1
〈Ui − U
∗
i , U˙i〉F
+
n∑
i=1
〈Wi −W
∗
i , W˙i〉F +
n∑
i=1
〈Λ1i − Λ
1∗
i , Λ˙
1
i 〉F
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+
n∑
i=1
〈Λ2i − Λ
2∗
i , Λ˙
2
i 〉F +
n∑
i=1
〈Λ3i − Λ
3∗
i , Λ˙
3
i 〉F. (51)
It follows from similar proof of Proposition 4.4 that the derivative of V , which is defined in
(32), is
V˙ =−
1
2
n∑
i=1
n∑
j=1
ai,j‖Xi −Xj‖
2
F −
n∑
i=1
‖Ali(Yvi − Y
∗
vi)‖
2
F
−
n∑
i=1
‖Ui − U
∗
i ‖
2
F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
2
i − Λ
2
j‖
2
F −
n∑
i=1
‖U˙i‖
2
F
−
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
3
i − Λ
3
j‖
2
F −
n∑
i=1
‖Y˙vi‖
2
F ≤ 0. (52)
Recall that V1(XE, Y, U) ≥ 0 by Lemma 4.5. Function V is clearly positive definite and radically
unbounded. Hence, (X∗E, Y
∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗,Λ3∗) is Lyapunov stable and the trajectory of
algorithm (31) is bounded for arbitrary initial condition.
2) Take
R =
{
(XE, Y, Z, U,W,Λ
1,Λ2,Λ3) : V˙ = 0
}
⊂
{
(XE, Y, Z, U,W,Λ
1,Λ2,Λ3) : Xi = Xj, Λ
2
i = Λ
2
j ,
Ali(Yvi − Y
∗
vi) = 0m×q, Ui = U
∗
i , Λ
3
i = Λ
3
j ,
Y˙vi = 0ri×q, U˙i = 0m×q, i, j ∈ {1, . . . , n}
}
.
LetM be the largest invariant subset of R. It follows from the invariance principle (Theorem
2.41 of [40]) that (XE(t), Y (t), Z(t), U(t),W (t),Λ
1(t),Λ2(t),Λ3(t)) → M as t → ∞. Note
that M is invariant. The trajectory (XE(t), Y (t), Z(t), U(t),W (t),Λ
1(t),Λ2(t),Λ3(t)) ∈M for
all t ≥ 0 if (XE(0), Y (0), Z(0), U(0),W (0),Λ
1(0),Λ2(0),Λ3(0)) ∈M.
Assume (XE(t), Y (t), Z(t), U(t),W (t),Λ
1
(t),Λ
2
(t),Λ
3
(t)) ∈ M ⊂ R for all t ≥ 0. Then
Λ˙
1
i (t) ≡ 0r×q, Z˙ i(t) ≡ 0r×q, U˙ i(t) = 0m×q, Y˙ vi = 0ri×q, W˙ i(t) ≡ 0m×q, and hence,
X˙i(t) =Λ
3
i (t)[Bli]
T
C −
n∑
j=1
ai,j(Λ
1
i (0)− Λ
1
j(0)), (53)
Y˙ vi(t) =− A
T
li(AliY vi(0)− [Fvi]R − U i(0))
− [Iri]CΛ
3
i (t) = 0ri×q, (54)
Λ˙
2
i (t) =U i(0)−
n∑
j=1
ai,j(W i(0)−W j(0)), (55)
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Λ˙
3
i (t) =[Y vi]R(0)−X i(t)[Bli]C −
n∑
j=1
ai,j(Z i(0)− Zj(0)),
i ∈ {1, . . . , n}. (56)
If Λ˙
2
i (t) 6= 0m×q, then Λ
2
i (t) → ∞ as t → ∞, which contradicts the boundedness of the
trajectory. Hence, Λ˙
2
i (t) = 0m×q. Moreover, (54) and Λ
3
i (t) = Λ
3
j(t) imply that
Λ
3
i (t) ≡


−ATl1(Al1Y v1(0)− [Fv1]R − U 1(0))
...
−ATln(AlnY vn(0)− [Fvn]R − Un(0))


for all i ∈ {1, . . . , n}. Following similar arguments for proving Λ˙
2
i (t) = 0m×q, we have Λ˙
3
i (t) ≡
0r×q and X˙ i(t) ≡ 0r×p for all i ∈ {1, . . . , n}. To sum up,
M⊂
{
(XE, Y, Z, U,W,Λ
1,Λ2,Λ3) : X˙i ≡ 0r×p, Y˙vi = 0ri×q,
Z˙i ≡ 0r×q, U˙i ≡ 0m×q, W˙i ≡ 0m×q, Λ˙
1
i ≡ 0r×q,
Λ˙2i ≡ 0m×q, Λ˙
3
i ≡ 0r×q, i ∈ {1, . . . , n}
}
,
and every point in M is an equilibrium point of algorithm (31).
By part 1), every equilibrium point of algorithm (31) is Lyapunov stable, and hence, every
point in M is a Lyapunov stable equilibrium. By Lemma 2.1, algorithm (31) is convergent to
an equilibrium. As a result, the trajectory of algorithm (31) converges to a Lyapunov stable
equilibrium. Furthermore, it follows from Lemma 2.2 that the trajectory of algorithm (31)
converges to an equilibrium exponentially. By Proposition 4.5 and Lemma 4.4, Xi(t) converges
exponentially and limt→∞Xi(t) is a least squares solution to equation (5) for all i ∈ {1, . . . , n}.
APPENDIX E
PROOF OF PROPOSITION 4.8
1) Let function V be as defined in (39) and (X∗, Y ∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗) be any equilibrium
of (38). Following similar steps to prove part 1) of Proposition 4.6, we have
V˙ =−
n∑
i=1
‖Y˙vi‖
2
F −
n∑
i=1
‖U˙i‖
2
F −
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
1
i − Λ
1
j‖
2
F
−
n∑
i=1
‖Λ2iB
T
vi‖
2
F −
n∑
i=1
‖(AliYvi − Ui)− (AliY
∗
vi − U
∗
i )‖
2
F
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−
1
2
n∑
i=1
n∑
j=1
ai,j‖Λ
2
i − Λ
2
j‖
2
F ≤ 0. (57)
By (57), (X∗, Y ∗, Z∗, U∗,W ∗,Λ1∗,Λ2∗) is Lyapunov stable and the trajectory of algorithm
(38) is bounded for arbitrary initial condition.
2) Let
R =
{
(X, Y, Z, U,W,Λ1,Λ2) : V˙ (X, Y, Z, U,W,Λ1,Λ2) = 0
}
⊂
{
(X, Y, Z, U,W,Λ1,Λ2) : Λ2iB
T
vi = 0m×ri , Y˙vi = 0ri×q,
U˙i = 0m×q, AliYvi − Ui = AliY
∗
vi − U
∗
i ,
Λ1i = Λ
1
j , Λ
2
i = Λ
2
j , i, j ∈ {1, . . . , n}
}
.
LetM be the largest invariant subset of R. It follows from the invariance principle (Theorem
2.41 of [40]) that (X(t), Y (t), Z(t), U(t),W (t),Λ1(t),Λ2(t)) → M as t → ∞ and M is
invariant. Assume (X(t), Y (t), Z(t), U(t),W (t),Λ
1
(t),Λ
2
(t)) ∈M for all t ≥ 0, X˙ li(t) ≡ 0m×q,
Y˙ vi(t) ≡ 0ri×q, Z˙ i(t) ≡ 0r×q, U˙ i(t) ≡ 0m×q, W˙ i(t) ≡ 0m×q, and hence,
Λ˙
1
i (t) = U i(0)−
n∑
j=1
ai,j(W i(0)−W j(0)),
Λ˙
2
i (t) = [Y vi]R(0)−X li(0)Bvi −
n∑
j=1
ai,j(Z i(0)− Zj(0)).
If Λ˙
1
i (t) 6= 0m×q (Λ˙
2
i (t) 6= 0r×q), then Λ
1
i (t) → ∞ (Λ
2
i (t) → ∞) as t → ∞, which contradicts
the boundedness of the trajectory. Hence, Λ˙
1
i (t) = 0m×q and Λ˙
2
i (t) = 0r×q for all i ∈ {1, . . . , n}.
To sum up,
M⊂
{
(X, Y, Z, U,W,Λ1,Λ2) : X˙li ≡ 0r×pi, Y˙vi ≡ 0ri×q,
Z˙i ≡ 0r×q, U˙i ≡ 0m×q, W˙i ≡ 0m×q, Λ˙
1
i ≡ 0m×q,
Λ˙2i ≡ 0r×q, i ∈ {1, . . . , n}
}
,
and every point in M is an equilibrium point of algorithm (38).
By part 1), every equilibrium point of algorithm (38) is Lyapunov stable, and hence, every
point in M is Lyapunov stable. By Lemma 2.1, algorithm (38) is convergent to an equilibrium.
It follows from Proposition 4.7 and Lemma 4.6 that X(t) converges to a least squares solution
to equation (5). In view of Lemma 2.2, the convergence rate of algorithm (38) is exponential.
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