This paper proposes a method of speech extraction of a target speaker from one mixed speech signal of some speakers. The proposed method uses a dictionary consisted of feature vectors of a speech signal. The feature vectors are spectra of a segment of the speech signal which contains all phonemes. The dictionary is made in advance from a clear speech signal of the target speaker, and is employed in extracting the target speech signal from one mixed speech signal. The effectiveness of the proposed method has been verified by computer simulations.
target speaker carefully selected so that it contains all phonemes equally. This dictionary is universal, and then can be applied to any speech signal extraction. Concretely, the speech signal of concern is divided into successive frames of the same length by shifting a time window by a constant time step. The spectrum in each frame is calculated by FFT and is stored in the dictionary as the feature vector.
(2) Speech Extraction using the Dictionary: The mixed speech signal is divided into frames. The spectrum in each frame is calculated in the same way as in the dictionary production process. This spectrum is an input vector to the dictionary, which is applied continuously to the dictionary. The similarity measure between the input vector and all the feature vectors in the dictionary is calculated in order to search the best matched feature vector. Let x = (x 1 , . . . , x N ) T be the input vector, and v i = (v i1 , . . . , v iN ) T be the i-th feature vector, where N is the dimension of the vector, and T is a transpose operation. The frequency characteristics of the speech signal is inherently influenced by speech organs, and the accuracy of the similarity is strongly affected by these characteristics. Therefore, in order to take into consideration these frequency characteristics depending on speech organs, we employ a weighted square error based on these characteristics as the similarity measure d i (x):
where w n is the weight representing individualities of the target speaker, defined by
v in , · · · · · · · · · · · · · · · · · · · · · · · · · · · · (2) where M is the number of the feature vectors. The speaker individualities appear in the specified frequency such as in the fundamental frequency and in the formant frequency. Therefore, the speaker individualities can be represented by statistics of the feature vectors in the dictionary. Here we employ the average vector of all the feature vectors as weight w n . The output y(x) of the dictionary is given as the weighted sum of the K-nearest (smallest) feature vectors as follows:
, · · · · · · · · · · · · · · · · · · · · · (3)
. · · · · · · · · · · · · · · · · · · · · (4)
The speech signal in the time domain is reproduced by the inverse FFT (IFFT) of this output.
Simulation Results
We performed computer simulations to examine the effectiveness of the proposed method. The mixed speech signal s(t) is produced by mixing the target speech signal s 1 (t) of a female with other two speech signals of another female s 2 (t) and a male s 3 (t) as follows:
.· · · · · · · · · · · · ·(5) Figures 1(a), (b) and (c) are the sound spectrograms of (a) the target speech signal s 1 (t), (b) the mixed speech signal s(t), (c) the extracted speech signal y(t), respectively.
It is observed that the extracted speech signal is well catching the characteristics of the target speech signal. In order to verify quantitatively the extraction performance, Signal to Noise Ratio (SNR) of the power spectrum, defined by the following equation, is calculated: SNR = 10 log 10 fn,tm |s 1 (f n , t m )| 2 fn,tm (|χ(f n , t m )| − |s 1 (f n , t m )|) 2 , · · · · · · · · · · · · · · · · · · · · · · (6)
where f n is a discrete frequency point, t m is a frame index, | · | is an absolute value of a complex number. s 1 (f n , t m ) is the discrete frequency spectrum of the target speech signal s 1 (t) with the frame index t m .
where s(f n , t m ) and y(f n , t m ) are spectra of s(t) and y(t), respectively. Table  1 shows the results of the SNRs. The SNR of the extracted speech signal is improved compared to the mixed speech signal.
Conclusion
In this paper, we proposed the speech extraction method of a target speaker from one mixed speech signal using the speaker individualities embedded in the frequency. The extracted speech was satisfactory in spite of the simpleness of the proposed method. Future work is a compression of the feature vector dictionary by using vector quantization without reducing the tone quality of the extracted speech (5) (6) . It is also a future study to extend the present method in order to get a good separation performance even for the speeches with similar features.
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