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Abstract 
This paper gives a new algorithm to solve the weighted vertex packing problem on a bipartite 
graph via strong spanning trees. The algorithm is a special implementation of the primal 
simplex algorithm applied to the linear programming statement of the problem. Using a simple 
node labeling scheme, the algorithm has a strongly polynomial complexity. 
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1. Introduction 
Let G = (M,N,E) be a directed bipartite graph, where M is the set origin nodes 
with 1 MI = m, N is the set of destination nodes with 1 N 1 = n, and E is the set of arcs 
directed from M to N with I El = r. For each node i, there is a positive integer number 
W<, called the weight of node i. The problem is to choose a subset P of the nodes to 
maximize the sum of the node weights of P restricting P so that if (i, j) E E then i and 
j cannot both be in P. 
The weighted bipartite vertex packing problem can be formulated as the following 
linear programming problem. 
Maximize i,McyN wixi 2 
(VP) subject to Xi + Xj < 1 V(i,j) E E; 
XiE{O,l} ViEMuN. 
The x:s equal to 1 in an optimal solution to (VP) define the set P. 
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The dual problem of the linear programming problem (VP) is the following. 
Minimize C Yij, 
(i,jkE 
(DW subject to C yij > wj Vj E N; 
i:(i, j)eE 
j:(g,EB Yij 2 wi vi E M; 
yij 2 0 V(i,j) E E. 
The complementary conditions are 
if yij # 0, then xi + xj = 1, and 
if Xi # 0, then C j:Ci,j)oEYij = Wi for i E M and ‘&:Ck,i)EEyki = Wi for i E N. 
The weighted vertex packing problem is NP-hard for general graphs. Polynomial 
algorithms exist for special graphs [S-7]. Ikura and Nemhauser [7] give a primal 
simplex algorithm to solve the weighted bipartite vertex packing problem. They treat 
the dual variables yij as “flows” in the tree and Yij may be negative. To obtain the 
pseudo-polynomial complexity of their algorithm, a special procedure is called each 
iteration to partition the tree and cut “White” branches. This approach can also be 
used to solve the transportation problem [S]. 
In this paper, we present an improved primal simplex algorithm. It is based on 
a natural extension of the concept of strong spanning trees, introduced by Balinski [l] 
for the assignment problem and later used by Balinski and Gonzalez [2] for bipartite 
matching. The spanning tree structure has proven to be particularly convenient for 
computation. The strong spanning tree structure makes the algorithm for (VP) 
pseudo-polynomial and improves the complexity of Ikura and Nemhauser’s algo- 
rithm [7]. The algorithm is strongly polynomial when incorporating a simple node 
labeling technique. We point out that the strong spanning tree structure will improve 
the complexity of Ikura and Nemhauser’s algorithm [8] for the transportation 
problem. 
The algorithm we present will maintain the value of the xcs to satisfy the constraints 
of (VP). A complementary dual solution is available and optimality is achieved when 
a feasible solution for (DVP) is obtained. Thus, the algorithm is a primal simplex 
approach using a tree structure. The algorithm will maintain nonnegative “pseudo- 
flows” in the tree. The pseudo-flows are used to guide the simplex pivot. At the end of 
the algorithm, the pseudo-flows provide a feasible solution for (DVP). 
The complexity of the algorithm presented here for the bipartite weighted vertex 
packing problem does not yield the best complexity for this problem. In particular, the 
problem can be transformed into a special transshipment problem and solved in 
strongly polynomial time [S, 61. The contribution of this paper is to give an improved 
simplex algorithm. Also, the technique of using node distance labels within a simplex 
algorithm is introduced to a new class of problems. 
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2. Strong spanning trees and simplex basis 
The algorithm will maintain a tree. The initial tree T can be constructed by taking 
a dummy node 0 as the root and adding artificial arcs (0, i) for each i E M. Each node 
j E N is adjoined to the tree by adding any (i,j) E E. The artificial arcs are undirected 
and no variables are associated with them. All other arcs (i,j) are depicted as being 
directed from i E M to j E N. A variable Sij is associated with each (i,j) E E where 
Xi + Xj + sij = 1. The variable Sij is nonbasic in the primal simplex algorithm to solve 
(VP) whenever (i,j) is in T; otherwise, sij is basic. All Xj with j E N and j E T are basic 
and Xj = 1. 
Let S(i) be the set of direct successors of node i in T. The variables Xi with i E S(0) 
are nonbasic. If i E S(j), j E N, then both xi and Xj are basic. All Xi, i E M and i E T, 
have a value of 0. As the algorithm progresses, subtrees may be identified as blocked 
subtrees and they will be removed from T. All Xi = 1, i E M in blocked subtrees and, 
similarly, all Xj = 0, j E N in blocked subtrees. 
For any arc (i, j) in T, if it is directed downward from the root, then (i,j) is called an 
odd arc; otherwise, (i,j) is called an even arc. If S(j) = 8, define CiCsCj,yij = 0. Fig. 1 
shows a possible tree, where i E M is denoted with a circle node and j E N is denoted 
with a square node. The pseudo-flows yij on arc (i, j) in T can be computed recursively 
from the leaves toward the root. 
Yij = max 
i 
O,Wj- C Y&j 
I 
if (i, j) is odd arc, (2.1) 
J=sW 
J’ij = IIlaX 
r 
0, Wi - 1 yik 
I 
if (i, j) is even arc, (2.2) 
k&(i) 
Set yij = 0 for all (i,j)$T. Then yij 2 0, V(i,j) E E. 
Definition. A spanning tree T is called a strong spanning tree (s.s.t.) if yij > 0 for every 
even arc (i,j) in T. 
A s.s.t. has the property that a node i E M with CksSCi)yik 2 Wi must be a direct 
successor of the root. 
Given a s.s.t. T, if xk_S(,,) ykh > wh for a node h E N, then the reduced cost associated 
with sgh is positive for the odd arc (g, h). Arc (g, h) (e.g. arc (1,6), Fig. 1) can leave 
T implying sgh enters the basis. Any arc (p, q) with p E T(h), q E T - T(h), where T(h) 
is the subtree rooted at node h, can enter the tree (spq leaves the basis), e.g. arc (5,8), 
Fig. 1. Such a pivot is degenerate and the objective value does not change. If no such 
arc (p, q) exists, then xh leaves the basis. In this case, T(h) is blocked and is removed 
from T. Such a pivot is nondegenerate and the objective value increases. All Xi = 1, 
i E M nT(h), and all Xj = 0, j E N nT(h). Blocked subtrees need not be considered 
further. A formal simplex implementation may perform degenerate pivots in a blocked 
subtree, but the solution remains unchanged. 
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Fig. 1. A possible tree with M = { 1,2,3,4,5}, N = {6,7,8,9}. The numbers on each arc are yij’s. 
~655 6 7 Y=‘O 8 ‘%=5 
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Suppose no odd arc (g,h) with &sS(h)ykh > wh exists. If CksS(h)yhk < wh for some 
h E S(0) (h E M), then the reduced cost associated with the variable xh is positive and 
xh is chosen to enter the basis. Any arc (p, q) with p E T(h), q E T - T(h), can enter the 
tree (spq leaves the basis). Such a pivot is degenerate. If no such arc (p, q) exists, T(h) is 
blocked and is removed from T. Any Xj withj E S(h) can leave the basis if S(h) # 8 or 
any slack associated with an arc directed from h to a blocked subtree can leave the 
basis if S(h) = 8. A pivot resulting from T(h) being blocked is nondegenerate. All 
xi=l,iEMnT(h),andallxj=O,jENnT(h). 
3. The algorithm 
An arc is called the entering arc (leaving arc) if it enters (leaves) the tree. 
Step 0. Initialization 
Define the initial tree T = ((0, i): i E M} u{(i,j): (i,j) E E, Vj E N}. 
Set Xj + 1 for all j E N and xi + 0 for all i E M. Compute yij in T by (2.1) and 
(2.2). 
Step 1. Choose the leaving arc 
Let D = {j E T:Ckescjj_Vkj > Wj}, L = {i E S(O): ~k.cS(i)Yik < WI}; 
If D # 8, then choose h E D and goto Step 2; 
If L # 8, then choose h E L and goto Step 2; otherwise, STOP. 
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Step 2. Choose the entering arc 
Search the subtree T(h), attempt o find an arc (p, q) with p E T(h) and q E T - T(h). 
If such an arc is found, then goto Step 3; otherwise, 
T(h) is blocked, delete T(h) from T, and set Xi + 1, Vi E MnT(h), Xj +-0, 
Vj E NnT(h). 
Goto Step 1. 
Step 3. Pivot 
Update the tree T by deleting T(h) and adjoining (p,q). 
Update yij in T from node h to the root along the predecessor path by (2.1) and 
(2.2). 
Step 4. Next pivot 
Starting with node q, along the predecessor path, attempt to find a node h E D. 
If h is found, then goto Step 2; otherwise, goto Step 1. 
4. Complexity 
At the end of the algorithm, the values for yij provide a dual feasible solution. 
Primal feasibility is maintained throughout. The complementary conditions are 
satisfied; thus, optimality is achieved. 
Let Y = CisS(O)CjeSfi)Yij* 
Immediately after Step 3, y,, > 0 since all arcs directed upward in T have a positive 
pseudo-flow and h E D uL; thus, a s.s.t. is maintained at each step of the algorithm. If 
no node h exists in Step 4, then 9 is decreased by at least 1. The size of T(h) grows 
strictly larger until either _Y is decreased or T(h) is determined to be blocked. It 
follows that after fewer than n pivots, 9 is decreased or T is reduced in size. But 
Y < w = CjeN Wj, so the total number of pivots is at most nW. The updates in Step 
3 can be postponed until 9 is decreased and each arc is scanned at most once before 
_Y is decreased. Immediately after (p, q) is chosen to enter T, attempt to find the first 
node h with Ci.scuyih / > wh following the predecessor path from node q. If no such 
node h exists, then ~9’ is decreased, and update the tree and pseudo-flows; otherwise, 
search the subtree T(h) to find the next entering arc. This is a block pivot introduced 
by Goldfarb [4] for the assignment problem and later used by Balinski and Gonzalez 
[2] for bipartite matching problem. Within a block pivot, the update of the tree and 
pseudo-flows can be done in O(m + n) time and each node is scanned at most once. 
The conclusion is that Y is decreased by at least 1 or the size of T is reduced within 
O(r) time. The complexity of the algorithm is O(rW). This improves the complexity of 
the algorithm given by Ikura and Nemhauser [7], which is O((m + n)3&,MdwWi). 
5. Strongly polynomial algorithm 
The algorithm can be run in strongly polynomial time. We accomplish this by using 
a node labeling scheme similar to that proposed by Goldberg and Tarjan [3] for the 
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maximum flow problem. For each node, there is a label associated with it. Initially, 
d(0) = 0, d(i) = 1 for all i E M, and d(j) = 2 for all j E N. An arc (i,j) is called an 
admissible arc if d(i) = d(j) + 1. The algorithm is the same as before except the 
entering arc in Step 2 will always be chosen as an admissible arc. 
In Step 2, the entering (p,q) is chosen as follows. First, search the subtree T(h) to 
find a node k such that d(k) = min{d(i): i E T(h)). If k E N, then set d(k) cd(k) + 2 
and search T(h) again; otherwise k E M. If there is an admissible arc (k,j) with 
j E T - T(h), then set p t k and q cj; if no such admissible arc (k, j) exists, then set 
d(k) t d(k) + 2 and search T(h) again. The subtree T(h) may be searched several 
times to find the arc (p,q). If d(i) > m + n for any i E T(h), then T(h) is blocked. The 
following properties can be proven by induction. 
Property 1. d(i) < d(j) + 1 for all (i,j) E E. 
Property 2. Zf(i,j) E T, then either d(i) = d(j) + 1 or d(i) = d(j) - 1. 
Property 2 implies that immediately after the tree update, d(i) < m + n for all i E T. 
By Property 1, if there is an arc (p,q) with p E T(h), q E T - T(h), then d(i) < m + n 
for all i E T(h). 
Lemma. An arc can be chosen as the entering arc in Step 2 at most (m + n)/2 times. 
Proof. Let arc (p, q) be the entering arc in Step 2. Then immediately after Step 3, d(p) 
is the minimum label of subtree T(p), d(p) = d(q) + 1, and (p, q) is an even arc. If arc 
(p, q) is chosen as the entering arc later, then (p, q) has to leave T first. Since a s.s.t. is 
maintained, (p, q) must become an odd arc. This can only happen when a leaving arc is 
above q and an entering arc is out of T(p). But d(q) = d(p) - 1 < d(p) 6 d(i), 
Vi E T(p); thus, d(q) has to be increased by 2 before (p, q) can leave T. Further, d(p) 
must be increased by 2 if (p, q) is the entering arc again. Since the label of a node in 
T cannot be increased more than m + n, (p, q) can be the entering arc at most 
(m + n)/2 times. 0 
Once the subtree T(h) is searched in Step 2, either an entering arc is found or the 
label of some node is increased. Each pivot and subtree search can be done in 
O(m + n) time. Scanning the arcs out of a node to find an admissible arc can be done 
in O(n) time. The total number of label increments is bounded by O((m + n)“). The 
total number of pivots is at most (m + n)r/2 by the lemma. This gives the following 
theorem. 
Theorem. With the node labeling scheme, the complexity of the algorithm is 
O((m + n)‘r + (m + n)3) = O((m + n)2r). 
R.D. Armstrong, Z. Jin / Discrete Applied Mathematics 64 (1996) 97-103 103 
6. Conclusions 
We have considered the weighted bipartite vertex packing problem. A new primal 
simplex algorithm based on strong spanning trees is given. With a simple node 
labeling scheme, the algorithm has a strongly polynomial complexity. This motivates 
us to find strongly polynomial algorithms for other network flow problems by using 
strong spanning trees and node labeling. 
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