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CONDITIONALLY BI-FREE INDEPENDENCE WITH AMALGAMATION
YINZHENG GU AND PAUL SKOUFRANIS
Abstract. In this paper, we introduce the notion of conditionally bi-free independence in an amalgamated
setting. We define operator-valued conditionally bi-multiplicative pairs of functions and construct operator-
valued conditionally bi-free moment and cumulant functions. It is demonstrated that conditionally bi-
free independence with amalgamation is equivalent to the vanishing of mixed operator-valued bi-free and
conditionally bi-free cumulants. Furthermore, an operator-valued conditionally bi-free partial R-transform
is constructed and various operator-valued conditionally bi-free limit theorems are studied.
1. Introduction
The notion of conditionally free (c-free for short) independence was introduced in [3] as a generalization of
the notion of free independence to two-state systems. In our previous paper [6] we introduced the notion of
conditionally bi-free (c-bi-free for short) independence in order to study the non-commutative left and right
actions of algebras on a reduced c-free product simultaneously. Thus conditional bi-freeness is an extension
of the notion of bi-free independence [14] to two-state systems. Moreover [6] introduced c-(ℓ, r)-cumulants
and demonstrated that a family of pairs of algebras in a two-state non-commutative probability space is
conditionally bi-free if and only if mixed (ℓ, r)- and c-(ℓ, r)-cumulants vanish.
In [13] Voiculescu generalized his own notion of free independence by replacing the scalars with an ar-
bitrary algebra thereby obtaining the notion of free independence with amalgamation (see also [12] for the
combinatorial aspects). For c-free independence, the generalization to an amalgamated setting over a pair
of algebras was done by Popa in [9] (see also [8]). On the other hand, the framework for generalizing bi-free
independence to an amalgamated setting was suggested by Voiculescu in [14, Section 8] and the theory was
fully developed in [4].
The main goal of this paper is to extend the notion of c-bi-free independence to an amalgamated set-
ting over a pair of algebras. Furthermore, we demonstrate that the combinatorics of conditionally bi-free
probability and bi-free probability with amalgamation, which are governed by the lattice of bi-non-crossing
partitions, are specific instances of more general combinatorial structures.
Including this introduction this paper contains nine sections which are structured as follows. Section 2
briefly reviews some of the background material pertaining to conditionally bi-free probability and bi-free
probability with amalgamation from [4–6]. In particular, the notions bi-non-crossing partitions and diagrams,
their lateral refinements and cappings, interior and exterior blocks, B-B-non-commutative probability spaces,
operator-valued bi-multiplicative functions, and the operator-valued bi-free moment and cumulant functions
are recalled.
Section 3 introduces the structures studied within conditionally bi-free independence with amalgamation.
We define the notion of a B-B-non-commutative probability space with a pair of (B,D)-valued expectations
(A,E,F, ε) (see Definition 3.4), demonstrate a representation of A as linear operators on a B-B-bimodule
with a pair of specified (B,D)-valued states (see Theorem 3.5), and define the notion of conditionally bi-free
independence with amalgamation over (B,D) thereby generalizing conditionally bi-free independence to the
operator-valued setting and bi-free independence with amalgamation to the two-state setting.
Section 4 introduces the notion of an operator-valued conditionally bi-multiplicative pair of functions
(see Definition 4.2). Each such pair consists of two functions where the first function is operator-valued
bi-multiplicative (see [4, Definition 4.2.1]) and the second function is defined via a certain rule using the first
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function. Furthermore, operator-valued conditionally bi-free moment and cumulant pairs (see Definitions
4.4 and 4.7) are introduced and shown to be operator-valued conditionally bi-multiplicative.
Sections 5 and 6 provide alternate characterizations of conditionally bi-free independence with amalgama-
tion. More precisely, Section 5 demonstrates through Theorem 5.5 that a family of pairs of B-algebras in a
B-B-non-commutative probability space with a pair of (B,D)-valued expectations (A,E,F, ε) is c-bi-free over
(B,D) if and only if certain moment expressions with respect to E and F are satisfied. On the other hand,
Section 6 demonstrates through Theorem 6.4 that a family of pairs of B-algebras is c-bi-free over (B,D) if
and only if their mixed operator-valued bi-free and conditionally bi-free cumulants vanish.
Section 7 provides additional properties such as the vanishing of operator-valued conditionally bi-free
cumulants when a left or right B-operator is input, how c-bi-free independence over (B,D) can be deduced
from c-free independence over (B,D) under certain conditions, and how operator-valued conditionally bi-free
cumulants involving products of operators may be computed.
In Section 8, an operator-valued conditionally bi-free partial R-transform is constructed as the operator-
valued analogue of the conditionally bi-free partialR-transform (see [6, Definition 5.3]). As with the operator-
valued bi-free partial R-transform (see [11, Section 5]), the said transform is also a function of three B-
variables, and a formula relating it to the moment series is proved using combinatorics. Finally, in Section
9, operator-valued c-bi-free distributions are discussed and various operator-valued c-bi-free limit theorems
are studied.
2. Preliminaries
In this section, we review the necessary background on conditionally bi-free probability and operator-
valued bi-free probability required for this paper.
2.1. Conditionally bi-free probability. We recall several definitions and results relating to conditionally
bi-free probability. For more precision, see [6].
Definition 2.1. Let (A, ϕ, ψ) be a two-state non-commutative probability space; that is, A is a unital
algebra and ϕ, ψ : A → C are unital linear functionals. A pair of algebras in A is an ordered pair (Aℓ, Ar)
of unital subalgebras of A.
Definition 2.2. A family {(Ak,ℓ, Ak,r)}k∈K of pairs of algebras in a two-state non-commutative probability
space (A, ϕ, ψ) is said to be conditionally bi-freely independent (or c-bi-free for short) with respect to (ϕ, ψ)
if there is a family of two-state vector spaces with specified state-vectors {(Xk,X ◦k , ξk, ϕk)}k∈K and unital
homomorphisms
ℓk : Ak,ℓ → L(Xk) and rk : Ak,r → L(Xk)
such that the joint distribution of {(Ak,ℓ, Ak,r)}k∈K with respect to (ϕ, ψ) is equal to the joint distribution
of the family
{(λk ◦ ℓk(Ak,ℓ), ρk ◦ rk(Ak,r))}k∈K
in L(X ) with respect to (ϕξ, ψξ), where (X ,X ◦, ξ, ϕ) = ∗k∈K(Xk,X ◦k , ξk, ϕk).
In general, a map χ : {1, . . . , n} → {ℓ, r} is used to designate whether the kth operator in a sequence of n
operators is a left operator (when χ(k) = ℓ) or a right operator (when χ(k) = r), a map ω : {1, . . . , n} → I⊔J
is used to designate the index of the kth operator, and a map ω : {1, . . . , n} → K is used to designate from
which collection of operators the kth operator hails from.
Given ω : {1, . . . , n} → I ⊔ J for non-empty disjoint index sets I and J , we define the corresponding map
χω : {1, . . . , n} → {ℓ, r} by
χω(k) =
{
ℓ if ω(k) ∈ I
r if ω(k) ∈ J .
Given a map ω : {1, . . . , n} → K, we may view ω as a partition of {1, . . . , n} with blocks {ω−1({k})}k∈K .
Thus π ≤ ω denotes π is a refinement of the partition induced by ω.
For the basic definitions and combinatorics of bi-free probability that will be used in this paper, we refer
the reader to [4, 5, 7, 14] or the summary given in [6, Section 2]. Particular attention should be paid to:
• the set BNC(χ) of bi-non-crossing partitions with respect to χ : {1, . . . , n} → {ℓ, r}, and the minimal
and maximal elements 0χ and 1χ of BNC(χ) (see [4, Definition 2.1.1]);
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• for m,n ≥ 0 with m+ n ≥ 1, 1m,n denotes 1χm,n where χm,n : {1, . . . ,m+ n} → {ℓ, r} is such that
χm,n(k) = ℓ if k ≤ m and χm,n(k) = r if k > m;
• the Mo¨bius function µBNC on the lattice of bi-non-crossing partitions (see [5, Remark 3.1.4]);
• the total ordering ≺χ on {1, . . . , n} and the notion of χ-interval induced by χ : {1, . . . , n} → {ℓ, r}
(see [4, Definition 4.1.1]);
• the set LR(χ, ω) of shaded LR-diagrams corresponding to χ : {1, . . . , n} → {ℓ, r} and ω : {1, . . . , n} →
K, and the subsets LRk(χ, ω) (1 ≤ k ≤ n) of LR(χ, ω) with exactly k spines reaching the top (see
[5, Section 2.5]);
• the notion ≤lat of lateral refinement (see [5, Definition 2.5.5]);
• the family {κχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r} of (ℓ, r)-cumulants (see [7, Definition 5.2]).
Inspired by the ‘vanishing of mixed (ℓ, r)-cumulants’ characterization of bi-free independence and the
‘vanishing of mixed free and c-free cumulants’ characterization of c-free independence, we introduced in
[6, Subsection 3.3] the family of c-(ℓ, r)-cumulants using bi-non-crossing partitions that are divided into two
types. More precisely, a block V of a bi-non-crossing partition π ∈ BNC(χ) is said to be interior if there
exists another blockW of π such that min≺χ(W ) ≺χ min≺χ(V ) and max≺χ(V ) ≺χ max≺χ(W ), where min≺χ
and max≺χ denote the minimum and maximum elements with respect to ≺χ. A block of π is said to be
exterior if it is not interior. The family
{Kχ : An → C}n≥1,χ:{1,...,n}→{ℓ,r}
of c-(ℓ, r)-cumulants of a two-state non-commutative probability space (A, ϕ, ψ) is recursively defined by
ϕ(a1 · · · an) =
∑
π∈BNC(χ)
Kπ(a1, . . . , an),
where
Kπ(a1, . . . , an) =
 ∏
V ∈π
V interior
κχ|V ((a1, . . . , an)|V )

 ∏
V ∈π
V exterior
Kχ|V ((a1, . . . , an)|V )
 ,
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and a1, . . . , an ∈ A.
Furthermore, as noticed in [6, Section 4], in order to obtain a moment formula for conditionally bi-free
independence, additional sets of shaded diagrams and terminology are required.
Definition 2.3. Let n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, and ω : {1, . . . , n} → K be given.
(1) For 0 ≤ k ≤ n, let LRlatk (χ, ω) denote the set of all diagrams that can be obtained from LRk(χ, ω)
under later refinement (i.e., cutting spines that do not reach the top). For D′ ∈ LRlatk (χ, ω) and
D ∈ LRk(χ, ω), write D ≥lat D′ if D′ can be obtained by laterally refining D. Moreover, let
LRlat(χ, ω) =
n⋃
k=0
LRlatk (χ, ω).
(2) Let 0 ≤ k ≤ n and D ∈ LRlatk (χ, ω). A diagram D′ is said to be a capping of D, denoted D ≥cap D′,
if D′ = D or D′ can be obtained by removing spines from D that reach the top. Let LRlatcapm (χ, ω)
denote the set of all diagrams with m spines reaching the top that can be obtained by capping some
D ∈ LRlatk (χ, ω) with k ≥ m. Moreover, let
LRlatcap(χ, ω) =
n⋃
m=0
LRlatcapm (χ, ω).
(3) For D ∈ LRlatcapm (χ, ω), let |D| = (number of blocks of D) +m.
(4) Let 0 ≤ m ≤ n, k ≥ m, D ∈ LRk(χ, ω), and D′ ∈ LRlatcapm (χ, ω). We say that D laterally caps to
D′, denoted D ≥latcap D′, if there exists D′′ ∈ LRlatk (χ, ω) such that D ≥lat D′′ and D′′ ≥cap D′.
Suppose a1, . . . , an are elements in a two-state non-commutative probability space (A, ϕ, ψ), and D ∈
LRlatcap(χ, ω) with blocks V1, . . . , Vp whose spines do not reach the top and W1, . . . ,Wq whose spines reach
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the top. Writing Vi = {ri,1 < · · · < ri,si} and Wj = {rj,1 < · · · < rj,tj}, we define
ϕD(a1, . . . , an) =
p∏
i=1
ψ(ari,1 · · · ari,si )
q∏
j=1
ϕ(arj,1 · · ·arj,tj ).
Under the above notation, the following moment type characterization and vanishing of mixed cumulants
characterization were established in [6, Theorems 4.1 and 4.8].
Theorem 2.4. A family {(Ak,ℓ, Ak,r)}k∈K of pairs of algebras in a two-state non-commutative probability
space (A, ϕ, ψ) is c-bi-free with respect to (ϕ, ψ) if and only if
(1) ψ(a1 · · ·an) =
∑
π∈BNC(χ)
 ∑
σ∈BNC(χ)
π≤σ≤ω
µBNC(π, σ)
ψπ(a1, . . . , an)
and
(2) ϕ(a1 · · · an) =
∑
D∈LRlatcap(χ,ω)
 ∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
ϕD(a1, . . . , an)
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and a1, . . . , an ∈ A with ak ∈ Aω(k),χ(k).
Equivalently, for all n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and ak as above, we have
κχ(a1, . . . , an) = Kχ(a1, . . . , an) = 0
whenever ω is not constant.
2.2. Bi-free probability with amalgamation. Now we recall bi-free probability in an amalgamated set-
ting. Since our constructions for operator-valued conditionally bi-free independence in Section 3 are very
similar, we shall only present the essential concepts. Please refer to [4, Section 3] or the summary given in
[11, Section 2] for complete details. In particular, the following definitions and results will be generalized:
• a B-B-bimodule with a specified B-valued state (X ,X ◦, p) (see [4, Definition 3.1.1]);
• the free product with amalgamation over B of a family {(Xk,X ◦k , pk)}k∈K of B-B-bimodules with
specified B-valued states (see [4, Construction 3.1.7]);
• a B-B-non-commutative probability space (A,E, ε) with left and right algebras Aℓ and Ar (see
[4, Definition 3.2.1]);
• any B-B-non-commutative probability can be represented on a B-B-bimodule with a specified B-
valued state (see [4, Theorem 3.2.4]).
Furthermore, in order to discuss operator-valued bi-free probability, one needs the correct notions for
moment and cumulant functions, which we now review in greater depth.
Definition 2.5. Let (A,E, ε) be a B-B-non-commutative probability space and let
Ψ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
be a function that is linear in each Aχ(k). We say that Ψ is operator-valued bi-multiplicative if for every
χ : {1, . . . , n} → {ℓ, r}, Zk ∈ Aχ(k), b ∈ B, and π ∈ BNC(χ), the following four conditions hold.
(1) Let
q = max{k ∈ {1, . . . , n} | χ(k) 6= χ(n)}.
If χ(n) = ℓ, then
Ψ1χ(Z1, . . . , Zn−1, ZnLb) =
{
Ψ1χ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn) if q 6= −∞
Ψ1χ(Z1, . . . , Zn−1, Zn)b if q = −∞
.
If χ(n) = r, then
Ψ1χ(Z1, . . . , Zn−1, ZnRb) =
{
Ψ1χ(Z1, . . . , Zq−1, ZqLb, Zq+1, . . . , Zn) if q 6= −∞
bΨ1χ(Z1, . . . , Zn−1, Zn) if q = −∞
.
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(2) Let p ∈ {1, . . . , n}, and let
q = max{k ∈ {1, . . . , n} | χ(k) = χ(p), k < p}.
If χ(p) = ℓ, then
Ψ1χ(Z1, . . . , Zp−1, LbZp, Zp+1, . . . , Zn) =
{
Ψ1χ(Z1, . . . , Zq−1, ZqLb, Zq+1, . . . , Zn) if q 6= −∞
bΨ1χ(Z1, Z2, . . . , Zn) if q = −∞
.
If χ(p) = r, then
Ψ1χ(Z1, . . . , Zp−1, RbZp, Zp+1, . . . , Zn) =
{
Ψ1χ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn) if q 6= −∞
Ψ1χ(Z1, Z2, . . . , Zn)b if q = −∞
.
(3) Suppose that V1, . . . , Vm are χ-intervals ordered by ≺χ which partition {1, . . . , n}, each a union of
blocks of π. Then
Ψπ(Z1, . . . , Zn) = Ψπ|V1 ((Z1, . . . , Zn)|V1) · · ·Ψπ|Vm ((Z1, . . . , Zn)|Vm).
(4) Suppose that V and W partition {1, . . . , n}, each a union of blocks of π, V is a χ-interval, and
min
≺χ
({1, . . . , n}),max
≺χ
({1, . . . , n}) ∈W.
Let
p = max
≺χ
({
k ∈W | k ≺χ min
≺χ
(V )
})
and q = min
≺χ
({
k ∈ W | max
≺χ
(V ) ≺χ k
})
.
Then
Ψπ(Z1, . . . , Zn) =
Ψπ|W
((
Z1, . . . , Zp−1, ZpLΨπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|W
)
if χ(p) = ℓ
Ψπ|W
((
Z1, . . . , Zp−1, RΨπ|V ((Z1,...,Zn)|V )Zp, Zp+1, . . . , Zn
)
|W
)
if χ(p) = r
=
Ψπ|W
((
Z1, . . . , Zq−1, LΨπ|V ((Z1,...,Zn)|V )Zq, Zq+1, . . . , Zn
)
|W
)
if χ(q) = ℓ
Ψπ|W
((
Z1, . . . , Zq−1, ZqRΨπ|V ((Z1,...,Zn)|V ), Zq+1, . . . , Zn
)
|W
)
if χ(q) = r
.
Given an operator-valued bi-multiplicative function, conditions (1) to (4) above are reduction properties
which allows one to move B-operators around and, more importantly, to compute the values on arbitrary
bi-non-crossing partitions based on its values on full non-crossing partitions.
Finally, the two most important operator-valued bi-multiplicative functions in the theory, called operator-
valued bi-free moment and cumulant functions, are defined as follows.
Definition 2.6. Let (A,E, ε) be a B-B-non-commutative probability space. For χ : {1, . . . , n} → {ℓ, r},
π ∈ BNC(χ), and Z1, . . . , Zn ∈ A, define Eπ(Z1, . . . , Zn) ∈ B recursively as follows: Let V be the block of π
that terminates closest to the bottom, so min(V ) is largest among all blocks of π.
(1) If π contains exactly one block (that is, π = 1χ), define E1χ(Z1, . . . , Zn) = E(Z1 · · ·Zn).
(2) If V = {k + 1, . . . , n} for some k ∈ {1, . . . , n − 1} (so min(V ) is not adjacent to any spine of π),
define
Eπ(Z1, . . . , Zn) =
{
Eπ|
V ∁
(Z1, . . . , ZkLEπ|V (Zk+1,...,Zn)) if χ(min(V )) = ℓ
Eπ|
V ∁
(Z1, . . . , ZkREπ|V (Zk+1,...,Zn)) if χ(min(V )) = r
.
(3) Otherwise, min(V ) is adjacent to a spine. Let W denote the block of π corresponding to the spine
adjacent to min(V ) and let k be the smallest element of W that is larger than min(V ). Define
Eπ(Z1, . . . , Zn) =
{
Eπ|
V ∁
((Z1, . . . , Zk−1, LEπ|V ((Z1,...,Zn)|V )Zk, Zk+1, . . . , Zn)|V ∁) if χ(min(V )) = ℓ
Eπ|
V ∁
((Z1, . . . , Zk−1, REπ|V ((Z1,...,Zn)|V )Zk, Zk+1, . . . , Zn)|V ∁) if χ(min(V )) = r
.
Definition 2.7. Let (A,E, ε) be a B-B-non-commutative probability space. The operator-valued bi-free
moment and cumulant functions on A are
E , κ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
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defined by
Eπ(Z1, . . . , Zn) = Eπ(Z1, . . . , Zn) and κπ(Z1, . . . , Zn) =
∑
σ∈BNC(χ)
σ≤π
Eσ(Z1, . . . , Zn)µBNC(σ, π)
for all χ : {1, . . . , n} → {ℓ, r}, π ∈ BNC(χ), and Zk ∈ Aχ(k).
A substantial amount of effort was taken in [4, Sections 5 and 6] to show that both E and κ are operator-
valued bi-multiplicative.
3. Conditionally bi-free families with amalgamation
In this section, we develop the structures to discuss conditionally bi-free independence with amalgamation.
To begin, we need an analogue of a two-state vector space with a specified state-vector.
Definition 3.1. A B-B-bimodule with a pair of specified (B,D)-valued states is a quadruple (X ,X ◦, p, q),
where B and D are unital algebras such that 1 := 1D ∈ B ⊂ D, X is a direct sum of B-B-bimodules
X = B ⊕ X ◦, p : X → B is the linear map p(b ⊕ η) = b, and q : X → D is a linear B-B-bimodule map such
that q(1⊕ 0) = 1.
Given a B-B-bimodule with a pair of specified (B,D)-valued states (X ,X ◦, p, q), we have
p(b1 · x · b2) = b1p(x)b2 and q(b1 · x · b2) = b1q(x)b2
for all b1, b2 ∈ B and x ∈ X . Moreover, let L(X ) denote the set of linear operators on X , and recall from
[4, Definition 3.1.3] that the operators Lb, Rb ∈ L(X ) are defined by
Lb(x) = b · x and Rb(x) = x · b
for all b ∈ B and x ∈ X . In addition, the left and right algebras of L(X ) are the unital subalgebras Lℓ(X )
and Lr(X) defined by
Lℓ(X) = {Z ∈ L(X ) | ZRb = RbZ for all b ∈ B}
and
Lr(X ) = {Z ∈ L(X ) | ZLb = LbZ for all b ∈ B},
respectively.
As we are interested in conditionally bi-free independence with amalgamation, we need two expectations
on L(X ), one onto B and one to D.
Definition 3.2. Given a B-B-bimodule with a pair of specified (B,D)-valued states (X ,X ◦, p, q), define the
unital linear maps EL(X ) : L(X )→ B and FL(X ) : L(X )→ D by
EL(X )(Z) = p(Z(1⊕ 0)) and FL(X )(Z) = q(Z(1⊕ 0))
for all Z ∈ L(X ). We call EL(X ) and FL(X ) the expectations of L(X ) to B and D, respectively.
There are specific properties of these expectations we wish to model.
Proposition 3.3. Let (X ,X ◦, p, q) be a B-B-bimodule with a pair of specified (B,D)-valued states. We have
EL(X )(Lb1Rb2Z) = b1EL(X )(Z)b2, EL(X )(ZLb) = EL(X )(ZRb)
and
FL(X )(Lb1Rb2Z) = b1FL(X )(Z)b2, FL(X )(ZLb) = FL(X )(ZRb)
for all b1, b2, b ∈ B and Z ∈ L(X ).
Proof. The results regarding EL(X ) were shown in [4, Proposition 3.1.6]. Moreover, it is immediate that
FL(X )(ZLb) = FL(X )(ZRb) for all b ∈ B and Z ∈ L(X ) as Lb(1 ⊕ 0) = Rb(1 ⊕ 0). Finally, since q is a linear
B-B-bimodule map, we have
FL(X )(Lb1Rb2Z) = q(Lb1Rb2Z(1⊕ 0)) = b1q(Z(1⊕ 0))b2 = b1FL(X )(Z)b2
for all b1, b2 ∈ B and Z ∈ L(X ). 
CONDITIONALLY BI-FREE INDEPENDENCE WITH AMALGAMATION 7
Given the above definition and proposition, we extend the notion of a two-state non-commutative prob-
ability space (A, ϕ, ψ) to the operator-valued setting as follows. Note this is also a natural extension of
the notion of a B-B-non-commutative probability space (A,E, ε) from [4, Definition 3.2.1] to the two-state
setting.
Definition 3.4. A B-B-non-commutative probability space with a pair of (B,D)-valued expectations is a
quadruple (A,E,F, ε), where A, B, and D are unital algebras such that 1 := 1D ∈ B ⊂ D, ε : B⊗Bop → A is
a unital homomorphism such that ε|B⊗1 and ε|1⊗Bop are injective, and E : A → B and F : A → D are unital
linear maps such that
E(ε(b1 ⊗ b2)Z) = b1E(Z)b2, E(Zε(b ⊗ 1)) = E(Zε(1 ⊗ b))
and
F(ε(b1 ⊗ b2)Z) = b1F(Z)b2, F(Zε(b⊗ 1)) = F(Zε(1⊗ b))
for all b1, b2, b ∈ B and Z ∈ A. Moreover, the unital subalgebras Aℓ and Ar of A defined by
Aℓ = {Z ∈ A | Zε(1⊗ b) = ε(1⊗ b)Z for all b ∈ B}
and
Ar = {Z ∈ A | Zε(b⊗ 1) = ε(b⊗ 1)Z for all b ∈ B}
will be called the left and right algebras of A respectively.
As with the bi-free case (see [4, Remark 3.2.2]), if (X ,X ◦, p, q) is a B-B-bimodule with a pair of specified
(B,D)-valued states, then we see via Proposition 3.3 that (L(X ),EL(X ),FL(X ), ε) is a B-B-non-commutative
probability space with a pair of (B,D)-valued expectations where ε : B⊗Bop → L(X ) is defined by ε(b1⊗b2) =
Lb1Rb2 . Moreover, the following result demonstrates that any B-B-non-commutative probability space with
a pair of (B,D)-valued expectations can be represented as linear operators on some (X ,X ◦, p, q). Hence
Definition 3.4 is the natural extension of [4, Definition 3.2.1]. As such, we will write Lb and Rb instead of
ε(b⊗ 1) and ε(1⊗ b) and refer to these as left and right B-operators, respectively.
Theorem 3.5. If (A,EA,FA, ε) is a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations, then there exist a B-B-bimodule with a pair of specified (B,D)-valued states (X ,X ◦, p, q) and a
unital homomorphism θ : A → L(X ) such that
θ(Lb1Rb2) = Lb1Rb2 , θ(Aℓ) ⊂ Lℓ(X ), θ(Ar) ⊂ Lr(X ),
EL(X )(θ(Z)) = EA(Z), and FL(X )(θ(Z)) = FA(Z)
for all b1, b2 ∈ B and Z ∈ A.
Proof. As shown in the proof of [4, Theorem 3.2.4], consider X = B ⊕ Y as a vector space over C where
Y = ker(EA)/span{ZLb − ZRb | Z ∈ A, b ∈ B}.
Define θ : A → L(X ) by
θ(Z)(b) = EA(ZLb)⊕ π(ZLb − LEA(ZLb)), b ∈ B,
and
θ(Z)(π(Y )) = EA(ZY )⊕ π(ZY − LEA(ZY )), Y ∈ ker(EA),
where π : ker(EA)→ Y denotes the canonical quotient map. It was shown in [4, Theorem 3.2.4] that θ is a
unital homomorphism and X is a B-B-bimodule via
b · ξ = θ(Lb)(ξ) and ξ · b = θ(Rb)(ξ)
for all b ∈ B and ξ ∈ X . Thus we can define a specified B-valued state p on X by p(b ⊕ π(Y )) = b for all
b ∈ B and π(Y ) ∈ Y. Using this specified B-valued state, we obtain that θ(Aℓ) ⊂ Lℓ(X ), θ(Ar) ⊂ Lr(X ),
and EL(X )(θ(Z)) = EA(Z).
On the other hand, since FA(ZLb − ZRb) = 0 for all Z ∈ A and b ∈ B, there exists a unique linear map
q˜ : Y → D such that FA|ker(EA) = q˜ ◦ π. Let q : X → D be the linear map defined by
q(b⊕ π(Y )) = b+ q˜ ◦ π(Y ), b ∈ B, π(Y ) ∈ Y.
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Then q(1⊕ 0) = 1 and
q(b1 · (b⊕ π(Y )) · b2) = q(θ(Lb1)θ(Rb2)(b ⊕ π(Y )))
= q(θ(Lb1)(bb2 ⊕ π(Rb2Y )))
= q(b1bb2 ⊕ π(Lb2Rb2Y ))
= b1bb2 + FA(Lb1Rb2Y )
= b1(b+ FA(Y ))b2
= b1q(b⊕ π(Y ))b2
for all b1, b2, b ∈ B and π(Y ) ∈ Y. Therefore, the quadruple (X ,Y, p, q) is a B-B-bimodule with a pair of
specified (B,D)-valued states. Finally, we have
FL(X )(θ(Z)) = q(θ(Z)(1 ⊕ 0)) = q(EA(Z)⊕ π(Z − LEA(Z))) = EA(Z) + FA(Z − LEA(Z)) = FA(Z)
for all Z ∈ A. 
The next step is to extend the construction of the free product with amalgamation over B of a family
{(Xk,X ◦k , pk)}k∈K of B-B-bimodules with specified B-valued states (see [4, Construction 3.1.7]) to the current
framework.
Construction 3.6. Let {(Xk,X ◦k , pk, qk)}k∈K be a family of B-B-bimodules with pairs of specified (B,D)-
valued states. The c-free product of {(Xk,X ◦k , pk, qk)}k∈K with amalgamation over (B,D) is defined to be
the B-B-bimodule with a pair of specified (B,D)-valued states (X ,X ◦, p, q), where X = B ⊕ X ◦, X ◦ is the
B-B-bimodule
X ◦ =
⊕
n≥1
 ⊕
k1 6=···6=kn
X ◦k1 ⊗B · · · ⊗B X ◦kn

with left and right actions of B on X ◦ defined by
b · (x1 ⊗ · · · ⊗ xn) = (b · x1)⊗ x2 ⊗ · · · ⊗ xn and (x1 ⊗ · · · ⊗ xn) · b = x1 ⊗ · · · ⊗ xn−1 ⊗ (xn · b),
respectively, p : X → B is the linear map p(b⊕ η) = b, and q : X → D is the linear B-B-bimodule map such
that q(1⊕ 0) = 1 and
q(x1 ⊗ · · · ⊗ xn) = qk1(x1) · · · qkn(xn)
for x1 ⊗ · · · ⊗ xn ∈ X ◦k1 ⊗B · · · ⊗B X ◦kn (note q is well-defined as each qk is a linear B-B-bimodule map).
For every k ∈ K, let
Vk : X → Xk ⊗B
B ⊕⊕
n≥1
 ⊕
k1 6=···6=kn
k1 6=k
X ◦k1 ⊗B · · · ⊗B X ◦kn


be the standard B-B-bimodule isomorphism, and define the left representation λk : L(Xk)→ L(X ) by
λk(Z) = V
−1
k (Z ⊗ I)Vk
for Z ∈ L(Xk). Similarly, let
Wk : X →
B ⊕⊕
n≥1
 ⊕
k1 6=···6=kn
kn 6=k
X ◦k1 ⊗B · · · ⊗B X ◦kn

⊗B Xk
be the standard B-B-bimodule isomorphism, and define the right representation ρk : L(Xk)→ L(X ) by
ρk(Z) =W
−1
k (I ⊗ Z)Wk
for Z ∈ L(Xk). For the exact formulae of how λk(Z) and ρk(Z) act on X , we refer to [4, Construction 3.1.7].
Note also that
EL(X )(λk(Z)) = EL(X )(ρk(Z)) = EL(Xk)(Z) and FL(X )(λk(Z)) = FL(X )(ρk(Z)) = FL(Xk)(Z)
for all Z ∈ L(Xk).
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Remark 3.7. It is clear that that all of the above discussions hold if B = D. However, the more general
setting that B ⊂ D is desired due to a result of Boca [2]. Indeed, suppose {Ak}k∈K is a family of unital C∗-
algebras containing B as a common C∗-subalgebra with 1Ak ∈ B, D is a unital C∗-algebra with 1D ∈ B ⊂ D,
and each Ak is endowed with two positive conditional expectations Ψk : Ak → B and Φk : Ak → D such
that Ak = B ⊕A◦k, where A◦k = ker(Ψk), as a direct sum of B-B-bimodules.
Let A = (∗B)k∈KAk be the free product of {Ak}k∈K with amalgamation over B (which can be identified
as
A = B ⊕
⊕
n≥1
 ⊕
k1 6=···6=kn
A◦k1 ⊗B · · · ⊗B A◦kn

as B-B-bimodules), let Ψ = (∗B)k∈KΨk be the amalgamated free product of {Ψk}k∈K , and let Φ : A → D
be the unital linear B-B-bimodule map defined by
Φ(a1 ⊗ · · · ⊗ an) = Φk1(a1) · · ·Φkn(an)
for a1 ⊗ · · · ⊗ an ∈ A◦k1 ⊗B · · · ⊗B A◦kn . It is well-known that Ψ is positive (see, e.g., [12, Theorem 3.5.6]).
On the other hand, it follows from [2, Theorem 3.1] that Φ is also positive, which is the main motivation for
our setting.
With Definition 3.4 and Construction 3.6 complete, we can define the notion of conditionally bi-free
independence with amalgamation as follows.
Definition 3.8. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. A pair of B-algebras in (A,E,F, ε) is a pair (Cℓ, Cr) of unital subalgebras of A such that
ε(B ⊗ 1) ⊂ Cℓ ⊂ Aℓ and ε(1⊗ Bop) ⊂ Cr ⊂ Ar.
A family {(Ak,ℓ,Ak,r)}k∈K of pairs of B-algebras in (A,E,F, ε) is said to be conditionally bi-free with
amalgamation over (B,D) (or c-bi-free over (B,D) for short) if there is a family of B-B-bimodules with pairs
of specified (B,D)-valued states {(Xk,X ◦k , pk, qk)}k∈K and unital homomorphisms
ℓk : Ak,ℓ → Lℓ(Xk) and rk : Ak,r → Lr(Xk)
such that the joint distribution of {(Ak,ℓ,Ak,r)}k∈K with respect to (E,F) is equal to the joint distribution
of the family
{(λk ◦ ℓk(Ak,ℓ), ρk ◦ rk(Ak,r))}k∈K
in L(X ) with respect to (EL(X ),FL(X )), where (X ,X ◦, p, q) = (∗B)k∈K(Xk,X ◦k , pk, qk).
It will be an immediate consequence of Theorem 5.5 below that the above definition does not de-
pend on a specific choice of representations. Moreover, it follows immediately from the definition that
if {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D), then the family {Ak,ℓ}k∈K (respectively {Ak,r}k∈K) of left
B-algebras (respectively right B-algebras) is c-free over (B,D).
4. Operator-valued conditionally bi-free pairs of functions
In order to study operator-valued conditional bi-free independence we must extend the notion of operator-
valued bi-multiplicative functions to pairs of functions.
4.1. Operator-valued conditionally bi-multiplicative pairs of functions. We begin with an observa-
tion, which will be useful later.
Remark 4.1. If π ∈ BNC(χ) is a bi-non-crossing partition for some χ : {1, . . . , n} → {ℓ, r}, then there
exists a unique partition V1, . . . , Vm of {1, . . . , n} into χ-intervals such that each Vk a union of blocks of π
and such that min≺χ(Vk) and max≺χ(Vk) are in the same block of π for each k ∈ {1, . . . ,m}. Furthermore,
by reordering if necessary, we may assume max≺χ(Vk) ≺χ min≺χ(Vk+1) for all k. For example, if π has the
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following bi-non-crossing diagram
1
2
3
4
5
6
7
8
9
10
11
12
then V1 = {{1, 6}, {2, 4}}, V2 = {{7, 11}, {9, 12}}, and V3 = {{3, 8, 10}, {5}} where min≺χ(V1) = 1,
max≺χ(V1) = 6, min≺χ(V2) = 7, max≺χ(V2) = 11, min≺χ(V3) = 10, and max≺χ(V3) = 3. Note that
the blocks V ′k ⊂ Vk containing min≺χ(Vk) and max≺χ(Vk) are the exterior blocks of π.
Definition 4.2. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations, and let
Ψ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
and
Φ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → D
be a pair of functions that are linear in each Aχ(k). It is said that (Ψ,Φ) is an operator-valued conditionally
bi-multiplicative pair if for every χ : {1, . . . , n} → {ℓ, r}, Zk ∈ Aχ(k), b ∈ B, and π ∈ BNC(χ), Ψ satisfies
conditions (1) to (4) of Definition 2.5 (i.e., Ψ is operator-valued bi-multiplicative), and Φ satisfies conditions
(1) to (3) of Definition 2.5 and the following modification of condition (4): Under the same notation with the
additional assumption that min≺χ({1, . . . , n}) and max≺χ({1, . . . , n}) are in the same block of π, we have
Φπ(Z1, . . . , Zn) =
Φπ|W
((
Z1, . . . , Zp−1, ZpLΨπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|W
)
if χ(p) = ℓ
Φπ|W
((
Z1, . . . , Zp−1, RΨπ|V ((Z1,...,Zn)|V )Zp, Zp+1, . . . , Zn
)
|W
)
if χ(p) = r
=
Φπ|W
((
Z1, . . . , Zq−1, LΨπ|V ((Z1,...,Zn)|V )Zq, Zq+1, . . . , Zn
)
|W
)
if χ(q) = ℓ
Φπ|W
((
Z1, . . . , Zq−1, ZqRΨπ|V ((Z1,...,Zn)|V ), Zq+1, . . . , Zn
)
|W
)
if χ(q) = r
.
Note the additional assumption that min≺χ({1, . . . , n}) and max≺χ({1, . . . , n}) are in the same block of
π guarantees that W contains an exterior block of π and V is a union of interior blocks of π.
Example 4.3. As with operator-valued bi-multiplicative functions, one may reduce Φπ(Z1, . . . , Zn) to an
expression involving Ψ1χ and Φ1χ for various χ : {1, . . . ,m} → {ℓ, r}. For example, if π is the bi-non-crossing
partition from Remark 4.1 and Zk ∈ Aχ(k), then
Φπ(Z1, . . . , Z12) = Φπ|V1 (Z1, Z2, Z4, Z6)Φπ|V2 (Z7, Z9, Z11, Z12)Φπ|V3 (Z3, Z5, Z8, Z10)
by condition (3) of Definition 2.5, which can be further reduced to
Φ12,0
(
Z1LΨ12,0 (Z2,Z4), Z6
)
Φ11,1
(
Z7LΨ11,1 (Z9,Z12), Z11
)
Φ10,3
(
Z3, RΨ10,1 (Z5)Z8, Z10
)
by the modified condition (4) of Definition 4.2.
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4.2. Operator-valued conditionally bi-free moment pairs. In this subsection, we define the operator-
valued conditionally bi-free moment pair (E ,F) and show that it is operator-valued conditionally bi-multiplicative.
Definition 4.4. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. The operator-valued conditionally bi-free moment pair on A is the pair of functions
E :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
and
F :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → D
where E is the operator-valued bi-free moment function on A and Fπ(Z1, . . . , Zn) for χ : {1, . . . , n} → {ℓ, r},
π ∈ BNC(χ), and Zk ∈ Aχ(k) is defined as follows.
(1) If π contains exactly one block (that is, π = 1χ), define F1χ(Z1, . . . , Zn) = F(Z1 · · ·Zn).
(2) If V1, . . . , Vn are the blocks of π, each Vk is a χ-intervals (thus all exterior), and max≺χ(Vk) ≺χ
min≺χ(Vk+1) for all k, define
Fπ(Z1, . . . , Zn) = Fπ|V1 ((Z1, . . . , Zn)|V1) · · · Fπ|Vm ((Z1, . . . , Zn)|Vm)
and apply step (3) to each piece.
(3) Apply a similar recursive process as in Definition 2.6 to the interior blocks of π as follows: Let V
be the interior block of π that terminates closest to the bottom. Then
• If V = {k + 1, . . . , n} for some k ∈ {1, . . . , n− 1}, then min(V ) is not adjacent to any spine of
π and define
Fπ(Z1, . . . , Zn) =
{
Fπ|
V ∁
(Z1, . . . , ZkLEπ|V (Zk+1,...,Zn)) if χ(min(V )) = ℓ
Fπ|
V ∁
(Z1, . . . , ZkREπ|V (Zk+1,...,Zn)) if χ(min(V )) = r
.
• Otherwise, min(V ) is adjacent to a spine. Let W denote the block of π corresponding to the
spine adjacent to min(V ) and let k be the smallest element of W that is larger than min(V ).
Define
Fπ(Z1, . . . , Zn) =
{
Fπ|
V ∁
((Z1, . . . , Zk−1, LEπ|V ((Z1,...,Zn)|V )Zk, Zk+1, . . . , Zn)|V ∁) if χ(min(V )) = ℓ
Fπ|
V ∁
((Z1, . . . , Zk−1, REπ|V ((Z1,...,Zn)|V )Zk, Zk+1, . . . , Zn)|V ∁) if χ(min(V )) = r
.
Example 4.5. Again, let π be the bi-non-crossing partition from Remark 4.1 and Zk ∈ Aχ(k). Then
Fπ(Z1, . . . , Z12) = F
(
Z1LE(Z2Z4)Z6
)
F
(
Z7LE(Z9Z12)Z11
)
F
(
Z3RE(Z5)Z8Z10
)
.
In general, the rule is ‘one uses E to reduce the interior blocks and then factors Fπ according to the remaining
exterior blocks.’
Theorem 4.6. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued expec-
tations. The operator-valued conditionally bi-free moment pair (E ,F) on A is operator-valued conditionally
bi-multiplicative.
Proof. The fact that the operator-valued bi-free moment function E on A is operator-valued bi-multiplicative
is the main result of [4, Section 5]. It is also clear that the function F satisfies conditions (1), (2), and (3)
of Definition 2.5.
To demonstrate the modified condition (4) in Definition 4.2, the proof relies on the techniques observed
in [4, Subsection 5.3] which show that the function E satisfies condition (4) of Definition 2.5. In particular,
we refer the reader to the proofs of [4, Lemmata 5.3.1 to 5.3.4] for additional details in that which follows.
Under the same assumptions and notation, first note that the special case of the assertion holds under the
additional assumption of [4, Lemma 5.3.1]; that is, there exists a block W0 ⊂W of π such that
p, q,min
≺χ
({1, . . . , n}),max
≺χ
({1, . . . , n}) ∈ W0.
Indeed, suppose χ(p) = ℓ (the other case is similar), and note that W0 is the only exterior block of π. By
the same arguments as in the proof of [4, Lemma 5.3.1], we have
Fπ(Z1, . . . , Zn) = Fπ|W
((
Z1, . . . , Zp−1, ZpLEπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|W
)
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for all three possible cases, i.e., χ(q) = ℓ; χ(q) = r and p < q; χ(q) = r and p > q.
To verify the modified condition (4) in full generality, we examine the proof of [4, Lemma 5.3.4]. Suppose
χ(p) = ℓ (the other case is similar), and note that under the additional assumption of the modified condition
(4) that there exists a block W0 ⊂ W of π such that min≺χ({1, . . . , n}),max≺χ({1, . . . , n}) ∈ W0, the block
W0 is always the only exterior block of π. Let
α = max
≺χ
({k ∈W0 | k χ p}) , β = min
≺χ
({k ∈ W0 | q χ k}) ,
and let U = {k | α ≺χ k ≺χ β}. Thus U is a union of blocks of π. Let W0 = U∁. Then, by the special case
above (with U being the χ-interval), we have
Fπ(Z1, . . . , Zn) = Fπ|
W0
((
Z1, . . . , Zα−1, ZαLEπ|U ((Z1,...,Zn)|U ), Zα+1, . . . , Zn
)
|W0
)
.
Since E is operator-valued bi-multiplicative, we have
ZαLEπ|U ((Z1,...,Zn)|U ) = ZpLEπ|V ((Z1,...,Zn)|V )LEπ|U\V ((Z1,...,Zn)|U\V )
if α = p, and
Eπ|U ((Z1, . . . , Zn)|U ) = Eπ|U\V
((
Z1, . . . , Zp−1, ZpLEπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|U\V
)
otherwise. SinceW =W0∪(U \V ), the assertion follows from applying the special case above in the opposite
direction. 
4.3. Operator-valued conditionally bi-free cumulant pairs. In this subsection, we recursively define
the operator-valued conditionally bi-free cumulant pair (κ,K) using the pair (E ,F) from the previous sub-
section and show that it is also operator-valued conditionally bi-multiplicative.
Definition 4.7. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations and let (E ,F) be the operator-valued conditionally bi-free moment pair on A. The operator-
valued conditionally bi-free cumulant pair on A is the pair of functions
κ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
and
K :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → D
where κ is the operator-valued bi-free cumulant function on A and K is recursively defined as follows.
(1) If n = 1, then K11,0(Zℓ) = F11,0(Zℓ) for Zℓ ∈ Aℓ and K10,1(Zr) = F10,1(Zr) for Zr ∈ Ar.
(2) Fix n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, π ∈ BNC(χ), and Zk ∈ Aχ(k). If π 6= 1χ, then let V1, . . . , Vm be
the partition of π as described in Remark 4.1. We define
Kπ(Z1, . . . , Zn) = Kπ|V1 ((Z1, . . . , Zn)|V1) · · · Kπ|Vm ((Z1, . . . , Zn)|Vm),
where each Kπ|Vk ((Z1, . . . , Zn)|Vk) is defined as follows. Let V ′k ⊂ Vk be the block containing
min≺χ(Vk) and max≺χ(Vk), let V ⊂ Vk \ V ′k be the block which terminates closest to the bottom
(compared to other blocks of Vk). If p = max≺χ
({
j ∈ Vk | j ≺χ min≺χ(V )
})
define
Kπ|Vk ((Z1, . . . , Zn)|Vk)
=
Kπ|Vk\V
((
Z1, . . . , Zp−1, ZpLκπ|V ((Z1,...,Zn)|V ), Zp+1, . . . , Zn
)
|Vk\V
)
if χ(p) = ℓ
Kπ|Vk\V
((
Z1, . . . , Zp−1, Rκπ|V ((Z1,...,Zn)|V )Zp, Zp+1, . . . , Zn
)
|Vk\V
)
if χ(p) = r
.
Repeat this process until the only remaining block of Vk is V
′
k.
(3) Otherwise π = 1χ and define
K1χ(Z1, . . . , Zn) = F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ)
π 6=1χ
Kπ(Z1, . . . , Zn).
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Theorem 4.8. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued expec-
tations. The operator-valued conditionally bi-free cumulant pair (κ,K) on A is operator-valued conditionally
bi-multiplicative.
Proof. The fact that the operator-valued bi-free cumulant function κ onA is operator-valued bi-multiplicative
was proved in [4, Section 6]. Moreover, it is easy to see that the function K satisfies condition (3) of Definition
2.5.
For condition (1) of Definition 2.5 we will proceed by induction on n to show that condition (1) holds in
greater generality. To be specific, we will demonstrate that condition (1) holds whenever 1χ is replaced with
π. To proceed, note the base case where n = 1 is trivial. For the inductive step, suppose the assertion holds
for all 1 ≤ n0 ≤ n − 1, χ0 : {1, . . . , n0} → {ℓ, r}, and π0 ∈ BNC(χ0). Suppose χ : {1, . . . , n} → {ℓ, r} and
that χ(n) = ℓ (as the other case is similar). If q = −∞, then χ : {1, . . . , n} → {ℓ} is the constant map, and
thus for each π ∈ BNC(χ), n necessarily belongs to an exterior block of π. Since Kπ(Z1, . . . , Zn−1, ZnLb)
factors according to the exterior blocks of π, we have Kπ(Z1, . . . , Zn−1, ZnLb) = Kπ(Z1, . . . , Zn)b if π 6= 1χ
by the induction hypothesis. Thus
K1χ(Z1, . . . , Zn−1, ZnLb) = F1χ(Z1, . . . , Zn−1, ZnLb)−
∑
π∈BNC(χ)
π 6=1χ
Kπ(Z1, . . . , Zn−1, ZnLb)
= F1χ(Z1, . . . , Zn)b −
∑
π∈BNC(χ)
π 6=1χ
Kπ(Z1, . . . , Zn)b
= K1χ(Z1, . . . , Zn)b.
If q 6= −∞ and π ∈ BNC(χ) such that π 6= 1χ, then as n and q are adjacent with respect to ≺χ, we have
the following possible cases:
(i) n, q ∈ V such that V is an interior block of π;
(ii) n, q ∈ V such that V is an exterior block of π;
(iii) n ∈ V1 and q ∈ V2 such that n = max≺χ(V1) ≺χ min≺χ(V2) = q, and both of V1 and V2 are
interior blocks of π;
(iv) n ∈ V1 and q ∈ V2 such that n = max≺χ(V1) ≺χ min≺χ(V2) = q, and both of V1 and V2 are
exterior blocks of π;
(v) n ∈ V1 and q ∈ V2 such that min≺χ(V2) ≺χ min≺χ(V1) (thus V1 is interior with respect to V2),
and V2 is an interior block of π;
(vi) n ∈ V1 and q ∈ V2 such that min≺χ(V2) ≺χ min≺χ(V1) (thus V1 is interior with respect to V2),
and V2 is an exterior block of π;
(vii) n ∈ V1 and q ∈ V2 such that max≺χ(V2) ≺χ max≺χ(V1) (thus V2 is interior with respect to V1),
and V1 is an interior block of π;
(viii) n ∈ V1 and q ∈ V2 such that max≺χ(V2) ≺χ max≺χ(V1) (thus V2 is interior with respect to V1),
and V1 is an exterior block of π.
Since π 6= 1χ, cases (i), (ii), (iii), (v), (vi), (vii), and (viii) follow from the induction hypothesis and from
the fact that κ is operator-valued bi-multiplicative. For case (iv), V1 ⊂ χ−1({ℓ}) and V2 ⊂ χ−1({r}), so the
result follows from the q = −∞ situation (and the proof where χ(n) = r which must be run simultaneously
with induction). Therefore, we have
Kπ(Z1, . . . , Zn−1, ZnLb) = Kπ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn)
for all π 6= 1χ, and hence
K1χ(Z1, . . . , Zn−1, ZnLb) = K1χ(Z1, . . . , Zq−1, ZqRb, Zq+1, . . . , Zn)
by the same calculation as the q = −∞ situation.
The verification for condition (2) of Definition 2.5 follows from essentially the same induction arguments
and casework as above with p replacing n. The only difference is that if q = −∞, then p is the smallest
element with respect to ≺χ, and hence necessarily belongs to an exterior block of π. Note this shows that
the function K actually satisfies the additional properties that conditions (1) and (2) of Definition 2.5 hold
for all π ∈ BNC(χ).
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Finally, for the modified condition (4) as given in Definition 4.2, the result follows from the extended
conditions (1) and (2) of Definition 2.5 as stated above along with the recursive definition in Definition 4.4
and the fact that κ is operator-valued bi-multiplicative. 
5. Universal moment expressions for c-bi-free independence with amalgamation
In this section, we will demonstrate that a family of pairs of B-algebras is c-bi-free over (B,D) if and
only if certain operator-valued moment expressions hold. To do so, we note that the shaded diagrams from
Definition 2.3 and [4, Lemma 7.1.3] will be useful.
Definition 5.1. Let {(Xk,X ◦k , pk, qk)}k∈K be a family of B-B-bimodules with pairs of specified (B,D)-valued
states, let λk and ρk be the left and right representations of L(Xk) on L(X ), and let X = (∗B)k∈KXk. Fix
χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, Zk ∈ Lχ(k)(Xω(k)), and let µk(Zk) = λω(k)(Zk) if χ(k) = ℓ and
µk(Zk) = ρω(k)(Zk) if χ(k) = r.
For D ∈ LRlat(χ, ω), recursively define ED(µ1(Z1), . . . , µn(Zn)) as follows: If D ∈ LRlat0 (χ, ω), then
ED(µ1(Z1), . . . , µn(Zn)) = (EL(X ))π(µ1(Z1), . . . , µn(Zn)) ∈ B,
where π ∈ BNC(χ) is the bi-non-crossing partition corresponding to D. If every block of D has a spine
reaching the top, then enumerate the blocks from left to right according to their spines as V1, . . . , Vm with
Vj = {kj,1 < · · · < kj,qj}, and set
ED(µ1(Z1), . . . , µn(Zn)) = [(1− pω(k1,1))Zk1,1 · · ·Zk1,q1 (1⊕ 0)]⊗ · · · ⊗ [(1− pω(km,1))Zkm,1 · · ·Zkm,qm (1⊕ 0)],
which is an element of X ◦. Otherwise, apply the recursive process using EL(X ) as in Definition 2.6 until
every block of D has a spine reaching the top.
Under the above assumptions and notation, it was demonstrated in [4, Lemma 7.1.3] that
(3) µ1(Z1) · · ·µn(Zn)(1 ⊕ 0) =
n∑
k=0
∑
D∈LRlat
k
(χ,ω)
 ∑
D′∈LRk(χ,ω)
D′≥latD
(−1)|D|−|D′|
ED(µ1(Z1), . . . , µn(Zn))
and, consequently,
(4) EL(X )(µ1(Z1) · · ·µn(Zn)) =
∑
π∈BNC(χ)
 ∑
σ∈BNC(χ)
π≤σ≤ω
µBNC(π, σ)
 (EL(X ))π(µ1(Z1), . . . , µn(Zn)).
For D ∈ LRlatcap(χ, ω), we define ED(µ1(Z1), . . . , µn(Zn)) by exactly the same recursive process that
used to define ED′(µ1(Z1), . . . , µn(Zn)) for D
′ ∈ LRlat(χ, ω). Note that, unlike ED′(µ1(Z1), . . . , µn(Zn)), it
is not necessarily true that ED(µ1(Z1), . . . , µn(Zn)) ∈ X for all D ∈ LRlatcap(χ, ω) as such diagrams may
have spines reaching the top which do not alternate in colour.
If ED(µ1(Z1), . . . , µn(Zn)) = X1 ⊗ · · · ⊗Xm, let
q(ED(µ1(Z1), . . . , µn(Zn))) = q(X1) · · · q(Xm) ∈ D.
Observe that although it is possible X1 ⊗ · · · ⊗Xm /∈ X ◦, it is still true that every Xj belongs to some X ◦kj ,
and thus the above expression makes sense.
Finally forD ∈ LRlatcap(χ, ω), recursively define FD(µ1(Z1), . . . , µn(Zn)) as follows: IfD ∈ LRlatcap0 (χ, ω),
then
FD(µ1(Z1), . . . , µn(Zn)) = ED(µ1(Z1), . . . , µn(Zn)) ∈ B ⊂ D.
If every block of D has a spine reaching the top, then enumerate the blocks from left to right according to
their spines as V1, . . . , Vm with Vj = {kj,1 < · · · < kj,qj}, and set
FD(µ1(Z1), . . . , µn(Zn)) = FL(X )(Zk1,1 · · ·Zk1,q1 ) · · ·FL(X )(Zkm,1 · · ·Zkm,qm ) ∈ D.
Otherwise, apply the recursive process using EL(X ) as in Definition 2.6 until every block of D has a spine
reaching the top.
Note the values of FD(µ1(Z1), . . . , µn(Zn)) depend only on the values of FL(Xkj )(Zkj,1 · · ·Zkj,qj ) and the
values of EL(Xkj )(Zkj,1 · · ·Zkj,qj ) for some kj ∈ K. Hence FD makes sense in any B-B-non-commutative
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probability space with a pair of (B,D)-vector expectations and will not depend on the representation of the
pairs of B-algebras.
Lemma 5.2. Under the above assumptions and notation, for all D ∈ LRlat(χ, ω)∑
D′∈LRlatcap(χ,ω)
D′≤capD
q (ED′(µ1(Z1), . . . , µn(Zn))) = FD(µ1(Z1), . . . , µn(Zn)).
Proof. If D ∈ LRlat0 (χ, ω), then the only diagram D′ ∈ LRlatcap(χ, ω) such that D′ ≤cap D is D itself. Thus
the equation is trivially true by definition in this case.
For D ∈ LRlatm (χ, ω) with 0 < m ≤ n, it suffices to prove the following claim: Let V1, . . . , Vm be the blocks
of D with spines reaching the top, ordered from left to right according to their spines, let V1 = {k1,1 < · · · <
k1,q1}, and let V1,1, . . . , V1,m1 be the blocks of D which reduce to appropriate Lb or Rb multiplied on the
left and/or right of some Zk1,j in the recursive process. Suppose D
′, D′′ ∈ LRlatcap(χ, ω) are such that
D′ ≤cap D, D′′ ≤cap D, the spine of the block V1 reaches the top in D′ but not in D′′, and the spines of all
other blocks in D′ and D′′ agree. We claim that
q (ED′(µ1(Z1), . . . , µn(Zn))) + q (ED′′ (µ1(Z1), . . . , µn(Zn)))
= FL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )q
(
ED′\(V1∪V1,1∪···∪V1,m1 )
(
(µ1(Z1), . . . , µn(Zn))|D′\(V1∪V1,1∪···∪V1,m1)
))
,
where Z ′k1,j is Zk1,j , potentially multiplied on the left and/or right by appropriate Lb and Rb such that the
multiplications correspond to the blocks V1,1, . . . , V1,m1 .
Indeed, if the claim is true, then for a given D as above, the spine of V1 reaches the top in exactly
half of the cappings of D and each such capping D′ can be paired with another capping D′′ such that
the only difference between D′ and D′′ is that the spine of V1 does not reach the top in D
′′. Adding up
q (ED′(µ1(Z1), . . . , µn(Zn))) and q (ED′′ (µ1(Z1), . . . , µn(Zn))) for all pairs yield the result by induction.
To prove the claim, note if m = 1 (that is, the only spine that reaches the top is the spine of V1), then
V1 ∪ V1,1 ∪ · · · ∪ V1,m1 = D′ and we have
q (ED′(µ1(Z1), . . . , µn(Zn))) = FL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )− EL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )
= FL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )− q (ED′′ (µ1(Z1), . . . , µn(Zn)))
as D′′ has no spine reaching the top and q(b) = b. Thus the result follows when m = 1.
Otherwise, m > 1. Let V = V1 ∪ V1,1 ∪ · · · ∪ V1,m1 . Since left B-operators commute with elements of
Lr(X ), right B-operators commute with elements of Lℓ(X ), and by the properties of EL(X ) and FL(X ) (i.e.,
there are bi-multiplicative-like properties implied by the recursive definition), it can be checked via casework
that
q (ED′(µ1(Z1), . . . , µn(Zn)))
=
(
FL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )− EL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )
)
q
(
ED′\V
(
(µ1(Z1), . . . , µn(Zn))|D′\V
))
and
EL(X )(Z
′
k1,1 · · ·Z ′k1,q1 )q
(
ED′\V
(
(µ1(Z1), . . . , µn(Zn))|D′\V
))
= q (ED′′(µ1(Z1), . . . , µn(Zn)))
for all D′ and D′′. Thus the claim and proof follows. 
To keep track of some coefficients that occur, we make the following definition.
Definition 5.3. For D ∈ LRlatcapk (χ, ω), define C′D as follows: First define
CD =

∑
D′∈LRk(χ,ω)
D′≥latD
(−1)|D|−|D′| if D ∈ LRlatk (χ, ω)
0 otherwise
.
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Recursively, starting with k = n, define
C′D = CD −
n∑
m=k+1
∑
D′∈LRlatcapm (χ,ω)
D′≥capD
C′D′ .
With Lemma 5.2 complete, we obtain the following operator-valued analogue of [6, Lemma 4.6].
Lemma 5.4. Under the above assumptions and notation,
FL(X )(µ1(Z1) · · ·µn(Zn)) =
n∑
k=0
∑
D∈LRlatcap
k
(χ,ω)
C′DFD(µ1(Z1), . . . , µn(Zn)),
and
C′D =
∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′| =
n∑
m=k
∑
D′∈LRm(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
for D ∈ LRlatcapk (χ, ω).
Proof. For Z1, . . . , Zn as above, the expression FL(X )(µ1(Z1) · · ·µn(Zn)) is obtained by applying q to the
left-hand side of equation (3). Using Definition 5.3, we have
FL(X )(µ1(Z1) · · ·µn(Zn))
= q (µ1(Z1) · · ·µn(Zn)(1 ⊕ 0))
=
n∑
k=0
∑
D∈LRlat
k
(χ,ω)
CDq (ED(µ1(Z1), . . . , µn(Zn)))
=
n∑
k=0
∑
D∈LRlat
k
(χ,ω)
CD
FD(µ1(Z1), . . . , µn(Zn))−
∑
D′∈LRlatcap(χ,ω)
D′≤capD
D′ 6=D
q (ED′(µ1(Z1), . . . , µn(Zn)))

=
n∑
k=0
∑
D∈LRlatcap
k
(χ,ω)
C′DFD(µ1(Z1), . . . , µn(Zn)),
where the third equality follows from Lemma 5.2 and the fourth equality follows from Definition 5.3 as the
coefficient C′D for D ∈ LRlatcapk (χ, ω) was specifically defined this way. The second result regarding C′D is
exactly the content of [6, Lemma 4.7]. 
Combining these results, we have the following moment type characterization of c-bi-free independence
with amalgamation.
Theorem 5.5. A family {(Ak,ℓ,Ak,r)}k∈K of pairs of B-algebras in a B-B-non-commutative probability
space with a pair of (B,D)-valued expectations (A,E,F, ε) is c-bi-free over (B,D) if and only if
(5) E(Z1 · · ·Zn) =
∑
π∈BNC(χ)
 ∑
σ∈BNC(χ)
π≤σ≤ω
µBNC(π, σ)
 Eπ(Z1, . . . , Zn)
and
(6) F(Z1 · · ·Zn) =
∑
D∈LRlatcap(χ,ω)
 ∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
FD(Z1, . . . , Zn)
for all n ≥ 1, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and Z1, . . . , Zn ∈ A with Zk ∈ Aω(k),χ(k).
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Proof. Under the above notation, if the family {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D), then there exists a
family {(Xk,X ◦k , pk, qk)}k∈K such that
E(Z1 · · ·Zn) = EL(X )(µ1(Z1) · · ·µn(Zn)) and F(Z1 · · ·Zn) = FL(X )(µ1(Z1) · · ·µn(Zn)),
where each Zk on the right-hand side of the above equations is identified as ℓk(Zk) if χ(k) = ℓ and rk(Zk) if
χ(k) = r acting on Xω(k). The fact that equation (5) holds is part of [4, Theorem 7.1.4], and the fact that
equation (6) holds follows from Lemma 5.4.
Conversely, suppose equations (5) and (6) hold. By Theorem 3.5, there exist (X ,X ◦, p, q) and a unital
homomorphism θ : A → L(X ) such that
θ(Lb1Rb2) = Lb1Rb2 , θ(Aℓ) ⊂ Lℓ(X ), θ(Ar) ⊂ Lr(X ),
EL(X )(θ(Z)) = E(Z), and FL(X )(θ(Z)) = F(Z)
for all b1, b2 ∈ B and Z ∈ A. For each k ∈ K, let (Xk,X ◦k , pk, qk) be a copy of (X ,X ◦, p, q), and let ℓk and
rk be copies of θ : A → L(Xk). By [4, Lemma 7.1.3] and Lemma 5.4, we have
E(Z1 · · ·Zn) = EL((∗B)k∈KXk)(µ1(Z1) · · ·µn(Zn)) and F(Z1 · · ·Zn) = FL((∗B)k∈KXk)(µ1(Z1) · · ·µn(Zn)),
where each Zk on the right-hand side of the above equations is identified as θ(Zk) acting on Xω(k). Hence,
the family {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D) by definition. 
As FD(Z1, . . . , Zn) and Eπ(Z1, . . . , Zn) depend only on the distributions of individual pairs (Ak,ℓ,Ak,r)
inside our B-B-non-commutative probability space with a pair of (B,D)-valued expectations, we obtain that
Definition 3.8 is well-defined in that the joint distributions do not depend on the representations.
6. Additivity of operator-valued conditionally bi-free cumulant pairs
The goal of this section is to prove the operator-valued analogue of [6, Theorem 4.1]; namely that con-
ditionally bi-free independence with amalgamation is equivalent to the vanishing of mixed operator-valued
bi-free and conditionally bi-free cumulants. To establish the result, we will need a method, analogous to
[11, Lemma 3.8] for constructing a pair of B-algebras with any given operator-valued bi-free and conditionally
bi-free cumulants. To this end, we discuss moment and cumulant series first.
Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued expectations,
and let (Cℓ, Cr) be a pair of B-algebras such that
Cℓ = alg({Zi}i∈I , ε(B ⊗ 1)) and Cr = alg({Zj}j∈J , ε(1⊗ Bop))
for some {Zi}i∈I ⊂ Aℓ and {Zj}j∈J ⊂ Ar. By discussions in [11, Section 2] and by using the operator-
valued conditionally bi-multiplicative properties, only certain operator-valued bi-free and conditionally bi-
free moments/cumulants are required to study the joint distributions of elements in alg(Cℓ, Cr) with respect
to (E,F). We make the following notation (in addition to [11, Notation 2.18] with some slight notational
changes) and definition to describe the necessary moments and cumulants.
Notation 6.1. Let Z = {Zi}i∈I ⊔ {Zj}j∈J be as above, n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
• If ω(k) ∈ I for all k, define
νZω (b1, . . . , bn−1) = E
(
Zω(1)Lb1Zω(2) · · ·Lbn−1Zω(n)
) ∈ B,
µZω (b1, . . . , bn−1) = F
(
Zω(1)Lb1Zω(2) · · ·Lbn−1Zω(n)
) ∈ D,
ρZω (b1, . . . , bn−1) = κ1χω
(
Zω(1), Lb1Zω(2), . . . , Lbn−1Zω(n)
) ∈ B, and
ηZω (b1, . . . , bn−1) = K1χω
(
Zω(1), Lb1Zω(2), . . . , Lbn−1Zω(n)
) ∈ D.
• If ω(k) ∈ J for all k, define
νZω (b1, . . . , bn−1) = E
(
Zω(1)Rb1Zω(2) · · ·Rbn−1Zω(n)
) ∈ B,
µZω (b1, . . . , bn−1) = F
(
Zω(1)Rb1Zω(2) · · ·Rbn−1Zω(n)
) ∈ D,
ρZω (b1, . . . , bn−1) = κ1χω
(
Zω(1), Rb1Zω(2), . . . , Rbn−1Zω(n)
) ∈ B, and
ηZω (b1, . . . , bn−1) = K1χω
(
Zω(1), Rb1Zω(2), . . . , Rbn−1Zω(n)
) ∈ D.
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• Otherwise, let kℓ = min{k | ω(k) ∈ I} and kr = min{k | ω(k) ∈ J}. Then {kℓ, kr} = {1, k0} for
some k0. Define ν
Z
ω (b1, . . . , bn−1) and µ
Z
ω (b1, . . . , bn−1) to be
E
(
Zω(1)C
ω(2)
b1
Zω(2) · · ·Cω(k0−1)bk0−2 Zω(k0−1)Zω(k0)C
ω(k0+1)
bk0−1
Zω(k0+1) · · ·Cω(n−1)bn−3 Zω(n−1)C
ω(n)
bn−2
Zω(n)C
ω(n)
bn−1
)
∈ B
and
F
(
Zω(1)C
ω(2)
b1
Zω(2) · · ·Cω(k0−1)bk0−2 Zω(k0−1)Zω(k0)C
ω(k0+1)
bk0−1
Zω(k0+1) · · ·Cω(n−1)bn−3 Zω(n−1)C
ω(n)
bn−2
Zω(n)C
ω(n)
bn−1
)
∈ D
respectively, and define ρZω (b1, . . . , bn−1) and η
Z
ω (b1, . . . , bn−1) to be
κ1χω
(
Zω(1), C
ω(2)
b1
Zω(2), . . . , C
ω(k0−1)
bk0−2
Zω(k0−1), Zω(k0), C
ω(k0+1)
bk0−1
Zω(k0+1), . . . , C
ω(n−1)
bn−3
Zω(n−1), C
ω(n)
bn−2
Zω(n)C
ω(n)
bn−1
)
∈ B
and
K1χω
(
Zω(1), C
ω(2)
b1
Zω(2), . . . , C
ω(k0−1)
bk0−2
Zω(k0−1), Zω(k0), C
ω(k0+1)
bk0−1
Zω(k0+1), . . . , C
ω(n−1)
bn−3
Zω(n−1), C
ω(n)
bn−2
Zω(n)C
ω(n)
bn−1
)
∈ D
respectively, where
C
ω(k)
b =
{
Lb if ω(k) ∈ I
Rb if ω(k) ∈ J
.
Definition 6.2. Let Z = {Zi}i∈I ⊔ {Zj}j∈J be as above. The moment and cumulant series of Z with
respect to (E,F) are the collections of maps
νZ = {νZω : Bn−1 → B | n ≥ 1, ω : {1, . . . , n} → I ⊔ J},
µZ = {µZω : Bn−1 → D | n ≥ 1, ω : {1, . . . , n} → I ⊔ J},
and
ρZ = {ρZω : Bn−1 → B | n ≥ 1, ω : {1, . . . , n} → I ⊔ J},
ηZ = {ηZω : Bn−1 → D | n ≥ 1, ω : {1, . . . , n} → I ⊔ J},
respectively. Note that if n = 1, then νZω = ρ
Z
ω = E(Zω(1)) and µ
Z
ω = η
Z
ω = F(Zω(1)).
Lemma 6.3. Let I and J be non-empty disjoint index sets, and let B and D be unital algebras such that
1 := 1D ∈ B ⊂ D. For every n ≥ 1 and ω : {1, . . . , n} → I ⊔ J , let Θω : Bn−1 → B and Υω : Bn−1 → D be
linear in each coordinate. There exist a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations (A,E,F, ε) and elements {Zi}i∈I ⊂ Aℓ and {Zj}j∈J ⊂ Ar such that if Z = {Zi}i∈I ⊔ {Zj}j∈J ,
then
ρZω (b1, . . . , bn−1) = Θω(b1, . . . , bn−1) and η
Z
ω (b1, . . . , bn−1) = Υω(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
Proof. By the same construction presented in the proof of [11, Lemma 3.8], there exist a B-B-non-commutative
probability space (A,E, ε) and Z = {Zi}i∈I ⊔ {Zj}j∈J with {Zi}i∈I ⊂ Aℓ and {Zj}j∈J ⊂ Ar such that
ρZω (b1, . . . , bn−1) = Θω(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B. Thus we need only define an expectation F to
produce the correct operator-valued conditionally bi-free cumulants.
For n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn+1 ∈ B, let
C
ω(k)
b =
{
Lb if ω(k) ∈ I
Rb if ω(k) ∈ J
,
and define
Υ̂1χω
(
C
ω(1)
b1
Zω(1), . . . , C
ω(n−1)
bn−1
Zω(n−1), C
ω(n)
bn
Zω(n)C
ω(n)
bn+1
)
∈ D
like how Θ̂1χω is defined in the proof of [11, Lemma 3.8] using Υω instead of Θω. Subsequently, for ω :{1, . . . , n} → I ⊔ J and π ∈ BNC(χω), define
Υ̂π
(
C
ω(1)
b1
Zω(1), . . . , C
ω(n−1)
bn−1
Zω(n−1), C
ω(n)
bn
Zω(n)C
ω(n)
bn+1
)
∈ D
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by selecting one of the many possible ways to reduce an operator-valued conditionally bi-multiplicative
function where Θ̂1χ is used for interior blocks and Υ̂1χ is used for exterior blocks.
As seen in the proof of [11, Lemma 3.8], every element in A is a linear combination of the form
C
ω(1)
b1
Zω(1) · · ·Cω(n)bn Zω(n)LbRb′ + I,
where n ≥ 0, ω : {1, . . . , n} → I ⊔ J when n ≥ 1, b1, . . . , bn, b, b′ ∈ B, and I is some two-sided ideal. Define
F : A → D by
F(LbRb′ + I) = bb′
for all b, b′ ∈ B, and
F
(
C
ω(1)
b1
Zω(1) · · ·Cω(n)bn Zω(n)LbRb′ + I
)
=
∑
π∈BNC(χω)
Υ̂π
(
C
ω(1)
b1
Zω(1), . . . , C
ω(n−1)
bn−1
Zω(n−1), C
ω(n)
bn
Zω(n)Cbb′
)
for all n ≥ 1 and ω : {1, . . . , n} → I ⊔ J , where Cbb′ = Lbb′ if ω(n) ∈ I and Cbb′ = Rbb′ if ω(n) ∈ J , and
extend F by linearity. By construction and commutation in A, one can verify that F is well-defined and
F(LbRb′Z + I) = bF(Z + I)b′ and F(ZLb + I) = F(ZRb + I)
for all b, b′ ∈ B and Z + I ∈ A. Finally, since Definition 4.7 completely determines the operator-valued
conditionally bi-free cumulants and by our definition of Υˆ via a choice of operator-valued conditionally bi-
multiplicative reduction, [11, Lemma 3.8] with an induction argument together imply that if Z = {Zi}i∈I ⊔
{Zj}j∈J , then
ηZω (b1, . . . , bn−1) = Υω(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B. 
We are now ready to prove the main result of this section.
Theorem 6.4. A family {(Ak,ℓ,Ak,r)}k∈K of pairs of B-algebras in a B-B-non-commutative probability
space with a pair of (B,D)-valued expectations (A,E,F, ε) is c-bi-free over (B,D) if and only if for all n ≥ 2,
χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and Zk ∈ Aω(k),χ(k), we have
κ1χ(Z1, . . . , Zn) = K1χ(Z1, . . . , Zn) = 0
whenever ω is not constant.
Proof. If all mixed cumulants vanish, then {(Ak,ℓ,Ak,r)}k∈K is bi-free over B so equation (5) holds. To see
that equation (6) also holds, recall from [6, Subsection 4.2] that BNC(χ, ie) denotes the set of all pairs (π, ι)
where π ∈ BNC(χ) is a bi-non-crossing partition and ι : π → {i, e} is a function on the blocks of π. By
Definitions 4.4 and 4.7, and the assumption that all mixed cumulants vanish, we have
F(Z1 · · ·Zn) = F1χ(Z1, . . . , Zn) =
∑
π∈BNC(χ)
π≤ω
Kπ(Z1, . . . , Zn).
By applying Definition 4.7 recursively, we obtain that
(7) F(Z1 · · ·Zn) =
∑
(π,ι)∈BNC(χ,ie)
π≤ω
c(χ, ω;π, ι)Θ(π,ι)(Z1, . . . , Zn),
where c(χ, ω;π, ι)Θ(π,ι)(Z1, . . . , Zn) for (π, ι) ∈ BNC(χ, ie) is defined as follows: If there is an interior block
V of π such that ι(V ) = e, then c(χ, ω;π, ι) = 0. Otherwise, apply the recursive process using E as in
Definition 2.6 to the interior blocks of π, order the remaining χ-intervals by ≺χ as V1, . . . , Vm, and define
Θ(π,ι)(Z1, . . . , Zn) = Θπ|V1 ((Z1, . . . , Zn)|V1) · · ·Θπ|Vm ((Z1, . . . , Zn)|Vm),
where Θπ|Vj = Eπ|Vj if ι(Vj) = i and Θπ|Vj = Fπ|Vj if ι(Vj) = e.
Notice that, as with the scalar-valued case (see [6, Remark 4.9]), Θ(π,ι)(Z1, . . . , Zn) and FD(Z1, . . . , Zn)
agree for certain (π, ι) ∈ BNC(χ, ie) and D ∈ LRlatcap(χ, ω). Indeed, given D ∈ LRlatcap(χ, ω), defining π
via the blocks of D and ι via ι(V ) = e if the spine of V reaches the top and ι(V ) = i otherwise will produce
such an equality.
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If each (π, ι) ∈ BNC(χ, ie) with π ≤ ω and c(χ, ω;π, ι) 6= 0 corresponds to some D ∈ LRlatcap(χ, ω) in
the sense as described above and
c(χ, ω;π, ι) =
∑
D′∈LR(χ,ω)
D′≥latcapD
(−1)|D|−|D′|
for such (π, ι), then equations (6) and (7) coincide implying that {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D) by
Theorem 5.5. Since the property that (π, ι) corresponds to a D ∈ LRlatcap(χ, ω) and the value of c(χ, ω;π, ι)
do not depend on the algebras B and D, the result follows from the B = D = C case by [6, Lemma 4.13].
Conversely, if {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D), then equations (5) and (6) hold by Theorem
5.5. As shown in [4, Theorem 8.1.1], equation (5) is equivalent to the vanishing of mixed operator-valued
bi-free cumulants. Thus we need only show that mixed operator-valued conditionally bi-free cumulants
vanish. For fixed n ≥ 2, χ : {1, . . . , n} → {ℓ, r}, ω : {1, . . . , n} → K, and Zk ∈ Aω(k),χ(k), construct a
B-B-non-commutative probability space with a pair of (B,D)-valued expectations (A′,EA′ ,FA′ , ε′), pairs of
B-algebras {(A′k,ℓ,A′k,r)}k∈K , and elements Z ′k ∈ A′ω(k),χ(k) such that
• for each k ∈ {1, . . . , n}, {Z ′j | ω(j) = ω(k), χ(j) = χ(k)} generated A′ω(k),χ(k),
• any joint operator-valued conditionally bi-free cumulant involving Z ′1, . . . , Z ′n containing a pair
Z ′k1 , Z
′
k2
with ω(k1) 6= ω(k2) is zero, and
• for each k ∈ {1, . . . , n}, the joint distribution of {Z ′j | ω(j) = ω(k)} with respect to (EA′ ,FA′) equals
the joint distribution of {Zj | ω(j) = ω(k)} with respect to (E,F).
The above is possible via Lemma 6.3 by defining the operator-valued bi-free and conditionally bi-free cumu-
lants appropriately.
By construction, Z ′1, . . . , Z
′
n have vanishing mixed cumulants and hence satisfy equations (5) and (6) by
the first part of the proof. However, since for each k ∈ {1, . . . , n}, the joint distribution of {Z ′j | ω(j) = ω(k)}
with respect to (EA′ ,FA′) equals the joint distribution of {Zj | ω(j) = ω(k)} with respect to (E,F), equations
(5) and (6) imply that the joint distribution of Z1, . . . , Zn with respect to (E,F) equals the joint distribution
of Z ′1, . . . , Z
′
n with respect to (EA′ ,FA′). Since the operator-valued bi-free and conditionally bi-free moments
completely determine the operator-valued bi-free and conditionally bi-free cumulants, and since Z ′1, . . . , Z
′
n
have vanishing mixed cumulants, the result follows. 
7. Additional properties of c-bi-free independence with amalgamation
In this section, we collect a list of additional properties of c-bi-free independence with amalgamation and
operator-valued conditionally bi-free cumulants. All of the results below are analogues of known results in
the current framework with essentially the same proofs. We begin by recalling the following notation from
[4, Notation 6.3.1].
Notation 7.1. Let χ : {1, . . . , n} → {ℓ, r}, π ∈ BNC(χ), and q ∈ {1, . . . , n}. We denote by χ|\q the
restriction of χ to the set {1, . . . , n} \ q. If q 6= n and χ(q) = χ(q+1), define π|q=q+1 ∈ BNC(χ|\q) to be the
bi-non-crossing partition which results from identifying q and q + 1 in π (i.e., if q and q + 1 are in the same
block, then π|q=q+1 is obtained from π by just removing q from the block in which q occurs, while if q and
q + 1 are in different blocks, then π|q=q+1 is obtained from π by merging the two blocks and then removing
q).
7.1. Vanishing of operator-valued cumulants. The following demonstrates that, like with many other
kinds of cumulants, the operator-valued conditionally bi-free cumulants of order at least two vanish if at
least one input is a B-operator.
Proposition 7.2. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations, χ : {1, . . . , n} → {ℓ, r} with n ≥ 2, and Zk ∈ Aχ(k). If there exist q ∈ {1, . . . , n} and b ∈ B
such that Zq = Lb if χ(q) = ℓ or Zq = Rb if χ(q) = r, then
κ1χ(Z1, . . . , Zn) = K1χ(Z1, . . . , Zn) = 0.
Proof. The assertion that κ1χ(Z1, . . . , Zn) = 0 was proved in [4, Proposition 6.4.1], and the other assertion
will be proved by induction with the base case easily verified by direct computations.
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For the inductive step, suppose the assertion is true for all χ : {1, . . . ,m} → {ℓ, r} with 2 ≤ m ≤ n − 1.
Fix χ : {1, . . . , n} → {ℓ, r} and Zk ∈ Aχ(k). Suppose there exist q ∈ {1, . . . , n} and b ∈ B such that χ(q) = ℓ
and Zq = Lb (the case χ(q) = r and Zq = Rb is similar). Let
p = max{k ∈ {1, . . . , n} | χ(k) = ℓ, k < q}.
There are two cases. If p 6= −∞, then by the first assertion and the induction hypothesis,
K1χ(Z1, . . . , Zn) = F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ)
π 6=1χ
Kπ(Z1, . . . , Zn)
= F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ)
{q}∈π
Kπ(Z1, . . . , Zq−1, Lb, Zq+1, . . . , Zn)
= F1χ(Z1, . . . , Zn)−
∑
σ∈BNC(χ|\q)
Kσ(Z1, . . . , ZpLb, Zp+1, . . . , Zq−1, Zq+1, . . . , Zn)
by properties of (κ,K). On the other hand, we have
F1χ(Z1, . . . , Zn) = F(Z1 · · ·Zq−1LbZq+1 · · ·Zn)
= F(Z1 · · ·ZpLbZp+1 · · ·Zq−1Zq+1 · · ·Zn)
= F1χ|\q (Z1, . . . , ZpLb, Zp+1, . . . , Zq−1, Zq+1, . . . , Zn)
=
∑
σ∈BNC(χ|\q)
Kσ(Z1, . . . , ZpLb, Zp+1, . . . , Zq−1, Zq+1, . . . , Zn),
thus the assertion is true in this case. If p = −∞, then by the first assertion and the induction hypothesis,
K1χ(Z1, . . . , Zn) = F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ)
π 6=1χ
Kπ(Z1, . . . , Zn)
= F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ)
{q}∈π
Kπ(Z1, . . . , Zq−1, Lb, Zq+1, . . . , Zn)
= F1χ(Z1, . . . , Zn)−
∑
σ∈BNC(χ|\q)
bKσ(Z1, . . . , Zq−1, Zq+1, . . . , Zn)
by properties of (κ,K) as q = min≺χ({1, . . . , n}) in this case. On the other hand, we have
F1χ(Z1, . . . , Zn) = F(Z1 · · ·Zq−1LbZq+1 · · ·Zn)
= F(LbZ1 · · ·Zq−1Zq+1 · · ·Zn)
= bF1χ|\q (Z1, . . . , Zq−1, Zq+1, . . . , Zn)
=
∑
σ∈BNC(χ|\q)
bKσ(Z1, . . . , Zq−1, Zq+1, . . . , Zn),
thus the assertion is true in this case as well. 
7.2. Operator-valued cumulants of products. Next, we analyze operator-valued conditionally bi-free
cumulants involving products of operators.
Lemma 7.3. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued expec-
tations. If χ : {1, . . . , n} → {ℓ, r}, Zk ∈ Aχ(k), and q ∈ {1, . . . , n− 1} with χ(q) = χ(q + 1), then
Kπ(Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) =
∑
σ∈BNC(χ)
σ|q=q+1=π
Kσ(Z1, . . . , Zn)
for all π ∈ BNC(χ|\q).
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Proof. We proceed by induction on n. If n = 1, there is nothing to check. If n = 2, then
K0χ|1=2(Z1Z2) = K1χ|1=2(Z1Z2) = F1χ|1=2(Z1Z2) = F1χ(Z1, Z2) = K0χ(Z1, Z2) +K1χ(Z1, Z2)
as required. Suppose the assertion holds for n − 1, and note from [4, Theorem 6.3.5] that the analogous
result also holds for the operator-valued bi-free cumulant function κ. Using the induction hypothesis and
the operator-valued conditionally bi-multiplicativity of (κ,K), we see for all π ∈ BNC(χ|\q) \ {1χ|\q} that
Kπ(Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) =
∑
σ∈BNC(χ)
σ|q=q+1=π
Kσ(Z1, . . . , Zn).
Hence,
K1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn)
= F1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn)−
∑
π∈BNC(χ|\q)
π 6=1χ|\q
Kπ(Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn)
= F1χ(Z1, . . . , Zn)−
∑
π∈BNC(χ|\q)
π 6=1χ|\q
∑
σ∈BNC(χ)
σ|q=q+1=π
Kσ(Z1, . . . , Zn)
=
∑
σ∈BNC(χ)
Kσ(Z1, . . . , Zn)−
∑
σ∈BNC(χ)
σ|q=q+1 6=1χ|\q
Kσ(Z1, . . . , Zn)
=
∑
σ∈BNC(χ)
σ|q=q+1=1χ|\q
Kσ(Z1, . . . , Zn),
completing the inductive step. 
Given two partitions π, σ ∈ BNC(χ), let π ∨ σ denote the smallest partition in BNC(χ) greater than π
and σ. Furthermore, suppose m,n ≥ 1 with m < n are fixed, and consider a sequence of integers
0 = k(0) < k(1) < · · · < k(m) = n.
For χ : {1, . . . ,m} → {ℓ, r}, define χ̂ : {1, . . . , n} → {ℓ, r} by
χ̂(q) = χ(pq),
where pq is the unique number in {1, . . . ,m} such that k(pq − 1) < q ≤ k(pq). Let 0̂χ be the partition of
{1, . . . , n} with blocks {{k(p− 1) + 1, . . . , k(p)}}mp=1. Recursively applying the previous lemma along with
[4, Theorem 9.1.5] yields the following operator-valued analogue of [6, Theorem 4.22].
Theorem 7.4. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. Under the above notation, we have
K1χ
(
Z1 · · ·Zk(1), Zk(1)+1 · · ·Zk(2), . . . , Zk(m−1)+1 · · ·Zk(m)
)
=
∑
σ∈BNC(χ̂)
σ∨0̂χ=1χ̂
Kσ(Z1, . . . , Zn)
for all χ : {1, . . . ,m} → {ℓ, r} and Zk ∈ Aχ̂(k).
7.3. Operator-valued conditionally bi-moment and bi-cumulant pairs. In [12, Subsection 3.2], the
classes of operator-valued moment and cumulant functions were introduced as a tool to calculate moment
expressions of elements in amalgamated free products. The c-free extension (in the special case B = C) was
achieved in [8, Section 3] and the bi-free analogue was obtained in [4, Subsection 6.3]. In this subsection,
we extend the notions of operator-valued bi-moment and bi-cumulant functions from [4, Definition 6.3.2] to
pairs of functions.
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Definition 7.5. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations, and let
φ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
and
Φ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → D
be an operator-valued conditionally bi-multiplicative pair.
(1) We say that (φ,Φ) is an operator-valued conditionally bi-moment pair if whenever χ : {1, . . . , n} →
{ℓ, r} is such that there exists a q ∈ {1, . . . , n− 1} with χ(q) = χ(q + 1), then
φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = φ1χ(Z1, . . . , Zn)
and
Φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = Φ1χ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k).
(2) We say that (φ,Φ) is an operator-valued conditionally bi-cumulant pair if whenever χ : {1, . . . , n} →
{ℓ, r} is such that there exists a q ∈ {1, . . . , n− 1} with χ(q) = χ(q + 1), then
φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = φ1χ(Z1, . . . , Zn) +
∑
π∈BNC(χ)
|π|=2,q 6∼πq+1
φπ(Z1, . . . , Zn)
and
Φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = Φ1χ(Z1, . . . , Zn) +
∑
π∈BNC(χ)
|π|=2,q 6∼πq+1
Φπ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k), where Φπ(Z1, . . . , Zn) is defined by the operator-valued conditionally bi-multiplicativity
of (φ,Φ) using φ for an interior block and Φ for an exterior block.
The following demonstrates that the two notions of pairs of functions are naturally related by summing
over bi-non-crossing partitions.
Theorem 7.6. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. If
φ, ψ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → B
and
Φ,Ψ :
⋃
n≥1
⋃
χ:{1,...,n}→{ℓ,r}
BNC(χ)×Aχ(1) × · · · × Aχ(n) → D
are such that (φ,Φ) and (ψ,Ψ) are operator-valued conditionally bi-multiplicative related by the formulae
φπ(Z1, . . . , Zn) =
∑
σ∈BNC(χ)
σ≤π
ψσ(Z1, . . . , Zn)
and
Φπ(Z1, . . . , Zn) =
∑
σ∈BNC(χ)
σ≤π
Ψσ(Z1, . . . , Zn)
for all χ : {1, . . . , n} → {ℓ, r}, π ∈ BNC(χ), and Zk ∈ Aχ(k), then (φ,Φ) is an operator-valued conditionally
bi-moment pair if and only if (ψ,Ψ) is an operator-valued conditionally bi-cumulant pair.
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Proof. Let χ : {1, . . . , n} → {ℓ, r} be such that there exists a q ∈ {1, . . . , n − 1} with χ(q) = χ(q + 1). If
(ψ,Ψ) is an operator-valued conditionally bi-cumulant pair, then
φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = φ1χ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k) by [4, Theorem 6.3.5]. On the other hand, using the operator-valued conditionally
bi-multiplicativity of (ψ,Ψ) and part (2) of Definition 7.5, we have
Ψπ(Z1, . . . , Zq−1, ZqZq+1, . . . , Zn) =
∑
σ∈BNC(χ)
σ|q=q+1=π
Ψσ(Z1, . . . , Zn)
for all π ∈ BNC(χ|\q), and it follows from the same calculations as in the first part of the proof of [4, Theorem
6.3.5] that
Φ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = Φ1χ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k).
Conversely, if (φ,Φ) is an operator-valued conditionally bi-moment pair, then
ψ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = ψ1χ(Z1, . . . , Zn) +
∑
π∈BNC(χ)
|π|=2,q 6∼πq+1
ψπ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k) by [4, Theorem 6.3.5], and it follows from the same induction arguments as in the second
part of the proof of [4, Theorem 6.3.5] that
Ψ1χ|\q (Z1, . . . , Zq−1, ZqZq+1, Zq+2, . . . , Zn) = Ψ1χ(Z1, . . . , Zn) +
∑
π∈BNC(χ)
|π|=2,q 6∼πq+1
Ψπ(Z1, . . . , Zn)
for all Zk ∈ Aχ(k). 
As an immediate corollary, we have the following expected result.
Corollary 7.7. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. The operator-valued conditionally bi-free moment pair (E ,F) is an operator-valued condition-
ally bi-moment pair and the operator-valued conditionally bi-free cumulant pair (κ,K) is an operator-valued
conditionally bi-cumulant pair.
7.4. Operations on operator-valued cumulants. The following two results demonstrate how certain
operations affect operator-valued conditionally bi-free cumulants under certain conditions. The same effects
in the scalar-valued setting were observed in [6, Lemmata 4.17 and 4.18].
Lemma 7.8. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued expec-
tations. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(k0) = ℓ and χ(k0 + 1) = r for some k0 ∈ {1, . . . , n− 1},
and let X ∈ Aℓ and Y ∈ Ar be such that E(ZXY Z ′) = E(ZYXZ ′) and F(ZXY Z ′) = F(ZY XZ ′) for all
Z,Z ′ ∈ A. Define χ′ : {1, . . . , n} → {ℓ, r} by
χ′(k) =

r if k = k0
ℓ if k = k0 + 1
χ(k) otherwise
.
Then
K1χ(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn) = K1χ′ (Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn)
for all Z1, . . . , Zk0−1, Zk0+2, . . . , Zn ∈ A with Zk ∈ Aχ(k).
Proof. By repeatedly applying Definition 4.7 and using Definition 2.7 for interior blocks, we have
K1χ(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn) =
∑
(π,ι)∈BNC(χ,ie)
d(χ;π, ι)Θ(π,ι)(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn)
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for some integer coefficients such that d(χ;π, ι) = 0 if there is an interior block V of π with i(V ) = e, and
Θ(π,ι)(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn) for non-zero d(χ;π, ι) is defined as in the proof of Theorem 6.4.
Similarly, we have
K1χ′ (Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn)
=
∑
(π′,ι′)∈BNC(χ′,ie)
d(χ′;π′, ι′)Θ(π′,ι′)(Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn).
Note that there is a bijection from BNC(χ, ie) to BNC(χ′, ie) which sends a pair (π, ι) to the pair (π′, ι′)
obtained by swapping k0 and k0 + 1. Furthermore, as only the lattice structure affects the expansions of
the above formulae (alternatively, by appealing to the scalar-valued case in [6, Subsection 4.2]), d(χ;π, ι) =
d(χ′;π′, ι′) under this bijection.
To complete the proof, it suffices to show that
Θ(π,ι)(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn) = Θ(π′,ι′)(Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn)
for all (π, ι) ∈ BNC(χ, ie). If k0 and k0 + 1 are in the same block of π, then one may reduce
Θ(π,ι)(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn)
to an expression involving E(ZXY Z ′) or F(ZXY Z ′) for some Z,Z ′ ∈ A, commuteX and Y to get E(ZY XZ ′)
or F(ZYXZ ′), and undo the reduction to obtain
Θ(π′,ι′)(Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn).
On the other hand, if k0 and k0 + 1 are in different blocks of π, then the reductions of
Θ(π,ι)(Z1, . . . , Zk0−1, X, Y, Zk0+2, . . . , Zn) and Θ(π′,ι′)(Z1, . . . , Zk0−1, Y,X, Zk0+2, . . . , Zn)
agree. Consequently, the proof is complete. 
Lemma 7.9. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued ex-
pectations. Let χ : {1, . . . , n} → {ℓ, r} be such that χ(n) = ℓ, and let X ∈ Aℓ and Y ∈ Ar be such that
E(ZX) = E(ZY ) and F(ZX) = F(ZY ) for all Z ∈ A. Define χ′ : {1, . . . , n} → {ℓ, r} by
χ′(k) =
{
r if k = n
χ(k) otherwise
.
Then
K1χ(Z1, . . . , Zn−1, X) = K1χ′ (Z1, . . . , Zn−1, Y )
for all Z1, . . . , Zn−1 ∈ A with Zk ∈ Aχ(k).
Proof. By the same arguments as the previous lemma, we have
d(χ;π, ι)Θ(π,ι)(Z1, . . . , Zn−1, X) = d(χ
′;π′, ι′)Θ(π′,ι′)(Z1, . . . , Zn−1, Y )
for all (π, ι) ∈ BNC(χ, ie), where (π′, ι′) is obtained from (π, ι) by changing the last node from a left node
to a right node. Consequently, the proof is complete. 
In [4, Theorem 10.2.1], it was demonstrated that for a family of B-algebras with certain conditions, bi-free
independence over B can be deduced from free independence over B of either the left B-algebras or the right
B-algebras. The conditionally bi-free analogue in the scalar-valued setting was proved in [6, Theorem 4.20].
Theorem 7.10. Let (A,E,F, ε) be a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations. If {(Ak,ℓ,Ak,r)}k∈K is a family of pairs of B-algebras in (A,E,F, ε) such that
(1) Am,ℓ and An,r commute for all m,n ∈ K,
(2) for every Y ∈ Ak,r, there exists an X ∈ Ak,ℓ such that E(ZY ) = E(ZX) and F(ZY ) = F(ZX) for
all Z ∈ A,
then {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D) if and only if {Ak,ℓ}k∈K is c-free over (B,D). Consequently,
if {Ak,ℓ}k∈K is c-free over (B,D), then {Ak,r}k∈K is c-free over (B,D).
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Proof. If {(Ak,ℓ,Ak,r)}k∈K is c-bi-free over (B,D), then it is clear that {Ak,ℓ}k∈K is c-free over (B,D) and
{Ak,r}k∈K is c-free over (B,D).
Suppose {Ak,ℓ}k∈K is c-free over (B,D). Given a mixed operator-valued bi-free or conditionally bi-
free cumulant from {(Ak,ℓ,Ak,r)}k∈K , assumptions (1) and (2) imply that we may apply the previous two
lemmata (or [11, Lemmata 2.16 and 2.17]) and reduce it to a mixed operator-valued free or conditionally
free cumulant from {Ak,ℓ}k∈K , which vanishes by c-free independence over (B,D). Thus the result follows
from Theorem 6.4. 
8. The operator-valued conditionally bi-free partial R-transform
In this section, we construct an operator-valued conditionally bi-free partial R-transform generalizing
[6, Definition 5.3] and relate it to certain operator-valued moment transforms. As we will see in the proof,
such transform is a function of three B-variables instead of two by a similar reason as the operator-valued
bi-free partial R-transform developed in [11, Section 5]. As in [11, Section 5], our proof will follow the
combinatorial techniques used in [10, Section 7]. In that which follows, all algebras are assumed to be
Banach algebras.
Definition 8.1. A Banach B-B-non-commutative probability space with a pair of (B,D)-valued expectations
is a B-B-non-commutative probability space with a pair of (B,D)-valued expectations (A,E,F, ε) such that
A, B, and D are Banach algebras, and ε|B⊗1, ε1⊗Bop , E, and F are bounded.
Let (A,E,F, ε) be a Banach B-B-non-commutative probability space with a pair of (B,D)-valued expec-
tations, let Zℓ ∈ Aℓ, Zr ∈ Ar, and let b, d ∈ B. Consider the following series:
M ℓZℓ(b) = 1 +
∑
m≥1
E((LbZℓ)
m),
M
ℓ
Zℓ
(b) = 1 +
∑
m≥1
F((LbZℓ)
m),
CℓZℓ(b) = 1 +
∑
m≥1
K1χm,0 (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
),
and
M rZr (d) = 1 +
∑
n≥1
E((RdZr)
n),
M
r
Zr (d) = 1 +
∑
n≥1
F((RdZr)
n),
CrZr (d) = 1 +
∑
n≥1
K1χ0,n (RdZr, . . . , RdZr︸ ︷︷ ︸
n entries
).
By similar arguments as in [11, Remark 5.2], all of the series above converge absolutely for b, d sufficiently
small.
In the proof of Theorem 8.3 below, the following relations will be used. Since the statements are slightly
different than the ones in the literature (see, e.g., [1, equation (15)]), we will provide a proof.
Lemma 8.2. Under the above assumptions and notation, we have
CℓZℓ
(
M ℓZℓ(b)b
)
= 1 +M ℓZℓ(b)−M ℓZℓ(b)MℓZℓ(b)−1 and CrZr
(
dM rZr(d)
)
= 1 +M rZr(d) −MrZr (d)−1M rZr(d)
for b, d sufficiently small.
Proof. For m ≥ 1, we have
F((LbZℓ)
m) =
∑
π∈BNC(χm,0)
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
).
For every partition π ∈ BNC(χm,0), let Wπ denote the block of π containing 1, which is necessarily an
exterior block. Rearrange the above sum (which may be done as it converges absolutely) by first choosing
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s ∈ {1, . . . ,m}, W = {1 = w1 < · · · < ws} ⊂ {1, . . . ,m}, and then summing over all π ∈ BNC(χm,0) such
that Wπ =W , i.e.,
F((LbZℓ)
m) =
m∑
s=1
∑
W={1=w1<···<ws}
W⊂{1,...,m}
∑
π∈BNC(χm,0)
Wπ=W
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
).
Furthermore, using operator-valued conditionally bi-multiplicative properties, the right-most sum in the
above expression is
bK1χs,0 (Zℓ, Lb2Zℓ, . . . , LbsZℓ)F((LbZℓ)m−ws),
where bk = E((LbZℓ)
wk−wk−1−1)b. Thus
F((LbZℓ)
m) =
∑
1≤s≤m
0≤i1,...,is≤m
i1+···+is=m−s
bK1χs,0 (Zℓ, Lf(i1)Zℓ, . . . , Lf(is−1)Zℓ)F((LbZℓ)is),
where f(k) = E((LbZℓ)
k)b. Note that∑
k≥0
f(k) =M ℓZℓ(b)b and
∑
k≥0
F((LbZℓ)
k) = MℓZℓ(b).
Consequently, we obtain∑
m≥1
F((LbZℓ)
m) =
∑
s≥1
bK1χs,0 (Zℓ, LMℓZℓ (b)bZℓ, . . . , LMℓZℓ (b)bZℓ)M
ℓ
Zℓ(b),
therefore
M ℓZℓ(b)M
ℓ
Zℓ
(b) =M ℓZℓ(b) +
∑
s≥1
K1χs,0 (LMℓZℓ (b)bZℓ, LMℓZℓ (b)bZℓ, . . . , LMℓZℓ (b)bZℓ)M
ℓ
Zℓ
(b),
and hence
M ℓZℓ(b)−M ℓZℓ(b)MℓZℓ(b)−1 = CℓZℓ
(
M ℓZℓ(b)b
)− 1,
which proves the first equation. The proof for the second equation is nearly identical once one uses the fact
that d 7→ Rd is an anti-homomorphism. 
For b, c, d ∈ B, Zℓ ∈ Aℓ, and Zr ∈ Ar, consider the following series of the pair (Zℓ, Zr):
M(Zℓ,Zr)(b, c, d) =
∑
m,n≥0
E((LbZℓ)
m(RdZr)
nRc),
M(Zℓ,Zr)(b, c, d) =
∑
m,n≥0
F((LbZℓ)
m(RdZr)
nRc),
C(Zℓ,Zr)(b, c, d) = c+
∑
m≥1
K1χm,0 (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m−1 entries
, LbZℓLc)
+
∑
m≥0
n≥1
K1χm,n (LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−1 entries
, RdZrRc),
which converge absolutely for b, c, d sufficiently small by similar arguments as in [11, Remarks 5.2 and 5.5].
Notice if (Z1,ℓ, Z1,r) and (Z2,ℓ, Z2,r) are c-bi-free over (B,D), then
C(Z1,ℓ+Z2,ℓ,Z1,r+Z2,r)(b, c, d)− c = (C(Z1,ℓ,Z1,r)(b, c, d)− c) + (C(Z2,ℓ,Z2,r)(b, c, d)− c)
by Theorem 6.4; that is, C(Zℓ,Zr)(b, c, d)− c is an operator-valued conditionally bi-free partial R-transform.
Theorem 8.3. Let (A,E,F, ε) be a Banach B-B-non-commutative probability space with a pair of (B,D)-
valued expectations, let Zℓ ∈ Aℓ, and let Zr ∈ Ar. Then
C(Zℓ,Zr)(M ℓZℓ(b)b,M(Zℓ,Zr)(b, c, d), dM rZr(d))
=M ℓZℓ(b)M
ℓ
Zℓ
(b)−1M(Zℓ,Zr)(b, c, d)M
r
Zr (d)
−1M rZr (d) +M(Zℓ,Zr)(b, c, d)
+M ℓZℓ(b)(1 −MℓZℓ(b)−1)M(Zℓ,Zr)(b, c, d) +M(Zℓ,Zr)(b, c, d)(1 −MrZr (d)−1)M rZr(d) −M ℓZℓ(b)cM rZr(d)
for b, c, d ∈ B sufficiently small.
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Remark 8.4. Note that if B = D = C, b = z, d = w, and c = 1, then Theorem 8.3 produces exactly
equation (9) in [6, Theorem 5.6] for the scalar-valued setting. On the other hand, if B = D and E = F, then
Theorem 8.3 produces exactly equation (10) in [11, Theorem 5.6] for the operator-valued bi-free setting.
Proof of Theorem 8.3. For m,n ≥ 1, let BNCvs(χm,n) denote the set of bi-non-crossing partitions where no
block contains both left and right nodes. Using operator-valued conditionally bi-multiplicativity, we obtain
F((LbZℓ)
m(RdZr)
nRc)
=
∑
π∈BNCvs(χm,n)
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−1 entries
, RdZrRc)
+
∑
π∈BNC(χm,n)
π/∈BNCvs(χm,n)
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−1 entries
, RdZrRc)
= F((LbZℓ)
m)cF((RdZr)
n) + Θm,n(b, c, d),
where Θm,n(b, c, d) denotes the sum∑
π∈BNC(χm,n)
π/∈BNCvs(χm,n)
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−1 entries
, RdZrRc).
For every partition π ∈ BNC(χm,n) \ BNCvs(χm,n), let Vπ denote the block of π with both left and right
indices such that min(Vπ) is the smallest among all blocks of π with this property. Note that Vπ is necessarily
an exterior block. Rearrange the sum in Θm,n(b, c, d) (which may be done as it converges absolutely) by first
choosing s ∈ {1, . . . ,m}, t ∈ {1, . . . , n}, V ⊂ {1, . . . ,m+ n} such that
Vℓ := V ∩ {1, . . . ,m} = {u1 < · · · < us} and Vr := V ∩ {m+ 1, . . . ,m+ n} = {v1 < · · · < vt},
and then summing over all π ∈ BNC(χm,n) \ BNCvs(χm,n) such that Vπ = V . The result is
Θm,n(b, c, d) =
m∑
s=1
n∑
t=1
∑
V
Vℓ={u1<···<us}
Vr={v1<···<vt}
∑
π∈BNC(χm,n)
π/∈BNCvs(χm,n)
Vπ=V
Kπ(LbZℓ, . . . , LbZℓ︸ ︷︷ ︸
m entries
, RdZr, . . . , RdZr︸ ︷︷ ︸
n−1 entries
, RdZrRc).
Using operator-valued conditionally bi-multiplicative properties, the right-most sum in the above expres-
sion is
FbK1χs,t (Zℓ, Lb2Zℓ, . . . , LbsZℓ, Zr, Rd2Zr, . . . , Rdt−1Zr, RdtZrRE((LbZℓ)m−us (RdZr)n−vtRc))Gd,
where
bk = E((LbZℓ)
uk−uk−1−1)b, dk = dE((RdZr)
vk−vk−1−1),
Fb = F((LbZℓ)
u1−1)b, and Gd = dF((RdZr)
v1−1).
Consequently, we obtain that Θm,n(b, c, d) equals
(8)
∑
1≤s≤m
0≤i0,i1,...,is≤m
i0+i1+···+is=m−s
∑
1≤t≤n
0≤j0,j1,...,jt≤n
j0+j1+···+jt=n−t
F (i1)K1χs,t (Zℓ, Lf(i2)Zℓ, . . . , Lf(is)Zℓ, Zr, Rg(j2)Zr, . . . , Rg(jt−1)Zr, Rg(jt)ZrRE((LbZℓ)i0 (RdZr)j0Rc))G(j1),
where
f(k) = E((LbZℓ)
k)b, g(k) = dE((RdZr)
k), F (k) = F((LbZℓ)
k)b, and G(k) = dF((RdZr)
k).
Note that∑
k≥0
f(k) =M ℓZℓ(b)b,
∑
k≥0
g(k) = dM rZr (d),
∑
k≥0
F (k) = MℓZℓ(b)b, and
∑
k≥0
G(k) = dMrZr (d).
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On the other hand, expanding M(Zℓ,Zr)(b, c, d) using the fact everything converges absolutely produces
M(Zℓ,Zr)(b, c, d)
= c+
∑
m≥1
F((LbZℓ)
mRc) +
∑
n≥1
F((RdZr)
nRc) +
∑
m,n≥1
F((LbZℓ)
m(RdZr)
nRc)
= c+
∑
m≥1
F((LbZℓ)
mRc) +
∑
n≥1
F((RdZr)
nRc) +
∑
m,n≥1
F((LbZℓ)
m)cF((RdZr)
n) +
∑
m,n≥1
Θm,n(b, c, d)
=
∑
m,n≥0
F((LbZℓ)
m)cF((RdZr)
n) +
∑
m,n≥1
Θm,n(b, c, d)
= MℓZℓ(b)cM
r
Zr (d) +
∑
m,n≥1
Θm,n(b, c, d).
By rearranging the remaining sum involving Θm,n(b, c, d) to sum over all fixed s, t in equation (8), and by
choosing b, d sufficiently small so that M ℓZℓ(b), M
r
Zr
(d), MℓZℓ(b), and M
r
Zr
(d) are invertible, we obtain∑
m,n≥1
Θm,n(b, c, d)
=
∑
s,t≥1
M
ℓ
Zℓ(b)b
×K1χs,t (Zℓ, LMℓZℓ (b)bZℓ, . . . , LMℓZℓ (b)bZℓ︸ ︷︷ ︸
s entries
, Zr, RdMr
Zr
(d)Zr, . . . , RdMr
Zr
(d)Zr︸ ︷︷ ︸
t−1 entries
, RdMr
Zr
(d)ZrRM(Zℓ,Zr)(b,c,d))
× dMrZr (d)
= MℓZℓ(b)M
ℓ
Zℓ
(b)−1
×
∑
s,t≥1
K1χs,t (LMℓZℓ (b)bZℓ, . . . , LMℓZℓ (b)bZℓ︸ ︷︷ ︸
s entries
, RdMr
Zr
(d)Zr, . . . , RdMr
Zr
(d)Zr︸ ︷︷ ︸
t−1 entries
, RdMr
Zr
(d)ZrRM(Zℓ,Zr)(b,c,d))

×M rZr (d)−1MrZr (d)
= MℓZℓ(b)M
ℓ
Zℓ(b)
−1[C(Zℓ,Zr)(M ℓZℓ(b)b,M(Zℓ,Zr)(b, c, d), dM rZr (d))− CℓZℓ(M ℓZℓ(b)b)M(Zℓ,Zr)(b, c, d)
−M(Zℓ,Zr)(b, c, d)CrZr (dM rZr (d)) +M(Zℓ,Zr)(b, c, d)]M rZr(d)−1MrZr (d)
= MℓZℓ(b)M
ℓ
Zℓ(b)
−1C(Zℓ,Zr)(M ℓZℓ(b)b,M(Zℓ,Zr)(b, c, d), dM rZr (d))M rZr (d)−1MrZr (d)
−MℓZℓ(b)M ℓZℓ(b)−1(1 +M ℓZℓ(b)−M ℓZℓ(b)MℓZℓ(b)−1)M(Zℓ,Zr)(b, c, d)M rZr(d)−1MrZr (d)
−MℓZℓ(b)M ℓZℓ(b)−1M(Zℓ,Zr)(b, c, d)(1 +M rZr(d) −MrZr (d)−1M rZr(d))M rZr (d)−1MrZr (d)
+MℓZℓ(b)M
ℓ
Zℓ
(b)−1M(Zℓ,Zr)(b, c, d)M
r
Zr(d)
−1
M
r
Zr (d)
= MℓZℓ(b)M
ℓ
Zℓ
(b)−1
(C(Zℓ,Zr)(M ℓZℓ(b)b,M(Zℓ,Zr)(b, c, d), dM rZr (d))−M(Zℓ,Zr)(b, c, d))M rZr (d)−1MrZr (d)
− (MℓZℓ(b)− 1)M(Zℓ,Zr)(b, c, d)M rZr(d)−1MrZr (d)−MℓZℓ(b)M ℓZℓ(b)−1M(Zℓ,Zr)(b, c, d)(MrZr (d)− 1),
where the fourth equality follows from Lemma 8.2. The result now follows by combining these equations. 
9. Operator-valued conditionally bi-free limit theorems
In this section, operator-valued conditionally bi-free limit theorems are studied. Recall first from Definition
6.2 that if Z = {Zi}i∈I ⊔ {Zj}j∈J is a two-faced family in a B-B-non-commutative probability space with a
pair of (B,D)-valued expectations (A,E,F, ε), then the moment and cumulant series (νZ , µZ) and (ρZ , ηZ)
completely describe the joint distribution of Z with respect to (E,F). In that which follows, given a bi-non-
crossing partition π ∈ BNC(χ) it is often convenient to define
(νZω )π(b1, . . . , bn−1), (µ
Z
ω )π(b1, . . . , bn−1), (ρ
Z
ω )π(b1, . . . , bn−1), and (η
Z
ω )π(b1, . . . , bn−1)
by using operator-valued conditionally bi-multiplicativity and replacing 1χω with π in Notation 6.1.
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9.1. The operator-valued c-bi-free central limit theorem. Like any non-commutative probability the-
ory, the first result is a central limit theorem in the operator-valued c-bi-free setting.
Definition 9.1. A two-faced family Z = ((Zi)i∈I , (Zj)j∈J ) in a B-B-non-commutative probability space
with a pair of (B,D)-valued expectations (A,E,F, ε) is said to have a centred (B,D)-valued c-bi-free Gaussian
distribution if
ρZω (b1, . . . , bn−1) = η
Z
ω (b1, . . . , bn−1) = 0
for all n ≥ 1 with n 6= 2, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
In view of the definition above and the moment-cumulant formulae, it is enough to specify νZω (b) and
µZω (b) for ω : {1, 2} → I ⊔ J and b ∈ B.
Definition 9.2. Let I and J be non-empty disjoint finite sets, let M|I⊔J|(B) and M|I⊔J|(D) denote the
|I ⊔ J | by |I ⊔ J | matrices with entries in B and D respectively, and let
σ : B →M|I⊔J|(B), b 7→ (σk,ℓ(b))k,ℓ∈I⊔J and τ : B →M|I⊔J|(D), b 7→ (τk,ℓ(b))k,ℓ∈I⊔J
be linear maps. A two-faced family Z = ((Zi)i∈I , (Zj)j∈J ) in a B-B-non-commutative probability space with
a pair of (B,D)-valued expectations (A,E,F, ε) is said to have a centred (B,D)-valued c-bi-free Gaussian
distribution with covariance matrices (σ, τ) if, in addition to having a centred (B,D)-valued c-bi-free Gaussian
distribution,
νZω (b) = σω(1),ω(2)(b) ∈ B and µZω (b) = τω(1),ω(2)(b) ∈ D
for all ω : {1, 2} → I ⊔ J and b ∈ B.
Theorem 9.3. Let {Zm = ((Zm;i)i∈I , (Zm;j)j∈J )}∞m=1 be a sequence of two-faced families in a Banach
B-B-non-commutative probability space (A,E,F, ε) which are c-bi-free over (B,D). Moreover assume
(1) E(Zm;k) = F(Zm;k) = 0 for all m ≥ 1 and k ∈ I ⊔ J ;
(2) supm≥1 ‖νZmω (b1, . . . , bn−1)‖ <∞ and supm≥1 ‖µZmω (b1, . . . , bn−1)‖ <∞ for all n ≥ 1, ω : {1, . . . , n} →
I ⊔ J , and b1, . . . , bn−1 ∈ B;
(3) there are linear maps σ : B →M|I⊔J|(B) and τ : B →M|I⊔J|(D) such that
lim
N→∞
1
N
N∑
m=1
νZmω (b) = σω(1),ω(2)(b) and lim
N→∞
1
N
N∑
m=1
µZmω (b) = τω(1),ω(2)(b)
for all ω : {1, 2} → I ⊔ J and b ∈ B.
Then the two-faced families {SN = ((SN ;i)i∈I , (SN ;j)j∈J )}∞N=1, defined by
SN ;k =
1√
N
N∑
m=1
Zm;k, k ∈ I ⊔ J,
converges in distribution to a two-faced family Y = ((Yi)i∈I , (Yj)j∈J ) which has a centred (B,D)-valued
c-bi-free Gaussian distribution with covariance matrices (σ, τ).
Proof. Since the cumulant series uniquely determine the joint distributions, it suffices to show that
lim
N→∞
ρSNω (b1, . . . , bn−1) = ρ
Y
ω (b1, . . . , bn−1) and lim
N→∞
ηSNω (b1, . . . , bn−1) = η
Y
ω (b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B. By definitions, this means
lim
N→∞
ρSNω (b1, . . . , bn−1) = lim
N→∞
ηSNω (b1, . . . , bn−1) = 0
for all ω : {1, . . . , n} → I ⊔ J such that n 6= 2,
lim
N→∞
ρSNω (b) = σω(1),ω(2)(b) and lim
N→∞
ηSNω (b) = τω(1),ω(2)(b)
for all ω : {1, 2} → I ⊔ J and b ∈ B.
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For fixed n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, by the additive and multilinear properties
of cumulants, we have
E := lim
N→∞
ρSNω (b1, . . . , bn−1) = lim
N→∞
1
Nn/2
N∑
m=1
ρZmω (b1, . . . , bn−1),
F := lim
N→∞
ηSNω (b1, . . . , bn−1) = lim
N→∞
1
Nn/2
N∑
m=1
ηZmω (b1, . . . , bn−1).
If n = 1, then
E = lim
N→∞
1√
N
N∑
m=1
E(Zm;ω(1)) = 0,
F = lim
N→∞
1√
N
N∑
m=1
F(Zm;ω(1)) = 0
by assumption (1). If n ≥ 3, then assumption (2) and operator-valued conditionally bi-multiplicativity imply
sup
m≥1
‖ρZmω (b1, . . . , bn−1)‖ := B <∞ and sup
m≥1
‖ηZmω (b1, . . . , bn−1)‖ := D <∞,
hence
‖E‖ ≤ lim
N→∞
B
N (n−2)/2
= 0 and ‖F‖ ≤ lim
N→∞
D
N (n−2)/2
= 0.
Otherwise n = 2 and
E = lim
N→∞
1
N
N∑
m=1
ρZmω (b) = lim
N→∞
1
N
N∑
m=1
νZmω (b) = σω(1),ω(2)(b),
and similarly F = τω(1),ω(2)(b), for all ω : {1, 2} → I ⊔ J and b ∈ B by assumptions (1) and (3). 
9.2. The operator-valued compound c-bi-free Poisson limit theorem. The next result is a Poisson
type limit theorem in the operator-valued c-bi-free setting. In what follows, all two-faced families are assumed
to have non-empty disjoint left and right index sets I and J , respectively. To formulate the statement, we
introduce the following notation.
Let (ν1, µ1) and (ν2, µ2) be the moment series of two-faced families. For λ ∈ R, denote by
(λν1 + (1 − λ)ν2, λµ1 + (1− λ)µ2)
the moment series of some two-faced family such that
(λν1 + (1− λ)ν2)ω(b1, . . . , bn−1) = λ(ν1)ω(b1, . . . , bn−1) + (1− λ)(ν2)ω(b1, . . . , bn−1)
and
(λµ1 + (1− λ)µ2)ω(b1, . . . , bn−1) = λ(µ1)ω(b1, . . . , bn−1) + (1− λ)(µ2)ω(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B. Such a realization always exists by similar (and
simpler) constructions as in the proofs of [11, Lemma 3.8] and Lemma 6.3. Moreover, let (νδ, µδ) be the
special moment series such that
νδω(b1, . . . , bn−1) = µ
δ
ω(b1, . . . , bn−1) = 0
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
Definition 9.4. Let (ν, µ) be the moment series of some two-faced family and let λ ∈ R. A two-faced
family Z = ((Zi)i∈I , (Zj)j∈J ) in a B-B-non-commutative probability space with a pair of (B,D)-valued
expectations (A,E,F, ε) is said to have a (B,D)-valued compound c-bi-free Poisson distribution with rate λ
and jump distribution (ν, µ) if
ρZω (b1, . . . , bn−1) = λνω(b1, . . . , bn−1) and η
Z
ω (b1, . . . , bn−1) = λµω(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
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Theorem 9.5. Let (ν, µ) be the moment series of some two-faced family, let λ ∈ R, and consider the sequence
{(νN , µN )}∞N=1 of moment series defined by
νN =
(
1− λ
N
)
νδ +
λ
N
ν and µN =
(
1− λ
N
)
µδ +
λ
N
µ.
If {ZN ;m = ((ZN ;m;i)i∈I , (ZN ;m;j)j∈J )}Nm=1 is a sequence of identically distributed two-faced families in a
B-B-non-commutative probability space with a pair of (B,D)-valued expectations (A,E,F, ε) which are c-bi-
free over (B,D) with moment series (νN , µN ), then the two-faced families {SN = ((SN ;i)i∈I , (SN ;j)j∈J )}∞N=1,
defined by
SN ;k =
N∑
m=1
ZN ;m;k, k ∈ I ⊔ J,
converges in distribution to a two-faced family Z = ((Zi)i∈I , (Zj)j∈J ) which has a (B,D)-valued compound
c-bi-free Poisson distribution with rate λ and jump distribution (ν, µ).
Proof. For each N ≥ 1, let (ρN , ηN ) be the cumulant series corresponding to (νN , µN). For n ≥ 1, ω :
{1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, we have
(ρN )ω(b1, . . . , bn−1) =
∑
π∈BNC(χω)
(νN )π(b1, . . . , bn−1)µBNC(π, 1χω )
= (νN )ω(b1, . . . , bn−1) +O(1/N
2)
=
λ
N
νω(b1, . . . , bn−1) +O(1/N
2),
and thus
ρZω (b1, . . . , bn−1) = lim
N→∞
ρSNω (b1, . . . , bn−1)
= lim
N→∞
(λνω(b1, . . . , bn−1) +O(1/N))
= λνω(b1, . . . , bn−1).
Similarly, we have (ηN )π(b1, . . . , bn−1) = O(1/N
2) for π ∈ BNC(χω) with at least two blocks, therefore
(ηN )ω(b1, . . . , bn−1) = (µN )ω(b1, . . . , bn−1) +O(1/N
2) =
λ
N
µω(b1, . . . , bn−1) +O(1/N
2),
and thus
ηZω (b1, . . . , bn−1) = lim
N→∞
ηSNω (b1, . . . , bn−1) = λµω(b1, . . . , bn−1)
as required. 
9.3. A general operator-valued c-bi-free limit theorem. We finish this section with an operator-valued
analogue of [6, Theorem 6.8].
Lemma 9.6. For every N ∈ N, let ZN = ((ZN ;i)i∈I , (ZN ;j)j∈J ) be a two-faced family in a Banach B-B-non-
commutative-probability space with a pair of (B,D)-valued expectations (AN ,EAN ,FAN , εN). The following
assertions are equivalent.
(1) For all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, the limits
lim
N→∞
NνZnω (b1, . . . , bn−1) ∈ B and lim
N→∞
NµZnω (b1, . . . , bn−1) ∈ D
exist.
(2) For all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, the limits
lim
N→∞
NρZnω (b1, . . . , bn−1) ∈ B and lim
N→∞
NηZnω (b1, . . . , bn−1) ∈ D
exist.
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Moreover, if these assertions hold, then
lim
N→∞
NνZnω (b1, . . . , bn−1) = lim
N→∞
NρZnω (b1, . . . , bn−1) and
lim
N→∞
NµZnω (b1, . . . , bn−1) = lim
N→∞
NηZnω (b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
Proof. Suppose assertion (2) holds. Since (κAN ,KAN ) is operator-valued conditionally bi-multiplicative, we
have
(ρZnω )π(b1, . . . , bn−1) = O
(
1/N2
)
and (ηZnω )π(b1, . . . , bn−1) = O
(
1/N2
)
for π ∈ BNC(χω) with at least two blocks. Hence
lim
N→∞
NνZnω (b1, . . . , bn−1) = lim
N→∞
N
∑
π∈BNC(χω)
(ρZnω )π(b1, . . . , bn−1)
= lim
N→∞
(
NρZnω (b1, . . . , bn−1) +O (1/N)
)
,
and similarly
lim
N→∞
NµZnω (b1, . . . , bn−1) = lim
N→∞
(
NηZnω (b1, . . . , bn−1) +O (1/N)
)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
The proof for the other direction is analogous by the operator-valued conditionally bi-multiplicativity of
(EAN ,FAN ) and the moment-cumulant formulae from Definitions 2.7 and 4.7. 
Theorem 9.7. For every N ∈ N, let (AN ,EN ,FN , εN ) be a Banach B-B-non-commutative-probability space
with a pair of (B,D)-valued expectations and let {ZN ;m = ((ZN ;m;i)i∈I , (ZN ;m;j)j∈J )}Nm=1 be a sequence of
identically distributed two-faced families in (AN ,EN ,FN , εN ) which are c-bi-free over (B,D). Furthermore,
let SN = ((SN ;i)i∈I , (SN ;j)j∈J ) be the two-faced family in (AN ,EN ,FN , εN ) defined by
SN ;k =
N∑
m=1
ZN ;m;k, k ∈ I ⊔ J.
The following assertions are equivalent.
(1) There exists a two-faced family Y = ((Yi)i∈I , (Yj)j∈J ) in a Banach B-B-non-commutative-probability
space with a pair of (B,D)-valued expectations (A,E,F, ε) such that SN converges in distribution to
Y as N →∞.
(2) For all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, the limits
lim
N→∞
NνZN ;mω (b1, . . . , bn−1) and lim
N→∞
NµZN ;mω (b1, . . . , bn−1)
exist and are independent of m.
Moreover, if these assertions hold, then the operator-valued bi-free and conditionally bi-free cumulants of Y
are given by
ρYω (b1, . . . , bn−1) = lim
N→∞
NνZN ;mω (b1, . . . , bn−1) and η
Y
ω (b1, . . . , bn−1) = lim
N→∞
NµZN ;mω (b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B.
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Proof. Suppose assertion (1) holds. For n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, we have
νYω (b1, . . . , bn−1)
= lim
N→∞
νSNω (b1, . . . , bn−1)
= lim
N→∞
(EAN )1χω
(
SN ;ω(1), C
ω(2)
b1
SN ;ω(2), . . . , C
ω(n)
bn−2
SN ;ω(n)C
ω(n)
bn−1
)
= lim
N→∞
N∑
t(1),...,t(n)=1
(EAN )1χω
(
ZN ;t(1);ω(1), C
ω(2)
b1
ZN ;t(2);ω(2), . . . , C
ω(n)
bn−2
ZN ;t(n);ω(n)C
ω(n)
bn−1
)
= lim
N→∞
N∑
t(1),...,t(n)=1
∑
π∈BNC(χω)
(κAN )π
(
ZN ;t(1);ω(1), C
ω(2)
b1
ZN ;t(2);ω(2), . . . , C
ω(n)
bn−2
ZN ;t(n);ω(n)C
ω(n)
bn−1
)
= lim
N→∞
∑
π∈BNC(χω)
N |π|(κAN )π
(
ZN ;m;ω(1), C
ω(2)
b1
ZN ;m;ω(2), . . . , C
ω(n)
bn−2
ZN ;m;ω(n)C
ω(n)
bn−1
)
= lim
N→∞
∑
π∈BNC(χω)
N |π|(ρZN ;mω )π(b1, . . . , bn−1),
where the second equality follows from Notation 6.1 by assuming {ω(k)}nk=1 intersects both I and J (the
special cases that ω(k) ∈ I or ω(k) ∈ J for all k can be checked similarly), and the fifth equality, which is
independent of m, follows from the assumptions of c-bi-free independence over (B,D) and identical distribu-
tion. Since νYω (b1, . . . , bn−1) exist for all n ≥ 1 and ω : {1, . . . , n} → I ⊔ J , it can be shown by induction on
n that the limits
lim
N→∞
N |π|(ρZN ;mω )π(b1, . . . , bn−1)
exist for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , π ∈ BNC(χω), and b1, . . . , bn−1 ∈ B. Indeed, the base case n = 1
follows from the assumption that
lim
N→∞
N(κAn)1χω
(
ZN ;m;ω(1)
)
= lim
N→∞
(κAN )1χω
(
SN ;ω(1)
)
= lim
N→∞
(EAN )1χω
(
SN ;ω(1)
)
= E1χω (Yω(1))
exist for all ω : {1} → I ⊔ J . For the inductive step, the limit
νYω (b1, . . . , bn−1)
exists by assumption, and the limit
lim
N→∞
∑
π∈BNC(χω)
π 6=1χω
N |π|(ρZN ;mω )π(b1, . . . , bn−1)
exists by induction hypothesis with operator-valued conditionally bi-multiplicativity, thus the limit
lim
N→∞
NρZN ;mω (b1, . . . , bn−1),
exists, and equals
lim
N→∞
NνZN ;mω (b1, . . . , bn−1)
by Lemma 9.6. On the other hand, it follows from a similar calculation as above that
µYω (b1, . . . , bn−1) = lim
N→∞
µSNω (b1, . . . , bn−1)
= lim
N→∞
∑
π∈BNC(χω)
N |π|(ηZN ;mω )π(b1, . . . , bn−1)
for all n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, and a similar induction argument on n shows
that the limits
lim
N→∞
N |π|(ηZN ;mω )π(b1, . . . , bn−1)
exist for all n ≥ 1, ω : {1, . . . , n} → I⊔J , π ∈ BNC(χω), and b1, . . . , bn−1 ∈ B. In particular, choose π = 1χω
and apply Lemma 9.6, we obtain the existence of the limit
lim
N→∞
NµZN ;mω (b1, . . . , bn−1).
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Conversely, suppose assertion (2) holds. By Lemma 9.6 and operator-valued conditionally bi-multiplicativity,
the limits
lim
N→∞
N |π|(ρZN ;mω )π(b1, . . . , bn−1) and lim
N→∞
N |π|(ηZN ;mω )π(b1, . . . , bn−1)
exist for all n ≥ 1, ω : {1, . . . , n} → I⊔J , π ∈ BNC(χω), and b1, . . . , bn−1 ∈ B. Therefore, by the calculations
above,
(9) lim
N→∞
νSNω (b1, . . . , bn−1) =
∑
π∈BNC(χω)
lim
N→∞
N |π|(ρZN ;mω )π(b1, . . . , bn−1)
and
(10) lim
N→∞
µSNω (b1, . . . , bn−1) =
∑
π∈BNC(χω)
lim
N→∞
N |π|(ηZN ;mω )π(b1, . . . , bn−1),
and hence these limits exist. One concludes assertion (1) by using Lemma 6.3 to construct a two-faced
family Y = ((Yi)i∈I , (Yj)j∈J ) in a Banach B-B-non-commutative-probability space with a pair of (B,D)-
valued expectations (A,E,F, ε) and define νYω (b1, . . . , bn−1) and µYω (b1, . . . , bn−1) to be the corresponding
limit in equations (9) and (10) respectively.
Finally, for n ≥ 1, ω : {1, . . . , n} → I ⊔ J , and b1, . . . , bn−1 ∈ B, we have∑
π∈BNC(χω)
(ρYω )π(b1, . . . , bn−1) = ν
Y
ω (b1, . . . , bn−1)
= lim
N→∞
νSNω (b1, . . . , bn−1)
=
∑
π∈BNC(χω)
lim
N→∞
N |π|(ρZN ;mω )π(b1, . . . , bn−1),
and similarly ∑
π∈BNC(χω)
(ηYω )π(b1, . . . , bn−1) =
∑
π∈BNC(χω)
lim
N→∞
N |π|(ηZN ;mω )π(b1, . . . , bn−1).
A similar induction argument on n shows that
(ρYω )π(b1, . . . , bn−1) = lim
N→∞
N |π|(ρZN ;mω )π(b1, . . . , bn−1) and
(ηYω )π(b1, . . . , bn−1) = lim
N→∞
N |π|(ηZN ;mω )π(b1, . . . , bn−1)
for all π ∈ BNC(χω), from which the last claims follow from Lemma 9.6 applied to π = 1χω . 
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