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Abstract
Following the original approach introduced by T. Cazenave and P.L. Lions in
[4] we prove the existence and the orbital stability of standing waves for the
following class of NLS:
(0.1) i∂tu+∆u− V (x)u +Q(x)u|u|
p−2 = 0, (t, x) ∈ R× Rn, 2 < p < 2 +
4
n
and
(0.2) i∂tu−∆
2u− V (x)u+Q(x)u|u|p−2 = 0, (t, x) ∈ R× Rn, 2 < p < 2 +
8
n
under suitable assumptions on the potentials V (x) and Q(x). More precisely we
assume V (x), Q(x) ∈ L∞(Rn) and meas{Q(x) > λ0} ∈ (0,∞) for a suitable
λ0 > 0. The main point is the analysis of the compactness of minimiziang
sequences to suitable constrained minimization problems related to (0.1) and
(0.2).
1. Introduction
The aim of this paper is to prove the existence and the orbital stability (see Def-
inition 1.2) of standing waves for a class of Schro¨dinger equations with variable
coefficients and with a principal part that involves both the laplacian operator
∆ and the bilaplacian operator ∆2. More precisely the model equations that we
consider are of the following type:
(1.1) i∂tu+∆u− V (x)u +Q(x)u|u|p−2 = 0, (t, x) ∈ R× Rn, 2 < p < 2 + 4
n
and
(1.2) i∂tu−∆2u− V (x)u +Q(x)u|u|p−2 = 0, (t, x) ∈ R× Rn, 2 < p < 2 + 8
n
under suitable assumptions on V (x) and Q(x) that will be specified in the sequel.
We recall that a standing wave solution for (1.1) (resp.: (1.2)), is a solution of (1.1)
(resp.: (1.2)) of the following type:
u(t, x) ≡ u0(x)eiωt with u0 ∈ H1(Rn) (resp.: u0 ∈ H2(Rn)).
1
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In particular u0(x) is solution to one of the following elliptic equations respectively:
(1.3) ∆u0 − V (x)u0 +Q(x)u0|u|p−20 = ωu0
and
(1.4) ∆2u0 + V (x)u0 −Q(x)u0|u0|p−2 = −ωu0
for a suitable ω ∈ R. We underline that there is an huge literature devoted to the
proof of the existence of standing waves to (1.1) and (1.2) (see remarks 1.2 and
1.6) under suitable assumptions on V (x) and Q(x). However the main point in this
paper is that, following the general approach introduced in [4], we deduce both the
existence and the orbital stability of standing waves.
We recall that in [4] it is proved the existence and the orbital stability of solitary
waves for a large class of NLS with constant coefficients, by analysing the compact-
ness of the minimizing sequences of suitable minimization problems. For instance
in [4] the existence and the orbital stability of standing waves to (1.1) with V ≡ 0,
Q ≡ 1 and 2 < p < 2 + 4
n
is deduced by looking at the following minimization
problem:
(1.5) inf
M
(
1
2
∫
Rn
|∇u|2dx− 1
p
∫
Rn
|u|pdx
)
, 2 < p < 2 +
4
n
where
M≡
{
u ∈ H1(Rn)|
∫
Rn
|u|2dx = 1
}
.
Notice that the energy and the constraint involved in the minimization problem
(1.5) are both quantities preserved along the evolution associated to NLS. More
precisely the following conservation laws occur:
E(u(t, x)) ≡ 1
2
∫
Rn
|∇u(t, x)|2dx− 1
p
∫
Rn
|u(t, x)|pdx ≡ E(u(0, x))
and ∫
Rn
|u(t, x)|2dx ≡
∫
Rn
|u(0, x)|2dx
where u(t, x) denotes any finite energy solution to (1.1) with V (x) ≡ 0 and Q(x) ≡
1. Due to this fact in [4] the authors have been able to deduce that the set of
minimizers to (1.5) are orbitally stables for the flow associated to (1.1) with V (x) ≡
0 and Q(x) ≡ 1, provided that any minimizing sequence for (1.5) is compact in
H1(Rn) up to the action of the translations. Notice that already the proof of the
existence of at least a minimizer for (1.5) is not a trivial matter. In fact the problem
is translation invariant and hence there is an evident lack of compactness. However
this difficulty has been overcomed in [4] by using the concentration–compactness
principle (see [8]).
In this paper, following the general approach introduced in [4], we deduce the
existence and the orbital stability of standing waves to (1.1) and (1.2) by minimizing
the natural energies associated to those equations on the constrained manifold
‖u‖L2 = ρ for suitable ρ > 0. More precisely we consider the following minimization
problems:
(1.6) inf
H1(Rn)∩BL2(ρ)
(
1
2
∫
Rn
|∇u|2dx + 1
2
∫
Rn
|u|2V (x)dx − 1
p
∫
Rn
|u|pQ(x)dx
)
ON THE ORBITAL STABILITY FOR A CLASS OF NONAUTONOMOUS NLS 3
and
(1.7) inf
H2(Rn)∩BL2(ρ)
(
1
2
∫
Rn
|∆u|2dx + 1
2
∫
Rn
|u|2V (x)dx − 1
p
∫
Rn
|u|pQ(x)dx
)
where
BL2(ρ) ≡
{
u ∈ L2(Rn)|
∫
Rn
|u|2dx = ρ2
}
.
Let us underline that following the same argument as in [4] one can deduce that
the set of minimizers to (1.6) (resp.: (1.7)) is orbitally stables (see Definition 1.2)
provided that any minimizing sequence to (1.6) (resp.: (1.7)) is compact in H1(Rn)
(resp.: H2(Rn)). We skip the proof of this implication, since it is essentially con-
tained in [4]. Hence, since now on we shall be mainly concentrated on the analysis
of the minimizing sequences to (1.6) and (1.7).
Notice that the main difficulty related to the minimization problems (1.6) and (1.7)
is connected with the lack of compactness of the Sobolev embedding Hs(Rn) in the
corresponding Lq(Rn) spaces. Moreover, due to the presence of the coefficients
V (x) and Q(x) in (1.6) and (1.7), our minimization problems are not invariant
by the action of the translations, despite to the problems studied in [4]. In order
to overcome those difficulties we state below an abstract variational principle that
guarantees the compactness of minimizing sequences for a general family of mini-
mization problems.
In the sequel we need the following
Definition 1.1. Let H be an Hilbert space and T : H → R a nonlinear map.
We say that T is weakly continuous if for every sequence hk ∈ H the following
implication is satisfied:
hk ⇀ h¯ in H ⇒ lim
k→∞
T (hk) = T (h¯).
Proposition 1.1. Let (H, ‖.‖),(H1, ‖.‖1), (H2, ‖.‖2) be three Hilbert spaces such
that:
H ⊂ H1, H ⊂ H2
and
c(‖h‖2H1 + ‖h‖2H2) ≤ ‖h‖2H ≤ C(‖h‖2H1 + ‖h‖2H2) ∀h ∈ H.
Assume also that are given ρ > 0 and two functionals S, T : H → R such that:
•
(1.8) T (0) = 0;
•
(1.9) T is weakly continuous;
•
(1.10) T (λh) ≤ λ2T (h) and S(λh) ≤ λ2S(h) ∀λ ≥ 1, h ∈ H;
•
(1.11) if hk ⇀ h¯ in H and hk → h¯ in H2
then S(hk)→ S(h¯);
•
(1.12) if hk ⇀ h¯ in H then S(hk − h¯) + S(h¯) = S(hk) + o(1);
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•
(1.13) −∞ < IρS,T < IρS
where
(1.14) IρS,T ≡ inf
h∈BH2(ρ)∩H
(
1
2
‖h‖2H1 + S(h) + T (h)
)
I
ρ
S ≡ inf
h∈BH2(ρ)∩H
(
1
2
‖h‖2H1 + S(h)
)
and
BH2(ρ) ≡ {h ∈ H2|‖h‖H2 = ρ};
•
(1.15) for every sequence {hk} ∈ BH2(ρ) ∩H such that ‖hk‖H →∞,
we have
1
2
‖hk‖2H1 + S(hk) + T (hk)→∞ as k →∞.
Then every minimizing sequence for (1.14), i.e.
hk ∈ BH2(ρ) ∩H and
1
2
‖hk‖2H1 + S(hk) + T (hk)→ IρS,T ,
is compact in H.
Remark 1.1. There are many concrete situations in which all the assumptions of
Proposition 1.1 are satisfied (see for example the proof of Theorems 1.1 and 1.2).
Next we show shortly how the existence of a minimizer for (1.5) can be deduced by
using Proposition 1.1. In fact due to a symmetrization argument it is sufficient to
restrict (1.5) on the spaceH1rad(R
n) of the radially symmetric functions belonging to
H1(Rn). Next we make the following concrete choice of the spaces: H ≡ H1rad(Rn),
H1 ≡ D1,2rad(Rn) and H2 ≡ L2rad(Rn), where D1,2rad(Rn) and L2rad(Rn) denote the
radially symmetric functions belonging to the classical Beppo Levi space D1,2(Rn)
and to the Lebesgue space L2(Rn) respectively. Finally as functionals S and T we
choose respectively S ≡ 0 (i.e. the trivial operator) and T (u) = − 1
p
∫
Rn
|u|pdx. It
is easy to check that in this specific framework all the hypothesis of Proposition
1.1 are satisfied. In particular it is easy to check (1.8), (1.10), (1.11), (1.12) while
condition (1.9) follows from the compactness of the embeddingH1rad(R
n) ⊂ Lp(Rn).
By combining an elementary convexity argument with the Sobolev embedding it
is easy to show that the l.h.s inequality in (1.13) and (1.15) are satisfied. Finally
notice that the r.h.s. inequality in (1.13) in this specific framework becomes I < 0,
where I is the infimum defined in (1.5). The proof of this inequality follows from
an elementary rescaling argument.
In order to state our main results it is necessary to give the precise definition of
orbital stability (see [4]) that we state below for completeness. First we introduce
for every V (x), Q(x) ∈ L∞(Rn) the following quantities:
(1.16) IV,Qρ,p
= inf
H1(Rn)∩BL2(ρ)
(
1
2
∫
Rn
|∇u|2dx+ 1
2
∫
Rn
|u|2V (x)dx − 1
p
∫
Rn
|u|pQ(x)dx
)
and
(1.17) JV,Qρ,p
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= inf
H2(Rn)∩BL2(ρ)
(
1
2
∫
Rn
|∆u|2dx+ 1
2
∫
Rn
|u|2V (x)dx − 1
p
∫
Rn
|u|pQ(x)dx
)
where
BL2(ρ) ≡
{
u ∈ L2(Rn)|
∫
Rn
|u|2dx = ρ2
}
.
Definition 1.2. The set of minimizers
MV,Qρ,p ≡
{
u ∈ H1(Rn) ∩BL2(ρ)|u is minimizer for IV,Qρ,p
}
(resp.: N V,Qρ,p ≡
{
u ∈ H2(Rn) ∩BL2(ρ)|u is any minimizer for JV,Qρ,p
}
)
is orbitally stable for (1.1) (resp.: (1.2)) provided that:
∀ε, ∃δ > 0 s.t. ∀v ∈ H1(RN )(resp.: H2(Rn))
with inf
u∈MV,Qρ,p
‖v − u‖H1(Rn) < δ (resp.: infu∈MV,Qρ,p ‖v − u‖H2(Rn) < δ) , then
∀t ≥ 0 inf
u∈MV,Qρ,p
‖v(t, ·)− u‖H1(Rn) < ε (resp.: infu∈NV,Qρ,p ‖v(t, ·)− u‖H2(Rn) < ε)
where v(t, x) is the solution of (1.1) (resp. (1.2)) with initial data v(x).
As a consequence of Proposition 1.1 we prove Theorem 1.1 that mainly concerns
the compactness of any minimizing sequence to (1.6) under suitable assumptions on
V (x) and Q(x). In this way, by using the general argument in [4] already mentioned
above, we get the orbital stability of the setMV,Qρ,p introduced in Definition 1.2. In
the sequel we denote by meas(A) the Lebesgue measure of the measurable set A.
Theorem 1.1. Let 2 < p < 2 + 4
n
and V (x), Q(x) ∈ L∞(Rn). Assume that:
Q(x) ≥ 0 a.e. x ∈ Rn;
(1.18) there is λ0 > 0 s.t. 0 < meas{Q(x) > λ0} <∞.
Then there exists ρ0 > 0 such that all the minimizing sequences for (1.16) are
compact in H1(Rn) provided that ρ > ρ0. In particularMV,Qρ,p is a no empty compact
set and it is orbitally stable.
Remark 1.2. Let us underline that the existence of standing waves for (1.1) has
been extensively studied in the literature. We mention in particular [3], [7], [8],
[11] where existence results are proved under quite general assumptions on V (x),
Q(x) and under the following stronger assumption 2 < p < 2n
n−2 . However the main
point in Theorem 1.1 is that we prove the existence of standing waves by looking
at the minimization problem (1.16) and hence we also deduce, following [4], their
orbital stability.
Remark 1.3. Notice that, since the solutions constructed in Theorem 1.1 are or-
bitally stables, it is quite natural to consider nonlinearities that grow at the rate
2 < p < 2 + 4
n
. In fact the value p = 2 + 4
n
is the critical power for which the
Cauchy problem associated to the focusing NLS is globally well–posed (for more
details on this point see the comments in [4]).
Remark 1.4. Concerning the assumption (1.18), notice that it is satisfied for in-
stance by any function Q(x) ∈ C(Rn) such that
sup
Rn
Q(x) > lim sup
|x|→∞
Q(x),
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which is a condition very much exploited in [7] and [11]. However we underline that
in Theorem 1.1 a larger class of functions Q(x) is allowed.
Remark 1.5. We point out that, following the approach in [9] and [10], in Theorem
1.1 are allowed functions V (x) and Q(x) which are not necessarily continuous.
As far as we know this is another novelty in this paper compared with previous
existence results.
Next we state a version of Theorem 1.1 for equation (1.2). Recall that the set N V,Qρ,p
has been introduced in Definition 1.2.
Theorem 1.2. Let 2 < p < 2 + 8
n
and V (x), Q(x) ∈ L∞(Rn). Assume that:
Q(x) ≥ 0 a.e. x ∈ Rn;
(1.19) there is λ0 > 0 s.t. 0 < meas{Q(x) > λ0} <∞.
Then there exists ρ0 > 0 such that all the minimizing sequences for (1.17) are
compact in H2(Rn), provided that ρ > ρ0. In particular N V,Qρ,p is a no empty
compact set and it is orbitally stable.
Remark 1.6. Concerning previous existence results of standing waves for (1.2) let
us mention [8] where the existence of solutions is proved via the concentration–
compactness argument by assuming that the nonlinear term is regular and has a
suitable asymptotic behaviour. In [2] equation (1.4) is treated in the specific case
V (x) ≡ 1 and with an autonomous nonlinearity f(u). In this case the existence of
solutions is proved by means of the compact embedding of H2rad(R
n) in Lp(Rn) for
2 < p < 2n
n−4 . Many efforts have been devoted to study elliptic equations involving
the biharmonic operator with critical nonlinearity f(u) ≡ u|u| 8n−4 , see for instance
[1] and [5]. Finally let us mention [6] where a deep analysis of the bifurcation
properties of the operator ∆2 − λ is done.
In the best of our knowledge the existence result stated in Theorem 1.2 under such a
general assumptions on V (x) and Q(x) is not written elsewhere. Moreover, since we
deduce the existence result in Theorem 1.2 by looking at the minimization problem
(1.17) we also get, following [4], the orbital stability of the corresponding solutions.
As far as we know the question of the stability of solitary waves to (1.2) has not
been analysed in previous papers.
Next we fix some notations. For every x ∈ Rn, R > 0 we denote by BR(x) the ball
in Rn of radius R and centered in x.
For every 1 ≤ p ≤ ∞ we denote by ‖.‖p the classical Lp(Rn)–norm and for every
measurable set A we denote by meas(A) its Lebesgue measure.
Given ρ > 0 we use the notation
BL2(ρ) ≡
{
u ∈ L2(Rn)|
∫
Rn
|u|2dx = ρ2
}
.
The paper is organized ad follows: section 2 is devoted to the proof of Proposition
1.1, in sections 3 and 4 we prove respectively Theorem 1.1 and 1.2. In the Appendix
we show the existence of a minimizer for (1.7) when V (x) ≡ 0 and Q(x) ≡ 1. This
fact is important along the proof of Theorem 1.2. Let us point out that the content
of the Appendix is essentially contained in [8], however for the sake of completeness
we give all the details of the proof.
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2. Proof of Proposition 1.1
By assumption (1.15) we have that supk∈N ‖hk‖H <∞ hence we can assume hk ⇀ h¯
in H. On the other hand we have
(2.1) ‖hk‖H2 = ρ and
1
2
‖hk‖2H1 + S(hk) + T (hk) = IρS,T + o(1)
and due to assumption (1.9) we get
(2.2) T (hk) = T (h¯) + o(1).
By combining (2.1) and (2.2) we get:
(2.3)
1
2
‖hk‖2H1 + S(hk) + T (h¯) = IρS,T + o(1).
In particular this implies
I
ρ
S + T (h¯) ≤ IρS,T
and hence due to (1.8) and (1.13) we get h¯ 6= 0.
On the other hand by combining (2.3) with (1.12) we get:
(2.4)
1
2
‖hk − h¯‖2H1 +
1
2
‖h¯‖2H1 + S(hk − h¯) + S(h¯)
+T (h¯) = IρS,T + o(1).
Moreover we have
(2.5) ‖hk − h¯‖2H2 = ‖hk‖2H2 − ‖h¯‖2H2 + o(1) = ρ2 − ‖h¯‖2H2 + o(1)
and hence, since h¯ 6= 0, we deduce that
(2.6) ‖hk − h¯‖2H2 < ρ2
provided that k is large enough. Next notice that since h¯ is the weak limit of the
sequence {hk} and since ‖hk‖H2 = ρ, we get
(2.7) ‖h¯‖H2 ≤ ρ.
By combining (2.4), (2.6), (2.7) with the assumption (1.10) we deduce
(2.8)
‖hk − h¯‖2H2
ρ2
(
1
2
∥∥∥∥ ρ(hk − h¯)‖hk − h¯‖H2
∥∥∥∥
2
H1
+ S
(
ρ(hk − h¯)
‖hk − h¯‖H2
))
+
‖h¯‖2H2
ρ2
(
1
2
∥∥∥∥ ρh¯‖h¯‖H2
∥∥∥∥
2
H1
+ T
(
ρh¯
‖h¯‖H2
)
+ S
(
ρh¯
‖h¯‖H2
))
≤ IρS,T + o(1)
and hence due to (2.5)
(2.9)
1
ρ2
(‖hk − h¯‖2H2IρS + ‖h¯‖2H2IρS,T )
≤ IρS,T
1
ρ2
(‖h¯‖2H2 + ‖hk − h¯‖2H2) + o(1),
that in turn implies:
‖hk − h¯‖2H2(IρS − IρS,T ) ≤ o(1).
By (1.13) we get hk → h¯ strongly in H2. It is now easy to deduce by (1.11) that
the convergence occurs strongly also in H.

8 JACOPO BELLAZZINI 1 AND NICOLA VISCIGLIA 2
3. Applications to NLS
Given ρ > 0, p > 2 and U(x),W (x) ∈ L∞(Rn) we define the following quantities:
IU,Wρ,p = inf
H1(Rn)∩BL2(ρ)
(
1
2
‖∇u‖22 +
1
2
∫
Rn
|u|2U(x)dx − 1
p
∫
Rn
|u|pW (x)dx
)
.
Moreover if V (x) ∈ L∞(Rn) is as in Theorem 1.1, then we introduce the new
function
(3.1) V˜ (x) ≡ V (x) − infessRnV (x).
Notice that V˜ is a non–negative function, i.e. V˜ (x) ≥ 0 a.e. x ∈ Rn. This property
will be important along the proof of next Lemma.
Lemma 3.1. Assume that V (x), Q(x), λ0 and p are as in Theorem 1.1. Then
there exists ρ0 > 0 such that:
I V˜ ,Qρ,p < I
V˜ ,Min{Q,λ0}
ρ,p ∀ρ > ρ0.
Proof. Since Q(x) ∈ L∞(Rn) we deduce by the Lebesgue derivation Theorem that:
lim
δ→0
δ−n
∫
Bδ(x0)
|Q(x)−Q(x0)| dx = 0 a.e. x0 ∈ Rn.
Since by assumption we have meas{x ∈ Rn|Q(x) > λ0} > 0, we deduce that there
exists x¯ ∈ {x ∈ Rn|Q(x) > λ0} such that limδ→0 δ−n
∫
Bδ(x¯)
|Q(x) −Q(x¯)| dx = 0.
For simplicity we can assume that x¯ ≡ 0 and also λ¯ ≡ Q(0), hence we have
(3.2) lim
δ→0
δ−n
∫
Bδ(0)
|Q(x)− λ¯| dx = 0 with λ¯ > λ0.
Next we fix a minimizer u0 ∈ H1(Rn) for I0,λ01,p (the proof of the existence of a
minimizer is given in [8], see also remark 1.1). Then it is easy to check that
(3.3) uρ0 ≡ u0
(
x
ρα
)
ρ−β is a minimizer for I0,λ0ρ,p ,
where
(3.4) α = α(n, p) =
2(p− 2)
(p− 2)n− 4 and β = β(n, p) =
4
(p− 2)n− 4 .
We claim that there is ρ0 > 0 such that
(3.5) I V˜ ,Qρ,p < I
0,λ0
ρ,p ∀ρ > ρ0.
On the other hand V˜ (x) ≥ 0 and 0 ≤Min{Q(x), λ0} ≤ λ0 and this implies
(3.6) I0,λ0ρ,p ≤ I V˜ ,Min{Q(x),λ0}ρ,p .
By combining (3.5) with (3.6) we deduce the desired result.
Next we prove (3.5). Due to (3.3) it is sufficient to prove the following inequality:
1
2
‖∇uρ0‖22 +
1
2
∫
Rn
|uρ0|2V˜ (x)dx −
1
p
∫
Rn
|uρ0|pQ(x)dx
<
1
2
‖∇uρ0‖22 −
λ0
p
∫
Rn
|uρ0|pdx
or equivalently
(3.7) I(ρ) + II(ρ) + III(ρ)
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≡ 1
2
∫
Rn
|uρ0|2V˜ (x)dx −
1
p
∫
Rn
|uρ0|p(Q(x) − λ¯)dx+
λ0 − λ¯
p
∫
Rn
|uρ0|pdx < 0.
Let us fix R0 > 0 such that
(3.8)
2
p
‖Q‖∞
∫
|x|>R0
|u0|pdx+ λ0 − λ¯
p
‖u0‖pp = −ǫ0 < 0,
and notice that due to (3.2) we get:
I(ρ) ≤ 1
2
‖V˜ ‖∞‖uρ0‖22 =
1
2
‖V˜ ‖∞ρ2;
II(ρ) ≤ 1
p
ρ−pβ‖u0‖p∞
∫
B(0,R0ρα)
|Q(x) − λ¯|dx+ 2
p
‖Q‖∞
∫
|x|>R0ρα
|uρ0|pdx
= o(1)ρnα−pβ +
2
p
‖Q‖∞ρ(nα−pβ)
∫
|x|>R0
|u0|pdx
where limρ→∞ o(1) = 0;
III(ρ) =
(λ0 − λ¯)
p
∫
Rn
|uρ0|pdx =
(λ0 − λ¯)
p
ρnα−pβ‖u0‖pp.
Hence we finally get
(3.9) I(ρ) + II(ρ) + III(ρ)
≤ 1
2
‖V˜ ‖∞ρ2 − ǫ0ρnα−pβ‖u0‖pp + o(1)ρnα−pβ
where ǫ0 > 0 is the constant that appear in (3.8). Since 2 < nα−pβ, the inequality
(3.9) implies (3.7) for ρ large enough, and in turn it is equivalent to (3.5).

Proof of Theorem 1.1 Notice that by definition of V˜ (see (3.1)) we have V − V˜ ≡
const. Due to this fact it is easy to deduce that the minimizing sequences for IV,Qρ,p
are precisely the minimizing sequences for I V˜ ,Qρ,p . Hence it is sufficient to show that
any minimizing sequence for I V˜ ,Qρ,p is compact in H
1(Rn) in order to deduce the
same property for the minimizing sequences for IV,Qρ,p . In order to prove this fact
we use Proposition 1.1 where we make the following specific choice for the spaces
H,H1,H2 and for the operators S and T :
H = H1(Rn),H1 = D1,2(Rn),H2 = L2(Rn),
S(u) =
∫
Rn
(
1
2
|u|2V˜ (x) − 1
p
|u|pmin{Q(x), λ0}
)
dx,
T (u) = −1
p
∫
Q(x)≥λ0
|u|p(Q(x) − λ0)dx
and we also assume ρ > ρ0 where ρ0 is the same constant that appears in Lemma 3.1.
It is easy to verify that in this specific framework the assumptions (1.8), (1.10) in
Proposition 1.1 are satisfied. The r.h.s inequality in (1.13) follows from Lemma 3.1
provided that ρ > ρ0, (1.9) is a consequence of the Rellich Compactness Theorem
in conjunction with hypothesis (1.18). Condition (1.11) comes from the following
elementary fact:
if uk → u¯ in L2(Rn) and uk is bounded in H1(Rn)
then uk → u¯ in Lp(Rn) ∀ 2 ≤ p < 2n
n− 2 .
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In order to deduce the l.h.s. inequality (1.13) and (1.15), notice that by combining
the convexity inequality with the Sobolev embedding we get:
‖u‖p ≤ C‖∇u‖
n(p−2)
2p
2 ‖u‖
1−n2+
n
p
2 = C‖∇u‖
n(p−2)
2p
2 ρ
1−n2+
n
p ∀u ∈ H1(Rn) ∩BL2(ρ)
and this implies
(3.10)
1
2
‖∇u‖22 +
∫
Rn
|u|2V˜ (x)dx −
∫
Rn
|u|pQ(x)dx
≥ 1
2
‖∇u‖22 − C(ρ)‖Q‖∞‖∇u‖
n(p−2)
2
2
where we have used V˜ (x) ≥ 0. Since we are assuming 2 < p < 2 + 4
n
we have
2 > n(p−2)2 and hence by (3.10) we can deduce both the l.h.s. inequality in (1.13)
and (1.15). Finally we shall check condition (1.12). From the Rellich Compactness
Theorem we get:
(3.11) if uk ⇀ u¯ in H
1(Rn) then uk → u¯ in Lp(B(0, R)) ∀R > 0.
It is also easy to check that:
if uk ⇀ u¯ in H
1(Rn) then∫
Rn
|uk|2V˜ (x)dx =
∫
Rn
|uk − u¯|2V˜ (x)dx +
∫
Rn
|u¯|2V˜ (x)dx + o(1)
hence (1.12) will follow from:
(3.12) lim
k→∞
∣∣∣∣
∫
Rn
(|uk|p − |uk − u¯|p − |u¯|p)min{Q(x), λ0}dx
∣∣∣∣ = 0
provided that uk ⇀ u¯ in H
1(Rn). Since u¯ ∈ Lp(Rn) we have:
(3.13) lim
R→∞
∫
Rn\B(0,R)
|u¯|pmin{Q(x), λ0}dx = 0.
On the other hand since p > 2 we can use the mean value theorem in order to
deduce the existence of a constant C = C(p) > 0 such that
(3.14) ||t+ h|p − |t|p| ≤ C|h|(|t|+ |h|)p−1 ∀t, h ∈ R.
In particular for every k ∈ N we have
||uk(x) − u¯(x)|p − |uk(x)|p| ≤ C|u¯(x)|(|uk(x)| + |u¯(x)|)p−1 a.e. x ∈ Rn
that by the Ho¨lder inequality implies∫
Ω
||uk(x)− u¯(x)|p − |uk(x)||pmin{Q(x), λ0}dx
≤ C‖min{Q(x), λ0}‖L∞(Rn)‖u¯‖Lp(Ω)
(
‖|uk|+ |u¯|‖
p−1
p
Lp(Ω)
)
for every measurable set Ω ⊂ Rn. By combining this estimate (where we choose
Ω = Rn \B(0, R)) with the uniform boundedness of ‖uk‖Lp(Rn) (that follows from
the usual Sobolev embedding H1(Rn) ⊂ Lp(Rn)) and with (3.13) we get
(3.15) ∀ǫ > 0 ∃R(ǫ) > 0 s.t. |r(k, ǫ)| < ǫ ∀k ∈ N where
r(k, ǫ) ≡
∫
Rn\B(0,R(ǫ))
(|uk − u¯|p − |uk|p)min{Q(x), λ0}dx.
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Moreover due to (3.11) we get
lim
k→∞
s(k, ǫ) = 0 and lim
k→∞
t(k, ǫ) = 0 ∀ǫ > 0
where
s(k, ǫ) ≡
∫
B(0,R(ǫ))
(|uk|p − |u¯|p)min{Q(x), λ0}dx
and
t(k, ǫ) ≡
∫
B(0,R(ǫ))
|uk − u¯|pmin{Q(x), λ0}dx.
In particular we deduce that there exists k(ǫ) ∈ N such that
(3.16) |s(k, ǫ)| and |t(k, ǫ)| < ǫ ∀k > k(ǫ).
Moreover we have ∫
Rn
|uk|pmin{Q(x), λ0}dx
=
∫
Rn\B(0,R(ǫ))
|uk|pmin{Q(x), λ0}dx+
∫
B(0,R(ǫ))
|uk|pmin{Q(x), λ0}dx
= −r(k, ǫ) +
∫
Rn\B(0,R(ǫ))
|uk − u¯|pmin{Q(x), λ0}dx
+s(k, ǫ) +
∫
B(0,R(ǫ))
|u¯|pmin{Q(x), λ0}dx
= −r(k, ǫ)− t(k, ǫ) +
∫
Rn
|uk − u¯|pmin{Q(x), λ0}dx
+s(k, ǫ) +
∫
Rn
|u¯|pmin{Q(x), λ0}dx−
∫
Rn\B(0,R(ǫ))
|u¯|pmin{Q(x), λ0}dx.
Moreover (3.15) and (3.16) imply
|r(k, ǫ)| + |s(k, ǫ)|+ |t(k, ǫ)| < 3ǫ ∀k > k(ǫ)
and hence ∣∣∣∣
∫
Rn
(|uk|p − |uk − u¯|p − |u¯|p)min{Q(x), λ0}dx
∣∣∣∣
< 3ǫ+
∫
Rn\B(0,R(ǫ))
|u¯|pmin{Q(x), λ0}dx ∀k > k(ǫ).
Due to (3.13) and since R(ǫ)→∞ as ǫ→ 0 it is now easy to deduce (3.12).

4. Applications to NLS involving the biharmonic operator
The proof of Theorem 1.2 follows the same lines of the proof of Theorem 1.1. A
basic tool is the following version of Lemma 3.1 where, given ρ > 0, p > 2 and
U(x),W (x) ∈ L∞(Rn), the quantity JU,Wρ,p is defined as follows:
JU,Wρ,p = inf
H2(Rn)∩BL2(ρ)
(
1
2
‖∆u‖22 +
1
2
∫
Rn
|u|2U(x)dx − 1
p
∫
Rn
|u|pW (x)dx
)
.
In next Lemma the potential V˜ (x) is the one introduced in (3.1).
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Lemma 4.1. Assume that V (x), Q(x), λ0 and p are as in Theorem 1.2. Then
there exists ρ0 > 0 such that
J V˜ ,Qρ,p < J
V˜ ,min{Q(x),λ0}
ρ,p ∀ρ > ρ0.
It is easy to check that the proof of Lemma 3.1 can be adapted in order to prove
Lemma 4.1, provided that we are able to show the existence of a minimizer to the
following minimization problem:
J0,λ0ρ,p = inf
H2(Rn)∩BL2(ρ)
(
1
2
‖∆u‖22 −
λ0
p
∫
Rn
|u|pdx
)
.
The detailed proof of this fact is given for completeness in the Appendix, even if it
is essentially contained in [8]. We skip the detailed proof of Lemma 4.1.
Proof of Theorem 1.2 As in the proof of Theorem 1.1, it sufficient to prove the
compactness of the minimizing sequences for J V˜ ,Qρ,p . This fact can be shown by
using Proposition 1.1 in the following explicit framework:
H = H2(Rn),H1 = D2,2(Rn),H2 = L2(Rn),
S(u) =
∫ (
1
2
|u|2V˜ (x) − 1
p
|u|pmin{Q(x), λ0}
)
dx,
T (u) = −1
p
∫
Q(x)≥λ0
|u|p(Q(x) − λ0))dx
and ρ > ρ0 where ρ0 is the constant that appears in Lemma 4.1. It is easy to
check, following the same arguments involved in the proof of Theorem 1.1, that all
the assumptions required in Proposition 1.1 are satisfied in this specific context. In
particular the r.h.s inequality in (1.13) follows from Lemma 4.1. However we skip
the details of the proof.

5. Appendix
The aim of this Appendix is to give a detailed proof of Theorem 5.1. We recall that
it is essentially contained in [8] however, since it plays a fundamental role along the
proof of Theorem 1.2, we give all the details of the proof for completeness.
In the sequel we denote by QR(y) the cube[
y1 − R
2
, y1 +
R
2
)
× ...×
[
yn − R
2
, yn +
R
2
)
where y ≡ (y1, ...., yn) ∈ Rn and R > 0.
Theorem 5.1. For every ρ > 0 and for every 2 < p < 2+ 8
n
, there is a minimizer
for the following problem:
(5.1) Jρ,p = inf
H2(Rn)∩BL2(ρ)
(
1
2
‖∆u‖22 −
1
p
∫
Rn
|u|pdx
)
.
Remark 5.1. In fact we prove a stronger version of Theorem 5.1. More precisely
we show that all the minimizing sequences for Jρ,p are compact in H
2(Rn) up to
the action of the translations.
In the sequel we need the following
Proposition 5.1. If 2 < p < 2 + 8
n
and ρ > 0, then:
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• Jρ,p > −∞;
• any minimizing sequence uk ∈ H2(Rn) ∩ BL2(ρ) for (5.1) is bounded in
H2(Rn);
• Jρ,p < 0.
Proof By combining the Sobolev embedding ‖u‖ 2n
n−4
≤ C‖∆u‖2 with the convexity
inequality we get:
(5.2) ‖u‖p ≤ C‖u‖
2n−np+4p
4p
2 ‖∆u‖
n(p−2)
4p
2 .
From this inequality it is easy to deduce that the functional
H2(Rn) ∩BL2(ρ) ∋ u→ 1
2
‖∆u‖22 −
1
p
∫
Rn
|u|pdx,
is bounded from below and moreover every minimizing sequence is bounded in
H2(Rn), provided that 2 < p < 2 + 8
n
.
Finally we shall prove that Jρ,p < 0. We fix v ∈ H2(Rn) ∩ BL2(ρ), then vλ ≡
λ−
n
2 v(x
λ
) belongs to H2(Rn) ∩BL2(ρ). Moreover we have
Jρ,p ≤ 1
2
‖∆vλ‖22 −
1
p
∫
Rn
|vλ|pdx
=
1
2λ4
∫
Rn
|∆v|2dx− λ
n(1− p2 )
p
∫
Rn
|v|pdx ∀λ > 0
and this implies Jρ,p < 0 provided that we choose λ in a suitable way.

Proposition 5.2. Let uk is a sequence bounded in H
2(Rn) and such that
(5.3) lim
k→∞
(
sup
y∈Rn
∫
Q1(y)
|uk|2dx
)
= 0.
Then uk → 0 in Lq(Rn) for any q ∈
(
2, 2N
N−4
)
.
Proof By the convexity inequality we get
‖uk‖
2(n+8)
n+4
L
2(n+8)
n+4 (Q1(y))
≤ ‖uk‖
8
n+4
L2(Q1(y))
‖uk‖2
L
2+ 8
n (Q1(y))
∀k ∈ N, y ∈ Rn.
Next we introduce for every z ≡ (z1, ..., zn) ∈ Zn the cube
Qz ≡ [z1, z1 + 1)× ....× [zn, zn + 1).
Notice that Rn is the disjoint union of the cubes Qz with z ∈ Zn. Hence we get
‖uk‖
2(n+8)
n+4
2(n+8)
n+4
=
∑
z∈Z
‖uk‖
2(n+8)
n+4
L
2(n+8)
n+4 (Qz)
≤
∑
z∈Zn
‖uk‖
8
n+4
L2(Qz)
‖u‖2
L
2+ 8
n (Qz)
≤ C
(
sup
y∈Rn
∫
Q1(y)
|uk|2dx
) 4
n+4 ∑
z∈Z
‖uk‖2H2(Qz)
=
(
sup
y∈Rn
∫
Q1(y)
|uk|2dx
) 4
n+4
‖uk‖2H2(Rn)
14 JACOPO BELLAZZINI 1 AND NICOLA VISCIGLIA 2
where we have the Sobolev embedding H2(Qz) ⊂ L2+ 8n (Qz). By using the assump-
tions on uk we finally deduce:
lim
k→∞
‖uk‖ 2(n+8)
n+4
= 0.
By combining this fact, with the embedding
H2(Rn) ⊂ L2(Rn) ∩ L 2nn−4 (Rn),
and with the convexity inequality we get
lim
k→∞
‖uk‖q = 0 ∀q ∈
(
2,
2n
n− 4
)
.

Proposition 5.3. For any ρ > 0 and 0 < µ < ρ the following subadditivity condi-
tion holds
Jρ,p < Jµ,p + J√ρ2−µ2,p.
Proof It is sufficient to prove
Jθρ,p < θ
2Jρ,p ∀ρ > 0, θ > 1.
We take u ∈ H2(Rn) ∩ BL2(ρ) and we set uθ ≡ θu(x). Clearly ‖uθ‖22 = θ2ρ2 and
thus
Jθρ,p ≤ inf
H2(Rn)∩BL2(ρ)
(
θ2
2
‖∆u‖22 −
θp
p
∫
Rn
|u|pdx
)
(5.4)
< inf
H2(Rn)∩BL2(ρ)
θ2
(
1
2
‖∆u‖22dx−
1
p
∫
Rn
|u|pdx
)
= θ2Jρ,p.(5.5)

Proof of Theorem 5.1 Let uk ∈ H2(Rn)∩BL2(Rn) be a minimising sequence for
Jρ,p, then due to Proposition 5.1 we have that up to a subsequence we can assume
uk ⇀ u¯ in H
2(Rn). Moreover u¯ satisfies one of the following conditions:
• ‖u¯‖2 = 0;
• 0 < ‖u¯‖2 < ρ;
• ‖u¯‖2 = ρ.
Notice also that for any sequence yk ∈ Rn we have that uk(.+yk) is still a minimizing
sequence for Jρ,p. This implies that the proof of the Theorem can be concluded
provided that we show the existence of a sequence yk ∈ Rn such that the weak limit
of uk(.+ yk) belongs to BL2(ρ).
First step: there exists a sequence yk ∈ Rn s.t. uk(.+ yk) ⇀ v¯ and 0 < ‖v¯‖2 ≤ ρ
It is sufficient to show that
(5.6) sup
y∈Rn
∫
Q1(y)
|uk|2dx ≥ µ > 0.
In fact in this case we can fix yk ∈ Rn such that∫
Q1(0)
|uk(.+ yk)|2dx ≥ µ > 0
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and hence, due to the compactness of the embedding H2(Q1(0)) ⊂ L2(Q1(0)), we
deduce that the weak limit of the sequence uk(.+ yk) is not the trivial function. It
is then sufficient to show (5.6). If by the absurd (5.6) is false then by Proposition
5.2 we get:
lim
k→∞
∫
Rn
|uk|pdx = 0
and hence
Jρ,p = lim
k→∞
(
1
2
‖∆uk‖22 −
1
p
∫
Rn
|uk|pdx
)
= lim
k→∞
1
2
‖∆uk‖22 ≥ 0
which is in contradiction with the property Jρ,p < 0 (see Proposition 5.1).
Second step : if v¯ is as in the first step, then ‖v¯‖2 = ρ.
For simplicity we use the notation
vk ≡ uk(.+ yk)
where yk ∈ Rn is the sequence given in the first step. Notice also that, due to the
first step, we have
‖v¯‖22 = θ2 ∈ (0, ρ2].
Next assume by the absurd that 0 < θ2 < ρ2. Notice that we have:
ρ2 = ‖vk − v¯‖22 + ‖v¯‖22 + o(1) i.e. ‖vk − v¯‖22 = ρ2 − θ2 + o(1);
‖∆vk‖22 = ‖∆(vk − v¯)‖22 + ‖∆v¯‖22 + o(1);
‖vk − v¯‖pp + ‖v¯‖pp = ‖vk‖pp + o(1) (see the proof of (3.12)).
Hence by combining all those facts we deduce:
Jθ,p + J√ρ2−θ2,p
≤ 1
2
‖∆v¯‖22 −
1
p
‖v¯‖pp +
1
2
ρ2 − θ2
‖vk − v¯‖22
‖∆v¯ −∆vk‖22 −
1
p
‖vk − v¯‖pp
(ρ2 − θ2) p2
‖vk − v¯‖p2
=
1
2
‖∆v¯‖22 −
1
p
‖v¯‖pp +
1
2
‖∆v¯ −∆vk‖22 −
1
p
‖vk − v¯‖pp + o(1)
=
1
2
‖∆vk‖22 −
1
p
‖vk‖pp + o(1)→ Jρ,p
and this is in contradiction with Proposition 5.3. Hence necessarily we have θ2 = ρ2.

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