Using object-oriented programming (OOP) techniques and philosophies, a collection of Cþþ tools for the rapid development of finite element applications has been created. The object-oriented finite element analysis (OOFEA) toolkit provides both the geometrical and mathematical management tools necessary for this task in the form of useful class hierarchies. In particular, the OOFEA toolkit features methods for evaluating arbitrary weak forms provided by the user in order to solve particular problems of interest. A description of the underlying concepts, philosophies and techniques used to develop the toolkit are included. A strong effort has been made to concentrate on its possibly beneficial usage in the computational fluid dynamics area. In order to demonstrate the toolkit capabilities of managing complex projects, a simulator for laminar and turbulent natural convective flows in enclosures has been developed and a numerical study of some of these flows has been conducted.
OOFEA IN THE LITERATURE
A limited number of papers in the literature identify object-oriented design as a technique from which finite element analysis can significantly benefit. Among these efforts, some concentrate in describing the basics (Mackie, 1992; Zimmermann et al. 1992; Raphael and Krishnammorthy, 1993; Kong and Chen, 1995) , as well as the details (Forde et al., 1990; Scholz, 1992) of objectoriented finite element analysis (OOFEA), including supporting tools such as linear algebra classes (Zeglinski et al., 1994; Lu et al., 1995) . However, most if not all of them concentrate on applications in the structural mechanics area. Some of these include the static analysis of plasticity (Menétrey and Zimmermann, 1993) , interlaminar stress analysis (Yu and Adell, 1993) , and the modeling and analysis of truss structures (Miki and Murotsu, 1995) . Furthermore, many implementations are not in Cþþ (Schildt, 1990) , but on less popular languages such as Smalltalk and Objective-C. Little if no literature can be found on the use of OOFEA in Cþþ for computational fluid dynamics (CFD) applications although object-oriented techniques are being used in commercial products at least for the design of graphic users interfaces (GUIs).
For these reasons, the next sections describe in detail the components of an OOFEA system in Cþþ to be used to simplify the development of CFD applications. Later sections will demonstrate the flexibility and generality of these tools via example applications, culminating with the development of a turbulent natural convection simulator.
OOFEA IN C11-ABSTRACTIONS
At the first level of abstraction of an OOFEA toolkit, two different but related issues have to be addressed: geometrical management and mathematical management. First of all, FEA involves the geometrical description of a domain of interest. The domain is discretized into welldefined partitions called finite elements. Every finite element contains a collection of control points called nodes that may or may not coincide with the element's vertices. The collection of all the finite elements is usually called a mesh or grid. In general, the domain discretization is accomplished by the process of grid generation. At the same time, a mathematical description in terms of partial differential equations (PDEs) and boundary and/or initial conditions is provided such that it is valid in the domain. A week form of the governing equations is obtained by multiplying the PDEs by suitable weighting functions and integrating over the domain. These global integrals are then transformed into summations over the domain of local integrals for each finite element. By assuming a particular behavior of the solution of the PDEs within every finite element, the local integrals are evaluated either analytically or numerically. In either case, a system of equations in matrix form is obtained for each finite element. These local systems are then assembled into a global system of equations for the domain based on the geometrical connectivity of the finite elements within it. The system is then solved with an appropriate numerical scheme, and an approximate solution for the governing PDEs is obtained over the domain. In practice these schemes are also expressed in matrix form.
From this analysis, an argument can be made that to manage the mathematical requirements of these finite element applications a set of classes supporting matrix algebra would be extremely useful. On the other hand, further analysis is still necessary to determine what is required to manage the geometrical aspects of the application.
The geometrical definition of the domain of interest in the FEM is usually comprised of both a coordinate table and a connectivity table. The coordinate table is simply a list of coordinates for every node in very finite element in the domain mesh. The connectivity table is a list that indicates which nodes correspond to which elements. In this fashion, every node and every element in the mesh receives a particular global ordering. In a procedural implementation, it is common to abstract the FE mesh directly into the coordinate and connectivity tables, and store them in the form of multidimensional arrays. However, in an object-oriented implementation, the driving force is to abstract the problem in such a way that the important and characterizing entities of the problem at hand are represented directly and provided with interfaces that mimic their actual behavior. Then, it is reasonable to say at this point that a possible objectoriented design solution is to create classes, which represent nodes, elements and meshes. Furthermore, elements are not types of node but contain nodes, and meshes are not type of nodes or elements but contain elements. Notice that, even at this superficial level of abstraction, an element class should be a client of a node class, and a mesh class should be a client of an element class (and thus indirectly a client of a node class). This solution immediately provides encapsulation of the main concepts necessary for geometry management in a FE application (Barton and Nackman, 1994) .
Independently of how an element object organizes and stores its component node objects, and how a mesh object organizes and stores its element and node objects (these are issues related to the data organization and should be hidden), a mechanism for transversing the particular data structure at will is necessary. Such a mechanism is called an iterator. Iterator classes can be developed that provide a simple and common interface with which to transverse data structures. Three different types of iterator classes should be developed: an iterator class to transverse nodes within elements, an iterator class to transverse elements within a mesh, and an iterator class to transverse nodes in a mesh directly.
At the deepest level of abstraction, there is a need to identify and decide how each of the classes that encapsulates the FEA concepts should behave, what kind of data should they contain and what kind of interface should they posses. At this level we are concerned with information hiding. The core of this level of abstraction is the actual implementation of the encapsulating classes. The goal of the next several sections is to describe these implementations. Afterwards, the focus will shift to the description and analysis of the problem of interest that will be solved using the OOFEA toolkit components: numerical simulation of laminar and turbulent thermal natural convection in enclosures.
MATHEMATICAL MANAGEMENT-MATRIX ALGEBRA
FEA makes extensive use of linear algebra to describe and accomplish the solution of complex physical problems. FEA involves two major types of matrices: small full matrices to describe and perform some of the mathematical operations required at the element level, and large sparse matrices which arise as the result of the assembly process from the element level to the domain level. Both types of matrices need to be manipulated efficiently due to the large number of operations they are involved with in FE applications. Furthermore, due to the large number of elements involved in a typical FE application, efficient memory management is also necessary. This usually involves keeping data sequentially in memory, but more importantly, it involves designing a matrix class hierarchy capable of minimizing storage of temporary calculations as well as of reducing expensive copy operations.
Languages such as FORTRAN, Pascal or C do not provide facilities for direct manipulation of linear algebra entities such as vectors and matrices. Only interpreted tools such as MATLAB, MATHCAD, MATHEMATICA, and newer languages such as FORTRAN-90 provide such facilities directly. However, object-oriented programming (OOP) languages such as Cþþ provide the engineer with the necessary framework for the development of linear algebra tools that can be accessed by the user in a manner almost identical to their written counterparts. It is via the creation of class hierarchies and the extensive use of operator overloading that Cþþ can be used to accomplish these mathematical management tasks.
The Matrix Hierarchy
Figure 1 is a class diagram that summarizes our Cþþ implementation of a matrix class hierarchy. It involves a base class called base_matrix that implements the basic components and behavior of full matrices. The class is only meant to handle the intrinsic properties of a full matrix: its size and data. On the other hand, the derived classes matrix and temp_matrix are at the core of the full matrix implementation.
The derived matrix and temp_matrix classes inherit all their data from the base_matrix class and consist of control methods, constructors, a destructor and a number of overloaded operators.
The difference between the matrix and temp_ matrix classes lies in the form of their destructor method, in the way the results of the mathematical operations performed by their overloaded operators are stored, and in how their data is copied when an equality operator is used and when a compound operation is performed.
First, both types of matrices allocate memory for their entries dynamically. Both contain pointers to memory regions that store the data and are allocated as needed during the lifetime of the application. Upon termination of their use, their destructor is invoked. The destructor for the matrix class deallocates the memory used to store its entries, i.e. both the pointer and the data pointed to by it, essentially erasing the data. The destructor for the temp_matrix class does not deallocate the memory, it simply deletes the pointer but not the data pointed to by it.
Secondly, the overloaded operators of class matrix operate only on class matrix objects and objects of primitive type. Within the bodies of these overloaded operators temp_matrix objects are created to store the results of the corresponding operations (summation, subtraction, products, etc.) making sure the original arguments are not changed in any way during the process. These temporary objects are then returned. The overloaded operators of class temp_matrix operate on class matrix, temp_matrix and primitive types. Within the bodies of the overloaded operators, the corresponding operations are performed in place if possible, i.e. the temp_matrix object that is received as an argument is overwritten with the result of the operation in question when the operation can be done in place and then it is returned. In particular, when both arguments are temp_matrix objects, one of them is overwritten with the solution and the data of remaining argument is destroyed since it is no longer needed.
Lastly, when the equality operator is used to assign a matrix object to another matrix object, all their data is copied from one to the other. The body of the operator ¼ ð Þ method copies the data members one at a time. However, when the data pointer is reached, the pointer is not simply copied since that would mean that both objects would be pointing to the same data in memory. This is not what is needed since in the act, the user does not necessarily want the data of the matrix object on left hand side of the operator destroyed when the object on the right hand side is destroyed. When the equality operator is used to assign a temp_matrix object to a matrix object, all the data members to the temp_matrix are simply copied to the matrix object, including the data pointer. Since the temp_matrix destructor does not delete the actual data pointed to by the data pointer, no data is lost.
Both a matrix class and a temp_matrix class are needed for computational efficiency and efficient memory management. We need to examine in detail how a mathematical expression in Cþþ is evaluated, to see the effects of using both types of objects.
The expression D ¼ A þ B þ C is equivalent to the more cumbersome expression D:operator ¼ ðoperator þ ðoperator þ ðA; BÞ; CÞÞ ð1Þ
The operations performed in either scenario are summarized in Table I . By using the matrix and temp_matrix classes, only one block of memory is repeatedly used to store the current result of the operation. Whenever the copy constructor or the equality operator are called, only the pointer to the memory block is copied, not the contents of the block. Then, when the temporary temp_matrix objects are destroyed, only the interface disappears, not the memory block with the data, since their destructor is empty. Using only the matrix class, involves allocating and deallocating memory unnecessarily, and copying possibly enormous memory blocks a number of times directly proportional to the number of operators involved. The use of the matrix class hierarchy as depicted in this study, prevents all these inefficiencies automatically and transparently for the user.
The sparse_matrix Hierarchy
Our Cþþ implementation of a sparse_matrix class hierarchy involves a base class called base_spares_ matrix which implements the basic components and behavior of sparse matrices. Some authors argue that a class such as sparse_matrix should be derived from a full matrix class, since otherwise it is implied that a sparse matrix is not a matrix (Lu et al., 1995) . The philosophy behind the sparse_matrix class hierarchy implementation presented in this study is that, in fact, all matrices are full matrices. The concept of a sparse matrix is simply mathematically convenient, and is thus an artifact. Furthermore, most operations involving sparse matrices benefit from drastically different approaches from those utilized to perform operations between full matrices. Deriving one class from the other unnecessarily burdens their implementation.
No unique standard representation scheme for sparse matrices exists. However, there are popular storage formats thoroughly used in the past. Our implementation attempts to take advantage of the possible structure encountered in matrices generated by FEA formulations. None of the popular storage seemed to provide all the desired features. A decision was then made to derive a storage format combining the features of the compressed row storage, the compressed column storage and the compressed diagonal storage formats (Barrett et al., 1994) .
The sparse_matrix class hierarchy consists of two derived classes sparse_matrix and temp_spar-se_matrix. Both derived classes inherit all their data and basic interface from the base_sparse_matrix class and contain constructors, destructors, and overloaded operators. The operations supported are the most common in FEA applications. Due to their object-oriented implementation, additional operations can be added via new methods in the existing classes, or by additions via derivation and inheritance. Figure 2 summarizes the geometrical management concepts described in "OOFEA in Cþþ-abstractions" section. The node Class
GEOMETRICAL MANAGEMENT
The declaration of the node class encapsulates and hides the properties and behavior of a physical node. In general these includes coordinate information as well as ordering information with respect to the elements and meshes a particular node might belong to.
The node class serves to keep track of the coordinates of the finite element domain. All internal properties of a node object are available to the user via its method interface. The OOFEA toolkit uses node objects extensively. The first node client is the element class hierarchy, and its second client is the mesh class.
The element Hierarchy
The element class is responsible for most of the data handling in an OOFEA application. Its data members and methods store all relevant geometrical as well as physical information pertinent to a physical element: number of component nodes and pointers to them, dimension, number of unknowns, element number, connectivity, order of approximation, interpolation functions and their derivatives, Jacobian information and local solutions. The element interface allows the user to manipulate all its features directly.
One special characteristic of the element class is that it contains data members that are instance of both the node class and the matrix class. The element class contains a list of pointers to its component nodes.
The information related to the way in which local unknowns and coordinates are interpolated can vary from element to element. Furthermore, some applications require elements to store additional information such as properties or boundary conditions. To leverage the polymorphic mechanisms of the language, the element class introduces virtual functions to the picture, and becomes the base class for an element class hierarchy.
Every single FEA application has the potential need for new types of elements. The OOFEA toolkit satisfies this requirement by developing a base element class that encapsulates the common aspects of all elements, and then allowing the user via inheritance to derive all the elements desired.
As an example, four derived element classes are included in the element class hierarchy. Need for these particular element classes emerged as the application described later in this study was developed.
The domain_element class virtual functions will implement interpolation functions and their derivatives based on the dimension of the problem (i.e. twodimensional domains will require two-dimensional interpolation functions).
The boundary_element class will implement corresponding interpolation functions of smaller dimension, i.e. the boundaries of a two-dimensional domain are one-dimensional). A flux_boundary_element class implements one-dimensional interpolation functions and at the same time introduces additional data members and methods to its declaration: the value of the flux at the boundary that can then be used to apply natural boundary conditions, and methods that permit the user to access the new data member.
A convective_boundary_element class implements one-dimensional interpolation functions and at the same time introduces the convection coefficient at the wall of the domain, and the value far away from the boundary of the ambient property of interest being convected. Such an element can be used to describe and manage convective boundary conditions (for example, in heat transfer problems).
A prescribed_boundry_element class also introduces new data members and methods to store Dirichlet type boundary conditions.
The element classes contain all the data and methods that are necessary to implement the weak forms which are generated by the FEA when applied to the governing equations of the problem of interest. Using the OOFEA toolkit, the weak forms obtained by the mathematical analysis done by hand can be implemented in Cþþ in an almost identical form. This is advantageous since it leads to fast prototyping of FEA applications, shorter source codes, increased readability and simplified management.
The mesh Class
The mesh class is the culmination of the OOFEA toolkit. It is a client of all the previous classes and hierarchies, and provides the user with the methods necessary to process the crucial elemental weak forms previously described and generate global systems of equations which when appropriately solved, yield the solutions to the problems being attacked.
The data members of the tt mesh class are mostly comprised of pointers to both element and node objects, as well as global solutions for the unknowns of interest of the problem of choice. However, the provided methods are what make the class a powerful FEA tool. In general, methods are provided for:
. Loading node, element and mesh data from file to define a problem of interest including all involved element types (domain, flux, convective and prescribed). . Loading initial conditions as well as global mesh information. . Assembly and disassembly routines operating on userdefined functions and generating mathematical management objects (matrix and sparse_matrix objects). . Boundary condition application, and most importantly. . General evaluation of user-defined functions created with the OOFEA toolkit classes describing any weak forms of the problem of interest.
Why does the mesh class operate on functions defined by the user instead of on some sort of weak_form object? The reasons is that since there is no general structure for a weak form generated by the FEA, other than the fact that they involve matrix algebra operations, any particular weak_form object quickly becomes inadequate for a new application. Letting the user define the needed weak forms as functions which operate on element objects, and return temp_matrix objects that are the result of the required matrix operations seems to be a more general approach. The mesh class then uses these functions as arguments to the assembly methods previously mentioned.
Supporting Iterator Classes
As described in "OOFEA in Cþþ-abstractions" section, a set of iterator classes has to be defined to access the FIGURE 2 Geometrical management class hierarchy.
objects that describe the problem domain. Figure 2 shows four iterator classes in the toolkit with self-describing names: Nodes_of_Element, Nodes_of_Mesh, Domain_Elements_of_Mesh and Prescribed_ Elements_of_Mesh.
NATURAL CONVECTIVE FLOWS
A major goal of this work is to suggest that a number of problems of increasing difficulty and importance in the CFD arena can be implemented and solved using the OOFEA toolkit relatively quickly and with minor effort. The remaining part of this study will concentrate on a particular area of the CFD arena: the simulation of laminar and turbulent natural convective flows in enclosures. A natural convection simulator will be developed using the OOFEA classes and methods, it will be used to solve representative problems in this area, and a numerical study of such flows will be presented.
Unresolved Aspects of Natural Convective Flows
This study will concentrate on natural convection induced by temperature differences only. The choice for thermally buoyant flows is partially due to their common appearance in mechanical engineering applications related to energy collection, power generation, and heat rejection. Buoyancy induced flows are different from other everyday flows which are driven by other, usually man-generated forces like pumps, fans, pistons, and many other mechanical devices. The differences lie in the fact that, as opposed to the latter, where the forced motion dominates most of the flow and is well known a priori, in buoyant flows almost nothing is known about the final state of motion a priori. In fact, most buoyant, flows can be generated from rest conditions. This is so because of the direct coupling between the motion and the mechanism of density change. In that sense, transient as well as steady-state behavior is of major importance.
Leading experts in the field have identified a number of aspects of natural convection flows as topical areas worthy of in-depth study and research (Aung and Yener, 1985) . Among all these possible areas of study, three are of special interest: (1) flow in enclosures, (2) turbulence modeling, and (3) numerical methods.
In this and a previous study (Moreno, 1994) . the main objective will be to analyze thermally buoyant internal flows. This coincides with the interest in thermally buoyant flows, since most of the mechanical systems in which these are involved; the medium is fully or partially enclosed. In particular, there is interest in describing the motions that arise in these types of cavities as the coupling between momentum and energy exchange becomes more pronounced. There is also interest in describing the differences between two-dimensional and three-dimensional motions in these enclosures. Furthermore, the effects of baffles and internal bodies are not well understood and very little work has been done. These questions in particular were addressed previously (Moreno, 1994) .
On the other hand, some important questions remain. In particular, it is of interest to show how to use turbulence modeling to describe the flow motions when the momentum -energy exchange is very large and therefore, the flows are beyond the laminar range. It is also of interest to show how the finite element method can be used to attack these problems, and it is even of further interest to demonstrate the use of techniques capable of describing the transient behavior of such flows. These are the questions to be addressed in this study.
Turbulent Natural Convection in Enclosures: Literature Survey
In this section, we will concentrate on trying to present a small picture of some of the work that has been done in relation to the investigation of turbulent natural convective flows in enclosures. In particular, previous work performed in a vertical cavity with differentially heated walls is of interest here. Fraikin et al. (1980) apparently obtained the first stable solution for fundamentally two-dimensional turbulent natural convection using the k -e model. They studied a square channel with isothermally heated and cooled vertical walls and linear temperature profiles along the lower and upper horizontal boundaries. Their calculations were for air at Grashof numbers between 10 7 and 10 8 . The Grashof number Gr is defined as the ratio Ra/Pr. Farouk and Guçeri (1982) also used the k-e model to compute the turbulent natural convection in the horizontal concentric annulus between a heated inner and cooled outer cylinder at Rayleigh numbers up to 10 7 . Later on, Markatos and Pericleous (1984) studied the thermally driven cavity problem for Rayleigh numbers between 10 3 and 10 16 and a Prandtl number of 0.71. Their study attacks the steady form of the governing equations, including the steady form of the k -e model. Similarly, Guçeri and Farouk (1985) , used a steady formulation to solve both laminar and turbulent flows in several geometries. On the other hand, Ozoe et al. (1985) , used the time-dependent k-e equations to obtain numerical results for differentially heated vertical rectangular cavities at several Rayleigh numbers between 10 6 and 10 11 for Prandtl numbers between 6 and 10. They performed an extensive sensitivity study of the constants used in the k -e equations. In their study, they also observed transient and steady oscillations in the core that, of course, cannot be observed using steady formulations. It seems that Staehle and Hahne (1982) also observed these oscillations before. Later on, Ozoe et al. extended their solution scheme to three-dimensions and performed an analysis on a cubic cavity heated from the bottom and from the side. However, they did not make use of their previous sensitivity results to change the constants of the k-e model.
The importance of the two-dimensional driven cavity problem cannot be ignored if one examines some of the work done in the past five years. Paolucci (1990) performed a direct numerical simulation of the driven cavity problem which suggests that these kinds of problems can be resolved to some extent with today's techniques, specially if adaptive meshing techniques are used. Barakos and Mitsoulis (1994) presented a study of both laminar and turbulent results in the thermally driven cavity for Ra between 10 3 and 10 10 and attempting to use different types of wall function for several or all problem variables, but found that introducing wall functions for the velocity and temperature pushed the transition to turbulence down to the Ra ¼ 10 6 region. Furthermore, just in the last year, Henkes and Hoogendoorn (1995) presented a paper which represents the effort of 10 international groups which attempt to solve the thermally driven cavity problem in two-dimensions for one particular case, Ra ¼ 5 £ 10 10 ; Pr ¼ 0:71 and A ¼ 1: The results presented involve solutions using a multitude of in-house and commercial codes, solver implementations, grid resolutions, and boundary condition variations. They also report a multitude of numerical difficulties, differences in the solutions, problems with commercial codes and necessary tricks for the successful simulation of the steady formulation of the governing equations. Finally, Pérez-Segarra et al. (1995) have solved a set of two-dimensional thermally driven cavity problems with internal bodies and also inflow and outflow conditions using a time-dependent formulation of the governing equations. All these works made use of the k-e turbulence and some of its low-Reynolds number variants to evade the use of wall functions.
Although this survey is by no means complete, it introduces the issues, approaches, and some of the previous work done in the area. The following chapters will describe in detail the governing equations, the numerical methods, the computational implementation and the numerical studies performed using the OOFEA toolkit to develop a finite element based turbulent and laminar natural convection simulator for flows in enclosures.
The k -e Turbulence Model
The two variables that give the model its name can be defined in terms of the mean value of nonlinear functions of the fluctuating properties of the flow in question as
where n ¼ m=r is the kinematic viscosity, u 0 i is the fluctuating component of the fluid velocity in the ith direction, and u 0 i;k is the gradient of those fluctuating velocity components in the kth direction. These turbulence quantities are determined via the solution of advectiondiffusion type transport equations. Presentation of the particular form of these equations for the solution of turbulent natural convective flows in enclosures will be postponed until this section.
It is sufficient to say here that the formulation used is that proposed by Launder and Spalding (1974) , but simply altered to take into account the production of turbulence energy and the rate of dissipation of turbulence kinetic energy by buoyancy effects. Even the original equation coefficients are the same except for several ones associated with the new buoyancy terms. Physically, the k equations represent the way in which the turbulence gains energy from the mean flow, cascades it down to lower and lower scales, until it is dissipated via viscous effects, which is represented by the e equation.
In general, the initial conditions are dependent on the type of flow of interest. In the case of natural convective flows in enclosures, the initial conditions used have been very small uniform distributions of k and e. Once any particular simulation yields a converged value for both k and e, these values are used as initial conditions instead.
The k -e model used in this study is a high Reynolds number model and is only valid in the fully turbulent regime. Since, close to any boundary there exists a small fluid layer where viscous effects dominate over turbulent ones, this two-equation model is not valid. This small fluid layer is called the viscous sublayer. Although modified ke models valid for low Reynolds number regions exist, the most common approach is to use the standard k -e model, and specify the boundary conditions for k and e away from the wall using what are called wall functions.
Computationally, this means first that the boundary conditions will be applied at the grid point closest to the wall but not in it, and that the boundary conditions will have to be recalculated every time the flow characteristics change. In particular, for natural convective flows in enclosures, Dirichlet boundary conditions can be derived for both k and e as long as they are placed closed enough to the wall to be in the fully turbulent log layer. By assuming that the behavior of turbulence in the small layer of fluid next to the wall is such that the rate at which turbulence kinetic energy is produced is the same at which it is being dissipated, then the turbulence is in equilibrium. In that case, k -e model reduces to the mixing length hypothesis and the universal log-law is assumed to be valid. Using these assumptions and arguments, boundary conditions for k and e can be derived in the form
where y p is the normal distance between the boundary and the grid point at which the boundary condition will be applied, C m ¼ 0:09; k ¼ 0:41 is the von Karman constant, and u * ¼ ffiffiffiffiffiffiffiffiffi ffi t w =r p is the friction velocity which can be approximated numerically by the gradient of the tangential velocity at the point where the Dirichlet boundary condition is to be applied (Launder and Spalding, 1974; Ozoe et al., 1985; 1986; Hoffmann, 1989) .
PROBLEM FORMULATION AND GOVERNING EQUATIONS
In the current study, the fluid in question is considered to be incompressible and viscous, and the domain is threedimensional (3D). To examine the fluid flow, we will solve the unsteady Reynolds averaged Navier -Stokes equations coupled with the energy equation, all in their primitive variable ð u 2 v 2 w 2 p 2 uÞ form. To account for turbulent motion, a k-e turbulence model is also included. In this formulation u¯, v and w represent the average fluid velocities in the x, y and z directions, respectively, while p and u¯represent the average pressure and average temperature, and k and e represent the kinetic energy of the turbulence and the dissipation of turbulence, in that order.
By introducing a reference velocity
where W is the representative length scale of the domain, usually the width of the cavity in question, the set of non-dimensional variables
is generated, as well as the set of dimensionless parameters, coefficients and predefined constants
s t ¼ 0:90 -1:00 s k ¼ 1:00 s e ¼ 1:30
where H is the height of the cavity, Ra the Rayleigh number, Pr the Prandtl number, A the aspect ratio, and in particular, n * t is the turbulent viscosity which incorporates all Reynold stresses into the diffusion terms of all transport equations. Given these, we can write the momentum, energy and conservation of mass equations in index notation as
where the u * i or u * j notation represents the nondimensional average velocities u*, v* and w*, the ,i* or ,j* notation represents partial derivation with respect to the non-dimensional directions x*, y* and z*, the ,t* notation represents partial derivation with respect to the non-dimensional time t*, and the d ij notation is the Kronecker Delta which is defined as:
Using the same notation, the non-dimensionalized k-e turbulence equations can be written as
where P * k and G * k correspond to the non-dimensional shear and buoyancy production rates of the turbulent kinetic energy, respectively. As described in "The k-e turbulence model" section, the boundary conditions for the turbulence model are specified as the grid point next to the wall. In their dimensionless form, the Dirichlet boundary conditions are
where u * * represents the non-dimensional friction velocity and y * p is the non-dimensional normal distance between the innermost grid point and its closest boundary.
The major assumptions made in this formulation of the governing equations of fluid flow are as follows. First, the Boussinesq approximation is in effect, which states that the temperature induced density variation in the natural convective flow is negligible in the governing equations except in the buoyant body force term that elicits the buoyant fluid motion. Evoking this assumption implies that the temperature dependence of the density can be written as Dr ¼ 2brDu where r is the density, b is the coefficient of thermal expansion and u is the temperature. Furthermore, the enthalpy of the fluid is assumed to be a function of temperature only, such that the energy equation reduces to an equation of temperature variation (Jaluria, 1980) . Finally, the physical properties of the flow are constant (Ramaswamy, 1988) . By choosing a reference temperature u r ¼ 293 K and a temperature difference ðu h 2 u c Þ ¼ 20 K; and overheat ratio d ¼ ðu h 2 u c Þ=u r ¼ 0:068 is obtained, which is small enough to guarantee the validity of the Boussinesq approximation applied to the governing equations. At this reference temperature, and using air as the working fluid, Pr ¼ 0:71: By holding the overheat ratio constant, and increasing the cavity's characteristic length, increasing values of Ra are obtained.
The new few sections concentrate on how these equations are to be solved using the finite element method and a semi-implicit time-stepping technique, combined with a projection scheme. For the sake of clarity, the * notation indicating the variables are non-dimensional will be dropped in the subsequent discussion.
NUMERICAL PROCEDURE Time Discretization
The temporal variables in the governing equations are discretized using a semi-implicit time-splitting scheme. The advection terms are advanced using the explicit Adams -Bashforth methods, while the viscous terms are advanced with the help of the implicit Euler scheme. The implicit aspect of the method enables one to use large time steps due to better stability, while the explicit aspect of the method reduces the required storage due to the use of condensed matrices (Jue, 1992; Ramaswamy et al., 1992; Ho and Ramaswamy, 1994; Chippada, 1995) .
On the other hand, the fractional-step method is used to solve the governing equations. The method, as applied to Eqs. (11) -(16) involves four major steps.
Step 1: Intermediate Velocity Calculations In this step, the pressure terms in the momentum equations are dropped. Their solution then is solely based on the advection and diffusion terms. The resulting velocities do satisfy the boundary conditions, but are not divergence-free. These intermediate velocities will be labeled ũ, ṽ and w . The resulting formulation in index notation is:
where
Step 2: Velocity Corrections
The resulting intermediate velocity field is corrected by the dynamic effect of the still unknown pressure p by including the pressure gradient that was eliminated in Step 1. By the Helmoltz decomposition theorem, the intermediate velocity field can be written as a sum of a divergence-free field and a zero-curl field (Ramaswamy, 1988) . The divergence-free filed is the actual velocity one is interested in, and the irrotational field is related to the gradient of the pressure. The resulting formulation in index notation is:
Step 3: Pressure Calculations
By taking the divergence of the velocity correction equations and adding them, a Poisson equation can be obtained for the unknown pressure field p. The resulting formulation in index notation is:
Solving Eq. (23) yields the pressure field necessary to correct the velocities in Step 2. To solve the equation, appropriate boundary conditions must be specified. For example, a Neumann condition at the boundaries can be obtained which has the form:
;n ¼ f where f ¼ 0 at no -slip boundaries ð24Þ
Step 4: Temperature, k And e Calculations Given the divergence-free velocities, the energy equation, together with the k and e equations can be solved. The resulting formulation in index notation is:
Spatial Discretization
The spatial variables are discretized by splitting the domain V whose boundary is G into non-overlapping, finite elements. Using the Galerkin method of weighted residuals, the global weighted residual integrals corresponding to the governing PDEs are transformed into local weighted residual integrals over each of the finite elements spanning V, call them V e . The functional behavior of the variable x within an element is written as a linear combination of n interpolation functions N i , appropriately scaled by n scalar values of x i of the variable at key points within the element, i.e. x ¼ x i N i in index notation, or x ¼ Nx ¼ ðx T N T. Þ T in matrix notation, where N ¼ ½N 1 N 2 N 3 . . .N n and x ¼ ½x 1 x 2 x 3 . . .x n T : If the approximate solutions for the variables in the time-discretized governing Eqs. (20) -(27) are written as:
then, after the application of the divergence theorem on the resulting weak forms and after assembly into global form, the following system of nonlinear matrix equations is obtained:
The coefficient matrices in the above finite element equations can be defined locally for each element, and can then be assembled to form the global system of equations. Each of these local weak forms is then represented by an user-defined function using the OOFEA toolkit class hierarchies, which can then be evaluated at will using the geometrical and mathematical management tools of the toolkit in order to create a three-dimensional laminar and turbulent thermal natural convection simulator.
SOLVER IMPLEMENTATION USING THE OOFEA CLASSES AND METHODS
The turbulent natural convection simulator that implements the weak forms and solves the finite element equations presented in the previous section uses them in their three-dimensional form. Their two-dimensional representation is obtained by eliminating the transverse velocity components (i.e. the w components).
The structure of the resulting simulator can be described in the following manner:
. User definition of the necessary weak forms present in the finite element equations. . User input processing-loading initial and boundary conditions, nodal coordinates and element connectivities. . Declaration of mesh object, and its initialization. This creates all necessary node and element objects for the simulation. . . Final post-processing and permanent storage of solutions.
At this point, it is important to stress the advantages of the OOFEA toolkit implementation of the solver in comparison to other implementations:
. Fast prototyping of the necessary weak forms: all weak forms involved are declared in the same manner, all utilizing the method inteface of their element arguments. . Ready-to-use gather and scatter operations: distribution of global solutions to the elements (scatter ) and collection of local element solutions into global solutions (gather ) operations are directly available via the mesh interface. . Ready-to-use assembly operations: automatic evaluation and assembly of user-defined weak forms into sparse_matrix objects which can be used directly in mathematical operations. . Linear algebra support: all resulting mathematical entities are linear algebra objects, for which all important mathematical operators have been redefined for clarity and efficiency. This provides "what-you-seeis-what-you-get" (WYSIWYG) mathematical equations.
. Standardized access to problem data structures: via the provided and user-derivable iterator classes, access to the problem's data structures is standardized. This is particularly important in order to accomplish tasks such as: boundary condition changes (for time-varying boundary conditions), nodal coordinate changes (for r-adaption codes), connectivity changes (for h-adaption codes). . Completely dynamic memory allocation: all memory is allocated dynamically and automatically deallocated for better memory management. . Unlimited object capability: with the provided system of classes and methods, multiple domains and/or problems can be worked on simultaneously (for domain -decomposition methods).
The next few sections present a numerical study performed with the implemented simulator.
THERMALLY DRIVEN CAVITY
The domain in question is a square vertical cavity whose left and right vertical walls are isothermal at two slightly different temperatures. The left wall is kept at a higher temperature than the right wall, so there is a thermal gradient between them. The remaining parallel horizontal walls are adiabatic and enclose air with a Prandtl number of 0.71 within the cavity. The aspect ratio of the cavity is A ¼ 1; and by appropriately increasing the characteristic length W of the domain, a variety of Rayleigh numbers can be achieved. In all cases, the non-dimensional form of the equations yields a unit height and length cavity. A no-slip boundary condition is valid at all the enclosure boundaries for both the intermediate and divergence-free velocities of the resulting formulation, the temperature is specified at the isothermal walls, and the normal gradient of the pressure at all system walls is zero.
For both laminar and turbulent results, a strongly nonuniform mesh is used to correctly resolve the large velocity and temperature gradients that emerge as the Rayleigh number increases, in particular for the turbulent cases. If there is enough resolution in the mesh, the velocity profile within the boundary layer should be smooth. If it was not, discrepancies in the boundary layer would affect the fluid core, which in term would affect the boundary layer, leading to possibly different numerical solutions for the flows involved. A power-law clustering technique is used to generate the mehses for this numerical study (Hoffmann, 1989) . Given an uniform distribution of grid points within a rectangle domain of width W and height H in the mutually orthogonal directions j and h, the corresponding distributions of x and y are given by the transformation equations Laminar results where obtained for low Rayleigh numbers using rest conditions as initial conditions, that is, all velocities are zero to begin with, as well as the temperature. Once a result was obtained for a particular Rayleigh number, these solutions were used as initial conditions for subsequent Rayleigh numbers.
Turbulent results were also obtained in a similar manner. For a particular Rayleigh number, the velocities and temperature are zero to begin with. However, the definition of boundary and initial conditions for k and e and their nondimensional counterparts is not straightforward. Great care was taken to define the initial conditions such as to be consistent with the values of n * t ; k* and e*, to prevent the ratio e*/k* to be too large during the initial steps of the simulation, and to be consistent with the physical conditions of the problem. As will be seen later, consistency tests, which involve solving known laminar states using the k-e turbulence model to determine if they also predict laminar solutions, have been used to corroborate the implementation of the turbulence model. For the case where Ra ¼ 10 6 ; a known laminar state, a solution with the k -e turbulence model was sought. In this case, initial rest conditions were used for the velocities and temperatures. Knowing the solution should be laminar, n * t ; k* and e* should be zero. However, this would introduce undefined terms in the solution. Hence, an initial distribution of n * t was chosen to be uniform over the domain with a value of Pr=100; which is small in comparison with the actual viscous effects. Solutions were obtained that yielded actual distributions of k* and e*, which produced vanishing values of the turbulent eddyviscosity, in other words, an essentially laminar solution was obtained with the k -e model. The resulting distributions of k* and e* for this case were then used as initial conditions for all other turbulent numerical experiments.
Laminar Simulations for Ra Between 10 3 and 10 6 Table II is a summary of the results obtained using the laminar portion of the natural convection simulator. The results are compared with the benchmark solutions reported by de Vahl Davis (1983) . Good agreement is found for all field variables and locations. The results reported by de Vahl Davis have been extrapolated using Richardson's extrapolation to obtain their desired accuracy. Furthermore, the benchmark results are given at the extrapolated locations, not at their closest grid locations, using a fourth-order polynomial approximation. Accordingly, the benchmark values are supposed to be within 1 and 6% of the actual grid values. The results of this study are reported at their grid locations. As can be seen, good agreement is obtained. The difference in the Nusselt number however can reach up to 10% at the highest Rayleigh number. We expect better agreement if extrapolation is used, but as has been pointed out by Markatos and Pericleous (1984) , the calculation of the Nusselt number is very sensitive to the form of its calculation. Since we are using an irregular mesh instead of a regular one, the differences observed can be attributed to the different formulations used to estimate the Nusselt number at the wall. In fact, better agreement of the Nusselt number is obtained when compared to the results of Markatos and Pericleous. The results of Markatos and Pericleous are so similar to those of de Vahl Davis that they are not presented here. However, their large Rayleigh number results will be used later on for the discussion of the turbulent simulations in this study. It is necessary to point out that the results by de Vahl Davis and by Markatos and Pericleous, and of many others as well, are the result of solving the steady-formulations of the governing equations. Hence, the results they obtain are only steady results. Furthermore, they cannot generate time-accurate histories with these formulations. As was mentioned in "Unresolved aspects of natural convective flows" section, time evolution of these processes is of practical importance and scientific interest. Furthermore, as will be seen later, the use of steady formulations cannot predict steady oscillations in the core of a turbulent flow as time-dependent schemes can.
Consistency Tests at Ra 5 10 6 , 10 7
A consistency test is defined here as a numerical experiment in which the validity of a computer model and its correct implementation can be assessed. For the case of turbulent natural convection in a differentially heated square enclosure, it is suggested here that such a consistency test exists.
If the k -e turbulence model is appropriate for these types of flows at high Rayleigh numbers, and furthermore, if it has been correctly implemented computationally, then numerical experiments can be performed with the turbulence model, for which no turbulence should be observed, and in the limit of the simulation, close to laminar results should be obtained.
In this study, laminar solutions for Ra ¼ 10 6 and Ra ¼ 10 7 were obtained numerically using a laminar solver. Then, solutions were sought using the k -e model at this same Rayleigh numbers. Strongly non-uniform meshes with 33 £ 33 grid points were used to resolve the boundary layers. It is here suggested that a correct implementation and adequate mesh resolution should force the turbulent simulation to yield close to laminar results at these Rayleigh numbers, which are known to be laminar. This should be reflected in a non-zero but extremely small turbulent eddy-viscosity, and mean velocity and mean temperature distributions similar to those obtained in the laminar case.
The Ra ¼ 10 6 test was performed from scratch, that is, the fluid was at rest initially, the temperature distribution over the domain was zero, and an initial distribution of n * t ¼ Pr=100 as previously described was used. Initially, the solution develops as the laminar solution does. At some point in time during the simulation, small oscillations appear near the isothermal walls. These oscillations seem to be the result of the turbulence model attempting to take the solution from a laminar state to a turbulent state. However, as time progresses these oscillations are quenched. After these oscillations disappear, the solution proceeds forwards in time in such a way that the turbulent eddy-viscosity approaches zero. After a long time, the solution reaches the state in Fig. 3 . As expected, the resulting velocity and temperature fields are almost identical in both cases
The Ra ¼ 10 6 results were used as the initial conditions for the case Ra ¼ 10 7 : Figure 4 is the state reached by the turbulent simulator where the turbulent viscosity is extremely small but non-zero. As can be seen, the agreement between the solutions is very good at this Rayleigh number too, as expected.
Turbulent Simulations for Ra Between 10
8 and 10
10
Since the simulations at some laminar Rayleigh numbers were successful using the turbulence model in the question, it was thought that solutions at higher Rayleigh numbers would not be much harder to come by. That was simply not true. Throughout our study of turbulence of these turbulent flows, a significant number of technical difficulties in applying the turbulence model were encountered, which are independent of the solver implementation. The OOFEA toolkit served well as the development platform for the simulator: it permitted the straightforward declaration of the necessary weak forms and the solution of the governing matrix equations. Furthermore, it allowed the direct manipulation of the boundary conditions for the turbulence model, which turn out to be extremely important in order to obtain non-diverging solutions of the problem.
As it turns out, the major hurdle in turbulent simulations is the appropriate resolution of the boundary layer so as to obtain reasonable profiles for the different field variables, such as the vertical velocity, but in particular the turbulence kinetic energy and the rate of dissipation of the turbulence kinetic energy (i.e. v*, k* and e* in their dimensionless form). On the other hand, another major hurdle in this study has been the lack of timedependent studies of these flows in the literature. Most studies in the literature use steady-formulations, for which a number of tricks, acceleration techniques, exist and can be used to reach a steady-state solution. However, these steady results cannot predict the richness of behavior that can be observed via time-dependent simulations. Necessarily then, they do not experience the same kind of difficulties, and seldom can guide the researcher in the right path.
To begin with, after the successful simulation of a laminar solution for Ra ¼ 10 7 Using the k-e turbulence model, a simulation for Ra ¼ 10 8 was performed using the same 33 £ 33 grid point mesh with a clustering parameter Markatos and Pericleous (1984) present results for this and higher Rayleigh numbers using a very similar k-e model, but in its steady form. The results for Ra ¼ 10 7 were used as initial conditions.
Initially, the simulation seemed to be approached the steady-state described by Markatos and Pericleous, but it became obvious as more and more iterations were performed that the solution was not converging to a particular state, but seemed to approach the steady solution to later on return to a previous state. At first, we thought that we might be observing some kind of transition phenomena, a jump from laminar to turbulent flow since 10 8 seems to be a borderline value between fully turbulent and laminar flows. For that reason, it was decided to proceed with the calculation at a larger Ra such as 10 9 . At Ra ¼ 10 9 ; the boundary layer is even thinner than at previous Rayleigh numbers, and we suspected that after using a 33 £ 33 mesh for the previous three Rayleigh numbers of interest, a finer mesh would be needed. A decision was made then to use a 51 £ 51 mesh with a clustering parameter b ¼ 1:01 for this new simulation. Using the results at Ra ¼ 10 7 as an initial condition, an oscillating solution was again found after a large number of interactions (about 6000). At this Rayleigh number, the oscillations could not be attributed to a transition phenomenon. However, under careful scrutiny, it was observed that the dominating wall bounded region of the flow seemed to have a steadier profile of variables. As it turns out, several other researchers have observed steady oscillations of the time-averaged variables of the flow. In particular, Staehle and Hahne (1982) observed damped oscillations in these types of flows, and noticed that their dampening decreases as the Rayleigh number increases. Ozoe et al. (1985) , who also performed a time-dependent analysis of these enclosed flows observe exactly the same behavior we observe and suggest that it corresponds to real physical behavior. None of these oscillations can be observed if steady formulations are used, and that is why they are not reported in most of the numerical work on natural convective flows in enclosures.
If we accept that these oscillations within the core of the flow are physical, and that these oscillations are damped within the relatively fast moving boundary layers at this Rayleigh number, why is it that similar behavior in the boundary layers was not found at Ra ¼ 10 8 Careful examination of the distribution of v* and k* at various locations within the domain, reveals that it is not only important to resolve the peak of the velocity in the boundary layer, but also to resolve the peaks of the turbulence kinetic energy. It is true that less resolution is needed to resolve the velocity peak than the turbulence kinetic energy peak. If these peaks are not resolved, then the distributions of the velocity and turbulence kinetic energy are not physically correct and the whole cavity flow is affected as the simulation progresses. If one examines these profiles for the cases between 10 8 and 10 9 previously discussed, one can discover that the velocity peak was adequately resolved in all cases with the selected meshes, while the peak of the turbulence kinetic energy profile was adequately resolved in every case except in that where the Rayleigh was 10 8 . It seems then that using a finer mesh such as the 51 £ 51 mesh used for the Ra ¼ 10 9 case would have yielded the solution we sought. Figure 5 represents the wall bound portion of the distribution of v* and k* at the horizontal centerline of the cavity ðy * ¼ 0:5Þ for the cases of Ra ¼ 10 6 Ra ¼ 10 7 ; while Fig. 6 are those for the cases of Ra ¼ 10 9 and Ra ¼ 10 10 : There are enough grid points surrounding the peak value of both v* and k* to provide a turbulent solution. On the other hand, when compared to the top part of Fig. 7 , it is clear that the k* distribution has not been resolved correctly and extra peaks are observed near the wall. The bottom part of the figure results from refining the mesh from 33 £ 33 grid points to 55 £ 55 grid FIGURE 5 Distribution of the dimensionless vertical velocity and the dimensionless turbulence kinetic energy in the horizontal centerline of the cavity in the region next to the left isothermal wall for the cases of Ra ¼ 10 6 (top) Ra ¼ 10 7 (bottom).
FIGURE 7 Distribution of the dimensionless vertical velocity and the dimensionless turbulence kinetic energy in the horizontal centerline of the cavity in the region next to the left isothermal wall for the case of Ra ¼ 10 8 when the a 33 £ 33 mesh is used (top) and a 51 £ 51 mesh is used (bottom). points as previously suggested. The change in the resolution of the peak value is obvious. As for the Ra ¼ 10 10 case, preliminary results of simulations using the 10 9 results as initial conditions and the same mesh structure indicate that the mesh is adequate to resolve the velocity and turbulence kinetic energy peaks. Only time is needed to let the boundary layer flow stablilize.
Some of the transient behavior observed in these simulations is quite interesting. As the Rayleigh number is suddenly increased, as when simulation for a particular Rayleigh number is started with results from a similar simulation at a lower Rayleigh number, the velocity at which the fluid near the isothermal walls moves increases due to the increased strength of coupling between the momentum and energy equations. This increase in velocity forces the fluid moving up the hot left wall, and the fluid moving down the cold right wall, to impact the corners of the cavity with more force. As the fluid turns due to the geometry, the flow is observed to recirculate at the top and bottom adiabatic walls. However, as time progresses, the intensity of the turbulence also increase due to the increase in the Rayleigh number and the recircualtions over the adiabatic boundaries are dissipated.
Another interesting effect of these sudden changes in the Rayleigh number has to do with the formation of rotation cells between other rotation cells, as in the laminar case for Ra ¼ 10 6 : Markatos and Pericleous (1984) were surprised to observe a third clockwise rotating cell form in the middle of the cavity when they expected a counterclockwise one to reduce the shear between the other two. In their steady results for Ra ¼ 10 10 the similar set of three clockwise rotating cells is observed. In our preliminary results at this Rayleigh number, early on in the simulation, three circulation cells can also be found (arguably the are the same cells at a previous state). However, as they expected, the cell in the core rotates counterclockwise. Since the turbulence has not yet had time to compensate for the change in Rayleigh number, there is not enough dissipation yet to dissipate this motions such that the temperature gradients in the core can generate clockwise circulations instead.
Figures 8 -13 represent the mean characteristics of the flow, as well as the velocity and heat transfer rate distributions for the turbulent case where the Rayleigh number is 10 9 . These results were obtained after a very large number of iterations. The reason is mainly that we were expecting a converging solution, and instead obtained an oscillating one as previously described. However, at the stage presented, the results in the region of dominance (not in the core) have stabilized considerably. In particular, the core is again thermally stratified, and the thermal gradient near the vertical walls is extremely large. In fact, by looking at the Nusselt number distribution over the heated vertical left wall, the Nusselt number is about 10 times larger than that observed at Ra ¼ 10 6 : Furthermore, by examining Fig. 12 and Table III, the maximum non-dimensional turbulent viscosity is about 7.58, which is about eleven times larger than the Prandtl number ðPr ¼ 0:71Þ which indicates that the maximum turbulent diffusivity is about eleven times the molecular FIGURE 8 Transient recirculation near the adiabatic walls of the cavity as observed during the time-accurate simulation of turbulent thermally driven cavity flows.
FIGURE 9 Transient counterclockwise rotating cell within the core of the flow as observed during the time-accurate simulation of turbulent thermally driven cavity flows. kinematic viscosity. The observed patterns are qualitatively similar to those observed for similar problems in the literature (Markatos and Pericleous, 1984; Ozoe et al., 1985; Henkes and Hoogendoorn, 1995) .
CONCLUDING REMARKS
In this study, an oriented implementation of the finite element method in Cþþ has been designed, tested and introduced, in the context of CFD applications. The resulting system of class hierarchies allows a user to computationally represent arbitrary weak forms obtained from the mathematical analysis of problems of interest. These weak forms can then be managed, evaluated, and assembled into linear algebra entities that can then be efficiently manipulated. The resulting OOFEA toolkit can then be used to rapidly develop new applications, and implement new concepts and ideas in a coherent and integrated platform. In particular, a laminar and turbulent natural convection simulator has been developed with its help. The simulations of the turbulent flows turned out to be much more complicated than expected. In particular, the selection of appropriate boundary conditions, mesh resolution and initial conditions is never straightforward. Furthermore, even when the time-dependent formulation that works so well with the laminar simulations is used, very long simulations are required to obtain adequate turbulent results. Also, the possibility of comparison with other simulations is also a very complicated issue, since a significant number of slightly different approaches exist in the literature. On the other hand, our main goal was to attack a complex and significant CFD application of interest with the OOFEA toolkit. This task has been accomplished.
The future of CFD and other computationally intensive research areas seems directly linked to object-oriented design. The further along the research community comes to actually simulate all interesting phenomena related to practical engineering problems, and the more complex and flexible the resulting codes will have to become in other to justify their use and development costs. Complexity and flexibility are two concepts that in general do not coexist in harmony. However, object-oriented techniques provide a design and programming philosophy in which careful analysis and abstraction of principles can yield complex and flexible computational tools.
FUTURE WORK
The OOFEA toolkit can be extended in several areas. The toolkit currently implements the Glerkin method of weighted residuals, where the interpolation function used to describe the mathematical behavior of the weighting function and the residual are the same. However, any other method of weighted residuals could be implemented if the element class is redefined to include both interpolation FIGURE 12 From top left to bottom center: contour plots of the non-dimensional turbulence kinetic energy k*, the dimensionless rate of dissipation of turbulence kinetic energy e*, and the non-dimensional turbulence viscosity for the turbulent case with the Ra ¼ 10 9 : functions for the weighting function and for the residual. The toolkit would then be capable of using other popular PDE solution techniques (e.g. finite volume method using a finite element method together with the subdomain method of weighted residuals). The mathematical management tools can also be enhanced. After a linear algebra interface is provided, the actual implementation of the mathematical operations is transparent to the user (he/she has no direct contact with the implementation of the operations). Transparent parallelization of the operations is a possibility. Every time the user requires a linear algebra operation, the appropriate parallel operation is performed using parallel programming tools such as PVM or MPI. Transparent interfaces like those that can be generated in objectoriented languages are a logical vehicle for enabling the user community with these complex solution strategies.
Finally, the representation of scientific and engineering knowledge is not exclusively representable by governing equations. Experience and empirical information are sources of engineering knowledge that have been difficult to represent in software in the past. With the "softer" computing techniques such as expert systems, artificial neutral networks and fuzzy logic, these other types of knowledge can be represented in a computational environment. The Object-oriented implementation of these techniques seems natural and has been used. By creating an object-oriented FEA toolkit, we are making both types of knowledge share the same common language. It is then time to attack problems using both computing arsenals. We intend to pursue these ideas in the near future, since we have already developed objectoriented neutral network and fuzzy logic simulators.
