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Compressed Sensing (CS) refers to the mathematical find-
ing that perfect reconstruction of a high dimensional state
can be possible also from much lower dimensional sam-
ples provided the state representation is sufficiently sparse.
Since neuronal activities in cortex are in fact sparse it is
tempting to explain certain aspects of neuronal coding in
terms of CS ([1] and [2]). The applicability of CS to neuro-
nal structures and activities, however, critically relies on
realistic assumptions about the neuronal mechanisms that
could implement efficient algorithms. Here we investi-
gated the feasibility of CS with rate coding neurons. Also,
we are interested in the speed-precision tradeoff of recon-
structions using spike-based algorithms similar to the one
we introduced previously [3].
We find that a biologically plausible algorithm for non-
negative activities can efficiently exploit the information
contained in stochastic spike events and converges to
close solutions for a wide range of sparsenesses and
under-samplings.
Figure 1 shows the root mean squared error (relative to
the initial error) averaged over 10 examples depending
on proportion of zeros in the representation on the
abscissa and the compression ratio M/N on the ordinate,
where M is number of observed neurons and N (here set
to 500) is the dimension of the underlying state.
We also investigated conditions on the generating
matrix that would facilitate satisfactory reconstructions
from limited numbers of spikes. Learning such struc-
tures with sparseness constraints can speed up estima-
tions but will in general not match the ‘true’ generating
model. Therefore the construction of sparse representa-
tions from spikes can be considered a bias favoring
speed in contrast to faithfulness. In [3] we showed that
learning generating matrices is possible using only spike
activity. Taken together, our results underline the
potential relevance of CS for understanding connectivity
structures, sparseness and activity dynamics in the brain.
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