This paper presents an iterative geometric mean decomposition (IGMD) algorithm for multiple-input-multipleoutput (MIMO) wireless communications. In contrast to the conventional geometric mean decomposition (GMD) algorithm, the proposed IGMD does not require the explicit Kth root computation in the preprocessing stage but depends on a carefully constructed iterative procedure that generates the GMD in its limit. We prove analytically that the proposed IGMD is guaranteed to converge to the exact GMD under certain sufficient conditions, and propose three different constructions achieving this condition. Both numerical simulations and complexity analysis of the proposed IGMD have been conducted and compared with the conventional GMD. Simulation results show that our new IGMD algorithm effectively reduces the complexity overhead and hence is more advantageous for low-complexity implementations.
I. INTRODUCTION

M ULTIPLE-INPUT-MULTIPLE-OUTPUT (MIMO)
communications [1] , [2] have continued to be one of the key technologies of the next generation wireless systems because of their potential to provide higher data rate and better reliability compared to the conventional single-input-singleoutput (SISO) systems. When the channel state information (CSI) is available at both the transmitter and receiver, it is well known that the closed-loop gain can be further acquired by jointly designing the precoder and the equalizer. Among these closed-loop transceiver design schemes, singular-valuedecomposition (SVD)-based linear transceiver decomposes the MIMO channel into multiple parallel subchannels and is known to achieve the channel capacity if proper power allocation [3] is applied. However, because of the variation of the signal-to-noise-ratio (SNR) in each subchannel, the bit error rate (BER) performance is dominated by the subchannel with the worst SNR. Consequently, without sophisticated bit-allocation schemes, fundamental trade-off between the BER and capacity cannot be avoided in this type of design [4] , [5] .
In addition to the SVD-based linear design, geometric-meandecomposition (GMD)-based nonlinear transceiver design has also been proposed [4] , [6] . With the help of GMD [6] , [7] , the MIMO channel is decomposed into multiple subchannels with identical SNR, and hence the simple identical bit allocation can be used for all subchannels. It has also been shown that the GMD-based transceiver under the zero-forcing (ZF) constraint asymptotically achieves both the optimal BER and capacity at sufficiently high SNR. Because of these good properties, various extensions and generalizations of GMD-based transceivers have been proposed in the literature [5] , [8] - [13] .
As the GMD is the core of many advanced MIMO transceiver designs, the associated implementation issues began to draw researchers' attention [14] , [15] . In [14] , a scaled GMD algorithm was proposed to simplify the detection logic. In [15] , the authors presented a constant throughput GMD implementation which also supports hardware sharing between precoding and signal detection modules. In this paper, a new implementation issue of the GMD algorithm is addressed. It is noted that the existing GMD algorithms require the computation of the geometric mean (GM)σ of all the positive singular values in the pre-processing stage. This requires the capability of computing the Kth root K √ A of some positive real number A and hence results in additional complexity overhead.
In this paper, we propose 1 an iterative GMD (IGMD) algorithm based on the successive approximation method. The advantages of the proposed IGMD algorithm as well as our main contributions are summarized as follows. 1) A new algorithm for computing the geometric mean decomposition is proposed. Unlike the conventional GMD algorithm, the proposed algorithm has a regular structure that simplifies the control logics and is easier to accommodate different signal dimensions from the hardware implementation perspective. Another important feature of the proposed IGMD algorithm is that it does not require the explicit Kth root computation of the geometric mean σ but depends on a carefully constructed iterative procedure that generates the GMD in its limit. The proposed algorithm substantially reduces the complexity overhead and hence is more advantageous compared to the conventional GMD for applications with limited computing capability.
2) We prove analytically that the proposed IGMD algorithm always converges to the exact GMD in its limit under certain sufficient conditions. From the sufficient condition, we propose three different constructions: IGMD-AM (arithmetic mean), IGMD-GM (geometric mean), and IGMD-HM (harmonic mean), and verify their convergence numerically. We also find that the convergence behaviour of the proposed IGMD not only depends on the topological property of the mapping (to be designed) but also on how the algorithms are initialized. Mean-squareerror (MSE) and error rate performance using different initializations such as QR factorization, QR factorization with Vertical-Bell Laboratories Layered Space-Time (V-BLAST) [16] , [17] sorting, singular value decomposition (SVD), and interleaved-SVD have been studied through numerical simulations.
3) The proposed IGMD algorithm under various constructions and initializations is implemented using COordinate Rotation DIgital Computer (CORDIC) arithmetic [18] and compared with the conventional GMD from the complexity perspective. The complexity of the building blocks in the conventional GMD and the proposed IGMD algorithms have been analyzed and the overall performance versus complexity tradeoff has been simulated. The rest of this article is organized as follows. Section II reviews the geometric mean decomposition as well as its conventional implementation algorithm. Section III presents the proposed new IGMD algorithm. Analytical proof for the sufficient condition such that the proposed IGMD converges to the exact GMD is then provided. In Section IV, we explicitly show three different constructions of the proposed IGMD that can satisfy the required sufficient condition. Section V studies the MSE and error rate performance of different constructions of the proposed IGMD algorithm. Detailed computational complexity IGMD algorithm is also provided in comparison to the conventional GMD. Finally, Section VI concludes the paper.
Notations: Throughout this paper, matrices and vectors are set in boldface, with uppercase letters for matrices and lower case letters for vectors. The superscripts T , H denote the transpose and conjugate transpose of a matrix, respectively. We use diag{x 1 , . . . , x K } to represent the diagonal matrix with diagonal elements {x 1 , . . . , x K }, [X] p,q to represent the (p, q)th component of X, and [X] m:n,p:q to represent the submatrix formed by the consecutive mth to nth rows and pth to qth columns of X. We use the expression A := B to denote the in-place update operation in which the value in A is updated by the value of B.
II. REVIEW ON THE STANDARD GEOMETRIC MEAN DECOMPOSITION ALGORITHM
In this section, we review the main results of the GMD and its implementation.
From [6] , [7] , it has been shown that given an N × M matrix H of rank K, there exists semi-unitary matrices Q ∈ C N ×K and S ∈ C M ×K , and an upper triangular matrix R ∈ R K×K such that
where the diagonal elements of R are all identical and equal to the geometric meanσ of the positive singular values of H, that is,
, for all i = 1, . . . , K, (2) where σ 1 ≥ σ 2 ≥ · · · ≥ σ K > 0. The decomposition of H in (1) is referred as the QRS decomposition [6] or GMD [7] in the literature. An efficient implementation procedure [19] which computes Q, R, and S from H is described as follows.
Step 1. The algorithm starts with the SVD of H, given by
where U ∈ C N ×K and V ∈ C M ×K are both semiunitary and Σ = diag{σ 1 , . . . , σ K }. The algorithm then sets Q := U, S := V, and R := Σ for initialization, and computes the geometric meanσ of the positive singular values of H via (2) . The algorithm then starts from k := 1.
Step 2. At stage k, where k ranges from 1 to K − 1, the algorithm performs the following procedure. The algorithm first checks the (k, k)th element of R, denoted as R k,k . If R k,k ≥σ, then the algorithm chooses some p > k such that R p,p ≤σ; otherwise the algorithm chooses some p > k such that R p,p ≥ σ. After p has been determined, the algorithm swaps the R p,p with R k+1,k+1 , Q :,p with Q :,k+1 , and S :,p with S :,k+1 . This can be achieved by setting
where P (k) is the associated permutation matrix. 
such that
Here represents some number (generally nonzero) that we don't care. It is straightforward to verify that (9) can always be achieved by choosing
Step 4. Construct G 
Step 5. If k = K − 1, then the algorithm terminates; otherwise, the algorithm updates k := k + 1 and goes back to step 2. It follows that the matrices Q, R, and S generated by the above-mentioned QRS algorithm can be explicitly expressed as
Note that the aforementioned GMD algorithm has to compute the geometric meanσ of all the positive singular values as in (2) , and hence requires the capability of computing Kth root of A. For special cases where K = 2 L with L being some positive integer, it is possible to decompose the computation ofσ into successive geometric mean computations of two numbers:
where the square root operation can be carried out efficiently using CORDIC-based computing [18] . On the other hand, for general cases where K = 2 L , K √ A has to be performed with much more efforts. One way of computing K √ A is by first transforming A into logarithmic domain and then converting it back after dividing by K. This approach requires a large look-up table and a piecewise polynomial (including linear) approximation device to realize both the logarithmic and exponential functions and hence calls for a mass of memory to ensure the accuracy for such high dynamic-range computation. Another possible way of findingσ for the general case is to compute it iteratively using Newton's type of Kth-root algorithm [20] , which often requires a good starting point to ensure reasonable rate of convergence. A computationally efficient Kth-root algorithm that can be viewed as a slight modification of the Newton's algorithm using the technique of binary approximation is described in [21] .
It is worthwhile noting that the accuracy ofσ plays an important role in the conventional GMD algorithm. This is because the conventional GMD algorithm proceeds in a sequential fashion, and hence any numerical error inσ not only causes numerical errors at each stage but also propagates and accumulates to all the later stages. As a consequence,σ has to be computed with sufficient accuracy for the conventional GMD algorithm to function properly, which results in nonnegligible complexity overhead.
III. PROPOSED ITERATIVE GEOMETRIC MEAN DECOMPOSITION ALGORITHM
To mitigate the complexity overhead in the pre-processing stage of the conventional GMD algorithm, a new iterative GMD algorithm is proposed in this section. The main idea of the proposed IGMD is to properly design the planar rotations similar to those used in the conventional GMD so that the spread of the diagonal elements of the updated R matrix can be gradually reduced as the algorithm proceeds. With proper design, it can be shown that the proposed IGMD can achieve the exact GMD in the limit without the computation ofσ, and hence avoids the requirement of Kth-root computation. As it will be elaborated in Section V, this feature brings in performance advantages for applications with limited computing capability. The proposed iterative GMD algorithm is described as follows.
Initialization: Given the matrix H ∈ C N ×M of rank K ≤ min(N, M ), the algorithm starts with some general orthogonal decomposition of H
whereŨ ∈ C N×K andṼ ∈ C M×K are both semi-unitary, andR ∈ C K×K is upper-triangular. For general N , M , and K, one can always choose the SVD for initialization. For special cases where H is full column rank with M = K, other orthogonal decompositions such as the QR decomposition [22] can also be used. The algorithm initializes by setting Q :=Ũ, S :=Ṽ, R := R, and starts with iteration index := 1.
Iteration: In each iteration, the algorithm performs K − 1 stages of operations with the stage index k ranging from 1 to K − 1.
At stage k, the algorithm first computes the SVD for the 2 × 2 submatrix of R
where the singular matrices U
γ,1 . After the singular values are obtained, carefully designed planar rotations are then applied to obtain an upper triangular matrix with positive diagonal elements
where Ω is a continuous mapping from (0, ∞) × (0, ∞) to (0, ∞) with some desired property to be discussed in details shortly. In matrix notations, we then have
. (19) Note that the planar rotations Φ [24] . It is easy to verify that the matrices Φ 
where c =
Combining the relations in (18) and (19), we then obtain 
It is clear that R remains upper-triangular, whereas Q and S both remain unitary after (24)- (26) are performed at the end of each stage. If the stage index k is smaller than K − 1, the algorithm sets k := k + 1 and performs the procedure (18)- (26) . Otherwise, the algorithm sets the iteration index := + 1 and starts a new iteration unless the prescribed number of iterations is attained. For convenience of subsequent discussion, we denote Q [ ] , R [ ] , and S [ ] as the updated Q, R, S, respectively, at the end of (K − 1)th stage in the th iteration. It is then easy to verify that the following relations hold for the proposed IGMD algorithm:
for all = 0, 1, . . .. Here Q [0] , S [0] , and R [0] are defined asŨ,Ṽ, andR, respectively. The planary rotation matrices {G
clearly also depend on the iteration index , but the dependency is not denoted explicitly in (27)-(29) for simplicity as long as no confusion results.
Unlike the conventional GMD that requires proper swapping of (4)-(6) that depends on the valueσ, the proposed IGMD algorithm does not require the computation ofσ and always performs on the diagonal elements of R with consecutive indices at each stage. The IGMD algorithm therefore has a more regular structure that simplifies the control logics and is easier to accommodate to problems of different dimensions from the implementation perspective. These advantages rely on the careful design of Ω. In the following section, we show that it is possible to design mapping Ω such that
for all k = 1, . . . , K. The exact GMD is therefore achieved when the algorithm converges.
IV. DESIGN OF MAPPING Ω
For the ease of following discussions, we introduce several new notations. For the given τ > 0, we define a subset A(τ ) ⊂ R K :
We also define continuous mappings T (j) : A(τ ) → A(τ ), j = 1, . . . , K − 1, given by (24) and (29) using the new notations
where
With these new notations, the main results for designing Ω is given by the following Proposition. Proposition 1: If the mapping Ω : (0, ∞) × (0, ∞) → (0, ∞) satisfies the following property
for all z 1 , z 2 > 0, with equality holds when z 1 = z 2 , then
Proof: Given
K , and consider the function F :
From the arithmetic mean-geometric mean (AM-GM) inequality, we have
in which the absolute minimum of F (x) is attained in A(τ ) at x =σ1. In addition, we have the following inequality if Proposition 1 holds:
with equality achieved when x j = x j+1 . It follows readily that T (x), which is a composite mapping of T (1) , . . . , T (K−1) , satisfies
with the equality holds when
is a monotonically decreasing sequence in (0, ∞), and hence is guaranteed to converge to the greatest lower bound Kσ [25] . As F is continuous, we then have
, which completes the proof. There exists potentially many functions that satisfy condition (35). The geometric mean Ω GM (z 1 , z 2 ) = √ z 1 z 2 clearly satisfies Proposition 1 as
because of the AM-GM inequality. In addition to Ω GM (z 1 , z 2 ), the arithmetic mean Ω AM (z 1 , z 2 ) = (z 1 + z 2 )/2 is another choice that also satisfies Proposition 1. This can be observed by squaring both sides of the AM-GM inequality
As a result, Ω AM (z 1 , z 2 )+((z 1 z 2 )/(Ω AM (z 1 , z 2 ))) ≤ z 1 +z 2 , with equality holds if and only if z 1 = z 2 . Note that (z 1 z 2 )/(Ω AM (z 1 , z 2 )) is simply the harmonic mean (HM) function Ω HM (z 1 , z 2 ) = 2z 1 z 2 /(z 1 +z 2 ) satisfying Ω AM (z 1 , z 2 ) = z 1 z 2 /Ω HM (z 1 , z 2 ). It is then clear that Ω HM (z 1 , z 2 ) also satisfies Proposition 1 from the same relation we obtained in (42). Based on Ω AM , Ω GM , and Ω HM , we can then construct three different types of IGMD algorithms: IGMD-AM, IGMD-GM, and IGMD-HM, respectively. As these mappings are highly nonlinear, it is very difficult to compare the convergence speed of the proposed algorithm analytically in these three constructions. Hence we resort to computer simulations as shown in Section V and leave the more challenging theoretical analysis to our future work. In fact, as it will be observed from the simulation results, the convergence behaviour of different constructions not only depends on the topological property of the mapping but also depends on how the algorithms are initialized.
V. SIMULATION RESULTS AND COMPLEXITY COMPARISON
In this section, we present simulation results of three different types of the proposed IGMD algorithms. Throughout the simulation, we assume standard K × K i.i.d. (independent and identically distributed) Rayleigh fading channel in which every element in the channel matrix H is modelled as a zero-mean circularly symmetric complex Gaussian random variable with unit variance. To highlight the applicability of the proposed algorithm in the challenging K = 2 L case, we choose K = 7 in most of the simulation. Each simulation point in the figure is averaged over 10 4 channel realizations. Fig. 1(a) and (b) show the MSE of the diagonal elements of R using SVD and QR factorization as initialization, respectively. For SVD initialization, it is possible to exploit the degrees-offreedom from the ordering of singular values to enable more efficient averaging in each stage. Based on this idea, we propose to use an interleaved-SVD (intrlv-SVD) so that a large R k,k tends to be averaged with a small R k+1,k+1 and vice versa. To be more specific, we use the following factorization:
A. Convergence of the Proposed IGMD
whereΣ = diag{[σ 1 , σ 7 , σ 2 , σ 6 , σ 3 , σ 5 , σ 4 ]}, andŨ andṼ are the corresponding left and right singular matrices, respectively. For QR initialization, we also propose to use VBLAST ordering (VBQR) [16] , [17] to speed up convergence. This idea is motivated by the fact that the diagonal elements ofR in VBQR generally has less spread [26] than those in QR. Hence, using VBQR as initialization generally requires fewer iterations to achieve the same MSE compared to that of using standard QR initialization as shown in Fig. 1(b) . From Fig. 1(a) and (b), the simulation results show that the IGMD-HM achieves the same MSE with smallest number of iterations, followed by the IGMD-GM, and the IGMD-AM when QR, VBQR, and SVD are used as initialization. On the other hand, when intrlv-SVD is used, the IGMD-AM achieves the same MSE with smallest number of iterations, followed by the IGMD-GM, and finally the IGMD-HM.
In the second simulation setting, we investigate the error rate performance of the proposed IGMD applied to a 7 × 7 GMDbased ZF Tomlinson-Harashima precoded (ZFTHP) MIMO system [4] with 16-quadrature amplitude modulation. Fig. 2(a) and (b) show the error rate of the proposed IGMD using QR and VBQR, respectively. By comparing Fig. 2(a) and (b), it is observed that VBQR provides a better initialization for the proposed IGMD, and results in faster convergence. At the first iteration, the error rate of IGMD-AM and IGMD-HM appears to be similar. For iteration number greater than 1, the IGMD-GM and IGMD-HM both outperform the IGMD-AM and perform very close to the exact GMD after four iterations. Fig. 3(a) and (b) show the error rate of the proposed IGMD using standard SVD and interleaved SVD, respectively. When standard SVD is used, the IGMD-GM performs the best, followed by the IGMD-HM, and the IGMD-AM for sufficiently high SNR. On the contrary, when the interleaved SVD is used, the IGMD-HM performs much worse compared to the IGMD-AM and IGMD-GM. For most SNR region of practical interests in this setting, the IGMD-AM is comparable to the IGMD-GM for iteration number greater than 1. From Figs. 2(b) and 3(b), it is also observed that the proposed IGMD-intrlv-SVD-GM and IGMD-intrlv-SVD-AM achieve even better error rates than the IGMD-VBQR-GM and IGMD-VBQR-HM after four iterations.
B. Complexity Comparison
To highlight the complexity advantages, we compare our proposed IGMD algorithm with the conventional GMD algorithm. The required Kth root algorithm in the conventional GMD is implemented as in Algorithm 1 [21] , in which only elementary functions including comparison, addition, bit shifting, and multiplication are required. For general cases (A = 1), the output y in Algorithm 1 converges to K √ A through iteratively narrowing the search range bounded by M . The number of iterations n determines the number of binary digits of accuracy.
Algorithm 1: K √
A Algorithm using Binary Approximation [21] Input: A, K, n Output:
To make a quantitative comparison in computational complexity, multiplications involved are taken into account. A typical 32-bit fixed-point representation ({sign, integer, fraction} = {1, 4, 27}) for channel matrix H is adopted. For hardware implementation, the dynamic range of the datapaths needs to be taken into consideration. As a first-order estimate, an N × M -bit multiplier can be regarded as M N-bit adders or as N M-bit adders, and an N -bit adder can be treated as N/16 16-bit adder(s) [27] , [28] . Hence, the number of the atomic 16-bit equivalent additions is used as our complexity metric for fair comparison. Table I shows the required complexity of the building blocks in the conventional GMD and the proposed IGMD algorithms.
In the Kth root algorithm as shown in Algorithm 1, the dynamic range of the multiplication increases drastically for calculating A = K i=1 σ i and (y + M ) K . For example, multiplications with output word length ranging from 64 to 224 bits are required to retain full precision for K = 7. After some proper truncation in word lengths, it follows that 1674 × (n + 1) 16-bit additions are required for calculating A = K i=1 σ i and (y + M ) K with n iterations. Additional diagonal swap com- putations because of irregular data-dependent control flow are also required in the conventional GMD. For the 2 × 2 SVDs and planar rotations required in all GMD algorithms, we efficiently implemented them by using CORDICs where only constant multiplications are necessary for scaling operations. Through canonic signed digit (CSD) [29] coding, the scaling operation by 0.60725 (000000.1010010010) for CORDIC can be efficiently realized by shift-and-add operations. It follows that 2808 16-bit equivalent additions are required for the 2 × 2 SVDs and planar rotations in each iteration. For the GMbased IGMD algorithm, additional computations for calculating square root are necessary. It can be shown that a CORDICbased square-root requires 198 16-bit equivalent additions per iteration. Consequently, under our proposed implementation, IGMD-GM has slightly higher complexity comparing to the other IGMDs, whereas the IGMD-AM and the IGMD-HM essentially have the same complexity.
Fixed-point simulations have been conducted to evaluate the MSE performance of the GMD algorithms with respect to computational complexity. Instead of directly implementing IGMD-HM by constructing the planar rotation so that the upper-left element is updated by Ω HM , we implement it by constructing the planar rotations so that the lower-right element is updated by Ω AM . Through this novel implementation, only shift-and-add operations are required in computing Ω AM which is computationally more efficient than direct implementation which requires square root and division operations in computing Ω HM .
In Fig. 4(a) and (b), the MSE performance versus complexity of both QR-based (QR and VB-QR) and SVD-based (SVD and interleaved SVD) GMD algorithms has been simulated under a 7 × 7 i.i.d. Rayleigh fading channel. For fair comparison, we also implement the conventional GMD algorithm with two different initializations, namely the GMD-QR and the GMD-SVD respectively. It is observed that in this simulation scenario both VB-QR and interleaved SVD provide substantial performance improvement when compared with their counterparts. The proposed IGMD algorithms are also observed to provide considerable performance advantages when compared with the conventional GMD algorithms when operated in the low complexity region.
In Fig. 5(a) and (b), the same complexity comparison is performed under a 4 × 4 i.i.d. Rayleigh fading channel. Similar to the case in the 7 × 7 i.i.d. Rayleigh fading channel, the proposed IGMD algorithms outperform the conventional GMDs in the low complexity region. In addition, the proposed IGMDs appear to have larger performance gain when the problem dimension is smaller. This is because the spread on the diagonal of R is generally smaller in lower dimension problems and hence the proposed IGMDs can be very efficient in this case as they only require a small number of iterations to achieve the desired precision.
In Fig. 6(a) and (b), the complexity of proposed algorithms are compared in a 7 × 7 correlated Rayleigh fading channel. Uniform linear arrays at both transmit and receive sides with antenna spacing of 0.3λ have been considered, and the correlated channel is generated using the typical Kronecker model. It can be observed from the figures that the proposed IGMDs become less efficient in the correlated channel when compared with the conventional GMDs. This is because the diagonal of R generally has larger spread when the channel is more correlated, and hence it generally takes more iterations for the proposed IGMDs to achieve the desired precision.
From the complexity analysis, it is also observed that one common characteristic for the SVD, QR, and QR-based IGMDs is that the HM usually has better performance, followed by the GM, and then the AM. This characteristic is related to the fact that the SVD, QR, and VB-QR initializations all tend to have larger elements on the upper left corner when compared with the lower right corner on the diagonal of R. As the AM mapping also generates larger element on the upper-left corner and smaller element on the lower-right corner because of the AM-HM inequality, when applying these initializations to IGMD-AM, larger elements are then discouraged from being averaged with smaller elements as the algorithm proceeds and hence AM construction is expected to take more iterations to achieve the same performance. This characteristic also explains why IGMD-HM tends to have better performance when SVD, QR, and VB-QR initializations are used. For interleaved-SVD initialization, the performance of IGMDs is very difficult to characterize as it depends on the mapping and also the interleave pattern. In addition, it is observed that although the proposed interleave pattern provides significant gain in the 7 × 7 i.i.d. Rayleigh fading channel, it does not always outperform the plain SVD in some other scenarios. This suggests a good interleave pattern not only depends on the types of algorithm but also depends on the data (channel matrix). A more rigorous treating on the performance characterization is beyond the scope of this article and will be left for our future research.
VI. CONCLUSION
A new algorithm for computing the geometric mean decomposition is proposed. We prove analytically that the proposed IGMD is guaranteed to converge to the exact GMD under certain sufficient conditions and present three different constructions. The proposed IGMD algorithm does not require computing Kth root at the pre-processing stage and has a regular structure that is easily scalable for different problem dimensions. These advantages lead to a more efficient hardware design when operated in the low complexity regime and have been verified from extensive numerical simulations.
