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THE ENDOSCOPIC FUNDAMENTAL LEMMA FOR UNITARY
FRIEDBERG-JACQUET PERIODS
SPENCER LESLIE
Abstract. We prove the endoscopic fundamental lemma for the Lie algebra of the
symmetric space U(2n)/U(n)×U(n), where U(n) denotes a unitary group of rank n.
This is the first major step in the stabilization of the relative trace formula associated
to the U(n)× U(n)-periods of automorphic forms on U(2n).
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1. Introduction
In this paper, we prove the endoscopic fundamental lemma for the Lie algebra of
the symmetric space U(2n)/U(n)×U(n), stated below as Theorem 1.2. Conjectured in
[Les19a], this is the first example of such a fundamental lemma and is the first major step
in the stabilization of the relative trace formula associated to the U(n)× U(n)-periods
of automorphic forms on U(2n). Let us now explain the context and motivation.
1.1. Global motivation. Let E/F be a quadratic extension of number fields, AE and
AF the associated rings of adeles. Let W1 and W2 be two n dimensional Hermitian
spaces over E. The direct sum W1 ⊕W2 is also a Hermitian space and we have the
embedding of unitary groups
U(W1)× U(W2) →֒ U(W1 ⊕W2).
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Let π be an irreducible cuspidal automorphic representation of U(W1⊕W2)(AF ). Then
π is said to be distinguished by the subgroup U(W1)× U(W2) if the period integral∫
[U(W1)×U(W2)]
ϕ(h)dh (1)
is not equal to zero for some vector ϕ in the π-isotypic subspace of automorphic forms
on U(W1⊕W2)(AF ). Here, [H] = H(F )\H(AF ) for any F -group H. These periods are
a unitary version of the “linear periods” first studied by Friedberg and Jacquet [FJ93],
who showed that a cuspidal automorphic representation Π of GL2n(AF ) is distinguished
by GLn(AF ) ×GLn(AF ) if and only if the central L-value L(12 ,Π) is non-zero and the
exterior square L-function L(s,Π,∧2) has a pole at s = 1. While the literature has stuck
with the name linear periods for integrals against the subgroup
GLn(AF )×GLn(AF ) →֒ GL2n(AF ),
the name “unitary linear periods” for the integrals (1) is clearly problematic. As a
result, we refer to these periods as unitary Friedberg-Jacquet periods.
Recently, these periods have appeared in the literature in several ways (for example,
[IP18], [PWZ19], and indirectly in [LZ19]) with several interesting applications to arith-
metic and relative functoriality. As a simple example, we have the following conjecture,
which is a special case of conjectures of Getz and Wambach [GW14].
Conjecture 1.1. Let U(W1 ⊕W2)(AF ) be quasi-split and let π be a generic cuspidal
automorphic representation. Let Π = BC(π) be the base change of Π to GL2n(AE). The
following are equivalent:
(1) the exterior square L-function L(s,Π,∧2) has a pole at s = 1 and the central
L-value L(12 ,Π) is non-zero,
(2) there is a cuspidal automorphic representation π′ in the same Arthur packet of
π that is distinguished by U(W1)(AF )× U(W2)(AF ).
Theorem 1.5 of [PWZ19] proves one direction of this conjecture under the assumption
that π is discrete series at a split place of F . In [Les19a], we outlined a comparison of
relative trace formulas conjectured by Wei Zhang (first suggested in a less precise form
in [GW14]) which would prove this conjecture if established.
The crucial observation is that, unlike other relative trace formulas in the literature,
the relative trace formula associated to the unitary Friedberg-Jacquet periods on U(W1⊕
W2)(AF ) is not stable: when we consider the action of U(W1)×U(W2) on the symmetric
variety U(W1 ⊕W2)/U(W1)×U(W2), invariant polynomials distinguish only geometric
orbits. Appropriately, stability issues also arise in the local spectral theory of these
periods [BPW]. We therefore must “stabilize” the geometric side of the relative trace
formula if we hope to prove global results like Conjecture 1.1.
1.2. Local theory of endoscopy and the main result. Now suppose that E/F
is a quadratic extension of non-archimedean local fields of characteristic zero and set
W =W1⊕W2. In [Les19a], we initiated a program to stabilize the relative trace formula
associated to the symmetric pair (U(W ), U(W1)×U(W2)) by developing the local theory
of endoscopy for the “Lie algebra” of the symmetric space
Q = U(W )/U(W1)× U(W2).
Current work-in-process of the author should ultimately reduce the full stabilization of
the elliptic part of the relative trace formula to this infinitesimal case. Let us recall the
basic notions; Section 2.3 reviews this theory in more detail.
The 2n dimensional Hermitian space W = W1 ⊕W2 is naturally equipped with an
involutive linear map: σ(w1 + w2) = w1 − w2 for wi ∈ Wi. This induces an involution
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on the unitary group U(W ) with the fixed-point subgroup U(W )σ = U(W1) × U(W2).
Letting u(W ) denote the Lie algebra of U(W ), the differential of σ induces a Z/2Z-
grading
u(W ) = u(W )0 ⊕ u(W )1,
where u(W )i is the (−1)
i-eigenspace of σ. Then u(W )1 is the “Lie algebra” of the
symmetric variety Q and the subgroup U(W1) × U(W2) acts on u(W )1 via restriction
of the adjoint action.
Section 2.3 reviews the notions of relative endoscopic data, endoscopic symmetric
spaces, orbital integrals, and transfer. We postpone the details until then and content
ourselves with the following special case: suppose that the extension E/F is unramified
and that W1 = W2 = Vn is a split Hermitian space, so that there is a lattice Λn ⊂ Vn
that is self-dual with respect to the Hermitian form. There is a natural identification in
this case
u(W )1 = End(Vn),
where the U(Vn) × U(Vn)-action is given by pre- and post-composition. An elliptic
endoscopic datum ξa,b determines integers a, b such that n = a + b. To such a datum,
we associate the endoscopic symmetric space
End(Va)⊕ End(Vb),
where Va denotes a split Hermitian space of dimension a and similarly with Vb. Let
Λa ⊂ Va and Λb ⊂ Vb be self-dual lattices.
For a regular semi-simple element δ ∈ End(Vn), the endoscopic datum determines a
character κ, with respect to which we define the relative κ-orbital integral
ROκ(f, δ) =
∑
δ′∼stδ
κ(δ′)RO(f, δ′),
where δ′ runs over rational U(Vn) × U(Vn)-orbits that lie in the same stable orbit of δ.
We show that there is a good notion of the matching of regular semi-simple elements
δ ∈ End(Vn)
rss and (δa, δb) ∈ (End(Va)⊕ End(Vb))
rss ,
and transfer factors
∆rel : (End(Va)⊕ End(Vb))
rss × End(Vn)
rss → C.
With these definitions, we say that
f ∈ C∞c (End(Vn) and fa,b ∈ C
∞
c (End(Va)⊕ End(Vb))
are smooth transfers (or match) if
SRO(fa,b, (δa, δb)) = ∆rel((δa, δb), δ)RO
κ(f, δ)
whenever (δa, δb) and δ match. Here SRO = RO
κ when κ = 1 is the trivial character.
Our main result establishes following explicit smooth transfer.
Theorem 1.2. Let End(Λn) ⊂ End(Vn) be the compact-open subring of endomorphisms
of the lattice Λn, and let End(Λa) ⊕ End(Λb) be the analogous subring of End(Va) ⊕
End(Vb).
The characteristic functions 1End(Λn) and 1End(Λa) ⊗ 1End(Λb) are smooth transfers of
each other.
This is the endoscopic fundamental lemma referred to in the title and was conjec-
tured in [Les19a] where we proved the special case n = 2 and a = b = 1 via explicit
computation.
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Remark 1.3. In current work-in-progress, we expect to show that the entire stabilization
of the elliptic part of the relative trace formula follows from this result. This is entirely
analogous to the Arthur-Selberg trace formula: work of Waldpurger [Wal95, Wal97] and
Hales [Hal95] reduced both the smooth transfer and fundamental lemma for the entire
Hecke algebra to the fundamental lemma for the Lie algebra. This final statement was
further reduced to the case of positive characteristic local fields in [Wal06]. Famously,
Ngoˆ utilized the geometry of the Hitchin fibration to prove this last form in [Ngo10].
Our proof is firmly planted in characteristic-zero harmonic analysis. Drawing from
several recent developments in a novel way, we show that this result follows from a new
fundamental lemma for an entire Hecke algebra in the context of the Lie algebra version
of Jacquet-Rallis transfer from [Zha14]. We then introduce a new comparison of relative
trace formulas to prove this fundamental lemma via spectral techniques.
1.3. Outline of the proof. The first part of our proof follows a series of reductions,
each one replacing an explicit statement of matching of orbital integrals for another.
In each of these reductions, the varieties and groups involved in the orbital integrals
changes: the argument deals with no less than 6 different types of orbital integral! The
goal is to obtain a statement to which global methods may be applied; this is the case
for Theorem 1.6 below.
We outline these reductions in Figure 1.3 below, which indicates the relevant sections
for each component of the argument. Beginning in the lower left-hand corner, we are in
the context for Theorem 1.2. We recall the contraction map rn : End(Vn)→ Herm(Vn)
introduced in [Les19a], where
Herm(Vn) = {y ∈ End(Vn) : 〈yv,w〉 = 〈v, yw〉 for any v,w ∈ Vn}
is the twisted Lie algebra for the quasi-split unitary group U(Vn). The terminology
“twisted” Lie algebra refers to the fact that
Lie(U(Vn)) = Herm(Vn) · ε,
where ε ∈ E = F (ε) is a generator such that ε = −ε. In Section 3, we consider the
Hermitian symmetric space
Xn =
(
ResE/F GLn /U(Vn)
)
(F ) = {y ∈ Herm(Vn) : det(x) 6= 0}.
The contraction map translates Theorem 1.2 into a matching of orbital integrals for
non-standard test functions on Xn that are not compactly supported. These functions
possess additional symmetries due to the properties of the endomorphism ring End(Λn),
allowing us to study them in terms of the spherical Hecke algebra of the symmetric space
HKn,E(Xn) (see Section 3.3 for details). Here Kn,E = GLn(OE) is a maximal compact
subgroup and
HKn,E (Xn) := C
∞
c (Xn)
Kn,E .
A theorem of Hironaka [Hir99] shows that this ring is a free HKn,E(GLn(E))-module of
rank 2n; in particular, there is a distinguished rank 1 sub-module given by the embedding
(see Section 3.3 for the notation)
− ∗ 10 : HKn,E(GLn(E)) −→ HKn,E(Xn).
Extension-by-zero gives an embedding of HKn,E(Xn) →֒ C
∞
c (Herm(Vn)). Our first
reduction shows that Theorem 1.2 follows from the following result.
Proposition 1.4. There is a morphism of Hecke algebras
ξ(a,b) : HKn,E(GLn(E))→HKa,E(GLa(E)) ⊗HKb,E (GLb(E))
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such that for any ϕ ∈ HKn,E(GLn(E)), the functions
ϕ ∗ 10 and ξ(a,b)(ϕ) ∗ 10
are smooth transfers with respect to endoscopic transfer for the twisted Lie algebra.
Here, ξ(a,b)(ϕ) ∗ 10 denotes the image of ξ(a,b)(ϕ) in HKa,E(Xa)⊗HKb,E(Xb) under the
analogous embedding.
This result gives new explicit endoscopic transfers of test functions on the twisted Lie
algebra, generalizing the fundamental lemma of Laumon and Ngoˆ [LN08].
To prove Proposition 1.4, we utilize a recent alternative proof of the existence of
smooth transfer for the twisted Lie algebra due to Xiao [Xia18]. This argument is
indicated by the rectangle in the lower right of Figure 1.3. The arrows denote the
following relationships:
• ev0: this arrow indicates the evaluation-at-0 map ev0(F )(−) = F (−, 0);
• JR: this arrow indicates the Jacquet-Rallis transfer between the spaces
Herm(Vn)× Vn and gln(F )× F
n × Fn,
where Fn = (F
n)∗ is the space of 1× n row vectors;
• PD: this arrow indicates Lie-algebraic parabolic descent of relative orbital inte-
grals.
Roughly speaking, the matching of orbital integrals comprising the endoscopic transfer
between Herm(Vn) and Herm(Va)⊕Herm(Vb) may be obtained from parabolic descent
of orbital integrals from gln(F ) × F
n × Fn to the Levi factor
∏
i=a,b gli(F ) × F
i × Fi
by applying the Jacquet-Rallis transfer of [Zha14] and then taking a limit to certain
non-regular orbits. We outline this argument in greater detail in Section 4.3. The new
tool for this proof is Xiao’s analysis of certain generalized nilpotent orbital integrals in
the context of the Jacquet-Rallis transfer. We review these notions in Sections 4.1 and
4.2.
The upshot is that Proposition 1.4 follows if we can construct sufficiently many explicit
pairs of functions that a smooth transfers of each other with respect to the Jacquet-Rallis
transfer. To this end, we prove the following new fundamental lemma in the context of
Jacquet-Rallis transfer.
Proposition 1.5. Let Λn ⊂ Vn be our self-dual lattice and set Ln = O
n
F ×OF n. Let
BC : HKn,E(GLn(E)) −→ HKn,F (GLn(F ))
be the base change homomorphism of Hecke algebras. Then for any ϕ ∈ HKn,E(GLn(E)),
the functions
{(ϕ ∗ 10)⊗ 1Λn , 0} and BC(ϕ)⊗ 1Ln
are smooth transfers of each other with respect to the matching (14). This implies
Proposition 1.4.
This generalizes the Jacquet-Rallis fundamental lemma of Yun [Yun11]. To prove this
proposition, we need to remove the characteristic functions 1Λn and 1Ln in the above
comparison so that we can apply global tools. Strikingly, the recently-explicated Weil
representation ([BP19]; see also [Zha19]) of SL2(F ) on the function spaces
C∞c (Herm(V )× V ) and C
∞
c (gln(F )× F
n × Fn)
is exactly what we need. We recall the details of these representations in Section 5.
Beuzart-Plessis recently used this structure to give a new proof of the Jacquet-Rallis
fundamental lemma for any residual characteristic. We carry out a similar computation
to reduce Proposition 1.5 to the final form of the fundamental lemma.
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Part 2
GLn−1(E)×GLn(E) GLn−1(F )×GLn(F )
GLn(E)
Section 3 Xn Section 5 GLn(F )
End(Vn) Herm(Vn) Herm(Vn)× Vn gln(F )× F
n × Fn
Section 4
End(Va)⊕ End(Vb) Herm(Va)⊕Herm(Vb)
∏
i=a,bHerm(Vi)× Vi
∏
i=a,b gli(F )× F
i × Fi
BC (Thm 11.1)
−∗10
rn
Thm 2.11 Thm 3.4
JR
ev0
PD
ra⊕rb
ev0
JR
Figure 1. Various spaces and the relations between their orbital integrals
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Theorem 1.6. Consider the Jacquet-Rallis transfer between the spaces
C∞c (Herm(V )) and C
∞
c (gln(F ));
see Section 4.1 for details. Then for any ϕ ∈ HKn,E (GLn(E)), the functions
{(ϕ ∗ 10), 0} and BC(ϕ)
are transfers of each other with respect to the matching (18). This implies Proposition
1.5.
This theorem is our final reduction of Theorem 1.2. Its proof is global, relying on a new
comparison of trace formulas. We refer to these trace formulas as the twisted Jacquet-
Rallis relative trace formulas as they arise by “switching the roles” of the unitary group
U(Vn) and the linear group GLn(F ) in the original Jacquet-Rallis comparison. This
switching is explained in terms of orbits at the beginning of Part 2, and we refer the
curious reader there. While several spectral consequences of this comparison are known
by work of Feigon, Lapid, and Offen [FLO12] and Jacquet [Jac10] on unitary periods of
cusp forms, the resulting geometric comparison is exactly what is needed to translate
Theorem 1.6 into a spectral problem, despite ostensibly being a statement in the Lie
algebra version of Jacquet-Rallis transfer with no clear spectral content.
This argument is the content of Part 2, which we have written to be essentially
self-contained. To avoid making this introduction overlong, we refer the reader to the
beginning of Part 2 for more details as the ideas and techniques used are rather dif-
ferent. We simply remark that the final piece is Theorem 11.1, which establishes the
fundamental lemma for the Hecke algebra for our comparison. This is the BC arrow in
Figure 1.3, indicating that base change is the functoriality underlying this comparison.
Below we introduce notations and conventions which are in force throughout both
Part 1 and Part 2. We caution the reader that notations adopted within the two parts
differ from one another in certain important aspects; we indicate these changes at the
start of the second part.
1.4. Acknowledgements. We want to thank Wei Zhang for several illuminating con-
versations and for encouragement regarding this work. We owe much to Jayce Getz for
his mentorship and for several helpful conversations. We also thank Raphae¨l Beuzart-
Plessis, Sol Friedberg, Ben Howard, Aaron Pollack, Ari Shnidman, Chen Wan, Jingwei
Xiao, and Michal Zydor for helpful conversations.
This work was partially supported by an AMS-Simons Travel Award and by NSF
grant DMS-1902865.
1.5. Preliminaries.
1.5.1. Invariant theory. For any field F and any non-singular algebraic variety Y over
F with G an algebraic group over F acting algebraically on Y, we set Yrss to be the
invariant-theoretic regular semi-simple locus. That is, x ∈ Y rss := Yrss(F ) if and only
if its G(F )-orbit is of maximal possible dimension and is closed as a subset of Y.
For x, x′ ∈ Y rss, we say that x′ is in the rational G-orbit of x if there exists g ∈ G(F )
such that
g · x = x′.
Fixing an algebraic closure F , x and x′ are in the same stable orbit if g ·x = x′ for some
g ∈ G(F ) and such that the cocycle
(σ 7→ g−1gσ) ∈ Z1(F,G)
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lies in Z1(F,G0x), where G
0
x ⊂ Gx is the connected component of the identity of the
stabilizer of x in G. A standard computation (see [Kal11, Lemma 2.1.5]) shows that the
set Ost(x) of rational orbits in the stable orbit of x are in natural bijection with
D(G0x/F ) := ker(H
1(F,G0x)→ H
1(F,G)).
Here we ignore the dependence on G in the notation. When G0x is abelian (as will be
the case for us), Ost(x) is a torsor for the group D(G
0
x/F ).
1.5.2. Local fields. When F is a non-archimedean field, we set | · |F to be the normalized
valuation so that if ̟ is a uniformizer, then
|̟|F = #(OF /p) =: q
is the cardinality of the residue field. Here p denotes the unique maximal ideal of OF .
For any quadratic e´tale algebra E/F of local fields, we set η := ηE/F : F
× → C× for
the character associated to the extension by local class field theory.
1.5.3. Groups and Hermitian spaces. For a field F and for n ≥ 1, we consider the
algebraic group GLn of invertible n×n matrices. Suppose that E/F is a quadratic e´tale
algebra and consider the restriction of scalars ResE/F (GLn). For any F -algebra R and
g ∈ ResE/F (GLn)(R), we set
g 7→ g
to be the Galois involution associated to the extension E/F ; we also denote this invo-
lution by σ. We denote by Tn ⊂ GLn the diagonal maximal split torus, Bn = TnNn the
Borel subgroup of upper triangular matrices with unipotent radical Nn. Set
Xn := Xn(F ) = {x ∈ GLn(E) :
tx = x}.
Note that GLn(E) acts on Xn via
g ∗ x = gxtg, x ∈ Xn, g ∈ GLn(E),
where tg denotes the transpose. We let Vn be a fixed set of orbit representatives. For
any x ∈ Xn, set 〈·, ·〉x to be the Hermitian form on E
n associated to x. Denote by Vx
the associated Hermitian space and U(Vx) the corresponding unitary group. Note that
if g ∗ x = x′ then
Vx
tg
−→ Vx′
is an isomorphism of Hermitian spaces. Thus, Vn gives a set of representatives {Vx : x ∈
Vn} of the equivalence classes of Hermitian vector space of dimension n over E. When
convenient, we will abuse notation and identify this set with Vn. If we are working with
a fixed but arbitrary Hermitian space, we often drop the subscript. For any Hermitian
space, we set
U(V ) = U(V )(F ).
1.5.4. Measures and centralizers. Suppose now that E/F is an extension of local fields
and fix an additive character ψ : F → C×. By composing with the trace TrE/F , we
also obtain an additive character for E. We fix here our choice of Haar measures on the
groups involved, choosing to follow [FLO12] closely. This is primarily to aid in Part 2
of the paper; the main point for Part 1 is that our choices are normalized to give the
appropriate maximal compact subgroup volume 1 in the unramified setting.
For any non-singular algebraic variety Y over F of dimension d and gauge form ωY,
the Tamagawa measure dyTam of Y = Y(F ) is defined by transferring the standard
Haar measure on F d to Y by ωY.
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For the varieties we consider, we set our measure to be of the form dy = c(ψ)d/2λYdyTam,
where
c(ψ) =
{
qm : F non-archimedean and cond(ψ) = ̟mOF ,
|a|F : F archimedean and ψ(x) = e
2πiTrE/R(ax).
For the other terms, we impose the choice that for any Y,
ωResE/F Y = p
∗(ωY),
where p∗ is given in [Wei82, pg. 22]. We now fix ωY:
• For Y = GLn, we take ωGLn =
∏
i,j dgi,j
det(g)n and take λGLn =
∏n
i=1 L(i,1F×), where
for any character χ : F× → C×, L(s, χ) is the local Tate L-factor. We also set
λResE/F (GLn) =
∏n
i=1 L(i,1E×).
• For Y = N for any unipotent subgroup of GLn, we set ωN =
∏
i dxi, where the
product ranges over the non-constant coordinate functions on N.We set λN = 1.
• For Y = Xn, set ωXn =
∏
i≤j dxi,j
det(x)n , and take λXn =
∏n
i=1 L(i, η
i+1), where
η = ηE/F is the quadratic character associated to E/F.
• For Y = U(V ), we take ωU(V ) to be compatible with ωResE/F (GLn) and ωXn .
Finally, we take λU(V ) =
∏n
i=1 L(i, η
i). In particular, the isomorphism
Xn ∼=
⊔
x∈Vn
GLn(E)/U(Vx)
is compatible with these measures.
When F is p-adic and ψ of conductor OF , our choice of measure gives Kn := GLn(OF )
volume 1. When E/F is also unramified, the same holds for the maximal compact
subgroups Kn,E = GLn(OE) ⊂ GLn(E) as well as Xn(OF ) := GLn(OE) ∗ In.
Finally, we consider the measures on regular semi-simple centralizers. Fix a Hermitan
form x and consider U(V ) = U(Vx). We will be interested in the twisted Lie algebra
Herm(V ) = {δ ∈ End(V ) : 〈δv, u〉 = 〈v, δu〉}.
The group U(V ) acts on this space by the adjoint action, and an element δ is regular
semi-simple if its centralizer is a maximal torus Tδ ⊂ U(V ). To construct Tδ note that
there is a natural decomposition
F [δ] := F [X]/(charδ(X)) =
m∏
i=1
Fi,
where Fi/F is a field extension and charδ(X) denotes the characteristic polynomial of
δ. Setting Ei = E ⊗ Fi, we have
E[δ] =
∏
i
Ei =
∏
i∈S1
Ei ×
∏
i∈S2
Fi ⊕ Fi,
where S1 = {i : Fi + E}.
Lemma 1.7. The centralizer Tδ of δ in U(W ) sits in a short exact sequence
1 −→ ZU(V )(F ) −→ Tδ −→ E[δ]
×/F [δ]× −→ 1.
Moreover, H1(F, Tδ) =
∏
S1
Z/2Z, and
D(Tδ/F ) = ker
(
H1(F, Tδ)→ H
1(F,U(V ))
)
= ker
∏
S1
Z/2Z→ Z/2Z
 .
Set TS1
∼= ZU(V )(F )
∏
i∈S1
E×i /F
×
i for the unique maximal compact subgroup of Tδ.
We choose the measure dt on Tδ giving this subgroup volume 1.
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Part 1. Endoscopic theory and reduction
In this first part, we recall the basic theory of endoscopy for the infinitesimal sym-
metric space from [Les19a]. We then state our main result in Theorem 2.11. In Section
3, we show that the main theorem follows from a fundamental lemma for an entire
Hecke algebra on the symmetric space Xn. In Section 4, we use recent results relating
endoscopic transfer for unitary Lie algebras and Jacquet-Rallis transfer to translate the
problem into a statement about Jacquet-Rallis transfer. Finally, we use the Weil repre-
sentation on certain spaces of orbital integrals to reduce the statement to its final form
in Theorem 5.3. The proof of this final reformulation is the content of Part 2.
For the entirety of this part, F is a non-archimedean local field and E/F is a quadratic
e´tale F -algebra. For the identity form In ∈ Xn, we set Vn := VIn and note that when
E/F is unramified, then Vn is a split Hermitian space and U(Vn) is the quasi-split
unitary group.
2. The relative endoscopic fundamental lemma
In this section, we recall the basics of the theory of endoscopy for the infinitesimal
symmetric space; our reference is [Les19a]. We then state our main result in Theorem
2.11.
2.1. The Lie algebra of the symmetric space. Let (W1, 〈·, ·〉1), (W2, 〈·, ·〉2) be two
Hermitian spaces of dimension n over E. Setting W = W1 ⊕W2, we consider the Lie
algebra u(W ) of the rank 2n unitary group U(W ). The differential of the involution σ
acts on u(W ) by the same action and induces a Z/2Z-grading
u(W ) = u(W )0 ⊕ u(W )1,
where u(W )i is the (−1)
i-eigenspace of the map σ. We recall the basic properties of this
setting, referring the interested reader to [Les19a, Section 3] for proofs.
Lemma 2.1. We have natural identifications
u(W )0 = u(W1)⊕ u(W2), and u(W )1 = HomE(W2,W1).
Here U(W1)× U(W2) acts on u(W )1 by the restriction of the adjoint action. In terms
of W1 and W2, the action is given by (g, h) · ϕ = g ◦ ϕ ◦ h
−1. 
In particular, any element δ ∈ u(W )1 may be uniquely written
δ = δ(X) =
(
X
−Xτ
)
,
where X ∈ HomE(W2,W1) and where for any wi ∈Wi
〈Xw2, w1〉1 = 〈w2,X
τw1〉2.
For any such δ, we denote by
Hδ = {(h, g) ∈ U(W1)× U(W2) : h
−1xg = x} ⊂ U(W1)× U(W2)
the stabilizer of δ.
Set u(W )rss1 to be the regular semi-simple locus with respect to this action of U(W1)×
U(W2) on u(W )1. That is, δ ∈ u(W )
rss
1 if and only if its orbit under U(W1)×U(W2) is
closed and of maximal dimension. In our present case, we have
u(W )rss1 := u(W )1 ∩ u(W )
rss,
where u(W )rss is the classical regular semi-simple locus of the Lie algebra. This is due
to the fact that the symmetric pair (U(W ), U(W1)×U(W2) is quasi-split. See [Les19b,
Sec. 2] for more details on quasi-split symmetric spaces. In particular, if δ ∈ u(W )rss1 ,
then Hδ is a torus of rank n.
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Let
u(W )iso1
∼= IsoE(W2,W1)
be the open subvariety of elements δ(X) where X : W2 → W1 is a linear isomorphism.
There are natural contraction maps ri : u(W )1 →Herm(Vi) given by
ri(δ(X)) =
{
XXτ : i = 1
XτX : i = 2.
(2)
Proposition 2.2. Set r := r1. Then r : u(W )1 →Herm(W1) is equivariant with respect
to the U(W1) action on u(W )1 and the adjoint action on Herm(W1). Moreover, the pair
(Herm(W1), r) is a categorical quotient for the U(W2)-action on u(W )1. 
The next lemma shows that the contraction map preserves centralizers over the non-
singular locus.
Lemma 2.3. The restriction of r to u(W )iso1 is a U(W2)-torsor. Moreover, for δ ∈
u(W )iso1 , we have an isomorphism
φδ : Hδ
∼
−→ Tr(δ)
given by (h1, h2) 7→ h1. Moreover, φδ induces an isomorphism between
D(Hδ/F )
∼
−→ D(Tr(δ)/F ) (3)
where
D(Hδ/F ) = ker
(
H1(F,Hδ)→ H
1(F,U(W1)× U(W2))
)
and
D(Tr(δ)/F ) = ker
(
H1(F, Tr(δ))→ H
1(F,U(W1))
)
.

The isomorphism (3) implies that there is a bijection of rational orbits Ost(δ) of
U(W1)×U(W2) inside the stable orbit of δ and rational conjugacy classes of Herm(W1)
inside a stable class r(δ).
Definition 2.4. For f ∈ C∞c (u(W )1), and δ ∈ u(W )1 a semi-simple element, we define
the relative orbital integral of f by
RO(f, δ) =
x
Hδ\U(W1)×U(W2)
f(h−11 δh2)
dh1dh2
dtδ
,
where dhi and dtδ are Haar measures on U(Wi) and Hδ, respectively.
Our primary tool for studying relative orbital integrals is to relate them via the
contraction map to orbital integrals of non-standard test functions on the twisted Lie
algebra Herm(W1). The next lemma explains why this is effective for regular semi-
simple orbits.
Lemma 2.5. There is an inclusion u(W )rss1 ⊂ u(W )
iso
1 .
Proof. Since the claim is geometric, we may pass to the algebraic closure F = F and
assume that u(W ) ∼= gl2n(F ). This translates the U(W1)× U(W2)-action to the action
of GLn(F )×GLn(F ) on gln(F )× gln(F ) given by
(g, h) · (X,Y ) = (gXh−1, hY g−1).
The categorical quotient of this action is given by taking the coefficients of the charac-
teristic polynomial π(X,Y )(t) = det(tI −XY ) [Les19a, Lemma 3.3].
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Recalling that the infinitesimal symmetric space gln(F ) × gln(F ) is quasi-split, the
element (X,Y ) is regular semi-simple in gln(F )× gln(F ) if and only if the element
Z =
(
X
Y
)
∈ gl2n(F )
is regular semi-simple in the classical sense. Letting χZ(t) = det(tI − Z) denote the
characteristic polynomial, Z is regular semi-simple if and only if χZ has distinct roots.
Now a simple exercise in linear algebra shows that
χZ(t) = π(X,Y )(t
2).
Thus, Z ∈ gl2n(F )
rss is possible only if 0 is not a root of π(X,Y ), implying the lemma.

This inclusion allows us to express relative orbital integrals at regular semi-simple
points in terms of classical orbital integrals.
Lemma 2.6. For f ∈ C∞c (u(W )1) and for x ∈ u(W )1 regular semi-simple, define
r!(f)(r(x)) =
∫
U(W2)
f(xu)du.
We have the equality
RO(f, x) =
∫
Tr(x)\U(W1)
r!(f)(g
−1r(x)g)dg =: Orb(r!(f), r(x)).
Proof. If x is a regular semi-simple element, then everything is absolutely convergent.
By Lemma 2.5, we know that x ∈ u(W )iso1 , so that Lemma 2.3 implies that
RO(f, x) =
∫
Tr(x)\U(W1)
r!(f)(g
−1r(x)g)dg.

2.2. Endoscopy for the twisted Lie algebra. Lemmas 2.3 and 2.6 allow us to utilize
the contraction map to define endoscopic symmetric spaces for u(W )1 and the associated
transfer factors in terms of those for the twisted Lie algebra Herm(W1).We briefly recall
the necessary facts from this theory. We refer the reader to [Xia18] for proofs of these
facts.
2.2.1. Matching. An elliptic endoscopic datum forHerm(W1) is the same as a datum for
the group U(W1), namely a triple (U(Va)×U(Vb), s, η) where a+b = n, with s ∈ Uˆ(W1)
a semi-simple element of the Langlands dual group of U(W1), and an embedding
η : Uˆ(Va)× Uˆ(Vb) →֒ Uˆ(W1)
identifying Uˆ(Va)× Uˆ(Vb) with the neutral component of the centralizer of s.
Fixing such a datum, we consider the endoscopic Lie algebra Herm(Va)⊕Herm(Vb).
Let y ∈ Herm(W1) and (ya, yb) ∈ Herm(Va)⊕Herm(Vb) be regular semi-simple. While
the general notion of matching orbits is involved, this situation has the following simple
characterization: if we identify the underlying vector spaces (but not necessarily the
Hermitian structures)
W1 ∼= E
n ∼= Va ⊕ Vb,
we have embeddings
Herm(W1), Herm(Va)⊕Herm(Vb) →֒ gln(E).
Then y and (ya, yb) match in the endoscopic sense if they are GLn(E)-conjugate in
gln(E). This is well defined since the above embeddings are determined up to GLn(E)-
conjugacy.
RELATIVE ENDOSCOPIC FUNDAMENTAL LEMMA 13
2.2.2. Orbital integrals. To an elliptic endoscopic datum (U(Va)×U(Vb), s, η) and regular
semi-simple element y ∈ Herm(W1), there is a natural character (see [Rog90, Chapt.
3], for example)
κ : D(Ty/F )→ C×.
Recalling that the set of rational conjugacy classes Ost(y) in the stable conjugacy class
of y form a D(Ty/F )-torsor, we have a map
inv(y,−) : Ost(δ)
∼
−→ D(Tδ/F ) (4)
trivializing the torsor by fixing the base point y. We then form the κ-orbital integral
Orbκ(f, y) =
∑
y′∼sty
κ(inv(y, y′))Orb(f, y′)
where f ∈ C∞c (Herm(W1)). When κ = 1 is trivial, write SO = Orb
κ .
In our case, the character κ is easy to describe. For matching elements y and (ya, yb),
H1(F, Ty) =
∏
S1
Z/2Z =
∏
S1(a)
Z/2Z×
∏
S1(b)
Z/2Z = H1(F, Tya × Tyb), (5)
where the notation indicates which elements of S1 arise from the torus Tya or Tyb .
Lemma 2.7. Consider the character κ˜ : H1(F, Ty)→ C× such that on each Z/2Z factor
arising from S1(a), κ˜ is the trivial map, while it is the unique nontrivial map on each
Z/2Z-factor arising from S1(b). Then
κ = κ˜|D(Ty/F ).
2.2.3. Smooth transfer. The final notion is the transfer factor of Langlands-Sheldstad
and Kottwitz. This is a function
∆ : [Herm(Va)⊕Herm(Vb)]
rss ×Herm(W1)
rss → C.
The general definition is subtle, though see [Les19a, Section 2] (following [LN08]) for
formulas in this special setting. The two important properties are
(1) ∆((ya, yb), y) = 0 if y does not match (ya, yb), and
(2) if y is stably conjugate to y′, then
∆((ya, yb), y)Orb
κ(f, y) = ∆((ya, yb), y
′)Orbκ(f, y′).
A pair of functions
f ∈ C∞c (Herm(W1)) and fa,b ∈ C
∞
c (Herm(Va)⊕Herm(Vb))
are said to be smooth transfers (or matching functions) if the following conditions are
satisfied:
(1) for any matching elements regular semi-simple elements y and (ya, yb),
SO(fa,b, (ya, yb)) = ∆((ya, yb), y)Orb
κ(f, y);
(2) if there does not exist y matching (ya, yb), then
SO(fa,b, (ya, yb)) = 0.
The following theorem was first shown by combining [LN08], [Wal06], and [Wal97]; we
will outline an alternative proof due to [Xia18] in Section 4.
Theorem 2.8. For any f ∈ C∞c (Herm(W1)), there exists a smooth transfer fa,b ∈
C∞c (Herm(Va)⊕Herm(Vb)).
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2.3. Relative endoscopy for (U(W ), U(W1) × U(W2)). Recall that Vn denotes our
fixed set of representatives of the GLn(E)-orbits on Xn. Since we only consider the
non-archimedean setting, |Vn| = 2 for any n; we always assume that In ∈ Vn.
In [Les19a], we defined a relative elliptic endoscopic datum of u(W )1 to be a quintuple
ξ = (U(Va)× U(Vb), s, η, α, β),
where (U(Va) × U(Vb), s, η) is an elliptic endoscopic datum for U(W1) and α ∈ Va and
β ∈ Vb are Hermitian forms on E
a and Eb respectively. We denote Vα = (E
a, α) and
Vβ = (E
b, β). For such a datum, we consider the Lie algebras
u(Va ⊕ Vα) and u(Vb ⊕ Vβ),
and associated symmetric pairs
(U(Va)× U(Vα), u(Va ⊕ Vα)1) and (U(Vb)× U(Vβ), u(Vb ⊕ Vβ)1) .
We call the direct sum of these symmetric pairs is an endoscopic symmetric pair
associated to ξ. This space comes equipped with the contraction map
rα,β : u(Va ⊕ Vα)1 ⊕ u(Vb ⊕ Vβ)1 −→ Herm(Va)⊕Herm(Vb)
(δa, δb) 7−→ (r(δa), r(δb))
We say that a regular semi-simple element δ ∈ u(W )rss1 matches the pair
(δa, δb) ∈ [u(Va ⊕ Vα)1 ⊕ u(Vb ⊕ Vβ)1]
rss
if r(δ) ∈ Herm(W1) and rα,β(δa, δb) ∈ Herm(Va) ⊕Herm(Vb) match in the endoscopic
sense. When such an δ exists, we say that (δa, δb) is u(W )1-regular semi-simple.
For matching elements (δa, δb) and δ, we define the transfer factor
∆rel((δa, δb), δ) := ∆(rα,β(δa, δb), r(δ)),
where the right-hand side is the Langlands-Shelstad-Kottwitz transfer factor the the
twisted Lie algebra.
2.3.1. Smooth transfer. Fix δ ∈ u(W )rss1 and let ξ be a relative endoscopic datum.
Combining Lemma 2.3 with the construction of Section 2.2.2 gives a character
κ : D(Hδ/F )→ C×,
with which we define the associated relative κ-orbital integral to be
ROκ(f, δ) :=
∑
δi∼stδ
κ(inv(δ, δ′))RO(f, δ′),
where δ′ runs over the set of rational orbits in u(W )1 in the stable orbit of δ and
inv(δ, δi) := inv(r(δ), r(δi)).
Here, inv(r(δ),−) is the invariant map (4). When κ = 1, this is called the stable relative
orbital integral and denoted by SRO = RO1.
Definition 2.9. We say that f ∈ C∞c (u(W )1) and fα,β ∈ C
∞
c (u(Va⊕Vα)1⊕u(Vb⊕Vβ)1)
match (or are smooth transfers) if the following conditions are satisfied:
(1) For any matching orbits δ ∈ u(W )rss1 and (δa, δb) ∈ [u(Va⊕Vα)1⊕u(Vb⊕Vβ)1]
rss,
we have an identify
SRO(fα,β, (δa, δb)) = ∆rel((δa, δb), δ)RO
κ(f, δ). (6)
(2) If there does not exist δ matching (δa, δb), then SRO(fα,β, (δa, δb)) = 0.
We conjectured that smooth transfers always exist in [Les19a, Conjecture 4.7], and
showed that transfers exist for many test functions.
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Remark 2.10. Recall that u(W )1 has two natural contraction maps (2). For the reader
concerned with canonicity, we remark that it is straightforward to show using the prop-
erties of the endoscopic transfer, Jacquet-Rallis transfer, and the Langlands-Shelstad-
Kottwitz transfer factors that these definitions are independent of our choice of contrac-
tion r = r1.
2.4. The endoscopic fundamental lemma. We now assume that E/F is an un-
ramified extension of non-archimedean local fields of characteristic zero. Suppose that
Vn =W1 =W2 is split, and let Λn ⊂ Vn be a self-dual lattice. In this case,
u(W )1 = HomE(Vn, Vn) = End(Vn)
and the ring of endomorphisms End(Λn) ⊂ End(Vn) of the lattice Λn is a compact open
subset. Let 1End(Λn) denote the indicator function for this subset. This also induces a
hyperspecial maximal compact subgroup U(Λn) ⊂ U(Vn).
Now suppose that (U(Va)× U(Vb), s, η, α, β) is an elliptic relative endoscopic datum.
Under our assumptions, we have Vn ∼= Va ⊕ Vb and we fix an isomorphism by imposing
Λn = Λa ⊕Λb for fixed self-dual lattices Λa ⊂ Va and Λb ⊂ Vb; this choice is determined
up to U(Λn) × U(Λn)-conjugation. Our measures conventions in Section 1.5.4 ensure
that the given hyperspecial maximal subgroups of U(Vn)× U(Vn) and
(U(Va)× U(Va))× (U(Vb)× U(Vb))
each have volume 1.
The following was conjectured in [Les19a], and is the main result of this paper.
Theorem 2.11. (Relative fundamental lemma) If (α, β) = (Ia, Ib), the functions 1End(Λd)
and 1End(Λa) ⊗ 1End(Λa) match. Otherwise, 1End(Λn) matches 0.
The proof of this statement follows a series of reductions, each of which changes the
orbital integrals involved and the comparison needed. These reductions take up the rest
of Part 1, culminating in Theorem 5.3.
3. A relative fundamental lemma for the Hecke algebra
As an elementary first step, we use Lemmas 2.3 and 2.6 to reduce the comparison of
relative orbital integrals in Theorem 2.11 to a countable number of explicit endoscopic
transfers for the twisted Lie algebra Herm(Vn).
A useful observation is that this reduction is possible for any x ∈ u(W )rss1 since
Lemma 2.5 implies that x ∈ u(W )iso1 . In particular,
r(x) ∈ Xn = {y ∈ Herm(Vn) : det(y) 6= 0}.
This motivates us to study orbital integrals of special functions on the Hermitian sym-
metric space Xn, which we may view as elements of C
∞
c (Herm(Vn)) via extension-by-
zero.
To this end, we first define a morphism of certain Hecke algebras below. We then relate
this to the spherical Hecke algebra of the symmetric variety Xn studied by Hironaka
[Hir99]. We then reduce Theorem 2.11 to a countable family of explicit transfers in this
context, which we show follow from a relative fundamental lemma for an entire Hecke
algebra.
3.1. Endoscopy for Xn. Set
Xrssn = Xn ∩Herm(Vn)
rss;
this agrees with the invariant-theoretic notion of regular semi-simple locus of Xn as a
U(Vn)-variety since the open embedding
Xn →֒ Herm(Vn)
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is equivariant.
Fix an elliptic endoscopic datum (U(Va)×U(Vb), s, η) for Herm(Vn) and let y ∈ X
rss
n .
Note that any element (ya, yb) ∈ Herm(Va) × Herm(Vb) matching y necessarily lies in
Xa × Xb. Thus, it is reasonable to view Xa × Xb as an endoscopic symmetric space
for Xn. In this way, an elliptic endoscopic datum of the symmetric space Xn is just an
elliptic endoscopic datum (U(Va)× U(Vb), s, η) for Herm(Vn).
3.2. A morphism of Hecke algebras. Assume for the remainder of the section that
E/F is unramified. We now construct the map of Hecke algebras which arises in the
fundamental lemma of Hecke algebras stated below. Let HKn,E (GLn(E)) denote the
spherical Hecke algebra of GLn(E). Recall that the Satake isomorphism gives an iso-
morphism
Sat : HKn,E (GLn(E))
∼
−→ C[Tˆn]Sn ,
where Tˆn ⊂ GLn(C) is the diagonal split torus in the dual group of GLn(E). Note that
C[Tˆn] ∼= C[Z±11 , . . . , Z
±1
n ], where we normalize the monomials {Zi}
n
i=1 as
Zi
 t1 . . .
tn
 = (−1)iqn+1−2i ∏
j≥n+1−i
tj , (7)
where q = #(OF /pF ) is the cardinality of the residue field of F (not E!).
Remark 3.1. This normalization is chosen to match that of [Off09, Section 6] as it
facilitates comparison with the work of Hironaka.
Suppose now that n = a + b. Let P(a,b) = M(a,b)N(a,b) ⊂ GLn be the standard
parabolic subgroup of GLn such that M(a,b) ∼= GLa×GLb. On the dual group side,
consider the embedding
GLa(C)×GLb(C) −→ GLn(C)
(m1,m2) 7−→
(
µb(̟)m1
µa(̟)m2
)
,
where µs(t) = |t|
s/2
E for any t ∈ E
× and s ∈ C. If π1 ⊠ π2 is a smooth irreducible repre-
sentation of M(a,b)(E), this map of dual groups corresponds to the parabolic induction
π1 ⊠ π2 7→ Ind
GLn(E)
P(a,b)(E)
((π1µb ◦ det)⊠ (π2µa ◦ det))
where Ind
GLn(E)
P(a,b)(E)
is normalized induction. Restricting to unramified representations,
this induces a map on Hecke algebras
ξ(a,b) : HKn,E(GLn(E)) −→ HKa,E(GLa(E)) ⊗HKb,E(GLb(E)).
The following lemma makes this map explicit.
Lemma 3.2. Define the parabolic descent fP(a,b) ∈ C∞c (M(a,b)(E)) to be
fP(a,b)(m1,m2) = δ
1/2
P(a,b)
(m1,m2)
∫
N(a,b)(E)
∫
K ′
f
(
k
(
m1
m2
)
nk−1
)
dkdn,
where the measures are normalized so that the volumes of the integral points is 1 and
δP(a,b) is the modular character of P(a,b)(E).
Then the morphism ξ(a,b) of spherical Hecke algebras is given as follows: let f ∈
HKE(GLn(E))
ξ(a,b)(f)(m1,m2) = µb(det(m1))µa(det(m2))f
P(a,b)(m1,m2).
Here, µs : E
× → C× for s ∈ C is the unramified character µs(t) = |t|
s/2
E .
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Proof. This expression is a direct consequence of the Satake isomorphism (see [M1´1],
for example). 
Using the Satake isomorphism, this morphism fits into the diagram
HKn,E (GLn(E)) C[Tˆn]
Sn
HKa,E(GLa(E)) ⊗HKb,E(GLb(E)) C[Tˆa]
Sa ⊗ C[Tˆb]Sb ,
ξ(a,b)
Sat
ξˆ(a,b)
Sat
(8)
where if C[Tˆa]Sa ⊗ C[Tˆb]Sb ∼= C[X1, . . . Xa]Sa ⊗ C[Y1, . . . , Yb]Sb and the variables {Xi}
and {Yj} are normalized analogously to (7), the map ξˆ(a,b) is given by
ξˆ(a,b) : Zi 7→
{
qbXi : i ≤ a
qaYi : i ≥ a+ 1,
where again q is the cardinality of the residue field of F .
3.3. The spherical Hecke algebra for Xn. The group GLn(E) acts onXn via twisted
conjugation: for any g ∈ GLn(E) and y ∈ Xn
g ∗ y = gytg.
It follows from [Jac62] that the Kn,E-orbits on Xn are
Xn =
⊔
λ∈Pn
Kn,E ∗̟
λ, (9)
where
̟λ =
 ̟
λ1
. . .
̟λn
 ,
and
Pn = {λ = (λ1, λ2, . . . , λn) ∈ Zn : λ1 ≥ · · · ≥ λn ≥ 0}.
The GLn(E)-action on Xn induces an action of GLn(E) on C
∞
c (Xn) given by
g ∗ f(y) = f(g−1 ∗ y), for any f ∈ C∞c (Xn), g ∈ GLn(E) and y ∈ Xn.
Set HKn,E(Xn) = C
∞
c (Xn)
Kn,E to be the vector space of Kn,E-invariant functions. This
is known as the spherical Hecke algebra of the symmetric space Xn. Set 1λ to be the
indicator function of the orbit Kn,E ∗̟
λ. The above orbit decomposition implies that
{1λ}λ∈Pn is a C-basis for HKn,E(Xn). Note that with this notation
10 = 1Xn(OF ).
The spherical Hecke algebra HKn,E (GLn(E)) acts on this space by
f ∗ φ(y) =
∫
G
f(g−1)φ(g ∗ y)dg.
The induced HKn,E(GLn(E))-module structure of HKn,E (Xn) is well understood thanks
to the work of Hironaka.
Proposition 3.3. [Hir99, Theorem 2] As an HKn,E(GLn(E))-module, the spherical
Hecke algebra HKn,E(Xn) is free of rank 2
n.
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In particular, we have a distinguished rank 1 sub-HKn,E(GLn(E))-module given by
the embedding
− ∗ 10 : HKn,E (GLn(E)) →֒ HKn,E(Xn)
f 7→ f ∗ 10.
Suppose now that (U(Va) × U(Vb), s, η) is an elliptic endoscopic datum of Xn. By a
slight abuse of notation, we also denote the map
HKa,E(GLa(E))⊗HKb,E(GLb(E)) −→ HKa,E(Xa)⊗HKb,E(Xb)
fa ⊗ fb 7−→ (fa ∗ 10)⊗ (fb ∗ 10)
by − ∗ 10. Much of this paper consists of the proof of the following Theorem.
Theorem 3.4. For any ϕ ∈ HKn,E (GLn(E)), the functions ϕ ∗10 and ξ(a,b)(ϕ) ∗10 are
smooth transfers of each other in the sense of Theorem 2.8.
Remark 3.5. In proving Proposition 3.3, Hironaka introduces the spherical Fourier trans-
form which she uses to give an isomorphism of HKn,E(GLn(E))-modules,
H : HKn,E (Xn)
∼
−→ HKn(GLn(F )),
where the module structure on the right being induced by the (injective) base change
homomorphism
BC : HKn,E (GLn(E)) −→ HKn(GLn(F )).
The algebra structure on HKn,E (Xn) is given via transfer of the algebra structure of
HKn(GLn(F )) viaH. In particular, we have a commutative diagram ofHKn,E(GLn(E))-
modules,
HKn,E (GLn(E))
HKn,E(Xn) HKn(GLn(F )).
−∗10
BC
H
Remark 3.6. It is tempting to extend the statement of Theorem 3.4 to the entire Hecke
algebra HKn,E (Xn). Indeed, using the spherical Fourier transform of Hironaka, we may
extend the morphism ξ(a,b) to a module homomorphism
ξ(a,b) : HKn,E(Xn) −→ HKa,E(Xa)⊗HKb,E(Xb),
and conjecture that for any ϕ ∈ HKn,E(Xn), ξ(a,b)(ϕ) is a smooth transfer in the sense
of Theorem 2.8. This should play the role of the full fundamental lemma for the relative
trace formula for the Galois pair (GLn(E), U(Vn)).
To make this precise, we would need to deal with several complications not germane
to our current discussion. For example, preliminary calculations suggest augmenting the
Langlands-Shelstad-Kottwitz transfer factors in a precise way for such a generalization
to hold. We plan to return to this in a future paper.
3.4. The initial reduction. We now show that Theorem 3.4 implies the relative endo-
scopic fundamental lemma. Let 1End(Λn) and 1End(Λa)⊗1End(Λb) be as in the statement
of Theorem 2.11.
Set Φn := r!1End(Λn). This gives a non-standard test function on Xn that is not com-
pactly supported. Nevertheless, it is almost-compactly supported in that if we consider
the decomposition of Xn into disjoint closed (in the Hausdorff topology) subsets
Xn =
⊔
d∈Z
Xn,d, Xn,d = {h ∈ Xn : |det(h)|F = q
−d},
and set Φnd = Φ
n · 1Xn,d , then Φ
n
d ∈ C
∞
c (Xn) for all d ∈ Z.
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Lemma 3.7. We have Φnd ≡ 0 if d is odd or d < 0. If d ≥ 0, there exist integers
aλ ∈ Z≥0 such that
Φn2d =
∑
λ∈Pn,2d
aλ1λ,
where
Pn,2d =
{
λ = (λ1, . . . , λn) ∈ Pn :
∑
i
λi = 2d
}
.
Proof. Since supp(Φn) ⊂ r(End(Λn)), if x ∈ supp(Φ
n), then det(x) ∈ NmE/F (OE)\{0}.
Our assumption that E/F is unramified now implies the vanishing statement. Now for
any g ∈ Kn,E ,
Φn(gr(x)tg) =
∫
U(Vn)
1End(Λn)(gxh)dh =
∫
U(Vn)
1End(Λn)(xh)dh = Φ
n(r(x)).
Thus, Φn is constant on Kn,E-orbits of Xn. The lemma now follows from the Kn,E-orbit
decomposition (9). 
A corollary of this Lemma and Lemma 2.6 is the following restatement of Theorem
2.11.
Corollary 3.8. Theorem 2.11 holds if and only if for every d ∈ Z≥0, the functions
Φn2d and
∑
da+db=d
Φa2da ⊗ Φ
b
2db
match in the sense of Theorem 2.8.
Proof. This follows in a straightforward fashion from our previous discussion and Lemma
2.6. 
To relate this corollary to Theorem 3.4, we record the following elementary lemma.
Lemma 3.9. For φ ∈ HKn,E(GLn(E)), one has
r!(φ) = φ ∗ 10.
Proof. First we prove the claim for φ = 1Kn,E . In this special case, it is immediate that
1Kn,E ∗ 10 = 10. On the other hand,
r!(1Kn,E )(XX
τ ) =
∫
U(Vn)
1Kn,E(Xu)du.
The right-hand side is only non-zero if there exists u ∈ U(Vn) such thatXu ∈ Kn,E . This
implies that the left-hand side is non-zero only if XXτ ∈ Kn,E ∗ In. Since r!(1Kn,E ) ∈
HKn,E(Xn), we must have r!(1Kn,E ) = c10 for some constant c ∈ C. Since our measure
conventions give U(Λn) = U(Vn) ∩Kn,E volume 1, we check that
c = r!(1Kn,E )(1) =
∫
U(Vn)
1Kn,E (u)du = vol(U(Λn)) = 1,
proving the claim for φ = 1Kn,E .
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In general, if φ ∈ HKn,E(GLn(E)), then for any other φ1 ∈ HKn,E(GLn(E)),
φ ∗ r!(φ1)(XX
τ ) =
∫
GLn(E)
φ(g−1)r!(φ1)(gXX
τ tg)dg
=
∫
GLn(E)
∫
U(Vn)
φ(g−1)φ1(gXu)dudg
=
∫
U(Vn)
(φ ∗ φ1)(Xu)du = r1(φ ∗ φ1)(XX
τ ),
where φ ∗ φ1 denotes the convolution product.
Setting φ1 = 1Kn,E , and using the HKn,E(GLn(E))-module structure, we find that
r!(φ) = r!(φ ∗ 1Kn,E ) = φ ∗ r1(1Kn,E ) = φ ∗ (1Kn,E ∗ 10) = (φ ∗ 1Kn,E) ∗ 10 = φ ∗ 10

Proposition 3.10. Theorem 3.4 implies Theorem 2.11.
Proof. Set 1d =
∑
λ∈Pn,d
1λ. Combining the definition of Φ
n
2d with Lemma 3.9,
Φn2d = r!(1d) = 1d ∗ 10.
If we assume the statement of Theorem 3.4, Corollary 3.8 implies that it suffices to show
that
ξ(a,b)(1d) =
∑
da+db=d
1da ⊗ 1db . (10)
We claim this follows if for all non-negative integers n and d, we can show that
Sat(1d)(Zi) = q
d(n−1)
∑
λ∈Pn,d
∑
σ∈Sn
n∏
i=1
Z−λii = q
d(n−1)
∑
λ∈Pn,d
∑
σ∈Sn
Z−σ(λ) (11)
To see that this suffices, note that the above sum may be similarly expressed as
qd(n−1)
∑
m∈Znd,+
Z−m,
where Znd,+ = {m ∈ Z
n
≥0 :
∑
imi = d} and we set
Z−m =
∏
i
Z−mii .
On the other hand, (11) implies that for each da + db = d,
Sat (1da ⊗ 1db) (Xi, Yj) = q
da(a−1)+db(b−1)
∑
α∈Pa,da
∑
β∈Pd,db
∑
σa∈Sa
∑
σb∈Sb
X−σa(α)Y −σb(β),
which may be expressed as
qda(a−1)+db(b−1)
∑
a∈Zana,+
∑
b∈Zbnb,+
X−aY −b.
There is a bijection ⊕
da+db=d
(
Zada,+ ⊕ Z
b
db,+
)
∼
−→ Znd,+
(a,b) 7→ a ∪ b,
where ∪ denotes concatenation. If m = a ∪ b for (a,b) ∈ Zana,+ ⊕ Z
b
nb,+
, then
ξˆ(a,b)(Z
−m) = q−dabq−dbaX−aY −b.
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In particular, the power of q in front of the X−aY −b term of ξˆ(a,b)(Sat(1d)) is
qd(n−1)q−dabq−dba = qda(a−1)qdb(b−1).
Therefore, the equality (11) implies that
ξˆ(a,b)(Sat(1d))(Xi, Yj) =
∑
na+nb=n
qda(a−1)+db(b−1)
∑
a∈Zana,+
∑
b∈Zbnb,+
X−aY −b
=
∑
da+db=d
Sat (1da ⊗ 1db) (Xi, Yj).
By the commutativity of (8), this is equivalent to (10).
Using the Satake transform (see [Off09, Section 6], for example), we compute that
Sat(1d)(Zi) =
∑
λ∈Zn
q〈λ,2ρ〉Z−λ
∫
Nn(E)
1d(u̟
λ)du,
where Nn(E) is the E-points of the unipotent radical of the Borel subgroup Bn(E) ⊂
GLn(E) of upper triangular matrices. A standard computation shows that∫
Nn(E)
1d(u̟
λ)du =
{
q
∑
i(i−1)λi : λ ∈ Pn,d,
0 : otherwise.
Therefore, since 〈λ, 2ρ〉 +
∑
i(i− 1)λi = 2d(n − 1)/2 = d(n− 1), we get
Sat(1d) = q
d(n−1)
∑
λ∈Pn,d
∑
σ∈Sn
Z−σ(λ). 
4. Nilpotent orbital integrals and the second reduction
In this section, we reduce Theorem 3.4 to a statement of explicit transfers in the
context of the Lie algebra version of the Jacquet-Rallis transfer. This relies on recent
results of Xiao relating endoscopic transfer for the twisted Lie algebra to germ expansion
of orbital integrals in the context of the Jacquet-Rallis transfer. We recall the funda-
mental notions and results in the next section, review the main result of Xiao in Section
4.2, and execute the reduction in Section 4.3.
4.1. Jacquet-Rallis transfer and fundamental lemma. Let E/F be a quadratic
extension of non-archimedean local fields and let V be an arbitrary n-dimensional Her-
mitian space. The linear side of the Lie algebra version of the Jacquet-Rallis comparison
is
gln(F )× F
n × Fn,
where Fn = (F
n)∗ is the vector space of 1 × n row vectors. We consider the diagonal
action of GLn(F ) on this space. The unitary side of Jacquet-Rallis transfer considers
the space
Herm(V )× V,
with the diagonal action of U(V ).
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4.1.1. Linear side. We define the invariants of (x, v, v∗) ∈ gln(F ) × F
n × Fn to be
χ(x, v, v∗) = (a, b) ∈ Fn × Fn with
ai = coefficient of t
i in det(tI − x), and bi = v
∗(xiv).
An element (x, v, v∗) is regular semi-simple if and only if
det
((
〈v∗, xi+jv〉
)
i,j
)
6= 0.
Moreover, the stabilizer of a regular semi-simple element is trivial and two regular semi-
simple elements have the same invariants if and only if they are in the same GLn(F )-orbit
[RS07].
For f ∈ C∞c (gln(F )× F
n × Fn), we consider the orbital integrals
OrbGLn(F ),η(f, (x, v, v∗)) =
∫
GLn(F )
f(Ad(g)x, gv, v∗g−1)η(g)dg,
where η = ηE/F is the quadratic character associated to E/F . This gives a (GLn(F ), η)-
invariant distribution. To compare with unitary orbital integrals, we multiply by the
transfer factor ω introduced in [Zha14, Section 3]. This function is defined for any
regular semi-simple (x, v, v∗) as
ω(x, v, v∗) = η
(
det[v|xv| . . . |xn−1v]
)
, (12)
where [v|xv| . . . |xn−1v] denotes the n×n matrix with columns xiv for i = 0, 1, . . . , n−1.
4.1.2. Unitary side. We similarly associate to an element (y,w) ∈ Herm(V ) × V the
invariants χV (y,w) = (a, b), where
ai = coefficient of t
i in det(tI − y), and bi = 〈w, x
iw〉V .
It is clear that these values lie in F . For f ∈ C∞c (Herm(V )×V ), we consider the orbital
integrals
OrbU(V )(f, (y,w)) =
∫
U(V )
f(Ad(g)y, gw)dg.
As in the linear case, the stabilizer of a regular semi-simple element is trivial and two
regular semi-simple elements have the same invariants if and only if they are in the same
U(V )-orbit.
4.1.3. Transfer. Two regular semi-simple elements (x, v, v∗) ∈ gln(F ) × F
n × Fn and
(y,w) ∈ Herm(V ) × V are said to match if their invariants agree. It is helpful to view
this matching invariant theoretically.
Suppose that A is the categorical quotient gln × Gna × (G
n
a)
∗ by GLn. There is a
natural isomorphism of affine varieties (see [Cha19, Proposition 2.2.2.1])
A = gln ×Gna × (G
n
a)
∗//GLn ∼= Herm(V)×V//U(V ) ∼= A2n,
where here A denotes the affine line over F .
The image of the regular locus is an open subvariety Arss ⊂ A, and for any a ∈
Arss(F ), the inverse image of a in gln(F ) × F
n × Fn consists of a single GLn(F )-orbit.
On the other hand, the preimage of a in Herm(V ) × V is either empty or a single
U(V )-orbit. On F -points, this gives a bijection of regular semi-simple orbits [RS07]:
[GLn(F )\gln(F )× F
n × Fn]
rss ∼
⊔
V ∈Vn
[U(V )\Herm(V )× V ]rss . (13)
Here V ∈ Vn runs through our representatives of the isomorphism classes of non-
degenerate Hermitian spaces of dimension n.
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We say that functions f ∈ C∞c (gln(F )×F
n×Fn) and {fV }V with fV ∈ C
∞
c (Herm(V )×
V ) are said to be Jacquet-Rallis transfers if for any matching regular semi-simple ele-
ments (x, v, v∗) and (y,w), the following identify holds
ω(x, v, v∗)OrbGLn(F ),η(f, (x, v, v∗)) = OrbU(V )(fV , (y,w)). (14)
The existence of smooth transfer follows from Theorem 4.2 below.
4.1.4. A variant. In Section 5 below, we will need to also consider a slight variant of the
preceding set-up, which is the version of the Jacquet-Rallis transfer for the Lie algebra
considered by [Zha14].
To this end, note that there is a natural embedding of GLn(F )-modules
gln(F )× F
n × Fn →֒ gln+1(F )
(x, v, v∗) 7−→
(
x v
v∗ 0
)
,
where GLn(F ) acts on gln+1(F ) via the adjoint action as a subgroup of GLn+1(F ). In
particular, we have an isomorphism of GLn(F )-representations
C∞c (gln+1(F ))
∼
−→ C∞c (gln(F )× F
n × Fn)⊗ C
∞
c (F ). (15)
Similarly, for an n-dimensional Hermitian space V there is a natural embedding of
U(V )-modules
Herm(V )× V →֒ Herm(V ⊕ Ee0)
(y,w) 7−→
(
x w
〈w,−〉V 0
)
,
where we impose that 〈e0, e0〉 = 1 and that the sum is direct. As in the linear case, this
induces an isomorphism of U(V )-representations
C∞c (Herm(V ⊕ Ee0))
∼
−→ C∞c (Herm(V )× V )⊗ C
∞
c (F ). (16)
Noting that the spaces on the right-hand sides of (15) and (16) are related by the
matching of orbital integrals (14), we extend the notion of matching functions to one
between C∞c (gln(F )) and C
∞
c (Herm(Vn)) compatible with these isomorphisms.
More specifically, we say that
X =
(
x v
v∗ d
)
∈ gln+1(F )
and
Y =
(
y w
〈w,−〉V λ
)
∈ Herm(V ⊕ Ee0)
match (resp. are regular semi-simple) if (x, v, v∗) matches (y,w) and d = λ (resp. if
(x, v, v∗) and (y,w) are regular semi-simple in the sense of Section 4.1).
For f ∈ C∞c (gln+1(F )), we consider the orbital integrals
OrbGLn(F ),η(f,X) =
∫
GLn(F )
f(Ad(g)X)η(g)dg, for X ∈ gln+1(F )
rss.
For any X ∈ gln+1(F )
rss, we define the transfer factor ω : gln+1(F )
rss → C to be
ω(X) = η (det[en+1|Xen+1| . . . |X
nen+1]) , (17)
where
en+1 =
t[0, . . . , 0, 1] ∈ Fn+1.
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For fV ∈ C
∞
c (Herm(V ⊕ Ee0)), we consider the orbital integrals
OrbU(V )(fV , Y ) =
∫
U(V )
fV (Ad(h)Y )dh, for Y ∈ Herm(V ⊕ Ee0)
rss.
The functions f and {fV }V ∈Vn are said to be Jacquet-Rallis transfers if for any regular
semi-simple X ∈ gln+1(F ) and Y ∈ Herm(V ⊕ Ee0) that match, we have
ω(X)OrbGLn(F ),η(f,X) = OrbU(V )(fV , Y ). (18)
Remark 4.1. There are now two notions of “Jacquet-Rallis transfer.” These are on
different spaces, so it will always be clear in context which comparison is meant. Nev-
ertheless, to ensure that this does not cause confusion, we will refer to Jacquet-Rallis
transfer in the sense of (14) or (18) to specify which is intended.
We now state the two main results in this theory: the existence of Jacquet-Rallis
transfers and the fundamental lemma for the Lie algebra. We note that the results of
Part 1 do not rely on either of these results, though both are crucial to Part 2.
Theorem 4.2. [Zha14] For any f ∈ C∞c (gln+1(F )), there exists a transfer {fV }V ∈Vn .
Conversely, for any {fV }V , there exists a transfer f .
Assume now that E/F is an unramified extension of p-adic fields and assume V = Vn
is our fixed split Hermitian form.
Theorem 4.3. [Yun11] The functions 1gln+1(OF ) and {1Herm(Vn⊕Ee0)(OF ), 0} are Jacquet-
Rallis transfers.
Remark 4.4. This theorem was first proved by Yun for characteristic p local fields when
p > n+1 and transferred to characteristic zero by Gordan in [Yun11], provided the resid-
ual characteristic sufficiently high. Recently, Beuzart-Plessis gave a remarkable proof of
this statement in characteristic zero with arbitrary residual characteristic [BP19].
4.2. Nilpotent orbital integrals. We recall some results from [Xia18] that we use in
the sequel. Roughly speaking, one may recover κ-orbital integrals on the twisted Lie
algebra Herm(V ) as limits of the orbital integrals discussed in the previous sections by
studying certain singular orbits in the context of Jacquet-Rallis transfer.
Recall from Section 1.5.4 that for a regular semi-simple element δ ∈ Herm(V ), there
is a decomposition
F [δ] := F [X]/(charδ(X)) =
m∏
i=1
Fi,
where Fi/F is a field extension and charδ(X) denotes the characteristic polynomial of
δ. Setting S1 = {i : Fi + E}, we have H1(F, Tδ) =
∏
S1
Z/2Z. Recall that the subgroup
D(Tδ/F ) ⊂ H
1(F, Tδ) parametrizes rational conjugacy classes in the stable conjugacy
class Ost(δ). Let S be the union of these conjugacy classes and the set of conjugacy
classes O ⊂ Herm(V ′) that are Jacquet-Langlands transfers of δ, where V ′ represents
the other isomorphism class of n dimensional Hermitian space over F .
Proposition 4.5. [Xia18, Proposition 3.8] There is a natural H1(F, Tδ)-torsor structure
on S extending the above classical D(Tδ/F )-torsor structure. In particular, there is a
natural bijection between S and
∏
S1
Z/2Z.
Now fix a regular semi-simple element (x, v, v∗) ∈ gln(F ) × F
n × Fn, and let F [x] =∏m
i=1 Fi, {1, . . . ,m} = S1 ⊔ S2 be as above. Then Tx = F [x]
× is the centralizer of x in
GLn(F ), and we define T1 =
∏
i∈S1
F×i .
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The action of x on Fn induces the decomposition
Fn =
m⊕
i=1
Mi,
where Mi = Fi · F
n. We similarly have Fn =
⊕m
i=1M
∗
i . With these decompositions,
write v = (v1, . . . , vm) and v
∗ = (v∗1 , . . . , v
∗
m). The assumption that (x, v, v
∗) is regular
semi-simple implies that vi 6= 0 and v
∗
i 6= 0 for all i.
For any subset Σ ⊂ S1, let vΣ denote the vector where
vΣ,i =
{
vi : i ∈ Σ
0 : i ∈ (S1 \Σ) ⊔ S2
,
and likewise for v∗Σ.
For any f ∈ C∞c (gln(F ) × F
n × Fn) and Σ ⊂ S1, define the generalized nilpotent
orbital integral
OrbGLn(F ),η(f, (x, vΣ, v
∗
S1\Σ
)) =∫
GLn(F )/Tx
∫
T1
f(Ad(g)x, gtvΣ, v
∗
S1\Σ
t−1g−1)
∏
i∈Σ
|ti|
s
∏
i∈S1\Σ
|ti|
−sη(t)η(g)dt
∣∣∣∣
s=0
 dg,
where ti ∈ F
×
i and the integral is understood in terms of a natural meromorphic con-
tinuation. The point is that the subsets of S1 are in canonical bijection with certain
non-regular orbits in gln(F )×F
n×Fn, and these nilpotent orbital integrals are natural
(GLn(F ), η)-invariant distributions supported on these orbits.
On the other hand, for any ζ ∈ F [x]×, there exists a unique space Herm(Vζ) ×
Vζ containing a regular semi-simple orbit matching (x, v, v
∗ζ); denote by (δζ , wζ) a
representative of this orbit. Set (δ, w) := (δ1, w1).
Lemma 4.6. [Xia18, Lemma 4.6] The map ζ 7→ δζ defines a bijection of H
1(F, Tδ)-
torsors
F [x]×/NmE[x]/F [x](E[x]
×)
∼
−→ S ∼= H1(F, Tδ).

Associate to the subset Σ ⊂ S1 the element of Σ = (Σi) ∈
∏
S1
Z/2Z by setting Σi = 1
if i /∈ Σ and 0 otherwise. Then for any (δ, w) ∈ Herm(V ) × V matching (x, v, v∗), we
obtain a character
κΣ : H
1(F, Tδ) −→ C×
δζ 7−→ (−1)
Σ(ζ),
where Σ(ζ) = #{i /∈ Σ : ζi /∈ NmEi/Fi(Ei)}. It is evident that all characters κ ∈
H1(F, Tδ)
∗ arise in this fashion for some Σ ⊂ S1. This motivates the following germ
expansion, relating these generalized nilpotent orbital integrals and κ-orbital integrals
on the twisted Lie algebra Herm(V ).
Theorem 4.7. [Xia18, Theorem 4.7] Suppose that f and {fV }V are smooth transfers
with respect to the Jacquet-Rallis transfer of (14) . Then for any regular semi-simple
(x, v, v∗) ∈ gln(F )× F
n × Fn, we have the equality
ω(x, v, v∗)OrbGLn(F ),η(f, (x, vΣ, v
∗
S1\Σ
)) =
∑
ζ∈S
κΣ(ζ)
∫
U(Vζ)/Tδζ
fVζ (Ad(g)δζ , 0)dg,
where ω is the transfer factor in (12) and (δζ , wζ) ∈ Herm(Vζ)× Vζ .
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Note that the right-hand side is essentially a κ-orbital integral of the function fV (−, 0) ∈
C∞c (Herm(V )). One caveat is that this sum is over S, rather than conjugacy classes in
a single stable orbit of Herm(V ). In particular, to recover a κ-orbital integral on V , we
must apply the Jacquet-Langlands transfer to the function fV ′ .
4.3. The second reduction. Returning to the context of Theorem 3.4, we assume
that E/F is unramified and recall the diagram
HKn,E (GLn(E))
HKn,E(Xn) HKn(GLn(F )),
−∗10
BC
H
where H denotes the isomorphism given by Hironaka. Fix the self-dual lattice Λn =
OnE ⊂ Vn and the lattice Ln = O
n
F ×OF n ⊂ F
n×Fn. Let 1Λn and 1Ln be the indicator
functions. Extension-by-zero gives an embedding
HKn,E (Xn) →֒ C
∞
c (Herm(Vn));
composing this with tensor multiplication by 1Λn gives
HKn,E (Xn) →֒ C
∞
c (Herm(Vn)× Vn)
f 7→ f1Λn := f ⊗ 1Λn .
We similarly embed HKn(GLn(F )) in C
∞
c (gln(F ) × F
n × Fn) using 1Ln . These latter
two spaces are related by the Jacquet-Rallis transfer in the sense of (14).
Proposition 4.8. Suppose that for any ϕ ∈ HKn,E (GLn(E)), the functions
{(ϕ ∗ 10)1Λn , 0} and BC(ϕ)1Ln
are Jacquet-Rallis transfers in the sense of (14). Then Theorem 3.4 follows.
Proof. Fix an elliptic endoscopic datum (U(Va)× U(Vb), s, η) for Xn, matching regular
semi-simple elements y ∈ Xn and (ya, yb) ∈ Xa ×Xb, and let κ : D(Ty/F )→ C× be the
associated character. We recall the construction of endoscopic transfer for the twisted
Lie algebra Herm(Vn) from [Xia18]. Consider the diagram
Herm(Vn) Herm(Vn)× Vn gln(F )× F
n × Fn
Herm(Va)⊕Herm(Vb)
∏
i=a,bHerm(Vi)× Vi
∏
i=a,b gli(F )× F
i × Fi.
JR
ev0
PD
ev0
JR
Here, the arrows indicate relations between certain orbital integrals as follows:
• ev0: this arrow indicates the map ev0(F )(−) = F (−, 0);
• JR: this arrow indicates the Jacquet-Rallis transfer;
• PD: this arrow indicates parabolic descent of relative orbital integrals.
Fixing f ∈ C∞c (Herm(Vn)), we will construct an endoscopic transfer fa,b of f . Choose
F ∈ C∞c (Herm(Vn)× Vn) such that ev0(F ) = f and let φ ∈ C
∞
c (gln(F )× F
n × Fn) be
a Jacquet-Rallis transfer of {F, 0}.
We now describe the parabolic descent that arises in the above diagram.
Definition 4.9. Let P(a,b) = M(a,b)N(a,b) be the standard maximal parabolic subgroup
of GLn(F ) with Levi factorM(a,b) ∼= GLa×GLb, unipotent radicalN(a,b), and set p(a,b) =
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Lie(P(a,b)(F )). For a function φ ∈ C
∞
c (gln(F ) × F
n × Fn), denote by φ
p := φp(a,b) the
following Lie-algebraic parabolic descent of φ to
∏
i=a,b gli(F )× F
i × Fi:
φp((m1,m2), v, v
∗) =
∫
n(a,b)
∫
Kn
φ
(
k
(
m1 n
m2
)
k−1
)
, kv, v∗k−1)dkdn,
where n(a,b) = Lie(N(a,b)).
Returning to the argument, denote by φp the parabolic descent of φ to
∏
i=a,b gli(F )×
F i × Fi. We now use the Jacquet-Rallis transfer on both lower rank spaces to obtain
four functions
F a,bα,β ∈ C
∞
c (Herm(Vα)× Vα ×Herm(Vβ)× Vβ),
where α ∈ Va and β ∈ Vb. Set
fa,bα,β = ev0(F
a,b
α,β) ∈ C
∞
c (Herm(Vα ×Herm(Vβ)).
Finally, if f˜a,bα,β denotes the Jacquet-Langlands transfer to Herm(Va) ⊕Herm(Vb) then
define
fa,b =
∑
α,β
(−1)k(α,β)f˜a,bα,β,
where k(α, β) is the number of the forms {α, β} that are split. Theorem 6.1 of [Xia18]
asserts that fa,b is an endoscopic transfer of f .
Now let ϕ ∈ HKn,E(GLn(E)). To prove the Proposition, we apply this approach to the
matching functions {(ϕ ∗ 10)1Λn , 0} and BC(ϕ)1Ln . Set F = ϕ1Λn so that ev0(F ) = ϕ.
Fix now an auxiliary element w ∈ Vn so that (y,w) is regular semi-simple inHerm(Vn)×
Vn and let (x, v, v
∗) be a matching element in gln(F ) × F
n × Fn. The assumption that
{(ϕ∗10)1Λn , 0} and BC(ϕ)1Ln match and Theorem 4.7 implies that there exists a subset
Σ ⊂ S1 such that
ω(x, v, v∗)OrbGLn(F ),η(BC(ϕ)1Ln , (x, vΣ, vS1\Σ)) = Orb
κ(ϕ ∗ 10, y).
We similarly fix auxiliary vectors wa ∈ Va and wb ∈ vb such that (ya, wa) is regular
semi-simple in Herm(Va) × Va and similarly for (yb, wb). Using our assumption again,
we know that the functions
{(ξ(a,b)(ϕ) ∗ 10)1Λa×Λb , 0, 0, 0} and BC(ξ(a,b)(ϕ))1La×Lb
match with respect to Jacquet-Rallis transfer (14). In particular, we have no need to
appeal to Jacquet-Langlands transfer in this case.
We may assume that ξ(a,b)(ϕ) = ϕa ⊗ϕb, so that BC(ξ(a,b)(ϕ)) = BC(ϕa)⊗BC(ϕb).
Applying Theorem 4.7 for Va, for any regular semi-simple (xa, va, v
∗
a) matching (ya, wa) ∈
Xa × Va, we have
ω(xa, va, v
∗
a)Orb
GLa(F ),η(BC(ϕa)1La , (xa, va,Σa , v
∗
a,S1(a)\Σa
)) = SO(ϕa ∗ 10, ya),
where the subset Σa ⊂ S1(a) arises from
Σ = (Σa,Σb) ⊂ S1(a)× S1(b) = S,
with S1(a) and S1(b) as in (5). A similar identity holds for Vb.
Applying the argument outlined above, it remains to verify that
BC(ξ(a,b)(f))1La×Lb = (BC(ϕ)1Ln)
p.
Using Lemma 3.2, we check that
BC(ξ(a,b)(ϕ)) = ξ
′
(a,b)(BC(ϕ)),
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where for any f ′ ∈ C∞c (GLn(F ))
ξ′(a,b)(f
′)(m1,m2) = µ
′
b(det(m1))µ
′
a(det(m2))(f
′)P(a,b)(m1,m2),
where µ′s(t) = |t|
s/2
F for any s ∈ C and the parabolic descent (f
′)P(a,b) is defined using
the modular character of P(a,b)(F ). Therefore, it suffices to show that for any φ ∈
HKn(GLn(F ))
ξ′(a,b)(φ)1La×Lb = (φ1Ln)
p
as functions on M(a,b) × (F
a ⊕ F b)× (Fa ⊕ Fb).
For any such ((m1,m2), v, v
∗), it is clear that (φ1Λn)
p((m1,m2), v, v
∗) = 0 unless
(v, v∗) ∈ Ln×L
∗
n = (La×Lb)⊕ (L
∗
a×L
∗
b). In particular, (φ1Λn)
p((m1,m2), v, v
∗) equals
1Λa×Λb(v, v
∗) times∫
n(a,b)
∫
K ′
φ
(
k
(
m1 n
m2
)
k−1
)
dkdn
=
∫
n(a,b)
∫
K ′
φ
(
k
(
m1
m2
)(
1 m−11 n
1
)
k−1
)
dkdn
= |det(m1)|
b
F
∫
n(a,b)
∫
K ′
φ
(
k
(
m1
m2
)(
1 n
1
)
k−1
)
dkdn
= µ′b(det(m1))µ
′
a(det(m2))φ
P(a,b)(m1,m2),
where we have used the formula
δP(a,b)(m1,m2) = |det(m1)|
b
F |det(m2)|
−a
F .
By Lemma 3.2 and the explanation above, this last expression is precisely ξ′(a,b)(φ)1La×Lb ,
completing the proof. 
5. The Weil representation and the third reduction
We now wish to “peel off” the indicator functions 1Λn and 1Ln from the conjectured
transfer for the Hecke algebra. This requires the full power of the Weil representation
on the spaces C∞c (Herm(W )×W ) and C
∞
c (gln(F ) × F
n × Fn) studied in [BP19]. We
recall this representation now.
5.1. The Weil representation. Now fix an additive character ψ : F → C× of con-
ductor OF . Let V be an n-dimensional Hermitian space. For an element (x, v, v
∗) ∈
gln(F )× F
n × Fn, we set
q(x, v, v∗) = v∗(v) ∈ F.
Similarly, for (y,w) ∈ Herm(V )× V we set q(y,w) = 〈w,w〉V .
Recall the partial Fourier transforms F on C∞c (gln(F )×F
n×Fn) and C
∞
c (Herm(V )×
V ): for f ∈ C∞c (gln(F )× F
n × Fn), we set
F(f)(x, v, v∗) =
∫
Fn×Fn
f(x,w,w∗)ψ(w∗(v) + v∗(w))dwdw∗ .
Similarly, for f ∈ C∞c (Herm(V )× V ) we set
F(f)(y,w) =
∫
V
f(x, u)ψ(NmE/F (〈u,w〉))du.
These transforms induce a Weil representation of SL2(F ) on these function spaces in
the standard way. Indeed, since SL2(F ) is generated by the elements
(
1
−1
)
and
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1 x
1
)
, we need only describe the action of these elements. For φ ∈ C∞c (gln(F ) ×
Fn × Fn), this action is given by
W
(
1 t
1
)
φ(x, v, v∗) = ψ(tq(x, v, v∗))φ(x, v, v∗),
for any t ∈ F , and
W
(
1
−1
)
φ(x, v, v∗) = Fφ(x, v, v∗).
The formulas are similar for the unitary case.
An important property of this representation is that it descends to orbital integrals.
More precisely, recall from Section 4.1.3 that A denotes the categorical quotient gln ×
Gna × (G
n
a)
∗//GLn. The image of the regular locus is an open sub-variety A
rss ⊂ A.
We denote the canonical quotient maps by
pGL : gln(F )× F
n × Fn → A(F )
and
pV : Herm(V )× V → A(F ).
For any a ∈ Arss(F ) and functions f ′ ∈ C∞c (gln(F )×F
n×Fn) and f ∈ C
∞
c (Herm(V )×
V ), set
O(a, f) =
{
OrbU(W )(f, Ya) : p
−1
W (a) 6= ∅ and Ya = (y,w) ∈ p
−1
W (a),
0 : otherwise,
and
O(a, f ′) = ω(Xa)Orb
GLn(F ),η(f ′,Xa) for any Xa = (x, v, v
∗) ∈ p−1GL(a).
With this notation, f ′ and f are transfers in the sense of (14) if and only if
O(a, f ′) = O(a, f)
as functions on Arss(F ). With this in mind, let
Orb(gln(F )× F
n × Fn) = {a 7→ O(a, f
′) : f ∈ C∞c (gln(F )× F
n × Fn)}
and let
Orb(Herm(V )× V ) = {a 7→ O(a, f) : f ∈ C∞c (Herm(V )× V )}.
There are natural Weil representations on Orb(gln(F )×F
n×Fn) and Orb(Herm(V )×
V ): as before, we need only describe the action of a unipotent element and the Weyl
element. For and t ∈ F and any Φ ∈ Orb(gln(F )× F
n × Fn), set
W
(
1 t
1
)
Φ(a) = ψ(tq(a))Φ(a),
where q(a) = q(x, v, v∗) for any (x, v, v∗) ∈ p−1GL(a). Realizing Φ = O(−, f) for some
f ∈ C∞c (gln(F )× F
n × Fn), then set
W
(
1
−1
)
O(a, f) = O(a,F(f)).
The formulas for the unitary case are identical.
The compatibility of Jacquet-Rallis transfer and Fourier transforms [Zha14, Theorem
4.17] allows us to conclude the following result.
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Proposition 5.1. [BP19, Proposition 1] The Weil representations on
C∞c (gln(F )× F
n × Fn) and C
∞
c (Herm(V )× V )
descend to the Weil representations on
Orb(gln(F )× F
n × Fn) and Orb(Herm(V )× V ).
Moreover, these latter representations coincide on the intersection.
5.2. The third reduction. We utilize these Weil representations to affect our final re-
duction. For this, we need to consider both forms of the Jacquet-Rallis transfer discussed
in Section 4.1.
Proposition 5.2. Suppose that for any ϕ ∈ HKn,E (GLn(E)), the functions
{ϕ ∗ 10, 0} and BC(ϕ)
are Jacquet-Rallis transfers in the sense of (18). Then the functions {(ϕ ∗ 10)1Λn , 0}
and BC(ϕ)1Ln are transfers in the sense of Theorem 4.2.
Proof. The argument is similar to the proof of the Jacquet-Rallis fundamental lemma
in [BP19]. Fix ϕ ∈ HKn,E(GLn(E)) and consider
Φϕ(a) := O(a, (ϕ ∗ 10)1Λn)−O(a,BC(ϕ)1Ln)
as a function on Arss(F ). We claim that the assumption that {ϕ∗10, 0} and BC(ϕ) are
transfers forces Φϕ ≡ 0; it is clear that this implies the proposition. Since Φϕ is locally
constant, it suffices to show Φϕ(a) = 0 for a in the open dense set where q(a) 6= 0, where
q(a) = q(x, v, v∗) for any (x, v, v∗) ∈ p−1GL(a).
Note that it is immediate that Φϕ(a) = 0 if |q(a)|F > 1 as the indicator functions
are supported away from such orbits. We now assume that |q(a)|F = 1. Supposing that
(x, v, v∗) ∈ p−1GL(a) and (y,w) ∈ p
−1
Vn
(a), we see
q(a) = q(x, v, v∗) = q(y,w) ∈ O×F .
Since q(y,w) ∈ NmE/F (E), there is an ν ∈ O
×
E such that q(a) = NmE/F (ν). Setting
en =
t[0, . . . , 0, 1] ∈ OnF , we are free to conjugate (x, v, v
∗) ∈ p−1GL(a) and (y,w) ∈ p
−1
Vn
(a)
and assume that
w = νen and (v, v
∗) = (NmE/F (ν)en,
ten).
By the definition of O(a,−), we have
O(a, (ϕ ∗ 10)1Λn) =
∫
U(Vn)
(ϕ ∗ 10)(Ad(h
−1)y)1Λn(h
−1νen)dh.
For 1Λn(h
−1νen) 6= 0,, we must have h
−1νen ∈ O
n
E . Since the stabilizer of en in U(Vn) is
U(Vn−1), it follows that this integral is supported on U(Λn)U(Vn−1). Since the function
ϕ ∗ 10 ∈ HKn,E(Xn) is invariant under the action of U(Λn), our choice of Haar measure
implies that
O(a, (ϕ ∗ 10)1Λn) = Orb
U(Vn−1)((ϕ ∗ 10), y).
A similar argument shows that |q(a)|F = 1 implies that
O(a,BC(ϕ)1Ln) = ω(x)Orb
GLn−1(F ),η(BC(ϕ), x).
Thus, our assumption implies that
Φϕ(a) = 0 whenever |q(a)|F ≥ 1. (19)
To complete the proof, we make use of the Weil representation. We first note since
we assumed that ψ is unramified, we have
F(φ1Ln) = φ1Ln ,
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for any φ ∈ C∞c (gln(F )); a similar statement holds for any φ
′ ∈ C∞c (Herm(Vn)). Con-
sidering the Weil representation on
Orb(gln(F )× F
n × Fn) ∩Orb(Herm(Vn)× Vn),
Proposition 5.1 now implies that
W
(
1
−1
)
Φϕ = F(Φϕ) = Φϕ.
Moreover, (19) implies that for any t ∈ p−1F ,
W
(
1 t
1
)
Φϕ = ψ(tq(a))Φϕ = Φϕ.
Since SL2(F ) is generated by
(
1
−1
)
, and
(
1 t
1
)
for t ∈ p−1F , it follows that
W (g)Φϕ = Φϕ
for all g ∈ SL2(F ).
Now for any a ∈ Arss(F ) with q(a) 6= 0, there exists a t ∈ F such that ψ(tq(a)) 6= 1.
But then
ψ(tq(a))Φϕ(a) =W
(
1 t
1
)
Φϕ(a) = Φϕ(a),
showing that Φϕ(a) = 0. This proves the proposition. 
We now arrive at the final reduction of Theorem 3.4.
Theorem 5.3. For any ϕ ∈ HKn,E(GLn(E)), and for any X ∈ GLn(F )
rss, we have
ω(X)OrbGLn−1(F ),η(BC(ϕ),X) =
{
OrbU(Vn−1)(ϕ ∗ 10, Y ) : X ↔ Y ∈ X
rss
n ,
0 : otherwise.
We prove this in Section 11.1 by spectral techniques. Note that combining Proposi-
tions 4.8 and 5.2 with this theorem completes the proof of Theorem 3.4. By Proposition
3.10, we conclude Theorem 2.11.
Part 2. Spectral transfer and a comparison of relative trace formulas
In this part, we prove Theorem 5.3. Our approach is a comparison of relative trace
formulas we refer to as the twisted Jacquet-Rallis trace formula. This name indicates
both a strong analogy with the Jacquet-Rallis case, as well as our dependence on the
Jacquet-Rallis transfer and fundamental lemma for the Lie algebra in Theorems 4.2 and
4.3 to obtain the needed geometric comparison.
Let E/F denote a quadratic extension of number fields. Heuristically, the comparison
of Jacquet-Rallis may be stated in terms of the matching of orbits
GLn(E)\GLn(E)×GLn+1(E)/GLn(F )×GLn+1(F )
with ⊔
V ∈Vn
U(V )\U(V )× U(V ⊕ Ee0)/U(V ),
where Vn runs over a set of representatives of the isomorphism classes of n dimensional
Hermitian spaces, and the Hermitian form on V ⊕ Ee0 is determined by that of V .
32 SPENCER LESLIE
The first observation is that the matching of orbital integrals in Theorem 5.3 may
be studied globally by switching the roles of the rational linear group and the unitary
group in the Jacquet-Rallis case. This leads to a matching of orbits⊔
V ∈Vn
⊔
W∈Vn+1
GLn(E)\GLn(E)×GLn+1(E)/U(V )× U(W )
where we impose no assumptions on V and W , with
GLn(F )\GLn(F )×GLn+1(F )/GLn(F ).
We show below that this matching of orbits suggests a comparison of relative trace
formulas, the geometric side of which may be calibrated to study the comparison in
Theorem 5.3; see Section 11. This allows us to translate the problem into one of spectral
transfer of spherical characters, a classical method for proving fundamental lemmas for
Hecke algebras in the context of the Arthur-Selberg trace formula; see, for example,
[Clo90], [Hal95], and [Luo18].
We next observe that the spectral results of Feigon, Lapid, and Offen [FLO12] and
Jacquet [Jac10] on unitary periods of cuspidal automorphic forms are precisely what
we need to make the spectral comparison manageable. We review the necessary results
in Section 8.3. In particular, we have the factorization (37). This is the crucial input,
allowing for access to local spherical characters by the relative trace formulas. In fact,
the spectral results of loc. cit. are so complete that our comparison does not appear to
reveal any new information about unitary periods. On the other hand, the global theory
of our comparison does not rely on any previous work on these periods. With refined
results about non-vanishing of central values of Rankin-Selberg L-functions of the form
of [Li09], our comparison would give a new proof of several of the main results of these
works. See Remark 9.8 below.
In the next section, we establish our notational conventions for this part, highlighting
important changes from the notation in Part 1. Section 7 covers the local geometric
comparison of orbital integrals, proving existence of smooth transfer and the fundamen-
tal lemma for the unit element by reducing our comparison to the Lie algebra version
of Jacquet-Rallis transfer as in Section 4.1. Next, we review the global and local theory
of the invariant distributions we use to build the spherical characters in Section 8, and
compare the relative trace formulas in Section 9. The main result of these sections is the
transfer of global spherical characters in Theorem 9.7. We then prove a weak transfer
of local spherical characters in Section 10.
Finally, we use these results to prove the fundamental lemma for this comparison in
Section 11; this is Theorem 11.1. The point is to reduce the local equality of orbital
integrals to a statement about global transfer of spherical characters by first globalizing
the orbital integrals and then using the comparison of relative trace formulas. The
results of Sections 8 and 10 then reduce this problem to a local spectral identity at a
single finite place, which we verify directly. Theorem 5.3 is then readily deduced from
Theorem 11.1, completing the proof of Theorem 2.11.
Remark 5.4. For the reader who is inclined to believe that most of the analytic properties
of the Jacquet-Rallis relative trace formula comparison are enjoyed by our set up, we
recommend skipping Section 9 except for the statement of Theorem 9.7 as it mirrors
[Zha14, Section 2] closely. Some additional care is needed to isolate the comparison for
a single pair of Hermitian spaces, but this is not difficult.
Remark 5.5. In the final application, we work with globally quasi-split unitary group to
prove Theorem 5.3. Despite this, we develop the comparison in general as restricting to
the quasi-split case does not simplify the arguments, and in some instances would overly
complicate the notation. The general comparison may also be of independent interest.
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6. Preliminaries
In this section, we fix our conventions regarding groups, Hermitian spaces, and mea-
sures. In order for this part to be self-contained, we only continue to hold to those
conventions established in Section 1.5 and do not refer to Part 1 for notation. This al-
lows for additional flexibility, despite a good amount of notation being consistent across
both parts. For example, we scrub our notations for orbital integrals, transfer factors,
etc. unless making explicit reference to a formula.
6.1. Involutions. For a field F , recall the element
wn :=

1
−1
. .
.
(−1)n−1
 ∈ GLn(F ).
For any F -algebra R and g ∈ GLn(R), we define
gθ = wn
tg−1wn.
Now suppose that E/F is a quadratic e´tale algebra and consider the restriction of scalars
ResE/F (GLn). Then for any F -algebra R and g ∈ ResE/F (GLn)(R), we set
gσ = g
to be the Galois involution associated to the extension E/F .
Important notational difference: In this part, we set Vn = Vwn . Thus, the fixed
point subgroup ResE/F GLk(E)
θ◦σ = U(Vn) is a quasi-split unitary group over F . We
make this choice as it will be convenient to have a form that is split both globally and
locally.
6.2. Groups and Hermitian spaces. Let F be a field and fix E/F a quadratic e´tale
algebra. Let Fn be a fixed n dimensional vector space, Fn+1 = F d ⊕ Fe0 with a fixed
vector e0. This gives rise to an embedding of GLn(E) as the subgroup preserving this
decomposition:
g 7→
(
g
1
)
.
With this, set G = GLn×GLn+1 and H ∼= GLn ⊂ G, where H is embedded diagonally:
g 7→
(
g,
(
g
1
))
.
Now consider the product
Xn ×Xn+1
parametrizing pairs of Hermitian vector spaces of dimension n and n + 1. A point
(x, y) ∈ Xn ×Xn+1 determines the unitary groups
U(Vx) →֒ ResE/F (GLn)
and
U(Vy) →֒ ResE/F (GLn+1).
We set G′ = ResE/F (GLn) × ResE/F (GLn+1) and H
′ ∼= ResE/F (GLn) embedded diag-
onally as above. For any (x, y) ∈ Xn ×Xn+1, set H
′
x,y = U(Vx)×U(Vy). Note that
H ′wn,wn+1 = U(Vn)×U(Vn+1)
is a product of quasi-split unitary groups.
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6.3. Representations and Whittaker models. Suppose that F is a local field and
let GRn(F ) be the set of equivalence classes of generic representation of GLn(F ). For
any additive character ψ : F → C×, we denote by ψ0 the generic character of Nn(F )
ψ0(u) = ψ
(∑
i
ui,i+1
)
.
For a quadratic e´tale algebra E/F , we set ψ′ = ψ ◦ TrE/F for the induced additive
character and ψ′0 the generic character of Nn(E). Set GR
σ
n(E) for the set of equivalence
classes of generic representations of GLn(E) that are isomorphic to their Galois twists. It
follows from [AC89] that such representations arise as the base change of a representation
π ∈ GRn(F ) on GLn(F ); we write Π = BC(π) to denote this relationship. It follows from
[FLO12, Theorem 0.2.1] that Π has non-trivial invariant U(Vx)-invariant functionals for
any x ∈ Xn.
For any π ∈ GRn(F ) we denote by π
∨ the abstract contragredient representation. Set
W(π) := Wψ(π) to be the Whittaker model of π with respect to the generic character
ψ0. The action is given by
W(g, π)W (h) =W (hg), g, h ∈ GLn(F ), W ∈ W(π).
Then we obtain an isomorphism
(ˆ·) :W(π)θ −→Wψ
−1
(π∨),
given by Wˆ (g) =W (gθ).
7. Orbital integrals and transfer
We begin by describing the regular semi-simple orbits and the matching of orbits
between our two models. We then describe the local orbital integrals and describe
the necessary transfer of test functions and fundamental lemma needed for our global
applications.
7.1. Matching and transfer. Let F be a field and let E/F be a quadratic e´tale algebra
over F .
7.1.1. Linear side. Recall G = GLn×GLn+1 and H = GLn regarded as a subgroup of
G via the diagonal embedding. We define the regular semi-simple locus G(F )rss to be
the set of points γ such that the double coset H(F )γH(F ) ⊂ G(F ) is closed and of
maximal possible dimension.
Lemma 7.1. Let GLn+1(F )
rss to denote the locus of elements g such that, under the
adjoint action of GLn(F ), the orbit of g is closed and of maximal dimension. Then there
is a natural homeomorphism
H(F )\G(F )rss/H(F )
∼
−→ GLn+1(F )
rss/GLn(F ).
Proof. This follows from considering the natural map
GLn(F )\GLn(F )×GLn+1(F ) −→ GLn+1(F )
GLn(F )(h, g) 7−→ h
−1g.

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7.1.2. Twisted side. Recall that Vn denotes our set of GLn(E)-orbit representatives for
Xn. Thus,
{Vx : x ∈ Vn}
is a fixed set of representatives for the isomorphism classes of n-dimensional Hermitian
spaces over E. In this part, we always require that wn ∈ Vn in keeping with our choice
of split Hermitian space. Denoting the GLn(E)-orbit of x ∈ Vn by X
x
n , there is a
decomposition
Xn =
⊔
x∈Vn
Xxn . (20)
For any x ∈ Xn, set
y(x) =
(
x
1
)
∈ Xn+1.
Then Vy(x) = Vx ⊕ Ee0 where the sum is orthogonal and 〈e0, e0〉y(x) = 1. With this
construction, there is a natural embedding of unitary groups
U(Vx) →֒ U
(
Vy(x)
)
.
Note that if Vx is split, then so is Vy(x), albeit with a Hermitian form conjugate to wn+1.
For any y ∈ Vn+1, denote by
Xy := Xn+1 · y ⊂ Herm(Vy)
the set of invertible elements in the twisted Lie algebra Herm(Vy).
For any pair (x, y) ∈ Xn × Xn+1, consider the subgroups H
′
x,y = U(Vx) × U(Vy) ⊂
G′(F ) and H ′ = ResE/F GLn embedded diagonally. Set G
′(F )rss to be the set of points
δ such that the double coset H ′(F )δHx,y(F ) ⊂ G
′(F ) is closed and of maximal possible
dimension.
We have a similar reduction of the regular orbits in this case.
Lemma 7.2. For any x ∈ Xn, define X
rss
y(x) to be the set of elements z such that, under
the adjoint action of U(Vx), the orbit of z is closed and of maximal dimension. Then
there is a natural bijection⊔
y∈Vn+1
H ′(F )\G′(F )rss/H ′x,y(F )
∼
−→ Xrssy(x)/U(Vx).
Proof. In view of the decomposition (20), this follows by considering the map⊔
y∈Vn+1
H ′(F )\G′(F )/{1} × U(Vy) −→ Xy(x)
H ′(F )(g1, g2) 7−→ (g
−1
1 g2)y(
tg−11 g2)y(x).

Proposition 7.3. There is a natural matching of regular semi-simple orbits, giving a
bijection:
H(F )\G(F )rss/H(F ) ∼
⊔
x∈Vn
⊔
y∈Vn+1
H ′(F )\G′(F )rss/H ′x,y(F ).
Proof. By Lemmas 7.1 and 7.2, the claim reduces to the claim that there is a natural
matching
GLn+1(F )
rss ∼
⊔
x
Xrssy(x).
This is precisely the setting of the Lie algebra version of Jacquet-Rallis matching of orbits
described in Section 5.2. We need only check that this matching respects restriction to
the invertible elements of both sides. This may be checked directly via the explicit
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invariant polynomials reviewed below, but is more readily seen from noting that regular
semi-simple elements g ∈ gln+1(F )
rss and x ∈ Herm(Vy(x))
rss match if and only if,
viewed naturally as elements of gln+1(E), they are conjugate by GLn(E). 
We say that two regular semi-simple elements γ and δ match with respect to (x, y)
and write γ
x,y
←→ δ if the orbits
[γ] ∈ H(F )\G(F )rss/H(F ) and [δ] ∈ H ′(F )\G′(F )rss/H ′x,y(F )
match.
7.1.3. Invariant polynomials. We recall the invariant polynomials used in [Zha14] as
it will aid certain arguments in Section 11. Let X ∈ gln+1(F ) which we can express
uniquely as
X =
(
A b
c d
)
, A ∈ gln(F ), b ∈ F
n, c ∈ Fn, and d ∈ F.
Then we define the invariant map π : gln+1(F )→ A(F )2n+1 by
c(X) = (a1(X), . . . , an(X), b0(X), . . . , bn−1(X), d) = (ci(X))
2n+1
i=1 (21)
where
ai(X) = Tr(∧
iA), and bj(X) = c ·A
j · b. (22)
These polynomials are similarly defined for Y ∈ Herm(Vy(x)) and two regular semi-
simple elements X ∈ gln+1(F )
rss and Y ∈ Herm(Vy(x))
rss match if and only if they
have the same invariants [RS07].
By a slight abuse of notation, we define the invariant polynomials ci : G(F )→ F for
i = 1, . . . , 2n+ 1 by setting
ci(γ) := ci(γ
−1
1 γ2),
where γ = (γ1, γ2) ∈ G(F ).
Similarly, for any pair (x, y) ∈ Xn ×Xn+1, we define the invariant polynomials c
x,y
i :
G′(F )→ F for i = 1, . . . , 2n + 1 by setting
cx,yi (δ) := ci(πx,y(δ))
where δ = (δ1, δ2) ∈ G
′(F ) and
πx,y(δ) := (δ1
−1δ2)y
t(δ1
−1δ2)y(x) ∈ X
y
y(x).
7.2. Orbital integrals. Assume now that F is a local field, and let E/F be a quadratic
e´tale algebra.
7.2.1. Linear Side. Let f ∈ C∞c (G(F )). We define the relative orbital integrals of
interest
Orbη(f, γ) :=
∫
H
∫
H
f(h−11 (γ1, γ2)h2)η(h2)dh1dh2,
where γ = (γ1, γ2) ∈ G(F )
rss is a regular semi-simple element. This assumption implies
that the centralizer of γ is trivial and that the orbit of γ is closed, so the integral is well
defined. Consider the function f˜ ∈ C∞c (GLn+1(F )) defined as
f˜(g) :=
∫
H
f(h−1(1, g))dh.
We note that the map
C∞c (G) −→ C
∞
c (GLn+1(F ))
f 7−→ f˜
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is surjective. Since the integrals are absolutely convergent, a simple rearrangement gives
Orbη(f, γ) = OrbGLn(F ),η(f˜ , γ−11 γ2) :=
∫
GLn(F )
f˜(h−1γ−11 γ2h)η(h)dh. (23)
Note that this orbital integral is of the type arising on the linear side of the Jacquet-Rallis
transfer in the sense of (18).
The transfer factor in this case is built out of the transfer factor (17) for the Lie
algebra version of Jacquet-Rallis transfer. For an element X ∈ gln+1(F )
rss, set
ω(X) = η (det([en+1|Xen+1| . . . |X
nen+1])) ,
where
en+1 =
t[0, . . . , 0, 1] ∈ Fn+1.
Definition 7.4. We define the transfer factor Ω : G(F )rss → C by
Ω(γ1, γ2) := ω(γ
−1
1 γ2).
7.2.2. Twisted side. For any pair (x, y) ∈ Xn ×Xn+1, we define the orbital integral
Orb(f ′, δ) :=
∫
H′
∫
H′x,y
f ′(h−11 (δ1, δ2)h2)dh1dh2,
where f ′ ∈ C∞c (G
′) and δ = (δ1, δ2) ∈ G
′(F )rss. Similarly to the previous case, we first
define f˜ ′ : Xyy(x) :→ C by
f˜ ′(gytgy(x)) =
∫
H′
∫
U(Vy)
f ′(h−1(1, gu))dhdu.
We see that
Orb(f ′, δ) = OrbU(Vx)(f˜ ′, πx,y(δ)) :=
∫
U(Vx)
f˜ ′(h−1πx,y(δ)h)dh. (24)
We similarly note that this orbital integral is of the type arising on the unitary side of
the Jacquet-Rallis transfer.
7.2.3. Taking care of the center. We need to take the action on the center into ac-
count. Fixing (x, y) ∈ Xn ×Xn+1 and setting ZG′ ⊂ G
′ denote the center, consider the
ZG′(F )H
′(F )×H ′x,y(F )-action on G
′(F ).
Following the reductions above, it suffices to consider the ZG′(F )×U(Vx)- action on
Xy(x). Here U(Vx) acts via conjugation, while the center acts by
(z1, z2) ◦ s = (z
−1
1 z2)s(z
−1
1 z2).
Set
Z0 = {[(z1, z2), z1] ∈ ZG′(F )× U(Vx) : z1 ∈ ZU(Vx)(F ), z2 ∈ ZU(Vy)(F )}
∼= ZU(Vx)(F )× ZU(Vy)(F ).
It is simple to check that Z0 acts trivially under the above action. For any s ∈ Xy(x),
we may write
s =
(
A b
〈b,−〉x d
)
,
where A ∈ Herm(Vx), b ∈ E
n, and d ∈ F. It is easy to check that
Tr(A) and d
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are scaled by a non-zero norm class under the ZG′(F )×U(Vx)-action, so that their norm
classes are invariant. In analogy to [Zha14], we call s ∈ Xy(x) Z-regular semi-simple if
it is regular semi-simple in Xy(x) and if
Tr(A), d ∈ F×.
This gives a Zariski open dense subset of Xy(x).
Lemma 7.5. If s is Z-regular semi-simple, then its centralizer under the ZG′(F ) ×
U(Vx)-action is Z0 and its orbit is closed. In particular, a Z-regular semi simple element
is ZG′ ×U(Vx)-regular semi-simple.
Proof. If (z, h) ◦ s = s, then since Tr(A) and d are invertible, we may augment (z, h) by
an element of Z0 to assume that z = (1, 1). But now h lies in the centralizer of s under
the adjoint action of U(Vx). This is trivial since s is regular semi-simple, proving the
first claim.
We now note that when Tr(A), d ∈ E×, the rational functions
Tr(∧iA)
Tr(A)i
and
〈b,Ajb〉x
Tr(A)j+1d
(25)
for 1 ≤ i ≤ n and 0 ≤ j ≤ n − 1 are invariant under ZG′(F ) × U(Vx). We claim that
two Z-regular semi-simple elements s1 and s2 are in the same ZG′(F ) × U(Vx)-orbit if
and only if they have the same values under the invariants (25) and
Tr(A1) ≡ Tr(A2) mod Nm(E
×) and d1 ≡ d2 mod Nm(E
×),
where Ai and di are as above. Indeed, sufficiency is immediate. To prove necessity,
suppose that they have the same invariants and norm classes. By augmenting s2 to z◦s2
for an appropriate central element z ∈ ZG′(F ), we may assume that Tr(A1) = Tr(A2)
and d1 = d2.
Considering the invariants above, this implies that Tr(∧iA1) = Tr(∧
iA2) for each i
and 〈b1, A
j
1b1〉x = 〈b2, A
j
2b2〉x for all j. These are precisely the invariants noted in (22),
so it follows from our assumption that s1 and s2 are regular semi-simple that they lie in
the same U(Vx)-orbit. As in [Zha14], this implies that the ZG′(F ) × U(Vx)-orbit of s1
is closed. 
We say that δ ∈ G(F ) is Z-regular semi-simple if πx,y(δ) is. In this case, for any
central character ω′ : ZG′(F )→ C× and any f ′ ∈ C∞c (G
′(F )) we set
Orbω′(f
′, δ) :=
∫
H′(F )
∫
ZH′x,y
(F )\H′x,y(F )
∫
ZG′ (F )
f ′(h−11 (δ1, δ2)zh2)ω
′(z)dzdh1dh2.
The integration is absolutely convergent by the closed orbit assertion of the lemma.
For linear case, if ZG(F ) ⊂ G(F ) is the center, we consider the action of ZG(F )H(F )×
H(F ) on G(F ). As before this reduces to considering the ZG(F ) × GLn(F )-action on
GLn+1(F ), and we say that g ∈ GLn+1(F ) is Z-regular semi-simple if it is regular
semi-simple under the GLn(F )-action and Tr(A), d 6= 0 where
g =
(
A b
c d
)
where A ∈ gln(F ), b,
tc ∈ Fn, and d ∈ F.
A similar but easier argument now shows that a Z-regular semi-simple element of
GLn+1(F ) has trivial centralizer under ZG(F )×GLn(F ) and has a closed orbit. We say
γ = (γ1, γ2) is Z-regular semi-simple if γ
−1
1 γ2 is. In this case, for any central character
ω : ZG(F )→ C× and f ∈ C∞c (G(F )) then set
Orbηω(f, γ) :=
∫
H(F )
∫
H(F )
∫
ZG(F )
f(h−11 (γ1, γ2)zh2)ω(z)dzdh1dh2.
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The integration is absolutely convergent.
7.3. Smooth transfer. We say that functions f ∈ C∞c (G(F )) and {f
′
x,y}x,y with f
′
x,y ∈
C∞c (G
′(F )) and (x, y) ∈ Vn × Vn+1 match if for any matching regular orbits γ
x,y
←→ δ,
the following identify holds
Ω(γ)Orbη(f, γ) = Orb(f ′x,y, δ). (26)
When E = F × F , the transfer of functions may be made explicit. Here, Vn and
Vn+1 are both singletons and η is trivial. For k = n, n+1, we may choose isomorphisms
GLk(E) ∼= GLk(F )×GLk(F ) such that the unitary groups U(Vx) ∼= GLn(F ) →֒ GLn(E)
and U(Vy) ∼= GLn+1(F ) →֒ GLn+1(E) are sent to
U(Vx) ∼= {(g, g
θ) ∈ GLn(F )×GLn(F ) : g ∈ GLn(F )}
and
U(Vy) ∼= {(g, g
θ) ∈ GLn+1(F )×GLn+1(F ) : g ∈ GLn(F )},
where we recall that for g ∈ GLk(E), g
θ = wk
tg−1wk. The proof of the next proposition
is a simple computation, which we omit.
Proposition 7.6. When E = F×F as above, the functions f1⊗f2 ∈ C
∞
c (G(F )×G(F ))
and f1 ∗ f
θ∨
2 ∈ C
∞
c (G(F )) are smooth transfers. Here ∗ denotes convolution and
f θ∨(g) = f(g−θ).
Assume now that F is non-archimedean and that E/F is a quadratic field extension.
The existence of smooth transfer now follows from the existence of smooth transfer for
the Jacquet-Rallis transfer.
Theorem 7.7. Assume that E/F is a quadratic extension of non-archimedean fields.
For any f ∈ C∞c (GLn+1(F )), there exists a transfer {f
′
x,y}x,y. Conversely, for any
{f ′x,y}x,y, there exists a transfer f .
Proof. This follows directly from Theorem 4.2 by the reductions (23) and (24) in the
previous section. Indeed, the identity of orbital integrals (26) may be reduced to
ω(γ−11 γ2)Orb
GLn(F ),η(f˜ , γ−11 γ2) = Orb
U(W )(f˜x,y, πVy(x),W (δ)).
This is precisely the context of Theorem 4.2. 
Now fix a single pair (x, y) ∈ Xn ×Xn+1, and consider a function f
′
x,y ∈ C
∞
c (G
′(F )).
The above theorem tells us that there exists f ∈ C∞c (G(F )) such that
Ω(γ)Orbη(f, γ) =
{
Orb(f ′x,y, δ) : γ
x,y
←→ δ ∈ G′(F )rss,
0 : otherwise.
(27)
Consider the closed and open subset G[x, y] = GF [x, y] ⊂ G(F ) such that
G[x, y] = {(g1, g2) ∈ GLn(F )×GLn+1(F ) : η(g1) = η(x), η(g2) = η(y)}.
Lemma 7.8. Assume that either E/F is split or that F is non-archimedean. For f ′x,y
and f as above, we may assume that supp(f) ⊂ G[x, y].
Proof. When E/F is split, G[x, y] = G(F ) so that the statement is vacuous. We now as-
sume that F is non-archimedean. In this case, there are four possible pairs of Hermitian
spaces. We index them as follows:
{(xi, yj) : (i, j) ∈ F22 such that η(xi) = (−1)
i, η(yj) = (−1)
j}.
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There is then a decomposition of G(F ) into open and closed subsets.
G(F ) =
⊔
(i,j)∈F22
G[xi, yj ].
Similarly, we may decompose GLn+1(F ) = G0 ⊔G1 where
Gi = {g ∈ GLn+1(F ) : η(g) = (−1)
i}.
Recall that the map
p : G(F )→ GLn+1(F )
(g1, g2) 7→ g
−1
1 g2
is a submersion. Since
p (G[x0, y0]) = p (G[x1, y1]) = G0 and p (G[x0, y1]) = p (G[x1, y0]) = G1,
the disjoint unions above implies that the restrictions
G[x0, y0]
p
−→ G0, G[x1, y1]
p
−→ G0 and G[x0, y1]
p
−→ G1, G[x1, y0]
p
−→ G1
are all submersions. Therefore, the map
C∞c (G[xi, yj ]) −→ C
∞
c (Gi+j) (28)
f 7→ f˜ ,
is surjective, for each (i, j) ∈ F22 where the sum i+j is considered modulo 2. To conclude
the lemma, note that (27) is equivalent to
ω(g)OrbGLn(F ),η(f˜ , g) =
{
OrbU(Vx)(f˜ ′x,y, h) : g ←→ h ∈ X
y,rss
y(x) ,
0 : otherwise.
(29)
By construction, the support of f˜ ′x,y lies in
Xyy(x) = {h ∈ Xy(x) : η(h) = η(x)η(y) = (−1)
k(x,y)},
where k(x, y) ∈ {0, 1}. Thus, we may replace f˜ by f˜ · 1Gk(x,y) without affecting the
matching (29). The surjectivity of (28) now implies that we are free to choose f so that
supp(f) ⊂ G[x, y], proving the lemma. 
7.4. The fundamental lemma. Now assume that E/F is an unramified quadratic
extension of non-archimedean local fields.
Set K = G(OF ) and 1K the corresponding characteristic function. Also, set K
′ =
G′(OF ) and let 1K ′ denote the characteristic function.
Theorem 7.9. The functions 1K and {f
′
x,y} are transfers where
f ′x,y =
{
1K ′ : (x, y) = (wn, wn+1),
0 : otherwise.
Proof. This follows from the previous reductions and Theorem 4.3 by restricting to the
integral locus such that |det(X)|F = 1. As previously stated, this was recently reproved
in characteristic zero with no assumption on the residue characteristic in [BP19]. We
therefore do not need to make any assumptions on the residue characteristic. 
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8. Factorization of certain global distributions
We recall the definitions of certain global and local distributions that arise in the
spectral decomposition of the relative trace formulas. In this section, F is a number
field and E/F a quadratic extension. We set AF for the adele ring of F , and AE for that
of E. As always, we consider the diagonal embedding GLn(F ) →֒ GLn(AF ). For any n,
we set An ⊂ GLn(AF ) to be the connected component of the identity in the maximal
Q-split torus in the center of GLn(F∞) =
∏
v|∞GLn(Fv). We set
[GLn] := AnGLn(F )\GLn(AF ).
We adopt similar notations for other algebraic groups. Finally, we set η := ηA×E/A
×
F
to
be the idele class character associated to the quadratic extension.
8.1. Peterson inner product. Suppose π is a cuspidal automorphic representation of
GLn(AF ), and let πˆ ∼= π∨ denote the contragredient represention of π realized on the
space of functions {φθ : φ ∈ π}, where gθ = w0
tg−1w0. Consider the inner product
(φ, φˆ) =
∫
AnGLn(F )\GLn(AF )
φ(g)φˆ(g)dg;
this is a GLn(AF )-invariant inner product on π. Denote by Wφ the ψ-th Fourier coeffi-
cient of a cusp form φ:
Wφ(g) =
∫
[Nn]
φ(ng)ψ−10 (n)dn,
where ψ0 is our generic character of the unipotent radical Nn(AF )
Suppose now that S is a finite set of places, containing the archimedean ones, such
that πv is unramified and ψ0,v has conductor O for v /∈ S. Let φ ∈ π be factorizable,
write Wφ(g) =
∏
vWv(g), where Wv ∈ W
ψv(πv). Similarly, let φˆ ∈ πˆ be factorizable
and set Wφˆ(g) =
∏
v Wˆv(gv), where Wˆv ∈ W
ψ−1v (πˆv) = W
ψ−1v (π∨v ). We may assume
that for all v /∈ S, Wv and Wˆv are spherical and normalized so that Wv(e) = Wˆv(e) = 1.
We recall the canonical inner product
[·, ·]πv :W
ψv (πv)⊗W
ψ−1v (πˆv) −→ C.
It is defined by considering the integral
Is(Wv, Wˆ
′
v) = L(n,1F×v )
∫
Nn(Fv)\Pn(Fv)
Wv(h)Wˆ
′
v(h)|det(h)|
s
F dh,
where Wv,W
′
v ∈ W
ψv (πv) and Pn ∼= GLn−1⋊Gn−1a is the mirabolic subgroup of GLn .
The integral converges for Re(s) ≫ 0, and has meromorphic continuation. It is known
for any local field of characteristic zero (see [FLO12, Appendix A] and the references
therein) that this continuation is holomorphic at s = 0 and gives a non-degenerate
GLn(Fv)-invariant pairing. We set
[Wv, Wˆ
′
v ]πv := I0(Wv , Wˆ
′
v).
Moreover, when πv is unramified and Wv is the spherical vector normalized so that
Wv(e) = 1, then
[Wv, Wˆv]πv = L(1, πv × π
∨
v ), (30)
where L(s, πv × π
∨
v ) denotes the local Rankin-Selberg L-factor.
Proposition 8.1. [FLO12, Section 10.3] Assume that φ ∈ π is factorizable as above.
There is a corresponding factorization
(φ, φˆ) = Ress=1 L(s, π × π
∨)
∏
v
[Wv, Wˆv]
♮
πv , (31)
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where
[Wv, Wˆv]
♮
πv =
[Wv, Wˆv]πv
L(1, πv × π∨v )
.
8.2. Rankin-Selberg period. The results of this section are found in [JPSS83]. Let
Π = Πn ⊠ Πn+1 be a generic cuspidal automorphic represention of G(AF ), where Πi is
a generic cuspidal automorphic representation of GLi(AF ). The global Rankin-Selberg
period is given by
λΠ(φ) =
∫
[GLn]
φn(h)φn+1
(
h
1
)
dh,
where φi ∈ Πi. Now let W
ψ−1(Πn) and W
ψ(Πn+1) be the corresponding Whittaker
models. The local Rankin-Selberg period is defined in terms of the local Whittaker
model W(Πv) :=W
ψ−1v (Πn,v)⊠W
ψv(Πn+1,v) by
λΠv(s,Wv) =
∫
Nn(F )\GLn(F )
Wv(h)|det(h)|
sdh, s ∈ C, Wv ∈ W(Πv).
We also consider the normalized period by introducing the local Rankin-Selberg L-
function L(s,Π):
λ♮Πv(s,Wv) =
λΠv(s,Wv)
L(s+ 12 ,Πv)
.
For any generic Πv, the integral λΠv(s, ·) is absolutely convergent when Re(s) is large
and extends meromorphicallly to C. Moreover, the normalized integral λ♮Πv(s, ·) is entire
in s ∈ C, and we set
λ♮Πv(Wv) = λ
♮
Πv
(0,Wv);
this gives a non-zero element of the one-dimensional space HomH(Fv)(Πv ,C) for any
generic Π.
Remark 8.2. When Πv is tempered, the integral is absolutely convergent for Re(s) > −
1
2 ,
so that there is no need to analytically continue the integral to s = 0.
With our measure conventions, when Wv is the normalized spherical vector and ψv
has conductor OF ,
λΠv(s,Wv) = L(s+
1
2
,Πv),
where L(s,Πv) = L(s,Πn,v ×Πn+1,v) is the local Rankin-Selberg L-factor. This implies
that
λ♮Πv(Wv) = 1. (32)
Proposition 8.3. We have the following decomposition when Π is unitary, and φ =
φn ⊠ φn+1 ∈ Π is factorizable:
λΠ(φ) = L
(
1
2
,Πn ×Πn+1
)∏
v
λ♮Πv(Wv), (33)
where WΠ(g : φ) =
∏
vWv(gv).
We will also need the twisted version λη of this period, were η : F×\A×F → C
× is
a quadratic unitary character. This distribution is given, both globally and locally, by
setting
ληΠn⊠Πn+1 = λΠn·η⊠Πn+1 ,
and similarly for the normalized distribution.
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Corollary 8.4. We have the following decomposition when Π is unitary, and φ =
φn ⊠ φn+1 ∈ Π is factorizable:
ληΠ(φ) = L
(
1
2
,Πn ×Πn+1 · η
)∏
v
ληv ,♮Πv (Wv), (34)
where WΠ(g : φ) =
∏
vWv(gv).
8.3. Unitary periods. Let Π be a cuspidal automorphic representation of GLn(AE).
For any Hermitian form x ∈ Xn, we have the associated unitary group U(Vx) ⊂
ResE/F GLn. For φ ∈ Π, we define the unitary period Px(φ) by the (convergent) in-
tegral
Px(φ) =
∫
[U(Vx)]
φ(h)dh.
Then Π is said to be distinguished by U(Vx) if there exists a vector ψ such that Px(φ) 6= 0.
If Vx = Vn is split, then a theorem of Jacquet [Jac10] states that if there is a cuspidal
automorphic representation π of GLn(AF ) such that Π = BC(π), then Π is distinguished
by U(Vn). In general, Corollary 10.3 of [FLO12] gives a vast generalization to other
forms.
To define the local unitary periods, we need a bit more terminology. Fix a place v of
F and consider the quadratic e´tale extension Ev/Fv .
Let Πv ∈ Temp(GLn(Ev)) and denote by E(Xn,W
ψ′v (Πv)
∗) the set of all maps
α : Xn(Fv)×W
ψ′v (Πv)→ C,
which are continuous and GLn(E)-invariant with respect to the diagonal action. Note
that we have an isomorphism
E(Xn,W
ψ′v (Πv)
∗)
∼
−→
⊕
x∈Vn
HomU(Vx)(W
ψ′v (Πv),C)
α 7→ (α(x, ·))x∈Vn .
Now for any such α, we consider the twisted Bessel character JαΠv : C
∞
c (Xn(Fv)) → C
given by
JαΠv (f
′) = 〈f ′ · α, λ∨1 〉,
where f ′ · α is the smooth functional
W 7→
∫
Xn(Fv)
f ′(x)α(x,W )dx,
which we identify with an element of Wψ
′
v
−1
(Π∨v ) via the pairing [·, ·]Π, and λ
∨
1 denotes
the functional Wˆ 7→ Wˆ (1). Similarly, for πv ∈ Temp(GLn(Fv)), we define the Bessel
character Iπv : C
∞
c (GLn(Fv))→ C by
Iπv(f) = 〈f · λwn , λ
∨
1 〉,
where f = ·λwn denotes the smooth functional
W 7→
∫
GLn(Fv)
f(g)W (wng)dg,
which we again identify with an element of Wψ
−1
v (πv
∨) via the pairing [·, ·]πv , and λ
∨
1
denotes the functional Wˆ 7→ Wˆ (1).
One of the main results of [FLO12] is the following theorem.
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Theorem 8.5. For every πv ∈ Temp(GLn(Fv)), there exists a unique
απv ∈ E(Xn,W
ψ′v (BC(πv))
∗)
such that the identity
Jα
piv
BC(πv)
(f ′) = Iπv(f)
holds for all pairs of test functions (f, f ′) which are transfers with respect to Jacquet-Ye
transfer as defined in [FLO12, Section 3].
We refer to the functionals απv as FLO functionals. When Ev ∼= Fv × Fv is split,
so that BC(πv) ∼= πv ⊗ πv, these functionals are very simple [FLO12, Corollary 7.2]:
απv(h,th)(W
′ ⊗W ′′) =
[
W(h, πv)W
′,W(w0, πˆv)Wˆ
′′
]
πv
(35)
for any h ∈ GLn(Fv) and W
′,W ′′ ∈ Wψv(πv).
Lemma 8.6. [FLO12, Lemma 3.9] Assume that Fv is non-archimedean of odd residue
characteristic. Further assume that Ev/Fv is an unramified extension and that ψ
′
v has
conductor OFv . Let Πv = BC(πv) be unramified and let W0 ∈ W
ψ′v (Πv) denote the
nomralized spherical vector. Then for any x ∈ Xn(OFv ) = GLn(OEv) ∗ wn
απ
′
x (W0) = L(1, πv × π
∨
v · ηv). (36)
We define for W ∈ Wψ
′
v(Πv)
απv,♮x (W ) =
απvx (W )
L(1, πv × π∨v · ηv)
.
Returning to our extension of number fields E/F , we have the following factorization of
unitary periods of cusp forms.
Proposition 8.7. [FLO12, Theorem 10.1] Let π be an irreducible cuspidal automorphic
representation, and let Π = BC(π). Then for any x ∈ Xn, we have
Px(φ) = 2L(1, π × π
∨ · η)
∏
v
απv,♮x (Wv), (37)
where WΠ(g : φ) =
∏
vWv(gv).
8.4. Global spherical characters. Assume that π = πn ⊠ πn+1 is a cuspidal auto-
morphic representation of G(AF ).
Definition 8.8. We define the global spherical character Iπ as the following distribution:
for f ∈ C∞c (G(AF )), we set
Iπ(f) =
∑
φ
λπ(π(f)φ)λπ∨(φˆ)
(φ, φˆ)
, (38)
where the sum runs over an orthogonal basis for Π and where φˆ(g) = φ(gθ) is a vector
in the contragredient representation Π∨.
Now let Π = Πn ⊠ Πn+1 be an irreducible cuspidal automorphic representation of
G′(AF ). For any (x, y) ∈ Vn×Vn+1, we set Px,y = Px⊗Py to be the product of unitary
periods.
Definition 8.9. We define the global twisted spherical character Jx,yΠ as the following
distribution: for f ′ ∈ C∞c (G
′(AF )), we set
Jx,yΠ, (f
′) =
∑
φ
λΠ(Π(f
′)φ)Px,y(φˆ)
(φ, φˆ)
, (39)
where the sum runs over an orthogonal basis for Π and where φˆ(g) = φ(gθ).
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Note that Jx,yΠ ≡ 0 unless Π = Πn ⊠ Πn+1 is H
′
x,y-distinguished. When this is the
case, a theorem of Jacquet [Jac05] implies that there must exist a cuspidal representation
π = πn ⊠ πn+1 of G(AF ) = GLn(AF )×GLn+1(AF ) such that
Πi = BC(πi), i = n, n+ 1.
Since Πi is cuspidal, we know πi 6∼= πi · η. Therefore, the Rankin-Selberg L-function
L(s, π × π∨ · η) is holomorphic at s = 1. Using the relation
L(s,Π×Π∨) = L(s, π × π∨)L(s, π × π∨ · η), (40)
we see that
Ress=1(L(s,Π×Π
∨))
L(1, π × π∨ · η)
= Ress=1(L(s, π × π
∨)) 6= 0. (41)
8.5. Local spherical characters and factorization. Denote by W(Πv) the Whit-
taker model Wψ
′−1
v (Πn,v) ⊗W
ψ′v (Πn+1,v). Also denote by α
πv
x,y = α
πn,v ,♮
x ⊗ α
πn+1,v,♮
y the
product of FLO functionals.
Definition 8.10. (1) We define the normalized local twisted spherical character
Jx,y,♮Πv associated to a unitary generic representation Πv of G
′(Fv) and (x, y) ∈
Vn × Vn+1 as follows: for f ′v ∈ C
∞
c (G
′(Fv))
Jx,y,♮Πv (f
′
v) =
∑
Wv
λ♮Πv(Πv(f
′
v)Wv)α
πv
V (Wˆv)
[W, Wˆ ]♮Πv
,
where the sum ranges over an orthogonal basis for W(Πv). We denote by J
x,y
Π
the distribution defined using the unnormalized local periods.
(2) We similarly define the normalized local spherical character I♮π for any unitary
generic representation πv of G(Fv): for fv ∈ C
∞
c (G(Fv))
I♮πv(fv) =
∑
Wv
λ♮πv(πv(fv)Wv)λ
ηv,♮
πˆv
(Wˆv)
[W, Wˆ ]♮πv
,
where the sum ranges over an orthogonal basis for W(πv). We denote by Iπ the
distribution defined using the unnormalized local periods.
We now state the factorization results.
Proposition 8.11. Consider an irreducible cuspidal automorphic representation Π =
⊗′vΠv and fix a pair (x, y). If J
x,y
Π is not identically zero, let π = πn ⊠ πn+1 be an
irreducible cuspidal automorphic representation of G(AF ) such that Π = BC(π).
We have the product decomposition: for any factorizable f ′ =
∏
v f
′
v ∈ C
∞
c (G
′(AF )),
Jx,yΠ (f
′) = 4
L
(
1
2 ,Πn ×Πn+1
)
Ress=1(L(s, π × π∨))
∏
v
J ♮Πv ,V (f
′
v). (42)
Proof. The product decomposition follows immediately from (31), (33), (37), and (41).

This implies that the global twisted spherical character Jx,yΠ is non-vanishing if and
only if
(1) the global L-factor L
(
1
2 ,Πn ×Πn+1
)
is non-vanishing, and
(2) the local FLO functionals απvx,y = α
πn,v,♮
x ⊗ α
πn+1,v,♮
y are non-vanishing for every
place v of F .
46 SPENCER LESLIE
This is due to the non-vanishing of the local Rankin-Selberg periods for any generic
represention Πv [JPSS83].
In the linear case, we have a similar factorization.
Proposition 8.12. Consider an irreducible cuspidal automorphic representation π =
⊗′vπv. For any factorizable f =
∏
v fv ∈ C
∞
c (G(AF )), the spherical character Iπ associ-
ated to π factorizes as
Iπ(f) =
L
(
1
2 ,Πn ×Πn+1
)
Ress=1(L(s, π × π∨))
∏
v
I♮πv(fv), (43)
where Πn ⊠Πn+1 = BC(πn)⊠BC(πn+1).
Proof. This similarly follows from (31), (33), and (40). 
In particular, for any cuspidal automorphic representation πn ⊠ πn+1, the global
spherical character is non-vanishing if and only if the central L-value L
(
1
2 ,Πn ×Πn+1
)
is non-vanishing.
9. Comparison of relative trace formulas
The main result of this section is Theorem 9.7, showing the following spectral transfer
of global spherical characters. Assume that E/F is a quadratic extension of number
fields that is split at all archimedean places of F . Let Π = Πn ⊠ Πn+1 be a cuspidal
automorphic representation of G′(AF ) satisfying certain local assumptions and such that
Π ∼= Πσ, and for any pair of Hermitian forms (x, y) ∈ Xn × Xn+1, there exist “nice”
matching test functions f ′ ∈ C∞c (G
′(AF )) and f ∈ C∞c (G(AF )) such that
Jx,yΠ (f
′) =
∑
π∈B(Π)
Iπ(f).
where B(Π) is the (finite) set of cuspidal automorphic representations π of G(AF ) such
that Π = BC(π).
We will prove this and more via a comparison of (simple forms of) two relative trace
formulas, which we now introduce. Much of this section mirrors [Zha14, Section 2]
closely.
9.1. The linear side. Suppose that f ∈ C∞c (G(AF )) and consider the automorphic
kernel
Kf (x, y) =
∑
γ∈G(F )
f(x−1γy).
We consider the distribution on C∞c (G(AF ))
I(f) =
∫
[H]
∫
[H]
Kf (h1, h2)η(h2)dh1dh2.
We also consider versions of this distribution Iω, where ω is a central character for
G(AF ) by replacing Kf with
Kf,ω(x, y) =
∫
[ZG(AF )]
∑
γ∈G(F )
f(x−1γzy)ω(z)dz
Note that the intersection of ZG and H is trivial.
This integral does not converge in general. Following [Zha14], we introduce the space
of nice test functions.
Definition 9.1. We say f =
∏
v fv ∈ C
∞
c (G(AF )) is a nice test function with respect
to the central character ω =
∏
v ωv if
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(1) For at least one place v1, the function fv1 is essentially a matrix coefficient of a
supercuspidal representation with respect to ωv1 : this means that
fv1,ωv1 (g) =
∫
ZG(Fv1 )
fv1(gz)ωv1(z)dz
is a matrix coefficient of a supercuspidal representation of G(Fv1).
(2) For at least one split place v2 6= v1, the test function fv2 is supported on the
Z-regular locus of G(Fv2). This place is not required to be non-archimedean.
Lemma 9.2. Let ω be a unitary character of ZG(F )\ZG(AF ). Suppose that f =
∏
v fv
is nice with respect to ω. Then
(1) As a function on H(AF ) × H(AF ), Kf (x, y) is compactly supported modulo
H(F )×H(F ). In particular, I(f) converges absolutely.
(2) As a function on H(AF ) × H(AF ), Kf,ω(x, y) is compactly supported modulo
H(F )×H(F )ZG(AF ). In particular, Iω(f) converges absolutely.
Proof. The argument is verbatim as in the case of the Jacquet-Rallis relative trace
formula [Zha14, Lemma 2.2]. 
This implies that when f is nice, we have the decomposition into a finite sum of
integrals.
I(f) =
∑
γ
Orbη(f, γ),
where the sum is over regular semi-simple γ ∈ H(F )\G(F )/H(F ) and
Orbη(f, γ) :=
∫
H(AF )
∫
H(AF )
f(h−11 γh2)η(h2)dh2dh1 =
∏
v
Orbηv(fv, γv).
We have a similar decomposition for Iω:
Iω(f) =
∑
γ
Orbηω(f, γ),
where the sum is over Z-regular semi-simple γ ∈ H(F )\G(F )/ZG(F )H(F ) and where
Orbηω(f, γ) :=
∫
H(AF )
∫
H(AF )
∫
ZG(AF )
f(h−11 γzh2)η(h2)ω(z)dzdh2dh1 =
∏
v
Orbηvωv(fv, γv).
If π = πn⊠πn+1 is a cuspidal automorphic representation of G(AF ), recall the definition
(38) of the spherical character Iπ.
Proposition 9.3. Let ω be a unitary central character. If f is nice with respect to ω,
then we have the equality ∑
γ
Orbηω(f, γ) =
∑
π
Iπ(f), (44)
where the first sum is over Z-regular semi-simple orbits
γ ∈ H(F )\G(F )rss/ZG(F )H(F ),
and where the second sum runs over irreducible cuspidal automorphic representations of
G(AF ) with central character ω.
Proof. The proof of this is standard so we omit the details. See [Zha14, Theorem 2.3] for
an analogous argument and [GH19, Theorem 18.2.2] for a general treatment including
absolute convergence of both sides. 
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9.2. The twisted side. This case is entirely analogous to the previous case, so we
just state the results. Fix a pair of Hermitian forms (x, y) ∈ Xn × Xn+1. Let G
′ =
GLn(F ) × GLn+1(F ) = ResF/F (G) and consider the two subgroups H
′ = GLn(F )
embedded diagonally and H ′x,y = U(Vx) × U(Vy). For f
′ ∈ C∞c (G
′(AF )), we form the
analogous kernel Kf ′ and consider the distribution
Jx,y(f ′) =
∫
H′(F )
∫
H′x,y(F )
Kf ′(h1, h2)dh1dh2.
We also consider versions of this distribution Jx,yω′ , where ω
′ is a central character for
ZG′(AF ) that is trivial on ZG′(AF ) ∩H ′x,y by replacing Kf ′ with
Kf ′,ω′(x, y) =
∫
[ZG′ (AF )]
∑
γ∈G′(F )
f ′(x−1γzy)ω′(z)dz
Note that such a central character is the base change of a central character ω of G(AF ).
That is, it is of the form ω′ = ω ◦NmA×E/A
×
F
.
As in the linear case, we introduce the space of nice test functions. We say f ′ =∏
v f
′
v ∈ C
∞
c (G
′(AF )) is nice with respect to the central character ω′ if
(1) For at least one place v1, the function f
′
v1 is essentially a matrix coefficient of a
supercuspidal representation with respect to ω′v1 : this means that
f ′v1,ω′v1
(g) =
∫
ZG′ (Fv1 )
f ′v1(gz)ω
′
v1(z)dz
is a matrix coefficient of a supercuspidal representation of G′(Fv1).
(2) For at least one split place v2 6= v1, the test function f
′
v2 is supported on the
Z-regular locus of G′(Fv2). This place is not required to be non-archimedean.
If Π = Πn ⊠ Πn+1 is a cuspidal automorphic representation of G
′(AF ), recall the
definition (39) of the twisted spherical character Jx,yΠ .
Proposition 9.4. Let ω′ be a unitary central character. If f is nice with respect to ω′,
then we have the equality ∑
δ
Orbω′(f
′, δ) =
∑
Π
Jx,yΠ (f
′), (45)
where the first sum is over Z-regular semi-simple orbits
δ ∈ H ′(F )\G′(F )rss/ZG′(F )H
′
x,y(F ),
and where the second sum runs over irreducible cuspidal automorphic representations of
G′(AF ) with central character ω′.
9.3. Global matching of test functions. Suppose now that f =
∏
v fv ∈ C
∞
c (G(AF ))
and {f ′x,y}(x,y)∈Vn×Vn+1 with f
′
x,y =
∏
v f
′
x,y,v ∈ C
∞
c (G
′(AF )) where f ′x,y = 0 for all but
finitely many (x, y). Suppose further that for each v, the local functions fv and {f
′
x,y,v}
are smooth transfers of each other.
If we consider global Z-regular semi-simple classes γ ∈ G(F ) and δ ∈ G′(F ) that
match with respect to the pair (x, y), it follows that for each place v
Ωv(γ)Orb
ηv (fv, γ) = Orb(f
′
x,y,v, δ).
Noting that the transfer factor satisfies the global product formula∏
v
Ωv(γ) = 1 whenever γ ∈ G(F ),
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this implies the comparison of global orbital integrals
Orbη(f, γ) =
∏
v
Ωv(γ)Orb
ηv(fv, γ) =
∏
v
Orb(f ′x,y,v, δ) = Orb(f
′
x,y, δ).
Using the Z-regular semi-simple assumption, we further obtain the matching of orbital
integrals with central character
Orbηω(f, γ) = Orbω′(f
′
x,y, δ), (46)
where ω =
∏
v ωv : ZG(F )\G(AF ) → C
× is a unitary central character of G(AF ) and
ω′ = ω ◦ NmA×E/A
×
F
.
9.4. Comparison. To obtain the necessary refined comparison, we make use of the
automorphic-Cebotarev-density theorem of Ramakrishnan.
Theorem 9.5. [Ram18] Let E/F be a quadratic extension of global fields. Two cuspidal
automorphic representations Π1 and Π2 of ResE/F (GLn)(AF ) are isomorphic if and only
if Π1,v ∼= Π2,v for almost all places v of F that are split in E/F .
We have the following comparison of trace formulas.
Proposition 9.6. Fix a character ω of ZG(AF ) and let ω′ be its base change. Fix a
split place v0 and a supercuspidal representation πv0 of G(Fv0) Suppose that
• f ∈ C∞c (G(AF )) and {f
′
x,y}(x,y)∈Vn×Vn+1 are nice test functions and are smooth
transfers of each other;
• let Πv0 be the base change of πv0 . We assume that fv0 is essentially a matrix
coefficient of Πv0 and that f
′
x,y,v0 is related to fv0 as in Proposition 7.6. Then
f ′x,y,v0 is essentially a matrix coefficient of πv0 .
Now fix a representation ⊗vπ
0
v , where the product is over almost all split places v and
with each π0v an irreducible unramified representation. Then we have∑
x,y
Jx,yΠ (fx,y) =
∑
π∈B(Π)
Iπ(f),
where the sum on the left runs over all (x, y) ∈ Vn × Vn+1 while the sum on the right
runs over all automorphic representations π of G(AF ) such that
• πv ∼= π
0
v for almost all split v,
• πv0 is our fixed supercuspidal representation,
and where Π = BC(π) is the base change of any π appearing in the sum.
Proof. We may assume that all test functions are factorizable. Let S be a finite set of
places such that
• all Hermitian spaces Vx and Vy with f
′
x,y 6= 0 are unramified outside S, and
• for any v /∈ S, fv and f
′
x,y,v are units of the spherical Hecke algebras. These
match by the fundamental lemma (Theorem 7.9).
Consider now the spherical Hecke algebra HK ′S(G
′(ASF )), where A
S
F =
∏
v/∈S Fv and
K ′S =
∏
v/∈SK
′
v, as well as HKS(G(A
S
F )), where K
S =
∏
v/∈SKv.
Given fS ∈ HKS(G(A
S
F )) and f
S
x,y ∈ HK ′S(G
′(ASF )) such that for each non-split place
v /∈ S, fv and fx,y,v are the units of the algebra, the matching of global orbital integrals
(46) implies the identity ∑
x,y
Jx,y(fx,y,S ⊗ f
S
x,y) = I(fS ⊗ f
S).
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Applying the simple relative trace formulas (44) and (45), we obtain the spectral identity∑
x,y
∑
Π
Jx,yΠ (fx,y,S ⊗ f
S
x,y) =
∑
π
Iπ(fS ⊗ f
S),
where Π and π runs over cuspidal automorphic representations with the prescribed su-
percuspidal component at v0. For the unramified representations Π
S (resp. πS), let λΠS
(resp. λπS) be the associated linear functionals of HK ′S (G
′(ASF )) (resp. HKS(G(A
S
F ))).
Then we observe that
Iπ(fS ⊗ f
S) = λπS (f
S)Iπ(fS ⊗ 1KS),
and
Jx,yΠ (fx,y,S ⊗ f
S
x,y) = λΠS(f
S
x,y)J
x,y
Π (fx,y,S ⊗ 1K ′S ).
Noting that we are only allowing non-identity elements of the Hecke algebras, we may
view the above two equations as identities of linear functionals on the Hecke algebra
HK ′S,split(G
′(AS,splitF )), where the superscript split indicates that we only take the prod-
uct over the split places outside of S. By the infinite linear independence of Hecke
characters (see [Bad18, Appendix] for a short proof), for any fixed ⊗vπ
0
v we obtain the
sum ∑
x,y
∑
Π
Jx,yΠ (fx,y) =
∑
π∈B
Iπ(f),
where B is the set of cuspidal automorphic representations satisfying the two bullet
points in the statement of the proposition, and where
Π ∈ {Π : for almost all split primes, Πv = BC(πv) for some π ∈ B}.
Applying Theorem 9.5, we see that there is only one representation appearing on the
left-hand side. Furthermore, this implies that B = B(Π). 
We now fix a pair (x, y) ∈ Xn×Xn+1 and obtain a comparison of spherical characters
which is compatible with the factorizations in Propositions 8.11 and 8.12.
Theorem 9.7. Suppose that E/F is a quadratic extension of number fields such that
every archimedean place v|∞ of F splits in E. Fix (x, y) ∈ Xn × Xn+1. Let Π be a
cuspidal automorphic representation of G′ such that
(1) Π ∼= Πσ, and
(2) there is a split place v0 at which Πv0 is supercuspidal.
Consider a nice factorizable function f ′ ∈ C∞c (G
′(AF )) and let f ∈ C∞c (G(AF )) be a
nice factorizable matching function. Then we have the identity
Jx,yΠ (f
′) =
∑
π∈B(Π)
Iπ(f). (47)
In fact, fix π ∈ B(Π). If f ′ =
∏
v f
′
v and f =
∏
v fv where the pairs (f
′
v, fv) match for
each place v, then f may be chosen so that∏
v
Jx,y,♮Πv (f
′
v) =
∏
v
I♮πv(fv). (48)
Remark 9.8. We note that the proof of (47) does not rely on [FLO12]. Indeed, we
expect that this theorem, along with generalizations of [Zha14, Theorem 1.2] about the
existence of twists σ ⊠ π of π by cuspidal representations of GLn(AF ) such that
L
(
1
2
, σ × π
)
6= 0
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(see [Li09] for the n = 2 case, for example) may be used to give a new proof of sev-
eral results such as the characterization of the image of the base change map and the
factorization of unitary periods for cuspidal representations.
Proof. That such a transfer f ∈ C∞c (G(AF )) exists follows from Proposition 7.6, Theo-
rem 7.7, and the properties of the Z-regular semi-simple loci. We now apply the previous
proposition to the unramified representation ⊗vπ
0
v where v runs over those split places
over which Π is unramified and π0v is determined by
Πv = BC(π
0
v)
∼= π0v ⊗ π
0
v .
This gives (47).
Now fix π ∈ B(Π). Let ηi,j : G(AF )→ C× be the characters
ηi,j(g1, g2) = η(g1)
iη(g2)
j .
Note that
B(Π) = {π · ηi,j : (i, j) ∈ F22},
where if π = πn ⊠ πn+1, then
π · ηi,j := πn · (η
i ◦ det)⊠ πn+1 · (η
j ◦ det).
By Lemma 7.8 and our assumptions on the global extension E/F , we may assume that
for each place v of F ,
supp(fv) ⊂ Gv [x, y] := GFv [x, y].
Since the two Hermitian forms x and y are global, this implies that f = ηi,j · f for any
(i, j) ∈ F22.
Considering the local distribution Iπv , we have
Iπvηv,i,j (fv) = Iπv(fv · ηv,i,j).
Combining this with the product formula (43) implies that∑
(i,j)∈F22
Iπηi,j (f) =
∑
(i,j)∈F22
Iπ(f · ηi,j) = 4Iπ(f).
Thus, the global matching of spherical characters becomes
Jx,yΠ (f
′) = 4Iπ(f)
whenever f ′ and f are matching functions as in the proposition. Combining this with
the factorizations (42) and (43) gives (48). 
10. Weak transfer of local spherical characters
In this section, we show that Theorem 9.7 implies a weak form of the local transfer
of spherical characters for matching test functions. Here “weak form” means that our
results only apply to certain representations π. This is sufficient for our final (geometric)
goal.
10.1. Split places and non-vanishing under regular support conditions. In the
global comparison, we imposed certain support conditions at a single place v of our
number field in order to affect a simple trace formula. As we are only making the regular
semi-simple support assumption at split places, the local distributions are precisely the
ones discussed in [Zha14, Appendix A]. This allows for the following non-vanishing
result.
Lemma 10.1. Assume that F is a local field. Suppose that π is a supercuspidal repre-
sentation of G(F ) with central character ω. Then there exists a matrix coefficient Φ of
π, and a test function f ∈ C∞c (G(F )) such that
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• fω(g) =
∫
ZG(F )
f(gz)ω−1(z)dz = Φ(g) for all g ∈ G(F ), and
• there exists a Z-regular semi-simple element γ such that Orbω(f, γ) 6= 0.
Proof. The first requirement is follows from the fact that map
C∞c (G(F )) −→ C
∞
c (ZG(F )\G(F ), ω)
f 7−→ fω
is surjective. Since π is supercuspidal, any matrix coefficient Φ lies in C∞c (ZG(F )\G(F ), ω),
so there exists an f satisfying fω = Φ.
Recall now that for any generic representation π, the spherical character I♮π is a
non-zero distribution [JPSS83]. For simplicity, we work instead with the unnormalized
distribution Iπ. Since the pair (G,H) is a strongly-tempered spherical pair, a theorem
of Sakellaridis and Venkatesh [SV17, Section 6] tells us that there exists a vector W0 ∈
W(π) such that the local Rankin-Selberg period λπ may be expressed as
λπ(W ) =
∫
H(F )
[W(π, h)W, Wˆ0 ]πdh.
With this, define the matrix coefficient
Φ0(g) = [W(π, g)W0, Wˆ0]π.
Ichino and Zhang show in [Zha14, Appendix A] that Φ0 satisfies the properties that the
integral
Orb(Φ, γ) =
∫
H
∫
H
Φ(h−11 γh2)dh1dh2
is convergent on an subset G(F )con ⊂ G(F ) the compliment of which has measure zero.
Moreover, this orbital integral is non-zero on a subset of positive measure. In particular,
since G(F )Z−rss is Zariski open and dense, there exists an element γ ∈ G(F )Z−rss such
that
Orb(Φ, γ) 6= 0. (49)
This follows from the following lemma and Theorem A.2 of [Zha14], which states that
there is a function f ′ ∈ C∞c (G(F )
Z−rss) such that Iπ(f
′) 6= 0.
Lemma 10.2. [Zha14, Lemma A.5] The function g 7→ Orb(Φ0, g) on G(F ) is locally L
1
and for any f ∈ C∞c (G(F )), we have
Iπ(f) =
∫
G(F )
f(g)Orb(Φ0, g)dg.
In particular, if f ′ ∈ C∞c (G(F )
Z−rss) such that Iπ(f
′) 6= 0, the lemma implies that
we cannot have Orb(Φ0,−)|G(F )Z−rss ≡ 0. We remark that the theorem of loc. cit. is
stated for the regular semi-simple locus. The proof, however, works for any open dense
subset of G(F ).
Now take f ∈ C∞c (G(F )) such that fω = Φ0 and let γ ∈ G(F )
Z−rss be an element
satisfying (49). Since γ is semi-simple and f has compact support, the orbital integral
is absolutely convergent and we may rearrange the integration to find
Orbω(f, γ) =
∫
ZG(F )
Orb(f, γz)ω−1(z)dz
=
∫
H
∫
H
∫
ZG(F )
f(h−11 γzh2)ω
−1(z)dzdh1dh2
= Orb(Φ0, γ) 6= 0.

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In particular, this ensures that there always exists a test function f satisfying this
assumption with I♮π(f) 6= 0. To ensure that we have a similar non-vanishing statement
for Jx,y,♮Π under this support assumption, we give a direct local transfer of spherical
characters in the split case. For simplicity, we work with the unnormalized distributions
Jx,yΠ and Iπ.
We continue to assume that F is local and now assume that E = F × F . As before,
we choose isomorphisms GLk(E) ∼= GLk(F )×GLk(F ) such that our unitary groups are
given by
U(Vn) ∼= {(g, g
θ) ∈ GLn(F )×GLn(F ) : g ∈ GLn(F )}
and
U(Vn+1) ∼= {(g, g
θ) ∈ GLn+1(F )×GLn+1(F ) : g ∈ GLn+1(F )}.
Set JΠ := J
wn,wn+1
Π .
Proposition 10.3. Consider matching smooth functions f1 ⊗ f2 ∈ C
∞
c (G(F ) ×G(F ))
and f = f1 ∗ f
θ∨
2 ∈ C
∞
c (G(F )). Then for any irreducible representation π of G(F ),
JBC(π)(f1 ⊗ f2) = Iπ(f).
Proof. Identifying Π = BC(π) = π ⊠ π, (35) implies that for any W ′,W ′′ ∈ W(π)
απ(h,th)(W
′ ⊗W ′′) =
[
W(h, π)W ′,W(w0, πˆ)Wˆ
′′
]
π
.
For the purposes of computing JΠ we note that for Wˆ
′, Wˆ ′′ ∈ W(πˆ)
απˆ(w0,w0)(Wˆ
′ ⊗ Wˆ ′′) =
[
W(w0, πˆ)Wˆ
′,W(w0, π)W
′′
]
πˆ
=
[
W ′′, Wˆ ′
]
π
. (50)
Thus, we have
JBC(π)(f1 ⊗ f2) =
∑
W ′⊠W ′′
λπ(π(f1)W
′)λπ(π(f2)W
′′)απˆ(w0,w0)(Wˆ
′ ⊗ Wˆ ′′)
[W ′, Wˆ ′]π[W ′′, Wˆ ′′]π
=
∑
W ′
λπ(π(f1)W
′)λπ(π(f2)W
′)
[W ′, Wˆ ′]π
,
where we use (50) and the fact that we are summing over an orthogonal basis to reduce
the sum to a single basis element W ′ ∈ Wψ(π). We now claim that
λπ(π(f2)W
′) = λπˆ(πˆ(f
θ
2 )Wˆ
′).
This follows from the fact that
πˆ(f θ)Wˆ (h) =
∫
G(F )
f θ(g)Wˆ (hg)dg =
∫
G(F )
f(gθ)Wˆ (hθgθ)dg = π(f)W (hθ),
and that the change of variables h 7→ hθ is unimodular. Applying this, we obtain
∑
W ′
λπ(π(f1)W
′)λπˆ(πˆ(f
θ
2 )Wˆ
′)
[W ′, Wˆ ′]π
=
∑
W ′
λπ(π(f1 ∗ f
θ∨
2 )W
′)λπˆ(Wˆ
′)
[W ′, Wˆ ′]π
= Iπ(f).

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10.2. Unramified case. We now consider the case that E/F is an unramified extension
of non-archimedean local fields. Let HK ′(G
′(F )) denote the spherical Hecke algebra for
G′(F ) and let HK(G(F )) the corresponding algebra for G(F ). We have the morphism
BC : HK ′(G
′(F ))→ HK(G(F )),
defined by Sat(BC(ϕ))(π) = Sat(f)(BC(π)) and is injective.
Lemma 10.4. Let f ′ ∈ HK ′(G
′(F )) and let (x, y) ∈ G′(F )∗(wn, wn+1), where ∗ denotes
the action on Xn ×Xn+1. For any representation π of G(F ), we have
Jx,y,♮BC(π)(f
′) = I♮π(BC(f
′)).
Proof. When π is not unramified, both sides are zero so we can assume π is unramified.
Using (30), (36), and (32), the left hand side is equal to
Jx,y,♮BC(π)(f
′) = Sat(f ′)(BC(π))
λ♮BC(π)(W
BC(π)
0 )α
π,♮
x,y(W
BC(π)
0 )
[W
BC(π)
0 , Wˆ
BC(π)
0 ]
♮
BC(π)
= Sat(f ′)(BC(π)),
where W
BC(π)
0 is the normalized spherical Whittaker function for BC(π). A similar
argument shows
I♮π(BC(f
′)) = Sat(BC(f ′))(π)
λ♮π(W π0 )λ
η,♮
π (W π0 )
[W π0 , Wˆ
π
0 ]
♮
π
= Sat(BC(f ′))(π),
whereW π0 is the normalized spherical Whittaker function for π. The result follows from
the definition of the base change homomorphism BC. 
10.3. Weak transfer of spherical characters. For non-split places more generally,
the global Theorem 9.7 implies the following weak local spectral transfer of spherical
characters.
Proposition 10.5. Assume now that E/F is a quadratic extension of number fields such
that every archimedean place v|∞ of F splits in E. Let Π = BC(π) be an irreducible
cuspidal automorphic representation of G(AF ) and (x, y) ∈ Xn ×Xn+1 such that there
exists a nice test function f ′ such that
Jx,yΠ (f
′) 6= 0.
Then for any non-split place v0 of F , there exists a non-zero constant C(Πv0 , x, y) ∈
C× depending only on (x, y) and Πv0 such that for any pair of matching functions f
′
v0 ∈
C∞c (G
′(Fv0)) and fv0 ∈ C
∞
c (G(Fv0)) we have
Jx,y,♮Πv0
(f ′v0) = C(Πv0 , x, y)I
♮
πv0
(fv0).
Proof. Let Av0F denote the adeles away from the place v0 and let f
v0 =
∏
v 6=v0
f ′v ∈
C∞c (G
′(Av0F ) be a factorizable test function. Using the factorization (42) we have the
equality
Jx,yΠ (f
′
v0 ⊗ f
′v0) = CJx,y,♮Πv0
(f ′v0).
Since Jx,yΠ 6≡ 0, we may choose f
′v0 so that C 6= 0. Moreover, since the distribution
is non-vanishing for nice test functions, we know that there is a finite split place v1
(necessarily distinct from v0) such that Πv1 is supercuspidal. We may assume that
f ′v1 ∈ C
∞
c (G
′(Fv1)) is essentially a matrix coefficient of Πv1 . Additionally, we may
impose that there exists a second split place v2 such that the local test function f
′
v2 is
supported in the Z-regular semi-simple locus. In particular, we know that
• the test function f ′v0 ⊗ f
′v0 is nice, and
• C = 4
L( 12 ,Πn×Πn+1)
Ress=1(L(s,π×π∨))
∏
v 6=v0
Jx,y,♮Πv (f
′
v) 6= 0.
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Now by Theorem 9.7, there exists a factorizable test function f v0 =
∏
v 6=v0
fv ∈ C
∞
c (G(A
v0
F ))
such that for any function fv0 matching f
′
v0 , the test function f = fv0 ⊗ f
v0 is nice and
that
Jx,yΠ (f
′) = 4Iπ(f).
Since we chose f ′v0 such that C 6= 0, the factorization (43) implies that there is a
non-zero constant C ′ such that
CJx,y,♮Πv0
(f ′v0) = J
x,y
Π (f
′) = 4Iπ(f) = C
′I♮πv0
(fv0).
Since the initial test function f ′v0 was arbitrary, the constant
C(Πv0 , x, y) = C
−1C ′ 6= 0
is independent of the matching test functions f ′v0 and fv0 , finishing the proof. 
Combining this with our unramified computation, we have the following corollary for
unramified representions.
Corollary 10.6. Let all notations be as in the previous proposition. If Πv0 is unramified
and (x, y) ∈ G′(F ) ∗ (wn, wn+1), then C(Πv0 , x, y) = 1.
Proof. By the proposition, for any pair of matching functions f ′v0 ∈ C
∞
c (G
′(Fv0)) and
fv0 ∈ C
∞
c (G(Fv0)) we have
Jx,y,♮Πv0
(f ′v0) = C(Πv0 , x, y)I
♮
πv0
(fv0),
for some C(Πv0 , x, y) ∈ C
×.
Assume now that Πv0 is unramified, and recall that the fundamental lemma (Theorem
7.9) states that we can take f ′v0 = 1K ′v0
and fv0 = 1Kv0 . As these functions lie in the
spherical Hecke algebras of the two groups and BC(f ′v0) = fv0 , Lemma 10.4 implies that
Jx,y,♮Πv0
(f ′v0) = I
♮
πv0
(fv0) = 1 6= 0.
It follows that C(Πv0 , x, y) = 1. 
11. A base change fundamental lemma and the proof of Theorem 2.11
The following application of our local and global spectral results will suffice to prove
Theorem 5.3.
Theorem 11.1. Let E/F be an unramified extension of p-adic local fields. For any ϕ ∈
HK ′(G
′(F )), the function BC(ϕ) ∈ HK(G(F )) matches the functions {φx,y}(x,y)∈Vn×Vn+1
where
φx,y =
{
ϕ : (x, y) = (wn, wn+1),
0 : otherwise.
The idea of the proof is to reduce this statement to the spectral transfer in Lemma
10.4. To do this, we globalize the problem by carefully picking a global test function and
then use the comparison of relative trace formulas to reduce the statement to a global
transfer of spherical characters. This requires care in order to ensure non-vanishing of
the global orbital integral, which takes up most of the argument. We then apply results
of Sections 8 and 10 to show that this follows from Lemma 10.4 to finish the proof.
Proof. Let ϕ ∈ HK ′(G
′(F )) and let β ∈ G′(F )rss. Our goal is to show that if α
wn,wn+1
←−−−−→
β, then
Orb(ϕ, β) = Ω(α)Orbη(BC(ϕ), α). (51)
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Note that we automatically have supp(BC(ϕ)) ⊂ Gv0 [wn, wn+1]. In particular, if α
x,y
←→
β for some (x, y) not in the G′(F )-orbit of (wn, wn+1), then
Orbη(BC(ϕ), α) = 0,
giving the vanishing statement of the theorem.
We claim that it suffices to prove (51) for Z-regular semi-simple classes. Indeed, the
equality reduces via (24) and (23) to
OrbU(Vn)(ϕ˜, πwn,wn+1(β)) = ω(α
−1
1 α2)Orb
GLn(F ),η(B˜C(ϕ), α−11 α2),
where α = (α1, α2). The orbital integrals here are precisely those arising in Jacquet-
Rallis transfer (18), implying that they are locally constant on the regular semi-simple
locus [Zha14, Proposition 3.13].
Stated in terms of the categorical quotient
A′ = GLn+1 //GLn ∼= Xn+1//U(Vn) ∼= A2n+1,
where the identification with A2n+1 is given by the invariant maps c and cwn,wn+1 (21),
we may view
Φϕ(z) = Orb
U(Vn)(ϕ˜, πwn,wn+1(β))− ω(α
−1
1 α2)Orb
GLn(F ),η(B˜C(ϕ), α−11 α2)
as a smooth function on the regular semi-simple locusA′rss(F ), where c(α) = cwn,wn+1(β) =
z. Arguing as in the proof of Proposition 5.2, it suffices to show that Φϕ ≡ 0 on the
open dense set
{(a1, . . . , a2n+1 ∈ A
′rss(F ) : a1 6= 0 and a2n+1 6= 0}.
This is precisely the Z-regular semi-simple locus (see Section 7.2.3), proving the claim.
Therefore, we assume that α
wn,wn+1
←−−−−→ β are matching Z-regular semi-simple elements.
We now globalize our quadratic extension. That is, we let E/F be a quadratic exten-
sion of number fields such that every archimedean place of F splits in E and there exists
a place v0 of F such that Ev0/Fv0
∼= E/F . We also set aside two distinct split places
vcusp and vreg, and a third auxiliary finite place vaux.
We now construct nice global matching test functions f ′ and f such that the distri-
butions
Jwn,wn+1(f ′) and I(f)
have particularly simple geometric expansions. Let πvcusp be a supercuspidal automor-
phic representation of G(Fvcusp) By Lemma 10.1, we may find a test function fvcusp
which is essentially a matrix coefficient of πvcusp and such that there exists a Z-regular
semi-simple element αcusp such that
Orbη(fvcusp , αcusp) 6= 0.
Let f ′vcusp be an essential matrix coefficient of BC(πcusp) matching fvcusp . It is clear that
such an f ′vcusp exists. Then we know
Orb(f ′vcusp , βcusp) = Orb
η(fvcusp , αcusp) 6= 0,
where βcusp ↔ αcusp.
Similarly for the place vreg, we let πreg be a supercuspidal representation of G(Fvreg ).
Again applying Lemma 10.1, there exists an fvreg and a Z-regular semi-simple element
αreg such that
(1) Orbη(fvreg , αreg) 6= 0, and
(2) supp(fvreg ) ⊂ G(Fvreg )
rss.
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Indeed, if we take f˜vreg to be essentially a matrix coefficient and αreg as in the previous
case, let Z ⊂ G(Fvreg )
rss be a subset that is closed in G(Fvreg ) such that
ZG(Fvreg )H(Fvreg )αregH(Fvreg ) ⊂ Z.
This is possible since G(Fvreg ) is Hausdorff and the orbit of αreg is closed by assumption.
Setting fvreg = 1Z · f˜vreg gives the appropriate function. We now similarly obtain f
′
vreg
and βreg matching fvreg and αreg so that
Orb(f ′vreg , βreg) = Orb
η(fvreg , αreg) 6= 0,
To study orbital integrals at α and β by global means, we first approximate these
points by global elements. Indeed, since the diagonal emeddings
G(F) →֒ G(F )×G(Fvcusp)×G(Fvreg )
and
G′(F) →֒ G′(F )×G′(Fvcusp)×G
′(Fvreg )
are dense, local constancy of the orbital integrals imply that we may find matching
global Z-regular semi-simple elements a ∈ G(F)rss and b ∈ G′(F)rss such that
Orb(f ′vcusp , b) = Orb(f
′
vcusp , βcusp) = Orb
η(fvcusp , αcusp) = Orb
η(fvcusp , a) 6= 0,
Orb(f ′vreg , b) = Orb(f
′
vreg , βreg) = Orb
η(fvreg , αreg) = Orb
η(fvcusp , a) 6= 0,
Orb(ϕ, b) = Orb(ϕ, β),
and
Ω(a)Orbη(BC(ϕ), a) = Ω(α)Orbη(BC(ϕ), α).
In particular, to prove (51), it suffices to prove the equality with a and b. For this we
may utilize the comparison of relative trace formulas of Section 9.
Now let S be a finite set of places of F containing all infinite places and the places
v0, vcusp, and vreg such that for each v /∈ S, a ∈ Kv and b ∈ K
′
v . For every v ∈
S \ {vcusp, vreg}, select matching f
′
v and fv such that
Orb(f ′v, b) = Ω(a)Orb
η(fv, a) 6= 0.
For each place v ∈ S, let Cv be a compact set containing the support of fv and assume
that Cv0 is large enough to contain the support of BC(ϕ); set
C =
∏
v∈S
Cv ×
∏
v/∈S
Kv ⊂ G(AF ).
For all places v /∈ S \ {vaux}, we take fv = 1Kv and f
′
v = 1K ′v to be the unit spherical
functions. In particular, the fundamental lemma Theorem 4.3 implies that
Orb(f ′v, b) = Ω(a)Orb
η(fv, a) 6= 0
for all v /∈ S \ {vaux}. For vaux, recall that the matching of orbits may be characterized
by the invariant polynomials (21). With this in mind, we set fv = 1Gvaux [l] · 1Kvaux and
f ′vaux = 1G′vaux [l] · 1K
′
vaux
, where
Gvaux [l] = {g ∈ G(Fvaux) : ci(g) ∈ ci(a) + p
l
vaux , for all i = 1, . . . , 2n + 1}
and
G′vaux [l] = {g ∈ G
′(Fvaux) : c
wn,wn+1
i (g) ∈ c
wn,wn+1
i (b) + p
l
vaux , for all i = 1, . . . , 2n+ 1}.
As the polynomials ci are the invariant polynomials of H
′(Fvaux)×H
′(Fvaux) acting on
G(Fvaux) and c
wn,wn+1
i are the invariant polynomials of H
′(Fvaux)×H
′
x,y(Fvaux) acting
on G′(Fvaux), we see that fvaux and f
′
vaux match for any choice of l ∈ Z≥0 and that
Orb(f ′vaux , b) = Ω(a)Orb
η(fvaux , a) 6= 0.
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Now set f =
∏
v fv and f
′ =
∏
v f
′
v. By linearity, we may assume without loss of
generality that
supp(f) ⊂ GA[wn, wn+1] :=
′∏
v
Gv[wn, wn+1]
Our choices ensure that f and f ′ match and that
Orb(f ′, b) = Orbη(f, a) 6= 0.
We claim that we may choose l large enough at vaux so that this is the only non-
vanishing global orbital integral for f . Our assumption on the support of fvreg already
reduces this to Z-regular semi-simple classes.
For each i, the image of C ⊂ G(AF ) under ci gives a compact subset ci(C) ⊂ AF .
Since F ⊂ AF is discrete, the intersection ci(C) ∩ F is finite for each i = 1, . . . , 2n + 1.
We may now choose l so large that if a′ ∈ G(F )rss was not in the same orbit as a, then
ci(a
′) /∈ ci(C) ∩ F for some i. Since supp(f) ⊂ C, this implies that Orb
η(f, a′) = 0.
By our choices of local test functions at vcusp and vreg, f and f
′ are nice matching
functions such that
I(f) = Orbη(f, a) = Orb(f ′, b) = Jwn,wn+1(f ′) 6= 0.
Now set fˆ = BC(ϕ) ⊗
∏
v 6=v0
fv and fˆ
′ = ϕ ⊗
∏
v 6=v0
f ′v. We note that we still have
supp(fˆ) ⊂ GA[wn, wn+1] since supp(BC(ϕ)) ⊂ Gv0 [wn, wn+1]. By our assumptions at
the other places, fˆ and fˆ ′ are still nice and
Orbη(fˆ , a′) = Orb(fˆ ′, b′) = 0
for any global match regular semi-simple elements a′
wn,wn+1
←−−−−→ b′ lying in distinct orbits
from a
wn,wn+1
←−−−−→ b. This implies that
I(fˆ) = Orbη(fˆ , a) and Jwn,wn+1(fˆ ′) = Orb(fˆ ′, b).
To finish the proof, it suffices show that
I(fˆ) = Jwn,wn+1(fˆ ′).
For this, consider the spectral expansions
I(fˆ) =
∑
π
Iπ(fˆ) and J
wn,wn+1(fˆ ′) =
∑
Π
J
wn,wn+1
Π (fˆ
′).
Note that if π ∼= π ·ηi,j for any non-trivial (i, j) ∈ F22, then BC(π) is not cuspidal. Then
for any f ′◦ matching fˆ ,
J
wn,wn+1
BC(π) (f
′◦) = 0.
By Theorem 9.7, this forces Iπ(fˆ) = 0. Thus, we may assume that π 6∼= π · ηi,j for any
non-trivial (i, j) ∈ F22. In particular, it suffices to show that
J
wn,wn+1
Π (fˆ
′) =
∑
π∈B(Π)
Iπ(fˆ)
for all cuspidal automorphic representations Π such that Π ∼= Πσ. Since supp(fˆ) ⊂
GA[wn, wn+1], the argument in the proof of Theorem 9.7 implies that this reduces to
showing that for any such π,
J
wn,wn+1,♮
Πv0
(ϕ)
∏
v 6=v0
J
wn,wn+1,♮
Πv
(f ′v) = I
♮
πv0
(BC(ϕ))
∏
v 6=v0
I♮πv(fv). (52)
Note that if π is not unramified at v0, then both sides are zero. We thus assume that
πv0 is unramified.
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Theorem 9.7 tells us that there exists a test function f◦ ∈ C∞c (G(AF )) matching fˆ
′
such that for all such cuspidal representations
J
wn,wn+1,♮
Πv0
(ϕ)
∏
v 6=v0
J
wn,wn+1,♮
Πv
(f ′v) = I
♮
πv0
(f◦v0)
∏
v 6=v0
I♮πv(f
◦
v ).
We may assume that f◦v = fv for all v 6= v0. Corollary 10.6 now tells us that
J
wn,wn+1,♮
Πv0
(ϕ) = I♮πv0
(f◦v0),
so that
J
wn,wn+1,♮
Πv0
(ϕ)
∏
v 6=v0
J ♮Πv(f
′
v) = J
wn,wn+1,♮
Πv0
(ϕ)
∏
v 6=v0
I♮πv(fv).
Lemma 10.4 now states that
J
wn,wn+1,♮
Πv0
(ϕ) = I♮πv0 (BC(ϕ)),
allowing us to conclude (52). Since this holds for all Π, we obtain I(fˆ) = Jwn,wn+1(fˆ ′)
and the theorem follows. 
11.1. Proof of Theorem 2.11. We continue to assume that E/F is an unramified
extension of p-adic local fields. In Part 1, we reduced Theorem 2.11 to Theorem 5.3
which states that for any ϕ ∈ HKn,E(GLn(E)), and for any Y ∈ GLn(F )
rss, we have
ω(X)OrbGLn−1(F ),η(BC(ϕ),X) =
{
OrbU(Vn−1)(ϕ ∗ 10, Y ) : X ↔ Y ∈ X
rss
n ,
0 : otherwise.
We deduce this from Theorem 11.1. We remark that while we proved Theorem 11.1
with respect to the split Hermitian form wn, it is easy to see that the result holds with
respect to the identify form In since the two Hermitian spaces are isomorphic under the
assumption that E/F is unramified.
Considering the contraction map
C∞c (GLn−1(E)×GLn(E)) −→ C
∞
c (GLn(E))
f 7−→ f˜ ,
there exists a natural lift
Φ ∈ HKn−1,E×Kn,E(GLn−1(E)×GLn(E))
such that Φ˜ = ϕ. Indeed, the function Φ = 1Kn−1,E ⊗ ϕ works.
Recall the commutative diagram
HKn,E (GLn(E))
HKn,E(Xn) HKn(GLn(F )),
−∗10
BC
H
where ∗10 indicates convolution with the unit element andH denotes theHKn,E(GLn(E))-
module isomorphism of Hironaka. As we are multiplying both sides by the unit of the
appropriate Hecke algebra, a simple computation and the commutativity of the above
diagram imply that
B˜C(Φ) = BC(Φ˜) = H(ϕ ∗ 10).
Now Theorem 11.1 implies that {Φ, 0} and BC(Φ) are transfers of one another.
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To make this useful, we first liftX ∈ GLn(F )
rss to a regular semi-simple γ = (γ1, γ2) ∈
[GLn−1(F ) ×GLn(F )]
rss and lift Y to δ = (δ1, δ2) ∈ [GLn−1(E) ×GLn(E)]
rss. By the
relations of orbital integrals and transfer factors in (24) and (23), we conclude
OrbU(Vn−1)(ϕ ∗ 10, Y ) = Orb(Φ, δ)
= Ω(γ)Orbη(BC(Φ), γ) (Theorem 11.1)
= ω(X)OrbGLn−1(F ),η(BC(ϕ),X).
Additionally, the vanishing component of Theorem 11.1 gives the correct vanishing of
orbital integrals for BC(ϕ), completing the proof of Theorem 5.3. 
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