The no-wait flow shop is a flowshop in which the scheduling of jobs is continuous and simultaneous through all machines without waiting for any consecutive machines. The scheduling of a no-wait flow shop requires finding an appropriate sequence of jobs for scheduling, which in turn reduces total processing time. The classical brute force method for finding the probabilities of scheduling for improving the utilization of resources may become trapped in local optima, and this problem can hence be observed as a typical NP-hard combinatorial optimization problem that requires finding a near optimal solution with heuristic and metaheuristic techniques. This paper proposes an effective hybrid Particle Swarm Optimization (PSO) metaheuristic algorithm for solving no-wait flow shop scheduling problems with the objective of minimizing the total flow time of jobs. This Proposed Hybrid Particle Swarm Optimization (PHPSO) algorithm presents a solution by the random key representation rule for converting the continuous position information values of particles to a discrete job permutation. The proposed algorithm initializes population efficiently with the Nawaz-Enscore-Ham (NEH) heuristic technique and uses an evolutionary search guided by the mechanism of PSO, as well as simulated annealing based on a local neighborhood search to avoid getting stuck in local optima and to provide the appropriate balance of global exploration and local exploitation. Extensive computational experiments are carried out based on Taillard's benchmark suite. Computational results and comparisons with existing metaheuristics show that the PHPSO algorithm outperforms the existing methods in terms of quality search and robustness for the problem considered. The improvement in solution quality is confirmed by statistical tests of significance.
Introduction
Scheduling is an integral part of advanced manufacturing systems. Production scheduling is the arrangement of jobs to be processed on available machines under some constraints. Flow Shop, Job Shop, and Open Shop are the classical models used to solve scheduling problems. The Flow Shop Scheduling Problem (FSSP) addresses most famous machine scheduling problems of many manufacturing systems, assembly lines, and information service facilities [1, 2] . Sometimes Flow Shops have no delay situations that occur in the production environment in many real-life situations where a job must be processed continuously, without any interruption, from beginning to end, in order to follow the technological order of a process, which leads to a variant with the added constraint of "no-wait" [3] . In order to maintain continuous processing of a job in No-Wait Flow Shop Scheduling (NWFSS), Fink and Vob [3] applied different kinds of metaheuristics and constructive heuristics, such as nearest neighbor, cheapest insertion, and the pilot method, along with steepest descent (SD), Iterated Steepest Descent (ISD), Simulated Annealing (SA), and Tabu Search (TS), and examined tradeoffs between solution quality and running time. Implementation efforts showed that high-quality results were obtained in an efficient way by applying metaheuristics. Later, Gao et al. [22] proposed the Hybrid Harmony Search (HHS) algorithm using Nawaz-Enscore-Ham (NEH) [23] heuristics, and provided a solution with an appropriate balance between global exploration and local exploitation. Gao et al. [24] attempted to use the Enhanced Migrating Birds Algorithm (EMBO), based on neighborhood search heuristics, to avoid local optima. In order to improve the quality of solutions, Filho et al. [25] came up with a novel Evolutionary Clustering Search (ECS) metaheuristic approach, and found it to have better results than the method of Fink and Vob [3] , Discrete Particle Swarm Optimization (DPSO) [9] . Genetic Algorithm (GA) as a metaheuristic technique was quite popular for solving optimization problems, and, later, it was observed that the solution quality was improved using a hybridization technique. Tseng and Lin [7] proposed the hybrid genetic algorithm and a novel local search scheme for improving solution qualities. Zang et al. [26] also proposed the Hybrid-Genetic Algorithm (HGA) using a new crossover operator, which helped them to argue that metaheuristics always yield better solutions than heuristics. Further, the Asynchronous Genetic Algorithm (AGA) proposed by Xu et al. [27] provided a solution for avoiding gene diversity in a short amount of time. Recently, Wang et al. [28] used a constraint-simplified mixed integer programming model and proposed the Hybridization of GA with the Neighborhood Search (H&NSGA). Although GA yields better solutions, it requires the appropriate tuning of parameters; thus, a new population-based methodology working on the principle of social behavior was introduced.
PSO is a population-based metaheuristic technique that is quite popular nowadays, because of its better solution quality achieved with less parameter tuning efforts. The comparative analysis of various metaheuristics for NWFSSP, by Bewoor et al. [29, 30] , advocated the effectiveness of PSO. Some remarkable metaheuristics were developed by Pan et al. [9, 10] for solving NWFSSP. Pan et al. [9] developed Discrete Particle Swarm Optimization (DPSO) by considering both the makespan and total flow time minimization as optimization criteria for solving the no-wait flowshop scheduling problem. Akhshabi et al. [31] proposed a Hybrid Particle Swarm Optimization (HPSO) algorithm, based on the Memetic Algorithm (MA), and provided better solutions. On the basis of a detailed literature review, and a study of the status of research work related to use of metaheuristics for solving NWFSSP for TFT as optimization criteria, the following research gaps were identified:
•
The published literature, thus far, has primarily addressed permutation-type flow shop scheduling problems, but fewer attempts were found in the study of the "no-wait" type variant of flow shop scheduling problems (NWFSSP).
Earlier researchers used PSO, variants of PSO, DPSO, and the hybridization of PSO with MA for solving NWFSSP with TFT as an optimality criterion; however, the development of an efficient algorithm using the hybridization of PSO with SA and TFT as an optimality criterion for NWFSSP has not been reported, neither for small-sized jobs (n = 20, 50, and 100) nor for large-sized jobs (n = 200 and 500).
Investigations done by most of the researchers for solving NWFSSP have been limited to 100/200 jobs [3, 9, [15] [16] [17] . Recently, Pan-Ruiz et al. [10] tried to solve large-sized problems up to 500 jobs for the Permutation Flow Shop Scheduling Problem (FSSP) and Akhshabi et al. [31] considered NWFSSP for solving large-sized problems up to 500 jobs. Hence, the scope for further research can be clearly sensed to develop improved metaheuristics.
This provided the impetus to study the hybridization of PSO with SA in order to solve NWFSSP optimally. To know the effectiveness and efficiency of the newly-proposed algorithm, the results produced by earlier researchers, Fink and Vob [3] , DPSO [9] , Pan and Ruiz [10] , and HPSO [31] , are used for comparison with the PHPSO algorithm.
No-Wait Flow Shop Scheduling Problem (NWFSSP)
No-wait Flowshop scheduling has set of "n" jobs and "m" machines. The processing time p(i, j) of every job "i" on each machine "j" is given. NWFSS has additional constraint of "no-wait", which meansthat once a job starts at the first machine, it will be processed entirely through all "m" machines without waiting in between and without any preemption. To meet this constraint, a job may be delayed at the beginning. So, in order to solve this type of problems, a delay matrix (δ) needs to be calculated [17] .
Let σ = {σ 1 , σ 2 , . . . , σ n } represent the sequence of "n" jobs to be processed on "m" machines, and δ(i, s) represent the minimum delay on the first machine between the start of job "i" and the start of job "s". Also, let p(σ i , j) represent the processing time on machine "j" of the job at the "i" position of a given sequence, and let δ(σ i−1 , σ i ) denote the minimum delay on the first machine between the start of two consecutive jobs found in the "(i − 1)" and "i" position of the sequence. Let C(σ i ) be the completion time of the job in the ith position of a given sequence.
For i = 1, 2, . . . , n and j = 1, 2, . . . , m
The formula for total flow time (TFT) is given as:
The delay matrix of size n × n provides all the δ(i,k) values between the start of any two consecutive jobs i and k, where i = k in a given sequence of n jobs to determine the objective function value. The delay matrix δ(i,k) values are obtained from the following equation:
Given the matrix of size "n" (jobs) × "m" (machines) with processing time p(i,j), it is possible to generate (n!) number of feasible sequence of solutions, denoted as F(σ), from which the optimal sequence, denoted as F(σ*), is to be chosen and can be stated as per the equation given below:
The problem is to determine a sequence of "n" jobs which gives minimum total flow time (TFT). 
Proposed Hybrid PSO (PHPSO) for NWFSSP
In this paper, we propose an extension of the PSO algorithm to solve NWFSSP. PHPSO essentially differs from the standard PSO in some characteristics. While designing PHPSO, suitable particles from the current population are selected and effective local search for the selected particles are carried out. Taillard benchmark suite [32] is used as the input dataset for validating results produced by PHPSO. The procedural steps for designing PHPSO are explained in detail in the subsequent sections.
Particle Swarm Optimization (PSO)
PSO is an optimization algorithm that simulates its behavior from the biological example of a flock of birds searching for food in a defined area [33] . Birds do not know where the food is, but they know at each time how far the food is, by following the nearest food strategy. PSO simulates this behavior and finds the best solution in the search space. Each particle in PSO is used to represent a single solution. The fitness value of each particle is evaluated by the objective function. The velocity of each particle provides flying direction for food. In this context, the particle reaches towards the approximate solution for the given objective function. The standard theory and procedure of PSO is well defined by Eberhard and Kennedy [34] .
The algorithm is initialized with particles at random positions, and then it explores the search space to find a better solution [18] . For each iteration, each particle adjusts its velocity to follow two best solutions. The first is the cognitive part where a particle follows its own best solution found so far, called "pbest", and the other is the current best solution of swarm, called "gbest". On the basis of the different learning approaches of particles, PSO presents with two versions viz. the global version and the local version. In the global PSO, each particle learns from the best particle in the whole swarm, while in the local version each particle learns from the best particle in its neighborhood. Out of these two versions, the local PSO has a slower convergence speed; thus, it may adapt to a changing environment more easily which is followed exactly in the NWFSS. The new velocity is denoted by V new and the new position is denoted by X new , as stated in Equations (9) and (10):
V new = w*V curr + c 1 *r 1 *(pbest − X curr ) + c 2 *r 2 *(gbest − X curr )
X new = X curr + V new (10) where w is the inertia weight, which provides balance between local and global search capabilities. The acceleration constants c 1 and c 2 in Equation (9) are cognitive parameters which develop the bird's own confidence (cognitive behavior) and its confidence in the swarm (social behavior), respectively. Low values of c 1 and c 2 may direct particles to roam far from target regions, whereas high values may lead towards hasty movement from target regions. So, these acceleration coefficients should be appropriately adjusted. X new and V new are the new position and velocity of the particle, respectively. X curr and V curr are the current position and velocity of the particle, respectively. In the standard PSO, the new velocity of the particle is found by Equation (9), considering its previous velocity and the distance of its current position from both its own best historical position and its neighbors' best position. Generally, the value of each component in velocity is set to the range (V max , −V max ) due to which particles cannot roam excessively outside the search space. With this new velocity, the particle moves towards a new position according to Equation (10) . This process stops when the user-defined terminating criterion is met.
Solution Representation
Solution representation is one of the most important issues in designing a PSO algorithm. To represent the solution, a job-permutation-based encoding scheme [2] has been used very often by earlier researchers for solving NWFSSP. However, as the position of particles in PSO is a continuous character, a standard encoding scheme of PSO cannot be adopted directly for solving NWFSSP. PSO can be effectively applied by considering dimension size as "n" for representing "n" jobs, and related particle information is represented as X i = {x 1 , x 2 , x 3 , . . . , x n ). As permutations of jobs cannot be presented with the particle alone, it is necessary to find suitable mapping between the job sequence and the position of particles in PSO. So, in this paper, the Ranked-Order-Value (ROV) rule based on the random key value [35, 36] is used to determine the permutation implied by the position values x ij of particle X i . The ROV rule converts the continuous position values of particle to a discrete job permutation. This enables one to convert the continuous nature of PSO algorithms to apply to the determination of the discrete nature of problems, such as sequencing, which in turn evaluates the performance of a particle. Moreover, permutations of jobs are constructed by considering a job index, which is the rank of each position value of a particle. The ROV rule used in PHPSO handles the particle with the smallest position value first and assigns a rank value i.e., 1, and that which is observed as the smallest is assigned to that position of the particle. In the case of two or more particles with same position values, the position with the smallest dimension number is given priority and assigned a rank value first. The remaining position values are incremented by 1 and subsequently assigned the next rank values as per the dimension number. Then, the second smallest position value will be handled in the same manner. Thus, the position information of a particle is converted to corresponding job permutation σ ij = [j 1 , j 2 , j 3 , . . . , j n ]. To demonstrate the scheme of the ROV rule, we provide a simple example in Table 1 .
Let us consider that the random position values of particle (for n = 5) observed initially are X i = {5.45, 4.22, 4.37, 5.47, 4.37}. As x 1,2 = 4.22 has the smallest position value of the particle, x 1,2 is prioritized first by being assigned the rank value of 1. Next, two particles x 1,3 and x 1,5 have equal position value i.e., 4.37. Yet, index of x 1,3 is smaller as compared to x 1, 5 . So, X1,3 is assigned the next rank value of 2 and x 1,5 is incremented to rank value 3. Finally, rank values 4 and 5 are respectively assigned to x 1,1 and x 1,4 . Thus, the job permutation σ ij = [4, 1, 2, 5, 3] is obtained considering the position information value of each particle and the corresponding rank assignment based on the ROV rule. In the Proposed Hybrid PSO, job permutation based local search approaches are applied rather than a direct consideration of the particle's position information. So, it is necessary to convert the particle's position information to a corresponding job permutation as per the ROV rule when a local search is completed. Because of the simple mechanism of the ROV rule, adjustment for a new particle position is very easy. Local search methods using the position information are handled in the same way as the process adopted for job permutation. For example, in Table 2 , if the SWAP operator [2] is used as a local search operator for job permutation; the swapping of job 2 and job 4 corresponds to the swap of position values 4.22 and 4.37. 
Population Initialization
The initial swarm generation is often random in the standard PSO. An initial population with a certain quality and diversity provides an efficient solution. In this paper, we propose the NEH Algorithms 2017, 10, 121 7 of 17 heuristic technique [23] as an efficient population initialization procedure. In order to find NEH-based seed sequence, jobs are ordered in ascending sums of their total flow times. The partial schedules depending on the initial order are taken into account to construct a job sequence. Consider a current sequence σ ij = [4, 1, 2, 5, 3]; if job 4 at index "i" is the first job, then partial sequences are constructed by inserting job 4 at all indexes where "i = i + 1" of the current sequence which may appear as [1, 4, 2, 5, 3] , [1, 2, 4, 5, 3] , [1, 2, 5, 4, 3] , and [1, 2, 5, 3, 4] . Among all these sequences, the sequence generating the minimum TFT is chosen as the current sequence for the next iteration. Thus, initial population generation with the NEH technique helps job permutation as compared to a random initial population.
Simulated Annealing(SA)
In metallurgy, the annealing process is the process where metals are cooled slowly to reach a state of low energy where they are very strong [37] . At high temperatures, the movements are random, whereas at low temperatures, little randomness is observed. Khamlichi et al. [38] used SA as a local search method for finding neighborhoods for optimizing the number of sensors and their positions in order to achieve the desired application requirements. Here, SA is used for possible job sequences leading towards minimum TFT in the context of NWFSS. SA starts a random search at a high temperature, and eventually the temperature is reduced slowly, becoming a greedy descent as it approaches to zero degrees. Random changes in the temperature not only help to escape from local minima, but also help to find low heuristic value regions. The results may be worse initially at high temperatures, but improvements can be observed gradually at lower temperatures. For the minimization of a given objective function, temperature should be reduced according the probability (P) given by the Boltzmann factor given in Equation (11):
where α is the Boltzmann constant, T is the current temperature, and ∆E is the change in energy. The Boltzmann probability is a random number between 0 and 1 drawn from a uniform distribution. If the Boltzmann probability is more than the random number, the configuration is accepted. This allows the algorithm to escape from local minima. A proper initial temperature should be maintained high so that all states of the system have an equal probability of being visited.
Proposed Hybrid PSO (PHPSO) Algorithm
PHPSO algorithm is based on the solution representation by the ROV rule, population initialization with NEH-based local search and neighborhood searching through SA-based local search. The complete computational procedure of the PHPSO framework for the NWFSS PHPSO algorithm for NWFSSP (Algorithm 1) can be summarized as follows:
Step 1: Input the total no. of jobs (n), total no. of machines (m) and processing time matrix (p). Calculate delay matrix (δ) as per Equation (7).
Step 2:
for i = 0 to n − 1 do 2.1 Initialize particle iwith random value (mpval) and velocity (mvelocity). Set the acceleration constants c 1 and to 1.65 and 1.75 respectively; r 1 and r 2 both are set to the value 0.5 and inertia weight w to 0.65. 2.2 Apply ROV rule to represent random value of particle to position of particle (mpbest). Step 5: minArr = f seq
Step 6: Calculate pbest (mpbest) of particle and gbest (pgbest) of swarm for generating the initial seed sequence.
Step 7: Select particle from the current population for local refinement; repeat 7.1 for i = 0 to n − 1 do 7.1.1 Update velocity and position of particle according to Equations (9) and (10), respectively. 7.1.2 Update value of particle (mpval) and apply ROV rule to find next job permutation. 7.1.3 Calculate TFT value for the updated particle. 7.1.4 If updated_TFT_value > current_TFT_value and gbest (pgbest) then 7.1.5 update pbest of particle (mpbest) and gbest (pgbest) end for until maximum iteration count is reached.
Step 8: Select best_particle from the population for global refinement;
Step 9: Initialize initial_temperature, T as 3.0 and final_temperature, F as 0.9, and cooling rate α as 0.99.
Step 10: Initialize Best_So_Far to current state.
Step 11: while T < final_temperature do 11.1 for i = 0 to n − 1 11.1.1 Randomly perturb from the current state to a new state and calculate corresponding objective function value. 11.1.2 Update gbest depending on best particle. 11.1.3 Calculate the difference in objective function value between current and new state i.e., ∆E 11.1.4 If ∆E < 0 i.e., new state has minimum TFT, accept new state as current state. Set Best_So_Far to this new state 11.1.5 If ∆E ≥ 0, consider new state as current state with probability by invoking random number between range (0, 1). 11.1.6 Prob (accepted) = exp (−∆E/α·T). 11.1.7 Revise T as necessary according to annealing schedule end for end while
Step 12: set gbest to Best_So_Far.
End Procedure
Thus, it can be observed that the PHPSO effectively provides a promising solution within the entire region, along with exploitation for solution improvement in sub-regions. Because of the NP-hard nature of NWFSSP, PHPSO applies local search methods which include NEH-based local search and SA-based local search. Since both exploration and exploitation are used in this algorithm, it is expected to achieve good results for NWFSSP. The results obtained through various numerical simulations and their comparisons are demonstrated in the next section.
Numerical Tests and Comparisons

Experimental Setup
To test the performance of the PHPSO algorithm, a computational simulation is carried out with some well-studied benchmarks. In this paper, 120 problem instances that were contributed by the Taillard dataset are selected. The Taillard benchmark dataset is composed of 12 groups containing the problems of size ranging from 20 jobs and five machines to 500 jobs and 20 machines with 10 instances of each problem size. Further, these subsets are denoted as 20 × 5 (ta001-ta010), 20 × 10 (ta011-ta020), 20 × 20 (ta021-ta030), 50 × 5 (ta031-ta040), 50 × 10 (ta041-ta050), 50 × 20 (ta051-ta060), 100 × 5 (ta061-ta070), 100 × 10 (ta071-ta080), 100 × 20 (ta081-ta090), 200 × 10 (ta091-ta100), 200 × 20 (ta101-ta110), and 500 × 20 (ta111-ta120) representing the number of jobs and machines respectively. In this paper, we used this dataset to test our PHPSO algorithm, and this test bed is treated for NWFSSP with TFT as the optimization criterion. PHPSO is coded in Java and run on Intel Core i5, 8 GB RAM, 2.20 GHz PC.
Computational and Statistical Evaluation
To compare the proposed heuristic with the existing heuristics, we carried out the experimentation by running each instance independently 10 times; for each replication we used "Average Relative Percentage Deviation" (ARPD) as a performance measure, which is popular in the scheduling literature [9, 10, 14, 16, 17] . ARPD is given by:
where HeuristiC i is the total flowtime obtained by any of four algorithms, and the BestH i is the lowest total flowtime obtained for that specific instance. Table 3 displays a comparative evaluation of the proposed metaheuristic, F&V [3] , DPSO [9] , Pan-Ruiz [10] , and HPSO [31] based on ARPD for the Taillard benchmark data suite for 500 jobs. Table 3 exhibits the results showing that the ARPD of PHPSO is significantly less compared to existing algorithms. It is also observed that, with respect to ARPD, the proposed method performs better than either of the existing methods for 103 problems out of the 120 under consideration.
To validate the significance of the proposed algorithm statistically, the results of PHPSO are compared with the results obtained by earlier developed metaheuristics viz. F&V (2003), DPSO (2008), Pan-Ruiz (2012) , and HPSO (2014). To test the performance of the proposed algorithm and the best-known solutions of earlier algorithms published in the literature, a series of the paired t-test at the 95% significance level was carried out by Devore [39] . Paired t-test analyzes the differences in two observations of the mean of the results of PHPSO and the mean of existing metaheuristics. Let µ D = µ 1 − µ 2 denote the true difference between the ARPD generated by two different algorithms. The null hypothesis is given by H 0 : µ D = µ 1 − µ 2 = 0, saying that there is no difference between the ARPD generated by two algorithms when compared. The alternative hypothesis is given by H 1 : µ D = µ 1 − µ 2 = 0, saying that there is a difference between the ARPD generated by two algorithms when compared. The paired t-test results on the Taillard instances are shown in Tables 4-9 .
The p-value is zero. Thus, the null hypothesis was rejected on behalf of the PHPSO algorithm. This indicates that the difference between TFTs generated using both algorithms are meaningful at the confidence interval (CI) of 95%. For this reason, it can be concluded that the PHPSO algorithm is superior to F&V, DPSO, Pan-Ruiz, and HPSO.
In addition to the pair-wise comparison of the metaheuristics, to observe the statistical significance of the differences between the heuristics, the means of each metaheuristic and the corresponding 95% confidence intervals are plotted in Figures 1 and 2 . 
concluded that our proposed NEH-and SA-based local search methods, especially their utilizations in a hybrid sense, are more effective than the variable neighborhood-based [9] and MA-based local search methods [31] , especially for large-sized problems. Compared with the results by the F & V and DPSO methods, PHPSO could improve the results to a great extent, which demonstrates the noteworthy improvement by PHPSO over F & V and DPSOVND metaheuristics. Values obtained by PHPSO are better than those obtained by HPSO for almost all of the instances. So, it is concluded that our proposed NEH-and SA-based local search methods, especially their utilizations in a hybrid sense, are more effective than the variable neighborhood-based [9] and MA-based local search methods [31] , especially for large-sized problems. 
Comparison of Proposed Hybrid PSO(PHPSO) with Fink and Vob, DPSOVND, Pan-Ruiz, and HPSO
We report the best-known solutions termed as objective function values found so far for NWFSSP with TFT criterion for Taillard's benchmark suite in Table 10 . First, we carried out a simulation for the effectiveness of the PHPSO algorithm, and later, we compared our PHPSO with four existing metaheuristics viz. HPSO, which is an MA-based PSO by Akhshabi [31] ; PRA, which is a local search-based algorithm by Pan and Ruiz [10] ; the hybrid PSO based on the variable neighborhood search (DPSO) by Pan et al. [8] ; and the F&V algorithm by Fink and Vob [3] . The best solution for each of the 120 Taillard dataset available in Operation Research (OR) library [32] was considered by closely examining all existing results. They are applied to these 120 benchmark instances ranging from ta001 to ta120 (i.e., for 20-500 jobs). Table 10 shows that the proposed algorithm improves 103 out of 120 instances of the Taillard dataset. This shows that the optimal results obtained by the PHPSO are better than values obtained by various metaheuristics to date, exhibiting the effective searching quality of PHPSO.
Compared with the results by the F & V and DPSO methods, PHPSO could improve the results to a great extent, which demonstrates the noteworthy improvement by PHPSO over F & V and DPSO VND metaheuristics. Values obtained by PHPSO are better than those obtained by HPSO for almost all of the instances. So, it is concluded that our proposed NEH-and SA-based local search methods, especially their utilizations in a hybrid sense, are more effective than the variable neighborhood-based [9] and MA-based local search methods [31] , especially for large-sized problems.
Conclusions and Future Research
In this paper, we proposed a hybridization of PSO with SA for flow shop scheduling with a no-wait constraint. The PHPSO algorithm not only applies an evolutionary search guided by the mechanism of PSO, but also it applies a local search guided by the NEH-based initial population and the mechanism of SA. Thus, both global exploration and local exploitation are balanced. The results and comparisons of the simulation demonstrate the supremacy of PHPSO in terms of searching quality and robustness of solution.
The effectiveness of the proposed method was measured by using ARPD, which is a widely used performance measure. We carried out an extensive experimental and statistical analysis and found that PHPSO has improved objective function values for 103 out of the 120 best-known solutions for Taillard's benchmark suite. After comparing the solutions obtained through PHPSO with the solutions provided by other algorithms reported in the literature (viz. HPSO, Pan-Ruiz, DPSO, F & V algorithms), it is clearly seen that the PHPSO algorithm outperforms the existing algorithms. Hence, to the best of our knowledge, it is concluded that the PHPSO algorithm is the improved hybrid algorithm for the application of PSO to NWFSSP with a TFT criterion.
