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ОПТИМИЗАЦИЯ ПАРАЛЛЕЛЬНЫХ ПРОГРАММ 
А.В. Сергиенко, ассистент ГВУЗ «ПГТУ», М.С. Пономарева, гр. ВТ-09 
В работе исследовались методы оптимизации параллельных про-
грамм: оптимизация параллельных и распределенных вычислений на 
многоядерных процессорах и многопроцессорных комплексах. 
Целью исследования было определение и повышение эффектив-
ности вычислительного кластера кафедры информатики ПГТУ. 
Для профилирования и отладки параллельных программ приме-
нялась среда разработки Intel Parallel Studio. Тестирование программ 
проводилось на ОС Windows 2003 Server R2 и Ubuntu 12.04 x64. В ка-
честве тестов параллельных вычислений использованы программы 
умножения матриц и решения системы дифференциальных уравнений. 
Для распределенных вычислений использована программная библио-
тека алгебраических уравнений Linpack. 
При написании программы для получения максимальной эффек-
тивности желательно использование шаблонов проектирования парал-
лельных программ: Monitor Object, Lock, Active Object, Balking и дру-
гих. 
Объем вычислений для каждого процессора должен быть при-
мерно одинаков – это позволит обеспечить равномерную вычисли-
тельную загрузку процессоров. Распределение подзадач между про-
цессорами должно быть выполнено таким образом, чтобы коммуника-
ционное взаимодействие между подзадачами было минимальным. 
Каждый процесс должен хранить не больше данных, чем для него 
доступно оперативной памяти. Для увеличения свободной оператив-
ной памяти была отключена графическая подсистема и все демоны, не 
обязательные для выполнения параллельной программы. 
Для многопроцессорных систем важными являются характери-
стики сети, в особенности латентность. Уменьшение латентности воз-
можно за счет тонкой настройки TCP/IP – изменения параметров MTU, 
TCP Window Size, Maximum TCP Buffer. 
В результате выполненной работы была улучшена работа вычис-
лительного кластера под управлением Window и Ubuntu, а также, бла-
годаря использованию шаблонов проектирования, оптимизирована 
работа анализируемых программ – умножение матриц, решение сис-
тем дифференциальных уравнений. 
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