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BOUNDS FOR 2-SELMER RANKS IN TERMS OF SEMI-NARROW CLASS GROUPS
HWAJONG YOO ANDMYUNGJUN YU
Abstract. LetE be an elliptic curve over a number fieldK defined by amonic irreducible cubic polynomial F (x). When
E is nice at all finite primes ofK , we bound its 2-Selmer rank in terms of the 2-rank of a modified ideal class group of the
field L = K[x]/(F (x)), which we call the semi-narrow class group of L. We then provide several sufficient conditions for
E being nice at a finite prime.
As an application, when K is a real quadratic field, E/K is semistable and the discriminant of F is totally negative,
then we frequently determine the 2-Selmer rank of E by computing the root number of E and the 2-rank of the narrow
class group of L.
1. Introduction
Let E be an elliptic curve over a number field K , given in the form y2 = F (x) where F (x) is a monic cubic
polynomial with coefficients inOK , the ring of integers ofK . TheMordell–Weil theorem tells us that theK-rational
points E(K) form a finitely generated abelian group. The rank of E(K), called the Mordell–Weil rank, is one of
the central objects in number theory. Unfortunately, there is no known general algorithm that is guaranteed to find
the Mordell–Weil rank. One of the most common methods for computing it is studying the 2-Selmer group of E,
denoted by Sel2(E), which is effectively computable.
From now on, we assume that |E(K)[2]| = 1, i.e., F (x) is irreducible overK . Let L := K[x]/(F (x)) be a cubic
extension of K . It is known that there should be a connection between the 2-Selmer group of E and the 2-class
group of L. For a description of known results, see the introduction of [BPT]. Our main goal of this article is to
understand this connection more thoroughly. To do so, we first identify1 H1(K,E[2]) with
(L×/(L×)2)N= := {[α] ∈ L×/(L×)2 : N(α) ∈ (K×)2},
where N : L× → K× is the norm map. Similarly, we identify H1(Kv, E[2]) with (L×v /(L×v )2)N=, where
Lv := L⊗K Kv = Kv[x]/(F (x)).
Then we can regard the 2-Selmer group as a subgroup of (L×/(L×)2)N=, i.e.,
Sel2(E) = {[α] ∈ (L×/(L×)2)N= : [αv] ∈ im(δKv ) for all primes v ofK},
where δKv : E(Kv)/2E(Kv) →֒ H1(Kv, E[2]) = (L×v /(L×v )2)N= is the local Kummer map. (For unfamiliar
notation, see Section 1.1.)
Now, we consider subgroups of (L×/(L×)2)N= which are related to CL, the ideal class group of L. Following
[Li19, Lem. 2.16] we may define
M ′1 := {[α] ∈ (L×/(L×)2)N= : L(
√
α)/L is unramified everywhere}
and
M ′2 := {[α] ∈ (L×/(L×)2)N= : (α) = I2 for some I ∈ FL and α≫ 0},
where FL is the group of fractional ideals of L. WhenK = Q, we have the following [Li19, Th. 2.18].
Theorem 1.1 (Li). Suppose that K = Q and the discriminant of F is negative and squarefree. Then we have
M ′1 ⊂ Sel2(E) ⊂M ′2, |M ′1| = |CL[2]| and [M ′2 :M ′1] = 2.
Thus, we have
dim F2CL[2] ≤ dim F2Sel2(E) ≤ dim F2CL[2] + 1.
1This is well-known, for example, Case 1 of [BK77, p. 717]. For details, see [St17, p. 9] or [Li19, Lem. 2.7].
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This theorem says that if we know dim F2CL[2] then dim F2Sel2(E), the 2-Selmer rank of E, is completely de-
termined by its root number. As above, we wish to have M ′1 ⊂ Sel2(E) ⊂ M ′2 for other number fields K or other
polynomials F with more relaxed hypothesis. However, it cannot be achieved in general if there is a real prime v of
K that is unramified in L. So, we instead allow the ramifications at some real primes above unramified real primes
ofK and consider new subgroups of (L×/(L×)2)N=, which are related to a modified ideal class group of L.
Definition 1.2. Let P∞L be the group of elements in L
× satisfying some positivity conditions, which is defined in
Section 2.1. We define the semi-narrow class group of L by C∞L := FL/{(α) : α ∈ P∞L }. Also, let
M1 := {[α] ∈ (L×/(L×)2)N= : L(
√
α)/L is unramified at all finite primes and α ∈ P∞L }
and
M2 := {[α] ∈ (L×/(L×)2)N= : (α) = I2 for some I ∈ FL and α ∈ P∞L }.
Then, we have the following [BPT, Th. 2.16].
Theorem 1.3 (Barrera–Pacetti–Tornaría). Suppose that the narrow class number of K is odd, and E/Kv satisfies
certain conditions for all finite primes v ofK . Then we have
M1 ⊂ Sel2(E) ⊂M2, |M1| = |C∞L [2]| and [M2 :M1] ≤ 2[K:Q].
Thus, we have
dim F2C
∞
L [2] ≤ dim F2Sel2(E) ≤ dim F2C∞L [2] + [K : Q].
Their result indeed covers a lot larger class of elliptic curves E/K than the previous work [BK77, Li19]. In spite
of that, the assumption that the narrow class number ofK be odd is somewhat restrictive. For example, it is known
that at least 50% of totally real cubic fields have even narrow class number [BV15, Cor. 7]. For real quadratic fields,
even worse is true: 100% of them have even narrow class number [BV15, Th. 5]. Therefore one may hope to remove
this hypothesis.
In the present article, we generalize Theorem 1.3 to the case when K is an arbitrary number field. First, we
compute the sizes ofM1 andM2 for any number field K in terms of the semi-narrow class group of L.
Theorem 1.4. We have
|M1| = |C
∞
L [2]|
|C+K [2]|
and |M2| = |C
∞
L [2]| × 2[K:Q]
|C+K [2]|
,
where C+K is the narrow class group ofK .
Next, we wish to understand when we have
M1 ⊂ Sel2(E) ⊂M2,
which provides bounds for the 2-Selmer rank ofE by the above theorem. We first defineMi,v by the local condition
ofMi at v so that
Mi = {[α] ∈ (L×/(L×)2)N= : [αv] ∈Mi,v for all primes v of K}.
For example, if v is an odd prime thenM1,v = M2,v = (O×Lv/(O×Lv )2)N=. We note that P∞L is in fact defined in
a way thatM1,v =M2,v = im(δKv ) for all infinite primes v of K .
Definition 1.5. For a finite prime v of K , we say that an elliptic curve E/Kv is lower nice (resp. upper nice) if
M1,v ⊂ im(δKv ) (resp. im(δKv ) ⊂ M2,v). If E/Kv is both lower nice and upper nice, then we say that E/Kv is
nice. Also, we say that an elliptic curve E over a number field K is lower nice at v (resp. upper nice at v and nice at
v) if E/Kv is so.
Since the Selmer group is defined by the local conditions, we obtain the following.
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Theorem 1.6. If E is lower nice at all finite primes ofK , then we have dim F2Sel2(E) ≥ n, where
n = dim F2C
∞
L [2]− dim F2C+K [2].
Also, if E is upper nice at all finite primes of K , then we have dim F2Sel2(E) ≤ n+ [K : Q]. Thus, if E is nice at all
finite primes ofK then we have
n ≤ dim F2Sel2(E) ≤ n+ [K : Q].
Remark 1.7. As in [St17, Def. 3.1], we may define
L(S, 2) := {[α] ∈ L×/(L×)2 : ∀v 6∈ S, ∀w | v : w(α) ∈ 2Z},
where S is the set of “bad” primes ofK . Here, by “bad” primes we mean either the real infinite primes, even primes,
or the primes of bad reduction for E. Then, we have
Sel2(E) ≃ {[α] ∈ L(S, 2) : N(α) ∈ (K×)2, ∀v ∈ S : [αv] ∈ im(δKv )}.
It is easy to see thatM2 ⊂ L(S, 2) and in general L(S, 2) is much larger thanM2.
In some sense, the groups M1 and M2 give the “best possible bounds” for the 2-Selmer ranks of nice elliptic
curves. As mentioned above, if v is not even (including all the other “bad” primes) then the local conditions M1,v
and M2,v coincide. Therefore the even primes are exactly where make the difference between M1 and M2. In
general, however, it is extremely difficult to exactly compute im(δKv ), the local condition of Sel2(E/K) at an even
prime v. For such v, what one can do in some fortunate situations (which justifies the word “nice”) is proving
im(δKv ) is a subset (resp. superset) ofM2,v (resp. M1,v).
Next, we discuss sufficient conditions for E being nice. There are some cases dependent only on the condition
on the field extension L/K .
Proposition 1.8 (Barrera–Pacetti–Tornaría). Let v be a finite prime ofK . Suppose that either Lv is a cubic extension
ofKv or OLv = OKv [x]/(F (x)). Then, E is nice at v.
A case satisfying the latter condition is the following.
Proposition 1.9 (Proposition 4.5). Let D be the discriminant of F . If v(D) ≤ 1, then E is nice at v.
If we require additional hypothesis on E/Kv we have the following [BK77].
Theorem 1.10 (Brumer–Kramer). For an odd prime v, E is nice at v if [E(Kv) : E0(Kv)] is odd. For an even prime
v, E is nice at v ifKv/Q2 is unramified and E has good reduction at v.
One of our main theorems is the following, which removes the condition onKv .
Theorem 1.11. For an even prime v, E is nice at v if one of the following holds.
(1) E has good ordinary reduction at v.
(2) E has good supersingular reduction at v, v(2) is not divisible by 3, and either v(a1) is odd or 3v(a1) ≥ 2v(2),
where a1 is the coefficient of xy in a Weierstrass minimal model of E/Kv.
(3) E has multiplicative reduction at v and v(D) is odd.
Proof. The first two cases are proved in Theorem 4.7 and the last is done in Theorem 4.12. 
Suppose thatK is quadratic. Then, the conditions in (2) are automatically satisfied whenE has good supersingu-
lar reduction at even primes. Thus, ifE/K has semistable reduction at all even primes and the minimal discriminant
of E/Kv has odd or zero valuation for all primes v, then we may replace L(S, 2) byM2 in the computation of the
2-Selmer rank. Furthermore, if the discriminant of E/K is totally negative then the semi-narrow class group of L
is equal to the narrow class group of L. Note that in SAGE [Sa20] the computation of the narrow class group of L
is much faster than that of the 2-Selmer rank of E. In Section 5 we provide some examples in this direction.
4 HWAJONG YOO ANDMYUNGJUN YU
1.1. Notation. For an abelian group A and its element a, let [a] denote the coset represented by a of the factor
group A/2A (or A/A2 if the group law is written multiplicatively).
Let K be any number field. For a finite prime v of K , we denote by v : K×v → Z the normalized valuation
sending a uniformizer of OKv to 1. We often abuse the notation and write v(α) for α ∈ K× for the normalized
valuation of the image of α in K×v . Also, we write αv for the image of α by the completionK →֒ Kv when v is a
finite prime. On the other hand, for an infinite prime v of K we denote by v(α) the image of α by the completion
K →֒ Kv .
We say a finite prime v is even (resp. odd) if it lies above 2 (resp. otherwise).
2. Modified ideal class groups
In this section, we introduce various modified class groups and compute the sizes of M1 and M2 in terms of a
semi-narrow class group.
As above, letK be a number field and L = K[x]/(F (x)) a cubic extension ofK .
2.1. Semi-narrow class group. Let v be a real prime of K . Following [BPT], we define the following.
Definition 2.1. We say v is ramified (resp. unramified) if Lv ≃ R×C (resp. Lv ≃ R×R×R). When v is ramified,
we denote by v˜ the unique real prime above v. If v is unramified, then we can write F (x) = (x−γ1)(x−γ2)(x−γ3)
with γi ∈ R and γ1 < γ2 < γ3. We fix an isomorphism Lv ≃ R × R × R given by g(x) 7→ (g(γ1), g(γ2), g(γ3))
and we denote by v˜ (resp. v˜2 and v˜3) the one corresponding to the first (resp. second and third) component.
Via the fixed choice of real primes of L, we define various “positive elements”.
Definition 2.2. For α ∈ L×, we say it is totally positive, denoted by α≫ 0, if w(α) > 0 for all real primes w of L.
For simplicity, let PL := L
×, and let P+L := {α ∈ PL : α≫ 0},
P 0L := {α ∈ PL : v˜2(α)v˜3(α) > 0 for all unramified real primes v ofK},
P∞L := {α ∈ PL : v˜(α) > 0 and v(N(α)) > 0 for all real primes v of K}.
It is easy to see that
P+L ⊂ P∞L ⊂ P 0L ⊂ PL
and each quotient is an elementary 2-group. Moreover, via the (archimedean) signature map (cf. [DV18, Sec. 2]) we
have
(1) For a real prime w of L, we have a natural surjective map sgnw : PL ։ {±1} given by sgnw(α) = w(α)|w(α)| .
(2) For a ramified real prime v ofK , we have a surjective map sgnv : PL ։ {±1} given by sgnv(α) = sgnv˜(α).
(3) For an unramified real prime v of K , we have a surjective map sgnv : PL ։ {±1} × {±1} × {±1} given
by sgnv(α) = (sgnv˜(α), sgnv˜2(α), sgnv˜3(α)).
(4) Let A (resp. B) be the set of the ramified (resp. unramified) real primes ofK . Also, let
V = {(1, 1, 1), (1,−1,−1)} and V ′ = {(1, 1, 1), (1,−1,−1), (−1, 1, 1), (−1,−1,−1)}.
Then, we have
P 0L =
⋂
v∈B
sgn−1v (V
′) and P∞L =
(⋂
v∈A
ker(sgnv)
)
∩
(⋂
v∈B
sgn−1v (V )
)
.
Thus, we have
[PL : P
0
L] = 2
b, [P 0L : P
∞
L ] = 2
a+b and [P∞L : P
+
L ] = 2
b,
where a = |A| and b = |B|.
Definition 2.3. Let ⋆ ∈ {∅,+, 0,∞}, and let P⋆L := {(α) ∈ FL : α ∈ P ⋆L}, where FL is the group of fractional
ideals of L.2 Also, let C⋆L := FL/P⋆L and let H⋆L be the class field of L with respect to C⋆L.
2Thus, the Roman font letters mean “elements” and the calligraphic font letters mean “principal fractional ideals”.
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Remark 2.4. The group C+L is called the narrow class group of L. If all the real primes of K are ramified then
C∞L = C
+
L . Thus, we call C
∞
L the semi-narrow class group of L, which is used in our title.
Similarly as above, let PK , P
+
K , FK , PK and P+K be the corresponding groups of K . Also, let C⋆K := FK/P⋆K
and H⋆K for ⋆ ∈ {∅,+}. As above, we have [PK : P+K ] = 2a+b.
2.2. The groupsM0 andM∞. For ⋆ ∈ {0,∞}, let
M⋆ := {[α] ∈ L×/(L×)2 : L(
√
α)/L is unramified at all finite primes and α ∈ P ⋆L}.
Lemma 2.5. We have
M0 ≃ C∞L /2C∞L and M∞ ≃ C0L/2C0L,
and hence |M0| = |C∞L [2]| and |M∞| = |C0L[2]|.
Proof. By the class field theory, the field H∞L is the maximal abelian extension of L satisfying
– it is unramified at all finite primes, and
– for any unramified real place v ofK , it is either unramified both at v˜2 and v˜3, or ramified both at v˜2 and v˜3.
Let v be an unramified real prime of K and α ∈ P 0L. Since v˜2(α)v˜3(α) > 0, either L(
√
α) is unramified both
at v˜2 and v˜3, or ramified both at v˜2 and v˜3. Thus, L(
√
α) is a subfield of H∞L . By Kummer theory, any quadratic
subfield ofH∞L is of the form L(
√
α) for some α ∈ P 0L. Thus, we have an isomorphism
g :M0 → Hom(Gal(H∞L /L), µ2)
sending [α] to the character χ such that (H∞L )
ker(χ) = L(
√
α). Since Hom(Gal(H∞L /L), µ2) ≃ C∞L /2C∞L (not
canonical though), the first isomorphism follows. By the same argument, the second also follows.
Since C∞L is finite, we have |C∞L /2C∞L | = |C∞L [2]| and similarly for C0L. This completes the proof. 
2.3. The cardinality ofM1. In this subsection, we prove the following, which implies the first equality of Theorem
1.4 by Lemma 2.5.
Proposition 2.6. There is an isomorphism
M0
M1
≃ C+K/2C+K
and hence |M1| = |M0| × |C+K [2]|−1.
Proof. As above, we claim that for any [α] ∈M0 the extension fieldK(
√
N(α)) is a subfield ofH+K . This is proven
in the proof of [Sc94, Lem. 5.2], but we provide a complete proof for the convenience of the reader.
Since L(
√
α)/L is unramified everywhere, w(α) is even for all finite primes w of L. Thus, v(N(α)) is also even
for all finite primes v ofK and henceK(
√
N(α))/K is unramified at all odd primes v ofK . Let v be an even prime
of K , and let w be a prime of L above v. Since L(
√
α)/L is unramified at w, by Lemma 2.8 below and the weak
approximation theorem we have αβ2 = x2 + 4y for some β ∈ L×, x ∈ O×L and y ∈ OL. Thus,
N(α) ·N(β)2 = N(αβ2) = N(x)2 + 4y′ for some y′ ∈ OK .
Thus,K(
√
N(α)) = K(
√
N(αβ2)) is unramified at v by Lemma 2.8. This proves the claim.
Thus, we have a group homomorphism
f :M0 → Hom(Gal(H+K/K), µ2)
sending [α] ∈ M0 to the character χ such that (H+K)ker(χ) = K(
√
N(α)). We claim that f is surjective. Let χ ∈
Hom(Gal(H+K/K), µ2) and letK
′ = (H+K)
ker(χ). Then, there is an element α ∈ K× such thatK ′ ≃ K(√α). Since
K(
√
α)/K is unramified at all finite primes, so is L(
√
α)/L. Since v˜2(α) = v˜3(α) for any unramified real primes v
of K , we have α ∈ P 0L and hence [α] ∈ M0. Since L/K is of degree 3 we have K(
√
N(α)) = K(
√
α3) ≃ K ′ and
hence f([α]) = χ, as claimed.
To prove the first assertion, it suffices to show that ker(f) =M1. It is easy to see thatM1 ⊂ ker(f). Conversely,
suppose that [α] ∈ ker(f) for some α ∈ P 0L, i.e., N(α) is a square. Then, we have N(α) ≫ 0. Since α ∈ P 0L and
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N(α)≫ 0, we have v˜(α) > 0 for all real primes v of K as well. Thus, we have α ∈ P∞L and [α] ∈ M1, as desired.
This proves the first assertion. The second follows from the finiteness of C+K . 
Remark 2.7. Similarly, we can proveM∞/M1 ≃ CK/2CK and hence [M0 :M∞] = |C
+
K
[2]|
|CK [2]|
.
Lemma 2.8. LetH/Q2 be a finite extension. Then, for α ∈ O×H the extension H(
√
α)/H is unramified if and only if
α ≡ u2 (mod 4OH) for some u ∈ O×H .
Proof. This is elementary, for example, see [DV18, Prop. 4.8]. 
2.4. The cardinality ofM2. In this subsection, we prove the second equality of Theorem 1.4. In order to do it, we
use two natural maps3
γ : M2 → CL[2] and π : C∞L [2]→ CL[2].
By computing the precise kernels of two maps, and comparing their images, we have the following.
Proposition 2.9. We have
|M2|
|C∞L [2]|
=
2[K:Q]
|C+K [2]|
.
Note that the idea above is already realized in [BPT] and we closely follow their strategy. Our contribution is to
verify that it works for any number fieldK (and we precisely compute the ratio of the images of two maps in Step 1
below). For the convenience of the reader, we provide a complete proof. We use the same notation as in Section 2.1.
We prove the proposition by four steps. Before proceeding, we define two morphisms π and γ above.
First, consider the map π˜ : C∞L → CL sending I (mod P∞L ) to I (mod PL) for any I ∈ FL. Let π be the
restriction of π˜ to C∞L [2]. Since the kernel of π˜ is
PL
P∞
L
, which is an elementary 2-group, we have an exact sequence
0 // PLP∞
L
// C∞L [2]
π
// CL[2].
Similarly, we have a map πK : C
+
K [2]→ CK [2]. As above, ker(πK) = PKP+
K
and |ker(πK)| = |C
+
K
|
|CK |
.
Next, we construct a surjective map f˜ from a subset of P∞L to C
∞
L [2] as follows: Since any element [I] ∈ C∞L [2]
satisfies I2 ∈ P∞L , so we can find an element α ∈ P∞L such that (α) = I2. Thus for α ∈ P∞L , if (α) = I2
for some I ∈ FL then we set f˜(α) := I (mod P∞L ), which is well-defined. This map induces a surjective map
f :M∞L → C∞L [2], where
M∞L := {[α] ∈ P∞L /(P∞L )2 : (α) = I2 for some I ∈ FL}.
Similarly, we have a surjective map fK :M
+
K → C+K [2], where
M+K := {[a] ∈ P+K/(P+K )2 : (a) = J2 for some J ∈ FK}.
Then, consider the composition π ◦ f :M∞L → CL[2]. This map factors through
ML := {[α] ∈ L×/(L×)2 : (α) = I2 for some I ∈ FL and α ∈ P∞L }
and let γL : ML → CL[2] be the map induced by π ◦ f . Indeed, if [α] ∈ ML and write (α) = I2, then γL([α]) =
I (mod PL). Similarly, we have a map γK :MK → CK [2], where
MK := {[a] ∈ K×/(K×)2 : (a) = J2 for some J ∈ FK and a ∈ P+K}.
We define the map γ by the restriction of γL toM2, i.e., γ := γL|M2 :M2 → CL[2].
Last, we have the map N : L×/(L×)2 → K×/(K×)2 induced by the norm map. It induces well-defined maps
g1 :M
∞
L →M+K and g2 :ML →MK sending [α] to N([α]).
3The map γ is well-known, for example in [DV18, (3.4)], [Li19, Lem. 2.17] and [BPT, Lem. 2.13].
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In summary, we have a commutative diagram
M∞L
)) ))❚
❚❚
❚❚
❚❚
❚❚
❚❚
f
// //
g1

C∞L [2]
π
**❯
❯❯
❯❯
❯❯
❯❯
❯❯

✤
✤
✤
✤
ML
g2


γL
// CL[2]

✤
✤
✤
✤
M+K
)) ))❚
❚❚
❚❚
❚❚
❚❚
❚❚
fK
// // C+K [2] πK
**❯
❯❯
❯❯
❯❯
❯❯
❯❯
MK
γK
// CK [2].
• Step 1: Comparison of the images. Since f is surjective, we have im(γL) = im(π) and hence im(γ) ⊂ im(π).
Moreover, we assert the following.
Proposition 2.10. We have
im(π)
im(γ)
≃ im(πK) and |im(π)||im(γ)| =
|C+K [2]| × |CK |
|C+K |
.
Proof. We first claim that the map g2 induces an isomorphism
ML
M2 · ker(γL) ≃
MK
ker(γK)
.
By definition, we have ker(γ⋆) = {[α] ∈ M⋆ : (α) = (β)2 for some β ∈ P⋆} for ⋆ ∈ {K,L}. Let h : MK → ML
be the map sending [a] to [a]. Then, g2 ◦ h is the identity (because [L : K] = 3) and the kernel of g2 is M2. Thus,
to prove the claim it suffices to show that g2(ker(γL)) = ker(γK). Indeed, let [α] ∈ ker(γL). Then, α = u · β2 for
some u ∈ O×L and β ∈ PL. Since N(u) ∈ O×K , N(β) ∈ PK and N(α) = N(u) · (N(β))2, g2([α]) = N([α]) =
[N(α)] ∈ ker(γK). Conversely, if [β] ∈ ker(γK) then it is easy to see that g(h([β])) = [β] and h([β]) ∈ ker(γL).
This proves the claim.
Now, we prove the assertion. Note that im(π) = im(γL) and similarly, im(πK) = im(γK). Since the kernel of
the composition
ML
γL
// // im(γL) = im(π) // //
im(π)
im(γ)
isM2 ·ker(γL) and MKker(γK) ≃ im(γK) = im(πK), the first assertion follows. Since |ker(πK)|× |im(πK)| = |C
+
K [2]|
and |ker(πK)| = |C
+
K
|
|CK|
, we obtain the result. 
• Step 2: Computation of the kernel of γ. Before proceeding, we fix some notations.
As above, letA (resp. B) be the set of all ramified (resp. unramified) real primes ofK , and a = |A| (resp. b = |B|).
Also, let C be the set of complex primes ofK , and c = |C|. Note that [K : Q] = a+ b+ 2c and the number of real
(resp. complex) primes of L is a+ 3b (resp. a+ 3c). Using the map sgnv , we have
sgn : L× →
∏
v∈A
{±1} ×
∏
v∈B
({±1} × {±1} × {±1})
which we often regard it as the map from L×/(L×)2 (or its subgroups). As a subgroup of the target, let
W˜ =
∏
v∈A
{1} ×
∏
v∈B
W and V˜ =
∏
v∈A
{1} ×
∏
v∈B
V,
whereW = {(1, 1, 1), (1,−1,−1), (−1, 1,−1), (−1,−1, 1)}.
First, we prove the following.
Lemma 2.11. We have
ker(γ) = (O×L /(O×L )2)N= ∩M2.
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Proof. Let [α] ∈ ker(γ). If we write I2 = (α), then I is principal by definition, so I = (β) for some β ∈ L×. In
other words, (α) = (β2) and hence there is a unit u ∈ O×L such that α = β2u. Note that [α] = [u] and so it suffices
to show that N(u) is a square. Since [α] ∈ M2, N(α) = c2 for some c ∈ K×. Hence, N(u) = N(α)×N(β)−2 =
(cN(β)−1)2 is a square as desired.
Conversely, if [α] ∈ (O×L /(O×L )2)N= ∩M2, then we have (α) = OL = (OL)2 (as α ∈ O×L ). Thus, I = OL =
(1) is principal and [α] ∈ ker(γ). 
Note that if N(α) is a square then sgn(α) ∈ W˜ . Note also that sgn(α) ∈ V˜ if and only if α ∈ P∞L . Thus,
sgn−1(V˜ ) ∩ (O×L /(O×L )2)N= ⊂M2. Thus, we have the following.
Lemma 2.12. The kernel of γ is isomorphic to that of the composition
(O×L /(O×L )2)N=
sgn
// sgn((O×L /(O×L )2)N=) // // sgn((O
×
L
/(O×
L
)2)N=)
sgn((O×
L
/(O×
L
)2)N=)∩V˜
.
Proof. By Lemma 2.11, we have ker(γ) = (O×L /(O×L )2)N= ∩M2 and hence the result follows. 
By the second isomorphism theorem, we have the following.
Lemma 2.13. We have
sgn((O×L /(O×L )2)N=)
sgn((O×L /(O×L )2)N=) ∩ V˜
≃ sgn((O
×
L /(O×L )2)N=) · V˜
V˜
.
Finally, we have the following.
Lemma 2.14. There is an isomorphism
sgn((O×L /(O×L )2)N=) · V˜ ≃ sgn(O×L ) · V˜ /sgn(O×K).
Proof. Let f be the map from sgn((O×L /(O×L )2)N=) to sgn(O×L )/sgn(O×K) defined by f(sgn([α])) = sgn(α) ·
sgn(O×K) for any [α] ∈ (O×L /(O×L )2)N=. We claim that this map is an isomorphism. Let α ∈ O×L . Since
sgn(αN(α)) = sgn(α) · sgn(N(α)) and N(α) ∈ O×K , we have
sgn(α) · sgn(O×K) = sgn(αN(α)) · sgn(O×K) = f(sgn([αN(α)])).
Since N(αN(α)) = N(α)4, we have [αN(α)] ∈ (O×L /(O×L )2)N= and hence f is surjective. Next, since
sgn(O×K) ⊂
∏
v∈A
{±1} ×
∏
v∈B
{(1, 1, 1), (−1,−1,−1)},
the intersection of W˜ and sgn(O×K) is trivial. Since sgn(α) ∈ W˜ for any α ∈ (L×/(L×)2)N=, f is injective as
claimed. Bymultiplying on both sides by V˜ , we get the desired isomorphism because sgn(O×K)∩V˜ is also trivial. 
Combining all the results above, we have the following.
Proposition 2.15. We have
|ker(γ)| = |(O
×
L /(O×L )2)N=| × |V˜ | × |sgn(O×K)|
|sgn(O×L ) · V˜ |
.
• Step 3: Computation of the kernel of π. By the discussion above, we have ker(π) ≃ PLP∞
L
. Using the signature
map above, we obtain the following.
Lemma 2.16. We have
PL
P∞L
≃ L
×
O×L · sgn−1(V˜ )
.
Proof. Let f be the composition
L×
O×
L
//
α7→(α)
∼
// PL // PLP∞
L
,
which is clearly surjective. As above, we have ker(f) = sgn−1(V˜ ) · O×L /O×L , which completes the proof. 
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Again, by the signature map we have the following.
Lemma 2.17. The signature map induces an isomorphism
L×
O×L · sgn−1(V˜ )
∼−→ sgn(L
×)
sgn(O×L ) · V˜
.
Proof. It suffices to show that if sgn(α) ∈ sgn(O×L ) · V˜ for some α ∈ L×, then α ∈ O×L · sgn−1(V˜ ). By the
assumption, there is β ∈ O×L such that sgn(α) ∈ sgn(β)·V˜ , or equivalently, sgn(α/β) ∈ V˜ . Thus,α/β ∈ sgn−1(V˜ )
and hence α ∈ β · sgn−1(V˜ ) ⊂ O×L · sgn−1(V˜ ), as desired. 
Combining two results above, we have the following.
Proposition 2.18. We have
|ker(π)| = |sgn(L
×)|
|sgn(O×L ) · V˜ |
.
• Step 4: Proof of Proposition 2.9. Since
|M2| = |ker(γ)| × |im(γ)| and |C∞L [2]| = |ker(π)| × |im(π)|,
Propositions 2.10, 2.15 and 2.18 we have
|M2|
|C∞L [2]|
=
|(O×L /(O×L )2)N=| × |V˜ | × |sgn(O×K)| × |C+K |
|sgn(L×)| × |C+K [2]| × |CK |
.
By the lemma below, we obtain the result. 
Lemma 2.19. We have the following.
(1) [K : Q] = a+ b+ 2c and |V˜ | = 2b.
(2) |sgn(K×)| = 2a+b and |sgn(L×)| = 2a+3b.
(3) |sgn(O×K)| = 2a+b × |CK | × |C+K |−1.
(4) |O×K/(O×K)2| = 2a+b+c and |O×L /(O×L )2| = 22a+3b+3c.
(5) |(O×L /(O×L )2)N=| = 2a+2b+2c.
Proof. The first assertion is obvious. Note that the signature map is surjective by the weak approximation theorem.
Thus, the second one follows. Next, consider the exact sequence (cf. Example 1.8 (b) of Chapter V in [Mi13])
0 // O×K/(O×K)+ // PK/P+K // C+K // CK // 0,
where (O×K)+ = O×K∩P+K . Since the signaturemap induces an isomorphismPK/P+K ≃ sgn(K×) andO×K/(O×K)+ ≃
sgn(O×K), the third one follows. Then, by Dirichlet’s unit theorem for any number fieldH we have |O×H/(O×H)2| =
2 × 2r1+r2−1 = 2r1+r2 , where r1 (resp. r2) denotes the number of real primes (resp. complex) primes. Thus, the
fourth one follows. Last, note that the norm mapN : O×L /(O×L )2 → O×K/(O×K)2 is surjective because [L : K] = 3.
Since (O×L /(O×L )2)N= is the kernel of the norm map, the last one follows by the fourth assertion. 
3. The local conditions
As before, let K be a number field and let F (x) be an irreducible cubic polynomial in OK [x]. Also, let L =
K[x]/(F (x)) be a cubic extension of K . In this section, we study the local conditions forM1 andM2.
3.1. Infinite primes. Let v be an infinite prime of K . Then, by definition
M1,v = M2,v =

{([1], [1])} if v is real and ramified,
{([1], [1], [1]), ([1], [−1], [−1])} if v is real and unramified,
{([1], [1], [1])} if v is complex.
By [BK77, Prop. 3.7], these coincide with the local condition of Sel2(E) at v. This is exactly the reason why we
defineMi as above.
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3.2. Finite primes. Before proceeding, we fix notations.
Let v be a finite prime ofK ,OKv the ring of integers ofKv , π a uniformizer and k = OKv/(π) the residue field
of Kv . Also, let {w1, . . . , wn} (1 ≤ n ≤ 3) be the primes of L above v, OLv the integral closure of OKv in Lv . For
any element α ∈ L, let αv (resp. αw) be the image of α by the embedding ιv : L →֒ Lv (resp. ιw : L →֒ Lw). From
now on, we fix an isomorphism φv : Lv ≃ Lw1 × · · · × Lwn which gives rise to a commutative diagram
L
ιv

ιw

Lv
φv
// Lw1 × · · · × Lwn .
Under the map φv we have natural isomorphisms
L×v /(L
×
v )
2 ≃ L×w1/(L×w1)2 × · · · × L×wn/(L×wn)2
and
O×Lv/(O×Lv)2 ≃ O×Lw1/(O
×
Lw1
)2 × · · · × O×Lwn/(O
×
Lwn
)2.
First, let α ∈ L×. If w is odd, then it is easy to see that
Lw(
√
αw)/Lw is unramified ⇐⇒ w(αw) ∈ 2Z ⇐⇒ αw ∈ O×Lw modulo squares.
Also, if w is even then by Lemma 2.8
Lw(
√
αw)/Lw is unramified ⇐⇒ αw ∈ 1 + 4OLw modulo squares.
Thus, the local condition of [α] ∈M0 at w isO
×
Lw
/(O×Lw)2 if w is odd,
{[1], [⊠′]} if w is even,
where ⊠′ ∈ 1 + 4OLw corresponds to a unique unramified quadratic extension of Lw. (Similarly, for a finite prime
v ofK below w there is an element ⊠ ∈ 1 + 4OKv , which is unique modulo squares.)
The following is useful in the sequel.
Lemma 3.1. Let v be an even prime ofK , and w a prime of L above v. Also, let
Nm : O×Lw/(O×Lw)2 → O×Kv/(O×Kv )2
be the map induced by the norm map N : L×w → K×v . If the ramification degree of Lw/Kv is odd then we have
Nm([⊠′]) = [⊠]. If Lw is a ramified quadratic extension ofKv , then Nm([⊠
′]) = [1].
Proof. Note that ⊠′ ∈ 1 + 4OLw is not a square. By [BPT, Lem. 1.9], N(⊠′) ∈ 1 + 4OKv is a square (resp. not a
square) if the ramification index of Lw/Kv is even (resp. odd). Thus, the result follows. 
Now, we study the local condition ofMi with respect to v, denoted byMi,v . If v is odd then
M1,v = M2,v = (O×Lv/(O×Lv)2)N=.
Thus, we henceforth assume that v is an even prime of K . Since the local condition ofM1 is that ofM0 satisfying
the norm condition, the size of the local condition ofM1 is equal to |E(Kv)[2]|. We divide into three cases.
Case 1. |E(Kv)[2]| = 1. Then, there is a unique prime w of L and φv : Lv ≃ Lw, and we have
M1,v = {[1]},
M2,v = (O×Lv/(O×Lv)2)N=.
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Case 2. |E(Kv)[2]| = 2. There is a unique prime w of L such that Lw ≃ Kv(
√
∆) is a quadratic extension of Kv ,
where ∆ is the discriminant of E, and φv : Lv ≃ Kv × Lw . By Lemma 3.1 and the norm condition we have
M1,v =
{([1], [1]), ([⊠], [⊠′])} if Lw/Kv is unramified,{([1], [1]), ([1], [⊠′])} if Lw/Kv is ramified,
M2,v = {(Nm([αw]), [αw]) : αw ∈ O×Lw}.
Case 3. |E(Kv)[2]| = 4. In this case, we have φv : Lv ≃ Kv ×Kv ×Kv . By the discussion above, we have
M1,v = {([1], [1], [1]), ([1], [⊠], [⊠]), ([⊠], [1], [⊠]), ([⊠], [⊠], [1])},
M2,v = {([a], [b], [ab]) : a, b ∈ O×Kv}.
4. Criteria for niceness
For an elliptic curve E over a number fieldK given in the form y2 = F (x) with F (x) ∈ OK [x], we hope to find
a criteria when E is nice at a finite prime v ofK . Let
(4.1) y2 + a1xy + a3y = x
3 + a2x
2 + a4 + a6 with ai ∈ OKv
be a minimal Weierstrass equation of E over Kv . Then, there is a filtration
E1(Kv) ⊂ E0(Kv) ⊂ E(Kv),
where E0(Kv) (resp. E1(Kv)) is the subgroup of points of E(Kv) whose reduction is non-singular (resp. trivial)
(cf. [Si09, Ch. VII, Prop. 2.1]).
First, let v be an odd prime of K . Then, we have |im(δKv )| = |Mi,v| = |E(Kv)[2]| (cf. [BK77, Lem. 3.1]) and
therefore E/Kv is nice if and only if it is lower (or upper) nice. Recall that D denotes the discriminant of F .
Theorem 4.1. If v is odd, then E is nice at v if one of the following holds.
(1) |E(Kv)[2]| = 1.
(2) v(D) ≤ 1.
(3) [E(Kv) : E0(Kv)] is odd.
Proof. The first case is trivial because Mi,v = im(δKv) = {[1]}. For the second case, see Proposition 4.5 below,
which works without assuming that v is even. Thus, the second one follows. The third one follows from Corollary
3.3 (and Remark) in [BK77]. 
Remark 4.2. If E has split multiplicative reduction at v and [E(Kv) : E0(Kv)] is even, then E is not nice at v.
(This can be proved by [BK77, Prop. 4.1].)
For the rest of this section, we assume that v is an even prime of K unless otherwise stated. For simplicity, let
d = [Kv : Q2], e = v(2) the ramification index of Kv over Q2, π a uniformizer of OKv and k = OKv/(π) the
residue field. Also, let E˜ be the reduction of E modulo (π).
Lemma 4.3. We have
|M1,v| = |E(Kv)[2]| and |im(δKv )||M1,v| =
|M2,v|
|im(δKv )|
= [OKv : 2OKv ] = 2d.
Proof. This follows from the above discussion and [BK77, Lem. 3.1]. 
One easy criterion is the following.
Proposition 4.4. Suppose that |E(Kv)[2]| = 1. Then, E is nice at v.
Proof. It suffices to show that E is upper nice at v, or equivalently, the valuation of δKv ([P ]) for any P ∈ E(Kv)
is even. Let P ∈ E(Kv). Then, the valuation of the norm of δKv ([P ]) is even because y(P )2 = F (x(P )) =
N(δKv([P ])). Since the degree [Lw : Kv] is 3, the valuation of δKv([P ]) is also even. This completes the proof. 
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Another criterion motivated by [Li19] is the following.
Proposition 4.5. LetD be the discriminant of F . If v(D) ≤ 1, then E is nice at v.
Proof. By [BPT, Th. 1.10], it suffices to show that E satisfies the condition (†.ii) in Definition 1.6 of op. cit. In other
words, we claim that if v(D) ≤ 1 then the ring of integers of Lv is OKv [x]/(F (x)).
First, if |E(Kv)[2]| = 1 then Lv is a cubic extension of Kv . Thus, OLv = OKv [x]/(F (x)) as desired.
Next, suppose that |E(Kv)[2]| = 2. Then, F (x) = (x − α)G(x) where α ∈ OKv and G(x) ∈ OKv [x] is a
monic quadratic irreducible polynomial of discriminant g. If we write G(x) = (x − β1)(x − β2), then G(α) =
(α−β1)(α−β2) ∈ OKv and g = (β1−β2)2 ∈ OKv . SinceD = (α− β1)2(α− β2)2(β1− β2)2 = G(α)2g has the
valuation at most 1,G(α) is a unit, i.e., (x−α) andG(x) are relatively prime. Thus, by Chinese remainder theorem
we have
OKv [x]/(F (x)) ≃ OKv [x]/(x− α)×OKv [x]/(G(x)) ≃ OLv .
Last, suppose that |E(Kv)[2]| = 4. Then, Lv ≃ Kv ×Kv ×Kv and we have F (x) = (x−α1)(x−α2)(x−α3)
with αi ∈ OKv . Since D =
∏
i<j(αi − αj)2 has the valuation at most 1, we have αi 6≡ αj (mod π). Thus, by
Chinese remainder theorem we have
OKv [x]/(F (x)) ≃ OKv [x]/(x− α1)×OKv [x]/(x− α2)×OKv [x]/(x− α3) ≃ OLv .
Thus, the claim follows. 
Remark 4.6. By Theorem 4.1 and Proposition 4.5, one can see that the elliptic curves studied by Li [Li19] (see
Assumption 2.1 there) are nice.
From now on, we study a generalization of the work of Brumer and Kramer [BK77] to the case without the
assumption Kv/Q2 is unramified. In other words, we discuss criteria when E has semistable reduction at v.
4.1. Good reduction. Our main theorem in this subsection is the following.
Theorem 4.7. Suppose that E has good reduction at v.
(1) If E has ordinary reduction at v, then E is nice at v.
(2) Suppose that E has supersingular reduction at v and e is not divisible by 3. If v(a1) is odd or 3v(a1) ≥ 2e,
then Lv is a cubic ramified extension ofKv and hence E is nice at v.
Proof. First, suppose that E has ordinary reduction at v. By Lemma 4.8 below, we have v(a1) = 0. By change of
variables x 7→ a21x− a−11 a3 and y 7→ a31y, we have a new minimal model of the form
y2 + xy = x3 + a′2x
2 + a′4x+ a
′
6.
Then, the x-coordinates of points of order two satisfy
F (x) = x3 + (1/4 + a′2)x
2 + a′4x+ a
′
6 = 0.
Let α, β and γ be three roots of F . By Hensel’s lemma, we may take
α = −1/4− a′2 + 4a′4 +O(16) ∈ Kv
and β, γ ∈ O(2), where t = O(s) means v(ts−1) ≥ 0.4
We claim that E is upper nice at v. In other words, for any P ∈ E(Kv) the valuations of x(P ) − α, x(P ) − β
and x(P )− γ are all even. Let P ∈ E(Kv). Then, there is a pointQ ∈ E˜(k) such that 2Q = P˜ . In fact, we can take
the quadratic extension k′ of k so that Q ∈ E˜(k′). LetK ′ be the unramified extension ofKv whose residue field is
k′. By the diagram consisting of exact rows
E1(Kv)/2E1(Kv) //

E(Kv)/2E(Kv) //
g

E˜(k)/2E˜(k) //

0
E1(K
′)/2E1(K
′)
f
// E(K ′)/2E(K ′) // E˜(k′)/2E˜(k′) // 0,
4There is a sign typo in the expression of α in proof of Lemma 3.5 of [BK77].
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it is easy to see that g([P ]) ∈ im(f). Consider another diagram
E(Kv)/2E(Kv)
δKv
//
g

L×v /(L
×
v )
2

E(K ′)/2E(K ′)
δ
K′
// L′×/(L′×)2,
where L′ = K ′[T ]/(F (x)). If δK′(g([P ])) ∈ O×L′/(O×L′)2 then δKv([P ]) ∈ O×Lv/(O×Lv)2 because K ′/Kv is un-
ramified. Thus, to prove that E is upper nice at v it suffices to prove that for any P ∈ E1(Kv) the valuations of
x(P )− β and x(P )− γ are both even.5 By [Si09, Ch. VII, Prop. 2.2], for P (z) ∈ E1(Kv) we have
x(P (z))− β = z−2(1− z − (a′2 + β)z2 +O(z3)) and x(P (z))− γ = z−2(1− z − (a′2 + γ)z2 +O(z3)).
Since β, γ ∈ O(2), the valuations of x(P (z))− β and x(P (z))− γ are even. This proves the claim.
Next, by Lemmas 4.9, 4.10 and 4.11 below E is lower nice at v.
Last, suppose that E has supersingular reduction at v and e is not divisible by 3. We claim that Lv is a cubic
ramified extension ofKv (and henceE is nice at v by Proposition 4.4) if either v(a1) is odd or 3v(a1) ≥ 2e. Suppose
that Lv is not a cubic ramified extension of Kv . We will derive a contradiction under the assumption that either
v(a1) is odd or 3v(a1) ≥ 2e. Let α, β and γ be the solutions of the equation
F (x) = x3 + (a21/4 + a2)x
2 + (a1a3/2 + a4)x+ (a
2
3/4 + a6) = 0.
(Note that y2 = F (x) is a model of the given elliptic curve.) Since Lv is not a cubic ramified extension of Kv , we
may assume that v(α) ∈ Z and v(β), v(γ) ∈ 12Z. Note that since E˜ is supersingular v(a1) > 0 and v(a3) = 0 by
Lemma 4.8 below. Suppose that v(a1) ≥ v(2). Since
F (α) = α3 + (a21/4 + a2)α
2 + (a1a3/2 + a4)α+ (a
2
3/4 + 6) = 0,
there are two terms which have the smallest valuation among others. By our assumption, we have v(a21/4+a2) ≥ 0
and v(a1a3/2 + a4) ≥ 0. Since v(a23/4 + a6) = −2e < 0, we have 3v(α) = −2e, which is a contradiction because
e is not divisible by 3.
For simplicity, let m = v(a1) and n = v(α). Suppose that 0 < m < e. Then, v(a
2
1/4 + a2) = 2(m − e) <
v(a1a3/2 + a4) = m− e < 0. Since F (α) = 0, by the same argument as above we have n < 0. Also, since
2(n+m− e) = v((a21/4 + a2)α2) < v((a1a3/2 + a4)α) = n+m− e,
either n = 2(m−e) or 3n = −3m > −2e. Thus, if 3m ≥ 2e then the latter cannot happen and hence n = 2(m−e).
Similarly, we get v(β) = v(γ) = 2(m − e). This is a contradiction because v(αβγ) = 6(m − e) 6= −2e. Last, if
3m < 2e then we have {v(α), v(β), v(γ)} ⊂ {2(m − e),−m}. Since v(αβγ) = −2e, we may arrange α, β, γ so
that v(α) = 2(m− e) and v(β) = v(γ) = −m. Since v(a1β + a3) ≥ 0 and
F (β) = β3 + (a21/4 + a2)β
2 + (a1a3/2 + a4)β + (a
2
3/4 + a6)
= (
a1β + a3
2
)2 + β3 + a2β
2 + a4β + a6 = 0,
by the same argument as above we have 2(v(a1β+ a3)− e) = 3v(β) = −3m, which is a contradiction ifm is odd.
This completes the proof. 
Lemma 4.8. Suppose that E has good reduction at v. Then, either v(a1) = 0 or v(a3) = 0. Furthermore, E has
supersingular reduction at v if and only if v(a1) > 0.
Proof. Since E has good reduction at v, v(∆min) = 0 by [Si09, Ch. VII, Prop.5.1(a)], where ∆min is the discriminant
of a minimal model (4.1). Suppose that v(a1) > 0 and v(a3) > 0. Then, by the formula on page 42 of op. cit. we
have v(b2) > 0 and v(b6) > 0. Thus, v(∆
min) > 0, which is a contradiction. Thus, either v(a1) = 0 or v(a3) = 0.
5 If so, the valuation of x(P )− α is also even because y(P )2 = F (x(P )) = (x(P )− α)(x(P ) − β)(x(P ) − γ).
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Next, suppose that E has supersingular reduction at v. Since there is a unique supersingular elliptic curve Ess :
y2 + y = x3 over F2 (cf. page 148 of op. cit.), we have E ×OKv F2 ≃ Ess. Since the coordinate change given by
x = u2x′ + r and y = u3y′ + u2sx′ + t with u ∈ O×Kv
makes ua′1 = a1 + 2s and u
3a′3 = a3 + ra1 + 2t, we have v(a
′
1) = 0 if and only if v(a1) = 0. Since a
′
1 = 0 for Ess,
we must have v(a1) > 0. (Similarly, we get v(a3) = 0.)
Last, suppose that v(a1) > 0. Then, v(b2) > 0 and hence v(c4) > 0. Thus, the j-invariant of the reduction E˜
is 0 and hence it has good supersingular reduction (cf. Exercise 5.7 of Chapter V in op. cit.). This completes the
proof. 
Below, we use the same notation as in Section 3.2.
Lemma 4.9. Suppose that E has ordinary reduction at v and φv : Lv ≃ Kv ×Kv ×Kv . Then, we have
im(δKv ) = {([1], [a], [a]), ([⊠], [a], [a⊠]) : a ∈ O×Kv}.
In particular, E is lower nice at v.
Proof. We use the same notation as in the proof of Theorem 4.7. Since E is upper nice at v, by [BK77, p. 717] the
image of δKv is contained in
{([a], [b], [ab]) : a, b ∈ O×Kv}.
By Lemma 4.3 we have |im(δKv)| = 2d+2. Since |O×Kv/(O×Kv)2| = 2d+1 and (1 + 4OKv)/(O×Kv)2 = {[1], [⊠]},
by counting argument it suffices to show that the first component of δKv([P ]) for any P ∈ E(Kv) is contained in
1 + 4OKv modulo squares. Consider the exact sequence
E1(Kv)/2E1(Kv) // E(Kv)/2E(Kv) // E˜(k)/2E˜(k) // 0.
Since |E(Kv)[2]| = 4 and |E1(Kv)[2]| = 2, we have |E˜(k)[2]| = 2. Since E˜(k) is finite, |E˜(k)/2E˜(k)| = 2 and
hence E(Kv)/2E(Kv) is generated by E1(Kv)/2E1(Kv) and [Q] for some Q ∈ E(Kv) with Q˜ 6∈ 2E˜(k).
First, since Q˜ 6= O˜ the x-coordinate x(Q) belongs to OKv . Thus, we have
x(Q)− α ≡ 1/4(1 + 4a′2 + 4x(Q)) ≡ 1 + 4u (modulo squares).
Next, let P ∈ E1(Kv). As in [BK77, p. 720] the second and third components of δKv(P ) are
x(P )− β ≡ s− βz2 (modulo squares) and x(P )− γ ≡ s− γz2 (modulo squares)
for some s = 1 − z + O(z2) ∈ O×Kv and z ∈ (π). Since β + γ = −(a′2 + 1/4)− α = −4a′4 + O(16) ∈ O(4) and
βγ ∈ O(4), we have
(x(P )− β)(x(P ) − γ) ≡ s2 − (β + γ)z2s+ βγz4 ≡ s2 ≡ 1 (modulo squares).
Thus, the first component of δKv ([P ]) is [1]. This proves the first assertion.
Last, by taking a = 1 or a = ⊠ ∈ 1 + 4OKv we getM1,v ⊂ im(δKv ). Thus, E is lower nice at v. 
Lemma 4.10. Suppose that E has ordinary reduction at v and Lw = Kv(
√
∆) is an unramified quadratic extension
ofKv so that φv : Lv ≃ Kv × Lw. Then, we have
im(δKv) = {([1], [a]), ([⊠], [a⊠′]) : [a] ∈ ker(Nm)}.
In particular, E is lower nice at v.
Proof. As in Lemma 4.9, if P ∈ E1(Kv) then the norm of the second component of δKv([P ]) must be a square.
Thus, the first component of δKv([P ]) is [1]. Also, if Q ∈ E(Kv) r E1(Kv) then as above the first component of
δKv([Q]) is of the form 1 + 4u with u ∈ OKv . Thus, we have
im(δKv ) ⊂ {([1], [a]), ([⊠], [ax]) : [a] ∈ ker(Nm)}
for some x ∈ O×Lw such that Nm([x]) = [⊠]. By Lemma 3.1, Nm([⊠′]) = [⊠] and hence we can take x = ⊠′.
Since Lw is unramified, |ker(Nm)| = 2d. Thus, by counting argument we have the equality, which proves the first
assertion. By taking a = 1, we prove that E is lower nice at v. 
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Lemma 4.11. Suppose that E has ordinary reduction at v and Lw = Kv(
√
∆) is a ramified quadratic extension of
Kv so that Lv ≃ Kv × Lw. If [⊠] 6∈ im(Nm) then we have
im(δKv ) = {([1], [a]) : [a] ∈ ker(Nm)}.
Otherwise, we have
im(δKv ) ⊂ {([1], [a]), ([⊠], [ax]) : [a] ∈ ker(Nm)},
where Nm([x]) = [⊠]. In both cases, E is lower nice at v.
Proof. As above, we have
im(δKv ) ⊂ {([1], [a]), ([⊠], [ax]) : [a] ∈ ker(Nm)},
for some x ∈ O×Lw such that Nm([x]) = [⊠]. Thus, if [⊠] 6∈ im(Nm) then such x does not exist. Since Lw/Kv is
ramified, we have |ker(Nm)| = 2d+1 and hence im(δKv ) = {([1], [a]) : [a] ∈ ker(Nm)}, as claimed.
To prove that E is lower nice at v, it suffices to find a point P ∈ E(Kv) such that δKv([P ]) = ([1], [⊠′]). Indeed,
we can take z = −4u for some u ∈ OKv such that 1+ 4u is not a square, and P = P (z) ∈ E1(Kv). Then, we have
x(P (z))− β = z−2(1− z − (a′2 + β)z2 +O(z3)) ≡ 1 + 4u ≡ ⊠′ (modulo squares).
Thus, we have δKv([P (z)]) = ([1], [⊠
′]), as desired. 
4.2. Multiplicative reduction. In this subsection, we consider the case of multiplicative reduction.
Theorem 4.12. Suppose that E has multiplicative reduction at v. If v(D) is odd, then E is nice at v.
Proof. To prove the theorem, we need a description of the image of δKv . By our assumption, Lw = Kv(
√
D) is a
ramified quadratic extension and so we use the same notation as in Lemma 4.11. We claim that
im(δKv ) = {([1], [a]) : [a] ∈ ker(Nm)}.
Indeed, let S := im(O×Kv/(O×Kv )2 →֒ O×Lw/(O×Lw)2). Then, by Propositions 4.1 and the proof for Case 1 of Propo-
sition 4.3 in [BK77] we can deduce
im(δKv) =
{([1], [z]) : [z] ∈ S} if E has split multiplicative reduction at v,{([1], [z]) : [z] ∈ ker(Nm)} otherwise.
Thus, it suffices to show that S = ker(Nm) as subgroups of L×w/(L×w)2. Let [α] ∈ S . Since Lw/Kv is quadratic, we
have [α] ∈ ker(Nm), i.e., S ⊂ ker(Nm). Since Lw is a ramified quadratic extension of Kv , we have |ker(Nm)| =
2d+1, which is equal to |S|. Therefore S = ker(Nm) and hence the claim follows.
By the description of the image of δKv , it is easy to see that E is nice at v, as desired. 
Remark 4.13. By [Kr81, Prop. 2.1(a) and Prop. 7], the local condition im(δKv ) does not change if we twist E by an
unramified quadratic extension (under our assumption v(D) is odd). Thus, the local conditions must be the same
whether E has split or non-split multiplicative reduction.
5. Examples
Throughout this section, we choose a real quadratic fieldK so that
CK = {1} and C+K ≃ Z/2Z.
Also, we take K so that it is ramified (resp. unramified) at 2 in the case of good (resp. multiplicative) reduction.
Furthermore, we take F (x) ∈ Q[x] so that the discriminant of F is negative. Then, we have C∞L = C+L . In the
tables below, we use the following notation.
– ∆ is the minimal discriminant of E/Q.
– m is the number of prime divisors of∆ inert inK .
– n = dim F2C
∞
L [2]− dim F2C+K [2] = dim F2C+L [2]− 1.
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– [n1, . . . , nr] is the group isomorphic to Z/n1Z× · · · × Z/nrZ.
– r1 (resp. r2) is the rank of E(Q) (resp. E
K(Q)), where EK is the quadratic twist of E by K . It is often
undetermined by the 2-Selmer rank of E/Q. In that case, we write its possible values in the table.
– s(E) is the 2-Selmer rank of E, i.e., s(E) = dim F2Sel2(E).
– We say it is of type P (resp. R) if s(E) 6≡ n (mod 2) (resp. if s(E) ≡ n (mod 2) and r1 + r2 > n).
In SAGE [Sa20], we use Simon’s two descent code for computing the 2-Selmer rank and the Mordell–Weil rank.
Note that we do NOT directly compute6 the 2-Selmer rank in SAGE [Sa20]. Instead, we verify our computation as
follows. Since n ≤ s(E) ≤ n + 2, if it is of type P , in which case the 2-Selmer rank is determined by the parity,
we have s(E) = n + 1. Also, since s(E) ≥ rank of E(K), which is r1 + r2, if it is of type R, in which case the
2-Selmer rank is determined by the rank, then we have s(E) = n+ 2.
Although Simon’s two descent code for elliptic curves over Q is very fast, that for elliptic curves overK is much
slower than the one computing the narrow class group ofL. Thus, our theorem tells a way to enhance the algorithm
for general number fields under suitable assumptions on E becauseM2 is much smaller than L(S, 2).
5.1. Good reduction. LetK = Q(
√
3). First, we start with an elliptic curve E/K given in the form
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 and ai ∈ Z.
Suppose that E has good reduction at even primes. Then, we have the following.
Lemma 5.1. Suppose that ∆ is squarefree. Then,m has the same parity as dim F2Sel2(E).
Proof. Let ε(E/K) be the root number ofE/K and let rk2(E/K) be the 2
∞-Selmer rank ofE, as in [DD11]. Then,
by Corollary 1.6 of op. cit. we have (−1)rk2(E/K) = ε(E/K). Note that
dim F2Sel2(E)− rk2(E/K) = dim F2((X/Xdiv)[2]),
where X is the Shafarevich–Tate group of E/K and Xdiv is the divisible subgroup (conjecturally trivial) of X.
This is an even number by the Cassels–Tate pairing (cf. [Si09, Ch. X, Th. 4.14]). Thus, it suffices to show that
(−1)m = ε(E/K).
Since∆ is squarefree, E is semistable. Thus, we have ε(E/K) = (−1)s+t, where s is the number of the infinite
places ofK and t is the number of the primes whereE has split multiplicative reduction (cf. [DD11, Sec. 1.2]). Thus,
it suffices to prove thatm ≡ s+ t ≡ t (mod 2).
Let v be a prime divisor of ∆, and let p be a prime number lying below v. Suppose first that p is split in K .
Then, there is another prime v′ of K lying above p. Since E is defined over Q, if E/Kv has split multiplicative
reduction then the same is true for E/Kv′ . Next, suppose that p is inert in K . Again, since E is defined over Q
andKv is an unramified quadratic extension ofQp, E/Kv has always split multiplicative reduction. Thus, we have
m ≡ t (mod 2), as desired. 
Now, we take a1 = 0 and a3 = 1. Then, it has supersingular reduction at any even prime v. For simplicity, we
further take a2 = a6 = 0. Then, by change of coordinates we have
y2 = x3 + 16a4x+ 16 = F (x).
By SAGE [Sa20] we have the following (good supersingular reduction at even primes).
a4 ∆ m C
+
L
n r1 r2 s(E) Type
1 −7 · 13 1 [2] 0 1 0 1 P
4 −7 · 19 · 31 3 [4, 2] 1 2 1 3 R
5 −23 · 349 0 [2, 2] 1 2 0, 2 2 P
7 −31 · 709 1 [6] 0 1 0 1 P
13 −5 · 11 · 2557 1 [210, 2] 1 2 1 3 R
14 −13 · 59 · 229 0 [60, 2] 1 1 1 2 P
6In fact, we fail to compute most of s(E) in the table because the computation of it for the case a6 = 37 (good ordinary) already took more
than a week. In general, the computation becomes more difficult if a6 is getting large.
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a4 ∆ m C
+
L
n r1 r2 s(E) Type
17 −43 · 71 · 103 2 [20, 2, 2, 2] 3 3 1, 3 4 P
19 −79 · 5557 1 [16, 4, 2] 2 3 0, 2 3 P
22 −7 · 13 · 7489 1 [28, 2, 2] 2 2 1 3 P
23 −5 · 7 · 19 · 1171 4 [24, 2] 1 2 0, 2 2 P
25 −7 · 19 · 73 · 103 3 [78] 0 1 0 1 P
26 −107 · 10513 0 [10, 2, 2] 2 2 2 4 R
31 −127 · 15013 1 [42] 0 1 0 1 P
32 −7 · 131 · 2287 2 [24, 2, 2] 2 3 1, 3 4 R
34 −139 · 18097 1 [60, 2, 2, 2] 3 3 2 5 R
35 −11 · 13 · 31 · 619 2 [78, 6] 1 2 0, 2 2 P
37 −7 · 151 · 3067 3 [52, 2, 2] 2 2 1 3 P
40 −13 · 163 · 1933 1 [40, 2] 1 2 1 3 R
41 −61 · 167 · 433 0 [10, 2, 2, 2, 2] 4 3 3 6 R
44 −7 · 19 · 179 · 229 2 [44, 2, 2, 2] 3 2 2 4 P
Remark 5.2. When a4 = 5, 17, 19, 23, 32 and 35, we deduce that r2 = 0, 1, 0, 0, 1 and 0, respectively.
Next, we take a1 = 1 and a3 = a2 = a4 = 0. By direct computation, the discriminant of E is −a6(1 + 432a6).
Thus, it has ordinary reduction at any even prime v if v(a6) ∈ 12Z. By change of coordinates we have
y2 = x3 + x2 + 64a6 = F (x).
By SAGE [Sa20] we have the following (good ordinary reduction at even primes).
a6 ∆ m C
+
L
n r1 r2 s(E) Type
1 −433 0 [4, 2] 1 2 0 2 P
5 −5 · 2161 1 [14] 0 1 0 1 P
13 −13 · 41 · 137 2 [2, 2] 1 2 0 2 P
19 −19 · 8209 1 [2, 2] 1 1 2 3 R
29 −11 · 17 · 29 · 67 3 [2] 0 1 0 1 P
37 −5 · 23 · 37 · 139 2 [2] 0 1 1 2 R
41 −41 · 17713 1 [370] 0 1 0 1 P
43 −13 · 43 · 1429 1 [12, 2, 2] 2 2 1 3 P
47 −5 · 31 · 47 · 131 2 [2, 2] 1 1 1 2 P
53 −7 · 53 · 3271 3 [16, 2, 2, 2] 3 2 3 5 R
55 −5 · 11 · 23761 1 [4, 2, 2, 2] 3 2 3 5 R
65 −5 · 13 · 28081 1 [6, 2] 1 2 1 3 R
73 −11 · 47 · 61 · 73 0 [2, 2] 1 1 1 2 P
77 −5 · 7 · 11 · 6653 3 [2] 0 1 0 1 P
79 −79 · 34129 1 [6, 2, 2] 2 1 2 3 P
89 −89 · 38449 1 [2] 0 1 0 1 P
95 −5 · 7 · 11 · 13 · 19 · 41 4 [2, 2] 1 1 1 2 P
101 −101 · 43633 1 [22, 2] 1 1 2 3 R
103 −103 · 44497 1 [1008, 2, 2] 2 1 0 3 P
113 −113 · 48817 1 [26] 0 1 0 1 P
5.2. Multiplicative reduction. LetK = Q(
√
21). As above, we take an elliptic curve E/K given in the form
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 and ai ∈ Z.
As above, we take a1 = 1 and a2 = a3 = a4 = 0, so F (x) = x
3+x2+64a6. By Tate’s algorithm [Si94, p. 366], it is
easy to see that E has multiplicative reduction at any prime v dividing (a6,∆). Thus, we take a6 = 2b. We choose
b so that 1+864b is squarefree, which guarantees that E/Kv has semistable reduction at any prime v. We also take
b so that ∆ has odd or zero valuation at all primes, and ∆ is even and prime to 21. As above, we can easily deduce
thatm has the same parity as dim F2Sel2(E).
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By SAGE [Sa20] we can find all b satisfying the conditions above in the range 1 ≤ b ≤ 150. They are exactly
S = {1, 4, 5, 11, 13, 17, 19, 20, 29, 31, 43, 47, 52, 53, 55, 59, 61, 67, 68, 71, 73, 76, 83, 89,
92, 95, 97, 101, 103, 109, 113, 115, 124, 125, 127, 131, 137, 139, 143, 145, 148}
and |S| = 41. In S, the number of elements of type P is 22, the number of elements of type R is 4 and the number
of elements where our method cannot determine the 2-Selmer rank is 15.
b ∆ m C+
L
n r1 r2 s(E) Type
1 −2 · 5 · 173 1 [28, 2] 1 0 1 1, 3
4 −23 · 3457 2 [6] 0 1 1 2 R
5 −2 · 5 · 29 · 149 3 [6] 0 1 0 1 P
11 −2 · 5 · 11 · 1901 3 [2] 0 1 0 1 P
13 −2 · 13 · 47 · 239 3 [2] 0 1 0 1 P
17 −2 · 17 · 37 · 397 2 [2, 2] 1 1 1 2 P
19 −2 · 19 · 16417 2 [2] 0 0 0 0, 2
20 −23 · 5 · 11 · 1571 2 [26, 2, 2] 2 1 1 2, 4
29 −2 · 29 · 25057 2 [2, 2] 1 0 0 2 P
31 −2 · 5 · 11 · 31 · 487 3 [6, 2] 1 0 1 1, 3
43 −2 · 43 · 53 · 701 3 [12, 2] 1 1 0 1, 3
47 −2 · 47 · 40609 1 [2] 0 0 1 1 P
52 −23 · 13 · 179 · 251 3 [2] 0 1 0 1 P
53 −2 · 11 · 23 · 53 · 181 5 [2, 2] 1 0 1 1, 3
55 −2 · 5 · 11 · 47521 3 [30, 2] 1 1 2 3 R
59 −2 · 19 · 59 · 2683 2 [2, 2] 1 1 1 2 P
61 −2 · 5 · 61 · 83 · 127 2 [2, 2] 1 0, 2 0, 2 2 P
67 −2 · 13 · 61 · 67 · 73 4 [20, 2, 2, 2] 3 0, 2 0, 2 4 P
68 −23 · 17 · 41 · 1433 1 [2] 0 1 0 1 P
71 −2 · 5 · 71 · 12269 2 [2, 2] 1 1 1 2 P
73 −2 · 73 · 63073 3 [2, 2] 1 0 1 1, 3
76 −23 · 5 · 19 · 23 · 571 3 [2] 0 0 1 1 P
83 −2 · 83 · 71713 2 [2, 2, 2] 2 0 2 2, 4
89 −2 · 89 · 131 · 587 1 [2, 2] 1 1 0 1, 3
92 −23 · 23 · 29 · 2741 4 [2, 2] 1 1 1 2 P
95 −2 · 5 · 19 · 79 · 1039 3 [42, 2] 1 0 1 1, 3
97 −2 · 11 · 19 · 97 · 401 5 [2] 0 0 1 1 P
101 −2 · 5 · 31 · 101 · 563 2 [2, 2, 2] 2 0, 2 2 2, 4
103 −2 · 103 · 88993 2 [4, 2, 2] 2 0, 2 2 2, 4
109 −2 · 41 · 109 · 2297 2 [2, 2] 1 1 1 2 P
113 −2 · 89 · 113 · 1097 2 [2, 2] 1 1 1 2 P
115 −2 · 5 · 23 · 67 · 1483 3 [2, 2] 1 0 1 1, 3
124 −23 · 31 · 107137 2 [6] 0 0 0 0, 2
125 −2 · 53 · 17 · 6353 2 [2, 2] 1 1 1 2 P
127 −2 · 127 · 197 · 557 3 [10] 0 1 0 1 P
131 −2 · 5 · 131 · 22637 1 [2] 0 1 0 1 P
137 −2 · 137 · 118369 3 [18] 0 0 1 1 P
139 −2 · 139 · 120097 3 [2, 2] 1 0 1 1, 3
143 −2 · 11 · 13 · 123553 4 [2, 2] 1 1 1 2 P
145 −2 · 5 · 13 · 23 · 29 · 419 4 [10] 0 1 1 2 R
148 −23 · 37 · 127873 1 [4, 2] 1 2 1 3 R
Remark 5.3. When b = 67, we deduce that r1 = r2 = 2. On the other hand, when b = 61 we cannot determine
the exact value of the rank of E(Q).
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