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Abstract
We give a detailed mathematical analysis of the radiative transport limit for the average
phase space density of solutions of the Schro¨dinger equation with time dependent random
potential. Our derivation is based on the construction of an approximate martingale for the
random Wigner distribution.
1 Introduction
The Schro¨dinger equation with random potential arises in many applications, especially in wave
propagation in random media, in the paraxial or parabolic approximation. In this case the
time harmonic wave field has the form u = eiκz−ωtφ(z, x) where κ = ω/c is the free space
wave number, z is the coordinate in the direction of propagation, x are the coordinates in the
transverse directions and φ satisfies the Schro¨dinger equation
2iκ
∂φ
∂z
+∆xφ+ κ
2µ(z, x)φ = 0. (1)
Here µ(z, x) = n2(z, x) − 1 denotes the fluctuations of the index of refraction. The original
scattering problem for (∆ + κ2n2)u = 0 becomes an initial value problem for ψ in z, in this
approximation, so φ must be given at z = 0. The validity of the parabolic approximation in
random media under different scaling limits is considered in [1, 18] and in general in [4].
The purpose of this paper is to prove a theorem that establishes the validity of the transport
approximation for the average Wigner distribution of φ, in a suitable scaling limit and for a class
of stochastic models for the index of refraction fluctuations µ that are Markovian in z. For this
class of stochastic models it is possible to use martingale methods to simplify the analysis.
Since the coordinate z in the direction of propagation plays the role of time in the parabolic
approximation we will denote it by t in the rest of the paper. The problem then is to analyze the
Schro¨dinger equation with time dependent potential and to show that the associated average
Wigner distribution converges to the solution of a radiative transport equation.
The propagation of wave energy in a scattering medium is described phenomenologically by
radiative transport theory [8] as follows. Multiple scattering creates waves with all wave vectors
k ∈ Rd at every position x ∈ Rd. Let us denote by W (t, x, k) the energy density of a wave
having wave vector k at position x at time t. The energy balance equation has the form
∂W (t, x, k)
∂t
+ k · ∇xW (t, x, k) =
∫
Rd
dp σ(x, k, p)W (t, x, p) − Σ(x, k)W (t, x, k). (2)
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Here σ(x, k, p) is the probability to scatter from direction p into direction k at position x, and
Σ(x, k) is the total probability to scatter from direction k into some other direction. When
energy is conserved and scattering is symmetric,
Σ(x, k) =
∫
Rd
dp σ(x, k, p), σ(x, k, p) = σ(x, p, k)
equation (2) may be rewritten as
∂W (t, x, k)
∂t
+ k · ∇xW (t, x, k) =
∫
Rd
dp σ(x, k, p)[W (t, x, p) −W (t, x, k)]. (3)
While various formal derivations of the radiative transport equation (2), starting from the
wave equation in a random medium, have been known since the mid-1960’s (see [22] for an ex-
tensive bibliography) the mathematical methodology for doing this is not very well developed. A
rigorous derivation of a spatially homogeneous transport equation starting from the Schro¨dinger
equation is given by H. Spohn [23] who derived (2) for sufficiently short times t ∈ [0, t0] and
with a time independent Gaussian potential. This result was extended to higher-order correla-
tion functions by T. Ho, L. Landau and A. Wilkins [15] with the same restrictions. Recently L.
Erdo¨s and H-T. Yau [10] removed the small time restriction and considered more general initial
data. The idea in these proofs is to consider the Neumann series expansion for the solution of
the Schro¨dinger equation and to infer appropriate estimates from it that allow passage to the
limit.
In this paper we deal with time dependent random potentials for which it is possible to
analyze the transport approximations in a relatively simple manner, without infinite Neumann
expansions. We model the random potential by a Markov process in time so that we can use
martingale methods and suitable test function expansions. A limit theorem for one dimensional
waves where such methods are used is given in [20] and more general ones in [6]. An analysis of
the random Schro¨dinger equation with rapidly decorrelating in time potential is given in [21].
Limit theorems for linear random operator equations that decorrelate rapidly in time are given
in [19]. The random Schro¨dinger equation with delta function potential is analyzed in [9] using
martingale methods and its equilibrium solutions are constructed in [12].
Formal derivations of radiative transport equations for various types of waves in random
media are given in [2, 14, 22]. Appendix A contains such a derivation for the time-dependent
case. The results presented here extend to linear hyperbolic systems with random coefficients
such as those considered in [22]. The transport equation for the Schro¨dinger equation with a
time-dependent potential was used recently in [7] to explain pulse stabilization in time-reversal
in a paraxial approximation to the wave equation. The same phenomenon for general wave
equations in time-independent media was related to transport theory in [3]. Full justification of
the results in [7] requires analysis of the higher-order correlation functions and specific scalings,
as discussed in [18].
Acknowledgment. We thank K. Solna for numerous discussions. G. Bal was supported
by NSF grant DMS-0072008, L. Ryzhik by NSF grant DMS-9971742 and G. Papanicolaou by
grants AFOSR F49620-01-1-0465 and NSF-DMS-9971972.
2 The main result
2.1 The Wigner distribution and the main result
We consider the initial value problem for the Schro¨dinger equation (1) in dimensionless form
iε
∂φε
∂t
+
ε2
2
∆φε −
√
εV
(
t
ε
,
x
ε
)
φε = 0. (4)
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The initial data φ0ε(x) = φε(0, x) are assumed to be uniformly bounded in L
2(Rd):
‖φ0ε‖L2 ≤ C. (5)
This implies that
‖φε(t)‖L2 = ‖φ0ε‖L2 ≤ C, t ≥ 0 (6)
since the L2-norm of the solution is preserved by the Schro¨dinger evolution (4). Conservation
of the L2-norm implies that for every realization of the random potential Vε(t, x) = V (t/ε, x/ε)
there is a sequence εk → 0 so that the energy density
Eεk(t, x) = |φεk (t, x)|2
has a weak limit E(t, x) in L2([0, T ]× Rd) as k →∞.
It is well known that the limit E(t, x) does not satisfy a closed equation. A convenient way
to study this limit is to consider energy propagation in phase space that includes all positions x
and wave vectors k using the Wigner distribution Wε(t, x, k), defined by
Wε(t, x, k) =
∫
Rd
dy
(2pi)d
eik·yφε(t, x− εy
2
)φ∗ε(t, x+
εy
2
). (7)
Here ∗ denotes complex conjugation. The basic properties of the Wigner distribution can be
found in [13, 16]. In particular,∫
dk Wε(t, x, k) = |φε(t, x)|2 = Eε(t, x)
but Wε may not be interpreted as energy density in phase space since it is not necessarily
positive. However, the limit of Wε along a sub-sequence εk → 0 exists in S ′(Rd×Rd), the space
of Schwartz distributions, and is positive [13, 16]. We recall the proof of convergence in Section
2.3. We say that the family φ0ε(x) is pure if the family of its Wigner distributions Wε(x, k)
converges weakly as ε→ 0 to a distribution W0(x, k) ∈ S ′ without restriction to a subsequence.
We will assume that the initial data form a pure family throughout the paper.
Our main result concerns the convergence of the expectation of the Wigner distribution
Wε(t, x, k) defined by (7) to the solution of the radiative transport equation (8).
Theorem 2.1 Let the random potential V (t, x) satisfy the assumptions in Section 2.2 below.
Let W0(x, k) be the limit Wigner measure of the family φ
0
ε(x), and let W (t, x, k) be the weak
probabilistic solution of the transport equation
∂W
∂t
+ k · ∇xW = LW (8)
with initial data W0(x, k) and where the operator L is defined by
Lλ =
∫
dp
(2pi)d
Rˆ(
p2 − k2
2
, p− k)(λ(p) − λ(k)). (9)
Here Rˆ(ω, p) is the Fourier transform of the correlation function of V , defined by (13). Then
the expectation E {Wε(t, x, k)} of the Wigner distribution Wε(t, x, k) of the family φε(t, x) of
solutions of (4) converges weak-∗ in L∞([0, T ];S ′(Rd × Rd)) to W (t, x, k).
By weak probabilistic solution we mean that W (t, x, k) satisfies
〈W,λ〉(t) − 〈W0, λ|t=0〉 =
∫ t
0
〈
W,
∂λ
∂t
+ k · ∇xλ+ Lλ
〉
(s)ds (10)
for all test functions λ ∈ C1([0, T ];S). We actually show that E {Wε(t, x, k)} converges to W in
a smaller space L∞([0, T ];A′(Rd ×Rd)). The space A′, which is defined below in Section 2.3, is
more convenient for the analysis of the Wigner distribution than S ′.
3
2.2 The random potential
The random potential V (t, x) is assumed to be stationary in space and time and to have mean
zero. It is constructed in Fourier space as follows. Let V be the set of measures of bounded total
variation with support inside a ball BL = {|p| ≤ L}
V =
{
Vˆ :
∫
Rd
|dVˆ | ≤ C, supp Vˆ ⊂ BL, Vˆ (p) = Vˆ ∗(−p)
}
(11)
and let V˜ (t, p) be a mean-zero Markov process on V with generator Q. The time-dependent
random potential V (t, x) is given by
V (t, x) =
∫
dV˜ (t, p)
(2pi)d
eip·x
and is real and uniformly bounded:
|V (t, x)| ≤ C.
We assume that the process V (t, x) is stationary in t and x with correlation function R(t, x)
E {V (t, x)V (t+ s, x+ z)} = R(s, z) for all x, z ∈ Rd, and t, s ∈ R.
In terms of the process V˜ (t, p) this means that given any two bounded continuous functions φˆ(p)
and ψˆ(p) we have
E
{
〈V˜ (s), φˆ〉〈V˜ (t+ s), ψˆ〉
}
= (2pi)d
∫
dpR˜(t, p)φ(p)ψˆ(−p). (12)
Here 〈·, ·〉 is the usual duality product on Rd × Rd, and the power spectrum R˜ is the Fourier
transform of R(t, x) in x:
R˜(t, p) =
∫
dxe−ip·xR(t, x).
We assume that R˜(t, p) ∈ S(R× Rd) for simplicity and define Rˆ(ω, p) as
Rˆ(ω, p) =
∫
dte−iωtR˜(t, p), (13)
which is the space-time Fourier transform of R.
We assume that the generator Q is a bounded operator on L∞(V) with a unique invariant
measure pi(Vˆ )
Q∗pi = 0.
and that there exists α > 0 such that if 〈g, pi〉 = 0 then
‖erQg‖L∞
V
≤ C‖g‖L∞
V
e−αt. (14)
The simplest example of a generator with gap in the spectrum and invariant measure pi is a
jump process on V where
Qg(Vˆ ) =
∫
V
g(Vˆ1)dpi(Vˆ1)− g(Vˆ ),
∫
V
dpi(Vˆ ) = 1.
Given (14), the Fredholm alternative holds for the Poisson equation
Qf = g,
provided that g satisfies 〈pi, g〉 = 0. It has a unique solution f with 〈pi, f〉 = 0 and ‖f‖L∞
V
≤
C‖g‖L∞
V
. The solution f is given explicitly by
f(Vˆ ) = −
∫ ∞
0
drerQg(Vˆ ),
and the integral converges absolutely because of (14).
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2.3 General convergence of the Wigner distribution
Existence of the limit of the Wigner family Wε(t, x, k) defined by (7) is shown as follows. We
introduce the space A, as in [16], of functions λ(x, k) of x and k such that
‖λ‖A =
∫
R2d
dy sup
x
|λ˜(x, y)| <∞,
where
λ˜(x, y) =
∫
Rd
dke−ik·yλ(x, k) (15)
is the Fourier transform of λ in k. Convergence in the space A is easier to establish than in S
because its definition does not involve derivatives. Moreover, as the following lemma shows, the
distributions Wε are uniformly bounded in A′, the dual space to A.
Lemma 2.2 [16] The family Wε(t, x, k) is uniformly bounded in A′, that is, there exists a
constant C > 0 independent of t so that:
‖Wε(t)‖A′ ≤ C (16)
for all ε > 0 and t ≥ 0.
Proof. Let λ(x, k) ∈ A. Then,
〈Wε(t), λ〉 =
∫
dxdkWε(t, x, k)λ(x, k) =
∫
dxdkdy
(2pi)d
eik·yφε(t, x− εy
2
)φ∗ε(t, x+
εy
2
)λ(x, k)
=
∫
dxdy
(2pi)d
φε(t, x+
εy
2
)φ∗ε(t, x−
εy
2
)λ˜(x, y).
Therefore, using the Cauchy-Schwartz inequality in x
|〈Wε(t), λ〉| ≤
∫
dydx
(2pi)2d
∣∣∣λ˜(x, y)∣∣∣ ∣∣∣φε(t, x− εy
2
)
∣∣∣ ∣∣∣φε(t, x + εy
2
)
∣∣∣ ≤ ‖φε(t)‖2L2‖λ‖A ≤ C‖λ‖A,
where we use the conservation of the L2-norm (6) in the last step. This gives (16).
Lemma 2.2 implies that at every time t ≥ 0 we can choose a sequence εj → 0 so that Wεj
converges weakly in A′ ⊂ S ′ to a limit distribution W (t). One can show [13] that the limit
measure W (t) is non-negative and may thus be interpreted as the limit energy density in phase
space. Moreover, if there are no oscillations in the initial data on scales smaller than ε then the
limit captures correctly the behavior of the energy Eε(t, x). More precisely, if
ε‖∇φ0ε‖L2x ≤ C (17)
then for any test function θ(x) ∈ S(Rd) we have∫
dxdkθ(x)W (t, x, k) = lim
ε→0
∫
dxθ(x)|φε(t, x)|2.
Condition (17) is sufficient but not necessary for this.
3 Convergence of the expectation
We prove Theorem 2.1 in this section. The proof is based on the method of [20] and proceeds
as follows. The distribution Wε defined by (7) satisfies
∂Wε
∂t
+ k · ∇xWε = 1
i
√
ε
∫
dV˜ (t/ε, p)
(2pi)d
eip·x/ε
[
Wε(t, x, k − p
2
)−Wε(t, x, k + p
2
)
]
(18)
Wε(0, x, k) =W
0
ε (x, k).
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Here W 0ε is the Wigner distribution of the family φ
0
ε(x), the initial data for (4). The Cauchy
problem (18) generates a measure Pε on the space C([0, T ];A′) of continuous functions in time
with values in A′. It is supported on paths inside a ball X = {W ∈ A′ : ‖W‖A′ ≤ C} with the
constant C as in (16). The set X is the state space for the random process Wε(t). The joint
process (V˜ (t/ε),Wε(t)) takes values in the space V×X . We will denote by P˜ε the corresponding
measure on the space V×X generated by (18) and the process V˜ (t/ε). Let us fix a deterministic
function λ ∈ C1([0, T ];S). We will show that the functional Gλ : C([0, T ];X)→ C[0, T ] defined
by
Gλ[W ](t) = 〈W,λ〉(t) −
∫ t
0
〈W, ∂λ
∂t
+ k · ∇xλ+ Lλ〉(s)ds
is an approximate Pε-martingale. More precisely, we will show that∣∣EPε {Gλ[W ](t)|Fs} −Gλ[W ](s)∣∣ ≤ Cλ,T√ε (19)
uniformly for all W ∈ C([0, T ];X) and 0 ≤ s < t ≤ T .
The next step is to show that the measures Pε form a tight family, so that there exists a
subsequence εj → 0 so that Pε converges weakly to a measure P supported on C([0, T ];X).
Weak convergence of Pε and the strong convergence (19) together imply that Gλ[W ](t) is a
P -martingale so that
EP {Gλ[W ](t)|Fs} −Gλ[W ](s) = 0. (20)
Taking s = 0 in this we obtain the transport equation (8) for W = EP {W (t)}, in its weak
formulation (10).
The limit measure P may depend on the choice of the subsequence εj → 0 but the expectation
W being the unique solution of (8) does not depend on it. Therefore the whole family E {Wε}
converges to W as ε → 0 in L∞([0, T ];S ′). Furthermore, the a priori bound (16) implies that
Wε(t, x, k) converges weak-∗ in L∞([0, T ];A′) for every realization of the random potential.
Therefore the result above implies that actually E {Wε} converges to W in L∞([0, T ];A′).
The proof is organized as follows. The approximate martingale property (19) is proved in
Sections 3.1 and 3.2. The weak compactness of the family Pε is proved in Section 3.3.
3.1 Construction of the test functions
In order to obtain the approximate martingale property (19) one has to consider conditional
expectation of functions F (W, Vˆ ). The only functions we will need to consider are those of the
form F (W, Vˆ ) = 〈W,λ(Vˆ )〉 with λ ∈ L∞(V ;C1([0, T ];S(Rd × Rd))). Given a function F (W, Vˆ )
let us define the conditional expectation
EP˜ε
W,Vˆ ,t
{
F (W, Vˆ )
}
(τ) = EP˜ε
{
F (W (τ), V˜ (τ))| W (t) =W, V˜ (t) = Vˆ
}
, τ ≥ t.
The weak form of the infinitesimal generator of the Markov process generated by P˜ε is given by
d
dh
EP˜ε
W,Vˆ ,t
{〈W,λ(V )〉} (t+ h)
∣∣∣∣
h=0
=
1
ε
〈W,Qλ〉+
〈
W,
(
∂
∂t
+ k · ∇x + 1√
ε
K[Vˆ , x
ε
]
)
λ
〉
(21)
and hence
Gελ = 〈W,λ(V )〉(t)−
∫ t
0
〈
W,
(
1
ε
Q+
∂
∂t
+ k · ∇x + 1√
ε
K[Vˆ , x
ε
]
)
λ
〉
(s)ds
is a P˜ε-martingale. The operator K is defined by
K[Vˆ , z]ψ(x, z, k, Vˆ ) = 1
i
∫
dVˆ (p)
(2pi)d
eip·z
[
ψ(x, z, k − p
2
)− ψ(x, z, k + p
2
)
]
. (22)
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The generator (21) comes from equation (18) written in the form
∂tWε + k · ∇xWε = 1√
ε
K[V˜ (t/ε), x/ε]Wε. (23)
Given a test function λ(t, x, k) ∈ C1([0, T ];S) we construct a function
λε(t, x, k, Vˆ ) = λ(t, x, k) +
√
ελε1(t, x, k, Vˆ ) + ελ
ε
2(t, x, k, Vˆ ) (24)
with λε1,2(t) bounded in L
∞(V ;A(Rd×Rd)) uniformly in t ∈ [0, T ]. It is sufficient for us to prove
the simpler bound for the correctors in A instead of S because of the a priori bound (16) for Wε
in A′. The functions λε1,2 will be chosen so that
‖Gελε(t)−Gλ(t)‖L∞(V) ≤ Cλ
√
ε
for all t ∈ [0, T ]. The approximate martingale property (19) follows from this. The approximate
test function λε(t, x, k) in (24) is constructed in a manner similar to the formal asymptotic
expansion (43) considered in Appendix A.
The functions λε1 and λ
ε
2 are as follows. Let λ1(t, x, z, k, Vˆ ) be the mean-zero solution of the
Poisson equation
k · ∇zλ1 +Qλ1 = −Kλ. (25)
It is given explicitly by
λ1(t, x, z, k, Vˆ ) =
1
i
∫ ∞
0
drerQ
∫
dVˆ (p)
(2pi)d
eir(k·p)+i(z·p)
[
λ(t, x, k − p
2
)− λ(t, x, k + p
2
)
]
.
Then we let λε1(t, x, k, Vˆ ) = λ1(t, x, x/ε, k, Vˆ ). The second order corrector is λ
ε
2(t, x, k, Vˆ ) =
λ2(t, x, x/ε, k, Vˆ ) where λ2(t, x, z, k, Vˆ ) is the mean-zero solution of
k · ∇zλ2 +Qλ2 = Lλ−Kλ1, (26)
which exists because E {Kλ1} = Lλ, and is given by
λ2(t, x, z, k, Vˆ ) = −
∫ ∞
0
drerQ
[
Lλ(t, x, k)− [Kλ1](t, x, z + rk, k, Vˆ )
]
.
Using (25) and (26) we have
d
dh
EP˜ε
W,Vˆ ,t
{〈W,λε〉} (t+ h)
∣∣∣∣
h=0
=
〈
W,
(
∂
∂t
+ k · ∇x + 1√
ε
K[Vˆ , x
ε
] +
1
ε
Q
)(
λ+
√
ελε1 + ελ
ε
2
)〉
=
〈
W,
(
∂
∂t
+ k · ∇x
)
λ+ Lλ
〉
+
〈
W,
(
∂
∂t
+ k · ∇x
)(√
ελε1 + ελ
ε
2
)
+
√
εK[Vˆ , x
ε
]λε2
〉
=
〈
W,
(
∂
∂t
+ k · ∇x
)
λ+ Lλ
〉
+
√
ε〈W, ζλε 〉
with
ζλε =
√
ε
(
∂
∂t
+ k · ∇x
)
λε1 + ε
(
∂
∂t
+ k · ∇x
)
λε2 +
√
εK[Vˆ , x
ε
]λε2.
The terms k · ∇xλε1,2 above are understood as differentiation with respect to the slow variable x
only, and not with respect to x/ε. It follows that Gελε is given by
Gελε(t) = 〈W (t), λε〉 −
∫ t
0
ds
〈
W,
(
∂
∂t
+ k · ∇x + L
)
λ
〉
(s)−√ε
∫ t
0
ds〈W, ζλε 〉(s)
and is a martingale with respect to the measure P˜ε defined on D([0, T ];X × V), the space of
right-continuous paths with left-side limits [5]. The estimate (19) follows from the following two
lemmas.
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Lemma 3.1 Let λ ∈ C1([0, T ];S(Rd × Rd)). Then there exists a constant Cλ > 0 independent
of time t ∈ [0, T ] so that the correctors λε1(t) and λε2(t) satisfy the uniform bounds
‖λε1(t)‖L∞(V;A) + ‖λε2(t)‖L∞(V;A) ≤ Cλ (27)
and ∥∥∥∂λε1(t)
∂t
+ k · ∇xλε1(t)
∥∥∥
L∞(V;A)
+
∥∥∥∂λε2(t)
∂t
+ k · ∇xλε2(t)
∥∥∥
L∞(V;A)
≤ Cλ. (28)
Lemma 3.2 There exists a constant Cλ such that
‖K[Vˆ , x/ε]‖A→A ≤ C
for any Vˆ ∈ V and all ε ∈ (0, 1].
Indeed, (27) implies that |〈W,λ〉 − 〈W,λε〉| ≤ C
√
ε for all W ∈ X and V ∈ V , while (28)
and Lemma 3.2 imply that for all t ∈ [0, T ]
‖ζλε (t)‖A ≤ C (29)
for all V ∈ V so that (19) follows.
Proof of Lemma 3.2. Let gε(x, k) = K[V, x/ε]η(x, k) with η(x, k) ∈ A. Then
g˜ε(x, y) =
∫
dVˆ (p)
(2pi)d
eip·x/εη˜(x, y)
[
e−ip·y/2 − eip·y/2
]
and thus
|g˜ε(x, y)| ≤ C|η˜(x, y)|
and the conclusion of Lemma 3.2 follows.
3.2 Bounds on the correctors
We now prove Lemma 3.1. We will omit the time dependence of the test function λ to simplify
the notation.
Proof of Lemma 3.1. We first prove (27). The Fourier transform of λε1 in k is given by
λ˜ε1(x, y, Vˆ ) =
1
i
∫ ∞
0
drerQ
∫
dVˆ (p)
(2pi)d
λ˜(x, y − rp)eix/ε·p
[
e−ip·(y−rp)/2 − eip·(y−rp)/2
]
. (30)
Therefore using (14) we obtain
‖λ˜ε1(x, y, Vˆ )‖L∞x,y ≤
C
α
‖λ˜‖L∞x,y (31)
uniformly for all Vˆ ∈ V . It is therefore sufficient to consider |y| > 2. Let S(y) = (|y| − 1)/4L
with L as in the definition (11) of the set V . We write (30) as
λ˜ε1(x, y, Vˆ ) = Jr<S(y) + Jr>S(y)
with
Jr<S(y) =
1
i
∫ S(y)
0
drerQ
∫
dVˆ (p)
(2pi)d
λ˜(x, y − rp)eix/ε·p
[
e−ip·(y−rp)/2 − eip·(y−rp)/2
]
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and
Jr>S(y) =
1
i
∫ ∞
S(y)
drerQ
∫
dVˆ (p)
(2pi)d
λ˜(x, y − rp)eix/ε·p
[
e−ip·(y−rp)/2 − eip·(y−rp)/2
]
.
We estimate each of these two terms separately.
To bound J1r<S(y) we note that since λ is of the Schwartz class we have for |p| ≤ L and
r < S(y) ∣∣∣λ˜(x, y − rp)∣∣∣ ≤ sup
|z−y|≤rL
∣∣∣λ˜(x, z)∣∣∣ ≤ sup
|z|≥|y|/2
∣∣∣λ˜(x, z)∣∣∣ ≤ Cλ|y|5d .
Then we obtain∫
|y|≥2
dy sup
x,V
∣∣∣Jr<S(y)(x, y, Vˆ )∣∣∣ ≤ Cλ ∫
|y|≥2
dy
|y|5d
∫ S(y)
0
dre−αr ≤ Cλ,α. (32)
Next we note that∫
|y|≥2
dy sup
x,Vˆ
|Jr>S(y)(x, y, Vˆ )| ≤ ‖λ˜‖L∞x,y
∫
|y|≥2
dy
∫ ∞
S(y)
dre−αr ≤ Cα‖λ˜‖L∞x,y . (33)
Therefore (31), (32) and (33) imply that
‖λε1‖A ≤ Cλ,α (34)
for all Vˆ ∈ V .
We show next that λε2 is uniformly bounded. This is done in several steps that we formulate
as separate lemmas. Define
I(x, y) =
∫ ∞
0
dre−αr sup
Vˆ
∫ |dVˆ (p)|
(2pi)d
∫ ∞
0
dse−αs sup
Vˆ1
∫ |dVˆ1(q)|
(2pi)d
|λ˜(x, y − rp− (r + s)q)|.
Lemma 3.3 We have the estimate
|λ˜ε2(x, y, Vˆ )| ≤ Cα
[
I(x, y) + |L˜λ(x, y)|
]
(35)
Lemma 3.4 For the limit operator L we have the bound
‖Lλ‖A ≤
∫
dξdy|L̂λ(ξ, y)| ≤ C
∫
dξdy|λˆ(ξ, y)|. (36)
Here fˆ denotes the Fourier transform of f both in x and k.
We split I(x, y) as
I(x, y) = Ir<S(y) + Ir>S(y) = I
s<S(y)
r<S(y) + I
s>S(y)
r<S(y) + Ir>S(y). (37)
Lemma 3.5 We have the following bounds:∫
dy sup
x
[
Ir>S(y)(x, y) + I
s>S(y)
r<S(y)
]
≤ Cα‖λ˜‖L∞x,y (38)
and ∫
dy sup
x
I
s<S(y)
r<S(y) ≤ Cα sup
x∈Rd,|y|≥1
{
|y|5d|λ˜(x, y)|
}
. (39)
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Lemmas 3.3, 3.4 and 3.5 imply clearly that ‖λ2ε‖A ≤ C for all Vˆ ∈ V . This finishes the proof of
(27). The proof of (28) is quite similar and is therefore omitted.
We now prove Lemmas 3.3-3.5 to conclude the proof of Lemma 3.1.
Proof of Lemma 3.3. The Fourier transform of λε2 in k is given by
λ˜ε2(x, y, Vˆ ) = −
∫ ∞
0
drerQ
∫
dke−ik·y
[
Lλ(x, k) − 1
i
∫
dVˆ (p)
(2pi)d
eip·(x/ε+rk)
×
[
λ1(x,
x
ε
+ rk, k − p
2
, Vˆ )− λ1(x, x
ε
+ rk, k +
p
2
, Vˆ )
]]
.
The second term above may be written as
1
i
∫
dke−ik·y
∫
dVˆ (p)
(2pi)d
eip·(x/ε+rk)
[
λ1(x,
x
ε
+ rk, k − p
2
, Vˆ )− λ1(x, x
ε
+ rk, k +
p
2
, Vˆ )
]
= −
∫
dke−ik·y
∫
dVˆ (p)eip·(x/ε+rk)
∫ ∞
0
dsesQ
∫
dVˆ (q)
(2pi)d
eis(k−p/2)·q+i(x/ε+rk)·q
×
[
λ(k − p
2
− q
2
)− λ(k − p
2
+
q
2
)
]
+
∫
dke−ik·y
∫
dVˆ (p)
(2pi)d
eip·(x/ε+rk)
∫ ∞
0
dsesQ
∫
dVˆ (q)
(2pi)d
eis(k+p/2)·q+i(x/ε+rk)·q
×
[
λ(k +
p
2
− q
2
)− λ(k + p
2
+
q
2
)
]
.
This is further transformed to∫
dke−ik·y
∫
dVˆ (p)
(2pi)d
eip·(x/ε+rk)
∫ ∞
0
dsesQ
∫
dVˆ (q)
(2pi)d
ei(x/ε+rk)·q
∫
dy′λ˜(x, y′)
×
[
−eis(k−p/2)·q
{
eiy
′·(k−p/2−q/2) − eiy′·(k−p/2+q/2)
}
+ eis(k+p/2)·q
{
eiy
′·(k+p/2−q/2) − eiy′·(k+p/2+q/2)
}]
=
∫
dVˆ (p)
(2pi)d
eip·(x/ε)
∫ ∞
0
dsesQ
∫
dVˆ (q)
(2pi)d
eix/ε·qλ˜(x, y − rp− (r + s)q)
×
{
−e−isp·q/2−i(p+q)·(y−rp−(r+s)q)/2 + e−isp·q/2−i(p−q)·(y−rp−(r+s)q)/2
+ eisp·q/2+i(p−q)·(y−rp−(r+s)q)/2 − eisp·q/2+i(p+q)·(y−rp−(r+s)q)/2
}
.
Therefore we obtain
|λ˜ε2(x, y, Vˆ )| ≤ C
∫ ∞
0
dre−αr sup
Vˆ
∫ |dVˆ (p)|
(2pi)d
∫ ∞
0
dse−αs sup
Vˆ1
∫ |dVˆ1(q)|
(2pi)d
× |λ˜(x, y − rp− (r + s)q)|+ C
∫ ∞
0
dre−αr |L˜λ(x, y)|,
which is (35).
Proof of Lemma 3.4. The first inequality in (36) follows form the definition of ‖ · ‖A, and
the second is shown as follows. Let us define
g(x, k) = Lλ(x, k) =
∫
dp
(2pi)d
Rˆ(
k2 − p2
2
, k − p) [λ(x, p)− λ(x, k)] .
Taking the Fourier transform in x and k we obtain
gˆ(ξ, y) =
∫
dxdkdpdy′
(2pi)2d
e−iξ·x−ik·yRˆ(
k2 − p2
2
, k − p)λ˜(x, y′)
[
eip·y
′ − eik·y′
]
.
10
Integrating x out we obtain
gˆ(ξ, y) =
∫
dkdpdy′
(2pi)2d
e−ik·yRˆ(
k2 − p2
2
, k − p)λˆ(ξ, y′)
[
eip·y
′ − eik·y′
]
.
We make a change of variables k′ = k − p, p′ = (k + p)/2 and drop the primes to get
gˆ(ξ, y) =
∫
dkdpdy′
(2pi)2d
e−ip·y−ik·y/2+ip·y
′
Rˆ(k · p, k)λˆ(ξ, y′)
×
[
e−ik·y
′/2 − eik·y′2
]
=
∫
dkdpdy′ds
(2pi)2d
e−isk·p−ip·y−ik·y/2+ip·y
′
×R˜(s, k)λˆ(ξ, y)
[
e−ik·y
′/2 − eik·y′/2
]
.
We may now integrate p and y′ out to obtain
|gˆ(ξ, y)| ≤ 2
∫
dkds
(2pi)d
|Rˆ(s, k)||λˆ(ξ, y + sk)|.
Therefore we have ∫
dξdy|gˆ(ξ, y)| ≤ 2‖R˜(s, p)‖L1p,s
∫
dξdy|λˆ(ξ, y)|
and thus (36) holds.
Proof of Lemma 3.5. Clearly we have
|I(x, y)| ≤ C
α2
‖λ˜‖L∞x,y (40)
and thus it suffices to look at |y| > 2. We observe that
Ir>S(x, y) =
∫ ∞
S(y)
dre−αr sup
Vˆ
∫ |dVˆ (p)|
(2pi)d
∫ ∞
0
dse−αs sup
Vˆ1
∫ |dVˆ1(q)|
(2pi)d
|λ˜(x, y − rp− (r + s)q)|
≤ C
α
e−αS(y)‖λ˜‖L∞x,y .
Therefore we have ∫
dy sup
x
Ir>S(x, y) ≤ Cα‖λ˜‖L∞x,y .
Now we look at Ir<S and split it as:
Ir<S(x, y) =
∫ S(y)
0
dre−αr sup
Vˆ
∫ |dVˆ (p)|
(2pi)d
∫ ∞
0
dse−αs sup
Vˆ1
∫ |dVˆ1(q)|
(2pi)d
|λ˜(x, y − rp− (r + s)q)|
≤ Is<Sr<S (x, y) + Is>Sr<S (x, y).
Observe that
Is>Sr<S (x, y) ≤ Cαe−αS(y)‖λ˜‖L∞x,y
so that ∫
dy sup
x
Is>Sr<S (x, y) ≤ Cα‖λ˜‖L∞x,y .
It remains to bound Is<Sr<S . Note that for r, s ≤ S(y), |p|, |q| ≤ L and λ in the Schwartz class we
have
|λ˜(x, y − rp− (r + s)q)| ≤ sup
|z−y|≤2(r+s)L
|λ˜(x, z)| ≤ sup
|z|≥|y|/2
|λ˜(x, z)| ≤ Cλ|y|5d .
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Therefore we have∫
|y|≥2
dyIs<Sr<S (x, y) =
∫
|y|≥2
dy
∫ S(y)
0
dre−αr sup
Vˆ
∫ |dVˆ (p)|
(2pi)d
∫ S(y)
0
dse−αs sup
Vˆ1
∫ |dVˆ1(q)|
(2pi)d
× |λ˜(x, y − rp− (r + s)q)| ≤
∫
|y|≥2
dy
Cλ
|y|5d ≤ Cλ.
This finishes the proof of Lemma 3.5.
3.3 The tightness of the measures Pε.
The process Wε(t) generates a probability measure Pε on the space C([0, T ];X) with the space
X defined as before X = {W ∈ S ′ : ‖W‖A′ ≤ C}. This family is tight.
Lemma 3.6 The family of measures Pε is weakly compact.
Proof. We follow the corresponding proof of Blankenship and Papanicolaou [6] for oscillatory
ordinary differential equations with random coefficients. A theorem of Mitoma and Fouque
[17, 11] implies that in order to verify tightness of the family Pε it is enough to check that
for each λ ∈ C1([0, T ],S(Rd × Rd)) the family of measures Pε on C([0, T ];R) generated by the
random processes W ελ(t) = 〈Wε(t), λ〉 is tight. Tightness of Pε would follow from the following
two conditions. First, a Kolmogorov moment condition [5] in the form
EPε {|〈W,λ〉(t) − 〈W,λ〉(t1)|γ |〈W,λ〉(t1)− 〈W,λ〉(s)|γ} ≤ Cλ(t− s)1+β , 0 ≤ s ≤ t ≤ T (41)
should hold with γ > 0, β > 0 and Cλ independent of ε. Second, we should have
lim
R→∞
lim sup
ε→0
ProbPε
{
sup
0≤t≤T
|〈W,λ〉(t)| > R
}
= 0.
The second condition holds automatically in our case since the process W ελ(t) is uniformly
bounded for all t > 0 and ε > 0. In order to verify (41), note that we have
〈W (t), λ〉 = Gελε(t)−
√
ε〈W,λε1〉−ε〈W,λε2〉+
∫ t
0
ds〈W, ∂λ
∂t
+k·∇xλ+Lλ〉(s)+
√
ε
∫ t
0
ds〈W, ζλε 〉(s).
The uniform bound (29) on ζλε and the bounds on ‖λε1,2(t)‖A in Lemma 3.1 imply that it suffices
to check (41) for
xε(t) = G
ε
λε(t) +
∫ t
0
ds〈W, ∂λ
∂t
+ k · ∇xλ+ Lλ〉(s).
We have
E
{
|xε(t)− xε(s)|2
∣∣∣Fs} ≤ 2E{∣∣∣∣∫ t
s
dτ〈W, ∂λ
∂t
+ k · ∇xλ+ Lλ〉(τ)
∣∣∣∣2
∣∣∣∣∣Fs
}
+2E
{∣∣Gελε(t)−Gελε(s)∣∣2∣∣∣Fs} ≤ C(t− s)2 + 2E {〈Gελε〉(t) − 〈Gελε〉(s)∣∣Fs} .
Here 〈Gελε〉 is the increasing process associated with Gελε . We will now compute it explicitly.
First we obtain that
d
dh
EPε
W,Vˆ ,t
{〈W,λε〉2(t+ h)}∣∣∣∣
h=0
= 2〈W,λε〉〈W, ∂λ
∂t
+k ·∇xλε+ 1√
ε
K[Vˆ , x/ε]λε〉+ 1
ε
Q
[〈W,λε〉2]
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so that
〈W,λε〉2(t)−
∫ t
0
(
2〈W,λε〉(s)〈W, ∂λ
∂t
+ k · ∇xλε + 1√
ε
K[Vˆ , x/ε]λε〉(s) + 1
ε
Q
[〈W,λε〉2] (s)) ds
is a martingale. Therefore we have
〈Gελε (t)〉 =
∫ t
0
ds
[
1
ε
Q[〈W,λε〉2]− 2
ε
〈W,λε〉〈W,Qλε〉
]
(s)
=
∫ t
0
ds
(
Q
[〈W,λε1〉2]− 〈W,λε1〉〈W,Qλε1〉(s))+√ε∫ t
0
dsHε(s)
with
Hε = 2
√
ε (Q[〈W,λε1〉〈W,λε2〉]− 〈W,λε1〉〈W,Qλε2〉 − 〈W,λε2〉〈W,Qλε1〉)
+ ε
(
Q[〈W,λε2〉2]− 2〈W,λε2〉〈W,Qλε2〉
)
.
Lemma 3.1 and the boundedness of Q on L∞(V) imply that |Hε(s)| ≤ C for all V ∈ V . This
yields
E
{ 〈Gελε〉(t)− 〈Gελε 〉(s)∣∣Fs} ≤ C(t− s)
and hence
E
{
|xε(t)− xε(s)|2
∣∣∣Fs} ≤ C(t− s).
In order to obtain (41) we note that
EPε {|xε(t)− xε(t1)|γ |xε(t1)− xε(s)|γ}
= EPε
{
EPε { |xε(t)− xε(t1)|γ | Ft1} |xε(t1)− xε(s)|γ
}
≤ EPε
{[
EPε
{
|xε(t)− xε(t1)|2
∣∣∣Ft1}]γ/2 |xε(t1)− xε(s)|γ}
≤ C(t− t1)γ/2EPε {|xε(t1)− xε(s)|γ} ≤ C(t− t1)γ/2EPε
{
EPε {|xε(t1)− xε(s)|γ |Fs}
}
≤ C(t− t1)γ/2EPε
{[
EPε
{
|xε(t1)− xε(s)|2
∣∣∣Fs}]γ/2} ≤ C(t− t1)γ/2(t1 − s)γ/2
≤ C(t− s)γ .
Choosing now γ > 1 we get (41) which finishes the proof of Lemma 3.6. This also finishes the
proof of Theorem 2.1.
4 Conclusions
We have presented a proof of the transport limit (2) for the Schro¨dinger equation with a time-
dependent random potential. Our proof is relatively simple and does not involve infinite Neu-
mann expansions because it relies on the Markovian property of the potential, which allows us to
construct approximate martingales and to show weak compactness of the family of probability
measures Pε generated by the dynamics (18) of the Wigner transform on C([0, T ];A′). However,
we only show convergence for the average Wigner distribution, which is the the first moment
of Pε. We do not have a rigorous convergence result for the higher moments of the Wigner
distribution and thus are not able to fully characterize the set of accumulation points of the
family Pε, although we believe that the limit measure P is unique, based on the formal analysis
in [18] of a similar problem in the white noise limit.
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A The formal perturbation expansion
We present the formal derivation of the transport equation for the limit Wigner distribution
W (t, x, k) similar to the one in [22] for a time-independent potential. Recall that the Cauchy
problem for the Wigner distribution is
∂Wε
∂t
+ k · ∇xWε = 1
i
√
ε
∫
dV˜ (t/ε, p)
(2pi)d
eip·x/ε
[
Wε(t, x, k − p
2
)−Wε(t, x, k + p
2
)
]
(42)
Wε(0, x, k) =W
0
ε (x, k).
Here W 0ε is the Wigner distribution of the family φ
0
ε(x), the initial data for (4). We will con-
struct a formal perturbation expansion for Wε and derive the transport equation for the average
W (t, x, k). We seek an expansion of Wε with multiple scales
Wε(t, x, k) =W
(0)(t, x, k) +
√
εW (1)(t,
t
ε
, x,
x
ε
, k) + εW (2)(t,
t
ε
, x,
x
ε
, k) + . . . (43)
and introduce the fast time and spatial variables τ = t/ε, z = x/ε. We assume that the leading
term W (0) is deterministic and independent of the fast scale variables. We insert (43) into (42)
and obtain at the order O(1/
√
ε):
∂τW
(1) + k · ∇zW (1) = K[Vˆ , z]W (0).
Then W (1) has the form
W (1)(t, τ, x, z, k) =
1
i
∫
dpdωeip·z+iωs
(2pi)d+1
Vˆ (ω, p)
iω + ip · k + δ
[
W (0)(x, k − p
2
)−W (0)(x, k + p
2
)
]
. (44)
Here δ ≪ 1 is a regularization parameter that we will send to zero at the end of the calculation
and Vˆ denotes the Fourier transform in time:
Vˆ (ω, p) =
∫
R
dse−iωsV˜ (s, p).
The term of order O(1) in (18) gives
∂W (0)
∂t
+
∂W (2)
∂τ
+k ·∇xW (0)+k ·∇zW (2) = 1
i
∫
dpV˜ (τ, p)eip·z
(2pi)d
[
W (0)(k − p
2
)−W (0)(k + p
2
)
]
.
We average the above equation assuming formally that E
{
∂W (2)
∂τ
+ k · ∇zW (2)
}
= 0. This
gives an equation for the leading order term W (0):
∂W (0)
∂t
+ k · ∇xW (0) = E
{
1
i
∫
dpV˜ (τ, p)eip·z
(2pi)d
[
W (1)(x, z, k − p
2
)−W (1)(x, z, k + p
2
)
]}
. (45)
The average on the right side of (45) may be computed explicitly using (44) and spatial homo-
geneity (12):
E
{
1
i
∫
dpV˜ (τ, p)eip·z
(2pi)d
[
W (1)(x, k − p
2
)−W (1)(x, z, k + p
2
)
]}
→
∫
dp
(2pi)d
Rˆ(
p2 − k2
2
, p− k)
[
W (0)(p)−W (0)(k)
]
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as δ → 0. Here Rˆ is the Fourier transform of R˜ in time:
Rˆ(ω, p) =
∫
R
dse−iωsR˜(s, p).
Therefore we obtain the transport equation for the leading order term W (0):
∂W (0)
∂t
+ k · ∇xW (0) =
∫
dp
(2pi)d
Rˆ(
p2 − k2
2
, p− k)
[
W (0)(p)−W (0)(k)
]
. (46)
The formal asymptotic expansion (43) may not be justified but the final equation (8) for
the expectation of the limit Wigner distribution E {W (t, x, k)} is correct. Moreover, the test
functions that we used in our proof of Theorem 2.1 are based on the formal expressions for
W (1) and W (2). The role of the regularization parameter δ is played by the spectral gap of the
generator Q because of the bound (14).
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