Covariance matrix and its inverse, known as the precision matrix, have many applications in multivariate analysis because their elements can exhibit the variance, correlation, covariance and conditional independence between variables. The practice of estimating the precision matrix directly without involving any matrix inversion has obtained significant attention in the literature. We review the methods that have been implemented in R and their R packages, particularly when there are more variables than data samples and discuss ideas behind them. We describe how sparse precision matrix estimation methods can be used to infer network structure. Finally, we discuss methods that are suitable for gene co-expression network construction.
In covariance and precision matrix estimation it is useful to generate a heatmap from 147 the computed estimate to gain an insight into the (true) covariance or precision matrix 148 structure. We simulated data with 95 samples (p = 100) from a Gaussian distribution 149 N (0, Σ) and compared the ground truth with the sample covariance and Glasso estimate 150 ( Figure 1 ). The covariance matrix Σ considered in this small example is a sparse matrix 151 with a special block-structure; the non-zero off-diagonal elements are set to the value 0.75 152 and diagonal elements to the value 1. Figure 1 : Heatmaps of the estimated covariance matrix when the ground truth is known. We have used p = 100 and n = 95 as a representing example. Note that the non-zero elements of the covariance matrix estimated with Glasso are somewhat smaller than their counterparts in the sample covariance matrix, due to the shrinkage effect of the L 1 -penalty.
The inclusion of penalty function to the likelihood expression makes parameter estima-154 tion also possible in oversaturated or ill-posed situations where classic maximum likelihood 155 estimate does not exist. By including constraints or prior information to the oversaturated 156 or ill-posed problems, we make a specific statement about which solution(s), out of many
The proposed estimate maximizes the penalized log-likelihood of the form log |Θ| − tr(SΘ) − λ||Θ|| 2 F ,
where ||Θ|| F is the Frobenius norm of the matrix, computed as the squared root of the sum 165 of squared absolute value of the elements of Θ. Using a more consistent "ridge-penalty" 166 does not substantially complicate the computation of the final estimate and, moreover, the 167 estimate has a simple closed form solution 26, 27 . In addition, one can utilize a special target 168 matrix T possibly carrying some prior information. This target matrix makes the estimator 169 potentially more adaptable to some special data-analysis problems,
One difference of (alternative) ridge estimators compared with Glasso is that they only 171 shrink the elements of the precision or the covariance matrix, but do not produce a sparse Minimize ||Θ|| 1 subject to:
where ρ is a positive tuning parameter. The main idea behind CLIME is to estimate each 183 column of the precision matrix at a time using a sparse linear regression to reduce the 184 dimensionality of the computational problem. Related to the CLIME estimator (10), Liu and then invert it. Direct estimation of the precision matrix lowers the complexity of the 198 estimator and reduces potential numerical error induced by the matrix inversion.
199
We have illustrated the precision matrices estimated with CLIME, SCIO and TIGER 200 in Figure 2 and compared the results with simulated ground truth. The precision matrix 201 considered here corresponds to a cluster graph structure produced with the R package huge 33 .
202
For sensible graphical representation, we plotted the heatmaps of the adjacency matrices 203 A = (a i,j ), where a i,j is equal to one if the corresponding precision matrix element θ i,j is 204 non-zero, zero if the corresponding θ i,j is also zero and all diagonal elements are equal to 205 zero. Figure 2 : Heatmaps of the estimated adjacency matrices for CLIME, SCIO and TIGER when the ground truth is known. We have used p = 100 and n = 95 as a representive example. White means zero adjacency matrix (precision matrix) element and black is a non-zero element.
Other estimators 207
In addition to the convex combination, Glasso, alternative ridge and constrained estimators 208 there are numerous other estimators available for covariance matrix estimation. For example 209 sparse estimator of a covariance matrix is obtained by minimizing penalized log-likelihood
where • denotes elementwise multiplication and P is a symmetric matrix with non-negative 211 elements inducing weighted penalty for each element of Σ separately 34 . An algorithm to 212 minimize (11) is available in the R package spcov. Use of a weighted penalties makes a direct 213 link to adaptive LASSO in regression context 35 .
214
Deng and Tsui 36 considered a special penalized log-likelihood. This method utilizes the 215 matrix logarithm transformation A = log(Σ) and minimizes the expression
where l(A) is an approximation of the negative log-likelihood tr(A) + tr{exp(−A)S}. The 
where l(Σ) is the log-likelihood of (4), cond(Σ) is the condition number of a positive definite and Bühlmann approximation, which we discuss in the next section.
247
It is important to note that each selection scheme optimizes performance with respect to 248 one criterion (e.g., predictive performance or stability of the model) and the apparently best 249 parameter value may not be optimal with respect to some other criterion. Cross-validation 250 is also very time consuming. Overall, selecting the tuning parameter is a challenging prob-251 lem with no one-size-fits-all solution. In our experience one should consider the special 252 characteristics of the application while selecting the tuning parameter value.
253
Network structure estimation 254 Estimation of a sparse precision matrix can be seen as a subproblem of the selection of 255 Gaussian graphical models. The undirected graphical model G is usually defined as a set
. . , p} is the set of nodes and E set of edges (i, j), i, j = 1, . . . , p.
257
The pair (i, j) belongs to the set E if, and only if, the corresponding precision matrix 258 element (i, j) is nonzero. That the precision matrix element (i, j) is zero implies conditional 259 independence between variables i and j, given the rest of the variables. This conditional 260 independence follows actually from the relation between the partial correlation matrix Q 261 and the precision matrix Θ, Q = −diag(Θ) −1/2 Θdiag(Θ) −1/2 , where diag(Θ) is a diagonal 262 matrix constructed from the diagonal elements of Θ. From the equation of the partial 263 correlation matrix one can see, that the connection between the elements of Q = (q i,j ) 264 and Θ = (θ i,j ) can be expressed as
variable i is conditionally independent from j given the rest of the variables and vice versa.
266
Information stored in Q can be changed to the binary conditional independence indicator 267 form and arranged into a matrix, which is called the adjacency matrix.
268
Inducing sparseness to the precision matrix (network) is usually done in two ways; either 269 by using (i) such penalty functions that are able to induce sparseness to the precision matrix 270 by shrinking individual precision matrix elements towards zero, or (ii) by hypothesis test-271 ing 26,40-42 to decide which non-zero precision matrix elements could be set to zero. If latter 272 method is applied, the sparse precision matrix is not guaranteed to be positive semi-definite. and SCIO are always positive definite and can be used directly for network estimation.
275
With ROPE, the hypothesis testing approach of Wieringen and Peeters 26 utilizes the 276 local false discovery rate procedure to make the network estimate sparse and the procedure is 
package GGMRidge (version 1.1).
282
Additionally, there is a viable method available for sparse network estimation and it 283 can be interpreted as an early approximation of the Glasso problem 9,22 which we will dis- A special application to gene co-expression network estimation 302
As mentioned in the Section Choosing the tuning parameter, all previously mentioned esti- We have faced this challenge in practice while trying to utilize some of the above mentioned The optimal graph estimated with SCIO when the tuning parameter is chosen with crossvalidation.
It is apparent that networks estimated with Glasso and SCIO can have many free floating 314 nodes, inconsistent of the underlying scale-free network structure (Figure 4 ). Examining too 315 sparse network is problematic because some of the clusters and hub nodes remain undetected 316 if the estimated network is too sparse; hub nodes may possess biologically meaningful in-317 formation, for example, about diseases and disease genes 47,48 . In addition, many genes are 318 co-expressed, meaning that there is always some type of inter-dependency between genes 319 (see, e.g.Äijö and Bonneau 49 ). The above mentioned tuning parameter selection methods 320 do not take into account these special characteristics and may be ill-suited for gene network 321 estimation.
322
When paying more attention to the role of scale-free network and co-expression between 323 genes, Zhang and Horvath 8 proposed to estimate the adjacency matrix using a so called 324 scale-free topology criterion. In particular, scale-free topology criterion is based on the assumption that the degree distribution of the scale-free network follows a power law. The 326 degree distribution is the probability distribution of the connections of each node.
327
Zhang and Horvath did not examine the covariance or precision matrix but the absolute 328 values of the correlation matrix R,
where cor(i, j) is the Pearson correlation between variables i and j. The elements of the 330 adjacency matrix A = (a i,j ) were determined via so called hard-thresholding,
where τ is so called hard threshold parameter. As a side-note, similar hard-thresholding can 332 be used to compute the solution to the Glasso problem 10,11 (see also Bickel and Levina 50 ). In addition, Zhang and Horvath 8 examined two soft-thresholding functions, from which 343 the most commonly used one is determined as follows: The non-zero elements of the adja-344 cency matrix A = (a i,j ) are computed with exponentiation,
where β is so called soft-threshold parameter. (11) and which makes Glasso more adaptable for network analysis in 362 systems biology. In their simulation and a real data analysis, the weighted Glasso showed 363 improved performance in network estimation compared to Glasso even with inaccurate a pri-364 ori information. Figure 7 contains a network estimated in an Arabidopsis thaliana data set 55 365 when the optimal value for the wglasso tuning parameter is selected based on the minimum 366 value of the corresponding Bayesian information criterion (BIC), defined as
where log p(Y |Θ) is defined in (5) and |E| is the number of edges in the estimated network. 
