In this paper, we design neural networks to estimate the perimeter of simple and more complex discrete sets from their horizontal and vertical projections. The information extracted this way can be useful to simplify the problem of reconstructing the discrete set from its projections, which task is in focus of discrete tomography. Beside presenting experimental results with neural networks, we also reveal some statistical properties of the perimeter of the studied discrete sets.
Introduction
One of the main tasks of Discrete Tomography (DT) is to reconstruct discrete sets (finite subsets of the twodimensional integer lattice) from few projections. In contrast to methods of Computerized Tomography -like filtered backprojection and algebraic reconstruction -which use several hundreds of projections [14] , in DT typically just, say, less than ten projections are available. Applications of DT therefore is usual in cases where the number of projections to be taken is limited, e.g. nondestructive testing of industrial objects [4] , or 3D imaging of crystalline nanoparticles [16] . For the basic algorithms and other applications of DT the reader is referred to [12, 13] . The main problem arising from the very limited number of projections is that the reconstruction task is usually extremely underdetermined, i.e. there may be many different discrete sets with the same projections.
One way to reduce the number of possible solutions is to use prior information on the discrete set to be reconstructed. In the past 20-25 years many reconstruction algorithms have been developed for different classes of discrete sets, and some solid theoretical results concerning the complexity of the reconstruction in those classes have also been presented. The most frequently used properties are convexity and connectedness [1, 2, 5, 6, 9, 17] . Although the properties of the discrete sets to reconstruct are usually supposed to be given explicitly, there is still a hope to determine them before the reconstruction, even if they are not given in advance. For that purpose one can use machine learning methods to reveal, e.g., convexity or connectedness properties, solely from the projections [10] . Recently, some authors have considered the problem of reconstructing discrete sets with minimal or predefined perimeter, and related problems [3, 7, 8, 15] . However, all those reconstruction methods assume that the perimeter is given a priori. The aim of this paper is to show how prior information of the perimeter can be extracted by using neural networks, if it is not given beforehand. To the best of our knowledge no such approach has been published so far which attempts to obtain this information solely from the projections of a given discrete set.
The structure of the paper is the following. First, the necessary definitions are introduced in Section 2. In Section 3 we present neural networks for estimating the perimeter from the horizontal and vertical projections first for simpler, then for more complex discrete sets. Here, we also give experimental results. In Section 4 we investigate the possible minimal and maximal perimeter of a discrete set, arising from the studied classes. Finally, Section 5 is for the conclusion.
Preliminaries
An arbitrary finite subset of the two-dimensional integer lattice defined up to translation is called discrete set which can be represented by a binary image or binary matrix, too (see Fig. 1 ). In the following -depending on technical convenience -we will use both terms discrete set and binary matrix in the same sense. To avoid confusion, without loss of generality, we will assume that the vertical axis of the 2D integer lattice is directed top-down and the upper left corner of the smallest containing rectangle of the discrete set is the position (1, 1) .
A discrete set F is 4-connected if for any two distinct positions P, Q ∈ F there exists a sequence of distinct posi-
A discrete set is called h-convex (v-convex) if all the rows (columns) of the set are 4-connected, i.e., the 1s of the corresponding representing matrix are consecutive in each row (each column), respectively. If a discrete set is both h-and v-convex, then it is called hv-convex. For example, the discrete set in Fig. 2 is hv-convex.
The size of the discrete set is defined by the size of its minimal bounding rectangle. Given a discrete set F of size m × n, its horizontal and vertical projections are defined by the vectors H(F ) = (h 1 , . . . , h m ), and V(F ) = (v 1 , . . . , v n ), respectively, where
and
For example, the horizontal and vertical projection of the discrete set F in Fig. 1 is H(F ) = (1, 4, 3, 2, 2, 1) and V(F ) = (1, 4, 2, 3, 2, 1), respectively. Throughout this paper, unless we emphasize the opposite, we assume that h i > 0 (i = 1, . . . , m) and v j > 0 (j = 1, . . . , n). The reconstruction problem in DT is defined as follows. Given m, n ∈ N + positive numbers and H ∈ N m , V ∈ N n vectors, compute a discrete set F of size m × n, such that H(F ) = H and V(F ) = V . As mentioned earlier, this task is often extremely underdetermined. For example Fig. 3 shows two different discrete sets with the same horizontal and vertical projections. Hence, prior information such as connectedness, convexity, or the perimeter of the discrete set is indeed needed to reduce ambiguity. These additional properties then can be inserted into the objective function, if one formalizes the task of reconstruction as an optimization problem. If this approach is taken, usually the goal is to find a feasible solution that minimizes the function
where A is the matrix that defines the connection between each projection ray and each element of the discrete set, x ∈ {0, 1} mn is the discrete set represented in vector form, b is a vector containing the projection values, Φ(x) : {0, 1} mn → R is a function that specifies to what extent the given prior condition is satisfied by the current discrete set. Finally, γ ≥ 0 is an arbitrarily chosen weight, that describes which term we want to emphasize on more. In this way, the second term on the right-hand side of Equation (3) is used to incorporate the properties of the discrete set known beforehand, thus reducing the number of possible global optimums. For example in [15] , the difference from a given perimeter is used as additional information to aid the reconstruction.
The perimeter of a discrete set F of size m × n is defined by (i,j)∈{0,...,m}×{0,...,n}
with the convention that f ij = 0 whenever i = 0, j = 0, i = m + 1 or j = n + 1. For example, the perimeter of the discrete set of Fig. 1 is equal to 28.
Note that the perimeter of an hv-convex discrete set is always determined by its size (and then, of course, by its projections, too). Namely, every hv-convex discrete set of size m × n has a perimeter of 2(m + n). Moreover, it is also easy to see, that it is the minimal possible perimeter value among discrete sets of size m × n (see also Fig. 2 ). In this paper our aim is to estimate the perimeter of some more general discrete sets by exploiting the information of their horizontal and vertical projections.
Neural Networks for Estimating the
Perimeter of Discrete Sets
Generation of the Test Images
Since our aim is to investigate how neural networks can estimate the perimeter of some simple and also more complex discrete sets, we needed methods to generate discrete sets for this purpose. For images having relatively simple structure, we decided to choose the class of h-convex discrete sets. Elements of that class were generated in the following way. In each row of the h-convex discrete set, we put exactly one sequence of consecutive 1s. If the size of the discrete set is m × n, then the length of the sequence can vary between 1 and n. A sequence of length k ∈ {1, . . . , n} can start at n − k + 1 different positions of the row. Therefore, the probabilty that the generated sequence for a single row is of length k was set to n−k+1 n(n+1)/2 . Once the length of the sequence was determined, we defined its starting position simply by picking a random integer from the interval [1, n − k + 1] using a uniform distribution. Notice that the size of the discrete set produced this way is not necessarily m × n, it may be less, as the vertical projection of the discrete set can contain zero values, sometimes even as the first or/and the last coordinate. However, we found that it occured in just an insignificant number of the cases, and in the following we neglect this phenomenon. Note also that a similar method can be applied to generate v-convex discrete sets, too.
In order to obtain discrete sets with more complex structure, we combined h-convex and v-convex discrete sets, by taking the union of them. Formally, using the correspondig representing matrices, such a matrix M was calculated by m i,j = max(b i,j , c i,j ) where B and C is a randomly generated h-convex (v-convex) matrix, respectively. Figure 4 shows an h-convex and a v-convex set, and a discrete set generated from these two sets in the abovementioned way. For the sake of simplicity, in the followings we will refer to this class of discrete sets as random discrete sets. Figure 5 . A basic feed-forward neural network with one hidden layer. In case the discrete set is of size m × n the horizontal and vertical projecions form a vector of length m + n, hence the input layer itself contains m + n units. The hidden layer consists of u units, while the output layer is only one neuron. W k,j and W j,i denote the weights for each connection between the input and the hidden layer, and between the hidden and the output layer, respectively. The range of the indices are: k = 1, . . . , m + n; j = 1, . . . , u; i = 1.
Feed-Forward Neural Networks
A multilayer neural network consists of units called neurons arranged in separate layers. Neurons pass information to each other via directed links. Each of these directed connections, i.e. from neuron j to neuron i, transmits an activation value a j of the sending neuron with a weight W j,i attached to it. In a feed-forward neural network, a neuron that belongs to a certain layer can receive input only from neurons in the preceding layer. After computing the weighted sum of its inputs in i = W j,i a j , the neuron passes this value to an activation function g of its own, which calculates the output a i = g(in i ). The result is then forwarded to neurons in the next layer. Basically one could view a feed-forward multilayered network architecture as a directed, weighted graph, where the information flows in the same direction from layer to layer. A simple, three layer architecture is shown in Fig. 5 . Such a system with one hidden layer in the middle holding a sufficient number u of units is able to represent any continuous function of its input, thus is chosen for our experiments.
The training of the network is done with the aid of a training set of samples. Each sample and the desired output as a pair serves as a single input pattern for the network. By propagating the input through the network, then comparing the network's output with the target value corresponding to the sample, the error is measured. Weights of the connections responsible for the error are slightly adjusted with each visited sample. Updating the weights of links Table 1 . Number of hidden neurons used for the perimeter estimation of h-convex and random discrete sets, depending on the size of the sets. Size  10×10 20×20 30×30 40×40 50×50 60×60 70×70 80×80 90×90 100×100   h-convex  20  40  40  40  50  70  80  60  70  80  random  10  30  35  45  50  45  50  55  60  60   Table 2 . Perimeter estimation of h-convex discrete sets from size 10 × 10 to 100 × 100. The leftmost column indicates the allowed difference between the true and the estimated perimeter. between the hidden and the output layer is rather straightforward: W j,i = W j,i + αa j ∆ i , where ∆ i = Err i g ′ (in i ) and Err i is the error of output unit i. The learning rate α determines the degree of the modification to be made to a weight after evaluating the error on a single training sample. For updating the weights of links in between the input and the hidden layer (W k,j ), the well-known backpropagation method is used. The aim is to minimize the error on the entire training set, therefore the training is a search through the weight space to find a setting with a minimal sum of squared errors on the training data. The assumption is that the obtained setting will provide the best performance on an unseen set of samples as well, given that both originate from the same distribution.
A technique called momentum is also used to speed up the training process. An update of a certain weight of a connection is based on the previous update made on the same connection. It is favorable that the direction (+/-) of the previous modification is preserved, since the network is more likely to generalize better this way. In case the current weight update specified by the output error is in the opposite direction as the previous, the momentum constant β also makes sure that a step in a new direction is a small, initial one. The resulting formulas for weight updates are the following:
In our experiments we used the above introduced multilayer feed-forward network model. As an implementation for neural networks, we used WEKA's Multilayer Perceptron, which is a component of this suite of machine learning algorithms [11] . The mentioned implementation offers a single hidden layer with an arbitrary number of hidden units, adjustable parameters during training, descretization of real-valued data, and various other features that made the precision of our calculations better and less time consuming. The structure of the constructed network is as follows. The network holds only one hidden layer to estimate the perimeter of certain classes of discrete sets. Neurons in the input layer receive the horizontal and vertical projection values, so their number is fixed by the size of discrete sets under investigation. The output layer consists of a single output node which gives the final estimated perimeter (see again Fig. 5 ). Determining the number of hidden neurons to allocate proved to be a rather difficult task. Having too few causes lack of performance, on the other hand having too many causes overfitting on the training data. Our tests clearly showed that below a certain number of hidden units the accuracy of the network drastically decreased, while using more than the ideal number did not produce such bad results. First we attempted to find the optimal settings for the perimeter estimation of h-convex discrete sets. The training set and the test set included 1500 and 300 samples, respectively. We have experimented with different splittings and ratios -1600 training-and 300 test samples; 2000 training-and 500 test samples; etc. -but none of these changes had any significant, let alone positive effect on the network's performance. After careful experimenting the following parameters were found to be the best: learning rate α was set to 0.001, momentum β was set to 0.3, and the number u of hidden neurons used is presented in Table 1. Although β = 0.3 is an unusually low value for the momentum, it assured the most stable results. Table 1 shows that the number of hidden units somewhat increased along with the size of the sets investigated, with only a few exceptions. For estimating the perimeter of random discrete sets, the setup only differed in the required number of units in the hidden layer, this is also presented in Table 1 .
Experimental Results
The estimation of the exact perimeter could be a very hard, in some cases even impossible task, since two different discrete sets with different perimeters can have the same horizontal and vertical projections (see, e.g., Fig. 3 ). Thus, our aim was to study the accuracy of the neural network in case some degree of uncertainty is allowed. The following uncertainty levels were introduced: from 1% to 10%, and 20% difference from the actual perimeter of the given discrete set presented in the test image.
Every test -defined by the allowed uncertainty and the size in question -was repeated five times, and the end result is the average of these separate runs. The final results for h-convex sets are shown in Table 2 . The table shows the error percentages for certain uncertainty levels depending on the size of h-convex discrete sets. Results for random matrices are shown in Table 3 , in a similar fashion.
As one can see, neural networks provided better results for estimating the perimeter of random discrete sets. This is in confirmity with the observation that fewer hidden neurons were sufficient for this class (see Table 1 ). Also the number of these hidden units increased more or less steadily with the size in this case, making this a noticeably easier task for the network than estimating the perimeter of h-convex sets. For example, by allowing a 10% deviation from the exact perimeter for random sets of size 100×100 the network mispredicted the perimeter of only 0.2% of all test samples. In the same test configuration, with an allowed uncertainty of 10%, the error is about 3.0% for hconvex discrete sets of size 100×100. Considering that one could obtain this information from merely two projections, it can prove to be a useful result for practical application purposes.
Discrete Sets with Maximal and Minimal Perimeters
In addition to neural networks, we examined other machine learning techniques, such as decision trees and regression tress, for perimeter estimation purposes. Since the possible number of different classes needs to be finite for these techniques, the descretization of possible perimeter values had to take place. For this, we had to specify the absolute minimum and maximum perimeter values for all sizes and both types of discrete sets. During this process we discovered Table 4 . The rounded averages of the minimum, average (with absolute deviance) and maximum perimeter of 10 sets of 5000 h-convex discrete sets for each size. 10×10 20×20 30×30 40×40 50×50 60×60 70×70 80×80 90×90 100×100   Minimum  44  154  320  582  904  1224  1738  2264  2878  3562  Average  68  216  444  752  1140  1610  2168  2798  3488  4328  Deviance  8  12  30  46  63  82  102  126  150  173  Maximum  94  284  574  984  1448  1952  2584  3356  4098  4980   Table 5 . The rounded averages of the minimum, average (with absolute deviance) and maximum perimeter of 10 sets of 5000 random discrete sets for each size.
Size
Size 10×10 20×20 30×30 40×40 50×50 60×60 70×70 80×80 90×90 100×100 that for both the h-convex and the random discrete sets, the perimeter for each size fell in a well-defined interval. This interval is usually a lot more narrow than expected, which could be helpful to make more precise decisions for estimating the perimeter. We came to the conclusion, that we might be able to estimate the minimum and the maximum of the perimeter values, only from the size and type of the discrete sets under examination. We used inter-and extrapolation to estimate these values for each size, and prove our conjecture for matrices of greater size, too.
Interpolation is a method for constructing new data points within the range of a discrete set of known data points. By obtaining a selected few number of data points with experimentation, we can estimate the value of that function for an intermediate value in the range of the known data points. Two common choices for interpolation are curve fitting and regression analysis. Extrapolation is similar to interpolation, but the estimated new data point can extend beyond the beginning or ending values of the known data range. Results of extrapolation are therefore subject to greater uncertainty, but it has the advantage of not being bounded by the interval of the known points.
The MATLAB R development environment has been chosen to perform the interpolation and the extrapolation tasks. We achieved the best results by using spline interpolation. In this case, the interpolant is a spline, which is a special type of piecewise polynomial. By using different, usually low-degree polynomials in each of the intervals, it assures, that the polynomial pieces fit smoothly together, by meeting certain differentiation criteria. MAT-LAB's built-in spline interpolation method is also capable of extrapolation of the given data.
We attempted to estimate the minimal and maximal perimeters for the following sizes of discrete sets: from 10×10 to 100×100, 120×120, 150×150, 180×180, and 200×200. For each size of both h-convex and random sets, 10 sets consisting of 5000 matrices have been generated. Using these 10 sets for each size, the averages of the minimal, average and maximal perimeters have been calculated. Moreover, the absolute deviation has been also determined for each size. It is worth noting that -somewhat surprisingly -this latter value showed no significant difference between h-convex and for random discrete sets. The aforementioned values, for sizes from 10×10 to 100×100, are presented in Table 4 and Table 5 . Using only a few of these as predefined points we attempted to apply interpolation and extrapolation to estimate the rest. During these attempts we found, that for best results three predefined data points were sufficient in all cases for the extrapolation. By adding more points to the model, the results did not improve in any case.
First we started with the minimal perimeter estimation of h-convex sets. The initially given data points were the calculated averages of minimum perimeters of sets of sizes 10×10, 60×60, and 100×100. For the maximal perimeter estimation, the initially specified points were the calculated averages of maximum perimeters of sets of sizes 10×10, 20×20, and 100×100. The results are shown in Table 6 . In both cases the maximum error was less than 2% for each size, which means that inter-and extrapolation estimated the possible minimum and maximum perimeters very well, even if only a few initial data points were given.
After the tests on h-convex matrices, we proceeded with the random sets. In this case the existing data points for the inter-and extrapolation of the minimal perimeters were the previously computed averages of minimal perimeters of discrete sets of sizes 10×10, 20×20, and 90×90. For the estimation of the maximal perimeters the used data points were the averages of the maximal perimiters of random discrete sets of sizes 10×10, 20×20, and 70×70. The results are shown in Table 7 . Similar to previous tests, the accuracy of the extrapolation was very high, although not as good as the results obtained for h-convex tests.
Conclusion
Our experiments revealed that neural networks are useful tools to estimate the perimeter of simple or even structurally more complex discrete sets, only from their horizontal and vertical projections, allowing some degree of uncertainty in the result. The estimation of the perimeter of h-convex sets is less accurate, than of random sets, but the difference is not significant. All performed tests were the result of averaging several independent runs on separate datasets generated for each problem. Estimating the minimal and maximal perimeter for both sets also proved to be successful using inter-and extrapolation. We managed to give a close estimation of the perimeter for discrete sets of greater sizes, too. As mentioned in Section 4, this was crucial for applying other machine learning techniques, that we experimented with to estimate the perimeter, like e.g. decision trees or regression trees. However, the latter methods did not perform as well as neural networks on this particular task, so those results were omitted from this paper.
We discovered, that the perimeter of the generated discrete sets fell in a well-defined range, that depended on the size of the set in question. Figure 6 shows an average distribution of the perimeter of h-convex discrete sets of size 50×50, which strongly resembles a Gaussian distribution. The same type of distribution is common for perime- Figure 6 . The distribution of the perimeter (horizontal axis) of 100000 h-convex discrete sets of size 50×50.
ter values of different sizes, and of random discrete sets as well. Furthermore the variance seems to get smaller with the size, which would partially explain the fact that our estimations get better by increasing the size, see Table 2 and  Table 3 . Although these limited intervals for each size obviously boost the precision for the estimation of the perimeter, the performance of our trained neural networks -which exploit the information of the projections as well -is much better, than what one could gain from a simple statistical approach that takes advantage of how the expected perimeter depends on the size of the discrete set.
In the presented tests only horizontal and vertical projections were used as input. We also conducted experiments using additional projections, like the diagonal and antidiagonal ones, but we found that the results were not significantly better.
In summary, neural networks performed well in estimating the perimeter of discrete sets from two projections. We presented here only the first necessary steps in investigating the applicability of this approach to extract information regarding the perimeter from the projections themselves. The knowledge extracted this way allows us to use methods of discrete tomography designed for reconstructing discrete sets from their projections and perimeter, even if this latter information is not explicitely given. This can provide a useful extension of former models that can facilitate the reconstruction in practical applications, too. In the near future, we plan to test our method on more complex synthetic and real data, as well.
