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iAbstract
Effective treatment of affective disorders is often challenged by incorrect or delayed diagnosis. Pa-
tients with bipolar disorder (BD) typically receive between 1 and 4 prior diagnoses of other mental
health disorders preceding correct diagnosis, commonly with a delay from illness onset of 10 years,
highlighting the difficulty of accurate diagnosis in a clinical setting. Most commonly, bipolar disorder
is misdiagnosed as unipolar major depressive disorder (MDD), with between 25 and 50% of people
diagnosed with depression being later re-classified as bipolar. The current problem of misdiagnosis
is compounded by the lack of laboratory based quantitative testing for affective disorders available in
clinical situations.
The overarching objectives of this thesis are to demonstrate the utility of machine learning algorithms
to neuroimaging data in order to provide a computational platform for classification, diagnosis and
prediction of mood disorders. The thesis hence aims to unify three main themes - namely the clinical
psychiatry of affective (mood) disorders, analytic principles of neuroimaging data (such as network-
based platforms) and machine learning.
I first combine network theory and machine learning to address the issue of diagnostic classification
using resting state functional magnetic resonance imaging (fMRI). I find that key metrics describing
functional organization of the brain can be harnessed to yield accurate diagnostic boundaries in the
data set I examine. In particular, the organization of ongoing brain activity into communities provides
key information which distinguishes MDD from healthy controls.
I next investigate a core group of brain regions which modulate network efficiency at a global scale,
known as the rich club. Although this has previously been examined in structural brain networks, I
apply it to resting state functional images. Furthermore, I investigate the robustness of the functional
rich club following the correction of systematic artifacts in fMRI scans. Here I conclude a densely
connected rich club is present in resting state fMRI across using all processing styles. However, the
composition of members changes depending on key choices in the preprocessing of data. Further
validation of the rich club should assess the impact of using different scanners or brain atlases.
From chapter 4 onward, I shift the focus from depression to bipolar disorder. Here I start by assessing
the functional connectivity of the inferior frontal gyrus, a region which is down regulated during an
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emotional recognition task in first degree relatives of bipolar subjects. Using a technique capable of
identifying subtle alterations in functional networks I identified a community of connected brain re-
gions with substantially reduced functional connectivity in bipolar subjects. I used machine learning
to distinguish people with bipolar from first degree relatives and a healthy cohort. This was most ef-
fective between bipolar subjects and control subjects, while identifying the first degree relatives from
either of the other groups was substantially less successful. Interestingly, the most salient informa-
tion, selected as features in the classification overlapped strongly with the regions identified using the
classic between group contrast.
Following this I broaden the analysis of bipolar disorder to a whole brain analysis and move from
functional to structural connectivity. Using probabilistic tractography derived from diffusion weighted
images, I first identify the structural rich club. The rich club was found to be more densely connected
in first degree relatives, with no substantial differences between either bipolar or control subjects. The
rich club is then used to train classification algorithms, allowing me to assess the applicability of this
structural backbone in providing salient features which may be used in the identification of bipolar
disorder. The next logical step would be to combine functional and structural information in the same
subjects in an effort to improve the predictive power of the classifiers.
In sum, I have assessed the applicability of network measures of brain organization towards quantita-
tive classification of affective disorders. Findings described throughout this thesis add to the growing
body of knowledge surrounding subtle neurobiological differences in affective disorders. This study
lays the foundation for an approach which would ideally be extended in future studies to larger co-
horts, multiple disorders and cross-imaging platform translation.
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Introduction
The overarching objectives of this thesis are to demonstrate the utility of machine learning algorithms
to neuroimaging data in order to provide a computational platform for classification, diagnosis and
prediction of mood disorders. The thesis hence aims to unify three main themes - namely the clinical
psychiatry of affective (mood) disorders, analytic principles of neuroimaging data - and the network-
based platforms adopted throughout the thesis for analysing these - and machine learning. Here, I
provide a brief introduction to each of these very broad areas, beginning with affective disorders.
1.1 Affective disorders
Affective disorder is an overarching term given to a cluster of mental health disorders characterised by
disturbances of affect, thinking and behaviour reflecting disrupted mood [1]. Affective disorders in-
clude major depression and bipolar disorder, which together account for a significant proportion of the
illness burden in Australian society [2]. These disorders can range from isolated episodes with mini-
mal impact on functioning, to lifelong disabling illnesses with marked and recurring symptomatology
[3]. Mood disorders are closely related to anxiety disorders such as generalised anxiety disorder [4].
Despite similarities between mood disorders and anxiety, differential diagnosis is of key importance
[5]. Mood disorders must also be distinguished from psychotic disorders such as schizophrenia in
which delusions (disrupted cognitive inferences), and hallucinations (distorted perception) dominate.
However, mood disturbances often arise in people with psychotic disorders. Moreover, both depres-
sion and bipolar disorder - which are generally considered mood disorders - can also cause psychotic
disturbances [6]. Already we encounter one of the greatest challenges in clinical psychiatry, namely
in reliably defining nosological boundaries between conditions. This problem arises partly because
of a lack of diagnostic tests based on laboratory tests or imaging investigations [7]. That very broad
1
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challenge is indeed part of the motivation behind using more refined quantitative methods in this the-
sis. For the purposes of this introduction, however, the more contested areas of diagnostic nosology
in clinical psychiatry will be put aside and attention will be given to current gold standard practices
for evaluation and diagnosis, which I now review.
1.1.1 Major depressive disorder
Major Depressive Disorder (MDD) is a mental health disorder that is characterised - at its core - by
pervasive disturbances of mood - that is, by the presence of low mood, sadness and related feelings
such as hopelessness, and suicidality[1]. The course of MDD varies, with some experiencing a single
episode, while others exhibit a more chronic, recurring illness pattern leading to lifelong disability
[3]. Due to its impact on wellbeing and inter-personal functioning, depression not only affect the
individuals diagnosed, but to a varying degree impacts friends, family and co-workers [8].
Individuals with MDD present with a broad array of symptoms and associated impairments. They
often feel lethargic and retract from interpersonal interactions. This can manifest itself into an affin-
ity for isolation during depressed episodes. Depressed patients often experience cognitive distor-
tions, including reduced recollection of positive events and excessive focus on negative events, over-
generalization, and an inflated attribution of personal fault [9]. Depressed patients are generally less
social and are more likely to seek solitude, and are less able to identify internal emotional states based
on facial expressions: this disability is theorized to contribute to a common feeling of social exclusion
by peers [10]. Depressive episodes can be relatively minor and self-limiting with full remission and
recovery of functioning. However, depressive episodes can also be severe to the point of psychosis
[9]. Acute depressive episodes can also be very lengthy, or may only partially remit, impacting on
recovery and hence further contributing to its disability. In clinical practise, diagnosis rests almost
exclusively upon the opinion of an individual clinician following a clinical interview and - possibly
- review of case notes and corroborative history from relatives. Ostensibly, clinical diagnosis draws
upon the official diagnostic criteria in the Diagnostic and Statistical Manual of Mental Disorders
(DSM) developed by the American Psychiatric Association [11]. During my thesis, the contempora-
neous version was DSM-IV-TR: The symptom criteria for MDD in DSM-IV-TR are provided in Table
1. DSM-V was released in 2013, and these symptoms remained the same. In Europe, diagnoses draw
more frequently from the International Classification of Diseases (ICD), which is the official diagnos-
tic handbook of the World Health Organization (WHO). Practically, however, clinicians rarely abide
strictly to DSM or ICD, but rather draw from their (sometimes idiosyncratic) training and clinical ex-
perience. For the purpose of reproducibility, psychiatric researchers must abide by defined diagnostic
criteria: These are reviewed below (see the Section on Assessment). Note, however, that as for all
disorders in clinical psychiatry that are amenable to research, none of the diagnostic and assessment
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TABLE 1.1: DSM-IV-TR diagnostic criteria for MDD [11].
Major Depressive Disorder requires two or more major depressive episodes. Diagnostic cri-
teria: Depressed mood and/or loss of interest or pleasure in life activities for at least 2 weeks
and at least five of the following symptoms that cause clinically significant impairment in
social, work, or other important areas of functioning almost every day.
1. Depressed mood most of the day.
2. Diminished interest or pleasure in all or most activities.
3. Significant unintentional weight loss or gain.
4. Insomnia or sleeping too much (Hypersomnia).
5. Agitation or psychomotor retardation noticed by others.
6. Fatigue or loss of energy.
7. Feelings of worthlessness or excessive guilt.
8. Diminished ability to think or concentrate, or indecisiveness.
9. Recurrent thoughts of death
criteria make reference to quantitative laboratory or imaging tests: All rather rely upon some mixture
of rater opinion or self-rated questionnaire.
1.1.2 Bipolar disorder
Bipolar Affective Disorder (BAD) is an affective disorder characterized by large and unpredictable
mood swings. More precisely, BAD is defined by the presence of upswings in mood, known as mania
(when it occurs in full force), or hypomania (an attenuated form of mania) [6]. Patients with BAD
also usually experience episodes of depression (in fact it is rare for these not to occur), although the
diagnosis of BAD is not predicated upon them [11]. The DSM-IV-TR criteria for BAD type I (with full
mania) and BAD type II (with hypomania) are provided in Table 1.2. Manic episodes are characterised
by elevations in mood (elation or irritability), although mood lability and even aggression may also
occur. The key features of a manic episode include acute disturbances in thinking and behaviour,
rapid speech, thought disorder, increased impulsivity, increased libido and feelings of grandiosity
and creativity. Manic episodes can become so severe that frank psychotic disturbances, including
hallucinations and delusions, occur [6]. Manic episodes often lead to uncharacteristic behaviour with
a high risk for harm to reputation and inter-personal functioning. Hence, like MDD, BAD is associated
with high levels of disability - particularly when the manic episodes are severe and/or recurring.
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TABLE 1.2: Bipolar disorder is characterized by having more than one bipolar episode
1. A distinct period of abnormally and persistently elevated, expan-
sive, or irritable mood, lasting at least 1 week (or any duration if
hospitalization is necessary)
2. During the period of mood disturbance, three (or more) of the fol-
lowing symptoms have persisted (4 if the mood is only irritable)
and have been present to a significant degree:
(a) increased self-esteem or grandiosity
(b) decreased need for sleep (e.g., feels rested after only 3 hours
of sleep)
(c) more talkative than usual or pressure to keep talking
(d) flight of ideas or subjective experience that thoughts are rac-
ing
(e) distractibility (i.e., attention too easily drawn to unimportant
or irrelevant external stimuli)
(f) increase in goal-directed activity (either socially, at work or
school, or sexually) or psychomotor agitation
(g) excessive involvement in pleasurable activities that have a
high potential for painful consequences (e.g., engaging in
unrestrained buying sprees, sexual indiscretions, or foolish
business investments)
1.1.3 Related diseases
As we have seen, although MDD and BAD are defined by the presence of disturbances in mood, these
disorders can also coexist with other disorders such as anxiety, psychosis, and cognitive impairment.
Likewise, disturbances of mood are common in these other disorders. Hence any attempt to employ
quantitatively tractable methods to diagnose affective disorders needs to be cognisant of these co-
occurring and/or related conditions. For example, schizophrenia is a pervasive disorder of the form
and content of thought, so expressed through hallucinations and delusions [11]. Depressive episodes
occur commonly in schizophrenia and often compound the disability [12]. However, depression is
not the defining symptom of schizophrenia (and many people with schizophrenia never experience
depression). Although psychotic phenomena may (infrequently) occur in depression, they occur only
in the context of severe episodes and are associated with so-called mood-congruent delusions, such as
those of sin, poverty or guilt [13].
Chapter 1. Introduction 5
Generalized anxiety disorder and dementia are two other disorders that can be phenomenological
similar to affective disorders. In the former, anxiety - not depression - is the defining experiential
disturbance. Dementia is a progressive neurodegenerative disorder that impairs cognition, affecting
mood and behaviour. Often dementia is associated with late-onset depression with these two disorders
both often driven by shared underlying neurovascular pathology [14]. Ideally, any proposed approach
towards refining nosology using machine learning and imaging should acknowledge the specificity
of BAD and MDD from these related disorders: That is, however, a major challenge facing the in-
ternational psychiatry research community. Here, I focus only on demarcating MDD and BAD from
matched healthy controls, as a more proximal goal.
1.1.4 Prevalence and burden of disease
Affective disorders impact on all facets of life, including financial and psychosocial well-being. A
multitude of factors contribute to the financial burden of mood disorders. Individuals often have
difficulty retaining paid employment, which may be due to increased personalization of fault in the
workplace and the cyclic nature of mood episodes thus directly impacting work capacity amongst
others [15]. People with MDD may feel personally responsible for problems outside their control.
When coupled with perceived social alienation, this often leads to reduced productivity at work (pre-
senteeism) and an increased amount of time spent absent from work (absenteeism), making these
individuals less competitive in the job marketplace [16]. The economic burden of depression is vast,
given high treatment costs and lost productivity. In Australia, six million working days are lost each
year due to absenteeism, with another 12 million working days of reduced productivity [17]. This
creates a burden of nearly $10,000 per individual to companies employing depressed individuals. The
total cost to the Australian economy in the 2004/05 financial year was estimated at $3.3 billion [18].
In the United Kingdom, 23.4 million working days were lost in 2009/10 due to mental illness; 9.8
million (41.9%) of these were due to depression, anxiety or stress [19].
The estimated prevalence of depression internationally varies from 3% (Japan) to 17% (United States)
with most countries falling into the range of 8-12%, when measured as occurring in the past 12
months. Lifetime prevalence rates vary between 40 and 55% [20]. The World Health Organization
(WHO) predicts that by 2030, depression will be the largest cause of burden out of all health condi-
tions [21]. Shekhar Saxena of the WHO stated: “We have the numbers to show that poorer countries
actually have more depression compared to richer countries. And even poor people in rich countries
have a high incidence of depression. This is not always reflected by the figures as these people are not
always treated and thus not recognized” [22].
The lifetime risk of suicide in those suffering from depression has been estimated to be between 6 and
15% (estimates varying across studies). However, the number of suicides in a typical primary care
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facility is 10 per 100,000 patients [23]. The 10-year suicide risk for childhood depression is 4.4%,
highlighting the need for better identification of individuals at risk of suicide [24].
High rates of suicide in MDD and BAD mean that affective disorders bring an enormous burden of
illness to the families and friends of patients. For each individual who commits suicide, [25] there
are an estimated 6-10 people who live as suicide survivors typically family and friends of the suicide
victim. There is a divide in the literature on whether suicide survivors have a significantly different
mourning and recovery process than survivors of accident related deaths [26, 27]. This debate stems
partly due to the societal stigma attached to suicide. Regardless of the similarities/differences between
suicide and accidental death survivors, there are a number of negative short- and long-term effects.
Survivors often experience ongoing feelings of blame, guilt, rage, resentment, shame and an inability
to find meaning in life. These feelings are intensified if the survivor had been in a close relationship
with the victim [28]. The stigma experienced by survivors can lead to an extended recovery time from
crisis, and in more extreme cases lead to a survivor altering their environment by a change of living
location, social activity or workplace, to overcome the taboo of suicide [26].
Disability -adjusted life years [29] has been the gold standard for comparing years of healthy life lost
in terms of both morbidity and mortality (Table 1.3).
TABLE 1.3: Disability-adjusted life years, as calculated by the World Health Organization
DALY is calculated as:
DALY = Y LL+ Y LD
where Y LL = deaths× live expectancy at time of death
Y LD = incidence× duration× severity weight
Mental and substance disorders accounted for 7.4% of DALYs worldwide. As the impact
of mortality on DALYs for mental and substance disorders is low (4.7%), it is reasonable
to look at the impact in terms of years lost due to disability (YLD) separately. When con-
sidering only YLDs, mental and substance disorders had the highest impact of any group.
Depressive disorders accounted for 45.4% of DALYs in the mental and substance disorder
category. Schizophrenia accounted for 7.4% of DALYs, and bipolar disorder 7.0% within
the mental and substance disorder category [30].
1.1.5 Shift to primary care
Since the publication of the Australian national mental health reports in 1993 [31], there has been
a shift towards community-based care for mental health disorders [32]. As a result, tools to help
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support health professionals in these settings, such as general practitioners (GPs), are becoming more
essential. Often, the responsibility for diagnosis and treatment of MDD rests entirely on the local
GP, including monitoring response to medication, assessing risk and considering referral to other
services. The complexity of mental health disorders, together with the often limited allocated time
frames of consultations, challenges diagnostic reliability in this setting [33]. Therefore, an objective
tool to help GPs assess a given patients mental health status would be beneficial in two regards.
Firstly, identifying change in clinical state in a longitudinal manner would allow GPs to quantitatively
track clinical progress and response to treatment and/or identify triggers. Secondly, more accurate
identification of the underlying illness would ensure more appropriate choice of treatment.
1.1.6 Diagnostic challenges
Only 35% of people suffering from MDD are currently diagnosed [34, 35]. To complicate the issue
of diagnosis further, of the people diagnosed, approximately 20% are misdiagnosed [34]. This is
predominantly due to the large number of similar symptoms between disorders, and the diverse phe-
notype of affective disorders, coupled with the subjective nature of the current diagnostic criteria. The
limitations of the current symptom-based approach are well recognised [36] and remain the subject
of scientific debate (e.g. see [37, 38]). Depression identified by general practitioners has substantially
lower incidence rates than depression identified in epidemiological studies [39]. Clinical diagnosis is
also prone to bias due to race, gender and socioeconomic status [36]. A recent meta-analytic study
found that diagnostic accuracy of primary care physicians in Australia was one of the lowest of high
income countries [40]. Although clinical rating scales and structured interviews do improve reliability
and sensitivity [41], they can be costly and require substantial training, limiting their translation into
primary practice. Reliability is also imperfect: Test-retest reliability for comprehensive (one hour)
assessments by trained raters is only ’good’ for major depression (k=0.65-0.73) and ’fair to good’
for other mood and anxiety disorders (k=0.40-0.67). Indeed, moderate inter-rater reliability when
using these techniques has recently been identified as contributing to excessive variance in measures
of treatment outcome [42, 43] contributing to the growing rate of failed clinical trials [44].
MDD is particularly hard to disambiguate from the depressive cycle of a bipolar disorder, as both share
symptoms such as a lack of motivation/energy, irritability, negative feelings, altered sleep behaviour,
feelings of guilt and suicidal thoughts. Due to the overlap between differing disorders, machine
learning techniques have been employed to identify complex relationships that best disambiguate the
similar disorders. These techniques have the potential to enable better classification and thereby better
treatment plans for individuals, shifting diagnosis towards a personalized medicine approach. In this
thesis, I will start by using machine learning to diagnose MDD from a healthy population, followed
by bipolar, once again from a healthy population.
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1.2 Assessment
In the absence of definitive laboratory or imaging tests, mental health researchers need to make re-
course to standardised interviews, clinical criteria, questionnaires and/or patient history. I briefly
review each of these below.
1.2.1 Consensus interviews
Open-ended interviews by a trained psychiatrist are the gold standard approach for assessing potential
clinical participants for inclusion in research. Whilst the clinicians administering the interviews are
highly trained specialists with a wealth of experience, this gold standard approach is nonetheless im-
perfect, particularly where patients have symptoms from more than one diagnostic area (such as low
mood plus anxiety). An advantage of the open interview format is the ability of the interviewer to in-
vestigate factors that may affect the clinical presentation. Such factors are not specifically assessed in
structured interviews. Furthermore, as the accepted diagnosis criteria (in the DSM) changes, specif-
ically with regards to exclusion criteria, structured interviews do not change their criteria, whereas
trained psychiatrists can adapt in order to incorporate this new information. To illustrate this point,
in the update from DSM-IV to DSM-V, the bereavement exclusion criterion was dropped. The be-
reavement clause was initially included as the symptoms of mourning can resemble MDD. However,
treatment options for depression verses bereavement are very different. According to the DSM-IV an
individual could not be diagnosed with MDD during the mourning period [11]. In an open interview,
a psychiatrist could ascertain if there was comorbidity between bereavement and MDD. One disad-
vantage of open interviews is the ordering and phrasing of questions, which may lead to different
outcomes for the same patient. For example, a patient may answer differently between being asked
if they have difficulty sleeping, or whether in the past 2 weeks or when they have problems falling
asleep. To reduce inter-rater variability multiple interviews can be conducted by different psychia-
trists. A consensus interview between two or more psychiatrists according to standardised diagnostic
criteria is currently considered the gold standard [45]. In this context, I now review the main structured
diagnostic tools.
1.2.2 MINI/CIDI
Structured diagnostic interviews have several advantages over clinician interviews. First, the structure
removes any differences in question ordering or phrasing, hence reducing response variability. The
Composite International Diagnostic Interview (CIDI) is a large structured interview which differen-
tiates between a wide variety of mood, anxiety, substance abuse, and impulse control disorders [46].
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Inter-rater reliability in the CIDI is very high, reported to be >97% for depression and >99% for
bipolar 1 and 2 disorders [47]. Another benefit of the CIDI is that trained interviewers can administer
it (along with psychiatrists) hence widening application. One disadvantage of the CIDI is that the
interview can take 1.5 hours to complete [48]. For this reason, an alternative interview, the Mini
International Neuropsychiatric Interview (MINI) was developed [48]. The MINI has a high level of
agreement with the CIDI for MDD (Sensitivity: 0.94, Specificity: 0.79) [48].
1.2.3 Clinical and neuropsychiatric scales
The DSM has contained diagnostic criteria for depression since the DSM-II (1960) through until the
current version (DSM-V). Shortly after its inclusion in the DSM-II, the Hamilton Scale for Depression
(HAM-D) was published [49], and has been the gold standard clinical scale for depression screening
since its inception. Recently, there has been some debate over the validity of the HAM-D as a gold
standard [50]. [51] suggested that other rating scales may perform better than the HAM-D, specifically
the Beck Depression Inventory (BDI) [52] and the Montgomery-Asberg Depression Rating Scale
(MADRS) [53]. Although [54] found no significant differences in identifying changes in severity
ratings following antidepressant treatment in older patients, [51] suggested a combination of the BDI
and MADRS performed better in detecting less severe categories of depression than the HAM-D.
1.2.4 Brain imaging
The goal of diagnostic interviews and standardized rating scales is to identify symptoms and attribute
these to a condition. Another approach would be to quantify patterns of neural activity, connectivity
and/or anatomy. Tools such as machine learning algorithms could then be used to cluster into indi-
viduals into groups based on given disturbances and predict outcome and address neurobiology. Con-
ceptually this approach would allow differentiation between disorders that have symptomatic overlap
but different neurobiological underpinnings.
Neurobiology is a rapidly growing field of research internationally and addresses the brain from many
potential angles - from the molecular and cellular through to circuits and systems. Hence there are
many “apertures” of neurophysiological and neuroimaging technology - from the microscopic to the
macroscopic [55]. Recent advances in brain imaging techniques have allowed the acquisition of
structural and functional neural data using non-invasive means. In the last few years the potential
to use functional and structural magnetic resonance imaging techniques to identify neurobiological
mechanisms of disorders has rapidly increased [56]. Much of this research is based upon the use of
magnetic resonance imaging (MRI) - a safe and non-invasive technology that uses sudden, controlled
changes in strong magnetic fields in order to acquire structural, functional and metabolic data about
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the brain. Some of these techniques are reviewed below. Crucially, the use of non-invasive technology
- together with the increasingly affordable and stable platforms - allows large-scale throughput. In the
past decade, there has been unprecedented application of MRI to probe systems-level disturbances in
neuropsychiatric disorders - these are briefly reviewed below.
1.3 Broad objectives of this thesis: Combining imaging and ma-
chine learning to develop Biometric markers for affective dis-
orders
The overarching objective of this thesis is to identify variations in functional MRI scans in subjects
with affective disorders from the general population. A second aim is to identify functional and
structural differences in bipolar, people at risk of developing bipolar, and a healthy population, and
identify connections between the two.
1.4 Brain imaging: Findings and trends
1.4.1 Brief overview of MRI data types (sMRI, fMRI, DTI)
Magnetic Resonance Imaging (MRI) is a non-invasive technique for mapping the anatomical, func-
tional and metabolic properties of living tissue at spatial resolutions of order 1mm [57]. At the core
of MRI imaging is the creation of a high field static magnetic field (e.g. of 3 Tesla) across the “bore”
of a scanner. This static field causes the protons in all tissues to align. A radiofrequency pulse (“RF
pulse”) is then emitted at a specific frequency, which causes temporary disruption of this alignment:
In particular, a subset of the protons flip 180◦ out of phase, aligning with each other. As the energy
from the RF pulse dissipates, the protons relax back into alignment with the scanner’s magnetic field.
This relaxation creates a magnetic distortion that is “read out” by a receiving coil and forms the basis
of all MR signals. Smaller magnetic fields (“gradients”) emitted during this process allow spatial
localization of the source of the relaxing protons. More complex sequences, such as spin echo, are
acquired by applying successive RF pulses during the process of proton relaxation.
Two types of relaxation create two different types of MR signal [58]. “Spin-lattice” relaxation char-
acterizes the rate at which the longitudinal component of the magnetic field exponentially recovers
towards alignment. Spin lattice relaxation occurs a at characteristic time constant known as “T1”
which depends upon the surrounding tissue (or, more specifically, the “gyromagnetic ratio of the nu-
cleus” [59] ). Spin lattice relaxation - called T1-weighted imaging - forms the basis of high resolution
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(<1mm) structural MRI (sMRI, figure 1.2) which can be used to non-invasively probe the anatomical
structure of brain regions in vivo. It is also used to identify physical abnormalities, such as tumors.
When MRI is accessible, sMRI has replaced X-ray computed tomography (CT scan) as it does not
involve ionising radiation, has superior spatial resolution, and higher contrast to noise ratio. Whilst
T1-weighted structural imaging has been used in psychiatric research, this is not a focus of my thesis.
“Spin-spin” relaxation characterizes the transverse component of the decaying magnetic field. It is
characterized by the spinspin relaxation time, known as “T2”. Whereas spin-lattice relaxation is due
to the alignment of the protons to the static field, spin-spin relaxation is due to the interactions of
an ensemble of excited protons [58]. T2 relaxation generally proceeds more rapidly than T1, and
different samples and different biological tissues have different T2. Functional MRI (fMRI) exploits
the influence that the paramagnetic properties of oxygenated haemoglobin (Hb) have on local T2
signals to create spatial maps of brain activity (figure 1.2). More specifically, fMRI depends upon the
subtle differences in the paramagnetic properties of oxygenated and deoxygenated Hb to create the
so-called blood-oxygen-dependent (BOLD) signal. Because slight changes in local neuronal activity
cause changes in blood flow (through neurovascular coupling) followed by oxygen extraction and
consumption, the BOLD signal is an indirect measure of local neuronal activity [60].
Correlations in the BOLD signal between different cortical regions are a measure of functional con-
nectivity [61]. Multivariate measures of whole brain functional connectivity can also be studied using
graph theory (figure 1.1). These can be assessed either during task or at rest. With resting state func-
tional connectivity, participants do not have to fulfill a specific (sometimes cognitively challenging)
task, which makes this technique especially attractive for use in patient populations. This forms a
major component of my thesis, beginning with Chapter 2: I provide a more detailed review of the
application of graph theory to resting state fMRI in the Introduction to that chapter.
Diffusion weighted imaging (DWI) is a form of MR imaging based upon measuring the random move-
ment of water molecules, known as Brownian motion [63]. Spin echo sequences can be tuned to detect
the subtle diffusion of water in living tissue - so-called diffusion MRI (dMRI). Water diffusion within
living tissues is restricted by macromolecular structures including fibres and membranes. This re-
striction, also called anomalous diffusion, can be read out using special diffusion-weighted spin echo
sequences. Diffusion imaging relies upon the acquisition of whole brain diffusion images acquired at
many different angles, (typically 32 or 64), allowing high precision reconstruction of the anomalous
diffusion in each voxel (“high angular resolution diffusion imaging”, or HARDI). The direction of
fibres is then inferred from the direction of water diffusion using deconvolution procedures [64].
Standard DWI has many practical clinical applications, such as the detection of stroke or tumours. In
Chapter 5, I use high angular diffusion weighted imaging to reconstruct whole brain fibre tracts in a
study of bipolar disorder: further details are contained therein.
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FIGURE 1.1: Examples of undirected weighted and binary graphs. Adapted from [62]
1.4.2 Summary of research into affective disorders using functional and struc-
tural imaging
There is by now an enormous body of work using MRI to study structural and functional brain changes
in major depression and bipolar disorder. A recent meta-analysis of over 4500 patients and healthy
subjects from 64 studies highlighted substantial volumetric reductions across frontal cortex, including
anterior cingulate (ACC), orbitofrontal and dorsolateral prefrontal cortex (DLPFC) [66]. More subtle
disturbances in subcortical structures including the hippocampus, putamen and caudate nucleus have
also been identified [67]. These largely overlap with regions associated with functional responses to
emotional stimuli [68]. However, meta-analyses of functional imaging studies in major depression
find often disparate results between studies [69]. The DLPFC is involved in attention [70] and work-
ing memory [71], both of which are impaired in depression [71, 72]. Furthermore, reduced levels of
serotonin (5-HT(1A)), derived from a well known MDD risk factor gene [73] have been found in the
DLPFC [74]. Decreased serotonin metabolism has also been seen in the DLPFC [75, 76]. Subdi-
visions of the ACC appear to show distinct associations in MDD, with hyperactivation in the dorsal
ACC (dACC) [77] and hypoactivation in the pregenual ACC (pgACC) [78]. Using magnetic reso-
nance spectroscopy, reductions of glutamatergic metabolites have also been reported in the pgACC in
MDD [79].
Structural imaging abnormalities in bipolar disorder appear to be more regionally specific, typically
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FIGURE 1.2: Examples of T1 and T2 images. Images adapted from the mricro tutorial. T1 images
(left) are generally used to identify the boundary between brain (grey) and cerebro spinal fluid (dark).
Proton density (PD) images (centre) contrast high (bright) as opposed to low (dark) quantities of
protons. T2 images (right) are used to identify oxygenated blood (bright). Adapted from [65]
involving the anterior insula and inferior frontal gyrus [80]. Functional imaging studies have also
revealed changes in activity in these regions. For example, a meta-analysis of 65 fMRI studies with
over 2000 bipolar patients and healthy controls highlighted diminished activity in the inferior frontal
gyrus (IFG) [81]. Nearby medial temporal lobe structures (parahippocampal gyrus, hippocampus,
and amygdala) consistently showed over-activity. Functional connectivity of the left IFG in bipolar
disorder forms the focus of Chapter 4 of this thesis: A more targeted review of prior functional
imaging research of the IFG in bipolar disorder is contained within the Introduction to that chapter.
1.4.3 Graph theoretical analysis of imaging data: Local versus global mea-
sures
Graph theory was first introduced by Euler to prove that there was no possible way to cross all the
seven bridges of Ko¨nigsberg once and only once [82]. Although this application has little relevance, it
gave rise to the field of graph theory, including nodes (the islands) and edges (the bridges). Networks
can be seen in many scenarios, including in transportation, the stock market, internet traffic, author
collaborations and neurological networks to name just a few [83].
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The graph theoretical properties of neuroimaging data has been explored in recent years, with initial
discoveries focussed around the near optimal arrangement of communication, balancing local com-
munication costs with the cost of passing information to distal regions [84]. Disturbances to such
communication occurs at a global scale in schizophrenia, but not in less severe psychiatric distur-
bances [62]. I hypothesize that affective disorders may be underpinned by more subtle alterations,
thus allowing disease biomarkers to be advanced for these illnesses.
Graph theoretical approaches can be used to characterize networks in abstract terms. An advantage
of this is when lower order alterations may be compensated for, leaving only minor consequences.
Consider commuting across town. If one particular connection is affected, there may be other alternate
connections that allow one to compensate. If we measure the health of that one connection, and the
health of the system overall, the connection would not appear to have much influence on the system.
We may even find a scenario where we have minor alterations in many different parts, which creates a
cumulatively large effect. If these alterations were not always in the same locations, it would become
very difficult to identify where the issue came from. Instead, consider a graph metric approach, where
we consider not the individual connections, but higher-level properties of either the nodes or the
system as a whole. In the case of longer commute times, we could identify this with a global measure
known as the typical path length (distance between nodes) [85].
Graph theoretical measures are typically divided into two categories, global and local [62]. Graph
theory at the global scale quantifies network-wide relationships, such as the level of organisation in
network connections. Local measures provide information at the level of the node, such as the number
of connections a particular node has (degree) or how often a node is involved in the path joining other
nodes (betweenness centrailty).
A random graph has an optimal level of global integration, although it has very low segregation. At
the other extreme, a lattice graph, has a high cost in terms of global efficiency and characteristic path
length, but has a high level of segregation, potentially allowing efficient signal processing between
neighbours, at the expense of high cost signal passing across large distances. Between these two
extremes lies small world graphs [86]. These graphs retain both the high global efficiency of random
graphs, while remaining clustered like lattice graphs. Many graphs have shown to be small world
. A small world graph shares the low typical path length of a random graph, while having a high
clustering coefficient of a lattice graph.
As the network structure of the brain is now able to be elucidated through fMRI scans, it has become
possible to investigate nodes of particular importance in network structure [84]. One possible way to
identify these highly influential nodes is through centrality measures. Commonly used centrality mea-
sures include degree [87], defined as the sum of connections originating from the node, betweenness
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centrality [88], the number of shortest paths through the node of interest, and eigenvector central-
ity [89], where the centrality of the node in question is influenced by the centrality of neighbours.
Recently, another measure of centrality, called leverage [90], was proposed in which weights are
assigned relative to the weights of all neighbours.
1.4.4 Network modularity
Between local and global metrics, there is an intermediate level of organisation in graph analysis.
This is referred to as community organization [91]. A community is a series of nodes that are highly
connected within the group, but have few connections outside the group. This type of organisation has
been seen in many types of networks including social and biological networks [92], and have recently
been identified in functional imaging [62, 93].
Identifying a series of exclusive communities, known as a modular decomposition for resting state
functional data connectivity graphs has been the focus of a number of research projects in recent
years [94–96]. For instance, k-means clustering algorithms have been adapted to work with time-
series data from resting state networks (RSN’s), [97]. Other approaches have also been appled to
dimensionally reduced data containing correlation coefficients between nodes [93, 98, 99]. Further,
hierarchical clustering algorithms have been tested with functional connectivity graphs in recent years
[98, 100]. [99] recently developed a technique which maximises positive intra-modular connections,
while concurrently maximizing negative weighted inter-modular connections. Maximizing negatively
weighted inter-modular connections have the advantage of being able to be applied to fully connected
modular graphs. This removes the need to threshold a fully connected FC graph before identifying
modular structure, which is a source of artifactual variation. This, in practical terms, means that nodes
that are anti-correlated are separated into different modules, instead of only positive connections being
considered.
1.4.5 Group level modularity
Community structure plays an important role in the efficiency of many real world networks. Highly
modular networks benefit from low communication costs between nodes, which allows efficient pro-
cessing of information between members within a module. Increased amounts of randomness in the
modularity structure of the brain (figure 1.3) has been proposed as an indicator of several severe
mental health disorders [101]. In the case of MRI based studies, differences in network topology
between groups may provide insights into differences at an intermediate scale (between whole brain
and nodewise).
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FIGURE 1.3: An illustration of modularity, using representative brain networks from a childhood-
onset schizophrenia (COS) population and control (NV) population. Adapted from [101]
[62] identified a higher level of randomness in small-world properties of resting state functional con-
nectivity (rsFC) networks between healthy controls and schizophrenic patients. As schizophrenia
involves more severe cognitive disturbances (eg. hallucinations and delusions as opposed to cognitive
biases) it is reasonable to suggest that the same level of rearrangement may not be present in MDD.
There may, however, be significant rearrangement of functional connections at an intermediate level,
between whole brain and inter-node scales.
Recent efforts in MRI imaging have elucidated a group-wise modularity of the brain [101]. However,
the method for identifying a modular structure on a group level relied on constructing a matrix con-
taining the mean correlation between each pair of regions of interest (connectivity matrix) across the
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group, and then deriving a module topology based on this group connectivity. Although this approach
is one solution to identifying group based community structure, it is insensitive to sub-group trends
in modular structure or variance within a group.
The most commonly used modularity algorithms for FC networks identify the number of modules
based on a goodness of fit parameter. This may create difficulties when identifying modular structures
at a group level, as each individual may not have the same number of modules. This problem has not
yet been addressed in the literature. One possible solution would be to identify a suite of possible
modularity structures for each individual and identify the most robust number of modules across the
whole group. Another problem to overcome in the identification of group level modularity structures
is in the labeling of different modules. As modules have no inherent order, each individual can, in
theory, be assigned an arbitrary numbering order for the modules. Utilising alignment algorithms
from bioinformatics could solve this problem. It may be possible to adapt the technique for multiple
sequence alignment (MSA) [102]. This technique has been successfully used to identify the positions
of gaps, matches and mismatches in DNA or protein sequences that are similar between species,
and can be used to identify regions with very low variation (high conservation), which implies a
similar functional purpose. The MSA technique can also be used to find areas of divergence between
subgroups. Conservation in sequences has also been achieved through a tool to identify positional
homogeneity between multiple sequences, known as logos [103]. It may thus be possible to apply the
same principles to identifying a consistent numbering scheme in modular decompositions of fMRI
data. To date, these techniques have not been applied to FC networks, and so its utility cannot be
assessed.
1.4.6 Participation index
The participation index is a measure of how many connections any given node, x, has within its own
module as opposed to outside its module [104]. It can be an indicator of a change in the functional role
of a node. Of particular interest are nodes that change from being in the upper or lower extremities of
the participation indices.
The participation index has been used to understand ecological relationships through examination of
network topologies at the systems level [105]. Specifically, mutually beneficial relationships, such
as the transport of pollen between plants via moths, has been shown to exhibit a participation index
[106].
This measure has also been utilised to elucidate community structure in undirected networks (i.e.,
those based on correlative instead of causative information) [107]. One important feature identified in
the method described by Zhang is the fuzzy nature of the communities, which allows any single node
to belong to multiple modules. The idea of using the participation index for community discovery
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through weighted directed networks was extended by [108] while [104] applied this measure to fMRI
data.
1.4.7 Graph metric summary
In summary, the use of network analysis to complement insights into neuroimaging data is a promising
area for future research. However, graph theory itself yields complex, multivariate data. Machine
learning is a means of addressing this problem, which I now overview.
1.5 Machine learning
1.5.1 Machine learning: Basic principles
With the increase in availability of data, there has been a trend away from an exclusive focus on hy-
pothesis driven experiments towards data driven methods. Genome wide association studies (GWAS)
leverage this increase in available data and have had considerable success. The sensitivity of feature
identification in GWAS has proven to be much lower than expected and this phenomenon has become
known as ’missing heritability’ [109–111]. This missing heritability can, in some cases, be due to dif-
fering populations having different genetic causes for similar phenotypes, as is sometimes observed
in pan-cultural studies [112]. In the case of mental health disorders, one of the major confounding
factors is the presence of complex gene by environment interactions [73]. Improvements in iden-
tifying the most salient information to perform classification through interrogation of different data
sources have proved invaluable in identifying risk-conferring genes. For example, a lower tolerance
to multiple negative life events may be due to a genetic variant [73, 113, 114].
As one technique is unlikely to capture the complete extent of a disorder, multiple complementary
methods may be employed to create a more holistic assessment of the disease. This enables the use
of more varied salient information to be used in predicting if an individual belongs to one group the
other (segregating individuals). Different data sources (modes) are often used to inform more precise
segregation of data in machine learning applications. This typically proceeds by combining both
data- and hypothesis-driven methodologies [115, 116]. First, hypothesis-driven techniques are used
to measure a number of properties about the individuals, and machine learning techniques are then
used to identify the best feature/set of features to differentiate between groups.
There are three categories of machine learning:
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1. Supervised: In this category, all training data includes an input vector and an output value. This
supplies the greatest amount of information to the learning algorithm and is preferred if the cost
of supplying labeled information (e.g., the group which each subject belongs to) is small.
2. Semi-supervised: Here, a small amount of labeled information is supplied to train a larger
unlabelled dataset. Predicted labels are assigned to maximize the clustering of data points
within groups. [117], Gaussian fields or harmonic functions [118].
3. Unsupervised: In unsupervised learning, all data is unlabelled. This means there is no re-
ward signal and therefore the algorithm must determine it’s own goodness of fit. Unsupervised
methods are often used for clustering and include k-means [119], mixture models [120] and
hierarchical clustering [121].
1.5.2 Feature extraction
Neuroimaging studies yield a massive amount of data for each subject. Typically, a tiny proportion of
this data is informative for the question being posed. To this end, feature extraction techniques have
been developed to reduce the dimensionality of data sets into more informative features.
There are two main approaches of feature selection algorithms:
1. Identify a minimal subset of features: This technique is often used when the end goal is to
predict group membership. Highly overlapping features are penalised allowing identification of
a subset of features that best differentiate between the groups using the least number of features.
2. Identify all salient features: This technique is often used when the objective is to identify all
salient features in a data set. This is often used in genetic studies where multiple subjects can
have a similar risk for a particular disease, but where such risk may be based off completely
different genetic profiles.
As my project is focused on predicting group membership, all feature extraction methods applied in
the current studies will be used to identify a minimal subset of features.
Feature selection can be performed in one of two ways. First, one can start with an empty feature set,
and then add features. Second, one can start with a full feature set, and then remove features until an
optimal subset is identified.
Feature selection algorithms based on the maximal dependency condition of mutual information are
preferable. This approach iteratively identifies features which explain the greatest amount of variance
in the group membership and adds them to the existing feature list [122]. However, in most cases this
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becomes intractable to calculate. The most widely used algorithms for feature selection are recur-
sive feature elimination [123] and minimum redundancy, maximum relevance (mRMR) [124]. The
maximal relevance component of mRMR identifies features that best segregate the target class, while
the minimal redundancy property reduces the number of features required by removing redundant
features in favor of less discriminating features that share less overlap with existing features.
Genetic algorithms can also be used to identify an optimal feature set. These approaches involve
randomly selecting features and comparing classification accuracy[125]. The features from the best
classifiers are then reshuffled and the resulting feature combinations are retested.
1.5.3 Classification
There are many different machine learning algorithms including:
1. Decision trees
2. Bayesian networks
3. Support vector machines
Each of these is suited to different problems as they all have different limitations.
Decision trees [126] are easy to interpret and can process large datasets in a short amount of time.
However, they can create over-complex structures and require some form of branch pruning to create
robust structures.
Bayesian networks [127] are also relatively easy to interpret. They also have the advantage of being
able to infer causality about the data used to train the network. Bayesian networks are also able to
handle missing data through a technique known as maximum likelihood.
Support vector machines (SVM) benefit from the kernel at their core [128]. A kernel is an efficient
method to address localisation in multi-dimensional space using a vector of features. They benefit
from being able to add multiple kernels together, rendering it an efficient approach for heterogeneous
data sources [129]. After training, kernel methods are extremely fast to assess. SVM can only be
calculated if all values are available. If missing values are present, they either need to be estimated
prior to using the SVM, or another SVM needs to be trained that doesn’t use the missing values. This
is a possibility if certain features are missing in a systemic form, such as if one of the data modes was
not collected for some populations.
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1.5.4 Examples of classification
Mental health disorders have long been identified through qualitative (and hence relatively subjective)
diagnostic methods. For instance, the development of quantifiable clinical scales [49, 52, 53] for the
diagnosis of mental health disorders has been invaluable, but suffer from a clear lack of objectivity.
The idea that some chronic mental health disorders are associated with neuropathological change
has inspired numerous studies. Morphometric analyses have shown increases in lateral ventricular
volume [130, 131] and thalamic volume [131] in schizophrenic subjects. With the increase in available
imaging technologies including fMRI, electroencephalography (EEG) and diffusion tensor imaging
(DTI), the quantitative investigation of mental health disorders has become a possibility.
Several examples can be given that could be used to identify features for machine learning. Small
worldness observed in EEG data was found to be altered in depressed patients[132]. Further, a meta-
analysis of DTI studies in schizophrenia revealed a reduction in both the left frontal and temporal deep
white matter [133]. Reduced typical path length is also representative of those with schizophrenia as
recently shown through fMRI [62].
Machine learning for medical diagnosis has shown promise in recent years, with both artificial neural
networks and support vector machines were trialled in the diagnosis of glaucoma patients with> 98%
accuracy (95% CI) [134] based on scans of the retinal nerve fibre layer thickness.
Structural MRI scans transformed using scale invariant feature transformation [135] have been used
to identify individuals with schizophrenia with 75% accuracy [136]. This accuracy was increased
to 85% when supplementary information such as age and gender were supplied. [136] demonstrate
two important concepts with relevance to mental health research, (1) the ability for non-invasive
measurements to distinguish between a mental health condition and a healthy control population, and
(2) the ability for these measurements to be used in a computational classification approach.
Attempts have been made to classify major depression using resting state MRI and SVM using a
number of different feature selection algorithms [137]. The correct classification rate varied between
62% and 95% based on the feature selection algorithm. Leave one out cross validation (LOOCV)
is a method that uses all but one available sample to train the classifier and then tests the success
on the final sample. This is run multiple times, so each sample is tested once. LOOCV was used
to estimate the generalizability of the support vectors. The optimal feature list was identified from
11 features. All features were normalised correlation coefficients between differing brain regions of
interest (ROIs). No significant differences were found between the clinical and control groups using
this correlational method after correcting for multiple hypothesis testing using a false discovery rate
(FDR). This demonstrates an sensitivity of machine learning over traditional group testing.
Support Vector Classifiers (SVCs) have been applied towards identifying at-risk individuals for mental
health disorders. Individuals in an ultra high risk category based on features identified by [138] were
Chapter 1. Introduction 22
able to be separated on transition to psychosis [139]. Although the positive prediction value (PPV)
was low (60%), the negative prediction value (NPV) was high (92%), indicating a very high accuracy
when individuals were predicted not to transition to psychosis.
Classification by machine learning can also be applied to so-called multiple classification problems,
such as identification of tumor subclasses [140]. This proceeds by first assessing the classification
problem as either a multi class problem [141, 142] or as a series of binary class problems [143]. If
the latter is chosen, classification proceeds by assigning a confidence score to the prediction. This
returns one score per possible class type, and the type with the highest confidence is selected as the
most likely class.
1.5.5 Data integration
When multiple modes of data are available for classification, the time at which integration is per-
formed can impact on the sensitivity and specificity of the result.
1.5.6 Early integration
In an early integration model, the data from all modes is integrated into a single vector before feature
selection is performed and a SVM is trained. This model has the advantage that relationships between
features from different modes can be computed, allowing features which could be potentially discrim-
inative to be incorporated into the kernel. Early integration allows the most rigorous search of feature
space. However, it also increases the computation time, and so in situations where a large number of
features are examined this approach may not be feasible.
1.5.7 Intermediate integration
Intermediate integration allows kernels to be computed separately, and then summed, before training
the SVM. This allows feature selection to be calculated on each separate data mode. However, any
separating characteristics between the two data modes are incorporated into the kernel. This is useful
if one data mode is able to distinguish one subgroup with a high accuracy, while the other mode is
able to distinguish another subgroup well . In this case there would be an increase in the specificity
of the SVM by using intermediate integration as opposed to those that use late integration. Figure 1.4
illustrates an example where integration at the intermediate or late stages creates a loss of distinction
between the two groups.
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FIGURE 1.4: SVM trained on data source c
1.5.8 Late integration
Late integration is computationally the least intensive integration method. It involves training one
SVM for each data type. The resulting discriminant values from each SVM are then summed to
determine the overall discriminant value (see figure 1.5).
Although the predictive power of machine learning algorithms have been shown to work with a high
level of accuracy on a single mode of data [137], it is possible to attain better predictive results from
using multiple modes of data than with either data source alone [114]. This is typically the case where
there is an interaction between measurements from different sources, such as that observed between
uncontrolled facial affect expression and BOLD responses in key regions of the brain [145].
Although multi-modal data is more difficult to attain, the information gained by using multiple sources
can be greater than the information gained from both sources independently [114].
1.6 Overview of this thesis
1.6.1 Graph metrics of resting state functional connectivity in major depres-
sion
Resting state functional connectivity can be modelled as sparsely connected networks. In Chapter
2 I overview the application of graph theoretical properties to resting state networks and identify
differences between metrics from depressed subjects and a healthy cohort. I will further assess the
ability to use these graph metrics to inform a SVC to classify subjects according to disease state.
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FIGURE 1.5: Examples of integration approaches for multi-modal SVM. Adapted from [144]
1.6.2 Identifying a critical core network of the brain
A small number of regions have been implicated as being highly influential in terms of network topol-
ogy for structural imaging [146]. This collection of highly influential nodes has become known as the
rich club. I will assess rich club organisation in functional imaging data from a healthy adult cohort
using automatic anatomical atlas labelling in Chapter 3 . Furthermore, I will assess the robustness of
membership of the rich club based on one currently controversial approach in fMRI preprocessing,
global signal regression (GSR).
1.6.3 Disconnectivity of the inferior frontal gyrus in bipolar disorder
Functional activity of the inferior frontal gyrus (IFG) has been reported as being impaired in subjects
at risk of bipolar affective disorder [147]. In Chapter 4 I investigate altered functional connectivity
involving the left IFG at rest in those with bipolar disorder, first degree relatives of those with a
bipolar disorder, and a healthy cohort. Initially I use network based statistics (NBS) to identify altered
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functional connectivity focussed on the left IFG, followed by independent group classification using
a SVM. Finally, similarities between NBS and machine learning features are compared.
1.6.4 Structural connectivity in bipolar disorder
Following the analysis of functional imaging data in bipolar disorder, I assess the graph metrics of
diffusion weighted imaging (DWI) scans acquired from a subset of the participants in Chapter 5 , with
the aim of identifying a structural underpinning to functional brain deficits.
Chapter 2
Changes in community structure of resting
state brain networks in unipolar depression
2.1 Abstract
IMPORTANCE Major depression is a prevalent disorder that imposes a significant burden on society,
yet objective laboratory-style tests to assist in diagnosis are lacking.
OBJECTIVES: We employed network-based analyses of “resting state” functional neuroimaging data
to ascertain group differences in the endogenous cortical activity between healthy and depressed
subjects. We additionally sought to use machine learning techniques to explore the ability of these
network-based measures of resting state activity to provide diagnostic information for depression.
PARTICIPANTS: Resting state fMRI data were acquired from twenty two depressed outpatients and
twenty two healthy participants matched for age and gender.
MAIN OUTCOME: We characterised the hierarchical organization of these matrices using network-
based matrics, with an emphasis on their mid-scale “modularity” arrangement.
CONCLUSION: Whilst whole brain measures of organization did not differ between groups, a signif-
icant rearrangement of their community structure was observed. Furthermore we were able to classify
individuals with a high level of accuracy using a support vector machine, primarily through the use
of a modularity-based metric known as the participation index. In conclusion, the application of ma-
chine learning techniques to features of resting state fMRI network activity shows promising potential
to assist in the diagnosis of major depression, now suggesting the need for validation in independent
data sets.
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2.2 Introduction
Major depressive disorder (MDD) is a complex disease associated with high rates of misdiagnosis
[34]. Until recently, the ’gold standard’ for assessing depression was the Hamilton scale for depres-
sion (HAM-D). However, recent evidence suggests that the HAM-D may be psychometrically and
conceptually flawed [50], arguing that a fundamental reassessment of this gold standard is needed.
Whereas diagnosis has traditionally focused on clinical interview and clinician or patient rating scales,
recent advances in brain imaging techniques strengthen the possibility of using the structural, func-
tional and biochemical architecture of the brain toward this goal. These advances have occurred in
both the hardware and software domains, leading to higher spatial and temporal resolution, improved
signal to noise ratio, advanced multivariate analysis algorithms and new data modalities such as dif-
fusion imaging (DTI). The objective of this chapter is to leverage methodological advances towards a
diagnostically informative brain imaging protocol in MDD.
Functional brain imaging has traditionally focused on task-related disturbances in key regions of in-
terest including regions of prefrontal and cingulate cortex, hippocampus, striatum, amygdala, and tha-
lamus [78, 148]. Despite vigorous research in this field, there do remain apparently disparate findings,
such as up- [149, 150] versus down-regulation [151, 152] in prefrontal cortex, possibly due to task
subtleties, illness sub-types and other contextual differences. A growing school of thought, however,
suggests that depression is unlikely to reflect local changes in specific areas, but rather alterations in
distributed network activity across large cortical and subcortical circuits [153, 154], in turn reflecting
a broader paradigm shift in neuroimaging science [155]. Research has also shifted from a focus on
neuronal activity evoked by affective or cognitive tasks, toward the analysis of spontaneous, ongo-
ing ”resting state” fluctuations [156]. Subjects are not required to fulfill specific (often complex and
challenging) tasks, making resting state data especially attractive for the use with patient populations.
In this chapter, I use data-driven estimates of resting state “functional connectivity” (statistical cor-
relations between spatially distinct BOLD fluctuations) to study activity-dependent network structure
in MDD. Changes of resting state functional connectivity (rsFC) in MDD have previously been de-
scribed in the mood regulating cortico-limbic circuit [157–159] - which was first described by [160]
- and for the default mode network (DMN) [153, 161] - a constellation of areas that typically show
greater activity at rest than during cognitive tasks [162].
One challenge facing the use of functional connectivity in between-group analyses is that a network
of N nodes (brain regions), yields ∼ N2 edges for possible pair-wise comparison. Although sta-
tistical methods have been developed to control the multiple comparison problem associated with
such multiple data features [163], two computational techniques allow an alternative approach. The
first is to study the overall topological properties of the whole-brain network, leveraging the tools of
graph theory [164] to reduce the network structure to a few summary measures such as its path length
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(the average number of edges between all pairs of nodes), clustering (tendency of nodes to be form
small cliques) and modularity (the emergence of communities of densely connected network nodes).
Graph analysis of fMRI and EEG data has revealed altered network topology in a number of neu-
ropsychiatric disorders such as Alzheimer’s disease [165], ADHD [166] and schizophrenia [62, 167].
Recently, changes in network structure were identified in resting state fMRI data in patients with
MDD [168]. Three findings were reported: Firstly, whole brain topological metrics showed signif-
icant between group differences, specifically the small world index (SWI) and typical path length.
Secondly, using a recent method for detecting changes in the edge weights of a graph after correcting
for multiple comparisons [169], differences in the functional connectivity of a sub-network of cortical
regions were observed. Third, a number of node-wise measures of topological organization were re-
ported, although these were not corrected for type II error. This final question hence requires further
investigation.
Unfortunately the lack of control for type II error in this chapter underlines the still exploratory nature
of the field, although the number of individual metrics found to be different easily exceeded that
expected under the null hypothesis, suggesting that this is an interesting path for further research.
A second promising solution to manage the large number of network edges is to exploit advances in
machine learning, such as support vector machines (SVM) and enter the entire multivariate structure
into an algorithm that is capable of identifying those features that most informatively predict group
membership. SVM have been shown to be useful in predicting disease classification from neuroimag-
ing data [170] and, in contrast to traditional between group analyses of variance, have the advantage
in allowing the classification of individual data sets. For example, [139] used an SVM to identify
individuals who were likely to progress from an ultra high risk group to psychosis. In a recent in-
triguing study of MDD, [137] achieved a high level of disease classification using SVM trained on
the functional connections amongst a network of 15 key regions of interest. However, the lack of
close matching of ages in the clinical and control groups, together with the known effect of cortical
maturation on functional connectivity [171], again underlines the need for further research in this
field.
The objective of this chapter is to combine the graph theoretical analysis of resting state fMRI with
machine learning techniques to pursue two objectives: (1) To predict clinical status using network
measures of functional connectivity, and (2) Identify those network features that are most diagnos-
tically informative. Although I calculated a broad suite of graph theoretical measures, I focus on
those related to the community structure of the network as it has been recently identified as a sensitive
marker for organization in brain networks[172]. The most salient of these is the participation index
(PI) which is high for nodes embedded within local communities and low for those which connect
different modules. First, I report between group analyses of the participation index, using a false
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TABLE 2.1: Subject cohort
Healthy Controls Depressive Patients
Number 22 21
Male/Female 13/9 13/8
Mean Age 34.55 37.86
Standard Deviation (SD) Age 6.16 11.37
HAM-D (SD) - 15.8 (+- 4.8)
discovery rate to control for repeated measures. I then enter the entire suite of network metrics into a
multivariate classifier to investigate which aspects of functional network structure are most informa-
tive for clinical diagnosis, hence comparing PI to a range of more frequently used measures.
2.3 Methods
2.3.1 Participants
Twenty-two participants with an acute MDD episode were recruited from the inpatient and outpatient
department of psychiatry at the University of Magdeburg. Primarily, these patients were clinically
diagnosed according to the ICD-10 criteria [173]. Exclusion criteria were major medical illness,
history of seizures, medication with glutamate modulating drugs (ketamine, riluzole, etc.) or benzo-
diazepines, prior electroconvulsive therapy (ECT) treatments and pregnancy, as well as all contraindi-
cations against MRI. Specific psychiatric exclusion criteria consisted of atypical forms of depression,
any additional psychiatric disorder, and a history of substance abuse or dependence. All patients were
rated by the Hamilton depression scale (Mean score 15.75, SD 4.84). Twenty-two healthy participants
without any psychiatric, neurological, or medical illness were self-referred from study advertisements.
All volunteers completed the mini-international neuropsychiatric interview (MINI) to ensure the ab-
sence of any ICD-10 psychiatric disorders [174]. The study was approved by the institutional review
board of the University of Magdeburg and all participants gave written informed consent before in-
clusion. All participants underwent an identical fMRI paradigm. All patients were medicated using
SSRI, NRI, and SNRI alone or with new generation antidepressants including agomelatine or lithium.
The composition of the sex- and age-matched groups after exclusion of one depressed female subject
because of extensive head movement is described in Table 2.1. There was no significant difference in
age (t-test, p > 0.15) or gender between the control and clinical groups.
Chapter 2. Changes in community structure of resting state brain networks in unipolar depression 30
2.3.2 Data acquisition
The functional Magnetic Resonance imaging (fMRI) data were acquired on a 3 Tesla Siemens MAG-
NETOM Trio scanner (Siemens, Erlangen, Germany) with an eight-channel phased-array head coil.
For acquisition of the resting-state fMRI data, the subjects were told to lie still in the scanner with
their eyes closed. Functional time series of 488 time points were acquired with an echo-planar imag-
ing sequence. The following acquisition parameters were used: echo time = 25 ms, field of view = 22
cm, acquisition matrix = 44 ∗ 44, isometric voxel size = 5 ∗ 5 ∗ 5 mm3. Twenty-six contiguous axial
slices covered the entire brain with a repetition time of 1250 ms (flip angle = 70 ◦ ). The first five
acquisitions were discarded to reach steady state and limit T1 effects. High resolution T1-weighted
structural MRI scans of the brain were acquired for structural reference using a 3D-MPRAGE se-
quence (TE = 4.77 ms, TR = 2500 ms, T1 = 1100 ms, flip angle = 7 ◦ , bandwidth = 140 Hz/pixel,
acquisition matrix = 256 ◦ 256 ◦ 192, isometric voxel size = 1.0 mm3.
2.3.3 Data preprocessing
Functional data were corrected for differences in slice acquisition time, motion-corrected using a
least squares approach and a six-parameter (rigid body) linear transformation and spatially normalized
[175]. The dataset of one female patient was excluded because of excessive head movement. The data
were linearly detrended. An additional regression of nuisance covariates was applied during which
the functional data was corrected for global mean signal as well as for white matter and cerebrospinal
fluid signal. Data were preprocessed using spm5 (Wellcome Trust Center for Neuroimaging, London,
England) as executed in the processing assistant for resting-state fMRI (DPARSF, [176]).
The resulting volumes were parcellated into 95 nodes using a modified version of the automatic
anatomic labeling (AAL) atlas [177] containing a higher level of parcellation for the cingulate cortex
[178–180] and insular cortex (anterior and posterior insula [181]). In contrast to the original AAL
template where the cingulate regions are separate for left and right hemisphere, I combined both sides
to finally obtain regions that stretch across the midline of the brain. This customization allowing
co-registration with MRS voxels of interest (to be reported later) leads to 95 instead of originally 90
regions of interest (ROI). To compute the resting state functional connectivity (rsFC) of the ROIs,
the fMRI time course of every ROI was extracted and Pearsons correlation coefficient was calculated
pair-wise for all pairs of ROI’s. The correlation coefficient reflects zero-lag undirected statistical re-
lations of the BOLD time courses in the specific ROIs. Correlation coefficients close to 1 imply that
the time courses are nearly identical, whereas those near 0 are nearly uncorrelated.
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2.3.4 Graph theoretical analysis
Resting state functional connectivity graphs were created by correlating the time series of all regions
pair-wise in a 95 by 95 matrix (figure 2.1a). As in [182], these correlations show a monotonic reduc-
tion in magnitude as a function of inter-areal distance, trending toward a mean of zero, although with
considerable variance (figure 2.1a). As this (approximately logarithmic) background trend reflects
non-specific neuronal correlations between spatially adjacent neuronal populations [183], I chose to
adjust the correlations as a function of distance (figure 2.1b), effectively regressing out these back-
ground effects and emphasising those particular correlations that are strong in magnitude relative to
their spatial proximity (see Discussion for further consideration of this step). There were no signif-
icant differences in the residual errors after adjusting for distance between groups (p > 0.8). For
example, this emphasises homologous inter-hemispheric pairs and other long range connections over
numerous shorts-range connections between spatially proximate - although functionally unrelated -
brain regions. Formally, this regression can be modeled by the following:
wadj = w − k − log(x)
k
− r (2.1)
where wadj is the adjusted correlation coefficient, w is the original correlation coefficient, k is the log
of the maximum distance between two regions, x is the distance between a pair of regions and r is the
mean residual of the resulting correlation matrix.
Community structure, the focus of the current chapter, was determined according to the algorithm of
[99]. In contrast to the other graph metrics (see below), this technique does NOT require thresholding
because it does not depend on the presence or absence of connections, but rather seeks an arrange-
ment of node’s into large modules such that positive weights lie within each module and the negative
weights determine module boundaries. The participation index (PI) is a feature of each node’s con-
nectivity relative to the modularity decomposition of the entire network: Nodes with a low PI share
connections with other members of the same module, whereas those with a high PI serve as connec-
tors between modules. In all subsequent analysis, the PI scores have been rank-ordered from lowest
to highest PI within each individual to remove inter-subject variance. This is, a node with hte lowest
PI is assigned as rank 1 whilst that with the highest PI (the stongest ”connector”) is ranked 95.
The other graph-theoretical metrics require the underlying globally connected networks to be rendered
sparse through thresholding. Graphs were hence reduced to a sparse matrix by recursively removing
edges, starting with the weakest weights and progressing until only 12% of edges remained. Any edge
that would cause the graph to disconnect by its removal was retained, even in the case of a low weight.
Thresholding was performed at 12% based on prior analysis that found that such sparsity was close to
optimal in terms or retaining the most informative network edges whilst ensuring that disconnection
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is rare. Networks with fewer edges tend to have multiple disconnections (unless many bridging edges
are retained), whereas the inclusion of more edges tends to introduce weaker, noisy effects obscuring
between-group effects [62]. I hence derived the following network metrics (see Appendix A, Section
A.1 for mathematical formula) from these sparse, weighted, non-directed graphs: Path length (PL)
which captures the average distance between all possible pairs of nodes; Betweenness centrality (BC)
FIGURE 2.1: Correlation coefficients (a) uncorrected and (b) corrected for distance by the distance
penalty equation (Appendix A.1). Entries marked in red denote bilateral connections between the
same region, e.g. Hippocampus left and right.
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which is a measure of the number of shortest paths that traverse a given node; Clustering coefficient
(CC) which reflects the tendency of nodes to form local cliques, small world index which measures the
ratio between CC and PL, and local and global efficiency (LE and GE) which captures the information
capacity of the network considered as a distributed, parallel system [184].
Together these metrics capture the basic topological features of the whole brain functional connec-
tivity. In order to control for any putative differences in overall connection strength, each metric was
normalized (subject-wise) to reference random graphs. All metrics were calculated using the graph
theoretical toolbox [104] implemented in MATLAB.
2.3.5 Statistical analysis
The PI of a given node is dependent on its connectivity and the modularity decomposition of the entire
network. The modularity algorithm produces a goodness of fit score (Q) for every possible community
structure. There are, in fact, a multitude of modular decompositions for each subject with near optimal
goodness of fit (Q) scores. For a single subject, it is sufficient to find the single decomposition with
the highest Q score and calculate the node-wise PIs using this structure. At a group level, however,
these decompositions inevitably differ considerably in structure (and even number of modules) from
subject to subject, presenting a challenge for group analyses. I addressed two distinct questions using
the modularity structure: Firstly, are there any group differences in the PI of individual nodes for
clinical versus control subjects; Secondly, can I identify group membership of clinical versus control
individuals based on all graph metrics, and how does the PI contribute to this. I hence adopted two
distinct, pragmatic solutions to the variability of modular structure for each of these problems.
I constrained the first question (between group analyses of node-wise PI), by ensuring that the mod-
ularity decomposition is the same for all subjects. This means that any putative between-group dif-
ferences relate exclusively to the relationship of individual nodes to this structure, and not differences
in the decomposition itself. This involved an iterative procedure to identify the decomposition that
gave the most cohesive group modularity structure (see Appendix A.2, A.3), weighted to the Q score
for individual subjects. Node-wise PI scores were then extracted - relative to this modular structure -
in each subject and entered into traditional between group statistical comparisons. All p-values were
corrected for multiple testing using a resampling based approach to control type I error [185] based
on the false discovery rate by [186].
For the second technique I sought to leverage advances in machine learning algorithms to predict
group membership based on node-wise graph theoretical metrics. This question does not require that
all individuals have the same community structure because between group comparisons are not per-
formed between corresponding nodes, but rather using the entire multivariate data. I hence identified,
in each subject, the single decomposition with the best Q score. Node-wise PI values were then
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extracted using each subject’s best modularity decomposition and entered into a machine learning
algorithm, together with all other graph metrics, for group classification.
2.3.6 Support vector classification
A linear support vector machine was trained to predict healthy/depressed group membership, iden-
tifying the subset of the features available that maximally identified correct group membership with
minimal redundancy between features [187]. Feature selection was carried out using the minimum
redundancy, maximum relevance (mRMR) algorithm, implemented in c, [124] and was compared to
a feature list produced by recursive feature elimination (RFE) [188]. Data was randomly split into
two groups, with half used for training and the other half used for testing. Random splits where the
clinical/control ratio was by chance either > 70% or < 30% were discarded from the analysis. As
small data sets have an increased chance of producing highly variable results based on the data used
to train and test [189], a technique known as bagging was used. Bagging requires analyses to be
run multiple times, in this study 1000 repetitions were performed, and has been shown to be highly
resilient to effects of sample size [190].
2.4 Results
2.4.1 Between group analysis
I first investigated between-group effects for the traditional “whole brain”’ topological metrics includ-
ing the clustering coefficient, path length and small world index. In order to control for any putative
differences in overall connection strength, each metric was normalized (subject-wise) to reference
random graphs. There were no significant differences between controls and subjects in these metrics
between control and the clinical subjects, nor any suggestion of a trend effect for the path length
(p > 0.36), clustering coefficient (p > 0.95) or small world index (p > 0.49) at 12% connectivity. In
order to replicate the analysis of [168], I also tested global measures across a range of thresholds from
10 to 35%. No significant group differences were present at any threshold across the entire range, nor
when the measures were pooled across all thresholds into a single ROC quantity (figure 2.2).
I then studied the between group differences in community structure. The modularity function used
has an inbuilt stopping criteria for identifying the number of modules based on both positive weights
within modules and negative weights between modules. All subjects’ functional networks exhibited
distinct community-like structure with most modules forming bi-laterally (figure 2.7c). For all sub-
jects, the optimal number of modules was either 4 or 5 (the mean number of best-fitting modules
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(a) Global eciency (b) Small world index
(c) Path length (d) Clustering coecient
FIGURE 2.2: Global metrics for subjects (blue) and healthy controls (red) across a range of thresholds
for connectivity sparsity from 10% to 35% in 1% increments. Inserts in each figure are the area under
the curve (AUC) statistics for each metric.
across both groups was 4.6 and the mode was 5). There was no between-group difference in this opti-
mal number (p > 0.39). I then examined the individual goodness of fit statistics (Q-scores) as an index
of how well the functional connectivity matrices show a modular structure. There were no between
group differences in the Q scores (p > 0.19). This was also true (p > 0.73) if the decomposition was
confined in all subjects to have 5 modules (the most frequent number).
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All further analyses was hence based on a 5 module decomposition. After adjusting for repeated mea-
sures, there were substantial differences in node-wise PI between the healthy and depressed subjects
(Table 2.3). In particular 29 of the 95 nodes showed a significant difference in their participation index
surviving FDR correction. Several features of these differences are noteworthy. Firstly, the shift from
healthy to clinical subjects is from low PI (red) in 20 nodes, whilst to high PI (blue) in only 9 nodes.
That is, nodes which tend to be deeply immersed within their local communities in healthy subjects
instead frequently showed functional connections to other modules in major depression. Secondly,
there was a striking spatial distribution of these effects (figure 2.4). In particular, nodes whose rela-
tive PI dropped significantly in the clinical subjects (red) were distributed bilaterally through posterior
and inferior regions predominantly in occipital, temporal and inferior-frontal regions. Nodes whose
PI jumped in ranking in the clinical subjects (blue) were distributed through superior and anterior
regions predominantly in frontal and parietal temporal regions in such a way that these two effects
occur in quite distinct spatial partitions (infero-posterior versus antero-superior) of the brain.
To ensure my results are do not reflect the potential confounding influence of global signal regression
(a preprocessing step I employed), I undertook an additional between-group analysis of the global
signal (Figure 2.3). There is neither a trend or a significant between group effect (p> 0.15).
FIGURE 2.3: Global mean signal for healthy (left) and clinically depressed (right) subjects. The box
represents the median and inter quartile range (IQR) of each group. Whiskers display the maximum
and minimum values.
2.4.2 Classification
The individual based modularity, which is used for the machine learning section of this paper was
carried out by selecting the 5 module decomposition with the best Q value (Figure 2.7a) and the
participation index for each node was calculated using a thresholded matrix (Figure 2.7b). mRMR
was used to identify an optimal feature set for group classification by a support vector machine. Of the
top 25 features, 15 were from the participation metric with the rest coming from degree, betweenness
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(a) Side view (b) Top view
FIGURE 2.4: ROIs that changed in rank order between HC and MDD (p < 0.05, FDR corrected).
TABLE 2.2: Support vector machine classification accuracy
Treatment Test/Train Selectivity Sensitivity
Actual
Test 0.9934 0.9931
Train 1 1
Post
Test 0.5263 0.5018
Train 1 1
Pre
Test 0.5291 0.5016
Train 0.5228 0.5024
Bagging results for support vector machine classification accuracy using 6 features and resampling
training/testing data 1000 times. Treatment refers to the labeling of the data where ’Pre’ and ’Post’
refer to if the data labels were shuffled before or after vector training.
centrality and efficiency metrics (Figure 2.6). A support vector machine was trained on the best two
features for graphical purposes and shows how the two groups are separable with 90% accuracy by
using only these two features (Figure 2.8). When the number of features used to train the SVM kernel
is increased from 2 to 6, the algorithm was able to identify depressed/healthy status of individuals
with an accuracy above 99% (Table 2.2). Only a small further improvement was hence possible by
adding more than 6 features (Figure 2.5).
The top 25 informative features (nodes and the relevant graph metrics) are listed in table 2.4. As stated
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above, 15 of these were the PI of differing regions. The probability of any one of the graph metrics
to occupy 15 or more of the top 25 data features was estimated, through resampling, to be p < 1e−6,
suggesting that there is a significant restructuring of the modular structure between groups.
2.5 Discussion
The goal of this chapter was to investigate topological features of resting state functional connectivity
in major depression, and to explore the potential utility of using these features to predict diagnosis.
In contrast to [168], I do not observe between group differences in whole brain measures of func-
tional organization, namely path length and small world index. I do, however, observe a significant
reorganization of the community structure of these networks - that is a difference in the topological
structure of resting state fMRI at a hierarchical level below that of the whole brain changes reported
in [168]. I observed a strong pattern of increased inter modular crosstalk for superior frontal and
parietal regions, while the majority of changes referred to increased within module connections of a
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FIGURE 2.5: Selectivity and specificity for support vector classification using a range of features. Red
line illustrates the cutoff chosen for this analysis.
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inferior occipital parietal and subcortical set or regions. Importantly, the graph representation based
on a standard anatomical template yielded a highly accurate classifier distinguishing patients and con-
trols based on their network topology, without the need of apriori defined regions of specific clinical
interest. Participation indices in comparison to other topological measures were by far the strongest
measures to contribute to group differentiation suggesting future investigations of this measure.
On the whole, I found that connector nodes in healthy subjects become locally embedded in their
communities in major depression. Finally, I found that these measures provide promising diagnostic
information when used in a machine learning algorithm. Just 6 measures are required to yield a very
high diagnostic accuracy in the cohort. Moreover, node-wise participation indices dominate amongst
all node-wise measures when ranked according to a minimum redundancy, maximum relevance algo-
rithm.
Previous studies have shown alteration of whole brain metrics in schizophrenia (SZ) [62] and Alzheimer’s
disease [165]. These psychiatric disorders are associated with severe, often incapacitating disorders
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FIGURE 2.6: Top 25 features for classification using SVM obtained using mRMR. Metrics included
are participation index (PI), local/global efficiency (LE/GE), local efficiency (LE), degree (Deg) and
betweenness centrality (BC).
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TABLE 2.3: Ranked Participation indices between groups
Ordered group participation index scores for nodes which move between groups with a FDR adjusted
p-value of < 0.05. Higher PI scores in the HC and MDD columns represent nodes which contain a
higher proportion of connections within the module they belong to.
of cognition so it is perhaps not a surprise to find strong disturbances of global metrics in these disor-
ders, in contrast with lack of a between group effect in the depressed cohort. Cognitive disturbances
in schizophrenia are typically more significant (eg. visual/auditory hallucinations, paranoia and disor-
ganised thinking) than in MDD where symptoms often predominate in a rather emotional domain (eg.
feelings of worthlessness, helplessness and inability to experience pleasure). However, a significant
between group effect in these whole brain metrics was recently reported by [168]. In order to replicate
their approach, I extended the analyses across a range of thresholds from 10 to 35% for these metrics.
No significant group differences were present in the data at any threshold across the entire range, nor
when the measures were pooled across all thresholds into a single ROC quantity. Interestingly, the
small (but non-significant) group mean differences in path length and small world index diminished
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as the threshold was increased, consistent with an effect of introducing increasingly noisy effects into
the analysis. Given that I used the same pre-processing steps as [168], the contrasting findings may be
instead due to more severely depressed subjects in their study (their clinical subjects average HAM-D
scores were 24.1 compared to 15.8 in this cohort). Alternatively their clinical subjects were drug
naı¨ve nature compared to this cohort of medicated subjects. It is possible that the normalizing influ-
ence of the pharmacotherapy (or the disorders natural history) was associated with a normalization in
these whole brain metrics, suggesting that the intermediate modularity scale may be more sensitive to
(a) All connections (b) At 12% sparsity
(c) Modular structure in 3d space
FIGURE 2.7: Modular structure of one healthy individual, where brown, green, cyan, yellow and dark
blue represent the 5 different modules. Connections are drawn in the color of the modules if it connects
nodes from the same modules, otherwise in black. Negative connections are marked in red. (a) is a
fully connected graph, where correlation coefficients are modified by the distance penalty described
in Appendix A.1, (b) and (c) have been thresholded to retain only 12% of edges.
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milder illness. Ethnic or cultural differences (a Chinese versus a German cohort) may also influence
the classification or expression of depression between these populations and may have influenced this
result.
The reorganization of community structure in MDD and its putative diagnostic use - my primary find-
ing - were achieved by restricting the number of modules in all subjects to 5. Although many different
modular systems of the brain have been presented recently including 6 modules [93], 5 modules [101]
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tion between groups. Data points marked with an ’x’ are used for training, while points marked as ’o’
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TABLE 2.4: SVM features
Metric Region Side Table 2.3 pos
1 Participation Index Lingual Left 4
2 Participation Index Supra marginal Left -
3 Degree Parietal Inferior Right -
4 Participation Index Putamen Left -
5 Participation Index Frontal Inf Orb Left -
6 Local/Global efficiency Thalamus Right -
7 Participation Index Occipital Sup Left 5
8 Participation Index Frontal Inf Tri Right 2
9 Participation Index Parietal Inf Right 10
10 Degree Anterior Insula Right -
11 Local/Global efficiency Rectus Right -
12 Participation Index Occipital Mid Right 22
13 Participation Index Anterior Insula Left 18
14 Participation Index Precentral Right -
15 Participation Index Precuneus Left -
16 Betweenness Centrality Putamen Left -
17 Participation Index Anterior Insula Right -
18 Betweenness Centrality Anterior Insula Right -
19 Local/Global efficiency Posterior MCC Bilateral -
20 Participation Index Postcentral Left -
21 Participation Index Frontal Inf Oper Right 1
22 Local Efficiency Temporal Mid Right 24
23 Local/Global efficiency Rostral Acc Bilateral -
24 Local Efficiency Rectus Right -
25 Participation Index Occipital Sup Right 6
25 most influential features for SVC kernel
and < 5 modules [191] this analysis shows a modular decomposition of the same order as [101] while
using a modularity algorithm that utilized fully connected graphs by simultaneously maximizing pos-
itive and minimizing negative connections within modules. The main benefit of this apporach is that
no thresholding of connectivity matrices is required, removing a potential confounding factor that
other methods rely on. It should also be noted that many of the modularity based analyses performed
so far are based on structural scans, and although there is evidence that structural and functional ab-
normalities can be linked [192], it is reasonable to believe that this relationship will not be exact and
the resulting modules will have some variation.
Objective classification of MDD has been a goal of research into this area for some time. This has
become achievable through recent technological advances in both data aquisition (fMRI) and pro-
cessing (feature selection and classification algorithms) techniques. A recursive feature selection was
employed by [137] to identify a set of correlations between regions (obtained by fMRI) which were
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then used to predict MDD using SVM. They also showed that none of their selected features for the
SVM showed statistically significant differences between groups at the 95% CI (false discovery rate
(FDR) adjusted). Since then, the use of graph theoretical metrics to identify meaningful measures
has become widely available [104]. It has been shown [101] that significant correlations between
a large number of the standard graph metrics used, hence motivating the need for feature selection
algorithms to incorporate both information about the predictive qualities of each metric, as well as
mutual information. I utilized mRMR [124] to identify a subset which maximizes predictive power
while minimizing redundant information. The use of a both well established as well as emerging
graph metrics has enabled us to train a classifier with very high accuracy. This accuracy was checked
by reshuffling training and testing sets 1000 times as well as randomly shuffling labels, both prior and
post training: My classifier then performed no better than random chance, arguing strongly against an
over-training effect.
Although resting state acquisitions of EEG and fMRI have been increasing in their use recently [156],
there remains active debate on the optimal preprocessing techniques which should be used. Un-
resolved issues in preprocessing include the influence of the parcellation method and global mean
regression. I used the AAL for the basis of the parcellation atlas as it is a commonly used technique
in resting state fMRI studies and is highly reproducible. However, it is known that the number of
regions and their relative volume used in a parcellation scheme systematically influences the graph
theoretical-derived features [169]. In the future, it is likely that an automated, fine grain parcellation
will prove optimal, although no such agreement has yet been used, hence motivating my use of the
AAL atlas, with minimal modifications. Similarly recent research has shown that in simulated data,
anti-correlations can be introduced through global mean regression where none previously existed
[193]. However it is also well known that fMRI data are confounded by very large spatial signal
fluctuations that arise from a variety of non-neuronal physiological processes (such as respiration)
whose presence dominates naı¨ve correlation matrices derived without global signal regression. More-
over, because global regression can be shown to introduce anti-correlations in synthetic data it does
not follow that the same do not indeed occur amongst resting state neuronal populations - shown in
several computational studies [194, 195] - only to become obscured by high amplitude, large scale
artifacts. The idea that these negative correlations are biologically relevant was recently reiterated by
[196]. Because a well validated and definitive partial regression technique does not yet exist - and to
allow comparison with most prior studies - I employed a global signal regression step. In this respect,
it is important to note that there were no between group differences in the global signal of this data
(Figure 2.3).
Head motion has also been recently recognised as a potential confounder in between group analyses
of resting state connectivity [197]. I carefully inspected all data and excluded subjects with excessive
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head motion. Additionally, I corrected for head motion prior to estimating functional connectivity.
This step, as well as the regression of the other nuisance variables (CSF, white matter) have been
suggested as important in reducing the infleunce of head motion on between group analyses [197].
Finally, the potential influence of excessive head motion is a bias towards short-range connections and
away from longer distance functional connections. In fact I explicitly adjusted the data for distance-
dependent effects (see Methods) mitigating against such a possible confound.
Future work will include cross-validation in independent - and larger data sets is also required before
the present findings could be considered for translation into the clinical use. Underlying physiological
mechanisms may also be elucidated using multi-modal data and/or computational models such as
network discovery for DCM [198]. The combination of the present data-driven functional graph
metrics with complimentary information about structural connectivity (through the use of diffusion
weighted data) and/or synaptic biochemistry (via magnetic resonance spectroscopy, MRS) would also
be informative.
Chapter 3
Increased importance of a functional
backbone in resting state functional
connectivity
3.1 Abstract
IMPORTANCE: Networks derived from human imaging data contain a few highly connected hubs
that have a disproportionate influence on global network structure. The constitution of this core group
of nodes, known as the rich club, has been well established in structural brain networks. However,
few studies have explored their complement in functional connectivity networks.
OBJECTIVES: I sought to identify the presence of a rich club in resting state functional brain net-
works. Furthermore, I aimed to identify key rich club nodes (consistent across subjects) as well as the
“feeder” nodes that are most consistently connected to rich club regions. Finally I assessed the impact
of the global signal on the identification of the rich club in resting state functional connectivity data.
METHODS and MEASURES: Resting state fMRI data were acquired from 35 healthy participants.
These were pre-processed with respect to three alternative treatments of global brain activation,
namely global signal regression (GSR), median angle correction (MAC) and no correction for the
global signal (NoGSR). BOLD time series were then extracted from a modified version of the AAL
[177] and functional connectivity matrices derived using linear correlations. Properties relating to the
composition and overall influence of the rich club (as quantified by the rich club coefficient (RCC))
were calculated from these functional networks.
RESULTS: A robust rich club was identified in our fMRI data regardless of the treatment of the global
signal, although the richness and extent of the network did vary. Differences between all processing
approaches were observed in the RCC, with significantly higher values in NoGSR data at higher
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degree thresholds. Considerable overlap was observed in rich club membership between MAC and
GSR, with larger differences once again in NoGSR data. Feeder nodes were more consistent between
GSR and MAC (86% common), while NoGSR had substantially different feeders to both MAC and
GSR (40% common).
CONCLUSIONS: I observed a significantly enriched rich club in resting state functional connectivity
data, adding to established evidence from structural studies for the existence of a rich club in the brain.
Our results, however, diverge from the anatomical locations in which structural rich club regions have
been documented. Furthermore, the location of rich club hubs is influenced by the treatment of
the global signal. The choice of pre-processing strategy did not significantly alter the influence of
specific regions, with rich club members in any given pipeline often being implicated as feeders in
other pipelines. Given debate over the treatment of the global signal in clinical imaging studies, the
present findings raise doubt over the application of rich club analyses of functional imaging data to
address clinical questions.
3.2 Introduction
The human brain has been shown to exhibit complex network properties in both the structural and
functional domains [199]. The small world effect (see Chapter 1) refers to a network property that
balances local and global efficiency [164], and is a feature of structural and functional networks of the
brain [200]. Moreover, several studies have reported disturbances of the small world index in psychi-
atric disorders such as schizophrenia [62]. One of the components of the small world index, global
efficiency, is strongly influenced by hub nodes, which form a backbone of a network and facilitate
global communication [201, 202]. These hub regions have a high degree, connecting them directly to
many other regions including other hubs and nodes that are less central to the network. These hubs
are collectively known as the rich club because they are connected to each other more strongly than
expected by chance [203, 204], and hence contribute to the formation of a densely connected network
core [203]. Given these properties, the rich club influences global network properties more strongly
than high degree nodes that are not connected to an enriched core.
Rich club analysis categorises nodes into three groups:
1. Rich club hubs: These are hubs which form the backbone of a network. By definition, they
are high degree and have many connections. However, in a rich club network the connections
to other hubs are particularly pronounced. These are the nodes which strongly influence the
network, facilitating efficient communication between other nodes and increasing the efficiency
of the network as a whole [205].
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van den Heuvel 2011 [146] Collin 2013 [205]
Putamen (L)
Putamen (R)
Superiorfrontal (L) Superiorfrontal (L)
Superiorfrontal (R) Superiorfrontal (R)
Precuneus (L) Precuneus (L)
Precuneus (R) Precuneus (R)
Superiorparietal (L) Superiorparietal (L)
Superiorparietal (R) Superiorparietal (R)
Hippocampus (L)
Hippocampus (R)
Thalamus (L)
Insula (L)
Insula (R)
TABLE 3.1: Structural rich club
2. Feeder nodes: These are nodes that have direct connections to the rich club, although they are
not rich club hubs themselves. As a result of their feeder connections, these nodes have the
capacity to convey information directly to the rich club and can work as an intermediate step by
passing messages inwards from satellite nodes.
3. Satellite nodes: These nodes are not directly connected to the rich club. Satellite nodes typically
communicate with other local satellite nodes, and have shorter edge lengths than rich hubs
[206]. However, satellite nodes can connect to feeder nodes and then connect indirectly onto
more distant nodes, be it rich club hubs, feeders or distal satellite nodes through a series of
intermediate links.
3.2.1 Previous work
The structural rich club has been recently characterised in healthy populations using diffusion weighted
imaging (Table 3.1). Rich club hubs typically occur in regions such as the precuneus, cingulate (an-
terior and posterior), insula, superior frontal, temporal lobe, and also subcortical structures (Figure
3.1) [146, 206–210]. Rich club hubs have also been reported in macaque [211] and cat cortices [212]:
these tracing studies, using structural connectomes, indicate that the rich club phenomena is not an
artefact of diffusion imaging. Rich clubs have also been identified recently in the nervous system of
C. elegans [213], suggesting that the rich club is a fundamental and ubiquitous property of nervous
system organisation across species. Indeed, the convergence of studies on the structural organisation
of the rich club has led to its inclusion in multi scale conceptual models of brain organisation [214].
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FIGURE 3.1: Structural rich club as identified by van den Heuvel [146]
The rich club has become a topic of interest in schizophrenia research, with studies showing reduced
rich club connectivity [210, 215]. Moreover, first degree relatives of schizophrenia patients show rich
club coefficient values in between those observed in schizophrenia and healthy subjects [216]. These
findings is part of a broader literature on the role of hubs in neurological disorders [208] this emerging
perspective is principle motivation for analyses in first degree relatives of bipolar disorder in Chapter
5.
Although the rich club has received substantial interest in recent years, there are very few studies that
have applied its theoretical underpinnings to brain networks reconstructed from functional connec-
tivity data. Rich club properties have very recently been demonstrated in functional networks [209].
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Male Female
Number 26 9
Age 32.8 +-5.9 37.8 +- 9.1
TABLE 3.2: Subject demographic
Recent debate regarding the impact of GSR on resting state functional connectivity [217], as well
novel methods aimed at disambiguating artifactual noise from meaningful biological signals [218],
raise this as an important issue to resolve prior to addressing clinical research questions. However,
to my knowledge there are no studies assessing the impact of MAC, GSR and NoGSR on functional
rich club membership. I will hence address the question as to the relevance of differing preprocessing
strategies on functional rich club connectivity, with the aim of informing subsequent application to
imaging research into affective disorders.
3.3 Methods
3.3.1 Participants
Fifty five healthy participants (13 female) without psychiatric or neurological illness were recruited
through the community in Magdeburg, Germany. Subjects were aged between 22 and 49 years old
(with a mean age of 33.1 years) (Table 3.2). Participants were excluded from the study if they met
criteria for any DSM-IV defined psychiatric illness as screened for using the Mini-International Neu-
ropsychiatric Interview (MINI) [174]. The study was approved by the institutional review board of
the University of Magdeburg and all subjects provided written informed consent before study partici-
pation.
3.3.2 Data acquisition
Resting state functional magnetic resonance images were acquired on a 3 Tesla Siemens MAGNE-
TOM Trio scanner (Erlangen, Germany), using an eight-channel phased-array head coil. Whole brain
scans were acquired using a repetition time of 1250 ms and echo time of 25 ms. The acquisition
matrix consisted of 44 by 44 voxels per slice, with each voxel being 5 mm isotropic. Twenty-six
contiguous axial slices were acquired with a flip angle of 70◦. Subjects were instructed to lie still with
their eyes closed while 488 volumes were acquired, of which the first 10 volumes were discarded to
allow for field homogenisation, hence giving 10 minutes of resting state scans. T1-weighted structural
scans were acquired at 1 mm isotropic resolution using a 3D-MPRAGE sequence (TE = 4.77 ms, TR
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= 2500 ms, T1 =1100 ms, flip angle = 7 deg, bandwidth = 140 Hz/pixel, acquisition matrix = 256 *
256 * 192).
3.3.3 Image preprocessing
Functional images were preprocessed using the following pipeline. The first 10 volumes of each
scan were discarded to allow for magnetic field homogenisation. Images were corrected for slice
acquisition timing, corrected for motion artefact using a rigid body linear transformation and spa-
tially realigned with a nonlinear transformation with 24 degrees of freedom [175]. Linear detrending
was performed. Images were corrected for nuisance covariates including white matter and cerebral
spinal fluid. Preprocessed images from each subject were then subject to three parallel processing
strategies: namely, corrected for global signal (GSR), or non-neuronal artefacts using a geometric ap-
proach known as median angle correction (MAC) [218], or left unaltered (NoGSR). All images were
then bandpass filtered between 0.01 and 0.08 Hz, and normalised to MNI space. Consecutive vol-
umes with a mean intensity change of greater than 0.5 were removed. Data were processed using an
automated data processing framework (DPARSF version 2.3, [176] ) built on the principles of statis-
tical parametric mapping (SPM8). 104 predefined regions of interest, based on those used in Chapter
2 (see also [79]) were then superimposed onto the 4D preprocessed images. Time series for each
region of interest were derived using the mean intensity value of all voxels in each region for each
volume. Pearsons correlation coefficients were then calculated for each time series pair, creating one
fully connected 104*104 matrix per subject. Matrices were rendered sparse by iteratively removing
edges starting with the most negative correlation to the most positive until no more than 12% of edges
remained, in keeping with prior work [210, 219]. In the event that removing an edge disconnected the
graph, that edge was retained, even if it had a lower correlation coefficient than other remaining edges.
These sparse graphs were then binarised to allow rich club analysis by degree, the most established
approach in the field thus far.
3.3.4 Identifying rich club members
Identifying the rich club is a two-step process. First, all nodes with a degree less than a specified
threshold are removed. The list of remaining regions is further restricted to the largest contiguous
cluster. The size and influence of this putative rich club is strongly determined by the threshold used
to identify this list of hubs. For example, if a high degree threshold is selected, very few nodes will be
included, whereas if a low degree is chosen the extent of the rich club will be much greater. Therefore,
it is important to ascertain the optimal degree to use as a threshold to identify rich club membership.
To objectively identify this threshold, previous studies have calculated the influence of the club across
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a broad range of degree thresholds and then chosen the value that yields the club with the highest
influence [206]. I here assess the utility of this approach in resting state functional imaging data.
Given rich club size can vary greatly between subjects I chose to increase our degree threshold until
approximately 15 nodes remained in the rich club of each subject. This approach effectively enforced
a specific club size for each subject in alignment with previous studies [206]. Post hoc analyses also
showed that this yielded a highly enriched rich club list in all our data.
Formally, the rich club is calculated as follows [203],
ψ (k) =
2E>k
N>k (N>k − 1) (3.1)
Where ψ is the rich club coefficient, k is the degree, E¿k is the number of edges in the subnetwork
of nodes with a degree of greater than k, and N¿k is the number of nodes with a degree above k.
I implemented this calculation using a MatLab algorithm in the brain connectivity toolbox (BCT)
[104].
To quantify the influence of this putative rich club, the RCC is then calculated. The RCC is the ratio
of the number of connections in the rich club divided by the total possible number of connections.
To draw meaningful information from the RCC, it is important to benchmark this number against a
corresponding value found in a degree-sequence matched network with random edge placement [206].
To this end, degree based rich clubs were also normalised against random graphs created by randomly
rewiring the original network by swapping edges and hence retaining only the degree sequence. In this
way, the normalised RCC (nRCC) represents the number of connections inside the rich club compared
to what would occur by random chance in a network with the same degree distribution and number of
edges.
3.3.5 Rich club feeders
Rich club feeders are defined as nodes that are directly connected to the rich club hubs. Here, I as-
sessed the most common feeders for each rich club member at the group level. The four most common
connections to each rich club node were identified across the group. The nodes that connected to these
feeder edges were considered the feeders. Other rich club nodes were excluded from this feeder list
to ensure that all feeders were not themselves rich club hubs.
3.3.6 Group-level clubs
Group-level rich clubs were identified for each of the three preprocessing strategies. These were
created by identifying the regions implicated in the rich club for each individual, then selecting the
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15 most consistently identified nodes across the group. To identify group level feeders, the four most
consistently connected regions of interest that were not rich club members were selected. This was
performed by identifying connections in sparse networks at the individual level, then ranking these
connections in terms of the number of times they were present throughout the group and selecting the
four that were most common. Of note, the number of feeders could be less than 60 (15x4) because
feeder nodes often connect to more than one hub.
3.4 Results
I first report on the RCC over a range of degree cut-offs, k (Figure 3.2). A RCC above 1 occurred in
all subjects for all three preprocessing strategies. However, RCC values were substantially different
between all three processing pipeline. The RCC tended to peak at relatively low degree cut-offs for
GSR and MAC. Specifically, the RCC derived from GSR-corrected data was highest in the range of
6 to 11 followed by values in the range of for MAC-corrected data. The RCC curve peaked at higher
degree values for the noGSR data, namely at a degree of 16. Over a broad range of high degree
thresholds, the uncorrected data had a higher RCC than RCCs for either MAC- or GSR-corrected
data. Interestingly, there was no substantial difference between MAC and GSR.
FIGURE 3.2: Normalized rich club coefficient change with degree. Bars represent the mean and
standard deviation of the normalised rich club coefficient at a given degree.
I next examined differences in the most common rich club hub nodes (Table 3.3, Figure 3.3). As
with the RCC, substantial differences were observed between noGSR and both other pipelines, with
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No GSR MAC GSR
Rolandic Operculum L Rolandic Operculum L Rolandic Operculum L
Temporal Sup L Temporal Sup L Temporal sup L
Temporal Sup R Temporal Sup R Temporal sup R
Post Insula R Post Insula R Post Insula R
Post MCC R Post MCC R Post MCC R
Lingual R Rolandic Operculum R Rolandic Operculum R
Fusiform L Frontal Med Orb L Fronal med orb L
Fusiform R Medial Prefrontal Lower L Medial prefrontal lower L
Temporal pole sup L Medial Prefrontal Lower R Medial prefrontal lower R
Temporal inf R Anterior Insula R Anterior insula R
Post MCC L Post Insula L Post insula Left
Precentral R Pregenual ACC L Pregenual ACC L
Temporal pole sup R Postcentral L Temporal pole sup R
Postcentral R Postcentral R Frontal med orb R
Supp motor area R Heschl R Anterior Insula L
TABLE 3.3: Rich club members
considerable overlap between GSR and MAC. However, some regions were present across all three
pipelines: Rich club hubs were consistently found in 5 out of 15 (33%) ROIs. Common rich club
members were the left rolandic operculum, right posterior insula, right posterior midcingulate cortex
(MCC) and both bilateral superior temporal poles. A further 7 regions (47%) were common to MAC
and GSR processed data, including the right rolandic operculum, right anterior insula, left frontal
medial orbital gyrus, left posterior insula, left pregenual ACC and bilateral lower medial prefrontal
gyrus. The uncorrected data shared one extra common region with the GSR data (right superior
temporal pole), and one with the MAC (right post central gyrus). In sum, 13 out of the 15 (86%) rich
hubs were common for the MAC and GSR data, while the uncorrected data shared 6 out of 15 ROIs
(40%) with both the MAC and GSR data respectively.
Feeders were classified into one of three categories, a) a feeder node common to all three preprocess-
ing pipelines; b) a feeder node common to two pipelines; or c) a node unique to a particular pipeline.
For a feeder to be identified as common, it did not have to be connected to the same rich club hub
across preprocessing strategies, but only to any rich club hub. Of the 60 feeder connections, multiple
connections were often present (from the same feeder node to various rich club hubs), resulting in
31 feeder nodes in the GSR data, while 29 and 28 feeders were present in the GSR and MAC data
respectively.
Visually, the anatomical distribution of feeder nodes appeared to be very similar for MAC and GSR.
However, as with the distribution of the rich club hubs, the location of feeders in the noGSR data were
more distinct (Figure 3.4). Quantitatively, the noGSR (uncorrected) data had the highest number of
unique feeders with 16 out of 26 (61%) feeder nodes not present in either of the other pipelines. In
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(a) Global signal regression
(b) Median angle correction
(c) No correction
FIGURE 3.3: Rich club members for all three preprocessing pipelines
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GSR NoGSR MAC
GSR 26 (100) 4 (15.3) 15 (57.7)
NoGSR 4 (15.3) 26 (100) 8 (30.7)
MAC 15 (62.5) 8 (33.3) 24 (100)
TABLE 3.4: Similarities in rich club feeders, total count (percentage) between preprocessing pipelines.
contrast, the MAC pipeline only had three feeders not present in GSR or noGSR (8%), whereas 9
(34%) feeder nodes were unique to the GSR adjusted data. GSR and MAC showed the highest level
of overlap, with 58 - 63% overlap in feeders, followed by MAC and noGSR at 31 - 33%, while GSR
and noGSR had the lowest overlap at 15% (Table 3.4). However, these numbers of unique nodes are
substantially lower than if 60 feeder connections from the rich club were chosen randomly (mean
number of unique nodes = 44 .3, standard deviation = 2.6, p < 2.2e-16).
3.5 Discussion
The rich club phenomenon has consistently been identified as a feature of the structural connectome
in humans and other mammalian species [146]. There is also substantial consistency in locations of
brain regions identified in these studies (Table 3.1). Understanding of these properties in functional
neuroimaging data has, to date, been limited. The current analysis affirms the presence of a rich club
in resting state functional data. However, there is significant disparity between the regions implicated
in this study and those identified in human structural networks, with only the left anterior insula found
to align with previous structural work [205, 209]. None of the currently identified regions were found
to overlap with those reported in another study [146]. Furthermore, the superior temporal poles were
found to be consistent members of rich clubs across all preprocessing pipelines in the current study,
albeit more anterior to the regions reported by Grayson [209]. Although structural and functional
connectivity significantly overlap [220], the observed difference between rich club hubs in our data
and previous structural work is likely underpinned by conceptual differences between structural and
functional imaging analysis methods . Most importantly, linear correlations are assortative (if A is
correlated with B and C, then B and C must also be correlated) whereas structural connections are
not assortative [221]. Because mutual connections lie at the heart of the rich club, this property of
assortativity, unique to functional connectivity, likely plays a strong role in the definition of rich club
hubs.
Several other factors may also help explain the difference between our functional rich club and pre-
viously published structural rich clubs: The disparity between structural and functional data may be
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(a) Global signal regression
(b) Median angle correction
(c) No correction
FIGURE 3.4: Rich club members and feeders for all three preprocessing pipelines. Red nodes are
rich club members, green nodes are feeders. Red connections show connections which are present in
greater than 50% of subjects between rich club members. Green connections show the top 4 feeders
connected to every rich club member
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due to accentuated inter-hemispheric effects. Functional correlations can easily occur between inter-
hemispheric regions. However, tractography inferred from diffusion weighted imaging data classi-
cally struggles to accurately disambiguate crossing from kissing fibres (see General Introduction),
a problem that particularly besets tracts crossing the midline in the corpus callosum. Furthermore,
recent work on structural rich clubs [146, 205] have used deterministic tractography algorithms that
may introduce biases, again impacting upon inter-hemispheric connections.
Several rich club nodes identified with MAC or GSR adjustment (Figure 3.3) corresponded to two
small bilateral midline structures around the insulae and superior temporal gyrus. Both identified
regions were considerably more anterior than the midline structures that dominate the location of
structural rich clubs. Interestingly, on visual inspection the feeders for GSR and MAC contained
a considerable number of midline structures, located between the frontal cluster of rich club nodes
and the medial section, often connecting the midline insula- and superior temporal gyrus-based rich
club clusters (Figure 3.4). Other feeder connections connected the rich club clusters in the temporal
lobes. The current results are positioned as relating to emerging models of the brain as a multi-scale,
hierarchically organised system [222]. In particular, efficient information passing may be assisted
through clusters of functionally segregated rich club hubs connected by longer-range feeder nodes
and their connections.
Our findings focus on the impact of correction for global brain activation, and highlight consistency
in rich club membership between MAC and GSR correction methods. This overlap was considerably
weaker between both of these two correction methods and noGSR data. The overlap between GSR
and MAC is perhaps not surprising, given that both of these approaches aim to correct for the same
problem, namely non-neuronal artefacts introduced during the scanning process (e.g., CSF and white
matter). However, convergence of two artefact correction methods on rich club architecture may not
necessarily provide confirmation of a ground truth as to the location of functional brain hubs. The
development of such a gold standard would benefit greatly from the co-localization of provincial
functional hubs in complementary imaging methods, such as fMRI and magnetoencephalography
(MEG). Although our findings are unable to identify a gold standard, the presence of a rich core
network in all processing pipelines leaves little doubt as to the existence of such a network within the
functional organization of the brain.
In this study, all three functional rich clubs were distinct to those previously identified in structural
brain imaging studies. This difference suggests that the rich club identifies network properties of the
brain based on the nature of the data, hence giving rise to modality-specific information as derived
from differing imaging platforms. Given differences in rich club membership between preprocessing
pipelines (Figures 3.3), namely between those that correct for artefact versus standard preprepro-
cessing, it may be premature to consider functional rich clubs as a clinical tool. Before functional
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rich clubs can be used with confidence, consensus must be met regarding the treatment of artefactual
features inherent to neuroimaging acquisition and analysis.
Chapter 4
Disconnection of the inferior frontal gyrus in
bipolar affective disorder
4.1 Abstract
IMPORTANCE: Bipolar disorder (BD) is characterized by an affective dysregulation and the integra-
tion of emotion with cognition. These traits may also be expressed in probands at high genetic risk
of BD. Although these disturbances impact greatly on wellbeing and interpersonal functioning, their
neurobiological underpinnings are poorly understood.
OBJECTIVES: I sought to elucidate the functional integration of neuronal activity between emotion
and cognitive control circuits in bipolar disorder and in those at high genetic risk. In particular, I
studied resting state functional connectivity of the left inferior frontal gyrus (IFG), a key hub in these
circuits, and one that has been implicated in prior imaging studies of BD and at-risk subjects.
PARTICIPANTS: We compared 49 young bipolar disorder (BP) participants, 71 unaffected individ-
uals with at least one first-degree relative with bipolar disorder (AR), and 80 healthy subjects with
no family history of mental illness, all age and gender matched (HC). All subjects were aged 16-30
years.
MAIN OUTCOME AND MEASURE: We studied resting state functional connectivity of the left IFG
using three complimentary approaches. First, I performed between-group analyses of functional con-
nectivity of the left IFG. Second, I used graph theory to study the network topology of the functional
connectivity of the left IFG. Third, I used machine learning to test whether the functional connectivity
of the left IFG could reliably classify individual subjects into their respective groups.
RESULTS: The left IFG was functionally dysconnected in the BD group from a network of regions
including bilateral insulae, dorsal anterior cingulate cortex, superior temporal gyri and the putamen.
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Compared to healthy controls, unaffected at-risk participants showed a functional dysconnection in-
termediate in strength to the BD group. This constellation of regions overlapped with fronto-limbic
regions that a machine learning algorithm selected as accurately predicting group membership. I
also found that local and global network features of the IFG co-vary with trait vulnerability for BD,
whereas intermediate topological properties reflect transient mood.
CONCLUSIONS AND RELEVANCE: Functional dysconnectivity of the IFG from regions involved
in emotional regulation may represent a trait abnormality for BD.
4.2 Introduction
Bipolar disorder (BD) is a relatively common and highly disabling condition [30, 223], the etiological
and pathophysiological underpinnings of which are poorly understood. The characteristic profile of
depressive and manic episodes in BD likely reflect impaired functioning of the neural substrates of
emotion regulation and cognitive control. These have been hypothesized to include a constellation of
regions in the medial prefrontal cortex (m-PFC), limbic structures such as the inferior frontal gryus
and anterior insula, and the dorsolateral prefrontal cortex [224]. In health, these circuits appear to be
crucial for the integration of emotional processing with executive function including inhibition and
decision making [225]. It is hence possible that dysregulation of the coordinated activity of these
regions underlies the phenotypic expression of BD. Recent imaging studies of established BD have
highlighted a key role of the inferior frontal gyrus (IFG) [226]. The IFG is involved in a number
of cognitive processes of potential relevance to BD, including response inhibition, task set switch-
ing, socio-emotional learning, and sustained attention [227]. A meta-analysis of fMRI findings in
BD found attenuated activation of the IFG across a range of emotional and cognitive tasks [226].
For example, hypoactivation of the IFG has been observed in BD subjects during implicit processing
of neutral and happy faces [228]. Similar findings implicating the IFG - from both structural and
functional studies are now also emerging in subjects at high genetic risk for BD [229]. Our group
recently reported reduced IFG activation in high genetic-risk individuals during response inhibition
to fearful stimuli in an emotional Go-NoGo task [147], similar to another recent study showing a
reduction in left IFG activity in BD while performing an emotional stroop task [230]. This demon-
stration of reduced activation of the IFG in those with established BD as well as those at-risk suggests
the possibility that loss of the functional integrity of the IFG may underlie trait dysfunction for this
illness. A functional disturbance arising from a brain region may reflect local, incipient pathology
or the failure of that region to functionally integrate into larger neuronal circuits [231]. In addition,
neural pathology of a purely local origin will likely compromise the integrated activity in the circuits
in which it is embedded [232]. Resting state functional magnetic resonance imaging (rs-fMRI) has
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proven to be an effective way of assessing the integrity of brain circuits in psychiatric disorders and
eschews the need for participants to learn complex cognitive tasks [233]. Prior analyses of rs-fMRI
data in BD have demonstrated disrupted connections between the prefrontal cortex and limbic-related
structures [158, 234–240]. Other studies have documented altered patterns of functional connectivity
within the so-called default mode [241–243] - a network of posterior and midline regions that become
more active during internally generated cognition [244]. To date, there have only been two studies of
rs-fMRI in BD patients and their unaffected relatives [245, 246]: These studies found both shared and
unique resting-state network connectivity in probands with psychotic BD or schizophrenia, and their
unaffected relatives [245, 246]. However, these analyses focussed on large-scale brain networks: The
role of specific regions such as the left IFG in mediating risk or expression of BD remains unknown.
Here I study resting state functional connectivity in bipolar disorder and those at genetic risk. I focus
on a functional cluster within the left IFG for which I recently observed hypo-activation during re-
sponse inhibition to fearful stimuliin those at genetic risk. To achieve this goal, three complimentary
analyses of our rsfMRI data were employed: first, a technique known as Network Based Statistics
(NBS) was used to study group-wise differences in functional connections between the left IFG and
all other (cortical and subcortical) gray matter regions [169]. I hypothesized that functional connec-
tivity would be selectively diminished between the IFG and regions crucial to emotion and cognitive
control in a “dose dependent” manner (i.e. the effect will be stronger in those with the established
disorder than in those at risk). Second, I used graph theory to study the complex system-level in-
teractions between the left IFG and the rest of the brain. Whereas NBS captures selective pair-wise
effects, graph theoretical measures reveal distributed, network-level changes in functional integration,
segregation and efficiency [243, 247]. This approach has revealed subtle disturbances in a number of
disorders, including functional connectivity in depression [219] and structural connectivity in bipolar
disorder [248, 249]. I endeavoured to disentangle trait disturbances from the sub-clinical emotional
state fluctuations invariably expressed in populations with, or at risk of BD. Third, I moved beyond
group differences toward diagnostic classification using machine learning. By identifying the smallest
set of data features that best partition individuals into their respective groups, this approach has shown
promise in predicting neuropsychiatric classification from neuroimaging data [139, 219]. Here I ask
whether the functional connectivity of the left IFG can yield such diagnostically informative features.
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Demographic data HC AR BD Difference Pairwise comparison
(n=80) (n=71) (n=49) Statistic
Age, mean (SD) 23.7 (3.2) 23.6 (4.1) 25.0 (3.7) F = 2.6, P=0.21
IQ (SD) 117.8 (11.0) 117.8 (9.2) 117.8 (11.1) F = 0.00, P=1
Females, no. (%) 48 (60.0) 44 (62.0) 33 (67.3) χ2 = .713
Males, no. (%) 43 (40.0) 27 (38.0) 16(32.7) χ2 = .713
22-30 yrs 22-30 yrs 22-30 yrs
Symptom severity scales (n=61) (n=48) (n=40)
MADRS, mean (SD) 1.9 (3.1) 3.0 (4.0) 11.4 (10.9) F=27.2, P=0.01*** BP>C***;BP>AR***
16-21 yrs 16-21 yrs 16-21 yrs
(n=19) (n=23) (n=9)
CDI, mean (SD) 6.5 (4.6) 11.7 (7.9) 21.6 (9.9) F=11.1, P=0.04*** BP>C***;BP>AR***
Controls AR Bipolar
Consensus DSM-IV diagnosis (n=80) (n=71) (n=49)
Any lifetime diagnosis, nr (%) 22 (27.5) 47 (66.2) 49 (100) χ2 = 68.4 ∗ ∗∗ BP>C***; BP>AR***; AR>C***
Lifetime major depressive episode,
no. (%) 8 (10.0) 23 (32.4) 47 (95.9) χ
2 = 96.3 ∗ ∗∗ BP>C***; BP>AR***; AR>C***
Lifetime behavioural disorder, no.
(%) 0 (0) 3 (4.2) 3 (6.1) χ
2 = 4.5 ∗ ∗ BP>C*
Lifetime substance disorder, no.
(%) 5 (6.2) 10 (14.1) 14 (28.6) χ
2 = 12.2 BP>C**
Current major depressive episode,
no.(%) 0 (0) 0 (0) 0 (0)
Current hypo/manic episode, no.
(%) 0 (0) 0 (0) 0 (0)
TABLE 4.1: Demographic and clinical data for at-risk (AR), control and bipolar disorder (BD) groups.
4.3 Methods
4.3.1 Participants
200 richly phenotyped participants comprising three groups were drawn from an ongoing longitudinal
study of at-risk individuals aged 16-30 years: 1) 71 participants at-risk (AR) for BD 2) 80 matched
healthy controls (HC); and 3) 49 BD participants (BD). Details of sample ascertainment, current psy-
chotropic medication, and clinical assessments are provided in Appendix B.1. Summary demographic
and clinical data are presented in Table 4.1.
4.3.2 Inferior frontal gyrus region of interest and functional connectivity mea-
surements
I constructed a ROI mask for the left IFG by employing a contrast associated with inhibiting a motor
response to the perception of a fearful face as reported in our previous analysis [147]. I then parcel-
lated the remaining grey matter voxels into 512 contiguous regions of approximately the same volume
as this ROI mask. Mean time courses were extracted from these ROIs and a functional connectivity
matrix of 513x513 pair-wise Pearsons correlation coefficients was calculated within each subject.
4.3.3 Network-based statistic
To identify between-group differences in functional connectivity I used network-based statistics (NBS),
a permutation-based method to control family-wise error [169]. I tested for group differences in the
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strength of functional connectivity between the left IFG and each of the other 512 grey matter parcels.
One-tailed two-sample t-tests were calculated to test the null hypothesis of equality in the mean value
of these edge-wise functional connections between the participant groups (HC > AR, HC > BD, AR
> BD, control < AR, control < BD, and AR < BD).
4.3.4 Graph theoretical analysis: Network metrics
We then estimated three network properties of the connections from the IFG to the rest of the brain:
(1) The path length (PL); (2) The participation index (PI); (3) The clustering coefficient (CC). These
three metrics were chosen because they capture global (PL), intermediate (PI) and local (CC) aspects
of network structure (see schema in Figure 4.1). Due to the inclusion of some siblings within the AR
and control groups, the 200 participants in our study belonged to 181 families, Generalised estimating
equations (GEE [250]) were used to accommodate these within-family correlations when assessing
the association between diagnostic category and these network metrics.
FIGURE 4.1: Graph theoretic analysis of the functional connectivity of the left IFG. Top row:
Schematic illustration of the three topological measures studied: Path length (PL), participation in-
dex (PI) and clustering coefficient (CC). Adapted from [62]. Bottom row: Group-wise estimates of
these measures in HC, AR and BD groups. Abbreviations: HC, Healthy Controls; AR, At Risk; BD,
Bipolar disorder.
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FIGURE 4.2: The constellation of fronto-temporal brain regions identified by network-based statistics
(NBS) that differed significantly between HC and BD groups. The bar graph shows mean (±SEM) of
the average of these 12 functional connections in the HC, AR and BD groups.
4.3.5 Classification using machine learning
We finally sought to move beyond between group analyses and study whether alterations in the func-
tional connectivity of the IFG could be used to classify our participants into their respective groups. To
this end, I employed two different machine learning techniques: support vector classifiers and random
forests. Reduction of our high dimensional functional connectivity data was performed by recursively
identifying the least informative functional edge and removing it. The final list of features was identi-
fied when the optimal accuracy versus complexity tradeoff was obtained using bayesian information
criteria (BIC). Surviving edges hence represent a list of the most informative edges for disambiguat-
ing the groups in the training data. Accuracy was the assessed by splitting the data iteratively into
training and testing sets.
Details of the image acquisition and preprocessing are provided in Appendix B.2. Further details
on the theoretical underpinnings and statistical analysis using NBS, network metrics, and machine
learning are provided in Appendix B.3.6.
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Region Present In Edge weights (SEM) Coordinates Broddman’s Area
NBS Machne Learning HC AR BD x y z
Left Medial Cingulate
Gyrus X 0
0.55
(0.015)
0.44
(0.028)
0.36
(0.030) -5 -1 45 6; 24; 32
Right Putamen X X 0.70(0.015)
0.62
(0.024) 0.47 (0.43) 32 -12 -6
21; 22; 13;
Hippocampus
Left Putamen X X 0.77(0.012)
0.70
(0.017)
0.61
(0.027) -25 18 -8 13; 47
Left Insula (a) X X 0.69(0.015)
0.63
(0.018)
0.49
(0.030) -43 12 -3 22; 38; 13; 47
Left Insula (b) X X 0.85(0.000)
0.82
(0.015)
0.66
(0.020) -31 5 -13
13; 47;
Amygdala;
Putamen
Left Superior Temporal
Gyrus (a) X X
0.61
(0.019)
0.53
(0.023)
0.39
(0.040) -61 -1 -3 22; 21
Left Superior Temporal
Gyrus (b) X X
0.56
(0.019)
0.46
(0.026)
0.37
(0.035) -63 -26 7 42; 22; 21
Right Superior Tempo-
ral Pole X 0
0.64
(0.017)
0.59
(0.022)
0.45
(0.037) 64 11 -14 38; 21; 22
Left Orbital Inferior
Frontal Gyrus X X
0.65
(0.015)
0.62
(0.017)
0.47
(0.030) -47 24 -8 47; 38
Right Superior Tempo-
ral Gyrus (a) X X
0.54
(0.021)
0.39
(0.027)
0.31
(0.039) 72 -13 0 22; 21
Right Superior Tempo-
ral Gyrus (b) X X
0.60
(0.023)
0.52
(0.025)
0.41
(0.028) 49 12 -3 13; 47; 22; 38
Right Superior Tempo-
ral Gyrus (c) X 0
0.57
(0.018)
0.53
(0.022)
0.37
(0.042) 67 -1 -3 22; 21
Left Inferior Frontal
Gyrus 0 X NA NA NA -53 23 -13 47; 38
Left Medial Cingulate
Gyrus 0 X NA NA NA -9 11 43 32; 6; 24
Right Middle Temporal
Gyrus 0 X NA NA NA 57 -7 -17 21; 22
TABLE 4.2: Functional connections of the left IFG as revealed by network based statistics and ma-
chine learning algorithms. Abbreviations: Healthy Controls, HC; AR, At Risk; BD, Bipolar disorder;
X, present; 0, absent: NA; not applicable.
4.4 Results
4.4.1 Connectivity: Network-based statistics
Analysis of the IFG functional connectivity revealed a significant effect for the contrast between
BD and HC participants (p < 0.001 FWE corrected). In particular, the left IFG was functionally
dysconnected in BD from a constellation of fronto-temporal regions (Figure 4.2), including proximal
ipsilateral cortex (left insula, left putamen, left superior temporal gyrus, left amygdala, left orbital in-
ferior frontal gyrus), contralateral regions of a similar anatomical distribution (including right superior
temporal gyrus, right putamen, right hippocampus) and one midline region (left anterior cingulate cor-
tex). In total, some 12 subregions comprised this subnetwork, although several of these were confined
within the same anatomical region of cortex (Table 4.2 and 4.2). No other between-group contrast
exceeded our family-wise corrected threshold. Of interest, however, the functional connectivity in the
AR group for all 12 edges of the preceding subnetwork fell midway between the HC group and the
BD participants. The average connectivity value over all 12 edges thus exhibited a consistent gradient
from HC to AR to BD participants (Table 4.2 and 4.2). Current mood state was not associated with the
strength of these functional connections in either the younger or the older group. Hence all network
disturbances suggest a weakening of the functional connections of the IFG in BD that is not driven by
mood but may reflect an underlying trait disturbance.
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As noted in Chapter 3, the global signal regression is a currently a much-debated issue in the field.
Global signal regression was originally a key preprocessing step dating from some of the pioneering
work on resting state fMRI [251]. GSR has been used to improve tissue sensitivity [252] and diminish
motion-related confounds [253, 254]. Both positive and negative BOLD correlations have neurophys-
iological correlates reflected in fluctuations of spontaneous neuronal activity, and GSR enhances the
neuronal-hemodynamic correspondence overall [255]. On the other hand, the use of GSR has been
shown to possibly yield anti-correlated networks where there are none [193] and in doing so, bias
inter-individual differences [217, 256, 257].
To address this concern, the functional connectivity analyses were repeated without GSR and with
an alternative geometrically-based correction [218]. The results are presented in Appendix C. Re-
assuringly, the results clearly replicate in these cases, with very similar anatomically distributions
in both alternative cases (see Appendix C, Figure C.1). Surprisingly, the between group differences
were actually stronger with no GSR than with GSR: Indeed, there was a small between group ef-
fect now also apparent for the contrast between AR and HC subjects (see Appendix C, Figure C.2).
Of note, a one way ANOVA revealed no between group differences for the average global signal
(f = 1.78,p > 0.18). This reassures that the findings reported above are not introduced or strongly
biased by a between group difference in the GSR.
4.4.2 Functional connectivity: Topological graph metrics
We then analysed the network characteristics of the IFG functional connectivity, focussing on mea-
sures of local (CC), intermediate (PI) and global (PL) network topology. All three graph metrics (CC,
PI, PL) showed an effect either of group or mood, or both (Figure 2).
The CC and PL both showed a strong effect of group, but not mood: Hence further analyses for
these two measures were performed after pooling data from both the young and older age cohorts.
The local measure, CC, differed across clinical groups (Wald χ exp 2=11.71 df=2, p=0.003). Pair-
wise comparison between the groups suggested that this effect was primarily driven by significant
differences between the AR and control groups (AR< HC, p < 0.001). The global measure, PL,
also differed between all three diagnostic groups (Wald χ exp 2=6.29 df=2, p=0.04), with specific
differences identified between the BD group and both the AR (p=0.02) and the control (p=0.03)
groups. The AR and HC groups did not differ.
In contrast to these “mood invariant” measures, a significant effect of current mood state was ob-
served for the intermediate graph metric, PI. Statistical analyses for PI were therefore carried out on
each age cohort separately, with mood state as a covariate. The significant effect of mood on PI ap-
peared to arise primarily in the older age group (Wald χ exp 2=10.79 df=2, p=0.001). In that group,
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pair-wise comparisons revealed no significant differences for PI between diagnostic groups after ad-
justing for current mood state. For the younger age group, there was no significant effect of mood
(Wald χ exp 2=1.66 df=2, p=0.20). In this group, significant differences were found between diag-
nostic groups (Wald χ exp 2=13.94 df=2, p = 0.001), with pair-wise group comparisons revealing
differences between the AR participants and BD cases (p = 0.002).
4.4.3 Functional connectivity: Machine learning classification
Application of both machine learning algorithms (support vector machines, SVM and random forests,
RF) to our data yielded classification rates that were clearly well above chance. Across all clinical
groups, the mean (and standard deviation) accuracy for the three group classifiers was 56.1% (5.8%)
for the SVM, and 54.6% (4.9%) for the RF classifiers. In general the negative predictive values
(NPV, the true negative rate) were higher than the positive predictive values (PPV, the rate of true
positive classification). Hence the classifiers were better at correctly excluding incorrect diagnoses
than identifying correct diagnoses, although both rates were well above the chance rate of 40.8%.
With regard to misclassification rates, BD subjects were more likely to be wrongly assigned to the AR
group than the HC group. Likewise the HC subjects were more likely to be erroneously categorised
as being AR than BD: this accords with the greater phenotypic and genotypic distinction between HC
and BD than the AR states. For both classification schemes, false classification of AR subjects was
reasonably evenly split between both groups, although misclassification to the HC group was slightly
higher, particularly for the RF algorithm.
Machine learning classification begins with a data reduction step (See Methods), during which the
most diagnostically informative data features are identified and the most redundant eliminated. The
edges of the IFG functional connectivity matrix that yielded classification in our data (Figure 4.3)
showed a striking overlap with those observed from the traditional between group (NBS) analysis
(Table 4.2). In particular, 9 of the 12 individual cortical parcels showed an exact overlap between
the network based statistics and the classifier (Table 4.2). The remaining differences were relatively
minor: the midline region was identified as being slightly more anterior (but still within the left medial
cingulate cortex). Two of the right superior temporal gyrus regions were replaced by a single region
in the right middle temporal gyrus and a second subregion within the ipsilateral left inferior frontal
gyrus (distinct to the IFG ROI) appeared in the list of classifiers.
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FIGURE 4.3: The constellation of fronto-temporal brain regions identified by the three-group machine
learning algorithm trained to classify subjects into HC, AR and BD groups using left IFG functional
connections. The bar graph shows the positive predictive value (PPV) and negative predictive value
(NPV) for the support vector classifier. The dashed line denotes the background (chance) accuracy of
40.8% .
4.5 Discussion
Prior research has highlighted a potential crucial role of the IFG in the genetic risk and phenotypic
expression of BD. Here I report a functional disconnection from the IFG to fronto-limbic regions that
underlies trait-related risk for affect dysregulation in BD and, to a lesser extent, unaffected at-risk
participants. This functionally disconnected subnetwork carries potential to classify those at genetic
risk of BD. Several of the regions in this subnetwork deserve further consideration. For example, prior
functional neuroimaging studies in BD have found evidence of superior temporal gyrus dysfunction
during emotional processing [223, 258, 259] as well as during rest [237, 260]. Medial temporal
structures in particular (such as the amygdala and hippocampus, which constitute components of our
sub-network) have been implicated in the structural pathology of BD patients and unaffected relatives,
though findings have been inconsistent [261]. While our core region of interest (IFG/insula) is typi-
cally more active during task performance than at rest, the medial PFC is part of the default network
which is more active during rest and is thought to mediate internal mental activity [250, 262, 263].
Ventral and orbital components of medial PFC, BA 24 and 32 (major contributors to our functional
subnetwork) have been suggested to contribute to emotional dysregulation in BD [224]. Reduced
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functional integration between medial PFC and the rest of the PFC has been reported in BD com-
pared to controls during resting-state fMRI [234]. In addition, functional connectivity between the
medial PFC and insula/ventral lateral PFC (BA 47) was previously found to differentiate BD from
schizophrenia [235]. Ventral medial PFC (BA 32) abnormalities have been previously reported in
prior-state studies of BD [242, 247]. Additionally, a recent meta-analysis of diffusion tensor imag-
ing (DTI) identified decreased fractional anisotropy in the cingulate cortex (BA 32) in BD [264].
Whilst these findings are convergent with those presently reported, I additionally implicate functional
connectivity of these regions to the IFG.
Our deployment of a machine learning algorithm yielded a constellation of functionally dysconnected
regions that closely resembled the network returned by use of this frequentist-based between-group
analysis. Machine learning has been previously applied to discriminate among BD and schizophre-
nia during a verbal fluency task [265], and to distinguish participants at genetic risk for BD from
HC on the basis of emotional face gender-labelling tasks [266]. Our study is the first predict group
membership among BD patients, participants at genetic risk for the disorder and HC using rs-fMRI.
Of interest, the NPV (the rate of accurately excluding an effect) was higher than the PPV. Whilst a
definitive role of classification using patterns of functional connectivity clearly requires further vali-
dation, this early finding points to its potential utility as an imaging-based screening test, possibly to
complement genetic testing.
We explored 3 graph metrics that focus on local (CC), intermediate (PI) and global (PL) aspects
of network topology. Some researchers have suggested that a high CC could promote integration
of cortical regions into distributed functional circuits [267, 268]. Notably, the normalised CC in
AR compared to HC was independent of mood, suggesting that functional circuits from the IFG to
other brain regions may differentiate HC from AR participants. Trait related disturbances in CC may
have normalised with psychotropic medication in BD participants. Our data also suggest that group
differences in the community measure of PI is more reflective of transient mood state. The IFG is more
deeply immersed within its local functional community in participants with BD than in those at genetic
risk. One speculative interpretation of this finding is that transient depressive symptomology in AR
participants disrupts connectivity in the module to which our IFG belongs, resulting in compensatory
IFG connections to extra-modular nodes. Again state-related PI disruptions may have normalised
with current psychotropic medication in BD participants. The BD group had the longest average PL
from the IFG to all other brain regions relative to HC and AR participants. This is consistent with a
distributed functional dysconnection of the IFG to distant regions of the brain, leading to compromised
integration of IFG activity into large-scale cortical dynamics during spontaneous thought.
Our methodology, and hence our findings, are quite distinct from two prior studies of rs-fMRI in
BD relatives [245, 246]. First, the study sample of these prior reports was older than ours (38 ±
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12 (mean ± SD)) suggesting that many participants would have passed the peak age of onset (i.e.
<30) for developing BD [269, 270]. Our cohort is hence arguably of an age where transition to
BD from at-risk is approaching its peak incidence and when predictive imaging may be of greatest
utility. Second, I examine functional connectivity pair-wise, seeding our analysis on the left IFG:
These prior studies use independent components analysis to derive large spatial maps, then study
correlations between these functional networks. The distributed nature of these networks prohibits a
direct comparison with our results, whilst the small number of ICA maps used in these studies would
have rendered graph theoretical analysis of limited potential. Although the high heritability of graph
metrics [271] motivates their use as a marker to predict genetic risk for neuropsychiatric conditions
[84], considerably more work is required before a consensus integration of resting state fMRI findings
could be achieved. Several methodological issues require consideration. Brain networks derived using
different parcellation schemes or at different spatial scales exhibit distinct topological architectures
[169]. Agreement has yet to be reached on the optimal parcellation methods, but recently there is a
trend for utilising smaller parcellations rather than more coarse-grained ones derived from traditional
atlases [201, 272]. Additionally, I cannot rule out a possible effect of medication on our principle
results although a recent review reported that medication appeared to have limited impact on fMRI
findings [273].
In our cross-sectional study, it is unclear whether changes in connectivity in the BD group reflect
the cause or the consequence of the illness. However, as some abnormalities are intermediate in
the AR group, our results suggest that findings in the BD group are at least partly attributable to
prior trait-related dysfunction. Our AR group will exhibit different progressive trajectories, whereby
some will ultimately develop BD and others will not. All the present participants are in an ongoing
longitudinal study: Follow-up data may better elucidate the underlying mechanism that contributes to
BD trajectories. Finally, it is worth noting that the analysis of a resting state fMRI data holds both
promise as well as disadvantages. Task instructions are minimal and hence participation is easy - a
consideration of particular relevance in clinical imaging research. However, the lack of an explicit task
and behavioural outcome challenges inference on emotional and cognitive correlates. On this latter
point, it is particularly interesting, however, to recall that the functional mask for our core IFG region
was previously reported by our own group to show a lack of engagement during motor inhibition to
fearful faces: The present study suggests that a disturbance of the functional integration of this region
persists in the absence of a task. Indeed, the lack of a task or other dynamic distractor may increase the
dysphoria associated with affective disorders, allowing attention to drift toward unpleasant memories,
intrusive ruminations and somatic symptoms.
In summary, the focus of resting state functional connectivity of the IFG might provide promising
diagnostic information, help uncover the pathophysiology of BD, pinpoint underlying diverse effects
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seen in the disorder, identify more subtle effects seen in those at high risk for the disorder, and disen-
tangle state from trait dysfunctions.
Chapter 5
High risk of bipolar disorder is associated
with an enriched rich club of the brain
5.1 Abstract
IMPORTANCE: The human connectome is characterised by a small number of key structural hubs
that are strongly interconnected and facilitate core cognitive and emotional functions. Imaging studies
have repeatedly implicated vulnerability of several of these hubs, including the anterior insula (AI)
and inferior frontal gyrus (IFG) in bipolar disorder (BD).
OBJECTIVES: We studied the so-called rich club of the brain namely the constellation of strongly
interconnected structural hubs in bipolar disorder and in those at high genetic risk.
METHODS and MEASURES: Whole brain probabilistic tractography was reconstructed in 49 par-
ticipants with bipolar disorder (BP), 79 participants at high genetic risk (AR) and 80 healthy controls
(HC). We identified the rich club hub nodes and characterised the strength of internal rich club con-
nections in these data. We also employed machine learning to explore the predictive clinical utility of
this measure of the structural connectivity.
RESULTS Consistent with prior research, our data evidenced a constellation of strongly intercon-
nected structural hubs. These comprised regions in the inferior temporal gryus (including IFG), the
medial temporal lobe (including AI) and posterior parietal cortex. Whilst the members of the rich
club were consistent between groups, the density of internal rich club connections were significantly
stronger in the AR group compared to the BP and HC groups. A support vector classifier trained on
features of the rich club was able to disambiguate BP from AR (56%) and BP from HC (61%) but not
AR and HC (47%).
CONCLUSIONS AND RELEVANCE Our analyses suggest a disturbance in the connections amongst
the core structural hubs of the brain. These appear to be more densely interconnected in young people
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at genetic risk of bipolar disorder. Whilst this effect appears to normalise in those with the disorder,
there remains diagnostic potential in this interesting feature of the human connectome.
5.2 Introduction
There are approximately 100 billion neurons in the human brain [274], each synaptically connected
to a large number other neurons. This creates a complex neuronal network which connects every
neuron to every other, either directly or through complex polysynaptic paths. The ’connectome’ is a
term coined by Olaf Sporns [275] to describe this complex, highly interconnected network. Whilst
Sporns coined the term “connectome” specifically for structural brain networks, the broader notion of
“connectomics” has also been extensively applied to functional networks.
Connectivity studies can engage structural and functional networks at a variety of scales, from the mi-
croscopic scale of single neurons, through to fibre bundle connections between large populations of
neurons [276]. However, the vast amount of information included in connectomic maps - regardless
of the scale of interrogation - makes it challenging to identify salient information [277]. Furthermore,
as the brain communicates in complex, multiscale patterns, important information may be missed by
only measuring activity at any particular scale [194, 278, 279]. Finding scalar summary statistics,
such as the path length and global efficiency, for whole brain network topology represents one ap-
proach [277]. However, as discussed in chapter 2 these whole-brain metrics are a fairly crude index
of complex network organization: Not surprisingly, whilst these measure have yielded insights into
severe neuropsychiatric disorders such as schizophrenia [62, 268] and dementia [280] they are less
sensitive to the subtle network disturbances associated with common psychiatric disorders such as
major depressive disorder and bipolar disorder. For example, in Chapter 2, I found that the interme-
diate level of organization of network communities - such as the community organization - was more
sensitive to disturbances in resting state fMRI data in major depressive disorder than global graph
measures.
Another recently proposed emerging metric that allows assessment of the complex networks at the
intermediate level of organization is the rich club [279]. The rich club as a collection of hub nodes
that influence the network much more strongly than other nodes, forming a densely inter-connected
backbone of many biological and social networks [203]. Put more formally, the rich club is defined
as a set of (high degree) hubs that are more strongly inter-connected with each other than expected by
chance. Networks obtained from brain connectivity data have shown to exhibit rich club properties
in both structural [146] and functional [210] MRI data. Because the regions that constitute the rich
club are, by definition, hubs, they are able to facilitate efficient information transfer from remote brain
regions, through the structural core and back into the periphery [192, 206, 281, 282]. However this
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comes with a price because targeted degradation of rich nodes degrade the global efficiency of the
network three times as much as a random attack [146]. Recently, a selective diminishment of the
hub-ness of structural rich club members was observed in schizophrenia [210].
There are two pieces of information that characterise the rich club of a network. Firstly, there is a
measure of how much influence the rich club exerts on the network as a whole - that is, how enriched
are the internal rich club connections? Here, we are specifically interested in whether the rich club is
more centralized than we would expect by chance: this is captured by an index termed the rich club
coefficient. Secondly, we are interested in rich club membership. That is, which nodes are considered
rich, which ones are feeders (strongly connected to the club while not being members themselves)
and which nodes are peripheral - or satellite - nodes.
Using these two pieces of information - the rich club coefficient and rich club membership - we can
investigate the cortical regions that play a strong influence on network structure.
Rich club nodes reported in the literature include hub regions such as the anterior insula (AI) and
inferior frontal gyrus (IFG) that have been implicated in bipolar disorder (BD). In chapter 4, I studied
the functional connectivity of the inferior frontal region. Are alterations in the broader rich club
found in bipolar disorder. The purpose of this chapter is thus to investigate the potential of the rich
club network measures to detect structural network changes in bipolar disorder. Before moving to my
specific approach to this question, however, I will briefly review prior studies of structural disturbances
in bipolar disorder - looking at both morphological as well as tract-based research.
5.3 Structural imaging findings in bipolar disorder
Recent investigations of structural differences in psychiatric disorders such as bipolar disorder have
benefitted from a method known as voxel based morphometry (VBM) [283]. VBM is a neuroimaging
analysis technique that allows investigation of focal differences in brain anatomy and is implemented
in Statistical Parametric Mapping (SPM). It departs from traditional morphometric studies that address
this problem in being fully automated.
Studies using VBM have reported gray matter reductions in a number of limbic and prefrontal cortical
regions, including the anterior cingulate gyrus [284, 285], right prefrontal gyrus [284], right inferior
frontal gyrus [284] and the ventral prefrontal cortex [285], as well as the fusiform gyrus [285] and
the supplementary motor area [285]. McIntosh also found reductions in white matter, in the internal
capsule [286]. However, the regions implicated in at least one study are wide spread and had a low
level of consistency between studied [287].
In recent years, attention in structural imaging has turned from a focus on cortical thickness and
regional volume to study the nature and integrity of neuronal connections, leveraging advances in
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diffusion based imaging [288]. This derives from new imaging sequences that are sensitive to the
anisotropic nature of water diffusion in a complex medium such as white matter brain tissue. From
this signal, estimates of anisotropic diffusion reflect the dominant directions of fibre bundles in each
voxel.
Two pieces of white matter organization can be derived from diffusion imaging: Fractional anisotropy
(FA) is a signal-based measure that captures the ratio between the dominant fibre direction in each
voxel and all other minor directions. It has been widely applied as a simple measure of tissue in-
tegrity. Tractography is a more sophisticated approach that uses the diffusion signal to reconstruct the
major fibre connections between all cortical (and usually subcortical) regions. The original approach
to tractographic mapping was performed using deterministic algorithms. With deterministic tractog-
raphy, the diffusion for each voxel is determined in multiple (usually three) directions and a primary
direction of the voxel is identified, corresponding to the direction of the greatest diffusion (the long
axis of a fitted tensor). Fibers are then identified by following the primary diffusion direction through
a stream of adjacent voxels until termination criteria are met. Fibres are terminated according to one
of a number of criteria, including fibres exiting gray matter, or changing direction more quickly than
a certain threshold. Tracks are seeded at random locations throughout the grey matter and millions
of tracks are identified until complete coverage is obtained. The density of tracks is approximated by
the number of tracks transversing between pairs of regions. Deterministic tractography (also known
as diffusion tensor imaging, DTI, because of the three directions of diffusion in each voxel) has been
widely applied to a number of psychiatric disorders, including bipolar disorder.
Although white matter alterations in BD are heterogeneous, there is a convergence of findings on
impairment of white matter integrity. Several investigators found decreased fractional anisotropy
(FA) in the corpus callosum, prefrontal regions, the cingulate-paracingulate white matter, fornix, and
superior longitudinal fasciculus [289–296] in patients with BD. These tracts are known to provide
connections between regions involved in emotional processing and regulation [297]. The trend is
towards impairment involving prefrontal and frontal regions, projection, associative and commissural
fibres, with less compelling evidence implicating the sub-cortical and non-frontal brain lobes [297,
298]. Studies in high-risk populations suggest that FA white matter abnormalities in regions such as
the superior longitudinal fasiculus may represent risk and early disease markers [292, 296, 299–305].
A combination of fractional anisotropy and task based functional MRI was used to identify decreased
functional connectivity between the perigenual anterior cingulate cortex and the amygdala [306] in
BD. This change was seen to correlate with FA in the ventrofronal white matter [306].
Deterministic fibre tracking has been widely used to investigate connections between distal brain
regions. For example, DTI was used to identify the ’rich club’ of the brain [146, 205]. However,
DTI may produce inaccurate results in some situations, artificially inflating the fibre density estimates
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of longer fibers [307]. Further to this, deterministic algorithms may also fail to correctly identify
fibre orientation where there are multiple fibers in a single voxel, such as crossing [308] and splitting
fibre bundles [309]. When considering different diffsuion techniques, such as Q-ball and CSD, the
minimum angle which is discernible changes significantly [64].
Probabilistic tracking differs from DTI according to the way in which the fibre directions are assigned
at the voxel level. Instead of only a single primary direction being calculated, the probability of
a fibre being directed across many given directions is calculated. This yields the fibre orientation
density function (fODF) [310]. Estimation of fODFs requires two additional acquisition and analysis
innovations. At the acquisition level, the number of directions in which water diffusion is measured
must be much greater, corresponding to so-called HARDI (high angular resolution diffusion imaging)
sequences. Secondly, the diffusion signal needs to be deconvolved to estimate the underlying fibre
orientations: An example is the use of constrained spherical deconvolution [64] employed in this
chapter.
Using a probabilistic approach allows for more accurate characterization of certain conditions in fibre
interactions, such as crossing fibres (Figure 5.1). Although these fibre structures become easier to
disambiguate, the number of fibres estimated required to identify consistent patterns is much higher,
hence increasing the computational burden required.
5.3.1 Objectives of this study
Following the recent discovery of the rich club in both functional and structural neuroimaging in
healthy populations, as well as the identification of rich club alterations in schizophrenia, I sought to
identify changes in bipolar disorder as well as first degree relatives. I first identify the presence of the
rich club in structural connectomic data using probabilistic diffusion weighted imaging techniques.
Next I assess differences in the rich club coefficient and rich club membership between three cohorts:
Participants with BP (BP), those at genetic risk (AR) by virtue of having a first degree relative with
BP, and matched healthy controls. Whilst these two objectives allow me to identify how the groups
differed, there is an important question yet unanswered, namely what can the rich club tell us about
individuals? That is, can we predict which individuals are bipolar or are at an increased genetic
risk with knowledge only of their structural rich club? To answer this I trained a machine learning
classifier to disambiguate the three groups based on information about the rich club. There were two
questions I sought to answer with this classifier: First, are there alterations in the rich club in bipolar
disorder and second, can I use these alterations to identify at risk participants who have not developed
the phenotype.
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FIGURE 5.1: An example of crossing fibres distinguished by diffusion weighted imaging. Adapted
from [311]
5.4 Methods
Participants, clinical characterization and the imaging scanner are as per Chapter 4: Their details are
repeated here for completeness. Whereas Chapter 4 deals with resting state fMRI data, the current
Chapter deals with diffusion weighted imaging data from the same cohorts.
5.4.1 Participants
Participants comprised three groups: (1) Seventy-one healthy participants ’at-risk’ for bipolar disorder
(AR) (defined as children or siblings of a proband with a confirmed DSM-IV diagnosis of bipolar I,
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II, or schizoaffective disorder bipolar-type); (2) Eighty healthy controls (defined as subjects with no
parent or sibling with bipolar I or II disorder, recurrent major depression, schizoaffective disorder,
schizophrenia, recurrent substance abuse or any past psychiatric hospitalisation; and no parent with
a first degree relative who had a past mood disorder hospitalisation or history of psychosis); and
(3) Forty-nine participants with bipolar disorder (BD) defined as meeting DSM-IV criteria for either
bipolar I or bipolar II disorder. These diagnoses were confirmed independently by two psychiatrists.
All participants were aged between 12 and 30 years. Any (current or prior) history of psychiatric
symptoms (including depression) - apart from the occurrence of bipolar disorder - in either AR or
control subjects was not an exclusion factor. This ecological approach has been used by similar
studies of individuals at high genetic risk for bipolar disorder [277, 279]. AR and BD participants
were recruited from families who had previously participated in a bipolar disorder pedigree molecular
genetics study or a specialized bipolar disorder research clinic, clinicians, mental health consumer
organisations and other forms of publicity. Control subjects were recruited via print and electronic
media, and noticeboards in universities and local communities. Of the 71 AR participants, 76.6% had
a parent with bipolar disorder and 23.4% had a sibling with bipolar disorder. The 200 participants
belonged to 181 families.
5.4.2 Data acquisition
Imaging data were acquired with a 3-T Philips Achieva scanner at Neuroscience Research Australia in
Sydney. Structural imaging started with one minute of standard scout images to adjust head position,
followed by a reference scan to resolve sensitivity variations. One hundred and eighty T1-weighted
anatomic 3D turbo field-echo saggital images (voxel size 1 x 1 x 1) were acquired to allow subsequent
spatial normalization. Two 32 directional diffusion scans were performed per subject with a b0 value
of 1000 each.
5.4.3 Diffusion image pre-processing
Diffusion pre-processing was performed using a selection of tools from three different software pack-
ages, namely MRTRIX, FSL and ANTS.
Diffusion images were corrected for eddy current and motion effects using the Fit Model to All Mea-
surements (FWAM) method [312]. First, a synthetic diffusion image was created and used to perform
rigid affine registration using the ANTS software package [313]. The resulting affine matrix from
each tensor, created by targeting each tensor was then used as an inverse transformation for gradient
direction matrix to account for head rotation [314]. The b0 image intensity was normalized and this
transformation was then applied to all diffusion weighted images [315].
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As the present study only acquired the non-diffusion-weighted image in a single phase-encoding
direction, the FWAM (Fit Model to All Measurements) method [312] was used to correct for eddy
current and motion effects. First, a synthetic diffusion image was generated from each raw tensor
measurement and then used as a target for rigid affine registration using ANTS software [313]. The
affine matrix derived from the registration of each tensor to the synthetic image were used to rotate
the gradient direction matrix in order to correct for head rotation [314]. Finally, voxels identified as
outliers using the Higher Order Model Outlier Rejection (HOMOR) [316] were removed from the
diffusion weighted signal.
Fibre tracking was employed using a probabilistic streamline generation algorithm (iFOD2) [317] to
generate whole brain fiber track patterns [318]. Fibre orientation distributions (FODs) were inferred
using the constrained spherical deconvolution method, independently identifying a probability map
of the direction of fibres in each voxel. Fibres were constructed by selecting random seeds and then
extending the fibres in both directions until the default termination criteria of iFOD2 was reached,
restricting the maximum curvature of fibres to 38.68 degrees. Fibres were extended with a step size
of 1.25 mm and were identified as spurious if the length was less than 12.5 mm or greater than 250
mm. Fibres were terminated if they extended outside an extracted brain mask or entered white matter
(FA=0.1). For each scan, 50 million streamlines were generated. To remove spurious connections,
networks were rendered sparse by removing the connections with the least number of streamlines
until a specified percent of connections remained. This number was varied to assess the robustness of
results.
Construction of structural connectivity matrices are completed by defining a cortical and subcortical
parcellation and identifying the streamlines that begin and end in each resulting region. A very fine
(513 region) parcellation was used that covered all cortical regions and most important subcortical
grey matter structures (except for the cerebellum). The 90 region AAL atlas [177] was used as a seed
parcellation. These 90 regions, which vary greatly in volume, were then broken down into 513 regions
of approximately uniform region using the technique developed by [163], that subdivides an initial
atlas into equal sized, contiguous ROIs.
Following this, all structural networks in all subjects were thresholded to the same number of edges.
This is required for the derivation of the rich club. The results shown in this Chapter are for a sparsity
of 5% of edges although they are robust across a broad range of sparsity thresholds (from 5% to 10%).
Supra-threshold edge strengths - based upon the streamline count - are retained.
5.4.4 Rich club
Rich clubs are defined as a collection of hub regions that are highly interconnected: That is, have a
high degree and share more connections with other members of the rich club than expected by chance.
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We here use a rich club definition based on degree hence the number edges in the binary adjacency
matrix. Edge weights and thus node strengths are, for the moment, to be ignored.
Calculation of the rich club proceeds by iteratively according to the following approach [204]. First,
nodes are ranked from lowest to highest degree, k. Starting from the lowest ranking, nodes (and their
edges) are then iteratively removed from the graph. The rich-club coefficient Φ (k) for each remaining
node is computed as the ratio of connections present to all other of the remaining nodes to the total
number of possible connections. If the graph does not have a rich club, then there will be no more
remaining edges than expected by chance: otherwise the number (and hence this ratio) will be higher.
Φ (k) =
2E>k
N>k (N>k − 1) (5.1)
where N is the number of nodes remaining, E is the number of edges between
the remaining nodes and k is the minimum degree of nodes retained in the sub-
network.
To benchmark the resulting rich club coefficient against values expected by chance, we then nor-
malize this value by dividing it by Φ (k) of a graph which contains the same degree distribution, but
has otherwise been randomized using a rewiring rule [319]. The normalized form of Φ (k) hence
captures the richness of the empirical network compared to that expected by random chance alone.
Therefore, a normalized rich club coefficient of 1 describes a network that is as rich as would be
expected by random chance, while a value above 1 means the rich club is more centralized, with high
degree nodes connecting more often, and a RCC lower than 1 represents a decentralized club where
high degree nodes are connecting less than expected randomly. Hereafter, we refer to the normalized
form of Φ (k).
The rich club as defined here is based on degree alone as stated above, the edge weights have been
binarised. It is also likely that these hub nodes have an increased strength compared to other nodes in
the network [146]. As the degree based rich club does not explicitly test this, nodes were divided into
3 categories, rich club members, feeders and satellites, with feeders defined as the 4 strongest con-
nections to a rich club node. This keeps the number of feeder and satellite connections approximately
equal.
The degree threshold that provides the largest normalized rich club coefficient may vary from subject
to subject. Here we define the optimal group level as the highest mean normalized rich club coefficient
across all thresholds. At the group level (AR, HC, BP), we identified each individuals rich club, and
identified how often within each group they occurred. The group level rich club was identified as
the top 10% of nodes which appeared across all subjects in that group. Feeders were also defined
across all participants. This was performed by identifying the 4 most highly connected nodes in each
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individual attached to every rich club member and selecting the 4 most common across the entire
population.
The rich club was identified using the same algorithm as [146] at an individual level. However, the
present approach differs in two key ways; (1) We used a very fine (513 region) parcellation using
a whole brain approach. This was created using a technique developed by [163], which divides an
atlas into equal sized, contiguous ROIs; (2) Fibre tracks were identified using probabilistic (DWI)
as opposed to deterministic (DTI) tractography. Regional overlap was compared with prior studies
[146, 205], as well as rsFC rich clubs in the same subjects.
5.4.5 Machine learning
Classification was peformed using support vector classifiers, trained on 75% of the data, while the
accuracy was assessed on the remaining 25%. Features were identified in varying approaches, as
outlined below, to address different questions about the diagnostic potential of the rich club. Training
and testing data sets were re-sampled 1000 times, altering the composition of the groups between
each run.
Two support vector classifiers were trained to test for diagnostic accuracy. The first classifier used
rich club robustness scores for features. The rich club robustness score is a measure in the range [0
1] of how long a region is considered a rich club member as the degree is increased, and is formally
calculated by the following.
∑K
k N ∈ R
K − k (5.2)
where k and K are the minimum and maximum degree of any node in the matrix, N is the node and R
is the set of rich club members.
In other words, if a node was a member of the rich club at degree 15, while the minimum and maxi-
mum degree of any node for that individual were 1 and 20 respectively, that node would have a rich
club robustness score of 0.75.
To reduce the dimensionality of the data, maximum relevance minimum redundancy was used to
identify the 30 most salient features in the training data. These features were then used to train three
support vector classifiers, one each for healthy vs at risk, at risk vs. bipolar and bipolar vs. healthy.
The predicted class was identified by selecting the class which had the maximum distance from any
one of these vectors. This approach is known as one vs. one multi classification.
Next we used the mean strength of connections in each group (satellite, feeder, rich nodes; see Results)
as well as the normalized rich club coefficient in each subject to find differentiable features. As this
resulted in only 4 features, no feature elimination was performed. Classifiers were trained as binary
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classifiers, for example, healthy participants (HC) vs. the genetic risk (AR) cohort. The objective
of this second classifier was to explore if differentiate between the more extreme cases (Bipolar vs.
healthy) was more accurate than between the less distinct cases (healthy vs. first degree relative).
5.5 Results
5.5.1 Existence of rich club
The structural connectomic data averaged across all three groups showed a robust rich club spanning
both hemispheres, with clusters of hub nodes predominantly in prefrontal, superior temporal and
parietal regions. Figures 5.2, 5.3 and 5.4 show the spatial distribution of these rich nodes viewed from
the rear (occipital) of the brain, side (right) and from above, respectively. Rich club nodes and edges
are shown in red; Feeder nodes (and edges) are shown in yellow; whilst all other nodes and edges
are shown in blue. The size of the hubs is scaled in proportion to the node strength. These figures
hence evidence a striking, highly organised high club topography in these structural connectomes.
The general distribution is quite symmetrical, particularly around the inferior frontal and superior
temporal regions although there is some slight asymmetry amongst the bilateral parietal regions.
Crucially, for the purposes of the present cohort of bipolar and at risk subjects, the inferior frontal
gyrus is firmly within the structural rich club: Given the implication of this node in bipolar disorder
(see Chapter 4), this adds a specific motivation to the use of this feature of network organization to
understand brain network disturbances in bipolar disorder. In what follows, we first study the general
richness of the rich club in each of the three groups, then look in more detail at the rich club members.
5.5.2 Richness of the rich club
A more formal quantification of the properties of the rich club was achieved by calculating the rich
club coefficient - namely the number of internal rich club relative to the number expected by chance
(see Methods). Replicating previous work [146], the present data clearly showed enriched rich club
connections across a broad range of node degrees: Similar to [146] and [205] we identified a unimodal
effect of the normalized rich club coefficient as a function of node degree (Figure 5.5) across all three
groups, with a broad rich club regime in all groups maximal at a degree of 50 in all groups.
Whilst the basic properties of the rich club were present in all three groups, there was a striking
difference in the nature of this enrichment. In particular, at risk subjects had a higher rich club
coefficient after normalizing against random graphs 5.5, significantly deviating from both bipolar and
healthy subjects. This implies that whilst all groups had rich clubs, the number of internal rich club
edges was even higher in the bipolar at-risk subjects than the controls or bipolar cohorts. Interestingly,
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FIGURE 5.2: Group structural rich club, back view
the connectomes of the bipolar subjects were in an intermediate position between the at risk and
healthy groups, arguing against a “dose-dependent effect” on this graph metric.
5.5.3 Robustness of rich club members
The nodes were then ranked in order of inter-subject consistency as rich club members, such that
nodes with the highest degree (hence last to be removed during the rich club algorithm) were assigned
a value of 1 within each individual. Conversely nodes with the lowest degree (first removed from
the rich club algorithm) were assigned a value of 0. All other nodes were assigned a score in each
individual that was scaled linearly between these two extremes. Mean node-wise rich club consistency
curves were then created for each group (healthy controls, bipolar subjects and first degree relatives).
The ordering of these node-wise consistency curves was very similar ordering across all three groups.
This was quantified in two ways. Firstly, as shown in 5.1 the between group correlations for these
node-wise rich club scores were very close to 1. Secondly, nodes were rank ordered from highest to
lowest according to the mean ranking in the healthy control group. The at-risk and bipolar cohorts
were then ranked in a similar fashion, carrying their node-specific scores from each group. The
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FIGURE 5.3: Group structural rich club, side view
results are shown in 5.6). As is evident, the overall rankings follow each other closely, with a root
mean squared deviation of 0.0210 and 0.0237 for HC vs AR and HC vs BP respectively.
TABLE 5.1: Rich club score correlations
Control Relatives Bipolar
Control 1 0.980 0.975
Relatives 0.980 1 0.971
Bipolar 0.975 0.971 1
Nodes included in the top 30 rich club hubs are shown in (Table 5.2. Confirming the observations
shown graphically, it can be seen that the majority of rich club nodes arise in the inferior frontal,
superior temporal and posterior (parietal and some occipital) regions. Several of the nodes lie either in
the inferior frontal gyrus or the insula. These regions were highly consistent across each of the groups.
In fact, none of the top 30 regions listed, as ranked by all subjects, were ranked below position 50
when ranked within their group. The mean difference in rank in the top 30 nodes between the overall
ranking and group ranking was 0.3, 0.5 and 0.9 positions for healthy, bipolar and at risk participants
respectively. That is, the mean ranking across groups differed, on average, by less than one place. The
largest deviation between the overall rank and group ranks was in the right mid occipital lobe, which
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FIGURE 5.4: Group structural rich club, top view
was ranked at position 27 overall, and varied between rank 11 and 42. Considering there were 513
nodes ranked, this translates to a maximum deviation in ranking of 5.1%.
5.5.4 Rich club connection strengths
Our analysis of the rich club was based in the binarised adjacency matrix - that is on node degree
(the number of edges in the sparse matrices). Our connectivity edges are also associated with an edge
strength derived from the number of streamlines connecting nodes. Hence nodes have a degree and
associated strength. Whilst it is likely that high degree nodes will also have a high strength, group
differences in one measure may not necessarily translate into the other. We hence also calculated node
strength and classified these according to their (degree-based) membership as rich club hubs, feeders
or satellite nodes.
In line with [146], we found that rich club nodes had the highest average strength, while feeders were
stronger than satellite nodes, showing a similar pattern across all groups (p=3.45e-11, f=25.24, figure
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FIGURE 5.5: Mean rich club coefficient per group
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FIGURE 5.6: Average structural rich club scores by group, ordered by the healthy controls (highest to
lowest).
5.7). This reduction in the form member > feeder > satellite was significant between members and
feeders (p = 0.0165), members and satellites (p = 1.167e-8) and feeders and satellites (p = 3.99e-11).
Notably, when averaging over all nodes (regardless of their richness or otherwise), there was also
a significant alteration of average node due to group (p=0.026, f=3.67, figure 5.8), specifically with
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All HC BP AR
Frontal Inf Oper L(28) 1 1 1
Temporal Sup R(277) 2 2 3
Frontal Mid L(40) 10 3 2
Putamen L(163) 6 5 4
Superior Frontal Gyrus(69) 3 10 7
Frontal Inf Oper L(152) 5 9 5
Middle Frontal Gyrus(18) 4 7 9
Temporal Mid L(21) 8 4 12
Superior Frontal Gyrus(296) 9 6 11
Frontal Inf Oper R(310) 7 11 10
Inferior Frontal Gyrus R(412) 14 12 6
Rolandic Oper L(61) 13 8 8
Middle Frontal Gyrus(274) 12 14 18
Postcentral L(5) 22 15 13
Frontal Inf Orb R(426) 16 21 17
Postcentral L(33) 18 23 15
Insula L(146) 19 27 14
Inferior Frontal Gyrus L(156) 24 13 19
ParaHippocampal L(53) 25 19 16
Occipital Sup R(425) 15 25 21
Cuneus R(422) 20 24 20
Superior Temporal Gyrus R(402) 17 20 28
Frontal Inf Tri R(331) 23 16 27
Parietal Sup R(438) 21 32 29
Precentral L(141) 27 22 22
Frontal Inf Orb L(170) 28 17 25
Occipital Mid R(321) 11 37 42
Frontal Mid L(37) 26 26 26
Inferior Frontal Gyrus L(513) 38 18 30
Temporal Pole Sup L(29) 31 34 33
TABLE 5.2: Top 30 rich club nodes across all subjects and their respective order when separated in
healthy control (HC), at risk (AR) and bipolar (BP) participants.
a reduction in the mean strength of nodes between bipolar and healthy subjects (p=0.0161). Given
that all graphs from all subjects have an equal number of streamlines, this seems at first paradoxical.
The paradox can be resolved by recalling that structural graphs in all subjects were thresholded to a
sparsity of 5% (i.e. only 5% of all possible edges were retained). Hence the finding of greater node
strength in bipolar disorder simply means that the 5
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5.5.5 Classification using the rich club
Rich club data measures were then used as features in a support vector machine, with a training and
testing set used to estimate accuracy. Two analyes were performed. In the first analyses, only the
consistency of the rich club membership of individual nodes were used (see Methods). The MRMR
algorithm was employed to reduce the number of features to 30. Accuracy in the three group classi-
fication using these node-wise rich club measures was only slightly above chance at 37.0 ± 0.07%.
When considering two class approaches, the accuracy reached 53.3 ± 0.08% for Bipolar subjects
(versus all others), 55.1 ± 0.07% for at risk participants (versus others) and 48.6 ± 0.07% for healthy
control participants. Hence the support vector machine trained on node-wise measures or richness is
most accurate when identifying participants with bipolar disorder.
Next the mean strength of connections in each group (satellite, feeder, rich nodes; Figure 5.7) as well
as the normalized rich club coefficient in each subject was used in a separate support vector. As this
resulted in only 4 features, no feature elimination was performed. Classification in the second attempt
was restricted to three binary classification scenarios, HC v. AR, AR v. BP and BP v. HC. The
BP and HC groups provided the best classification, with the support vector classifier being able to
identify the correct class 61.2 ± 0.07% of the time. BP v. AR was disambiguated (56.0 ± 0.07%) but
the classification of HC v. AR (46.1 ± 0.07%) was very close to chance (Figure 5.9).
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5.6 Discussion
Consistent with previous studies, we found a rich club coefficient above 1, supporting the proposal
that high degree nodes are strongly inter-connected [146, 205]. We found this effect to clearly occur in
Bipolar, at risk (first degree) relatives and a matched healthy cohort alike. Furthermore, the actual rich
club nodes were highly correlated between groups (> 97% for any two groups). This extremely high
correlation speaks to a very structured club, which is not disturbed in terms of membership by genetic
risk or the phenotype of bipolar disorder. However, previous literature has identified a predominantly
midline structure of rich club nodes, which was not replicated in our analysis. This is most likely
due to differences in data acquisition and analysis. The work of Heuvel et al. was performed using
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deterministic tractography, while our study employed a high angular resolution acquisition followed
by dense probabilistic tractography. As DTI identifies the most likely direction at each voxel and all
fibres passing through this voxel follow the primary direction, large bundles such as are present in the
corpus callosum may exert a disproportionally large influence on the fibre tract directions. This may
artificially inflate the prominence of these inter hemispheric connections of regions surrounding the
longitudinal fissure. Definitive answers to the widely acknowledged difference between deterministic
and probabilistic tractography require substantial greater research by the field, ideally benchmark-
ing against in vivo tracer studies in primates and extensive diffusion imaging in human cadavers.
Nonetheless, this difference may be the reason why the locations of the rich club identified in our
analysis are more lateral than that identified by van den Heuvel and Collin. Interestingly, a recent
rich club analysis of collated tracing studies from the Macaque cortex identified regions homologous
to those in the present analysis, including the insula, inferior frontal and superior temporal regions
[211]. Pending definitive gold standards, it is not possible to say which tractography analysis is the
more accurate.
The most striking finding in this study is the significantly increased rich club coefficient in those at
risk of bipolar disorder, compared to both other cohorts. This means that a greater proportion of the
suprathreshold edges in the structural connectomes of those at high genetic risk of bipolar disorder are
connected to other high degree, rich club nodes than in healthy control or in those with the disorder.
To our knowledge, this is the first clear neurobiological difference that is more pronounced in those at
risk of bipolar disorder than in those with the disorder. Future work is required to better understand
why rich club edges are specifically enhanced in this cohort and to see if this predicts conversion to
the phenotype.
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Classification using machine learning between all three groups was very close to chance level. The
low classification accuracy results here speak to a highly consistent ordering of rich club members
within subjects from all groups, confirming the earlier observations. This suggests the differences
in rich club coefficient seen in the at risk group are not driven by the inclusion of different rich
club nodes, but rather by a density of connections of rich club members. We also used features of
the rich club itself - namely the mean connectivity strength of members, feeders and satellites as
well as the rich club coefficient - rather than node-wise features. The relative success of the BP v.
HC compared to the HC v. AR lends some support to the notion that bipolar connectomes contain
structural changes affecting mid to high level network structure. This result, taken together with the
ability to disambiguate BP from HC (61.5%) as well as the above chance ability to disambiguate BP
from AR (56.0%), suggests that the bipolar group is easier to identify than either of the others using
these data features. Unfortunately, differences between the first degree relatives and healthy controls
did not appear in the classification. Considering first degree relatives have a higher risk of developing
bipolar than the rest of the population, it is perhaps unsurprising that we are able to disambiguate the
bipolar and healthy cohort with the most accuracy.
There are several limitations of the current study that could be addressed through further research.
Whilst the groups were matched for age and gender, there were some differences between the three
groups in terms of neuroleptic medication: This issue was covered in some depth in Chapter 4 and
is not repeated here. A second difference is the cross-sectional nature of the study. A longitudinal
study of sufficient length would allow identification of which of the at-risk subjects converted to
bipolar disorder following a manic episode. However, if it was possible to identify which relatives
converted to bipolar disorder as opposed to those whom remained unaffected, we may be able to
identify subgroups using machine learning algorithms. This would arguably be a more interesting
differentiation:If this generalised, we could then identify future converters more accurately. This in
turn could have a direct impact on risk management. Analysis of converters was out of the scope of
the current project but would be a very interesting area to follow up in future studies.
Chapter 6
General discussion and future work
Incorrect or delayed diagnosis of affective disorders is a major barrier towards their effective treatment
[34]. Patients diagnosed with bipolar disorder (BD) typically receive between one and four prior
diagnoses of other mental health disorders [320], with definitive diagnosis often taking up to 10 years
from first symptom onset [320]. Furthermore, the time between first diagnosis of any mental health
disorder and diagnosis of bipolar disorder has been estimated to lie between 21 months [321] and
5.7 years [322], further highlighting the difficulty of accurate diagnosis in a clinical setting. Most
commonly, bipolar disorder is misdiagnosed as unipolar major depressive disorder (MDD) [323],
with between 25 and 50% of people diagnosed with depression being later reclassified as bipolar
[324].
Although BP and MDD are both affective disorders and thus share similar illness characteristics (i.e.,
periods of depressed mood), there are also many important differences [325]. Symptom expression
is somewhat different between unipolar and bipolar depression. Shorter episodes [326] and increased
hypersomnia [327] are more typical of bipolar depression, while unipolar depression is more often
accompanied by lethargy and weight loss [328]. Whilst the serotonin transporter gene (5-HTT) has
a genetic link with unipolar [73] and CACNA1C has been linked to both unipolar and bipolar [329]
depression, the latter is considered to be more highly inherited [325]. Further, and as raised through-
out this thesis, neurobiological research into MDD has identified brain regions such as the ACC as
contributing to the illness [330], whilst perturbed inferior frontal gyrus function is suggested to be
representative of BD [331].
These fundamental differences in the neurobiology of these two disorders contribute to two major
issues; 1) incorrect diagnosis, leading to treatment strategies tailored to the wrong disorder which may
be ineffective and, 2) an increase in the number of individual contacts with health care professionals
as well as an increase in the amount and duration of antidepressant-based management [321]. One
avenue forward is through the identification of biomarkers to assist diagnosis through objective means,
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potentially reducing the burden of illness to individual sufferers, their families and the community,
and thus allowing more targeted treatment strategies to be implemented. However, identification
of biomarkers using brain imaging techniques is a complex task requiring the careful treatment of
imaging data to remove artefacts, while retaining clinically meaningful biological signals.
Throughout, this thesis addresses several key aspects involved in biomedical image analysis for affec-
tive disorders. In particular, I sought to advance an imaging-based classification of affective disorders
using structural and functional connectivity. With regards to the latter, I assessed the impact of what
is currently one of the most contentious methods in functional image analysis, namely global signal
regression as well as a recently proposed alternative, namely median angle correction. State-of-the-art
analysis pipelines were implemented for both structural and functional image pre-processing as well
as custom, novel visualisation methods (e.g. Chapter 3, 3.4; Chapter 5, 5.4) to enable dissemination
of brain network information in a readily digestible format.
This thesis also explores the application of network-based measures in the form of graph theoretical
metrics as well more specific network-based statistics toward neuroimaging data. Current research
using graph theory in neuroimaging is still in its infancy, with early findings showing resting state
FC provides comparatively higher test-retest reliability than task based studies [332, 333]. Modu-
larity, the focus of chapter 2, was repeatedly seen to be one of the most robust measures in these
studies. While these methods are more abstract than more traditional conditional GLMs used in prior
functional imaging research, they offer a method to observe complex interactions between multiple
regions. Undoubtedly, there are situations where the direct functional connectivity between two re-
gions can model an effect of interest. However, with psychiatric disorders there are almost certainly
situations when the relationship between two brain regions, considered in isolation from broader net-
works, is not sufficient to understand the nature of the disease. In this light, graph theory does not
succeed seed based functional connectivity, but rather complements it. Results from this thesis, such
as the altered rich club coefficient in participants at risk of bipolar disorder, provide new insights into
the neurobiology of affective disorders and add to an ever growing body of knowledge positioning
the human brain as a complex network. Furthermore, using these metrics I demonstrated the appli-
cation of machine learning classification algorithms for affective disorders, in both a binary manner
(classifying depressed subjects from healthy individuals), and across a more complex three-group
classification of bipolar subjects, first-degree relatives and matched healthy individuals.
The thesis has sought to integrate analytic techniques from multiple disciplines, including informat-
ics, graph theory and neuroimaging, towards addressing complex classification problems in psychia-
try. The multimodal approaches presented herein offer a unique characterisation of imaging data at
multiple levels of organisation, from the local scale using node-based graph metrics, through modular
analyses and network-based statistics at an intermediate scale, to whole brain global metrics such as
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the rich club coefficient, small world index and global clustering coefficient. Finally, group classifi-
cation techniques, including dimensionality reduction, were used in combination with support vector
machines to explore the utility of pattern recognition methods in neuroimaging data as acquired from
affective disorder subjects.
The disease specific findings presented throughout this thesis show properties pertaining to structural
and functional organization to be disturbed within affective disorders. The fact that different properties
were seen to be altered in each disorder motivates future studies which interrogate hte difference
between MDD and BP. However, since subjects with MDD were acquired in Germany on a SIEMENS
TRIO scanner, while those exhibiting BP were acquired in Australia using a PHILLIPS 3T scanner,
it would not be possible to ensure that differences observed were due to the illness and not scanner
related.
In addition to the higher-level analysis of these data sets (e.g., graph theoretic and network-based
analyses), all imaging data presented in this thesis was processed by myself: From the customisation
of pre-processing pipelines to the creation of purpose-written scripts, all data presented in this thesis
was analysed completely by myself using a combination or R, MatLab and shell scripts.
The field of neuroimage based graph analysis is a very active and exciting field, as evidenced by an
increasing presence in the clinical neuroimaging literature. For example, alterations in the global sig-
nal were recently observed in schizophrenic (SCZ) subjects but not in bipolar or control groups [334],
adding more weight to the current debate on the best strategy to account for global signal fluctuations.
Furthermore, thalamocortical circuits, known to be disrupted in SCZ [335] were investigated in both
SCZ and BD by [336]. Functional connectivity reductions between the mediodorsal nucleus and cere-
bellum were observed in SCZ but not in BD. Graph metric properties of the brain have also recently
been assessed in late life depression [337]: Here connections spanning longer euclidean distances
were increased after the onset of late life depression. Interestingly, this change did not influence the
small world index. Similarly, reduced functional connectivity between the posterior cingulate cortex
(PCC) and striatum has been observed in those with late life treatment resistant depression [338].
Despite these advances, there is still little consensus regarding neuroimaging biomarkers for depres-
sion, with the right anterior insula, right inferior temporal gyrus, left amygdala and left precuneus all
identified as possible candidates for guiding initial treatment strategies for depression [339].
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6.1 Specific advances through this thesis
6.1.1 Changes in community structure of resting state brain networks in unipo-
lar depression
In this study I first applied graph metrics to resting state functional neuroimaging data to assess group
differences between healthy participants and those with MDD. I observed an effect of distance on
functional correlations and developed a mathematical approach to model this relationship, resulting
in a technique to identify connections that are stronger than expected by virtue of the inter-node dis-
tance. I then confirmed previous findings (e.g., [62]) examining the influence of network sparsity
on global graph metrics particularly in showing that systematic reductions in typical path length
and small world index directly relate to connection density. Furthermore, I identified illness-related
differences in graph metrics, predominantly in the participation index. These findings suggest that
subtle rearrangements of the boundaries of modules in MDD reduce communication within modules.
Finally, I applied feature reduction and machine learning algorithms to predict classification of par-
ticipants with MDD with high accuracy. To the best of my knowledge, this study is one of the first
to combine brain network theory and machine learning in classifying major depressive disorder (see
also [137]).
Future work could address several study limitations. A multi-site analysis would allow identification
of features specific to unipolar depression after controlling for acquisition site and effects. Such an
approach would require identification of data features that are specific to site-specific factors, such
as scanner and head coil effects, and partitioning these from illness-specific features. Identifying
methods that are robust between scanners is an important step in translating imaging findings to
clinical practice, especially where control over precise scanner-related issues is not possible. Other
extensions could include validation in larger cohorts, classification involving multiple disorders and,
of course, the contentious issue of pre-processing pipeline decisions.
6.1.2 The importance of a functional backbone in resting state functional con-
nectivity
The rich club of a network consists of hub regions that are heavily interconnected, and hence forms
part of a network backbone that potentially facilitates efficient communication throughout the entire
network. This concept was recently applied to brain imaging data for the first time, initially using
structural connectivity derived from diffusion-based imaging [146]. Rapid advances in functional
brain connectivity - especially of increases in our understanding of the brain at rest in affective dis-
orders [340] - motivated the application of rich club analyses in rs-fMRI data. However, as with
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any novel diagnostic method, validation in non-clinical data is essential prior to translation to clinical
settings.
I hence studied the robustness of rich club metrics in rs-fMRI data across three common pre-processing
pipelines to test the effect of compensating for global neuronal activation. To this end, I processed
resting state functional images using current best practice pre-processing techniques across the three
pipelines, and with only a single alteration being made to each of the processing pipelines. I identified
a consistent core of rich club members across a group of 55 healthy subjects for each approach, and
identified rich club hub regions using each of these pipelines. Furthermore, I identified feeder nodes to
the rich club regions. I observed that the highest level of consistency between pipelines was between
median angle correction and global signal correction, with both being substantially different to un-
corrected data in terms of rich club membership and the associated feeders. However, I acknowledge
the similar conceptual underpinnings of both median angle and global signal corrections, highlighting
this as the possible cause for the high level of consistency between the approaches.
Future work attempting to validate the rich club in functional imaging data should seek to determine
the impact of different scanners and parcellation schemes, as well as assess the test-retest reliability
of this metric. Additional research in this area is dependent on these issues being clarified, and hence
I did not return to the functional rich club in my subsequent clinical research questions.
6.1.3 Disconnection of the inferior frontal gyrus in bipolar affective disorder
In previous work, my colleagues reported significant differences in the activation of the IFG in first
degree relatives of people with BD during an emotional inhibition task [147]. This finding raises a
number of questions: Specifically, is this region affected by incipient pathology, or does this distur-
bance reflect distributed network changes? Further, it would be advantageous to know whether the
findings are specific to task execution or whether they are also present in resting state data. An af-
firmative answer to the latter may facilitate clinical translation because it would avoid the need for
patients to learn and perform a complex task in the scanner. To address these questions, I assessed
differences in resting state data from the same cohort as [147] with a focus on the IFG. Here I em-
ployed network-based statistics to determine whether the precise sub-network cluster within the IFG,
previously shown during task-related processing in those at risk of BD, was also present in resting
state data. I also extended the analysis to include participants with established BD.
I hence studied a cohort of BD subjects, first degree unaffected relatives and a matched healthy cohort.
Using a parcellation algorithm that yields regions of equal volume, I first partitioned the brain into
512 volumes. I added an additional custom region to this parcellation, created to mirror the exact
location of the effect reported by [147], thus contributing to a total of 513 regions. I then performed
traditional between-group analyses (e.g., BD vs. healthy controls) using analysis of variance for all
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functional connections involving this 513th region in the network-based statistic (NBS). I then next
implemented a three-way support vector classifier.
Using the NBS, I identified a sub-network of connections from the IFG that was significantly different
between the healthy control and bipolar cohort. Of interest, the sub-network involved areas surround-
ing the IFG, in particular the superior temporal gyrus and inferior frontal cortex, as well as regions
including the contralateral cortex and key midline structures. Healthy participants had the strongest
functional connections within this sub-network, whilst bipolar subjects exhibited the strongest discon-
nectivity. First-degree relatives showed connectivity strengths intermediate to those of healthy control
and BD subjects.
Given concerns regarding treatment of the global signal, I repeated this analysis both with GSR cor-
rection, and separately with median angle correction in place of GSR correction. These preliminary
analyses, presented in Appendix C, are encouraging and suggest that the core between group effects
are robust to differences in pre-processing strategy.
I then applied machine learning to disambiguate the three groups based on resting state functional
connectivity, using positive and negative predictive values instead of accuracy. The negative predictive
value represents the degree of certainty that a subject classified as not belonging to a group actually
doesnt belong to the group. That is, if the classifier predicted that a particular subject did not belong
to the bipolar cohort, how likely was it they truly did not have bipolar disorder. In a clinical setting,
this question is arguably as important as overall accuracy, and can indeed be more informative given
the NPV is endowed with a higher level of certainty. Overall, classification with machine learning
techniques revealed encouraging levels of NPV and PPV across the three cohorts. Of interest, AR
participants fell midway between BP and HC groups. Furthermore, I identified an overlap between
the salient edges identified in the inference-based NBS and traditional feature elimination techniques.
6.1.4 High risk of bipolar disorder is associated with an enriched rich club of
the brain
In addition to the task-related and resting state changes in functional connectivity presented in Chapter
4, there is evidence to suggest that structural brain alterations exist in BD. Specifically, volumetric
reductions in regions as diverse as the anterior cingulate [285], prefrontal cortex [284] and inferior
frontal gyrus [284] have been observed in bipolar disorder, suggesting that disruptions to a distributed
structural topology may underlie this disorder. As such, I assessed the structural organisation of fibre
tracks in the brain focusing on the composition and influence of the rich club. I investigated this using
a subset of the cohort assessed in Chapter 4, including 173 subjects who had diffusion images of a
high enough quality to calculate probabilistic tractography.
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To undertake this analysis I created a pipeline for processing diffusion images which, identified fi-
bre tracks by seeding the entire brain; calculated connectivity between regions of interest; identified
the nodes with the greatest influence on network efficiency; and ran a classification algorithm on the
resulting metrics. Such cutting-edge analysis approaches were derived from the constantly evolving
field of probabilistic tractography [341–343]. The pipeline functioned to efficiently and accurately
parse information extracted from multiple algorithms derived from numerous neuroimaging frame-
works. The extremely high computational load required to perform this analysis, arising both from
the complexity of the analysis pipeline as well as the large number of subjects assessed, required that
the pipeline be developed in such a way so as to utilise the massively parallel computing resources of
an in house high performance computing cluster.
Using these advanced techniques I identified a significant increase in the rich club coefficient for
the at-risk cohort as well as an overall lower mean connectivity in the bipolar subjects. Reconciling
these findings with our understanding of the aetiology of bipolar disorder is not straightforward. It is
possible that the development of BP is associated with a general decrease in structural connectivity,
at least in the supra-threshold edges once the graphs are rendered sparse. However, the rich club
connections in the AR subjects may be initially preserved, leading to a selective increase in the RCC
in these subjects.
I then used machine learning to classify subjects into the three groups. I performed this in two ways;
first, I used all three groups in a single classifier. This allowed subjects to be identified as a) control,
b) first degree relative or c) bipolar. Secondly I used three separate two group classifiers. That is, I
classified subjects as bipolar vs. control, bipolar vs. first degree relatives and control vs. first degree
relatives in three separate classification attempts. Since the accuracy of the three group classification
was very low I focused on the binary classification.
Comparison of all binary classification problems revealed that it was easiest to classify healthy par-
ticipants from bipolar subjects, followed by healthy participants and first-degree relatives and, finally,
bipolar subjects from first-degree relatives. Typically, those with bipolar disorder (especially whilst
experiencing an illness episode) display substantial observable differences in behaviour (and, presum-
ably, neurobiology) compared to healthy people, whereas it is unlikely that behavioural differences
exist between healthy people and first-degree relatives of those with bipolar disorder. Hence the
higher accuracy of the former partition is somewhat expected. However, the high level of ambiguity
between bipolar subjects and first-degree relatives suggests that any differences between the relatives
and bipolar subjects is less informative. In addition, the at-risk relatives recruited to this study were
not selected on the basis of being related to the BD subjects. Thus, such findings appear to be a
function of similarities between the groups regardless of a direct genetic link.
In summation, findings presented in Chapter 5 confirm recent evidence that the brain contains a
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highly influential structural core (Cite). The use of diffusion deconvolution techniques, together with
probabilistic tractography, offer an advance on previous methods and, further, suggest that structural
connectivity-based rich clubs inferred using deterministic algorithms are not an artefact of the biases
present in any particular pipeline. Secondly, I showed that a core network of brain regions is perturbed
in first-degree relatives of bipolar disorder. Furthermore, minor structural alterations were identified
as having specificity to bipolar disorder (a structural ’signature’) in comparison to a healthy cohort.
The use of probabilistic tractography for fibre tracking is constantly being refined and, as such, future
studies should attempt to reproduce the effects observed here using algorithms that better account for
underlying neurobiology as they become available.
6.2 Limitations and future work
There are a number of limitations regarding the analyses presented throughout this thesis. First, each
analysis was limited to data acquired from a single scanner, using a single acquisition sequence. It
is thus unclear to what degree the observed effects generalise to different scanners and acquisition
sequences. Furthermore, the reported findings would need to be validated across multiple scanner
platforms to be considered for clinical application: specifically, observation of the same effects us-
ing hardware available in the clinical realm would allow for clinical translation with much greater
certainty. In all likelihood, this would require specific statistical analyses or machine learning tech-
niques that explicitly model scanner-specific effects. Such concerns are not only limited to clinical
applications of comparing single illnesses with healthy individuals. Ideally, more systematic analyses
of multi-group classification problems, such as the study presented in Chapter 5, could also be un-
dertaken. However, as the current studies did not account for data acquired at different sites, caution
should be exercised when interpreting the findings. For example, integrating the results of the analysis
on major depressive disorder with those from bipolar disorder would offer important insights into sim-
ilarities and differences between conditions. However, data for each group were acquired on different
scanners, with data from MDD subjects acquired on a SIEMENS Trio in Germany, and data from BD
subjects on a Phillips 3T in Australia. Challenges involved in the integration of clinical populations
acquired on different scanners are further compounded by the effects of disease specific medications.
Many of the subjects included throughout this thesis were being managed with psychotropic medi-
cations and as such, effects of disease, medication and scanner specific artifacts become difficult to
disentangle. Even in if all subjects were acquired on the same scanner using the same protocol, distin-
guishing differences inherent in the specific disorders from medication based side effects is a difficult
task. Indeed, drug specific alterations is another active area of research. Future research would greatly
benefit from implementation of a multi platform analysis or, alternatively, through use of a common
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data acquisition platform for all disorders of interest. This represents a major goal of my ongoing
research interests.
Pre-processing methods for functional and structural neuroimaging volumes are constantly improving.
Recent advances have finessed techniques regarding the treatment of scanner related artefact, head
motion correction, and standard template normalisation in functional neuroimaging data. Advances in
the analysis of structural connectivity data have improved our ability to identify complex interactions
between white matter fibre bundles, such as crossing or kissing fibres. Despite these developments,
frequent methodological shifts regarding optimal pre-processing strategies also alter the nature of
artefacts that are included in our analyses. Therefore, the impact of any given pre-processing approach
needs to be carefully considered when comparing multiple studies.
Finally, the number of subjects included for analysis in this thesis varied substantially across studies,
with the smallest group consisting of 21 subjects and the largest 80. Although care is taken to ensure
that the results presented are robust, the small sample sizes in some of these studies, coupled with the
massive amount of data being analysed, means there is an inherent risk that the reported findings are
specific to the individual cohorts under investigation, hence limiting generalisability.
Large-scale structural and functional connectivity studies investigating multiple disorders across mul-
tiple sites are uniquely equipped to advance knowledge into the classification of psychiatric disorders.
However, such an undertaking is typically beyond the scope of most individual research groups. Re-
search in the field of psychiatric neuroimaging would benefit immeasurably from adopting open data
sharing practices, similar to those that enabled rapid developments in genomics. Already we have
seen progress in data sharing practices in neuroimaging with the Human Connectome Project. In this
way, quantitative diagnostic imaging tests for affective disorders that are robust, specific and sensitive
will hopefully become a reality.
Appendix A
Changes in community structure of resting
state brain networks in unipolar depression
A.1 Graph metric definitions
A.1.1 Participation index
yi = 1−
∑
m∈M
(
ki (m)
ki
)2
(A.1)
where M is the set of modules obtained by the [99] method, ki is the number of edges connected to
node i and ki(m) is the number of links originating at node i which finish within module m.
A.1.2 Characteristic path length
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Characteristic path length of a network [86] where: where Lw is the average weighted distance be-
tween node i and all other nodes
A.1.3 Local efficiency
Local efficiency of a network [184].
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where Eloc,i is the local efficiency of node i, and djh(Ni) is the length of the shortest path between j
and h, that contains only neighbors of i.
A.1.4 Global efficiency
Global efficiency of a network [184].
E =
1
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)−1
n− 1 (A.4)
A.1.5 Clustering coefficient
Clustering coefficient of the network [344].
C =
1
n
∑
i∈N
2twi
ki (ki − 1) (A.5)
A.1.6 Betweenness centrality
Betweenness centrality of a network [345].
bci =
1
(n− 1) (n− 2)
∑
h,j∈N,h6=j,h6=i,j 6=i
Phj (i)
Phj
(A.6)
where hj is the number of shortest paths between h and j, and hj(i) is the number of shortest paths
between h and j that pass through i.
A.1.7 Small world index
Small world index of a network [346].
S =
C
Crand
L
Lrand
(A.7)
where C and Crand are the clustering coefficient of the real network and randomly generated surro-
gates. Likewise L and Lrand are the path length of the real network and random surrogates.
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A.2 Group modularity identification
l← ∅
for i = 1 : n do
maxj ← 0
for j = 1 : m do
if q > maxj then
maxj ← q
end if
end for
if maxj /∈ l then
appendmaxjtol
end if
end for
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A.3 Groupwise modular structure
Frontal/Occipital Parietal premotor Prefrontal
Frontal Sup L Precentral L Frontal Mid Orb L
Frontal Sup R Precentral R Frontal Mid Orb R
Frontal Sup Orb L Frontal Inf Oper L Angular L
Frontal Sup Orb R Frontal Inf Tri L Angular R
Frontal Mid L Frontal Inf Tri R Precuneus R
Frontal Mid R Rolandic Oper L Thalamus L
Frontal Mid Orb L Rolandic Oper R Thalamus R
Frontal Mid Orb R Supp motor area L Medial Prefront lower R
Olfactory L Supp motor area R dPCC bilateral
Olfactory R Amygdala L vPCC bilateral
Rectus L Postcentral L
Rectus R Postcentral R
Lingual L Parietal Sup L
Lingual R Parietal Sup R
Occipital Sup L Parietal Inf L
Occipital Sup R Parietal Inf R
Occipital Mid L Supramarginal L
Occipital Mid R Supramarginal R
Occipital Inf L Precuneus L
Caudate L Paracentral lobule L
Caudate R Paracentral lobule R
Temporal Pole Sup L Putamen L
Temporal Pole Sup R Putamen R
Temporal Mid L Pallidum L
Temporal Pole Mid R Pallidum R
Temporal Inf L Heschl L
Temporal Inf R Hechl R
Medial Prefrontal Lower L Tempral Sup L
Medial Prefrontal Upper L Temporal Sup R
Medial Prefrontal Upper R Anterior insula L
Rostal ACC bilateral Anterior insula R
Pregenual ACC bilateral Posterior insula L
Dorsal ACC bilateral Posterior insula R
Posterior MCC bilateral
23d bilateral
Temporal Inferior ocipital
Hippocampus L Amygdala R
Hippocampus R Calcarine L
Parahippocampal L Calcarine R
Parahppocampal R Cuneus L
Occipital Inf R Cuneus R
Fusiform L
Fusiform R
Temporal Mid R
Temporal pole mid L
TABLE A.1: Modular structure identified at the group level
Appendix B
Disconnection of the inferior frontal gyrus in
bipolar affective disorder
B.1 Participant recruitment and assessment
B.1.1 Participants
Subjects comprised three groups, all aged between 16 and 30 years: 1) 71 participants at-risk (AR)
for bipolar disorder who were children or siblings of a proband with a confirmed DSM-IV diagnosis
of bipolar I or II disorder, but who did not themselves have this condition; 2) 80 matched healthy
controls (HC) defined as subjects with no parent or sibling with bipolar I or II disorder, recurrent major
depression, schizoaffective disorder, schizophrenia, recurrent substance abuse or any past psychiatric
hospitalisation; and no parent with a first degree relative who had a past mood disorder hospitalisation
or history of psychosis; and 3) 49 bipolar disorder participants (BD) who met DSM-IV criteria for
either bipolar (I or II) disorder.
Of the 71 AR participants, 76.6% had a parent with BD and 23.4% a sibling with BD. Control subjects
were recruited via print and electronic media, and noticeboards in universities and local communities.
Notably, the lifetime or current presence of psychiatric symptoms (including depression) apart from
the occurrence of bipolar disorder - in either AR or control subjects was not an exclusion factor. This
ecological approach has been used by similar studies of individuals at high genetic risk for bipolar
disorder[347].
Participants were drawn from an ongoing longitudinal study of at-risk individuals aged 12-30 years.
The Australian subjects aged 12-21 years are involved in a collaborative clinical and genetic high-risk
study with four US campuses: Indiana University, Johns Hopkins University, Washington University
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in St. Louis, and Michigan University [347]. As this US-Australian collaboration involves com-
mon assessments for participants aged 12-21years, we report separately on instruments used for the
younger (16-21years) and older (22-30 years) age groups in this sample. Both groups shared consen-
sus Best-Estimate DSM-IV current and lifetime diagnoses derived from semi-structured diagnostic
interviews.
All participants had an IQ above 80. A lifetime major depressive episode is defined as meeting DSM-
IV criteria for at least one major depressive episode. Confidence rating ranges using the Best Estimate
Methodology vary from 1-4, where 1 represents criteria not met for a diagnosis and 4 represents a
definite diagnosis. All diagnoses listed here have a confidence rating of 3 or higher. Among the six
participants with a behavioral disorder, five had attention-deficit hyperactivity disorder (one current),
one had oppositional defiant disorder (current) and one had conduct disorder (current). The average
age of onset of recurrent or single episode MDD in our sample was 21.1 (SD 5.5) in the AR group,
23.0 (3.4) in controls and 16.0 (3.4) in the BP group. For anxiety disorders, the figures were 21.0
(6.5), 22.3 (5.5) and 17.7 (8.6) respectively.
B.1.2 Psychotropic medication
At the time of testing, 9 (12.9%) AR participants and 2 (2.5%) control participants were currently
taking psychotropic medication (all antidepressants). Thirty-six (73.5%) BD participants were cur-
rently taking psychotropic medication. Among them, 30 (61.2%) were taking a mood stabiliser (6
were taking lithium, 16 were taking another mood stabiliser, and 8 were taking lithium in addition to
another mood stabiliser). Sixteen (33.3%) participants were taking an antipsychotic, twelve of whom
were also taking a mood stabiliser).
B.1.3 Clinical and neuropsychiatric assessment
The BD proband consensus DSM-IV diagnosis was determined by two independent raters (Drs Mitchell
and Chan) following Best Estimate methodology [348], using information from the Diagnostic Inter-
view for Genetic Studies (DIGS) Version 4 [349], the Family Interview for Genetic Studies (FIGS)
[350], and medical records (where available). Structured diagnostic interviews were also performed
on all AR, control and BD participants. For those aged between 16 and 21 (AR, n=23; HC, n=19;
BD, n=9), an adapted version of the Schedule for Affective Disorders and Schizophrenia for School-
Age Children Present and Lifetime Version (K-SADS-BP) was developed specifically for use in
the US-Australia collaborative study of young people at genetic risk for bipolar disorder [347]. The
K-SADS-BP combines items from the K-SADS Present and Lifetime Version 8, and uses extended
sections on depression, mania and Attention Deficit Hyperactivity Disorder (ADHD) derived from
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the Washington University in St Louis K-SADS (WASH-U K-SADS) to elicit detailed information
on pre-pubertal mania, rapid-cycling, attentional and sub-threshold bipolar symptoms [351]. The
KSADS-BP was administered to both the child and one parent. For participants aged between 22 and
30 years (AR, n=48; HC, n=61; BD, n=40), the DIGS (Version 4) was used to measure the current
and lifetime presence of axis I DSM-IV disorders. As for the probands, consensus DSM-IV diagnoses
of the AR, BD and control subjects were determined by two independent raters (two of Drs Mitchell,
Levy, Lenroot and Chan) with Best Estimate methodology [348], using the K-SADS-BP or DIGS, the
FIGS [350] and medical records (where available).
To determine current depressive mood state for those aged between 16 and 21, the Childrens Depres-
sion Inventory (CDI) was administered [352]. For participants aged 22-30 years, the Montgomery-
Asberg Depression Rating Scale (MADRS) [53] was used. IQ was assessed with the Wechsler Ab-
breviated Scale of Intelligence (WASI) [353].
B.2 Imaging acquisition and preprocessing
B.2.1 Image acquisition
Imaging data were acquired on a 3-T Philips Achieva scanner equipped with a 8-channel head coil.
During acquisition of the resting-state fMRI data, participants were asked to lie quietly in the scanner
with their eyes closed. Functional images were collected using a T2* weighted echo-planar imaging
sequence (TE = 30 ms, TR = 2000 ms, flip angle = 90◦, FOV 250 mm, 136 x 136 mm matrix size
in Fourier space) and consisted of twenty-nine contiguous 4.5 mm axial slices (no gap) covering the
entire brain. Structural imaging consisted of 188 T1-weighted anatomic 3D turbo field-echo sagittal
images (voxel size 1 x 1 x 1), acquired to allow subsequent spatial normalization.
B.2.2 Preprocessing
fMRI data were pre-processed in MatLab using SPM8 [354]. Functional blood oxygen level-dependent
(BOLD) scans were realigned to the first scan of each, unwarped and co-registered to the anatomi-
cal T1 image. The structural image and co-registered BOLD images were then spatially normalized
into standard Montreal Neurological Institute (MNI) space (MNI/CBM avg 152 T2* template). The
BOLD images were re-sampled into 333 mm isotropic voxels, and smoothed with a 4mm Gaussian
kernel. An additional regression of nuisance covariates was applied during which the functional data
was corrected for global mean signal as well as for white matter and cerebrospinal fluid signal. All
participants had head movement of < 5mm translation and 5 degrees rotation.
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B.3 Network analyses
B.3.1 Inferior frontal gyrus region of interest
In this report, we focus on the functional connectivity of the left IFG. To construct a local IFG grey
matter parcel, we used a contrast reported in our previous analysis of bipolar at-risk participants
performing an emotional go-no go task [147]. Briefly, participants viewed a series of faces displaying
fearful, happy, and calm (neutral) faces in blocks and were asked to execute a button press response
to faces that showed the target emotion for that block: Target emotions cycled between fearful, happy
and calm. A between-group contrast of Fear Distractors (fearful faces present in a calm block) minus
Fear Targets (fearful faces present in a fear block) comparing BP at-risk participants to matched
controls revealed a robust between-group effect in the left IFG. This effect associated with inhibiting
a motor response to the perception of a fearful face - was expressed in a single contiguous cluster that
extended from the left IFG into the adjacent portion of the anterior insula (B.1).
B.3.2 Functional connectivity measurements
This left IFG cluster contained 107 voxels. We then parcellated the remaining grey matter voxels into
contiguous regions of approximately the same volume as this ROI. This was achieved by successively
subdividing the AAL parcellation (which contains 90 ROIs of highly varying volumes) into some 512
regions of approximately uniform volume using the algorithm of Zalesky et al [163]: The co-ordinates
and parcellation labels for these regions are provided in B.2.
B.3.3 Network based statistic
NBS is a permutation-based method to control family-wise error when mass-univariate testing is per-
formed for multiple edges in a network, and exploits the extent to which the edges comprising the
contrast are topologically connected.. Here we tested for group differences in the strength of func-
tional connectivity between the left IFG and each of the other 512 grey matter parcels (hence a single
column of the functional connectivity matrix). NBS is based on the principles underpinning traditional
cluster-based thresholding of statistical parametric maps and hence proceeds with a preliminary height
threshold (pair-wise connections) followed by a FWE-corrected cluster threshold (topological subnet-
works of connections). We used a preliminary pair-wise search threshold of p < 0.01 (uncorrected)
followed by a cluster-wise threshold of p < 0.05 (FWE corrected).
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FIGURE B.1: Inferior frontal gyrus cluster (left). Peak intensity p < 0.005, FWE corrected and
cluster-level p < 0.024 FWE corrected
B.3.4 Graph theoretical analysis: Network metrics
(1) The path length (PL) is a global measure which captures the average distance (the number of
edges weighted by the strength of those edges) between our left IFG ROI and all other regions; (2)
The participation index (PI) first requires functional connectivity to be decomposed into an optimal
set of modules (tightly connected subnetworks). The PI is then defined as the ratio of connections
inside the module to which the IFG belongs to connections outside the module; (3) The cluster-
ing coefficient (CC) captures the tendency of nodes to form local cliques. Estimation of the PL
and CC require a sparse matrix [84, 104, 199]. We thresholded the functional connectivity ma-
trices at 12% sparsity, a choice which has been widely used in previous studies, yielding robust
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estimates of network topology whilst eliminating the influence of weak, noise dominated connec-
tions (e.g.citepRubinov2007,Lord2012). All metrics were calculated using the brain connectivity
toolbox (BCT: http://www.brain-connectivity-toolbox.net/) implemented in MatLab: Mathematical
definitions of these selected graph metrics are provided in Supplementary Material 3.
B.3.5 Graph theoretical analysis: Statistical evaluation
Due to the inclusion of some siblings within the AR and control groups (not between groups), the 200
participants in our study belonged to 181 families, Generalised Estimating Equations (GEE [355])
were used to accommodate these within-family correlations when assessing the association between
diagnostic category and the network metrics. All reported p-values are Wald chi-square statistics
and all post hoc tests are least square difference tests from the GEE analysis. To investigate if the
association between our imaging measures and diagnostic category was influenced by depressive
mood state, all GEE analyses were initially carried out with current mood state included as a mean-
centred covariate (as detailed in B.1). Each model was run separately for the younger and older age
groups. For those age groups and effects showing a significant influence of mood, separate statistical
analyses were carried out with mood remaining as a covariate. For those effects where mood did
not significantly covary, subjects from both age groups were pooled into one analysis and mood was
excluded from the GEE. All analysss included age as a covariate.
B.3.6 Classification using machine learning
Multi class support vector classification was carried out using a one-against-one approach, where the
appropriate class for each subject was assigned by identifying the most confident classifier decision.
Classification was carried out in R using the caret package [356, 357].
We assessed the accuracy of these techniques by splitting our data into training and testing sets, with
half the data in each. Feature reduction was achieved by identifying the most salient features through
recursive feature elimination on the training set. The resulting features were then used to train one
support vector classifier and one random forest. We recorded the accuracy of the trained classifiers on
the testing set. The training and testing sets were shuffled 4300 times: Statistics are derived from the
mean and standard deviation of all 4300 classifiers. The positive predictive value (PPV) is the ratio of
the true positives to all positive classifications (true and false positives); The negative predictive value
(NPV) is the ratio of the true negatives to all negatives classifications (true and false negatives). Note
that due to different numbers of participants in each of the three groups, the background (chance)
accuracy is 40.8% (not 33%).
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Predicted Actual HC AR BP
HC 57.2% 28.7% 12.9%
AR 28.9% 50.8% 25.5%
BP 13.9% 20.6% 61.6%
Total 100% 100% 100%
TABLE B.1: Support vector classification accuracy
Predicted Actual HC AR BP
HC 56.4% 36.1% 15.2%
AR 30.5% 47.6% 22.9%
BP 13.1% 16.4% 61.9%
Total 100% 100% 100%
TABLE B.2: Random forest accuracy
B.4 Demographic and clinical data
The three groups did not differ significantly on age, IQ, or gender distribution (see Table 4.1). BD
subjects had higher depression symptom severity scores (MADRS) than both the AR and control
participants, with no significant differences between the latter two groups. At the time of testing,
no participants met DSM-IV criteria for a current episode of major depression or mania/hypomania.
Consistent with prior reports of at-risk populations [347, 358], the lifetime occurrence of any lifetime
affective disorder (including a major depressive episode) was significantly greater in the AR group
(p < 0.001) compared to the control group. Rates of any lifetime anxiety disorder (p < 0.001)
were also significantly higher in the BD disorder group, compared to both the AR and the control
participants. There was also a significant difference between the latter two groups (p < 0.001).
Furthermore, rates of any lifetime behavioural disorder (p < 0.05) and any lifetime substance disorder
(p < 0.01) were significantly higher in the BD disorder group, compared to both the AR and the
control participants.
B.5 Center of mass and parcellation labels
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FIGURE B.2
Center of mass and parcellation labels - Continued from last page
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Center of mass and parcellation labels - Continued from last page
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FIGURE B.3: Automated Anatomical Labels (AAL) 1 from WFUpickatlas 2 were used for all cases
where the centre of mass fell on an AAl region. Where an AAL label was not evident denotes cases
where the Talairach Daemon (TD) 4label was used . If the center of mass did not fall on an AAL or TD
label we used the closest voxel to the center of mass that lied within and AAL region. denotes Network
Based Statistic (NBS) identified constellation of fronto-temporal parcellations that differentiated the
controls from BD participants, (a), (b), (c), breakdown differentiates between parcellations with same
labels. This breakdown is only done for those 12 NBS parcellations.
Appendix C
Disconnection of the inferior frontal gyrus in
bipolar affective disorder without global
signal regression
C.1 Global signal confound
To address the potential confound, the analyses of Chapter 4 - specifically the Network Based Statis-
tics - we repeated the between group ANOVA without global signal regression. That is, all data
were pre-processed exactly as described in Section 4.3.3 except that global signal regression was not
performed. The results were closely replicated. Firstly, there was a robust between group contrast
between the control and bipolar cohorts which is in fact more highly significant than with GSR per-
formed. At a relatively conservative height threshold of (t = 3.6), a highly significant subnetwork 22
regions were identified (p < 0.0001, FWE corrected). The spatial distribution of this subnetwork was
similar to that observed with GSR, namely ipsilateral regions in adjacent (left) anterior insula, supe-
rior temporal gyrus and inferior frontal gyrus as well as anatomically similar areas in contralateral
(right) cortex (Figure C.1 and Table C.1). There were also 4 midline regions in central regions, all
being somewhat more superior than that observed with GSR, plus an additional region in left anterior
superior frontal cortex. These results, together with the lack of a group difference in the global signal
argue against a GSR confound.
Of note, without GSR there was a small but significant difference for the contrast between the at-
risk group and the control cohort (p < 0.0106). In particular, a subnetwork of 10 regions including
ipsilateral insula, left putamen, left middle cingulate cortex, right superior temporal gyrus and right
inferior frontal gyrus was functionally disconnected in the at risk cohort (Figure C.2 and Table C.2).
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FIGURE C.1: Regions with reduced functional connectivity in bipolar subjects compared to a healthy
cohort. The red sphere indicates teh left inferior frontal gyrus, while the blue spheres are all regions
implicated by the NBS
From To
Left IFG Supp motor area L (15)
Left IFG Rolandic Operculum L (22)
Left IFG Rolandic Operculum L (61)
Left IFG Postcentral L (105)
Left IFG Insula L (111)
Left IFG Frontal Inf Orb L (119)
Left IFG Frontal Sup L (136)
Left IFG Insula L (146)
Left IFG Temporal Sup Gyrus L (159)
Left IFG Putamen L (161)
Left IFG Frontal Inf Orb L (170)
Left IFG Temporal Sup L (171)
Left IFG Temporal Sup L (196)
Left IFG Frontal Inf Tri L (207)
Left IFG Frontal Mid Orb L (211)
Left IFG Frontal Inf Orb R (338)
Left IFG Frontal Sup R (373)
Left IFG Frontal Inf Orb R (375)
Left IFG Frontal Sup R (393)
Left IFG Superior Temporal Gyrus (402)
Left IFG Temporal Sup R (415)
Left IFG Frontal Inf Orb R (426)
TABLE C.1: Regions with reduced functional connectivity between bipolar subjects and control co-
hort. All connections are bidirectional.
Importantly, correction using the median angle correction also yields comparable results (results not
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FIGURE C.2: Regions with reduced functional connectivity in at risk subjects compared to a healthy
cohort. The red sphere indicates teh left inferior frontal gyrus, while the blue spheres are all regions
implicated by the NBS
From To (ROI number)
Left IFG Lentiform Nucleus (2)
Left IFG Putamen L (20)
Left IFG Putamen L (27)
Left IFG Rolandic Operculum L (61)
Left IFG Insula L (111)
Left IFG Cingulum Mid L (131)
Left IFG Putamen L (161)
Left IFG Superior Temporal Gyrus (402)
Left IFG Frontal Inferior Operculum (408)
TABLE C.2: Regions with reduced functional connectivity between at risk subjects and control cohort.
All connections are bidirectional.
shown). Further work is required to understand why the between group effect is more sensitive with-
out GSR, and to replicate the machine learning analyses using these alternative preprocessing strate-
gies.
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