Study design A narrative review of principles, benefits and disadvantages, as well as methods of research data sharing. Objectives To assist prospective Spinal Cord authors and others with understanding and implementing data sharing, so that various benefits of such sharing can accrue to all spinal cord injury research stakeholders. Setting International. Methods The medical research and health care services literature was reviewed nonsystematically for relevant articles, and web sites were explored for information and services offered by various pertinent organizations.
Introduction
Similar to many other journals in biomedicine and health care, Spinal Cord strongly encourages all authors submitting a manuscript to the journal to make their data available upon acceptance of the paper. (See the editorial in this issue [1] ). This paper offers an overview of the main issues involved with such open data, including the why, when and how of sharing of data. The focus of this article is helping researchers who want to share their data. Some of this information (e.g., on the re3data website, which is a resource for finding data repositories [2]) may also be helpful to users of such data, as are many papers in the literature, e.g., [3] [4] [5] [6] [7] .
The term "open data" is used to refer to the "raw" or minimally processed data created by or used in the research underlying a report in the scientific literature, and made available, with or without conditions for commercial and noncommercial use, to other investigators and even to nonscholars, to use, reuse and redistribute, free or at nominal cost. Often, the data underlying the findings reported in a paper are just a selection of all data collected in a particular research project [8] , and the idea underlying "open data" is to publish all data amassed, not just the subset used in a particular report, so that fellow scientists who want to validate the analysis can convince themselves that no cherry picking (data mining, p-hacking) took place. Also, data per se are useless without their metadata: information on how the data were collected, transformed, and organized in the data file shared with others. (Metadata means data about data). When the term "open data" is used here, it refers to all data generated by a research project, together with all their metadata, unless otherwise specified.
The concept of "open data" is relatively new; the first publications in PubMed using this term date from the early 2000s. It is part of a push (culture shift) toward "open science"-the idea that all science should be conducted transparently [9, 10] , with all tools (concepts, protocols, code, data, etc.) readily accessible, and all benefits resulting from its findings potentially available to every human [11, 12] . "Open access", the notion that scientific publications should be available free of charge to any reader (with the cost of publishing borne by the investigator or the sponsor of the research), is a connected idea. The idea of open data has been worked out most consistently in the FAIR principles, a set of research community-generated guiding standards that are concise and independent from the area of science one is active in, and which apply equally to metadata and to data. Together, the FAIR principles "facilitate knowledge discovery by assisting humans and machines in their discovery of, access to, integration and analysis of, task-appropriate scientific data and their associated algorithms and workflows" [13] . The four facets of FAIR are that data should be, for anyone:
• Findable-through rich metadata which include a unique and permanent identifier for the dataset • Accessible-retrievable using an open, free communications protocol, at a price that is at most nominal • Interoperable-can be linked through references to other (meta)data and use of formal, broadly applicable language for knowledge representation
• Reusable-released with provenance and a clear and accessible data usage language [13] .
When one considers that medical and health research data consist not just of digital questionnaire responses and clinical trial data, but also include images, auditory tracings, genetic sequences, and many other forms of information, it becomes clear that implementing the FAIR principles across all areas of research is not simple. Box 1 offers a sampling of organizations that are involved in developing standards and systems that make data exchange and reuse simple.
The claim can be made that with open data, science is returning to its roots: in the 17th century individual scientists exchanged their observations as raw data with others, initially in letters and then in the first journals [14] . The small circle of gentleman-scholars back then has expanded into a world-wide cadre of millions of professional scientists and clinician-scientists, who collect information that is quantitative rather than qualitative, and produced with often sophisticated instruments rather than the naked eye. Data have moved from laboratory notebooks to punch cards to electronic files, which are easily shared with others, on magnetic data storage tapes and disks, and now over internet connections. But the most important driver of open data may be that most branches of science have become or are becoming more dataintensive, producing "Big data" that cannot be shared in a simple table in a paper that gives all information by case number [15] . Correctly analyzing these mountains of data requires sophisticated software to find patterns [16] ; the papers that may result cannot but offer a very small quantitative summary derived over many steps of analysis of thousands or millions of data points. The quantity of data (bytes) that Darwin collected over a lifetime now is produced by a magnetic resonance imaging machine or a high-energy particle telescope in seconds. Would Darwin have endorsed open data? Box 1 Helpful data stewardship and data sharing resources for beginners Resources marked with * may charge fees for some or all their services or products.
(1) Australian National Data Service (ANDS) A program supported by the Australian government, to deliver national services to support data discovery, connection, publishing, sharing, use and reuse. Available for free on its website is a wealth of materials for building the data skills and capacity of researchers and research organizations, Australian or not. A sampling of their guides:
• Checklist for assessing IT Infrastructure capability for data management (2) Clinical Data Interchange Standards Consortium (CDISC) "The CDISC mission is to develop and support global, platform-independent data standards that enable information system interoperability to improve medical research and related areas of healthcare." CDISC develops standards supporting clinical and nonclinical research processes, including models, domains and specifications for data representation. Training around the implementation of the standards is available in the form of courses and webinars.
(3) Consortium of European Social Science Data Archives (CESSDA) The Consortium offers in-person training courses, and various materials on its website, including:
• Tutorial: Elements of the ingest and access/dissemination workflow • Research data management community training • Webinar access policies and usage regulations: licenses (4) Creative Commons (CC) CC is a nonprofit aiming to expand the type and number of creative works available for others to build upon (including research data and their metadata) legally and to share. It publishes a number of copyright-licenses known as Creative Commons licenses, available free of charge, which allow data creators to communicate which rights they reserve, and which rights they waive for the benefit of others.
(5) Dataverse
Dataverse is an "open source web application to share, preserve, cite, explore, and analyze research data." It facilitates setting up web sites for sharing research data, and offers source codes and accompanying guides for doing so.
(6) Digital Curation Centre (DDC)* DDC is "an internationally-recognized centre of expertize in digital curation with a focus on building capability and skills for research data management." It offers an extensive list of resources, training, and technical assistance.
(7) Dryad* Dryad is a curated repository that accepts datasets and makes the data (of a wide diversity of formats) underlying scientific publications discoverable, freely reusable, and citable. Dryad is searchable.
(8) eResearch Persistent Identifiers Consortium (ePIC) ePIC offers software and information to create persistent identifiers for research products, including datasets, that are alternatives to DOIs.
(9) figshare* figshare is a repository where researchers can share their research outputs, including figures, datasets, images, and videos, and about any other format, after uploading the data or information in a few simple steps. The site is searchable so that potential users can identify useful datasets among the millions now contributed.
(10) Go FAIR The organization developed to support implementation of the FAIR principles. Some of the resources available are:
IDF is a not-for-profit membership organization that governs the federation of Registration Agencies providing Digital Object Identifier (DOI) services and registration. The DOI system provides a technical and social infrastructure for the registration and use of persistent interoperable identifiers, called DOIs, for use on digital networks. The website provides factsheets, links to registration agencies, and a wealth of other information about obtaining a DOI.
(12) International Spinal Cord Society (ISCoS) International SCI Data Sets The ISCoS data sets offer a Core Data Set, as well as system/ problem/ outcome Basic Data sets and Expanded Data Sets to describe patients/ subjects with SCI and their functioning in a standardized way that optimizes sharing of data. The SCI CDEs are an expansion of the ISCoS data sets, providing new data sets and adding metadata elements to the existing ISCoS descriptions so as to enhance data sharing. The website offers:
• The UK Data Service offers various sets of data from UK government data collection efforts, and other social and economic data, but also:
• Supports for policy-relevant research • Guidance and training for the development of skills in data use • Supports for the development of best practice data preservation and sharing standards • Shared expertize with international data providers to remove barriers to accessing data (24) Vivli Vivli is a Harvard University-affiliated nonprofit organization offering a global clinical research data sharing platform, intermediary between data producers and data users as well as the larger research community. 
The why of open data
Proponents of open data have pointed out benefits to society as a whole, and for scientists more specifically; these of course are related issues. From a societal point of view, the major claim is that data created with public (government) or semipublic (foundations large and small) funding should be easily and openly publicly available. There is no need to spend taxpayer money on collecting new data when an existing dataset can be used to answer (most of) a research question. One might also argue that in medical and behavioral research, study volunteers have given time and effort, sometimes even risked their health and well-being, to help scientists obtain their data; their sacrifices are properly compensated by participant fees, but also by reuse of the information they "produced". Lastly, the claim is made that the free availability of data speeds up discovery and creation of products that have the potential to benefit all.
Benefits to science
The benefits to other scientists and science as a whole of sharing one's data are stated to include the following [14, 17] :
• Others can access data to verify and/or expand the published analysis performed by the researcher producing the data. This verification goes beyond what can be done by peer reviewers, who typically only appraise the summarized data and the author's interpretations of these data. (Note that some journals now require making the dataset underlying a paper available to the editor/ peer reviewer, for them to be better able to evaluate a manuscript and the claims made in it. A few journals have gone so far as to made acceptance of a paper conditional on the data being openly available to everyone).
• Similarly, access to the entire dataset makes it possible for editors, peer reviewers and others to determine whether a (to be) published report is based on selective outcome or subgroup reporting, or even worse, selective publishing, which big pharma has been accused of doing.
• In these years of a reproducibility crisis, where results of many scientific studies are difficult or impossible to replicate by others [10] , access to the raw data is, of course, also a check on data fabrication and falsification, although it must be admitted that a skillful forger can create data that can be hard to distinguish from the real thing.
• Scientists who have access to the data can compare them with their own or yet others' data, and start a debate on issues of data collection, analysis and interpretation based on information that is wider than the (always subjective) selection and interpretation offered in the article(s) the data creators wrote. Especially in the case of megatrials, access to the unique data is a sine qua non, as it is not likely that funding for a parallel multisite, multiyear trial will ever be made available [18, 19] .
• Others can add their own data to create a richer dataset (more cases, or more variables on the same cases; see FITBIR below) or combine published datasets from multiple studies to answer their questions using many more cases-as in, for instance, individual patient data meta-analysis (IPDMA).
• Other scientists can use the data to answer completely new questions, sometimes based on secondary analysis for a (preliminary) hypothesis, sometimes based on data mining. Even if an available dataset might not answer their questions, it may at least enable them to assess whether new data collection of their own is likely to be able to answer their questions. Similarly, access to data can assist in designing new studies-e.g., in performing a power analysis. Thus, open data can help to reduce the waste said to characterize preclinical and clinical research [20, 21] .
• And not least, sharing data through a public repository keeps them from being lost even as the scientist who produced them changes jobs, computers, and storage media [22] .
Benefits to individual scientists
If you share the values and principles that underlie the open data movement, the satisfaction of acting in accordance with your principles is a good enough reason to make your research data available. However, sharing takes time and money, and other incentives may be needed. Among those can be named:
• Satisfying obligations imposed by a grant maker or other bodies involved in administering and regulating your research. Many grant makers nowadays are requiring that scientists submit, as a part of their research grant applications, a data management plan that includes statements on how data will be shared, when and with whom. Some funders check on the implementation of the promises made, and some now, in making decisions on a new grant, take into account actual follow-through on sharing of data produced in a previous grant-supported project. And when the stream of grant funding is endangered by such stipulations, universities and research institutes step in, forcing the Principal Investigator (PI) into data sharing, often offering mechanisms for doing so.
• A dataset made publicly available may count as an additional research product, beyond the traditional research paper, and other, more modern, derivatives of data. In some areas of science, a paper that essentially provides the metadata for an available database (a "data paper" or "data descriptor paper") counts as a legitimate publication [23] . Similarly, the creation of a dataset for the benefit of the discipline as a whole, without a paper describing analyses and findings, may count as a valid research product. This all represents an expansion of scientific productivity metrics beyond authorship counts [24] . It must be admitted that, as of now, there is no clear consensus how the publishing of datasets and other nontraditional products is to be considered in the evaluation and promotion of scientists [12] , and it presumably will be some time before individual disciplines work out the rules.
As indicated below, open data that are deposited in the better repositories receive a digital object identifier (DOI), which DOI can be provided in a traditional research paper and otherwise disseminated. The use of the dataset can, in turn, by way of the DOI lead other researchers to the papers of the database creator. This could lead to more citations of her papers, which may enhance current indicators of scientific productivity, the h-index and similar derivatives from impact factors [11] . Piwowar and Vision reported that "studies have found that papers with publicly available datasets receive a higher number of citations than similar studies without available data" [25, p. 1] and confirmed this in their own study, which controlled for multiple factors affecting citation rates.
• In some scientific collaboratives, use by outsiders of the dataset produced by the collaborating scientists requires these outsiders to make the data creators a co-author or contributor on whatever papers result from the secondary data analysis, adding directly to the resume of the data producers [26] . The rules of authorship promulgated by such organizations as the International Committee of Medical Journal Editors (ICMJE) [27] may not necessarily condone such "passive authorships", but there may be opportunities (as discussed below) to make these partnerships more active.
• Unless that what the fellow scientists, attracted by a published dataset, propose is completely different from the additional analyses the data creator wants to do, publication of data may result in collaborators who are willing to do the heavy lifting. The scientists collaborating in the US Spinal Cord Injury National Data Base (SCI NDB), which contains "open data" (see below), offer outsiders the opportunity to be given a mentor who is familiar with the database. If a match of interests between outsider and mentor can be found, a very productive partnership may ensue. The concern is sometimes expressed that even with rich metadata, a secondary analyst lacks the detailed knowledge that the original investigators developed [28, 29] ; mentorship may be the answer.
There is some research in this area. In a 2011 study by Tenopir et al., 85% of investigators were interested in using other researchers' data-if easily accessible; 74% thought that their own data could be used for new purposes; but only 36% considered those data easily accessible [30] .
Costs to society, science, and scientists
Often issues are brought up that would seem to argue against public release of all, or at least most, research data.
The first among these is that the data creator "owns" the data, and as such can treat them any way he wants, including destroying them. That may be true for research done by private companies, but (semi)public funding changes the arithmetic. And: generally, a grant is made to a university or other research institution on behalf of a PIwhich likely means that the university "owns" the data, not the PI.
A more serious issue, especially with respect to human subjects research, is the need to protect the private and sometimes sensitive information that subjects have allowed the research staff to collect. Public knowledge might result in stigma, exposure to criminal prosecution, or economic disadvantages for the subjects. Similar protection of data sometimes is warranted for social groups, businesses, and at-risk cultural remains and ecosystems. The counterargument here is that in most instances the data (the cases) can be de-identified, so as to reduce or even completely eliminate the risk. In situations where that is not possible, data can be made available to other researchers under strict conditions that protect the research participants (see below). There has been quite some debate whether re-identification is possible to circumvent the safety shields put in place; the consensus seems to be that with use of up-to-date "strong" deidentification techniques, data of high quality (i.e., informativeness) can be released that provide adequate safety for individual privacy [31] .
Without any doubt, preparing the data and especially the metadata that make them useful to others takes time. The time required may be limited if a data management plan is created at project start and followed consistently (see below), but there is no doubt that there is a scientist and support staff time involvement, as well as sometimes other costs. The good thing is that the funding agencies that require a data management plan and the publication of open data are willing to put their money where their mouth is: the costs involved can be put into the grant budget.
Another cost often quoted by those opposed to open data is the loss of opportunities to derive additional papers from the data-the thinking being that the moment data are out there in public storage, the creator of the dataset will be scooped. However, the fact that others can analyze one's data is no guarantee that they will-the current climate of science emphasizes originality over confirmation and replication, and most scientists will be more interested in creating and analyzing their own data. The fear of "research parasites" [32] likely is pathologic [22, 33] . For instance, the SCI NDB, a longitudinal study of the circumstances, treatment and lifetime consequences of SCI that started in 1973 and has information on over 30,000 cases [34] has received less than 10 requests for access to the data since that opportunity was first opened up a decade ago (personal communication, Yuying Chen, 2018). An additional "protection" of the rights of the data creator is the fact that an embargo period is acceptable-most grant makers allow the researcher about a year after the funding period ends to wrap up publishing-which certainly is sufficient for RCTs and similar short-term studies. For truly longitudinal studies (e.g., the SCI NDB) where there is no "end" to data collection, another solution needs to be found. The SCI NDB has a 5-year embargo (outside researchers cannot obtain the most recent 5 years' worth of data collected), which can be waived, however, and routinely is.
Data dredging by data borrowers is another reason that has been put forward for not sharing data. (As if data creators are any less skillful at p-hacking than secondary analysts!) Hlatky and Januzzi offer a set of "Proposed additions to journal instructions to authors for manuscripts derived from shared datasets" that addresses, among other issues, being open about the degree of dredging [35, p. 1984] . Some have argued that secondary analyses published in the literature may, by errors of omission or commission, or because of equally valid alternative analysis methods, come to conclusions that are contrary to the ones reached by the data creators in their own report [17] . That is certainly possible, but is no reason to not make data available. It is not a new danger in research-incompatible findings and disagreements on the proper analysis and interpretation of data are common. Science is one of the few human enterprises where peer review is a sine qua non of acceptance of one's products, and open data just extend the risk that traditionally was offered by peer reviewers and letters to the editor, because more information to find fault with is now available. Even if errors are detected, the scientist who made those mistakes experiences no negative consequences, if it is clear that she acted in good faith. Different approaches and interpretations contribute to scientific progress, and trying one's best to avoid errors does so even more [22] .
The same might be said with respect to the ultimate humiliation: a secondary analyst comes up with a spectacular finding that opens up grand new avenues of research leading to a Nobel prize-which avenues the data creator missed. Well, Newton may have missed things that Einstein picked up on. That's the nature of our craft.
Endorsements
Because of the multiple benefits, to science and scientists themselves and to society at large, and the limited or surmountable counterarguments, a number of grant funding agencies, publishers, journals, and organizations of scientists are calling for implementation of open data in some form or another. The following is a sampling:
• Public and private funding agencies. For instance, in the United States the National Institutes of Health, the world largest sponsor of biomedical research, has put in place policies requiring all (large) research projects to make their data publicly available by 1 year after grant funding end [36] . Similar policies are now in place at the US National Science Foundation [37] and, in the private sector, at the Gates Foundation [38] . In Great Britain, the Wellcome Trust, a major private sector funder, has worked with other funders of medical research to develop standards and policies requiring open access [39] . The Canadian Institutes of Health Research (CIHR) also strongly support open data [40] , while the Organization for Economic Co-operation and Development (OECD) is on record with "Open access to research data from public funding should be easy, timely, user-friendly and preferably Internet-based" [41, p. 15] .
• Journal editors and publishers. ICMJE, an influential group that often is in the vanguard of new research policy trends, requires (starting mid 2018) that the data of all clinical trials be made publicly available, within 1 year of publication [42] . In this instance, ICMJE is lagging some journals. For instance, the large and wellrespected open-access publisher Public Library of Science (PLOS) already requires that for every paper published in a PLOS journal, all data are made available, "with rare exceptions" [43] . The publisher of Spinal Cord, Springer Nature, also has been a forerunner, and offers a number of services to scientists who need assistance in publishing their data [44] (see Box 1). Spinal Cord itself has the following on its website in the "For authors" section: "Research Data Policy. We strongly encourage that all datasets on which the conclusions of the paper rely should be available to readers. We encourage authors to ensure that their datasets are either deposited in publicly available repositories (where available and appropriate) or presented in the main manuscript or additional supporting files whenever possible. If a public repository does not exist, the information must be made available to editors and referees at submission and to readers promptly upon request. Any restrictions on material availability or other relevant information must be disclosed in the manuscript's Methods section and should include details of how materials and information may be obtained" [45] . endorsed open data for clinical trials [46] . The American Psychological Association's (APA) Ethical Guidelines for Research state (8.14) that data sharing for verification is required, but (as of now) the APA does not require data sharing for secondary analyses [47] . Not all psychologists concur with that timid stance [48] .
How to share one's data
In a 2017 survey of over 7700 scientists conducted by Springer Nature, 76% gave high importance to making their data discoverable [49] . However, they also identified the following challenges to doing so:
• Uncertainty about copyright and licensing of data (37%)
• Lack of knowledge as to which data repository to use (33%)
• Lack of time to deposit data in a useful way (26%)
•

Costs involved in sharing data (19%)
This section addresses a number of these issues, mostly by pointing out resources (Box 1) available to busy (clinician-)researchers with always limited funding to make "open data" doable.
The easiest road to "publishing" data, consisting of the data themselves and the metadata, is to plan for it from the beginning of a project, which generally is the submission of a grant proposal, including development of a data management plan that lays out at which point or points of time what specific data will be released to whom, in what format and under what conditions, if any. Whether one considers statistical analysis code and other scientist-created software part of the metadata or not, making them available will make the data per se more useful for others. Staff of the Inter-University Consortium for Political and Social Science Research, a data repository with over 50 years of experience, plausibly claim that if data are managed properly from the start of a project, with active data curation and documentation using software specialized for that job, the need for extensive efforts just before sharing is greatly reduced [50] .
Grant proposal preparation is also the time to contact one's Institutional Review Board (IRB), Human Research Ethics Committee (HREC) or equivalent, if applicable, with a request for permission to release a dataset with deidentified data. Many issues regarding the release of confidential private data of individuals can be avoided by proposing an informed consent document in which subjects approve release of their de-identified data. Requesting such permission generally has not been found to reduce the percentage of participants who enroll in the research [51, 52] , but if such seems likely, an opt-out for the data release can be offered, which will affect only the size of the open data set distributed.
Prospective development of an open data release also makes it possible to incorporate clinical data interchange standards [53] and even common data elements (CDEs) into one's data [54] . Using these selected information elements has several advantages: the developers of the CDEs likely have created a full description of each data element, complete with formats to be used in coding and storage-potentially tremendously reducing the amount of such work the investigator and her staff need to do (see below). Secondly, scientists using the open data are likely to have familiarity with the CDEs, reducing their learning curve. Maybe most importantly, multiple datasets all using the same CDEs can be merged [34] without weeks of recoding variables to make them combinable, as is not unusual for IPDMAs [55] . The specific electronic format (s) in which data are prepared and distributed depend on a number of factors, among which discipline traditions may be foremost: many scientific fields have developed standards that make the actual distribution and use of open data almost routine.
All the issues mentioned thus far (especially the obligation to share data) and listed below (deidentification, data licensing, and platforms for distribution) become even more complex when investigators at multiple institutions, possibly in different jurisdictions, contribute to a large dataset. An Open Data subcommittee of the steering committee is needed to work its way through the alternatives available and propose solutions, and every clinician thinking of contributing data must consider her agreement with those solutions before providing data on her first case.
Turning data collected in the past, without the benefit of a data management plan, into open data is much more difficult. One estimate is that it takes a week to prepare a trial dataset and its dictionary metadata for sharing [56] . Even scientists who pride themselves on their meticulous documentation of all data collection, processing and analysis steps may be disappointed to find out how much they rely on memory (or casual notes on slips of paper in a folder) to guide them in taking next steps and writing a formal report. For metadata, memory is no good, and complete descriptions of every data element, every step in processing, and each file storage element need to be produced. The "Data dictionary" for the SCI NDB runs 687 pages, and even at that heft is incomplete, in that it refers to other documents. Most projects will be simpler, in covering fewer centers, variables or time points at which different types of information are collected, but still will need many pages of detail to provide a secondary analyst with all the information she needs to truly understand the nature, value, completeness, and precision of the open data she wants to use.
Deidentification
Both prospectively and retrospectively collected data will need to be de-identified-that is, stripped of information that can give away the private information of individuals, social groups and other entities that need protection. Under more stringent standards, information that allows linking to other datasets from which identification is possible also needs to be scrubbed [57] . Sometimes deidentification can be achieved by recoding information-e.g., when census block codes are combined into a county code. The nature of what has to be eliminated or recoded depends on local laws and customs [58, 59] , and limited generic information can be provided here; investigators should discuss these issues with the local IRB/HREC staff, grant funders, their institution's legal and other administrative staff, and government offices charged with the protection of patients and other vulnerable groups. Most have extensive guidance, training, and application materials on their website. Hrynaszkiewicz et al. [60] provide useful information on anonymization, and provide a list of 28 potential patient identifiers that need to be removed, which list includes the 18 items covered by the Health Insurance Portability and Accountability Act (HIPAA) in the US.
Options for sharing one's data
The conditions under which the data are made "open" to a degree determine the extent of deidentification needed. There likely are dozens of options, but the following points along a continuum may be given:
1. The data are published in the paper reporting on the research (e.g., a small table listing all variables by case number for a case series), or as supplemental digital content (SDC) for the paper, on the website of the journal. The data format in SDC should be a common file format (e.g., Excel), and SDC is limited to fairly small datasets. The disadvantage of this method is that no DOI with all its benefits is created for the dataset per se; the advantage is that the data creator never again has to attend to any issues around data release. Spinal Cord accepts SDC, including these small datasets. 2. The data are submitted to a data storage facility such as Figshare [61] or Dryad [62] from which everyone can download them, together with the metadata, without having to ask anyone for permission. (This approach is also known as an unsupervised data archive). Many universities and other scientific facilities offer the same opportunities [63] [64] [65] [66] . This option allows for submission of datasets of almost unlimited size, and most repositories issue DOIs; there is no difference with the previous option in terms of the need for deidentification. [67] . FITBIR functions as a supervised data archive, accepting datasets from multiple investigators, and making them available to others who have been approved and have signed a data use agreement. However, based on a Global Unique Identifier (GUID) (a unique permanent identification number that is derived from personal information such as birthdate, but cannot be reverse engineered to produce that birthdate), researchers can contribute data that can be linked to data on the same person but created as part of a different research project, possibly across the country. 5. The most stringent conditions and best protection of individual privacy are offered by curators who do not release a copy of the database. Those scientists interested in "using" the data can submit a request for specific tabulations to be prepared by the curator's statistical staff, which summary data are then supplied upon approval of the request. (This is known as a supervised data enclave). Sometimes the entire process is automated-the user specifies variable names, and the computer produces the tabulations. (Also termed an unsupervised public data enclave, if anyone can submit requests, or an unsupervised private data enclave, if that right is limited to prequalified and registered users.) 6. A last option is "data available from the author upon reasonable request", which offers the advantage that the data creator stays absolutely in charge of his data. Otherwise, there seem to be only disadvantages all around: he has to personally review and fulfill each request that comes in, can apply very idiosyncratic rules as to who or what is approved, and there is no certainty that the dataset will survive, in the short term let alone the long term. Even before the demise of the data (or of the researcher), there may be problems with this method of open data distribution, for other scientists: Wicherts et al. [68] report that 73% of 149 author teams never complied with a request for data stated to be "available on request".
Availability of data repositories for SCI data figured prominently among the initiatives to facilitate SCI research collaboration listed by 213 SCI clinicians and researchers in a 2018 study [69] , but among the barriers, intellectual property and privacy issues were named. As of this writing, there are no repositories specialized in SCI data, whether preclinical, clinical or community functioning-focused [70] . Some preliminary steps that will make exchange of truly useful data sets feasible have been completed, though [71] . However, the current unavailability of a SCI-focused repository should not stop SCI researchers from sharing their datasets as open data; options 1, 2, and 6 above are open to them.
The Digital Curation Centre [72] has an extensive checklist "Where to keep research data" that can help a researcher determine the best repository for her data. Burton et al. provide a technical discussion of criteria for "data safe havens", a term often used for repositories of sensitive data [73] .
Copyright issues
In addition to privacy law, the rights and obligations that apply to research data may include intellectual property rights (copyrights, database rights, and patent rights), national security law (for secret research conducted within and outside of government), trade secrets, and contractual agreements, both as incorporated in research grants made by governmental or private entities, and research contracts with industry [6] . There is too much variety in legal standards and specifics of signed agreements that it makes sense to address the issues here-with one exception: copyright.
Except maybe for a few jurisdictions (Australia keeps coming up), the facts of nature cannot be copyrighted, but the format in which these facts are arranged by scientists can. " … numeric values at the item level are 'uncopyrightable' data elements in a data set in most of the world" [6] p 423 . In other words, if Mendeleev had published that the atomic number of hydrogen was 1, of helium 2, etc., you could have taken that information from his writings without infringing on his copyright. But the moment he organized the elements in a periodic table which by its organization gave deeper insight in the laws of nature, he created a copyrightable document, and everyone else reprinting that table needed his permission to do so. "Facts themselves are not copyrightable, but only the way in which information is expressed" [74] . Granted, the dividing line between facts and the expression of facts is very fuzzy and almost invisible, reason why, if you want to make your data available as open resources, you better explicitly give away the pearls and the sow's ear.
If you are willing to share your data (the "facts", their creative arrangement, and the metadata) with others, you have to make very clear what they are allowed to do with your scientific creation, and what rights (copy rights, database rights, and whatever other rights lawyers have cooked up), if any, you preserve. If you do not issue a clear license that is legally binding on yourself and the other party, these other scientists may be afraid to touch your data for fear of being sued. Of course, every time another scientist wants to use your data the two of you could negotiate an agreement, run it by your lawyers, and sign it in the presence of witnesses. That is an expensive way of doing business, and the existence of hundreds if not thousands of unique documents would make data sharing neigh impossible in an age where a secondary analysis project such as, e.g., an IPDMA may require tens of datasets.
The solution is simple: standardized licenses, which are made part of the metadata and can be read by a computer without a law degree. Now a would-be data user can instruct her computer to go and download all datasets with a particular license (or with an even broader mandate), and she can start dealing with the scientific issue that has her interest. Such licenses are prepared by a number of organizations, but presumably the best known are those of Creative Commons. Box 2 summarizes the 6 basic license types offered by Creative Commons, indicating that releasing rights to data is not an all-or-nothing thing: the investigator still can attach certain conditions that are legally enforceable and that prohibit various form of "abuse" or misuse of the data. For research data, the CC-BY license seems the most appropriate: it places the data in the public domain (which legally does not exist in some countries, though) and enforces the academic tradition of crediting the person who did the innovative work of data creation.
Before you sign away all rights to your data and the particular format you have organized them in, it makes sense to obtain advice or even prior approval from your organization's grants/contracts office, the IRB/HSRC, the general counsel, or even the library, where copyright issues are bread and butter. It also may make sense to check with the grant maker (if any) and the publisher of papers based on the same dataset that you already have distributed, if any. If you published your data as SDC, and gave the publisher the copyright to the article, he also owns the copyright to the data, and you cannot give these rights away without infringing on his copyright. And it may not hurt to also have a discussion with any co-investigators and other staff who made a creative contribution to the research. Giving away rights that are not yours to give is a great way to create problems all around.
Conclusion
SCI researchers who pay attention to trends in the research world may have noticed that a culture shift is under way, with data sharing through "open data" likely becoming the "new normal" [46] . Even in frontrunner areas such as genomics [75] and especially for data from research other than clinical trials [76] , a lot of changes are still needed for that (r)evolution to be complete-both in the publishing of data and the using of published data. As argued by Callahan et al. [71] . and others, this includes consensus of research disciplines around terms and definitions (ontologies, CDEs), further development of data stewardship policies and data sharing infrastructure (including data security and quality control on data creation, description, and use), protection of intellectual property and appropriate citation of data, and user-friendly interfaces for data upload and download [71, 77] .
In addition to these "tools", we need models for building into our day-to-day work flow the creation of metadata and the uploading of data to repositories, and "automating" it [22] , so that, whether we are preclinical lab researchers or clinician-scientists, the creation of open data is no longer an extra burden imposed from the outside, but part of good everyday science.
More carrots are also needed, including fair ways of weighting data sharing and reusing of open data in evaluating scientists for promotion in their place of work and in the scientific world as a whole, including selection criteria for science prizes. Additional sticks will help too: funders scoring data sharing plans in determining worthwhile grant proposals; university departments insisting that their faculty members actually upload the datasets they have, etc.
Lastly, and part of the culture shift that is not yet fully appreciated, is a need for more emphasis in science on validation and replication, and less idealizing (idolizing?) innovation and creativity. The latter will and should never disappear, but open data may help temper its pathologies so that more of our findings will stand up to the test of time [78] . Even those who see dangers in a de-emphasis on creativity would do good to ask themselves when starting a new research effort: "Is there any reason not to share the data from this research?" Sharing should become our default stance. Open data may be good for us-individually [11] , as members of the scientific community, and as humans.
