This article presents a survey of the state-of-the-art in parallel and distributed association rule mining (ARM) algorithms. This is direly needed given the importance of association rules to data mining, and given the tremendous amount of research it has attracted in recent years.
Introduction
Since its introduction, Association Rule Mining (ARM) [1] , has become one of the core data mining tasks, and has attracted tremendous interest among data mining researchers and practitioners. ARM is an undirected or unsupervised data mining technique, which works on variable length data, and it produces clear and understandable results. It has an elegantly simple problem statement, that is, to find the set of all subsets of items or attributes that frequently occur in many database records or transactions, and additionally, to extract the rules telling us how a subset of items influences the presence of another subset. The prototypical application of ARM is in market basket analysis, where the items represent products and the records the point-of-sales data at large grocery or departmental stores. An example rule could be that, "90% of customers buying product A also buy product B." Other application domains for ARM include customer segmentation, catalog design, store layout, telecommunication alarm prediction, and so on.
Although ARM has a simple statement, it is a computationally and I/O intensive task. Given Ñ items there ¾ Ñ subsets that might potentially be frequent. An exhaustive search over this exponential space is infeasible, except for very small values of Ñ. The number of records is also huge. For example, typical departmental stores stock thousands of items and collect millions of customer transactions everyday. Companies like Walmart, Sears, UPS, FedEx, etc., already have data warehouses in the terabyte range. Processing all this data requires a lot of disk I/O. Given that data is increasing both in terms of the dimensions or the number of items, and the size or number of transactions, one of the desirable characteristics of an ARM algorithm is scalability, i.e., the ability to handle massive data-stores. It is clear that sequential algorithms cannot provide the scalability, in terms of the data dimension, size or the runtime performance, for such large databases. We must therefore rely on high performance parallel and distributed computing to fill this role.
There are two dominant approaches for utilizing multiple processors that have emerged: distributed memory, in which each processor has a private memory; and shared memory, in which all processors access common memory. A shared-memory architecture has many desirable properties. Each processor has direct and equal access to all the memory in the system. Parallel programs are easy to implement on such a system. A different approach to multiprocessing is to build a system from many units, each containing a processor and memory. In a distributed memory architecture, each processor has its own local memory that can only be accessed directly by that processor. For a processor to have access to data in the local memory of another processor, a copy of the desired data elements must be sent from one processor to the other, via message passing. Although a shared memory architecture offers programming simplicity, the finite bandwidth of a common bus can limit scalability. A distributed memory, message-passing architecture cures the scalability problem by eliminating the bus, but at the cost of programming simplicity. A third paradigm, combining the best of both the distributed and shared memory approaches, has become increasingly popular. These systems include hardware or software distributed-shared memory (DSM) systems, where the physical memory is distributed among the nodes, but a shared global address space is provided on each processor, and the hardware or software ensures cache-coherence, i.e., making sure that locally cached data always reflects the latest modification by any processor.
Clusters of SMP workstations or CLUMPS also fall in this mixed paradigm. CLUMPS also necessitate an hierarchical parallelism approach, where SMP primitives are used within a node, and message passing among the SMP nodes.
In this article, we present a survey of the different parallel and distributed ARM algorithms that have been proposed on various hardware platforms. Given the astonishing amount of research in this area, it is necessary to present to interested parties the state-of-the-art in ARM, and to identify the current open problems. These form the two major goals of this survey.
Problem Statement and Mining Complexity
The association mining task can be stated as follows: Let Á be a set of items, and a database of transactions, where each transaction has a unique identifier (tid) and contains a set of items. A set of items is also called an itemset. An itemset with items is called a -itemset. The support of an itemset , denoted ´ µ, is the number of transactions in which it occurs as a subset. A length subset of an itemset is called a -subset. An itemset is maximal if it is not a subset of any other itemset. An itemset is frequent or large if its support is more than a user-specified minimum support (min sup) value. The set of frequent -itemsets is denoted .
An association rule is an expression µ , where and are itemsets. The support of the rule is the joint probability of a transaction containing both and , and is given as ´ µ. The confidence of the rule is the conditional probability that a transaction contains , given that it contains , and is given as ´ µ ´ µ. A rule is frequent if its support is greater than min sup, and it is strong if its confidence is more than a user-specified minimum
confidence (min conf).
The data mining task is to generate all association rules in the database, which have a support greater than min sup,
i.e., the rules are frequent, and which also have confidence greater than min conf, i.e., the rules are strong. This task can be broken into two steps:
1. Find all frequent itemsets having minimum support.
2. Generate strong rules having minimum confidence, from the frequent itemsets. Figure 1 shows all the frequent itemsets that are contained in at least three customer transactions, i.e., Ñ Ò ×ÙÔ ¼±. It also shows the set of all association rules with min conf ½¼¼±. The itemsets Ì Ï and Ï are the maximal frequent itemsets. Since all other frequent itemsets are subsets of one of these two maximal itemsets, we can reduce the frequent itemset search problem to the task of enumerating only the maximal frequent itemsets. On the other hand, for generating all the strong rules, we need the support of all frequent itemsets. This can be easily accomplished once the maximal elements have been identified, by making an additional database pass, and gathering the support of all uncounted subsets.
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ARM Computational Complexity
The search space for enumeration of all frequent itemsets is ¾ Ñ , which is exponential in Ñ, the number of items. One can prove that the problem of finding a frequent set of a certain size is NP-Complete, by reducing it to the balanced bipartite clique problem, which is known to be NP-Complete. However, if we assume that there is a bound on the transaction length, we can show that ARM is essentially linear in the database size.
Once the frequent itemsets are known, they can be used to obtain rules that describe the relationship between different itemsets. We generate and test the confidence of all rules of the form Ò µ , where , and is frequent, as shown in Figure 2 . For example, the itemset Ï generates the following rules µ Ï Ï µ Ï µ µ Ï µ Ï Ï µ . Out of these only Ï µ is strong at 100% confidence level.
For an itemset of size there are ¾ ¾ potentially strong rules that can be generated. This follows from the fact that we must consider each subset of the itemset as an antecedent, except for the empty and the full itemset. The
RuleGen( , min conf):
for all frequent itemsets ¬ ¾ do for all subsets « ¬ do conf = Ö´¬µ Ö´«µ;
if (conf min conf) then output the rule « µ ¬, and conf It would be fair to say that all parallel ARM algorithms proposed to-date have been based on their sequential counterparts, which we briefly review here. Our coverage of sequential ARM algorithms is not intended to be complete.
Rather we give specific examples for only those algorithms that have been parallelized. We begin by discussing the characteristics that make the approaches different. The sequential methods fall in the design space which is composed of the following characteristics:
Bottom-up vs. Hybrid Search The main observation in ARM is that the subset relation defines a partial order on the set of itemsets, also called a specialization relation. If « ¬, we say that « is more general than ¬, or ¬ is more specific than «. The second observation used is that the relation is a monotone specialization relation with respect to the frequency ´«µ, i.e., if ¬ is a frequent itemset, then all subsets « ¬ are also frequent. The different ARM algorithms differ in the manner in with they search the itemset lattice spanned by the subset relation. Figure 3 shows the itemset lattice, the frequent itemsets (grey circles), and the maximal frequent itemsets (black circles) for our example database. Most approaches have used a level-wise or bottom-up search of the lattice to enumerate the frequent itemsets. If long frequent itemsets are expected, a pure top-down approach might be preferred. Some have also proposed a hybrid search, which combines top-down and bottom-up approaches.
Complete vs. Heuristic Candidate Generation ARM algorithms can differ in the way new candidates are generated. The dominant approach is that of complete search, whereby we are guaranteed to generate and test all frequent subsets. Note that completeness doesn't mean exhaustive, since we can use pruning to eliminate useless branches in the search space. Heuristic generation sacrifices completeness for the sake of speed. At each step, it only examines a limited number of "good" branches. Random search to locate the maximal frequent itemsets is also possible. Typical methods that can be used here include genetic algorithms, simulated annealing, and so on, but these methods have not received much attention in ARM literature, since a lot of emphasis has been placed on completeness.
All vs. Maximal Frequent Itemset Enumeration
Current ARM algorithms differ depending on whether they generate all frequent subsets or only the maximal ones. In essence, the identification of the maximal itemsets is the core task, since all other subsets can be generated in an additional database scan. Nevertheless, the majority of algorithms list all frequent itemsets.
Horizontal vs. Vertical Data Layout
Most of the current ARM algorithms assume a horizontal database layout, where we store each customer transaction (tid), along with the items contained in the transaction. Some methods also use a vertical database layout, where they associate with each item its tidlist, denoted Ä´ µ, which is a list of all transaction identifiers (tid) containing the item. Figure 3 contrasts the two data layout schemes.
Apriori
The Apriori algorithm by Agrawal et al. [1] has emerged as one of the current best ARM algorithm. It also serves as the base algorithm for the vast majority of parallel algorithms. Apriori uses a complete, bottom-up search, with a horizontal layout and enumerates all frequent itemsets. Apriori is an iterative algorithm that counts itemsets of a specific length in a given database pass. The process starts by scanning all transactions in the database and computing the frequent items. Next, a set of potentially frequent candidate 2-itemsets is formed from the frequent items. Another database scan is made to obtain their supports. The frequent 2-itemsets are retained for the next pass, and the process is repeated until all frequent itemsets have been enumerated. There are three main steps in the algorithm: 1) Generate candidates of length from the frequent´ ½µ length itemsets, by a self join on ½ . For example, for our
any candidate with at least one infrequent subset. As an example, Ì will be pruned since Ì is not frequent. 3)
Scan all transactions to obtain candidate supports. The candidates are stored in a hash tree (shown in Figure 4 ) for fast support counting. Figure 5 illustrates the different steps of Apriori on our example database.
Dynamic Hashing and Pruning (DHP)
The DHP [2] algorithm proposed by Park et al. is based on the level-wise Apriori approach. DHP uses a hash table (see 
Partition
Savasere et al. [3] proposed the two-pass Partition algorithm. It logically divides the horizontal database into a number of non-overlapping partitions. Each partition is read, and vertical tidlists are formed for each item, i.e., list of all tids
where the item appears. Then all locally frequent itemsets are generated via tidlist intersections. All locally frequent itemsets are merged to form the global candidates for a second pass. At this stage they eliminate any candidate found to be frequent in all partitions, since its global support is already known. They also remove those candidates which cannot be frequent, i.e., sum of their cumulative support and the number of partitions in which they are frequent is less than the sum of the minimum supports of partitions in which they are frequent plus the number of partitions. After eliminating such candidates a second pass is made through all the partitions. The database is again converted to the vertical layout and the global counts of all the chosen itemsets are obtained via tidlist intersections. The size of a partition is chosen so that it can be accommodated in main-memory. Partition thus makes only two database scans.
The key observation used is that a globally frequent itemset must be locally frequent in at least one partition, and so all frequent itemsets are guaranteed to be found. For Partition to be effective the counting of 2-itemsets has to be done using the horizontal format as in Apriori, since the pair-wise intersections of tidlists, for the large number of candidate 2-itemsets, can be very expensive. The working of Partition is shown in Figure 5 .
SEAR, SPTID, SPEAR, and SPINC
As part of his Master's thesis Mueller [4] presented four algorithms based on Apriori and Partition. The Sequential Efficient Association Rules (SEAR) algorithm is identical to Apriori except that SEAR stores candidates in a prefix tree instead of a hash tree (see Figure 4 ), and uses a pass bundling optimization where it generates candidates for multiple passes if the candidates will fit in memory, i.e., instead of generating only candidates of length , it generates those of length ·½, ·¾, etc., as long as there is memory to hold these. Then all current candidates can be counted in a single database scan. This can cut down on the number of database scans over Apriori. The Sequential Partitioning with TID (SPTID) method is identical to Partition, except that SPTID uses a prefix tree and directly performs tidlist intersections even for candidate 2-itemsets. The SPEAR algorithm is similar to SEAR, but it uses the Partition technique, i.e., it is the non-tidlist version of Partition. SPEAR uses the horizontal data format, but makes two scans, first to gather potentially frequent itemsets, and the second to obtain their global support. SPINC further reduces processing of some partitions during the second scan. Mueller's objectives were to evaluate the intrinsic benefits of partitioning irrespective of the data format used. He experimentally concluded that SPTID was too expensive, because the 2-itemset joins were too expensive. He also found that partitioning did not help, because of high overhead of processing multiple partitions, and due to the many locally frequent, but globally infrequent itemsets found by partitioning. SEAR was the winner, since it also performed pass bundling.
Dynamic Itemset Counting (DIC)
The DIC algorithm proposed by Brin et al. [5] is a generalization of Apriori. Instead of counting itemsets of length in iteration , DIC counts candidates of multiple lengths in the same pass. The database is divided into Ô equal-sized partitions such that each partition fits in memory. For partition 1, DIC gathers the supports of single items. Items found to be locally frequent (i.e., only in this partition) are used to generate candidate 2-itemsets. Then partition 2 is read and supports for all current candidates are obtained, i.e., the single items and the candidate 2-itemsets. This process is repeated for the remaining partitions. DIC starts counting candidate -itemsets while processing partition in the first database scan. After the last partition Ô has been processed, the processing wraps around to partition 1 again. The global support of a candidate is known once the processing wraps around the database and reaches the partition where it was first generated. If no new candidates are generated from the current partition, and all previous candidates have been counted, DIC terminates. Figure 5 shows all the steps in DIC. To store different length candidates, DIC uses a Trie instead of a hash tree (see Figure 4 ). DIC is very effective in reducing the number of database scans if most partitions are homogeneous, i.e., have similar frequent itemset distributions. It data is not homogeneous, then DIC can generate many false positives, i.e., itemsets that are locally frequent but not globally frequent, and may scan the database more than Apriori. DIC proposes a random partitioning technique to reduce the data partition skew.
Eclat, MaxEclat, Clique and MaxClique
A completely different design characterizes the equivalence class based algorithms proposed by Zaki et al. [6] , among which the simplest is Eclat, while MaxClique is the best. These methods utilize a vertical database format, complete search, a mix of bottom-up and hybrid search, and generate a mix of maximal and non-maximal frequent itemsets. The main advantage of using a vertical format is that one can determine the support of any -itemset by simply intersecting DHP builds a hash table (with size=6) during the first scan; one can immediately discard itemset since it cannot be frequent. In general the hash table may discard many other 2-itemsets. DIC is shown with two partitions of the database (D1: tid 1-3 and D2:tid 4-6). DIC starts by counting the support of single items in D1, and generates new 2-itemsets before processing D2. While scanning D2 it counts both the single items and the new 2-itemsets, which completes scan 1. DIC then generates new 3-itemsets from the 2-itemsets of D2, and then counts all current itemsets while scanning D1, and so on. In total DIC requires 2.5 scans of the database. Partition (with two parts, D1 and D2) gathers locally frequent itemsets in each part, merges them and then acquires their global support. MaxClique first builds an association graph from the frequent 2-itemsets, and finds the maximal cliques in the graph (ACTW, CDW). These are the two equivalence classes, which are processed using hybrid search, where it keeps on extending an itemset until an infrequent itemset is found or no other extension is possible. MaxClique requires only 3 intersections to determine the maximal frequent itemsets. the idlists of any two of its´ ½µ length subsets. In particular, they use the lexicographically first two´ ½µ length subsets that share a common prefix (the generating itemsets) to compute the support of a new length itemset. A simple check on the cardinality of the resulting idlist tells whether the new itemset is frequent or not. No in-memory hash tree needs to be kept. Since there is a limited amount of main-memory, and all the intermediate idlists will not fit in memory, they break up the large search space into small, independent, manageable chunks which can be processed in memory, via prefix-based or clique-based equivalence classes. The key observation is that each class is a sub-lattice of the original lattice and can be processed independently. Each class is independent in the sense that it has complete information for generating all frequent itemsets that share the same prefix. For example, if prefix class ℄ has the elements , and Ï . The only possible frequent sequences at the next step can be Ï , and no other item, say , can lead to a frequent itemset with the prefix , unless is also in ℄. The prefix and clique-based approach differ in the size of the resulting classes, with the clique approach generating smaller classes at additional expense. Among the four algorithms proposed, Eclat uses prefix-based classes and bottom-up search, MaxEclat uses prefix-based classes and hybrid search, Clique uses clique-based classes and bottom-up search, and MaxClique uses clique-based classes and hybrid search. The best approach was MaxClique which was shown to outperform Apriori by as much as a factor of 40, Partition by a factor of 20, and Eclat by a factor of 2.5. Figure 5 illustrates Table 1 presents a summary of the major differences among all the algorithms reviewed above. These algorithmic characteristics should aid understanding of the parallel algorithms presented below.
Parallel ARM Algorithms
Parallelism is expected to relieve current ARM methods from the sequential bottleneck, providing the ability to scale to massive datasets, and improving the response time. To achieve good performance on today's multiprocessor systems is a non-trivial task. The main challenges include synchronization and communication minimization, work-load balancing, finding good data layout and data decomposition, and disk I/O minimization, which is especially important for ARM. The parallel design space spans three main components including the hardware platform, the kind of parallelism exploited, and the load balancing strategy used.
Distributed Memory Machines(DMM) vs. Shared Memory (SMP) Systems
The objectives change depending on the underlying architecture. In DMMs synchronization is implicit in message passing, so the goal becomes communication optimization. For shared-memory systems, synchronization happens via locks and barriers, and the goal is to minimize these points. Data decomposition is very important for distributed memory, but not for shared memory.
While parallel I/O comes for "free" in DMMs, it can be problematic for SMP machines, which typically serialize I/O.
The main challenge for obtaining good performance on DMM is to find a good data decomposition among the nodes, and to minimize communication. For SMP the objectives are to achieve good data locality, i.e., maximize accesses to local cache, and to avoid/reduce false sharing, i.e., minimize the ping-pong effect where multiple processors may be trying to modify different variables which coincidentally reside on the same cache line. For today's non-uniform memory access (NUMA) hybrid and/or hierarchical machines (e.g., cluster of SMPs), the optimization parameters draw from both the DMM and SMP paradigms.
Task vs. Data Parallelism These are the two main paradigms for exploiting algorithm parallelism. For ARM, data parallelism corresponds to the case where the database is partitioned among È processors; logically partitioned for SMPs, but physically for DMMs. Each processor works on its local partition of the database, but performs the same computation of counting support for the global candidate itemsets. Task parallelism corresponds to the case where the processors perform different computations independently, such as counting a disjoint set of candidates, but have/need access to the entire database. SMPs have access to the entire data, but for DMMs this can be done via selective replication or explicit communication of the local portions. Hybrid parallelism combining both task and data parallelism is also possible, and perhaps desirable for exploiting all available parallelism in ARM methods.
Static vs. Dynamic Load Balancing
In static load balancing work is initially partitioned among the processors using some heuristic cost function, and there is no subsequent data or computation movement to correct load imbalances which result from the dynamic nature of ARM algorithms. Dynamic load balancing seeks to address this by stealing work from heavily loaded processors and re-assigning it to lightly loaded ones. Computation movement also entails data movement, since the processor responsible for a computational task needs the data associated with that task as well. Dynamic load balancing thus incurs additional costs for work/data movement, and also for the mechanism used to detect whether there is an imbalance, but it is beneficial if the load imbalance is large and if load changes with time.
Dynamic load balancing is especially important in multi-user environments with transient loads and in heterogeneous platforms, which have different processor and network speeds. These kinds of environments include parallel servers, and heterogeneous, meta-, and super-clusters, i.e., the so-called "grid" platforms becoming common today. All extant ARM algorithms use only a static load balancing approach that is inherent in the initial partitioning of the database among available nodes. This is because they assume a dedicated, homogeneous environment. Figure 6 shows where each parallel ARM method, discussed below in detail, falls in the design space. We find that distributed memory machines form the dominant platform, while a mix of data and task parallel approaches have been explored. However, all schemes use static load balancing.
Distributed Memory Systems
The main design issues in distributed memory systems concern the minimization of communication, and an even distribution of data for good load balancing. We look at several distributed memory ARM algorithms below. These algorithms assume that the database is partitioned among all the processors in equal-sized blocks, which reside on the local disk of each processor. 
SEAR/SPEAR-based
Some of the first parallel ARM methods were proposed by Mueller [4] , built on top of his sequential methods, which in turn were based on Apriori and Partition. PEAR is the parallel version of SEAR. In each iteration each processor generates a candidate prefix tree from the global frequent itemsets from the previous pass. This step is replicated on all processors, i.e., each processor has the entire copy of the same candidate set. Each node then gathers local supports, followed by a sum-reduction to obtain global supports on each processor. PPAR is based on SPEAR. In fact PPAR is the parallelization suggested, but not implemented, by Partition's authors, with the exception that PPAR uses the horizontal data format. PPAR works as follows. Each processor gathers the locally frequent itemsets of all sizes in one pass over their local database (which may be partitioned into local chunks as well). All potentially frequent itemsets are then broadcast to other processors. Then each processor gathers the counts of these global candidates in the second local pass. Finally a broadcast is performed to obtain the global frequent itemsets. Experiments on a 16-node IBM SP2 distributed memory machine showed that PEAR always outperformed PPAR. This is because PEAR uses pass bundling, while PPAR might generate unnecessarily many candidates that turn out to be infrequent.
DHP-based
The PDM algorithm by Park et al. [7] is based on their DHP [2] algorithm. PDM works as follows. Each processor generates the local supports of 1-itemsets and approximate counts for the 2-itemsets via a hash table. The global counts for 1-itemsets are obtained by an all-to-all broadcast of local counts. Since the 2-itemset hash table can be very large, directly exchanging the counts by an all-to-all broadcast can be expensive. They use an optimized method that exchanges only those cells that are guaranteed to be frequent. However, this methods requires two rounds of communication. For the second pass, local candidates are generated using the global 2-itemset hash table, and for subsequent passes directly from frequent itemsets from previous pass. Note that candidates are generated in parallel.
Each processor generates its own local set, which is exchanged via an all-to-all broadcast to construct the global 
Apriori-based
Count, Data and Candidate Distribution We begin with a description of three parallel algorithms proposed by Agrawal and Shafer [8] , from the group that developed Apriori. Their target machine was a 32-node IBM SP2 distributed memory machine.
The Count Distribution algorithm is a simple parallelization of Apriori. All processors generate the entire candidate hash tree from ½ . Each processor can thus independently get partial supports of the candidates from its local database partition. This is followed by a sum-reduction to obtain the global counts, by exchanging local counts with all other processors. Note that only the partial counts need to be communicated, rather than merging different hash trees, since each processor has a copy of the entire tree. Once the global has been determined each processor builds the entire candidate ·½ in parallel, and repeats the process until all frequent itemsets are found. Figure 7 shows an illustration of count distribution. This simple algorithm minimizes communication since only the counts are exchanged among the processors. However, since the entire hash tree is replicated on each processor, it doesn't utilize the aggregate memory efficiently.
The Data Distribution algorithm was designed to utilize the total system memory by generating disjoint candidate sets on each processor. However to generate the global support each processor must scan the entire database (its local partition, and all the remote partitions) in all iterations. It thus suffers from high communication overhead, and performs poorly when compared to Count Distribution.
The Candidate Distribution algorithm partitions the candidates during iteration Ð, so that each processor can gen-erate disjoint candidates independent of other processors. The partitioning uses a heuristic based on support, so that each processor gets an equal amount of work. At the same time the database is selectively replicated so that a processor can generate global counts independently. The choice of the redistribution pass involves a trade-off between decoupling processor dependence as soon as possible and waiting until sufficient load balance can be achieved. In their experiments the repartitioning was done in the fourth pass. After this the only dependence a processor has on other processors is for pruning the candidates. Each processor asynchronously broadcasts the local frequent set to other processors during each iteration. This pruning information is used if it arrives in time, otherwise it is used in the next iteration. Note that each processor must still scan its local data once per iteration. Even though it uses problemspecific information, it performs worse than Count Distribution. Candidate Distribution pays the cost of redistributing the database, and it then scans the local database partition repeatedly.
Non-Partitioned, Simply-Partitioned, and Hash-Partitioned Apriori Independently, Shintani and Kitsuregawa [9] proposed four Apriori-based parallel algorithms, which bear close similarity to the three discussed above. Their target machine was a 64-node Fujitsu AP1000DDV distributed memory machine.
Non-Partitioned Apriori is essentially the same as Count Distribution, except that the sum-reduction is performed on a single master processor. Simply Partitioned Apriori is the same as Data Distribution. Hash Partitioned Apriori (HPA) is similar in spirit to Candidate Distribution. Each processor generates candidates from the previous level's frequent set, and applies a hash function to determine a home processor for that candidate. If it itself is the home for a candidate, it inserts the candidate in the local hash tree, otherwise it discards the candidate. For counting, instead of selectively replicating the database as in Candidate Distribution, each processor generates a -subset for each local transaction, calculates the destination processor, and communicates that subset to the processor. The home processor is responsible for incrementing the counts using the local database and any messages sent by other processors.
They also propose a variant of HPA called HPA-ELD (for HPA with Extremely Large Itemsets Duplication). The motivation is that even though one may partition candidates equally among processors, some candidates are more frequent than others, and their home processors will consequently be loaded, while others will have a light load. HPA-ELD addresses this by replicating the extremely frequent itemsets on all processors, and processes them using the NPA scheme, i.e., no subsets are communicated for these candidates, and local counts are obtained, followed by a sum-reduction for the global support. They experimentally confirmed that HPA-ELD indeed outperforms the other approaches. However, they used SPA, HPA, and HPA-ELD only for the second iteration, and the remaining passes were performed using NPA. This suggests that a hybrid approach using HPA-ELD as long as candidates do not fit in memory, and then switching to NPA is the best approach. This makes sense since NPA and Count Distribution require the least amount of communication. where × is the number of sites, and Ù ´ µ is the minimum local support of any ½ subset of at site , i.e., the upper-bound on the local support of at site . If Í ´ µ Ñ Ò ×ÙÔ, then we can discard from consideration.
Intelligent Data Distribution and Hybrid Distribution
FDM was evaluated on a cluster of six workstations connected with a 10Mb Ethernet LAN. Their experiments, tested only for local pruning with count polling, showed a reduction of 75-90% in the candidate set size on each site, and a reduction of 85-90% in the message size.
Fast Parallel Cheung and Xiao [12] have recently proposed a parallel version of FDM, called Fast Parallel Mining (FPM). The problem with FDM's polling mechanism is that it requires two rounds of messages in each iteration.
One for computing the global supports, and one for broadcasting the frequent itemsets. This two round scheme can degrade performance in a parallel setting. FPM generates fewer candidates and retains the local and global pruning steps. But instead of count polling and subsequent broadcast of frequent itemsets, it simply broadcasts local supports to all processors.
The more interesting aspect of this work is a metric they define for data skewness, i.e., the distribution of itemsets among the various partitions. For an itemset , let Ô ´ µ denote the probability that occurs in partition . Then the entropy of is given as
The entropy measures the distribution of the local support counts of among all partitions. The skewness of an itemset is given as Ë´ µ ´À Ñ Ü À´ µµ À Ñ Ü µ where À Ñ Ü ÐÓ ´Òµ for Ò partitions. Ë´ µ takes on a value of ¼ if has equal support in all partitions, and ½ if occurs in only one partition. The total data skewness of a database is the sum of the skew of all itemsets weighted by their supports. In practice, only the skew of the frequent itemsets needs to be considered. Their experiments on a 32-node IBM SP2 indicate that FPM can outperform Count Distribution by factor of 3 for very high skew datasets, and by a factor of 1.5 for low skew data.
Shared Memory Machines
The main design issues in shared memory systems concern the minimization/elimination of false sharing, and the maintenance of good data locality. SMP platforms have not received wide-spread attention in parallel ARM literature.
However, with the advent of multiprocessor desktops, and CLUMPS (e.g. nodes in an IBM SP2 can consist of 8-way SMPs), SMP platforms are becoming increasingly important.
Apriori-based
One of the first algorithms targeting SMP machines was Common Candidate Partitioned Database (CCPD) proposed by Zaki et al [13] . As the name suggests, CCPD uses a data parallel approach. The database is logically partitioned into equal-sized chunks, and all the processors synchronously process a global or common candidate hash tree.
CCPD parallelizes the candidate generation step, using a method where each processor generates a disjoint candidate subset, and which has good computational division. To build the hash tree in parallel, CCPD associates a lock with each leaf node. When a processor wants to insert a candidate into the tree, it starts at the root, and successively hashes on the items till it reaches a leaf. It then acquires the lock and inserts the candidate. With this locking mechanism, each processor can insert itemsets in different parts of the hash tree in parallel. For support counting, each processor computes frequency from its logical partition.
They also proposed additional optimizations like short-circuited join and hash tree balancing. Short-circuited join propagates bit markers up the hash tree so that one can avoid processing subtrees already processed earlier. For hash tree balancing they use a new hash function so that the resulting tree is balanced, while a simple ÑÓ function can lead to skewed trees. A balanced tree speeds up the processing, since it has shorter height. CCPD's performance evaluation was done on a 12-node SGI Power Challenge. They were able to obtain reasonable speedup, but the serial I/O was detrimental to performance.
They also implemented the Partitioned Candidate Common Database (PCCD) algorithm, where the processor construct disjoint candidate trees and scan the entire database to get candidate supports. However, the I/O overhead and disk contention for PCCD was unacceptable, resulting in slow-downs on more than one processor.
In recent work, they have proposed memory placement optimization for speeding-up CCPD. They showed that due to the nature of hashing, the candidate hash tree has very poor data locality, and further a common tree can lead to false sharing in the support counting phase. They propose a set of mechanisms and policies for controlling the memory layout of the hash tree based on the access patterns in support counting. Their schemes ensure that the nodes most likely to be accessed in a sequence lie close in physical memory as well, leading to good locality. They proposed an effective privatization mechanism, where each processor collects counts in a local array, followed by a sum-reduction, for reducing false sharing. Experiments on a 12-node SGI Challenge showed improvements of 50-60% over the base case.
DIC-based
Cheung et al. [14] have proposed the Asynchronous Parallel Mining (APM) algorithm, which is based on DIC. APM uses the global pruning technique of FDM to reduce the size of candidate 2-itemsets. This pruning is most effective when there is high data skew among the partitions. However, DIC requires that the partitions be homogeneous, as explained in Section 3.5.
APM addresses this problem by treating the first iteration separately. APM logically divides the database into many small equal-sized virtual partitions, say Ð, where Ð is independent of the number of processors Ô, but usually Ð Ô. Let Ñ be the number of items. APM gathers the local counts of the Ñ items in each partition. This forms a Ð ¢ Ñ dataset, with Ð item support vectors in a Ñ dimensional space. They group these Ð vectors into clusters, such that inter-cluster distance is maximized and intra-cluster distance is minimized. Thus the clusters or partitions are as skewed as possible, and they are used to generate a small set of candidate 2-itemsets.
APM now prepares to apply DIC in parallel. The idea is to divide the database into Ô homogeneous partitions.
Each processor independently applies DIC to its local partition. However, there is a shared trie among all processors, which is built asynchronously. APM stops when all processors have processed all candidates, whether generated by them or by anyone else, and when no new candidates are generated. For each processor to apply DIC on its partitions, it has to divide the local partitions into sub-partitions, say Ö. Further, DIC requires that both the Ô inter-processor partitions and the Ö intra-processor partitions are as homogeneous as possible. APM ensures that the Ô partitions are homogeneous by assigning the virtual partitions, from each of the clusters of the first pass, in a round-robin manner among the Ô processors. Thus each processor gets an equal mix of virtual partitions from separate clusters, resulting in quite homogeneous processor partitions.
To get intra-processor partition homogeneity they perform a secondary -clustering, i.e., they group the Ö partitions into clusters and again assign elements from each of the clusters to the Ö partitions in a round-robin manner.
Experiments on a 12-node Sun Enterprise 4000 SMP indicate that APM outperforms a Count Distribution/CCPD like algorithm by a factor of 4 to 5. An interesting tradeoff in APM is that while data skewness is good for global pruning, it is detrimental to workload balance.
Hierarchical Systems
An hierarchical system has both distributed memory and shared memory components, for example a cluster of SMP workstations. Hierarchical systems are becoming increasingly popular today, especially with the advent of multiprocessor desktops and recent advances in high speed networks. These clusters provide scalability and performance comparable to expensive machines, and at an attractive cost. In fact even the distributed memory machines like IBM SP2 can have 8-way SMP nodes. Another example is the SGI Origin NUMA hardware distributed shared memory system. In a hierarchical system one has to optimize inter-node communication and data decomposition, and also to optimize intra-node data locality and false sharing for each SMP node.
Eclat-based
Zaki et al. [15] proposed four algorithms, ParEclat, ParMaxEclat, ParClique, and ParMaxClique, targeting hierarchical systems. All four are based on their sequential counterparts in [6] . In the discussion below we refer to a Ô-way SMP node as a host, and we assume that there are Ò hosts, for a total of ÒÔ processors in the system. These methods assume that the database is in the vertical format, and partitioned among the hosts in such a manner that each host gets an entire idlist for a single item, and the total length of local idlists is roughly equal on all hosts. Each host further splits the local idlists into Ô vertical partitions. Thus each processor in the system has its own vertical partition.
All four algorithms have a similar parallelization, and only differ in the search strategy and equivalence class decomposition technique used. Figure 7 contrasts these methods against the count distribution algorithm. There are three main phases, the initialization phase which performs computation and data partitioning, the asynchronous phase where each processor independently generates frequent itemsets, and the reduction phase where final results are aggregated.
The initialization phase works as follows: From the frequent 2-itemsets, the master host generates the parent classes using prefix or clique-based partitioning. These classes are then scheduled among all available processors using a greedy algorithm. Each class is assigned a weight based on its cardinality. The classes are then sorted on their weights and assigned, in turn, to the processor with least total weight. After parent class scheduling, tidlists are selectively replicated on each host, so that all item tidlists part of some assigned class on a processor are available on the host's local disk. Only the hosts take part in this communication.
In the asynchronous phase each processor has available the classes assigned to it, and the idlists for all items. Thus While there might seem to be a plethora of information on parallel association rule mining presented above, without an impression of the larger picture, it is instructive to refer to Table 2 . It shows the essential differences among the different methods reviewed above, and groups related algorithms together. counterparts. Finally, APM is based on the sequential DIC method, while PPAR is based on Partition. These parallel methods thus share the same complexity and properties of the sequential algorithms on which they are based (see Table 1 ).
Summary of Parallel Algorithms
Open Problems
Having reviewed the extant methods we can conclude that despite recent advances in high performance ARM algorithms, there are a number of open problems that need serious and immediate attention. These include:
High Dimensionality Current ARM methods are only able to hand a few thousand dimensions or items. The problem is that the second iteration which counts the frequency of all 2-itemsets essentially has quadratic complexity since one has to consider all pairs of items, and no pruning is possible at this stage. In general, the complexity of the algorithms may not be linear in the number of dimensions. New parallel methods are needed that scale with the dimensions. Some possible solutions include methods that only enumerate maximal patterns, those that use a hash-based pruning to reduce the candidate itemsets (especially 2-itemsets) [7] , or those that use global pruning [11] .
Large Size Databases continue to increase in size. Current methods are able to handle data in the tens of gigabytes range. It seems that current ARM algorithms will not be suitable for the terabyte range. Even a single scan for these databases is considered expensive. Since most current algorithms are iterative, and scan data multiple times, they are not really scalable.
It is an open problem to mine all frequent itemsets in a single pass. Another factor limiting the scalability of most current algorithms is the in-memory candidate hash tree or prefix tree. For large databases the candidates will certainly not fit in aggregate system memory. This means the candidates have to be written out to disk, and have to be divided into partitions small enough to be processed in memory, entailing further data scans. For vertical format approaches, we have to consider cases where even a single idlist doesn't fit in memory. Techniques from parallel join algorithms offer a possible solution.
Data Location Today's large-scale data sets are usually logically and physically distributed, and organizations that are geographically distributed need a decentralized approach to ARM. The issues concerning modern organizations are not just the size of the data to be mined, but also its distributed nature. The data for ARM may be horizontally partitioned where different sites have different transactions, or it may be vertically partitioned, with different sites having different items. Most current work has only dealt with the horizontal partitioning approach.
Data Skew
One of the problems adversely affecting load balancing in ARM algorithms is sensitivity to data skew. Most methods partition the database horizontally in equal-sized blocks. However, the number of frequent itemsets generated from each block can be heavily skewed, i.e., while one block may contribute many frequent itemsets, the other may have very few, implying that the processor responsible for the latter block will be idle most of the time. Randomizing the blocks is one solution, which is still not adequate, given the dynamic and interactive nature of ARM. The user may specify different support levels, or the user may be interested in only a particular set of items. Another kind of data skew occurs if itemsets are frequent in many blocks, or if they are frequent in only a few blocks. We have seen that most algorithms require low data skewness for good load balancing. But to apply global pruning to cut down the candidate set a high skew is required. Both these opposing needs have to be reconciled, and the effect of skewness on different algorithms needs to be further studied.
Dynamic Load Balancing
All extant algorithms use only a static load balancing scheme based on the initial data decomposition, and they assume a homogeneous, dedicated environment. This is far from reality. A typical parallel database server has multiple users, and has transient loads. This calls for an investigation of dynamic load balancing schemes for ARM. Dynamic load balancing is also crucial in a heterogeneous environment, which can be composed of meta-and super-clusters, with machines ranging from ordinary workstations to supercomputers. Thus we need better methods for processing such multiple tables, without having to materialize a single large view. Also, little work has been done on the optimal or near-optimal data layout or indexing schemes for fast processing of parallel ARM algorithms.
Multi-
Maximal or Heuristic Enumeration
We mentioned very early that the real task is the identification of maximal frequent itemsets. Once these are known a second database scan can collect supports for all subsets. Clearly the set of maximal itemsets is much smaller than the set of all frequent itemsets. Listing only the maximal elements will therefore result in faster methods. It will also avoid the candidate 2-itemset problem faced by level-wise ARM methods. Heuristic or random search for the maximal elements also holds great promise, but these have been largely unexplored.
Incremental Methods
Everyday new data is being collected, and existing data stores are being updated with new data or purged of the old one. To-date there have been no parallel or distributed algorithms that are incremental in nature, which can handle updates and deletions without having to recompute associations over the entire database. This applies to both the frequent itemsets and the rules.
Rule Discovery
The main focus of current methods has been on frequent itemset discovery. The actual association rule generation has received almost no attention, since it was assumed that there are not that many frequent itemsets, and it was thus felt that rule generation is cheap. This assumption doesn't hold for massive datasets.
There are literally millions of frequent itemsets one can extract. The complexity of the rule generation step is Ç´Ö ¡ ¾ Ð µ, where Ö is the number of frequent itemsets, and Ð is the longest frequent pattern. This is not a trivial problem if Ö is large, even if we assume that Ð is bounded. Parallel methods are needed to efficiently enumerate all strong rules.
Interactive Rule Management and Visualization A complete ARM system is yet to be designed. Such a system would manage the raw tabular data, the frequent itemsets, as well as the association rules. Operations that need to be supported include interactively modifying minimum support and confidence, integrating constraints on the rule antecedent or consequent, updation of both the rules and the frequent itemsets based on the current needs of the user, and visualization of association rules, which has proven to be one of the major difficulties in ARM, since it is very difficult to visualize rules of length more than two. Parallel and distributed processing will be an intrinsic component of any ARM system.
Parallel DBMS/File Systems
To-date all results reported have hand-partitioned the database, mainly horizontally, on different processors. There has been no study conducted in using a parallel file system for managing the partitioned database, and the accompanying striping, and layout issues. Recently there has been increasing emphasis on tight database integration of ARM, but it has been confined to sequential approaches.
Generalizations of Association Rules
The ARM problem we have considered in this article is in fact the binary association problem, i.e., we have binary data, either an item is present or absent from a transaction. We can also think about the general case where the quantity of the items bought is also considered. This problem is called quantitative association mining. In general, we can have items that take values from a continuous domain, called numeric attributes, or items that take a finite number of non-numeric values, called categorical attributes.
Applying ARM to such data typically requires binning or discretizing the continuous attributes into ranges, and then forming new items for each range of the numeric attributes or for each value of the categorical attributes.
Another extension of ARM is called generalized association mining. Here the items are at the leaf levels in a hierarchy or taxonomy of items, and the goal is to discover association rules involving concepts at multiple (and mixed) levels, from the primitive item level to the root of the hierarchy. The computational complexity for both these generalizations of binary associations is significantly greater, and thus parallel computing is crucial for obtaining good performance.
While the problems discussed above are placed within the association framework, they are equally relevant for any practical parallel or distributed data mining system. Such systems are still in their infancy, and there is much exciting work that remains to be done in the design, implementation, and deployment of these systems. We hope that this article will serve as a reference for the state-of-the-art for both researchers and practitioners interested in building parallel and distributed ARM systems.
