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Abstract
We use a sampling theorem associated with second-order discrete eigenvalue problems to derive some trigonometric identities
extending the results of Byrne and Smith [G.J. Byrne, S.J. Smith, Some integer-valued trigonometric sums, Proc. Edinburg Math.
Soc. 40 (1997) 393–401]. We derive both integral and non-integral valued trigonometric sums. We give illustrative examples
involving representations of the trigonometric sums
∑n
k=0 cot2m((2k + 1)π/2(2n + 1)) and
∑n
k=0 tan2m(kπ/(2n + 1)) in an
integral-valued polynomial in (2n + 1) of degree 2m, m = 1,2, . . . .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The idea of using sampling theorems to obtain closed forms of infinite sums is old. One can find examples of using
sampling theorems to get an infinite sums in the work of Whittaker [14] and Krishnan [9]. One formula of the second
work is the expansion
∞∑
n=−∞
sin[a√n2α2 + λ2]√
n2α2 + λ2 =
π
α
J0(λa), 0 < α  2π/a, (1.1)
where J0(x) is the Bessel function of order zero, see also [17, Chapter 7]. In the work of Zayed [15] many summation
formulae which contain infinite series with trigonometric and special functions are given. Some of these formulae
may be found in the work of Gosper, Ismail and Zhang [8]. This work was extended in [16] for multivariate infinite
series.
Here we use a discrete form of sampling theorem to derive finite sums of trigonometric functions formulae. We start
with an interesting formula of M. Riesz. Let Sn(θ) be a trigonometric polynomial of degree  n. Then the following
identity is satisfied, cf. [18, p. 10]
S′n(θ) =
1
4n
2n∑
k=1
(−1)k−1 Sn(θ + θk)
sin2(θk/2)
, θk = (2k − 1)π2n . (1.2)
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n∑
k=1
(−1)k−1 cot
(
(2k − 1)π
4n
)
= n,
n∑
k=1
cot2
(
(2k − 1)π
4n
)
= 2n2 − n, (1.3)
respectively. A polynomial p(x) is said to be integral-valued if p(x) is an integer whenever x is an integer. In [5]
Byrne and Smith introduced generalizations of the integral-valued identities (1.3) as follows.
Theorem 1.1. For m = 1,2, . . . , we have the following integral-valued polynomial in n:
n∑
k=1
(−1)k−1 cot2m−1
(
(2k − 1)π
4n
)
=
m∑
j=1
am,jn
2j−1, (1.4)
where am,1 = (−1)m−1, and the rest of the coefficients am,j can be determined recursively as
m∑
j=1
am,j = 1, am,j = 122(m−j)−1
m−j∑
r=1
(−1)r
(2m − 1
r
)
am−r,j , j < m. (1.5)
The leading coefficients of (1.4) are given explicitly by
am,m = 2
2m−2
(2m − 2)!E2m−2, am,m−1 = −
(2m − 1)22m−4
3(2m − 4)! E2m−4,
am,m−2 = (2m − 1)(5m − 6)2
2m−6
45(2m − 6)! E2m−6, (1.6)
where E2j are the even-numbered Euler numbers defined by
secx =
∞∑
j=0
E2j
x2j
(2j)! , |x| <
π
2
.
Moreover
n∑
k=1
cot2m
(
(2k − 1)π
4n
)
= (−1)mn +
m∑
j=1
bm,jn
2j , (1.7)
where
m∑
j=1
bm,j = 1 + (−1)m−1, bm,j = 122(m−j)−1
m−j∑
r=1
(−1)r
(2m
r
)
bm−r,j , j < m. (1.8)
The leading coefficients of (1.7) are given explicitly by
bm,m = 2
2m−1
(2m − 1)!E2m−1, bm,m−1 = −
m22m−2
3(2m − 3)!E2m−3, bm,m−2 =
m(10m − 7)22m−5
45(2m − 5)! E2m−5,
(1.9)
where E2j−1 are the odd-numbered Euler numbers defined by
tanx =
∞∑
j=0
E2j−1
x2j−1
(2j − 1)! , |x| <
π
2
.
The following lemma is useful in the sequel and also used in the proof of Theorem 1.1, see [5],
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(1) Let Tn(x) = cos(n arccosx), −1 x  1, be the Chebyshev polynomial of degree n. Then
T (r)n (1) = 2r−1(r − 1)!n
(
n + r − 1
2r − 1
)
, r = 1,2, . . . , n, (1.10)
T (r)n (−1) = (−1)n+rT (r)n (1), r = 0,1,2, . . . , n, (1.11)
where
( n
k
)= n!
k!(n−k)! , cf. Rivlin [11, p. 33].(2) The quantity
n
r
(
n + r − 1
2r − 1
)
, r  n, (1.12)
is an even integral-valued polynomial in n of degree 2r , see [10, pp. 129–130].
In [1,4,6,7] several sampling (interpolation) formulae were derived associated with difference equations. In [3],
it is shown that generalized trigonometric sums may be derived using sampling theorems associated with difference
equations with separate-type conditions. In [2], the authors established sampling theorems associated with difference
operators with mixed-type conditions. This connection gives new interpolation formulae, which are expected to lead
to more general trigonometric identities. This is the aim of the present paper. In Section 2 we introduce briefly the
results of [2] and the associated generalized trigonometric sums. Section 3 is devoted to applications of the results of
Section 2. In Section 4 we give genuine integral-valued trigonometric sums.
2. Generalized trigonometric identities
Let ZN := {1,2, . . . ,N} and 2(ZN) denote the space of all finite sequences x = (x1, . . . , xN), xk ∈ C, 1 k N,
with the inner product 〈x, y〉 =∑Nk=1 xkyk , x, y ∈ 2(ZN). Consider the difference operator
Ay := ∇[p(n)y(n)]+ (2 + q(n))y(n) = ty(n), n = 1, . . . ,N, y ∈ 2(ZN), (2.1)
U1(y) := α11y(0) + α12y(1) + β11y(N) + β12y(N + 1) = 0,
U2(y) := α21y(0) + α22y(1) + β21y(N) + β22y(N + 1) = 0, (2.2)
where  is the forward difference operator, y(n) := y(n+ 1)− y(n), and ∇ is the backward one, ∇y(n) := y(n)−
y(n− 1). The coefficients of the difference expression are assumed to be finite real-valued functions and p(n) > 0 for
n 0. Moreover αij , βij , 1 i, j  2 are real numbers and∣∣∣∣α11 β12α21 β22
∣∣∣∣ 	= 0, α11α22 − α12α21 = β11β22 − β12β21. (2.3)
Problem (2.1)–(2.3) is self-adjoint, see [2], and the eigenfunctions generate orthogonal basis in 2(ZN). Let φ(n, t)
and ψ(n, t) be two linearly independent solutions of (2.1) satisfying the initial conditions
φ(0, t) = 0, φ(1, t) = 1, ψ(0, t) = 1, ψ(1, t) = 0. (2.4)
The eigenvalues of (2.1)–(2.2) are the zeros of
D(t) :=
∣∣∣∣U1(φ) U1(ψ)U2(φ) U2(ψ)
∣∣∣∣= 0. (2.5)
Let {tk}sk=0 be the set of all different eigenvalues. Assume that all eigenfunctions are orthonormal. Let the eigenfunc-
tions corresponding to the eigenvalue tk be {φl(n, tk)}μkl=1, where μk is the multiplicity of tk which does not exceed
two. Then Green’s function of
(A − t)y = f (n), U1(y) = U2(y) = 0
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G(n, j, t) =
s∑
k=0
μk∑
l=1
φl(j, tk)φl(n, tk)
tk − t , t 	= tk. (2.6)
The last equation shows that G(n, j, t) has simple poles exactly at the eigenvalues. Let n0 be a fixed point in ZN .
Define the function G(j, t) to be G(j, t) := Π(t)G(n0, j, t), where
Π(t) =
s∏
k=0
(
1 − t
tk
)
. (2.7)
Then we have the following sampling result, see [2].
Theorem 2.1. Let F(t) be the discrete transform
F(t) = F(t) =
N∑
n=1
f (n)G(n, t), f (n) ∈ 2(ZN), t ∈ C. (2.8)
Then F(t) has the sampling expansion
F(t) =
s∑
k=0
F(tk)
Π(t)
(t − tk)Π ′(tk) . (2.9)
We note that (2.9) is a Lagrange interpolation formula which is valid for any polynomial of degree less than s + 1,
see e.g. [13, p. 39]. Away from the eigenvalues, (2.9) becomes
F(t)
Π(t)
=
s∑
k=0
F(tk)
Π ′(tk)
1
(t − tk) , t 	= tk, k = 0,1, . . . , s. (2.10)
We assume without loss of generality that all eigenvalues of (2.1)–(2.2) lie in [−2,2], and we put
tk = 2 cos θk. (2.11)
This assumption makes no restriction, since if the eigenvalues lie in [a, b] we can then take (2tk − b − a)/(b − a) =
cos θk . We will use formula (2.10) to derive trigonometric sums by suitable choices of the polynomial F(t). In our
investigation we use only two choices of F(t) as different choice of the boundary-value problem (2.1)–(2.3). Putting
that t = ±2 if they are not eigenvalues and letting F(t) = Π ′(t), we obtain
s∑
k=0
csc2
θk
2
= 4Π
′(2)
Π(2)
,
s∑
k=0
sec2
θk
2
= −4Π
′(−2)
Π(−2) , (2.12)
respectively, or
s∑
k=0
cot2
θk
2
= 4Π
′(2)
Π(2)
− (s + 1),
s∑
k=0
tan2
θk
2
= −4Π
′(−2)
Π(−2) − (s + 1). (2.13)
More generally we have the following.
Theorem 2.2. Suppose that t = ±2 are not eigenvalues of problem (2.1)–(2.3). Then
s∑
k=0
csc2r
θk
2
= (−1)r−14rΩr−1(2),
s∑
k=0
sec2r
θk
2
= −4rΩr−1(−2), (2.14)
and
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k=0
cot2m
θk
2
= (−1)m
[
s + 1 −
m∑
r=1
(
m
r
)
4rΩr−1(2)
]
, (2.15)
s∑
k=0
tan2m
θk
2
= (−1)m
[
s + 1 −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1(−2)
]
, (2.16)
where
Ωr−1(t) := 1
(r − 1)!
dr−1
dtr−1
(
Π ′(t)
Π(t)
)
. (2.17)
Proof. Differentiating (2.10) r − 1 times, putting F(t) = Π ′(t) and t = 2, t = −2, one gets (2.14). Now
s∑
k=0
cot2m
θk
2
= (−1)m
s∑
k=0
(
1 − csc2 θk
2
)m
= (−1)m
s∑
k=0
m∑
r=0
(
m
r
)
(−1)r csc2r θk
2
= (−1)m
[
s + 1 −
m∑
r=1
(
m
r
)
4rΩr−1(2)
]
.
Similarly,
s∑
k=0
tan2m
θk
2
= (−1)m
s∑
k=0
(
1 − sec2 θk
2
)m
= (−1)m
s∑
k=0
m∑
r=0
(
m
r
)
(−1)r sec2r θk
2
= (−1)m
[
s + 1 −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1(−2)
]
. 
Remark 2.3. If t∗ = 2, or −2 are eigenvalues, we put F(t) = Π ′(t), then write (2.10) as
s∑
k=0
tk 	=t∗
1
(t − tk) =
Π ′(t)
Π(t)
− 1
t − t∗ =
(Π(t)/(t − t∗))′
Π(t)/(t − t∗) =
Π ′t∗(t)
Πt∗(t)
, (2.18)
where Πt∗(t) := Π(t)/(t − t∗). Note that Πt∗(t) is well defined (as a limit) at t∗ with non-zero value. Thus in either
case (2.12)–(2.17) hold if the following satisfied.
(1) Putting Πt∗(t) instead of Π(t).
(2) Neglecting the term which contains t∗ in the sum (in the left side).
(3) Putting “s” instead of “s + 1” in the right sides whenever it exists.
In this case we will write
Ωr−1t∗ (t) =
1
(r − 1)!
dr−1
dtr−1
(
Π ′t∗(t)
Πt∗(t)
)
. (2.19)
In the second choice we put F(t) = 1 and t = ±2, if they not eigenvalues. We obtain similar results to (2.12)–
(2.17); namely
s∑
k=0
1
Π ′(tk)
csc2
θk
2
= 4
Π(2)
,
s∑
k=0
1
Π ′(tk)
sec2
θk
2
= −4
Π(−2) , (2.20)
s∑
k=0
1
Π ′(tk)
csc2r
θk
2
= (−1)r−14rωr−1(2),
s∑
k=0
1
Π ′(tk)
sec2r
θk
2
= −4rωr−1(−2), (2.21)
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ωr−1(t) = 1
(r − 1)!
dr−1
dtr−1
(
1
Π(t)
)
. (2.22)
Remark 2.4. If t∗ = 2 or −2 are eigenvalues in the second choice, we put F(t) = 1, then write (2.10) as
s∑
k=0
tk 	=t∗
1
Π ′(tk)
1
(t − tk) =
1
Π(t)
− 1
Π ′(t∗)
1
t − t∗ =
Π ′(tk)(t − t∗) − Π(t)
Π(t)Π ′(t∗)(t − t∗) :=
1
Λt∗(t)
. (2.23)
Hence the forms (2.20)–(2.22) still true if we replace 1
Π(t)
by 1
Λt∗ (t) , neglect the term which is corresponding to t
∗ in
the sum, and putting “s” instead of “s + 1” in the right sides whenever it exists. Also we write
ωr−1t∗ (t) =
1
(r − 1)!
dr−1
dtr−1
(
1
Πt∗(t)
)
. (2.24)
3. Applications
In the following we give some applications for the above formulae, where Π(t) is given in a closed form. We use
the fact that D(t) and Π(t) have the same zeros, where the zeros of Π(t) are always simple and any zero of D(t)
is simple or double. Hence we can get form of Π(t) up to constant. Since this constant makes no sense because of
the factor Π ′(t)/Π(t) in (2.9), we will take any constant. In every application we consider a concrete an eigenvalue
problem of the form (2.1)–(2.3) and compute the corresponding trigonometric identities. We would like to mention
that the obtained identities are not necessarily integral-valued.
Application 3.1. Consider the anti-periodic boundary value problem
(∇yn) + 2yn = tyn, y1 + yN+1 = 0, y0 + yN = 0. (3.1)
The fundamental set of solutions of the difference equation is
φ(n, t) = sinnθ
sin θ
, ψ(n, t) = − sin(n − 1)θ
sin θ
, (3.2)
where t/2 = cos θ . The characteristic determinant will be
D(t) = 2(1 + cosNθ) = 4 cos2 Nθ
2
. (3.3)
Hence θk = (2k + 1)π/N , k = 0,1, . . . , [(N − 1)/2]. The other values of k will give the same eigenvalues. We
distinguish between two cases. If N is even, then the eigenvalues are double and there is no simple ones and if
N is odd, then the eigenvalues corresponding to k = 0,1, . . . , (N − 1)/2 − 1 are double and that corresponding to
k = (N − 1)/2 is simple, see [2]. Now we derive some trigonometric sums according to whether N is even or odd.
(1) Let N = 2n, for some positive integer n. Here Π(t) = cos Nθ2 and (2.12)–(2.13) become
n−1∑
k=0
csc2
(2k + 1)π
4n
= 4Π
′(2)
Π(2)
= 2n2,
n−1∑
k=0
cot2
(2k + 1)π
4n
= 2n2 − n, (3.4)
n−1∑
k=0
sec2
(2k + 1)π
4n
= −4Π
′(−2)
Π(−2) = 2n
2,
n−1∑
k=0
tan2
(2k + 1)π
4n
= 2n2 − n. (3.5)
Since Π ′(tk) = (−1)kN4 sin(θk) , Eq. (2.20) leads to
n−1∑
(−1)k cot (2k + 1)π
4n
= n,
n−1∑
(−1)k tan (2k + 1)π
4n
= (−1)n+1n. (3.6)
k=0 k=0
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of (3.4) and (3.5) are identical. In this setting (2.14)–(2.16) turn out to be
n−1∑
k=0
csc2r
(2k + 1)π
4n
= (−1)r−14rΩr−1(2),
n−1∑
k=0
sec2r
(2k + 1)π
4n
= −4rΩr−1(−2), (3.7)
n−1∑
k=0
cot2m
(2k + 1)π
4n
= (−1)m
[
n −
m∑
r=1
(
m
r
)
4rΩr−1(2)
]
, (3.8)
n−1∑
k=0
tan2m
(2k + 1)π
4n
= (−1)m
[
n −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1(−2)
]
. (3.9)
Identities (2.21) will lead to the identities
n−1∑
k=0
(−1)k csc2r−2 (2k + 1)π
4n
cot
(2k + 1)π
4n
= n(−1)r−14r−1ωr−1(2), (3.10)
n−1∑
k=0
(−1)k sec2r−2 (2k + 1)π
4n
tan
(2k + 1)π
4n
= −n4r−1ωr−1(−2), (3.11)
n−1∑
k=0
(−1)k cot2m−1 (2k + 1)π
4n
= (−1)m−1n
m−1∑
r=0
(
m − 1
r
)
4rωr(2), (3.12)
n−1∑
k=0
(−1)k tan2m−1 (2k + 1)π
4n
= (−1)mn
m−1∑
r=0
(−1)r
(
m − 1
r
)
4rωr(−2). (3.13)
We note that (3.8) and (3.12) are the sums which are dealt in [5]. In fact the sums (3.7)–(3.13) can be dealt
from the view of the work of [5]. For example these all sums are integral-valued polynomials (note (3.4)–(3.6)
as special cases when m = 1, r = 1) and the sums (3.9) and (3.13) can be shown to have the same integral-
valued polynomials (1.4) and (1.7), respectively (up to sign in the second case) as we will refer in Section 4. The
following cases will give new sums.
(2) Let N = 2n + 1 for some non-negative integer n. We have Π(t) = cos Nθ2 cos θ2 and −2 is an eigenvalue
n∑
k=0
csc2
(2k + 1)π
2(2n + 1) = 4
Π ′(2)
Π(2)
= 2n2 + 2n + 1,
n∑
k=0
cot2
(2k + 1)π
2(2n + 1) = 2n
2 + n. (3.14)
Using that Π−2(t) = 4 cos
Nθ
2 cos
θ
2
t+2 =
cos Nθ2
cos θ2
, we obtain
n−1∑
k=0
sec2
(2k + 1)π
2(2n + 1) = −4
Π ′−2(−2)
Π−2(−2) =
2n2 + 2n
3
,
n−1∑
k=0
tan2
(2k + 1)π
2(2n + 1) =
2n2 − n
3
. (3.15)
Since Π ′(t) = N cos θ/2 sin(Nθ/2)+sin θ/2 cos(Nθ/2)4 sin θ ,
Π ′(tk) =
{
(−1)kN
8 sin θk/2 , k = 0,1, . . . , N−32 ,
(−1)k N4 , k = N−12 ,
1
Λ−2(−2) = (−1)
(N−1)/2 N2 − 1
6N
,
and by separating the term corresponding to k = (N − 1)/2 in (2.20), we get
n−1∑
k=0
(−1)k csc (2k + 1)π
2(2n + 1) =
2n + 1 − (−1)n
2
= n + χo(n), (3.16)
n−1∑
(−1)k sec (2k + 1)π
2(2n + 1) tan
(2k + 1)π
2(2n + 1) = (−1)
n+1 n2 + n
3
, (3.17)
k=0
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χo(n) =
{0, n is even,
1, n is odd.
Again Eqs. (2.14)–(2.16) give
n∑
k=0
csc2r
(2k + 1)π
2(2n + 1) = (−1)
r−14rΩr−1(2),
n−1∑
k=0
sec2r
(2k + 1)π
2(2n + 1) = −4
rΩr−1−2 (−2), (3.18)
n∑
k=0
cot2m
(2k + 1)π
2(2n + 1) = (−1)
m
[
n + 1 −
m∑
r=1
(
m
r
)
4rΩr−1(2)
]
, (3.19)
n−1∑
k=0
tan2m
(2k + 1)π
2(2n + 1) = (−1)
m
[
n −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1−2 (−2)
]
. (3.20)
Equations (2.21) lead to
n−1∑
k=0
(−1)k csc2r−1 (2k + 1)π
2(2n + 1) = N(−1)
r−122r−3ωr−1(2) − (−1)
n
2
, (3.21)
n−1∑
k=0
(−1)k sec2r−1 (2k + 1)π
2(2n + 1) tan
(2k + 1)π
2(2n + 1) = −N2
2r−3ωr−1−2 (−2), (3.22)
n−1∑
k=0
(−1)k cot2m−2 (2k + 1)π
2(2n + 1) csc
(2k + 1)π
2(2n + 1) = (−1)
m−1
m−1∑
r=0
(
m − 1
r
)[
N22r−1ωr(2) − (−1)
n+r
2
]
,
(3.23)
n−1∑
k=0
(−1)k tan2m−1 (2k + 1)π
2(2n + 1) sec
(2k + 1)π
2(2n + 1) = (−1)
mN
m−1∑
r=0
(−1)r
(
m − 1
r
)
22r−1ωr−2(−2). (3.24)
We will show in Section 4 that the first sum in (3.18), the sum (3.19), (3.21) and (3.23) are integral-valued polynomials
in n, and the other ones from (3.18) to (3.24) are not as shown in the special cases for m = 1, r = 1. Note that the sums
which we refer as integral-valued contain Ω or ω without lower subscript. This is true throughout these applications.
Application 3.2. Consider the difference equation with the periodic boundary conditions
(∇yn) + 2yn = tyn, (3.25)
y1 = yN+1, y0 = yN . (3.26)
This problem is self-adjoint. One can see that
D(t) = −2(1 − cosNθ) = −4 sin2 Nθ
2
. (3.27)
Equating to zero, we get θk = 2kπ/N . Hence the eigenvalues are tk = 2 cos(2kπ/N), k = 0,1, . . . , [N/2]. One can
check that if N is even, then the eigenvalues corresponding to k = 1,2, . . . ,N/2 − 1 are double, and corresponding
to k = 0,N/2 are simple. If N is odd, then the eigenvalues corresponding to k = 1,2, . . . , [N/2] are double, and
corresponding to k = 0 is simple, see [2]. Again the following sums classified according to whether N is even or odd.
(1) Let N = 2n for some positive integer n. Here Π(t) =
√
1 − t2
√
1 + t2 sin Nθ2 = sin θ sin Nθ2 . Since 2,−2 are
(simple) eigenvalues corresponding to the values k = 0,N/2, respectively, we use
Π2(t) = −4sin θ sin
Nθ
2
t − 2 =
sin θ sin Nθ2
sin2 θ
, Π−2(t) = 4sin θ sin
Nθ
2
t + 2 =
sin θ sin Nθ2
cos2 θ
.2 2
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n∑
k=1
csc2
kπ
2n
= 4Π
′
2(2)
Π2(2)
= 1 + 2n
2
3
,
n∑
k=1
cot2
kπ
2n
= 1 + 2n
2
3
− n, (3.28)
n−1∑
k=0
sec2
kπ
2n
= −4Π
′−2(−2)
Π−2(−2) =
1 + 2n2
3
,
n−1∑
k=0
tan2
kπ
2n
= 1 + 2n
2
3
− n. (3.29)
Also Π ′(t) = cos θ sin(Nθ/2)+(N/2) sin θ cos(Nθ/2)−2 sin θ ,
Π ′(tk) =
{
(−1)k+1 N4 , k 	= 0, N2 ,
(−1)k+1 N2 , k = 0, N2 ,
1
Λt∗(t)
= 1
sin θ sin Nθ2
− 1
Π ′(t∗)(t − t∗) ,
and 1
Λ2(2) = 2+N
2
12N ,
1
Λ−2(−2) = (−1)1+N/2 2+N
2
12N . Separate the term corresponding to k = N/2 in the first sum
of (2.20) and the term corresponding to k = 0 in the second sum of (2.20), we get
n−1∑
k=1
(−1)k+1 csc2 kπ
2n
= 1 + 2n
2
6
+ (−1)
n
2
,
n−1∑
k=1
(−1)k+1 sec2 kπ
2n
= (−1)n 1 + 2n
2
6
+ 1
2
. (3.30)
The last equations lead to
n−1∑
k=1
(−1)k+1 cot2 kπ
2n
= 1 + 2n
2
6
+ (−1)
n
2
− χe(n), (3.31)
n−1∑
k=1
(−1)k+1 tan2 kπ
2n
= (−1)n 1 + 2n
2
6
+ 1
2
− χe(n), (3.32)
where
χe(n) =
{1, n is even,
0, n is odd.
From (2.14)–(2.16) we get
n∑
k=1
csc2r
kπ
2n
= (−1)r−14rΩr−12 (2),
n−1∑
k=0
sec2r
kπ
2n
= −4rΩr−1−2 (−2), (3.33)
n∑
k=1
cot2m
kπ
2n
= (−1)m
[
n −
m∑
r=1
(
m
r
)
4rΩr−12 (2)
]
, (3.34)
n−1∑
k=0
tan2m
kπ
2n
= (−1)m
[
n −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1−2 (−2)
]
. (3.35)
Equations (2.21) give
n−1∑
k=1
(−1)k+1 csc2r kπ
2n
= n(−1)r−122r−1ωr−12 (2), (3.36)
n−1∑
k=1
(−1)k+1 sec2r kπ
2n
= −n22r−1ωr−1−2 (−2) +
1
2
, (3.37)
n−1∑
(−1)k+1 cot2m kπ
2n
= (−1)m
[
−n
m∑(m
r
)
22r−1ωr−12 (2) −
(−1)n
2
+ χe(n)
]
, (3.38)k=1 r=1
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k=1
(−1)k tan2m kπ
2n
= (−1)m
[
−n
m∑
r=1
(−1)r
(
m
r
)
22r−1ωr−1−2 (−2) −
1
2
+ χe(n)
]
. (3.39)
We note that all the above sums are not integral-valued as it is clear from the special cases when m = 1, r = 1.
(2) Let N = 2n + 1 for some non-negative integer n. We have Π(t) = 1√
2
√
1 − t2 sin Nθ2 = sin θ2 sin Nθ2 . Since 2 is a
(simple) eigenvalue corresponding to the value k = 0, and Π2(t) = −4 sin
θ
2 sin
Nθ
2
t−2 =
sin Nθ2
sin θ2
, we get
n∑
k=1
csc2
kπ
2n + 1 =
2n2 + 2n
3
,
n∑
k=1
cot2
kπ
2n + 1 =
2n2 − n
3
, (3.40)
n∑
k=0
sec2
kπ
2n + 1 = 2n
2 + 2n + 1,
n∑
k=0
tan2
kπ
2n + 1 = 2n
2 + n. (3.41)
Because of
Π ′(tk) =
{
− N(−1)k8 cos θk/2 , k = 1, . . . , [N/2],
−N4 , k = 0,
1
Λ2(2)
= N
2 − 1
6N
. (3.42)
Equations (2.20) imply
n∑
k=1
(−1)k+1 cot kπ
2n + 1 csc
kπ
2n + 1 =
n2 + n
3
,
n∑
k=1
(−1)k+1 sec kπ
2n + 1 = (−1)
n+1n + χo(n). (3.43)
Also Eqs. (2.14)–(2.16) becomes
n∑
k=1
csc2r
kπ
2n + 1 = (−1)
r−14rΩr−12 (2),
n∑
k=0
sec2r
kπ
2n + 1 = −4
rΩr−1(−2), (3.44)
n∑
k=1
cot2m
kπ
2n + 1 = (−1)
m
[
n −
m∑
r=1
(
m
r
)
4rΩr−12 (2)
]
, (3.45)
n∑
k=0
tan2m
kπ
2n + 1 = (−1)
m
[
n + 1 −
m∑
r=1
(−1)r
(
m
r
)
4rΩr−1(−2)
]
. (3.46)
In Section 4 we will show that the sum (3.46) coincides with (3.19). Equations (2.21) lead to
n∑
k=1
(−1)k+1 csc2r−1 kπ
2n + 1 cot
kπ
2n + 1 = N(−1)
r−122r−3ωr−12 (2), (3.47)
n∑
k=1
(−1)k+1 sec2r−1 kπ
2n + 1 = −N2
2r−3ωr−1(−2) + 1
2
, (3.48)
n∑
k=1
(−1)k+1 cot2m−1 kπ
2n + 1 csc
kπ
2n + 1 = N(−1)
m−1
m−1∑
r=1
(
m − 1
r
)
22r−1ωr2(2), (3.49)
n∑
k=1
(−1)k+1 tan2m−2 kπ
2n + 1 sec
kπ
2n + 1 = (−1)
m−1
m−1∑
r=0
(−1)r
(
m − 1
r
)[
N22r−1ωr(−2) + 1
2
]
. (3.50)
4. Integral-valued sums
In this section we show that some of the sums introduced in Section 3 are integral-valued. We show also that the
sum
∑n cot2m((2k + 1)π/2(2n + 1)) is a polynomial in N = 2n + 1 of degree 2m and the leading coefficients arek=0
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x
ex − 1 =
∞∑
k=0
Bk
n! x
k. (4.1)
We need first the following lemma.
Lemma 4.1. Let N = 2n + 1, n = 0,1, . . . , Π(λ) = cos Nθ2 cos θ2 , and
Pl := Pl(n) = 1
l!
[
dl
dλl
(
1
Π(λ)
)]
λ=1
, l  0,
where λ = cos θ . Then 2lPl is an integral-valued polynomial in n of degree 2l, and it is an even integral-valued
polynomial in N of degree 2l.
Proof. We show first that 2lPl is an integral-valued polynomial in n with degree 2l. We prove by induction. Since
Π(1) = 1, so the statement is true when l = 0. Assume that the statement is also true for P0,2P1, . . . ,2l−1Pl−1.
Because
Π(λ) = cos Nθ
2
cos
θ
2
= 1
2
[
cos
(N + 1)θ
2
+ cos (N − 1)θ
2
]
= 1
2
[
cos (n + 1)θ + cos (n)θ]= 1
2
[
Tn+1(λ) + Tn(λ)
]
,
and from (1.10), we have
Π(r)(1) = 2r−2(r − 1)!
[
(n + 1)
(
(n + 1) + r − 1
2r − 1
)
+ n
(
n + r − 1
2r − 1
)]
. (4.2)
Differentiating Π(λ)/Π(λ) = 1, l times, we obtain
l∑
k=0
(
l
k
)
Π(l−k)(1)k!Pk = 0.
This gives
2lPl = −2l
l−1∑
k=0
(
l
k
)
k!
l! Π
(l−k)(1)Pk
= −
l−1∑
k=0
2l−k−1
[
(n + 1)
l − k
(
(n + 1) + l − k − 1
2l − 2k − 1
)
+ n
l − k
(
n + l − k − 1
2l − 2k − 1
)]
2l−1Pk. (4.3)
From (1.12), the term
2l−k−1
[
(n + 1)
l − k
(
(n + 1) + l − k − 1
2l − 2k − 1
)
+ n
l − k
(
n + l − k − 1
2l − 2k − 1
)]
(4.4)
is an integral-valued polynomial in n of degree 2l−2k, and from the assumption 2l−1Pk, k  l−1 is an even integral-
valued polynomial in n of degree 2k. Hence, 2lPl is an integral-valued polynomial in n of degree 2l. So 2lPl is also a
polynomial of degree 2l in N .
We show that it is an even polynomial in N . The term (4.4) is a sum of two even polynomials one in n + 1 =
(N + 1)/2 and the other in n = (N − 1)/2 with the same coefficients for the same powers. Expanding the terms
((N + 1)/2)2s and ((N − 1)/2)2s , the resulting term is an even polynomial in N and the case can be shown easily by
induction for 2lPl . 
Remark 4.2. We can show that 2l−1Pl is not an integral-valued polynomial in n, in other words, 2lPl is an odd
number. This can be shown from (4.3) by induction and noting that the terms with k < l − 1 in (4.3) are even numbers
and the term when k = l − 1 is the only odd number.
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∑n
k=0 cot2m((2k + 1)π/2(2n + 1)) is an integral-valued polynomial in N = 2n + 1 of de-
gree 2m of the form
n∑
k=0
cot2m
(
(2k + 1)π
2(2n + 1)
)
= pm(N) = (−1)
m
2
N +
m∑
j=1
αmj N
2j . (4.5)
The coefficients αmj in (4.5) can be determined as follows
αmj =
1
22m−2j − 1
m−j∑
r=1
(−1)r
(2m
r
)
αm−rj , 1 j < m, (4.6)
m∑
j=1
αmj =
(−1)m+1
2
. (4.7)
The leading coefficients αmj of (4.5) can given in terms of Bernoulli’s numbers as
αmm = (−1)m−1
22m−1(22m − 1)
(2m)! B2m, (4.8)
αmm−1 = −(−1)m−2
m22m−2(22m−2 − 1)
3(2m − 2)! B2m−2, (4.9)
αmm−2 = (−1)m−3
m(m − 2)22m−4(22m−4 − 1)
9(2m − 4)! B2m−4. (4.10)
Proof. Take t/2 := λ in (3.19) of Application 3.1 with N = 2n + 1 and Π(t) = cos Nθ2 cos θ2 , we get
n∑
k=0
cot2m
(
(2k + 1)π
2(2n + 1)
)
= (−1)m
(
n + 1 −
m∑
r=1
(
m
r
)
4r
1
(r − 1)!
[
dr−1
dtr−1
(
Π ′(t)
Π(t)
)]
t=2
)
= (−1)m
(
N + 1
2
−
m∑
r=1
(
m
r
)
2r
1
(r − 1)!
[
dr−1
dλr−1
(
Π ′(λ)
Π(λ)
)]
λ=1
)
= (−1)m
(
N + 1
2
−
m∑
r=1
(
m
r
)
2r
1
(r − 1)!
r−1∑
i=0
(
r − 1
i
)
Π(r−i)(1)i!Pi
)
= (−1)m
(
N + 1
2
−
m∑
r=1
r−1∑
i=0
(
m
r
)
22(r−i−1)
[
(n + 1)
(
(n + 1) + r − i − 1
2r − 2i − 1
)
+ n
(
n + r − i − 1
2r − 2i − 1
)]
2iPi
)
.
(4.11)
From Lemma 4.1, the term
22(r−i−1)
[
(n + 1)
(
(n + 1) + r − i − 1
2r − 2i − 1
)
+ n
(
n + r − i − 1
2r − 2i − 1
)]
and 2iPi are even integral-valued polynomials in N of degree 2r − 2i, 2i, respectively. Therefore, their multiplication
is an even integral-valued polynomial in N of degree 2r . So the sum in the right side of (4.11) is an even integral-
valued polynomial of degree 2m. Moving the term (−1)m/2 into the sum we obtain
n∑
cot2m
(
(2k + 1)π
2(2n + 1)
)
= pm(N) = (−1)
m
2
N +
m∑
αmj N
2j . (4.12)
k=0 j=0
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β = (−1)
m
( 2m
m
)
22m+1
, β1 = 122m
m−1∑
r=0
(−1)r
(2m
r
)
, β2 = 122m
m−1∑
r=0
(2m
r
)
.
Since the sum (4.5) is zero at k = n = (N − 1)/2, and by using the identity cot 2x = (cotx − tanx)/2, we have
pm(N) =
[(N−1)/2]∑
k=0
cot2m
(
(2k + 1)π
2N
)
=
n−1∑
k=0
cot2m
θk
2
= 1
22m
n−1∑
k=0
2m∑
r=0
(−1)r
(2m
r
)
cot2m−2r θk
2
= (−1)
m
( 2m
m
)
22m
n + 1
22m
n−1∑
k=0
m−1∑
r=0
(−1)r
(2m
r
)[
cot2m−2r θk
4
+ tan2m−2r θk
4
]
= −β + βN + 1
22m
n−1∑
k=0
m−1∑
r=0
(−1)r
(2m
r
)[
cot2m−2r θk
4
+ cot2m−2r
(
π
2
− θk
4
)]
= −β + βN + 1
22m
m−1∑
r=0
(−1)r
(2m
r
)[ n−1∑
k=0
cot2m−2r θk
4
+
2n∑
k=n+1
cot2m−2r θk
4
]
= −(β + β1) + βN + 122m
m−1∑
r=0
(−1)r
(2m
r
) 2n∑
k=0
cot2m−2r θk
4
= −(β + β1) + βN + 122m
m−1∑
r=0
(−1)r
(2m
r
) [(2N−1)/2]∑
k=0
cot2m−2r
(
(2k + 1)π
4N
)
= −(β + β1) + βN + 122m
m−1∑
r=0
(−1)r
(2m
r
)
pm−r (2N).
Therefore,
(−1)m
2
N +
m∑
j=0
αmj N
2j
= −(β + β1) + βN + 122m
m−1∑
r=0
(−1)r
(2m
r
)[
(−1)m−r
2
2N +
m−r∑
j=0
αmj (2N)
2j
]
= −(β + β1) +
(
β + (−1)mβ2
)
N + 1
22m
m−1∑
r=0
m−r∑
j=0
(−1)r
(2m
r
)
αmj (2N)
2j
= −(β + β1) +
(
β + (−1)mβ2
)
N + 1
22m
[
m−1∑
r=0
(−1)r
(2m
r
)
αm0 +
m∑
j=1
m−j∑
r=0
(−1)r
(2m
r
)
αmj (2N)
2j
]
.
(4.13)
Equating coefficients of the same powers, we get
αmj =
1
22m−2j
m−j∑
(−1)r
(2m
r
)
αm−rj , 1 j m,r=0
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1
22m
m−1∑
r=0
(−1)r
(2m
r
)
αm−r0 .
Collecting αmj ,α
m
0 in the left sides, one gets
αmj =
1
22m−2j − 1
m−j∑
r=1
(−1)r
(2m
r
)
αm−rj , 1 j < m,
αm0 = −
22m
22m − 1 (β + β1) +
1
22m − 1
m−1∑
r=1
(−1)r
(2m
r
)
αm−r0 . (4.14)
Now we show that αm0 = 0. Since
0 = (1 − 1)2m =
2m∑
r=0
(−1)r
(2m
r
)
=
m−1∑
r=0
(−1)r
(2m
r
)
+
2m∑
r=m+1
(−1)r
(2m
r
)
+ (−1)m
(2m
m
)
= 2
m−1∑
r=0
(−1)r
(2m
r
)
+ (−1)m
(2m
m
)
,
we get
β + β1 = (−1)
m
(2m
m
)
22m+1
+ 1
22m
m−1∑
r=0
(−1)r
(2m
r
)
= (−1)
m
(2m
m
)
22m+1
+ 1
22m
−(−1)m(2m
m
)
2
= 0.
Hence (4.14) gives
α10 = −
22m
22m − 1 (β + β1) = 0.
Using (4.14) we get by induction that αm0 = 0.
Note that (4.6) gives the coefficients of pm(N) except αmm. In fact this coefficient can be computed from (4.7) which
can be easily deduced from (4.5) by putting N = 1. It is worthy to note that the coefficients of N in (4.13) are equal.
Indeed, using
22m = (1 + 1)2m =
2m∑
r=0
(2m
r
)
=
m−1∑
r=0
(2m
r
)
+
2m∑
r=m+1
(2m
r
)
+
(2m
m
)
= 2
m−1∑
r=0
(2m
r
)
+
(2m
m
)
,
we get
(
β + (−1)mβ2
)= (−1)m
22m+1
[(2m
m
)
+ 2
m−1∑
r=0
(2m
r
)]
= (−1)
m
2
.
For (4.8)–(4.10) we use [12, p. 7]
∞∑
k=0
1
(2k + 1)2m = (−1)
m−1 π2m(22m − 1)
2(2m)! B2m. (4.15)
For 0 < θ < π , we can write cot θ = θ−1 + O(θ), and hence cot2m θ = θ−2m + O(θ−2m+2). Therefore,
n−1∑
k=0
cot2m
(
(2k + 1)π
2(2n + 1)
)
=
n−1∑
k=0
(
2(2n + 1)
(2k + 1)π
)2m
+ O(n2m−1)
=
(
2
π
)2m( n−1∑ 1
(2k + 1)2m
)
N2m + O(N2m−1)k=0
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(
2
π
)2m( ∞∑
k=0
1
(2k + 1)2m −
∞∑
k=n
1
(2k + 1)2m
)
N2m + O(N2m−1)
=
(
2
π
)2m(
(−1)m−1π2m(22m − 1)
2(2m)! B2m + O
(
n−2m
))
N2m + O(N2m−1)
=
(
(−1)m−122m(22m − 1)
2(2m)! B2m
)
N2m + O(N2m−1). (4.16)
Hence, from (4.5) and (4.16), we get (4.8) and the rest of the coefficients can be determined from (4.6). 
As an application of this theorem consider the case m = 1. From (4.7) we obtain α11 = 1/2. Hence,
n−1∑
k=0
cot2
(
(2k + 1)π
2(2n + 1)
)
= p1(N) = (−1)2 N + α
1
1N
2 = (−1)
2
N + 1
2
N2 = 2n2 + n, (4.17)
which coincides with (3.14). In another way we can compute α11 from (4.8), since B2 = 1/6, we have
α11 =
(−1)022(22 − 1)
2(2)
B2 = 12 .
For the case m = 2, we get α22 = 1/6, α21 = −2/3, then
n−1∑
k=0
cot4
(
(2k + 1)π
2(2n + 1)
)
= p2(N) = (−1)
2
2
N − 2
3
N2 + 1
6
N4 = 8n
4 + 16n3 + 4n2 − n
3
. (4.18)
Corollary 4.4. The sum
n∑
k=0
tan2m
(
kπ
2n + 1
)
= pm(N) =
n∑
k=0
cot2m
(
(2k + 1)π
2(2n + 1)
)
. (4.19)
Proof. These sums are the forms (3.19) and (3.46). Since
n∑
k=0
tan2m
(
kπ
2n + 1
)
=
n∑
k=0
cot2m
(
π
2
− kπ
2n + 1
)
=
n∑
j=0
cot2m
(
(2j + 1)π
2(2n + 1)
)
.
It is easy to see that the right sides of (3.19) and (3.46) are identical by using (1.11). 
Remark 4.5.
(1) Beside (4.19) we have also some of the identical identities, for example,
n−1∑
k=0
tan2m
(
(2k + 1)π
4n
)
=
n−1∑
k=0
cot2m
(
(2k + 1)π
4n
)
, (4.20)
which has the representation (1.7) and
n−1∑
k=0
(−1)k tan2m−1
(
(2k + 1)π
4n
)
= (−1)n+1
n−1∑
k=0
(−1)k cot2m−1
(
(2k + 1)π
4n
)
, (4.21)
which has the representation (1.4).
(2) The sum ∑nk=0 csc2r ((2k + 1)π/2(2n + 1)) in (3.18) is an integral-valued polynomial in n, since, using (3.18),
we get
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k=0
csc2r
(
(2k + 1)π
2(2n + 1)
)
= (−1)r−1
r−1∑
i=0
22(r−i−1)
[
(n + 1)
(
n + r − i
2r − 2i − 1
)
+ n
(
n + r − i − 1
2r − 2i − 1
)]
2iPi,
(4.22)
which is an integral-valued sum by Lemma 4.1.
(3) The sum (3.21) is an integral-valued polynomial in n, since
n−1∑
k=0
(−1)k csc2r−1
(
(2k + 1)π
2(2n + 1)
)
= N(−1)r−122r−3 1
2r
Pr−1 − (−1)
n
2
= 1
2
[
(2n + 1)(−1)r−12r−2Pr−1 − (−1)n
]
. (4.23)
From Remark 4.2, the term (2n + 1)(−1)r−12r−2Pr−1 is an odd number (and also a polynomial in n), so (4.23)
is an integral-valued polynomial in n.
(4) The sum (3.23) is an integral-valued polynomial in n. We have
n−1∑
k=0
(−1)k cot2m−2 (2k + 1)π
2(2n + 1) csc
(2k + 1)π
2(2n + 1) = (−1)
m−1
m−1∑
r=0
(
m − 1
r
)[
N22r−1ωr(2) − (−1)
n+r
2
]
= (−1)
m−1
2
m−1∑
r=0
(
m − 1
r
)[
N2r−1Pr − (−1)n+r
]
, (4.24)
which is also an integral-valued polynomial in n as in (3).
(5) In a way similar to Lemma 4.1, if we take Π(λ) = sin θ sin Nθ2 , where λ = cos θ and
Ql = 1
l!
[
dl
dλl
(
1
Π(λ)
)]
λ=−1
,
then we can show that 2lQl is an integral-valued polynomial in n of degree 2l. Hence we can show that the
sum
∑n
k=0 sec2r (kπ/(2n + 1)) in (3.44), the sum (3.46), the sum (3.48), and the sum (3.50) are integral-valued
polynomials in n.
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