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R E S U M E N 
El presente trabajo de investigación se desarrolló con la finalidad de 
determinar el nivel de eficiencia que puede ser alcanzado en la evaluación 
de recursos naturales, mediante el uso de un programa de procesamiento 
digital de imágenes de reciente creación, denominado TRIO. Para facilitar 
los procesos de interpretación, clasificación y verificación de resultados, 
nuevos módulos de programación, fueron desarrollados e incorporados a 
dicho programa de computo. Los módulos desarrollados fueron: a) Realce 
del contraste de imágenes digitales; b) Corrección geométrica de imágenes; 
c) Un criterio de clasificación no supervisada y; d) Estimación de parámetros 
estadísticos elementales para definir áreas de entrenamiento. 
La eficiencia del programa de cómputo fue determinada en función de 
un análisis comparativo entre los niveles de fiabilidad, tiempo y costos 
operativos, los cuales fueron deducidos al llevar al cabo procedimientos de 
clasificación visual (empleando técnicas de foto interpretación con fotografía 
aérea) y digital (empleando la imagen de la fotografía aérea en formato 
digital y el programa de cómputo TRIO) respectivamente. 
Ambos procedimientos de clasificación arrojaron iguales niveles de 
fiabilidad (f=0.09), y resultaron concordantes con los reportados en la 
literatura científica. El tiempo estimado en el procedimiento de clasificación 
digital, fue inferior (t=0.01) al requerido en el procedimiento de clasificación 
visual, representando éste último, aproximadamente el doble del primero. 
Por su parte, los costos operativos cotizados para el procedimiento de 
clasificación visual representaron el doble de los presupuestados para el 
procedimiento de clasificación digital. 
En este estudio, el programa de procesamiento de imágenes digitales 
TRIO demostró ser una útil herramienta en la evaluación de recursos 
naturales, con el cual fue posible efectuar clasificaciones con niveles de 
precisión iguales a los deducidos mediante técnicas de interpretación visual, 
en menos tiempo y con bajos costos operativos. 
I N T R O D U C C I Ó N 
En la actualidad la mayoría de los trabajos de investigación que 
requieren el uso de técnicas de percepción remota, plantean problemas e 
interrogantes que requieren sus propias soluciones y respuestas, de tal 
manera que dependiendo de la naturaleza de cada estudio, se hace 
necesario definir una serie de métodos, procedimientos y medios para la 
obtención, interpretación y presentación de información. 
Desde las últimas tres décadas a la fecha, el procedimiento de 
interpretación visual de fotografía aérea ha sido utilizado con éxito en la 
evaluación de recursos y, aún frente a los avances en la tecnología, sigue 
considerádose como una herramienta imprescindible, de bajo costo, que 
ofrece niveles de fiabilidad bastante aceptables en la información temática 
que resulta de su interpretación. 
La técnica de fotointerpretación es un procedimiento basado en la 
agudeza visual y habilidad mental del fotointérprete para analizar e 
identificar las características de los elementos y objetos presentes en la 
cubierta terrestre (Aldrich, 1980; Herrera, 1987). Este procedimiento es muy 
simple de aprender, sin embargo, en la evaluación de recursos es 
indispensable que el fotointérprete tenga suficiente experiencia. 
La estimación de superficies de los tipos de cubierta identificados, 
requiere del uso de técnicas de planimetría (planímetro polar, malla de 
puntos, etc.) lo cual suete ser una actividad lenta en la que se tiene que 
invertir demasiado tiempo. 
Hoy en día, el procesamiento de imágenes digitales con propósitos de 
evaluación de recursos, ha resultado ser, sin duda, una eficaz alternativa y 
ampliamente difundida por ofrecer elevados niveles de precisión en los 
procesos de clasificación. No obstante, el intérprete requiere del uso de 
equipo de cómputo y así mismo de conocimientos en diversas disciplinas 
(Estadística, Matemáticas, Informática, etc.), además de una inversión 
económica inicial en la adquisición de programas de cómputo e imágenes 
digitales. 
A la par con los recientes avances de la informática, han salido a la 
venta accesorios para equipo de cómputo de bajo costo, con los cuales se 
hace posible capturar imágenes de fotografías aéreas en formato digital 
(tales como: cámaras fotográficas digitales, escáner, tarjetas de interfase 
para video, etc.), y así mismo se han desarrollado programas de cómputo 
que operan en computadoras personales, de costos accesibles (Richards, 
1986) y con aceptables velocidades de procesamiento. 
En 1995 Nuñez y Grünberger desarrollaron un programa de cómputo 
para procesamiento de imágenes digitales, el cual denominaron 
"Tratamiento de imágenes sobre ordenador" (TRIO). El mencionado 
programa, fue elaborado con el propósito de generar una metodología en la 
que se empleara tecnología de bajo costo y de uso muy común, y que fuera 
considerada como una herramienta eficaz en la evaluación de recursos. 
El programa de cómputo TRIO fue elaborado empleando el lenguaje de 
programación modular orientada a objetos "Borland Turbo C++ for Windows 
© versión 3.1". Dicho programa funciona bajo el ambiente del sistema 
operativo "Windows © versión 3.1" o superior. Las funciones que dicho 
programa de cómputo contiene, permiten clasificar imágenes digitales de 
una manera rápida y sencilla, de modo tal que el usuario no requiere de 
profundos niveles de conocimientos para su interpretación y procesamiento. 
El presente trabajo de investigación, surge a partir del interés por 
determinar, qué nivel de eficiencia puede ser obtenido en la evaluación de 
recursos naturales, mediante el uso del programa de procesamiento de 
imágenes digitales TRIO, ya que aún no se ha determinado el nivel de 
precisión de las clasificaciones que en dicho programa pueden ser 
desarrolladas. 
El hecho de evaluar la eficiencia de éste programa de cómputo, implica 
el desarrollo de nuevos módulos de programación, los cuales faciliten ai 
usuario, los procesos de clasificación, interpretación y de verificación de 
resultados y, que así mismo, contribuyan al enriquecimiento de esta nueva 
versión de TRIO. 
Considerando que el nivel de eficiencia se encuentra en función de los 
parámetros: precisión, tiempo y costos operativos de cada procedimiento de 
clasificación abordado en este estudio, se plantean las siguientes hipótesis 
de trabajo: 
1) La precisión de la clasificación obtenida a partir del procesamiento de 
imágenes digitales con el programa de cómputo TRIO, no es 
significativamente distinta a la estimada mediante el análisis visual de 
fotografías aéreas. 
2) Los costos operativos y el tiempo que se requieren para efectuar un 
procedimiento de clasificación digital mediante el uso del programa de 
cómputo TRIO, son significativamente inferiores a los requeridos en la 
clasificación y estimación de superficies por métodos tradicionales de 
fotointerpretación y planimetría." 
OBJETIVOS PRINCIPALES: 
1) Incorporar al programa de cómputo TRIO nuevos módulos de 
programación: 
a) Realce del contraste de imágenes digitales. 
b) Corrección geométrica de imágenes. 
c) Un criterio de clasificación no supervisada. 
d) Estimación de parámetros estadísticos descriptivos para definición de 
áreas de entrenamiento. 
2) Evaluar la eficiencia del programa de cómputo "Tratamiento de Imágenes 
sobre Ordenada" (TRIO), en la clasificación e interpretación de 
imágenes digitales, obtenidas a partir de fotografías aéreas. 
Este documento se encuentra escrito en cuatro capítulos. En el primero 
de éstos, se describen algunas de las principales características de las 
imágenes digitales, así como los tipos de procesamientos que comúnmente 
se realizan para su interpretación. En el segundo capítulo, se describen los 
algoritmos utilizados para el desarrollo de los nuevos módulos de 
programación que fueron incluidos en el programa de cómputo TRIO; así 
mismo en esta parte, también se aborda la metodología empleada para la 
evaluación de la eficiencia de dicho programa de computo. En el tercer 
capítulo, se dan a conocer los niveles de fiabilidad, tiempos y costos 
operativos estimados al desarrollar los procedimientos de clasificación visual 
(empleando técnicas de fotointerpretación) y digital (utilizando el programa 
de cómputo TRIO) respectivamente; de misma similar, en este capítulo, se 
efectúa un análisis de comparación entre los resultados obtenidos en ambos 
procedimientos de clasificación y, finalmente al termino de este capitulo, se 
muestran algunos procesamientos de imágenes digitales habiendo utilizado 
los módulos de programación desarrollados en este trabajo de investigación. 
En el cuarto y último capítulo, se presenta de manera concluyente las 
similitudes y diferencias encontradas entre los niveles de fiabilidad, tiempos 
y costos operativos deducidos en los procedimientos de clasificación visual y 
digital respectivamente; del mismo modo se señalan los casos en los que se 
sugiere el uso de uno u otro procedimiento. 
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CAPÍTULO I 
G E N E R A L I D A D E S S O B R E P R O C E S A M I E N T O DE I M Á G E N E S 
DIGITALES 
Una imagen digital está definida por un conjunto de celdas (píxeles) 
distribuidas como una matriz de datos de tres dimensiones, de las cuales las 
dos primeras corresponden a las coordenadas en línea y columna de cada 
celda o pixel y, la tercera, a la resolución espectral captada por el sensor. 
Cada celda registra un valor comprendido entre 0 y 255, al cual se le 
denomina Nivel de reflectividad o de energía reflejada (Chuvieco, 1990), 
Brightness valué (Jensen, 1986) o Gray leve) (Harrison y Jupp, 1990). 
Durante el desarrollo del presente trabajo, al referirse a este valor numérico, 
se adoptó ei término de nivel de reflectividad o de energía reflejada. 
La energía reflejada es obtenida por medio de sensores instalados en 
plataformas aéreas o espaciales, los cuales registran la intensidad luminosa 
proveniente desde la cubierta terrestre, en código binario (0 ó 1), empleando 
grupos de 8 bits. De esta manera, cada pixel de la imagen representa un 
valor numérico el cual queda comprendido en el rango de 0 a 255, siendo 
éste justamente el rango admitido por los equipos de cómputo para 
procesamiento digital (Chuvieco, 1990). 
Debido al carácter matricial de las imágenes digitales, se hace posible 
efectuar cálculos estadísticos (medidas de tendencia central y de 
dispersión), cambiar la orientación geométrica (rotación de la matriz), realzar 
su contraste, realizar combinaciones aritméticas entre bandas (índices), 
sintetizar varias bandas reduciendo la información redundante (componentes 
principales) y discriminar grupos de intensidad luminosa homogénea 
(clasificación). Tales procesamientos son desarrollados mediante el uso de 
sistemas de cómputo y programas especialmente diseñados para el 
procesamiento de imágenes digitales. Entre los programas de cómputo 
comercial mente más conocidos en México destacan los siguientes: 
ERDAS©, ILWIS© e IDRISI©. 
Normalmente, cuando se adquiere una imagen digital y en ésta se 
intentan localizar algunos puntos de referencia, auxiliándose con cartografía 
de escala similar, se observa claramente que la orientación que la imagen 
presenta, no coincide con la de la cartografía; esto se debe a que la imagen 
recién adquirida no presenta una orientación geográfica. Para hacer 
coincidir los puntos de referencia identificados en ambas partes, es 
necesario que la imagen sufra una modificación en su geometría original; 
esto se logra mediante un proceso de corrección geométrica. 
El proceso de corrección geométrica de imágenes digitales, tiene la 
finalidad de lograr un ajuste, lo mas preciso posible, entre el mapa de 
referencia e imagen corregida. Para lograr tal ajuste, deben considerarse los 
siguientes factores en la selección de ios puntos de control: a) Número; b) 
Localización y; c) Distribución de los puntos (Chuvieco, 1990). Respecto al 
primer factor, el autor antes citado menciona que el número de puntos de 
control a establecer, se encuentra en función del tamaño y la complejidad 
geométrica de la imagen; no obstante sugiere que para una imagen de 512 
por 512 pixeles con 10 ó 12 puntos de control es normalmente suficiente; en 
lo que respecta a la localización de los puntos de control, destaca que 
preferentemente deben seleccionarse puntos que sean claramente 
identificables tanto en la imagen como en el mapa de referencia, así mismo 
recomienda que sean rasgos humanos que no se encuentren sujetos a 
cambios temporales: cruces entre vías de comunicación o de ríos. Por 
último, en cuanto a la distribución de los puntos de control, menciona que 
para evitar errores debidos a una ponderación excesiva de un solo sector de 
la imagen, los puntos de control deberán estar uniformemente distribuidos 
sobre todo el territorio abarcado de la imagen. 
La fase culminante en el procesamiento de imágenes digitales se 
presenta en la clasificación (Johnson y Rhode, 1980). La finalidad que se 
persigue en el proceso de clasificación de imágenes, radica en discriminar 
grupos de niveles de reflectividad presentes en la misma, de acuerdo a 
cierto grado de similitud o cercanía. De esta manera, los grupos definidos 
pueden ser interpretados asociándolos a los elementos que se consideren 
representativos en la superficie del terreno. 
En percepción remota existen dos tipos de procedimientos de 
clasificación, uno es el denominado "Clasificación supervisada" y el otro 
"Clasificación no supervisada" (Chuvieco, 1990; Jensen, 1986; Harrison y 
Jupp, 1990). El primer procedimiento es uno de las más usados en la 
interpretación de imágenes digitales, parte de un reconocimiento preliminar 
del área de estudio. Este procedimiento, le permite al intérprete establecer 
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en la imagen una serie de sitios de prueba representativos de las clases 
temáticas observadas en el terreno, con el objeto de determinar la firma 
espectral que le corresponde a cada una de las ciases. 
El segundo procedimiento, se basa en una búsqueda automatizada de 
grupos de valores de reflectividad similares o muy cercanos. Este 
procedimiento no requiere de trabajo previo de campo, por lo que el analista 
debe deducir qué clases temáticas corresponden a cada clase espectral 
generada, ya sea con base en su conocimiento del área o bien, auxiliándose 
de la información existente en la literatura. 
En este sentido, existen diversos criterios de clasificación digital, de los 
cuales los que más destacan son los siguientes: máxima verosimilitud, 
método del paralelepípedo y distancia mínima. 
Una gran cantidad de estudios se han desarrollado aplicando estos 
procedimientos de clasificación digital con muy variados propósitos, y así 
mismo, se han utilizado diversos programas de cómputo. En muchos de 
estos estudios se han llevado al cabo verificaciones de las clasificaciones, 
reportándose variados niveles de fiabilidad. 
Por ejemplo, Haack y Jampoler (1994) realizaron un trabajo de 
investigación utilizando imágenes Landsat TM para clasificar diversos tipos 
de cultivos en un área muestra en el Valle Imperial de California. Los autores 
aplicaron diversos criterios de clasificación a las firmas espectrales (de 
mínima distancia y de máxima verosimilitud con información a priori) 
empleando el programa de cómputo ERDAS "Earth Resources Data Analysis 
System". Los niveles de fiabilidad fueron determinados tomando como 
referencia la cobertura reai de terreno, los cuales en todos los casos 
superaron el 90% de exactitud. Concluyeron que el criterio de clasificación 
de distancia mínima produce niveles de fiabilidad más bajos que los 
alcanzados por el criterio de máxima verosimilitud. 
Por otra parte, Kalkhan y Reich (1998) aplicaron un procedimiento de 
clasificación no supervisada a una escena multiespectral Landsat TM, 
logrando identificar cinco tipos de coberturas. El programa de cómputo 
utilizado fue el ERDAS-IMAGINE. La fiabilidad de la clasificación, la 
determinaron seleccionando aleatoriamente 200 puntos de verificación, 
auxiliándose de fotografía aérea. La fiabilidad estimada entre la clasificación 
de la imagen digital y la interpretación visual de fotografía aérea fue del 
49%. En una segunda fase, 25 de los puntos de verificación inicialmente 
establecidos fueron seleccionados mediante un sistema de muestreo 
estratificado al azar, los cuales posteriormente fueron ubicados en el 
terreno. Con auxilio de la información de campo se logró corregir algunos 
errores de los puntos de verificación que fueron clasificados incorrectamente 
en la primera fase; obteniendo así, un incremento en la fiabilidad de la 
clasificación, la cual estimaron en un 59%. Concluyen que esta metodología 
de doble muestreo, es apropiada para determinar la fiabilidad de mapas de 
clasificación, a través de la minimización de puntos de muestreo que 
deberán ser establecidos en el terreno. Consideran que la eficiencia del 
En otro trabajo de investigación, Palacio y Luna (1994) utilizaron una 
imagen Landsat TM, para realizar dos clasificaciones multiespectrales: una 
supervisada (usando un criterio de máxima verosimilitud con 41 sitios de 
entrenamiento) y una no supervisada. En e) primer procedimiento obtuvieron 
29 clases y en el segundo 27 clases. En ambos casos, el número de clases 
finales se redujo hasta seis. En la fase de interpretación visual, 
composiciones de color entre las bandas 453, 752 y 432 fueron obtenidas 
para ser interpretadas por personal experimentado. La fiabilidad de cada 
procedimiento de clasificación fue determinada en función de 560 puntos de 
verificación distribuidos sistemáticamente en una malla regular en el terreno 
a cada 1000m. Los resultados de la comparación reflejaron que los mejores 
niveles de fiabilidad fueron obtenidos en el procedimiento de clasificación 
supervisada (82.32%), seguidas por la clasificación visual (78.72%) y la no 
supervisada (73.18%) respectivamente. 
Por otra parte Nuñez (1995) utilizó el programa de cómputo de reciente 
creación TRIO, para clasificar ocho imágenes digitales obtenidas desde una 
cámara de video. Mapas de clasificación con dos categorías fueron 
obtenidos, una asociada a suelo desnudo, en la que estimó un promedio de 
78.6% pixeles totales agrupados y otra de cobertura vegetal donde estimó 
un promedio de 21.4% pixeles totales agrupados. Las imágenes utilizadas 
fueron de 640 por 480 pixeles; sin embargo, las exactitudes de las 
clasificaciones no fueron determinadas. 
diseño del doble muestreo deberá ser evaluada considerando el tiempo y 
costo de muestreo en cada fase. 
Otros trabajos de investigación se han desarrollado con la finalidad de 
determinar cuál de los procedimientos de clasificación digital y visual 
respectivamente, ofrece mejores niveles de exactitud. 
En este sentido, Mas y Ramírez (1996) realizaron una comparación de 
clasificación por usos de suelo entre procedimientos de clasificación digital y 
visual respectivamente. Procesaron digitalmente una imagen Landsat TM en 
una estación de trabajo, utilizando los programas de cómputo PCI© y Are 
Info PC©; aplicaron el criterio de clasificación de máxima verosimilitud, 
seleccionando las áreas de entrenamiento en función de la información de 
campo. Para determinar el nivel de fiabilidad de cada clasificación, 
establecieron un total de 4,370 puntos de verificación. Por otra parte, una 
serie de imágenes compuestas fueron clasificadas visualmente. Estimaron 
una fiabilidad media de 67% para la clasificación digital y una fiabilidad de 
83% para la clasificación visual de las imágenes compuestas. Concluyen 
que el procedimiento de clasificación visual ofrece una mayor fiabilidad la 
cual es explicada por la capacidad que tiene este método de integrar 
información referente a las características de los objetos, tales como: 
textura, tamaño y patrones de asociación, así como el conocimiento y 
experiencia del fotointérprete. 
Cuadro 1. Fiabilidad reportada para varios tipos de clasificación en los 
cuales se emplearon diferentes programas de procesamiento de 
imágenes. 
Autor Tipo de Tipo de clasificación Programas Fiabilidad 
imagen utilizados (%) 
Joshi y Shahai (1993) Landsat TM Visual ILWIS 74.00 
Landsat MSS Visual ILWIS 90.00 
Haack y Jampoler (1994) Landsat TM •Digital (supervisado) ERDAS 90.00 
Kalkhan y Reich (1998) Landsat TM 'Digital (no supervisado) ERDAS 59.00 
Mas y Ramirez (1996) Landsat TM •Digital (no supervisado) PCI y Are Info 67.00 
Visual PCI y Are Info 83.00 
Palacio y Luna (1994) Landsat TM "Digital (supervisado) ILWIS 82.32 
•Digital (no supervisada) ILWIS 73.18 
Visual ILWIS 78.72 
CAPÍTULO II 
METODOLOGÍA 
Debido a la particularidad del presente estudio, la metodología que 
enseguida se presenta, se aborda en dos partes. En la primera de éstas se 
describen algunas de las características generales del lenguaje de 
programación empleado para el desarrollo de) programa de cómputo TRIO; 
así mismo, se hace una descripción tanto de los algoritmos desarrollados 
para la elaboración de cada módulo de programación, como de los 
propósitos que cumplen durante el desarrollo del presente trabajo de 
investigación. 
En la segunda parte, se abordan los procedimientos empleados para 
determinar la eficiencia del uso del programa de cómputo TRIO en la 
evaluación de recursos naturales; los cuales se enlistan enseguida: a) 
Clasificación visual de fotografías aéreas y cuantificación de superficies; b) 
Captura y procesamientos preliminares de imágenes digitales; c) 
Procesamiento y clasificación de imágenes digitales empleando el programa 
de cómputo TRIO; y d) Verificación de clasificaciones en campo. 
2.1 DESCRIPCIÓN DE LOS MÓDULOS DESARROLLADOS E INCLUIDOS EN EL 
PROGRAMA DE CÓMPUTO T R I O . 
Antes de proceder con la descripción de los módulos de programación 
que en este estudio fueron desarrollaron e incluidos en el programa de 
cómputo TRIO, es necesario primeramente conocer las características 
generales del lenguaje de programación empleado, así como las 
características del programa de cómputo desarrollado. 
Como ya se mencionó con anterioridad el programa de cómputo TRIO 
fue elaborado bajo el lenguaje de programación de la empresa comercial 
Borland Turbo C++ for Windows Versión 3.1©, el cual es considerado como 
uno de los más potentes lenguajes de programación que existen en el 
mercado; algunas de las características de mayor relevancia de este 
lenguaje de programación se enlistan a continuación: 
• Turbo C++ for Windows, es un lenguaje de programación especialmente 
diseñado para desarrollar programas orientados al ambiente del sistema 
operativo de Windows. De acuerdo con Porter (1994), Windows es un 
sistema multitareas orientado a gráficos que proporciona una interfase 
gráfica al usuario; esto le permite familiarizarse rápidamente e interactuar 
amigablemente con el sistema. 
s Permite diseñar programas estructurados de forma modular; tal cualidad 
ofrece la ventaja de poder modificar la estructura original de los 
programas desarrollados o bien añadirles en un futuro nuevas opciones 
que tengan el propósito de satisfacer las necesidades del usuario 
(Schildt, 1993). 
s Mediante el uso de instrucciones muy especificas de lectura y escritura 
de archivos, en este lenguaje es posible utilizar la totalidad de la 
memoria RAM del ordenador; esta ventaja permite codificar algoritmos 
que le brindan mayor rapidez a cualquier programa de cómputo 
(Kuglinski,1994). 
En lo que se refiere ai programa de cómputo Tratamiento de Imágenes 
sobre Ordenador (TRIO), puede mencionarse que fue diseñado con la 
finalidad de servir como una herramienta en la evaluación de recursos 
naturales; permite el procesamiento de imágenes digitales de una manera 
rápida y sencilla, de modo tal que el usuario no requiere profundos niveles 
de conocimientos en la interpretación y procesamiento de este tipo de 
imágenes; funciona bajo el ambiente gráfico del sistema operativo de 
Windows 3.1© y es compatible con las versiones de Windows NT©, 95© y 
98© respectivamente. El programa de cómputo TRIO, está conformado por 
una ventana con todas las características de cualquier aplicación que 
funciona bajo este sistema operativo; presenta opciones de menú, las cuales 
son de fácil acceso con ayuda del ratón electrónico. 
Las opciones desarrolladas hasta antes de este trabajo de 
investigación permiten efectuar las funciones más básicas en el 
procesamiento de imágenes digitales, tales como: 
* Opciones para importar imágenes en los formatos bitmap y tiff. 
s Visualización de imágenes (en escala de grises o 256 colores) de un 
tamaño que se encuentra en función de la disponibilidad de la memoria 
RAM del procesador; por ejemplo: si se dispone de un ordenador con una 
capacidad de memoria RAM de 16 Mb, es posible procesar imágenes de 
2000 líneas por 2000 columnas. 
* Clasificación de imágenes, basado en un criterio de diferenciación de 
colores. 
/ Cambios de escalas para lograr acercamientos en el interior de las 
imágenes. 
V Construye histogramas de frecuencias. 
S Despliega la información referente a los procesos de clasificación que 
hayan sido realizados con anterioridad. 
Considerando los objetivos inicialmente planteados en este trabajo de 
investigación, se procedió a rediseñar la estructura original del programa de 
cómputo TRIO para incorporar a éste nuevos módulos de programación, los 
cuales cumplen propósitos muy específicos durante el desarrollo del 
presente estudio. 
Entre los módulos desarrollados destacan los siguientes: a) Realce del 
contraste de imágenes digitales; b) Corrección geométrica de imágenes; c) 
Un criterio de clasificación no supervisada y; d) Estimación de parámetros 
estadísticos elementales para definir áreas de entrenamiento. Estos módulos 
de programación se desarrollaron codificando en el lenguaje de 
programación antes citado, algunos de los algoritmos descritos por Chuvieco 
(1990), Jensen (1986) y Harrison y Jupp (1990). 
En los siguientes apartados se describen los fundamentos matemáticos 
que explican la forma en la que opera cada módulo desarrollado, así como el 
propósito que cumplen dentro del programa de cómputo TRIO. Por otra 
parte, en el Anexo 6 localizado al final de este documento se presenta el 
código fuente desarrollado para la elaboración de cada módulo incluido en el 
programa de cómputo TRIO. 
2.1.1 Módulo para realce del contraste de imágenes digitales. 
El realce del contraste en las imágenes digitales, tiene la finalidad de 
mejorar la calidad visual de las mismas, de una manera tal, que se logren 
visualizar con la máxima claridad posible los rasgos más característicos 
presentes en las propias imágenes. Se dice que una imagen tiene un pobre 
contraste cuando no existe una gran diferencia entre sus tonos más claros y 
más oscuros; de esta misma forma el contraste de una imagen digital se 
encuentra definido por la relación existente entre el máximo y el mínimo nivel 
de reflectividad que ésta presenta (Chuvieco, 1990). 
La mayoría de los sensores instalados en los satélites captan la 
energía luminosa reflejada de la superficie terrestre y la codifican en un 
rango de 256 niveles, el cual es, según Chuvieco (1990), equivalente al 
rango que soportan los equipos de cómputo. 
Ante tal situación sería lógico entonces pensar que no se requiere 
ninguna clase de ajuste entre la sensibilidad radiomètrica captada por el 
sensor y la admitida por el equipo de visualización. Sin embargo, es 
necesario tomar en consideración que el rango máximo de los niveles de 
energía reflejada captados por el sensor, se aplica a la gran variedad de 
paisajes existentes en la superficie terrestre, desde los de muy alta 
reflectividad, como es el caso de los desiertos o superficies cubiertas de 
nieve, hasta los de más baja refiectividad, como las superficies marinas. No 
obstante, resulta poco probable que en una misma escena se presenten 
toda la variedad de paisajes existentes; por tal motivo, el rango final de los 
niveles de refiectividad almacenados en este tipo de imágenes no 
corresponde con el rango de los 256 niveles de visualización disponibles en 
el monitor, ocasionando que las imágenes presenten un pobre contraste. 
El realce de contraste de imágenes se realiza mediante un 
procedimiento denominado: Expansión lineal de contraste (Chuvíeco, 1990), 
Linear contrast enhancement (Jensen, 1986) o Linear streching (Harrison y 
Jupp, 1990). En dicho procedimiento, teóricamente se realiza una expansión 
del rango de los niveles de refiectividad de la imagen poco contrastada, 
hasta el rango de los 256 niveles de visualización admisibles por el equipo 
utilizado. Tal ajuste se realiza empleando el modelo de expansión lineal 
empleada por Jensen (1988) y Chuvieco (1990), la cual se encuentra 
representada por la ecuación I. 
N V =
 N D i N D m i n x 2 5 6 
ND - ND ecuación i 
max min 
De donde NV, representa el valor de refiectividad ajustado al rango de 
los 256 niveles admitidos por el equipo de visualización; ND„ NDmca y NDmín 
representan el nivel de refiectividad de cada pixel de la imagen con poco 
contraste, así como los valores mínimos y máximos de refiectividad 
respectivamente y por último 256 que representa el número de niveles de 
visualización admitido por el monitor. 
El módulo desarrollado para realce de contraste de imágenes en el 
programa de cómputo TRIO, se diseñó de modo tal que al intentar abrir una 
imagen, el usuario tiene la posibilidad de decidir si desea o no efectuar tal 
ajuste; si el usuario decide responder afirmativamente, el programa operaría 
de la siguiente forma: 
* Se procede a la lectura de los valores numéricos que representan los 
niveles de reflectividad de la imagen. 
s Se obtienen los valores máximos y mínimos de reflectividad de la imagen. 
s Con el modelo representado por la ecuación 1, se efectúa el ajuste de los 
valores numéricos leídos con anterioridad. 
•/ Los valores ajustados se almacenan en memoria y son enviados al 
dispositivo de visualización. 
2.1.2 Módulo para corrección geométrica de imágenes digitales. 
Debido a las características matriciales que presentan las imágenes 
digitales, se hace posible efectuar algunos cálculos estadísticos que 
permiten modificar la geometría original de las propias imágenes. El proceso 
de corrección geométrica de imágenes digitales, se basa en el cambio de 
posiciones que ocupan los pixeles de la misma, sin modificar en lo absoluto 
sus valores de reflectividad. 
El método de corrección geométrica, desarrollado en este módulo de 
programación, corresponde a un método de correción polinomial, el cual 
permite corregir distorsiones de la imagen en función de una densa serie de 
puntos de control; mientras mayor sea éste número de puntos de control, 
mayor será la precisión de la corrección (Novak 1992). 
Figura 1. Fases del proceso de corrección de imágenes digitales; a) fase 
de establecimiento de puntos de control y cálculo de funciones de 
transformación; b) fase de transferencia de los valores de reflectividad 
desde la imagen original hasta la imagen corregida. Nótese como cada 
celda o pixel de la imagen corregida, toma el valor de reflectividad del 
vecino más próximo ubicado en la imagen original. (Fuente: Chuvieco, 
1990). 
El método de corrección de imágenes digitales se aborda a 
continuación en dos fases (Figura 1). En la primera de éstas, se describe el 
procedimiento para el establecimiento de puntos de control y el cálculo de 
las funciones de transformación que ponen en relación coordenadas 
geográficas con coordenadas de imagen (línea y columna); en la segunda 
fase, se describe el método empleado para la transferencia del nivel de 
reflectividad que le corresponde a cada pixel una vez ubicado en la imagen 
corregida. 
2.1.2.1 Establecimiento de puntos de control y cálculo de funciones de 
transformación. 
Como ya se mencionó con anterioridad, la corrección digital de la 
geometría de una imagen se basa en el cambio de la posición que ocupa 
cada pixel, sin modificar en lo absoluto su valor de reflectividad; este cambio 
de posición se fundamenta a su vez en el establecimiento de funciones 
matemáticas (regresión lineal múltiple) que ponen en relación coordenadas 
de imagen (línea y columna) con coordenadas geográficas (en proyección 
UTM); de esta manera, la definición de las funciones matemáticas 
representados por ecuaciones I I y III, se obtienen en función del 
establecimiento previo de una serie de puntos de control (Novak 1992 y 
Chuvieco 1990). 
A 
Ci - a0 + a l X i J^a1Yi Ecuación I I 
A 
h ~ ^u + X i + b2 Yi Ecuación III 
Como se puede observar las ecuaciones II y I I I son modelos de 
regresión lineal múltiple, de donde las variables dependientes l¡ y c¡ 
representan las posiciones en línea y columna que ocupará cada pixel en la 
imagen corregida; X¡ e Y¡ son las variables independientes de las 
regresiones y representan las coordenadas geográficas (en proyección 
UTM) asignadas a una serie de puntos de control; por último los coeficientes 
de las regresiones se encuentran representados por a0, a¡, a2, y b0, bj, b2l 
respectivamente. 
Los coeficientes de los modelos de regresión son estimados a partir de 
la información registrada en el establecimiento previo de una serie de puntos 
de control. Cada punto de control registra la posición en línea y columna que 
le corresponde en la imagen original y la coordenada geográfica que le es 
asignada auxiliándose de cartografía. El método desarrollado en este 
módulo para estimar los coeficientes correspondientes a cada regresión, es 
el de cuadrados mínimos, descrito por Cochran y Snedecor (1982). 
La calidad de la corrección geométrica se evalúa en función del grado 
de ajuste que ofrecen los modelos de regresión, y este grado de ajuste se 
determina en función de los residuales, comparando para cada punto de 
control las coordenadas estimadas con las coordenadas reales. El indicador 
utilizado para este propósito es el error medio cuadrático RMS de cada 
punto de control; de tal modo que si el promedio del error medio cuadrático 
(representado en la ecuación IV) es superior a un umbral previamente 
definido por el usuario, entonces se elimina el punto de control que tenga el 
RMS más alto (se asume que no fue asignado correctamente); e 
inmediatamente después, se vuelven a estimar los coeficientes de las 
regresiones (excluyendo el registro eliminado); este proceso se realiza de 
manera repetida hasta que el promedio del RMS estimado sea inferior al 
umbral previamente definido por el usuario. 
El umbral que el usuario debe definir para evaluar la calidad de la 
corrección geométrica, está en función del nivel de error mínimo (en metros) 
que, de acuerdo a sus objetivos de trabajo, considere como suficiente. El 
error promedio del error medio cuadrático se estima empleando la ecuación 
IV propuesta por Chuvieco (1990). 
En donde RMS, es el error medio cuadrático que determina el grado de 
ajuste de las regresiones; /, y c, representan la posición real en línea y 
columna de cada punto de control; l¡ y c, representan la posición estimada 
en columna y línea para cada punto de control; y finalmente n indica el 
número de puntos de control asignados. 
Una vez que los modelos de regresión hayan ofrecido el nivel de ajuste 
deseado, se continúa con la siguiente fase que consiste en transferir los 
niveles de reflectividad de cada pixel desde la imagen original hasta la 
nueva posición que ocuparán en la imagen corregida. 
RMS Ecuación IV 
n ~ 1 
2.1.2.2 Transferencia de los valores de refiectividad de la imagen 
origina! a la corregida. 
La creación de la imagen corregida se lleva al cabo construyendo una 
matriz vacía, en la cual, se reservan espacios que serán ocupados por los 
valores de refiectividad que deberán ser transferidos desde la imagen 
original. Para lograr esto, es necesario que el usuario defina las 
coordenadas geográficas que se le asignarán a los vértices superior 
izquierdo e inferior derecho (mismos que definen el área que ocupará la 
imagen corregida) y el tamaño que se le asignará al pixel en la imagen 
corregida. Con la anterior información, la matriz se construye empleando las 
ecuaciones V y VI (Jensen 1988 y Chuvieco 1990). 
~ X V S I + (c., ® r ) Ecuación V 
Yi = Yysi + ( h # r ) Ecuación VI 
De donde X¡ y Y¡, representan las coordenadas geográficas en 
unidades UTM de cada espacio reservado en la imagen corregida; Xy$¡ y 
Yysj , son las coordenadas geográficas que el usuario debe asignarle al 
vértice superior izquierdo de la imagen corregida; c¡ y l¡ , son las 
coordenadas en línea y columna de cada espacio reservado en la nueva 
imagen y; n, representa el tamaño (en metros) que se le asigna al pixel de 
la imagen corregida. 
Construida la matriz, se determina para cada celda reservada, la 
ubicación del pixel que le corresponde en la imagen original; una vez 
realizado lo anterior, el valor de refiectividad de dicho pixel es transferido 
hasta la imagen corregida. Para lograr esto, se utilizan las ecuaciones V y 
VI con las cuales se obtienen las coordenadas en unidades UTM de cada 
espacio reservado en la matriz; con esta información y empleando los 
modelos de regresión representados por las ecuaciones II y III, se 
determina la posición en línea y columna que ocupa el correspondiente pixel 
en la imagen original; cabe señalar, que la alteración en la geometría de la 
imagen original ocasiona que cada pixel de la imagen corregida se ubique 
entre varios pixeles de la imagen original, por lo que en este módulo de 
programación desarrollado para corrección de imágenes, se optó por 
transferir el pixel de ubicación más próxima al de la imagen original. 
Otros métodos de transferencia de los niveles de reflectividad a la 
imagen corregida son reportados por Novak, (1992), Jensen (1988), y 
Chuvieco (1990), los cuales promedian desde los cuatro hasta los dieciséis 
niveles de reflectividad de ubicación más próxima al estimado. Estos 
métodos a pesar de presentar un mejor efecto visual en la imagen corregida, 
resultan ser muy lentos por requerir un aumento considerable en los 
cálculos; no obstante, para la determinación de la fiabilidad de las 
clasificaciones que son efectuadas en este trabajo de investigación el 
método antes descrito resultó ser bastante apropiado. 
2.1.3 Módulo de clasificación no supervisada. 
La mayoría de los procedimientos de clasificación no supervisados, se 
dirigen a definir de manera automática grupos o clases espectrales de 
acuerdo a cierto grado de cercanía entre los valores de reflectividad 
existentes en una imagen. Estos grupos o clases espectrales posteriormente 
son asociados a algún tipo de cubierta de la superficie terrestre; lo anterior 
se realiza sin tener necesariamente conocimiento del área de estudio, por lo 
cual la interpretación de las clases temáticas deducidas, resulta ser la parte 
en la que el intérprete deberá concentrar su atención (Kalkhan y Reich 
1998). 
El algoritmo que enseguida se describe, se puede considerar como una 
de las formas más simples de clasificar una imagen digital, pues genera de 
manera automática un número deseado de grupos espectrales con rangos 
consecutivos, los cuales posteriormente son interpretados asociándolos a 
los diversos tipos de cubiertas de la superficie terrestre. 
Este procedimiento de clasificación, le brinda al usuario la completa 
libertad de utilizar sus propios criterios visuales, para lograr clasificar 
digitalmente una imagen. 
El procedimiento parte de un previo análisis visual de la imagen a 
clasificar, a partir del cual, se define el número de clases que se desean 
discriminar; una vez definido el número de clases, el programa opera de la 
siguiente forma: 
s Se estima el rango de todas las clases, dividiendo el máximo rango de 
valores de reflectividad (256), entre el número de clases deseadas o 
deducidas a partir del previo análisis visual de la imagen. 
EFICIENCIA DEL PROGRAMA DE PROCESAMIENTO DE IMÁGENES DIGITALES T R I O EN LA 
EVALUACIÓN DE RECURSOS. 
y Los límites de clases se construyen partiendo del valor máximo de 
reflectividad de un pixel (255), el cual es considerado como el límite 
superior de la primer clase; el límite inferior correspondiente se obtiene a 
partir de la diferencia del límite superior y el rango de clase estimado; de 
esta manera, el límite superior de la siguiente clase se iguala al valor 
estimado para el límite inferior de la clase anterior; así, el límite inferior 
de esta clase se deduce de la diferencia del límite superior y el rango; 
este proceso se repite hasta definir los límites de todas las clases. 
s Se examinan los niveles de reflectividad de cada pixel de la imagen para 
determinar en que clase deberán quedar incluidos; simultáneamente un 
conteo de los pixeles que se incluyen por clase es realizado; 
s Al momento de ser clasificada la imagen, se construye una paleta de 
colores con la finalidad de asignar colores a las clases obtenidas. 
Regularmente, una serie de colores cálidos son asociados a las clases 
de mayor reflectividad y colores fríos a las clases de menor reflectividad; 
finalmente, una imagen en formato bitmap es obtenida como resultado de 
la clasificación. 
Puede observarse que, bajo este procedimiento, el rango estimado 
para todas las clases es exactamente el mismo; sin embargo, pudiera 
pensarse que para efectos de clasificación de imágenes esta situación no es 
lo más recomendable, ya que existe la posibilidad de que en el interior de los 
límites de una o más clases, queden incluidos diferentes tipos de coberturas 
que pueden todavía discriminarse. Ante esta posibilidad, en este módulo se 
incluyó también una opción que permite modificar el rango de cualquiera de 
las clases, cuantas veces se considere necesario; esto lógicamente aumenta 
el número de clases a interpretar, pero permite disminuir al máximo posibles 
confusiones entre clases. Por otra parte, aquellas clases que pudieran ser 
interpretadas como una misma, pueden fusionarse mediante una opción 
incluida en este módulo; esto facilita enormemente la interpretación del 
mapa de clasificación deducido. 
Es importante destacar que este procedimiento de clasificación es 
aplicable en imágenes en una sola banda, de donde sus valores de 
reflectividad deberán de estar ampliamente distribuidos en el rango de 0 a 
255, de no ser así, la imagen deberá previamente someterse a un proceso 
de expansión lineal de contraste. Una forma de determinar si la imagen 
cumple con tales características es mediante la visualización del histograma 
de frecuencias correspondiente (opción incluida en el programa de cómputo 
TRIO). 
2.1.4 Módulo para la estimación de parámetros estadísticos 
elementales para definir áreas de entrenamiento. 
Cuando se adopta un esquema de clasificación supervisada, el analista 
normalmente debe establecer en campo una serie de sitios que sean 
representativos de las clases de cobertura de interés; así mismo, debe 
ubicar y seleccionar estos sitios dentro de una imagen, para de este modo, 
extraer la información estadística que determina la firma espectral de las 
clases de cobertura definidas previamente al proceso de clasificación. Este 
proceso se denomina establecimiento de áreas de entrenamiento (Chuvieco, 
1990), training site selection (Jensen, 1986) o training data selection 
(Richards, 1986). 
Con las principales medidas de tendencia centra) (media aritmética, 
desviación estándar, varianza) y de dispersión (valores máximos y mínimos) 
obtenidas a partir de áreas de entrenamiento, es posible evaluar si éstas 
cumplen con las características de homogeneidad para ser consideradas 
como representantes de las coberturas observadas en el terreno. 
Considerando lo anterior, en el programa de cómputo TRIO fue 
desarrollado un módulo que permite estimar, a partir de los valores de 
reflectividad de aquellos sitios de interés previamente seleccionados dentro 
de una imagen, sus correspondientes medidas de tendencia central y de 
dispersión más habituales tales como: el promedio aritmético, la varianza, 
desviación estándar, valores mínimos y máximos. 
El procedimiento se inicia al seleccionar, con auxilio del ratón 
electrónico, el sitio de interés dentro de una imagen previamente visualizada 
en pantalla; una vez realizado esto, el algoritmo desarrollado opera de la 
siguiente forma: 
S Se lleva al cabo la lectura de la totalidad de los valores de reflectividad 
que componen la porción de imagen seleccionada (en un máximo de tres 
bandas); 
/ El número de pixeles incluidos en dicha porción es contabilizado, y los 
valores de reflectividad de cada pixel son analizados para determinar los 
valores mínimos y máximos para cada banda. 
• Los promedios, varianza y desviación estándar para cada banda son 
estimados de acuerdo a los métodos estadísticos tradicionales; 
•/ Finalmente, la información estadística es presentada en pantalla para su 
posterior interpretación. 
2.2 EVALUACIÓN DE LA EFICIENCIA EN EL u s o DEL PROGRAMA DE CÓMPUTO 
T R I O . 
Una vez desarrollados y compilados los nuevos módulos de 
programación en el programa de cómputo TRIO, se procedió a hacer uso del 
programa rediseñado, con la finalidad de determinar su eficiencia en la 
evaluación de recursos naturales. Para tal propósito, se llevó al cabo una 
comparación de los niveles de fiabilidad, tiempo y costos operativos que 
fueron estimados entre procedimientos de clasificación visual y digital 
respectivamente, tomando como referencia para la estimación de la 
fiabilidad, información directa de campo. 
Los procedimientos de clasificación visual y digital, fueron realizados 
por tres intérpretes para cada caso, los cuales no visitaron el área de 
estudio antes de realizar la clasificaciones. El primer procedimiento de 
clasificación, fue realizado por personal experimentado en fotointerpretación; 
mientras que el personal empleado en el segundo procedimiento de 
clasificación, requirió un previo entrenamiento (menor a una hora) para 
familiarizarse con el funcionamiento del programa de cómputo TRIO. 
En ambos casos, cada intérprete registró el tiempo que requirió para 
clasificar, interpretar y cuantificar las superficies de las clases temáticas 
deducidas. Los costos operativos que implican la ejecución de cada 
procedimiento fueron estimados, tomándo en consideración, el costo del 
material empleado (fotografías aéreas y papelería) y el sueldo asignado a 
los intérpretes; el sueldo promedio asignado a los intérpretes fue de $30.°° 
pesos por hora, el cual fue cotizado de acuerdo al sueldo promedio de la 
región de Linares, N.-L. 
Un análisis comparativo de costos de inversión inicial de cada 
procedimiento de clasificación fue realizado, con la finalidad de determinar, 
cual de estos procedimientos permite recuperar sus costos de inversión 
inicial más rápidamente. 
A continuación se describen las características físicas del área de 
estudio seleccionada para desarrollar el trabajo de campo; así como la 
metodología utilizada en los procedimientos que enseguida se enlistan: 
s Clasificación visual de fotografías aéreas y cuantificación de las clases 
identificadas. 
S Captura de la imagen en formato digital y procesamientos previos al 
procedimiento de clasificación digital, 
v Clasificación digital no supervisada. 
s Verificación de las clasificaciones en campo. 
2.2.1 Descripción del área de estudio. 
2.2.1.1 Localización del área. 
El área de estudio, se encuentra localizada en el área de captación de 
la microcuenca comprendida en la región hidrológica número 25 (RH25) San 
Fernando - Soto la Marina, dentro de la cuenca San Fernando y subcuenca 
del Río Potosí. Geográficamente queda ubicada entre las coordenadas 24° 
54' 00" y 24° 56' 54" norte y, 99° 47' 20" y 99° 52' 23" oeste; cubre una 
superficie aproximada de 2,315 hectáreas; la altitud respecto al nivel del mar 
asciende de este a oeste desde los 550 a los 2000 metros. La vía de acceso 
es posible por la carretera Monterrey - Cd. Victoria a la altura del kilómetro 
155 y aproximadamente a 20 km al oeste de este punto, tomando camino de 
terraceria (Figura 2). 
Geomorfológicamente, el área de estudio se encuentra ubicada en el 
piedemonte de la Sierra Madre Oriental, el cual esta constituido 
principalmente por bajadas de origen aluvial, con asociaciones de valle 
intermontano y lomeríos. Respecto a las características topográficas Villegas 
(1972), citado por Hernández (1997), destaca que son muy variadas, por 
ejemplo: en la parte de mayor altitud, se presenta una topografía compleja 
con fuertes pendientes que varían desde el 40 al 60%, clasificándolas como 
del tipo "terrenos escarpados"; mientras que en la planicie se presentan 
pendientes suaves que varían desde el 5 al 10%, quedando clasificadas 
como del tipo "ondulados o suavemente ondulados" y "quebrados o 
suavemente quebrados." 
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Figura 2. Ubicación del área de estudio. 
La razón por la que fue seleccionada esta microcuenca como área de 
estudio se debe a las diversas formas de uso de suelo que se presentan; 
tales como; áreas habitadas, áreas destinadas a la agricultura, áreas de 
abundante, escasa y nula vegetación, así como cuerpos de agua; lo que da 
la posibilidad de evaluar la fiabilidad, en la discriminación de todas éstas. 
2.2.1.2 Vegetación. 
Los tipos de vegetación que se presentan en la microcuenca son muy 
variados, dependiendo del rango altitudinal de la misma. Por ejemplo, en la 
planicie es común observar vegetación característica del matorral espinoso 
tamaulipeco; entre las especies arbustivas que se encuentran presentes 
dentro de este tipo de vegetación destacan las siguientes: barreta (Helietta 
parvifo/ia), zapotillo (Diospyros palmen), anacahuita (Cordia boissierí), 
chapóte amarillo (Sargetia greggi)\ en lo que se refiere a especies espinosas 
es común encontrar: chaparro amargoso (Castela texana), granjeno (Celtis 
palüda), chaparro prieto (Acacia rídigula), huajillo (Acacia berlandieri), tenaza 
{Havardia pallens), ébano (Ebenopsis ébano). 
En esta parte de la microcuenca, se observan áreas agrícolas y 
extensas superficies prácticamente desprovistas de vegetación (con 
coberturas de vegetación del 3 al 8 %), además de una marcada reducción 
de la diversidad florística del matorral; lo anterior es debido a la pérdida de 
la capacidad productiva del suelo ocasionada principalmente por el intenso 
sobrepastoreo del ganado y el abandono de las superficies agrícolas 
(Hernández, 1997). 
Al piedemonte del sistema hidrológico, es común encontrar 
asociaciones entre especies de matorral espinoso tamaulipeco y especies 
arbóreas, compuestas estas últimas principalmente por los géneros Quercus 
(Quercus polymorpha, Quercus fusiformis, Quercus oleoides, Quercus laceyi 
y Quercus cambi) y Juglans; mientras que en la parte de mayor altitud, se 
presentan grandes extensiones cubiertas principalmente por especies 
arbóreas de los géneros Quercus (Quercus poiymorpha, Quercus fusiformis, 
Quercus laceyi y Quercus affinis y Quercus cupreata) y Pinus (Pinus 
montezumae, Pinus arizonica, Pinus teocote, Pinus pseudostrobus y Pinus 
ayacahuite). Aunque en muy baja proporción, es común encontrar también la 
presencia de algunas especies de los géneros Abies (Abies religiosa), 
Arbutus (Arbutus arizonica) y Pseudotsuga. 
2.2.2 Clasificación visual de fotografías aéreas. 
Fotografías aéreas en blanco y negro, escala 1:75,000 con fecha de 
enero de 1996 y correspondientes al área de estudio (foto No 14, 15 y 16, 
línea de vuelo No 158, región G14-11), fueron adquiridas para llevar al cabo 
este procedimiento de clasificación. 
Este procedimiento fue realizado auxiliándose del material fotográfico y 
del equipo de fotointerpretación necesario (estereoscopio) para observar 
claramente el relieve del área de estudio. Empleando los criterios visuales 
de fotointerpretación (tales como: tono, textura, formas, pendientes y 
orientación), se delimitaron tanto el parteaguas del área de estudio, como 
las clases de uso de suelo observadas en el interior de la microcuenca. Por 
otra parte, con auxilio de un instrumento de planimetría (planímetro digital), 
se calcularon las superficies de cada clase temática identificada; cabe 
señalar que los intérpretes realizaron de tres a cinco repeticiones en la 
medición de los polígonos de cada clase temática. Durante el desarrollo de 
este procedimiento fue registrado por cada interprete participante, el tiempo 
efectivo de trabajo. 
2.2.3 Obtención de imágenes digitales y procesamientos 
preliminares. 
Con auxilio de un escáner, una imagen digital en escala de grises fue 
capturada a partir del área útil de la fotografía aérea, misma que cubre la 
totalidad del área de estudio. El formato gráfico empleado para la captura de 
dicha imagen fue el de bitmap de 24 bits por pixel, las dimensiones de la 
imagen adquirida fueron de 1916 por 1526 pixeles, ocupando un espacio 
tota) de 2.9 Megabytes (Figura 3). 
Figura 3. Imagen digital obtenida a partir del área útil de una fotografía aérea. 
La superficie real cubierta por la imagen fue de 119.37 Km2, la cual se 
estimó ubicando en la fotografía aérea los límites de la imagen capturada; 
como se trata de una sección rectangular, bastó con multiplicar ta longitud 
En esta parte del proceso de corrección, se utilizó material cartográfico 
con el cual se lograron ubicar un total de 15 puntos de control en la imagen; 
a cada punto de control, se le asignaron sus correspondientes coordenadas 
geográficas (en el modo de proyección UTM). 
Después de haber ubicado en la imagen los puntos de control, se 
utilizó la opción "Corrección Geográfica" localizada en la barra de menú; en 
esta parte, se le indicó al programa un límite de ajuste para la corrección, de 
un RMS no superior a un píxel; así mismo, se le asignó al pixel de salida un 
tamaño de 6m por lado y se le indicaron las coordenadas geográficas al 
vértice superior izquierdo de la imagen de salida. 
Con la anterior información, se estimó un promedio del RMS de 0.943 
pixeles (0.58 en líneas y 0.78 en columnas), esto supone un ajuste entre 
mapa e imagen con 5.8 m de error, el cual puede considerarse bastante 
adecuado para los propósitos que se persiguen en este estudio. 
La imagen corregida quedó ubicada entre las coordenadas 2,752,000 y 
2,761,000 norte y 411,000 y 423,000 este; con un tamaño de 1656 por 1369 
pixeles, donde cada pixel quedó referenciado geográficamente con un 
tamaño de 6m por lado. 
real del largo de la sección, por la longitud real del ancho correspondiente. 
La resolución espacial por unidad de pixel fue estimada en 6.3 m por lado 
(40 m2), la cual se obtuvo dividiendo el número total de píxeles entre la 
superficie real de la imagen. 
2.2.4 Procesamiento de la imagen digital empleando el programa de 
cómputo TRIO. 
Los procesamientos que fueron aplicados a la imagen digital capturada 
con anterioridad, se realizaron empleando algunas de las funciones 
recientemente desarrolladas en el programa de cómputo TRIO. A 
continuación se describen los procedimientos de corrección geográfica y de 
clasificación no supervisada, aplicados a la imagen digital. 
2.2.4.1 Corrección geométrica de la imagen digital. 
Previo al proceso de clasificación de la imagen digital, resulta 
necesario referenciarla geográficamente; este proceso se realizó utilizando 
el módulo recientemente desarrollado e incluido en el programa de cómputo 
TRIO. 
Para tener acceso a este módulo, fue necesario primeramente 
desplegar la imagen en pantalla; enseguida, se seleccionó la opción 
'Asignar puntos de control" localizada en la barra principal de menú del 
programa. Esta opción fue diseñada para establecer en la imagen los puntos 
de control que sirven de referencia para efectuar la corrección. 
Figura 4. Imagen digital referenciada geográficamente empleando el programa 
de cómputo TRIO. 
Al visualizar la imagen corregida en pantalla, el programa permitió 
desplegar las coordenadas geográficas de la posición en la que se ubicaba 
el cursor del ratón electrónico sobre la propia imagen; así mismo, tal y como 
se puede observar en la Figura 4, fue posible sobreponerle a la imagen, una 
retícula de coordenadas geográficas que coincidió con la cuadricula UTM. 
Con auxilio del programa editor de imágenes Paint Shop©, se procedió 
a delimitar el área de estudio y aislarla del resto de la imagen (ver Figura 5); 
algunos autores le denominan a este proceso, construcción de máscaras 
(Chuvieco, 1990; Jensen, 1986; Harrison y Jupp, 1990). 
Figura 5. Aislamiento del área de estudio mediante máscaras. 
2.2.4.2 Procedimiento de clasificación aplicado a la imagen digital. 
Una vez georeferenciada la imagen, ésta fue sometida a una serie 
pruebas de clasificación preliminares; en dichas pruebas, se observaron 
ciertas dificultades para discriminar algunas de las clases temáticas 
presentes tanto en la planicie como en la parte montañosa de la 
microcuenca. Ante tal situación, se procedió a seccionar la imagen 
separando la parte plana de la microcuenca, de la parte montañosa (ver 
Figura 6). 
Los procedimientos de clasificación finales, se realizaron en ambas 
imágenes, donde cada intérprete tuvo la libertad de decidir el número de 
ciases con el que inició el proceso; del mismo modo, utilizó su propio criterio 
para en la reducción de éstas, hasta obtener finalmente las clases de interés 
que fueron predefinidas. 
El procedimiento de clasificación que enseguida se describe, fue el 
desarrollado por uno de los intérpretes asignados a esta labor; en éste 
procedimiento, se indica paso a paso la manera en la que el intérprete 
clasificó las imágenes empleando el módulo de clasificación recientemente 
desarrollado en el programa de cómputo TRIO. 
El proceso fue iniciado desplegando las imágenes en pantalla, a partir 
de las cuales, se llevó al cabo un análisis visual de las mismas; lo anterior 
se realizó con la finalidad de definir las clases temáticas que se desean 
discriminar. Para el caso de la imagen que incluye la planicie de la 
microcuenca, se definieron un total de seis clases de uso de suelo, sin 
embargo, el intérprete optó por indicarle al programa que iniciara la 
clasificación con 12 clases. Después de quedar clasificada la imagen, el 
intérprete procedió a analizar el mapa de clasificación generado; en dicho 
mapa, las clases de mayor reflectividad se encontraron representadas con 
colores cálidos (rojo, naranja, amarillo, verde), mientras que las de menor 
reflectividad con colores fríos (cian, azul, magenta, morado y gris). 
En el análisis del mapa de clasificación obtenido, el intérprete 
consideró que con la mayoría de las clases generadas se podrían deducir 
las clases de cobertura observadas en el análisis visual; así mismo, detectó 
que la clase con etiqueta 12 incluía dos tipos de cubierta que todavía podían 
ser discriminados; por tal motivo, decidió dividir el rango de dicha clase en 
dos partes, lo cual trajo como consecuencia que se generara una clase más. 
A pesar de lo anterior, siguió presentándose el mismo problema, por lo que 
el interprete optó por dividir del mismo modo, ahora el rango de la clase 13; 
de esta manera, finalmente logró discriminar las cubiertas de interés. En 
total creó un mapa de clasificación con 14 clases espectrales, las cuales fue 
fusionando al ir interpretando los tipos de cobertura identificados en el 
análisis visual. 
Las clases con etiquetas 1, 2 y 3 fueron asociadas a suelos 
completamente desprovistos de vegetación; mientras que las clases 4 y 5 a 
áreas destinadas a la agricultura; así mismo, las clases 6 y 7 
correspondieron a vegetación de matorral con escasa cobertura aérea; la 8 a 
vegetación de matorral con cobertura aérea en un grado medio; las clases 9 
y 10 se interpretaron como vegetación de matorral con abundante cobertura 
aérea; las clases 11, 12 y 13 como cuerpos de agua y finalmente; la clase 14 
como el exterior de la microcuenca, la cual no se considera como clase de 
uso de suelo. 
Respecto a la imagen que cubre la parte montañosa de la microcuenca, 
se definieron un total de cinco clases de uso de suelo, el proceso de 
clasificación se inició con 9 clases; sin embargo el número de clases fue 
aumentado de la misma manera que en el caso anterior; hata obtener 12 
clases espectrales. La interpretación de las mismas se realizó de la 
siguiente manera: las clases con etiqueta 1 y 2, correspondieron al suelo 
completamente desprovisto de vegetación; las clases 3, 4, 5, 8, 9 y 10 al 
bosque de encino, las clases 6 y 7 como áreas de transición entre 
vegetación de matorral y bosque de encino; la clase 11 se asoció a las 
sombras orográficas y finalmente; la clase 12 a la parte externa de la 
microcuenca; en la Figura 5, se ilustran los mapas de clasificación obtenidos 
en esta clasificación digital. 
La información generada a partir de la clasificación de las dos 
imágenes, fue integrada para posteriormente determinar sus 
correspondientes niveles de fiabilidad. Es necesario recordar que cada 
intérprete participante, utilizó su propio criterio tanto para definir el número 
de clases con el que inició los procesos de clasificación como para su 
posterior interpretación. 
Mediante este procedimiento de clasificación, se logró un mayor nivel 
de discriminación, ya que además de identificar las clases descritas en el 
procedimiento de clasificación visual, se lograron diferenciar hasta tres 
coberturas aéreas de matorral. 
Figura 6. Seccionamiento y clasificación digital del área de estudio; las imágenes 
localizadas en la izquierda, se obtuvieron a partir de la separación de la planicie (arriba) de 
la parte montañosa del área de estudio (abajo), mientras que las imágenes localizadas en la 
derecha, corresponden a las clasificaciones digitales realizadas por uno de los intérpretes. 
2.2.5 Verificación de campo y determinación de la fiabiiidad de las 
clasificaciones. 
La principal finalidad que se persigue con este procedimiento, es 
determinar si las clases temáticas obtenidas en los procedimientos de 
clasificación digital y visual corresponden con las clases presentes en el 
área de estudio; para lograr esto, en el área de estudio se establecieron una 
serie de puntos de verificación mediante técnicas de muestreo. 
El tipo de muestreo seleccionado con este propósito fue el "Muestreo 
sistemático no alineado", por ser ampliamente utilizado en verificación de 
clasificaciones. El número de puntos de verificación a establecer fue 
estimado en función de la ecuación Vi l , la cual ha sido utilizada por 
Fitzpatric-Lins (1978), Rosenfeld (1982), Dozier y Strahler (1983) y, 
Chuvieco (1990). 
& Ecuación VII 
De donde es la abscisa de la curva normal para un nivel 
determinado de probabilidad; p, indica el porcentaje de aciertos estimado; q, 
el porcentaje de errores (q=I - p) estimado; y E, el nivel de error permitido. 
Considerando un 85% de aciertos (p), con un error máximo (E) de +/-
10% y un nivel de probabilidad del 95% z,<}-a05> = 196, se estimó que se 
requería un mínimo de 49 puntos de verificación, para obtener los niveles de 
precisión marcados en el muestreo; sin embargo, se establecieron en el área 
de estudio un total de 58 puntos de verificación. 
Respecto al tamaño de la superficie a considerar como muestra, 
Congalton (1988) sugiere que ésta sea como mínimo el 1% de la superficie 
cartografiada. Bajo esta sugerencia y tomando en cuenta que el área de 
estudio cubre una superficie aproximada de 23km2, se consideró suficiente 
que en cada punto de verificación cubriera un área circular de 50m. de radio, 
cuya superficie al ser multiplicada por el número de puntos de muestreo 
establecidos, supera ampliamente ai 1% sugerido por Conglaton (1988). 
Una vez definido el tipo de muestreo, número y tamaño de muestra, se 
establecieron en el terreno los puntos de verificación; esto se realizó 
dividiendo el área de estudio en una malla regular de rectángulos, la cual se 
hizo coincidir con la cuadrícula UTM. Los puntos de verificación fueron 
establecidos en los vértices de dicha cuadricula, teniendo la precaución de 
no ubicarlos entre los límites de dos o más tipos de coberturas; de esta 
manera, aquellos puntos de verificación que coincidieron con los limites de 
dos o mas coberturas, fueron reubicados, desplazándose al interior de un 
mismo tipo de cubierta. 
Después de ser establecido el punto de verificación, se registró el tipo 
de cubierta observado y sus correspondientes coordenadas geográficas; las 
cuales fueron obtenidas con un instrumento de posicionamiento global 
(GPS). 
El paso siguiente consistió en determinar para cada punto de 
verificación, la clase real y las clases deducidas en los procedimientos de 
clasificación visual y digital respectivamente. Con esta información, se 
construyó una matriz de confusión para recoger los principales conflictos 
que ocurrieron entre las categorías. 
Las filas de dicha matriz representaron las clases reales, mientras que 
las columnas, las clases deducidas; lógicamente ambas tuvieron el mismo 
número y significado de clases. La diagonal de esta matriz expresó el 
número de puntos de verificación que fueron clasificados correctamente, 
mientras que los marginales indicaron errores de asignación; es decir, en el 
caso de las filas, los marginales indican el número de puntos de verificación 
que, perteneciendo a una determinada categoría, no fueron incluidas en ella 
(errores de omisión); de la misma manera, los marginales de las columnas 
indican aquellos puntos de verificación que se incluyeron en una categoría 
perteneciendo realmente a otra (errores de comisión). 
La fiabilidad de las clasificaciones se estimó en función de la relación 
existente entre el número de puntos de verificación clasificados 
correctamente con el número total de puntos de verificación establecidos; 
así mismo los intervalos de confianza en los cuales se determinaron las 
exactitudes reales de las clasificaciones se obtuvieron en función de un 
determinado nivel de significancia, del error del muestreo y, del nivel de 
probabilidad, tal y como se representa en la ecuación VIH propuesta por 
Chuvieco, (1990). 
De donde F, se refiere a la fiabilidad real de la clasificación; Fm a la 
fiabilidad media de la clasificación; zS1""*, representa la abscisa de la curva 
normal para un nivel determinado de probabilidad; p, es el porcentaje de 
aciertos estimado en la clasificación; q, el porcentaje de errores (q = 1 - p) 
de la clasificación; y n es el número de puntos de verificación establecidos. 
Ecuación VIII 
Con la finalidad de determinar sí las clasificaciones visuales y digitales 
han discriminado las categorías de interés con una fiabilidad 
significativamente mayor a la que se hubiera obtenido con una consignación 
aleatoria, se estimó el estadístico kappa (*); la estimación se obtuvo a partir 
de la ecuación IX, utilizada por Foody, (1992) y Congalton, (1988). 
De donde, Po indica la proporción de acuerdos observados, la cual se 
obtiene a partir de la relación existente entre el total de puntos clasificados 
correctamente (suma de acuerdos ubicados en la diagonal de la matriz) y el 
total de puntos muestreados; Pl¡y Pc¡ se refieren a la proporción de acuerdos 
esperados, es decir el producto de marginales por clase en línea y en 
columna. 
Po-YPa.PL 
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CAPÍTULO III 
RESULTADOS Y DISCUSIÓN 
En este capítulo se dan a conocer los niveles de precisión alcanzados 
en cada procedimiento de clasificación, así como los tiempos y costos 
estimados durante el desarrollo de cada procedimiento. En una segunda 
parte, se presenta un análisis de comparación entre los resultados obtenidos 
por cada procedimiento de clasificación y, finalmente, en la tercera parte, se 
ilustran algunos ejemplos de procesamiento de imágenes digitales, 
empleando los módulos desarrollados durante la presente investigación, 
para el programa de cómputo TRIO. 
3.1 CLASIFICACIÓN VISUAL. 
En el procedimiento de clasificación visual, se lograron identificar seis 
clases de uso de suelo, las cuales fueron: 1) áreas destinadas a la 
agricultura (Aagr); 2) áreas completamente desprovistas de vegetación, 
incluyendo áreas urbanas y caminos (SD); 3) vegetación compuesta por 
especies del matorral espinoso tamaulipeco (Matorral); 4) áreas de 
transición entre vegetación de matorral y bosque de encino (TME); 5) 
bosque denso de encino (BE) y finalmente; 6) cuerpos de agua (CA). La 
Figura 7 muestra los resultados de la clasificación visual realizada por uno 
de los intérpretes. 
En el Cuadro 2, se encuentran las matrices de confusión obtenidas al 
confrontar las coberturas reales de terreno con las deducidas mediante este 
procedimiento de clasificación; las coberturas reales se encuentran 
representadas en dichas matrices por líneas, mientras que las deducidas por 
los intérpretes, están representadas en columnas. 
— Cuerpos de agua 
— Vegetación de matorral 
— Áreas destinadas a la aqricuitura 
— Áreas de trancisión entre veqetación matorral v bosque de encino 
— Áreas desprovistas de vegetación, incluyendo caminos y áreas habitadas 
Bosque de encino 
Figura 7. Mapa de clases de uso de suelo deducido en el procedimiento de clasificación 
visual. 
1 3 6 3 6 6 
Cuadro 2. Matrices de confusión deducidas a partir del procedimiento de 
clasificación visual; en donde a) corresponde a la matriz de confusión 
correspondiente a la clasificación realizada por un primer intérprete, b) por 
un segundo intérprete y, c) por un tercer intérprete. 
a) 
G a s e s Deducidas 
SD Aagr Matorral TME BE CA 
Reales 
SD 4 1 
Aagr 2 13 2 
Matorral 2 8 2 
TIME 1 7 3 
BE 1 9 
CA t 3 
Total 8 13 ' 12 " 10 12 3 1 
Aciertos 4 13 
V 8 - 7 
9 3 
K aciertos 50.00% 100.00% BE.67% 70.00% 75.00% 100.00% 
^acuerdos 0.137931 0.22414' 0.206897 0.1724110.20869710.051724 
Total Aciertos * aciertos % 
por clase acuerdos 
58 
44 
5 4 I 80.00% ¡ 0.086 
17 13 • 76.47% | 0.293 
12 8 I 66.67% 0 207 
11 7 l 63.64% 0 190 
10 9 90.00% ! 0.172 
3 3 1 100 0C% 0.052 
Fiabifídad media de la clasificación: 
Error es¡andar del muestreo: 
Intervalos efe confianza con un nivel 
75.86207 
3.25894 
69.47455 82 24959 
Kappa Q.70 
b) Clases Deducidas Total Aciertos % aciertos Va 
Reales SD Aagr M a t o n a l TME BE CA por dase acuerdos 
SD 4 1 5 4 80.00% 0.086 
A a g r 14 3 17 13 76 47% 0.293 
Matorral 10 2 • 12 8 66.67% 0.207 
TME 6 5 : 11 7 63.64% 0.190 
BE 10 . 10 9 90 00% 0 172 
CA 3 • 3 3 100.00% 0 052 
Total 4 14 14 8 15 3 53 
Aciertos 4 14 10 6 10 3 47 
% aciertas 100.00% 100.00% 71.43% 75.00% , 6 6 . 6 7 % 100.00% 
t acuerdos 0.068966 0.24138 0.241379 0.13793 ÍO.258621 0.051724 
Ftabilxiad medta de la ctasjf/ççciôn. 81.03446 
Error est andar del mueslreo 2.985598 Kappa 0.76 
Inteivalos de confianza con un ¡wel 
de orobabrlrded del 35% 75.18271 y 86.B8625 
G a s e s Deducidas Total Aciertos fc aciertos * 
SD Aagr Matorral TME BE CA por clase acuerdos 
Reales 
SD 3 1 2 l 5 3 60.00% 0.086 
Aagr 2 14 i 17 . 14 • 82.35% i 0.293 
Matorral •' 2 10 l 12 10 ' 83.33% 0.207 
TME 
r 
0 10 H i ; 0 0.00% 0.190 
BE 10 ~ ! 10 10 100.00% 0.172 
CA 3 • 3 • 3 100 0 0 % ] 0.052 
Total ' " 7 " " 14 14 0 " "20 
y " - 58 
Aciertos 3 14 10 0 10 3 40 
W aciertos 42.86% 100.00% 71.43% 0.00% 50.00% 100.00% 
*> acuerdos 0 .12069 0.24138 0.241379 0 ; Q344828 0.051724 
Fiabiüdacf media de la clasificación. 68.96552 
Error etfunfáf de! muestreo 3.5Z3321 
Intervalo de (pnfisnza con un !}jvqt Kappa 0.62 
deprobaty t t f^ det9S% 62.05981 y 75.87123 
SD, áreas desprovistas de vegetación, caminos y áreas habitadas; Aagr, áreas destinadas a 
la agricultura; Matorral= Vegetación característica del matorral espinoso tamaulipeco; TME, 
áreas de transición entre vegetación de matorral y bosque de encino; BE, bosque denso de 
encino; CA, cuerpos de agua. 
Las diagonales localizadas en el interior de las matrices, corresponden 
a los puntos de muestreo que fueron clasificados correctamente; mientras 
que los puntos ubicados en los marginales, representan los principales 
conflictos que ocurrieron entre clases. 
En las matrices a, b y c localizadas en el Cuadro 2, puede observarse 
claramente que las clases asociadas a áreas de agricultura (Aagr) y de 
cuerpos de agua (CA) respectivamente, presentaron en los tres casos el 
100% de aciertos, lo cual significa que todos los puntos asignados a estas 
categorías fueron clasificados correctamente; sin embargo en la clase 
temática correspondiente a matorral (Matorral), se observan confusiones 
principalmente con las clases correspondientes a áreas desprovistas de 
vegetación (SD) y de agricultura (Aagr), tal situación se ve reflejada en la 
proporción de aciertos obtenidos, los cuales estuvieron en todos los casos 
muy cercanos al 70%. 
En lo que se refiere a la clase asociada al bosque de encino (BE), 
puede observarse que en todos los casos se presentaron evidentes 
confusiones con la clase correspondiente a áreas de transición entre 
vegetación de matorral y bosque de encino (TME), lo cual resulta hasta 
cierto punto lógico, por tratarse ésta última, de una frontera entre un tipo de 
vegetación y otro; las proporciones de aciertos obtenidos para esta clase, en 
los tres casos resultaron ser muy variables. La clase correspondiente a 
áreas de transición entre vegetación de matorral y bosque de encino (TME), 
presenta en los dos primeros casos (matrices a y b), porcentajes de aciertos 
de 70 y 75% respectivamente, observándose así mismo algunos conflictos 
con la clase Matorral; cabe señalar que uno de los intérpretes no logró 
identificar esta clase temática, razón por la cual, todos aquellos puntos de 
muestreo que debiendo ser incluidos en esta clase, fueron asignados a la 
clase de bosque de encino (BE) (ver matriz c). 
En resúmen, el número de puntos de verificación clasificados 
correctamente por cada intérprete fue de 44, 47 y 40 respectivamente, con 
los cuales se obtuvo una fiabilidad promedio de 75.29% y un promedio del 
estadístico kappa de 0.69. El estadístico kappa no corresponde al valor 
porcentual de la exactitud de las clasificaciones realizadas, sino que evalúa 
si dichas clasificaciones han logrado una discriminación con una precisión 
significativamente mayor a la que se hubiera obtenido con una asignación 
aleatoria; un valor estadístico kappa cercano a la unidad, refleja un acuerdo 
pleno entre realidad de terreno y clasificación, mientras que un valor 
cercano a 0 sugiere que el acuerdo observado se debe completamente al 
azar (Chuvieco, 1990; Foody, 1992). 
De acuerdo con los resultados expuestos con anterioridad, puede 
asegurarse con un 95% de probabilidad que la fiabilidad promedio del 
procedimiento de clasificación visual, se encuentra entre un 68.90% y un 
81.67%; así mismo el estadístico kappa refleja que estos procedimientos de 
clasificación ofrecen un 69% de precisión mejor que la esperada por azar. 
En relación al tiempo estimado en las clasificaciones y en la medición 
de superficies por clase temática identificada, se puede mencionar, que se 
reportaron ligeras variaciones entre los intérpretes; Los tiempos empleados 
incluyen desde la interpretación, hasta la clasificación y cálculo de 
superficies, los cuales fueron de 9.30, 6.97 y 7.87 horas, obteniéndose un 
tiempo promedio de 8.04 horas. 
Respecto a los costos operativos que implicó el desarrollo de este 
procedimiento de clasificación, puede mencionarse que estos fueron 
estimados en aproximadamente $416.91 pesos MN; sin embargo, los costos 
de inversión inicial ascienden hasta los $17, 991.00 pesos MN. En el Anexo 1 
ubicado al final de este documento, se presenta una relación detallada de 
los costos operativos y de inversión inicial que fueron presupuestados en 
este procedimiento de clasificación. 
3.2 CLASIFICACIÓN DIGITAL. 
En estos procedimientos de clasificación, los intérpretes lograron 
discriminar hasta ocho clases de uso de suelo, las cuales fueron: 1) áreas 
destinadas a la agricultura (Aagr); 2) áreas completamente desprovistas de 
vegetación, incluyendo áreas urbanas y caminos (SD); 3) vegetación de 
matorral espinoso tamaulipeco con abundante cobertura aérea (MatAD), 4) 
vegetación de matorral espinoso tamaulipeco con cobertura aérea media 
(MatMD); 5) vegetación de matorral espinoso tamaulipeco con escasa 
cobertura aérea (MatBD); 6) área de transición entre vegetación de matorral 
y bosque de encino (TME); 7) bosque denso de encino (BE) y finalmente; 8) 
cuerpos de agua (CA). En la Figura 8 se presentan los resultados de la 
clasificación digital del área, realizada por uno de los intérpretes. 
Las matrices de confusión ubicadas en el Cuadro 3, recogen los 
aciertos y conflictos encontrados entre las clases reales de terreno y las 
deducidas en uno de los procedimientos de clasificación digital desarrollado 
por un sólo intérprete; las matrices de confusión que corresponden a los 
otros intérpretes, se encuentran registradas en los Anexos 2 y 3 localizados 
al final de este documento. 
En la matriz de confusión a representada en el Cuadro 3, puede 
observarse que las clases asociadas a cuerpos de agua (CA) y a áreas 
agrícolas (Aagr), fueron las que presentaron los mas elevados niveles de 
precisión (con 100% y 83.33% respectivamente); mientras que de manera 
contraría, las clases que presentaron dificultades para discriminarse entre sí 
mismas fueron, las identificadas como vegetación de matorral de coberura 
aérea media (MatMD) con la de matorral de abundante coberura aérea 
(MatAD) y, las identificadas como área de transición entre vegetación de 
matorral y bosque de encino (TME) con bosque de encino (BE). En el primer 
caso, las clases MatMD y MatAD registraron ios más bajos niveles de 
fiabilidad con 37.50% y 50% respectivamente; mientras que en el segundo 
caso, las clases TME y BE presentaron niveles de precisión más aceptables 
(75% y 66.67%). 
A pesar de los conflictos observados en la matriz a ubicada en el 
Cuadro 3, se obtuvo una fiabilidad media para esta clasificación de 67.24% y 
un estadístico kappa de 0.61. Estos valores de fiabilidad, fueron mejorados 
hasta un 72.41% y 0.66 respectivamente, mediante la fusión de las clases 
MatMD y MatAD (ver matriz b); dicha fusión, se realizó integrando ¡os 
aciertos y errores de omisión observados entre ambas clases, como 
asignaciones correctas en la clase resultante (MatMD-AD); mientras que los 
errores de omisión observados con el resto de las clases, se heredaron 
como errores de asignación en la clase resultante (MatMD-AD). 
Al fusionar las tres clases de cobertura aérea de matorral (MatBD, 
MatMD y MatAD) en una misma clase de cobertura (Matorral), puede 
observarse en la matriz c, que el nivel de fiabilidad de la clasificación 
permanece constante (compárandolo con el estimado en la matriz b); sin 
embargo, el estadístico kappa presenta un ligero descenso. 
Tomando en consideración las clasificaciones de todos los intérpretes, 
se puede decir que, con un primer nivel de discriminación de ocho clases 
temáticas de uso de suelo, se estimaron fiablidades de 67.24%, 58.62% y 
60.34% obteniéndose un promedio de 62% y un valor promedio del 
estadístico kappa de 0.55; esto hace suponer con un 95% de probabilidad, 
que la fiabilídad real se encuentra entre el 54.83% y 69.31%. 
Por otra parte, ai reducir el nivel de discriminación de las 
clasificaciones, mediante la fusión de las tres clases de cobertura aérea de 
matorral, se estimaron fiabilidades de 72.41%, 65.51% y 67.24%, obteniendo 
un promedio en la fiabiiidad y estadístico kappa de 68.38% y 0.61 
respectivamente. Para este último caso, puede asegurarse que la fiabiiidad 
real, se encuentra entre un 61.45% y un 75.33% de precisión. Esto hace 
suponer, que de cada 10 puntos clasificados con este procedimiento de 
clasificación, mínimamente (con 61 % de precisión mejor que la esperada 
por azar), seis de estos son asignados correctamente a sus 
correspondientes categorías. 
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Figura 8. Mapa de clases de uso de suelo deducido en el procedimiento de clasificación 
digital. 
Cuadro 3. Matrices de confusión deducidas a partir de la clasificación digital 
realizada por uno de los intérpretes; en donde a) corresponde a la matriz de 
confusión en la que se discriminaron hasta tres grados de cobertura aérea en 
matorral, b) matriz de confusión en la que se fusionaron dos ciases de coberturas 
de matorral y, c) corresponde a la fusión de las tres clases de coberturas de 
matorral. 
a) 
Clases 
Reales SD Aagr MatBD 
Deducidas 
MatfflD MatAD TME BE CA 
Total Aciertos % aciertos 
porc ina 
% 
acuerdos 
SD 4 1 I 5 4 80.CD% 0.086 ' 
Aagr 2 10 1 2 2 l 17 n 10 56.82% G .233 
MatBD 2 
i 
«J 2 66.67% 0.062 
MatMD 3 1 A 3 75.03% 0 069 i 
MatAD 2 3 S 3 60.00% 0.086 
TME 6 4 1 10 6 50.03% ; G.172 
BE ! 2 8 11 8 72.73% 0.190 
CA 3 3 3 100.00% i ¡1052 
Total : 6 _ _ [ 12 ; _ 3 j_ 8 _ 6 8 _ ¡ _ 12 3 58 
Aciertos 4 í 1 0 ' 7 2 ] 3 " ' " 6 ' 8 3 39 
% aciertos . 68 67% '83.33%;66.67%; 37.93% 50 00% 75.00% 66.67% 100.00% 
% acuerdos I 0 103 t 0 . 2 0 7 i Ó.Q52 í 0.138~T0.103~ ; 0.138~í"0-207 O.OS2~~1 
Fisbitidtfl media efe la cl&&ifiri>riñr> 
Error e&andar del muestreo; 
Intervalos ¿te confianza con un nivel 
67 2414 
3.57433 
60.2357 
Kappa 0.6117 
74.247 
b) 
Clases Deducidas Total Aciertos % aciertos % 
SD Aagr MatBD MatMD-AD TME BE CA por clase acuerdos 
Reales 
SD 4 1 ¡ i I i 5 ! 4 80.00% 0.086 
Aagr ^ 2 10 1 4 17 i 10 | ~ 5 ä B 2 % ~ i 0.293 
MatBD 2 i 3 ! 2 n ä f 6 7 % 0.052 
MatM-AD 9 
1 
9 l 9 1 0 0 00% 0.155 
TME i 6 4 !" ! i o ! 6 ' 60.00% 0.172 
BE 1 2 _ 8 
i 
11 i 8 72.73% 0.190 
CA 
l 
I 3 ~ ; 3 í 3 i 100.00% 0 052 
Total 6 " 12 I 3 14 8 12 3 
Aciertos ! 4 1 10 l 2 9 6 i 8 3 
* aciertes 66.67% 33 .33%'66 .67% 64.29% 75.00% : 66 67% ' i o a o o % 
H acuerdos ! 0.103 | 0.207 | 0.052 0.241 . 0.138 1 0.207 0.052 
Error estarxísr del muestreo: 
intervalos de confianza con un nivel 
72.41379 
3.403852 
65.74224 
Kappa 0.6655 
79DB53 
C) 
Clases Deducidas Total Aciertos ä aciertos « 
SD Aagr Matorral TME BE CA por dase acuerdos 
Reales 
SD l 4 1 S 4 : 80.00% 0.086 : 
Aagr , 2 I 10 5 17 10 I 58.62% 0.293 : 
Matorral 1 11 12 11 | l l .67% 0.207 : 
TME 
r 
i 6 4 4 10 6 60.00% 0.172 
BE 2 8 11 8 ~'_72.73% 0.190 i 
CA 1 3 3 3 , 100.00% 0.052 ' 
Total i 6 12 ' ' 17 ! " e " " . 1 2 " ' 3 " i 58 
Aciertos ! 4 10 11 6 : 8 3 42 
94 aciertos ,j 66.67% 83.33% 64.71%] 75.00 % 65.67% ' 100.00%J 
ftacuerdos i 0.103 i 0.207 1 0.293 0.138 0.207 ' 0.052 i 
Fiabilidad medi$ de ta clasificación- 72.414 / < a p p a 0.6569 
Error estarxiar del muesireo: 3.4039 
Intervalos d& confianza con un nivel 
de probabilidad del 95% 65.742 y 79.0853 
SO, áreas desprovistas de vegetación, incluyendo caminos y áreas habitadas; Aagr, áreas 
destinadas a la agricultura; Matorral, vegetación característica del matorral espinoso 
tamaulipeco; MatAD, MatMD y MatBD, abundante, media y escasa cobertura aérea en la 
vegetación de matorral; TME, áreas de transición entre vegetación de matorral y bosque de 
encino; BE, bosque denso de encino; CA, cuerpos de agua. 
En relación al tiempo estimado en las clasificaciones y en la medición 
de superficies por clase temática identificada, los intérpretes reportaron 
tiempos con poca variación (4.18, 3.70 y 4.02 horas), estimándose un 
promedio de 3.97 horas; el tiempo fue contabilizado, desde la captura de la 
imagen, hasta la clasificación e interpretación de las clases temáticas 
deducidas; incluyendo los procesamientos previos al de clasificación tales 
como: delimitación del área de estudio y seccionamiento de imágenes. 
En lo que se refiere a los costos operativos que implica el desarrollo de 
este procedimiento de clasificación, puede mencionarse que estos fueron 
estimados en aproximadamente $21Q 79 pesos MN; mientras que los costos 
de inversión inicial, ascienden hasta $31,798.00 pesos MN; al final del 
documento se describe la relación de costos operativos y de inversión inicial 
que fueron cotizados para este procedimiento de clasificación (consultar 
Anexo 4). 
3 .3 ANÁLISIS DE COMPARACIÓN ENTRE LOS PROCEDIMIENTOS DE CLASIFICACIÓN 
VISUAL Y DIGITAL. 
Este análisis de comparación entre los resultados obtenidos en los 
procedimientos de clasificación visual y digital respectivamente, se presenta 
dividido dos partes; la primera parte, comprende el análisis de comparación 
entre los niveles de precisión alcanzados en ambos procedimientos; en la 
segunda, se efectúa un análisis de tiempo y costos estimados en el 
desarrollo de ambos métodos. 
3.3.1 Análisis comparativo de la precisión. 
Tal y como se explicó al inicio de este capítulo, en los procedimientos 
de clasificación visual se identificaron seis clases de uso de suelo, dentro de 
las cuales, se incluye una clase de cobertura áerea de matorral. Por su 
parte, en el procedimiento de clasificación digital, se lograron discriminar 
hasta ocho clases, tres de las cuales, fueron interpretadas como diversos 
grados de cobertura aérea de matorral. Ciertamente, en el segundo 
procedimiento se logró discriminar un mayor número de clases; sin embargo, 
la precisión estimada resultó ser estadísticamente inferior a la estimada en 
el procedimiento de clasificación visual. 
Para poder efectuar un análisis de comparación más justo entre las 
precisiones (fiabilidad y estadístico kappa) estimadas en ambos 
procedimientos de clasificación, fueron igualados en número y significado 
las clases temáticas deducidas en ambos procedimientos; es decir, las 
clases deducidas en las clasificaciones digitales, mismas que 
correspondieron a los diversos tipos de cobertura de matorral, fueron 
agrupadas en una sola clase de cobertura aérea de matorral. 
Tomando en consideración lo anterior, los valores de fiabilidad y kappa 
estimados en ambos procedimientos de clasificación, fueron sometidos a 
una prueba estadística de t (con un nivel de significancia de 0.05), mediante 
la cual, se determinó que no existe una diferencia significativa entre las 
precisiones estimadas en ambos procedimientos; tal situación se ilustra 
gráficamente en la Figura 9,. 
Figura 9. Niveles de precisión deducidos a partir de los procedimientos de clasificación 
digital y visual respectivamente. La gráfica a) corresponde a la fiabilidad media; de donde 
las barras de error, representan los intervalos de confianza estimados mediante la ecuación 
VIH. La gráfica b) se refiere al valor estadístico kappa, de donde las barras de error, 
representan los intervalos de confianza estimados con la desviación estándar y un nivel de 
significancia « = 0.05. 
La similitud entre las precisiones observadas en ambos procedimientos 
de clasificación, puede ser explicada por la particularidad que tiene el 
procedimiento de clasificación digital de permitir conjuntar criterios visuales 
de interpretación (tales como: tono, forma, tamaño, orientación, sombras, 
etc.) con las propiedades númericas de las imágenes digitales. 
Niveles de fiabilidad bastante similares, se encuentran reportados en 
otros trabajos de investigación (ver Cuadro 1), en los cuales, los 
procesamientos de las imágenes digitales fueron desarrollaron en 
programas de cómputo comerciales (ILWIS y ERDAS). Los niveles de 
fiabilidad reportados en la presente investigación, se consideran aceptables, 
considerando que el procedimiento de clasificación digital y visual fueron 
realizados sin haber visitado el área de estudio. 
3.3.2 Análisis comparativo en tiempos y costos. 
El tiempo promedio estimado en la clasificación y estimación de 
superficies, fue diferente (f=0.01) entre ambos procedimientos de 
clasificación. Tal y como puede observarse en la Figura 10, el tiempo 
promedio invertido en el desarrollo del procedimiento de clasificación visual, 
es dos veces superior al tiempo que se invierte en el procedimiento de 
clasificación digital. La variabilidad en tiempo observada en el procedimiento 
de clasificación visual, puede deberse entre otras cosas, a que en la 
estimación de superficies de las clases temáticas identificadas, no se 
efectuaron por parte de los intérpetes, el mismo número de repeticiones. 
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Figura 10. Tiempos promedios y costos operativos estimados en los procedimientos de 
clasificación visual y digital respectivamente; de donde a) corresponde a la estimación del 
tiempo promedio y b) a los costos operativos. En ambos casos las barras de error 
representan los intervalos de confianza estimados con la desviación estandar y un nivel de 
significancia oc = 0.05. 
Los tipos de costos deducidos en el desarrollo de ambos 
procedimientos de clasificación, fueron los de tipo operativo y los de 
inversión inicial. La fluctuaciones entre los costos opeativos al interior de 
cada procedimiento, obedece al sueldo asignado en función del tiempo 
efectivo de trabajo. En la Figura 10 se puede observar que los costos 
operativos requerios en el procedimiento de clasificación visual, representan 
casi el doble de los costos operativos deducidos en el procedimiento digital. 
Ciertamente, el costo de inversión inicial requerido en el procedimiento 
digital es 1.7 veces mayor al requerido en el procedimiento visual; sin 
embargo, aún percibiéndose en ambos casos las mismas utilidades, los 
costos de inversón incial pueden ser recuperados más rápidamente en el 
procedimiento de clasificación digital. 
3.4 EJEMPLOS DE PROCESAMIENTOS DE IMÁGENES DIGITALES, EMPLEANDO LOS 
MÓDULOS RECIENTEMENTE DESARROLLADOS EN EL PROGRAMA DE CÓMPUTO 
TRIO. 
En este apartado, se pretende ilustrar mediante algunos ejemplos de 
demostración, el funcionamiento de los módulos de programación 
desarrollados en este trabajo e incluidos en el programa de cómputo TRIO. 
La imagen utilizada en las siguientes demostraciones, corresponde a 
una miniescena Landsat MSS que cubre el municipio de Linares, N.L. El 
tamaño de la escena es de 1024 líneas por 1024 columnas, con cuatro 
bandas espectrales y una resolución espacial por unidad de pixel de 79m 
por lado. 
3.4.1 Realce del contraste en imágenes digitales. 
En la Figura 11 se ilustra un ejemplo del funcionamiento del módulo 
desarrollado para el realce del contraste de imágenes digitales. En la parte 
superior izquierda de dicha figura, puede observarse que el histograma de 
frecuencias obtenido a partir de la escena Landsat MSS antes descrita, 
presenta sus valores de reflectividad distribuidos en un rango muy reducido 
(aproximadamente entre el 0 y 40); orno puede observarse en Ja parte 
inferior izquierda de la misma figura, esto propicia que la imagen presente 
un contraste pobre. Nótese como después de aplicar el proceso de 
expansión lineal de contraste, el histograma de frecuencias presenta los 
valores de reflectividad ajustados en todo el rango de los 256 niveles de 
reflectividad posibles, esto permite que mejore de manera notable el 
contraste de la imagen. 
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Figura 11. Módulo para realce del contraste; del lado izquierdo se presenta la imagen 
original con su correspondiente histograma de frecuencias; del lado derecho se presenta la 
imagen después de someterla al proceso de expansión lineal de contraste. 
3.4.2 Descripción estadística de áreas de entrenamiento. 
En la figura 12 se presenta una demostración del módulo desarrollado 
para la estimación de parámetros estadísticos descriptivos de áreas de 
entrenamiento. Como puede observarse, en el interior de la imagen se 
encuentra delimitado con color amarillo un área rectangular; a partir de esta 
área, fueron estimados desde las primeras tres de las bandas espectrales de 
la escena, los parámetros estadísticos reportados en el cuadro de diálogo 
resultante. 
EFICIENCIA DEL PROGRAMA DE PROCESAMIENTO DE IMÁGENES OÍGITALES T R I O EN LA 
EVALUACIÓN DE RECURSOS. 
Figura 12. Módulo desarrollado en el programa de cómputo TRIO que permite estimar los 
parámetros estadísticos descriptivos de áreas de entrenamiento. 
La información registrada en el cuadro de diálogo observado en la 
figura 12, muestra los parámetros estadísticos que permiten evaluar si el 
área seleccionada cumple con ios requerimientos de homogeneidad para ser 
considerada como área de entrenamiento. Puede observarse que los rangos 
y valores de reflectividad promedios que fueron estimados en cada banda 
espectral, corresponden con los valores de reflectividad reportados para los 
cuerpos de agua; por lo cual, puede presumirse que el área seleccionada 
corresponde a cuerpos de agua; por su parte, los valores de desviación 
estándar estimados para cada banda, reflejan poca variabilidad en los 
valores de reflectividad, por lo cual, puede suponerse que se trata de una 
sola clase de cobertura. 
3.4.3 Corrección geométrica de imágenes digitales. 
El ejemplo ilustrado por la figura 13, corresponde a la corrección 
geométrica realizada a la escena MSS antes descrita. En (a parte derecha 
se observa la imagen original, a partir de la cual, con auxilio de cartografía, 
se seleccionaron un total de 15 puntos de control; el ajuste entre imagen y 
cartografía estimado fue de 0.85, esto supone un error de 67.15m, el cual 
puede considerase como suficiente por ser inferior al tamaño de un pixel. 
La imagen localizada en la parte izquierda de la figura 13, corresponde 
a la imagen corregida geométricamente; obsérvese la transformación 
geométrica que dicha imagen presenta; la imagen corregida, quedó ubicada 
entre las coordenadas 410,000 y 465,000 este y, 2,737,700 y 2,787,000 
norte, con un tamaño del pixel de 79m. 
Figura 13. Corrección geométrica de la escena Landsat MSS (4, 3, 2); de donde en la 
parte superior se localiza la imagen original y en la parte inferior la imagen corregida. 
CAPÍTULO IV 
C O N C L U S I O N E S Y R E C O M E N D A C I O N E S 
El procedimiento de clasificación digital recientemente desarrollado en 
el programa de cómputo TRIO, permitió integrar algunos criterios visuales de 
interpretación (tales como: forma, tamaño orientación, tono), con las 
propiedades numéricas de las imágenes digitales y arrojó niveles de 
precisión iguales (f>0.05) a los obtenidos empleando técnicas tradicionales 
de fotointerpretación. 
El tiempo estimado en la clasificación digital del área de estudio fue 
inferior (t>0.05) al requerido en la clasificación visual, siendo éste último, 
aproximadamente el doble del primero. Por su parte, al ser deducidos los 
costos operativos en función del tiempo estimado para cada procedimiento 
de clasificación, lógicamente los correspondientes al procedimiento de 
clasificación visual representaron el doble de los cotizados para el 
procedimiento de clasificación digital. 
El uso del procedimiento de clasificación digital, se sugiere en aquellos 
casos en los que se necesite obtener la información temática en el menor 
tiempo posible y que así mismo, se disponga del equipo de cómputo 
indispensable para el procesamiento de las imágenes. Por su parte, el 
procedimiento de clasificación visual es recomendable en aquellos casos en 
los que se disponga de más tiempo y de un presupuesto económico limitado. 
Sea cual sea el procedimiento que se utilice, es importante tener 
presente que éstas técnicas deben ser consideradas como simples 
herramientas complementarias en la evaluación de recursos, de las cuales 
no se deberá depender de manera exclusiva 
Los módulos incorporados al programa de cómputo TRIO (realce de 
contraste, clasificación no supervisada), hicieron posible la clasificación, 
cuantificación e interpretación de las clases deducidas, mientras que el 
módulo de corrección geométrica, brindó las facilidades para ubicar 
geográficamente en la imagen digital, los sitios de muestreo previamente 
establecidos en el área de estudio para su posterior verificación. / 
Durante el desarrollo de este trabajo de investigación, el programa de 
procesamiento de imágenes digitales TRIO, ha demostrado ser una útil 
herramienta en la investigación geográfica y de evaluación de recursos 
naturales, a nivel profesional y de bajos costos operativos. Ciertamente aún 
carece de opciones que para muchos investigadores resultan de gran 
utilidad (tales como: Indices de vegetación, análisis de componentes 
principales y otros criterios de clasificación), sin embargo es importante 
destacar, que este programa de cómputo se encuentra en sus etapas 
iniciales de desarrollo y que cada módulo que se va incorporando, se 
encuentra sustentado en las necesidades de investigación que 
continuamente se han ido prensentado y en las valiosas sugerencias 
brindadas por los usuarios. 
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Anexo 1. Matrices de confusión deducidas a partir de la clasificación digital 
realizada por un segundo intérprete; de donde a) corresponde a la 
matriz de confusión en la que se discriminaron hasta tres grados 
de cobertura aérea en matorral, y, b) corresponde a la fusión de 
las tres clases de coberturas de matorral. 
O ases Deducidas Total Aciertos % aciertos * acuerdos 
SD Aagr MatBB MatMD NatAD TME BE CA por ciase 
Reales 
SD 3 1 
j ' " " 1 " ' 
1 5 3 60.00% 0.086 ; 
Aagr í 10. 3 17 10 63.32% 0.293 
MatBD 1 1 1 3 1 33.33% : 0.052 , 
MatMD I 0 
[ r -
3 3 0 0.00% : 0.052 : 
MatAD : '' a 5 5 100.00% ; 0.005 
TME 2 ; 2 7 11 2 18.18% 0.190 i 
BE • 4 10 11 10 90.91%
 ; 0.190 
CA i 3 3 3 100.00% : 0.Ö52 
Total : 3 12 : 7 0 13 3 17 3 
Aciertos ¡ 3 i o ; i 0 5 2 10 3 
% aciertos 100.00% 8333% 14 29% a.ûo% 38.46% 66.67% 56.82%, 100.00% 
M acuerdos [ 0.052 ; 0.207 I 0.121 0.000 0.224 i Ö.052 0.293 0.052 
Fiabilidad media de Is clasificación: 58.6207 
Error s^ntfar del maestreo. 3.75086 Kaapa 0.50813 
51 ¿69 65.972 
b ) • a s e s 
Reales 
SD 
Aagr 
M a t o r r a l 
TME 
BE 
CA 
Total 
Aciertos 
14 aciertos 
% acuerdos 
SD 
Deducidas 
Aagr Matorral TME BE CA 
3 1 1 
I 10 : 7 
i ; io 
- r 2 2 \ 7 
1 10 
3 
i 3 12 20 ' 3 
3 10 ' 10 2 
17 J 
3 
í 100.00% 83 33% 50.00%l 66.67% 
í 0.352 0.207 : 0.345 1 0.052 
58.82% 
0.293 
100.00% 
Ò.052 
Total Aciertos % aciertos K acuerdos 
por d a s e 
5 3 6 0 . 0 0 % ; 0.0BS 
17 10 58.82% j 0.293 
11 11 100.00% í 0.190 
11 2 18.18% : 0.190 
11 10 90.91% ¡ 0.190 
3 3 100.00% 1 0.052 
58 
M 
FiabilkSad media de la clasificación: 
Error andar deI muestreo: 
intervalos fe confianza con un nrvel 
65.51724 
3 . 6 1 9 8 0 
58.4223 
Kappa 0 .5697 
72.6122 
SD, áreas desprovistas de vegetación, incluyendo caminos y áreas habitadas; Aagr, áreas 
destinadas a la agricultura; Matorral, vegetación característica del matorral espinoso 
tamaulipeco; MatAD, MatMD y MatBD, abundante, media y escasa cobertura aérea en la 
vegetación de matorral; TME, áreas de transición entre vegetación de matorral y bosque de 
encino; BE, bosque denso de encino; CA, cuerpos de agua. 
Anexo 2. Matrices de confusión deducidas a partir de la clasificación digital 
realizada por un tercer intérprete; de donde a) corresponde a la 
matriz de confusión en la que se discriminaron hasta tres grados 
de cobertura aérea en matorral, y, b) corresponde a la fusión de 
las tres clases de coberturas de matorral. 
a) Clases 
Reales SB Aagr MateD 
Dêdueid 
MatMO 
as 
MatAD TIME BE CA 
SO \ 2 ' 2 i I 1 
Aagr 1 12 ' 3 2 
MatBD [ " 1 . . . 1 1 1 I 
MatMÜ 
MatAD i » 1 ' 
; ? - -
1 
1 
1 3 
TWE I 2 3 6 
BE ; , 2 8 
CA i J i 3 
15 10 T«at j 2_ 
Äctert« 2 12 ' 1 3 
•4aciertos ! l00 00%_80.00%l50.CC% 30 00% 
* acuerdos r c"Ö34 """ 0.259 
42 86% 
0.Ö34 i 0 172 ^ 0.121 
14 '"1" 
3 ¡ 8 3 
SO.OO%Í57.14% 100.00% 
0.086"'T"0i24Tl"0 052 
Total Aciertes % aciertos S acuerdos 
por dase 
5 2 40.00% 0.086 : 
17 12 i 70 59% 0 293 ' 
: 3 1 33 33% 0.052 
: 4 3 • 75.00% 0.069 • 
; s 3 ; G0.00% ô œ ë 
: 11 3 27.27% 0.190 
: 10 8 : 80.00% 0.172 
, 3 3 100 00% Ô.Ô52 
58 
35 
Fistiíklad media de la clasificación. 60.3448 
Error estandar del rrmestreo: 3.72549 
de pntebiMai dei QSK 53.0429 y 67.647 
Kaopa 0.52 
• a s e s 
Redes SD Aagr M a t e o 
Deducidas 
MatM-AD TWE BE CA 
Total Aciertos H aciertos * acuerdos 
porctase 
SD 2 2 1 5 4 80.00% 0.066 
Aagr 12 5 17 10 52 94% 0.293 
MatBD 1 1 3 2 100.00% 0.052 
MatM-AD 1 8 9 3 33.33% 0.155 
TTSIE 2 3 6 11 6 45 45% 0.190 
BE 2 8 t" 10 a 8 0 0 0 % 0 172 
CA 3 3 3 100.00% 0 052 
Total 2 15 2 17 5 14 3 
Aciertas 2 12 8 3 8 3 
w aciertos 100.00% 80.00% 50.00% 47.06% 60.00% 57.14% 100.00% 
% acuerdos 0.034 0 259 0.034 0.293 0.086 0.241 0.062 
58 
37 
Fiabiiidad media ds la clasificación: 
Error est andar del muesireo 
63.7931 
3.66013 
56 £1925 f 70.967 
0.55 
Continúa 
C) C l a s e s 
R e a l e s SD A a g r 
D e d u c i d a s 
M a t o r r a l T M E BE CA 
Total aciertos % aciertos % 
por c lase 
acuerdos 
SD 2 2 1 
.. 
5 4 80.00% 0 . 0 8 6 
A a g r 12 5 I 
i 
i : 17 10 52.94% ! 0.293 ; 
M a t o r r a l ' ü 12 2 25.CO% 0.207 
T M E 2 ' 3 ! 6 11 
"10 
3 
^ E 
8 
3 
45.45% ^ 0.190 
BE 
CA 
V- . . 
¡ : 
2 8 
3 ; 
80.00% : 
1 0 0 . 0 0 % 
0.172 i 
0.052 
Total 2 1 15 r ï 9 ~ ~ 5 " " i T " 
. . . . 
58 
Aciertos 
% aciertos 
2 
100.00% 
12 11 ; 3 8 3 
80.00%l 57 89% :60.00%;57.14% 100.00%' 
3 9 
acuerdos 0.034 0 259 ^ 0.328 0.006 • 0.241 0.052 
Fiabitidad media de la dosificación. 67 .2414 Kaopa 0 . 5 9 
Error eslandar de/ muestreo: 3.57433 
Intervalos de confianza cop un nivel 
SD, áreas desprovistas de vegetación, incluyendo caminos y áreas habitadas; Aagr, áreas 
destinadas a la agricultura; Matorral, vegetación característica del matorral espinoso 
tamaulipeco; MatAD, MatMD y MatBD, abundante, media y escasa cobertura aérea en la 
vegetación de matorral; TME, áreas de transición entre vegetación de matorral y bosque de 
encino; BE, bosque denso de encino; CA, cuerpos de agua. 
Anexo 3. Relación de costos derivados del procedimiento de clasificación visual, 
a) Costos de tipo operativo 
Concepto Precio Unitario Cantidad Subtotal 
Fotografías aéreas $33.33 3 $99.99 
Papelería $75.00 1 $75.00 
1Salario asignado al intérprete 
por hora cíe trabajo $30.00 8.04 $241.20 
Total $416.19 
b) Costos de inversión inicial 
Concepto Precio Unitario Cantidad Subtotal 
2Planimetro digital 
Marca: Tamaya 
Modelo: Palnix 7 9,091.00 1 9,091.00 
Estereoscópio de espejos 
Modelo: 51118 
Unidades fócafes con 1.8x de aumento 
Ajuste interpupilar de 56 - 74mm. 
Armazón de aluminio $8,900.00 1 $8,900.00 
Total 17,991.00 
1 Sueldo promedio para personal técnico calificado en la región de Linares, N.L. ($4,800.°° 
mensual). 
2 Precios consultados en la revista Forestry suppliers, Inc. más el 30% de gastos de 
importación y envío. 
Los costos de inversión inicial, se refieren solamente a la adquisición del equipo mínimo 
indispensable, más no se consideran gastos fijos tales como : renta de local, servicios 
públicos ni de personal de apoyo. 
Anexo 4. Relación de costos derivados del procedimiento de clasificación 
digital. 
a) Costos de tipo operativo 
Concepto Precio Unitario Cantidad Subtotal 
Fotografías aéreas 
1Salario asignado al intérprete 
por hora de trabajo 
$33.33 
$30.00 
3 
3.96 
$99.99 
$118.80 
Total $218.79 
b) Costos de inversión inicial 
Concepto Precio Unitario Cantidad Subtotal 
2 PC Compaq Presaño 1600-XL 
Procesador: Intel Celereon 500Mhz 
Memoria Ram: 64 Mb. 
Capacidad disco duro: 6.0 Mb. 
Unidad de CD-ROM 
Fax Modem 56 Kbps 
Monitor: SVG/l 1024x760 $23,499.00 1 $23,499.00 
2 Escáner Mod: HP 5200C 
Cama plana resolución de 600 x 1200 dpi 
Puerto USB y paralelo $3,299.00 1 $3,299.00 
Programa de cómputo para procesamiento 
de imágenes TRIO. $5,000.00 1 $5,000.00 
Total $31,798.00 
1 Sueldo promedio de la región para personal técnico calificado ($4,800.°° mensual). 
2 Precios de lista de la empresa Office , en Monterrey, N.L. 
Anexo 5. Relación de superficies estimadas en los procedimientos de 
clasificación visual y digital respectivamente. 
a) Procedimiento de clasificación visual. 
Clases temáticas Identificadas Intérprete No 1 
StferfcaeenKrrf 
Intérprete No 2 
Si^DefTcieenKin2 
Intérprete No 3 
SijjerfcieenKm2 
Vegetación de matarel 6 . 1 3 5 . 8 9 5 . 9 0 
Areas de uso argrícda 6 . 9 9 5 2 8 6 . 3 5 
Area de tranadón entra matorral y bosque de enano 2 7 7 2 6 7 
Bosque de endno-pno 4 . 7 8 5 .35 7 . 9 9 
Suelos desnudos, áreas urbanas y caninos 1.81 3 5 3 2 1 0 
Cuerpos de agua 0 . 5 8 0 .51 0 . 5 6 
Superficie tota! de ia nicrocuenca 23.06 23.23 22.90 
b) Procedimiento de clasificación digital. 
Clases temáticas identificadas Intérprete Na 1 Intérprete No 2 Intérprete No 3 
Superficie en Krrf SqjerficieenKm2 Sn»f¡cáeeriKnf 
Vegetadón de metorrd 6 1 1 6 . 9 9 7 . 9 5 
Areas de uso argicda 6 1 4 .34 4 . 4 0 
Area de tranadón entre rretorra! y bosque efe enano 2 1 8 2 3 9 1 .85 
Bosque de enano-pino 6 1 9 5 . 8 3 6 4 6 
Áreas habitadas, caninos y suelo desnudo 1.9 2 9 9 1 .88 
Cuerpos de a^Ja 0 .65 0 . 6 0 0 . 5 9 
Superitete iota1 de la nicrocuenca 23 . 13 2 3 . 1 3 2 3 . 1 3 
Anexo 6. Código fuente de los módulos desarrollados e incluidos en el 
programa de cómputo TRIO. 
Módulo de refere nei ación 
geométrica 
void T M / W i n d o w : :C or r a t c ionGeom(RT Message) 
{ 
/ / Definición de variables 
0 
char M [ l 5 0 ] l 
• 
uns igned c h a r _ h u g e * B l m a R : 
• 
uns igned c h a r j i u g e ' N B u f f e r 
• 
HGLOBAL hglbR.hglbV: 
O 
doub le p rom_X2 prom_Y, prom_X3; 
• 
long doub le sum_YX2,sum..YX3,sum_X2X3,sum_X2; 
long doub le sum_Y, sum_X3; 
doub le sum_Ye.sum_X2c,sumJ<3c; 
doub le M _ l l , M_12, M_13, M_23. M_22, M_33; 
in t Npts, h. caso,ResPIX.ResPIY,Banda,PEnt.Ent, L imite, reg_el im; 
l ong Yr[9] ; 
l o n g X 2 i f 9 ] ; 
long X3 r [9 ] ; 
doub le <Map_Pi»,YMap_P¡x; 
doub le RMS_Un,RMS_Col ,L in_residual ,Col_residual ; 
doub le C_NW, C_SE , L_NW,L_SE, M axRM S: 
long Vert_SEX, Vert_SEY,Vert_NWX, Vert_NWY; 
l ong Col_x,Lin_y,o; 
l ong bytes_read,bytes_wr i te,N«wSi2e; 
doub le Col_est,Lin_est.NCol_est,NLin_est,RMS,Ajuste; 
long Pos_NDO; 
char lmageName[MAXPATH] ; 
char lnpu tTex t [3 ] ; 
HCURSOR h e u r 
s t rcpy ( lnpu tTex t , " l " ) ; 
it ( Ge tApp l i ca t ion( )>ExecDia log(new TlnputDialogCthis,"Corrección 
geográfica", 
" Indique el nivel de error m á x i m o pe rm i t i do en un idad de pixeles?", 
InputText . s izeof InputText ) ) == IOOK ) 
{ L i m i t e = atoi( lnputText) ;> 
else { r e t u r n ; } 
regrese: 
l*Leerdasde el archivo "temp.prn" la información almacenada después de 
establecer los punios de control en la imagen original.*/ 
i f s t ream read( " temp.pm") ; 
• 
o 
if ( I read) 
• 
{ M ess ageBox(H Window, "Error al in tentar abr i r archivo", " A V I S O " , 
MB_I CON S T O P ) ; } 
NptssO; 
wh i l e ( I read.eofQ) 
< 
read > > C o l ( N p t e ] » F i la lNpts ] » X _ m a p [ N p t s ] » Y_map[Npt$ ] : 
N p t s = N p t s + J ; 
> 
read.closeO; 
/ / Presentarlos puntos de control en un cuadro de diàlogo. 
D 
tor ( h = 0 ; h « N p t s ; h + + ) 
{ 
spr int f (CC."Co(- %d L in: %d X: % f d Y. % ! d \ n " , 
Co l [ h ] , ( n l i n F i l a [ h B , X _ m a p [ h ] , ¥ _ m a p [ h ] ) ; 
s t r ca t ( S T R . C Q ; 
} 
spr int f (CC,"%d PUNTOS DE CONTROL SIGNADOS", Npts ) ; 
MessageBox(HWindow.STR,CC,MB_ICON INFORMATION); 
O 
//"CONSTRUCCIÓN Di LOS MODELOS DE REGRESIÓN LINEAL 
MULTIPLE*""""" 
• 
/* En los siguientes dos casos: Yr se considera como una varialble 
dependiente de X2r y X3r en una regresión de/ tipo lineal múltiple, en el 
primer caso, la variable dependiente corresponderá a las columnas y en si 
.segundo a Untas de los puntos de control inicialmente asignados. 
En ambos casos se estiman los coeficientes correspondientes a cada 
modelo de regresión V 
O 
caso-O; 
O 
do { 
• 
i f (caso==0) 
• 
{ 
for <h=0 ;h<Npts ;h++) 
{ 
Yr [h]=Col(h] ; I I Col c o m o var iab le depend ien te 
X 2 r [ h ] = X _ m a p [ h l 
X3 r [h ]=Y_map [hJ 
} 
} / / C o l = B [ 0 ] + B[0JXMap + B [ 0 ] Y M a p 
i f ( c a s o = = l ) 
{ 
for ( h = 0 ; h < N p t s ;h++) 
< 
Yr [h]=Fi la [h} ; / / Fila como vanabts dependiente 
X2r[h]=X_map(bJ 1 ; 
X 3 r [ h > Y _ m a p ( h ] ; 
> 
i //Lin-BI 11 + B¡1/XMap +• B/ I ¡YMap 
sum_X2=0; sum_Y=0; sum_X3=0 ; 
sum_YX2 = 0; sum_YX3 = 0; sumJ<2X3 = 0; 
sum„Yc = 0 ; s u m _ X 2 c = 0 ; sum_X3c = O; 
for ( h»0 ;h<Np ts ;h++) 
¡ II suma de cuadrados de variables Y,X2yX3 
sum_Yc = ( pow ( ( d o y b l e ) Y r [ h ] , 2 ) ) + sum_Yc; 
sum_X2c = ( pow ( ( d o u b i e ) X 2 r [ h ] , 2 ) ) + sum_X2c, 
sum_X3c = ( pow ( ( d o u b i e ) X 3 r [ h ] , 2 ) ) + sum_X3c; 
I I suma úe productos YX2, YX3 y X2X3 
sum_YX2 = ( Y r [ h ] * X 2 r [ h ] ) + s u m _ Y X 2 ; 
sum_YX3 = ( Y r [ h ] * X 3 r [ h ] ) + s u m _ Y X 3 ; 
sum_X2X3 = ( X 2 r [ h ] * X 3 r ( n ] ) +sum_X2X3; 
/ / Sumatoria de variables Y. X2 y X 3 
sum_Y = Yr[h] + sum_Y; 
sum_X2 = XZr tn ] + sur ruX2; 
sum_X3 = X3r [h ] + sum_X3: 
I 
H promedio Y 
p rom_Y= (double) s u m _ Y / N p t s ; 
II promedio X2 
p rom_X2= (double) s u m _ X 2 / N p t s ; 
H promedio X3 
p r o m _ X 3 = (double) s u m _ X 3 / N p t s ; 
M J 1 = sum_Yc (Np ts * pow ( p r o m _ Y , 2 ) ) ; 
M_22 = sum_X2c ( N p t s * pow (p rom_X2,2 ) ) ; 
M_33 = s u m j < 3 c • ( N p t s * pov«( Rrcim_X3,2f t , 
M_12 = sum_YX2 - (Np ts * p rom_Y * prt>m_X2); 
M_13 = sum_YX3 • ( N p t s * p rom_Y * p r o m _ X 3 ); 
M_23 = sum_X2X3 ( N p t s * p r o m _ X 2 * p r o m _ / 3 ); 
II Estimación de coeficientes tíe regresión (bl.b2 y bS) 
b 2 [ c a s o ] = ( < M _ 1 2 * M _ 3 3 ) - ( M _ 1 3 * M _ 2 3 ) ) / 
( (M_22*M_33 ) - ( pow ( M J 2 3 . 2 ) ) ) ; 
° b3(caso] = ((M J 3*M_22)-(M_12*M_23)/ 
( ( M _ 2 2 * M _ 3 3 ) (pow ( M _ 2 3 , 2 ) ) ) ; 
• 
b l [ c a s o ] - p rom_Y • b2[casoJ*( p r c m j < 2 ) -
b3(caso ] * ( (doub le )p rom_X3) ; 
r.aso++; 
> whi le (caso < 2 ) ; 
/ / cálculo del error medio cuadratico (RMS) 
o fs t ream wr i t e f t es t . t x t " , los:: app); 
if(! w r i t e ) 
{ M ess age Box(HWindow, "Error al in tentar abr i r archivo' , 
T R E C A U C I O N " , M B J C C N S T O P ) ; 
return; 
> 
wr i te « " C = " « b l ( 0 ] « " + " « b 2 [ 0 ] « " X + ' « b 3 ( 0 ] « V « ' \ n"; 
wr i te « " L - " « b l [ l ] « " + " « f c 2 [ 1 ]<«;^<+"c<b3[ 1 ] « V « « " \ n"¡ 
w r t e . c l ose ( ) ; 
for ( h = 0 ; h < N p t s ; h + + ) 
• 
{ 
• 
C o L e s t = b l f O ] + (b2 [0 i *X_map(h I> + ( b 3 [ 0 r Y j n a p [ h ] ) ; 
C o L r e s i d L a l » p o w ( (Co l [h ] • Col_est ) ,2 ); 
F?MS_Col = RMS_Col • sqr t ( C o l / e s i d u a l ) ; 
L in_est = b l [ l ] + ( b 2 [ i p L m a p I h ] ) + ( b 3 t l l * Y _ m a p [ h ] ) ; 
• 
L i n . r e s i d u a l = p o w ( (F i fa [h ] L in_est ) ,2 ): 
• 
RMS_Lrn = R M S J J n • s q r t (L in_res idua l ) ; 
RMS = RMS + sqr t (C&l_res idua l+L in_res idua l ) ; C 
if ( sq r t (Co l_ res idua l+L in_ res idua l ) > M a x R M S ) 
{ 
• 
MaxRMS=sq r t (Co l_ res i dua l+L ln_ res i dua l ) ; 
Reg_e l im=h ; 
• 
} 
} 
RMS_Co l = R M S _ C o l / N p t s ; 
R M S _ U n = R M S _ L i n / N p t s ; 
RMS = R M S / N p t s ; 
/ / Cuadre de dialogo Que muestra el promedio del RUS 
• 
Mes s a ge Box(H W i ndow, M ,"l n f o r m ac i ón", M B_IC ONIN FORM ATI ON); 
s p n n t f ( M , " Error en C o l u m n a s : % 0 2 f \ n Error en Lineas : % 0 2 f \ n 
E r ro r m e d i o (RMS): % 0 2 T , RMS_Col ,RMS_Lin,RMS); 
i f ( MessageBox(HWindow,M, "Eva luac ión de los mode los de 
regres ión ' . MB_ ICONINFORMATION|MB_YESNO)== IDYES) 
• 
< 
• 
/ 4 S el error permitido es superior al error estimado entonces se 
elimina el registro con el valor residual mas alto y se calculan de 
nuevo otros modelos de regresión V 
if ( R M S > L i m i t e ) 
• 
{ O 
if ( M e s s a g e B o x ( H W i n d o w , ' EL er ror med io es t imado es super io r 
ai e r ror p e r m i t i d o \ n Desea e l i m i n a r el reg is t ro con el valor 
res idual m a s elevado y genera r o t ro m o d e l o de regresión?", 
• 
•ADVERTENCIA' , M B J C O N Q U E S T I O N |MB_YESNO)==IDYES) 
o fs t ream w r ( " t í m p . p m " ) ; ü 
if ( !wr) 
G 
( M es sage Box(HWindow, "Error al in tentar abr i r archivo" 
" A V I S O - , MB_I CON STOP); 
} 
for ( h = 0 ; h < N p t s ; h + + ) 
{ 
i f (h !ereg_el im) 
< 
w r « C o l [ h ] < < " " « < F i l a ( h ] « ' "; 
w r « X _ m a p [ h ] « ' ' « Y _ m a p [ h ] « A n * ; 
> ü 
} 
• 
w r d o s e O ; 
• 
goto regrese; 
• 
> 
• 
else ( MessageBox(HWindow, "Favor de referenciar nuevamen te los 
puntos de control", " A T E N C I O N " , M 8 J C O N S T O P ) ; 
return; 
• 
} 
• 
• 
/ / Cuadro de diàlogo que solicita el nombre del arcMvo d e saf/da 
if (GetApp l ica{ ion( ) ->ExecDia log(new TF i leD ia log 
( th is . SD_FILESAVE,s t rcpy( lmageName, " cad - ) ) ) = = IDOK ) 
{ 
/ / Coordenadas de vértie superior izquierdo (NW) 
sp rmt f (T ransíe r Ve rt I c e N W. V_NWX , "405000" ) ; 
sp r i n t i (T ra nsf e rVe r t i ce N W. V_N WY. " 2 7 8 7 0 0 0 " ) ; 
/ / Coordenadas de vértie interior derecho (S£) 
• 
s p r i n t i (T rarisfe r Vertí ce NW. V_S EX, "465000" ) ; 
• 
sp r i n t f (T rans fe rVe r t i ceNW.V_SEY, "2725000 " ) ; 
/ / Tamaño del pixel de salida • 
s t repy (T ra nsferVe rt I c e N W. V_Res Pi x, "60"); 
• 
st repy (T ra nsferVe rt i c e N W. V_ Res Pi y, "60"); 
/ / Cuadro de diàlogo que solicita entrada de datos 
• 
if( Ge tApp l i ca t i on ( ) ->ExecD ia log (new T V e r t i c e N W D i a l o g 
( th is , VERTICE_NW))==IDOK> 
• 
{ 
• 
Vert_NWX = a t o l ( T r a n s f e r V e r t i c * N W V . N W X ) ; 
• 
Ver t .NWY - atOl(Tra nsferVe r t i c e N W . V J W Y ) ; 
• 
VerLSEX = a to l (T rans fe rVer t i ceNW.V.SCX) ; 
• 
Vert_SEY = a to l (Trans ferVer t i ceNW.V_SEY) ; 
Res PIX - a to i (Trans ferVer t i ceNW.V_ResPix ) ; 
ResPlY = a to i (TransferVer t iceNW.V_FtesPiy) ; 
C_NW » b l { 0 ] t ( b 2 [ O f V 4 r t _ N W X ) + ( b 3 [ 0 f V e r t _ N W Y ) -
C_SE = b 1 [ 0 ] + ( b 2 [O]* Ve rt_S EX) +• (b3[0J*Ver t_SEY) ; 
NCol_est = fabs(C_NW C_SE); 
PEnt = ( i n t ) N C o L e s t ; 
if( (NCol_est • PEnt ) > 0 . 5 ) 
i 
N C o L e s t = P E r i U 1 ;}el s e{ N C o L e s t = P E n t ; 
• 
• 
En t= ( in t )NCol_es t /4 ; / / a j u s t a r ncoi a mu l t i p l o de 4 
A j u s t e - ( (doubl e)NCol_est / 4 ) - Ent; 
i l (A |uste !=0) 
< 
do { 
NCoLes t = NCo l_es t+ l ; 
En t= Ont) N C o L e s t / 4 ; 
Ajuste = ( (doubl e) NCo l_es t /d ) • Ent; 
}whi le (Ajuste! =0) ; 
L_NW = b 1 [ 1 ]+(b2 [ 1 ]* Vert_N WX) •»- (b3[l]*Vert_NWY); L_SE = b 1 [1]+(b2i 1]* Vert_S£X) * (b3[l rVert_SEY); 
NUn_es t =fabs( L_NW • L_SE); 
PEnt = { i n t ) NLln_est; 
j f( (double) (NLin_est - PEnt ) > 0 . 5 ) 
{ 
N Li n_es t=PEn t+ l ;>else{N L in_est=PEnt ; 
} 
spr in t f (M, "Carac ter is t i cas de la imagen que sera cor reg ida: 
\ nCo lumnas : % d \nL ineas : % d XnVértice (NW) \nNor te : % l d 
Oeste: % l d VnTamafto de pixel : %d", ( int)NCol_est ,NLin_est , 
Vert_NWX, Vert_NWY,ResPIX); 
M ess ageBox(H Wi ndow, M, "I N F O R M A C I O N " , 
M B J C O N INFORMATION); 
NewSize = N C o L e s t » NLin_est; 
Banda=0 ; 
do{ 
p un to=s t r toK( F11 eN a me, ". •); 
i » ( B a n d a = = 0 K s t r c a t ( p u n t o , " . l ' ) ; } 
if ( B i n d 3 = = l M s t r c a t ( p u n t o ; 2 " ) : } 
it ( e a n û a = = 2 M s t rcat (punto , " .3" ) ; } 
it ( B a n 0 a = = 3 M s t rca t (punto , " .4 " ) ; } 
s t rcpy(F i leName. punto) ; 
f r = open(Fi1eName.O_RDONLY); 
if ( f r = = - l ) 
< 
M ess ageBox(HWi ndow, "Ha ocurr ido un fal lo al in tentar 
leer archivos fuente", " E R R O R', MBJCONSTOP) ; 
retum; 
} 
/ / se asigna memor ia paia lee' archi vos de orígien 
hglbV = Global Al loc(G H ND,(DWORD)NewSi2e); 
NBuffer - (uns igned char _huge*)GlobalLock(hglbV); 
hglbR = GlobalAl loc(GHND,(DWORD)Pixet tot) ; 
B lmaR » (uns igned char J i uge * )G ioba l l ock (hg lbR) ; 
if « B l m a R = - N U L L ) l | ( N B u f f e f = = N U L l ) ) 
< 
MessageBox (HWindow,"No hay m e m o n a disponible", 
"ADVERTENCIA", M B J C O N EXCLAMATION); 
return; 
bytes_read - _hread( f r , B lmaR, Pixel to t ) ; 
O 
i f ( b y t e s _ r e a d « - 1 ) 
Q 
{ 
• 
spr in t f (M,"Banda % d no encont rada" ,Banüa+1) ; 
MessageBox(HWindow, M,"A T E N C I O N " , 
M B J C O N S TOP); 
• 
re tum; 
• 
} 
• 
D 
/ / Newsiie resulta ser el total de pixeles de la imagen por 
corregir • 
fo r (o=0 ;o<NewSize ;o++) 
< 
/ / coordenadas en columna y /Mea 
Lin_y = (o / NCoLes t ) ; 
Col_x = o • (NCoLes t *L in_y) ; 
Lm_y = NLin_est L i n . y ; 
• 
• 
/'Se esOman las coordenadas UTM(XY) para cada pixel de Ia 
imagen por corregir, tomando como referencia el vértice (NW) 
y el fama/So asignado al pixel de salida. V 
XMap_Pix = Vert_NWX + ( Coljt * ResPIX); 
YMap_Pix = Vert_NWY • ( L i n _ y * ResPlY); O 
/* Se estima la posición en columnas y líneas que serán 
usadas para localizar los ND de la imagen original */ 
O 
C o L » s t = b l [ 0 ] + (b2 [0 ] *XMap_P ix ) * ( b 3 f 0 f Y M a p ^ P i x ) ; 
O 
//busca el valor entero mas próximo en columnas 
• 
PEnt = ( int) CoLest ; 
¡f( ( d o u b l e X C o L e s t • PEnt ) > 0 5 ) 
• 
{ 
Col_esU=PEnt+l : 
} el se( CoLes t = PEnt;} 
Lin_est = b l [ l ] + { b 2 ( l } * X M a p J > i x ) + (b3[ lJ" ,YMap_P¡x) ; 
//busca el valor entero mas prtmmo en lineas 
PEnt = ( in t ) Lin_est; 
if( (doub leXL in_es t • PEnt) > 0.5 ) 
{ 
L i ruest = PEnt+1; 
}else{ Lin_est = PEn t ; } 
• 
/ / Se estima la posición del pixel cuyo ND seré colocado en 
imagen corregida 
Pos_ND0 = (Lin_est • n c o l ) + Co l_es t 
/* S las coordenadas (col. lin) estimadas se encuentran 
dentro del rango-delinido por el tamaño origina/ de ¡a imagen, 
entonces con estas coordenadas estimadas, se busca el ND 
del pixel ubicado en la imagen - original y se colaca er) la 
posición correspondiente la imagen corregida */ 
¡f < ( (Co l_es t>=0)&&(CoLes t<ncó l ) ) & & 
((Li n _ e s t > - 0 ) & & ( Li n_est< ni I n ) ) ) 
• { 
• 
NBuf fe r [o ] = (unsigned i n t )B lmaR[Po$ N D O l 
• ) 
/ / En caso cont rar io el ND se iguala a 0 (negro) 
else { N8uf fe r [o ] - 0 ; } 
/ / Prepara el nombre de'archivo que guardaré la imagen 
corregida 
pun to = st r tokOmageName," . - ) ; 
if (Sanda==0)¿ s t r ca t (pun to , " . I " ) ; } / / p a r a banda 1 
if ( S a n d a = = l X strcat(punto,"2"),} / / p a r a banda 2 
if ( B a n d 3 = » 2 ) { s ! rcat (punto, " .3" ) ; } / / p a r a banda 3 
if ( B a n d a = = 3 ) {s t rca t (pun to , " .40 ; } / / p a r a banda 4 
s t repy( lmageName, punto) ; 
spr in t f (M,*Oesea correg. r banda # %d", B a n d a * 1); 
if (MessageBox(HWinOow, M, 'ATENCION; 
MBJCONQUESTIONfMB_YESNO)=»IDYES) 
• 
í 
• 
fv = open( I m age N ame,0_CR EAT10_EXC L, SJWRIT E); 
• 
i t ( f v = = - l ) 
• 
{ 
If (MessageBox(HWindow, 'Archivo ya ex is te \ n 
¿ Desea sobreescr ib i r lo T, " A T E N C I O N " . 
MBJCONQUESTION |MB_YESNO)==IDYES); 
{ 
} e l se {w«NL in_es t ; } 
w«"0001"; 
• 
if (NCol_es t<1000) 
< 
w « " 0 " « N C o l _est; 
}el se{w e<N Col_es t;} 
• 
« « " V n " ; 
• 
w « R e s P I X < « " " « R e s P I Y « " " « V e r t . N W X « " " « V e r t J W Y : 
• 
Message6o*(HWindow,"Bandas co r reg idas ex i tosamente" . 
" A T E N C I O N " , MBJCONINFORMATION) ; 
c ierra cuadro de d ia logo de en t rada de los ver t ices NW y SE 
} / / cierra cuadro de d ia logo para salvar arhivos 
} / / c ierra c u a d r o de d ia logo donde se evalúa el m o d e l o de regres ión 
> 
fv = _open( lm age Ñame, 
0_CREAT|0_TRUNC|0_RDWR): 
} else { re tum; } 
• 
} 
• 
• 
by tes_wr i te =_hwr i te ( fv ,N6uf fe r ,NewSize) ; 
• 
if ( by tes_wr i t e«= 1) 
< 
MessageBox(HWindow, "Ka ocurr ido u n error al 
i n t en ta r escr ib i r el archivo", " A T E N C I O N " 
MBJCONSTOP) ; 
O 
re tum; 
> • c 
ctose(fr) ; o 
Global Unlock(hglbR); GlobalFree(hgtbR); 
close(fv); 
GlobalUnlock(hg lbV) ; GlobalFree(hglbV); 
}else 
< 
Global Unlock(hglbR); Global Free(hglbR); 
Global Unlock(hglbY); Global Free(hglbV); 
close(fv); 
re tum; 
} 
SetCursor(hcur) ; 
Banda++; 
> wh i l e (Banda<3) ; 
/ / Crea los archivos de atribuios de la imagen corregida 
pun to = s t r t ok ( lmage Narre,"."); 
st rea t (pun to," ca d"); 
s t r cpyJ lmageName, punto) ; 
o fs t ream w ( l m age Ñame) ; 
w « T ; 
fo r (h«=0 ;h<78 ; h * + ) {w <«".";} w«TD001"; 
if ( N L i n _ e s t < 1 0 0 0 ) 
< 
w « " 0 " « N Li n_est; 
Módulo de clasificación no 
supervisada 
/ / Esta función se ejecuta al seleccionarla opción de menú 'Clasificar 
imagen' voi d T M yWi n d ow: :C I as if N Superv(RTMassage) 
• 
{ 
II Definición de variables 
D 
uns igned int R a ngo_cl a ss, Max, nclass, clase; 
• 
uns igned char m; 
• 
uns igned long Sizelmage.o; 
• 
HANDLE hloc, hlocBF; 
BITMAPINFO *B i tmap ln fo ; 
BITMAPFILEHEADER "B i tmapF i leH; 
HCl/RSOR hcur; 
uns igned c h a r _ h u g e * B l m a R ; 
uns igned char _huge •Bu f fe r ; 
HGLOBAL hglbR, hglb: 
double peto; 
char l npu tTex t [3 ] ,M(25 ] , S [950 ] ; 
unsigned int Az,Ver,Roj,col; 
int fa,l, Msg, Msg2; 
II Paleta de colores 
RGBQUAD argbq[ ] = 
{ 
0 
{191, 15, 19}, {255. 23 , 23}, {252 , 95 , 41}, { 2 5 1 , 126, 2}. 
• 
{ 254 ,156 . 86} . {251 ,193 , 40}, { 255 ,255 , 0}, { 154 , 255 , 2}, 
O 
{ 0 , 2 5 5 , O }, { 24 , 254,156} , { 0, 254,254} , { 9 , 175, 255} , 
{ 0, O, 255 } , { 14, O, 136}, { 1 6 8 , 3 2 , 1 5 7 } , { 9 4 , 23 . 29}. 
{ 0, 0, 0}, {155, 38,105}, {112. 3. 6}, { 34 , 70. 94}, 
{ 64, 64 , 64,}, (128 ,128 ,128} , {255 ,255 ,255} , { 0, 0. 0}, 
Y, 
II Cuadro de diálogo que solicita el número de categorías a discriminar de 
la imagen H 
st re py( InputText , " " ) ; 0 
do{ 
D 
if (GetAppl icat ion() ->ExecDia log(new T inputD ia log 
(this,"Clasi f icación No Supervisada", "Numero de clases 
deseadas ? (2 2 0 ) " , InputText, sizeof InputText)) = = IDOK ) 
Q 
{ 
nclass = ato i ( lnputText) ; 
} 
• 
else { r e t u m ; } O 
} whi le( (nc lass>30)1 | ( n c l a s s < l ) ) ; 
• 
/ / Se estima el rango por clase 
Rango_class = 2 5 6 / n c l a s s ; 
Max = 2 5 5 ; 
/ / cuadro de diálogo quo indica el número de ciases y u correspondiente 
rango. II 
spr lnt f (M,"clases: % d Rango por clase: «&d",nclass,Rango_dass); 
MessageBox (HWindow, M, "INFORMACION", 
M BJCON EXCLAMATION); 
I/construcción de los intervalos de clases 
for ( ¡=0; ¡<nc lass ; i++) 
< 
R_Max[ i ]=Max: 
R_Min( i ]=R_Max[ i ] Rango_dass; 
Max = R_Min[ i) ; 
} 
R_Min [nc lass - l ] - O; 
Use presentan los intervalos de clase en un cuadio da diálogo 
sprintf(S," \n",2); 
sprintf(M,"Clase Mín imo M á x i m o \ n " , ( i+ l ) ,R_Mln[ i ] ,R_Max[ i ] ) ; 
strcat(S.M); 
f o r ( i = 0 ; i < n d a s s ; i + + ) 
< 
sp r i n t t (M , "%d % d % d \ n " ,( i - i - l ) ,R_Min[ i ] ,R_Max[iD; 
strcat(S,M); 
} 
MessageBox (HWindow,S,"Clases obtenidas", 
MBJCONINFORMATION); 
I I Pregunta si se desea dividir el rango de alguna clase 
Msg = MessageBox (HWindow,"Desea d iv id i r el rango de alguna 
clase r ," INFORMACION", MBJCONEXCLAMATIONI 
M B_Y ES NOCAN CE L); 
• 
if (Msg«=IOYES) 
• 
ATRAS: 
IIindicar el número de la clase que se le modificaré el rango 
strcpy( lnputText , " " ) ; 
do{ 
• 
if (GetAppl icat ion() :»ExecDia log(new T lnputDia log( th is , " División 
de una clase", " Indique la clase que desea dividir", InputText , 
si2eof InputText)) = = I D O K ) 
• 
{ clase = ato i ( lnputText) ; } 
• 
else { r e t u m ; } 
• 
} whi le (( c1ase>nclass)| | ( c l ase< l ) ) ; 
• 
Use incrementa una clase mas 
nclas5++; 
1=0; 
for ( i=0; ¡ «nclass ; i++) 
{ 
if ( i>=c lase) 
{ 
R_Max[nc lass l ] = R_Max [ (nc lass l ) - l ] ; 
R_Min[nclass-l ] = R _ M i n [ ( n c l a s s l ) l ] ; 
1=1 + 1; 
} 
} 
Rango_class= «R_Max[c lase] • R_Min[eiase]) /2>; 
R_Max[dase] = R_Max(clase]; 
R_Mm[c!ast ] = R_Maxlclase>Rango_clas5-, 
R_Max[cl ase+1] = R_Min[clase]; 
R_Min [c lase+ l ] - R_Max [c lase+ l ] Rango_class; 
R_Mln[nclass 1} = 0; 
spr ln t f (S , " \n" ,2 ) ; 
spr int f (M," Clase M i n i m o Max imo\n " ,33 ) ; 
strcat(S,M); 
for ( i ^D; i<nc lass ; i++) 
{ 
spr int f (M," %d % d % d \ n " ,(i + l ) ,R_Min[ i ] ,R_Max[¡D; 
strcat(S,M); 
} 
spr in t f (M, " \n \n¿ Desea d iv id i r a lguna otra clase T ,37 ) ; 
strcat(S.M); 
Msg2 = MessageBox (HWindow,S, '" Información de las clases 
obtenidas", MBJCONQUESTiON|MB_YESNOCANCEL) ; 
if (Msg2==IDYES){ goto ATRAS; } 
i f (Msg2==IDCANCEL){ retum;} 
} 
if (Msg-»IDCANCEL){ re tum;} 
/ / se prepara para leer el archivo con ios ND dele imagen 
0 
fr - 0pen(FileName1O_R DONLY); 
• 
if ( f r = = - l ) 
M es sage Box{ H W indow, "Ha o c u r r i d o un error", "E R R O R", 
M B J C O N S T O P ) ; 
r e t u m ; 
} 
/ / pixels totales de la imagen i 
S ize I m a g e = ( uns i gned I ong)n l i n ' n c o l ; 
/ / s e asigna memoria a la variable que leerá la imagen 
hg lbR = Globa lA l loc(GHNO,(DWORD)Pixe l to t ) ; 
B l m a R = (uns igned char _huge*)GlobalLocK(hg lbR) ; 
h g l b = G loba lA l loc (GHND,(DWORD)Pixe l to t ) ; 
Buf fe r = (uns igned char J i u g e * ) G l o b a l L o c k ( h g l b ) ; 
if ( ( B l m a R - - N U l l ) l | ( Buffe r = = N U L L ) ) 
< 
MessageBox (HWindow, "No hay m e m o r i a d isponib le ' , 
•ADVERTENCIA", MB_I CON EXCLAMATION); 
• 
re turn ; 
J 
} 
U Se procede a la lectura de la imagen y se almacena an la variable 
BimaR// 
_h rea d(f r, BI m a R, P ix e I tot); 
DragOC=GetDC(HW¡ ndow) ; 
/ / Se examina cada pixel de la imagen para determinar en que categoría 
qu eda clasificada.// • 
f c r ( i = 0 ; i < n l i n ; ¡ + - 0 
• 
{ for ( |=0 ; j<nco l ; j + - * ) 
• 
( f o r ( m * 0 ; m < n c l a s s : m + + ) 
{ |f ( { B I m a R[ i ' n c o l + j ] > = R _ M in [m] ) & & 
( B l m a R [ i * n c o l + j ] < = R _ M a x ( m J ) ) 
{ SetPixe l (DragDC, j ,n l in- i , PALETTERGB 
( a r g b q ( m ] r g b R e d , a r g b q ( m } rgbGreen, 
a r g b q [ m ] rgbBlue)) ; 
• 
//Construcción del mapa de clases 
Q 
But fer ( ( i *nco! )+ j ] = m; 
//Contéo de pixeles por clase 
C o u n t ( m ] = C o u n t [ m ] + l ; 
go to CAMBIO; 
}//if 
} / / torm 
CAMBIO: 
( //fotJ 
) / / f o r i 
c ióse ( f r ) ; 
ReleaseDC(HWi ndow,DragDC) ; 
S e t C u r s o r ( h c j r ) ; 
/ / Se guarda el mapa de clasificación en un archivo gráf ico formato Bitmap 
if (Ge tApp l i ca t i onO>ExecD i3 l og (new TFi leDia log 
( th is , SD_FILESAVE.s t rcpy(BmpName, •* .bmp")) ) IDOK ) 
{ 
hcur = SetCu rsor( Load Cu rs o r( N U L L, IDC_WAIT)); 
/ / crear estructuras para bitmap 
/ / estructura BitmapfíleHeader 
• 
h locBF = Loca lA l l cc (LW£M_2£RO;N IT | LMEM_MOVEA8LE, 
S i zeof (B IT M A P FlLEHEADER) 
• 
Bl tmapF i l eH = (PBITMAPFILEHEAOER) Local LoeK(hlocBF); 
B i tmapFí leH-»b fType = 19778 ; 
B i tmapF i leH->b fS ize = S i z e l m a g e + 5 4 + 1 0 2 4 ; 
B i tm apF I le H->bf Rese rved ! = 0 ; 
B i tmapF i leH-»b fReserved2 = 0 ; 
B i t m a p F i l e H > b f O f f 8 i t s = 1078 ; 
//estructura BitmaflnfoHeader 
hloc - Loca lA l loc(LMEM_ZEROINIT | L M E M _ M 0 V E A 8 L E, 
s izeo f (B ITMAPINFOHEADER) + (s izeo f (PGBQUAD) • 2 5 6 ) ) ; 
B i t m a p l n f o = (PB ITMAPINFO) Local Loek(h loe) ; 
B i tmap ln fo ->bmiHeader .b ¡S ize = 4 0 , 
S r (map ln fo -»bm iHeade r .b iW id th •= P ixe lWid th ; 
B i tmap ln fo > b m i H e a d e r . b i H e i g h t = P ixetHeight ; 
B i tmap ln fo ->bmiHeader .S iP íanes = 1; 
B i tmap ln fo > b m i H e a d e r . b ¡ B i t C o u n t = 8 ; 
B i t m a p l n f o - > b m i H e a d e r . b i C o m p r e s s i o n = B L R G B ; 
B i tmap ln fo > b m i H e a d e r . b i S i z e l m a g e = S i ze lmage ; 
B i tmap l n fo ->bmiHeader .b lXPe lsPerMete r » 0; 
B i tmap ln fo ->bmiHeade r .b iYPe lsPe rMe te r = 0 ; 
B i tmap ln fo -»bm iHeade r .b iC l rUsed = 256 ; 
B i f r nap ln fo ->bmi Heade r b i C I r l m p o r t a n t - nel as s; 
for ( i = 0 ; i < n d a s s ; i + + ) 
{ 
B i t m a p l n t o - > b m i C o l o r s ( i j r g b B l u e = a r g b q p ] r g b B l u e ; 
B i t m a p l n f o - > b m l C o l o r s [ i ] rgbGreen = a rgbq [ i ] . rgbGreen; 
B i t m a p l n f o > b m i C o l o r s ( i ] r g b R e d = a rgbq [ i ] . r gbRed ; 
B i t m a p l n f o - » b m ¡ C o l o r s ( i ] r g b R e s e r v e d = 0; 
} 
for ( i = n c l a s s ; i < 2 5 5 ; ¡ + + ) 
< 
B i t m a p l n f o >bm iCo lo r s [ i ] , rgbB lue = 0; 
B i tmap ln fo ->bmiCo lo rs [ i ] . rgbGreen = 0; 
B i t m a p l n f o > b m i C o l o r s [ i ] rgbRed = 0 ; 
B i tmap ln fo ->bmiCo lo rs [ i ] . rgbReserved = 0 ; 
) 
fa = o p e n ( B m p N a m e , 0 _ W R O N L V | 0 _ C R E A T | 0 _ E X C L . S J W R l T E ) ; 
jf ( f a = = - l ) 
if (Me$sageBox(HWindow. "El archivo y a ex is te \ n D e s e a 
sobreescr ib i r l oV I N FORMACION - , M B J C O N Q U E S T I O N 
| M B _ Y E S N O ) = I D Y E S ) 
{ 
ta = open (BmpName,0_WRONLY|0_CREAT |0_TRUNC,S_ IWFt lTE) ; 
• 
if ( f a = = 1) 
< 
MessageBox(HWindow, "Ha o c u r r i d o un error","E R R O R", 
M B J C O N S T O P ) ; 
re tum; 
} 
} 
//Almacenar en el archivo las estructuras que componen un Bitmap 
_wr i te ( fa ,B¡ tmapFi leH.14) ; 
_write<fa, B i tmap ln fo , 1064 ) ; 
//Almacenarla información del bitmap (bits) 
_hwr i te( f a ,Buf fe r ,P ixe l to t ) ; 
//Liberar memoria de variables 
: 
cióse (fa); ü 
LocalUnlocK(hloc) ; Local Free(hloc); 
D 
Local Un lock(h locBF) : LocalFree(h locBF); 
G loba lUn lock(hg lbR) ; G loba lFree(hg lbK) ; 
G loba lUn lock(hg lb) ; Global Free(hglb) ; 
//crear archivo de con información relativa a la clasificación 
p u n t o = s t r t o k ( B m p N a m e , " " ) ; 
s t r ca t (pun to , " . daÓ; 
s t r c p y ( B m p N a m e , punto) : 
o f s l r e a m c rea r (Bmp iVame) ; 
i t ( !c rear ) 
< 
MessageBox (HWindow, 'Ha o c u r r i d o un e r ro r " ; E R R O R 
M S J C O N S T O P ) ; 
retum; 
• 
} 
O 
crear « R e s _ X « " " « R e s . Y « - • « V e r t _ W « " - « V e r t _ N « ^ , n " 
• 
l o r ( i = 0 ; i < n c l a s s ; i + + ) 
• 
{ 
p c t o = { d ou b I eXCou n t [ i ] * 1 0 0 ) / Pixel tot ; 
gcv t (pc to ,5 ,M) ; 
crear «(h-1)«" * 
c rea r < < " C l a s e ' « ( i + l > « : < " 
c rea r « C o u n t [ i ] < < - " ; / / Contador de Pixels 
c rea r « M < « = " : 
c r e a r < < a r g ü q ( i ¡ r g t o R e d ' l ) « " i 
c rear « ( a r g b q [ i j r g b G r e e n * ] ) « * 
c r e a r « ( a r g b q [ i ] r g b B l u e * l ) < < " " ; 
• 
c rea r « ( u n s i g n e d i n t ) R _ M a x [ i J « * » 
c rea r « { u n s i g n e d i n t ) R _ M i n [ i ] « ' 
c rea r « " S / C « " \ n " ; 
• 
} 
• 
crear , el ose(); 
Se tCurso r (hcu r ) ; 
¡ / / c u a d r o de d iá logo de sa lvar 
) 
Mòdulo de ajuste lineal de 
contraste 
vo id TMyWlndow: :GelPic tureDatä{ in t fq , HANDLE Bi tsHandle, long 
Si tsByteSize) 
• 
( 
/ / definition de variai/es 
n 
uns igned char_h i /ge* Bits; c 
l ong Bytes; 
unsigned int Max, Min, NO, m, x,Nv; 
unsigned long h 
unsigned int NV[255] ; 
long F ;ec [255J 
int aviso, m m ; 
HCURSOR hcun 
f i cu r = SelC u rs or(Lo adCu rsor(N UL L, IDC.WAIT)); 
/ / Se asigna memoria a la variable en la que se leerán los valeres 
originales de la imagen (Bits) o 
Bits = (uns igned char_huge*)Globa lLock(B i tsHandle) ; 
• 
i t (B i t s==NULL) O 
< o 
MessageBox (HWindow. 'Fal lo de m e m o r i a V E R R O R", 
MBJCONSTOP) ; 
• 
return; 
} 
/ / Se procede a la lectura de la imagen 
Bytes = _hreaü(fq, (LPSTR)Bi ts,Bi tsSyteSize); 
• 
if (By tes==-1 ) 
O 
< 
MessageBox(HWindow,"Ha ocurr ido u n error a! intentar leer la 
¡mágen*, " E R R O R " M B J C O N S T O P ) ; 
return; 
> 
cióse ( tq) : 
SetCursor(hcur) ; 
/ / Cuadio de diálogo en el que se interroga al usuario si desea efectuar un 
3 juste de expansión de confrasfe. 
aviso = M es s age BoxfHWindow, "Desea api icar algún ajuste de 
Contraste en esta imagen r , " A T E N C I O N 
", M B_lCONQUESTION | MB_VESNO); 
• 
0 
if ( av l so»= lDNO) { GlobalUnlock( BitsHandle); 
Invai ida teRect (HWindow.NULL,TRU E);} 
• 
if (av iso==IDYES) 
( • 
• 
GetAppl ica t ionO >ExecOialog(new TContrastDialogf th is, 
CONTRASTE, ] ) ) . 
i f (Tra nsfe fCon t ras t. P_ExpLm = T R U E) 
í 
/ / cuadro de dialogo en el que se solicitan entrada de datos. 
GetApp l i ca t i on ( )>ExecD ia log (new TCont rast2Dia log( th is 
CONTRASTE_2)); 
• 
h c u r = SetCursor<LoadCursor(NULL, IDC_WAIT)); 
Max = atoi(TransferContrast2.V_Max); 
Min = atoi(TransferContrast2.V_Min); o 
for (h=0;h<Pixe(tot ;h+-f) 
• 
{ 
/ / NO corresponde a el valoi original de cada phet de ia imagen 
NC-B¡ ts th ] : 
/ / Se aplica ecuación de expansión lineal de contraste 
Nv = double(double(ND - M in ) /doub le (Max Mm)) *255 ; 
• 
If (Nv»255X N v = 2 5 5 ; } 
• 
/ / se almacenan datos ajustados en la variable (Bits) 
9 i ts [h ]=Nv; 
} 
/ / 59 libera memoria 
Cursor(hcur); 
• 
GlobalUnlcck(Bi tsHandle) ; 
p 
I nval idateRect(HWindow,NULL,TRUE); 
Módulo para estimar parámetros 
estadísticos descriptivos de áreas 
de entrenamiento 
void TMyWindow: ;Es tad is t l cosO 
{ 
char s t rdR[25] , s t rdV[25] , s t rdA[25] ; 
char s t rn l [25] , s t m k [ 2 5 ] , s t ree t [25 ] , s t rV[25] , s t rA [25 ] , s t f R [ 5 0 ] ; 
char N(750] , M [ 300 ] , 0 [ 2 0 0 ] : 
unsigned char J i u g e * BufferR; 
unsigned char _huge* BufferV; 
unsigneo char _huge* BufferA; 
unsigned char * l e c l ; 
unsigned char * lec2 ; 
unsigned char * lec3; 
long m ,x_X 1 ,x_X2 ,y_Y 1 ,y_Y2 ; 
long SumA, SumV, SumR; 
double PromA, ProrrtV, PromR, Var; 
double DesvR, DesvV, DesvA, VarR, VarV, VarA; 
int MinR,MinV,MinA,MaxR,MaxV,MaxA; 
/ / se preparan los archivos conespondientes a las primeras tres 
bandas de ia imagen.// 
/ / banda 3 
pun to » st r tok(Fi leName,"") ; 
Strcat(punto, ".3 "); 
s t rcpy(Fi leName, punto); 
fr = open(Fi I eN ame, 0_R DON LY); 
/ / banda 2 
punto = strtok(FileName,"."); 
s t reat ípunto, " 2 "); 
s t rcpy(Fi leName, punto); 
fv = open (F i le N ame.O_RDO N LY)' 
/ / banda 1 
punto • strtok(Fi leName,"."); 
s t rcat (punto, " 1 "); 
s t rcpy(F i leName, punto) ; 
fa * open(Fi leName.O_RDONLY); 
i f ( ( f 9 = » . l ) | | ( f v - = l ) M ( f ' = - l ) ) 
< 
MessageBox(HWindow, "Error impos ib le de con t i nua r deb ido a la 
ausencia de a lguno de los archivos", "ADVERTENCIA", 
M B J C O N S T O P ) ; 
re tum; 
/ / Coordenadas de sección rectangular delimitada (XI,Yl) y (X2. Y2) 
X_X1 =<long) Punto 1 x; y _ n = ( l o n g ) P u n t o l . y ; 
X_X2=<long)Punto2.x; y_Y2=( long)Punto2.y ; 
/ / número de columnas de la sección de imagen delimitada 
nk= x_X3-x_X l ; 
/ / número de lineas de la porción de imagen seleccionada 
n l = y _ Y 2 y _ Y i ; 
/ / Total de píteles incluidos en la seccióon de imagen 
Rec t=n l *nk ; 
IIAsignación de memoria a variables.// 
H banda 3 
G l o b a l C o m p a c t ( ! ) ; 
hg lbR =GlobaiA l loc(GHNO.(DWORO)Rect ) ; 
Globa'Si2e<hglbR); 
BufferR = (uns igned char J i u g e * ) G loba I l o e k(nglbR); 
/ / b a n d a 2 
G loba lCompac t ( - l ) ; 
hglbV = 3 lob a i Al I oc(GH N 0, (DWOR D) Bect); 
Globa/Size(hglbV); 
BufferV = (uns igned cha r J iuge*)GlobalLoc¡c(hglbV); 
/ / banda 1 
G l o b a l C o m p a c t ( l ) ; 
hgfbA = GI obal A l I oc(G H N D, ( DWO R D) Rect); 
GlobalSize(hglbA); 
BufferA = (uns igned cha r J i u g e * ) G l obal Loe k(hglbA); 
¡f( f B u f f e r R = = N U L l ) | | ( B u f l e r V = = N U L L ) ! | (Buf fe rA==NULL) ) 
( 
MessageBox (HWinúow. 'No hay m e m o r i a disponible", 
"ADVERTENCIA", M B J C O N EXCLAMATION); 
r e t u m ; 
> 
/ / A s i g n a c i ó n de m e m o r i a a var iables 
l e c l = ( u n s i g n e d char * )mal loc(nco l ) ; 
Iec2=(uns igned char * )ma l l oc (n col) 
I ec3=(uns igned char * )mal loc(nco l ) ; 
i f( ( l e c l = = N U L U ) | | ( l e c 2 = = N U L L ) | | ( l e c3==NULL) ) 
I 
MessageBox (HWinüow, "No hay m e m o r i a disponible", 
"ADVERTENCIA", M B J C O N E X C l A M A T I O N ) ; 
r e tum; 
> 
I I se ubica la posición (XI. Y]) del area seleccionada de la imagen 
l seek( f r . ( long)ncol*y_Y2,SEEK SET); 
lseek(fv,(!cng)ncol''y_Y2, SEEK SET); 
I s ee k(fa , ( long)nco I *y_Y2, S E E K_S ET); 
fo r ( i « 0 ; i < n l ; i + + ) { 
II Se procede a leer por lineas el área de la sección 
J i r e a d ( f r , l e c l , n c o l ) ; 
_hread( fv . lec2,nco l ) ; 
J> rea d(fa, le c 3, n co l ); 
fo r ( j =0 ; j <nk r ]++ ) 
< 
//Se transfierenn los datos leídos en variables 
B uff e r R [(I o ngXn k)* i +(l ong)j )=l ec 1 [ j+ ( i nt)x_X1]; 
B uff e r V[(l ong)( n k )* i +( l ong) j ]= l ec2( j+ ( i n t)x_X 1 ] ; 
B uff e rA{(l ongX n k )* i +( l ong) j ]=lec 3 [ j +( i nt)x_X 1 ]; 
i 
} 
/ / se libera memoria 
close(fr) ; close(fv); close(fa); 
f r e e ( l e d ) ; / / l ibera Buf fer l e c l 
f ree( lec2) ; / / l ibera Buf fer l e c l 
f ree( lec3) ; / / l ibera Buf fer l e c l 
SumR = 0; SumV = 0; S u m A = 0; 
MinR = 2 6 0 ; MinV = 2 6 0 ; MinA » 2 6 0 ; 
MaxR = 0; MaxV = O; MaxA - 0; 
/ / Se calculan los parámetros estadísticos descriptivos 
/ / promedio, varianza, desv. estándar mínimos y máximos 
f o r ( m « 0 ; m < R e c t ; m + + ) 
{ 
//Se extraen los datos para proceder al célcuto. 
Rojo=(unsigned in t )Buf ferR[m] ; 
Verae=(uns igned int)B¿rfferV[m]; 
Azu l=(uns igned in t )3u f fe rA [m] ; 
/ / Sumatoria de los datos encontrados encada banda. 
S u m R « SumR+Rojo; 
S u m V = SumV+Verde; 
S u m A = SumA+Azul ; 
/ / Obtención de máximos pa<a cada banda 
if ( MinR > Rojo ) { MinR = R o j o ; ) 
if ( MinV > Verde ) { MinV = Verde; } 
if { MinA > Azul ) { MinA = A z u l ; } 
/ / Obtención de mínimos para cada banda 
if ( M a x R < Rojo ) { MaxR = Ro jo ; ) 
If ( MaxV < V e r d e ) { MaxV = V e r d e ; ) 
if ( MaxA < Roio ) < MaxA = A z u l ; } 
} 
/ / Obtención de los promedios para cada banda 
PrcmR = double (SumR) /Rec t ; 
PromV = double (SumV) /Rec t ; 
Pror r r t - double (SumA) /Rec t ; 
/ / obtención de desviac ión es tándar 
for ( m = 0 : m<Rect ; m + + ) 
{ 
R0|0=(unsigned in t )Buf fe rR[m] ; 
Ve rde=(u ns i gned in t )Buf fe rV[m] ; 
Azul =(unsigned in t )Buf fe rA[m] : 
/ / Sumatoria de las diferencias entre los valores observados y los 
promedios correspondientes para cada banda. 
Var= R o j o P r o m R ; 
SumR = SumR + pow(Var,2) ; Var=0 ; 
Var= Verde • PromV: 
SumV = SumV + pow(Vsr,2); Va r=0 ; 
Va r» Azu l PromA; 
SumA = SumA + pow(Var,2) ; Var=0 ; 
> 
/ / Cálculo de las desviaciones estándar para cada banda 
DesvR = sqr t ( SumR / m ); 
DesvV = sqr t ( S u m V / m ); 
DesvA = sqr t ( SumA / m ); 
/ / Presentación de ta información en un cuadro de diálogo. 
g c v ^ P r o m R A s t r R ) ; gcvt (PromA, 4 , st rA); gcv t (PromV, 4 , st rV); 
gcvt(DesvR.4,StrdR); gcvt(DesvA, 4 , s t rdA) ; gcv t (DesvV,4 .s t rdV) ; 
u l toa(n l ,s tml ,10) ; u l t oa (nk ,s tmk ,10 ) ; ul toa( Rect, st rec t , 10); 
sprintf(N,"CARACTERISTCAS GENERALES \ n N ú m e r o de líneas 
; \ t % s \ n N ú m e r o de co lumnas : \ t % s \ n Pixels tota les : \ t \ t % s \ n \ n " , 
s tm l . s t rnk , st rect) ; 
spr in t f (0 , "ESTADISTICAS \ n \ n \ t P r o m . \ t D e s v . 
St. \ t M in i m o U M áxi m o \ n", 100) ; 
spr int f (M,"Canal R : \ t % s \ t % s \ t % d \ t % d \ n C a n a l 
V : \ t % s \ t % s \ t % d \ t % d \ n C a n a l A : \ t % s \ t % s \ t % d \ t % d \ n \ n ¿ Desea 
guardar en un archivo los regis t ros de los pixeles ?", 
s t rR.st rdR. MinR, MaxR,strV.st rdV, M inV,MaxV,s t rA,s t rdA, MinA,MaxA); 
s t rca t (0 ,M) ; 
strcat(N.O); 
if (MessageBox ( H W i n d o w . N . l N F O R M A C I O N " , 
MB_YESNO|MBJCONEXCLAMATION)==IOYES) 
{ 
/ / Interroga al usuario si desea guardar en un archivo de texto la 
totalidad de los valores de cada pixel incluido en la sección de imagen 
delimitada. 
if (GetAppl icat ion( ) '>ExecDia log(new TF i leD ia lcg 
( this, SD_FlLESAVE.strcpy(PixelName. - pix"))) = = IDOK ) 
i 
ofs t ream save(Pixe!Name); 
save « D e s v R « " " « D e s v V • « D e s v A « " \ n ' ; 
save «Prpmfí«' "«PromV <<"" « P r o m A « : < " \ n " ; 
save « M i n R « " " « M a x R « " "¡ 
save « M i n V « " " « M a x V « " "¡ 
save « M i r i A « " " « M a x A « " \ n " ; 
save « " C a n a L R " « " " « ' C a n a L V « " " « - C a n a l _ A - « - \ n 
for ( m = 0 ; m<Rect ; m + + ) 
Rojo=<uns¡gned ¡nt)BufferR(m); 
Verde=(ur\s ¡gried ln t )But ferV[ml ; 
A z u K u n s i g n e d in t )Buf ferA(m] ; 
save « R o j o « " " « V e r d e « " " « A z u i « < " \ r T 
) 
t t Se l ibera m e m o r i a 
GlobalUnlock(hglbR); GlobalFree(HglbR); 
Global UnlocK(hglbV); Global Free<hglbV): 
Global Unlock(hglbA); GlobalFree(riglbA); 
) 
Global UnlocWhglbR); Global Free(hglbR); 
Global Unlock(hglbV); Global Free(hglbV); 
Global Uníock(hglbA); Global Free(hgl bA); 
>retum: 
> 

