Abstract This paper presents new approaches for the estimation of the extreme value index in the framework of randomly censored (from the right) samples, based on the ideas of Kaplan-Meier integration and the synthetic data approach of S. Leurgans (1987). These ideas are developed here in the heavy tail case and for the adaptation of the Hill estimator, for which the consistency is proved under first order conditions. Simulations show good performance of the two approaches, with respect to the only existing adaptation of the Hill estimator in this context.
Introduction
Estimating the extreme value index is an important problem in extreme value statistics. A distribution function (d.f.) F is said to be in the maximum domain of attraction of H γ (noted F ∈ D(H γ )) if H γ (x) := exp −(1 + γx) −1/γ for γ = 0 and 1 + γx > 0 exp (− exp(−x)) for γ = 0 and x ∈ R , if there exist two normalizing sequences a n > 0 and b n such that (for every x ∈ R) F n (a n x + b n ) n→∞ −→ H γ (x).
If we observe a sample (X i ) i≤n with common distribution function F ∈ D(H γ X ), with γ X > 0, a classical estimator of the extreme value index γ X is the so called Hill estimator γ X,Hill := 1 k n kn i=1 log X n−i+1,n X n−kn,n where X 1,n < · · · < X n,n are the ascending order statistics associated to the X-sample and k n the sample fraction to keep from this sample. However, in a certain number of applications such as survival analysis, reliability theory, insurance . . ., the variable of interest X is not necessarily available. This is the case in the presence of random right censoring. The usual way to model this situation is to introduce a random variable Y , independent of X, such that only Z = X ∧ Y and δ = I X≤Y are observed. The observed variable δ determines whether X has been censored or not. It is common sense that any classical estimator of the extreme value index (such as the Hill or the Moment estimator) is not consistent for estimating γ X if it is naively computed from the Z-sample.
Recently, [Beirlant et. al. (2007) ] and [Einmahl et. al. (2008) ] proposed an adaptation of classical extreme value index estimators in the case of right random censoring, therefore providing (to the best of our knowledge) the first methodological papers on this subject ; their method will be presented in subsection 2.1.
In this paper, we propose two different approaches to deal with the estimation of γ X , relying on more natural heuristics in this randomly censored sample framework : one of these amounts to consider Kaplan-Meier integrals, and the other on ideas coming from censored regression. Given the combination of difficulties coming from extreme values and censoring, we will restrict ourselves to the application of these approaches to the adaptation of the Hill estimator, in the heavy tailed case, and to the consistency of these adapted estimators. It is however more than likely that our ideas adapt to other, more efficient, estimators of the extreme value index, and to other domains of attraction.
In Subsection 2.1, we define the framework more precisely and recall the existing methodology cited above. In Subsections 2.2 and 2.3, we present our methodology and state the consistency results for the adaptation of the Hill estimator. Section 3 is devoted to a small simulation study, and Section 5 to the proofs. A conclusion is provided in Section 4.
Notations : in the whole paper, the sign := denotes an equality defining the quantity on the left side, f (t − ) denotes lim s↑t f (s), and f ← the general inverse of the function f . The definition of a regularly varying function f of order α (noted f ∈ RV α ) is recalled in the Appendix.
Methodology

The framework and a general existing methodology
We consider in this paper two independent i.i.d. non-negative samples (X i ) i≤n and (Y i ) i≤n with respective continuous distribution functions F and G (with end-points τ F and τ G , where τ F := sup{x, F (x) < 1}). In the context of randomly right censored observations, one actually only observes, for i ≤ n,
We denote by H the distribution function of the Z-sample, satisfying
and by Z 1,n ≤ · · · ≤ Z n,n the associated order statistics. In the whole paper, δ 1,n , . . . , δ n,n denote the δ's corresponding to Z 1,n , . . . , Z n,n , respectively ([Stute (1995) ] call them "concomitant" to the order statistics). If F and G are assumed to be in the maximum domains of attraction D(H γ X ) and D(H γ Y ) respectively, where γ X and γ Y are real numbers, then this implies that H ∈ D(H γ ), for some γ ∈ R. [Einmahl et. al. (2008) ] considered the following three most interesting cases :
The general existing method, appeared first in [Beirlant et. al. (2007) ] and developed in [Einmahl et. al. (2008) ], is to consider any consistent estimator γ Z of the extremal index γ applied to the Z-sample and divide it by the proportionp of non-censored observations in the tail (i.e. in the k n largest observations of the Z-sample). That is, an adaptation of an extreme value index estimator in the presence of random right censoring is :
It is proved in [Einmahl et. al. (2008) ] thatp consistently estimates p :=
and thereforeγ c X consistently estimates γ/p = γ X (obtaining as well the asymptotic normality, if it holds for the sequenceγ Z ). This method provides flexibility as to the choice of the estimator of γ Z . Up to now, the only alternative to it, in this context, is the adaptation of the ML estimator based hal-00815294, version 1 -18 Apr 2013 on the excesses over a threshold, developed in [Beirlant et. al. (2010) ], which we shall however not detail here.
We will now present an alternative path for estimating the extreme value index γ X , based on ideas which are well-known in the survival analysis literature.
First approach
The starting point of the first new approach is the following well known result, which is the basis of censored regression methods (for instance, an early reference is [Koul et. al. (1981) ]) : if φ is some nonnegative real function,
It is readily proved : since Z = X when δ = 1,
In the context of extreme value statistics, the idea is to take advantage of this property and of the fact that some tail parameters of the distribution of X can be approached by the expectation of some function of X, therefore opening the way to their estimation. In this paper we will illustrate it in the context of heavy tailed distributions, and for the estimation of the extreme value index, assuming that we are in the first of the three situations presented in paragraph 2.1 :
which, as noted earlier, implies that H ∈ D(H γ ) with
In this case, it is well known that (see Remark 1.2.3 in [Haan and Ferreira (2006) 
If (k n ) is a sequence of integers satisfying, as n tends to +∞,
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then we can define a random version of φ(x) = (P(X > t)) −1 log(x/t)I x>t , with random threshold t = Z n−kn,n φ n (x) := 1
Consequently, by combining (2) and (4) with this functionφ n , our first adaptation of the Hill estimator comes, valid in situation (3),
whereF n andĜ n denote the Kaplan-Meier estimators of F and G, respectively. Note that we takeĜ n (Z − n−i+1,n ) instead ofĜ n (Z n−i+1,n ), in the definition of γ KM X,Hill , because 1 −Ĝ n (Z n,n ) can be zero or undefined.
The following theorem provides the consistency of this estimator. For this purpose, we need two additional assumptions on the behavior of the function p • H ← , which are similar to those used in [Einmahl et. al. (2008) 
where
Theorem 1 Under assumptions (3), (5), (8), (9), if we additionally assume that, for some δ > 0
and that γ X < γ Y , then, as n tends to +∞,
Remark 1 This theorem was proved only for γ X < γ Y (a condition used several times in the proof ; see next remark), which can be interpreted as mild censoring in the tail (ultimately, no more than 50% of the observations in the tail are censored). As a matter of fact, if we use our estimator in the "strong censoring case" (γ X ≥ γ Y ), simulations seem to show that the performance (in terms of MSE) is, unsurprisingly, worse than that of the γ X < γ Y case (see Section 3) . However, the same phenomenon is observed (and even strongly) for the "γ Z /p" version of the Hill estimator, which doesn't require this assumtion
Remark 2
The condition γ X < γ Y essentially comes from the fact that the estimatorγ KM X,Hill is made close to p times the mean of k n i.i.d. standard Pareto variables to the power α, where α is close to γ/γ Y : this exponent γ/γ Y = γ X /(γ X + γ Y ) is always smaller than 1, but (for moment conditions) we were led to assume it to be in fact smaller than 1/2, i.e. γ X < γ Y .
Remark 3
We have made the choice of a random threshold and fixed number of relative excesses, because it seemed closer to what is done in practice and, secondly, the other path went with its own difficulties. This other choice was to consider a deterministic threshold t n , and then (up to the estimation of F at t n , which causes no problem) writeγ KM X as a proper Kaplan-Meier integral φ n (x) dF n (x), with deterministic φ n (x) = (1−F (t n )) −1 log(x/t n )I x>tn (with our choice, the functionφ n is random). However, this function φ n is intrinsically unbounded (as well as dependent in n) and we found no way to deal with this, using the Kaplan-Meier integration tools known in the literature.
Second approach
Our second approach, alternative to the Kaplan-Meier integral approach presented in the previous paragraph, is based on ideas of [Leurgans (1987) ], who developed a "synthetic data" strategy in censored regression problems (see [Delecroix et. al. (2008) ] for a more recent reference to this method). The starting point of this second approach is the following result :
if φ and ψ are two nonnegative R + → R functions such that
Indeed,
. This estimator can be rewritten using the special form of function ψ and the piecewise constant form of the KaplanMeier estimatorĜ n : noting Z 0,n = 0, and rk(Z i ) the (ascending order) rank of the observation Z i in the Z-sample, we have indeed
Considering, once again, the functionφ n introduced in (6), we can now define our second new adaptation of the Hill estimator, valid in situation (3)
which turns out to be, after some simplifications,
(12) We note that, whileγ KM X,Hill appeared as a weighted version of the classical form of the Hill estimator (mean of the log relative excesses log(Z n−i+1,n /Z n−kn,n )), our second candidateγ Leurg X,Hill is a weighted version (but with always positive weights) of the mean of the so-called log spacings i log(Z n−i+1,n /Z n−i,n ), i.e. the other form of the Hill estimator.
The following theorem provides the consistency of this estimator, under less restrictive conditions than Theorem 1.
Theorem 2 Under assumptions (3), (5) and (10), if we assume γ X < γ Y then, as n tends to +∞,γ
Remark 4 The remarks following Theorem 1 essentially apply here as well.
Finite sample behaviour
In this section, we present some graphs (issued from an extensive study in the heavy tail framework) corresponding to the comparison, in terms of bias and mean squared error (MSE) of our new estimatorsγ KM X,Hill andγ Leurg X,Hill (defined by (7) and (12)) with the existing estimatorγ c X,Hill (defined by (1)), for two classes of heavy-tailed distributions :
λ , for which the e.v.i. is 1 λτ .
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-Frechet(γ) with d.f. exp(−x −1/γ ), for which the e.v.i. is γ.
For each considered distribution, 2000 random samples of length n = 500 were generated ; bias and MSE of the three above-mentionned estimators are plotted against different values of k n , the number of excesses used.
We considered three cases : a Burr distribution censored by another Burr distribution (Fig.1) , a Fréchet distribution censored by another Fréchet distribution (Fig.2) and a Fréchet distribution censored by a Burr distribution (Fig.3) . In each case, we considered a situation with γ X < γ Y (subfigure (a)), which corresponds to a weak censoring in the tail and is in the scope of our consistency theorems, and the reverse situation with γ X > γ Y (subfigure (b)), which corresponds to a strong censoring and is out of the scope of our theorems.
From the three situations presented below, it seems that our new estimators perform better than the former adapted Hill estimator, in the weak censoring case, both in term of bias and MSE. It is not surprising that, in the strong censoring case, results become worse for all estimators but (clearly) to a lesser extent for ours. Moreover,γ Leurg X,Hill seems to have systematically the best behavior, in the strong censoring situation. Other simulations not presented here confirm this phenomenon.
Conclusion
In this paper, we have introduced two new approaches for the estimation of the extreme value index in the case of randomly censored observations, based on ideas coming from the censored regression literature. The estimation problem of the e.v.i. in the censoring framework had been addressed in very few papers before, and our methodology, though we have applied it to the adaptation of the Hill estimator in the heavy tail case only, has some potential for more applications, either for other estimators (moment based estimators on first place) and other maximum domains of attraction, or maybe for the estimation of other tail parameters. This work thus forms a basis for future research in this recently studied area of censored extremes, which can prove much useful in applications, as was showed in the review paper [Gomes and Neves (2011) ]. For the moment, technical problems prevent us from obtaining asymptotic normality results and rigorous evaluation of the variance, but simulations show that our two versions of the Hill estimator perform quite well with respect to the existing version, in terms of MSE, even in the apparently less favorable case of heavy censoring in the tail (γ Y < γ X ).
Proofs
First, note that in several occasions in the next pages, reference will be made to Proposition 1 : it is stated in the Appendix. Secondly, to avoid confusion, hal-00815294, version 1 -18 Apr 2013 please note that in the sequel, the letter Y will denote standard Pareto random variables, and not the random variables Y appearing in Z = X ∧ Y (in fact, only the observations Z i will appear in the proofs, and neither X i nor the censoring variables Y i ). 
Proof of Theorem 1
Since (1 −F n (t))(1 −Ĝ n (t)) = k n /n for t = Z n−kn,n , by introducing
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Therefore, we have the decomposition γ KM X,Hill = A n (W n + R n ) where
First of all, relying on Theorem 2 in [Csörgő (1996) ], continuity of G entails that A n P −→ 1, as n → +∞ (please note that, unfortunately, this theorem will not be sufficient for controlling the quantities C in , because they involve really extreme observations ; in section 5.1.2 we show how this difficulty is circumvented).
Consequently, it remains to prove that W n P −→ γ X and R n P −→ 0 : this is the purpose of the next two subsections.
Proof of W
Let us first introduce the following notation, used throughout the rest of the proof,Z i,n :=
Under assumption (3) (which implies that 1 − G ∈ RV −1/γ Y and 1 − H ∈ RV −1/γ ), setting > 0, we can apply Potter bounds (22) , and to t = Z n−kn,n P −→ +∞ and x =Z i,n ≥ 1. We thus obtain for n sufficiently large, the following bounds for W in :
Therefore, it remains to prove that both the mean of the lower bound, and that of the upper bound, converges in probability to a quantity arbitrary close to γ X when is taken close to 0. We consider the case of the upper bound only, the lower bound being similar.
which, as recalled in Section 1, is the limit of p(z) = P(δ = 1|Z = z) when z → ∞. We intend to rely on the closeness of the δ n−i+1,n to i.i.d. Bernoulli(p) random variables, independent of the log-spacingsZ i,n .
Mimicking what was proposed in [Einmahl et. al. (2008) ], we use the fact that the original (Z i , δ i ) i≤n are identically distributed as (Z i , δ i ) i≤n , where δ i = I Ui≤p(Z i ) and (U i ) i≤n denotes an i.i.d. sequence of standard uniform variables, independent of a given sequence (Z i ) i≤n of i.i.d. variables having H as their c.d.f. We thus carry on the proof by considering now that δ i is related to Z i by
We then define (where the U i below is the same as the one in the above definition of δ i )δ i = I Ui≤p which are B(p) distributed and independent of the sequences (Z i ) and (Z i,n ). Note that we define (δ 1,n , . . . ,δ n,n ) as the rearrangements of theδ i corresponding to the order induced by the order statistics (Z 1,n , . . . , Z n,n ) : these are however still essentially independent of the sequences (Z i ) or (Z i,n ).
According to (13), it comes
(i) Let us first prove that lim →0 P-lim n→∞ J 1 n = γ X . Let Y 1,n , . . . , Y n,n be the ascending order statistics of n i.i.d standard Pareto random variables Y 1 , . . . , Y n with distribution function 1 − 1/x, for x > 1. By independence of theδ j,n and theZ i,n , if U is the quantile function associated to H (U (t) = H ← (1 − 1/t)) then
Under assumption (3), U is regularly varying with index γ and Proposition 1 can be applied to U . Taking for each 1 ≤ i ≤ k n , t = Y n−kn,n and x = Y n−i+1,n /Y n−kn,n , bounds (22) and their logarithm yield, for some given > 0 and n sufficiently large,
However, it is known that
whereỸ 1,kn , . . . ,Ỹ kn,kn are the ascending order statistics of k n i.i.d random variablesỸ 1 , . . . ,Ỹ kn with standard Pareto distribution. Thanks to the independence of theδ j,n and the Y i , it follows that J 1 n is bounded above by some variable which equals in distribution
Independence of the (U i ) and (Ỹ i ) and the law of large numbers then yields that (since 0 < α + < 1) lim sup J 1 n is bounded above, in probability, by
Dealing now with the lower bound of (15), one can handle H in similarly and obtain a lower bound in probability for lim inf J 1 n : straightforward computations show that both bounds converge to γ X as and tend to 0. This thus concludes part (i).
(ii) It remains to prove that J 2 n P −→ 0.
Let us put
By the independence of (U i ) and (Z i ), we can write J 2 n = T 1,k + T 2,k , where
Let us prove that these two terms tend to 0 in probability.
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By independence of (U i ) and (Z i ), introducing as in part (i) the random variables (Y i ) from a standard Pareto distribution, and applying Potter bounds (22) to U ∈ RV γ (with > 0), we have, for n large and some constant c > 0
where K i,n was defined a page ago, in part (i).
Using (16), we see that for some constant c > 0 and δ > 0 (arbitrarily small when and are closer to 0)
kn,kn whereỸ kn,kn denotes the upper order statistic of a standard Pareto distributed sample of size k n . Since E((Ỹ α ) 2 ) < ∞ as soon as 0 < α < 1/2, due to our assumption γ X < γ Y , we have γ/γ Y + 2δ < 1/2 for δ small enough, and therefore
On the other hand,
Therefore, thanks to assumption (9), it was proved in [Einmahl et. al. (2008) ] (see their proof of T 1,k → 0 on page 218) that
which, together with (18), proves the negligibility of T 1,k . The proof for T 2,k is very similar, using condition (8) instead of (9), which leads to
As mentioned at the beginning of the proof, difficulties arise as to the control of the Kaplan-Meier estimate of G in the tail (here it takes the form of the variables C i,n ) : we will circumvent them via a device known in the survival analysis literature. Let us define, for some > 0,
and h in := (C(Z n−i+1,n ))
We readily have |R n | ≤ T 1 n T 2 n , where
and we are going to prove that T 1 n = o P (1) and T 2 n = O P (1). First remind that C i,n is the value of the function t → (1 − G(t))/(1 − G n (t − )) at t = Z n−i+1,n , and consequently, by continuity of G andC [Gill (1983) ] applies and therefore the process
t<Zn,n converges in distribution. As a consequence,
Moreover, according to (13), for some given > 0, we have T 2 n ≤ (1 + )P n Q n (n large) where
We shall prove that P n and Q n are both O P (1) and this will end the proof of Theorem 1.
Under assumption (3), 1/(1 − H) is regularly varying with index 1/γ and − log(1 − G) is slowly varying : therefore, for some given > 0 and n sufficiently large, the application of Proposition 1 to these functions yields the following upper bounds
and consequently
where β = (2γ)
Y + , for some > 0 (arbitrarily small when and are closer to 0). Proceeding as in subsection 5.1.1 by introducing the quantile function U of H and standard Pareto random variables (Y i ) 1≤i≤kn , we obtain that this upper bound is O P (1) via the law of large numbers as soon as E(Y β(γ+ ) 1 log(Y 1 )) is finite, i.e. β(γ + ) < 1. Since γ X < γ Y , we have γ/γ Y < 1/2 and therefore β(γ + ) is smaller than 1 for sufficiently small , and . This proves Q n = O P (1).
Concerning P n , we have (n/k n )(1 − H(Z n−kn,n )) P −→ 1 and therefore
for some sequences U n and V n tending to 1, in probability, as n → +∞. Using the inequality 1 − H ≤ 1 − G, it follows that, for some W n P −→ 1,
and therefore P n P −→ 0 as soon as < δ 4−2δ thanks to the mild assumption (10) on k n .
Proof of Theorem 2
Similarly toγ KM X,Hill ,γ Leurg X,Hill can be written as follows :
where A n ,C in and R n are defined as before (see Subsection 1) but
Recall that A n Y , we obtain for small enough
Using positivity of ξ in , and considering c > 1 and c < 1, both close to 1, α > 0 and α > 0 both close to γ/γ Y (which values will be specified in the proof of Lemma 1 below), it comes
Convergence in probability of W n to γ X thus comes from the combination of (19), (20) and the following two Lemmas, by letting go to 0 in the end (as a matter of fact, γ/(1 − γ/γ Y ) equals γ X ).
Lemma 1 For a given > 0, there exist constants c > 1, c < 1 both arbitrarily close to 1, and α > 0, α > 0, arbitrarily close to γ(γ
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Lemma 2 is proved in the Appendix (with a first order version of the techniques used in [Beirlant et. al. (2007) ], where a second order approximation of the logspacings ξ i,n is obtained).
Proof of Lemma 1
Once again (as in Subsection 5.1.1), we introduce Y 1,n , . . . , Y n,n the ascending order statistics of n i.i.d standard Pareto random variables, in order to have
Applying Potter bounds (22) to U ∈ RV γ , it comes, for some given > 0, n large enough,
Using (16) 
Relying on max 1≤i≤kn |V i,kn − u i | P −→ 0 (uniform consistency of the uniform empirical quantile process), we readily have, for any given β > 1,
Therefore, for given constants > 0, > 0, β > 1, if we set
then both probabilities appearing in Lemma 1 are bounded above by 1−P(E n ), which achieves the proof in view of (21). As announced, by choosing appropriate values of and β, the constants c, c , α, α , are respectively arbitrarily close to 1, 1, γ(γ
Most of the proof is identical to the case of the first theorem. As in Subsection 5.1.2, we have
and, in the definition of Q n , the factor logZ i,n needs to be replaced by ξ in . The same arguments as before allow us to write, for some given , > 0 and n sufficiently large,
where β = (2γ) −1 + γ −1 Y + , for some > 0 (as small as needed when and are set close to 0). Proceeding as in Subsection 5.2.1, we have Q n = O P (1) as soon as 1 kn kn i=1 (i/(k n + 1)) −γβ ξ in is bounded in probability : thanks to Lemma 2, this is indeed the case because βγ = 1/2 + γ/γ Y + γ ∈]0, 1[ for and small enough, due to the assumption γ X < γ Y (which implies γ/γ Y < 1/2). This is noted f ∈ RV α . If α = 0, f is said to be slowly varying.
Proposition 1 (See [Haan and Ferreira (2006) ] Proposition B.1.9) Suppose f ∈ RV α . If x > 0 and δ 1 , δ 2 > 0 are given, then there exists t 0 = t 0 (δ 1 , δ 2 ) such that for t ≥ t 0 and tx ≥ t 0 ,
(1 − δ 1 )x α min(x δ2 , x −δ2 ) < f (tx) f (t) < (1 + δ 1 )x α max(x δ2 , x −δ2 ).
If x ≥ 1 and > 0, then there exists t 0 = t 0 ( ) such that for every t ≥ t 0 ,
Proof of Lemma 2
We proceed very similarly as in [Beirlant et. al. (2002) ], therefore some details will be ommited. Let E 1 , . . . , E n be i.i.d. Exp(1) random variables.
Then log(Z i,n ) d = U (exp(E n−i+1,n ))/U (exp(U n−i,n )). The first order Pottertype bounds for U ∈ RV γ stated in Proposition 1 thus yield : for some given > 0, n large enough and 1 ≤ i ≤ k n , ξ i,n = i log Z n−i+1,n Z n−i,n d = γ i(E n−i+1,n − E n−i,n ) + i(B k,n (i) − B k,n (i + 1))
where log(1− )− (E n−i+1,n −E n−kn,n ) ≤ B k,n (i) ≤ log(1+ )+ (E n−i+1,n −E n−kn,n ) and the Rényi representation was used to derive (23), with ξ 1 , . . . , ξ kn denoting independent Exp(1) variables.
Using the fact that (E n−i+1,n − E n−kn,n ) 1≤i≤kn d = (− log V i,kn ) 1≤i≤kn , where V 1 ,. . . ,V kn are independent standard uniform variables, and using relation (21), we obtain (this is in fact the first order version of Theorem 2.1 in [Beirlant et. al. (2002) 
(with log + (x) = max(1, log x) and recalling that u i stands for i/(k +1)). Regular application of the law of large numbers for triangular arrays of independent random variables yields (details are ommited) 
