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O projeto de Veı´culos Ae´reos Na˜o Tripulados (VANTs) e´ um processo com-
plexo, pois diferentes fatores devem ser considerados visando garantir tanto a
confiabilidade do sistema, quanto a integridade fı´sica da aeronave. Neste con-
texto a te´cnica do Hardware-in-The-Loop (HIL) tem sido aplicada de modo
a proporcionar uma plataforma de testes confia´vel e segura para a concepc¸a˜o
tanto da arquitetura de software, quanto dos sistemas de controle. Nesta pes-
quisa um ambiente de emulac¸a˜o em HIL e´ desenvolvido de forma a proporci-
onar a realizac¸a˜o de testes da arquitetura de software, sendo este baseado na
aplicac¸a˜o da te´cnica dos Anytime Algorithms. Esses algoritmos sa˜o aplicados
tanto isolados quanto associados aos algoritmos de controle do VANT, desta
forma os benefı´cios da sua utilizac¸a˜o podem ser corretamente avaliados. O
ambiente HIL pode ser utilizado diretamente no Matalab/Simulink, o que fa-
cilita o desenvolvimento de diferentes estrate´gias de controle por meio do uso
desta ferramenta.




Designing Unmanned Aerial Vehicles (UAVs) is a complex process, since
different engineering domains must be considered to ensure that it will fly
properly, without putting in danger the aircraft and life on the ground. Consi-
dering the design of the embedded computing system, the Hardware-in-The-
Loop (HIL) can be applied in order to provide a test platform for both the
software architecture and the control algorithms. In this work a HIL structure
is created to test the software architecture, which is based in the application
of Anytime Algorithms. Such algorithms are used isolated and associated
with the UAV control algorithms, so that their benefits for the project can be
properly evaluated. The developed HIL can be used directly by the Matlab/-
Simulink tool, which facilitates its use since most control applications are
developed in such tool.
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11 INTRODUC¸A˜O
A utilizac¸a˜o de aeronaves na˜o tripuladas em aplicac¸o˜es civis e milita-
res tem se tornado cada vez mais frequente, sendo estes dispositivos definidos
como Veı´culos Ae´reos Na˜o Tripulados (VANTs). Os VANTs sa˜o caracteri-
zados pela sua conduc¸a˜o sem a ac¸a˜o de tripulac¸a˜o, sendo operados tanto de
forma autoˆnoma quanto controlada remotamente. Dentre os ambientes onde
esta˜o inseridos podemos destacar aplicac¸o˜es militares, vigilaˆncia de tra´fego,
aplicac¸o˜es voltadas a` agricultura de precisa˜o e pesquisas meteorolo´gicas [Bu-
diyono 2008].
Conforme destacado em [Hoffmann et al. 2007], o desenvolvimento
de um VANT apresenta diversos desafios de projeto, dentre os quais esta˜o o
desenvolvimento do conjunto de funcionalidades e o atendimento aos requi-
sitos na˜o funcionais, tais como, desempenho, custo, consumo de energia e
restric¸o˜es temporais. Nos ambientes onde as plataformas embarcadas se fa-
zem presentes, o atendimento das restric¸o˜es temporais exige dos engenheiros
e projetistas cuidado redobrado nas fases de planejamento e construc¸a˜o, visto
que o descumprimento destas pode levar a falhas da aplicac¸a˜o.
Essas aeronaves sa˜o caracterizadas por interagir com o ambiente em
que esta˜o inseridas, seja na ocorreˆncia dos voos ou nos procedimentos de
pouso e decolagem, estando, assim, sujeita a`s interfereˆncias do meio. Esses
dispositivos sa˜o caracterizados como Cyber-Physical Systems (CPS).
Os CPS sa˜o sistemas caracterizados pela criac¸a˜o de uma ponte en-
tre o mundo computacional, o qual e´ responsa´vel pelo processamento das
informac¸o˜es, com o mundo fı´sico, onde os processos reais a serem contro-
lados ocorrem [Lee 2008]. Estes sistemas sa˜o aplicados a va´rios ambientes,
e podem ser organizados de forma centralizada ou divididos em subsistemas
complementares e diferentes [Kim et al. 2012].
O processo de desenvolvimento de um CPS e´ uma tarefa complexa.
Em sua fase inicial de concepc¸a˜o, as dinaˆmicas fı´sicas devem ser modela-
das, e os demais requisitos de projeto devem ser cuidadosamente descritos,
visando a` manutenc¸a˜o de seguranc¸a e confiabilidade das aplicac¸o˜es.
Embora existam diversos modelos de VANTs, sejam eles comerciais
ou acadeˆmicos, a falta de documentac¸a˜o aliada a hardwares e softwares pro-
prieta´rios dificulta muito o processo de reproduc¸a˜o destes projetos. Ale´m
disto, as aeronaves comerciais prontas para uso sa˜o muito difı´ceis de perso-
nalizar e manter, inviabilizando assim sua aplicac¸a˜o em alguns ambientes.
Neste contexto foi criado no final de 2012 na UFSC em parceria com
a UFMG o projeto ProVant1, que tem por objetivo a modelagem e concepc¸a˜o
1http://provant.das.ufsc.br
2de um VANT na configurac¸a˜o birrotor para realizac¸a˜o de voos de forma
autoˆnoma.
O ProVant pretende ser um projeto aberto, visando documentar e apre-
sentar todos os detalhes de projeto do VANT. Dados tanto do projeto ele-
tromecaˆnico quanto do desenvolvimento de algoritmos sa˜o disponibilizados
tanto no website do projeto, quanto por meio de publicac¸o˜es em eventos rela-
cionados a` a´rea.
Este trabalho e´ parte integrante do ProVant, e descreve o projeto se-
guro de sistemas embarcados aplicados ao contexto dos VANTs, assim como
a sua transic¸a˜o do ambiente de simulac¸a˜o para a plataforma embarcada.
1.1 MOTIVAC¸A˜O
A concepc¸a˜o de projetos de software aplicados a`s plataformas embar-
cadas, bem como a sua aplicac¸a˜o na plataforma alvo, e´ um processo com-
plexo, o que exige que seu desenvolvimento seja realizado de forma gradual
e segura. Nestes ambientes se faz necessa´rio a` utilizac¸a˜o de uma metodo-
logia de forma a guiar a equipe de projeto e abordar as principais fases da
modelagem e concepc¸a˜o destes sistemas, adicionando eficieˆncia e qualidade
a`s etapas desenvolvidas [Becker et al. 2010] [Jensen et al. 2011].
As restric¸o˜es temporais presentes nessas aplicac¸o˜es sa˜o impostas tanto
pelo ambiente, quanto pela plataforma embarcada. Esses fatores adicionam
um nı´vel elevado de criticidade a`s aplicac¸o˜es, o que torna o processo de de-
senvolvimento de sistemas de tempo real aplicado a essas estruturas uma ta-
refa pouco trivial [Pinheiro et al. 2010].
Buscando garantir o atendimento das restric¸o˜es impostas, os sistemas
de tempo real apresentam te´cnicas de escalonamento as quais teˆm por ob-
jetivo organizar o conjunto de tarefas de forma que todas sejam executadas
utilizando os recursos disponı´veis, garantindo, assim, o atendimento aos pra-
zos de maneira que a estabilidade do sistema seja mantida [Liu e Layland
1973].
Baseado na definic¸a˜o de que aplicac¸o˜es de tempo real devem atender
aos requisitos temporais, os desenvolvedores buscam tradicionalmente con-
cluir o trabalho solicitado dentro do tempo de computac¸a˜o disponı´vel. No
entanto, o cumprimento destes e´ um processo complexo, o que motivou al-
guns autores a propor uma nova abordagem, a qual tem por objetivo realizar
o trabalho possı´vel dentro do tempo disponı´vel. Ou seja, a qualidade dos
resultados obtidos e´ sacrificada, visando garantir o cumprimento dos prazos
estabelecidos. As te´cnicas que descrevem estas caracterı´sticas, sa˜o definidas
como Computac¸a˜o Imprecisa (do ingleˆs Imprecise Computation) [Liu et al.
31994], e visam flexibilizar a execuc¸a˜o de aplicac¸o˜es de tempo real.
No contexto da computac¸a˜o imprecisa, diferentes abordagens foram
propostas visando a` aplicac¸a˜o dessa metodologia, dentre as quais se teˆm os
Anytime Algorithms (AA) [Dean e Boddy 1988]. Nesta te´cnica a soluc¸a˜o e´
construı´da de forma gradual durante sua execuc¸a˜o. Inicialmente se produz
um resultado simples, tambe´m chamado de impreciso, que e´ refinado caso
haja recursos e tempo de processamento suficiente. Desta forma, caso sua
execuc¸a˜o seja interrompida, ainda assim uma soluc¸a˜o, mesmo que imprecisa,
e´ retornada [Mangharam e Saba 2011].
Devido a` criticidade apresentada na concepc¸a˜o dos sistemas aplicados
aos VANTs, faz-se necessa´rio o estabelecimento de uma plataforma segura
de emulac¸a˜o que descreva as caracterı´sticas do ambiente real. Por meio da
te´cnica descrita como Hardware-In-the-Loop2 (HIL), torna-se possı´vel de-
senvolver e analisar o comportamento destes sistemas.
1.2 OBJETIVOS
O objetivo principal desta dissertac¸a˜o e´ projetar a arquitetura de soft-
ware do sistema embarcado de um VANT birrotor, de forma a garantir o cum-
primento dos requisitos de tempo real impostos pelo sistema de controle.
1.2.1 Objetivos especı´ficos
1. Pesquisar te´cnicas de projeto de software voltadas para modelagem de
Cyber-Physical-Systems.
Nesta etapa, busca-se analisar as te´cnicas de projeto de software apli-
cadas aos CPS, de forma a avaliar a que melhor se enquadra ao escopo
do projeto, obtendo assim uma melhor organizac¸a˜o, maior clareza das
informac¸o˜es e uma abrangeˆncia de todos os nı´veis de projeto.
2. Definir as funcionalidades e projetar a arquitetura do sistema embar-
cado.
Para conceber a arquitetura de software embarcado, faz-se necessa´rio
o projeto tanto da arquitetura quanto das funcionalidades envolvidas
neste ambiente, visando sua aplicac¸a˜o na plataforma alvo. A partir da
2O HIL e´ uma te´cnica de simulac¸a˜o que combina a plataforma embarcada real juntamente
com um modelo computacional do processo, desta forma e´ possı´vel desenvolver e ajustar algo-
ritmos de controle, e analisar seu comportamento sem colocar em risco o processo real.
4ana´lise dos requisitos do sistema e´ modelada uma proposta de arquite-
tura de sistema aliada a`s necessidades dos dispositivos envolvidos.
3. Desenvolver mecanismos visando permitir o projeto seguro de sistemas
de controle embarcados de um VANT.
O desenvolvimento de mecanismos aplicados ao projeto seguro de sis-
temas de controle embarcados em VANTs visa apresentar estruturas
que permitam a validac¸a˜o dos sistemas sem colocar em risco a inte-
gridade fı´sica da aeronave, bem como das pessoas envolvidas. Assim
como, o estabelecimento de um limite seguro de utilizac¸a˜o dos recursos
embarcados pode ser mensurado, e nı´veis aceita´veis de confiabilidade
e estabilidade da aeronave podem ser assegurados.
4. Avaliar te´cnicas alternativas de escalonamento de sistemas, visando um
aumento da disponibilidade da CPU.
A partir do ambiente seguro estabelecido, abordagens alternativas de
projeto sera˜o avaliadas. Por meio da aplicac¸a˜o da te´cnica dos AA, o
desempenho do sistema, estabilidade, flexibilidade, seguranc¸a e confi-
abilidade sa˜o analisados, de forma a validar a` factibilidade desta pro-
posta no contexto do VANT.
1.3 ORGANIZAC¸A˜O
O restante deste trabalho e´ organizado da seguinte forma: o Capı´tulo
2 apresenta uma visa˜o geral do projeto Provant, descrevendo os detalhes
te´cnicos da aeronave projetada.
As tecnologias aplicadas no contexto deste projeto, bem como a descri-
c¸a˜o de alguns trabalhos relacionados ao contexto dos VANTs sa˜o apresenta-
dos no Capı´tulo 3.
O Capı´tulo 4 descreve o processo de projeto seguro de Vants, apre-
sentando desde a sua modelagem funcional ate´ a concepc¸a˜o de plataforma de
testes seguras.
Os resultados obtidos com a realizac¸a˜o de simulac¸o˜es com os dife-
rentes conjuntos de tarefas, e a ana´lise destes resultados sa˜o apresentados no
Capı´tulo 5. Finalizando, o Capı´tulo 6 apresenta a conclusa˜o e os trabalhos
futuros.
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birotor configuration. In: International Conference on Unmanned Air-
craft Systems (ICUAS 2013), Atlanta, 2013.
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CKER, L. B.. Analyzing the Use of Anytime Algorithms on an Un-
manned Aerial Vehicle. In: 3o Simpo´sio Brasileiro de Engenharia de
Sistemas Computacionais (SBESC 2013), Nitero´i, 2013.
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72 PROJETO PROVANT
O escopo do ProVant e´ composto por treˆs dissertac¸o˜es de mestrado: o
desenvolvimento de diferentes estrate´gias de controle aplicadas ao contexto
do VANT, desenvolvidas pelo mestrando Rodrigo Donadel; a integrac¸a˜o da
aeronave com a estac¸a˜o base, assim como com uma rede de sensores sem
fio, desenvolvido pelo mestrando Joa˜o Paulo Bodanese; e o projeto seguro de
sistemas embarcados descrito neste trabalho.
O projeto seguro de sistemas embarcados compreende o desenvolvi-
mento de alguns componentes, dentre as quais temos a modelagem da ar-
quitetura de software embarcado e o estabelecimento de uma plataforma de
simulac¸a˜o que descreva as caracterı´sticas do ambiente real.
A partir desses componentes, o atendimento de algumas caracterı´sticas
do sistema se torna possı´vel, tais como, o atendimento a`s restric¸o˜es temporais,
e a definic¸a˜o de um limiar de execuc¸a˜o de seguranc¸a do sistema.
O processo de desenvolvimento do VANT descreve alguns passos, rea-
lizados de forma a permitir a concepc¸a˜o da aeronave, onde temos: a definic¸a˜o
dos objetivos de projeto; a especificac¸a˜o do hardware embarcado; a represen-
tac¸a˜o das dinaˆmicas da aeronave; a modelagem funcional do sistema; o pro-
jeto da plataforma de simulac¸a˜o; e a avaliac¸a˜o do comportamento dos algorit-
mos de controle propostos. Esses procedimentos sa˜o guiados por uma meto-
dologia de desenvolvimento de projeto sendo descritos nas pro´ximas sec¸o˜es.
Na concepc¸a˜o da aeronave, optou-se por desenvolver um VANT birro-
tor VTOL (Vertical Take-Off and Landing), de configurac¸a˜o tiltrotor1, o qual
tem por caracterı´sticas a realizac¸a˜o de decolagens e pousos na vertical. A
Figura 1 apresenta o proto´tipo inicial adotado.
A proposta principal do projeto e´ permitir que o VANT realize voos
autoˆnomos de acordo com trajeto´rias pre´-definidas. Estas trajeto´rias (con-
junto de waypoints) sa˜o fornecidas pela estac¸a˜o base, sendo definidas na fase
de planejamento das misso˜es. A comunicac¸a˜o entre o VANT e a estac¸a˜o base
e´ realizada por meio de um link wireless (Figura 2).
Por meio da interface de software disponı´vel na estac¸a˜o base, o usua´rio
pode realizar as seguintes func¸o˜es: definir os objetivos das misso˜es e os pon-
tos que o VANT deve seguir na sua execuc¸a˜o; iniciar e abortar as misso˜es;
monitorar as informac¸o˜es tanto do voo quanto da execuc¸a˜o da missa˜o; e rea-
lizar testes de verificac¸a˜o dos sensores e atuadores.
Para realizac¸a˜o do voo autoˆnomo e´ necessa´rio que uma missa˜o seja
previamente planejada e carregada no VANT, e que o usua´rio da estac¸a˜o base
1O tiltrotor e´ uma aeronave caracterizada pela movimentac¸a˜o por meio da atuac¸a˜o de seus
rotores. Seu deslocamento ocorre devido a` inclinac¸a˜o (do ingleˆs tilt) de seus rotores.
8Figura 1 – Proto´tipo ProVant com configurac¸a˜o tiltrotor.
autorize o inı´cio da sua execuc¸a˜o. No entanto, ale´m do carregamento da
missa˜o, alguns subsistemas devem ser executados no VANT, tais como: con-
trole de velocidade dos rotores, controle do aˆngulo de inclinac¸a˜o do conjunto
propulsor, controle de estabilidade, controle de seguimento de trajeto´ria, mo-
nitoramento do nı´vel de carga de bateria, procedimentos de pouso e decola-
gem e a detecc¸a˜o e evitamento de obsta´culos.
Durante a execuc¸a˜o, uma missa˜o pode ser abortada em decorreˆncia de
dois possı´veis eventos, por opc¸a˜o do usua´rio da estac¸a˜o base ou pela ativac¸a˜o
do pro´prio sistema embarcado. A ocorreˆncia automa´tica por parte do sistema
embarcado pode ser ocasionada devido a mudanc¸as nas condic¸o˜es meteo-
rolo´gicas, ou a falhas no sistema. Desta forma, duas ac¸o˜es distintas podem
ocorrer na ativac¸a˜o deste modo.
A primeira dessas e´ denominada retornar a base (do ingleˆs Return-
To-Home (RTH)), onde o VANT retorna a uma coordenada geogra´fica es-
pecı´fica, normalmente pro´xima a` estac¸a˜o base. Na ativac¸a˜o deste modo o
subsistema de controle de missa˜o da aeronave faz a gerac¸a˜o de uma nova tra-
jeto´ria de forma a retornar a sua posic¸a˜o inicial. Ja´ a segunda ac¸a˜o consiste
na realizac¸a˜o de um pouso de emergeˆncia no local seguro mais pro´ximo da
sua localizac¸a˜o atual.
Testes de verificac¸a˜o do equipamento do VANT podem ser realizados
como ac¸a˜o preventiva, similares aos testes realizados pelos pilotos antes de
alc¸arem voo. Sua realizac¸a˜o dispara uma se´rie de procedimentos responsa´veis
por verificar a integridade do sistema e da comunicac¸a˜o com a estac¸a˜o base.
Ale´m dos modos de operac¸a˜o descritos, o VANT tambe´m pode ser
operado por meio de um ra´dio controle. Ele pode ser ativado tanto para a
9Figura 2 – Descric¸a˜o da proposta do sistema.
realizac¸a˜o de voos, quanto invocado pelo usua´rio da estac¸a˜o base a qualquer
momento no decorrer de uma missa˜o.
Visando suportar os voos e garantir os dados necessa´rios para estima-
c¸a˜o do seu comportamento e posicionamento, o VANT necessita de um con-
junto de sensores e atuadores responsa´veis por dar suporte ao sistema embar-
cado.
2.1 SENSORES E ATUADORES
Para a realizac¸a˜o dos voos, o VANT executa algoritmos de navegac¸a˜o.
Navegac¸a˜o e´ o campo de estudo responsa´vel pelo planejamento e execuc¸a˜o
dos movimentos do veı´culo. Nesse processo e´ necessa´rio a implementac¸a˜o
de um sistema de localizac¸a˜o que permita a obtenc¸a˜o da posic¸a˜o, velocidade
e orientac¸a˜o da aeronave em relac¸a˜o a`s coordenadas do sistema geogra´fico
[Olivares-Mendez et al. 2010].
Visando aprimorar a estimac¸a˜o da localizac¸a˜o, sensores redundantes
sa˜o utilizados de forma a aumentar a precisa˜o do algoritmo de estimac¸a˜o e re-
duzir o ruı´do e falhas nas medic¸o˜es. Esse conjunto de sensores que compo˜em
a estrutura do VANT foi especificado com base nas necessidades de estimac¸a˜o
da postura do sistema e no custo destes equipamentos. Sua estrutura apresenta
diferentes protocolos de comunicac¸a˜o. Dessa forma, e´ necessa´rio integra-la a`
plataforma embarcada de forma a permitir seu correto funcionamento.
Os seguintes sensores sa˜o utilizados no projeto ProVant: um sonar;
um sistema de posicionamento global (do ingleˆs Global Positioning System
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- GPS); e uma unidade de medic¸a˜o inercial (do ingleˆs Inertial Measurement
Unit - IMU), sendo esta composta por um aceleroˆmetro de treˆs eixos, um
girosco´pio de treˆs eixos, um magnetoˆmetro de treˆs eixos e um baroˆmetro.
O GPS recebe as informac¸o˜es via sate´lite e calcula a posic¸a˜o e a ve-
locidade por meio de triangulac¸a˜o, visto que ele conhece a distaˆncia entre os
sate´lites. Para realizac¸a˜o da estimac¸a˜o e´ necessa´rio que o sinal de pelo menos
treˆs sate´lites esteja disponı´vel.
Na configurac¸a˜o do VANT, o GPS LEA-6h, produzido pela Ublox, e´
utilizado. Ele fornece uma sensibilidade aceita´vel de -162 dBm para rastrea-
mento e navegac¸a˜o, e uma precisa˜o de 2.5 m para posic¸a˜o horizontal, 0.1 m/s
para velocidade e 0.5 graus para posic¸a˜o (Figura 3). Ale´m disso, o receptor
necessita de apenas 26 segundos para iniciar. Os dados do GPS sa˜o atuali-
zados a uma taxa de 2 Hz sendo transmitidos via comunicac¸a˜o serial [uBlox
2013].
Figura 3 – GPS LEA-6h.
Fonte: UBlox (2014).
A estimac¸a˜o da atitude2, altitude e acelerac¸a˜o do VANT e´ realizada
por meio da IMU STEVAL MKI124V1, produzida pelo STMicroelectronics,
(Figura 4). Esse dispositivo se comunica com a plataforma embarcada via
protocolo Inter-Integrated Circuit (I2C) e apresenta um conjunto de dados de
saı´da de 16bits do aceleroˆmetro, magnetoˆmetro e girosco´pio e um conjunto
de dados de saı´da de 24bits do baroˆmetro.
O aceleroˆmetro permite que suas medic¸o˜es sejam configuradas com
diferentes nı´veis de sensibilidade, sendo estas ±2g, ±4g, ±8g e ±16g. A
sensibilidade da velocidade angular tambe´m pode ser configurada entre os
valores 250, 500 e 2000 graus/s. A altitude e´ obtida por meio do baroˆmetro,
o qual obte´m o valor da pressa˜o absoluta que e´ comparada com o modelo de
variac¸a˜o da pressa˜o relativa a` superfı´cie. A mensurac¸a˜o do baroˆmetro varia
entre 260 e 1260 bar [Steval 2013].
2A atitude de um veı´culo descreve a orientac¸a˜o deste com relac¸a˜o a um sistema de coordena-
das de referencia.
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Figura 4 – IMU Steval MKI124V1.
Fonte: STMicroelectronics (2014).
Para melhorar a estimativa de altura em baixas altitudes e´ utilizado um
sonar. No VANT e´ empregado o modelo MB1200 fabricado pela Maxbotix
que fornece medic¸o˜es entre 20 e 765cm com 1 cm de resoluc¸a˜o e uma taxa de
amostragem de 10 Hz (figura 5) [Maxbotix 2013].
Figura 5 – Sonar MB1200.
Fonte: Maxbotix (2014).
Ale´m dos sensores responsa´veis pela estimac¸a˜o da posic¸a˜o, o VANT
necessita que forc¸as sejam produzidas em diferentes direc¸o˜es para seu deslo-
camento. Elas sa˜o geradas por meio dos atuadores, os quais sa˜o controlados
por sinais gerados pelos algoritmos de controle visando a execuc¸a˜o da missa˜o
atribuı´da.
O VANT na configurac¸a˜o tiltrotor possui dois servomotores e dois gru-
pos de propulsa˜o, compostos pelo motor brushless, pela he´lice e pelo contro-
lador do motor.
Os servomotores utilizados sa˜o do modelo Dynamixel RX-24F fabri-
cados pela Robotis. Eles sa˜o controlados via comunicac¸a˜o serial RS 485. Por
meio da atuac¸a˜o destes componentes, os rotores podem ser rotacionados lon-
gitudinalmente em 180graus, permitindo, assim, que o VANT se mova em
diferentes direc¸o˜es [Robotis 2013].
A forc¸a responsa´vel por movimentar o VANT e´ proporcionada pelo
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conjunto composto do motor brushless e da he´lice. O motor embarcado e´ o
modelo AXI 2814/20 produzido pela Modelmotors. Utilizando esse compo-
nente e´ possı´vel levantar uma carga total de 1,3kg [Modelmotors 2013].
Estes motores sa˜o operados por meio de um controlador de velocidade
(do ingleˆs Electronic Speed Control - ESC) de modelo BL-Ctrl v2.0 fabricado
pela Mikrokopter (Figura 6). Esse dispositivo permite o interfaceamento di-
reto com o motor, onde a partir do valor de refereˆncia de velocidade recebido,
a velocidade de rotac¸a˜o do motor e´ estabelecida. Ale´m do controle de ve-
locidade, esse dispositivo envia dados de medic¸a˜o a` plataforma embarcada
tais como corrente, temperatura, tensa˜o entre outros [Mikrokopter 2013]. A
comunicac¸a˜o com a plataforma embarcada e´ realizada por meio do protocolo
I2C.
Figura 6 – Controlador brushless BL-CTRL V2.0.
Fonte: Mikrokopter (2014).
O receptor de ra´dio wireless utilizado e´ o modelo MRF24J40MC (Fi-
gura 7), produzido pela Microchip e que implementa o padra˜o IEEE 802.15.4.
Esse padra˜o conte´m um conjunto de especificac¸o˜es as quais definem um pro-
tocolo adequado para conexa˜o de diferentes dispositivos em uma rede sem
fio pessoal (do ingleˆsWireless Personal Area Network - WPAN). O protocolo
define as camadas fı´sica (PHY) e de controle de acesso ao meio (MAC). Tal
padra˜o e´ utilizado como base para protocolos de comunicac¸a˜o como ZigBee,
MiWi, 6LowPan, WirelessHART, entre outros [IEEE 2011].
OMRF24J40MC e´ um receptor de 2.4gHz, e possui uma baixa taxa de
dados (250 kbps ou 625kbps) no modo proprieta´rio. Ele integra as camadas
fı´sica e de acesso ao meio funcionalmente em uma mesma soluc¸a˜o. Ale´m
disso, ele conta com um amplificador de poteˆncia e um amplificador de baixo
ruı´do, onde por meio da utilizac¸a˜o de uma antena externa e´ possı´vel atingir
um alcance de ate´ 1200m [Microchip 2013].
Os componentes sa˜o gerenciados por uma estrutura de sistema com-
posta por duas camadas. Uma responsa´vel pelo interfaceamento com os sen-
sores, enquanto a segunda realiza um controle de mais alto nı´vel de forma a
disponibilizar uma estrutura capaz de estabelecer comunicac¸a˜o com a estac¸a˜o
base e executar os algoritmos de controle.
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Figura 7 – Ra´dio MRF24J40MC.
Fonte: Microchip (2014).
2.2 PLATAFORMAS EMBARCADAS
O dispositivo de mais alto nı´vel na estrutura do VANT e´ a plataforma
embarcada Beaglebone (Figura 8), uma plataforma de baixo custo, tamanho
similar ao de um carta˜o de cre´dito e equipada com um processador super-
escalar ARM Cortex-A8 de 720MHz aliado a um sistema operacional Linux
[BeagleBoard 2013].
Figura 8 – Plataforma embarcada Beaglebone.
Fonte: Beagleboard (2014).
Esta plataforma e´ responsa´vel pela execuc¸a˜o dos algoritmos de con-
trole, os quais teˆm por objetivo manter a estabilidade da aeronave no decorrer
de todos os procedimentos, e garantir o seguimento de trajeto´ria com base na
missa˜o especificada.
Um sistema operacional Linux embarcado compo˜e esta estrutura, for-
necendo um ambiente com maior nı´vel de abstrac¸a˜o, permitindo assim o in-
terfaceamento tanto com a outra plataforma embarcada, quanto com os senso-
res. Esta estrutura apresenta suporte a diferentes protocolos de comunicac¸a˜o,
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tais como serial, Serial Peripheral Interface (SPI) e I2C. A distribuic¸a˜o Linux
utilizada na Beaglebone e´ o Angstrom.
O Angstrom Linux foi iniciado por um pequeno grupo de pessoas dos
projetos OpenEmbedded, OpenZaurus e OpenSimpad, onde estes propuse-
ram a unificac¸a˜o de esforc¸os visando o desenvolvimento de uma distribuic¸a˜o
esta´vel e de boa usabilidade voltada a plataformas embarcadas [OpenSim-
pad 2013]. Este sistema tem suporte a diferentes arquiteturas tais como
handhelds, set top boxes e dispositivos de armazenamento de rede.
Uma segunda plataforma embarcada e´ utilizada juntamente com esta
estrutura de alto nı´vel, visando a comunicac¸a˜o dedicada com os sensores e
atuadores. A adic¸a˜o de um segundo dispositivo de gerenciamento foi reali-
zada com base na ana´lise das caracterı´sticas dos sensores e atuadores, bem
como de acordo com os tempos de respostas exigidos de cada um destes.
Dessa forma, a necessidade do uso de uma plataforma adicional foi verifi-
cada, incluindo-se assim a STM32-H407.
A STM32-H407 (Figura 9) e´ uma plataforma embarcada de baixo
custo produzida pela Olimex, a qual possui um processador ARM Cortex
M4, aliado ao sistema Linux FreeRTOS [Olimex 2013].
Figura 9 – Plataforma embarcada STM32-H407.
Fonte: Olimex (2014).
O FreeRTOS, um sistema operacional de tempo real (do ingleˆs Real
Time Operational System - RTOS), desenvolvido pela Real Time Engineers
Ltd, visando a aplicac¸a˜o em microcontroladores. Seu objetivo principal e´
prover um sistema com alto nı´vel de qualidade, robustez e controlabilidade
aplicado a essas arquiteturas. Atualmente 33 plataformas sa˜o suportadas.
Visto que esse dispositivo na˜o realiza a execuc¸a˜o dos algoritmos de
controle, nem recebe interfereˆncia de nenhum outro subsistema, pode-se enta˜o
garantir uma maior seguranc¸a e confiabilidade na comunicac¸a˜o com os sen-
sores e atuadores, os quais sa˜o vitais para o correto funcionamento do VANT.
A estrutura definida pelas plataformas embarcadas, sistemas operacio-
nais embarcados e o conjunto de sensores e atuadores e´ apresentada na Figura
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10. Para a correta comunicac¸a˜o deste conjunto, o desenvolvimento de alguns
algoritmos se faz necessa´rio. O projeto desses sistemas na˜o e´ uma tarefa
trivial. Desta forma, e´ necessa´rio que uma estrutura seja planejada visando
a` implantac¸a˜o nas plataformas embarcadas. Esses sistemas sa˜o descritos na
Sec¸a˜o 4.2.
Figura 10 – Estrutura do sistema embarcado.
Assim como o planejamento das rotinas de software, a representac¸a˜o
matema´tica das dinaˆmicas do sistema e´ descrita. Desta forma, o modelo ma-
tema´tico aliado a` arquitetura de software permite implementar um modelo
computacional do VANT e simular seu comportamento. Sua representac¸a˜o
matema´tica e´ descrita a seguir.
2.3 REPRESENTAC¸A˜O DAS DINAˆMICAS DA AERONAVE
As caracterı´sticas dinaˆmicas da aeronave, assim como as forc¸as e os
torques aplicados sa˜o representados por meio de expresso˜es matema´ticas no
contexto do VANT. Com base nelas, estrate´gias de controle podem ser proje-
tadas visando a estabilizac¸a˜o de seu comportamento durante o voo e o segui-
mento de trajeto´ria.
A estrutura da aeronave e´ descrita na Figura 11, ela e´ composta por
dois rotores os quais podem ser rotacionados longitudinalmente em 180 graus
pela atuac¸a˜o do servomotor. Ale´m disto, os grupos de propulsa˜o sa˜o inclina-
dos lateralmente por um aˆngulo fixo β . Assim, mesmo na˜o havendo atuado-
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res para modificar esta inclinac¸a˜o lateral dos rotores, a controlabilidade neste
eixo e´ alcanc¸ada [Raffo et al. 2011].
Figura 11 – Proto´tipo do VANT com configurac¸a˜o tiltrotor.
A inclusa˜o desta inclinac¸a˜o fixa β apresenta como limitac¸a˜o a reduc¸a˜o
do empuxo vertical ma´ximo que o veı´culo pode gerar, diminuindo assim a
eficieˆncia da aeronave. No entanto, considerando a utilizac¸a˜o de um aˆngulo β
pequeno (em torno de cinco graus) o ganho apresentado em controlabilidade
deste sistema mecaˆnico subatuado compensa essa perda.
Outra caracterı´stica de desenvolvimento importante e´ o deslocamento
intencional do centro de massa no eixo ZB, visando melhorar o torque de
arfagem (τθ ). Este deslocamento e´ realizado posicionando a bateria, a qual
corresponde ao componente mais pesado da aeronave, no nı´vel mais baixo da
estrutura central.
Conforme apresentando na Figura 11, treˆs estruturas sa˜o considera-
das: a estrutura principal B, o rotor da direita R e o rotor da esquerda L.
As inclinac¸o˜es longitudinais causadas pelos servomotores sa˜o descritas pelos
aˆngulos αR para o rotor da direita e αL para o rotor da esquerda. As estruturas
R e L rotacionam juntamente com seus rotores, de forma que os eixos ZR e
ZL sa˜o sempre coincidentes com os respectivos empuxos.
A representac¸a˜o matema´tica referente a`s forc¸as do VANT, as equac¸o˜es
que descrevem os torques em torno dos eixos X , Y e Z e o comportamento da
aeronave sa˜o detalhados em [Donadel et al. 2014].
Com base no detalhamento do comportamento do VANT, a partir da
representac¸a˜o das forc¸as e torques, busca-se projetar estrate´gias de controle
para este sistema, de forma que a aeronave possa realizar voos de maneira
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autoˆnoma. Neste contexto, a estrutura de controle adotada compreende o de-
senvolvimento de treˆs mo´dulos interdependentes: o controle rotacional, con-
trole translacional e transformac¸a˜o de sinais, conforme apresentado na Figura
12.
Figura 12 – Mo´dulo de controle contı´nuo.
O controle translacional e´ responsa´vel pelo seguimento de trajeto´ria da
aeronave. Este e´ baseado na posic¸a˜o da aeronave (X , Y e Z), assim como em
sua velocidade linear (X˙ , Y˙ e Z˙), aliado a` orientac¸a˜o da mesma (representado
por meio dos aˆngulos φ , θ e ψ). Com base nesses valores, sa˜o geradas as
forc¸as fxb e fzb, assim como, os aˆngulos de refereˆncia φre f e θre f . As forc¸as
e os aˆngulos de refereˆncia calculados sa˜o inseridos como entradas do mo´dulo
de controle rotacional.
O controle rotacional compo˜e o segundo bloco da malha de controle,
sendo responsa´vel pela estabilizac¸a˜o do VANT durante o voo. O ca´lculo deste
ocorre com base nos seguintes paraˆmetros: na orientac¸a˜o da aeronave (φ , θ ,
ψ); nas velocidades angulares (φ˙ , θ˙ e ψ˙); nos aˆngulos de refereˆncia (φre f e
θre f ) gerados pelo controle translacional; no ψre f fornecido pelo gerador de
trajeto´ria; e nas velocidades angulares de refereˆncia (φ˙re f , θ˙re f e ψ˙re f ).
Devido ao fato de que as saı´das dos blocos de controle rotacional e
translacional sa˜o descritas em grandezas distintas das entradas dos atuado-
res do sistema, esses valores devem ser devidamente convertidos para que
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possam ser enviados aos atuadores da aeronave. Dessa forma, esses dados
sa˜o inseridos como entrada no terceiro bloco, responsa´vel pela conversa˜o em
valores de refereˆncia aplicados aos atuadores do sistema.
Este subsistema recebe como entrada as refereˆncias de forc¸a fxb e fzb
e os valores de refereˆncia angular τphi, τtheta e τpsi. Eles sa˜o convertidos em
valores de forc¸a fR e fL na escala compatı´vel com a dos rotores, assim como
nos aˆngulos de refereˆncia de servos αR e αL (mais detalhes em [Goncalves et
al. 2013a]).
Visando a ana´lise do comportamento do VANT, um modelo computa-
cional foi desenvolvido, onde, por meio de equac¸o˜es matema´ticas, o desem-
penho da aeronave e´ descrito, com base nos valores de entrada informados.
Este sistema recebe como entrada os valores de forc¸a e refereˆncia angular, e a
partir destes sa˜o calculadas atitude, posic¸a˜o, orientac¸a˜o e velocidade angular
do VANT.
A representac¸a˜o do comportamento da aeronave ocorre por meio do
ca´lculo das forc¸as aplicadas sobre o frame B. A partir destas as dinaˆmicas
translacionais sa˜o descritas, assim como o ca´lculo da matriz de torque, a
derivac¸a˜o dos aˆngulos de Euler, o ca´lculo da matriz de ine´rcia e o ca´lculo
da matriz de Coriolis.
Com base nos componentes gerados, sa˜o apresentadas as acelerac¸o˜es
lineares e angulares do VANT. A partir da integrac¸a˜o destas, a representac¸a˜o
das velocidades linear e angular sa˜o geradas. Integrando esses valores se
obteˆm a posic¸a˜o da aeronave.
A estrutura de controle descrita foi implementada com base no tra-
balho de [Chowdhury et al. 2012], o qual descreve as equac¸o˜es de controle
aqui aplicadas. O modelo descrito pelos autores visa o controle de um VANT
birrotor de configurac¸a˜o tiltrotor. As leis de controle aqui implementadas
podem ser substituı´das, no futuro, por algoritmos desenvolvidos especifica-
mente para o projeto ProVant.
Aliado ao processo de modelagem matema´tica e ao desenvolvimento
dos algoritmos de controle, a construc¸a˜o da estrutura mecaˆnica do VANT foi
realizada.
2.4 CONSTRUC¸A˜O DA AERONAVE
A montagem mecaˆnica da estrutura do VANT foi iniciada pelo aco-
plamento do trem de pouso ao corpo principal responsa´vel por receber os
conjuntos de propulsa˜o, de forma a estabelecer uma estrutura capaz de su-
portar os demais componentes da aeronave. Entre o trem de pouso e o corpo
principal, uma estrutura intermedia´ria foi instalada a qual tem por objetivo
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acoplar os sensores, assim como, as plataformas embarcadas responsa´veis
pelo gerenciamento do VANT.
A partir desta estrutura inicial os sensores e atuadores foram inseridos
no ambiente do VANT, compondo assim a aeronave conforme apresentado na
Figura 13
Figura 13 – Proto´tipo do VANT.
Apesar da concepc¸a˜o da estrutura fı´sica do VANT, assim como da
implementac¸a˜o dos algoritmos de controle em ambiente de simulac¸a˜o, es-
tes na˜o puderam ser aplicados diretamente a` aeronave, pois devido a pro-
blemas enfrentados no interfaceamento com os sensores, no acoplamento e
alimentac¸a˜o desses a aeronave ainda na˜o esta construı´da em sua totalidade.
Para que a aplicac¸a˜o da estrutura de software possa ser aplicada a`s pla-
taformas embarcadas, o processo de interfaceamento com os sensores deve
ser finalizado, e novos testes dos algoritmos de controle devem ser realiza-
dos. Aliado a isso, o desenvolvimento do sistema da estac¸a˜o base deve ser
finalizado, de forma a prover um ambiente propı´cio para essa integrac¸a˜o.
Visando o estabelecimento de um ambiente seguro de testes, onde a
integridade fı´sica da aeronave na˜o fosse colocada em risco, diferentes te´cnicas
de simulac¸a˜o podem ser aplicadas. Dentre elas se teˆm o hardware-in-the-
loop, onde se utiliza a plataforma embarcada, utilizada para o controle do
processo real, integrada a ummodelo computacional, visando a representac¸a˜o




O projeto de sistemas embarcados descreve um ambiente em que apli-
cac¸o˜es de tempo real sa˜o desenvolvidas e aplicadas a estruturas com um poder
de processamento reduzido, e ao controle de processos crı´ticos. Assim, a
definic¸a˜o de um ambiente seguro de simulac¸a˜o se torna essencial, visando
tanto a concepc¸a˜o quando a validac¸a˜o destes sistemas.
Buscando auxiliar o processo de modelagem e desenvolvimento dos
sistemas embarcados aplicados ao contexto do VANT, e visando prover um
ambiente seguro e confia´vel para sua concepc¸a˜o, e´ possı´vel utilizar a te´cnica
de emulac¸a˜o em HIL. Ela teˆm por objetivo a unia˜o entre o ambiente simu-
lado e a plataforma embarcada real, de forma a abstrair os riscos fı´sicos
da modelagem, e a aplicac¸a˜o dos sistemas diretamente na estrutura final da
aplicac¸a˜o [Louall et al. 2011].
As aplicac¸o˜es desenvolvidas nestes ambientes teˆm por caracterı´sticas
a iterac¸a˜o direta com o ambiente em que esta˜o inseridas, bem como o aten-
dimento a`s restric¸o˜es temporais impostas. Dessa forma, a preocupac¸a˜o fun-
damental dessas aplicac¸o˜es se concentra em organizar o conjunto de tarefas
de forma que sejam concluı´das dentro do tempo disponı´vel. No entanto, o
atendimento dessas restric¸o˜es temporais e´ uma tarefa complexa, e exige um
esforc¸o adicional dos desenvolvedores na modelagem de te´cnicas que permi-
tam o cumprimento dos prazos.
A te´cnica de computac¸a˜o imprecisa, dos Anytime Algorithms, e´ uma
abordagem alternativa, que permite introduzir flexibilidade ao sistema pela
utilizac¸a˜o de diferentes nı´veis de precisa˜o e reduzir os nı´veis de utilizac¸a˜o de
CPU mantendo a estabilidade do sistema [Mangharam e Saba 2011].
Para guiar o processo de desenvolvimento dos sistemas embarcados,
seja na concepc¸a˜o do ambiente HIL ou na aplicac¸a˜o dos AA, metodologias
podem ser aplicadas a estes ambientes, de forma a permitir aos projetistas
uma maior cobertura de todos os aspectos de projeto.
Nesse contexto, sa˜o descritos neste capı´tulo a te´cnica de simulac¸a˜o em
HIL, os Anytime Algorithms, e metodologias aplicadas ao desenvolvimento de
CPS, apresentando os conceitos aplicados ao ambiente do VANT.
3.1 HARDWARE-IN-THE-LOOP
O HIL e´ descrito como a te´cnica de emulac¸a˜o caracterizada pela inte-
grac¸a˜o entre a plataforma de controle real aliada a um modelo computacional
(Figura 14), e por meio dessa estrutura o processo real pode ser computaci-
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onalmente descrito e analisado. Essa te´cnica e´ aplicada ao desenvolvimento,
teste e validac¸a˜o de sistemas de tempo real embarcados complexos, proporci-
onando uma plataforma efetiva permitindo a adic¸a˜o de complexidade, com a
seguranc¸a da plataforma de testes [Louall et al. 2011].
Figura 14 – Estrutura HIL.
Os sinais de entrada e de saı´da apresentam seus valores de acordo com
o comportamento do processo real. Dessa forma, o sistema embarcado pode
ser submetido a diferentes cena´rios [Shixianjun et al. 2006].
Por meio de seu uso, os pesquisadores podem verificar efetivamente
os aspectos comportamentais e temporais do sistema desenvolvido. Por-
tanto, a utilizac¸a˜o desse ambiente de simulac¸a˜o vem sendo intensificada na
verificac¸a˜o do desempenho de estrate´gias de controle. Ademais, ajustes e
modificac¸o˜es podem ser realizados no sistema antes da sua aplicac¸a˜o defi-
nitiva no ambiente real, prevendo assim a ocorreˆncia de acidentes, e contri-
buindo para minimizac¸a˜o dos riscos [Cai et al. 2008a].
O HIL tambe´m inclui a representac¸a˜o dos sensores e atuadores. Os
sinais gerados por eles estabelecem uma interface entre a planta emulada e o
sistema embarcado. Os dados extraı´dos da planta emulada sa˜o encaminhados
como leitura para o sistema embarcado. A partir desta troca de informac¸o˜es,
os subsistemas sa˜o alimentados e, de acordo com os testes propostos, os com-
portamentos tanto do sistema embarcado quanto do modelo computacional
podem ser verificados.
Comparado com simulac¸o˜es nume´ricas e fı´sicas, o HIL apresenta di-
versas vantagens. Inicialmente, os resultados das simulac¸o˜es HIL sa˜o mais
confia´veis que os das simulac¸o˜es nume´ricas pela proximidade do ambiente
real em que esta˜o inseridos e, a partir da sua utilizac¸a˜o, pode-se economizar
recursos e tempo dos projetistas visto que os algoritmos de controle sa˜o tes-
tados e ajustados diretamente na plataforma alvo. Ale´m disso, essa te´cnica
proveˆ uma plataforma eficiente onde os projetistas e pesquisadores podem
corrigir ou melhorar seus projetos originais [Shixianjun et al. 2006].
No desenvolvimento de um simulador HIL e´ necessa´rio a implementa-
c¸a˜o da planta de simulac¸a˜o de tempo real que descreve, por meio de represen-
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tac¸a˜o matema´tica, todas as dinaˆmicas incluı´das na planta do sistema [Louall
et al. 2011].
Desta forma, o HIL tem sido adotado com objetivo de validar de forma
conjunta o hardware e o software sob diferentes condic¸o˜es de ambiente [Jung
e Tsiotras 2007].
No contexto dos VANTs, o HIL teˆm sido aplicado com diferentes
finalidades, que va˜o da validac¸a˜o dos algoritmos de controle a` aplicac¸a˜o
de softwares de simulac¸a˜o de voo para verificac¸a˜o de comportamento. A
aplicac¸a˜o do HIL no ambiente de desenvolvimento dos VANTs visa facilitar
o seu processo de concepc¸a˜o. A seguir sa˜o descritos trabalhos que fazem uso
do HIL com VANTs.
3.1.1 [Cai et al. 2008a] Design and implementation of a hardware-in-the-
loop simulation system for small-scale UAV helicopters
Em [Cai et al. 2008a] os autores descrevem a utilizac¸a˜o do HIL no
processo de desenvolvimento de helico´pteros de pequena escala.
Um ambiente e´ proposto visando a` ana´lise dos algoritmos de controle
desenvolvidos. Os VANTs projetados foram criados a partir de dois modelos
comerciais, onde a partir de algumas modificac¸o˜es em sua estrutura deram
origem aos veı´culos autoˆnomos HeLion e SheLion.
O modelo HIL desenvolvido descreve a interac¸a˜o entre os VANTs
e a arquitetura de software proposta, aliado a um modelo responsa´vel pela
simulac¸a˜o das dinaˆmicas do helico´ptero. Assim, esta plataforma e´ composta
por quatro mo´dulos: o mo´dulo de hardware embarcado; o mo´dulo de controle
de voo; o mo´dulo da estac¸a˜o de solo; e o mo´dulo de software.
O mo´dulo de hardware e´ composto por treˆs componentes: a plata-
forma embarcada; os atuadores responsa´veis pelo movimento do helico´ptero;
e um modem wireless. O controle de voo e´ realizado na plataforma em-
barcada, dedicada somente a esta func¸a˜o. Um segundo hardware compo˜e a
estrutura da aeronave, de forma a realizar as demais tarefas do sistema. O
segundo componente de hardware e´ composto pelos atuadores responsa´veis
pela movimentac¸a˜o do VANT. O modem wireless corresponde ao terceiro
componente incluı´do na estrutura do HIL, ele proveˆ um canal de comunicac¸a˜o
sem fio full-duplex para a troca de informac¸o˜es.
O controle automa´tico de voo e´ implementado no segundo mo´dulo.
Sua estrutura consiste de um modelo hiera´rquico composto por treˆs lac¸os:
o mais interno, responsa´vel por estabilizar as dinaˆmicas do helico´ptero; um
intermedia´rio que controla a posic¸a˜o do helico´ptero; e o mais externo que
realiza a navegac¸a˜o do VANT de acordo com a trajeto´ria gerada na estac¸a˜o
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base.
O mo´dulo da estac¸a˜o de solo tem como func¸a˜o principal o monito-
ramento do VANT. No ambiente HIL, o desempenho do sistema como um
todo e´ avaliado de acordo com os dados recebidos da aeronave. Outra ca-
racterı´stica importante relacionada a` estac¸a˜o base e´ a capacidade do envio
de comandos e tarefas em tempo real diretamente para o VANT, caso haja
necessidade.
A integrac¸a˜o dos mo´dulos descritos e´ de responsabilidade da arquite-
tura de software, dividida em duas partes: o software embarcado no VANT e
o software da estac¸a˜o base. O sistema embarcado e´ descrito como um cena´rio
multitarefas (do ingleˆs multi-thread), onde a estrutura e´ definida por uma ta-
refa principal e cinco tarefas de sistema descritas como: controle de voo do
helico´ptero; aquisic¸a˜o de dados; controle dos atuadores; comunicac¸a˜o com a
estac¸a˜o base; e o armazenamento de dados. Estas sa˜o gerenciadas pela thread
principal, responsa´vel pela ativac¸a˜o da execuc¸a˜o das demais tarefas.
A software da estac¸a˜o de solo e´ implementado essencialmente por
duas camadas de primeiro e segundo plano. A transfereˆncia de dados e´ exe-
cutada em segundo plano, onde se estabelece um canal de comunicac¸a˜o com
o sistema embarcado. Ja´ a camada de primeiro plano e´ responsa´vel por apre-
sentar ao usua´rio os dados referentes ao voo. Assim, diferentes viso˜es da
aeronave sa˜o apresentadas, bem como leituras referentes ao voo executado.
Com base no ambiente HIL desenvolvido, treˆs casos de testes foram
apresentados: a simulac¸a˜o dos movimentos ba´sicos de voo; a simulac¸a˜o de
um voo completo; e a execuc¸a˜o de voos com mu´ltiplos VANTs.
A simulac¸a˜o de movimentos ba´sicos tem por objetivo analisar o com-
portamento do VANT na realizac¸a˜o de movimentos essenciais para realizac¸a˜o
dos voos autoˆnomos. Garantir estabilidade e desempenho confia´vel destes
movimentos no VANT e´ essencial, possibilitando a execuc¸a˜o de operac¸o˜es
que exijam mais funcionalidades.
Nos testes de voo o VANT e´ submetido a uma se´rie de passos que des-
crevem seu comportamento no ar. Incluindo: decolagem automa´tica (automa-
tic takeoff ); deslizamento (slithering); movimento de guinada (head turning);
pirueta (pirouetting); giro vertical (vertically wheeling); espiral descendente
(downward spiraling); e o pouso automa´tico (automatic landing).
Nas simulac¸o˜es de voos em formac¸a˜o realizada pelos autores, por
razo˜es de seguranc¸a, a estac¸a˜o base foi estabelecida como lı´der virtual e uti-
lizada um VANT real como seguidor. Estabelecendo assim que a aeronave
seguidora mantenha sete metros de distaˆncia de seu lı´der.
Os autores propuseram um ambiente HIL aplicado a VANTs helico´pte-
ros de pequena escala. Os resultados obtidos em simulac¸a˜o nos treˆs ambientes
foram comparados com os dados apresentados em voos reais e desta forma se
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pode verificar que o sistema HIL proposto e´ capaz de prever com precisa˜o e
eficieˆncia simulac¸o˜es reais de voo, incluindo riscos potenciais de acidentes.
3.1.2 [Jung e Tsiotras 2007] Modeling and Hardware-in-the-Loop Simu-
lation for a Small Unmanned Aerial Vehicle
A validac¸a˜o de algoritmos de controle tambe´m e´ realizada por meio
da utilizac¸a˜o de um ambiente HIL. No instituto tecnolo´gico da Geo´rgia uma
abordagem de HIL e´ descrita por [Jung e Tsiotras 2007], onde um ambiente
de simulac¸a˜o para validac¸a˜o de sistemas de controle aplicados a VANTs e´
apresentado.
O modelo busca recriar as condic¸o˜es do ambiente real em um mo-
delo computacional, sendo este baseado no Matlab/Simulink. Um modelo
na˜o linear da aeronave de seis graus de liberdade com uma aproximac¸a˜o li-
near das forc¸as e dos momentos e´ utilizado para representar o comportamento
dinaˆmico realista da aeronave.
Quatro plataformas computacionais independentes sa˜o utilizadas no
ambiente HIL: o simulador de seis graus de liberdade1; o computador res-
ponsa´vel pela visualizac¸a˜o do voo; o microcontrolador de piloto automa´tico;
e o computador responsa´vel pela estac¸a˜o de solo.
O modelo na˜o linear da aeronave foi desenvolvido no ambiente Ma-
tlab/Simulink. As func¸o˜es desempenhadas pelo sistema de piloto automa´tico
em simulac¸a˜o sa˜o ideˆnticas a`s desempenhadas em voos reais, descrevendo os
comandos aplicados aos atuadores. Estas informac¸o˜es sa˜o enviadas ao mo-
delo de forma a guia´-lo de acordo com os sinais de controle.
O ambiente de simulac¸a˜o se aproxima muito do modelo real, dada
a aplicac¸a˜o de caracterı´sticas como um modelo de gravidade e um campo
magne´tico. As saı´das do simulador sa˜o processadas de forma a emular o
comportamento dos sensores, representando caracterı´sticas como lateˆncia e
ruı´dos de medic¸a˜o. Apo´s a digitalizac¸a˜o das leituras, os dados sa˜o transmiti-
dos ao piloto automa´tico por meio de comunicac¸a˜o serial.
Um transmissor de ra´dio controle e´ conectado ao modelo para permitir
a atuac¸a˜o de um piloto real, caso haja necessidade. Os comandos descritos
por ele podem substituir o piloto automa´tico a qualquer momento. Neste
caso a simulac¸a˜o realiza uma manobra em malha aberta e o avia˜o pode ser
conduzido de forma manual validando as caracterı´sticas dinaˆmicas do modelo
da aeronave.
A aeronave simulada e´ visualizada por meio do uso do FlighGear, uma
1O modelo de seis graus de liberdade descreve a posic¸a˜o da aeronave (representada pelas
varia´veis X, Y e Z), e a sua orientac¸a˜o (descrita por meio dos aˆngulos φ , θ e ψ).
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ferramenta de simulac¸a˜o de voo de co´digo aberto. Embora este fornec¸a total
simulac¸a˜o tanto do ambiente quanto das dinaˆmicas de voo, os autores optaram
pela utilizac¸a˜o do simulador aliado ao seu modelo ja´ desenvolvido. Desta
forma o FlightGear recebe os dados a uma taxa fixa de transmissa˜o, e atualiza
o comportamento da aeronave.
O modelo computacional combinado a` visualizac¸a˜o das dinaˆmicas da
aeronave por meio do FlightGear permite que a ferramenta de simulac¸a˜o
desenvolvida possa substituir uma experieˆncia de voo real, economizando
tempo e esforc¸o. Assim como, o comportamento em malha aberta pode ser
testado e validado por um piloto remoto por meio de um dispositivo de en-
trada amiga´vel, e o desempenho do piloto automa´tico tambe´m pode ser veri-
ficado pela realizac¸a˜o de experimentos virtuais antes da sua aplicac¸a˜o em um
voo real.
Neste contexto um ambiente HIL proposto pelos autores permite vali-
dar o hardware e o software desenvolvidos. A utilizac¸a˜o desta te´cnica se torna
indispensa´vel nestes ambientes, possibilitando a simulac¸a˜o e testes de voos e
dando suporte ao processo de projeto de sistemas de controle aplicados ao
ambiente dos VANTs com menor custo e esforc¸o.
Visto que o ambiente HIL pode ser desenvolvido com diferentes confi-
gurac¸o˜es, os trabalhos descritos apresentam sua aplicac¸a˜o na validac¸a˜o de
algoritmos de controle de voo autoˆnomo. No entanto, devido a fato destes
na˜o utilizarem uma plataforma embarcada similar a aplicada no ProVant, e da
configurac¸a˜o das aeronaves desenvolvidas tambe´m ser diferente, o desenvol-
vimento de um novo modelo de HIL foi necessa´rio neste projeto, de forma
a representar as dinaˆmicas da aeronave desenvolvida e integrar com a plata-
forma embarcada selecionada, conforme descrito na Sec¸a˜o 4.3
Considerando a criticidade dos sistemas embarcados aplicados aos
VANTs, juntamente com hardware utilizado que muitas vezes apresenta re-
cursos limitados, o uso de te´cnicas auxiliares ao ambiente do HIL e´ praticado
a fim de melhor utilizac¸a˜o destes. Nesta estrutura, te´cnicas sa˜o propostas vi-
sando maximizar o desempenho das aplicac¸o˜es desenvolvidas, como e´ o caso
da te´cnica Anytime Algorithms, apresentada como uma abordagem voltada ao
desenvolvimento de sistemas embarcados crı´ticos.
3.2 ANYTIME ALGORITHMS
Diferentemente das abordagens usuais de tempo real, onde se busca
apresentar soluc¸o˜es dentro do tempo disponı´vel, pesquisadores propuseram
uma abordagem na qual o melhor resultado possı´vel e´ apresentado dentro do
tempo que lhes e´ disponibilizado. Nesse modelo, a te´cnica proposta visa sa-
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crificar a qualidade dos resultados com intuito de cumprir os prazos exigidos.
Por esse motivo, essa abordagem e´ referenciada como computac¸a˜o imprecisa,
de forma que permita a flexibilizac¸a˜o das execuc¸o˜es da aplicac¸a˜o de tempo
real [Liu et al. 1994].
Dentro deste cena´rio existem os Anytime Algorithms [Dean e Boddy
1988], algoritmos cuja execuc¸a˜o pode ser interrompida a qualquer instante e
a precisa˜o de seus resultados depende do tempo de execuc¸a˜o.
Esses algoritmos sa˜o caracterizados principalmente pela capacidade
de suspensa˜o e retomada sem grandes esforc¸os computacionais, assim como,
por apresentarem sempre uma resposta independente do tempo em que o al-
goritmo e´ encerrado. Nesse modelo, a qualidade da resposta apresentada e´
incrementada de acordo com o tempo dispensado a mesma [Mangharam e
Saba 2011].
Sua implementac¸a˜o e´ tradicionalmente considerada sob duas variac¸o˜es,
sendo estas, a aplicac¸a˜o dos algoritmos interruptı´veis (do ingleˆs Interrupti-
ble Algorithms), ou pelo uso dos algoritmos de tempo de contato (do ingleˆs
Contact-time Algorithms).
Algoritmos interruptı´veis podem ser interrompidos a qualquer ins-
tante, sendo assim o melhor resultado obtido ate´ o ponto em que este foi
processado e´ apresentado. Devido a essas caracterı´sticas, esses algoritmos
sa˜o recomendados para utilizac¸a˜o em ambientes onde os resultados sa˜o soli-
citados sob demanda.
Os algoritmos de tempo de contato sa˜o especificados em tempo de
execuc¸a˜o, onde se define a melhor estrate´gia do algoritmo de forma a ma-
ximizar a qualidade do resultado gerado dentro do tempo de processamento
disponı´vel. Essa abordagem se torna mais intuitiva, pois usa de estruturas de
dados e de controle simplificadas em seu desenvolvimento, o que facilita os
processos de codificac¸a˜o e manutenc¸a˜o.
Os Anytime Algorithms teˆm sido aplicados ao desenvolvimento de sis-
temas embarcados, os trabalhos listados a seguir descrevem seu uso em dife-
rentes contextos.
3.2.1 [Quagli et al. 2009] Designing real-time embedded controllers using
the anytime computing paradigm
Em [Quagli et al. 2009] os autores descrevem uma abordagem de con-
trole anytime, aplicado ao modelo de um helico´ptero. Para a implementac¸a˜o
das leis de controle, elas foram divididas em segmentos, onde de acordo com
a execuc¸a˜o destes, um refinamento no resultado e´ realizado. Desta forma,
quanto maior o refinamento mais agressivas sa˜o as respostas apresentadas.
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Nesta estrate´gia o primeiro segmento e´ sempre executado, de forma a
garantir sempre uma soluc¸a˜o, enquanto os demais sa˜o ativados apenas quando
ha´ tempo de computac¸a˜o suficiente.
Para o desenvolvimento do sistema os autores propo˜em uma metodo-
logia que visa atender aos seguintes requisitos: o desenvolvimento de uma
sequeˆncia de objetivos associados a um desempenho crescente; o projeto de
um controlador iterativo baseado em segmentos subsequentes que atinja aos
objetivos; e a modelagem da interface entre o controlador e a plataforma alvo.
Considerando o modelo do helico´ptero, e´ definida uma malha de con-
trole em treˆs nı´veis: um nı´vel ba´sico que tem por objetivo a estabilidade as-
sinto´tica do modelo (nı´vel 1); um segundo nı´vel responsa´vel pela rejeic¸a˜o da
perturbac¸a˜o (nı´vel 2); e um terceiro nı´vel que descreve uma minimizac¸a˜o na
qual e´ possı´vel considerar as exigeˆncias anteriores de uma u´nica vez (nı´vel
3).
Com base nos tempos de computac¸a˜o das tarefas e no processo de es-
calonamento, os autores propo˜em a construc¸a˜o de um controlador anytime de
acordo com os seguintes crite´rios: a execuc¸a˜o do nı´vel 1 do controlador deve
sempre ser garantida, sendo baseada em seu pior caso de execuc¸a˜o; havendo
tempo computacional suficiente, passos adicionais podem ser executados vi-
sando atingir os nı´veis 2 e 3.
Para viabilizar essa abordagem, um processo de desenvolvimento foi
proposto, baseado nas seguintes etapas: a apresentac¸a˜o e caracterizac¸a˜o do
ambiente de execuc¸a˜o; o projeto do controlador de forma que os nı´veis des-
critos sejam incrementais e obtidos pela execuc¸a˜o de diferentes sub-rotinas;
e a escolha de uma polı´tica de compartilhamento que permita a execuc¸a˜o de
qualquer uma das rotinas garantindo a estabilidade global do sistema.
O desenvolvimento do modelo foi realizado por meio do uso da ferra-
menta Matlab/Simulink TrueTime, onde um conjunto formado por duas tare-
fas foi simulado. A primeira implementa o controle anytime, enquanto a se-
gunda, que possui prioridade maior, implementa o mecanismo de infereˆncia
responsa´vel pelo agendamento da tarefa.
A partir da concepc¸a˜o da abordagem de controle anytime, esta foi apli-
cada ao ambiente de um helico´ptero com dois graus de liberdade. Ele foi
desenvolvido utilizando a plataforma embarcada PXI, que possui um sistema
operacional de tempo real embarcado. Para monitoramento do sistema, a pla-
taforma embarcada foi integrada ao ambiente LabVIEW.
O LabVIEW realiza o rastreamento das tarefas agendadas no sistema
embarcado e de acordo com os dados apresentados, o comportamento anytime
e´ retratado pela tarefa de controle.
Neste ambiente testes foram realizados, onde a aeronave era iniciada
em uma posic¸a˜o e sofria uma perturbac¸a˜o gerada por uma forc¸a externa. A
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partir desta se verificava a capacidade do sistema em restaurar o equilı´brio
anterior por meio do controlador proposto.
Neste contexto uma proposta de controle automa´tico em conformidade
com as caracterı´sticas anytime foi apresentada, e a aplicac¸a˜o em um ambiente
de testes foi realizada. Dada a` efica´cia apresentada, os autores descrevem a
aplicac¸a˜o desta te´cnica como alternativa via´vel visando um melhor aprovei-
tamento dos recursos computacionais embarcados.
Ale´m da aplicac¸a˜o direta aos algoritmos de controle, os AA tambe´m
sa˜o utilizados no planejamento de trajeto´rias, conforme descrito a seguir.
3.2.2 [Narayanan et al. 2012] Anytime Safe Interval Path Planning for
dynamic environments
Um planejador de trajeto´rias que aplica os Anytime Algorithms e´ des-
crito em [Narayanan et al. 2012], onde este visa estabelecer uma rota segura
para a aeronave. A proposta desenvolvida e´ aplicada descrevendo o planeja-
mento de trajeto´ria de um VANT em um ambiente que apresenta obsta´culos
dinaˆmicos.
A aplicac¸a˜o do planejador Anytime tem por objetivo apresentar solu-
c¸o˜es no menor tempo possı´vel, e havendo tempo disponı´vel o resultado forne-
cido e´ incrementado. Em ambientes dinaˆmicos, se o planejador requer muito
tempo para retornar um novo caminho, uma colisa˜o pode ocorrer com um
obsta´culo em movimento.
O modelo proposto realiza o planejamento Safe Interval Path Plan-
ning (SIPP), sendo este realizado por meio do uso do algoritmo A*. A carac-
terı´stica Anytime foi adicionada por meio de uma extensa˜o do SIPP, de forma
a permitir a sua execuc¸a˜o anytime. Esta e´ o resultado da combinac¸a˜o do Any-
time Repairing A* (ARA*), onde a capacidade de execuc¸a˜o de pesquisa do
A* e´ ponderada, com o SIPP.
A abordagem proposta assume que ha´ um sistema externo responsa´vel
pelo monitoramento dos obsta´culos dinaˆmicos do ambiente, prevendo suas
trajeto´rias futuras e listando estes dados. Por meio desta lista descrevendo
os dados dos obsta´culos ordenados pelo mais pro´ximo, o planejador preveˆ a
sua movimentac¸a˜o em um futuro pro´ximo e define a rota mais segura para a
aeronave.
O ARA* e´ iniciado pela execuc¸a˜o de uma pesquisa de A* com o
crite´rio de parada mais alto pre´-estabelecido, desta forma e´ produzido ra-
pidamente uma soluc¸a˜o inicial. Caso haja tempo suficiente, o ARA* reduz o
valor do crite´rio de parada, de forma a incrementar o resultado, enquanto o
A* reutiliza as pesquisas anteriores na busca por um novo resultado. Havendo
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tempo suficiente o crite´rio de parada do ARA* decrementara´ ate´ o valor um
(1), retornando assim a soluc¸a˜o o´tima.
Visando analisar o comportamento do planejador, diferentes cena´rios
foram propostos variando a quantidade de obsta´culos dinaˆmicos envolvidos.
Assim, foi possı´vel verificar que o modelo proposto e´ capaz de produzir
respostas em tempo real e de fornecer soluc¸o˜es ate´ um horizonte de tempo
de 15 segundos, mesmo quando aplicado a grandes ambientes com muitos
obsta´culos dinaˆmicos.
A aplicac¸a˜o do anytime se mostrou eficaz no planejamento de tra-
jeto´rias, seja para a localizac¸a˜o de soluc¸o˜es de forma ra´pida, ou para o in-
cremento destes resultados caso haja tempo de processamento disponı´vel.
Conforme apresentado, os AA teˆm sido aplicados com diferentes pro-
po´sitos no contexto do VANT, no entanto devido a` diferenc¸a de configurac¸a˜o
das aeronaves, a diferenc¸a de plataformas embarcadas e da diferenc¸a das es-
trate´gias de controle, uma abordagem Anytime diferente das apresentadas nes-
tes trabalhos foi aplicada no ProVant.
Aliado ao uso das te´cnicas de HIL e Anytime Algorithms, a aplicac¸a˜o
de metodologias de desenvolvimento ao ambiente de sistemas embarcados
tambe´m e´ realizada, visando guiar os engenheiros no processo de modelagem.
Essas buscam organizar o trabalho dos projetistas e reduzir tempo e custo de
desenvolvimento dos produtos. A seguir sa˜o apresentados alguns trabalhos
que descrevem propostas de metodologia aplicadas ao desenvolvimento de
sistemas embarcados.
3.3 METODOLOGIAS DE DESENVOLVIMENTO APLICADAS A SIS-
TEMAS EMBARCADOS
Nesta sec¸a˜o sa˜o apresentadas algumas metodologias propostas por di-
ferentes autores com intuito de guiar o processo de desenvolvimento dos sis-
temas e auxiliar os projetistas.
3.3.1 [Becker et al. 2010] Development Process for Critical Embedded
Systems
Em [Becker et al. 2010] os autores propo˜em uma metodologia apli-
cada ao desenvolvimento de sistemas embarcados crı´ticos. Esta abordagem
busca, por meio de te´cnicas de verificac¸a˜o de modelos, atender as necessida-
des de projeto.
Atrave´s da engenharia baseada em modelos (do ingleˆs Model Driven
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Engineering - MDE) [Schmidt 2006] se busca realizar a verificac¸a˜o de mode-
los do sistema proposto, sendo estes desenvolvidos na linguagem Architecture
Analysis & Design Language (AADL) [Feiler et al. 2006], de forma a validar
o atendimento aos requisitos na˜o funcionais.
A metodologia de projeto descreve que a arquitetura do sistema e´ re-
sultado de diversas etapas de verificac¸a˜o, de modo a assegurar sua exatida˜o.
Para alcanc¸ar esse objetivo uma sequeˆncia de transformac¸o˜es de modelo e´
realizada, sendo estas iniciadas pelo modelo AADL e finalizadas com um
modelo de autoˆmato passı´vel de verificac¸a˜o.
Neste contexto, sete passos de desenvolvimento sa˜o propostos. No en-
tanto apesar de sequencialmente descritos, eles na˜o necessitam da sua execu-
c¸a˜o sequencial, possibilitando a atualizac¸a˜o ou a reexecuc¸a˜o de alguns destes
no decorrer do processo. Os passos sa˜o descritos como:
1. Definic¸a˜o de requisitos;
2. Modelagem funcional;
3. Descric¸a˜o do ambiente;
4. Modelagem da arquitetura de software;
5. Mapeamento software e hardware;
6. Refinamento das propriedades de tempo real;
7. Verificac¸a˜o.
O passo inicial descreve o levantamento e a especificac¸a˜o dos requi-
sitos funcionais e na˜o funcionais, sendo seguido pelo desenvolvimento do
modelo funcional do sistema (passo dois). Para a concepc¸a˜o dos modelos,
ferramentas como Scade/Lustre e Matlab/Simulink podem ser utilizadas.
A metodologia proposta e´ realmente iniciada no terceiro passo, onde
a construc¸a˜o do modelo AADL e´ realizada. Neste sa˜o especificados os dis-
positivos que interagem com o sistema proposto. Dessa forma, o ambiente de
contato do sistema computacional a ser projetado e´ descrito.
No quarto passo, a modelagem da arquitetura de software e hardware
e´ desenvolvida. Esse e´ um dos passos mais importantes, dado o nı´vel de de-
talhamento agregado ao modelo, ele e´ dividido em duas partes: a primeira
compreende a modelagem e verificac¸a˜o da arquitetura de software; e a se-
gunda descreve a modelagem da arquitetura de hardware. Um modelo AADL
que descreve as propriedades ba´sicas ja´ verificadas do sistema e uma arqui-
tetura de hardware potencialmente capaz de executar o modelo de software
projetado e´ gerado como resultado desta etapa.
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O processo de projeto visa detalhar o modelo AADL, que pode resul-
tar na derivac¸a˜o de va´rios subcomponentes. Assim, processos como o refina-
mento de arquitetura e verificac¸a˜o do modelo sa˜o realizados nesta etapa.
O mapeamento dos componentes de software e hardware e´ desenvol-
vido no quinto passo. Nele, as tarefas sa˜o associadas ao seu processador
especı´fico, permitindo assim, a verificac¸a˜o das propriedades do sistema.
O sexto passo e´ o refinamento das propriedades de tempo real do mo-
delo AADL. Ele e´ realizado com base nas informac¸o˜es de tempo precisas
obtidas no processo de simulac¸a˜o realizado no passo anterior. Ale´m disto,
por meio de ana´lises, a estimac¸a˜o do pior caso de execuc¸a˜o das tarefas pode
ser realizada.
O ciclo de desenvolvimento e´ concluı´do com a realizac¸a˜o da verifica-
c¸a˜o final (se´timo passo), onde o modelo AADL e´ inserido como entrada do
sistema e atualizado com base nos princı´pios do MDE, assim como a cor-
retude deste tambe´m e´ verificada. A partir deste processo torna-se possı´vel
realizar a gerac¸a˜o automa´tica do co´digo da aplicac¸a˜o.
O processo de verificac¸a˜o e´ realizado de forma a confirmar as propri-
edades de lo´gica linear temporal (do ingleˆs Linear Temporal Logic - LTL)
[Chaki et al. 2004] do modelo desenvolvido. Ale´m disto, outras propriedades
podem ser verificadas, como escalonabilidade, estouro de buffer e proprieda-
des definidas pelo usua´rio.
Visando a realizac¸a˜o das verificac¸o˜es, o modelo AADL e´ transfor-
mado em um modelo Fiacre [Berthomieu et al. 2008]. Este enta˜o sofre uma
segunda transformac¸a˜o gerando um modelo TTS [Henzinger et al. 1992] e
a partir deste, um autoˆmato com as propriedades do sistema e´ gerado. Estas
enta˜o sa˜o verificadas por meio do autoˆmato, de forma a diagnosticar o sistema
analisado.
Os autores propuseram uma abordagem de verificac¸a˜o e um conjunto
de ferramentas que visam auxiliar na concepc¸a˜o de sistemas crı´ticos, por meio
de ummodelo AADL. Assim, a partir da concepc¸a˜o e verificac¸a˜o dos modelos
ainda se torna possı´vel a` gerac¸a˜o automa´tica de co´digo para uma plataforma
alvo a partir deste.
Uma segunda proposta e´ descrita a seguir, onde os autores descrevem
uma abordagem voltada ao desenvolvimento de VANTs.
3.3.2 [Cai et al. 2008b] Systematic design methodology and construction
of UAV helicopters
Uma proposta voltada ao desenvolvimento de VANTs do tipo helico´p-
tero e´ descrita em [Cai et al. 2008b]. Ela foi criada com base na experieˆncia
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adquirida pelos autores no desenvolvimento de projetos anteriores, onde foi
construı´do o VANT denominado HeLion. Neste trabalho a metodologia e´
aplicada ao desenvolvimento de uma segunda aeronave denominada SheLion.
O me´todo proposto e´ baseado em quatro passos, sendo estes: o projeto
computacional do modelo da aeronave; a selec¸a˜o dos componentes de hard-
ware; a integrac¸a˜o destes componentes; e os testes de avaliac¸a˜o em solo e em
voo.
O projeto computacional descreve a construc¸a˜o de um modelo da ae-
ronave, sendo esta etapa suportada por uma ferramenta de modelagem. Para
o projeto proposto os autores usaram o SolidWorks, ferramenta que permite a
ana´lise de diferentes caracterı´sticas como, funcionalidade e ca´lculo do centro
de gravidade, ale´m de proporcionar um modelo em treˆs dimenso˜es.
Com base no modelo, os componentes de hardware sa˜o especificados.
Desta forma, os sensores, os atuadores e a plataforma embarcada sa˜o seleci-
onados. A aeronave desenvolvida pelos autores tem como base um modelo
radio controlado comercial onde, a partir da sua estrutura, foram especifica-
dos os demais sensores necessa´rios para realizac¸a˜o de voos autoˆnomos. O
mo´dulo radio controlado foi mantido, pois caso haja a ocorreˆncia de algum
fato adverso o modo manual pode ser habilitado.
A partir da selec¸a˜o dos componentes de hardware a integrac¸a˜o sis-
tema´tica destes componentes e´ realizada. Nesta fase os componentes sele-
cionados sa˜o acoplados a estrutura do VANT. Buscando o melhor posicio-
namento de cada um destes, o layout de acoplamento e´ desenvolvido previ-
amente. Aliado ao projeto do layout, questo˜es relacionadas a` alimentac¸a˜o,
vibrac¸a˜o e a` interfereˆncia eletromagne´tica tambe´m sa˜o verificadas.
A construc¸a˜o da aeronave ocorre com base no modelo computacional.
Desta forma, se obteˆm o modelo fı´sico do VANT. A partir desta estrutura,
uma se´rie de testes tanto em solo quanto em voo e´ realizada, visando avaliar
desempenho e confiabilidade da aeronave (quarto passo).
Uma terceira proposta de metodologia e´ descrita a seguir. Ela visa
guiar o processo de desenvolvimento de sistemas ciber-fı´sicos.
3.3.3 [Jensen et al. 2011] A model-based design methodology for cyber-
physical systems
O desenvolvimento de Cyber-Physical Systems e´ um processo com-
plexo que deve ser planejado cuidadosamente visando o seu sucesso. Desta
forma, metodologias baseadas em projeto baseado em modelos (do ingleˆs
Model-Based Design - MBD), podem ser aplicadas em todas as fases do pro-
jeto.
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Em [Jensen et al. 2011] os autores apresentam uma proposta que visa
guiar o processo de desenvolvimento de CPS. A proposta sugere a utilizac¸a˜o
de dez passos fundamentais de desenvolvimento. No entanto, apesar da sua
enumerac¸a˜o, os passos na˜o sa˜o sequenciais, mas codependentes, facilitando
assim a coevoluc¸a˜o do modelo. Esses passos sa˜o:
1. Definic¸a˜o do problema;
2. Modelagem dos processos fı´sicos;
3. Caracterizac¸a˜o do problema;
4. Obtenc¸a˜o dos algoritmos de controle;
5. Selec¸a˜o dos modelos para computac¸a˜o;
6. Especificac¸a˜o do hardware;
7. Simulac¸a˜o do sistema;
8. Construc¸a˜o;
9. Sı´ntese do software;
10. Verificac¸a˜o, validac¸a˜o e testes.
O primeiro passo busca apresentar uma clara descric¸a˜o do problema
abordado. Este procedimento pode ser realizado em linguagem simples, sem
a necessidade do uso de termos matema´ticos ou te´cnicos. No entanto, deve
representar efetivamente os requisitos de projeto.
A seguir a modelagem do sistema fı´sico e´ descrita (segundo passo),
onde os sistemas fı´sicos que sera˜o controlados devem ser modelados. Os
sistemas sa˜o usualmente representados na forma de equac¸o˜es diferenciais ou
func¸o˜es de transfereˆncia. A representac¸a˜o pode ser iniciada por uma versa˜o
simplificada, a qual sera´ refinada durante o processo de desenvolvimento.
No terceiro passo, a caracterizac¸a˜o do problema, os paraˆmetros fixos e
as varia´veis de controle do sistema sa˜o isolados e ajustados, identificando os
valores de refereˆncia que representam os processos fı´sicos, tais como, espac¸o
de configurac¸a˜o, limitac¸o˜es de seguranc¸a, conjuntos de entradas e saı´das, pon-
tos de saturac¸a˜o e comportamento do modelo. Esse passo permite a compre-
ensa˜o da integrac¸a˜o do processo fı´sico com o processo computacional.
Com base na descric¸a˜o do processo fı´sico, o quarto passo compreende
a obtenc¸a˜o dos algoritmos de controle que sera˜o executados na plataforma
embarcada. Nesta etapa a descric¸a˜o do problema e´ utilizada para definir os
requisitos na˜o funcionais aplicados. O refinamento deste passo e´ necessa´rio
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apo´s a especificac¸a˜o do modelo computacional e da especificac¸a˜o de hard-
ware, para que se permita uma ana´lise do impacto das lateˆncias e jitters in-
troduzidos seja pelo modelo de computac¸a˜o assı´ncrona, saturac¸a˜o, ou outros
fatores na˜o lineares estabelecidos pelo hardware utilizado.
A pro´xima fase do projeto (passo cinco), consiste na selec¸a˜o dos mo-
delos de computac¸a˜o, onde o modelo computacional e´ definido como um
conjunto de instruc¸o˜es e regras responsa´veis por gerenciar as iterac¸o˜es, a
comunicac¸a˜o e o controle de fluxo dos componentes computacionais. Com
base nestes, a ana´lise de determinismo dos tempos de execuc¸a˜o, da acessibili-
dade dos estados, do uso de memo´ria e da lateˆncia do sistema sa˜o facilitadas.
Na especificac¸a˜o de hardware (sexto passo), os projetistas definem a
arquitetura de hardware apropriada, sendo que esta deve ser capaz de: ofere-
cer suporte ao ambiente em que esta inserida; interagir com processos fı´sicos;
e implementar os algoritmos de controle. A definic¸a˜o da plataforma embar-
cada e´ diretamente dependente da ana´lise das restric¸o˜es impostas pelo sistema
e da verificac¸a˜o de como o software desenvolvido interage com a arquitetura
de hardware especificada.
A simulac¸a˜o do sistema representa o passo sete. Para dar suporte a
este procedimento, ferramentas de simulac¸a˜o sa˜o utilizadas visando analisar
o comportamento do sistema desenvolvido sob as mais diversas condic¸o˜es
em que este pode ser submetido. O Projeto baseado em plataforma (do ingleˆs
Platform-based design)2 pode ser aplicado nesta etapa, a fim de abstrair a
lo´gica de aplicac¸a˜o a partir das dinaˆmicas do sistema, de modo a facilitar o
processo de gerac¸a˜o de co´digo.
Consolidado o projeto do CPS, no oitavo passo o modelo e´ concebido
com base nas descric¸o˜es, excec¸o˜es e limitac¸o˜es impostas.
O passo nove compreende o processo de transformac¸a˜o dos mode-
los desenvolvidos em aplicac¸a˜o. Este processo normalmente e´ realizado de
forma automa´tica por meio das ferramentas de codificac¸a˜o. No entanto, a
transcric¸a˜o manual tambe´m pode ser realizada pela equipe de desenvolvi-
mento, seja pela auseˆncia dessa funcionalidade na ferramenta, seja por algum
outro motivo que inviabilize o processo automatizado.
A etapa final do processo de planejamento tem como foco a realizac¸a˜o
da verificac¸a˜o, validac¸a˜o e testes. Nessa fase o sistema e´ ajustado de forma
que todos os componentes e subsistemas possam ser testados de forma indi-
vidual e independente.
Por meio dos passos descritos os autores buscam cobrir todas as fases
de projeto e concepc¸a˜o destes sistemas, de forma a proporcionar uma me-
2A te´cnica do projeto baseado em plataforma permite que uma u´nica plataforma base possa
servir para uma linha inteira de projetos, com a modificac¸a˜o de apenas algumas sec¸o˜es confi-
gura´veis, intencionalmente dispostas para este fim.
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lhor organizac¸a˜o tanto do andamento quanto da documentac¸a˜o gerada pelo
projeto.
Analisando as metodologias descritas e considerando as caracterı´sticas
ciber-fı´sicas do VANT e a abrangeˆncia do ProVant, que aborda desde a especi-
ficac¸a˜o da aeronave ate´ a modelagem dos algoritmos de controle, se optou
por utilizar a metodologia descrita por [Jensen et al. 2011]. Essa foi defi-
nida devido ao fato de apresentar uma maior cobertura de todos os aspectos
envolvidos no desenvolvimento do VANT.
Considerando o projeto seguro de sistemas embarcados, tem-se a utili-
zac¸a˜o das te´cnicas de HIL e dos AA como facilitadores deste processo, assim
como, a aplicac¸a˜o das metodologias de desenvolvimento que buscam guiar
este processo atendendo a todos os seus aspectos. O capı´tulo a seguir descreve
os aspectos de projeto seguro do sistema, apresentando desde a aplicac¸a˜o da
metodologia no contexto do VANT, a modelagem funcional, o projeto de HIL
e a aplicac¸a˜o dos AA.
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4 PROJETO SEGURO DO VANT
O processo de desenvolvimento dos CPS e´ uma tarefa delicada, visto
que estes estabelecem uma ponte entre o mundo computacional e o ambiente
real [Lee 2008]. Desta forma, seu projeto exige que uma se´rie de fases sejam
contempladas, tais como ana´lise do ambiente, especificac¸a˜o de processos,
definic¸a˜o de varia´veis e paraˆmetros, entre outras.
O projeto seguro de sistemas preveˆ a especificac¸a˜o, a organizac¸a˜o e
o gerenciamento de todos os artefatos produzidos neste processo. Esse des-
creve a especificac¸a˜o do sistema, o desenvolvimento do seu modelo funcio-
nal, a especificac¸a˜o de um ambiente de emulac¸a˜o e testes, e a ana´lise do seu
comportamento.
Visando garantir e organizar essa sequeˆncia de ac¸o˜es, metodologias
sa˜o propostas de forma a facilitar o processo de desenvolvimento, assim como,
ferramentas sa˜o apresentadas buscando auxiliar na concepc¸a˜o dos sistemas e
na garantia de seguranc¸a do projeto.
Este capı´tulo descreve a aplicac¸a˜o de uma metodologia no contexto
do ProVant, o desenvolvimento da modelagem funcional do sistema repre-
sentada por meio de um diagrama de blocos construı´do no Simulink, o esta-
belecimento de um ambiente de emulac¸a˜o em HIL e a especificac¸a˜o de alguns
casos de teste.
A metodologia descrita por [Jensen et al. 2011] foi aplicada neste
projeto com objetivo de guiar o processo de desenvolvimento do VANT. De-
talhes referentes a` modelagem e da aplicac¸a˜o da metodologia selecionada sa˜o
detalhados na pro´xima sec¸a˜o.
4.1 METODOLOGIA APLICADA NO PROJETO PROVANT
Com base em [Jensen et al. 2011] o projeto do VANT foi iniciado
com a realizac¸a˜o da descric¸a˜o do sistema, apresentada no Capı´tulo 2. A partir
destas especificac¸o˜es, os sistemas fı´sicos foram descritos de forma similar ao
processo descrito no passo dois da metodologia.
A modelagem do sistema consiste na criac¸a˜o de sua representac¸a˜o
computacional, que descreve os controles de estabilidade e seguimento de tra-
jeto´ria, os sistemas de monitoramento de seguranc¸a, o interfaceamento com
os sensores e o subsistema de gerenciamento dos processos. Inicialmente uma
versa˜o simplificada foi desenvolvida, onde esta sofreu refinamentos durante a
evoluc¸a˜o do projeto.
A definic¸a˜o do conjunto de varia´veis necessa´rias para a modelagem
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funcional foi especificada a partir da concepc¸a˜o do modelo computacional.
Os algoritmos de controle foram derivados com base em [Chowdhury
et al. 2012], onde este os subdivide em dois nı´veis, controle de seguimento
de trajeto´ria e de estabilidade, os quais sa˜o detalhados na sec¸a˜o 2.3.
Um modelo computacional foi concebido visando representar o com-
portamento do VANT e a estrutura de controle que representa o passo cinco da
metodologia. O detalhamento deste processo e´ descrito na Sec¸a˜o 4.2.1 onde,
por meio das simulac¸o˜es realizadas, ana´lises comportamentais entre outros
aspectos puderam ser verificados.
A arquitetura de hardware empregada foi especificada por meio do
modelo computacional (passo seis da metodologia). Detalhes te´cnicos desta
arquitetura sa˜o apresentados na Sec¸a˜o 2.1.
O processo de simulac¸a˜o ocorreu em um ambiente HIL, que permite a
integrac¸a˜o da plataforma alvo ao modelo computacional. Diferentes cena´rios
foram propostos visando analisar o comportamento, tanto do sistema em-
barcado, quanto do pro´prio VANT. O detalhamento tanto do ambiente de
simulac¸a˜o quanto dos cena´rios descritos sa˜o apresentados na Sec¸a˜o 4.3.
O processo de sı´ntese de software foi realizado de forma a embarcar
os algoritmos de controle, inicialmente desenvolvidos no Simulink, na plata-
forma embarcada. Esta transic¸a˜o ocorreu de forma manual, pois o co´digo ge-
rado automaticamente pelo Simulink na˜o se mostrou flexı´vel a`s modificac¸o˜es
que se faziam necessa´rias, tais como ajuste de perı´odo, escalonamento de
tarefas entre outros. O processo de transcric¸a˜o e´ descrito no na Sec¸a˜o 4.3.
Verificac¸a˜o, validac¸a˜o e testes sa˜o processos que esta˜o presentes no de-
correr de todas as etapas. A cada modelo planejado, algoritmo desenvolvido,
ou mesmo no processo de construc¸a˜o, estes processos sa˜o extremamente ne-
cessa´rios de forma a garantir fatores como integridade, robustez e seguranc¸a.
A seguir a descric¸a˜o do sistema e o modelo de blocos desenvolvido
sa˜o descritos.
4.2 DESCRIC¸A˜O DO SISTEMA
Amodelagem do sistema de software do VANT descreve a representa-
c¸a˜o de sua arquitetura, responsa´vel pela execuc¸a˜o de todos os subsistemas.
Desta forma, e´ necessa´rio que sejam descritos desde os sistemas de baixo
nı´vel, responsa´veis pelo interfaceamento com os sensores e atuadores, ate´ os
de alto nı´vel, que descrevem os algoritmos de controle de voo.
A estrutura de software do VANT e´ organizada em treˆs subsistemas:
o interfaceamento com os sensores; o interfaceamento com os atuadores; e o
controle.
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O primeiro subsistema e´ responsa´vel pelo interfaceamento e processa-
mento de dados, onde sa˜o reunidas e processadas as informac¸o˜es dos senso-
res. Este tambe´m estabelece comunicac¸a˜o com os atuadores visando a` coleta
de dados.
Posic¸a˜o e velocidade linear sa˜o fornecidas pelo GPS, velocidade an-
gular, acelerac¸a˜o linear e pressa˜o sa˜o coletadas por meio da IMU, e o sonar e´
utilizado na obtenc¸a˜o de informac¸o˜es de altitude necessa´rias para o procedi-
mento de pouso.
A interface com os atuadores e´ de responsabilidade do segundo sub-
sistema. O VANT possui dois motores brushless acoplados as he´lices, com-
pondo assim os conjuntos propulsores. Eles sa˜o controlados por meio dos
ESCs, que recebem como entrada a velocidade de refereˆncia de rotac¸a˜o. Os
conjuntos esta˜o acoplados aos servomotores, capazes de rotacionar todo o
conjunto de propulsa˜o. Estes dispositivos recebem como entrada o aˆngulo de
inclinac¸a˜o desejado.
O terceiro subsistema e´ responsa´vel pelo controle, onde sa˜o processa-
dos os algoritmos responsa´veis pelo calculo do vetor de sinais de controle1 do
VANT com base nas informac¸o˜es recebidas dos sensores. Os algoritmos de
controle, baseados na trajeto´ria de refereˆncia, calculam os sinais adequados
a serem aplicados aos atuadores (aˆngulos para os servomotores e velocidade
angular para os motores brushless).
Os dois primeiros subsistemas sa˜o implementados na plataforma em-
barcada de baixo nı´vel (STM-32-H407), e o terceiro subsistema e´ executado
na plataforma embarcada de alto nı´vel (Beaglebone).
Visando representar o funcionamento destes subsistemas, bem como
projetar toda a estrutura do software, um diagrama de blocos foi desenvol-
vido, com o objetivo de realizar a representac¸a˜o funcional e a realizac¸a˜o de
simulac¸o˜es.
4.2.1 O modelo em diagrama de blocos
O modelo em diagrama de blocos foi desenvolvido na ferramenta Si-
mulink, uma plataforma de modelagem e simulac¸a˜o de sistemas. Ale´m da
possibilidade de conexa˜o com o ambiente MATLAB, este oferece aos desen-
volvedores uma ampla biblioteca de blocos, onde diferentes sistemas podem
ser projetados [MathWorks].
A modelagem do ambiente do VANT compreende dois subsistemas,
o primeiro responsa´vel pela representac¸a˜o das ac¸o˜es da estac¸a˜o base e o se-
1O vetor de sinais de controle descreve as forc¸as e os torques a serem aplicados aos atuadores
do VANT.
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gundo pelas funcionalidades do VANT (Figura 15). Estes subsistemas sa˜o
interligados por meio de um canal de comunicac¸a˜o wireless. Aliado a estes
subsistemas se tem um terceiro componente responsa´vel por representar os
sinais recebidos via controle remoto.
Figura 15 – Modelagem nı´vel ba´sico.
Os subsistemas tanto do VANT quanto da estac¸a˜o base sa˜o gerenci-
ados por dois mo´dulos de lo´gica discreta, responsa´veis por inicializar e su-
pervisionar o funcionamento geral dos sistemas. Esses sa˜o representados por
duas ma´quinas de estado presentes em cada um dos subsistemas.
O subsistema da estac¸a˜o base apresentado na Figura 15, e´ detalhado
na Figura 16 sendo composto por dois mo´dulos, o de comunicac¸a˜o e o de
lo´gica discreta. A arquitetura de comunicac¸a˜o e´ responsa´vel pela codificac¸a˜o
e decodificac¸a˜o das mensagens encaminhadas ao VANT, enquanto os eventos
de lo´gica discreta sa˜o representados no segundo mo´dulo.
Figura 16 – Modelagem estac¸a˜o base.
Considerando a ocorreˆncia dos eventos discretos na estac¸a˜o base, aci-
onados pela interac¸a˜o do usua´rio, as configurac¸o˜es do VANT sa˜o realizadas.
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Inicialmente o usua´rio pode definir o modo de operac¸a˜o do VANT, esse e´
enviado ao mo´dulo de comunicac¸a˜o que encaminha ao VANT por meio do
sinal modo de operac¸a˜o. Treˆs opc¸o˜es sa˜o disponibilizadas: o modo de voo
autoˆnomo, o modo ra´dio controlado e o modo de testes.
Se o modo de voo autoˆnomo e´ definido, uma missa˜o deve ser confi-
gurada para execuc¸a˜o. Nesta, a trajeto´ria da aeronave e´ definida por meio de
waypoints. Os dados referentes a` missa˜o sa˜o enviados ao VANT por meio da
varia´vel missa˜o definida no protocolo de comunicac¸a˜o, apo´s o correto recebi-
mento e configurac¸a˜o da missa˜o, esse encaminha uma mensagem de resposta
sinalizando a` estac¸a˜o base que esta´ pronto para iniciar.
Neste momento tudo que o VANT necessita e´ de confirmac¸a˜o da esta-
c¸a˜o base sinalizando o inicio da missa˜o. Esta mensagem e´ encaminhada por
meio da varia´vel comando de missa˜o definida no protocolo de comunicac¸a˜o,
que permite ao usua´rio sinalizar tanto o inicio quanto o cancelamento da
missa˜o. A partir deste instante a aeronave ativa seu sistema de controle
contı´nuo e a base passa apenas a monitorar o andamento da missa˜o, verifi-
cando o estado dos sensores e enviando mensagens de controle ao VANT.
A partir da evoluc¸a˜o da missa˜o no modo de voo autoˆnomo, o opera-
dor pode cancelar a sua execuc¸a˜o a qualquer momento, solicitando assim o
retorno da aeronave a sua posic¸a˜o de origem. Caso algum problema te´cnico
venha a ocorrer, um mo´dulo de seguranc¸a e´ ativado, abortando a execuc¸a˜o da
missa˜o. Na ativac¸a˜o deste evento o VANT envia uma mensagem de alerta a
estac¸a˜o base e realiza um pouso de emergeˆncia.
No modo de testes, o operador tem acesso aos dados, tanto puros (sem
o fusionamento) quanto processados de todos os sensores e atuadores do sis-
tema. Ale´m disto comandos tambe´m podem ser enviados diretamente aos atu-
adores. A estac¸a˜o base sinaliza tanto o inicio quanto a finalizac¸a˜o da atuac¸a˜o
no modo de testes via a varia´vel Status modo de testes, e atua enviando valo-
res aos servomotores e aos ESCs por meio das varia´veis valor escrita servo
e valor escrita ESC. A operac¸a˜o do VANT neste modo se restringe ao envio
das leituras a estac¸a˜o base, e atuac¸a˜o conforme os comandos recebidos. Neste
modo a aeronave na˜o realiza voos.
O detalhamento do subsistema do VANT apresentado inicialmente na
Figura 15 e´ descrito na Figura 17. Este e´ composto pelos seguintes mo´dulos:
uma ma´quina de estados, que implementa o subsistema de lo´gica discreta; o
mo´dulo de comunicac¸a˜o wireless, responsa´vel pela troca de mensagens com
a estac¸a˜o base; o mo´dulo de controle contı´nuo, responsa´vel pelo controle
de voo autoˆnomo; o mo´dulo de ra´dio controle, que processa os comandos
recebidos via controle remoto; o mo´dulo de processamento de dados, onde
a comunicac¸a˜o com sensores e atuadores e´ realizada; o mo´dulo de testes,
responsa´vel pela atuac¸a˜o direta da estac¸a˜o base sobre o VANT; o sistema de
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monitoramento, responsa´vel pela verificac¸a˜o da temperatura e nı´vel de bateria
visando garantir a integridade da aeronave; a rotina de testes, que e´ executada
antes do inicio da missa˜o visando verificar o funcionamento dos atuadores; o
mo´dulo de missa˜o, responsa´vel pelo controle da missa˜o executada; o mo´dulo
de telemetria, o qual recebe as leituras da aeronave e as encaminha a estac¸a˜o
base; e os demais mo´dulos auxiliares, responsa´veis pela representac¸a˜o dos
sinais dos sensores e atuadores do sistema.
Figura 17 – Modelagem VANT.
A estrutura funcional do subsistema do VANT e´ gerenciada por meio
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da ma´quina de estados, que e´ responsa´vel pela ativac¸a˜o dos diferentes mo´dulos
do sistema de acordo com omodo de operac¸a˜o selecionado. A Figura 18 apre-
senta os modos principais, autoˆnomo, testes e ra´dio controlado, assim como,
os modos auxiliares como pouso de emergeˆncia e retornar a base.
Figura 18 – Ma´quina de estados VANT.
Inicialmente o VANT se apresenta no estado Neutro, aguardando a
selec¸a˜o do modo de operac¸a˜o por parte da estac¸a˜o base. Neste estado os
mo´dulos wireless, de ra´dio controle e de telemetria sa˜o ativados.
O modo autoˆnomo e´ definido pela ocorreˆncia do evento Modo auto-
nomo, na ativac¸a˜o deste estado sa˜o ativados os seguintes mo´dulos do sistema:
o mo´dulo de missa˜o; o mo´dulo de processamento de dados; o mo´dulo de
monitoramento; e o mo´dulo de controle contı´nuo.
A partir deste estado treˆs eventos podem ocorrer: um evento de falha,
que ativa o estado de pouso de emergeˆncia ativando tambe´m a func¸a˜o pouso
de emergeˆncia do mo´dulo de controle contı´nuo; um evento abortar, sinali-
zado pela estac¸a˜o base, ativando o evento Retornar a base e a func¸a˜o retornar
a base no mo´dulo de controle contı´nuo; e o estado Modo ra´dio controle, ati-
vado tanto pela ocorreˆncia de um sinal de ra´dio controle (SinalRC), ou pela
inicializac¸a˜o via estac¸a˜o base por meio do evento IniciarMRC.
No estado Modo ra´dio controlado sa˜o ativados os mo´dulos de tele-
metria, monitoramento e controleRC. Ale´m dos estados descritos, a partir do
estado neutro outros dois estados podem ser alcanc¸ados, o estado Desligar
que sinaliza o desligamento fı´sico da aeronave, e o estado Modo de testes,
que descreve as ac¸o˜es do usua´rio da estac¸a˜o base diretamente sobre o VANT,
onde os mo´dulos de manutenc¸a˜o, telemetria e rotina de testes sa˜o ativados.
No modo ra´dio controlado, os sinais de refereˆncia sa˜o encaminhados
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por meio do controle remoto, e enta˜o convertidos em refereˆncias de veloci-
dade e inclinac¸a˜o enviadas aos atuadores. Desta forma, a aeronave e´ condu-
zida sem a necessidade do envio de uma missa˜o. O mo´dulo responsa´vel por
este controle e´ apresentado na figura 19.
Esse mo´dulo recebe como entrada o sinal do controle remoto ja´ deco-
dificado, estes valores de refereˆncia sa˜o inseridos como entrada para o algo-
ritmo de controle de estabilidade executado neste mo´dulo. Como saı´da desta
operac¸a˜o sa˜o gerados os valores a serem enviados aos servomotores e aos
ESCs.
A ativac¸a˜o do modo ra´dio controlado pode ser realizada tanto por meio
da sua selec¸a˜o via estac¸a˜o base, quanto de forma automa´tica, visto que du-
rante a execuc¸a˜o de uma missa˜o, caso o VANT receba um sinal de ra´dio
controle, este modo e´ ativado automaticamente.
Figura 19 – Mo´dulo ra´dio controlado.
O modo de operac¸a˜o autoˆnomo e´ ativado apo´s a definic¸a˜o da missa˜o e
sua operac¸a˜o ocorre sem interfereˆncias externas. A missa˜o recebida conte´m
uma trajeto´ria pre´-definida que e´ utilizada como refereˆncia pelo mo´dulo de
controle contı´nuo. Este subsistema e´ composto por algoritmos responsa´veis
por estimar a posic¸a˜o e orientac¸a˜o da aeronave baseados nos dados enviados
pelos sensores. O detalhamento do subsistema de controle e´ apresentado na
Sec¸a˜o 2.3.
A comunicac¸a˜o com os sensores e atuadores e´ estabelecida pelo sub-
sistema de processamento. Nele ocorrem as transformac¸o˜es dos dados puros
em informac¸o˜es processadas. Esse mo´dulo tambe´m implementa o filtro de
Kalman, que tem por objetivo fusionar as leituras da IMU com as do GPS
visando aprimorar a estimac¸a˜o da posic¸a˜o da aeronave.
Estabelecer um canal confia´vel para troca de mensagens entre a estac¸a˜o
base e o VANT e´ responsabilidade do mo´dulo de comunicac¸a˜o. Para as-
segurar a comunicac¸a˜o e´ implementado o protocolo wireless padra˜o IEEE
802.15.4. As funcionalidades de codificac¸a˜o e decodificac¸a˜o das mensagens
que trafegam neste meio, assim como a garantia de entrega segura, tambe´m
sa˜o implementadas neste mo´dulo.
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O mo´dulo de monitoramento e´ responsa´vel por garantir a integridade
fı´sica do VANT, sendo esta estabelecida pela verificac¸a˜o de alguns paraˆmetros
do sistema, tais como, temperatura e nı´vel de bateria. Caso algum destes se
mostre fora da faixa de valores aceita´veis, um sinal de falha e´ emitido e a
aeronave realiza um pouso de emergeˆncia no local seguro mais pro´ximo a
sua localizac¸a˜o atual, evitando assim danos estruturais.
Na decorreˆncia da execuc¸a˜o de uma missa˜o, a qualquer momento o
operador da estac¸a˜o base pode solicitar a ativac¸a˜o da transmissa˜o dos dados
de telemetria (Figura 20), que e´ realizada pelo recebimento do sinal ativar
transmissa˜o. Assim, a estac¸a˜o base passa a receber as leituras dos sensores e
atuadores do VANT, os dados referentes ao seu comportamento e da execuc¸a˜o
da missa˜o.
Figura 20 – Mo´dulo de telemetria
Com base na metodologia aplicada a este projeto e a partir da especifi-
cac¸a˜o da modelagem funcional aliada a` representac¸a˜o matema´tica do VANT,
algumas ana´lises de comportamento do sistema foram realizadas. No entanto
para verificac¸a˜o e ajustes do comportamento dos algoritmos de controle, ale´m
de ana´lises do comportamento da aeronave, a construc¸a˜o de um ambiente
seguro de HIL que permita a realizac¸a˜o destes processos se faz necessa´ria. A
sec¸a˜o a seguir descreve o processo de modelagem e desenvolvimento do HIL
aplicado ao ambiente do ProVant.
4.3 PROJETO DO HIL PARA O PROVANT
Visando garantir que o processo de desenvolvimento dos sistemas em-
barcados transcorra de forma segura, a realizac¸a˜o de testes e´ necessa´ria para
a verificac¸a˜o do atendimento aos requisitos de projeto. Assim, experimentos
realizados em ambiente de simulac¸a˜o teˆm por objetivo analisar o comporta-
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mento do sistema e viabilizar a sua aplicac¸a˜o na plataforma definitiva [Cai et
al. 2008a].
No processo de simulac¸a˜o, modelos matema´ticos sa˜o desenvolvidos
para representar tanto o sistema de controle, quanto o modelo comportamen-
tal. Estes sa˜o concebidos com auxı´lio de ferramentas de simulac¸a˜o, como o
Simulink. Variac¸o˜es destes ambientes sa˜o apresentadas de forma a possibi-
litar a integrac¸a˜o da plataforma embarcada real com o modelo computacio-
nal. Neste ambiente, as leis de controle sa˜o aplicadas diretamente a plata-
forma embarcada que e´ conectada ao simulador descrevendo um modelo em
HIL [Shixianjun et al. 2006].
O HIL permite a implementac¸a˜o de diferentes dinaˆmicas de simulac¸a˜o,
visando verificar o comportamento do sistema emmeio a diferentes estı´mulos,
os quais na˜o podem ser verificados de outra forma sem colocar em risco a in-
tegridade fı´sica dos projetos. Diferentes estrate´gias de controle podem ser
executadas neste ambiente que proveˆ um sistema capaz de interfacear com o
modelo da planta real [Chandhrasekran et al. 2009].
Considerando o diagrama de blocos desenvolvido no Simulink des-
crito na Sec¸a˜o 4.2.1, um ambiente HIL foi desenvolvido com base na mode-
lagem funcional, visando a` simulac¸a˜o do VANT e a aplicac¸a˜o das te´cnicas de
controle diretamente na plataforma embarcada. Este capı´tulo descreve o de-
senvolvimento dessa plataforma de emulac¸a˜o, onde diferentes testes podem
ser propostos e caracterı´sticas como utilizac¸a˜o da plataforma, estabilidade do
controlador, entre outras podem ser verificadas.
4.3.1 Ambiente HIL no escopo do VANT
A aplicac¸a˜o de algoritmos de controle na plataforma embarcada e´ um
processo complexo, e exige uma cuidadosa verificac¸a˜o do comportamento
e de ajustes. A necessidade de testes de forma a garantir altos nı´veis de
seguranc¸a e confiabilidade exige um ambiente de emulac¸a˜o, onde estes pro-
cessos sejam realizados com seguranc¸a.
O processo de transcric¸a˜o dos algoritmos para a plataforma embar-
cada, assim como ajustes desses sa˜o facilitados por meio do uso do HIL,
que permite a emulac¸a˜o do sistema no ambiente de testes. Nesse, ale´m das
verificac¸o˜es tradicionais realizadas com as ana´lises via Simulink, se torna
possı´vel inserir perturbac¸o˜es tanto ao modelo quanto ao sistema de controle,
e analisar questo˜es relacionadas a` plataforma embarcada como comporta-
mento, capacidade computacional, tempos de resposta entre outras.
No contexto do VANT a utilizac¸a˜o do HIL se mostra interessante, pois
permite ao desenvolvedor a realizac¸a˜o de ana´lises sem colocar em risco a
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integridade fı´sica da aeronave, bem como das pessoas envolvidas. Assim,
sa˜o descritos nesta sec¸a˜o: a estrutura do ambiente de simulac¸a˜o; e a soluc¸a˜o
experimental proposta para verificac¸a˜o do limiar de seguranc¸a do sistema.
4.3.2 Estrutura do HIL
O ambiente experimental desenvolvido busca reproduzir as caracterı´s-
ticas do VANT real em ambiente de simulac¸a˜o. O sistema desenvolvido foi
dividido em dois subsistemas: o primeiro e´ responsa´vel pela execuc¸a˜o dos al-
goritmos de controle implementado na plataforma embarcada (Beaglebone);
o segundo tem por objetivo a representac¸a˜o do comportamento do VANT,
sendo executado em um computador por meio do Simulink. Estes sa˜o inter-
conectados por um link de comunicac¸a˜o de rede protocolo TCP/IP conforme
apresentado na Figura 21.
O protocolo TCP/IP foi definido para utilizac¸a˜o no HIL devido a` abs-
trac¸a˜o deste provida pelo Simulink, ale´m da confiabilidade na entrega das
mensagens garantida pelo protocolo.
Figura 21 – Estrutura Hardware-in-the-loop.
A sua concepc¸a˜o foi iniciada com a implementac¸a˜o dos algoritmos
de controle do Simulink para a plataforma embarcada. Este processo na˜o e´
trivial, pois o processo manual de transformac¸a˜o exige um esforc¸o adicio-
nal dos desenvolvedores de forma a reproduzir fielmente na plataforma alvo
o modelo implementado na ferramenta de simulac¸a˜o. A transformac¸a˜o dos
modelos ocorreu com sua implementac¸a˜o na linguagem C++ com uso da bi-
blioteca de pthreads.
Os algoritmos de controle foram transcritos conforme especificado na
modelagem matema´tica (Sec¸a˜o 2.3) e com base no modelo inicialmente ge-
rado no Simulink.
Aliado ao software embarcado, um modelo computacional foi desen-
48
volvido no Simulink de forma a representar o comportamento do VANT (Fi-
gura 22). Ele recebe os sinais de controle e de perturbac¸a˜o e teˆm como saı´da
atitude, posic¸a˜o, orientac¸a˜o e as velocidades do VANT.
Figura 22 – Modelo VANT Simulink.
Este modelo recebe como entrada treˆs vetores, os quais descrevem as
entradas do modelo computacional. O primeiro desses e´ enviado pela plata-
forma embarcada, recebido pelo bloco TCP/IP Receive, e descreve a`s forc¸as
fr e fl e os aˆngulos dos servos αr e αl . Ja´ os outros dois blocos de entrada
(Ref dot Rot1 e Ref dot Rot2), descrevem perturbac¸o˜es lineares e angulares
ao sistema. Visto que perturbac¸o˜es na˜o esta˜o sendo aplicadas ao modelo,
somente ao controle, estes vetores sa˜o enviados com valor zero.
A partir destas entradas sa˜o gerados quatro vetores de saı´da, os quais
sa˜o concatenados e enviados a` plataforma embarcada por meio do bloco
TCP/IP Send. O primeiro destes vetores descreve a posic¸a˜o (X, Y e Z), o se-
gundo apresenta a velocidade linear (X˙ , Y˙ e Z˙), o terceiro descreve os aˆngulos
da aeronave (φ , θ e ψ) e o quarto apresenta as variac¸o˜es angulares (φ˙ , θ˙ , e
ψ˙).
O bloco responsa´vel pela representac¸a˜o do modelo foi implementado
por meio da biblioteca S-function do Simulink, que permite o desenvolvi-
mento de func¸o˜es diretamente nas linguagens de programac¸a˜o C ou C++. A
partir da sua concepc¸a˜o, uma compilac¸a˜o e´ gerada no ambiente Matlab e o
executa´vel resultante e´ enta˜o incluı´do no modelo Simulink.
Nesta estrutura, cena´rios de avaliac¸a˜o foram propostos para verificac¸a˜o
de diferentes configurac¸o˜es de forma a estabelecer um limiar seguro de execu-
c¸a˜o dos algoritmos de controle, mantendo estabilidade e seguimento de tra-
jeto´ria na execuc¸a˜o de voos autoˆnomos.
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4.3.3 Implementac¸a˜o do HIL e tarefas relacionadas
A implementac¸a˜o do HIL visa conceber o ambiente de simulac¸a˜o que
agrega o modelo computacional da aeronave, desenvolvido no Simulink e o
software aplicado a` plataforma embarcada. Neste ambiente se busca apli-
car os algoritmos de controle a` plataforma embarcada, variar seu nı´vel de
utilizac¸a˜o de CPU e analisar o comportamento tanto do modelo quanto do
controle.
A estrutura de software aplicada a` plataforma embarcada e´ composta
por treˆs tarefas: a primeira, de maior prioridade, executa os algoritmos de
controle contı´nuo; a segunda estabelece a comunicac¸a˜o entre a plataforma
embarcada e o modelo do VANT desenvolvido no Simulink; e a terceira,
de menor prioridade, busca introduzir carga computacional a plataforma em-
barcada, onde a partir da variac¸a˜o de seu paraˆmetro de entrada, essa func¸a˜o
apresenta diferentes nı´veis de utilizac¸a˜o.
A tarefa de carga tem por objetivo introduzir carga computacional a
CPU da plataforma embarcada, ou seja, por meio desta com a variac¸a˜o do
seu paraˆmetro de entrada diferentes cena´rios de utilizac¸a˜o podem ser emu-
lados. O incremento de carga ocorre pela implementac¸a˜o do algoritmo da
sequeˆncia Fibonacci, onde quanto maior o valor de entrada inserido, maior
o tempo de execuc¸a˜o, e por sua vez uma maior perturbac¸a˜o exercida sobre o
sistema. Com aplicac¸a˜o dessa tarefa ao sistema, ana´lises podem ser realiza-
das com intuito de estabelecer qual o limite ma´ximo de utilizac¸a˜o que a CPU
da plataforma embarcada pode ser submetida, de forma que o comportamento
do sistema de controle na˜o seja afetado.
A comunicac¸a˜o da plataforma embarcada com a ferramenta de simula-
c¸a˜o ocorre via protocolo TCP/IP. Por meio do uso de sockets ela estabelece
um servidor, que e´ conectado pelo Simulink em tempo de execuc¸a˜o.
Para o gerenciamento das tarefas executadas, visto que o sistema ope-
racional utilizado na˜o e´ de tempo real, foi implementado uma tarefa principal.
Sema´foros sa˜o utilizados para a liberac¸a˜o das demais tarefas de acordo com
o perı´odo das mesmas.
Com base nas ana´lises do modelo de blocos e visando garantir a es-
tabilidade e sincronia na execuc¸a˜o das tarefas, os paraˆmetros de execuc¸a˜o do
sistema foram definidos, assim como, o tempo de execuc¸a˜o e a utilizac¸a˜o2 de
cada uma das tarefas foi verificado. Detalhes de especificac¸a˜o sa˜o apresenta-
dos na Tabela 1.
Neste ambiente se teˆm a tarefa de mais alta prioridade definida como
2O percentual de utilizac¸a˜o das tarefas e´ obtido pela relac¸a˜o entre o tempo de execuc¸a˜o dessa
e seu perı´odo.
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Controle que implementa a estrate´gia de controle, essa e´ definida com um
perı´odo de 3 milissegundos e descreve uma utilizac¸a˜o de CPU de 10,35%. A
segunda tarefa descrita como Comunicac¸a˜o implementa o protocolo TCP/IP
para troca de mensagens com o modelo Simulink, essa e´ definida com um
perı´odo de 12 milissegundos e descreve uma utilizac¸a˜o de CPU de 70,29%. A
terceira tarefa descrita como Carga Computacional busca incrementar o nı´vel
de utilizac¸a˜o de CPU, sendo definida com um perı´odo de 12 milissegundos, e
sua utilizac¸a˜o de CPU variando entre 0,06% a` >100% de acordo com o nı´vel
de carga aplicado.
Tabela 1 – Conjunto de tarefas.
Tarefa Prio. Perı´odo T. Execuc¸a˜o (ms) Utilizac¸a˜o (%)
Controle 1 3 ms 0,3104 10,35
Comunicac¸a˜o 2 12 ms 8,4342 70,29
Carga
3 12 ms
0,0076 (min) 0,06 (min)
Computacional 39,5719 (max) > 100 (max)
Estabelecido o ambiente HIL, diferentes configurac¸o˜es tanto de con-
trole quanto de modelo puderam ser inseridas e seu comportamento analisado.
Visando estabelecer um limiar seguro para execuc¸a˜o dos algoritmos de con-
trole, diferentes nı´veis de utilizac¸a˜o de CPU foram propostos no ambiente da
plataforma embarcada.
As diferentes configurac¸o˜es aplicadas a` plataforma embarcada foram
estabelecidas com a definic¸a˜o de uma faixa de valores atribuı´dos a` tarefa de
carga computacional. Desta forma a cada valor aplicado a essa tarefa se teˆm
um cena´rio de emulac¸a˜o com uma carga computacional diferente. Apesar
dessa possuir uma prioridade mais baixa que a de controle, a influeˆncia exer-
cida sobre o ambiente afeta o desempenho de todas as tarefas do sistema.
Os valores atribuı´dos a` tarefa de carga computacional variam entre 0
e 500000, o que corresponde a diferentes nı´veis de utilizac¸a˜o de CPU pro-
duzidos. O desempenho da tarefa de carga de acordo com esta variac¸a˜o e´
apresentado no Capı´tulo 5.
Estabelecido o ambiente de simulac¸a˜o HIL, e realizadas ana´lises vi-
sando estabelecer o limiar de seguranc¸a utilizac¸a˜o de CPU para a execuc¸a˜o
dos algoritmos de controle, abordagens alternativas foram propostas com a
aplicac¸a˜o dos AA de forma a verificar o comportamento do sistema. Os deta-
lhes dessa nova abordagem sa˜o descrito na sessa˜o a seguir.
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4.4 PROJETO DAS TAREFAS UTILIZANDO ANYTIME ALGORITHMS
A definic¸a˜o do limiar de seguranc¸a para execuc¸a˜o de um sistema em-
barcado crı´tico e´ comumente realizada com base nos piores casos de execuc¸a˜o
deste (do ingleˆsWorst-Case Execution Time - WCET). No entanto, a especifi-
cac¸a˜o de sistemas baseados neste crite´rio pode resultar na subutilizac¸a˜o da
arquitetura de hardware, pois a execuc¸a˜o do WCET nem sempre ocorre.
Devido a este fato, a adic¸a˜o de novas tarefas a esta arquitetura muitas
vezes e´ inviabilizada, frente a` restric¸a˜o de recursos da arquitetura de hard-
ware. Assim como, o suporte a um conjunto de tarefas especificado pode ser
prejudicado de forma a ocasionar a perda de deadlines.
Buscando estabelecer um ambiente capaz de gerar uma melhor utiliza-
c¸a˜o da CPU, diferentes te´cnicas de computac¸a˜o podem ser empregadas. Isto
ocorre por meio de abordagens diferenciadas das tradicionais baseadas no
WCET. Dentre estas temos as te´cnicas de computac¸a˜o imprecisa, mais espe-
cificamente os AA.
Com base na metodologia utilizada, aliada ao ambiente HIL desenvol-
vido, duas abordagens da utilizac¸a˜o dos AA sa˜o propostas a seguir, visando
verificar a viabilidade da sua aplicac¸a˜o no ambiente do VANT. As propos-
tas descrevem aplicac¸a˜o dos AA nas tarefas de controle, assim como da sua
utilizac¸a˜o nas tarefas de mais baixa prioridade do sistema. As caracterı´sticas
dos ambientes desenvolvidos sa˜o descritas a seguir.
4.4.1 Ambiente experimental
A aplicac¸a˜o dos AAs no contexto do VANT tem por objetivo verificar
o comportamento do sistema e analisar a viabilidade do seu emprego, seja
no desenvolvimento de algoritmos de controle, ou na utilizac¸a˜o em tarefas
de menor prioridade. Desta forma, dois ambientes sa˜o propostos: o primeiro
consiste na aplicac¸a˜o dos AA na tarefa de controle; ja´ a segunda abordagem
visa analisar o comportamento das tarefas de mais baixa prioridade, imple-
mentadas com base nos AAs.
A abordagem Anytime aplicada neste contexto se difere um pouco das
descritas na literatura, devido ao fato da estrate´gia de controle adotada exigir
uma baixa carga de processamento, assim como, da sua impossibilidade de
divisa˜o em um nu´mero maior de malhas de controle devido a`s limitac¸o˜es do
controlador.
Desta forma, o controle Anytime aplicado consiste na divisa˜o da tarefa
de controle inicialmente desenvolvida para as simulac¸o˜es de estabelecimento
do limiar de seguranc¸a, em duas tarefas: a primeira responsa´vel pelo controle
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de estabilidade definida com a prioridade mais alta do sistema; a segunda
tem por objetivo a realizac¸a˜o do controle de seguimento de trajeto´ria, sendo
definida com prioridade menor que a tarefa anterior.
Neste contexto o uso dos AA ao inve´s de apresentar uma implementa-
c¸a˜o com mu´ltiplas malhas, descreve um ambiente onde a manutenc¸a˜o da esta-
bilidade do VANT e´ sempre garantida, enquanto o seguimento de trajeto´ria e´
executado somente quando ha´ tempo de CPU disponı´vel devido a sua menor
prioridade.
Inicialmente, a divisa˜o da tarefa de controle foi implementada e anali-
sada no Simulink, verificando assim a viabilidade da sua divisa˜o e da defini-
c¸a˜o dos perı´odos para cada uma das tarefas. A partir desta validac¸a˜o as tarefas
foram codificadas e transferidas para a plataforma embarcada.
Aliado a` estrate´gia de controle, foram adicionadas as tarefas responsa´-
veis tanto pela comunicac¸a˜o quanto pela adic¸a˜o de carga de CPU ao ambiente.
A estrutura aplicada foi a` mesma utilizada no ambiente de simulac¸a˜o e esta-
belecimento do limiar de seguranc¸a, e o conjunto de valores de carga tambe´m
se manteve o mesmo. As caracterı´sticas do conjunto de tarefas desenvolvido
sa˜o descritos na Tabela 2.
Tabela 2 – Conjunto de tarefas Controle Anytime.
Tarefa Prio. Perı´odo T. Execuc¸a˜o (ms) Utilizac¸a˜o (%)
C. Estabilidade 1 3 ms 0,3287 10,96
C. Trajeto´ria 2 12 ms 0,0420 0,35
Comunicac¸a˜o 3 12 ms 8,4342 70,29
Carga
4 12 ms
0,0076 (min) 0,06 (min)
Computacional 39,5719 (max) >100 (max)
Nesta temos a tarefa de mais alta prioridade definida como Controle
de Estabilidade definida com um perı´odo de 3 milissegundos, a qual descreve
uma utilizac¸a˜o de CPU de 10,96%. A segunda tarefa deste conjunto imple-
menta o Controle de Trajeto´ria, sendo definida com um perı´odo maior que a
anterior (12 milissegundos) e descreve uma utilizac¸a˜o de 0,35% da CPU. A
definic¸a˜o de perı´odos distintos para as malhas de controle que anteriormente
eram executas em uma mesma tarefa nos garante uma maior flexibilidade ao
sistema.
As tarefas de Comunicac¸a˜o e Carga Computacional foram implemen-
tadas neste conjunto de tarefas com as mesmas caracterı´sticas do cena´rio an-
terior, onde se mante´m os mesmos perı´odos e os nı´veis de utilizac¸a˜o de CPU
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aplicados ao sistema.
A segunda abordagem proposta descreve a utilizac¸a˜o do mesmo ambi-
ente aplicado a`s simulac¸o˜es de estabelecimento do limiar de seguranc¸a, no
entanto com a inclusa˜o dos AA neste contexto. Esta ocorre por meio da
implementac¸a˜o de uma tarefa adicional de mais baixa prioridade, que des-
creve a execuc¸a˜o do me´todo Newton-Raphson.
O me´todo Newton-Raphson foi inserido com objetivo de verificar o
comportamento anytime aplicado a`s tarefas de mais baixa prioridade, visando
assim a` liberac¸a˜o de CPU para as tarefas mais priorita´rias. Este me´todo e´
empregado na localizac¸a˜o das aproximac¸o˜es das raı´zes de uma func¸a˜o f (x).
Com base na aproximac¸a˜o inicial da raiz xi, torna-se possı´vel estender uma
linha tangente para f no ponto (xi, f (xi)). O ponto onde esta linha tangente
intercepta o eixo x geralmente representa uma estimativa melhorada da raiz
[Chapra e Canale 2008].
O me´todo Newton-Raphson e´ empregado na definic¸a˜o da raiz da se-
guinte func¸a˜o f (x):
f (x) = (x∗ x)+ log(cos(x)2) . (4.1)
Para obtenc¸a˜o da raiz de (4.1), o me´todo requer o ca´lculo da sua deri-
vada, que e´ descrita pela equac¸a˜o:
f �(x) = 2∗ (x− tan(x)) . (4.2)
O me´todo Newton-Raphson e´ baseado nos crite´rios de parada ε1 e ε2
e seus valores podem variar de acordo com o tempo de CPU disponı´vel. A
tabela 3 descreve os nı´veis de precisa˜o sobre os quais o me´todo pode ser
aplicado. De acordo com o nu´mero de iterac¸o˜es executadas, maior o nı´vel
de precisa˜o do resultado apresentado pelo me´todo, assim como, o tempo de
processamento necessa´rio aumenta.









A abordagem anytime implementada neste me´todo se baseia em seus
crite´rios de parada (ε1 e ε2). Sua iterac¸a˜o e´ iniciada com a aplicac¸a˜o do menor
grau de precisa˜o e este e´ incrementado de acordo com a disponibilidade do
processador. Na aplicac¸a˜o deste ao ambiente do HIL foi definido que os
crite´rios de parada receberiam os mesmos valores, ou seja, ε1 = ε2. Portanto,
as execuc¸o˜es da tarefa foram realizadas utilizando sempre o mesmo valor de
entrada, com x0 definido como 46,5238.
O conjunto de tarefas aplicado ao segundo ambiente, assim como, as
caracterı´sticas descritas sa˜o apresentados na tabela 4.
Tabela 4 – Conjunto de tarefas Anytime.
Tarefa Prio. Perı´odo T. Execuc¸a˜o (ms) Utilizac¸a˜o (%)
Controle 1 3 ms 0,3104 10,35
Comunicac¸a˜o 2 12 ms 8,4342 70,29
Carga
4 12 ms
0,0076 (min) 0,06 (min)
Computacional 39,5719 (max) >100 (max)
Anytime 5 3 ms
0,3291 (min) 10,97 (min)
1,0199 (max) 34,00 (max)
Neste conjunto de tarefas especificado as tarefas de Controle, Comuni-
cac¸a˜o e Carga Computacional foram implementadas com as mesmas ca-
racterı´sticas do ambiente de definic¸a˜o do limiar de seguranc¸a, ou seja, os
perı´odos tempos de execuc¸a˜o e percentuais de utilizac¸a˜o de CPU permane-
ceram inalterados. No entanto foi realizada a inclusa˜o de uma quinta tarefa
(Anytime) que implementa o me´todo Newton-Raphson, essa foi definida com
um perı´odo de 3 milissegundos e apresenta uma utilizac¸a˜o de CPU variando
de 10,97% a 34%.
As simulac¸o˜es foram realizadas com base nos treˆs conjuntos de tarefas
especificados, aplicando a variac¸a˜o dos nı´veis de carga de CPU e buscando
analisar o comportamento do sistema. Os resultados e as ana´lises realizadas
com base nestes sa˜o apresentadas no pro´ximo capı´tulo.
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5 RESULTADOS E AVALIAC¸A˜O
A partir da concepc¸a˜o do ambiente de emulac¸a˜o em HIL, cena´rios de
avaliac¸a˜o foram desenvolvidos com objetivo de verificar o comportamento
do modelo computacional da aeronave, do sistema de controle contı´nuo e da
plataforma embarcada.
Conforme apresentado no Capı´tulo 4, treˆs conjuntos de tarefas foram
especificados: o primeiro, descrito na Tabela 1, teˆm por objetivo analisar o
comportamento do sistema de controle e estabelecer um limite de utilizac¸a˜o
de CPU segura para execuc¸a˜o do sistema; o segundo, apresentado na Tabela
2, descreve uma proposta de controle baseada nos AA, sua simulac¸a˜o teˆm
por objetivo verificar a viabilidade de aplicac¸a˜o dessa te´cnica a`s tarefas mais
crı´ticas do sistema; e o terceiro, especificado na Tabela 4, apresenta uma
proposta anytime aplicado, a` tarefa de menor prioridade do sistema, desta
forma se teˆm por objetivo analisar a viabilidade de aplicac¸a˜o dessa te´cnica
aplicada a`s tarefas de menor prioridade do sistema.
Os detalhes de simulac¸a˜o de cada um destes cena´rios, os resultados
obtidos e a ana´lise do comportamento destes ambientes sa˜o descritos a seguir.
5.1 SIMULAC¸O˜ES AMBIENTE DE PROJETO SEGURO
Com base no conjunto de tarefas especificado na Tabela 1 uma faixa
de valores foi especificada para a tarefa computacional de forma a produzir
diferentes nı´veis de utilizac¸a˜o de CPU atribuı´dos a` plataforma embarcada.
Neste cena´rio se teˆm por objetivo analisar o comportamento do sistema de
controle e estabelecer um limite de utilizac¸a˜o de CPU segura para execuc¸a˜o
do sistema;
Para cada faixa de valor definido foram realizadas dez execuc¸o˜es, e a
partir do processamento dos dados gerados, a ana´lise de alguns fatores como,
a variac¸a˜o do nu´mero de execuc¸o˜es, o tempo de execuc¸a˜o, e o desvio padra˜o,
foi realizada.
Os valores aplicados a` tarefa de carga computacional variam na faixa
entre 0 a 500000, com incremento de 25000 para cada valor de simulac¸a˜o.
O comportamento da tarefa de carga computacional e´ apresentado na
Figura 23. Nessa se pode verificar que inicialmente na˜o ha´ variac¸a˜o na quanti-
dade de execuc¸o˜es desta tarefa, pore´m a partir da carga 100000 uma oscilac¸a˜o
maior na quantidade de execuc¸o˜es desta tarefa e´ verificada.
O desvio padra˜o verificado nesta tarefa se mante´m constante, variando
entre 200000 e 250000 e a partir de 400000. Nestes pontos uma variac¸a˜o
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maior na quantidade de execuc¸o˜es desta tarefa tambe´m e´ verificado. O tempo
de execuc¸a˜o desta tarefa e´ incrementado de acordo com a elevac¸a˜o do nı´vel
de carga aplicado a tarefa.
Figura 23 – Desempenho da tarefa de carga computacional.
O desempenho da tarefa de controle tambe´m foi analisado com base
nos valores de refereˆncia da tarefa carga computacional, verificando, assim,
questo˜es como estabilidade e seguranc¸a com o aumento de utilizac¸a˜o da CPU.
Os resultados obtidos sa˜o apresentados na Figura 24.
Analisando o comportamento da tarefa de controle, se pode verificar
inicialmente que essa se mante´m esta´vel, visto que na˜o e´ verificada variac¸a˜o
na quantidade de execuc¸o˜es da tarefa em todos os nı´veis de carga de CPU
aplicados. O tempo de execuc¸a˜o tambe´m semmante´m sem grandes variac¸o˜es,
quando analisado seu comportamento e o desvio padra˜o.
O processo de simulac¸a˜o em HIL tem como premissa ba´sica a obri-
gatoriedade no estabelecimento da comunicac¸a˜o entre os dois subsistemas
provida por meio do padra˜o TCP/IP. No entanto, esse canal de comunicac¸a˜o
esta´ sujeito a incertezas, sejam estas do meio onde esta´ inserido, ou da pro´pria
abstrac¸a˜o descrita pela ferramenta de simulac¸a˜o que na˜o nos permite ajustes
em seu protocolo desenvolvido.
Os resultados apresentados descrevem que no limiar inicial de utiliza-
c¸a˜o de CPU estabelecido (entre 0 e 100000), o sistema de controle do VANT
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Figura 24 – Desempenho da tarefa de controle.
se manteve esta´vel, descrevendo a trajeto´ria da aeronave, a mantendo esta´vel
e sem a perda de execuc¸o˜es da tarefa de controle. No entanto, a partir do
aumento da utilizac¸a˜o da CPU (entre os valores 100000 e 500000), as tare-
fas com mais baixa prioridade tiveram seu desempenho prejudicado. Assim,
quanto maior a utilizac¸a˜o inserida no ambiente, menor o nu´mero de execuc¸o˜es
das tarefas de menor prioridade.
A variac¸a˜o apresentada no tempo de execuc¸a˜o da tarefa de controle,
ocorre pelo fato desta fazer uso de varia´veis compartilhadas com a tarefa de
comunicac¸a˜o, onde o bloqueio exercido pelo mutex e das incertezas apre-
sentadas pela tarefa de comunicac¸a˜o, considerando que na˜o se tem domı´nio
do protocolo implementado na ferramenta de simulac¸a˜o, a tarefa de controle
descreve pequenas variac¸o˜es no tempo de execuc¸a˜o da tarefa.
Outro fator a ser considerado tem relac¸a˜o ao tempo de execuc¸a˜o das ta-
refas, onde foi verificado que estes consideram as interfereˆncias apresentadas
pelo sistema, como bloqueios e atrasos de ativac¸a˜o entre outros. Desta forma,
as ana´lises com relac¸a˜o ao tempo de computac¸a˜o sa˜o baseadas no tempo total
de execuc¸a˜o da tarefa e na˜o somente no tempo real de uso de CPU.
Com base nos resultados apresentados, foi verificado que o meca-
nismo desenvolvido para controle e ativac¸a˜o das tarefas na˜o se mostrou muito
eficaz, pois apesar de controlar a ativac¸a˜o, ele na˜o realiza a interrupc¸a˜o de seu
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processamento. Desta forma, conforme verificado na tarefa de carga compu-
tacional, em alguns casos o tempo de execuc¸a˜o descreve valores superiores
ao perı´odo descrito para a mesma.
Considerando as incertezas apresentadas pelo ambiente de rede, a vari-
ac¸a˜o no tempo de execuc¸a˜o devido aos bloqueios e a inefica´cia apresentada
pelo mecanismo de escalonamento, pode-se verificar que, conforme apresen-
tado na Figura 24, na˜o ha´ perda na quantidade de execuc¸o˜es da tarefa de con-
trole. Desta forma o sistema mante´m a aeronave esta´vel mesmo em situac¸o˜es
de sobrecarga.
A partir da realizac¸a˜o das simulac¸o˜es foi possı´vel verificar que den-
tro do limite de utilizac¸a˜o de CPU estabelecido, o desempenho da tarefa de
controle, mais crı´tica do sistema, se mante´m esta´vel, assim como a aeronave
mante´m a trajeto´ria definida e estabilizada em seu ponto de destino. No en-
tanto, apesar da aeronave se manter em voo, o desempenho das tarefas de
menor prioridade do sistema sa˜o prejudicadas.
Visando reduzir a perda de desempenho apresentado nas tarefas de
mais baixa prioridade, uma abordagem alternativa utilizando Anytime Algo-
rithms foi proposta com objetivo de melhorar o desempenho mesmo em am-
bientes com tempo reduzido de utilizac¸a˜o de CPU. Os detalhes referentes a`
sua aplicac¸a˜o sa˜o descritos na pro´xima sec¸a˜o.
5.2 SIMULAC¸O˜ES ANYTIME
O segundo ambiente de simulac¸a˜o foi configurado com base no con-
junto de tarefas especificado na Tabela 2, a faixa de valores especificada para
a tarefa computacional aplicada ao primeiro cena´rio se manteve a mesma
nestas simulac¸o˜es, visando produzir diferentes nı´veis de utilizac¸a˜o de CPU
atribuı´dos a` plataforma embarcada.
Para cada faixa de valor definido dez execuc¸o˜es foram realizadas. Os
valores aplicados a` tarefa de carga computacional variam na faixa entre 0 a
500000, com incremento de 25000 para cada simulac¸a˜o.
A simulac¸a˜o deste cena´rio teˆm por objetivo verificar a viabilidade de
aplicac¸a˜o dos AA a`s tarefas mais crı´ticas do sistema, e o comportamento do
controlador adotado.
O comportamento da tarefa de carga computacional neste segundo se
descreveu com as mesmas caracterı´sticas apresentadas na Figura 23, visto que
na˜o houveram modificac¸o˜es tanto na sua implementac¸a˜o quanto nos paraˆme-
tros de entrada aplicados.
Neste cena´rio o controle da aeronave e´ dividido em duas tarefas, o con-
trole de estabilidade e o controle de seguimento de trajeto´ria. Inicialmente,
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buscou-se analisar o comportamento da tarefa referente ao controle de estabi-
lidade, sendo esta essencial para a realizac¸a˜o dos voos. A Figura 25 descreve
seu comportamento de acordo com os nı´veis de carga de CPU aplicados.
Figura 25 – Desempenho da tarefa de controle de estabilidade.
A execuc¸a˜o do controle de estabilidade se mante´m constante durante
a aplicac¸a˜o de todos os nı´veis de carga de CPU aplicados, desta forma e´ veri-
ficado que na˜o ha´ variac¸a˜o na quantidade de execuc¸o˜es desta tarefa.
O tempo de execuc¸a˜o do controle de estabilidade tambe´m na˜o apre-
senta variac¸o˜es significativas dentre os diferentes nı´veis de carga de CPU
aplicados, e considerando seu desvio padra˜o e´ possı´vel verificar um tempo
de execuc¸a˜o com variac¸o˜es muito pequenas.
O desempenho apresentado pelo controle de seguimento de trajeto´ria
tambe´m foi verificado. A Figura 26 apresenta o comportamento desta com
base nos nı´veis de carga aplicados.
Analisando o comportamento da tarefa de controle de seguimento de
trajeto´ria, e´ possı´vel verificar que apesar desta possuir uma prioridade menor
que a tarefa anterior, esta tambe´m se manteve esta´vel durante todo o processo
de simulac¸a˜o. A quantidade de execuc¸o˜es desta se manteve a mesma durante
todos os nı´veis de carga aplicados.
O tempo de execuc¸a˜o da tarefa de controle de seguimento de trajeto´ria
se mostrou muito curto, se comparado ao tempo de execuc¸a˜o da tarefa de
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Figura 26 – Desempenho da tarefa de controle de seguimento de trajeto´ria.
controle de estabilidade, pore´m, apesar deste se mostrar um pouco maior em
alguns pontos, seu tempo de processamento se manteve sempre na faixa en-
tre 0,035 ms a 0,048 ms. Considerando o desvio padra˜o, esta amplitude de
valores na˜o descreve uma variac¸a˜o considera´vel do tempo de processamento.
Apesar da divisa˜o da estrate´gia de controle em duas tarefas apresen-
tada como proposta anytime, analisando os resultados apresentados, se pode
verificar que o tempo de execuc¸a˜o das tarefas de controle implementadas
neste cena´rio sa˜o muito pro´ximos aos obtido no ambiente onde a implementa-
c¸a˜o foi realizada em somente uma tarefa. Desta forma, na˜o houve um ganho
significativo na sua implementac¸a˜o. No entanto, um ganho de flexibilidade
na aplicac¸a˜o deste controlador e´ verificado, visto que se teˆm duas malhas
trabalhando com perı´odos distintos.
Deve-se considerar que a carga de processamento utilizada pela tarefa
do controle de trajeto´ria e´ muito pequena se comparada ao restante do sis-
tema. Desta forma, seria necessa´rio verificar o comportamento dos AA apli-
cados a uma estrate´gia de controle onde o seguimento de trajeto´ria apresenta
uma carga maior de processamento.
O terceiro ambiente de simulac¸a˜o descreve o comportamento dos AA
aplicados a` tarefa de mais baixa prioridade do sistema. Neste contexto, foi
utilizado o ambiente descrito nas simulac¸o˜es de estabelecimento do limiar de
61
seguranc¸a com a adic¸a˜o da tarefa AA.
Com base no conjunto de tarefas especificado na Tabela 4 se teˆm por
objetivo analisar o comportamento da tarefa anytime.
Neste cena´rio os valores aplicados a` tarefa de carga computacional va-
riam na faixa entre 0 a 300000, com incremento de 25000 para cada valor de
simulac¸a˜o. Para cada faixa de valor definido foram realizadas dez execuc¸o˜es.
Desta forma, o comportamento da tarefa anytime, que implementa o
me´todo Newton-Raphson, pode ser analisado. A Figura 27 descreve o desem-
penho desta de acordo com os nı´veis de carga aplicados.
Figura 27 – Desempenho da tarefa anytime.
Nesta tarefa e´ possı´vel verificar que ate´ a aplicac¸a˜o do nı´vel de carga
de 200000, na˜o ha´ uma grande variac¸a˜o na quantidade de execuc¸o˜es de-
sempenhada por esta tarefa, no entanto a partir deste valor a quantidade de
execuc¸o˜es da tarefa e´ reduzida consideravelmente, chegando bem pro´ximo a`
zero.
O tempo de execuc¸a˜o descrito pela tarefa apresenta uma grande varia-
c¸a˜o de acordo com o nı´vel de carga de CPU aplicado, este fato ocorre tanto
pela aplicac¸a˜o dos diferentes nı´veis de precisa˜o implementados na tarefa,
quanto pelo fato desta apresentar a menor prioridade do sistema, o que acaba
afetando seu desempenho. O desvio padra˜o se mante´m constante variando
apenas entre 100000 e 150000, o que reforc¸a a variac¸a˜o dos tempos de execuc¸a˜o
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exercidas pelos fatores ja´ mencionados.
A quantidade de execuc¸o˜es e os nı´veis de precisa˜o aplicados a cada
uma dessas sa˜o apresentados nas Figuras 28 e 29.
Figura 28 – Nı´veis de precisa˜o aplicados a` tarefa anytime.
Inicialmente na Figura 28(a) sa˜o apresentadas as execuc¸o˜es onde o
nı´vel ma´ximo de precisa˜o e´ aplicado a` tarefa anytime, neste gra´fico se pode
verificar que ha´ uma variac¸a˜o na quantidade de execuc¸o˜es em todos os nı´veis
de carga aplicados. Conforme o nı´vel de utilizac¸a˜o de CPU e´ incremen-
tado tambe´m se verifica uma reduc¸a˜o na quantidade de execuc¸o˜es com nı´vel
ma´ximo de precisa˜o.
Os nı´veis de precisa˜o 5 e 4 apresentados nas Figuras 28(b) e (c) des-
crevem quantidades de execuc¸o˜es semelhantes, apresentando variac¸a˜o em to-
dos os nı´veis de utilizac¸a˜o de CPU, assim como a quantidade de execuc¸o˜es
utilizando cada um destes nı´veis descreve resultados semelhantes.
Ja´ a Figura 29 descreve os nı´veis mais baixos de precisa˜o aplicados
a` tarefa anytime e os resultados onde o me´todo na˜o apresentou uma saı´da
va´lida.
Os nı´veis de precisa˜o 3, 2 e 1 apresentados nas Figuras 29(a), 29(b)
e 29(c) descrevem nı´veis de execuc¸o˜es semelhantes, variando em todos os
nı´veis de carga de CPU aplicados e apresentando quantidades bem reduzidas
da sua aplicac¸a˜o a partir do nı´vel de carga 200000.
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A Figura Figuras 29(d) apresenta as execuc¸o˜es onde o me´todo na˜o
executou durante tempo suficiente para que um resultado, mesmo que com
precisa˜o mı´nima fosse produzido.
Figura 29 – Nı´veis de precisa˜o aplicados a` tarefa anytime.
Por meio da simulac¸a˜o se pode verificar um comportamento onde, de
acordo com o tempo de processamento disponı´vel, diferentes nı´veis de pre-
cisa˜o foram aplicados. A variac¸a˜o referente ao tempo de CPU pode ser veri-
ficada analisando os tempos de execuc¸a˜o de acordo com o nı´vel de carga de
CPU aplicado, considerando que em todos os nı´veis aos quais este cena´rio foi
submetido variac¸o˜es na quantidade de execuc¸o˜es da tarefa foram verificadas,
assim como a aplicac¸a˜o de nı´veis intermedia´rios de precisa˜o.
Apesar de algumas execuc¸o˜es do me´todo Newton-Raphson aplicado
a` tarefa anytime na˜o apresentarem resultados (representadas pelas execuc¸o˜es
com zero iterac¸o˜es), e de algumas tarefas perderem seus deadlines (descrito
pela variac¸a˜o no total de execuc¸o˜es em cada nı´vel de carga aplicado), os re-
sultados apresentados descrevem um bom desempenho da tarefa anytime.
Se considerado a implementac¸a˜o tradicional do algoritmo, onde so-
mente o nı´vel ma´ximo de precisa˜o e´ aplicado (grau 6), o desempenho desta
tarefa seria muito prejudicado, visto que haveria um nu´mero maior de de-
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adlines perdidos, pois os resultados com precisa˜o intermedia´ria na˜o seriam
considerados. Esta reduc¸a˜o na quantidade de execuc¸o˜es da tarefa poderia
ocasionar uma perda de desempenho do sistema, levando em considerac¸a˜o a
contribuic¸a˜o que essa exerce no conjunto de tarefas.
Considerando a aplicac¸a˜o dos AA no contexto do VANT, esta te´cnica
se apresenta como uma alternativa via´vel, visando uma melhor utilizac¸a˜o do
processador. No entanto, testes com algoritmos que exijam uma carga com-
putacional maior, e alguns ajustes tanto no mecanismo de escalonamento,
quanto nos algoritmos aplicados a plataforma embarcada, devem ser realiza-
dos, buscando sua implantac¸a˜o no ambiente real do VANT.
Ale´m do comportamento de diferentes conjuntos de tarefas aplicadas
a plataforma embarcada, o comportamento da aeronave, representado pelo
modelo computacional, tambe´m foi avaliado, sendo apresentado a seguir.
5.3 COMPORTAMENTO DA AERONAVE
Com base nas entradas de forc¸a e aˆngulos dos servos, o modelo com-
putacional implementado no Simulink descreve o comportamento linear e an-
gular da aeronave de acordo com os sinais aplicados.
Nas simulac¸o˜es realizadas em todos os cena´rios, para verificar o com-
portamento do sistema de controle de seguimento de trajeto´ria, a aeronave foi
especificada em sua posic¸a˜o inicial como em zero (para todos os eixos X, Y e
Z), e atribuı´do como refereˆncias ao controlador os sinais de 0.1 para o eixo X,
-0.1 para o eixo Y e 0.1 para o eixo Z. A atribuic¸a˜o de valores ta˜o pro´ximos
se deve ao tempo de resposta esperado da aeronave que nos obrigou a ajustar
o controlador para receber pontos bem pro´ximos uns dos outros.
O comportamento do sistema de controle de estabilidade e´ verificado
com a atribuic¸a˜o do valor zero as refereˆncias dos aˆngulos φ , θ e ψ , os quais
representam a aeronave esta´vel.
Os treˆs cena´rios de simulac¸a˜o executados descreveram o mesmo com-
portamento da aeronave. A representac¸a˜o do comportamento linear da aero-
nave e´ apresentado na Figura 30, onde a partir da posic¸a˜o inicial, essa atinge
os valores de refereˆncia estabelecido para os treˆs eixos um segundo apo´s o
inicio da atuac¸a˜o do sistema de controle.
O comportamento angular da aeronave e´ descrito na Figura 31, onde
e´ possı´vel observar que o aˆngulo de guinada apresenta uma dinaˆmica de
estabilizac¸a˜o mais ra´pida, enquanto os aˆngulos de rolagem e de arfagem ne-
cessitam de um tempo em torno de 1 segundo para estabilizar.
Com base nas simulac¸o˜es realizadas e analisando os resultados apre-
sentados nos treˆs cena´rios propostos, se pode verificar que os algoritmos de
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Figura 30 – Comportamento linear da aeronave.
Figura 31 – Comportamento angular da aeronave.
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controle apresentaram desempenho satisfato´rio em todas as simulac¸o˜es. Da
mesma forma que o modelo computacional desenvolvido representou com
fidelidade o comportamento da aeronave real.
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6 CONCLUSA˜O E TRABALHOS FUTUROS
Esta dissertac¸a˜o apresentou o projeto e desenvolvimento da arquite-
tura de software do sistema embarcado do VANT, assim como um ambiente
de emulac¸a˜o que agrega seguranc¸a ao processo de planejamento de sistemas
embarcados crı´ticos. O ambiente de emulac¸a˜o, descreve uma abordagem bem
pro´xima do ambiente real visando a` realizac¸a˜o de testes e ajustes nos sistemas
implementados antes da sua aplicac¸a˜o no ambiente definitivo.
Durante a realizac¸a˜o desta pesquisa se poˆde compreender as te´cnicas
de projeto de software voltadas a` modelagem de Cyber-Physical-Systems, as-
sim como as etapas de processo necessa´rias para sua modelagem.
A arquitetura do sistema computacional embarcado foi modelada, e
por meio desta as demais funcionalidades envolvidas tambe´m puderam ser
projetadas e avaliadas. Desta forma, obteve-se uma arquitetura robusta e
confia´vel a ser aplicada ao ambiente do VANT.
A complexidade inerente do desenvolvimento destes sistemas foi com-
preendida, assim como, a necessidade do desenvolvimento de mecanismos
capazes de permitir o projeto seguro de aplicac¸o˜es voltadas ao controle em-
barcado de VANTs.
Com o desenvolvimento do ambiente de emulac¸a˜o HIL, foi possı´vel
descrever e avaliar o comportamento tanto dos sistemas de controle quanto
da aeronave em modo de voo. Desta forma o estabelecimento de um limiar
de seguranc¸a de utilizac¸a˜o de CPU para execuc¸a˜o da estrate´gia de controle
adotada foi estabelecido, sem que a integridade fı´sica da aeronave fosse colo-
cada em risco.
A partir da concepc¸a˜o deste ambiente abordagens alternativas de pro-
jeto foram propostas com aplicac¸a˜o da te´cnica dos Anytime Algorithms. As-
sim, estas puderam ser testadas e avaliadas de forma a permitir um melhora-
mento tanto no contexto da estrate´gia de controle adotada, quanto das tarefas
auxiliares do sistema. Apesar dos resultados obtidos na˜o descreverem ga-
nhos significativos quanto ao desempenho do sistema embarcado, visto que
os tempos de execuc¸a˜o das tarefas de controle em ambos os ambientes foram
muito pro´ximos, a soluc¸a˜o anytime se mostrou mais flexı´vel, permitindo a
adic¸a˜o de novas tarefas, e mantendo o mesmo nı´vel de estabilidade avaliado
no primeiro ambiente.
Esta pesquisa resultou em uma arquitetura de software proposta ao
sistema embarcado de um VANT, de forma a garantir o cumprimento dos
requisitos de tempo real impostos pelo sistema de controle, e um ambiente de
emulac¸a˜o capaz de permitir a aplicac¸a˜o de diferentes abordagens de controle
e de diferentes cena´rios nos quais o VANT possa ser submetido.
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Neste sentido, diversas sa˜o as alternativas para desenvolvimento de
trabalhos futuros envolvendo o ambiente do VANT como um todo, tanto no
contexto da arquitetura de software, como no aperfeic¸oamento do ambiente
de simulac¸a˜o, dentre as alternativas destacam-se:
(a) O desenvolvimento de novas estrate´gias de controle aplicadas ao ambi-
ente de simulac¸a˜o desenvolvido;
(b) O aperfeic¸oamento do mecanismo de escalonamento desenvolvido para
realizar a ativac¸a˜o das tarefas na plataforma embarcada, visando ummaior
controle de ativac¸a˜o e interrupc¸a˜o das tarefas agendadas;
(c) A ana´lise da viabilidade de substituic¸a˜o do modelo computacional de
representac¸a˜o do VANT desenvolvido no Simulink, por um modelo de-
senvolvido em linguagem computacional C++, de forma a extrair um
melhor desempenho nas simulac¸o˜es com altos nı´veis de carga aplicada,
visto que, conforme verificado com nı´veis de carga reduzidos o sistema
se apresenta de maneira esta´vel;
(d) Aperfeic¸oar o meio de comunicac¸a˜o entre os ambientes de emulac¸a˜o do
HIL, de forma a reduzir as incertezas apresentadas;
(e) Integrar o ambiente de simulac¸a˜o com um software de simulac¸a˜o de voo,
de forma que seja possı´vel analisar graficamente o comportamento da
aeronave durante todas as etapas de voo.
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