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(see Theorem 3.10 below). For this, we use the Geometrical Lemma of Bernstein and Zelevinsky, Macdonald's Plancherel formula, Macdonald's formula for the spherical function, results of Casselman on intertwining operators of the unramified series, and a combinatorial lemma of Arthur. This derivation follows the procedure of Waldspurger [W] rather closely, where the case of GL(n) was worked out in detail.
Of course, the distribution Tψ also occurs in the context of Arthur's local trace formula [Artl] . Let R denote the unitary representation of
(G(F)) given by (R(x x , x 2 )ψ){y) := ψ{x^yxi), ψ e L 2 (G(F)).

Given / = (f Ϊ9 f 2 ) in C?{G(F)) x C?(G(F)) -> C°°(G(F) x G{F)), the kernel of the integral operator R(f) is (0.3)
K f (x u x 2 )= I fι(x ι y)f 2 {yx 2 )dy JG(F) = ί A(y)f2(χϊ ι yχi)dy.
JG{F)
As in the global trace formula, one wants to find both a "geometric" and "spectral" formula for a truncated version of the integral of Kf (x, x) . It should be emphasized that this is done below only for a very restricted class of / = (/i, f 2 ). Thus this paper could be viewed as a special case of Arthur's local trace formula [Artl] or as a generalization of part of Waldspurger's work [W] . Another way one might interpret these distributions I(χ, φ) is as follows. We will see in §3 below that the φ H-> I{χ, φ) is inadmissible in the sense of [HC] . Then, regarding this invariant distribution as a function (the existence of which is assured by applying [HC, Theorem 19 for γ € GQ\\ and / spherical. Here I(χ, γ) is a distribution on the support of the Plancherel measure (regarded as a compact complex analytic variety [M] ). A somewhat analogous formula to (0.4), for stable unipotent orbits, has been conjectured in [A] . Assem's conjecture is a theorem for GL(n) and a number of other cases. For G = GL(n), the germ expansion and Assem's formula yield a relatively explicit expression for I(χ, γ) (this idea can essentially be found in [W] ). Finally, we remark that in the case of SL(n) the fundamental lemma of Waldspurger [Wa] may be reformulated as a functorial property of the I(χ, γ).
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Notation and background.
Root spaces. Let G be a connected unramified reductive group of semi-simple rank / over F which has a splitting defined over an unramified extension E/F. (Recall that a reductive group G over F is unramified if it is quasi-split over F and has a splitting over a finite unramified extension [Car, p. 135] .) Let T denote a maximal torus of G, B a Borel subgroup defined over F, and A a maximal F-split torus G contained in B. Let Γ := Gdλ{E/F), let X* denote the character lattice of T, and let Σj c X* denote the root system in X* with respect to T. The Γ-module structure of X* leaves Σj invariant. Let Σ denote the set of reduced roots of G relative to A and Δ the corresponding reduced fundamental system. These are also left invariant by Γ. The character lattice (1.1) X may be regarded as a quotient of X* containing Σ. Let
denote the co-character lattice. Let Σ + c Σ be the subset of positive roots containing Δ. We let Δ v denote the set of dual roots {α7 α |α € Δ} associated to Δ. For parabolic subgroups P and Q with AcPc Q, let Δ^ denote the set of simple positive roots of (P n MQ , Ap), where Q = MQNQ denotes the Levi decomposition and Ap denotes the center of Mp. As usual, if Q = G then we drop the superscript: Δ£ = Δ P . (A) . Using this, we may define an isomorphism
We fix a uniformizing parameter π of F, \π\f = q~x, and let [Car, , [M, pp. 42-43] ). To each j?GΣu^Σ,we associate as in [Car, (24) ] a real number q β > 0. If G is split and a G Σ then q a = q, q a / 2 = 1, where q denotes the order of the residue field. Let
and extend ( , •) to X*(^l)RxX*(yl)R. We use this pairing to identify X*(^4)R and its R-vector space dual with A/A,R Thus we have two bases Δ c X*(^ί) R and Δ v c X*(^)R of sf Λ^ such that (α v , β) = 2δ aβ for all a, β G Δ. Let X*(^) c := ^*(-4) ®z C.
We fix a special, good, maximally bounded subgroup K of G(F).
Each w e W G := N G^( A)/C G^( A)
has a representation in K by means of the identification 
where v F \ F x -> Z denotes the normalized valuation. Thus we obtain an isomorphism
Thus every unramified character of A(F) may be identified with a character of the discrete group X* (A) . More generally, to each Levi It is also known that 
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The Jacquet functor. The maximal compact subgroup K has the property that for any parabolic subgroup P = MN of G, G(F) = P(F)K, and for each Levi M of G, and every [Car, p. 140] . In this case, the notion of "compactly induced" representations [BZ, §1.8] agrees with the usual notion of "unitarily induced" representations. Let Matrix coefficients. Assume as before that G is connected, unramified, and reductive. Let P = MN denote a standard parabolic subgroup of G. We often write G in place of G(F) when there is no confusion.
We choose measures da, dn, dg so that meas(A(F) n K) = meas(iV(jF) n K) = meas(^) = 1, let χ denote an unramified regular character of A(F), and let Vβ(χ) denote the space of the full principal series representation induced unitarily from χ. The elements of VB(X) πiay be regarded as functions on G determined by their restriction to K. Let RM denote the restriction map sending locally constant functions on K to functions on M(F)Γ)K. From Casselman Proof. This is an immediate consequence of the fact that 
JM{F)nκ
REMARK. We remark that for our choice of Haar measures, if u, u' eJ^ (M,MnK) then (w, w') M = w(l)w'(l). 
and, of course, (w /"^(α) = (w'χ)(a)~ι. In particular, for α € A~(ε). This is a contradiction. D
The following result generalizes Macdonald's formula (for split groups). An analogous result is in [W, Lemma 1.3 .1]. The proof given here, which is more of a verification than a derivation, is different from that in [W] in that we use Macdonald's formula (twice, in fact) to evaluate the coefficients instead of a direct calculation. REMARK. Suppose that / is bi-invariant under Kf c K and f is bi-invariant under Kf c K. We will use the fact that we may choose ε > 0 once and for all with the property that the analogous identity holds true (with this fixed value of ε) even if G is replaced by a Proof. The identity itself, modulo the evaluation of the constants, follows from Lemmas 2.2 and 2.4. To evaluate the constants when M = CG (A) , take / = Φκ,χ and /' = Φ^ χ -ι (in the notation of [Car] ). Then (i G , A (χ)(a)f, >) = Y χ {a), by [Car, p. 151] . Moreover,
by (1.8), so by the remark following Lemma 2.4, the identity becomes 
where π := /G,ΛOC)|A' = iG,A(x')\κ is independent of (unramified) χ. Plugging Casselman's (1.8) into this, we find that the above equation equals
Putting these equations together gives the desired result. 
Using the bijection (1.5), we define by A~(l), provided the sum is defined (either / is in the product of half-planes where the sum converges absolutely, or, if X belongs to the complement of this region define the sum by analytic continuation). In this case, the poles of this meromorphic function of X are precisely those of Y[ aeω {q -χ(a a ))' 1 .
Proof. First consider the part of vJ ι (&f A (T)) away from the walls: (χ,χ',u,u') = Σ C τ (χ,χ',w,w') y a (x,x', v,v') y a (x,x',v, v') -(-Plugging these into (2.24), we obtain the proposition. Note that the dependence on T in the final expression is fictitious since the lefthand side depends only on U.
In fact, these sums can be rewritten using Lemma 2.9-see also (2.13). 
JG(T)xG(F)
The idea is to expand (3.2) into a double series using an orthogonal basis and, for each term in the expansion, use the computations of the previous section to evaluate (3.3) .
