Introduction
Behavioural and electrophysiological data now convincingly establish the existence of numbers in the brain-in animals from insects to humans. Other papers in this issue cover much of the evidence for this once controversial idea. Gelman & Gallistel [1] coined the term 'numeron' for a number in the brain. In this paper I pose the question, What are we looking for when we look for numerons? Are there constraints that hypothesized physical realizations of numerons must satisfy in order to be regarded as such? How will we know when we have found them?
Much of the work on numbers in the brain focuses only on the referential role of numerons-more particularly, on their reference to numerosities. Measurement processes establish numerical reference by mapping from magnitudes in the world (numerosities, lengths, durations and so on) to the numbers with which we represent those magnitudes. Counting is the process by which numerosities (discrete magnitudes) are measured. While counting is in principle precise, in practice, there are errors [2] [3] [4] . More generally, there is always uncertainty in measurements. Gelman & Gallistel [1] called the measurement processes that map from quantities to numerons 'estimators', stressing thereby that there was always some uncertainty attendant on referential mappings. As we will see, measurement error gives rise to a constraint on numerons: they must convey to future computational operations not only an estimate of a previously experienced magnitude but also the uncertainty about the true value of that magnitude. The uncertainty arose from the process of perceiving that magnitude in the first place.
Reference is but one aspect of the brain's representation of quantities. The other aspect is the computational operations the brain performs on those representations [5, 6] . Gelman and Gallistel called these 'operators'. Operators are constructed from the basic operations of arithmetic-ordering, adding and multiplying. Numerons-neurobiologically realized symbols in memory-have a dual role: they represent (stand for) previously experienced quantities and they enter into computations. We must keep both roles in mind when we look for them.
When looking for a brain mechanism, we entertain various candidate mechanisms. These are hypotheses of the form 'x is the thing for which we are looking'. To decide among the candidates, we must form as clear a picture as we can of the properties that must be exhibited by a neurobiological entity for it to be the basis for a plausible hypothesis. I elaborate on the referential and operational constraints on numerons first. I then consider what these constraints suggest about the neurobiological realization of numerons.
My focus is on numerons as entities in long-term memory, that is, on symbols that carry quantitative experiential facts forward in time for use in computations & 2017 The Author(s) Published by the Royal Society. All rights reserved.
that may be performed in the indefinite future [6] . My focus on the symbols in memory stands in contrast to the focus of contemporary neurobiological work, which is understandably on the signalling of currently experienced quantities by the firing of neurons [7] [8] [9] [10] [11] [12] . I say 'understandably', because we know the physical realization of a neurobiological signalthe action potential-but we do not know the physical realization of an engram [6, 13] , a symbol in memory that carries information forward in time. As always, we look where the neurobiological concepts and tools currently available to us enable us to look. We look where the brain's representations of quantities becomes manifest in its signalling. My focus is on the engrams that underlie much of that signalling.
Constraints on numerons (a) Referential
Basic computational operations take two numbers as input and produce a third as output. In many behaviourally relevant computations, one input refers to a numerosity while the other, or their product, or both refer to a continuous magnitude. Thus, numerons must be able to represent both discrete and continuous magnitudes. A rate is a continuous magnitude, but it is estimated by dividing numerosity (discrete magnitude) by duration (continuous magnitude). A probability is a continuous magnitude that is the proportion between two discrete magnitudes (two numerosities). (See also [14] ; [10, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ). Thus, symbols that refer only to numerosities are not what we should be looking for. What we are looking for must be like the numbers we work with daily, which refer equally well to discrete and to continuous magnitudes.
Numerons must also refer to quantities that range over many orders of magnitude. Bees navigate over distances that measure in centimetres inside the hive and in kilometres outside it [26] . Artic terns navigate from the Arctic to the Antarctic and back annually, covering up to 80 000 km on a round trip [27] .
Probabilities are always 1; thus, there must be numerons between the additive identity (the numeron for 0) and the multiplicative identity (the numeron for 1).
The elements of distance vectors, like the elements of direction vectors, must be signed-in order to distinguish between oppositely directed distances.
In sum, the numerons in the brain's number system must refer equally readily to numerosities (discrete magnitudes) and to signed continuous magnitudes, and they must refer equally readily to magnitudes much less than 1 and to magnitudes many powers of 10 greater than 1.
(b) Operational
On the operational side, an arithmetic operation performed on two numerons by the brain's implementation of arithmetic should always yield another numeron, that is another symbol for a magnitude. In formal developments of number (number theory), this property is called closure. The numbers in number theory form a system that is said to be 'closed under the basic operations of arithmetic'. The need to develop such a system drove much of the historical evolution of what are today are regarded as 'the numbers' by those who work with numbers professionally (mathematicians, engineers and computer scientists). Failure to satisfy closure constraints would cause the brain's computations to break down whenever its computational machinery was fed two numerons for which that machinery could not generate an output numeron. In the design of computing machines and computing software, much thought and effort goes into obtaining as much closure as possible, even though it is well understood that complete closure is impossible. The machine will sometimes be asked to compute 0/0, and there is no generally satisfactory answer as to what number that operation should generate. Thus, the computer engineering community has agreed that whenever a 'compliant' (well behaved) computing machine is asked to divide 0 by 0, it will generate the symbol NaN, which stands for 'Not a Number'.
I work daily with numbers on computing machines, and I can testify that NaNs are a nuisance. They are a nuisance because computations are the composition of functions. That is, the results of one computation are routinely fed to further computations. A computer program-which is a recipe for performing some complex computation-is just a huge composition of functions. It specifies a chain of operations in which the results of each operation are fed to the next operation. Unless special care is taken, when one of the operations in the chain generates a NaN, so do all subsequent operations. Suppose, for example, that the code calls for a mean to be computed, but one of the symbols fed in is a NaN rather than the symbol for a number. Who's to say what the mean of 10, 22.5 and NaN could possibly be? The mean is an operation that only applies to numbers. Any machine that works with numbers-and the brain is such a machine-cannot avoid dealing with this problem. That is why closure is a major consideration when we look for numerons.
(c) Joint constraints
Other constraints are jointly determined by referential and operational considerations. For example, as noted earlier, the extent to which a numeron can be relied on depends on the precision of the measurement process or mechanism that maps from the quantity measured to the numeron that stands for that quantity in the brain's computations. The precision of the numerons that a chain of computational operations starts with puts an upper limit on the precision of the result. Thus, a numeron must not only stand for a quantity, it must also somehow indicate how precisely that quantity is assumed to be known. It should do this in a way that propagates readily through a sequence of computational operations so that the computed result also conveys both a magnitude and an indication of how precisely it is known. This is a subtle but strong constraint.
Numerons should not carry noise into computations. Gallistel & Gelman [28] , following Gibbon [29] , suggested that Weber's law should be explained on the assumption that numerons had scalar noise. On further reflection, this suggestion was ill considered: in a chain of computations, it would lead to an ever decreasing signal to noise ratio. Dead reckoning, for example, requires the repeated adding of small displacements to the sum of previous displacements. If the numeron representing the sum has scalar noise, then the ever-increasing noise in the sum will cause it to drift randomly far from its true value (figure 1). Thus, Weber's law needs a different explanation. 
Shannon's principle
In thinking about numerons, it is fundamentally important to distinguish between a symbol as a physical entity that conveys information, on the one hand, and, on the other hand, as something that stands for something else and must therefore be interpreted and dealt with in a manner congruent with what it stands for. We have already considered an example of the latter-the role of reference in constraining interpretation: asking a computer to compute the mean of '10', '22.5' and 'NaN' is a bad move because the first two symbols refer to numbers, while the third is explicitly defined not to refer to a number. In thinking about this example, it is of further importance to bear in mind that in the machine itself 'NaN' is a bit pattern. Qua bit pattern, it is completely indistinguishable from a number. If you encrypt your data, then the 'NaNs'-which are also used to stand for missing data-will be treated as numbers by the number-theory-based algorithms that encrypt data of all kinds. Thus, the physically realized NaN symbol can be and sometimes is treated as if it referred to a number, even though functionally it is defined not to be a number.
Neither the semantics nor the syntax applicable to a symbol is relevant when our only concern is the conveyance of information. Shannon articulated this deeply important point in an opening paragraph of the paper that created information theory [30, p. 379] : 'Frequently the messages [to be conveyed] have meaning; that is they refer to or are correlated according to some system with certain physical or conceptual entities. These semantic aspects of communication are irrelevant to the engineering problem. The significant aspect is that the actual message is one selected from a set of possible messages. The system must be designed to operate for each possible selection, not just the one which will actually be chosen since this is unknown at the time of design'. [italics mine]
Memory is commonly discussed in domain-specific terms-'working memory', 'long-term memory', 'spatial memory', 'emotional memory', 'declarative memory', 'procedural memory', 'motor memory' and so on. These discussions fail to distinguish, on the one hand, between what an entity in memory refers to and how it enters into the control of behaviour and, on the other hand, the underlying mechanism that conveys information forward in time so that it may be read and processed at some future time [6] . Shannon's principle is that the first of these considerations-what the information is about (semantics) and how it may be processed (syntax)-is irrelevant to the second-how to convey the information, that is, to transmit it and store it.
There is little reason to think that Shannon's principle fails to apply to the brain. DNA, for example, conveys every kind of information in every kind of organism. Because it is a highly efficient, extremely stable, general purpose memory medium, it is being actively investigated for use as the memory medium in a conventional computer [31] . Like a thumb drive, DNA is oblivious to the semantics and the syntax of the information it carries. Thus, Shannon's insight applies to the only currently known biological medium for the conveyance of information.
Numeron desiderata
The constraints just sketched suggest properties we should look for when looking for numerons. They should -be generable, that is, producible as needed. In the above quote, Shannon calls attention to the practically infinite size of the set of messages that might have to be conveyed-to the infinity of the possible [6] . Therefore, the brain must be able to generate new numerons as they are needed -have indefinite range: approximate any possible magnitude -be noiseless in computations (figure 1) -be signed -include the identities (0 and 1) -represent precision as well as magnitude -be accessible to computation -be closed under computation -be writable: there must be a mechanism that translates quantities conveyed by incoming spike trains into enduring change in the engram, the memory medium -be readable: there must be a mechanism that translates numerons back into the spike train code or codes for quantities -be durable: they must last a long time with little or no energy input required -be compact: they must occupy as little volume as possible
Where to look for inspiration
The neuroscientific literature contains little in the way of suggestions as to how brains might covey quantitative information into the indefinite future in computationally accessible form. When it comes to memory, neuroscientists have adopted the perspective of associationist philosophers and the behaviourist psychologists: they conceptualize memory as the process of forming associative bonds of varying strengths [32] [33] [34] . These are called connection weights, Hebbian synapses, plastic synapses or altered synaptic conductances. They are thought to determine how a neural network maps input vectors to output vectors, but they are not generally thought to encode quantitative facts about the experienced world [35] .
Only in molecular biology and computer science do we find treatments of information storage. Molecular biology deals with the conveyance of heritable information from generation to generation for use in directing the building of Weber fraction (cov) = 0.10 Figure 1 . Repeated runs of simulated dead reckoning with noise in the accumulator of +10%. At each step, the reading from the accumulator is drawn from a normal distribution in which the mean is the current sum, S, and the standard deviation is 0.1ÂS. That value is added to the small displacement from the current step, and the result is returned to the accumulator. Random drift soon renders the sum in the accumulator useless. (Online version in colour.)
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The correspondence between the principles governing memory in these otherwise disparate examples is remarkable [36] . Both use a digital code with a minimal number of code elements. In both, the memory registers have two portions, a coding portion and an address portion. In both, hierarchical data structures are created by indirect addressing, which naturally mediates the binding of variables to their values [6, 37] . When computer engineers established the architecture of a random access memory, they reinvented the wheel. Evolution had hit on the principle a billion years earlier. This suggests that the architecture of an effective memory is strongly constrained. This in turn suggests that what computer engineers have found to be the most effective representation of numbers in the memory of a computing machine may have lessons to teach us when we look for numerons.
The two's complement fixed-point scheme
At the dawn of the computer age, von Neuman suggested using the two's complement fixed-point code for numbers. It remains the standard when speed, minimal energy use and maximally simple mechanisms for implementing the arithmetic operations are the desiderata [38] . Clearly, therefore, it is not easy to imagine a better code. Insofar as evolution tends to find good solutions to basic problems, it may be worthwhile for those interested in finding numerons to become familiar with this scheme.
It is a binary code, a code with only two elements, the additive identity (0) and the multiplicative identify (1). Each symbol has two basic parts, a significand and an exponent. The exponent specifies the binary order of magnitude, which is to say, the scale of the representation, the ballpark, so to speak. The significand specifies an interval within that range. The number of bits (binary digits) in the significand indicates how finely that range is subdivided.
The same two-part principle underlies scientific number notation, that is, notation of the form 1.3e3 ¼ 1300. In scientific notation the power to which 10 is raised (3 in the example) specifies the scale at which we are representing something. The number of digits in the significand (digits to the left of e) specifies the scalar precision, which is to say, the number of distinguishable quantities at the given scale. Two digits in the significand implies a precision of roughly +1%. That is, there are 100 distinguishable quantities at whatever scale is specified by the exponent.
As remarked earlier, we need a better explanation of Weber's law (the scalar uncertainty in the brain's representation of quantities). Assuming scalar noise in the numerons themselves has intolerable computational consequences. Thus, we should take note of the fact that a scheme that divides a number into an exponent and a significand is a scheme that obeys Weber's law. The exponent establishes the range of magnitudes, while the number of digits in the significand indicates how finely quantities within that range are specified. The imprecision with which a quantity is specified is then proportionate to the scale. Thus, the fixed-point number code provides an example of physically realized symbols for numbers that specify an approximate quantity and also indicate the precision of the approximation. The representation of quantity by this code obeys Weber's law even though the symbols are noise free. It is their noise-freeness that makes digital symbols for numbers so much better than analog symbols for numbers. (An analog symbol represents one physical quantity, with a physical quantity of a different kind, e.g. a length represented by a voltage.) With analog symbols, one sees ever increasing noise as one traces the progress of a computation through multiple operations (figure 1). With digital symbols, this does not happen.
In adults, the Weber fractions for both numerosities and interval durations fall mostly in the range from 0.125 to 0.25 [39] . This implies that these quantities are represented with between three-and four-bit precision, that is, using 3 or 4 binary digits. In what follows, I assume 3 binary digits, because that restricts the number of bit patterns to be considered to the eight 3-bit patterns shown in figure 2 .
The 8 patterns that may be formed from 3 binary digits are naturally thought of as encoding the integers from 0 to 7, as suggested on the left half of figure 2. However, an essential point-indeed, the single most important point in this paper-is that in the two's-complement fixed point scheme, those 8 patterns are used to approximate any 8 numbers whatsoever-positive, negative, integer or rational, and to represent with 3-bit precision quantities arbitrarily small and arbitrarily large.
The fixed point coding of number represents many numbers only approximately, that is, with limited precision. The same is true in any physically realizable number-coding scheme. Ever since the Greeks discovered irrational numbers, we have understood that no scheme for the physical encoding of numbers allows for the exact representation of every real number [40] . There is, for example, no scheme that can exactly represent both the length of the side of a unit square and the length of its diagonal.
(a) Sign
To incorporate sign, the two's complement code reinterprets half of the bit patterns; it uses them to represent negatively directed quantities (figure 2). When a distance travelled to Figure 2 . Three-bit significands partition the range of quantities specified by an exponent into 8 approximate values at even intervals that tile that range. The most obvious use of these 8 patterns is to encode the integers from 0 to 7 (left half of figure) . However, we can use them to represent signed (directed) magnitudes by using the four-bit patterns in which the leftmost bit is 1 to represent oppositely directed quantities, that is, negative numbers. This is the two's complement scheme for encoding signed numbers.
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In the two's complement encoding, the left-most bit (aka the most significant bit) is 0 when the quantity referred to is given positive sign and 1 when it is given negative sign. Notice that this is true in the right half of figure 2: all the negative bit patterns begin with 1; all the positive ones begin with 0. For this reason, the leftmost bit in two's complementation is often called the sign bit.
There are other ways to introduce sign, but the two'scomplement scheme has the advantage when it comes to ease of implementation. If we already have machinery that implements bit flipping-converting '0's to '1's and vice versa-and machinery that implements addition and multiplication with positive bit patterns, then we do not need to create further machinery to implement these operations when we introduce signed bit patterns. For example, to subtract one number from another, we take the two's complement of the subtrahend and then add it to the minuend. In other words, changing the interpretation of the bit patternstheir semantics, what they stand for-enables the use the same processing machinery to different effect.
The two's complement of a binary integer is produced by flipping the bits and then adding 1 (table 1) . Flipping the bits in a string of bits is called taking the one's complement. Addition, the second step in taking the two's complement, is the second most basic operation. Implementing it is more complex than flipping a bit, but there is no way to avoid this complexity (table 2; figure 3) .
Addition is implemented with logic gates. A logic gate takes two bits as input and generates a bit as output ( figure 3 ). For addition to be implemented, the addend and the augend (the two patterns being added) must both have the same number of bits in their significands and the same exponent. That is why the code for þ1 is 001 in the 3-bit scheme, even though it could be rendered as 01.
(b) Circular addition
The additions in table 2 discard those bits in the output that fall to the left of the bits that appear in the inputs. When the addition of n-bit numbers is implemented in this constrained way, it maps the set of n-bit numbers into the n-bit numbers. In doing so, it creates a system that is circular under addition. This will seem odd-nay disastrous-when we think of numbers as referring only to numerosities and we think of addition as modelling the effect on numerosity of uniting sets. It is just at that point in our thinking that we must remind ourselves that numbers may refer to quantities other than numerosities. They may refer to directions, for example, and to the magnitudes of turns, and to the phases of a cycle, such as the day-night cycle that entrains the endogenous circadian clock. Animals learn directions [41, 42] . They do angular dead reckoning, that is, they add up all the turns they have made to obtain the net change in their heading [5] . They remember Figure 3 . The addition table for bits and its implementation with logic gates. Note that the sum of 1 and 1 (lower right cell in table) is 0 þ a carry bit. The carry bit must be added to the sum of the next most significant pair of bits. Thus, summing must proceed sequentially from right to left (from the least significant pair of bits to the most significant pair). If both the addend and the augend are 1 and there is no carry bit in the input, then when this pair are summed, the logic gates generate a '0' for the sum bit and a '1' for the carry bit, the bit that must be fed into the logic gates that operate on the next most significant pair of bits. The generation of the carry bit proceeds via the lowest branch on the logic gate diagram. The generation of the '0' for the sum bit proceeds via the uppermost branch. The topmost XOR gate produces a '1' only if either the addend or the augend is '1', but not both. Thus, when they both are '1' or they both are '0', its output is '0'. If the input carry bit is also '0', then so is the sum bit, which is generated by the second or lower XOR gate. If one of the addend and augend bits is '1' but not both, then the output of the top XOR gate is '1'. If the input carry bit is '0', then the second (lower) XOR gate generates a '0' for the sum bit. If, however, the input carry bit is '1', then it generates a '0' for the sum bit. Thus, this arrangement of logic gates generates the binary addition table shown at upper right. Conceptually, addition seems about as simple as it gets, but building a machine that implements it noiselessly is not so simple. Table 2 . Examples of circular two's complement addition. Note: The overflow bit (the carry bit generated by the leftmost addition) is dropped in the bottom two examples in this implementation of two's complement, fixed point addition. This implementation-this way of processing (interpreting) the input bit patterns-keeps only as many bits in the output as were in the inputs. the circadian phases (times of day) at which events of interest happen [5] . They add up positive and negative temporal intervals-phase differences between events-in order to construct the temporal maps of past events that enable them to anticipate future events [43] [44] [45] [46] . For all of these functions, circularity under addition is just what is needed ( figure 4 ). Consider first angular (that is, directional) dead reckoning. Two 1358 turns to the right (two turns of binary magnitude 011) are equivalent to a 908 turn to the left (a turn of binary magnitude 110). Indeed, when we add 011 to 011, we get 110. Angular dead reckoning is the computation of the net effect on one's heading of a sequence of turns. The addition of the two's complement numbers with preservation of bitlength by left truncation correctly models the manner in which turns combine.
Consider next compass directions: in 3-bit two's complement binary code, the bit pattern 100 represents an about turn. An about turn from any point on the compass reverses the sign of one's heading. Adding the bit pattern '100' to the bit pattern that represents any point on the compass generates the bit pattern that lies directly across the circle from the initial bit pattern (figure 4).
Consider finally temporal intervals, that is, phase differences. The 6 h difference in the time of day from 21.00 to 03.00 is the same as the advance from 15.00 to 21.00, and, indeed, in binary 3-bit two's complement arithmetic (001-111) ¼ (111-101) ¼ 010. (Remember that to perform the subtraction, we take the two's complement of the subtrahend, then add.)
This representation of angles is the unique representation that has complete and unique closure: any addition of two angles coded in this way generates a bit pattern that is itself the representative of an angle and that is, moreover, the unique representative of the sum of those two angles. In no other physically realized representation of the angles is this true. Another constraint on numerons is that they facilitate the angular calculations that are central to temporal and spatial navigation. The two's complement fixed-point scheme does this uniquely well. This would seem to be another argument in favour of the hypothesis that the brain uses this code (the first argument being that this code obeys Weber's law).
(c) Linear addition
In the full implementation of two's complement fixed-point arithmetic, the overflows are not discarded; instead, all the outputs are augmented by one bit, as shown in tables 3 and 4. The full implementation maps the n-bit numbers into the (n þ 1)-bit numbers. Under that mapping, the system is not circular; rather, it expands linearly in both directions. The outputs span double the range of the inputs (from -8 to 7 in the outputs versus from -4 to 3 in the inputs, in the case of 3-bit inputs). The computational machinery is the same in both restricted (circular) and the full (linear) implementation. The difference is in how the results are used: in the circular case, only the n least significant bits of the outputs are used; whereas in the linear case, all n þ 1 bits are used-in order to accommodate the relatively few outputs that require an additional bit in their representation. Again, we see the importance of distinguishing the semantics from the syntax, but we also see that the appropriate syntax is determined by the semantics. How a bit pattern representing a magnitude should be processed depends on the kind of magnitude to which it refers. And, finally, we see that neither the syntax nor the semantics is relevant to the memory mechanism. The memory mechanism's only role is to preserve the bit patterns indefinitely. In doing so, it conveys the information from past experience into the indefinite future.
In tables 3 and 4, one may note the left padding of many of the positive numbers with additional and uninformative '0's and, similarly, the left padding of many of the negative numbers with additional and uninformative '1's. In the two's complement scheme, when a string begins with consecutive 0s, all but the rightmost are redundant. Similarly, when a string begins with consecutive '1's. Deleting all but the rightmost bit in these beginning strings does not alter the number. Table 5 shows the trimmed two's complement 5-bit binary numbers. Note that the entry for þ16 is the only entry that requires 6 bits. As is apparent in table 5, the numbers of bits required to represent an integer grows with the size of the integer. However, it grows only logarithmically. Thus, very large numbers may be represented with bit strings of modest length. The circumference of the earth in millimetres is represented by a binary string only 26 characters long.
(d) Control and representation of precision
To represent the circumference of the earth to the millimetre is to adopt a foolish precision. For most purposes, the nearest 100 km (40,100) would do, or even the nearest 1,000 (40,000). In scientific notation, we would write 4.01e4 in the first case and 4.0e4 in the second case, where the e separates the significand from the exponent (the power of 10). Now consider the foraging ant Cataglyphus dead reckoning a run of 100.001 m by counting its millimetre steps [47] using a two's complement accumulator. At the end of its run, the count would be 100,001 decimal ¼ 01,1000,0110,1010,0001 binary. This would represent the actual distance run only if every step were exactly 1 mm, there were no counting errors and the way were perfectly flat, none of which will be true under natural circumstances. Under natural circumstances, the ant odometer appears to be accurate to only about +10%, which is similar to the human Weber fraction for a dead reckoned distance [48] . This implies an odometric precision of 3 or 4 bits. Thus, a much better representation of the distance run would be 0110e01110 or 01100e01101, depending on whether we ('N', 'NE', etc.) , or the phases of the circadian cycle (00.00, 03.00, etc.), because these variables have a circular structure under addition.
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 373: 20170119 assume 3-or 4-bit precision. The bits to the left of the 'e' are the significand; those to the right are the exponent. The significand is the first four or five bits of the 18-bit full count string, while the exponent is the binary representation of the number of bits dropped from the right-hand side of the string (14 or 13). This significand þ exponent representation is better not only because it is more compact but also because it does not deceive as to the amount of information that the ant actually has about the distance it has run. By choosing the number of bits in the significand to be appropriate to the uncertainty inherent in the odometer, the system makes its representation of the distance run do double duty. It represents both the approximate distance run and the uncertainty about that distance (the precision of the approximation).
(e) Non-integer scaling
Having now brought the exponent into the picture, we begin to see how the fixed point scheme for representing quantity is able to represent non-integer values like probabilities. Consider the string 0110e101. The decimal equivalent of the significand ('0110') is 6. The decimal equivalent of the exponent ('101' ¼ -3 decimal) is 2 23 ¼ 1/8. Therefore, the number represented is 6/8, a perfectly proper probability. In short, negative exponents yield non-integer values for fixed point numbers. We begin to see that, with a few bits and a well chosen coding scheme, one can represent any quantity a brain might need to represent. The coding scheme deploys in each case the same basic symbols-bit patterns-realized in whatever way bit patterns are realized on a given machine, and operated on with the same basic processing machinery.
(f ) Offset (putting bits where they are most needed)
How can this scheme efficiently represent a small range of quantities a long way from 0? To do that, the system uses an offset, sometimes called a bias. Suppose one wants to represent the integers from 61 to 68. One could do that with the following 8 strings: 0111101, 0111110, 0111111, 01000000, 01000001, 01000010, 01000011 and 01000100. Using a bias of 01000001 (¼65 decimal) makes for a much more efficient representation. The bias, being common to every value, is stored only once, followed by the values to which it is to be added, which are the same 3-bit two's complement values that we first encountered: Thus, the above string can be reduced to 01000001 þ 100, 101, 10, 1, 0, 01, 010, 011.
Using an additive bias, the bit patterns in figure 2 may be made to refer to the integers 61 : 68 rather than to the integers (24 : 3). The more instances of integers within this narrow range we have to store, the greater the savings realized by the use of a common bias. The bias puts the stored bits into the range where they do the most work, thereby increasing the amount of information stored per element. The bias is a separate 2-part symbol generally stored only once for a whole string of related quantity representations. Thus, it is not a basic part of the representation of a quantity. The use of bias is another example of a clever use of the same basic resources so as to minimize the resources required to represent a given amount of information. This is appears to be a general principle in the design of neural machinery [49] [50] [51] .
Neurobiological hardware
In the abstract, the two's complement fixed point encoding scheme satisfies our list of desiderata, but is it neurobiologically plausible? The answer depends on what level of neurobiological structure one considers. If one thinks the brain's basic computations are carried out by structures realized at the level of neural circuits (the systems level), in which the information being manipulated is somehow stored in plastic synapses, then I am unable to imagine how this scheme could be implemented. The first question I would need to discern a possible answer to is: how would one store numbers in plastic synapses in computationally accessible form? Here already, my mental powers fail me [36] . The metabolic costs of carrying out computations using rate codes passed around in circuits of thousands or even millions of neurons are, however, enormous, because each spike requires the hydrolization of 10 8 ATPs [52, 53] . The costs of carrying out the same computations using intracellular neurochemistry are many orders of magnitude lower. Metabolic cost has been suggested as a unifying principle in neuronal biophysics [54] . These metabolic cost considerations have recently led two influential neuroscientists to promulgate the principle: '. . .compute with chemistry. It is cheaper'. [55, p. 124] . It has recently been discovered that the CS-US interval in eyeblink conditioning is encoded by a cell-intrinsic mechanism in the cerebellar Purkinje cell [56] . In the vast literature on the neurobiology of memory, this is the only case in which the engram for a specified quantitative experiential fact (the duration of the CS-US interval) has been localized-and it has been localized to a sub-cellular level. In this case at least, the numeron encoding the duration of an interval resides in a cell-intrinsic medium, not in a plastic synapse.
These considerations-the metabolic and volumetric costs and the fact that the CS -US interval is stored by a cell-intrinsic mechanism-lead me to seek answers at the cell-intrinsic level, which is to say at the molecular level. At that level, it is easier to find structures of the kind one would look for to implement an efficient, versatile number-encoding scheme.
As mentioned in §1, it is easy to see how to encode numbers into polynucleotide strings (DNA and RNA). These string-like molecules are found in abundance inside every cell. Machinery for constructing these strings is also present in every cell. Thus, these strings are constructible as needed. Moreover, the complementizing properties of these strings-the properties that enable genes to make copies of themselves-are ready-made for the implementation of two of the most basic computational operations: copying and bit-flipping.
To suggest that numerons are polynucleotides is a speculation so extreme as to place it beyond the pale of ordinary computational neuroscience discourse. I nonetheless pursue the suggestion a little way here because it illustrates so strikingly what happens when one shifts the level of structure entertained in one's hypotheses from the circuit level to the molecular level. Systems level computational models are themselves highly speculative and they often make assumptions like back propagation and context units for which there is no neurobiological evidence, so it is arguably time that we consider whether the systems level is really the right level for an understanding of the basic mechanisms of computation in neural tissue.
(a) Encoding numbers into polynucleotides
There are many ways to do it. Here's one: the base pairs, Adenine, Cytosine, Thymine and Guanine, which are the elements (nucleotides) out of which polynucleotide strings are built, form complementary pairs, G-C and A-T (the WatsonCrick DNA base pairs; uracil replaces thymine in RNA). Assume that one of the base pairs is used to encode bits, while the other is used to encode string function. Let G encode 0 and C encode 1. Let a string consisting only of G and C be functionally identified as the significand in a threepart representation (significand, exponent, bias). Let a string that starts with A be functionally identified as the exponent and a string that starts with T be functionally identified as the bias.
By Watson -Crick base pairing, a '011' string, embodied by GCC, will complementize with a CGG string. If they then separate, the CGG string will complementize with a GCC string, thereby creating a copy of the original encoding string. Moreover, the GCC string is the bit flip of the CGG string. Therefore, if we have machinery that can perform addition on these strings, and we use it to add 1 to the bitflipped string, we will get the two's complement of the CGG string, which is the negative of the number encoded by the CGG string. I consider elements of the addition machinery after briefly explaining why copying is itself a fundamental computational operation.
(b) Why copying is fundamental
Consider the ant or bee that arrives at a food source after a wandering foraging expedition. It does two things: (i) it records the location of the source in memory; (ii) it inverts its dead-reckoning vector, which specifies its current location relative to the nest, to produce the home vector, which specifies the location of its nest or hive relative to its current location. The first operation is a copying operation: it copies the symbols in the accumulator that give the coordinates of its current location into memory registers that record that location for future use. Putting this copy in memory enables the ant to return directly to the food source on its next outing. The second operationinverting the current-location vector-enables it to take the straight course home (dashed line in figure 5 ), even though it arrived at the location of the newly discovered food source by a tortuous food-seeking exploratory course (solid line in figure 5 ). Thus copying numerons in memory is a fundamental computational operation, one of the primitive operations in any modern computer.
(c) Biochemical logic gates
As schematized in figure 3 , the addition of binary strings is efficiently implemented by sequentially operating logic gates. Biochemically realized logic gates are a fundamental aspect of the mechanisms by which the genetic code is read. Every rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 373: 20170119 gene has two basic parts, a coding part and a promoter part. The binding of the transcription factor to the promoter of the gene triggers the transcription (reading) of the coding portion of the gene.
Transcription factors are proteins that selectively bind to the promoters of particular genes. Transcription factors often form dimers. A dimer is a transient binding of two proteins to produce a complex with properties distinct from its constituents. If a dimer binds to a promoter but neither of its constituents does, that biochemically implements an AND gate. If both constituents bind to the promoter but the dimer does not, that implements an XOR gate. If two transcription factors bind to the same promoter but do not dimerize, that implements an OR gate. These are the three gates out of which an adding mechanism is built ( figure 3) .
I am not sufficiently master of the intricacies of polynucleotide editing to spell out a complete story about how to construct a biochemical adding machine operating on strings composed of Watson-Crick base pairs. Nor would it be appropriate at this point to pursue these highly speculative observations further. Their purpose is only to make clear that one can readily imagine the exaptation of genetic machinery for the cell-intrinsic storage of acquired quantitative information and the performance of intracellular computations therewith. There is as much neurobiological plausibility in this scheme as in most systems-level computational schemes.
Conclusion
The time is ripe for a serious search for numbers in the brain. Before we set out, we should have as clear a conception as possible of what we are looking for. What constraints must hypothesized neurobiological realizations satisfy? How would we know that we had found them? I give 12 such constraints-11 in my list of Desiderata ( §4) and a 12th in the section on circular computations ( §6b). It is a daunting list; it is not easy to imagine in the abstract a scheme that satisfies these constraints, much less to find a neurobiological realization of that scheme. The fixed-point two's complement scheme has stood the test of time; no better scheme has been found after more than a century of intensive work on the physical realization of computing machines. It is an abstract scheme, with many possible physical embodiments. It is not easy to envision an embodiment in which numbers are encoded into plastic synapses. It is easier to envision an embodiment in which numbers are encoded into molecular strings with properties like those of the polynucleotides. Indeed, this is already being done in engineering laboratories investigating the use of bacterial DNA as the memory medium in conventional computers. The same cannot be said for plastic synapses; no one is investigating their use as a conventional memory mechanism.
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