Abstract-The purpose of this research is to develop a classifier capable of state-of-the-art performance in both computational efficiency and generalization ability while allowing the algorithm designer to choose arbitrary loss functions as appropriate for a give problem domain. This is critical in applications involving heavily imbalanced, noisy, or non-Gaussian distributed data. To achieve this goal, a kernel-matching pursuit (KMP) framework is formulated where the objective is margin maximization rather than the standard error minimization. This approach enables excellent performance and computational savings in the presence of large, imbalanced training data sets and facilitates the development of two general algorithms. These algorithms support the use of arbitrary loss functions allowing the algorithm designer to control the degree to which outliers are penalized and the manner in which non-Gaussian distributed data is handled. Example loss functions are provided and algorithm performance is illustrated in two groups of experimental results. The first group demonstrates that the proposed algorithms perform equivalent to several state-of-the-art machine learning algorithms on well-published, balanced data. The second group of results illustrates superior performance by the proposed algorithms on imbalanced, non-Gaussian data achieved by employing loss functions appropriate for the data characteristics and problem domain.
or loss functions employed, and appropriate sparseness of the classifier.
Various approaches to addressing these issues include the posterior probability support vector machine (SVM) proposed in [2] for binary classification and extended to the multiclass case in [3] . This approach modifies the standard SVM to employ soft (i.e., continuous) labels rather than hard binary labels. The algorithm designer then injects domain knowledge by either the parametric form or nonparametric technique for density estimation. In [4] , knowledge of the data distribution is learned and incorporated into the kernel mapping while others directly incorporate prior knowledge into linear [5] and nonlinear [6] kernel machines in the form of additional linear constraints on the solution technique. Others have investigated biasing the loss function to compensate for imbalanced data distributions [7] , [8] . The loss function in particular is critical because it controls how correctly classified exemplars are rewarded and incorrectly classified exemplars are penalized. Its appropriate choice is then heavily dependent on data distribution, prior knowledge, and training data set size.
To illustrate the usefulness of controlling a classifier loss function, consider the examples of target detection and medical diagnosis. These problems are typically heavily imbalanced (e.g., many healthy patients per sick patient), may have non-Gaussian distributed data (e.g., any enemy aircraft is a "target"), and posses outliers that must be appropriately respected (e.g., a well patient exhibiting sufficiently cancer-like symptoms must not overly bias the decision boundary for robust cancer detection). In these situations, one may desire a loss function that is not affected by an over abundance of data from one class and does not over penalize noisy exemplars.
However, there are other problem domains such as classification of music, video, or art by genre, where one may wish to assign an increasingly large penalty to increasingly poor classification calls. The following section illustrates potential deficiencies in some commonly employed loss functions.
For many classifiers, the loss function is an inherent, unmodifiable property of the classifier resulting from how the algorithm was designed. In this instance, the algorithm designer must choose a different classifier to change the loss function. Furthermore, in many algorithms, the exact form of the loss function is not readily apparent.
It is the purpose of this research to propose a classifier founded on the kernel-matching pursuits (KMP) algorithm where the algorithm designer may explicitly define virtually any loss function. The KMP algorithm is chosen for its computational efficiency and the unrestricted form of its kernel design matrix (i.e., it is not limited to only Mercer kernels [9] ).
To this end, the following section reviews kernel machines and various loss functions while Section III summarizes the KMP algorithm. The two new classification algorithms are presented in Section IV while the results on experimental and simulated data are presented in Section V.
II. KERNEL MACHINES AND LOSS FUNCTIONS
This research considers the binary classification problem with the error expressed as (1) where is the vector of true class labels from the set of training exemplars of size , and is the vector of estimated class labels. The classifiers under consideration are of the form (2) where is a vector of learned parameters and represents the training exemplars. In general, may be a matrix of feature vectors as in a linear classifier [1] , a vector of classifier outputs as in voting or boosting methods [10] [11] [12] [13] , a vector of basis function outputs as in a radial basis function neural network [14] , or a nonlinear kernel design matrix as in kernel or support vector machines [15] , [16] . In this final case of kernel machines, is defined as where is a user-defined kernel functional applied to the th data vector and the th basis function, .
Rather than minimize the error, some classifiers maximize the margin , which is the distance from the closest exemplars to the decision boundary and can be expressed as (3) whenever . With this definition of true class labels, the predicted class labels are (4) To optimize , a loss function must then be defined on either or to quantify classifier performance. For example, the SVM is derived from considering the margin and the optimization objective is (5) where the 's are known as slack variables and are related to the number of misclassified exemplars (for further information, see [9] or [15] ). In this equation, the two competing objectives are maximizing generalization ability (minimizing is equivalent to maximizing ) and maximizing performance on the training set, respectively, and controls the tradeoff.
In the alternate approach of KMP, the error is considered, and the optimization objective is (6) which is the standard weighted mean square error (WMSE) loss function. Here is user defined and is typically either omitted (i.e., ) leading to the standard mean square error (MSE) solution or a diagonal matrix used to compensate for an imbalance in the number of exemplars per class.
The two primary advantages of KMP are its computational efficiency (i.e., has an analytical solution) and the fact that is not restricted to only Mercer kernels. The primary disadvantage is that the loss function in (6) inherently only captures the goal of optimizing performance on the training set; the goal of generalization ability or sparseness is then left to the iterative nature of the KMP algorithm. Therefore, the KMP algorithm is greedy by nature (i.e., the kernel space in which KMP learns is iteratively constructed in a greedy fashion). Nevertheless, it is one claim of this research (as well as others [17] [18] [19] [20] ) that the performance of the KMP algorithm is commensurate with other state-of-the-art classifiers.
As previously mentioned, no single classifier is optimal for all problem domains, and a substantial contributor to classifier performance is the loss function, which defines how each exemplar is handled during the training process. Therefore, consider the loss functions expressed as a function of margin for various classifiers illustrated in Fig. 1 . Given the knowledge that the SVM effectively sets for exemplars with in (5), the SVM loss is seen to be linear for and zero for . On the other hand, the KMP loss function is seen to be parabolic from (1) and (3) and noting that whenever . These and other loss functions are illustrated in Fig. 1 .
The first thing to note from Fig. 1 is two clear deficiencies of the MSE loss when applied to classification. First, it excessively (i.e., quadraticly) penalizes outliers or exemplars with negative margins. Second, it penalizes correctly classified exemplars with equal loss as incorrectly classified exemplars. It is seen that the SVM obviates this second deficiency by assigning zero loss to correctly classified exemplars with sufficient distance from the margin. However, the SVM loss still grows linearly with negative margin, and this has led some researchers to claim that even a linearly growing loss is too excessive and propose alternate loss functions. For example, the works of [13] and [21] argue a theoretical motivation for while [22] and [23] argue that to improve discrimination in artificial neural networks, the target (class label) of the nonlinearity should be modified to the point of maximum derivative as in . An intuitively satisfying appeal for these alternate loss functions is seen in Fig. 1 -they are asymptotically flat as ; thus, they do not overpenalize excessively poor outliers (as this behavior may be desirable in some problem domains). It is the position of this research that the most appropriate choice of loss function is driven by the problem domain and there is no universally best choice. The next two sections then outline a classification technique based on the KMP algorithm that incorporates arbitrary loss functions.
III. KERNEL MATCHING PURSUITS
The KMP algorithm minimizes (6) , which may be rewritten as (7) The solution to (7) is the well-known WLSE equation (8) with , the Fisher information matrix, expressed as (9) This result provides an analytical solution for given the kernel design matrix and . To compute , the KMP algorithm takes a constructive approach; it begins by computing a full kernel design matrix , containing all data exemplars projected onto all possible bases. Many kernel machines use all data exemplars at the potential bases as one never knows a priori which ones are most appropriate. However, here is not required to be a Mercer kernel; thus, may contain any arbitrary mix of dissimilar, nonorthogonal bases (i.e., need not be symmetric). This allows the algorithm designer to choose a subset of data exemplars as bases, repeat bases using a different kernel mapping , or construct any other appropriate, domain-specific basis set.
is then initialized as a row of ones (i.e., an offset or bias). Let represent any basis (row) in not already included in . Then, due to the analytical expression for the decrease in classifier error produced by the inclusion of any new specific may be expressed as (10) where (11a) (11b) (11c) (11d) Therefore, the new error at step is equal to the previous error reduced by a term that is a function of only the new basis under consideration. Thus, the unused bases in may be independently considered and the one maximizing chosen. This facilitates the rapid construction of and an overall algorithm that is extremely computationally efficient. Furthermore, is generally never negative and the addition of the th new basis function will only decrease the classifier error 1 [20] .
Concerning stopping criteria, the work in [19] uses the relative decrease in the error of (6) as a stopping criterion. For all KMP variants presented herein, the Fisher information matrix is monitored. The dimensionality of this matrix grows by one each time a new basis is added and remains full rank as long as every basis added provides new information or is not redundant. Once the next best basis under consideration no longer adds information, the process of building is halted.
The KMP algorithm is described in Table I . Note that is user defined; common definitions include and where smaller class larger class (12) where and are the number of exemplars in the larger and smaller classes, respectively. In practice, this weighting is typically ineffective in real-world problems as the quadratic penalty illustrated in Fig. 1 applied to the correctly classified exemplars dominates this constant weighting in the overall error computation. This algorithm is summarized in Table I .
IV. KMP WITH ARBITRARY LOSS
The two previously mentioned advantages of KMP (computational efficiency and arbitrary kernel mappings) essentially stem from the fact that the loss function is the -norm applied to the classification error. One question then raised is whether the same advantages and efficient computational structure can be preserved if an arbitrary (i.e., user defined) loss function is applied to the error as in (13) Note that if were the weighed squared -norm as in (6) , this would lead to the WMSE solution. To minimize (13) , define , differentiate with respect to , and set equal to zero, which produces (14) 1 The exception to this claim is when the nth basis added causes Mtobecome singular. However, this condition is typically monitored as a stopping criterion and is explicitly prevented. (14) without explicitly specifying or . To this end, Beaton and Tukey first took the approach of deriving a WLSE solution not in terms of an a priori specified weighting , but in terms of an iteratively reestimated [24] . In this approach, the user does not specify but rather the loss function derivative . Specifically, when is the weighted squared -norm or (15) where , then (16) and is iteratively reestimated as (17) Given this iteratively achieved approximation of in (16) , its substitution into (14) yields (18) which (when solved for ) produces the WLSE solution [i.e., (18) is the derivative of (7)]. This overall approach is the well-known iteratively reweighed least squares (IRLS) algorithm given in Table II and was first rigorously developed for regression problems in the field of robust statistics [25] .
To summarize this development, (14)- (18) show how the analytical WLSE solution can be used to solve a generic function of the error (13) , provided that the iteratively estimated accurately approximates the desired . Whenever poorly approximates , the resulting approach and decision boundary are still valid; however, the effective is likely not what was intended by the original definition of .
IRLS is applicable to a wide range of estimation problems that in general depended on scale . Therefore, (14) is typically formulated in the literature as (19) and the IRLS algorithm proceeds by alternating between updates on and [24] [25] [26] [27] [28] . However, for the classification problems considered here, it is assumed that feature-space data is first normalized. While most any classification algorithm is not independent of the normalization method, the scale need not be estimated during the learning process.
A. KMP-IRLS
Recall from the introduction that one objective of this research is to optimize a function of the margin and not the error. Therefore, for classification, it is not desired to optimize (13) but rather optimize (20) which is again an arbitrary, user-defined function , applied to the margin (where it is again assumed . This work is certainly not the first approach to optimize (20) . For example, the general AnyBoost construct of [12] optimizes (20) via gradient descent on . That work further illustrates how many of the popular and highly successful boosting techniques can be reformulated as special cases of (20) . Additionally, Vincent and Bengio [17] , [18] illustrate how the original KMP formulation may be applied to solve both (13) and (20) with arbitrary loss functions. However, the goal of the work proposed herein is to optimize (20) in a computationally efficient manner (i.e., without operating in the full-dimensional parameter space as do these existing approaches).
To minimize (20) , a process similar to IRLS is followed beginning with the differentiation of (20) resulting in (21) Considering that the goal is a solution with an analytical form as in WLSE and noting the equivalence between and , is defined as [cf., (16) ] (22) where may be iteratively reestimated as (23) Given this approximation of and then substituting (22) into (21) , the result is identical to (18) . In this case, the solution for is again identical to the WLSE solution of (8) . The only difference here is that the function optimized by (8) 
] is not explicitly defined but rather its derivative is estimated via (22) .
It should be noted that both (17) and (23) are ill-behaved at the target points (i.e., an error of zero or a margin of one). Therefore, Beaton and Tukey suggest placing some restrictions on to produce a smooth, bounded estimator for . Specifically, if , then the three following conditions should be used as general guidelines for specifying near ; is bounded; and for large . Keeping within these guidelines, an example estimator for is (24) although any function approximately fitting the guidelines could be substituted. This procedure then defines the KMP-IRLS algorithm and is summarized in Table III . Given these guidelines, KMP-IRLS is actually appropriate for a general family of loss TABLE III  KMP-IRLS   TABLE IV  KMP-DO functions-not completely arbitrary ones. However, the KMP variant developed in the following section is developed for truly arbitrary loss functions.
Concerning convergence, the iterative approximation of [whether optimizing (13) or (20)] only exhibits guaranteed monotonic convergence for perfectly separable data. On nonseparable data sets, it is possible for the iterative update to converge to a limit cycle with the decision boundary alternating between multiple solutions. This is because altering alters and thus moves the decision boundary. Therefore, this condition must be monitored and the state producing the lowest overall error chosen. In the authors' experience over many definitions of , (23) converges in a very small number of iterations (e.g., 5-10).
On the other hand, the convergence of the overall KMP algorithm (i.e., the monotonic decrease of error with each additional basis) is still guaranteed for the following reasons. It is shown in [29] that in (11a) is a diagonal element of . Thus, provided that as previously mentioned each newly selected basis adds information to , will be positive and a monotonically decreasing error is guaranteed.
B. KMP-DO
While it will be illustrated in Section V that KMP-IRLS demonstrates excellent performance at minimal computational cost, it is acknowledged that defining a loss function in terms of its (iteratively estimated) derivative is potentially nonintuitive for the algorithm designer. Therefore, an alternate approach to KMP-IRLS is presented where one defines rather than .
This alternative is KMP direct optimization (KMP-DO) and its derivation begins by expressing (20) as (25) As previously discussed, many techniques attempt to directly minimize (25) (e.g., gradient descent on ). However, KMP-DO will again employ the analytical solution of to realize a substantial computational savings. Substituting the WLSE solution for into (25) produces (26) where represents the th column of . In this equation, the expression inside the parenthesis corresponding to is the solution for the -norm loss function with the definition of not yet specified. One approach to defining would be to somehow optimize its elements to produce the desired as in KMP-IRLS. However, computationally, this would be no different than the explicit definition of and optimization of in (25) , which other techniques already do.
Alternatively, consider that in KMP-IRLS the purpose of is to apply a variable loss to each exemplar; however, in (26) , an explicit definition of serves this purpose. This then frees the definition of to weight the importance of each class. Define as where smaller class larger class (27) and is the single scalar parameter to control the minimization of (26) . By this construction, the part of (26) corresponding to produces the WLSE decision boundary (i.e., from the -norm loss function). However, this decision boundary is then translated and rotated in kernel space (where the decision boundary is a hyper plane) to minimize an arbitrary loss function on the margin via an optimization of . The resulting algorithm is summarized in Table IV .
It should be noted that the translation and rotation of the decision boundary is accomplished by a scalar optimization, and therefore, actually occurs over a one degree-of-freedom manifold in kernel space. This is the price paid for the substantial gain in computational cost as compared to directly optimizing in (25) over the full kernel space dimensionality. Therefore, KMP-DO represents a compromise where the -norm loss is fundamentally employed but the importance of each exemplar is optimized over an arbitrary loss function on the margin. The fact that the optimization is over a scalar results in a low computational cost equivalent to KMP-IRLS.
C. Computational Complexity
Concerning the scalability of computation, all KMP variants scale approximately the same. By examining the algorithm in either Table III or Table IV (ignoring the relatively small cost of Step 5), it is seen that the cost is (28) (29) (30) where represents the order of computational complexity, is the number of basis functions, and is again the number of data exemplars. This result accurately predicts the computational times observed over a wide variety of operating conditions and agrees with the standard KMP algorithm. An additional advantage to the non-Mercer form of is that any of the KMP algorithms may consider a subset of the available training data to use as potential basis functions. This leads to a significantly reduced computational cost of (31) (32)
V. EXPERIMENTAL RESULTS
The experimental results are intended to illustrate two principles. First, the proposed KMP classifiers perform comparable to other well-known classifiers on well-studied benchmark data. Second, the proposed KMP classifiers outperform these same classifiers in situations where the algorithm designer does have knowledge of the data characteristics and problem domain and can appropriately employ a specifically chosen loss function. The synthetic data sets employed in the second set of results are indicative of problem domains exhibiting class imbalance, non-Gaussian feature space distributions, and sufficient class overlap. It is not implied that the actual class conditional distributions would be know in a real-world classification task; rather, this illustrates that choosing a particular type of loss function for a given problem domain may lead to improved classifier performance.
A. Results on Benchmark Data
This first group of results compares the two proposed KMP algorithms with the SVM trained using SVM [30] , the relevance vector machine (RVM) trained using the fast RVM algorithm of [31] , and the standard KMP algorithm denoted KMP-WLSE trained via Table I with defined in (12) . The benchmark data consists of ten data sets from the well-studied University of California at Irvine (UCI) Machine Learning Repository. Details of the data sets employed are given in the Appendix.
When using kernel machines, the choice of the kernel functional may significantly affect performance. Therefore, each classifier is evaluated over several common kernel functionals illustrated in Table V where indicates the dot product. Two versions of the polynomial kernel are actually used: one with and one with for second-and third-order For training KMP-IRLS, is updated via (24) while for training KMP-DO, is defined as (33) which is also illustrated in Fig. 1 . Both (24) and (33) are "soft" loss functions that are asymptotically flat as to not overpenalize outliers and vanish as to mitigate effects of class imbalance.
To measure classifier performance both class accuracy and area under the receiver-operator characteristic curve (AUC) are employed as their appropriateness depends on the problem domain. For example, target detection is concerned with classifier accuracy as the primary goal is to not miss any targets while music or document classification is concerned with AUC as the primary goal is a ranking of relevance. For a detailed discussion on this topic and an exact relationship between these two measures, see [32] .
Each classifier is trained using standard fivefold cross validation: the training set is used to learn the decision boundary, the validation set is used to jointly optimize the classifier settings and kernel parameters (i.e., and from Table V) , and the (blind) test set is used to measure performance. Here the classifier settings are as follows: for the SVM, a relative and absolute error threshold for halting RVM training, and the condition number of the Fisher information matrix for halting KMP training. In (33), the parameter is heuristically set to 4.0 although it could have been optimized as well.
This comparison process is independently repeated for both performance measures (AUC and classification error) over all four kernels (Gauss, Linear, Poly2, and Poly3). Table VI illustrates the results for AUC and the Poly2 kernel where each is AUC (top) and rank (bottom) where ties receive an average rank.
To quantify whether a statistical difference exists between any of these algorithms, a procedure for comparing multiple classifiers over multiple data sets is employed [33] . This procedure begins with the Friedman test, a nonparametric equivalent to the repeated-measures ANOVA. It compares the ranks of the classifiers averaged over the data sets, , . Under the null hypothesis (i.e., all classifiers are equivalent), the Friedman statistic is (34) which is distributed with degrees of freedom. This statistic has been shown to be overly conservative and some have recommended the use of a more sensitive statistic (35) which is -distributed with and degrees of freedom.
Applying these tests to the average ranks at the bottom of Table VI, , while its critical value at a significance of is ; therefore, the null hypothesis is accepted and no significant difference is concluded. However, as this test has been shown too conservative, with a critical value at of . By this test, the null hypothesis is rejected, and a post-hoc test is warranted for further investigation.
In this case, the Nemenyi post-hoc test is used to compare all classifiers against each other. Here the performance of any two classifiers is deemed significantly different if their average ranks differ by at least the critical difference (36) where is derived from the studentized range statistic divided by (a table for this statistic is available in [33] or any text in nonparametric statistical techniques).
For the results in Table VI , at . Since the average ranks of the best and worst classifiers do not span this critical difference, no statistically significant difference in performance is concluded. However, (as before) it has been noted that the approach of comparing all classifiers against each other in a post-hoc test is not as sensitive as the approach of comparing all classifiers against a one classifier (e.g., a control classifier). One approach to this latter type of comparison is the Bonferroni-Dunn test. Demsar [33] shows how this test can be computed using (36) with appropriately adjusted values of .
Applying the Bonferroni-Dunn test to the results in Table VI  produces at . This statistic is illustrated in Fig. 2 where the circles correspond to the average ranks while the bars span the to either side. Thus, if the bar from one algorithm overlaps the mean (circle) of another, those two classifiers do not perform significantly different. Fig. 2(b) corresponds to the data in Table VI (Poly2 kernel) where KMP_IRLS is seen to outperform SVM and RVM. Fig. 2(c) (Poly3 kernel) supports the same results, while in Fig. 2(a) (Gaussian kernel) , the SVM and KMP_DO outperform RVM. While not shown, the results using classification error as the performance measure are equally mixed. Therefore, it is concluded from these results that the two proposed KMP classifiers are capable of performance commensurate with these existing, well-studied classifiers on a wide variety of data sets. 
B. Results on Simulated Data
The second group of results compares the same classifiers and kernel functionals as before on three sets of synthetically generated data. As previously mentioned, these data sets are constructed not to represent the exact data distribution from any one problem domain; rather, to represent the general characteristics of class imbalance, non-Gaussian distributed data, and significant class overlap. Fig. 3 illustrates an example drawn from each data set and the details of their construction are provided in the Appendix. Dataset1 is intended to represent a typical nonGaussian distribution in feature space where one class is a sum of Gaussians possessing a nontrivial number of exemplars in the cluster far from the optimal decision boundary. Dataset2 represents a two-distribution nonseparable problem where one of the distributions is non-Gaussian (here it is an extreme value distribution). Dataset3 represents two non-Gaussian overlapping distributions where one class has a substantial number of exemplars concentrated in the distribution of the other class.
Here the comparison process is identical to that of the previous section with the exception of the fivefold cross-validation process: here the underlying distributions are known thus each training, validation, and test set instance is drawn independently. Results from this simulated data are presented in Fig. 4 .
While Table VII and Fig. 4 illustrate the results for AUC and the Gaussian kernel, the Friedman test rejects the null hypothesis in six of the eight combinations of performance measure and kernel functional. In five of these six instances, the Bonferroni-Dunn test confirms it is either KMP-IRLS or KMP-DO (or both) that are significantly outperforming one of the three other classifiers.
Therefore, it is concluded that the proposed KMP classifiers are superior for this data. It is further postulated that similarly superior performance may be achieved for different data when the algorithm designer has a prior understanding of the problem domain/data and subsequent knowledge of how to define the loss function.
VI. CONCLUSION
In summary, this research has discussed that while no classifier is best for all problem domains, the relationship between classifier loss function and data characteristics may be exploited to make it best for a specific domain. Examples were illustrated where loss functions that overpenalize correctly classified exemplars (e.g., the WLSE or -norm loss) may result in an unavoidable bias on imbalanced data sets and where loss functions that overpenalize outliers may reduce robustness. Two new algorithms were then developed that facilitate the use of arbitrary loss functions while maintaining a substantially low computational cost (as there are several techniques currently available that employ arbitrary loss functions but must learn in the full parameter space).
These proposed algorithms were based on the KMP framework and employ an analytical expression for where only is updated by recursion or is optimized. This approach not only produces a significant computational savings but also facilitates the use of non-Mercer kernel design matrices. Although not discussed or exploited in this paper, an additional advantage of this non-Mercer property is that KMP typically optimizes the kernel parameters per basis function-not per kernel mapping. This often results in further improved performance.
From the first set of experimental results, it is concluded that the proposed KMP classifiers are capable of performance commensurate with several state-of-the-art classifiers on a wide variety of well-studied data. From the second set of results, it is concluded that the proposed classifiers significantly and consistently outperform these same classifiers on a specific set of data with specific characteristics. While this fact alone is unremarkable, it is noted that the proposed classifiers did not directly exploit any data characteristics (e.g., they did not know the form of the class conditional distributions); rather, they employed specifically chosen loss functions to account for some general data characteristics (e.g., imbalance, class overlap, etc.). Therefore, it is claimed that in problem domains where the algorithm designer has information to intelligently choose the loss function a priori similarly superior performance may be achieved.
APPENDIX
The benchmark data sets employed in this research are taken from the UCI Machine Learning Repository. 2 For use in this research, the following modifications were made.
• For data sets with a total exemplar count exceeding 600, the data set was randomly sampled to reduce to 600 exemplars. • The Waveform1 data set was formed by combining class 0 and class 1 of Waveform to a single class.
• The Waveform2 data set was formed by combining class 1 and class 2 of Waveform to a single class.
• In PostOp, the two exemplars with missing attributes and the two intensive care exemplars were deleted. • In StatLogVehicle, the van and bus classes were combined as were the two automobile classes.
• In Adult, all exemplars with missing attributes were deleted.
2 Available online at http://www.archive.ics.uci.edu/ml/ The simulated data in this research is generated by the following procedure for producing correlated bivariate data samples from arbitrary distributions. For these data sets, and the superscripts refer to the large and small classes, respectively. For all data sets, and represents the normal distribution. 
