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Using a minmax approach, we establish saddle point optimality conditions and 
Lagrangian duality relations under generalized convexity hypotheses for a class of 
continuous-time programming problems with nonlinear operator equality and 
inequality constraints. We also discuss the implications of these results for differen- 
tiable problems. *? 1990 Academic Prcsr, Inc. 
1. INTRODUCTION 
The continuous-time nonlinear programming problem to be considered 
is 
inf 4(x) = j-)-b)(r) dt 
(P) 
subject to XE@, 
where 
@= {xe w”[O, T]:g(x)(t)dO forall te[O, T], 
h(x)(t) = 0 for all t E [0, r] }, 
W[O, T] (= W;,, [0, T]) is the Hilbert space of all absolutely continuous 
n-dimensional vector functions t -+ x(t) E R” (n-dimensional Euclidean 
space) defined on the compact interval [0, T] c R with Lebesgue square- 
integrable derivativef(t)=dx(t)/dt (SC /I i(t) dt=j,Tx;=, (x;(t))* dt < co), 
and with inner product (. 1. ) defined by 
(x I Y) = (x(O), Y(O)) + loT (4th i(t) > & 
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with (a, h) = Cr=, a$, for a, bE R”; f, g (with components g,, g,, . . . . g,), 
and h (with components h,, h,, . . . . h,) are nonlinear operators from 
w”[O, T] into C[O, r], Cp[O, T], and Cy[O, T], respectively, with 
c’[O, T] denoting the space of all continuous r-dimensional vector func- 
tions defined on [0, T]. 
The ambient space in (P) has been chosen to be W[O, T] for definite- 
ness and also because this particular function space has certain properties 
which are desirable from the standpoint of existence theory and computa- 
tional considerations. However, as becomes clear from our subsequent dis- 
cussion, the results of this paper are valid for a wide range of function 
spaces and hence, depending on the nature of the optimization problem under 
consideration, it is possible to choose some other suitable spaces instead 
of W[O, r] (see Section 7). This flexibility is especially important for 
selecting appropriate spaces of multipliers that can be associated with (P). 
Some properties of the space W[O, T] are discussed in [9]. 
For purposes of illustration later in the sequel, we shall also make use 
of the following important special case of (P): 
inf 
subject to G@(t), t) <a(t) + J Wx(s), t, s) 4 t E co, n 0 
(P) 
P(x(t), t) = b(t) + .F,: QW), t, s)& tE co, Tl, 
where F is a real-valued function defined on R” x [0, r], G,, aj, and Hi 
(the ith components of G, a, and H), i = 1, 2, . . . . p, are real-valued functions 
defined on R” x [0, 7’1, [0, T], and R” x [0, T] x [0, T], respectively, 
and similarly Pj, b,, and Q, (the jth components of P, b, and Q), j= 
1, 2, . ..) q, are real-valued functions defined on R” x [0, T], [0, T], and 
R” x [0, T] x [0, q], respectively. 
An optimization problem like (P) is known as a continuous-time 
programming problem. Although it seems that continuous-time programm- 
ing problems with nonlinear (integral) operator equality constraints of the 
form present in (P) and (P) have not been considered previously in the 
related literature, some other classes of continuous-time linear and non- 
linear programming problems have been studied in different settings and 
under various assumptions. In particular, optimality conditions and duality 
results for continuous-time nonlinear programs have been investigated in 
[I-S, 13-17, 19,20, 241, among others. 
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Continuous-time programming problems with nonlinear equality and 
inequality constraints provide realistic models for a great variety of optimal 
decision processes in the areas of economics, operations research, and 
engineering. Furthermore, problems of this type are closely related to 
constrained variational and optimal control problems and, consequently, 
their study will contribute to further rapprochement among conventional 
mathematical programming, continuous-time programming, and optimal 
control. 
In this paper, we establish necessary optimality criteria and duality rela- 
tions for (P) under generatlized convexity requirements with and without 
differentiability assumptions. This is accomplished by using a general min- 
max approach which was originally proposed by Stoer [22] for nonlinear 
programming problems involving convex-concave functions. Stoer’s results 
were later improved by Mangasarian and Ponstein [12], and further 
generalized by Karamardian [lo] and Stoer and Witzgall [23]. Although 
the results derived by these authors are seemingly restricted to linite-dimen- 
sional problems with inequality constraints, it appears that some of them 
remain valid in more general frameworks. In particular, the approach 
employed in [lo] readily lends itself to a straightforward extension to real 
Banach spaces. Here we first specify the appropriate assumptions which 
enable us to restate the results of [lo] for three interrelated abstract 
optimization problems posed on reflexive Banach spaces, and then spe- 
cialize these results for (P). Our results are applicable to a much broader 
range of dynamic optimization problems. In particular, they can be 
applied, under suitable hypotheses, to the following general constrained 
optimal control model: 
inf s T 4x(t), 4th f) df 0 
subject to Pi(x(t), u(t), t) 
=~,(t)+j’~i(x(s)~ U(J , f, ~)ds, fE[O, T], i=l, 2, . . . . I, 
0 
d d,(t) + s ’/q(x(s), u( ), I, s  & 1 E co, T-J, j = 1, 2, . . . . J, 0 
x E x. u E u. 
In the remainder of this section, we recall some definitions and present 
a few auxiliary results which are utilized in our analysis of the abstract 
problems in the next section. 
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Throughout, it is assumed that all vector spaces are over the field of real 
numbers. 
Let r be a convex subset of a Banach space. A function 0: r+ R is said 
to be quasiconvex on r if for any x’, x2 E r, 8(1x’ + (1 -A) x2) < 
max{B(x’), 0(x’)} f or each 2 E [0, 11; 0 is said to be strictly quasiconvex on 
r if for any x’, X’E r with 0(x’) #0(x’), 0(1x’ + (1 -1) x2) < 
max{8(x’), 0(x’)} f or each i E (0, 1). The function 19 is said to be quasi- 
concaue (strictly quasiconcaoe) on r if -8 is quasiconvex (strictly quasi- 
convex) on r. 
For a discussion of properties of quasiconvex and other related classes of 
convex functions, the reader is referred to [ 111. 
The following results are needed in the next section: 
LEMMA 1.1 [ 181. A Banach space is reflexive tf and only if its closed unit 
ball is weakly compact. 
LEMMA 1.2 [IS]. In a Banach space, a convex set is closed in the strong 
topology tf and only tf it is closed in the weak topology. 
LEMMA 1.3. In a Banach space, a quasiconvex lower semicontinuous real- 
valued function defined on a convex set r is weakly lower semicontinuous 
on r. 
Since the level sets of a quasiconvex lower semicontinuous function are 
closed and convex, Lemma 1.3 follows from Lemma 1.2. 
LEMMA 1.4 [21]. Let I- and A be compact convex subsets of a Banach 
space and let cx be a real-valued function defined on TX A such that c1( ., y) 
is lower semicontinuous and quasiconvex on r for every fixed y E A, and 
a(x, .) is upper semicontinuous and quasiconcave on A for every fixed x E r. 
Then there exist X E I- and ji E A such that 
2. OPTIMALITY CONDITIONS AND DUALITY 
In this section, we generalize the minmax and saddle point results of 
[lo] for three closely related types of problems formulated on reflexive 
Banach spaces. In most cases, the forms of these problems as well as the 
corresponding optimality and duality results and their proofs are similar to 
those given in [ 101. For this reason, we keep our discussion to a bare 
minimum, indicating only the essential arguments necessary to validate the 
results of [IO] for our particular setting. 
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Let X and Y be reflexive Banach spaces, let $ be a real-valued function 
defined on the product set C x D, where Cc X and D c Y, and define 
A={(~,~)EXXY:~EC,~ED,IC/(X,~)=~~PI~/(~,~~)) 
IED 
and 
B= {(x,ykXx Y:xEC,YED, W,y)=;i$$(h}. 
Now, our three problems of interest can be stated as follows: 
(PP) Find (X, j) E A, if it exists, such that 
bW, ,V) = inf Ii/(x, Y); 
A 
(DP) Find (2, j) E B, if it exists, such that 
ICI(% j) = sup $(x, y); 
B 
(SP) Find (x*, y*) E C x D, if it exists, such that 
9(x*, Y) 6 $(x*2 Y*) d h-5 Y*) for all (x, v) E C x D. 
Let A0 and B” denote the optimal solution sets of (PP) and (DP), 
respectively, and let So denote the set of all saddle points of $, that is, the 
set of all (x*, JJ*) E C x D satisfying the the inequalities in (SP). Then it can 
be verified that the following relationships hold among (PP), (DP), and 
(SP): 
(4 
(b) 
(cl 
then (x’, 
(d) 
on B. 
(e) 
(f) 
(8) 
If (xi, y’) E A and (x2, y2) E B, then $(x1, y’) > $(x2, y’). 
inf, It/(x, Y) 2 suPe $(x2 y). 
If (xl, yi)~A and (x’,Y*)E B such that $(x’,y1)=$(x2,y2), 
y’) E A0 and (x2, y2) E B”. 
If A # 0 and B # a, then $ is bounded below on A and above 
If A # @ and inf, $(x, y) = - co, then B = 121. 
If B # @ and sup, $(s, y) = + co, then A = $3. 
AnB=A”nBo=So. 
The statements (a)-(f) are immediate consequences of the definitions of 
A, B, A’, and B”, and (g) can be proved as in [ 10, Lemma 3.11 and 
[ 12, Lemma 3.43. 
409!153!2-2 
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For establishing optimality and duality results, we must assume the 
following regularity conditions (constraint qualifications) which were 
originally introduced in [22] and later improved in [lo, 12, 231: 
The function $ is said to have the high-value property at (Z, Y) E C x D if 
there exist a closed ball B(Y; E) (centered at Y with radius E > 0) and a 
weakly compact convex set Kc C such that 
which is equivalent to 
W, Y) 2 inf Ii/(x, Y) for all y E B( j? E) n D. 
K 
The function $ is said to have the low-value property at (X, Y) E C x D if 
there exist a closed ball B(.Z; 6) and a weakly compact convex set L c D 
such that 
W, Y) G inf sup +(x, y), 
B(i:d)nC L 
which is equivalent to 
tw? Y) d sup Il/(K Y) for all x E B(X; 6) n C. 
Throughout the sequel, our assumptions ensure that the sets B(Y; E) n D 
and B(Z; 6)n C are weakly compact, +( ., y) is weakly lower semi- 
continuous on C for every fixed YE D, and Ii/(x, .) is weakly upper semi- 
continuous on D for every fixed x E C, and consequently, inf and sup can 
be replaced by min and max, respectively, in the above expressions. 
The following four theorems contain a number of duality statements and 
optimality criteria linking problems (PP), (DP), and (SP). In particular, 
the strong duality result of Theorem 2.1 below, in conjunction with the 
weak duality property (a) noted above, shows that (DP) is a dual problem 
for (PP). 
THEOREM 2.1. Let the subsets Cc X and D c Y be closed and convex, let 
I++( ., y) be lower semicontinuous and strictly quasiconvex on C for every fixed 
y E D, let $(x, . ) be upper semicontinuous and quasiconcave on D for every 
fixed x E C, and let (x*, y*) E A. Then there exists y” E D such that (x*, y”) 
solves (PP), (DP), and (SP), and +(x*, y*) = $(x*, y”) if and only if II/ has 
the low-value property at (x*, y*). 
Proof. The proof is similar to that of Theorem 4.4 of [lo]. Let y” ED 
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be such that (x*,y’) solves (PP), (DP), and (SP), and $(x*,y*)= 
Ic/(x*,y”). Since (x*,y’) is a saddle point of II/, it follows that 
4+*, Y”) < VW Y”) for all x E C, 
and hence 
$(x*3 YO) d $(x, YO) for all XE B(x*; 8) n C 
for any closed ball B(x*; E). Consequently, letting L = { y” 1, we see that 
d4x*, Y*) = $(x*, y”) d B(.rjEfn c $(x3 Y”) 
= inf SUP II/(x, Yh 
B(r’;e)nC L 
hence $ has the low-value property at (x*, y*). Conversely, suppose that 
tj has the low-value property at (x*, y*) for some closed ball B(x*; E) and 
weakly compact subset L c D. In view of Lemmas 1.1 and 1.2, the set 
B(x*; E) A C, being a weakly closed subset of a weakly compact set, is 
weakly compact. Since a strictly quasiconvex and lower semicontinuous 
real-valued function defined on a convex subset of a Banach space is 
quasiconvex [lo], it follows that rl/( ., y) is quasiconvex on C for every 
fixed y E D. By Lemma 1.3, II/( ., y) is weakly lower semicontinuous on C for 
every fixed y E D and $(x, .) is weakly upper semicontinuous on D for 
every fixed x E C. Therefore, Lemma 1.4, applied to the weakly compact 
product set (B(x*; E) n C) x L, ensures the existence of X’E B(x*; E) n C 
and y” E L such that 
$(x0, y”) = inf SUP tit& Y I= SUP inf ti(x, Y), 
B(r*;&)nC' L L B(.r’: E) n c 
which is equivalent to 
$(x0, Y 1 G t14x”, YO) d rl/(& YO) 
for all x E B(x*; E) n C and all y E L. Because II/ has the low-value property 
at (x*,y*), from (2.1) and (2.2) it is clear that 
Il/tx*, Y”) G $(x09 Y”) d $(x3 yO) for all x E B(x*; E) n C. (2.3) 
Since x* E B(x*; E) n C, from (2.3) we get 9(x*, y*) < $(x*, y’), and since 
(x*, y*) E A, we have $(x*, y*) 3 $(x*, y’). Therefore, 
44-x*, Y*) = 44x*, YO). (2.4) 
Since +(x*, v*) = SUPINE D $(x*, y), from (2.4) we conclude that 
(x*, y0) E A. (2.5) 
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On the other hand, since any local minimum of a strictly quasiconvex 
real-valued function defined on a convex subset of a Banach space is also 
a global minimum [lo], from (2.2)-(2.4) we see that $(x*, y*) = 
$(x*, y”) = inf,. C $(x, y’), and so 
(x*, yO) E B. (2.6) 
From (2.5) and (2.6) we have (x*, y”) E A n B, which, combined with the 
fact that A n B = A0 n B” = So, shows that (x*, y”) solves (PP), (DP), and 
WI. I 
Because of the symmetry of the situation, the following theorem can be 
proved in a similar manner. 
THEOREM 2.2. Let the subsets Cc X and D c Y be closed and convex, let 
$( ., y) be lower semicontinuous and quasiconvex on C for every fixed y E D, 
let 1,9(x, ‘) be upper semicontinuous and strictly quasiconcave on D for every 
fixed x E C, and let (x*, y*) E B. Then there exists x0 E C such that (x0, y*) 
solves (PP), (DP), and (SP), and $(x*, y*) = $(x0, y*) tf and only zf $ has 
the high-value property at (x*, y*). 
The proofs of the following two theorems are similar, except for slight 
modifications, to those of Theorems 4.6 and 4.7 of [lo], and are not 
reproduced here. It should be noted that the constraint qualifications 
employed in these theorems are different from those stipulated in 
Theorems 2.1 and 2.2. 
THEOREM 2.3. Let the subsets Cc X and D c Y be closed and convex, let 
II/( ., y) be lower semicontinuous and strictly quasiconvex on C for every fixed 
y ED, and let 1,9(x, ) be upper semicontinuous and strictly quasiconcave on D 
for every fixed XE C. If (x*, y*) E B” and if there exists a closed ball 
B(x*; E) such that 
tw*, Y*) < $(x3 Y*) for all x E M, 
where M is the boundary of B(x*; E) n C; then there exists x0 E C such that 
(x0, y*) solves (PP), (DP), and (SP), and $(x*, y*) = $(x0, y*). 
THEOREM 2.4. Let C, D, and $ be as in Theorem 2.3, let (x*, y*)~ A’, 
and assume that there exists a closed ball B(y*; E) such that 
ax*, Y*) > 4G*, Y) for all y E N, 
where N is the boundary of B( y*; E) n D. Then there exists y” E D such that 
(x*, y”) solves (PP), (DP), and (SP), and $(x*, y*) = tj(x*, y’). 
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3. RELATIONSHIP BETWEEN (P) AND (PP) 
In this section, we establish some connections between (P) and (PP) 
which enable us to restate the results of the preceding section for (P). These 
relations will be utilized in this section to obtain necessary saddle point and 
stationary point optimality principles, and again in Sections 5 and 6 to 
construct Lagrangian and Wolfe-type dual problems for (P). 
Let 
WC [0, T] = { 2.4 E Wp[O, T] : u(t) 3 0 for all t E [0, ?-I}, 
c= x= wyo, T-J, Y= wqo, T] x wyo, T], 
D = W; [0, T] x Wq[O, T], 
y = (u, u), 
and 
It/k Y) = joT U-(x)(t) + (4t)t g(x)(t)) + (u(t)> h(x)(t))1 & 
A={(x,y)~~~Y:x~C,y~D,ICI(x,y)=supIl/(x,~)}, 
,, E 0 
E= {(x,y)~Xx Y:x~C,y~D,g(x)(t)<O,h(x)(t)=O, 
(u(t), g(x)(t)) = 0 for all tE [0, T]}. 
The following two theorems determine the sense in which (P) and (PP) 
are equivalent. 
THEOREM 3.1. If the sets A and E are nonempty, then A = E. 
ProoJ: Let (x0, y”) E E. Since (u’(t), g(x’)(t)) = 0 for all t E [0, T], 
it is easily seen that $(x0, y”) 2 $(x0, y) for all YE D and hence 
$(x0, y”) = supYE D $(x0, v). Therefore, (x0, JJ”) E A and so E c A. Next, let 
(.Y?-, 9) E A. Then $(a, 3) 3 $(a, y) for all y E D, which reduces to 
I oT C(4tLg(~)(t)> + (c(t), W)(t)>1 dt 
2 s oT C<4t)> da)(t)> + <u(t), h(.f)(t)>l dt 
for all u E W$ [0, T] and all u E Wq[O, T]. Letting u = t: in this inequality, 
we obtain 
I T (u(t) - 4th g(2)(t)> dt 60 for all UE WC [0, T]. (3.1) 0 
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This inequlity can be used to show that no component of g(a)(t) can be 
positive at any point of [0, T]. To see this, suppose, on the contrary, that 
the rth component g,(?)(i) > 0 for some i E (0, T). Then by the continuity 
of the function t -+ g,(a)(t), there exists an interval [i- 6, t^+ S] c [0, T] 
for some 6 > 0 such that g,(a)(t) > 0 for all t E [i - 6, i + S]. Now if we 
choose 
u,(t) = l&(t) for all t E [0, T], i = 1 , 2, . . . . Y - 1 , r + 1 , . . . . p, 
and 
u,(t) = 0 for all t E [0, t] with / t - 21 > 6, 
=&It-i1 forall ~E[O,T] with It-ilg6, 
then we have 
contradicting (3.1). Therefore, we must have g(a)(t) < 0 for all t E [0, r]. 
Consequently, (C(t), g(a)(t)) d 0 for all t E [0, T]. However, if strict 
inequality holds at any point 2~ (0, T), then in view of the continuity of the 
function t + (G(t), g(a)(t)) on [0, r], strict inequality holds on a subset 
of [0, T] containing i and hence jl (i(t), g(a)(t)) dt < 0 which contradicts 
(3.1) with u=O. Therefore, (ti(t),g(a)(t))=O for all tE[O,T]. In a 
similar manner, it can be shown that h(f)(t) = 0 for all t E [0, r]. Hence 
we conclude that (a, j) E E and so A c E. Therefore, A = E. 1 
THEOREM 3.2. If (x*, y*)~ A’, then x* is an optimal solution of (P); 
conversely, if X is an optimal solution of (P), then (X, j) E A0 for any 
~=(~,~)~WP,[O,T]~W~[O,T]with(~(t),g(~)(t))=Oforallt~[O,T]. 
Proof: If (x*, y*) E A’, then (x*, y*) E A and by Theorem 3.1 we have 
&x*)(t)<& h(x*)(t)=O, u*(t)>& (u*(t),g(x*)(t)) =o 
for all tE [0, r], (3.2) 
and 
$(x*, y*) = i:f$(x, y) = i;f $(x, y). (3.3) 
If x* is not optimal for (P), then there exists i E W[O, T] such that 
g(2)(t) < 0, h(i)(t) = 0 for all t E [0, 7J, (3.4) 
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with 
s )-(i)(t) dt < j-)-(x*)(t) dt. (3.5) 
From (3.2), (3.4), and (3.5) we see that 
s 7‘ Cf(x*)(t)+ (u*(t), g(x*)(t)) + (u*(t), h(x*)(~))l df 0 
= ~oT.fix*)U) dt> j‘,’ U-(a)(t) + (4th s(i)(t)) + (fi(t), h(i)(t)>1 dt 
for all (6, C)E WC [0, T] x W[O, T] with (C(t), g(a)(t)) =O for all 
t E [O, 7J. Thus we conclude that there exists (i-, g) E E such that 
$(a, 9) < Ii/(x*, y*), contradicting (3.3). Hence x* must be optimal for (P). 
Conversely, if X is an optimal solution of (P), then for any 
j = (U, 6) E W$ [0, r] x Wq[O, T] with (U(r), g(Z)(t)) = 0 for all t E [0, r], 
we have (X, j) E E. Let (x, y) be an arbitrary element of A =E so that 
g(x)(t)dO, h(x)(t)=O, u(t)20, and (u(t),g(x)(t)) =0 for all ZE [0, T]. 
Since 
s “T u(x)(t) + (u(t), g(x)(l)) + (fi(f), h(f)(f))1 Lift 
= I :f(f )(r) dt d 1)11/(.x)(t) dt 
= s oT [f(x)(t)+ (4th g(x)(t)) + (4th W)(t))1 & 
we conclude that (X, j) E AO. 1 
Evidently, in the above theorems it is not necessary to assume that 
C= X= W[O, r]. Hence an implicit constraint of the form XE Cc 
W[O, T] can be included in the statement of (P). 
4. OPTIMALITY CONDITIONS FOR (P) 
In this section, we utilize the equivalence results established in 
Theorems 3.1 and 3.2 for (P) and (PP) to obtain from Theorems 2.1 and 
2.4 necessary saddle point optimality conditions for (P). Subsequently, it is 
shown that under suitable differentiability assumptions these saddle point 
conditions lead to Karush-Kuhn-Tucker-type optimality conditions for 
(P). 
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THEOREM 4.1. Let $( ., u, v) be lower semicontinuous and strictly quasi- 
convex on W [0, T] for every fixed u E WC [0, T] and v E Wq[O, T], let 
x* E @ be an optimal solution of (P), and assume that $ has the low-value 
property at (x*, u*, v*) for some U*E WT[O, T] and V*E Wq[O, T] with 
(u*(t), g(x*)(t)) =0 ,for all t E [0, T]; that is, assume that there exist a 
closed ball B(x*; E) and a weakly compact convex set Kc Wt [0, T] x 
Wq[O, T] such that 
s ,‘f (x*)(t) dt 
6 inf sup s ’ Cf(x)(t) + (4th g(x)(t)> + (4th h(x)(t))1 dt. xeB(x*;&) (U,U)EK 0 
Then there exist u” E WT [0, T] and v” E Wq[O, T] such that 
$(x*9 u, v) d $(x*, u”, vO) d Ii/(x, u”, vO) (4.1) 
for all XE W[O, T], all UE WT [0, T], and all v E Wq[O, T], and 
(u’(t), g(x*)(t)) =0 for all t E [0, T]. 
Proof In view of Theorems 3.1 and 3.2, the first assertion follows from 
Theorem 2.1, and the second assertion can be proved, using the first 
inequality of (4.1), as in the second part of the proof of Theorem 3.1. 1 
THEOREM 4.2. Let $( ., u, v) be lower semicontinuous and strictly 
quasiconvex on W[O, T] for every fixed u E W: [0, T] and v E Wq[O, T], 
let x* E CD be an optimal solution of (P), and assume that there exists a 
closed ball B((u*, v*); E) c Wp[O, T] x Wq[O, T] for some u* E WT [0, T] 
and v* E Wq[O, T] with (u*(t), g(x*)(t)) = 0 for all t E [0, T], such that 
$(x*, u*, v*) > $(x*, u, v) for all (u, v) on the boundary of B((u*, v*); E) n 
( WT [0, T] x Wq[O, T] ). Then there exist u” E WT [0, T] and v” E Wq[O, T] 
such that 
*(x*9 u, v) < $(x*, u”, v”) < $(x, u”, vO) (4.2) 
for all XE W[O, T], all UE W$ [0, T], and all v E Wq[O, T], and 
(u’(t),g(x*)(t)) =0 for all tE [0, T]. 
Proof. In view of Theorems 3.1 and 3.2, the first assertion follows from 
Theorem 2.4, and the second assertion can be proved, using the first 
inequality of (4.2), as in the second part of the proof of Theorem 3.1. 1 
The following sufliciency result is valid without any convexity assump- 
tions: 
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THEOREM 4.3. Let x* E W”[O, T] and assume that there exist 
u* E WP, [0, T] and v* E Wq[O, T] such that 
Il/tx*> u, 0) < l+qx*, u*, II*) < $(x, u*, v*) (4.3) 
for all XE W”[O, T], all UE WT [0, T], and all VE Wy[O, T]. Then x* is an 
optimal solutton of (P). 
Proof Using the first inequality of (4.3), it can be shown as in the 
proof of Theorem 3.1 that x* is a feasible solution of (P) and 
(u*(t), g(x*)(t)) =0 for all te [0, T]. That x* is optimal for (P) follows 
from these conclusions and the second inequality of (4.3). 1 
We next formulate a set of stationary point optimality criteria, as conse- 
quences of Theorems 4.1 and 4.2, in the presence of differentiability and 
other related assumptions. 
THEOREM 4.4. Let $( ., u, u) be strictly quasiconvex on w”[O, T] for 
every fixed UE W$ [0, T] and VE Wy[O, T], let x* E r9 be an optimal 
solution of (P), and assume that either one of the following conditions is 
satisfied: 
(a) $ has the low-value property at (x*, u*, v*) for some 
u* E W; [0, T] and v* E W4[0, T] with (u*(t), g(x*)(t)) =0 for all 
tE [0, T]. 
(b) There exists a closed ball B((u, 6); E) c Wr[O, T] x Wq[O, T] ,for 
some UE WC [0, T] and VE W4[0, T] with (u(t), g(x*)(t)) =0 for all 
- - 
t E [0, T], such that II/(x*, u, u) > Ii/(x*, u, u) for all (u, u) on the boundary of 
B((U, 0); E) n (WC [0, T] x W4[0, T]). 
Furthermore, assume that f, g, and h are continuously Frechet differentiable 
in a neighborhood of x*. Then there exist u” E WT [0, T] and v” E Wq[O, T] 
such that 
Of (x*) + i u;(t) Dg,(x*) + i u;(t) Dhi(x*) z(t) dt = 0 
i= I i= 1 1 
for all ZE W*[O, T], (4.4) 
(uO(t), g(x*)(t)) =o for aif t E [0, T]. (4.5) 
Proof If (a) ((b)) is satisfied, then by Theorem 4.1 (Theorem 4.2) there 
exist U’E WT [0, T] and V’E W4[0, T] such that (4.5) is satisfied, and 
bQ*, u”, v”) < 1+9(x, u”, v”) for all x E IV’[O, T]. Hence x* minimizes the 
function II/( ., u”, v”) on IV’[O, T]. This implies that D$(x*, u”, u”) z = 0 for 
all ZE Wn[O, T], which is precisely (4.4). 1 
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Since Df(x*) (Frechet derivative offat x*), Dg,(x*), i= 1, 2, . . ..p. and 
Dh,(x*), j= 1, 2, . . . . q, are continuous linear maps from W[O, T] into 
C[O, r], it follows that the functions t + Df(x*) z(t), t -+ Dg,(x*) z(t), 
i = 1, 2, . . . . p, and t + Dh,(x*) z(t), j= 1, 2, . . . . q, are continuous on [0, r] 
for all z E W[O, T] and hence the integral expression in (4.4) makes sense. 
A number of generalized sufficiency criteria for the differentiable version 
of (P) are given in [25]. 
Before turning to a discussion of duality for (P), we determine the 
optimality conditions of Theorem 4.4 for (I-i) and (P). For this purpose, we 
assume, in addition to our standing assumption concerning the nature of 
the constraint operators, that the functions F( ., t), G( ., t), H( ., t, s), 
P( ., t), and Q( ., t, s) are continuously differentiable in a neighborhood of 
x*(t)e R” for all s, TV [0, T], and that the functions t -Vl;(x*(t), t) 
(gradient of F with respect to its first argument evaluated at x*(t)), 
t-VG;(x*(t), t), s+VH,(x*(s), t,s), t +VH,(x*(s), t,s), i= 1, 2, . . . . p, 
t+VP,(x*(t), t), s-+VQ,(x*(s), t,s), and t-VQ,(x*(S), t,.s),j= 1, 2, . . . . q, 
are continuous on [0, T]. 
Now it can be verified that under these assumptions, (4.4) takes the 
following form: 
<VF(x*(t), t), z(t)> + i (u:(t)VG,(x*(t), t), z(t)> 
,=I 
4 1 ; ;I, (uy(t) VH,(x*(s), 4 s), z(s)) ds+ i ($Yt) vP,b*(tL tL z(t)> ,= I , Y -1 c (u.:(t) VQ(x*(s), t, s), z(s)) ds dt = 0 for all z E WV4 Tl. o .,= I I 
Applying Fubini’s theorem [18] to the double integrals in the above 
expression, we obtain 
’ (z(t),VF(x*(t), t)+ i z&t)VG,(x*(t), t) 
,=I 
T P 
-I 1 u;(s) VH,(x*(t), s, t) ds + i u;(t) VP,(x*(t), t) t i-1 ,=I 
- u;(s) VQ,(x*(t), s, t) ds) dt = 0 for all ZE W[O, r], 
which implies that the right-hand expression inside the inner product 
symbol equals zero for all t E [0, r]. Thus the necessary optimality 
conditions (4.4) and (4.5) for (P) become 
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VF(x*(t), t)+ i z.&t)VG;(x*(t), t) 
r=l 
UP(S) VH,(x*(t), s, t) ds + i u;(t) VP,(x*(t), t) 
,=I 
- u;(s) VQj(x*(t), s, t) ds = 0 for all t E [0, r], 
l u’(t),G(x*(t), t)-a(t)-j;H(x*(s), t,s)dsj=O 
for all TV [0, T]. 
5. LAGRANCIAN DUALITY FOR (P) 
Making use of Theorems 3.1 and 3.2, in this section we specialize the 
relevant duality results established for (PP) and (DP) in Section 2, and 
consequently obtain weak, strong, and converse duality theorems for (P). 
First, we consider the case where no differentiability assumptions are 
needed. We begin by expressing (PP) in terms of the data of (P) to obtain 
the following Lagrangian dual problem: 
sup inf s I‘ u-(x)(t) + (4th d-~)(f)> .lit WrO. TJ 0 
+ (o(r), N-~)(t))1 df CD1 1 
subject to u E WC [0, T], u E Wy[O, T]. 
THEOREM 5.1 (Weak Duality). Let x* and (a, fi, ti), with $(.f, ti, I?) = 
infxG W”[O, Tl t+b(& ti, v^), be arbitrary feasible solutions of (P) and (Dl ), 
respectioely. Then 4(x*) > $(a, ~2, ti). 
ProojY Since (C(t), g(x*)(t)) 60 and h(x*)(t) =0 for all tE [0, T], we 
have 
$(a, 22, ti) = inf T u-(x)(t) + (u*(f), g(x)(t)) 
rit PV[O. TJ 
+ (u*(t), h(x)(t))1 dl 
d s oT U-(x*)(f)+ (u*(f), g(x*)(t)> + (u*(t), h(x*)(t))l dt 
< 
s 
oTf(x*)(r) dt = 4(x*). 1 
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The following four theorems are special cases of Theorems 2.1-2.4. 
THEOREM 5.2 (Strong Duality). Let $( ., u, v) be lower semicontinuous 
and strictly quasiconvex on W”[O, T] f or every fixed u E WT [0, T] and 
v E Wq[O, T], let x* E (D be an optimal solution of (P), and assume that $ 
has the low-value property at (x*, u*, v*) for some u* E WT[O, T] and 
v* E Wy[O, T] with (u*(t), g(x*)(t)) =0 for all t E [0, T]. Then there exist 
U’E WC [0, T] and v” E Wy[O, T] such that (x*, u”, v”) is an optimal 
solution of (Dl) and 0(x*) = $(x*, u”, 0’) =$(x*, u*, v*). 
THEOREM 5.3 (Converse Duality). Let $( ., u, v) be lower semicontinuous 
and quasiconvex on W’*[O, T] for every fixed u E WT [0, T] and 
VE Wq[O, T], let (a, ti, v) be an optimal solution of (Dl), and assume that 
I+!I has the high-value property at (i?, li, 8). Then there exists x0 E W”[O, T] 
such that x0 is an optimal solution of(P) and $(.G, zi, C) = $(x0, li, 5) = 4(x”). 
THEOREM 5.4. (Strict Converse Duality). Let $( ., u, u) be lower semi- 
continuous and strictly quasiconvex on W”[O, T] for every fixed 
u E WT [0, T] and II E Wq[O, T], let (i-, li, i?) be an optimal solution of (Dl ), 
and assume that there exists a closed ball B(x; E), such that 
$(a, 6, 0) < $(x, ti, 8) for all x on the boundary of B(x; E). Then there exists 
X’E W”[O, T] such that x0 is an optimal solution qf (P) and 
$(,i-, 22, zj) = $(x0, 22, ti) = f$(x”). 
THEOREM 5.5 (Strong Duality). Let $( ., u, u) be lower semicontinuous 
and strictly quasiconuex on W”[O, T] for every fixed UE WT [0, T] 
and u E Wq[O, T], let x* E @ be an optimal solution of (P), and assume 
that there exists a closed ball B((u*, v*); E) c Wp[O, T] x Wq[O, T] such 
that $(x*, u*, v*)>$(x*, u, v) for all (u, v) on the boundary of 
B((u*, v*); E) n (WT [0, T] x W4[0, T]), for some u* E WY [0, T] and 
u* E Wy[O, T] such that (u*(t), g(x*)(t)) = 0 for all t E [0, T]. Then there 
exist u” E WC [0, T] and v” E Wq[O, T] such that (x*, u”, u”) is an optimal 
solution of (Dl) and 4(x*) = t,k(x*, u”, v”) = $(x*, u*, v*). 
As a simple example, we next determine the dual of the following 
continuous-time linear programming problem: 
inf 
I T (c(t), x(t) > dt 0 
subject to A(t)x(t)>b(t)+jrK(t,s)x(s)ds, tE CO, 7-1, WP) 
0 
x(t)20, t E CO, Tl, 
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where h(t) and c(t) are m x 1 and n x 1 vectors, respectively, whose 
elements are continuous functions defined on [O, T], and A(t) and K(t, s) 
are m x n matrices whose elements are continuous functions defined on 
[0, r] and [0, T] x [0, r], respectively. 
According to ,(Dl ), the dual of (LP) can be expressed as 
sup u(t), -A(f) x(t) + b(r) 
+j;K(t,s)x(s)ds + (u(t), -x(t)> dt 1 
subject to u E WT [0, T], u E W’l [0, T], which, after applying Fubini’s 
theorem [18], takes the form 
sup (b(t), u(t)) dr + inf ” (x(t), c(t)-A’(t) u(t) Y;E bv[O, r] s ” 
+/rK’(s,t)~(~)ds-u(t)) dt 
I 1 
subject to u E WY [0, T], v E W; [0, T], 
where prime denotes transposition. Clearly, for this dual problem to make 
sense, we must have 
c(r)-A’(f)u(f)+j%-‘(s,r)~(~)dr-v(t)=0 for all tE [0, r], 
f 
because otherwise the value of the dual problem is - co. Since u(t) 3 0 for 
all t E [0, r], the dual problem can be stated as 
sup s ’ (4th u(t)> dt 0 
subjectto n’(t)u(t)~c(r)+~~K’(s, t)u(s)ds, t E co, n I 
UE Wm+[O, T-J. 
This form of the dual problem for continuous-time linear programs was 
derived previously in the literature by different methods [24]. Evidently, 
under appropriate assumptions, the results of this paper are applicable to 
this special case of (P). 
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6. WOLFE-TYPE DUALITY FOR (P) 
In the presence of differentiability assumptions, the Lagrangian duality 
formulation of the preceding section leads to another type of dual problem 
which may be viewed as a continuous-time analogue of Wolfe’s dual 
problem [ 1 l] which is widely used in the area of finite-dimensional 
differentiable nonlinear programming. To obtain a continuous-time version 
of this popular dual problem, throughout this section we assume that f, g, 
and h are continuously Frtchet differentiable on W”[O, T]. 
It is easily seen that in this case, (Dl) may be stated in the following 
form: 
sup s oT [f(x)(t) + (4th g(x)(t)> + (u(t), W)(t))1 dt 
subject o m-(x)+ i ui(t)Bi(x) 
i=l 
+ i u,(t)Dh,(x) 
j= I 1 z(t)dt=O for all ZE W”[O, T], 
XE W”[O, T], UE c’co, n UE W[O, T], WI 
which when expressed, under appropriate assumptions, in terms of the data 
of (P), takes the form 
sup 
j[ 
,,T W(t), t) + (4th @x(t), 1) -a(t) - j; WG), 6 $1 d.+ 
+ 
! 
u(t), f’(x(f), f) -b(t) - j; Q(x(s), t, s) ds)] dt 
subject to VF(x(t), t) + i u,(t)VG;(x(t), t) 
i= 1 
T P -s c ui(‘)VHi(X(t), ~3 t) ds+ f u,(f)Vci(x(t)> t) , i=l /= I 
T Y 
- 
SC 
U/(S) VQj(X(t)z S, t) dS=O, t E [O, T], 
* j=l 
XE wnro, T], UE wp, [O, r-j, UE W[O, T]. 
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In particular, for a quadratic programming problem of the form 
inf 
s T C;(.W> D(t) x(t)> + (c(f), df)>l dt 0 
subject to A(t)x(t)~h(t)+J’K(t,s)x(s)ds, tE[O, T], (QP) 
0 
x(t)>O, tE [O, T], XE Wfl[O, T-1, 
where b(t), c(t), A(t), and K(t, s) are as in (LP), and o(t) is an n x n matrix 
whose elements are continuous functions defined on [0, T]; we obtain, 
according to (D2), the dual problem 
sup s ,‘C-$W), D(t)x(t)) + <b(t), u(t)>1 dt 
subject to A’(t) u(f) d D’(t) x(t) + c(t) + j’K’(s, t) u(s) ds, t E [0, I-], 
XE W”[O, T-J, UE Wm+[O, T]. ’ (QD) 
Evidently, if we set o(t) E 0, then (QP) and (QD) reduce to (LP) and 
(LD), respectively. 
Since (D2) is a special case of (Dl), Theorems 5.1-5.5 are applicable to 
the pair (P)-(D2). These theorems generalize many of the duality results 
previously obtained for finite-dimensional linear, quadratic, and nonlinear 
programming problems. 
Finally, we want to point out the possibility of obtaining other impor- 
tant classes of continuous-time primal and dual programs from (PP) and 
(DP). Since these problems can be stated in the symmetric form 
(PP) inf sup 4% Y), 
r.zC .vtD 
(DP) SUP inf $(x,Y), 
we can formulate a similar pair of general symmetric continuous-time 
programs as 
(CPP) inf sup 
rcC I.&D 5 
T 
4x, YM~) dt, 
0 
s 
T 
(CDP) sup inf 4x, y)(t) & Cc w”CO, Tl, D c W”‘[O, rl, 
).ED .rsc 0 
where k is a map from C x D into C[O, T]. Clearly, under appropriate 
assumptions, Theorems 2.1-2.4 furnish various optimality and duality 
results for (CPP)-(CDP). It can be shown that suitable choices of the map 
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k in these problems lead to various symmetric pairs of continuous-time 
programs, providing continuous-time analogues of a large number of 
similar well-known finite-dimensional problems. This line of investigation is 
further pursued in [26, 271. 
7. CONCLUDING REMARKS 
In this paper, we have established saddle point and stationary point 
optimality principles and Lagrangian- and Wolfe-type duality relations 
under generalized convexity hypotheses for a continuous-time program- 
ming problem with nonlinear operator equality and inequality constraints. 
These results, which may be viewed as continuous-time generalizations of 
a number of similar results originally considered for finite-dimensional non- 
linear programming problems, are also applicable, under appropriate 
assumptions, to certain classes of constrained variational and optimal 
control problems. The theory presented here can also be utilized as a basis 
for devising sensitivity analysis procedures, for constructing computational 
algorithms, and for deriving optimality and duality results for some other 
classes of continuous-time programming problems. As direct consequences 
of the results of this paper, optimality criteria and duality formulations for 
various types of continuous-time programs have been obtained in [25-271. 
As pointed out in Section 1, the results of this paper remain valid for a 
variety of function spaces other than IV[O, T], which are not necessarily 
reflexive. This is due to the fact that Theorems 2.1 and 2.2 are valid for any 
real Banach space as an inspection of the proof of Theorem 2.1 readily 
reveals. If instead of Lemma 1.4 one invokes Corollary 3.5 of [21], which 
is the same as Lemma 1.4 except that only one of the sets d or r is 
required to be compact, then, disregarding all the statements pertaining to 
the weak compactness of the set B(x*; E) n C, the assertion and proof of 
Theorem 2.1 remain unchanged. Therefore, in Theorems 2.1 and 2.2 it is 
not necessary to demand that X and Y be reflexive. However, it seems that 
reflexivity is needed in the proofs of Theorems 2.3 and 2.4. Consequently, 
Theorems 2.1 and 2.2 (and hence all the optimality and duality results of 
Sections 46 which are based on these theorems) can be applied to situa- 
tions where different appropriate function spaces may be used for the 
underlying space in (P), for the range spaces of the constraint operators, 
and for the spaces of multiplier functions. For instance, the space L”, [0, T] 
of all (equivalence classes of) Lebesgue measurable essentially bounded 
n-dimensional vector functions defined on [0, T], can be used in (P) in 
place of W”[O, T]; or one may choose to define S, g, and h as operators 
from L”,[O, T] into L,[O, T], LP, [0, T], and L&CO, T], respectively, and 
restrict the multiplier functions to a smaller space. Obviously, this highly 
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desirable feature of (P) as well as its very general form are made possible 
by the minmax approach according to which (P) could be reformulated 
and studied as a constrained minmax problem. This degree of generality 
and latitude stems from the fact that in contrast to most of the methods 
which are normally employed for deriving optimality criteria and duality 
relations for continuous-time and other optimization problems, in the min- 
max approach no explicit use was made of any form of the Hahn-Banach 
theorem and hence the usual difficulties associated with the pairing of 
appropriate spaces in duality and representation of continuous linear 
functionals were not encountered. 
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