Abstract. With the use of the (f, g)-inversion formula, we establish an expansion of basic hypergeometric r φs series in argument x t as a linear combination of r+3 φ s+2 series in t and its various specifications. These expansions can be regarded as common generalizations of Carlitz's, Liu's, and Chu's expansion in the setting of q-series. As direct applications, some new transformation formulas of q-series including new approach to Askey-Wilson polynomials, the Rogers-Fine identity, Ramanujan's reciprocal theorem and 1 ψ 1 summation formula, as well as the well-poised Bailey lemma, are obtained.
Introduction
It is well known that the core of the classical Lagrange inversion formula (cf. [59, §7.32] ) is to express the coefficients a n in the expansion of
provided that F (x) and φ(x) are analytic around x = 0, φ(0) = 0, d dx denotes the usual derivative operator.
In the past decades, q-analogues (as generalizations) of the Lagrange inversion formula have drawn a lot of attentions (cf. [7, 17, 27, 35, 36, 54, 56] ). For a good survey about results and open problems on this topic, we prefer to refer the reader to Stanton's paper [56] and only record here, for comparison purpose, four relevant highlights.
The first one is a q-analogue found by Carlitz where D q,x denotes the usual q-derivative operator defined by D q,x {F (x)} = F (x) − F (xq) x(1 − q) .
Another path-breaking result is certainly attributed to Gessel and Stanton. With the mind that the essence of the Lagrange inversion formula is equivalent to finding a pair of matrix inversions, they successfully discovered many q-analogues of the Lagrange inversion formula in [27] , e.g., Theorems 3.7 and 3.15 therein. We pause at this point to recall the concept of matrix inversions. Following [36, 37] , a matrix inversion is usually defined to be a pair of infinite lower triangular matrices F = (B n,k ) and G = (B −1 n,k ) subject to B n,k = 0 unless n ≥ k and B n,n = 0, such that 
if and only if a n = n k=0 (−1) n−k q ( n−k+1 2 )+nk (1 − Ap k q k )(Aq n p n−1 ; p −1 ) n−k−1 (q; q) n−k F (q k ).
(1.4)
The third result of importance is the following q-expansion formula discovered in 2002 by Liu [38, Theorem 2] . By the use of q-derivative operator, together with Carlitz's q-analogue (1.2) and the very-well-poised (VWP) 6 φ 5 summation formula [26, (II.20) ], Liu showed that
(1 − aq 2n )(aq/x; q) n x n (q; q) n (x; q) n D n q,x {F (x)(x; q) n−1 } x=aq .
(1.5)
Likewise Liu but in a more systematical way, Chu in his work [20] investigated various functions whose nth q-derivative can be given in closed form, thereby leading to q-series identities. His main result is as follows:
(1 − abq 2n+ǫ )(a/x; q) n x n (q; q) n D n q,x {F (x)(bx; q) n+ǫ } x=a (bx; q) n+1+ǫ (ǫ = ±1). (1.6)
As of today, these q-expansion formulas have been proved to be very important to the theory of basic hypergeometric series. Nevertheless, as has been pointed out by Gasper in [24] "· · · the succeeding higher order derivatives becomes more and more difficult to calculate for |z| < 1, and so one is forced to abandon this approach and to search for another way · · · ". Truly, a comparison of the aforementioned results shows that the expansion (1.3)/(1. To answer these two problems in full generality, ultimately finding out new qanalogues of the Lagrange inversion formula, forms the main theme of the present paper. One of valid tools for this purpose, in our viewpoint, is the so-called (f, g)-inversion formula initially appeared in [41] , together with an important method often referred to as "Ismail's argument" [52] in the literature. So named because it is Ismail who was the first to show Ramanujan's 1 ϕ 1 summation formula [29] by analytic continuation [1] . Later, in [9] Askey and Ismail used the same method and the VWP 6 φ 5 summation formula [26, (II.20)] to evaluate Bailey's 6 ϕ 6 series. The reader may consult [33] by Kadell for a more systematic exposition on applications of this method in the theory of q-series. For completeness, we summarize Ismail's argument by the following Lemma 1.1 (Ismail's argument). Let F (x) and G(x) be arbitrary two analytic functions. If there exists an infinite sequence {b n } n≥0 with lim n→∞ b n = b, such that for each n ≥ 0
As briefly mentioned above, the following (f, g)-inversion formula [41] is central to our discussions.
n,k ) n,k∈N be two matrices with entries given by 9) where N denotes the set of nonnegative integers, {x n } n∈N and {b n } n∈N are two arbitrary sequences such that none of the denominators in the right-hand sides of (1.8) and (1.9) vanish. Then F = (B n,k ) n,k∈N and G = (B −1 n,k ) n,k∈N is a matrix inversion if and only if for all a, b, c,
with a prior requirement that g(x, y) = −g(y, x).
As the earlier work of [41] displays, there are numerous functional pairs f (x, y) and g(x, y) satisfying (1.10), each pair of which in turn constitutes an (f, g)-inversion formula useful in the study of q-series. The reader is referred to [19, 41, 43] for further details.
In the present paper, we shall confine ourselves to the case that all F (x) in (1.2)-(1.5) belong to such a kind of q-series that their summands contain a commonly occurring factor (c/x; q) n x n /(xd; q) n . Such a factor is now known as the most distinctive feature of well-poised q-series. By making use of the (1 − xy, y − x)-inversion formula which successfully overcomes the computational difficulty of the q-derivative operator, we shall set up an expansion formula expressing arbitrary r φ s series in argument x t as a linear combination of terminating r+3 φ s+2 series in argument t. As we shall see later, it not only contains the classical Rogers-Fine identity, Carlitz's expansion (1.2), Liu's expansion (1.5), and Chu's expansion (1.6) as special cases in the context of q-series, but also draws a general framework for the well-poised Bailey lemma concerning well-poised Bailey pairs, a theory first appeared in the work [5] by Andrews and Berkovich.
be any complex numbers other than of the form q −n and d = aq n for positive integers n. Then for d: |xd| < 1, s ≥ r, and arbitrary r complex numbers a i , there holds
The limit of (1.11) as d tends to zero deserves its own theorem. 
Furthermore, by repeated application of Theorem 1.3, we might discover a multiple series expansion reflecting a basic role of well-poised factors in ascending a r+m φ r+m series to a linear combination of terminating r+2m φ r+2m−1 series.
be any complex numbers other than of the form q −n and d i = q n for positive integers n. Then for
where
and the linear operator ∆ (n;c,d) acting on the set of basic hypergeometric series
Our paper is organized as follows. In the next section, we shall set up two preliminary results of the (f, g)-inversion formula. With the aid of these results, we shall show Theorems 1.3, 1.4, and 1.5 in full details. Some important specifications of the first two theorems are presented. In Section 3, we shall apply these expansions and corollaries to seek for transformation and summation formulas of q-series, among include new approaches to the Askey-Wilson polynomials, the Rogers-Fine identity, Ramanujan's reciprocal theorem and his famous 1 ψ 1 summation formula. Especially noteworthy is that Theorems 1.3 and 1.5 are closely related to the wellpoised Bailey lemma for well-poised Bailey pairs.
Here, it is necessary to give some remarks on notation. Throughout this paper, we shall adopt the standard notation and terminology for basic hypergeometric series (or q-series) found in the book [26] (Gasper and Rahman, 2004) . Given a (fixed) complex number q with |q| < 1, a complex number a and an integer n, define the q-shifted factorials (a; q) ∞ and (a; q) n as
We also employ the following compact multi-parameter notation
for the q-binomial coefficients. The basic and bilateral hypergeometric series with the base q and the variable z are defined respectively as
Hereafter, for convenience we write τ (n) for (−1) n q ( n 2 ) . In particular, when s = r−1 and the parameters above satisfy the relations
we call such a basic hypergeometric series well-poised (in short, WP) and further, if
As is customary, we denote the latter by the compact notation
Proofs of main results and allied corollaries
Let us begin with two preliminary results which are essentially equivalent to the (f, g)-inversion formula, viz., Lemma 1.2.
Lemma 2.1. Let {x n } n∈N and {b n } n∈N be arbitrary sequences over C such that b n , n ∈ N = {0, 1, 2, . . .}, are pairwise distinct, g(x, y) = −g(y, x), f (x, y) is subject to (1.10). Then the linear system with respect to two sequences {F n } n∈N and {G n } n∈N
is equivalent to
Proof. First, assume that (2.2) holds for n ≥ 0. It can evidently be manipulated as
Now, by Lemma 1.2 we solve this linear system (in infinite unknown members F k ) for the terms within the curly braces. The solution is as follows:
Upon multiplying both sides by 
then the coefficients
Proof. It only needs to set x = b n in (2.3). On account of the fact that g(b n , b n ) = 0, we have a linear system at once
By virtue of Lemma 2.1, we thereby obtain (2.4).
Remark 2.3.
Ii is worth mentioning that (2.3) furnishes a series expansion for arbitrary analytic function F (x), provided that the infinite sum on the right is convergent for x, b n , x n ∈ U (b) such that b n → b and 1 − x x n = 0. Some remarkable results of such sort, besides the expansion (1.3)/(1.4) above, are the q-Taylor theorems due to Ismail and Stanton [30, 31] .
To make our argument cleaner, we also need without proof the following basic relations of q-series.
Lemma 2.4 ( [26, (I.10)-(I.11)])
.
Now we are ready to show Theorems 1.3 and 1.4.
The proof of Theorem 1.3. To derive this expansion, we first consider the analytic function (we assume there are no poles in the denominator below)
According to Ismail's argument described by Lemma 1.1 or [29] , F (x) can uniquely be expanded in terms of the base {(c/x; q) n x n /(ax; q) n } n≥0 . Hence, we may assume that
At this stage, by employing Lemma 2.2, we obtain that G 0 = 1/(1 − ac), and for n ≥ 1
Exchange the order of summation and make the change of indices K = k − i and N = n − i. Accordingly, we have
where the inner sum S(n, i) on K is given by
Obviously the first member on the right, in view of (2.7), equals
simplifying the preceding expression to
We remark that the last equality is based on the famous q-Pfaff-Saalschütz 3 φ 2 summation formula [26, (II.10)]. On substituting this expression into (2.12) and then multiplying both sides by c n (1 − acq n ), we instantly obtain
where, to simplify notation, we define
Note that the last equality is justified by (2.8). Upon considering that (q −n+1 ; q) n = 0 for n ≥ 1, we thus make the change of indices n → m + 1, i → i + 1 on the righthand sum above. The result is as follows:
Using (2.6) again, we further simplify
as well as the relation (2.8). With all these relations taken into account, we are finally led to
where µ(m, i) in turn, by recalling the expression of λ(n, i), reduces to
In conclusion, after canceling c m+1 (1 − acq m+1 ) and reformulating in standard notation of q-series, we arrive at
Substitute these into (2.9) and then subtract the first terms (corresponding to k = 0) from both sides. A lengthy simplification, finally replacing t with tq r−s−1 , a i with a i /q, and b i with b i /q, gives the complete proof of the theorem. Having shown Theorem 1.3, we further take the limit of both sides of (1.11) as d tends to zero and then make the simultaneous replacements (a, c, b s ) → (1/q, c/q, q).
After rescaling the parameters, Theorem 1.4 follows.
Next are a few specific cases of Theorems 1.3 and 1.4 which will be frequently used in what follows. At first, when c tends to 0, the expansion (1.12) in Theorem 1.4 furnishes a generalization of Carlitz's q-expansion formula for q-series [18] Corollary 2.5.
Once setting r = s and a = 1 in Theorem 1.3, we obtain a previously unknown transformation deserving our particular attention. 
Assuming further b r = q, then Corollary 2.6 can be reformulated in the form 
Alternatively, assume that all parameters in (1.11) are independent of t. Then both sides of (1. Let us denote the left-hand side of (2.16) by F (b) and the right-hand side by G(b), respectively. Then it is easily seen that (2.17) amounts to
At this point, it is important to note that both F (b) and G(b) are analytic functions of the variable b. Hence, according to Ismail's argument, we have
By analytic continuation, this equality remains valid for all a, b, c, d, x with |xd| < 1, such that the denominators in both sides of (2.16) do not equal zero.
Remark 2.9. Recall that in [5], Andrew and Berkvochi extended the idea of the Bailey lemma and Bailey chain to the concept of WP Bailey tree, by introducing of the WP Bailey pair, i.e., such a pair of sequences {α n (t, b)} n≥0 and {β n (t, b)} n≥0 that 
Of all most interesting cases covered by Corollary 2.7 is that
leading to the following transformation for two VWP series.
Corollary 2.11 (Expansion of VWP r+1 φ r series in r+3 φ r+2 series). Under the same conditions as above. Then r+1 W r (cdq; a 3 , a 4 , · · · , a r−1 , cq/x; q, xt)
× r+3 W r+2 (cdq; q −n , cq n+2 , a 3 , a 4 , . . . , a r−1 , cdq; q, t).
We close this section by showing Theorem 1.5.
The proof of Theorem 1.5. Observe that r+m φ r+m is analytic in x i , i = 1, 2, · · · , m.
We proceed to show the theorem by induction on m. When m = 1, it becomes the case r = s and a = 1 of Theorem 1.3. Assume it is true for m = k and we only need to verify it is also true for m = k + 1. First, it is obvious from the definition of r φ s that
The last equality comes from an application of Theorem 1.3 with t replaced by x 2 · · · x m t while r+m φ r+m is taken as an analytic function of x 1 . It is of importance to see that by the definition of ∆, the rightmost sum on n can just be represented in the form
We thereby obtain
Now by the inductive hypothesis, it follows that
This further, upon substitution, reduces the preceding expression to
Summarizing, the theorem is proved.
Applications
This whole section is devoted to applications of all theorems and corollaries obtained in the preceding section in finding of summation and transformation formulas of q-series. §3. Corollary 3.1. Let y = cos(θ). Then
Proof. It suffices to set r = 4, s = 3 and specialize [50] ).
Proof. Actually, it is an immediate consequence of (1.12) under the specializations that r = 2, s = 1, t = 1 and (a 1 , b 1 ) = (q, aq). In such case, we easily see that
while we can sum the 2 φ 1 series on the right by the q-Chu-Vandermonde formula [26, (II.6)]. This finishes the proof of (3.2).
Furthermore, by Theorem 1.4 we readily extent the above Rogers-Fine identity to the following transformation which turns out to be consistent with the limit as n → ∞ of Watson's transformation from the 8 φ 7 series to 4 φ 3 series [26, (III.18)].
Corollary 3.3 (Generalized Rogers-Fine identity)
Proof. To establish (3.3), we first set r = 3, s = 2, t = 1, and specialize
in (1.12). Accordingly, it follows that
aq, cd/a ; q, q while the last 3 φ 2 series on the right can now be evaluated in closed form by the q-Pfaff-Saalschütz formula. This gives the complete proof of (3.3).
As is to be expected, upon letting d tend to zero on both sides of (3.3), we thereby recover the Roger-Fine identity (3.2). As a matter of fact, by means of Corollary 3.3, we may further deduce even more identities of interest. 
As might be observed, the expression on the right-hand side of (3.4) is symmetric in a, d, x. This property will be used in what follows.
Example 3.5. The limit as d to 0 of (3.4) turns out to be the Rogers-Fine identity (3.2). Alternatively, if we take the limit as d → +∞, then we obtain another new identity analogous to (3.2):
In particular, set x = 1 or a = 1. Then (3.5) reduces to a special case of the contiguous relation [26, (III.32)] for the q-Gauss function:
Example 3.6. Setting a = 1 in (3.4), then we easily deduce the q-Gauss summation formula:
A quick way to see this goes as follows. In view of (3.3), we see that
Again by the VWP 6 φ 5 summation formula [26, (II.20)], the series on the right turns out to be
Summing up, the q-Gauss summation formula follows. §3.3. Ramanujan's reciprocal theorem and 1 ψ 1 summation formula. As is seen, one of the most important results covered by Corollary 3.3 is a sightly different version of Andrews' four-parametric reciprocity theorem, the latter generalizing Ramanujan's well-known reciprocity theorem. The reader may consult [13, 44] for more details. Next, by specializing (a, x, c) → (aq/c, xq/c, q 2 /c), we obtain
Substitute this into (3.12) and multiply both sides by 1 − a. We therefore obtain
(1/a; q) n (xq/c; q) n (aq/c) n = (q, c, q/c, axq/c; q) ∞ (aq, x, aq/c, xq/c; q) ∞ .
Thankfully, these two series on the left can now be unified into a bilateral series
Remark 3.9. It should be mentioned that in her derivation of Theorem 4.1 in [34] , S. Y. Kang has already pointed out that Ramanujan's 1 ψ 1 summation formula is equivalent to a three-variable generalization of Ramanujan's reciprocity theorem. §3.4. New q-series identities. Apart from the preceding applications which are of theoretical importance, by combining our main theorems with existing summation formulas, it is very convenient to find more specific and new q-series identities.
Due to space limitations, we shall only consider some typical cases and state them in the form of corollaries.
Corollary 3.10.
(3.14)
Proof. To achieve (3.13), it suffices to set r = 2, s = 3 and t = −1 in (1.11) and then make the parametric specialization
Making use of the q-analogue of Bailey's 2 F 1 (−1) summation formula (II.10) of [26], we have
reducing (1.11) to (3.13) . Start with this and let a tend to zero on both sides. Then (3.14) is obtained, which in turn, by equating the coefficients of x n on both sides, yields (3.15).
By combining Theorem 1.4 with Andrews' terminating summation formula [26, (II.17)] we immediately obtain Corollary 3.11.
Proof. To show (3.16), we only need to set r = 4 and s = 3 in (1.12) and then make the simultaneous parametric specialization
In such case, it readily follows that
Note that the last equality is given by Andrews' terminating summation formula (II.17) of [26] . All these together gives rise to (3.16 (a, −a, q/x; q) n (−q, e, a 2 q/e; q) n x n (3.18)
(eq −n , eq n+1 , a 2 q 1−n /e, a 2 q n+2 /e; q 2 ) ∞ (e, a 2 q/e; q) ∞ (q/x; q) n (x; q) n+1 (q
Proof. It suffices to set r = 4 and s = 3 in (1.12) and specialize simultaneously A direct substitution of this into (1.12) yields (3.11).
Continuing along this line, we readily deduce a few concrete identities from Corollary 2.6 through the use of other known summation formulas.
Corollary 3.13.
Proof. It suffices to set r = 0, t = q, and d = cq 2 in (2.14) of Corollary 2.6. Then the q-Pfaff-Saalschütz 3 φ 2 summation formula [26, (II.22)] is applicable, which gives
Thus we get the desired transformation.
It is of interest to note that the limit as x → 0 offers a new identity for partial theta functions.
Corollary 3.14.
. (3.20) §3.5. Some transformations for VWP r φ r−1 series. In much the same way as above, it is not hard to recover a special case of the transformation (III.23) in [26] for two VWP 8 φ 7 series. Corollary 3.15. Let a i (i = 1, 2, 3), c and d be arbitrary complex numbers such that a 1 a 2 a 3 = cd 2 q (cd = 0). Then for x : max{|xq|, |xd|} < 1, it holds 8 W 7 (cdq; a 1 , a 2 , a 3 , q, cq/x; q, xq) (3.21)
Proof. In (2.14) of Corollary 2.6, set r = 5, t = q, and
with the specialization 1 a 2 a 3 
Substitute this result into (2.14) and reformulate the resulted in terms of standard notation of q-series. This gives the complete proof of (3.21). 
Proof. In (2.14) of Corollary 2.6, set r = 5 and make the specialization and 0 otherwise, owing to the fact that (q −n+1 ; q 2 ) ∞ = 0 when n is odd. Substitute this result into (2.14) and reformulate the resulted in terms of standard notation of q-series. This gives the complete proof of (3.22).
We end this section with, as illustrations of Theorem 1.5, two multiple series expansions of Gauss's 2 φ 1 and the VWP 6 φ 5 summation formulas. Proof. Both are immediate consequences of Theorems 1.4 and 1.5 when applied respectively to Gauss's 2 φ 1 and the VWP 6 φ 5 summation formulas, which respective saying (ax, ay; q) ∞ (a, axy; q) ∞ = 2 φ 1 1/x, 1/y a ; q, axy and (aq, aqxy, aqxz, aqyz; q) ∞ (aqx, aqy, aqz, aqxyz; q) ∞ = 6 W 5 (a; 1/x, 1/y, 1/z; q, aqxyz).
Concluding remarks
In the present paper, we have only used the (1−xy, y−x)-inversion formula with the parametric specializations (2.10) to establish transformations of q-series, since the convergency of the infinite series on the right under such case is out of question, thereby F (x) is analytic. Nevertheless, as indicated by Remark 2.3, this idea is applicable to arbitrary analytic functions with proper specialization of parameters. For instance, consider with the choices that x n = aq n−1 and b n = cq n , then the (1 − xy, y − x)-inversion will lead us to the limitation of Jackson's terminating 8 φ 7 to 4 φ 3 series [26, (III. So it is reasonable to believe that, under other specialization of parameters just as in (1.3)/(1.4), x n = ap n , b n = cq n , p = q, the (1 − xy, y − x)-inversion will lead to more transformation formulas, let along other (f, g)-inversion formulas such as Warnaar's matrix inversion [57, Lemma 3.2] for elliptic hypergeometric series.
Another long-standing problem puzzled the author may be written like this: does there exist any general (not merely for special conditions) summation formula for the VWP r+1 φ r series when r > 8? Our query is based on a phenomenon that in the world of q-series, we too often meet and utilize various summation formulas like the
