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Abstract
A W-algebra is an associative algebra constructed from a reductive Lie algebra and its nilpotent ele-
ment. This paper concentrates on the study of 1-dimensional representations of W-algebras. Under some
conditions on a nilpotent element (satisfied by all rigid elements) we obtain a criterium for a finite dimen-
sional module to have dimension 1. It is stated in terms of the Brundan–Goodwin–Kleshchev highest weight
theory. This criterium allows to compute highest weights for certain completely prime primitive ideals in
universal enveloping algebras. We make an explicit computation in a special case in type E8. Our second
principal result is a version of a parabolic induction for W-algebras. In this case, the parabolic induction is an
exact functor between the categories of finite dimensional modules for two different W-algebras. The most
important feature of the functor is that it preserves dimensions. In particular, it preserves one-dimensional
representations. A closely related result was obtained previously by Premet. We also establish some other
properties of the parabolic induction functor.
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1.1. W-algebras and their 1-dimensional representations
Our base field is an algebraically closed field K of characteristic 0. A W-algebra U(g, e) (of
finite type) is a certain finitely generated associative algebra constructed from a reductive Lie
algebra g and its nilpotent element e. There are several definitions of W-algebras. The definitions
introduced in [32] and [23] will be given in Subsection 4.1.
During the last decade W-algebras were extensively studied starting from Premet’s paper [32],
see, for instance, [4,5,10,11,23,24,21,33–35]. One of the reasons why W-algebras are interesting
is that they are closely related to the universal enveloping algebra U(g). For instance, there is a
map I → I† from the set of two-sided ideals of U(g, e) to the set of two-sided ideals of U(g)
having many nice properties, see [11,23,24,33,34], for details.
The central topic in this paper is the study of 1-dimensional representations of W-algebras.
A key conjecture here was stated by Premet in [33].
Conjecture 1.1.1. For any e the algebra U(g, e) has at least one 1-dimensional representation.
There are two major results towards this conjecture obtained previously.
First, the author proved Conjecture 1.1.1 in [23] provided the algebra g is classical. Actually,
the proof given there can be easily deduced from earlier results: by Moeglin [30], and Brylin-
ski [6].
Second, in [35] Premet reduced Conjecture 1.1.1 to the case when the nilpotent orbit is
rigid, that is, cannot be induced (in the sense of Lusztig and Spaltenstein) from a proper Levi
subalgebra. Namely, let g be a Levi subalgebra in g. To a nilpotent orbit O ⊂ g Lusztig and
Spaltenstein assigned a nilpotent orbit O = Indgg(O) in g. See Subsection 6.1 for a precise defi-
nition. Premet checked in [35, Theorem 1.1], that U(g, e) has a one-dimensional representation
provided U(g, e) does, where e ∈ O. His proof used a connection with modular representations
of semisimple Lie algebras.
There are several reasons to be interested in one-dimensional U(g, e)-modules. They give rise
to completely prime primitive ideals in U(g). This was first proved by Moeglin in [29] (her Whit-
taker models correspond to one-dimensional U(g, e)-modules via the Skryabin equivalence from
[36]). Moreover, as Moeglin proved in [30], any one-dimensional U(g, e)-module (= Whittaker
model) leads to an (appropriately understood) quantization of a covering of Ge, see Introduction
to [30].
On the other hand, in [35] Premet proved that the existence of a one-dimensional U(g, e)-
module implies the Humphreys conjecture on the existence of a small non-restricted representa-
tion in characteristic p  0.
1.2. Main results
One of the main results of this paper strengthens Theorem 1.1 from [35].
Theorem 1.2.1. Let g be a semisimple Lie algebra, g its Levi subalgebra, e an element of a
nilpotent orbit O in g, and e an element from the induced nilpotent orbit Indgg(O). Then there is
a dimension preserving exact functor ρ from the category of finite dimensional U(g, e)-modules
to the category of finite dimensional U(g, e)-modules.
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proof of this theorem given in Subsection 6.3 follows from a stronger result: we show that U(g, e)
can be embedded into a certain completion of U(g, e). This completion has the property that any
finite dimensional representation of U(g, e) extends to it. Now our functor is just the pull-back.
To get an embedding we use techniques of quantum Hamiltonian reduction.
In Subsection 6.4 we will relate our parabolic induction functor to the parabolic induction
map between the sets of ideals of U(g) and U(g).
So to complete the proof of Conjecture 1.1.1 it remains to deal with rigid orbits in exceptional
Lie algebras. The first result here is also due to Premet. In [33] he proved that U(g, e) has a one-
dimensional representation provided e is a minimal nilpotent element (outside of type A such an
element is always rigid).1
We make a further step to the proof of Conjecture 1.1.1. Namely, under some condition on
a nilpotent element e ∈ g we find a criterium for a finite dimensional module over U(g, e) to
be one-dimensional in terms of the highest weight theory for W-algebras established in [5] and
further studied in [21]. The precise statement of this criterium, Theorem 5.2.1, will be given in
Subsection 5.2. The condition on e is that the reductive part of the centralizer zg(e) is semisimple.
In particular, this is the case for all rigid nilpotent elements. Moreover, our criterium makes it
possible to find explicitly highest weights of some completely prime primitive ideals in U(g),
see Subsection 5.3.
1.3. Content of this paper
The paper consists of sections that are divided into subsections. Definitions, theorems, etc.,
are numbered within each subsection. Equations are numbered within sections.
Let us describe the content of this paper in more detail. In Section 2 we gather some standard
notation used in the paper. In Section 3 we recall different more or less standard facts regard-
ing deformation quantization, classical and quantum Hamiltonian actions, and the Hamiltonian
reduction. Essentially, it does not contain new results, with possible exception of some technical-
ities. In Section 4 different facts about W-algebras are gathered. In Subsection 4.1 we recall two
definitions of W-algebras (from [23] and [32]). In Subsection 4.2 we recall a crucial technical
result about W-algebras, the decomposition theorem from [23], as well as two maps between the
sets of two-sided ideals of U(g) and of U(g, e) also defined in [23]. Finally in Subsection 4.3
we recall the notion of the categories O for W-algebras introduced in [5] and a category equiv-
alence theorem from [21] (Theorem 4.3.2). This theorem asserts that there is an equivalence
between the category O for U(g, e) and a certain category of generalized Whittaker modules
for U(g).
In Section 5 we apply Theorem 4.3.2 to the study of irreducible finite dimensional and, in
particular, one-dimensional U(g, e)-modules. Recall that, according to [5], one can consider an
irreducible finite dimensional U(g, e)-module N as the irreducible highest weight module L(N0)
(below we use the notation Lθ(N0)), where the “highest weight” N0 is a module over the W-
algebra U(g0, e), where g0 is a Levi subalgebra of g containing e.
In Subsection 5.1 we prove a criterium, Theorem 5.1.1, for L(N0) to be finite dimensional.
This criterium generalizes [5, Conjecture 5.2] and is stated in terms of primitive ideals in U(g).
1 When the present paper was almost ready to be made public, another result towards Premet’s conjecture appeared: in
[12] Goodwin, Röhrle and Ubly checked that U(g, e) has a one-dimensional representation provided g is G2,F4,E6 or
E7. They use Premet’s approach based on the analysis of relations in U(g, e), [33], together with GAP computations.
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a criterium for Lθ(N0) to be one-dimensional, Theorem 5.2.1. Roughly speaking, this cri-
terium asserts that a primitive ideal J (λ) corresponds to a one-dimensional representation of
U(g, e) if λ satisfies certain four conditions, the most implicit (as well as the most difficult to
check) one being that the associated variety of J (λ) is O. In Subsection 5.3 we provide some
technical statements that allow to check whether the last condition holds. Also we verify the
four conditions for an explicit highest weight in the case of the nilpotent element A5 + A1
in E8.
Section 6 is devoted to the study of a parabolic induction for W-algebras. In Subsection 6.1
we recall the definition and some properties of the Lusztig–Spaltenstein induction for nilpo-
tent orbits. Subsection 6.2 is very technical. There we prove some results about certain classical
Hamiltonian actions to be used in the next two subsections. The first of them, Subsection 6.3, con-
tains the proof of Theorem 1.2.1. Subsection 6.4 relates the parabolic induction for W-algebras
with the parabolic induction for ideals in universal enveloping algebras (Corollary 6.4.2). In Sub-
section 6.5 we study the morphism of representation schemes induced by the parabolic induction.
Our main result is that this morphism is finite. In Subsection 6.6 we show that the parabolic in-
duction functor has both left and right adjoint functors.
Finally, in Appendix A we establish two results, which are not directly related to the main
content of this paper but seem to be of interest. In Subsection A.1 we will relate the Fedosov
quantization of the cotangent bundle to the quantization by twisted differential operator. The
material of this subsection seems to be a folklore knowledge that was never written down
explicitly. In Subsection A.2 we prove a general result on filtered algebras that is used in Sub-
section 6.5.
2. Notation and conventions
Algebraic groups and their Lie algebras. If an algebraic group is denoted by a capital Latin
letter, e.g., G or N−, then its Lie algebra is denoted by the corresponding small German letter,
e.g., g,n−.
Locally finite parts. Let g be some Lie algebra and let M be a module over g. By the locally
finite (shortly, l.f.) part of M we mean the sum of all finite dimensional g-submodules of M . The
similar definition can be given for algebraic group actions.
The main algebras. Below G is a connected reductive algebraic group and g is its Lie algebra.
The universal enveloping algebra U(g) will be mostly denoted by U . Let e be a nilpotent element
in g. The W-algebra U(g, e) will be denoted shortly by W . In Section 5 we will consider the
situation when e lies in a certain Levi subalgebra g0 ⊂ g. In this case we set U0 := U(g0),
W0 := U(g0, e). In Section 6 the element e will be induced from a nilpotent element e of some
Levi subalgebra g of g. There we will write U :=U(g), W :=U(g, e).
AV the Weyl algebra of a symplectic vector space V .
AnnA(M) the annihilator of an A-module M in an algebra A.
grA the associated graded algebra of a filtered algebra A.
Gx the stabilizer of a point x under an action of a group G.
(G,G) the derived subgroup of a group G.
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of a formal scheme) X.
Id(A) the set of all (two-sided) ideals of an algebra A.√J the radical of an ideal J .
K[X]∧Y the completion of the algebra K[X] of regular functions on
X with respect to a subvariety Y ⊂X.
multO(M) the multiplicity of a Harish–Chandra U(g)-bimodule M on
an open orbit O⊂ V(M).
N L the semidirect product of groups N and L (N is normal).
Rh¯(A) the Rees algebra of a filtered algebra A.
Ru(H) the unipotent radical of an algebraic group H .
SpanA(X) the A-linear span of a subset X in some A-module.
U
	 the skew-orthogonal complement to a subspace U in a sym-
plectic vector space.
V(M) the associated variety (in g∗) of a Harish–Chandra U(g)-
bimodule M.
XG the fixed-point set for an action G :X.
zg(x) the centralizer of x in g.
ZG(x) the centralizer of x ∈ g in G.
Ωi(X) the space of i-forms on a variety X.
⊗̂ the completed tensor product (of complete topological vector
spaces or modules).
3. Deformation quantization, Hamiltonian actions and Hamiltonian reduction
3.1. Deformation quantization
Let A be a commutative associative algebra with unit equipped with a Poisson bracket.
Definition 3.1.1. A K[[h¯]]-bilinear map ∗ : A[[h¯]] ×A[[h¯]] → A[[h¯]] is called a star-product if
it satisfies the following conditions:
(∗1) ∗ is associative, equivalently, (f ∗ g) ∗ h = f ∗ (g ∗ h) for all f,g,h ∈ A, and 1 ∈ A is a
unit for ∗.
(∗2) f ∗ g − fg ∈ h¯2A[[h¯]], f ∗ g − g ∗ f − h¯2{f,g} ∈ h¯4A[[h¯]] for all f,g ∈A.
(∗3) A ∗A⊂A[[h¯2]].
Clearly, a star-product is uniquely determined by its restriction to A. One may write f ∗ g =∑∞
i=0 Di(f,g)h¯2i , f,g ∈ A, Di : A ⊗ A → A. If all Di are bidifferential operators, then the
star-product ∗ is called differential. In this case we can extend the star-product to B[[h¯]] for any
localization or completion B of A. When we consider A[[h¯]] as an algebra with respect to the
star-product, we call it a quantum algebra.
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h¯{f,g} ∈ h¯2A[[h¯]] (so we get our definition from the usual one replacing h¯ with h¯2).
Let G be an algebraic group acting on A by automorphisms. It makes sense to speak about
G-invariant star-products (h¯ is supposed to be G-invariant). Now let K× act on A, (t, a) → t.a,
by automorphisms. Consider the action of K× on A[[h¯]] given by
t.
∞∑
i=0
aj h¯
j =
∞∑
j=0
tj (t.aj )h¯
j .
If K× acts by automorphisms of ∗, then we say that ∗ is homogeneous. Clearly, ∗ is homogeneous
if and only if the map Dl :A⊗A→A is homogeneous of degree −2l.
Let X be a smooth affine variety equipped with a symplectic form ω. Let A := K[X] be its
algebra of regular functions. There is a construction of a differential star-product due to Fedosov.
According to this construction, see [9, Section 5.3] one needs to fix a symplectic connection (= a
torsion-free affine connection annihilating the symplectic form), say ∇ , and a K[[h¯2]]-valued
2-form Ω on X. Then from ω,∇ and Ω one canonically constructs differential operators Di
defining a star-product.
Now suppose G ×K× acts on X. If ω,∇,Ω are G-invariant, then ∗ is G-invariant. If ∇,Ω
are K×-invariant and t.ω = t2ω for any t ∈ K× (recall, that t.h¯ = t h¯), then ∗ is homogeneous.
Note also that if G is reductive, then there is always a G×K×-invariant symplectic connection
on X, [23, Proposition 2.2.2].
Let us now consider the question of the classification of star-products on K[X][[h¯]].
We say that two G-invariant homogeneous star-products ∗,∗′ are equivalent if there is a
G ×K×-equivariant map (equivalence) T := id+∑∞i=1 Tih¯2i : K[X][[h¯]] → K[X][[h¯]], where
Ti :K[X] → K[X] is a linear map, such that (Tf ) ∗′ (T g) = T (f ∗ g). We say that the equiva-
lence T is differential when all Ti are differential operators.
Theorem 3.1.2.
(1) Let ∗,∗′ be Fedosov star-products constructed from the pairs (∇,Ω), (∇′,Ω ′) such that
∇,∇′,Ω,Ω ′ are G×K×-invariant. Then ∗,∗′ are equivalent if and only if Ω ′ −Ω is exact.
In this case one can choose a differential equivalence.
(2) Any G-invariant homogeneous star-product is G × K×-equivariantly equivalent to a Fe-
dosov one.
The first part of the theorem is, essentially, due to Fedosov, see [9, Section 5.5]. The sec-
ond assertion is an easy special case of [2, Theorem 1.8]. The fact that an equivalence can be
chosen G × K×-equivariant follows from the proof of that theorem, compare with [2, Subsec-
tion 6.1].
Remark 3.1.3. Although Fedosov worked in the C∞-category, his results remain valid for
smooth affine varieties too. Also proofs of parts of Theorem 3.1.2 in [9] and [2] of the results
that we need can be generalized to the case of smooth formal schemes in a straightforward way.
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In this subsection G is an algebraic group and X is a smooth affine variety equipped with
a regular symplectic form ω and an action of G by symplectomorphisms. Let {·,·} denote the
Poisson bracket on X induced by ω.
To any element ξ ∈ g one assigns in a standard way the velocity vector field ξX on X. Suppose
there is a linear map g →K[X], ξ →Hξ , satisfying the following two conditions:
(H1) The map ξ →Hξ is G-equivariant.
(H2) {Hξ ,f } = ξXf for any f ∈K[X].
Definition 3.2.1. The action G : X equipped with a linear map ξ → Hξ satisfying (H1), (H2) is
said to be Hamiltonian and X is called a Hamiltonian G-variety. The functions Hξ are said to be
the hamiltonians of the action.
For a Hamiltonian action G :X we define a morphism μ :X → g∗ (called a moment map) by
the formula
〈
μ(x), ξ
〉=Hξ(x), ξ ∈ g, x ∈X.
The map ξ →Hξ is often referred to as a comoment map.
Let X1,X2 be two G-varieties with Hamiltonian G-actions and ϕ be a G-equivariant mor-
phism X1 → X2. We say that ϕ is Hamiltonian if ϕ intertwines the symplectic forms and the
moment maps.
Now let us recall a local description of Hamiltonian actions obtained in [22].
Till the end of the subsection we assume that G is reductive. We identify g with g∗ using an
invariant symmetric form (·,·), whose restriction to the rational part of a Cartan subalgebra in g
is positively definite. Then the restriction of (·,·) to the Lie algebra of any reductive subgroup of
G is non-degenerate. So for any such subalgebra h ⊂ g (in particular, for h = g) we identify h
with h∗ using the form. For a point x ∈X let g∗x denote the tangent space to the orbit Gx in x.
Let x ∈ X be a point with closed G-orbit. Set H = Gx , η = μG(x) and V := g∗x 	 /(g∗x ∩
g∗x
	
) (in other words, V is the symplectic part of the normal space to Gx in X). Then V is a
symplectic H -module.
Proposition 3.2.2. (See [22].) Let X1,X2 be two Hamiltonian G-varieties and x1 ∈X1, x2 ∈X2
be two points with closed G-orbits. Suppose that Gx1 = Gx2 , μG(x1) = μG(x2) and the Gxi -
modules Vi := g∗x 	i /(g∗xi ∩ g∗x 	i ) are isomorphic. Then there is a G-equivariant Hamiltonian
morphism ϕ : (X1)∧Gx1 ∼−→ (X2)∧Gx2 mapping x1 to x2.
Suppose, in addition, that we have K×-actions on X1,X2 such that:
(A) They stabilize Gxi and the stabilizers of x1, x2 in G×K× are the same.
(B) t ∈K× multiplies the symplectic forms and the functions Hξ by t2.
(C) V1 and V2 are isomorphic as (G×K×)xi -modules.
Then an isomorphism ϕ can be made, in addition, K×-equivariant.
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actually equivariantly symplectomorphic. Now the part without a K×-action basically follows
from the uniqueness result in [22] (which was stated in the complex-analytic category). See also
the preprint [20, Theorem 5.1] for the proof in the formal scheme setting.
The proof in [22] can be adjusted to the K×-equivariant situation too, compare with the proof
of [23, Theorem 3.1.3]. 
Let us construct explicitly a Hamiltonian G-variety corresponding to a triple (H,η,V ), a so
called model variety MG(H,η,V ) introduced in [22]. For simplicity we will assume that η = e is
nilpotent. In this case there is also a K×-action satisfying the conditions (A)–(C) of the previous
proposition.
Let V be a symplectic H -module with symplectic form ωV . Define a subspace U ⊂ g as
follows. If e = 0, then U := h⊥. Otherwise, consider an sl2-triple (e,h,f ) in gH and set U :=
zg(f )∩ h⊥.
Consider the homogeneous vector bundle X := G ∗H (U ⊕ V ) and embed U ⊕ V to X by
(u, v) → [1, (u, v)]. Define the map μG :U ⊕ V → g by
μG
([
1, (u, v)
])= e + u+μH(v),
where μH : V → h is the moment map for the action of H on V given by (μH (v), ξ) =
1
2ω(ξv, v). Since this map is H -equivariant, we can extend it uniquely to a G-equivariant map
μG :X → g.
Also define the 2-form ωx ∈∧2 T ∗x X, x = [1, (u, v)], by
ωx(ξ1 + u1 + v1, ξ2 + u2 + v2)=
〈
μG(x), [ξ1, ξ2]
〉+ 〈ξ1, u2〉 − 〈ξ2, u1〉 +ωV (v1, v2),
ξ1, ξ2 ∈ h⊥, u1, u2 ∈U, v1, v2 ∈ V.
Note that the section ω : x → ωx of ∧2 T ∗X|U⊕V is H -invariant, so we can extend it to X
by G-invariance. It turns out that the form ω is symplectic and μG :X → g is a moment map for
this form, see [22].
Define the K×-action on X as follows. Let γ : K× → G be the composition of the ho-
momorphism SL2 → G induced by the sl2-triple and of the embedding K× → SL2 given by
t → diag(t, t−1). Define a K×-action on MG(H,η,V ) as follows:
t.(g,u, v)= (gγ (t)−1, t−2γ (t)u, t−1β(t)v),
where β is a group homomorphism K× → Sp(V )H . The action of t ∈ K× multiplies ω and μG
by t2.
In the sequel we will need a technical result concerning Hamiltonian actions on formal
schemes.
Lemma 3.2.3. Let G be a reductive group, and X be an affine Hamiltonian G-variety with
symplectic form ω and moment map μG. Let x ∈X be a point with closed G-orbit. Suppose that
μG(x) is nilpotent. Further, let z be an algebraic Lie subalgebra in z(g) satisfying z ⊕ (gx +
[g,g]) = g. Finally, let ζ be a G-invariant symplectic vector field on X∧ such that ζHξ = 0Gx
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vector field associated with f .
Actually, the proof generalizes directly to the case when η is not necessarily nilpotent, but we
will not need this more general result.
Proof. Note that the vfHξ = 0 for any f ∈ (K[X]∧Gx)G.
Replacing G with a covering we may assume that G = Z × G0, where Z ⊂ Z(G) is the
torus with Lie algebra z and G0 is the product of a torus and of a simply connected semisimple
group with G0 =H ◦(G,G). Thanks to Proposition 3.2.2, we can replace X with a model variety
MG(H,η,V ).
Let us consider the model variety X˜ := MG(H ◦, η,V ). From the construction of model
varieties recalled above, we have the action of the finite group Γ := H/H ◦ on X˜ by Hamil-
tonian automorphisms, and X = X˜/Γ . We have the decomposition X˜ = T ∗Z × X˜0, where
X˜0 := MG0(H ◦, η,V ). The homogeneous space G0/H ◦ is simply connected. Note also that
the action of Γ on X˜ preserves the decomposition X˜ = T ∗Z × X˜0. Pick a point x˜ ∈ X˜ mapping
to x = [1, (0,0)] ∈ X = MG(H,η,V ). Lift ω and ζ to X˜∧Gx˜ . We will denote the liftings by the
same letters.
Let us check that the contraction ιζ ω is an exact form.
The projection X˜∧Gx˜ Z induces an isomorphism H 1DR(X˜∧Gx)→H 1DR(Z). Fix an identifica-
tion Z ∼= (K×)m and let zi , i = 1, . . . ,m, be the coordinate on the i-th copy of K×. The forms dzizi
form a basis in H 1DR(Z). Choose the basis p1, . . . , pm in z∗ corresponding to z1, . . . , zm. Then
the symplectic form on T ∗Z is written as
∑m
i=1 dpi ∧ dzi . Consider the vector field ζi := 1zi ∂∂pi ,
then ιζiω = dzizi . The classes of the forms ιζiω form a basis in H 1DR(Z). Finally, let ξ1, . . . , ξm be
the basis of z corresponding to the choice of z1, . . . , zm. Then Hξi = pizi and ζjHξi = δij .
Now let ζ be an arbitrary G-invariant symplectic vector field on X˜∧Gx. There are scalars
a1, . . . , am such that ιζ ω −∑mi=1 aiιζiω = df for some f ∈ K[X˜]∧Gx. Since the G × Γ -module
K[X˜]∧Gx is pro-finite, we may assume that f is G × Γ -invariant. It follows that 0 = ζHξi = ai .
Thus ζ = vf . Since f ∈ (K[X˜]∧Gx)Γ =K[X]∧Gx, we are done. 
3.3. Quantum Hamiltonian actions
In this subsection we consider a quantum version of Hamiltonian actions. We preserve the
notation of the previous subsection.
Let ∗ be a star-product on K[X][[h¯]]. A quantum comoment map for the action G : X is, by
definition, a G-equivariant linear map g →K[X][[h¯]], ξ → Ĥξ , satisfying the equality
[Ĥξ , f ] = h¯2ξXf, ∀ξ ∈ g, f ∈K[X][[h¯]], (3.1)
where [Ĥξ , f ] := Ĥξ ∗ f − f ∗ Ĥξ . The elements Ĥξ are said to be the quantum hamiltonians
of the action. A G-equivariant homomorphism of quantum algebras is called Hamiltonian if it
intertwines the quantum comoment maps.
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case when G is reductive.
Theorem 3.3.1. (See [14], Theorem 6.2.) Let X be an affine symplectic Hamiltonian G-variety,
ξ → Hξ being the comoment map, and ∗ be the star-product on K[X][[h¯]] obtained by the Fe-
dosov construction with a G-invariant connection ∇ and Ω ∈Ω2(X)[[h¯2]]G. Then the following
conditions are equivalent:
(1) The G-variety X has a quantum comoment map ξ → Ĥξ with Ĥξ ≡Hξ mod h¯2.
(2) The 1-form iξXΩ is exact for each ξ , where iξX stands for the contraction with ξX .
Moreover, if (2) holds then for Ĥξ we can take Hξ + h¯2aξ , where ξ → aξ is a G-equivariant
map g →K[X][[h¯]] such that daξ = ιξXΩ for any ξ ∈ g.
Remark 3.3.2. Although Gutt and Rawnsley worked with C∞-manifolds, their techniques can
be carried over to the algebraic setting without any noticeable modifications. Also Theorem 3.3.1
can be directly generalized to the case when X is a smooth affine formal scheme (say, the com-
pletion of a closed G-orbit in an affine variety).
Remark 3.3.3. We preserve the notation of Theorem 3.3.1. Suppose K× acts on X such that ∇,Ω
are K×-invariant and ω,Hξ have degree 2 for all ξ ∈ g. Then the last assertion of Theorem 3.3.1
insures that there are Ĥξ of degree 2.
In particular, Theorem 3.3.1 implies that if Ω = 0, then we can take 0 for aξ and so Hξ for Ĥξ .
We will need a quantum version of Proposition 3.2.2.
Theorem 3.3.4. Let X1,X2, x1, x2 be such as in Proposition 3.2.2. Suppose there are actions
of K× as in that proposition. Equip X1,X2 with homogeneous G-invariant star-products corre-
sponding to Ω = 0 and let the quantum hamiltonians coincide with the classical ones. Then there
is a G×K×-equivariant differential Hamiltonian isomorphism K[X1]∧Gx1[[h¯]] →K[X2]∧Gx2[[h¯]]
lifting (ϕ∗)−1, where ϕ is as in Proposition 3.2.2.
Proof. Let X,x,Z,G0, X˜, x˜, X˜0,Γ be such as in the proof of Lemma 3.2.3. Let us equip
K[X˜][[h¯]] with a star-product as follows. Consider the Fedosov star-product on T ∗Z constructed
from the trivial connection and Ω = 0. This star-product is invariant w.r.t. the action of Γ on
T ∗Z. Then consider some G × K× × Γ -invariant symplectic connection on X˜0 and construct
the star-product from this connection and Ω = 0. Taking the tensor product of the two star-
products we get a star-product ∗ on X˜ (that can be extended to X˜∧Gx˜ ), again, with the quantum
comoment map ξ →Hξ . This star-product is Γ -invariant so it descends to K[X][[h¯]].
Lemma 3.3.5. Let ψ ∈ z∗. Then there is a derivation ζ˜ of the quantum algebra K[X][[h¯]] such
that ζ˜ (h¯)= 0, ζ˜ (Hξ )= 〈ψ,ξ 〉.
Proof. Again, as in the proof of Lemma 3.2.3 choose coordinates z1, . . . , zm on Z and let pi, ξi
have the same meaning as in that proof. The algebra K[T ∗Z][[h¯]] is generated (as a K[[h¯]]-
algebra) by the elements zi, z−1,pi , i = 1, . . . ,m, subject to the relations [zi,pj ] = h¯2δij .i
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a K[h¯]-linear derivation of the quantum algebra K[T ∗Z][h¯] also denoted by ζ˜ . Extend ζ˜ to the
derivation of K[X˜][h¯] by making it act trivially on K[X˜0][h¯]. Note that ζ˜ (Hξ )= 〈ψ,ξ 〉 for ξ ∈ z.
By the construction, ζ˜ is Γ -invariant. So it descends to K[X][[h¯]]. 
By Proposition 3.2.2, we have G × K×-equivariant Hamiltonian isomorphisms K[X1]∧Gx1 ∼=
K[X]∧Gx ∼= K[X2]∧Gx2 . Transfer the star-products and the quantum (= classical) comoment maps
from (X1)∧Gx1, (X2)
∧
Gx2 to X
∧
Gx. So we get two star-products ∗1,∗2 on K[X]∧Gx[[h¯]] such that
ξ →Hξ is a quantum comoment map for both of them.
It remains to check that there is a G × K×-equivariant differential equivalence T :=
id+∑∞i=1 Tih¯2i : K[X]∧Gx → K[X]∧Gx such that T (f ∗ g) = (Tf ) ∗1 (T g) and T (Hξ ) = Hξ .
In general, T (Hξ )−Hξ ∈Kh¯2 (compare with the proof of [24, Theorem 2.3.1]).
As we have seen in the proof of [24, Theorem 2.3.1], T1 is a Poisson derivation of K[X]∧Gx.
Let v denote the corresponding vector field. Let ζi have the same meaning as in Lemma 3.2.3.
Then, as we have seen in the proof of that lemma, v = vf +∑mi=1 aiζi for uniquely determined
ai ∈K and some f ∈K[X]∧Gx[[h¯]]G.
Let ζ˜ be a derivation from Lemma 3.3.5 constructed for the linear function ψ ∈ z∗ given by
〈ψ,ξi〉 = ai . Set T ′ := T ◦ exp(−ζ˜ ). This is an isomorphism intertwining the star-products ∗,∗1.
Moreover, T ′ = id+∑∞i=1 T ′i h¯2i , where T ′1 now corresponds to a Hamiltonian vector field. So
T ′(Hξ )−Hξ lies in h¯4K[[h¯]] whence is zero. 
We will also need the following corollary of Theorems 3.3.1, 3.3.4.
Corollary 3.3.6. Let X be an affine Hamiltonian G-variety with symplectic form ω and como-
ment map ξ → Hξ . Let x ∈ X be a point with closed G-orbit and Gx = {1}. Next, suppose that
X is equipped with a K×-action and also with an action of a reductive group Q such that:
• Q, K× and G pairwise commute.
• Q acts by Hamiltonian automorphisms.
• t.ω = t2ω, t.Hξ = t2Hξ for any t ∈K×.
• Q×K× preserves Gx.
Let ∗ be a star-product on X∧Gx obtained by the Fedosov construction with a G × Q × K×-
invariant connection and Ω = 0. Further, let ∗′ be some other G×Q-equivariant homogeneous
star-product on X∧Gx and g → K[X]∧Gx[[h¯]], ξ → Ĥ ′ξ , be a quantum comoment map for ∗′. We
suppose that Ĥ ′ξ ≡ Hξ mod h¯2 and that Ĥ ′ξ is Q-invariant and of degree 2 with respect to K×
for any ξ ∈ g. Then there exists a G × Q × K×-equivariant linear map T : K[X]∧Gx[[h¯]] →
K[X]∧Gx[[h¯]] intertwining the star-products and the quantum comoment maps.
Proof. We may assume that ∗′ is obtained by the Fedosov construction using a Q×K×-invariant
two-form Ω ′. Let us show that Ω ′ is exact.
From Theorem 3.3.1 (applied to formal schemes rather than to varieties) it follows that ιξ∗Ω ′ is
exact for any ξ ∈ z(g). The inclusion G= Gx ↪→X∧Gx and the projection GG/(G,G) induce
isomorphisms of the second cohomology groups. So we need to check that if θ is a closed (left)
invariant 2-form on a torus G/(G,G), then θ is exact whenever the forms iξ∗θ are exact for all
ξ ∈ z(g). Let zi , i = 1, . . . ,m, have the same meaning as before. Then any second cohomology
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∑
aij
dzi∧dzj
zizj
, aij = −aji . The condition of
the exactness of all forms ιξ∗θ means that the forms
∑
i aij
dzi
zi
are exact for all j . So aij = 0 and
Ω ′ is exact.
Applying Theorem 3.3.4 (as the proof shows an equivalence there can be chosen to be, in
addition, Q-equivariant), we complete the proof of the corollary. 
3.4. Hamiltonian reduction
In this subsection G˜ is an algebraic group and X an affine Hamiltonian G˜-variety equipped
with a symplectic form ω and with a moment map μG˜. We fix a normal subgroup G ⊂ G˜ such
that the G-action on X is free. We suppose that there exists a categorical quotient X/G and that
the quotient morphism X →X/G is affine.
Let μG be the moment map for the action G : X, in other words, μG is the composition of
μG˜ and the natural projection g˜∗ g∗. By the standard properties of the moment map, compare,
for example, with [13, Section 26] μ−1G (0) is a smooth complete intersection in X. Further,
μ−1G (0)/G ⊂X/G is a smooth subvariety and there is a unique symplectic form ω on μ−1G (0)/G
whose pullback to μ−1G (0) coincides with the restriction of ω. So ω is G˜/G-invariant and the
action of G˜/G on μ−1G (0)/G is Hamiltonian, the moment map sends an orbit Gx, x ∈ μ−1G (0),
to μG˜(x). The variety μ
−1
G (0)/G is said to be the Hamiltonian reduction of X under the action
of G and is denoted by X///G. Note that the algebra of functions on X///G is nothing else but
(K[X]/I)G, where I is the ideal in K[X] generated by Hξ , ξ ∈ g.
Suppose there is a K×-action on X such that t.ω = t2ω and t.μG˜ = t2μG˜. Then this action
descends to X///G and has analogous properties.
Now let us consider a quantum version of this construction. Suppose that X is equipped with
a G˜-invariant homogeneous star-product ∗ and ξ → Ĥξ is a quantum comoment map for this
action. Set Ah¯ := (K[X][[h¯]]/Ih¯)G, where Ih¯ is the left ideal in K[X][[h¯]] generated by Ĥξ ,
ξ ∈ g.
Proposition 3.4.1. Ah¯ is a complete flat K[[h¯]]-algebra, Ih¯/(Ih¯ ∩ h¯K[X][[h¯]]) = I , and the
natural homomorphism Ah¯/(h¯) → (K[X]/I)G is an isomorphism. Furthermore, if G˜/G is
reductive, then there is a (G˜/G)×K×-equivariant isomorphism Ah¯ ∼=K[X///G][[h¯]] of K[[h¯]]-
modules, so we get a G˜/G-invariant homogeneous star-product on K[X///G][[h¯]]. Finally,
a map (˜g/g)∗ → Ah¯ sending ξ to the image of Ĥξ in K[X][[h¯]]/Ih¯ (the image is easily seen
to be G-invariant) is a quantum comoment map.
Proof. Clearly, Ah¯ is complete and Ih¯/(Ih¯ ∩ h¯K[X][[h¯]]) = I . Flatness of Ah¯ stems from the
equality h¯Ih¯ = Ih¯ ∩ h¯K[X][[h¯]]. This equality follows from the fact that Hξ1 , . . . ,Hξn form a
regular sequence in K[X] (here ξ1, . . . , ξn is a basis in g), compare, for example, with the proof
of [23, Lemma 3.6.1].
Let us prove that Ah¯/(h¯) = (K[X]/I)G. Set Mh¯ := K[X][[h¯]]/Ih¯,Mh¯,k := Mh¯/(h¯k). We
need to prove that the natural map (Mh¯,k)G → (Mh¯,k−1)G is surjective for any k. We can rewrite
(Mh¯,k)G as H 0(n,Mh¯,k)L, where G=N L is a Levi decomposition. The group L is reductive
and all L-modules in consideration are locally finite. From the exact sequence 0 → K[X]/I →
Mh¯,k → Mh¯,k−1 → 0 we see that the following sequence
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is exact.
Set, for brevity, X0 := μ−1(0), so that K[X]/I = K[X0]. We claim that H 1(n,K[X0])L = 0.
Assume first that the quotient map π :X0 →X0/G is a trivial principal G-bundle. In particular,
K[X0] ∼=K[G]⊗K[X0]G as a G-module and hence K[X0] ∼=K[N ]⊗K[X0]N as an N -module.
Since the group N is unipotent, the first cohomology H 1(n,K[N ]) vanishes, compare, for ex-
ample, with [10, 5.3]. So H 1(n,K[X0])= {0}.
Proceed to the general case. There is a faithfully flat étale morphism ϕ : Y →X0/G such that
the natural morphism Y ×X0/G X0 → Y is a trivial G-bundle. Then H 1(n,K[Y ×X0/G X0])L =
K[Y ]⊗K[X0/G]H 1(n,K[X0])L. As we have seen above, the left-hand side of the previous equal-
ity vanishes. Since the morphism Y →X0/G is faithfully flat, we see that H 1(n,K[X0])L = {0}.
So we have proved that Ah¯/(h¯) = K[X///G]. Since the algebra Ah¯ is complete, from here it
follows that Ah¯ ∼= K[X///G][[h¯]] as K[[h¯]]-modules and an isomorphism can be made G˜/G-
equivariant if G˜/G is reductive (because we can average an isomorphism over G˜/G). The claim
about a quantum comoment map is straightforward to check. 
4. W-algebras
4.1. Definition of W-algebras
In this subsection we are going to recall the definition of a W-algebra given in [23, Subsec-
tion 3.1] and also a variant of Premet’s definition, [32].
Recall that G denotes a connected reductive algebraic group, and g is the Lie algebra of G.
Fix a nilpotent element e ∈ g. Set O := Ge. Choose an sl2-triple (e,h,f ) in g and set Q :=
ZG(e,h,f ). Let T denote a maximal torus in Q. Fix a G-invariant symmetric form (·,·) on g
and identify g with g∗ using it.
Define the Slodowy slice S := e + zg(f ). It will be convenient for us to consider S as a
subvariety in g∗. Let γ :K× →G have the same meaning as in Subsection 3.2.
Consider the cotangent bundle T ∗G of G. Identify T ∗G with G×g∗ assuming that g∗ consists
of left-invariant 1-forms. The variety T ∗G is equipped with a G×Q×K×-action, where G acts
by left translations: g.(g1, α) = (gg1, α), Q acts by right translations: q.(g1, α) = (g1q−1, q.α),
while K× acts by
t.(g1, α)=
(
g1γ
−1(t), t−2γ (t)α
)
,
where t ∈K×, q ∈Q, g,g1 ∈G,α ∈ g∗.
Recall the canonical symplectic form ω˜ on T ∗G. This form is G×Q-invariant and t.ω˜ = t2ω˜.
Both G and Q-actions are Hamiltonian with moment maps μG(g,α)= gα, μQ(g,α) = α|q.
By the equivariant Slodowy slice we mean the subvariety X := G× S ↪→ G× g∗ = T ∗G. It
turns out that X is a G×Q×K×-stable symplectic subvariety of T ∗G, see [23, Subsection 3.1].
Let ω denote the restriction of ω˜ to X. It is easy to see that the symplectic variety X is nothing
else but the model variety MG({1}, e, {0}) introduced in [22].
Choose a G×Q×K×-invariant symplectic connection ∇ on X and construct a star-product
on K[X][[h¯]] from ∇ and Ω = 0. It turns out, see [23, Subsection 3.1], that W˜h¯ := K[X][h¯]
is a subalgebra in the quantum algebra K[X][[h¯]]. Set Wh¯ := W˜Gh¯ . This K[h¯]-algebra is called
a homogeneous W-algebra. We define a W-algebra W by W := Wh¯/(h¯ − 1). This is a filtered
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the quantum comoment map g → W˜h¯ we get a homomorphism Z → W , where Z stands for the
center of the universal enveloping algebra U :=U(g).
There is another (earlier) definition of W due to Premet [32]. Let us recall it. Introduce a
grading on g by eigenvalues of adh: g :=⊕g(i), g(i) := {ξ ∈ g | [h, ξ ] = iξ} so that γ (t)ξ = t iξ
for ξ ∈ g(i). Define the element χ ∈ g∗ by χ = (e, ·) and the skew-symmetric form ωχ on g(−1)
by ωχ(ξ, η) = 〈χ, [ξ, η]〉. It turns out that this form is symplectic. Pick a t-stable lagrangian
subspace l ⊂ g(−1) and define the subalgebra m := l ⊕⊕i−2 g(i). Then χ is a character of m.
Define the shift mχ = {ξ−〈χ, ξ 〉, ξ ∈ m} ⊂ g⊕K. Essentially, in [32] the W-algebra was defined
as the quantum Hamiltonian reduction (U/Umχ )adm (this variant of a Hamiltonian reduction is
slightly different from the one recalled above).
We checked in [23], see also [24, Theorem 2.2.1], and the discussion after it, that both defini-
tions agree and also that the homomorphism Z → W coincides with one from [32] and so is an
isomorphism of Z with the center of W , [33, footnote to Question 5.1].
A useful feature of Premet’s construction is that it allows to construct functors between the
categories of U - and W-modules. We say that a left U -module M is a Whittaker module if mχ
acts on M by locally nilpotent endomorphisms. In this case Mmχ = {m ∈ M | ξm = 〈χ, ξ 〉m,
∀ξ ∈ m} is a nonzero W-module. As Skryabin proved in the appendix to [32], the functor M →
Mmχ is an equivalence between the category of Whittaker U -modules and the category W-Mod
of W-modules. A quasiinverse equivalence is given by N → S(N) := (U/Umχ )⊗W N , where
U/Umχ is equipped with a natural structure of a U -W-bimodule. In the sequel we will call S
the Skryabin functor.
4.2. Decomposition theorem and the correspondence between ideals
The decomposition theorem, roughly, says that, up to suitably understood completions, the
universal enveloping algebra is decomposed into the tensor product of the W-algebra and of a
Weyl algebra. We start with the equivariant version of this theorem, [23, Subsection 3.3], because
it is similar in spirit to some constructions of the present paper.
First of all, let us note that we can apply the Fedosov construction (with the trivial 2-form
Ω) to get a G × G-equivariant homogeneous (with respect to the action of K× defined by
t.(g,α) = (g, t−2α)) star-product on K[T ∗G][[h¯]]. Automatically, K[T ∗G][h¯] is a subalgebra
in K[T ∗G][[h¯]]. The algebra Uh¯ := K[T ∗G][h¯]G of G-invariants (for the action by left trans-
lations) is said to be the homogeneous universal enveloping algebra of g. The reason for the
terminology is that the quotient Uh¯/(h¯− 1) is isomorphic to the universal enveloping algebra U ,
see [23, Example 3.2.4].
Set V := [g, f ]. Equip V with the symplectic form ω(ξ, η) = 〈χ, [ξ, η]〉, the action of K×,
t.v := γ (t)−1v, and the action of Q restricted from g. Then we can equip the space AV,h¯ :=
S(V )[h¯] with the Moyal–Weyl star-product, compare with [23, Example 3.2.3]. The algebra AV,h¯
is called the homogeneous Weyl algebra of the vector space V . The quotient AV := AV,h¯/(h¯−1)
is the usual Weyl algebra of V .
Set x := (1, χ) ∈X. Since the star-products on both K[X][[h¯]] and K[T ∗G][[h¯]] are differen-
tial, we can extend them to the completions K[X]∧Gx[[h¯]], K[T ∗G]∧Gx[[h¯]] along the G-orbit Gx.
Next, we can form the completion A∧V,h¯ := K[V ∗]∧0 [[h¯]] of the Weyl algebra. This space also
has a natural star-product. We remark that the algebras K[X]∧Gx[[h¯]], K[T ∗G]∧Gx[[h¯]], A∧V,h¯ have
natural topologies (of completions).
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Theorem 4.2.1. There is a G × Q × K×-equivariant K[[h¯]]-linear Hamiltonian isomorphism
Φh¯ :K[T ∗G]∧Gx[[h¯]] → A∧V,h¯⊗̂K[[h¯]]K[X]∧Gx[[h¯]] of topological algebras.
Taking the G-invariants in the algebras from Theorem 4.2.1, we get a non-equivariant decom-
position theorem. Namely, set W∧h¯ :=K[S]∧χ [[h¯]], U∧h¯ :=K[g∗]∧χ [[h¯]].
Corollary 4.2.2. There is a K[[h¯]]-linear Q × K×-equivariant Hamiltonian isomorphism
Φh¯ :U∧h¯ → A∧V,h¯⊗̂K[[h¯]]W∧h¯ of topological algebras.
This proposition allows to define a map from the set Id(W) of two-sided ideals of W to
the analogous set Id(U) for U . Namely, take a two-sided ideal I ⊂ W . As we noted in [23,
Subsection 3.2], there is a unique ideal Ih¯ ⊂ Wh¯ with the following properties:
• I = Ih¯/(h¯− 1),
• Ih¯ is K×-stable,
• Ih¯ is h¯-saturated, i.e., Ih¯ ∩ h¯Wh¯ = h¯Ih¯.
Let I∧h¯ denote the closure of Ih¯ in W∧h¯ . Set Jh¯ :=Φ−1h¯ (A∧V,h¯⊗̂K[[h¯]]I∧h¯ )∩Uh¯. Finally, set I† :=
Jh¯/(h¯− 1)⊂ U .
Reversing the procedure, we can construct a map J → J† : Id(U) → Id(W), see [24, Sub-
section 3.1]. More precisely, we first construct the homogeneous ideal Jh¯ ⊂ Uh¯, then complete
it to get the ideal J ∧h¯ ⊂ U∧h¯ . This ideal has the form A∧h¯ (I∧h¯ ) := A∧h¯ ⊗̂K[[h¯]]I∧h¯ for a unique ideal
I∧h¯ ⊂ W∧h¯ . The ideal I∧h¯ is the completion of a unique ideal Ih¯ ⊂ Wh¯. Then for J† we take the
image of Ih¯ in W . This map restricts to a surjection:
• from the set of all J ∈ Id(U) such that the associated variety V(U/J ) equals O,
• to the set of all Q-stable ideals of finite codimension in W .
The map given by I → I† is a section of J → J†, see [24, Theorem 1.2.2]. More-
over, codimW J† coincides with the multiplicity multO U/J . This follows from [23, Propo-
sition 3.4.2]. In particular, J has multiplicity 1 on O if and only if J† is the annihilator
of a one-dimensional module. Moreover, if V is a W-module with AnnW (V )† = J , then
J† ⊂ AnnW (V ), see [23, Theorem 1.2.2(ii), Proposition 3.4.4]. So if multO U/J = 1, then
dimV = 1 and V is stable with respect to the action of Q on the set of irreducible W-modules.
4.3. Category O
Recall the Cartan subalgebra t ⊂ q. Consider the centralizer g0 := zg(t) of t in g. This is a
minimal Levi subalgebra of g containing e. Fix an element θ lying in the cocharacter lattice
Hom(K×, T ) ↪→ t with zg(θ)= g0. Let W :=⊕α∈Z Wα be the decomposition into eigenspaces
of ad θ . Set
W0 :=
⊕
Wα, W>0 :=
⊕
Wα, W+0 := W0 ∩ WW>0.
α0 α>0
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we have an embedding t ↪→ q ↪→ W . The image of t lies in W0. Hence we get a homomorphism
t → W0/W+0 of Lie algebras.
Consider also the W-algebra W0 associated with the pair (g0, e) (we remark that this notation
is different from [21], where W0 denoted the quotient W0/W+0, while the W-algebra of (g0, e)
was denoted by W). Again, we have a natural embedding t ↪→ W0. We are going to describe a
relation between W0/W+0 and W0. Fix a Cartan subalgebra h ⊂ g0 containing h. Let  be
the corresponding root system of g. Fix a system Π ⊂ of simple roots such that θ is dominant
(in particular, Π contains a system of simple roots for g0). Set + := {α ∈  | 〈α, θ〉 > 0},
− = −+. Following [5, Subsection 4.1], define an element δ ∈ h∗ by
δ :=
∑
α∈−,〈α,h〉=−1
α/2 +
∑
α∈−,〈α,h〉−2
α. (4.1)
Now we can state the following proposition, see [21, Remark 5.4]. A similar result was ob-
tained by Brundan, Goodwin and Kleshchev in [5, Theorem 4.3].
Proposition 4.3.1. There is a T -equivariant isomorphism Ψ : W0/W+0 → W0 making thefollowing diagram commutative.
t
t W0/W+0
W0

x →x−〈δ,x〉

Ψ


Below we consider W0/W+0-modules as W0-modules and vice-versa using the isomor-
phism Ψ .
By definition, the category O˜(θ) for the pair (W, θ) consists of all W-modules N satisfying
the following conditions:
• N is finitely generated.
• t acts on N by diagonalizable endomorphisms.
• W>0 acts on N by locally nilpotent endomorphisms.
In [21] this category was denoted by O˜t(θ).
There are analogs of Verma modules in O˜t(θ). Take a finitely generated W0-module N0 with
diagonalizable action of t. The module Mθ (N0) := W ⊗W0 N0 lies in O˜(θ); here we consider
N0 as a W0-module via the natural projection W0 W0/W+0 ∼= W0. Also we have a
functor between W-Mod and W0-Mod defined by N →NW>0 := {v ∈N | xv = 0, ∀x ∈ W>0}.
Suppose now that N0 is irreducible. Then Mθ (N0) has a unique irreducible quotient Lθ(N0),
see [5, Theorem 4.5]. Moreover, the modules Lθ(N0) form a complete set of pairwise non-
isomorphic simple objects in O˜(θ). In particular, any irreducible finite dimensional W-module
is of the form Lθ(N0), where N0 is finite dimensional and irreducible. However, Lθ(N0) may be
infinite dimensional even if N0 is finite dimensional. In Subsection 5.1 we will obtain a criterium
for Lθ(N0) to be finite dimensional. For this we will need to recall the main result of [21].
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m0 := m ∩ g0. Then m0 plays the same role for (g0, e) as m played for (g, e). Let S0 : W0-
Mod → U0-Mod be the Skryabin functor for g0, e.
Let g :=⊕α∈Z gα be the grading by eigenspaces of ad θ . Set
n+ :=
⊕
α>0
gα, p :=
⊕
α0
gα = g0 ⊕ n+,
m˜ := n+ ⊕ m0, m˜χ :=
{
ξ − 〈χ, ξ 〉 ∣∣ ξ ∈ m˜}.
Let M be a U -module. We say that M is a generalized Whittaker module (for e and θ ) if:
(1) M is finitely generated.
(2) t acts on M by diagonalizable endomorphisms.
(3) m˜χ acts by locally nilpotent endomorphisms.
For example, let N0 be a W0-module with diagonalizable action of t. Set Me,θ (N0) :=
U ⊗U(p) S0(N0). Here U(p) acts on S0(N0) via the natural projection U(p)  U0. Then
Me,θ (N0) is a generalized Whittaker module. We denote the category of generalized Whittaker
modules by W˜h(e, θ).
We have a functor from W˜h(e, θ) to W0-Mod constructed as follows. For a g-module M the
space Mn+ is a Whittaker g0-module. Now S−10 (Mn+)=Mm˜χ is a W0-module.
The following theorem follows from [21, Theorem 4.1].
Theorem 4.3.2. There is an equivalence of abelian categories K : O˜(θ) → W˜h(e, θ) having the
following properties:
(1) The functors N →NW>0 and N → K(N)m˜χ from W-Mod to W0-Mod are isomorphic.
(2) The functors N0 → Mθ (N0) and N0 → K−1(Me,θ (N0)) from W0-Mod to W-Mod are
isomorphic.
(3) For any M ∈ O˜(θ) we have AnnU K(M)= (AnnW (M))†.
Corollary 4.3.3. The functor K induces a bijection between the following two sets:
• The set of finite dimensional irreducible W-modules.
• The set of irreducible modules M in W˜h(e, θ) with V(U/AnnU (M)) =O.
This bijection sends Lθ(N0) to a unique irreducible quotient Le,θ (N0) of Me,θ (N0) and, more-
over, AnnW (Lθ (N0))† = AnnU (Le,θ (N0)).
5. 1-Dimensional representations via categoryO
5.1. Highest weights of finite dimensional representations
We use the notation of Subsection 4.3. In particular, let g0 := zg(t) and let W0 be the W-
algebra constructed from the pair (g0, e).
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also the Verma modules Mθ (N0) and the irreducible modules Lθ(N0) in this category intro-
duced in Subsection 4.3.
Let I → I†0 denote the map Id(W0) → Id(U0) defined analogously to •†, where U0 :=
U(g0). Let L(λ) (resp., L0(λ)) denote the irreducible highest weight module for g (resp., g0)
with highest weight λ. Set J (λ) := AnnU (L(λ)), J0(λ)= AnnU0(L0(λ)).
Theorem 5.1.1. Let N0 be an irreducible W0-module. Suppose that (AnnW0(N0))†0 = J0(λ)
for some λ ∈ h∗. Then (AnnW (Lθ (N0)))† = J (λ).
This theorem has the following immediate corollary.
Corollary 5.1.2. In the notation of Theorem 5.1.1 the following conditions are equivalent:
(1) dimLθ(N0) <∞.
(2) dimN0 <∞ and V(U/J (λ)) =O.
In the proof of the theorem a crucial role is played by the following lemma.
Lemma 5.1.3. Let M0 be an irreducible U0-module. Then the induced U -module U ⊗U(p) M0
has a unique irreducible quotient M . The annihilator of M depends only on the annihilator
of M0.
The first claim of this lemma is completely standard. The idea of the proof of the second one
was communicated to me by David Vogan.
Proof. Let α be the eigenvalue of θ on M0. For any other eigenvalue β of θ on M the difference
α−β is a positive integer. There is the largest submodule of U ⊗U(p)M0 contained in∑β<α Mβ ,
say R(M0). Since U ⊗U(p) M0 is generated by M0, we see that R(M0) is the largest proper
submodule in U ⊗U(p) M0, hence the first claim.
To prove the second claim let us define a certain map π : U  U0. Namely, let π be a unique
T -equivariant linear map such that π is the identity on U0 ⊂ U and kerπ ∩U0 = U0 ∩Up (recall
that Uβ denotes the eigenspace of ad θ in U with eigenvalue β). We claim that AnnU M coincides
with
I := {u ∈ U ∣∣ π(aub) ∈ AnnU0 M0, ∀a, b ∈ U}. (5.1)
Let us note that u ∈ U0 acts on M0 by π(u). Let u ∈ AnnU M ∩Uβ . Then for a ∈ Uγ , b ∈ U−β−γ
the element aub lies in AnnU M ∩ U0 and acts trivially on M and, in particular, on M0. So
aub ∈ I . It follows that AnnU M ⊂ I .
Let us show that I ⊂ AnnU (M), i.e., any element u ∈ I acts trivially on M . We may assume
that u ∈Uβ for some β . Then aub acts trivially on M0 for any a ∈ Uγ , b ∈ U−β−γ . It follows that
UuUM0 has zero intersection with M0 =Mα . Since M is irreducible, we see that UuUM0 = {0}
whence u ∈ AnnU (M). 
Proof of Theorem 5.1.1. By Theorem 4.3.2, (AnnW (Lθ (N0)))† = AnnU Le,θ (N0). Note that
Le,θ (N0) is obtained from M0 := S0(N0) as described in Lemma 5.1.3. The U -module L(λ)
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complete the proof. 
5.2. Highest weights for 1-dimensional representations
Recall that the group Q acts on W by automorphisms and so acts also on the set of isomor-
phism classes of irreducible W-modules. The action of Q◦ on the latter is trivial.
Recall that in Subsection 4.3 we chose the Cartan subalgebra h ⊂ g and the set of simple roots
Π ⊂ h∗ and then defined the element δ ∈ h∗ by (4.1).
Theorem 5.2.1. Let N0 be an irreducible W0-module such that dimLθ(N0) <∞. Suppose that
the stabilizer of Lθ(N0) in NQ(t) acts on t without nonzero fixed points. Then the following
conditions are equivalent:
(1) dimN0 = 1 and t acts on N0 by δ|t.
(2) dimLθ(N0)= 1.
Proof. Consider the action of t on Lθ(N0) via the embedding t ↪→ q ↪→ W . By the construction
of Lθ(N0), t acts on N0 ⊂ Lθ(N0) by a single character, say α. For any other t-weight β of
Lθ(N0) we have 〈β, θ〉 < 〈α, θ〉. By Proposition 4.3.1, the second condition of (1) is equivalent
to α = 0.
Let Γ denote the stabilizer of Lθ(N0) in NQ(t). Some central extension of Γ acts on Lθ(N0).
So the set of t-weights in Lθ(N0) is Γ -stable.
Suppose (1) holds. So 〈β, θ〉 < 0 for all other weights β of Lθ(N0). On the other hand,∑
γ∈Γ/T γ.θ = 0 for Γ has no fixed points in t. So 0 is the only weight of t in Lθ(N0) whence
Lθ(N0)=N0.
Now let dimLθ(N0)= 1. Then α is Γ -stable. So α is zero. 
If g = sln, then Q/Z(G) is a connected group with a non-trivial center (unless e is principal).
So the theorem does not work in this situation. However, in this case the classification of one-
dimensional W-modules should follow from results of Brundan and Kleshchev [4], where an
explicit presentation of W in terms of generators and relations is found, see [35, Subsection 3.8].
For the types B and C we have the following corollary.
Corollary 5.2.2. Let g be of type B or C and let λ ∈ h∗ be such that V(U/J (λ)) = O and
V(U0/J0(λ)) = O0, where O0 is the orbit of e in g0. Then the following conditions (1) and (2)
are equivalent.
(1) multO U/J (λ) = 1.
(2) (A) λ− δ vanishes on t,
(B) multO0 U0/J0(λ)= 1,
(C) and for any λ′ ∈ h∗ the conditions V(U0/J0(λ′))=O0 and J (λ)= J (λ′) imply J0(λ)=
J0(λ′).
Proof. First of all, let us check that NQ(t) acts on t without nonzero fixed points. Let e corre-
spond to the partition (nr11 , . . . , n
rk
k ), n1 > n2 > · · ·> nk (the superscripts ri denote the multiplic-
ities). We may assume that G is SOn (n is odd) or Spn (n is even). Then, as a linear group, Q is
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either ni is even and G= Spn or ni is odd and G= SOn. Otherwise, Gi = Spri . This description
implies that NQ(t) acts on t without nonzero fixed vectors.
Let us prove the implication (1) ⇒ (2). Let N0 be a finite dimensional irreducible W0-
module with AnnW0(N0)†0 = J0(λ). Then, by Theorem 5.1.1, AnnW (Lθ (N0))† = J (λ). Since
multO U/J (λ) = 1, the discussion at the end of Subsection 4.2 implies that dimLθ(N0) = 1
and Lθ(N0) is Q-stable. By the choice of N0, t acts on N0 by λ, hence λ − δ vanishes on t.
Since Lθ(N0) is Q-stable, we see that N0 is Q ∩G0-stable (where G0 stands for the Levi sub-
group of G with Lie algebra g0). Also dimN0 = 1. This implies multO0(U0/J0(λ)) = 1. Now
let λ′ be such that J (λ) = J (λ′), V(U0/J0(λ′)) = O0. Let N ′0 be an irreducible W0-module
with AnnW0(N ′0)†0 = J0(λ′). Then AnnW (Lθ (N ′0))† = J (λ′) = J (λ) = AnnW (Lθ (N0))†.
Therefore AnnW (Lθ (N ′0)) is Q-conjugate to AnnW (Lθ (N0)). But the last ideal coincides
with J (λ)† and hence is Q-stable. So Lθ(N ′0) ∼= Lθ(N0) hence N ′0 ∼= N0. We conclude that
J0(λ)= AnnW0(N0)† = AnnW0(N ′0)† = J0(λ′).
To prove (2) ⇒ (1) one reverses the argument of the previous paragraph. Namely, pick N0
with AnnW0(N0) = J0(λ). Using (B) one sees that dimN0 = 1 and AnnW0(N0) is G0 ∩ Q-
stable. From (C) one deduces that AnnW Lθ(N0) is Q-stable. Now one uses (A) and Theorem 6.5
to show that dimLθ(N0)= 1. (1) follows. 
For many orbits in type D the group NQ(t) still acts on t without nonzero fixed points (and for
these orbits both claims of the corollary hold). However, this is not always the case (for instance,
recall that so6 ∼= sl4). The partitions for which NQ(t) has a nonzero fixed vector in t are precisely
those where there are exactly two odd parts and they are equal.
On the other hand Theorem 5.2.1 works (for any representation Lθ(N0)) whenever q is
semisimple. This is the case when e is a rigid nilpotent element. For classical g this follows
from the combinatorial description of rigid elements, see, for example, [8, Corollary 7.3.5]. For
the case of an exceptional Lie algebra g see Table 5.1.
The information in this table is taken from [28, Subsection 5.7], and [7, Subsection 13.1].
A nilpotent element is given by its Bala–Carter label. This label also indicates a minimal Levi
subalgebra containing the element. In all cases but N 29, N 34 the nilpotent element is regular in
the Levi subalgebra. In the remaining two cases its Dl-component, l = 4,5, is subregular.
5.3. Toolkit
Recall that we have fixed a Cartan subalgebra h ⊂ g and a system of simple roots Π . We
assume that g is an exceptional Lie algebra and O is its rigid nilpotent orbit. To prove that the
corresponding algebra W has a one-dimensional representation we need to find
• A Levi subalgebra g0, whose simple root system Π0 is contained in Π and a nilpotent el-
ement e ∈ O ∩ g0 that is not contained in a proper Levi subalgebra of g0. These data are
needed to construct the category O, see Subsection 4.3. Let O0 denote the orbit of e in g0.
• λ ∈ h∗ such that:
(A) V(U0/J0(λ)) = O0 so that there is an irreducible finite dimensional W0-module N0
with AnnW0(N0)= J0(λ). This yields O⊂ V(U/J (λ)).
(B) V(U/J (λ)) = O or, equivalently, modulo (A), dim V(U/J (λ))  dimO. By Corol-
lary 5.1.2, this means dimLθ(N0) <∞.
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Rigid elements in exceptional algebras.
N g e q dim zg(e)
1 G2 A1 A1 8
2 G2 A˜1 A1 6
3 F4 A1 C3 36
4 F4 A˜1 A3 30
5 F4 A1 + A˜1 A1 +A1 24
6 F4 A2 + A˜1 A1 18
7 F4 A˜2 +A1 A1 16
8 E6 A1 A5 56
9 E6 3A1 A2 +A1 38
10 E6 2A2 +A1 A1 24
11 E7 A1 D6 99
12 E7 2A1 B4 +A1 81
13 E7 (3A1)′ C3 +A1 69
14 E7 4A1 C3 63
15 E7 A2 + 2A1 3A1 51
16 E7 2A2 +A1 2A1 43
17 E7 (A3 +A1)′ 3A1 41
18 E8 A1 E7 190
19 E8 2A1 B6 156
20 E8 3A1 F4 +A1 136
21 E8 4A1 C4 120
22 E8 A2 +A1 A5 112
23 E8 A2 + 2A1 B3 +A1 102
24 E8 A2 + 3A1 G2 +A1 94
25 E8 2A2 +A1 G2 +A1 86
26 E8 A3 +A1 B3 +A1 84
27 E8 2A2 + 2A1 B2 80
28 E8 A3 + 2A1 B2 +A1 76
29 E8 D4(a1)+A1 3A1 72
30 E8 A3 +A2 +A1 2A1 66
31 E8 2A3 B2 60
32 E8 A4 +A3 A1 48
33 E8 A5 +A1 2A1 46
34 E8 D5(a1)+A2 A1 46
(C) λ− δ ∈ SpanKΠ0, where δ is defined by (4.1). By the discussion in Subsection 5.2, this
means that L(N0)=N0.
(D) J0(λ) = I†00 for some ideal I0 of W0 of codimension 1 (this condition always holds
when e is regular in g0, because in this case W0 is commutative, and so all irreducible
W0-modules are 1-dimensional). This means that dimN0 = 1.
Recall the notion of a special nilpotent orbit due to Lusztig. One of their characterizations
is that an orbit O is special if and only if there is an integral weight λ ∈ h∗ such that O =
V(U/J (λ)).
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Non-minimal special rigid elements in exceptional algebras.
N g e e∨
4 F4 A˜1 F4(a1)
5 F4 A1 + A˜1 F4(a2)
12 E7 2A1 E7(a2)
15 E7 A2 + 2A1 E7(a4)
19 E8 2A1 E8(a2)
22 E8 A2 +A1 E8(a4)
23 E8 A2 + 2A1 E8(b4)
29 E8 D4(a1)+A1 E8(a6)
Consider the Langlands dual algebra g∨ with the Cartan subalgebra h∨ := h∗ and the root
system ∨, the dual root system of g. Let Π∨ ⊂ ∨ be the simple root system corresponding
to Π . Note that g ∼= g∨ provided g is exceptional. Spaltenstein constructed an order-reversing
bijection O →O∨ between the sets of special nilpotent orbits.
Suppose e is a special element. Take e∨ ∈ O∨ and let (e∨, h∨, f ∨) be the corresponding sl2-
triple. We may assume that h∨ lies in h∗ and is dominant. This specifies h∨ uniquely. As Barbash
and Vogan checked in [1, Proposition 5.1], the element e∨ is even (i.e., all eigenvalues of adh∨
are even) provided e is rigid.
Let, as usual, ρ denote half the sum of all positive roots of g.
Proposition 5.3.1. (See [1], Proposition 5.10.) One has the equality V(U/J (h∨ − ρ))=O.
The list of special nilpotent orbits in exceptional algebras and the description of the Spal-
tenstein duality are given in [7, Subsection 13.4]. In Table 5.2 we list the special rigid elements
e together with their duals e∨. Here numbers in the first column are those from Table 5.1.
It turns out that for 5 special elements (with exception of (F4, A˜1), (E8,A2 + A1), (E8,
D4(a1) + A1)) the weight λ = h∨ − ρ satisfies conditions (A) and (C) (under a suitable choice
of g0). (B) follows from Proposition 5.3.1, while (D) holds because the five elements are principal
in g0. Hence in these 5 cases J (h∨ − ρ) has the form I† with dimW/I = 1.
Now suppose O is not special. Pick some λ ∈ h∗. Let (λ)∨ be the subset of all coroots
α∨ ∈ ∨ such that 〈α∨, λ〉 ∈ Z. Let (λ) be the dual root system of ∨(λ). Note that for g =
E6,E7,E8 the root system (λ) is a subsystem in .
Let Π∨(λ) be a unique system of simple roots in ∨(λ) such that the corresponding system of
positive coroots in ∨(λ) consists of positive coroots for ∨. Let W(λ) denote the Weyl group
of (λ) (or of ∨(λ)). Let w ∈W(λ) be a unique element of minimal length such that w(λ+ρ)
is antidominant, i.e. 〈w(λ+ ρ),α∨〉 0 for all α∨ ∈Π∨(λ).
Recall that the group W(λ) is decomposed into equivalence classes called two-sided cells
and there is a bijection between the set of two-sided cells in W(λ) and the set of special nilpo-
tent orbits in the Lie algebra g(λ) associated with h,(λ). We will denote the nilpotent orbit
corresponding to w ∈W(λ) by Ow .
Proposition 5.3.2. We have dim V(U/J (λ)) = dimg − dimg(λ)+ dimOw .
This result is well-known to specialists. However, as far as we know, the proof was never writ-
ten explicitly, so it is written down below. I wish to thank A. Joseph and D. Vogan for explaining
the details.
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sume that λ is regular. Let w0 denote the longest element in W(λ). Then λ = w0w ·μ, where μ
is dominant. Here for x ∈ W(λ) we set x · μ := x(μ + ρ(λ)) − ρ(λ), where ρ(λ) is half of the
sum of all positive roots in (λ).
For x, y ∈ W(λ) let a(x, y) denote the coefficient of the character of the Verma module
M(y ·μ) in the character of the irreducible module L(x ·μ). Set n= 12 (#− dim V(U/J (λ))).
Joseph proved in [17] that n coincides with the smallest non-negative integer m such that
∑
y∈W(λ)
a(x, y)y−1ρ(λ)m 	= 0.
But the Kazhdan–Lusztig conjecture implies that a(x, y) coincides with the coefficient of
the character of the Verma module M(λ)(y · μ) in the character of the irreducible module
L(λ)(x · μ) for the algebra g(λ). It follows that n = #(λ) − dimOw . Since # − #(λ) =
1
2 (dimg − dimg(λ)), we are done. 
The easiest case here is when w is the longest element in W(λ). Then Ow is just the zero
orbit. So we have the following corollary originally suggested to us by A. Premet.
Corollary 5.3.3. (See [16], Corollary 3.5.) If 〈λ + ρ,α∨〉 > 0 for all α∨ ∈ Π(λ)∨, then
dim V(U/J (λ)) = dimg − dimg(λ).
To finish the section let us provide an example of computation.
As we have seen, it is more convenient to work with the element λ + ρ rather than with λ.
Also from the point of view of computations it is better to replace δ with the element
δ′ := 1
2
∑
α∈+,〈α,h〉=0,1
α.
We claim that δ′ − δ − ρ ∈ SpanQΠ0. Indeed, since e,h,f ∈ g0, we see that the sl2-triple
(e,h,f ) preserves all weight subspaces of t. In particular, by the representation theory of sl2,
for any k, l we have
∑
α,〈α,θ〉=k,〈α,h〉=l
α|t =
∑
α,〈α,θ〉=k,〈α,h〉=−l
α|t
or equivalently,
∑
α,〈α,θ〉=k,〈α,h〉=l
α ≡
∑
α,〈α,θ〉=k,〈α,h〉=−l
α mod SpanQ(Π0). (5.2)
Applying (5.2), we get
δ ≡ 1
2
∑
α mod SpanQ(Π0).〈α,θ〉<0,〈α,h〉	=0,1
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δ + ρ ≡ −1
2
∑
〈α,θ〉<0,〈α,h〉=0,1
α ≡ 1
2
∑
〈α,θ〉>0,〈α,h〉=0,−1
α mod SpanQ(Π0).
Applying (5.2) once more, we have
∑
〈α,θ〉>0,〈α,h〉=−1
α ≡
∑
〈α,θ〉>0,〈α,h〉=1
α mod SpanQ(Π0).
It follows that δ′ ≡ δ + ρ mod SpanQ(Π0).
We will check the existence of λ ∈ h∗ with properties (A)–(D) for the non-special orbit
A5 + A1 in E8. We use the notation for roots from [31]. Namely, fix an orthonormal ba-
sis εi , i = 1, . . . ,9, in the Euclidean space R9. Then we represent the real form h(R)∗ of
h∗ as the quotient of R9 by the diagonal. The image of εi in h(R)∗ is again denoted by εi .
Now simple roots are αi := εi − εi+1, i = 1, . . . ,7, α8 = ε6 + ε7 + ε8. The element ρ equals∑7
i=1(8 − i)εi − 22ε9. Let πi , i = 1, . . . ,8, denote the fundamental weights. They are given by
πi =∑7i=1 εi − min(i,15 − 2i)ε9, i = 1,2, . . . ,7, π8 = 3ε9. We identify h(R)∗ with h(R) by
means of the scalar product on h(R)∗ (induced from R9).
First of all, we choose g0 such that Π0 = {α1, α2, α3, α4, α5, α7}. Then for h we can take
5ε1 + 3ε2 + ε3 − ε4 − 3ε5 − 5ε6 + ε7 − ε8. We get
δ′ = 3
2
ε1 + ε2 + 2ε3 + ε4 + 32ε5 +
1
2
ε6 + ε7 − 4ε9.
Set
λ′ := ε1 + 76ε2 +
1
3
ε3 + 12ε4 +
2
3
ε5 + 56ε6 +
1
6
ε7 − 16ε8 −
9
2
ε9, λ := λ′ − ρ.
One can check directly that λ′ − δ′ ∈QΠ0, which is equivalent to (C). The restriction of λ to
g0 is antidominant, so (A) holds. The system (λ) is isomorphic to A5 + A2 + A1 and the set
of simple roots in (λ) is ε7 + ε4 + ε3, ε2 − ε7, ε8 + ε7 + ε1, ε6 − ε8, ε8 + ε5 + ε4, ε8 + ε6 +
ε3, ε7 + ε5 + ε2, ε1 + ε3 + ε5. The element λ′ is positive on all these roots. By Corollary 5.3.3,
dim V(U/J (λ)) = 248 − 46 = 202 = dimO, which is (B). So we have checked (A)–(C). The
condition (D) is vacuous because e is of principal Levi type.
6. Parabolic induction for W-algebras
6.1. Lusztig–Spaltenstein induction
Let G be a Levi subgroup of G, g its Levi subalgebra, and e ∈ g be a nilpotent element. Let
O⊂ g ∼= g∗ be the orbit of e.
Definition 6.1.1. (See [25], Introduction, Theorem 2.2.) Let P be a parabolic subgroup of G with
Levi subgroup G and let p be the Lie algebra of P . There is a unique nilpotent orbit O in g such
that (O + Ru(p)) ∩ O is dense in O + Ru(p). The orbit O does not depend on the choice of P
and is said to be induced from O and is denoted by Indgg(O).
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results are transferred to the case of nilpotent orbits in a straightforward way, see [28] for an
exposition.
Here are some properties of Indgg(O) due to Lusztig and Spaltenstein.
Proposition 6.1.2. (See [25], Theorem 1.3.) Let e ∈ (O+ Ru(p))∩ Indgg(O). Then the following
assertions hold:
(1) dimZG(e)= dimZG(e).
(2) Ge ∩ (O+ Ru(p)) = Pe.
(3) ZG(e)◦ ⊂ P .
(4) If g ∈G is such that Ad(g)e ∈O+ Ru(p), then there is z ∈ZG(e) such that z−1g ∈ P .
In the sequel we will also need the following lemma.
Lemma 6.1.3. Let h0 ∈ g be such that [h0, e] = 2e. Then h0 ∈ p.
Proof. Since zg(e)⊂ p, we may assume that h0 = h is the semisimple element of some sl2-triple
(e,h,f ). Let γ : K× → G be the one-parameter subgroup corresponding to h, i.e. such that
d
dt
|t=0γ = h. By Proposition 6.1.2(4), for any t ∈K× there is zt ∈ ZG(e) such that z−1t γ (t) ∈ P .
Since ZG(e)◦ ⊂ P , we see that {γ (t)P, t ∈ K×} is a finite subset of G/P . Therefore γ (t) ∈ P
for all t ∈K×, equivalently, h ∈ p. 
6.2. Construction on the classical level
Let G,e,P,O be such as in the previous subsection. Set N := Ru(P ). Choose e ∈ O ∩
(O + n). Let (e,h,f ) be an sl2-triple. Also recall the group Q := ZG(e,h,f ). By Proposi-
tion 6.1.2 and Lemma 6.1.3, we have h ∈ p,q ⊂ p. The subalgebra Kh ⊕ q ⊂ p is reductive, so
replacing G by a P -conjugate subgroup, we may assume h ∈ g,q ⊂ g. Hence Q◦ ⊂G.
Our goal in this subsection is to study the Hamiltonian reductions of some open subsets in
X,T ∗G.
Let P− denote the opposite parabolic to P containing G and N− := Ru(P−). Set Z =
T ∗(PN−) = PN− × g∗ ⊂ G × g∗ = T ∗G. This is an affine P and K×-stable open subvariety
in T ∗G containing (1, χ). Note that Z = P ×N− × g∗. Set Y˜ := Z///N , Y := (Z ∩X)///N =
Y˜ ∩ (X/N).
Since G normalizes N , we have Hamiltonian actions of G on Y, Y˜ . The Kazhdan actions of
K× on X,T ∗G descend to K×-actions on Y, Y˜ , because Z is K×-stable and μG(t.x) = t2μG(x)
for all x ∈X. The reduction Y˜ can be naturally identified with the Hamiltonian G-variety T ∗P−.
The latter, in its turn, is naturally isomorphic to T ∗G × T ∗N−, where G acts only on the first
factor (however, K× acts non-trivially on both factors). Set Q := Q ∩ G. Clearly, Z ⊂ T ∗G is
stable with respect to the right Q-action.
Let y denote the image of (1, χ) in Y ⊂ Y˜ (the inclusion (1, χ) ∈ μ−1(p) holds because χ
vanishes on n). Note that the orbit Gy is stable under the K×-action because γ (t) ∈ G for any
t ∈K×.
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ϕ : (T ∗G)∧Gx → (X×V ∗)∧Gx, which is identical on Gx. Completing further, we get a P ×Q×K×-
equivariant symplectomorphism (T ∗G)∧Px → (X×V ∗)∧Px and, since Px ⊂ Z, also a symplecto-
morphism Z∧Px → [(X ∩Z)× V ∗]∧Px , which we also denote by ϕ. Taking the reduction, we get
a G×Q×K×-equivariant Hamiltonian isomorphism ϕ : Y˜∧Gy → (Y × V ∗)∧Gy = Y∧Gy × (V ∗)∧0 .
Pick an sl2-triple (e,h,f ) in gQ such that [h,h] = 0, [h,f ] = −2f (if e = 0, we set h =
f = 0).
Now let X denote the equivariant Slodowy slice constructed for G and e. In other words,
as a G-variety X is nothing else but G × S, where S is the Slodowy slice for e in g. Since
dim zg(e) = dim zg(e), we see that dimS = dimS. Let χ ∈ g∗ be such that 〈χ, ξ 〉 = (e, ξ) for
ξ ∈ g. The group Q acts on X and its action commutes with the actions of G and K×.
Set x = (1, χ). We have the projection Y˜ = T ∗P− = T ∗G× T ∗N− T ∗G mapping y to x.
So it gives rise to the projection Y˜∧Gy  (T ∗G)∧Gx .
Lemma 6.2.1. There is a G×Q×K×-equivariant Hamiltonian isomorphism X∧Gx → Y∧Gy .
Proof. According to Proposition 3.2.2, we need to check that
(1) The stabilizers of x, y in G×Q×K× coincide.
(2) μG(x) = μG(y), μQ(x) = μQ(y), where μG,μQ are the moment maps for the G- and Q-
actions.
(3) The normal spaces to Gx in X and to Gy in Y are isomorphic as (G×Q×K×)x -modules.
The stabilizer of x in G × Q × K× is {(qγ (t), q, t), q ∈ Q, t ∈ K×}. Since the latter is
contained in G × Q × K×, we see that it coincides with the stabilizer of y in G × Q × K×.
Also, this subgroup coincides with the stabilizer of x. Hence (1). Moreover, it is easy to see
from the definition of the moment map for Y that μG(y) = μG(x) = e, μQ(y) = μQ(x) = 0.
Hence (2). Since the orbit Gx is a coisotropic subvariety in X, (3) reduces to checking that
dimY = dimX.
From the definition of Y , we have dimY = dimX − 2 dimN . But dimX = dimG+ dimS =
dimG+2 dimN+dimS and hence dimY = dimS+dimG. On the other hand, dimX = dimS+
dimG. As we have seen above, dimS = dimS. Hence dimY = dimS + dimG= dimX. 
Now we will discuss some constructions to be used in the proof of Theorem 6.4.1. Set
V := [g, f ]. Consider the action of K× on V given by t → γ (t)−1. Also V has a natu-
ral Q-action. Similarly to ϕ, we have a G × Q × K×-equivariant Hamiltonian morphism
ϕ0 : (T ∗G)∧Gx →X∧Gx × (V ∗)∧0 .
Lemma 6.2.2. There is a G×Q×K×-equivariant Hamiltonian isomorphism
ϕ′ : Y˜∧Gy → Y∧Gy ×
(
V ∗
)∧
0
making the following diagram commutative.
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X∧Gx × (V ∗)∧0 (T ∗G)∧Gx
Y˜∧GyY∧Gy × (V ∗)∧0

 


 ϕ
′
ϕ0
Here all vertical arrows are projections and the arrow X∧Gx → Y∧Gy is an isomorphism con-
structed in Lemma 6.2.1.
Proof. Set V˜ := Ty(Gy)	 /[Ty(Gy)	 ∩ Ty(Gy)]. This is a symplectic vector space acted on by
(G×Q×K×)y . Recall that the stabilizer (G×Q×K×)y consists of all elements of the form
(qγ (t), q, t), q ∈ Q, t ∈ K×, so we can identify it with Q × K×. The action of Q × K× on
Y˜ = T ∗(P−) is given by
q.(p,α) := (qpq−1, qα), t.(p,α) := (γ (t)pγ (t)−1, t−2γ (t)α),
q ∈Q, t ∈K×, p ∈ P−, α ∈ p−∗.
So we see that as a Q × K×-module, V˜ is isomorphic to V ⊕ n− ⊕ n−∗, where the action of
Q × K× on V was described previously, the action on n− factors through the adjoint action of
G via the homomorphism Q × K× → G,(q, t) → qγ (t), and, finally, the action on n−∗ ∼= n is
given by (q, t) → t−2 Ad(qγ (t)).
Proposition 3.2.2 implies that
Y˜∧Gy ∼=X∧Gx ×
(
V˜ ∗
)∧
0 .
So to complete the proof we need to check that V is isomorphic to V˜ as a Q × K×-module
(and then an isomorphism can be chosen to be symplectic). But we have already constructed a
G×Q×K×-equivariant isomorphism ϕ : Y˜∧Gy → Y∧Gy × (V ∗)∧0 mapping y to y. The existence
of ϕ implies V ∼= V˜ . 
Unfortunately, we do not know whether ϕ = ϕ′. So let us consider λ := ϕ′ ◦ ϕ−1. This is an
G×Q×K×-equivariant Hamiltonian automorphism of Y∧Gy × (V ∗)∧0 , which is trivial on Gy.
We are going to describe the structure of λ, more precisely, to prove that λ is, in a sense, an
inner automorphism.
Lemma 6.2.3. The isomorphism λ can be written as a composition A exp(v), where A ∈ Sp(V ∗)
(when we consider A as an automorphism of Y∧Gy × (V ∗)∧0 we mean that A acts trivially on
the first factor) and v is the Hamiltonian vector field vf of a G × Q-invariant element f ∈
K[Y × V ∗]∧ of degree 2 with respect to the K×-action.Gy
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Proof. Since λ is the identity on Gy, the subspace (TyGy)
	 is stable w.r.t. dyλ. Let A be the
operator induced by dyλ on V ∗ = (TyGy)	 /([TyGy)	 ∩ TyGy]. Set λ0 := A−1 ◦ λ. Note that
dyλ0 is a unipotent operator on Ty(Y × V ∗). Therefore λ∗0 induces a unipotent operator on all
quotients K[Y × V ∗]/I k , where I stands for the ideal of Gy. This means that the operator
lnλ∗0 : K[Y × V ∗]∧Gy → K[Y × V ∗]∧Gy is well defined. This operator is a derivation, and the
corresponding vector field v is symplectic and annihilates all hamiltonians Hξ , ξ ∈ g. It remains
to apply Lemma 3.2.3 to conclude that v has the required form. 
6.3. Proof of the main theorem
Consider the formal scheme X∧Px . Its algebra of functions is equipped with the differential
star-product induced from K[X]. Since Y∧Gy is naturally identified with X∧Px///N , we can apply
the construction of Subsection 3.4 to get a star-product on K[Y ]∧Gy . Note that we have a natural
map
W∧h¯ =K[X]∧Gx[[h¯]]G ↪→K[X]∧Px[[h¯]]P →K[Y ]∧Gy[[h¯]]G. (6.1)
The following proposition is a quantum analog of Lemma 6.2.1.
Proposition 6.3.1. There is a G × Q × K×-equivariant Hamiltonian isomorphism of quantum
algebras
K[Y ]∧Gy[[h¯]] →K[X]∧Gx[[h¯]].
Proof. By Lemma 6.2.1, we have a G × Q × K×-equivariant Hamiltonian isomorphism
Y∧Gy → X∧Gx . It follows from Corollary 3.3.6 that the corresponding isomorphism K[Y ]∧Gy →
K[X]∧Gx can be lifted to an G×Q×K×-equivariant Hamiltonian isomorphism K[Y ]∧Gy[[h¯]] →
K[X]∧Gx[[h¯]]. 
Set h0 := h−h, then h0 ∈ zg(e,h,f ). There is an embedding zg(e,h,f ) ↪→ W coming from
the quantum comoment map. So consider h0 as an element in W . Form the completion W ′ of
W consisting of all infinite sums ∑ik fi , where [h0, fi] = ifi . The algebra W ′ has a topology,
the sets Ok := {∑ik fi} are fundamental neighborhoods of 0. Clearly, W ′ is complete and
separated with respect to this topology.
Theorem 6.3.2. There is an embedding Ξ : W ↪→ W ′.
Proof. The isomorphism K[Y ]∧Gy[[h¯]] → K[X]∧Gx[[h¯]] restricts to a K×-equivariant isomor-
phism K[Y ]∧Gy[[h¯]]G → K[X]∧Gx[[h¯]]G. The latter isomorphism intertwines the embeddings
of q. Let us note that K[X]∧Gx[[h¯]]G is nothing else but K[S]∧χ [[h¯]] = W∧h¯ . On the other hand,
from the construction of the star-product on K[Y ]∧Gy[[h¯]] we have a K× × Q-equivariant em-
bedding Ξh¯ : Wh¯ = K[X][h¯]G ↪→ K[Y ]∧ [[h¯]]G. Therefore we get an embedding Ξh¯ : Wh¯ →Gy
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homomorphisms
Ξ1 : W = Wh¯/(h¯− 1)→ W♥ :=
(W∧h¯ )K×-l.f./(h¯− 1), (6.2)
Ξ0 :K[S] = Wh¯/(h¯)→
(W∧h¯ )K×-l.f./(h¯)= (K[S]∧χ )K×-l.f.. (6.3)
Let us note that both algebras in (6.2) are filtered and Ξ1 preserves the filtrations. The algebras
and the homomorphism in (6.3) are associated graded of those in (6.2). Also let us note that
the homomorphism in (6.3) is injective. To show this it is enough to check that the morphism
Y/G → X/G is dominant, that is, that any G-orbit in X intersects μ−1G (p). The latter is clear,
because any adjoint orbit intersects p.
So the homomorphism in (6.2) is also injective. It remains to embed the algebra W♥ into W ′.
The algebra K[S] is the symmetric algebra A := S(v), where v is S considered as a vector
space (with χ as an origin). The space v is equipped with two K×-actions. The first one is the
Kazhdan action: t.s = t−2γ (t)s, where γ is the one-parameter subgroup of G corresponding
to h. The second action is given by the one-parameter subgroup γ0(t) = γ (t)γ (t)−1, whose
differential at t = 0 is h0. So we have a bi-grading A =⊕i,j∈ZA(i, j), where A(i, j) = {a ∈
A | t.a = t ia, γ0(t).a = tj a}. It follows that A(0,0) = K, A(i, j) = 0 for i < 0 and all j , and
A(0, k) = 0 provided k 	= 0. Analogously to [23, Subsection 3.2], W♥ consists of all infinite
sums a = ∑i,j∈Z aij , aij ∈ A(i, j), such that there is n ∈ Z (depending on a) with aij = 0
provided i + j  n. On the other hand, W ′ consists of all sums ∑i,j∈Z aij , such that
(1) there is n with aij = 0 for j > n,
(2) and for any j only finitely many elements aij are nonzero.
The products on both algebras can be written as
(∑
i,j
aij
)(∑
i′,j ′
a′i′j ′
)
=
∑
i,j,i′,j ′
aij ∗1 a′i′j ′ . (6.4)
Here for f,g ∈ K[S] we write f ∗1 g =∑∞i=0 Di(f,g), where f ∗ g =∑∞i=0 Di(f,g)h¯2i is the
star-product on K[S][h¯].
Since A(i, j) = 0 for i < 0 and dim⊕j A(i, j) < ∞ for any i, we see that W♥ ⊂ W ′.
By (6.4), this inclusion is a homomorphism of algebras. 
Proof of Theorem 1.2.1. Any finite dimensional representation of W has only finitely many
eigenvalues of h0. So it uniquely extends to a continuous (with respect to the discrete topology)
representation of W ′. Now the functor ρ we need is just the pull-back from W ′ to W . 
We would like to deduce a corollary from the proof of Theorem 6.3.2 concerning the behavior
of the centers. Let Z,Z denote the centers of U ,U , respectively. We have identifications of Z
(resp., Z) with the center of W (resp., W).
Note that the choice of the parabolic subgroup P with Levi subgroup G gives rise to an
embedding ι : Z → Z . More precisely, ι is the restriction of the map U → U defined analogously
to the map from the proof of Lemma 5.1.3.
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homomorphism Z → Z coincides with the one described in the previous paragraph.
Proof. The action of G on X is free, so the homomorphism Uh¯ ↪→ W˜h¯ induced by the quantum
comoment map is an embedding. Set Zh¯ := UGh¯ ⊂ W˜Gh¯ = Wh¯. It is clear that Zh¯/(h¯− 1)= Z .
The homomorphism Wh¯ → K[Y ]∧Gy[[h¯]] factors through Wh¯ → (W˜h¯/W˜h¯n)adn →
K[Y ]∧Gy[[h¯]]. Therefore the homomorphism Zh¯ = UGh¯ ↪→ Wh¯ → K[Y ]∧Gy[[h¯]] factors through
(Uh¯/Uh¯n)n. For any element u ∈ Zh¯ there are unique u ∈ Z h¯ := UGh¯ and u+ ∈ Uh¯n such that
u = u + u+. The image of u in K[Y ]∧Gy[[h¯]] coincides with the image of u under the quantum
comoment map. This image lies in the center of K[Y ]∧Gy[[h¯]]G. Now the claim of the corollary
follows from the construction of Ξ . 
Remark 6.3.4. In some special cases we can embed W into W itself not just into a completion
of W . Namely, suppose that the element h is even. In this case we can take g = zg(h) and
e = 0. Then W = U , and h0 = h. The algebra W ′ coincides with W . So we get an embedding
W ↪→ W . Note that, at least, some embedding W ↪→ W in this case was known previously: this
is a so called generalized Miura transform first discovered in [26]. Using techniques developed
in [23, Subsections 3.2, 3.3] it should not be very difficult to show that these two embeddings
coincide (at least, up to an automorphism of U ). However, to save space we are not going to
study this question.
We do not know if it is always possible to embed W into W . Neither it is clear for us how to
define the map Ξ using Premet’s construction of W-algebras (the generalized Miura transform
can be easily seen from that construction).
6.4. Behavior of ideals
Recall the procedure of the parabolic induction for ideals in universal enveloping algebras.
To a two-sided ideal J ⊂ U we can assign a two-sided ideal J in U as follows. Let J p denote
the inverse image of J in U(p) under the projection U(p) U . Then for J we take the largest
(with respect to inclusion) two-sided ideal of U contained in UJ p. It is well known that if M is
a U -module with AnnU M = J , then J := AnnU (U ⊗U(p) M). We say that J is obtained from
J by parabolic induction.
The goal of this subsection is to relate the inclusion W ↪→ W ′ to parabolic induction for
ideals.
Theorem 6.4.1. Let I be a two-sided ideal in W and let I ′ denote the closure of I in W ′. Set
I :=Ξ ′−1(I ′)⊂ W,J := I† ⊂ U . Finally, let J ⊂ U be the ideal obtained from J by parabolic
induction. Then I† = J .
Here is an immediate corollary of this theorem.
Corollary 6.4.2. Let N be a finite dimensional W-module. Then the ideal AnnW (ρ(N))† ⊂ U is
obtained from AnnW (N)† ⊂ U by the parabolic induction.
Proof of Theorem 6.4.1. Let us explain the scheme of the proof. In Step 1 we will give an
alternative construction of the parabolic induction map J → J . The main result of Step 3 is
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diagram is Id(W), and the source is Id(U). Diagram (6.8) is obtained from diagram (6.6) of
algebra homomorphisms to be established on Step 2. It is more or less easy to see that (6.8)
implements the composition I → I → I†. The analogous claim for the composition I → J →
J will be verified on Step 4 using the description of Step 1.
Step 1. We can extend the star-product from K[T ∗G]∧Gx to K[T ∗G]∧Px . Applying the quantum
Hamiltonian reduction described in Subsection 3.4 to the action of N on (T ∗G)∧Px , we get the
structure of a quantum algebra on K[Y˜ ]∧Gy[[h¯]]. Similarly to (6.1), we have a homomorphism
U∧h¯ ↪→K[Y˜ ]∧Gy[[h¯]]G.
A remarkable feature here, however, is that, unlike in the case of W-algebras, we can get a
non-completed version of this homomorphism. The quantum algebra K[T ∗G][h¯] is G×G×K×-
equivariantly isomorphic to the “homogeneous version” of the algebra of differential operators
Dh¯(G), for a rigorous proof see, e.g., Subsection A.1. This isomorphism gives rise to a P ×P−×
K×-equivariant identification K[Z][h¯] ∼−→ Dh¯(NP−) (recall that Z = P− × g∗ = T ∗(NP−)).
The quantum Hamiltonian reduction of Dh¯(NP−) = Dh¯(N)⊗K[h¯] Dh¯(P−) under the action of
N is naturally identified with Dh¯(P−). So we get a G × P− × K×-equivariant identification
K[Y˜ ][h¯] ∼−→ Dh¯(P−).
Embed P− into G/N via p →Np. Consider a homomorphism Uh¯ → Dh¯(P−) sending ξ ∈ g
to the velocity vector ξG/N on P− ↪→ G/N . The image of this homomorphism consists of G-
invariants, so we have a homomorphism Uh¯ → K[Y˜ ][h¯]G ∼−→ Dh¯(P−)G = U h¯ ⊗K[h¯] Dh¯(N−).
The latter homomorphism is G-equivariant, where we consider the adjoint action of G on U , and
the G-action on Dh¯(P−)G coming from the G-action on P− by right translations. We can also
take the quotients by h¯− 1 and get the G-equivariant homomorphism Ξ˜ : U → U ⊗ D(N−).
The reason why we need this construction is that we can give an alternative definition of the
parabolic induction for ideals in universal enveloping algebras.
Lemma 6.4.3. Let J be a two-sided ideal in U and J be the ideal in U obtained from J by
parabolic induction. Then J = Ξ˜−1(J ⊗ D(N−)).
Proof. Set, for brevity, B := U ⊗ D(N−). As a vector space, D(N−) = B+ ⊗ B−, where B+ =
K[N−],B− =U(n−). Note that the construction of the homomorphism Ξ˜ : U → B implies that
the restrictions of Ξ˜ to U ,B− ⊂ U are the identity maps.
Pick a rational element ϑ ∈ z(g) such that all eigenvalues of adϑ on n are positive (and
then the eigenvalues of adϑ on n− are automatically negative). Recall that G acts on B. Let ϑ∗
denote the image of ϑ in Der(B). All eigenvalues of ϑ∗ on U , (resp., B−,B+) are zero (resp.,
non-positive, non-negative). Moreover, B+ =K⊕B++, where all eigenvalues of ϑ∗ on B++ are
strictly positive. Clearly, B++ is an ideal in B+.
Pick a U -module M with AnnU (M) = J . Consider the induced module M = B ⊗U⊗B+ M .
Here B+ acts on M via the projection B+ B+/B++ =K.
We claim that, as a U -module, M = U ⊗U(p) M . Since B = B− ⊗ U ⊗ B+ we see that M =
U(n−)⊗M as a U(p−)-module, where we consider U(p−) as a subalgebra of B. All eigenvectors
of ϑ∗ with positive eigenvalues act by zero on M ⊂ M . Since the map Ξ˜ is G-equivariant, we
have Ξ˜([ϑ,u]) = ϑ∗u for all u ∈ U . Therefore n acts trivially on M . The identity map M → M
extends to a homomorphism U ⊗U(p) M →M of U -modules. Since both U ⊗U(p) M and M are
naturally identified with U(n−)⊗M , we see that this homomorphism is, in fact, an isomorphism.
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Ξ˜−1(J ⊗ D(N−)). On the other hand, from the previous paragraph it follows that AnnU (M)=
J . 
Step 2. Recall the isomorphism
Φh¯ :K
[
T ∗G
]∧
Gx[[h¯]] ∼−→ A∧V,h¯
(
K[X]∧Gx[[h¯]]
)(:= A∧V,h¯⊗̂K[[h¯]]K[X]∧Gx[[h¯]])
from Theorem 4.2.1. We have a similar isomorphism Φ0h¯ :K[T ∗G]∧Gx ∼−→ A∧V ,h¯(K[X]∧Gx[[h¯]]).
We extend Φh¯ to the isomorphism K[T ∗G]∧Px[[h¯]] ∼−→ A∧V,h¯(K[X]∧Px[[h¯]]) and then, per-
forming the quantum Hamiltonian reduction, we get an isomorphism Φh¯ : K[Y˜ ]∧Gy[[h¯]] ∼−→
A∧V,h¯(K[Y ]∧Gy[[h¯]]).
The following lemma is a quantum analog of Lemmas 6.2.1–6.2.3.
Lemma 6.4.4. There is a commutative diagram
K[Y∧Gy][[h¯]] K[X]∧Gx[[h¯]]
A∧V ,h¯(K[X]∧Gx[[h¯]]) K[T ∗G]∧Gx[[h¯]]
K[Y˜ ]∧Gy[[h¯]]A∧V,h¯(K[Y ]∧Gy[[h¯]]) AV,h¯(K[Y ]∧Gy[[h¯]])



Φ
−1
0h¯

Φ
−1
h¯Λh¯
(6.5)
Here all vertical maps are natural embeddings, while Λh¯ is an automorphism of the form
A exp( 1
h¯2
ad(fˆ )) for some G × Q-invariant element fˆ ∈ A∧V,h¯(K[Y ]∧Gy[[h¯]]) of degree 2 with
respect to K×. The bottom horizontal arrow is an isomorphism from Proposition 6.3.1.
Proof. Similarly to Lemma 6.2.2, we get a G × Q × K×-equivariant automorphism Λh¯
of A∧V,h¯(K[Y ]∧Gy[[h¯]]) making the diagram commutative and preserving the quantum co-
moment map. In addition, we may assume that modulo h¯2 the automorphism Λh¯ equals
A exp( 1
h¯2
ad(f )), where f,A are as in Lemma 6.2.3. In particular, exp( 1
h¯2
ad(f )) converges. So
Λh¯,1 := Λh¯ exp(− 1
h¯2
ad(f ))A−1 has the form id+∑∞i=1 Tih¯2i . Again, Λh¯,1 is a G × Q ×K×-
equivariant Hamiltonian automorphism. As in the proof of [24, Theorem 2.3.1], we see that
T1 is a G × Q-equivariant Poisson derivation of K[Y × V ∗]∧Gy . Also let us note that T1 an-
nihilates the image of the classical comoment map and therefore, by Lemma 3.2.3, T1 = vf1
for some G × Q-invariant element f1 ∈ K[Y × V ∗]∧Gy that has degree 0 w.r.t. K×. Replace
Λh¯,1 with Λh¯,2 := Λh¯,1 exp(− ad(f1)). We get Λh¯,2 = id+∑∞i=2 T ′i h¯2i . Repeating the proce-
dure we obtain a presentation Λh¯ = A exp( 1
h¯2
ad(f )) exp(ad(f1)) exp(h¯2 ad(f2)) . . . . Using the
Campbell–Hausdorff formula, we get a presentation of Λh¯ in the form required in the statement
of the proposition. 
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Wh¯ ↪→K[Y ]∧Gy[[h¯]],Uh¯ ↪→K[Y˜ ]∧Gy[[h¯]] come from the quantum Hamiltonian reduction).
K[Y ]∧Gy[[h¯]]G W∧h¯
A∧V ,h¯(W∧h¯ ) U∧h¯
K[Y˜ ]∧Gy[[h¯]]GA∧V,h¯(K[Y ]∧Gy[[h¯]]G) A∧V,h¯(K[Y ]∧Gy[[h¯]]G)





Λh¯ 
W∧h¯
A∧V,h¯(W∧h¯ )







U∧h¯




(6.6)
Step 3. Recall from [23] that for a flat K[h¯]-algebra Ah¯ equipped with a K×-action one defines
the set Idh¯(Ah¯) of two-sided h¯-saturated K×-stable ideals.
Now let A be an algebra equipped with an increasing exhaustive separated filtration Fi A.
Then to A we can assign the Rees algebra Rh¯(A)=⊕i∈Z(Fi A)h¯i ⊂ A[h¯−1, h¯]. The group K×
naturally acts on Rh¯(A) by algebra automorphisms. Also to any two-sided ideal I ⊂ A we can as-
sign the two-sided ideal Rh¯(I)=⊕i∈Z(Fi A∩I)h¯i . As we have seen in [23, Subsection 3.2], the
sets Id(A) and Idh¯(Rh¯(A)) are identified via the maps I →Rh¯(I), Ih¯ → Ih¯/(h¯− 1)Ih¯. In par-
ticular, we have identifications Id(W) ∼−→ Idh¯(Wh¯), Id(U) ∼−→ Idh¯(Uh¯), Id(W) ∼−→ Id(W h¯).
Also we have the following result whose proof is straightforward.
Lemma 6.4.5. Let A,B be filtered algebras and Φ : A → B be a homomorphism preserving the
filtrations. Let Φh¯ : Rh¯(A) → Rh¯(B) be the induced homomorphism of the Rees algebras. Then
Φ−1h¯ (Rh¯(I)) =Rh¯(Φ−1(I)) for any two-sided ideal I ⊂ B.
In [23, Subsection 3.4], we established a natural identification Idh¯(Wh¯) ∼−→ Idh¯(W∧h¯ ).
We have a similar identification for W . Also we have a natural identification Idh¯(Ah¯) ∼−→
Idh¯(A∧V,h¯(Ah¯)) provided Ah¯ is complete in the h¯-adic topology. More precisely, the maps
Ih¯ → A∧V,h¯⊗̂K[[h¯]]Ih¯,Jh¯ → Jh¯ ∩ Ah¯ are mutually inverse bijections between Idh¯(Ah¯) and
Idh¯(A∧V,h¯(Ah¯)).
Lemma 6.4.6. There is an identification Idh¯(U∧h¯ ) ∼−→ Idh¯(K[Y˜ ]∧Gy[[h¯]]G).
Proof. Recall the identification K[Y˜ ][h¯]G ∼−→ U h¯ ⊗K[h¯] Dh¯(N−). Taking the completions at
the point (0,1,0) ∈ g∗ × N− × n−∗ = g∗ × T ∗N−, we get an isomorphism K[Y˜ ]∧Gy[[h¯]]G ∼−→
U∧h¯ ⊗̂K[[h¯]]Dh¯(N−)∧, where the last factor is the completion of Dh¯(N−) at (1,0). This isomor-
phism is K×-equivariant. So we get a natural map
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(
K[Y˜ ]∧Gy[[h¯]]G
)→ Idh¯(U∧h¯ ) (6.7)
given by taking the intersection with U∧h¯ .
The algebra Dh¯(N−)∧ is isomorphic to A∧n⊕n∗,h¯. Hence the map J ′h¯ → Dh¯(N−)∧⊗̂K[[h¯]]J ′h¯
is inverse to (6.7). 
Note that, thanks to Lemma 6.4.4, Λh¯ acts trivially on Idh¯(A∧V,h¯(K[Y ]∧Gy[[h¯]]G)).
Summarizing, we have the following commutative diagram.
Idh¯(K[Y ]∧Gy[[h¯]]G) Idh¯(W∧h¯ )
Idh¯(A∧V ,h¯(W∧h¯ )) Idh¯(U∧h¯ )
Idh¯(K[Y˜ ]∧Gy[[h¯]]G)Idh¯(A∧V,h¯(K[Y ]∧Gy[[h¯]]G))
 ∼=

∼=
∼=
∼=

∼=
∼=
Idh¯(W∧h¯ )
Idh¯(A∧V,h¯(W∧h¯ ))

∼=






Idh¯(U∧h¯ )
∼=




Id(W) Id(W)
Id(U)
∼=
∼=

  ∼=

(6.8)
Here almost all arrows are either natural identifications or are obtained from isomorphisms of
algebras. The maps
Idh¯
(
K[Y ]∧Gy[[h¯]]G
)→ Idh¯(W∧h¯ ), Idh¯(A∧V,h¯(K[Y ]∧Gy[[h¯]]G))→ Idh¯(A∧V,h¯(W∧h¯ )),
Idh¯
(
K[Y˜ ]∧Gy[[h¯]]G
)→ Idh¯(U∧h¯ ), Idh¯(U∧h¯ )→ Id(U) (= Idh¯(Uh¯))
are obtained by pull-backs with respect to the corresponding inclusions. Finally, the maps
Idh¯
(
K[Y ]∧Gy[[h¯]]G
)→ Id(W), Idh¯(K[Y˜ ]∧Gy[[h¯]]G)→ Id(U)
are completely determined by the condition that the diagram is commutative.
Step 4. Let I h¯ be the ideal in W h¯ corresponding to I . Let I∧h¯ denote the closure of I h¯ in W∧h¯ .
One has the equality
I ′ ∩ W♥ = (I∧h¯ )K×-l.f./(h¯− 1)(I∧h¯ )K×-l.f.,
where I ′ is the closure of I in W ′. Indeed, any ideal in W♥ is generated by its intersection
with W , compare with the proof of [21, Lemma 5.3], and both sides of the previous equality
intersect W in I .
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under the maps of the bottommost row of the commutative diagram (6.8). From the construction,
I† is the image of I under the maps of the leftmost column and the topmost row of the diagram.
So it remains to check that
(∗) J is the image of I under the maps of the rightmost column.
We have the following commutative diagram, where all vertical arrows are natural embed-
dings.
U h¯
U∧h¯
Dh¯(N−)⊗K[h¯] U h¯
A∧n⊕n∗,h¯(U∧h¯ )
K[Y˜ ][h¯]G
K[Y˜ ]∧Gy[[h¯]]G
Uh¯
U∧h¯
   






∼=
∼=
(6.9)
The diagram (6.9) gives rise to the following commutative diagram of maps between the sets
of ideals.
Idh¯(U h¯)
Idh¯(U∧h¯ )
Idh¯(U h¯ ⊗K[h¯] Dh¯(N−))
Idh¯(A∧n⊕n∗,h¯(U∧h¯ ))
Idh¯(K[Y˜ ][h¯])
Idh¯(K[Y˜ ]∧Gy[[h¯]])
Idh¯(Uh¯)
Idh¯(U∧h¯ )
   





∼=
∼=
∼=
∼=
Id(U) Id(U)⊗ D(N−) Id(U)
  
 
∼=
∼=
∼= ∼=
(6.10)
The map in the rightmost column of diagram (6.8) is the composition of the identification
Id(W) ∼−→ Idh¯(U∧h¯ ) and the map Idh¯(U∧h¯ )→ Idh¯(Uh¯) from diagram (6.10). Now the claim (∗)
follows from Lemma 6.4.3. 
6.5. Parabolic induction and representation schemes
In this subsection we study the morphism of representation schemes induced by the parabolic
induction functor.
Let us recall some generalities on representation schemes.
Let A be a finitely generated associative algebra with generators x1, . . . , xn. Consider the ideal
J of relations for A in the free algebra K〈x1, . . . , xn〉 so that A ∼= K〈x1, . . . , xn〉/J . Fix some
positive integer d and consider the subscheme X ⊂ Matd(K)n = {(X1, . . . ,Xn), Xi ∈ Matd(K)}
defined by the equations f (X1, . . . ,Xn)= 0 for f ∈ J . By definition the representation scheme
Rep(A, d) is the categorical quotient X//GLd . The points of Rep(A, d) are in bijection with
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induces a morphism Rep(A2, d)→ Rep(A1, d).
For elements x1, . . . , x2n in an associative algebra we put
s2n(x1, . . . , x2n) :=
∑
σ∈S2n
sgn(σ )xσ(1)xσ(2) . . . xσ(2n).
An algebra is said to satisfy the identity s2n if s2n(x1, . . . , x2n) = 0 for all elements x1, . . . , x2n
of this algebra. According to the Amitsur–Levitzki Theorem (see e.g. [27, Theorem 13.3.3]), the
algebra of Matd(K) satisfies s2n provided d  n.
For an algebra A let A(n) denote the quotient of A by the two-sided ideal generated by all
elements s2n(a1, . . . , a2n), ai ∈ A. Clearly, the schemes Rep(A, d) and Rep(A(d), d) are canon-
ically isomorphic.
Proposition 6.5.1.
(1) If e is rigid, then the algebra U([g,g], e)(d) is finite dimensional for any d .
(2) We have an isomorphism W(d) ∼−→U(z(g))⊗U([g,g], e)(d).
(3) The inclusion W ↪→ W ′ induces an isomorphism W(d) → W ′ (d).
Proof. We derive assertion (1) from Corollary A.2.3 proved below in Appendix A. To do this
we need to verify that the Poisson variety S0 := S ∩ [g,g] = Spec(grU([g,g], e)) has only one
0-dimensional symplectic leaf. Symplectic leaves in S0 are exactly the irreducible components
of the intersections of S0 with coadjoint orbits of G, see, for example, [10, 3.1]. So we need to
check that the only orbit in [g,g] of dimension dimO that intersects S0 is O itself.
Assume the converse. Thanks to the contraction property of the Kazhdan action, an orbit O′
intersects S′ if and only if O ⊂ K×O′. Recall that by a sheet in [g,g]∗ one means an irreducible
component of the locally closed subvariety {α ∈ [g,g]∗ | dimGα = k} for some fixed k. A sheet
in a semisimple algebra containing a rigid nilpotent orbit consists only of this orbit, see, for
example, [28, §5.5]. So if O⊂K×O′ and O is rigid, then dimO′ > dimO.
It follows that the only zero-dimensional symplectic leaf in S0 is e. So Corollary A.2.3 does
apply in the present situation.
Assertion (2) follows from the decomposition W =U(z(g))⊗U([g,g], e).
Let us proceed to assertion (3). Let I , resp. I ′, denote the ideal in W (resp., W ′) generated
by s2d(x1, . . . , x2d) with xi ∈ W , (resp., xi ∈ W ′). Clearly, I ′ is the closure of I in W ′. We
need to check that I ′ ∩ W = I and W + I ′ = W ′. Let W =⊕α∈Z Wα denote the eigenspace
decomposition with respect to adh0. We claim that Wα ⊂ I for all α less than some number α0
depending on d .
Let Y denote the union of all sheets containing the orbit O. By Katsylo’s results, [19], the
group Q◦ acts trivially on Y ∩ S. By Theorem A.2.1, the maximal spectrum Specm grW(d) is
contained in Y ∩ S so the K×-action on Specm(grW(d)) (via γ0) is trivial. It follows that adh0
has finitely many eigenvalues on grW(d) and hence on W(d).
Therefore I ′ = I +∏αα0 Wα . So I = I ′ ∩ W and I ′ + W = W ′. 
So we have a homomorphism W(d) → W(d). It gives rise to a morphism Rep(W, d) →
Rep(W, d). Below we assume that e is rigid.
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Proof. Recall that the centers Z,Z of U ,U are identified with the centers of W,W . By Corol-
lary 6.3.3, the following diagram is commutative
Z
Z
W(d)
W(d)
 


By Proposition 6.5.1, W(d) = U(z(g)) ⊗ A, where A is a finite dimensional algebra. Let
us check that the morphism Rep(W, d) = Rep(W(d), d) → Rep(Z, d) is finite. For this we will
describe the varieties in interest. Clearly, a morphism of schemes is finite if the induced morphism
of the underlying varieties is so.
As a variety, Rep(Z, d) is just Spec(Z)d/Sd . Indeed, this variety parameterizes semisimple
Z-modules of dimension d . Such a module is determined up to an isomorphism by an unordered
d-tuple of characters of Z .
Proceed to Rep(W(d), d). As we have seen above, W(d) = U(z(g)) ⊗ A, where A is a finite
dimensional algebra over Z([g,g]). An irreducible W(d)-module has the form Kχ ⊗ V , where
V is an irreducible A-module and Kχ is the one-dimensional U(z(g))-module corresponding to
a character χ . So Rep(W(d)) is a disjoint union of irreducible components Rep(W(d))v , where
v is an unordered collection of irreducible A-modules with sum of dimensions equal d . Let |v|
denote the total number of representations in v. The component is naturally identified with the
quotient of (z(g)∗)|v| by an action of an appropriate product of symmetric groups. The natural
morphism Rep(U(z(g))⊗ A, d) → Rep(Z, d) = Rep(U(z(g))⊗ Z([g,g]), d) can be read from
the characters appearing in the restrictions of irreducible A-modules to Z([g,g]). It is easy to
see that this morphism is finite.
From the description of Rep(Z, d) (the variety Rep(Z, d) can be described similarly)
it is clear that the morphism Rep(Z, d) → Rep(Z, d) is also finite. So the composition
Rep(W(d), d)→ Rep(Z, d) is finite. 
6.6. Adjoint functors
The goal of this subsection is to construct the left and right adjoint functors of the parabolic
induction functor ρ.
Let M be a finite dimensional W-module. Pick an ideal J ⊂ Z of finite codimension annihi-
lating M . So M is a module over WJ := W/WJ .
Proposition 6.6.1. There is a minimal two-sided ideal I0 of finite codimension in WJ .
Proof. It is enough to check that the W-bimodule WJ has finite length. This will follow for
an arbitrary J if we prove it for a maximal one. The claim for maximal J is [11, Theo-
rem 4.2.2(i)]. 
4878 I. Losev / Advances in Mathematics 226 (2011) 4841–4883In particular, the sequence ker(WJ → W(d)J ) stabilizes for any given J . Similarly, forWJ := W/WJ (where we consider J as a subspace in Z via the embedding Z ↪→ Z) the
sequence W(d)J stabilizes. So there is N ∈ N such that W(d)J = W(N)J and W(d)J = W(N)J for all
d >N .
Let WJ -Modfin,WJ -Modfin denote the categories of finite dimensional modules for the
corresponding algebras. Let ρJ : WJ -Modfin → WJ -Modfin be the corresponding pullback
functor.
Set κlJ (•) := W(N)J ⊗W (N)J •, κ
r
J (•) := HomW (N)J (W
(N)
J ,•). These are the left and right ad-
joint functors of ρJ .
Now let J1 ⊂ J2 be two ideals of Z of finite codimension. Then we have the natural embed-
ding ι12 : WJ2 -Modfin → WJ1 -Modfin and the similar embedding ι12 for W .
It is clear that κlJ1 ◦ ι12 = ι12 ◦ κlJ2 and κrJ1 ◦ ι12 = ι12 ◦ κrJ2 . Since the category W-Modfin is
the direct limit of its full subcategories WJ -Modfin (and similarly for W) we get the well-defined
direct limit functors κl, κr : W-Modfin → W-Modfin that are left and right adjoint to ρ.
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Appendix A
A.1. Fedosov quantization vs twisted differential operators
Let X0 be a smooth affine variety. Consider the cotangent bundle X := T ∗X0. Then X has a
canonical symplectic form ω. Our first goal in this section is to relate the Fedosov quantization
corresponding to the zero curvature form to a certain algebra of twisted differential operators
on X0.
For computations we will need a precise description of the Poisson structure on K[X]. Recall
that the symplectic form ω on X equals −dλ, where λ is the canonical 1-form on X defined
as follows. A typical point of X is x = (x0, α), where x0 ∈ X0, α ∈ T ∗x X0. Equip X with the
K×-action by setting t.(x0, α) = (x0, t−2α). Let π denote the natural projection XX0. Then
for v ∈ TxX we set 〈λx, v〉 := 〈α,dxπ(v)〉.
Identify K[X0] with a subalgebra in K[X] via π∗ and also embed Vect(X0) into K[X] as the
space of functions of degree 2 with respect to the K×-action. Then the Poisson bracket on K[X]
is determined by the following equalities:
{f1, f2} = 0,
{f, v} = ∂vf = −Lvf,
{v1, v2} = [v1, v2],
f, f1, f2 ∈ K[X0], v, v1, v2 ∈ Vect(X), (A.1)
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has the form
Lvλ= −dιvλ− ιv dλ, v ∈ Vect(X0), λ ∈Ω•(X0).
Consider the algebra D(X0) of linear differential operators on X0 and equip it with the filtra-
tion Di (X0), where Di (X0) consists of differential operators of order  i2 . Form the Rees
algebra Dh¯(X0) := ⊕∞i=0 Di (X0)h¯i . This algebra has a natural K×-action. Note also that
Dh¯(X0) can be considered as the algebra of global section of the sheaf of homogeneous dif-
ferential operators on X0.
Consider the bundle Ω top (= Ω topX0 ) of top differential forms on X0, and let X˜0 denote the
total space of this bundle. This is a smooth algebraic variety acted on by the torus K×. The
algebra K[X˜0]K× is naturally identified with K[X0], while the space of functions of degree 1
is nothing else but Γ (X0,Ω top). The K×-action gives rise to the Euler vector field eu on X˜0.
Consider the algebra D 12Ω top(X0) of twisted differential operators on 12Ω top, i.e. the algebra
D(X˜0)K×/(eu − 12 ). This algebra has a filtration Fi D
1
2Ω
top
(X0) similar to the one above and we
can form the Rees algebra
D
1
2Ω
top
h¯ (X0) :=
∞⊕
i=0
Fi D
1
2Ω
top
(X0)h¯
i = Dh¯(X˜0)K×/
(
eu − 1
2
h¯2
)
.
Let  denote the projection D(X˜0)K×  D 12Ω top(X0). We have the natural embedding
ι :K[X0] ↪→ D(X˜0). For v ∈ Vect(X0) define a K×-invariant vector field ι(v) on X˜0 by
Lι(v)f = Lvf, Lι(v)σ = Lvσ, f ∈K[X0], σ ∈ Γ
(
X0,Ω
top).
For brevity, put θ =  ◦ ι.
Proposition A.1.1. Equip K[X][h¯] with a homogeneous Fedosov star-product corresponding to
the zero curvature form. Then there is a unique homomorphism K[X][h¯] → D
1
2Ω
top
h¯ (X0) map-
ping f ∈K[X0] to θ(f ) and v ∈ Vect(X0) to h¯2θ(v). This homomorphism is an isomorphism.
Proof. Let f ∗g =∑∞i=0 Di(f,g)h¯2i be the star-product on K[X][h¯]. Then it is well known, see,
for example, [3, Lemma 3.3], that Di(f,g) = (−1)iDi(g,f ) for all f,g ∈ K[X]. In particular,
D1(f, g)= 12 {f,g} and D2 is symmetric. So we have
f1 ∗ f2 = f1f2,
f ∗ v = f v − 1
2
Lvf h¯
2,
v ∗ f = f v + 1
2
Lvf h¯
2,
v1 ∗ v2 − v2 ∗ v1 = [v1, v2]h¯2,
f, f1, f2 ∈ K[X0], v, v1, v2 ∈ Vect(X0). (A.2)
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tions (A.2). Equip D̂h¯ with the filtration “by the order of a differential operator”: Fk D̂h¯ =
K[X0][h¯]Vect(X0)k . We have a natural epimorphism D̂h¯ → K[X][h¯]. Passing to the associated
graded algebras we get a homogeneous homomorphism gr D̂h¯ →K[X][h¯] (where the last space
is considered as an algebra with respect to the commutative product). This homomorphism has an
inverse, a natural epimorphism K[X][h¯] gr D̂h¯, because the algebra K[X][h¯] is naturally iden-
tified with SK[X0][h¯](Vect(X0)⊗K[h¯]). It follows that the natural epimorphism D̂h¯ → K[X][h¯]
(here K[X][h¯] is a quantum algebra) is an isomorphism.
We are going to check that in D 12Ω top(X0) the relations analogous to (A.2) hold. Clearly,
ι(f1)ι(f2)= ι(f1f2). Let us compute now ι(f )ι(v). We have
ι(f ) ◦ ι(v)g = fLvg, g ∈K[X0], (A.3)
ι(f ) ◦ ι(v)σ = fLvσ = Lfvσ + df ∧ ιvσ = Lvf σ − (Lvf )σ. (A.4)
So we see that ι(f )ι(v) = ι(f v)− ι(Lvf )eu. Therefore in D 12Ω top(X0) we have
θ(f )θ(v) = θ(f v)− 1
2
θ(Lvf ).
Similarly, we have
θ(v)θ(f )= θ(f v)+ 1
2
θ(Lvf ).
Finally, from the definition of θ we have θ([v1, v2])= [θ(v1), θ(v2)].
Since K[X][h¯] is identified with D̂h¯ as above, we have a unique homomorphism K[X][h¯] →
D
1
2Ω
top
h¯ (X0) sending f ∈K[X0], v ∈ Vect(X0) to θ(f ), h¯2θ(v). Define a filtration on D
1
2Ω
top
h¯ (X0)
by
GiD
1
2Ω
top
h¯ (X0)= θ
(
K[X0]
)[h¯](h¯2θ(Vect(X0))i)
(i.e., again by the order of a differential operator). Then the associated graded algebra is again
naturally identified with the commutative algebra K[X][h¯]. Moreover, under this identification,
the associated graded of the homomorphism under consideration is the identity. So we see that
the homomorphism is actually an isomorphism. 
Suppose that we have an action of G on X0. Then the map ξ → Ĥξ := ξX0 h¯2 ∈ D2(X0)h¯2,
where ξX0 is the velocity vector field associated to ξ , is a quantum comoment map.
The G-action on X0 lifts naturally to X˜0. The quantum moment map for the corresponding
G-action on Dh¯(X˜0) is ξ → ι(ξX0)h¯2. The G-action descends to D
1
2Ω
top
h¯ (X0) with a quantum
comoment map ξ → θ(ξX0)h¯2.
In particular, if Ω top is G-equivariantly trivial, then there is a G×K×-equivariant Hamiltonian
isomorphism K[X][h¯] → Dh¯(X0).
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Let A be an associative algebra with unit equipped with an increasing exhaustive filtra-
tion Fi A, i  0. Let A :=∑i Ai , where Ai := Fi A/Fi−1 A, be the corresponding associated
graded algebra. We assume that A is finitely generated over K. Suppose that there is d > 0 with
[Fi A,Fj A] ⊂ Fi+j−d A for all i, j . Then A has a canonical Poisson bracket induced from A
with {Ai,Aj } ⊂ Ai+j−d . Consider the Poisson ideal I := A{A,A}. Then I is the minimal ideal
of A such that the algebra A/I is Poisson commutative.
Fix a positive integer n. Recall the quotient A(n) of A defined in Subsection 6.5. Let In be
the kernel of the natural epimorphism AA(n).
Theorem A.2.1. In the above notation,
√
grIn ⊃ I .
Proof. The filtration on A induces a filtration Fi A(n) on A(n). Set B := grA(n). We need to
show that all symplectic leaves of the Poisson subscheme SpecB ⊂ SpecA are 0-dimensional.
Assume the converse, pick a point x ∈ SpecB whose symplectic leaf has positive dimension.
Without loss of generality, we may assume that x lies in the smooth locus of the reduced scheme
associated with B .
The algebra A(n) satisfies the identities s2n. Consider the Rees algebra Rh¯(A(n)) =⊕
i0 h¯
i Fi A(n). Then Rh¯(A(n))/(h¯ − a) ∼= A(n) for a ∈ K, a 	= 0, and Rh¯(A(n))/(h¯) ∼= B .
In particular, the algebras Rh¯(A(n))/(h¯ − a) satisfy s2n for all a ∈ K. So Rh¯(A(n)) also satis-
fies s2n. Let us note that Rh¯(A(n)) is flat over K[h¯].
Let mx be the maximal ideal of x in B and let m˜x be the inverse image of mx in Rh¯(A(n)).
Consider the completion R∧h¯ (A(n)) of Rh¯(A(n)) w.r.t. m˜x , i.e., R∧h¯ (A(n)) := lim←−Rh¯(A(n))/m˜nx .
Lemma A.2.2. R∧h¯ (A(n)) is K[[h¯]]-flat.
Proof. Consider the h¯-adic completions m˜′x,R′h¯(A(n)) of m˜x,Rh¯(A(n)). The assumptions of [24,
Lemma 2.4.2] hold for m˜′2x ⊂ R′h¯(A(n)). So the blow-up algebra Blm˜′x (R′h¯(A(n))) :=
⊕
i0 m˜
′2i
x
is Noetherian. Now we can repeat the argument used in the proof of [24, Proposition 2.4.1]. 
It follows from the construction that R∧h¯ (A(n)) satisfies s2n. Also note that R∧h¯ (A(n))/(h¯) =
B∧x := lim←−B/mkx . Let us check that there are elements a˜, b˜ ∈R∧h¯ (A(n)) with [˜a, b˜] = h¯d .
Recall that the symplectic leaf of Spec(B) passing through x has positive dimension. There-
fore, [18, Proposition 3.3], implies that B∧x can be decomposed into the completed tensor product
of the algebra K[[a, b]] with {a, b} = 1 and of some other Poisson algebra B ′. Lift a, b to some
elements a˜, b˜′ of R∧h¯ (A(n)). Then [˜a, b˜′] ∈ h¯d + h¯d+1R∧h¯ (A(n)). The map {a,•} : B∧x → B∧x is
surjective. This observation easily implies that we can find an element y ∈ h¯R∧h¯ (A(n)) such that
a˜ and b˜ = b˜′ + h¯y will satisfy [˜a, b˜] = h¯d .
Now consider the Weyl algebra Ah¯ with generators u,v and the relation [u,v] = h¯d (recall
that previously we had d = 2). We have an obvious homomorphism Ah¯ → R∧h¯ (A(n)). This ho-
momorphism is injective because R∧h¯ (A(n)) is K[[h¯]]-flat. So Ah¯ satisfies s2n. Hence the Weyl
algebra A = Ah¯/(h¯ − 1) also satisfies s2n. This is impossible, for example, because the center
of A is trivial, (see, for instance, [27, Proposition 13.6.11]). 
4882 I. Losev / Advances in Mathematics 226 (2011) 4841–4883Corollary A.2.3. Suppose that the scheme Spec(A) has only one 0-dimensional symplectic leaf.
Then In has finite codimension in A for any n. In particular, A has finitely many irreducible
representations of any given dimension.
Proof. The ideal I is just the maximal ideal of a point in A. So grIn is of finite codimension
in A. It follows that In is of finite codimension in A. 
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