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Recently, due to the innovation of science and technology, new functional materials, such
as nanowire and nanotube, are available. Compared with current materials, these ones
have marvelous mechanical, electronic, and chemical properties, and hence they contribute
to the downsizing of electric devices and constructions of new energy systems.
For example, these materials are employed to improve the capacity of hydrogen in
fuel cells. High capacity is one of essential issues for practical use. Nanostructures are
exceedingly suitable for these requirement. For the higher wt% of the hydrogen atom, a
light weight and high hydrogen atom storage capacity are favored. For another example,
in metal-oxide-semiconductor field effect transistor, the thickness of future insulator film is
predicted to attain four and five dozens of atoms due to the downsizing of the transistor.
However, for the thickness of insulator films, new serious problems are reported. The
shortage of the thickness causes the increase of leak current, and also raise the waste of
electric power. Hence, new materials, such as hafnia, are studied for alternative candidates.
For these nanosize materials, computational simulation process is useful for the ma-
terial design and improvement of devices. Electronic structure calculations, such as first-
principles calculation, are one of powerful tools. Hence they are used for analysis. Due
to the drastic innovation of the technology, large-scale and high accuracy calculations are
available in recent days. In the case of the analysis of the nanosize materials, physical
properties highly depend on positions. Hence these quantities have to be analyzed in local
viewpoints. The analysis with local density quantities is suitable for this purpose. One
of these quantities is quantum energy density defined by Tachibana. Accordingly, in this
thesis, the quantum energy density is applied for the study of materials for semiconductor
devices and energy storage devices.
This thesis is organized as follows. First, Chapters 1 and 2 consist of theoretical
studies of aluminum boride nanowires and a pentagonal aluminum nanowire for hydrogen
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adsorption materials. The development of hydrogen storage materials are one of essential
factors of the practical use of a fuel cell. A nanowire has high ratio of surface area to
its mass, and hence it is considered that nanowires are major candidates for hydrogen
storage materials. In Chapter 1, hydrogen adsorption properties of aluminum boride
nanowires are studied in the viewpoints of adsorption energy and quantum energy density.
To analyze bonding states in detail, we investigate these nanowires in terms of quantum
energy density, such as kinetic energy density, tension density, and stress tensor density. In
addition, the changes of geometries and quantum energy density caused by the hydrogen
adsorption are also discussed.
In Chapter 2, the hydrogen atom migration on a pentagonal aluminum nanowire surface
is studied. To discuss this migration, we calculate the potential energy surface (PES) of
the hydrogen atom adsorbed on the pentagonal nanowire. Using this result, we discuss
the behavior of the hydrogen atom on the nanowire. Moreover, due to the light mass of
hydrogen, zero point vibrational energy is large and the probability density of a nucleus
may widely be distributed. Hence the probability density of hydrogen and deuterium
atoms are calculated from PES results.
Second, Chapters 3 and 4 consist of theoretical studies of dielectric properties of high-k
metal oxides. Dielectric breakdown observed for gate insulators in complementary-metal-
oxide-semiconductor is a serious problem in the reliability of advanced electronic devices.
Many researchers have argued that hafnium oxides are superior to silicon oxides for gate
insulators. However, in the case of hafnium oxide insulators, Fermi level pinning is known
to make threshold voltage uncontrollable. It is reported that oxygen vacancies may cause
this phenomenon. Since local effects, such as vacancies, are important, local analysis is
required for the investigation of prospective insulator films. Hence, in these Chapters,
dielectric properties of hafnium oxides are discussed in terms of local dielectric constant
defined by Tachibana. In particular, eigenvalues of a local dielectric constant tensor may
have imaginary parts, and these imaginary parts are considered as the rotational response
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to external electric fields. In Chapter 3, local dielectric properties of a cubic hafnium
oxide are investigated, since its dielectric constant is higher than that of the most stable
monoclinic structure. In this Chapter, we show that the response of inner parts of the
hafnia have the rotational feature and are very complex due to their asymmetric potential
caused by nuclei.
In Chapter 4, the dielectric property of HfLaOx is investigated, since it is reported
that the incorporation of lanthanum atoms makes the structure of a hafnium oxide cubic.
The purpose of this chapter is to clarify the effect of the lanthanum atom on the dielectric
properties of cubic hafnium oxides in terms of local dielectric constant. The comparison
between dielectric properties of hafnium and lanthanum oxides is made by local dielectric
constant to show the effect of the lanthanum interpolation.
At last, in Chapter 5, we investigate a reaction of boron trichloride with iron hydroxide
as a simple model of iron impurities in boron trichloride gas. Boron trichloride gas is widely
used in a production process of semiconductor devices. However, for the downsizing of
devices, iron impurities in the gas is considered to disturb their improvement, and hence the
higher purity is needed. In this study, we clarify a reaction path of boron trichloride with
iron hydroxide. Furthermore, we also discuss its stabilization process using interaction
energy density, which is also one of quantities in quantum energy density framework, and
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the hydrogen adsorption on AlB nanowire
I Introduction
Nowadays, hydrogen energy is focused on as a clean energy resource, taking the place of
fossil fuel. However, hydrogen is gas in room temperature and 1 atm, and thus hydrogen is
difficult to store safely. One of methods of hydrogen storage is using hydrogen adsorption.
For the hydrogen adsorption, higher weight percent storage is required for hydrogen to
take rank with fossil fuel. However, high-weight-percent hydrogen storage has not been
achieved for most of hydrogen storage materials. To overcome the difficulty, nanostruc-
tures are focused on. Nanostructures have larger surfaces than usual bulk structures. In
this point, they have a possibility to store much hydrogen. Thus many studies are reported
about hydrogen storage nanostructures [1, 2] and [3].
In nanomaterials, we particularly focused on one-dimensional structures such as a car-
bon nanotube (CNT) and Al nanowire [1, 4] and [5]. Makita et al. [4] calculated optimized
geometries of aluminum nanowires based on gold nanowires using first-principles electronic
structure calculations. Kawakami et al. [5] showed that hydrogen is adsorbed on a pentag-
onal Al nanowire model by the separation of a H2 molecule into two H atoms. Nakano et
al. [1] suggested to wrap Al species in carbon materials to enhance the hydrogen adsorp-
tion on CNT. Note that Suzuki et al. [6] reported that Al whiskers are actually fabricated
by glancing angle deposition on a high temperature (HT-GLAD) substrate.
For a hydrogen molecule adsorption on these hydrogen storage materials, the low ad-
sorption and dissociation energy under 1.0 eV is for the usage as a fuel cell. However, these
energy are generically larger than 1.0 eV for these nanostructures. As a solution strategy
to overcome the high adsorption and desorption energy, we suggest the use of the elec-
tronic and magnetic force. Thus in this paper, we focus on hydrogen adsorption abilities
and the electronic structures of the AlB and Al nanowires. AlB nanowires are expected
to be a better candidate for hydrogen storage because of light weight of B comparing to
Al. We carry out first-principles calculations to optimized geometries, analyze electronic
structures and clarify the influence of substitution of Al with B for the electronic struc-
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tures. In addition, we analyze details of the electronic structures in terms of the quantum
mechanical energy densities based on the regional density functional theory [7–12] and [13].
II Computational Methods
II-i Calculation model and method
Two AlB nanowire models for our calculation are shown in Figs. 1 and 2. Fig. 1(a)
shows AlB2 bulk models [14]. Fig. 1(b) and (c) shows the hexagonal nanowire models
based on AlB2 bulk models. Fig. 1(d) and (e) are AlB2 bulk surface models, which are
called as the surface model 1 and model 2, respectively. These models are also based
on AlB2 bulk models. In this paper, the small nanowire of Fig. 1(c) is considered to be
a hydrogen storage material. Other models are used to compare with nanowire models.
In Fig. 2, another AlB nanowire and Al nanowire model are shown. This AlB nanowire
model is composed of pentagonal B rings and an Al monoatomic wire. Fig. 2(a) shows the
Al nanowire whose geometry was calculated by Makita et al. [4] consisting of pentagonal
rings and monoatomic wire. Pentagonal B rings are placed with rotating by 36◦ for each
ring. The AlB pentagonal nanowire shown in Fig. 2(b) is based on this Al nanowire. This
AlB nanowire is also considered to be a hydrogen storage material.
The boundary condition of these models is imposed as periodic one. In our calculation,
two kinds of supercell are used. 8.36 A˚ × 8.36 A˚ × 4c A˚ supercell is considered for AlB
nanowires and 10.6 A˚ × 10.6 A˚ × 8c A˚ supercell is considered for Al nanowire. The
parameter c is the distance from atoms on the axis to the pentagonal or hexagonal ring.
If the smaller unit cell is used for Al nanowire, the interaction with next unit cell is not
negligible. The supercells for AlB2 surface models shown in Fig. 1(d) and (e) are 5.19 A˚
× 6.54 A˚ × 10.4 A˚ and 5.99 A˚ × 6.54 A˚ × 10.4 A˚, respectively.
To investigate the electronic structures of the systems, variational calculations are
carried out based on density functional theory, which is implemented by FHI98md pro-
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gram package [15]. Wave functions of valence electrons are expanded by Bloch functions,
while atomic cores and inner-shell electrons are replaced by Hamman’s norm conserving
pseudopotentials [16]. The generalized-gradient-approximation method is employed for
exchange-correlation interaction formulated by Perdew and Wang (PW91) [17]. The val-
ues of cutoff energy for wave functions with plane-wave expansion are chosen as 1088 eV
for the AlB nanowires and 408 eV for the Al nanowire. The higher cutoff energy, 1088 eV,
is required to derive an accurate result for B atoms. The cutoff energy for bulk surface
model is the same as the lower cutoff energy. This is because the vacuum region is only
one direction. Thus the lower cutoff energy is sufficient.
The density of states (DOS) are calculated using a density functional method with ADF
program package [18]. Electron wave functions are expanded with linear combinations of
atomic orbital basis set. In our calculation, hybridization of Slater type double-zeta basis
and numerical one are employed.
The minimum point in a potential energy surface corresponds optimized structure. In
the optimization calculation, two geometric parameters, the radius of nanowire r1 and the
length of the unit c, are determined. The geometries of our models are optimized with
keeping their symmetries.
II-ii Quantum energy density
Quantum energy density [7–9] and [10] provides a number of information about electronic
properties. First, we can derive kinetic energy density nT (~r) from electron wave functions
as follows,







ψ∗i (~r)△ψi(~r) +△ψ∗i (~r)ψi(~r)
]
, (1)
where νi is the occupation number of the ith state ψi. This energy density represents
whether electrons can behave as classical particle. Electrons can freely move as obeying
classical mechanics in positive kinetic energy density region, which is called as electronic
drop region RD. On the other hand, in the negative kinetic energy density region, which
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is called as electronic atmosphere region RA, electrons cannot move freely and exist by
only quantum tunneling effects. The boundary of these two regions is called electronic
interface S. Stress tensor density
↔































The positive and negative eigenvalues of
↔
τS(~r) represent the tensile and compressive
stress, respectively. This tensor clarifies properties of chemical bonds, i.e., covalent bonds
and metallic ones are distinguished. In this paper, we show the largest eigenvalues and
their eigenvectors as the principal stress. Tension density ~τS(~r) = (τS1(~r), τS2(~r), τS3(~r))




























III Results and Discussion
III-i Geometry of AlB nanowires
Fig. 3 shows the potential energy curves of both AlB nanowires for hydrogen storage. The
energy curves are shown depending on the parameter r1 and c. The optimized parameter
corresponds to the minimum energy. The calculation is done in detail around the stable
geometry. In the case of the pentagonal AlB nanowire, r1 and c are determined at 1.31 A˚
and 1.80 A˚, respectively. In this structure, the bond length between B atoms on the same
ring is 1.54 A˚ and that between B and Al atoms is 2.23 A˚. In the hexagonal AlB nanowire,
r1 and c are 1.54 A˚ and 1.68 A˚, respectively, and the length between B (B and Al) atoms is
1.54 A˚ (2.28 A˚). The optimized lengths of B−B bond are the same for both models, while
7
other parameters are different from each other. On the other hand, in larger hexagonal
nanowire models, the B−B bond length is 1.67 A˚ and the B−Al length is 2.36 A˚. Moreover
the interatomic distances in AlB2 crystal are known as 1.73 A˚ for B−B and 2.38 A˚ for
B−Al, these bond lengths are shorter in nanowire structures. In Al nanowire, the wire
radius r1 and the length of the unit c are 2.48 A˚ and 1.34 A˚, respectively.
Fig. 4 shows△E/△c as a function of△c, where△c is the difference between c and that
of the stable geometry, and △E is the difference in the potential energy. In both simple
AlB nanowire models, the line can be approximately considered as straight. The gradients
of the lines mean the stability of nanowires. This figure shows that larger energy is needed
for larger△c. Therefore, the gradients are regarded as Youngs modulus. Thus these figures
indicate the stabilization of simple AlB nanowires in the axial direction. But the geometry
which is calculated with keeping symmetry may be a meta-stable one. The stability of
nanowire model is investigated by the deformation along the normal vibrational modes,
where the norm of the eigenvectors is set to 0.1 A˚. The normal vibrational modes are
calculated with Gaussian 03 in the molecular system [19]. Atoms of models are moved to
the direction of the imaginary normal vibrational modes and the total energy are calculated
with this models in the periodic system. As a result, these nanowires are stable enough.
Electronic structure of simple nanowires
First, we discuss the electronic structure of nanowire models. The DOS and band structure
of simple nanowire models are shown in Fig. 5. The Fermi levels are shifted to the origin
in the vertical axes. In addition, the DOS of the AlB2 bulk, surface and larger nanowire
models are shown in Fig 6. Moreover the band structure of larger nanowire models is
shown in Fig 6. The Fermi levels are also shifted as figures of simple nanowire models. In
the pentagonal AlB nanowire, the band gap on the Fermi level is seen in Fig. 5(a). Hence
this indicates that AlB pentagonal nanowire has different conductive property from AlB2
bulk structure. On the other hands, DOS and band structure of AlB hexagonal nanowire
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in Fig. 5(b) is metallic. Moreover the DOS and band structure of AlB2 surface and larger
hexagonal nanowire are shown in Figs. 6(a)-(c). In Al pentagonal nanowire model, DOS
and band structure is metallic.
Next, to study electronic state of the simple nanowire models in detail, the electron
density, the kinetic energy density, tension density and stress tensor density are calculated.
The electron density on the xz-plane and xy-plane are shown in Fig. 7. Fig. 7(a), (b),
(d), (e), (g), and (h) are the sum of the occupied states and Fig. 7(c), (f) and (i) are
the highest occupied state. Fig. 7(a), (d) and (g) show electron density on xy-plane and
the other figures show that of xz-plane. In Fig. 8, the kinetic energy density and the
tension density is shown. Fig. 8(a), (b), (d), (e), (g) and (h) are the sum of the occupied
states and Fig. 8(c), (f) and (i) are the highest occupied state. The tension density is
normalized. Fig. 8(a), (d) and (g) show the kinetic energy density and tension density on
xy-plane and the other figures show those of xz-plane. Fig. 9 shows the largest eigenvalue
and eigenvector of stress tensor density. The eigenvector is normalized. Fig. 9(a),(c), and
(e) show stress tensor density on xy-plane and the other figures show that of xz-plane.
First, we discuss the pentagonal AlB nanowire. In Fig. 7(a) and (b), the electron den-
sity between B atoms is high. It shows that B atoms are bonded each other. It is seen
from Fig. 7(c) that the electron density of the highest occupied state concentrates on B
atoms rather than on Al atoms. The highest occupied state B(2s2p) appears on the di-
rection perpendicular to the wire axis like dangling bonds. Hence, it is seen that it makes
bonds not along the wire axis but between B atoms on the five-membered ring. Therefore,
in the pentagonal AlB nanowire, electrons cannot move along the nanowire axis like free
electrons. Moreover, it can be speculated that this concentrated electron density affects
H atom adsorption. This tendency is also seen in the kinetic energy density and tension
density. In Fig. 8(a) and (b), the kinetic energy density concentrate between B atoms
and in Fig. 8(c) the kinetic energy density of the highest occupied state concentrate on
the direction perpendicular to the wire axis like dangling bonds. In Fig. 9(a) and (b), the
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largest eigenvalue and the eigenvector are shown. The red (blue) region means the positive
(negative) eigenvalue of the stress tensor density. The positive stress is seen between B
atoms and spindle structure is seen in the same region. This means B−B bond has the
covalent property.
Properties of the hexagonal AlB nanowire are similar to those of the pentagonal one
as seen in Fig. 7, Fig. 8 and Fig. 9. However, in the hexagonal one, the highest occupied
state B(2s2p) appears not only on the direction perpendicular to the wire axis. It appears
around B atoms, which is in contrast with that of the pentagonal one. The interaction of
these atomic orbitals is weak, and hence narrow band appears near the Fermi level as seen
in Fig. 5(b). However, electrons on the narrow band are not conductive, since electrons
concentrates on B(2s2p) hybridized orbitals and heavy effective masses are understood
from the DOS and band structure. Thus, the motion of electrons is also constrained only
on the atoms, and hence this nanowire is expected not to have the conductivity as the
pentagonal one.
Next, we consider the pentagonal Al nanowire. The band structure shows metal-
lic properties as shown in Fig. 5(c). In the Al nanowire, the electron density and the
positive kinetic energy density region is observed in the whole Al nanowire (Fig. 7 and
Fig. 8(g)−(i)). Hence, it is expected that electrons can be accelerated by the external
fields and escape from the constraint of atomic nuclei. Therefore, it can be concluded that
Al nanowire has conductivity. The largest eigenvalue is almost negative on the xz-plane
and xy-plane. This shows metallic bond between Al atoms. In Al nanowire models, elec-
trons of HOMO state are not localized. Thus it can be speculated that AlB nanowire has
different hydrogen adsorption property.
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III-ii Hydrogen adsorption on AlB nanowires
Hydrogen adsorption site and energy
In this section, hydrogen adsorption on the nanowires is discussed. Total energy is cal-
culated to find out the stable adsorption point of a H atom on the nanowires. Three
adsorption points, sites 1, 2, and 3, as shown in Fig. 10 are considered. First, the geome-
tries of the nanowires are fixed for the calculation of total energy. The stabilization energy
△E is defined as
△E = E(nanowire + H)− {E(nanowire) + E(H)}. (4)
The results of △E are shown in Table 1. In these results, the stabilization energy is the
lowest on site 1 for all models. Therefore, a H atom is adsorbed on the top of B (Al)
atoms. In the following, we only consider the hydrogen adsorption on the top of Al or B
of the ring layer.
Next we consider the adsorption of H2 molecules. The number of H atoms is even, and
therefore the following definition of the adsorption energy is used,
△E = E(nanowire +N × H2)−E(nanowire)−N ×E(H2)
N
, (5)
where N is the number of H2 in the system. The results are shown in Table 2. △E is
calculated on the condition that hydrogen is adsorbed on all adsorption sites as shown in
Fig. 11. The radius of B ring, r1, and the distance between B and H, r2, are investigated
as geometric parameters with keeping their symmetry of nanowires (Fig. 11). In the case
of the pentagonal AlB nanowire and H atoms, r1 and r2 are determined at 1.47 A˚ and
1.20 A˚, respectively. In this structure, the bond length between B atoms on the same ring
is 1.73 A˚ and that between B and Al atoms is 2.50 A˚. The stabilization energy △E is
−2.14 eV. In the hexagonal AlB nanowire, r1 (r2) are 1.68 (1.20) A˚, the length between
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B (B and Al) atoms is 1.68 (2.34) A˚, and the stabilization energy △E is −2.10 eV. In
both models, the bond lengths between B atoms on the same ring are longer than those of
AlB nanowire without H atoms. The stabilization energy is below −2.0 eV. On the other
hand, in the case of Al nanowire, the bond length between Al atoms on the same ring is
2.76 A˚, which is shorter than Al nanowire without H atoms. The stabilization energy is
−0.5 eV. Therefore, AlB nanowires are also more stable than Al nanowire for hydrogen
adsorption. This difference of the hydrogen adsorption energy comes from the effect of
the stabilization of the localized electron in HOMO. Since the adsorption energy of a H2
molecule adsorption is −1.83 eV in the AlB2 bulk surface model 1 and −1.12 V in the
surface model 2 in the case of AlB2, these results mean that AlB nanowires are more stable
than AlB2 bulk surface for hydrogen adsorption.
Electronic structure
The DOS and band structure of AlB and Al simple nanowires after H adsorption are shown
in Fig. 12. The DOS of AlB2 bulk surface models after hydrogen adsorption are shown
in Fig. 13. The DOS and band structure of all models are metallic. In both AlB simple
nanowires, the state on the Fermi level consists of narrow band. Thus the conductivity of
AlB simple nanowire is different from the AlB2 bulk and surface.
The electron density on the xz-plane and xy-plane are shown in Fig. 14. Figs. 14(a),
(b), (d), (e), (g), and (h) are the sum of the occupied states and (c), (f) and (i) are the
highest occupied state. Figs. 14(a), (d), and (g) show electron density on xy-plane and
the other figures show that of xz-plane. In Fig. 15, the kinetic energy density and the
tension density is shown. Figures 15(a), (b), (d), (e), (g), and (h) are the sum of the
occupied states and (c), (f) and (i) are the highest occupied state. The tension density is
normalized. Figs. 15(a), (d), (g) show the kinetic energy density and tension density on
xy-plane and the other figures show those of xz-plane. Fig. 16 shows the largest eigenvalue
and eigenvector of stress tensor density on xy-plane and the other figures show those of
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xz-plane. The eigenvector is normalized.
First, we discuss the pentagonal AlB nanowire. After the hydrogen adsorption on
the pentagonal AlB nanowire, the sum of the electron density in Figs. 14(a) and (b)
appear between B and H. In the highest occupied state (Fig. 14(c)), the electron density
also appears around H atoms. In the kinetic energy density (Fig. 15(a)-(c)), the sum
of the all occupied states shows the same tendency in the electron density. The kinetic
energy density regions with negative kinetic energy density for the highest occupied state
appear at the center of the five-membered ring. This means that the highest occupied
state consists of H states. Thus the peak around the Fermi level in the DOS figure is
the electron related with B−H bonds. In Fig. 16(a) and (b), the positive region and the
spindle structure are seen between B and H and between B atoms on the same ring. This
means that the both bonds are the covalent bond. The AlB hexagonal nanowire similar
properties to the pentagonal model as seen in Figs. 12, 14-16.
In Al nanowire, it is seen in Fig. 12 the DOS of Al nanowire on the Fermi level is
changed by the hydrogen adsorption. The electron density of the sum of the all occupied
state is high around H atoms. In the highest occupied state, the electron density and the
kinetic energy density are localized between Al and H and between atoms on the axis.
This is different from the electron density before the hydrogen adsorption. In Figs. 16(e)
and (f), the positive region and the spindle structure are seen between Al and H and the
negative region is seen between Al atoms. This means that the Al-H bond is the covalent
bond and Al−Al bond is metallic.
IV Conclusion
We performed first-principles calculations for AlB nanowires to study the transitions of
their electronic structures caused by H atoms adsorption. The difference between AlB
nanowires and Al nanowire is clearly seen in the electron density and energy density. The
13
electron of the highest occupied state appears on the direction perpendicular to the wire
axis like dangling bonds. Therefore, it can be concluded that the AlB nanowires do not
have the conductivity, while AlB2 bulk has it. It can be also seen that AlB nanowires are
more stable in the hydrogen adsorption. After the hydrogen adsorption occurred, H atoms
make the covalent bond with B and Al. There is no significant difference of the electron
density between the hexagonal AlB nanowire and the pentagonal within this work. The
DOS of the Al nanowire on the Fermi level is decreased by the H adsorption. We have
confirmed that conductivity of AlB nanowires are unchanged with hydrogen adsorption as
seen from the electron density and the energy density. The hydrogen adsorption energy
of AlB nanowire models is larger than that of Al nanowire. In this point, AlB nanowire is
more stable in the hydrogen adsorption.
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Table 1: The geometry parameters of nanowiremodels and AlB2 bulk
Site 1 Site 2 Site 3
AlB Pentagonal −5.53 [eV] −3.54 [eV] -
AlB Hexagonal −5.65 [eV] −4.53 [eV] -
Al pentagonal −3.59 [eV] −3.34 [eV] −3.37 [eV]
Table 2: Geometry parameters and the stabilization energy of H2 molecule adsorption
r1 (A˚) r2 (A˚) ∆E(eV)
AlB Pentagonal 1.47 1.20 −2.14
AlB Hexagonal 1.68 1.20 −2.10
Al Pentagonal 2.35 1.57 −0.50
AlB Surface 1 - - −1.84








Figure 1: (a) AlB2 bulk model, (b) AlB larger hexagonal nanowire model, (c) AlB hexag-
onal nanowire model, (d) AlB2 bulk surface model 1, (e) AlB2 bulk surface model 2.
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Figure 3: Total energy curves. (a) AlB pentagonal nanowire model as a function of r1, (b)
AlB pentagonal nanowire model as a function of c. (c) AlB hexagonal nanowire model as


































Figure 4: Total △E/△c as a function of △c. (a) AlB pentagonal nanowire model, (b)


























































Figure 5: DOS and band structure of AlB nanowire model. (a) AlB pentagonal nanowire
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Figure 6: DOS and band structure of AlB lager hexagonal nanowire model and DOS of
AlB2 bulk and bulk surface. (a) AlB larger hexagonal nanowire model, (b) AlB2 surface
























































































































































Figure 7: Electron density of nanowire models. The region in the circle is pseudopotential.
Electron density of the sum of all occupied states in (a) and (b) AlB pentagonal, (d) and
(e) AlB hexagonal, and (g) and (h) Al pentagonal nanowire models. Electron density of

























































































































































Figure 8: Kinetic energy density and tension density of nanowire models. The region in
the circle is pseudopotential. The tension density is showed only on the region where the
kinetic energy is positive. Kinetic energy density and tension density of the sum of all
occupied states in (a) and (b) AlB pentagonal, (d) and (e) AlB hexagonal, and (g) and
(h) Al pentagonal nanowire models. Light (dark) gray region means positive (negative)
kinetic energy density. Kinetic energy density and tension density of the highest occupied










































































































Figure 9: The largest eigenvalues of stress-tensor density. Red (blue) region means pos-
itive (negative) stress density. The eigenvectors are normalized. The largest eigenvalues
and eigenvectors of stress-tensor density in (a) and (b) AlB pentagonal, (d) and (e) AlB












Figure 10: H atom adsorption site. (Site 1) The top of B(Al) ring. (Site 2) The same
distance from B(Al) atoms of the same ring. (Site 3) The same distance from B(Al) atoms
of the different rings.
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Figure 11: H absorbed simple nanowire models and AlB2 surfaces. (a) AlB pentagonal
nanowire model. (b) AlB hexagonal nanowire model. (c) Al pentagonal nanowire model.


























































Figure 12: Total DOS and band structure of nanowire models after H adsorption. (a)
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Figure 13: Total DOS of surface models after H adsorption. (d) AlB2 surface model 1. (e)
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Figure 14: Electron density of nanowire models after H adsorption. The region in the circle
is pseudopotential. Electron density of the sum of all occupied states in (a) and (b) AlB
pentagonal, (d) and (e) AlB hexagonal, and (g) and (h) Al pentagonal nanowire models.
Electron density of the highest occupied states (c) AlB pentagonal, (f) AlB hexagonal and
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Figure 15: Kinetic energy density and tension density of nanowire models after H adsorp-
tion. The region in the circle is pseudopotential. The tension density is showed only on
the region where the kinetic energy is positive. Kinetic energy density and tension density
of the sum of all occupied states in (a) and (b) AlB pentagonal, (d) and (e) AlB hexag-
onal, and (g) and (h) Al pentagonal nanowire models. Light (dark) gray region means
positive (negative) kinetic energy density. Kinetic energy density and tension density of
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Figure 16: The largest eigenvalues of stress-tensor density. Red (blue) region means
positive (negative) stress density. The eigenvectors are normalized. The largest eigenvalues
and eigenvectors of stress-tensor density in (a) and (b) AlB pentagonal, (d) and (e) AlB




Theoretical study of the migration of
the hydrogen atom adsorbed on aluminum nanowire
I Introduction
Recently, the development of experimental methods allows us to fabricate nanostructures
experimentally. In these nanostructures, nanowire and nanotube, which have periodicity
along one dimension, have remarkable characters compared with bulk system. In partic-
ular, nanowires are fabricated for various species of atoms, and hence it attracts much
attention theoretically and industrially [1–15]. Nanowire has high ratio of surface area to
its mass and therefore it is considered that nanowire structures are good candidates for
hydrogen storage material which is a key ingredient for hydrogen energy system. Among
various species of metal atoms, the aluminum atom exists abundantly on the earth and
is available easily. Hydrogen storage material should have higher weight percent storage
ability so that hydrogen energy is comparable with fossil fuel. The aluminum atom has
also smaller mass than those of most metal atoms. Therefore aluminum nanowire is a
promising material for hydrogen storage.
From this viewpoint, we study aluminum nanowire in this work following previous
works in our laboratory. Makita et al. showed stable geometries of aluminum nanowires
based on Au nanowire [5]. Kawakami et al. showed that a hydrogen molecule is adsorbed
on a pentagonal aluminum nanowire model as two separate hydrogen atoms [8]. Nakano
et al. suggested to wrap aluminum species in carbon materials such as carbon nanotube
to enhance the hydrogen adsorption on their surfaces [11]. In addition, geometry and
hydrogen adsorption energy for AlB nanowire whose structure was based on aluminum
nanowire was reported [15]. The aluminum nanowire with pentagonal ring is studied in
this work following these works, since this structure is stable and has high ratio of surface
area to the density.
A hydrogen atom is stabilized by about -3.6 eV after the adsorption on the nanowire
[15]. Hence, it is not easy task to detach the adsorbed hydrogen atom from the nanowire.
The hydrogen atom has high barrier for the direction perpendicular to the nanowire and
the motion to the direction is not unlikely, and nevertheless hydrogen atoms may move
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along the nanowire. Therefore, in this work, we focus on the dynamics of hydrogen and
deuterium atoms adsorbed on the aluminum nanowire. We calculate potential energy
surface (PES) of a hydrogen atom adsorbed on the pentagonal aluminum nanowire. Using
this result, we discuss the behavior of a hydrogen atom on the nanowire. Particularly, we
compare the activation energies of the hydrogen move toward angular and axial directions.
In addition, we focus on quantum effects of a hydrogen atom. We also study those of a
deuterium atom for comparison. Since their masses are small, quantum effects, such as
large zero-point vibrational energy and non-localization, are important for these atoms [13,
16, 17]. These phenomena affect the adsorption and activation energy of hydrogen and
deuterium atoms. We calculate the wave functions of hydrogen and deuterium atoms
with our PES. We also perform quantum energy density analysis, which is proposed by
one of the authors, to discuss the surface of aluminum nanowire from a new physical
viewpoint [16].
II Computational Details
Total energy and electronic structure calculations are carried out based on density func-
tional theory (DFT) with the projector augmented wave method by the Vienna ab initio
simulation package [19, 20]. Electron wave functions are expanded by plane wave basis
sets and the kinetic energy cut off is set to 250 eV. The exchange-correlation functional
we used in this calculation is the generalized gradient approximation of Perdew, Burke,
and Ernzerhof [21]. All calculations are carried out in the spin-polarized condition.
We show an aluminum nanowire model used in this study in fig. 1. The radius of
nanowire (R) and the distance between an aluminum pentagonal ring and an aluminum
atom on the axis (D) are derived as 2.47 A˚ and 1.23 A˚, respectively, from the optimization
calculation. The differences from those of our previous papers are arisen from the differ-
ence of program code [1, 15]. The boundary condition of this nanowire model is imposed
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as periodic one. In our calculation, 15.0 A˚ × 15.0 A˚ × 8D A˚ super cell is taken for all
electronic structure calculations. This cell has a large enough vacuum region so that the
interaction with next cells is negligible. The number of aluminum atoms in the unit cell is
counted as twenty-four. A 1× 1× 4 k-point set is used to sample the Brillouin zone. For
the density of state (DOS) calculations, a 1× 1× 51 k-point set is adopted.
This model has pentagonal rings whose angles are different by π/5 from each other.
For the PES calculation, the position of the hydrogen atom is parametrized in a cylindri-
cal coordinate system taking the symmetry of the nanowire model into account. We can
reduce the number of points in the PES calculation along axial and angular directions.
The parameters of the hydrogen coordinate are taken as shown in fig. 1, and their ranges
are given as follows,
0 ≤ ρ ≤ RD, (1)
0 ≤ θ ≤ π
5
, (2)
0 ≤ z ≤ 1.23A˚. (3)
Here a new radial constant RD is taken as RD = R + 2.50 = 4.97 A˚. Once energies
are calculated only for this region, the PES for the required region can be derived. The
adsorption energy (∆E) is defined as follows,
∆E = ENW+H − ENW −EH2/2, (4)
where EX means the total energy of the system X. The definition of ∆E is calculated for
the hydrogen molecule instead of the hydrogen atom for comparison with other works. At
the dissociation limit, the adsorption energy in this system is 2.24 eV. In the calculation of
the PES, the deformation of the nanowire is not taken into account, since the motivation of
this work is the study of the dynamics of hydrogen and deuterium atoms on the nanowire.
The aluminum atom is much heavier than the hydrogen atom. Hence, the motion of the
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aluminum atom is negligible during the motion of the hydrogen atom. The calculation
mesh size of the radial direction is taken as 0.1 A˚, that of the angular direction is π/50,
and that of the axial direction is 0.123 A˚.
For the calculation of the wave function of hydrogen and deuterium atoms, we solve
the three dimensional Schro¨dinger equation. The PES calculated in this work is used as
the potential term of this calculation. Periodic boundary conditions are imposed on axial
and angular directions. For the radial direction, the boundary condition is given as,
ΨH(RD, θ, z) = 0. (5)
We choose RD, instead of the infinity, as the boundary condition of the radial direction for
simplicity. This choice of the boundary condition is sufficient for this work. The length
of this unit cell in the axial direction is 4D, which is half as long as that of the super cell
used in electronic structure calculation. The wave function is expanded by plane wave and
Bessel function basis sets as follows,
ΨH(ρ, θ, z) =
∑
l,m,n
Clmnψlmn(ρ, θ, z), (6)






















where Jm means the first kind Bessel function of order m and xmn is the nth zero point
of the Bessel function of order m. The expansion coefficient, Clmn, is derived from the
diagonalization of the Hamiltonian. Considering the symmetry of this model,
ΨH(ρ, θ + π/5, z + 2D) = ΨH(ρ, θ, z). (8)
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= 2Nπ (l, m,N = 0,±1,±2.....). (9)
This equation is simplified to
m′ + l = 2N (m′ = 0,±1,±2.....), (10)
m = 5m′. (11)
In this calculation, the ranges of the parameters (n,m′, l) are applied as follows,
n = 1, ..., 10, (12)
m′ = 0,±1,±2,±3,±4, (13)
l = 0,±1, ...,±40. (14)
Thus the number of the basis functions is 3730. In addition, ψnml(ρ, θ, z) is an orthogonal
system,
〈ψnml|ψn′m′l′〉 = δnn′δmm′δll′. (15)















where mX means the mass of a hydrogen atom or a deuterium atom. The integration of
the potential energy term is carried out using Gauss-Legendre method.
We analyze electronic states and properties using quantum energy density, which is
proposed by one of the authors [16]. One of the quantity of the quantum energy density,
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where me is the mass of the electron, ψi(~r) is the ith natural orbital, and νi is the oc-
cupation number of ψi(~r). The electronic kinetic energy of the system is obtained by
integration of kinetic energy density over the whole space. In classical mechanics, only
positive kinetic energy is allowed, and however negative kinetic energy appears in quantum
mechanics. This means that electrons can exist also in regions with the negative kinetic
energy density with quantum effects. The surface of zero kinetic energy density can be
interpreted as the boundary of a molecule.
In the calculation of the kinetic energy density, we use two program codes for each
boundary condition, respectively. The electronic state is calculated by fhi98md program
package [22] for the periodic system and Gaussian 03 program package [23] for the molec-
ular system. The kinetic energy density is calculated based on these electronic states
by Periodic Regional DFT (PRDFT) program package [24] for the periodic system and
Molecular Regional DFT (MRDFT) program package [25] for the molecular system. The
calculation of the nanowire model uses, of course, the periodic boundary condition. On
the other hand, the calculation of the molecular system is also performed for the cluster
system, Al13, which has the same structure of a part of the nanowire. This calculation is
for a comparison with the nanowire.
III Result and Discussion
III-i Electronic structure of aluminum nanowire model
Before the discussion of the migration of the hydrogen atom, we discuss the electronic
structure and charge transfer of the nanowire model without and with the adsorbed hy-
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drogen. In our previous paper, we have shown that electron density is higher for aluminum
atoms on the axis compared to those of rings [15].
In fig. 2, we show total DOS (TDOS) and partial DOS (PDOS) of aluminum atoms
of pentagonal rings and those on the axis for the aluminum nanowire model without the
adsorbed hydrogen. The Fermi level is taken to be 0.0 eV shown as vertical dotted lines in
figures. In both TDOS and PDOS, some peak structures are seen, which may be charac-
teristic for one dimensional metallic nanowire. Comparing figs. 2(b) and (c), contributions
from p and d orbitals are large for aluminum atoms on the axis in the low-energy region.
This is because electron density is distributed along the axial direction as shown in our
previous paper [15].
In fig. 3, we show TDOS of the nanowire model with the adsorbed hydrogen and PDOS
of the aluminum atom adsorbed by the hydrogen atom, those on the axis, and those of
the hydrogen atom. The Fermi level is taken to be 0.0 eV shown as vertical dotted lines
in figures. Compared with fig. 2, the shape of the peak near the Fermi level in TDOS is
modified significantly after the hydrogen adsorption. This modification originates in the
aluminum atom adsorbed by the hydrogen atom as can be seen in the figure of its PDOS.
The changes of TDOS and PDOS in the low energy region are not significant. PDOS of
the hydrogen atom is distributed over wide range of the energy.
In order to study the electronic structure of these models, we study also the amount
of charge transfer. We calculate the number of valence electrons for aluminum atoms on
the ring and on the axis for the aluminum nanowire model without the adsorbed hydrogen
atom. To do so, we use the PDOS in this work. These results are shown in table 1.
Al(ring) means atoms on the pentagonal rings and Al(axis) means atoms on the axis. As
seen in this table, the charge is transfered from pentagonal rings to the axis. In particular,
electrons in p and d orbitals increase, while there is little difference for those of s orbital.
Next, we consider the charge transfer caused by the hydrogen adsorption. In this cal-
culation, we consider that the hydrogen atom is adsorbed on the top site of the aluminum
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nanowire, which is the most stable site as shown in the next subsection. The results of the
charge transfer is shown in table 2. In this table, Al(ring)1 represents the aluminum atom
on which the hydrogen is adsorbed, Al(ring)2 represents aluminum atoms on pentagonal
rings except for Al(ring)1, and Al(axis) represents those on the axis. Since the distances
from the hydrogen atom to the aluminum atoms are different for each atom in Al(ring)2
and Al(axis), only the range of values is dictated in table 2. After the hydrogen adsorption,
the number density of electrons on Al(ring)1 increases as seen by comparing with table 1.
This increase is compensated by the decrease of that on the hydrogen atom. Significant
changes for Al atoms on the axis are not seen. Focusing on each orbital in Al(ring)1, the
number densities of electrons on p and d orbital increase and that on s orbital decreases.
In other words, electrons are transfered to orbitals which have directionality.
In the following, we discuss the migration of the adsorbed hydrogen atom. The hydro-
gen atom is slightly charged, and hence, we can roughly estimate how large electric field
drives the hydrogen atom, once we know the potential barrier. However, this is not so
straightforward, since the potential barrier will be modified by electric fields. We do not
discuss further this point.
III-ii Potential energy surface and diffusion path of a hydrogen
atom
Results of PES calculations are shown in fig. 4 for z = 0D, 4D/5, and 1D surfaces, which
are characteristic ones. The position of the most stable point is (ρ, θ, z) = (4.07 A˚, 0, 0D)
and its adsorption energy is calculated as 0.12 eV. This means that the depth of this PES
in the radial direction is large and the hydrogen desorption is not easy. As seen in fig. 4,
the gradient of the PES along the radial direction is much larger than that along the
angular and axial directions. This means that we can parametrize adsorption points by θ
and z. The difference of the adsorption energy from the most stable point (θ, z) = (0, 0D)
is shown as a function of θ and z in fig. 5(a). The value of ρ is taken so that the adsorption
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energy is minimum, which is shown in fig. 5(b). It can be seen that the range of ρ is almost
limited within 1 A˚. The adsorption energy has a strong correlation with the value of ρ.
The most stable point on z = 1D surface is given for (ρ, θ, z) = (3.47 A˚, π/10, 1D). The
most stable point as a function of z is shifted from θ = 0 to θ = π/10 around z = 4D/5.
This is due to the difference of the angle between pentagonal rings.
We consider two paths of the hydrogen diffusion, axial and angular directions, as shown
in fig. 6. Path A is the move toward the axial direction and path B shows that toward the
angular direction. For path A, we consider the shift of θ together, since the most stable
point for z = 1D is given by θ = π/10. The energy curves along path A and B are shown
as a function of z and θ, respectively, which are normalized by D and θ0 = π/5. In the
case of path A, the activation energy is the highest at z = 4D/5 whose energy is 0.19 eV.
Then the hydrogen atom is in a metastable state at (ρ, θ, z) = (3.47 A˚, π/10, 1D). In this
position, the distances from the hydrogen atom to the two nearest aluminum atoms on the
different pentagonal rings are the same. On the other hands, the peak of energy of path B
is given at θ = 4θ0/5, and the activation energy is 0.57 eV. As in the case of path A, the
hydrogen atom is in a metastable state at (ρ, θ, z) = (3.07 A˚, π/5, 0D), and the distances
from the hydrogen atom to the two nearest aluminum atoms on the same pentagonal ring
are the same. From these results, the hydrogen atom can move to the axial direction more
easily. The distance from one aluminum atom on a pentagonal ring to another atom on
the same pentagonal ring is equal to that on the next different pentagonal rings (2.90 A˚).
However the activation energies for the hydrogen diffusion along the path A and B are
quite different. One difference is the distance from the initial position. To compare the
distances, we consider simply the cylinder of the radius 4.07 A˚, the distance from one
adsorption point to another point on the same pentagonal ring is 5.11 A˚. On the other
hands, the distance from one adsorption point to the next different pentagonal rings is
3.58 A˚. Thus the length of path A is shorter than that of the other.
The difference between two paths can also be seen in the viewpoint of the kinetic energy
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density. The kinetic energy density calculation is carried out for the aluminum nanowire
without the hydrogen atom. Figures 7(a) and (b) show the value of ρ and the potential
energy, where the kinetic energy density is zero, as a function of θ and z. Compared to
fig. 5, the surface of the zero kinetic energy density and that of the minimum potential
energy surface have the pattern similar to each other. In both isosurfaces of ρ, there is
a deeper dent for the radial direction between aluminum atoms on the same pentagonal
ring than that on different pentagonal rings. The values of the adsorption energy are
almost the same as those for PES, since ρ is also almost the same. The zero kinetic energy
density surface is originally proposed as a surface of a molecule [16]. This implies that
the minimum potential energy surface is quite similar to the nanowire surface. Hence the
hydrogen diffusion path may be roughly identified with the shortest path on this surface.
This character of the zero kinetic energy density surface can also be seen in Al13 cluster
model which has two pentagonal rings and three Al atoms on the axis. This surface is
obtained by a molecular system calculation [23, 25]. Hence this character is due to two
pentagonal rings structure and not peculiar to a nanowire model.
III-iii Wave function of hydrogen and deuterium atoms
In fig. 8, we show the probability densities of the hydrogen atom from the ground state to
the ninth excited state. The isosurfaces are depicted for the value, 0.01[1/A˚
3
], and ǫ is the
energy eigenvalue. In the ground state, the probability density is localized around the top
site of an aluminum atom. This position corresponds to that of the minimum of the PES.
The energy eigenvalue of the ground state is 0.34 eV, so that the zero-point vibrational
energy is estimated as 0.22 eV. Patterns of probability densities in excited states are
divided into two kinds. In one of patterns, the probability densities are distributed around
the top site of an aluminum atom (z ∼ 0 and θ ∼ 0). In the other pattern, the probability
densities are seen around the intermediate point of the axial migration path, i.e. between
aluminum pentagonal rings, (z ∼ D and θ ∼ 10/π). Note that the migration path to the
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axial direction is accompanied by the angular rotational shift of π/5. The latter group
consists of, the sixth, seventh, and eighth excited states. The density is high enough at the
intermediate point of the migration path of the axial direction, where the potential energy
surface has high value as seen in fig. 6. Their energy eigenvalues are 0.42 eV (sixth) and
0.43 eV(seventh and eighth), respectively. (The seventh and the eighth excited states are
not degenerate, though they can be seen so within this accuracy.) The energy difference
between the sixth excited state and the ground state is 0.08 eV. This energy difference
is much smaller than the activation energy of the PES calculation, 0.19 eV. As a result,
the diffusion of the hydrogen atom to the axial direction through excited states in the
quantum picture requires smaller energy compared to the estimate by the classical picture.
In addition, the diffusion to the angular direction is seen to be not favored even in the
quantum picture.
In fig. 9, we also show the probability densities of a deuterium atom. The value of
isosurfaces is the same as fig. 8. The energy eigenvalue of the ground state is 0.31 eV,
which is less than that for the hydrogen atom by 0.03 eV. The difference originates in
the difference of the mass between the hydrogen and deuterium atoms and results in the
decrease of the zero-point vibrational energy. In the ground state, the distribution of the
probability density is almost the same as in the case of the hydrogen atom, while the order
of the distribution pattern is replaced in some excited states. Specifically, the pattern of
sixth excited state in the hydrogen atom appears in the eighth excited state. These states
are the lowest among states that the probability densities are seen between aluminum
pentagonal rings. The energy difference between the ground state and this excited state
is 0.09 eV. The discrepancy from that of the hydrogen atom is not so large. Therefore,
deuterium atoms also travel to the axial direction through excited states.
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IV Summary
We have studied the behavior of a hydrogen atom on aluminum nanowire based on density
functional theory. First we have calculated the potential energy surface. The most stable
position of the adsorbed hydrogen atom is the top site of an aluminum atom, and the
adsorption energy is 0.12 eV. The activation energy of the hydrogen diffusion to the axis
direction is 0.19 eV, while that to the angular direction is 0.57 eV. Thus the hydrogen
can travel to the axial direction more easily. We have also studied quantum effects of the
adsorbed hydrogen and deuterium atoms. The probability density of the hydrogen atom in
the ground state is localized at the top site of an aluminum atom. In some excited state,
the probability density is distributed between pentagonal rings. The energy difference
from the ground state is 0.08 eV, which is much smaller than the activation energy in
the PES calculation. On the other hand, in the case of the deuterium atom, the energy
eigenvalues are lowered slightly. The energy difference between the ground state and the
excited state distributed between pentagonal rings increases slightly and is calculated as
0.09 eV. These results imply that the diffusion of the hydrogen and deuterium atoms to
the axial direction through excited states in the quantum picture requires smaller energy
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Table 1: Number of valence electrons calculated from PDOS. Al(ring) and Al(axis) mean
an aluminum atom on a pentagonal ring and on the axis, respectively.
Atom s-orbital p-orbital d-orbital total
Al(ring) 1.245 1.285 0.289 2.820
Al(axis) 1.228 2.014 0.659 3.902
Table 2: Number of valence electrons calculated from PDOS. Al(ring)1 is the aluminum
atom on which the hydrogen is adsorbed and Al(ring)2 is aluminum atoms on pentagonal
rings except for Al(ring)1. For Al(ring)2 and Al(axis), only the range of values is given.
Atom s-orbital p-orbital d-orbital total
Al(ring)1 1.156 1.616 0.409 3.181
Al(ring)2 1.241-1.254 1.260-1.301 0.281-0.291 2.813-2.834
Al(axis) 1.225-1.230 1.987-2.030 0.650-0.678 3.895-3.905










Figure 1: Calculation model of aluminum nanowire. This model has pentagonal rings
whose angles are different by π/5 from each other. R is the radius of the pentagonal ring,
D is the half-distance between aluminum atoms on the axis, and 8D is the unit cell length.









































Figure 2: TDOS and PDOS of the nanowire model, (a) TDOS of this model, (b) PDOS
of atoms on the pentagonal ring, and (c) PDOS of atoms on the axis, respectively. The
























































Figure 3: TDOS and PDOS of the nanowire model, (a) TDOS of this model, (b) PDOS
of the aluminum atom on which the hydrogen is adsorbed, (c) PDOS of aluminum atoms
on the axis, and (d) PDOS of the hydrogen atom, respectively. The Fermi level is taken























































Figure 4: Potential energy surface of the hydrogen atom adsorption. (a) z = 0D surface,














































































Figure 5: (a) The difference of the potential energy surface as a function of θ and z. The
unit of the energy is eV. The value of ρ is taken as that in figure (b). (b) The value of ρ






































Figure 6: Paths for the move of a hydrogen atom and the energy along these paths. (a)
three typical points in path A, (b) three typical points in path B, and (c) the energy curves
of paths A and B as a function of z and θ (θ0 = π/5), respectively. A(1,2,3) and B(1,2,3)












































































































Figure 7: (a) The potential energy as a function of θ and z. The unit of energy is eV.
The value of ρ is taken as that in figure (b). (b) The value of ρ where the kinetic energy
density is zero, as a function of θ and z. The unit of ρ is A˚. (c) The calculation model
of Al13 cluster. The radial parameter (R) and the half-distance between aluminum atoms
on the axis (D) are the same as those of the nanowire model. (d) The value of ρ where

























































































































Figure 8: The distribution of the probability densities of the hydrogen atom from the
ground state to the ninth excited state. The isosurfaces are depicted for the value,
0.01[1/A˚
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Figure 9: The distribution of the probability densities of the deuterium atom from the
ground state to the ninth excited state. The isosurfaces are depicted for the value,
0.01[1/A˚
3




Local dielectric property of cubic hafnia
I Introduction
The leak current in complementary metal-oxide-semiconductor (CMOS) is a serious prob-
lem in viewpoints of, e.g., the reliability of advanced electronic devices and the loss of
electric power. Recently, many researchers have argued that hafnium oxide (HfO2) mate-
rials are superior to silicon dioxide (SiO2) for the gate insulator due to their high dielectric
constants [1, 2].
The hafnia has several structures of crystal and their dielectric constants are depen-
dent on the structures. The dielectric constant of the most stable monoclinic structure is
reported as about 16, while the metastable phase, e.g., the cubic and tetragonal structures
(or these structures are stable at very high temperature), have higher dielectric constants.
In a work of computational science, the dielectric constant of the cubic and tetragonal
hafnia is predicted to be about 20-30 and 40-70, respectively.[3, 4] Experimentally, the
cubic or tetragonal hafnia derived by yttrium-doped hafnia or a mixture film of HfO2 and
ZrO2, shows a higher dielectric constant, about 30 [5, 6]. While the cubic (and tetragonal)
hafnia has an advantage of a higher dielectric constant, it is metastable structure below
1700◦C. Nevertheless, many experimental attempts to fabricate the cubic hafnia are made
as mentioned above. Hence, the cubic hafnia may be available as device material in the
near future.
Very high-k materials such as the cubic hafnia will be important for very small CMOS
chips, which have a few nanometer thickness. To study the dielectric property of nanosize
materials, the macroscopic dielectric constant is not appropriate, which is derived as the
average of dielectric responses from the whole region of a material. Hence, one of the au-
thors has defined the dielectric constant density tensor for the analysis of nano-materials
[7, 8]. In our laboratory, we have studied high-k materials in terms of this dielectric
constant density [9]. In our previous work, we have clarified the relation between local
dielectric property and electron population on a lanthanum atom in a lanthanum oxide
cluster.
64
In this work, we investigate the dielectric property of the cubic hafnia in terms of the
electronic contribution to the static dielectric constant density tensor. We show that the
cubic hafnia show complicated responses to external electric field, particularly, rotational
responses. Of course, the existence of oxygen vacancies is an important topic for hafnium
oxide gate thin films [3–5, 9, 13]. Hence, the analyses of models with oxygen vacancies is
important for hafnium oxide materials. For the analyses, the comprehension of the model
without vacancies is of course a first step. Therefore, we study the dielectric property of
the cubic hafnia crystal without oxygen vacancies. In this work, we consider only the elec-
tronic contribution to the dielectric response. It is well known that the lattice contribution
dominates over the electronic one and is more sensitive to the structure of the material.
[3, 4, 14, 15]. One of the purposes of this work is to clarify the electronic contribution to
the local dielectric response before we include the lattice contribution.
This article is organized as follows. In the next section, we show the formalism of
the polarizability density tensor and the local dielectric constant density tensor operator.
In § III, the calculation models and conditions are explained. Our results are shown in
§ IV. The local dielectric properties are discussed for the cubic hafnia. In some region,
the eigenvalues of the dielectric constant density tensor show complex values. We pay
particular attention to this region, where the dielectric response show rotational behavior.
We also study the dependence of results on the termination condition of cluster models.
The last section is devoted to the summary.
II Theory
In this section, we show our formalism of the dielectric constant density operator, defined in
the Rigged QED theory [7, 8]. A system (A) is embedded in an environmental background








|~r − ~s| . (1)





where Ze = −1 for the electron. The electric field ~ˆE(~r) is given as the sum of the electric
displacement ~ˆD(~r) of the medium M and the polarization ~ˆP (~r) of the system A. These
are defined as follows,





where the time variation of the vector potential is neglected since only steady states are
considered in this work. As a result, the electric field is given as,
~ˆE(~r) = ~ˆD(~r)− 4π ~ˆP (~r). (5)
The electric displacement ~ˆD(~r) of the medium M works as the external electric field for







α(~r) is the polarizability density tensor. The dielectric constant density tensor
↔ˆ
ǫ (~r)
is, therefore, defined as
~ˆD(~r) =
↔ˆ





These operators of the polarizability density tensor and the dielectric constant density
tensor are Hermite operators, and all the elements of these tensors are real. However,
these tensors are not symmetric tensor, and hence, its eigenvalues have three real values,
or one real and two complex values. The case with the complex eigenvalues is interesting,
since the dielectric response shows rotational behavior. We show the absolute values and
the arguments for these complex eigenvalues, while the eigenvalues and eigenvectors are
shown for real eigenvalues. Note that the complex eigenvalues can be correctly described
only in the analysis using tensor, since it is due to off-diagonal elements. The off-diagonal
elements of the ordinary global dielectric constant tensor are negligible for large enough
amorphous materials and crystals with high symmetry, such as cubic hafnia. However, the
off-diagonal elements cannot be neglected for nano-materials and in a local region even for
the materials and crystals. Hence, the local and tensor analyses are important for very
thin dielectric films.
III Calculation Models and Conditions
In this section, we explain our calculation models and conditions. In Fig. 1, the cluster
models of cubic hafnia are shown. The left panel shows the structure of the point charge
model. The gray and red spheres mean hafnium and oxygen atoms, respectively. The point
charge model is embedded in the sea of point charges, which are used as the termination
condition for the realization of the situation that the analyzed system in a large crystal is
surrounded by other atoms in the crystal. In this model, there are 13 Hf and 56 O atoms,
and 606 point charges are put on surrounding Hf and O sites. The distance between Hf
and O atoms are determined as 2.200 A˚ by our geometrical optimization calculations. In
the calculations, only the Hf-O length is varied with keeping the structure. This Hf-O
length is well consistent with the values by experimental results and other computational
works [3, 17, 18]. The spin multiplicity is determined so that the Mulliken charges of the
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Hf atoms in the system are distributed uniformly as well as those of the O atoms. As a
result, the spin multiplicity is chosen as 1. The charges of the point charges are determined
as follows. The point charges on the Hf sites have a positive charge, while those on the O
sites have a negative charge, whose value is the half of that on the Hf sites. The values
of these charges are determined again so that the Mulliken charges of the atoms in the
analyzed system are uniformly distributed. As a result, the charges of the hafnium and
oxygen sites are determined as 1.0 and -0.5, respectively.
For comparison, we consider the model with hydrogen termination shown in the right
panel in Fig. 1. The light blue spheres in the right panels are hydrogen atoms. In this
model, the number of the oxygen atoms are 32, and the 24 outer oxygen atoms are termi-
nated by hydrogen atoms instead of point charges. The different number of oxygen atoms
are taken for this model, since the condensed features are realized better. The distance
between the hydrogen and oxygen atoms is determined as 0.958 A˚ and the spin multi-
plicity is determined as 13. This model represents an extreme case that the moves of the
electrons in the system is restricted strongly due to covalent bonds between oxygen and
hydrogen atoms. In our previous work, we used silicon termination models [9]. The silicon
termination (exactly SiH3 termination) is superior to the hydrogen termination in view-
points of the representation of the condensed analyzed system. However, the geometric
optimization is required for the silicon termination model and hence the cubic structure
never remains. In other viewpoint, our model is interpreted as hafnium terminated model
for the inner one Hf and eight oxygen atoms, which is superior to the silicon termination.
The electronic state calculations are performed by using the Gaussian 03 program
package [19]. The Hartree-Fock method is chosen to derive the electronic state for the
dielectric constant density tensor calculation, since the density functional theory (DFT)
is known to overestimate the dielectric constant. [34–38] The basis sets are chosen as the
LanL2DZ basis set for Hf atoms [28–30] and the 6-31G** basis sets for O and H atoms.
[25, 28] Then, we calculate the dielectric constant density tensor and the polarizability
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density tensor using these derived electronic states. These calculation are performed by
the Molecular Regional DFT program package [16], which is developed in our laboratory.
IV Results
We show the polarizability density tensor for the point charge model in Fig. 2. The result
is shown on the plane with one hafnium atom at the center of the model and four oxy-
gen atoms next to the hafnium atom. Figures 2(a)-2(c) show the first, second, and third
eigenvalues (α1,2,3) of the polarizability density tensor. The eigenvalues are sorted into
the descending order. If there are complex eigenvalues, they are arranged as the second
and third eigenvalues. The solid line segments show the directions of the eigenvectors.
The black blob at the center shows the pseudopotential of the Hf atom. The eigenvalues
in the green contours have complex values. We show the absolute value of the complex
eigenvalues and their arguments in the figures. Figure 2(d) shows the eigenvalues and their
average on the Hf-O line, which is shown in panels (a)-(c) as the solid line. The upper
part of this panel is the real part of three eigenvalues and their average. The horizontal
dotted line is drawn for 1/4π. The lower part of this panel is the argument.
In these figures, it can be seen that large polarizability density is distributed uniformly
in the almost whole region. The slightly larger values can be seen around atoms, par-
ticularly oxygen atoms. Small variations around 1/4π result in significant changes of the
dielectric constant density tensor, since it is divergent and changes the sign at αi = 1/4π
as seen in eq. (6). The complex eigenvalues are widely seen in Figs. 2(b) and 2(c). Hence,
the polarization response to external electric fields should have rotational behavior. These
properties cannot be seen in the global and averaged scalar polarization analysis. It can
only be described correctly in the local and tensor analysis, as stressed above.
In Fig. 3, we show the dielectric constant density tensor on the same plane and model
as Fig. 2. The panels (a)-(c) show the inverse of the first, second, and third eigenvalues
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(ǫ−11,2,3) of the dielectric constant density tensor. Figure 3(d) shows the eigenvalues and
their average on the Hf-O line, which is shown in panels (a)-(c) as the solid line. The
eigenvalues are sorted for not ǫ−1i but ǫi. Other depicting way of these four panels are also
the same as Fig. 2. The pattern of the distribution of the dielectric constant density is not
simple compared to the polarizability density, since 1/(1−4παi) is divergent at αi = 1/4π
as mentioned above. As seen in Fig. 3, we can see the negative values of the dielectric
constant density around the oxygen atoms. In the region, the polarization overcomes ex-
ternal electric fields. The global response shows positive dielectric constant as well known,
while the local response can have negative dielectric constant density. The pattern of the
region with complex eigenvalues is of course the same as Fig. 2, while the rotational angle
is much larger than that of the polarizability density. Hence, the small rotational response
in the polarizability density induces the large rotational one for the dielectric constant
density. As a result, the analyses of the dielectric constant and polarizability as local
quantity clarify the complicated response dependent on positions in a system.
Next, we calculate the average of the polarizability density and the dielectric constant
density over the cubic cell which has one hafnium atom on its center and eight oxygen
atoms on its vertexes. To calculate the averages, the global polarizability is derived by







The global dielectric constant density are calculated with the eigenvalues of the global
polarizability as follows,
〈↔ǫ 〉 = 1/(1− 4π〈↔α〉). (9)
The result is summarized in Table 3. The static electronic contribution to the dielectric
constant is derived as 3.57. Though the ratio of hafnium and oxygen atoms is different
from that of the unit cell, this result is well similar to the values of previous works.[4]
Our average is also consistent with the results by Momida et al.[14, 15] Although their
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results are for the monoclinic hafnia, the electronic contribution is considered to be almost
independent of the structure of models. Our global αi are well isotropic, while the second
and third components have small imaginary part. This small anisotropy is due to the
usage of the cluster model, which does not have the exactly same symmetry of the crystal.
We also show the results for the model with hydrogen termination for comparison. In
this model, moves of electrons in the system are restricted compared to the point charge
model, due to covalent bonds between the hydrogen and oxygen atoms. In Fig. 4, we
show the local polarizability density on the same plane as Fig. 2. The depicting way of
eigenvalues and eigenvectors are also the same as Fig. 2. As seen in these figures, the
polarizability density is much smaller compared to that of the point charge model. Since
the outer hydrogen atoms fix some electrons in outer oxygen atoms, the sensitivity of
electrons to external electric fields is low compared to the point charge model. Moreover,
the pattern of the polarizability density is significantly different from that of the point
charge model. The regions around atoms have larger values than other regions. The
complex eigenvalues are seen in very restricted regions in Figs. 2(b) and 2(c). This is in
salient contrast to the point charge model. These results show that the choice of models
is important for the calculations to represent the dielectric thin film. In this work, we
consider that the hydrogen termination is too restrictive for the move of electrons in the
system, and hence, we chose the point charge model.
In addition to the polarizability density, we show the dielectric constant density tensor
on the same plane for the model with hydrogen termination in Fig. 5. The depicting way
of eigenvalues and eigenvectors are also the same as Fig. 3. As seen in Fig. 5, the typical
value of dielectric constant density tensor is much smaller than that of the point charge
model. This difference also arises from the difference of the sensitivity of electrons to
external electric fields. The results of this model show that the dielectric response is much
stronger around atoms than the other region.
The averages of the polarizability and dielectric constant densities are also shown in
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Table 3. The average of the dielectric constant is too small compared to those of the point
charge model and other works. [4, 14, 15] This smallness of the dielectric constant also
confirms the bad boundary condition by the hydrogen termination. The isotropy of αi
and ǫi are well realized in this model and better than the point charge model. As a result,
in spite of a better property about isotropy, the model with hydrogen termination results
in failure to realize the electrons in the dielectric thin films.
We consider that the difference between the results of these two termination models is
due to not the electron density itself, but the sensitivity of electrons to external electric
fields. To confirm this, we show the electron density on the same plane in Fig. 6. The
electron density is almost the same in these two figures. The difference of the density
is small by three order of magnitude. Hence, the difference of the dielectric property is
almost independent of the electron density itself. As a result, we should pay attention to
the termination condition of models in order to realize the condense state of dielectric thin
films by using cluster models.
V Conclusions
We have investigated the dielectric property of the cubic hafnia in terms of the polariz-
ability density and the dielectric constant density by using the cluster model embedded
in point charges. It is seen that the cubic hafnia shows complicated response to exter-
nal electric field. Particularly, the dielectric response shows rotational behavior in wide
regions. These properties are only correctly clarified in the local and tensor analyses. In
the ordinary global and averaged scalar polarization analyses, these properties cannot be
described. We have also shown that the choice of models, in particular, termination con-
dition, is important for these analyses. In this work, we have compared the result of the
point charge model and that of the hydrogen termination model. The result of the hydro-
gen termination model have not reproduced the dielectric constant of the cubic hafnia. We
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speculate that the difference between the results is attributed to the sensitivity of electrons
to the external fields. Electrons in the hydrogen termination model are considered to be
restricted too much. We have checked this by comparing the electron densities of these
two models and the difference of the electron density is negligible. As a result, we consider
that the sensitivity of electrons to the external fields is a key quantity for the description
of dielectric property, and hence, the choice of the termination condition of model should
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Table 1: The average of the polarizability and the dielectric constant.
Model α1 α2 α3 Average of αi
ǫ1 ǫ2 ǫ3 Average of ǫi
Point charge 0.0604 0.0569 + 0.0060i 0.0569− 0.0060i 0.0581
4.14 3.28 + 0.87i 3.28− 0.87i 3.57
Hydrogen termination 0.0116 0.0116 0.0115 0.0116
1.17 1.17 1.17 1.17
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Figure 1: The cluster models of cubic hafnia are shown. The gray and red spheres mean hafnium
and oxygen atoms, respectively. The left and right panels show the structure of the point charge
model and the hydrogen termination model. The light blue spheres in the hydrogen termination
model are hydrogen atoms.
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Figure 2: The eigenvalues and eigenvectors of the polarizability density tensor of the point
charged model. Panels (a)-(c) show the eigenvalues, the eigenvectors, and the arguments
on the plane with one hafnium atom at the center of the model and four next oxygen
atoms. The solid line segments show the directions of the eigenvectors. The eigenvalues
in the green contours show complex values. The black blob at the center shows the
pseudopotential of the Hf atom. Panel (d) shows the eigenvalues and their average on the
Hf-O line, which is shown in panels (a)-(c) as the solid line. The upper part of this panel
is the real part of three eigenvalues and their average. The horizontal dotted line is drawn
for 1/4π. The lower part of this panel is the argument.
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Figure 3: The inverse of eigenvalues and their eigenvectors of the dielectric constant density
tensor of the point charged model. Panels (a)-(c) show the inverse of the eigenvalues, the
eigenvectors, and the arguments on the same plane as Fig. 2. The solid line segments show
the directions of the eigenvectors. The eigenvalues in the green contours show complex
values. The black blob at the center shows the pseudopotential of the Hf atom. Panel (d)
shows the eigenvalues on the Hf-O line, which is shown in panels (a)-(c) as the solid line.
The upper part of this panel is the real part of three eigenvalues and their average, while
the lower part of this panel is the argument.
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Figure 4: The eigenvalues and eigenvectors of the polarizability density tensor of the
hydrogen termination model. Panels (a)-(c) show the eigenvalues, the eigenvectors, and
the arguments on the plane with one hafnium atom at the center of the model and four
next oxygen atoms. The solid line segments show the directions of the eigenvectors. The
eigenvalues in the green contours show complex values. The black blob at the center shows
the pseudopotential of the Hf atom. Panel (d) shows the eigenvalues and their average on
the Hf-O line, which is shown in panels (a)-(c) as the solid line. The upper part of this
panel is the real part of three eigenvalues and their average. The horizontal dotted line is
drawn for 1/4π. The lower part of this panel is the argument.
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Figure 5: The inverse of eigenvalues and their eigenvectors of the dielectric constant
density tensor of the hydrogen termination model. Panels (a)-(c) show the inverse of
the eigenvalues, the eigenvectors, and the arguments on the same plane as Fig. 4. The
solid line segments show the directions of the eigenvectors. The eigenvalues in the green
contours show complex values. The black blob at the center shows the pseudopotential of
the Hf atom. Panel (d) shows the eigenvalues and their average on the Hf-O line, which
is shown in panels (a)-(c) as the solid line. The upper part of this panel is the real part of
three eigenvalues and their average, while the lower part of this panel is the argument.
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Figure 6: The electron density of the point charge model (ρPC) (a), the model with hydrogen
termination (ρHT) (b), and the difference of the electron density (ρPC - ρHT) (c). The filled circle





Local dielectric property of hafnium and lanthanum
atoms in HfLaOx
I Introduction
Hafnia is a promising candidate for an alternative gate insulator of field-effect transis-
tor [1, 2]. Some issues to resolve are known for HfO2 gate thin films, such as the low
crystallization temperature and the instability of the threshold voltage caused by the
Fermi level pinning [3]. Particularly, recent studies revealed that oxygen vacancies in
HfO2 films caused the threshold voltage shift in polycrystalline silicon (poly-Si)/HfO2
gate structures[4, 5]. Shiraishi et al. suggested that oxygen vacancies near the Si/HfO2
interface in a p+poly-Si/HfO2 gate structure caused reduction of the effective work func-
tion of the gate insulator and the formation of oxygen vacancies in HfO2 films significantly
deteriorated their performance[5].
The incorporation of lanthanum into hafnium oxide has attracted attention as a solu-
tion of these problems. Yamamoto et al. have shown that the introduction of La2O3 into
HfO2 rises the crystallization temperature without lowering the permittivity[6]. Wang et
al. have reported that the incorporation of lanthanum into hafnium oxide suppresses the
Fermi level pinning[7, 8]. This improvement is considered to originate in the suppression
of oxygen vecancies. Following these works, Umezawa et al. have reported that intro-
duced lanthanum atoms bond to oxygen atoms more strongly than hafnium atoms by first
principles calculations[9].
In our previous work[10, 11], the static dielectric property of lanthanum oxide clusters
has been studied using the local dielectric constant density tensor of electrons, which is de-
fined by one of the authors[12, 13]. We have shown the local dielectric constant of La(OH)4
and a lanthanum silicate cluster. As a result, it is found that the dielectric property of
the La(OH)4 cluster becomes similar to that of the Hf(OH)4 cluster by doping a negative
charge to the La(OH)4 cluster.
In this work, we investigate the electronic contribution to the local static dielectric
properties of the lanthanum oxide and the hafnium oxide, and the effect of the incorpo-
ration of the lanthanum oxide into the hafnium oxide on the local dielectric property. In
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particular, we pay attention to the features, the incorporation of the lanthanum into hafnia
suppresses the production of the oxygen vacancy and does not lower the dielectric constant
of the hafnia. For this study, we discuss the difference between La-O and Hf-O bonds from
atomic viewpoints by quantum ab initio calculation. The formation of an oxygen vacancy
is necessarily accompanied with breaking a chemical bond between a metallic atom and an
oxygen atom. Hence, we study bonding states of a metallic atom with oxygen atoms. The
dielectric properties are investigated in terms of the static dielectric constant density and
polarizability density tensors of electrons. The study by our local quantities is efficient for
the analysis of the effect of impurities. By using these local quantities, we show one of
the reasons why the dielectric constant of the hafnia is not lowered by the incorporation
of lanthanum atoms. Of course, it is known that the lattice contribution to the dielectric
constant dominates over the electronic contribution and depends on the model structure
compared to the electronic contribution[14, 15]. Nevertheless, the effect of the electronic
polarization is worth investigating, since the calculations of the electronic contribution
have less ambiguity than the lattice contribution and are easy to handle, before we study
the lattice contribution.
II Dielectric Constant Density Tensor
First, we show our formulation of the dielectric constant density operator, which is defined
in the Rigged QED theory [12, 13]. The system (A) for analyses is embedded in an
environmental background medium (M). The corresponding scalar potentials are given as






|~r − ~s| , (1)
where ρˆ(~r) ≡ −eψˆ†(~r)ψˆ(~r) is the charge density operator. The electric field ~ˆE(~r) is given
as the sum of the electric displacement ~ˆD(~r) of the medium and the polarization ~ˆP (~r) of
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the electrons in the system,
~ˆE(~r) = ~ˆD(~r)− 4π ~ˆP (~r). (2)
These ~ˆD(~r) and ~ˆP (~r) are defined as follows,





where the time variation of the vector potential is dropped since we consider only steady
states. The electric displacement ~ˆD(~r) of the medium is interpreted as the external electric
field for the system.
Since the polarization of the electrons in the system is the linear response to ~ˆD(~r), it
is given as
~ˆP (~r) = ~ˆα(~r) ~ˆD(~r), (5)
where ~ˆα(~r) is the polarizability density tensor. The static contribution to the dielectric
constant density tensor is, therefore, defined as




All elements of these two dielectric tensors have real values, since these tensor operators
are Hermite. However, these tensors are not symmetric tensor, and hence, its eigenvalues
have three real values, or one real and two complex values. Complex eigenvalues of di-
electric constant or polarizability tensor do not mean dissipation and induce a rotational
response to an external electric field. The complex eigenvalues are correctly described only
in the tensor analysis, since it is caused by off-diagonal elements. Hence, the appearance
of complex eigenvalues indicates the necessity that the dielectric constant and the polariz-
ability should be treated as tensor quantity for the study of nano-material. The dielectric
constant density tensor and the polarizability density tensor are calculated by Molecular
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Regional DFT program package[16], which has been developed in our laboratory.
III Computational Details
III-i Formation energy of oxygen vacancy
In this section, we explain our calculation models and conditions. Electronic states are
calculated by using Gaussian03 program package[17]. Figure 1 shows the small cluster
models for La(OH)n and Hf(OH)n (n = 4− 8). By these models, we analyze the strength
of the M-O bond (M=La or Hf) depending on the number of the OH groups. On these
models of M(OH)n, we impose the symmetry, Td, C4v, Oh, C3v, Oh for n = 4, 5, 6, 7
and 8, respectively. The geometrical optimization calculation is performed for M-O and
O-H bond lengths (and angles for n = 5 and 7) with keeping the symmetry. In the
calculations of these models, we use Møller-Plesset’s second-order perturbation theory
(MP2)[18–22]. The CEP-31G basis set with effective core potentials is chosen for Hf and
La atoms[23, 24], and the 6-31G** basis set is taken for oxygen and hydrogen atoms[25, 26].
For La atoms, unoccupied 4f orbitals should be treated as the valence functions, though
the fully occupied 4f orbitals in Hf atoms are stabilized into deep enough levels and do
not affect the chemical bond. In our calculations, 4f functions are added for La atoms in
terms of the polarization function whose exponent coefficient (α) of the Gaussian function
is 0.525 for the CEP−31G basis set[10]. For these cluster models, we calculate the binding





where E[M], E[OH], and E[M(OH)n] are the total energies of one metallic atom, one OH
group, and one M(OH)n molecule, respectively.
The large cluster models are used for the study of the formation energy of oxygen
91
vacancies and the local dielectric property of La2O3 and HfO2. These models are shown
in Fig. 2. The left panel is the La2O3 cluster model and the right one is the HfO2 cluster
model. These cluster models of La2O3 and HfO2 are based on their hexagonal and mon-
oclinic crystal structures, respectively. In order to realize their condensed phases, where
nuclei and electrons are influenced by the surrounding atoms, we put point charges on sur-
rounding atom sites. In other words, these cluster models are embedded in point charges,
which represents that the analyzed system in a large crystal is surrounded by other atoms
in the crystal. We put about 2000 (La2O3) and 2800 (HfO2) point charges around the
cluster models. The values of these point charges are determined so that the Mulliken
charges of the atoms in the analyzed system are uniformly distributed. As a result, the
charges for the La2O3 model are determined as 0.3 for La sites and −0.2 for oxygen sites,
while those for the HfO2 model are 1.0 for Hf sites and −0.5 for oxygen sites, respectively.
First, we calculate the formation energy (Ef) of an oxygen vacancy for these cluster
models. The formation energy is defined as




where Ev, E[O2], and E0 are the total energies of the cluster with an oxygen vacancy, one
oxygen molecule, and the cluster without the vacancy, respectively. The oxygen vacancy is
set on the center of these models, i.e., the total energy is calculated by removing the central
oxygen atom. The total energy calculation is performed by the density functional theory
(DFT) based on the Lee-Yang-Parr gradient-corrected functional[31, 32] with Becke’s three
hybrid parameters [33] (B3LYP). The basis functions are chosen as LanL2DZ[27–30] for
La and Hf atoms and D95** for O and H atoms[27]. In addition, we add 4f polarization
functions to that of lanthanum atom, whose exponent coefficients is 0.441 for the LanL2DZ
basis set[10].
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III-ii Local polarizability and dielectric constant densities
The Hartree-Fock (HF) method is used to derive the electronic state for the dielectric
constant density tensor calculation, since the DFT is known to overestimate the dielectric
constant [34–38]. The basis functions are taken as the same to the energy calculation.
The dielectric constant density tensor is calculated for these electronic states by using
Molecular Regional DFT program package[16]. In this work, the external electric field
~D(~r) is assumed to be universal vector, ~D. The calculation procedure of the dielectric
constant density tensor is summarized as follows. First we calculate electronic states with
two different external electric fields Di1,2 (i = x, y, z). (We take D
i
1,2 = ±0.001 a.u. in
this work). This calculation is carried out for three directions. The scalar potential and
polarization are calculated by eqs. (1) and (4) for these electronic states. The difference
of the polarization [∆~P i(~r)] between these two results is divided by the difference of the
external fields (∆Di ≡ Di1−Di2), and thus, the polarizability density tensor can be derived
as
∆P i(~r) = αij(~r)∆Dj. (9)
Only the response to external fields can be extracted by this procedure. For the dielectric
constant density tensor, we calculate only the eigenvalues (and their eigenvectors). These
are easily derived by eq. (6) after the eigenvalues of the polarizability density tensor
are calculated. Note that the lattice polarization effects have not been included in this
calculation, though the quantum states of nuclei are well defined in the Rigged QED.
We also study the effects of the lanthanum incorporation by using the HfLaOx cluster
model, which shown in Fig. 3. The structure is based on the model used by Umezawa et
al.[9], in which the hafnium oxide has the cubic structure as reported by Yamamoto et
al.[6] We put about 560 point charges around the cluster model, whose surroundings are
assumed as the cubic HfO2 structure without lanthanum atoms. The value of charges are
taken as 0.6 for Hf sites and −0.3 for oxygen sites. Other calculation conditions are taken
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as the same for La2O3 and HfO2 cluster models.
To display eigenvalues of the polarizability and dielectric constant density tensor, we
defined the order of them as follows. When all eigenvalues are real, the order of the
eigenvalues is the descending order of their values. On the other hand, when the eigenvalues
include complex values, the real eigenvalue is set as the first one and two complex values
are the second and third ones. The magnitude of the imaginary part is represented by the






where λi is the corresponding eigenvalue.
As an advantage of our density quantity, we can also calculate the local averages of the
polarizability density and the dielectric constant density, which mean the contributions to
these values of a whole material from the corresponding region. Hence, we can compare
contributions from some particular regions. To calculate the averages, we consider a region







This result is the average polarizability of the region, V , since this integration is given as
the integration of the polarization density of the region, V , and the constant 1/Di. Then,
the average of the dielectric constant is given by
〈~ǫ〉 = 1
1− 4π〈~α〉 . (12)
In this work, we investigate the contributions from two particular regions. One is the
contribution from the region around an oxygen atom and the other is the contribution
from the metal-oxygen bond, i.e., the region between metal and oxygen atoms. Of course,
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if we calculate the average of the unit cell of a crystal material, we can know the dielectric
constant of the material. However, the cluster models in this work are not so large, and
hence, we cannot calculate the averages of the unit cell. The integration regions are chosen
as follows, for these two contributions. First, for the region around an oxygen atom, the
sphere whose radius is the metal-oxygen distance is chosen for the oxygen atom at the
center of a model. For the contribution from the bond region, the cylinder is chosen, whose
radius is 1.0 bohr and axis is the line between the central oxygen atom and a next metal
atom
IV Results and Discussion
Results of Eb are shown in Table 1. These results show that Eb of Hf(OH)n are larger
than those of La(OH)n for n = 4-7, while this trend is reversed for n = 8. This can be
considered to be one of the reasons why the cubic structure is favored in the HfO2 with
the lanthanum incorporation[6]. Since Hf atoms are bonded to eight oxygen atoms in the
cubic structure of HfO2 crystal, HfO2 is deformed into the cubic phases by the larger bind-
ing energy of the lanthanum atoms. Since lanthanum atoms are more strongly bonded to
oxygen atoms in the cubic phase than Hf atoms, the incorporation of the La atoms also
suppresses the production of oxygen vacancies.
The results for the formation energy of the oxygen vacancy are shown in Table 2. The
central oxygen atom is removed for this calculation. Our results of the formation energy
are roughly consistent with those of previous works[9, 39]. Our results show that Ef of
La2O3 is slightly smaller than that of HfO2, though the previous work[39] reported these
two values were almost the same. Our result, the Hf-O bond is stronger than the La-O
one, is consistent with the results for the small cluster model, M(OH)n (n < 8).
In Figs. 4 and 5, the polarizability density tensor are shown for the large cluster models
of La2O3 and HfO2. The results are shown on a plane with the central oxygen atom and
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a next metal atom. The solid line segments show the directions of the eigenvectors. The
filled circle shows the pseudopotential of the metal atom. The eigenvalues in the green
contours have complex values. We show the absolute value of the complex eigenvalues and
their arguments in the figure. Panels (a)-(c) show the first, second, and third eigenvalues
(α1,2,3), respectively. Panel (d) shows all eigenvalues and their average, on the line between
the metal and oxygen atoms, which is explicitly shown in panels (a)-(c).
Comparing Figs. 4 and 5, the similarity between them can be seen clearly. The large
polarizability density is distributed uniformly in the almost whole region for the first
eigenvalue. Especially, the larger values concentrate around the oxygen atoms. The polar-
izability near oxygen (accepter) atoms is larger than that near metal (donor) atoms. The
electrons around metal atoms weakly respond to external electric fields, since electrons
are tightly bounded by the metal atom due to the reduced number of screening electrons
and the electric field between the metal and oxygen atoms by the charge transfer. On the
other hand, the response of electrons around oxygen atoms to the external electric fields
is strong due to the weak bound in the oxygen atom by the increased number of screening
electrons. As a distinct feature in the figures for the second and third eigenvalues, the
complex eigenvalues are also seen in some regions. As mentioned above, the direction of
the polarization response to an external field is not the same direction of the external
field, i.e., the polarization response has rotational behavior. Larger arguments result in
larger angles of this rotational response. Although this rotational response is not seen for
large crystal, the response in local regions can have rotational behavior. This rotational
response can never be analyzed in the global scalar polarization analysis. The local and
tensor analysis is mandatory as stressed above. These similarities as above are considered
to be key ingredients that the permittivity of HfO2 is not lowered by the lanthanum in-
corporation, though these structures of our models is hexagonal (La2O3) and monoclinic
(HfO2).
Next, we pay attention to the difference between the results of La2O3 and HfO2. By
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comparing Figs. 4 and 5, the polarizability density of La2O3 is larger than that of HfO2.
In particular, the large value & 1/4π is seen to be distributed widely in the result of
La2O3, while it is very restricted around oxygen atoms for HfO2. Particularly, this can
be clearly seen in Figs. 4(d) and 5(d). The dielectric constant density is divergent and
changes the sign at αi = 1/4π as seen in eq. (6). Hence, the regions where αi ∼ 1/4π
give divergently large dielectric constant density, and the internal polarization cancels out
with an external electric field. For the regions where αi > 1/4π, the internal polarization
overcomes the external electric field, and then, the net internal electric field turns out to
be opposite direction to the external field. These phenomena are discussed further in the
later. For the third eigenvalue of HfO2, the negative polarizability can be seen in some
regions, especially, around the Hf atom. In these regions, the polarization response to an
external field has the opposite direction. Although this opposite direction response cannot
occur as an average response of macroscopic material, this can do due to a complicated
electronic response around an atom in a local region. However, we consider that this
response in our result is attributed to an insufficient accuracy of our calculations. This
lack of accuracy of the polarizability density is not serious for the analysis of the dielectric
constant density. This is because the regions where the value of the polarizability density
is around 1/4π, are important for dielectric constant as discussed later, and the negative
polarizability density gives only negligibly small dielectric constant density.
In Tables 3 and 4, we show the average of the polarizability density around the central
oxygen atom and between the metal and oxygen atoms, respectively. As shown in Table 3,
the average for the La2O3 model is 0.057 and that for the HfO2 model is 0.041, around the
central oxygen atom. On the other hand, between the metal and oxygen atoms, the aver-
ages for the La2O3 and HfO2 models are 0.033 and 0.026, respectively. In both models, the
averaged polarizability between the metal and oxygen atoms is smaller than that around
the central oxygen atom. This may mean that the contribution to the global polarizability
of the whole material from the electrons around the bond region is less than that around
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the oxygen atoms. It may be speculated the reason why the move of the electrons around
the central oxygen atom is easier than that around the bond region. For the La2O3 model,
the first and second eigenvalues are much larger than the third eigenvalue, while the first
eigenvalue is much larger than the second and third eigenvalues for the HfO2 model. These
features are due to the local structure of the models. The average value of the La2O3 is
larger than the HfO2 model. This originates in the difference of the first and second eigen-
values.
In Figs. 6 and 7, the inverse of the dielectric constant density tensor is shown for the
La2O3 and HfO2 models. The results are shown on the same plane as Figs. 4 and 5. Pan-
els (a)-(c) show the inverse of the first, second, and third eigenvalues (ǫ−11,2,3), respectively.
The solid line segments show the directions of the eigenvectors. The filled circles show the
pseudopotential of the metal atoms. The eigenvalues in the green contours have complex
values. We show the absolute value of the complex eigenvalues and their arguments in the
figures. Panel (d) shows all eigenvalues and their average, on the line between the metal
and oxygen atoms, which is explicitly shown in panels (a)-(c).
Comparing Figs. 6 and 7, the similarity between them can clearly be seen as the
polarizability density tensor. The large value of dielectric constant density is uniformly
distributed in the almost whole region for the first eigenvalues. In the results for third
eigenvalues, the large negative dielectric constant density can be seen. For the regions,
the internal electric fields turns out to have opposite directions to the external fields, since
the internal polarizations overcome the external electric fields. Of course, the averaged di-
electric constants of macroscopic materials do not have negative value. However, the large
response can be allowed in restricted local regions. Hence, this property cannot also be
described in the averaged global scalar analysis, and it requires that the dielectric property
of nanosize material should be analyzed by the local quantity. Due to the similarity of the
polarizability around oxygen atoms, the dielectric constant density is also similar to each
other. The large negative and positive response of the radial direction and weaker positive
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response of the angular directions. Around metal atoms, the similarity between these two
atoms also remains due to the similarity of the polarizability. The large dielectric constant
density appears between the metal and oxygen atoms. In our previous study[10, 11], the
La(OH)4 cluster has different dielectric constant density property compared to Hf(OH)4,
and the doping the charge into La(OH)4 makes the dielectric constant density similar to
that of Hf(OH)4. Hence, it is considered that the lanthanum atom in the larger cluster
of this work receives charges from the surroundings. Since these larger models are far
better than the previous isolated cluster models, we conclude that dielectric property of
the lanthanum oxide is similar to that of the hafnium oxide. As a result, these similarities
of dielectric property may also be one of the reasons why the permittivity of HfO2 is not
lowered by the lanthanum incorporation.
Then, we mention the difference of the dielectric constant density between La2O3 and
HfO2. The dielectric constant density of La2O3 is larger than that of HfO2 as the polar-
izability density. In addition, the region with negative dielectric constant density is wide.
In our previous study[10, 11], the area of negative dielectric constant density are also large
for the La(OH)4 cluster model compared to the Hf(OH)4 model. Since the density of states
of the small cluster models, M(OH)4, and the large ones in this work, were roughly similar
to each other, we consider that this may be an essential difference between the lanthanum
and hafnium oxides.
In Tables 3 and 4, we also show the averages of the local dielectric constants around the
central oxygen atom and between the metal and oxygen atoms, respectively. As shown in
Table 3, the average for the La2O3 model is 4.72 and that for HfO2 model is 2.40, around
the central oxygen atom. On the other hand, between the metal and oxygen atoms, the
averages for the La2O3 and HfO2 models are 2.07 and 2.03, respectively. In both models,
the averaged dielectric constants between the metal and oxygen atoms are similar to each
other. This similarity is due to the similarity of the bonding states of lanthanum and
hafnium. In the computational works[14, 15, 40], the electronic contributions of dielectric
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constant of the monoclinic structure of the hafnia are reported as about 5. The dielectric
constant around bond regions is much less than this value. Therefore, the contribution to
the global dielectric constant of the whole material from the electrons around the bond
regions may be speculated to be small. As discussed above, the electrons around the bond
regions may not be easier to move compared to other electrons. The average values around
the oxygen atoms are significantly different between the La2O3 and HfO2 models. This
difference originates in the insufficient accuracy of the calculations of the wave function,
which is due to the smallness of the basis sets, the usage of the pseudopotential, and so
on. By this lack of the accuracy, quantitative results may have an uncertainty. However,
we consider that qualitative aspect of our results are enough confident. The importance
of the accuracy and the choice of models is also discussed in our previous paper[41].
Finally, the results of the polarizability density and the dielectric constant density of
the HfLaOx model are shown in Figs. 8 and 9, respectively. The results are shown on the
plane containing lanthanum and hafnium atoms, and the oxygen atom bonding to these
atoms in panels (a), (b), and (c), which are depicted in the same manner as Figs. 5 and
7, respectively. Panels (d) and (e) show the eigenvalues and their average, on the lines
between the metal and oxygen atoms, which is explicitly shown in panels (a), (b), and (c).
As seen in Figs. 8 and 9, the behaviors of the local polarizability and dielectric constant
around the La atom are similar to those around the Hf atom, those of the La2O3 model,
and those of the HfO2 model, as expected. Hence, these results confirm that the incor-
poration of the lanthanum atom does not lower the permittivity of the HfO2. Comparing
Figs. 7 and 9, the dielectric property is seen to be similar to each other. One distinct
difference is that the complex value of the polarizability density and the dielectric con-
stant density are seen in larger regions compared to those of the HfO2 model. One of the
reasons is low symmetry of this HfLaOx model. This means that dielectric responses are
very complex and have rotational behavior in the material containing many impurities.
Therefore, our local and tensor analysis is extremely suitable for the study of the effects
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of impurities on the dielectric material.
In Tables 3 and 4, we show the average of the local dielectric constant around the cen-
tral oxygen atom and between the metal and oxygen atoms, respectively. The integration
radius of the sphere around the central oxygen atom is taken as the distance between the
central oxygen atom and a next lanthanum atom, since this distance is longer than that
between the oxygen atom and a next hafnium atom. The average values of the polariz-
ability and the dielectric constant show intermediate values between those of the La2O3
and HfO2 models. As seen in Tables 4, the dielectric constant of the region between the
lanthanum and oxygen atoms is much larger than that between the hafnium and oxygen
atoms. This is due to the ease of the move of the electrons in this region, since the lan-
thanum atom is an impurity for the hafnia. We will confirm our results in more accurate
calculations further. The average dielectric constant between the hafnium and oxygen
atoms is the value similar to those of the other models. Hence, this result is consistent
with the statement that the contribution to the global dielectric constant of the whole
material from the electrons around the bond regions is speculated to be small.
V Conclusions
We have investigated the local dielectric property of lanthanum and hafnium oxides using
cluster models, and the effects of the lanthanum incorporation on the hafnium oxide has
been studied using the local polarizability density and the local dielectric constant density.
The relation between the coordinate number and binding energy of M-O (M=La, Hf)
bonds have shown that hafnia takes the cubic structure by the incorporation of La2O3 in
HfO2 due to the stability of the La-O bonds at eight coordinates compared to the Hf-O
one. It is seen that the polarizability and dielectric constant density of La2O3 and HfO2
have many common properties. It can be considered that the incorporation of lanthanum
atoms does not lower the permittivity of HfO2 due to this similarity. Finally, we confirm
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this speculation by the study of the local dielectric property of the HfLaOx cluster model.
In HfLaOx, the dielectric constant density around the lanthanum atom in the HfLaOx is
similar to those around the hafnium atoms in the HfLaOx and HfO2 models. We have also
compared the dielectric properties around the central oxygen atom and that between the
central oxygen atom and a next metal atom. Our results have shown that the contribution
to the dielectric response from the bond regions is not so large. We will check further this
property in more accurate calculations.
As future work, we must also take the lattice contribution to the dielectric property
as local density quantity in order to reveal the dielectric property of nano-materials, since
the lattice contribution to the dielectric constant dominates over the electronic one and
depends on the model structure strongly. In addition, more accurate calculations support
the clarification of the local dielectric property of nano-materials.
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Table 1: The binding energy of M(OH)n molecules. The unit of the energy is eV. In the
parenthesis, the binding energy per one (OH) group is shown.
Metal atom n=4 n=5 n=6 n=7 n=8
La -15.8 (-3.96) -19.5 (-3.91) -18.6 (-3.09) -19.5 (-2.78) -30.3 (-3.79)
Hf -23.9 (-5.97) -22.3 (-4.45) -24.9 (-4.14) -20.6 (-2.94) -24.7 (-3.09)




Table 3: The average of the polarizability and dielectric constant around the oxygen atom
at the center of the models.
Models α1 α2 α3
∑
i αi/3
La2O3 0.067 0.067 0.030 0.057
HfO2 0.059 0.033 0.030 0.041




6.28 6.25 1.61 4.72
3.88 1.70 1.61 2.40
3.06 2.22 +0.24i 2.22 −0.24i 2.50
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Table 4: The volume average of the polarizability and dielectric constant between the
metal and oxygen atoms.
Models α1 α2 α3
∑
i αi/3 ǫ1 ǫ2 ǫ3
∑
i ǫi/3
La2O3 0.051 0.046 0.000 0.033 2.83 2.38 1.00 2.07
HfO2 0.058 0.019 0.002 0.026 3.77 1.31 1.03 2.03
HfLaOx(La-O) 0.071 0.066 0.045 0.060 9.34 6.03 2.23 5.88
HfLaOx(Hf-O) 0.058 0.054 -0.013 0.033 3.84 3.09 0.86 2.60
(a) (b) ()
(d) (e)
Figure 1: The small cluster models of La(OH)n and Hf(OH)n (n = 4−8). The gray (large)
spheres mean hafnium or lanthanum atoms. The red (middle) and blue (small) spheres
are oxygen and hydrogen atoms, respectively.
(a) (b)
Figure 2: The large cluster models of La2O3 (left) and HfO2(right). The gray (large)
spheres are hafnium or lanthanum atoms and the red (small) ones are oxygen atoms.
Point charges surrounding these clusters are not shown in these figures, which mean the
medium.
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Figure 3: The cluster model of HfLaOx. The gray (large light) and purple (large dark)
spheres are hafnium and lanthanum atoms, respectively, and the red (small) ones are
oxygen atoms. Point charges surrounding this cluster are not shown.
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Figure 4: The eigenvalues of the polarizability density tensor of the large cluster models
of La2O3. Panels (a), (b), and (c) are the results of the first, second, and third eigenvalues
(α1,2,3), respectively, on a plane with the central oxygen atom and a next lanthanum atom.
Panels (a)-(c) shows also the eigenvectors and the arguments. The order of values and
the definition of the argument is shown in the text. The solid line segments show the
directions of the eigenvectors. The filled circle shows the pseudopotential of the La atom.
The eigenvalues in the green contours have complex values. We show the absolute value
of the complex eigenvalues and their arguments. Panel (d) shows all eigenvalues and
their average on the La-O line between the La and O atoms, which is explicitly shown
in panels (a)-(c) as the solid line. The upper part of this panel is the real part of three
eigenvalues and their average. The horizontal dotted line means 1/4π. The lower part of
this panel is the argument.
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Figure 5: The eigenvalues of the polarizability density tensor of the large cluster models
of HfO2. Panels (a), (b), and (c) are the results of the first, second, and third eigenvalues
(α1,2,3), respectively, on a plane with the central oxygen atom and a next lanthanum atom.
Panels (a)-(c) shows also the eigenvectors and the arguments. The order of values and
the definition of the argument is shown in the text. The solid line segments show the
directions of the eigenvectors. The filled circle shows the pseudopotential of the Hf atom.
The eigenvalues in the green contours have complex values. We show the absolute value
of the complex eigenvalues and their arguments. Panel (d) shows all eigenvalues and
their average on the Hf-O line between the Hf and O atoms, which is explicitly shown
in panels (a)-(c) as the solid line. The upper part of this panel is the real part of three
eigenvalues and their average. The horizontal dotted line means 1/4π. The lower part of
this panel is the argument.
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Figure 6: The inverse of the eigenvalues of the dielectric constant density tensor of the
large cluster models of La2O3. Panels (a), (b), and (c) show the inverse of the first, second,
and third eigenvalues (ǫ−11,2,3), respectively. on a plane with the central oxygen atom and a
next lanthanum atom. Panels (a)-(c) show also the eigenvectors and the arguments. The
order of values and the definition of the argument is shown in the text. The solid line
segments show the directions of the eigenvectors. The eigenvalues in the green contours
have complex values. We show the absolute value of the complex eigenvalues and their
arguments. The filled circle shows the pseudopotential of the La atom. Panel (d) shows all
eigenvalues and their average on the La-O line which is explicitly shown in panels (a)-(c)
as the solid line. The upper part of this panel is the real part of three eigenvalues and
their average. The lower part of this panel is the argument.
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Figure 7: The inverse of the eigenvalues of the dielectric constant density tensor of the
large cluster models of HfO2. Panels (a), (b), and (c) show the inverse of the first, second,
and third eigenvalues (ǫ−11,2,3), respectively. on a plane with the central oxygen atom and
a next hafnium atom. Panels (a)-(c) show also the eigenvectors and the arguments. The
order of values and the definition of the argument is shown in the text. The solid line
segments show the directions of the eigenvectors. The eigenvalues in the green contours
have complex values. We show the absolute value of the complex eigenvalues and their
arguments. The filled circle shows the pseudopotential of the Hf atom. Panel (d) shows
the eigenvalues on the Hf-O line. The upper part of this panel is the real part of three
eigenvalues and their average. The lower part of this panel is the argument.
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Figure 8: The eigenvalues of the polarizability density tensor of the large cluster models of
HfLaOx. Panels (a), (b), and (c) are the results of the first, second, and third eigenvalues
(α1,2,3), respectively, on the Hf-La-O plane. Panels (a)-(c) shows also the eigenvectors and
the arguments. The order of values and the definition of the argument is shown in the
text. The solid line segments show the directions of the eigenvectors. The filled circles
show the pseudopotential of the Hf and La atoms. The eigenvalues in the green contours
have complex values. We show the absolute value of the complex eigenvalues and their
arguments. Panels (d) and (e) show all eigenvalues and their averages on the La-O and
Hf-O lines, respectively. These lines are explicitly shown in panels (a)-(c) as the solid line.
The upper part of this panel is the real part of three eigenvalues and their average. The
horizontal dotted line means 1/4π. The lower part of this panel is the argument.
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Figure 9: The inverse of the eigenvalues of the dielectric constant density tensor of the
large cluster models of HfLaOx. Panels (a), (b), and (c) show the inverse of the first,
second, and third eigenvalues (ǫ−11,2,3), respectively. on the Hf-La-O plane. Panels (a)-(c)
show also the eigenvectors and the arguments. The order of values and the definition of
the argument is shown in the text. The solid line segments show the directions of the
eigenvectors. We show the absolute value of the complex eigenvalues and their arguments.
The eigenvalues in the green contours have complex values. The filled circles shows the
pseudopotential of the Hf and La atoms. Panels (d) and (e) show the eigenvalues on the
La-O and Hf-O lines, respectively. The upper part of this panel is the real part of three





A theoretical study on a reaction of iron(III)
hydroxide with boron trichloride
by ab initio calculation
I Introduction
In this paper, we investigate a reaction of boron trichloride (BCl3) with iron(III) hydrox-
ide (Fe(OH)3) by ab initio quantum chemical calculation. The purpose of the paper is
two fold. One is to present how Fe(OH)3 reacts in BCl3 gas which could be relevant to
an industrial process. Secondly, by applying newly-developed interaction energy density
concept to the reaction, we would like to test its validity in particular regarding its ability
to describe stabilization through chemical reaction.
Let us start from describing some industrial background. Boron trichloride is one of
the semiconductor gases, which is used, for example, as a preferential plasma etching gas
for aluminum and a source of boron for p-type doping in the process of chemical vapor
deposition [1–3]. High purity is required for semiconductor gases to be used in the produc-
tion process of recent high integrated device and thin insulating film. Required impurity
level in recent years has been lower and lower. In the future, it is expected to be parts-per-
trillion (ppt) level [4]. To achieve lower impurity level, it is necessary to remove all causes
which might contaminate the gases in the whole process including gas transportation. As
examples of concerned impurities, there are water and metal. Once water or metallic im-
purities are mixed in BCl3, they can deteriorate the product performance and the process
yield. Generally, to remove impurities from ultra high purity gases, ceramic or synthetic
resin filters are used. However, metallic impurities in boron containing gases, including
BCl3 gas, are not removed well through these types of filters [5] and reason for this is not
known. It may mean that metallic impurities in boron containing gases have structures
which easily pass through these filters as the result of the interaction between gases and
metal. So far, methods for removing impurities in high purity gases have been discussed
in the literatures, but structures or states of impurities have not been studied. In partic-
ular, it is difficult to directly observe the structure of impurities in gas phase. Therefore,
we consider that it is worthwhile to investigate the molecular states of impurities by a
computational method as a precursory study toward establishing a more effective method
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for removing impurities.
Among several metallic impurities, since most abundant one is iron, we focus on iron-
including impurities. We can think of several possible sources for iron impurities. The
prime suspect is rust from the welded spots in the ductwork. Although the ductwork for
semiconductor gases has corrosion resistance, the welded spots are relatively weak against
halogen-contained gases, especially, under the presence of water [6]. Note that at most a
few parts-per-million (ppm) of water is mixed in the ductwork.
As a first step to guess how iron impurities react with BCl3 gas, we consider a reaction
of Fe(OH)3 with BCl3. The first reason why we pick up this iron compound is that we
would like to see a reaction with a hydroxyl function since hydrochloric (HCl) gas is known
to exist in BCl3 gas. Such HCl gas may come from the reaction with the iron impurities.
The second reason is that rust mentioned above is likely to be in the form of goethite
(α-FeO(OH)) [7–9], and its monohydrated form can be described as Fe(OH)3.
This paper is organized as follows. In the next section, we briefly explain our quan-
tum chemical computation method. We also describe our analysis method based on the
Regional DFT (Density Functional Theory) and the Rigged QED (Quantum ElectroDy-
namics), and in particular we define the interaction energy density. In Sec. III, we show
our results on the reaction of BCl3 with water and that with Fe(OH)3. The final section
is devoted to our conclusion.
II Calculation Methods
II-i Ab initio electronic structure calculation
We perform ab initio quantum chemical calculation for several chemical reactions us-
ing density functional theory. In this calculation, we adopt the Lee-Yang-Parr (LYP)
[10] gradient-corrected functionals for the correlation interaction, and it is employed with
Becke’s hybrid three parameters [11] for generalized-gradient-approximation (GGA) exchange-
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correlation functions (B3LYP). We employ 6-311G* basis set for Fe, B, O and Cl, which
consists of all electron basis set by Wachters-Hay [12, 13], and 6-311G** basis set for H.
This calculation shows reasonable results for high-spin states of iron hydroxide clusters.
Analytical vibrational frequencies are obtained to calculate the zero-point energy (ZPE)
correction. In this work, the geometric optimized structures and the electronic structures
of each cluster model are calculated by Gaussian03 program package [14]. The part of
visualization in this paper is done using MOLDEN[15] and VMD[16] softwares.
II-ii Interaction energy density analysis
In the following section, we use newly-developed interaction energy density in our labora-
tory to analyze how and in which part of molecules are (de-)stabilized during the chemical
process. This quantity is used in Ref. [17] to describe the stabilization of molecules through
covalent bonds and van der Waals bonds. (It is also used in Ref. [18] recently.) It is defined
in the framework of the Regional DFT and the Rigged QED[19–26] and can be calculated





























where {k, l} = {1, 2, 3}, m is the electron mass, and νi and ψi(~r) is the occupation number
and natural orbital of the ith state, respectively. Taking a trace of ←→τ S(~r) gives energy








Now, we can define the interaction energy density. Suppose that the system under
consideration formally consists of two parts A and B and that the whole system has the
energy distribution as εSτ,AB(~r). When the parts A and B are considered separately, they
have the energy distribution εSτ,A(~r) and ε
S






The difference stems from stabilization or destabilization due to the reaction between A
and B at each point in space and we call it the interaction energy density ∆εSτ (~r). Namely,









The region with negative ∆εSτ (~r) corresponds to the stabilized region and the positive
region denotes the destabilized region.
We also use conventional electron density difference ∆n(~r) for the later discussion as
defined below.
∆nAB(~r) = nAB(~r)− {nA(~r) + nB(~r)} , (4)
where n(~r) is the ordinary electron density at ~r.
As shown in Ref. [17], in covalent bonding, the larger stabilization accompanies the
larger atomic population (the region with negative ∆εSτ (~r) has positive ∆n(~r)). However,
note that this is not the case for van der Waals bonds, in which the stabilized region
corresponds to the decrease in the electron density [17] (the region with negative ∆εSτ (~r)
has negative ∆n(~r)).
We use Molecular Regional DFT (MRDFT) package [27] to compute these quantities.
III Results and discussion
III-i Reaction with water
In this section, we study the reaction of BCl3 with water. Although the hydrolysis of BCl3,
BCl3(g) + 3H2O(l)→ B(OH)3(aq) + 3HCl(aq), is a well-known textbook-level reaction,
the situation we consider here is slightly different. In our case, since H2O is much less
(ppm level) than BCl3, a relevant reaction would be BCl3 +H2O→ BCl2(OH) + HCl.
Then, we start by examining how H2O approach BCl3 and form a complex Cl3B—OH2.
We take the distance between B and O as a parameter, D, and for several values of D, we
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calculate the optimized configuration of the other atoms.
The obtained structures are shown in Fig. 1. We can regard them to be the snapshots
of the continuous reaction process. While D is between 4.8 A˚ and 4.0 A˚, we find that H2O
approach with a small angle from the BCl3 plane. In Fig. 2, we show relative energy and
charge transfer as functions of D. The charge transfer is calculated from the Mulliken
charge. We obtain the structure of the stable reactant complex Cl3B—OH2 as shown in
Fig. 3 at D = 1.693 A˚. Below, we refer to this structure as “RC”. This geometry is in
good agreement with the one in the literature [28, 29]. We find that when H2O approaches
BCl3 from an infinite distance, there is no energy barrier and total energy is stabilized
by 0.2607 eV. Also note that the reaction proceeds as charge is transferred from BCl3 to
water (electrons from water to BCl3).
Next, we search a reaction path from RC until the detachment of HCl. The energy
along a certain intrinsic reaction coordinate (IRC) is plotted in Fig. 4. Some intermediate
structures are also shown. In particular, the one labeled 1 is RC and 3 is the transition
state (TS) respectively. This is reorganized in Fig. 5 and Table 1 which show the reaction
pathway and relative energy. The activation energy is found to be 0.7300 eV. By detaching
HCl, the system stabilizes by 0.6799 eV from RC. In the final step, there is energy increment
of 0.0990 eV which corresponds to the strength of the hydrogen bond between H in HCl
and O in BCl2(OH) (the distance between H and O is 2.054 A˚). However, since it is rather
small, BCl2(OH) and HCl are expected to be separated away in the gas phase.
Now, we analyze this reaction by using interaction energy density ∆εSτ (~r) and electron
density difference ∆n(~r) as introduced in Sec. II. We first examine the process from
BCl3 +H2O to RC, namely the reactant complex formation. This is shown in Fig. 6. From
∆n(~r) of panels (a) and (b), we see that BCl3 and H2O are polarized by the existence of
the other molecule when they are separated. Then they attract each other by electrostatic
interaction. After they approach closely as panel (c), electrons move from H2O to BCl3
rapidly as shown by the expansion of pink regions around BCl3 in panels (d), (e) and (f).
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This is consistent with the charge transfer plot in Fig. 2, which shows steepening trend for
D . 3.5 A˚. As for ∆εSτ (~r), general feature we notice is that positive ∆n(~r) region (colored
in pink) roughly corresponds to negative ∆εSτ (~r) region (colored in blue) and vice versa.
This indicates that each part in the system is stabilized by the increase in the electron
density just as in the usual covalent bonding.
The process from RC to BCl2(OH) · HCl via TS is next analyzed and results are shown
in Fig. 7. We again see the correspondence between positive ∆n(~r) region and negative
∆εSτ (~r) region. Since we partition the system into BCl2(OH) and HCl for calculating
∆n(~r) and ∆εSτ (~r), it is easier to see the process backward from the panel (g). We see
that red destabilized region expands from panel (g) to (a). This destabilized region is
especially large in TS (panel (c)) around H2O. Although this partitioning is not so well
defined in (a) and (b), we see destabilized region around H2O too. This is consistent with
the energy level relation that RC has higher energy than BCl2(OH) · HCl.
III-ii Reaction with iron hydroxide
In this section, we study the reaction of BCl3 with Fe(OH)3. Fe(OH)3 is our model of
iron impurity and we investigate how this can react with BCl3 molecules to produce HCl.
It should be mentioned that Fe(OH)3 has lower energy than FeO(OH)·H2O. As shown in
Table 2, since sextet is the most stable, we adopt this state in the following calculation.
The entire reaction path we have searched is shown in Fig. 8. Table 3 shows relative
energy for each step. For convenience, we split this path into four as in Fig. 9 (a)-(d)
showing structures for each step. We will give detailed description for each of them below.
The earliest stages in the reaction path are shown in Fig. 9 (a). First, it is shown that
BCl3 approaches Fe(OH)3 with some energy stabilization forming a reaction complex S2.
A possible simple path to detach HCl from S2 is shown as S2 → TS1 → S3. This is just
like the one we have seen in the reaction between BCl3 and H2O described in Sec. III-i.
We need the activation energy of 1.1653 eV. In the case of BCl3 and Fe(OH)3, however,
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the reaction complex S2 can turn into more stable structure by cutting a bond B—Cl in
the ring consists of B, Cl, O, and Fe atoms and leaving a Fe—Cl bond (S2 → S4). Since
the activation energy is rather high, it is likely that the latter path is taken in the BCl3
gas. Also, as we will see below, the presence of many BCl3 molecules (relative to Fe(OH)3)
makes it possible to open more effective paths to detach HCl molecules.
Now, let us consider the case that another BCl3 approaches S4. One more bond between
BCl3 and OH is formed to make S5 and energy is stabilized by 1.1178 eV. To detach HCl
from S5, there are two reaction paths as shown in Fig. 9 (b). One is from S5 to S6
via TS2a and another is via TS2b. The former is similar to the BCl3+H2O case or the
path S2 → TS1 → S3 mentioned just above and its activation energy is relatively high,
0.8665 eV. By contrast, the latter has much lower barrier of 0.15083 eV. In this path, since
HCl is detached from Cl and OH which are connected to different B, the distance between
H and Cl is shorter in TS and much less energy is needed to form the bond.
The path after that is opened in a similar way (Fig. 9 (c)). Namely, HCl is not likely to
be produced from within S7 but detach after a complex with one more BCl3 is formed. This
complex is shown as S8. Then HCl is again formed from Cl and OH which are connected
to different B with a relatively low activation energy of 0.08919 eV (S8 → TS3 → S9).
So far, we have learned that we can find an energetically more favorable path to detach
HCl by attaching BCl3 beforehand. Then, similar path to S2 → S4 → S5 may take place
for S5 by attaching BCl3. This turns out to be true and we find a path S5 → S11 → S12
as shown in Fig. 9 (d). S11 is stabilized by 0.59024 eV from S5 by forming another Fe—Cl
bond. After that, S12 is stabilized by 0.8491 eV from S11 by the interaction between BCl3
and the last OH group bonded to Fe.
Finally, how HCl is detached from S12 is described. As shown by the path S12 →
TS4 → S13, Cl and OH which are connected to different B bond to form HCl. This is
similar to S5 → TS2b → S6 and S8 → TS3 → S9. It also has a relatively low activation
energy of 0.22614 eV. We further examine whether one more HCl can be detached from
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S13. However, we cannot find such a path and we find that BCl2OH is detached instead.
Thus, the final product is Fe(Cl)2(OBCl2)(OHBCl2) shown as S14.
To sum up, we have found
Fe(OH)3 + BCl3 → Fe(OH)2(OBCl2) + HCl (5)
has high activation energy and unlikely to occur but there are two reactions with lower en-
ergy barriers which produce HCl and more stable Fe-compounds. They can be summarized
as
Fe(OH)3 + 3BCl3 → FeCl(OBCl2)2(OHBCl2) + 2HCl (6)
and
Fe(OH)3 + 3BCl3 → FeCl2(OBCl2)(OHBCl2) + HCl + BCl2OH (7)
In passing, it may be useful to comment on the geometrical structure of each complex
in the reaction path. Generally speaking, a four-coordinate complex forms a square-planar





where V is the volume of the tetrahedron defined by the four atoms directly connected to
Fe, and Vopt is the volume of a regular tetrahedron which has the common circumsphere
to that tetrahedron. If σ = 0, the tetrahedron is regular and if σ = 1, it is square planar.
The result is shown in Table 3. This result shows that the complexes we have dealt with
are very close to regular tetrahedrons.
The analyses using ∆n(~r) and ∆εSτ (~r) for some parts of the reaction path are shown
in Figs. 10-12. As is the cases which are examined in Sec. III-i, positive ∆n(~r) region
corresponds to negative ∆εSτ (~r) region in general. Fig. 10 shows the process of BCl3
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approaching a complex Fe(Cl)(OH)2(BCl2OH) to form a reaction complex and Fig. 11
shows the process of detaching HCl from the reaction complex. They are respectively
similar to what we have seen in Figs. 6 and 7. Namely, we see blue stabilized region grows
between BCl3 and Fe(Cl)(OH)2(BCl2OH) as the process proceeds from (a) to (e) in Fig. 10
and red destabilized region develops in the direction from (e) to (a) in Fig. 11. We show
in Fig. 12 one more example of ∆εSτ (~r) for the process of detaching HCl from the reaction
complex. When we look Fig. 12 in the direction from panel (f) to (a), we see that red
destabilized region grows, as is the case of Fig. 11.
IV Conclusion
We have investigated a reaction of BCl3 with Fe(OH)3 by ab initio quantum chemical cal-
culation as one of the simplest models for a reaction of iron impurities in BCl3 gas. We have
found that compounds such as Fe(Cl)(OBCl2)2(OHBCl2) and Fe(Cl)2(OBCl2)(OHBCl2)
are formed while producing HCl. The reaction paths to them are examined in detail and
their activation energy is found to be relatively low due to the formation of a Fe-complex
coordinated by several BCl3 before detaching HCl. We have also examined a reaction with
a single H2O molecule (remember that H2O is rare in the BCl3 gas) and have found that
it has high activation energy. Such difference in energy barriers indicates that it is more
likely that the observed HCl originates from the reaction of BCl3 with iron impurities
rather than from the reaction with H2O.
We have also analyzed the stabilization mechanism of these paths using newly-developed
interaction energy density ∆εSτ (~r) in our laboratory derived from electronic stress tensor
in the framework of the Regional DFT and Rigged QED. We have compared this with
electron density difference ∆n(~r). We have found correspondence between positive (neg-
ative) ∆n(~r) region and negative (positive) ∆εSτ (~r) region in general. This indicates a
covalent bond that a bond is stabilized by the increase in electron density. We believe this
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interaction energy density is very useful to analyze and visualize how and in which part
of molecules are (de-)stabilized during the chemical process. Integrating the interaction
energy density over some region would give good quantitative measure of stabilization.
This will be investigated in our future work.
Although it is too early to conclude that the reaction paths we have shown are realized
in the BCl3 gas in the ductwork, it is reasonable to imagine iron impurities play some role
in producing HCl. More detailed modeling of iron impurities in future would give us more
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BCl2(OH) · HCl −0.94056
BCl2(OH) + HCl −0.84152
Table 2: Relative energy in units of eV for the optimized structure of several spin states
of Fe(OH)3 and FeO(OH)·H2O. We take sextet of Fe(OH)3 which has the lowest energy
as the reference point.
Quartet Sextet Octet
Fe(OH)3 0.01366 0 5.48862
FeO(OH)·H2O 0.04452 0.04936 0.17616
Table 3: Relative energy and skewness of tetrahedron (Eq. (8)) along the pathway of the
reaction of BCl3 with Fe(OH)3 shown in Fig. 8.
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Figure 2: The plots of relative energy (solid red line) and charge transfer (dashed green
line) vs B—O distance. The reference energy is the energy of structure in which H2O
locates at an infinite distance from BCl3. The change in the charge of BCl3 is plotted as
the charge transfer on the right axis. Namely, the negative charge transfer indicates that






























Figure 4: Relative energy of the path from Cl3B—OH2 (RC) to BCl2(OH) ·HCl. The
reference energy is the energy of structure in which H2O locates at an infinite distance
from BCl3.
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Figure 6: Optimized configurations (left column), electron density difference ∆n(~r) (mid-
dle column) and interaction energy density ∆εSτ (~r) (right column) during the process of
the Cl3B—OH2 (RC) formation. We partition the system into BCl3 and H2O for calculat-
ing ∆n(~r) and ∆εSτ (~r). For ∆n(~r), the light blue region has negative value and the pink
region has positive value. For ∆εSτ (~r), the blue region has negative value (i.e. stabilized
region) and the red region has positive value (i.e. destabilized region). Each panel shows










Figure 7: Same as Fig. 6 for the process from Cl3B—OH2 (RC) to the HCl detachment.
We partition the system into BCl2(OH) and HCl for calculating ∆n(~r) and ∆ε
S
τ (~r). Each


































Figure 8: The pathway of reaction of Fe(OH)3 with BCl3 toward Fe(Cl)(OBCl2)2(OHBCl2)








































































































































Figure 9: The reaction pathways (a) to Fe(OH)2(OBCl2) · HCl (S3) and to
FeCl(OH)2(OHBCl2) (S4), (b) to Fe(OH)(Cl)(OBCl2)(OHBCl2) (S7), (c) to







Figure 10: Same as Fig. 6 for the process S4 → S5 (see also Fig. 9 (b)). We partition the









Figure 11: Same as Fig. 6 for the process S5 → TS2b → S6 (see also Fig. 9 (b)). We
partition the system into Fe(Cl)(OH)(BCl2O)(BCl2OH) and HCl for calculating ∆n(~r)








Figure 12: Same as Fig. 6 for the process S2 → TS1 → S3 (see also Fig. 9 (a)). We
partition the system into Fe(OH)2(BCl2O) and HCl for calculating ∆n(~r) and ∆ε
S
τ (~r).




In this thesis, several materials have been investigated in detail by first-principles calcu-
lation. Through this thesis, quantum energy density has been applied, and it has been
shown that local analysis is a powerful tool for nanostructure materials.
We have studied several promising materials in microscopic viewpoints by local den-
sity quantities. In particular, properties of bonding states, chemical reaction, and response
have been clarified by these quantities. Particularly, it has been shown that local polar-
izability and dielectric constant can illustrate dielectric properties of nanosize insulator
materials. These local quantities have revealed that the dielectric response shows a ro-
tational feature at inner parts of the hafnia, and hence distribution patterns of these
quantities are very complicated.
Analysis of nanowire in Chapters 1 and 2 has been focussed on hydrogen adsorption
properties of an aluminum nanowire and aluminum boride nanowires. In Chapter 1, we
have investigated geometries, electronic structures, and hydrogen adsorption properties of
aluminum boride nanowires. The aluminum nanowire is constructed by metallic bonds,
and it can be considered that this nanowire has the good electric conductivity. On the other
hand, the analysis by stress tensor density shows that aluminum boride nanowires have
covalent bonds between boron atoms. Thus it can be considered that aluminum boride
nanowires do not have the good electric conductivity like that of the aluminum nanowire.
Actually, from the analysis by DOS, band, and electron density, we have confirmed that
the aluminum nanowire has the good electric conductivity, while in the case of aluminum
boride nanowire, electrons on the fermi level are localized around boron atoms and these
nanowires do not show the electric conductivity like that of the aluminum nanowire.
Furthermore, in the case of the aluminum boride nanowire, results of stress tensor
density shows that the covalent bond can be seen between hydrogen and boron atoms. On
the other hand, in the case of the aluminum nanowire the typical covalent bond cannot
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be seen between hydrogen and aluminum atoms. These results show that the hydrogen
adsorption energy of aluminum boride nanowires is larger than that of the aluminum
boride nanowire. Actually, in the case of the aluminum boride nanowires, the adsorption
energy has been calculated as -5.5 eV for nanowires whose radius has been calculated as
1.31 A˚ and for another aluminum boride nanowire whose radius is 1.31 A˚ and distance
between boron rings is 1.54 A˚ the adsorption energy has been calculated as -5.6 eV. These
values are much larger than that in the case of the aluminum nanowire (-3.6 eV). It can
be recognized that the prediction from stress tensor density is demonstrated from these
results. If all boron atoms of aluminum boride nanowires adsorb hydrogen atoms, wt% of
hydrogen is calculated as 5.9 % and 6.2 %. These values are larger than that in the case of
the aluminum nanowire (3.0%). From the other viewpoints, these results have also shown
that the hydrogen atom on the aluminum nanowire can migrate more easily than that on
the aluminum boride nanowire.
Accordingly, in Chapter 2, we have studied the activation energy of the hydrogen mi-
gration on the aluminum nanowire. In this chapter, we employ the different aluminum
nanowire model. Its radius is 2.47 A˚ and its distance between aluminum rings is 2.46 A˚T˙he
hydrogen adsorption energy of this aluminum nanowire has been calculated as −2.08 eV.
The hydrogen atom needs 0.57 eV to migrate on the plane which is perpendicular to the
nanowire. On the other hand, for the migration to the axial direction, the activation en-
ergy is reduced to 0.19 eV. These results have shown that the hydrogen atom can migrate
to the axial direction more easily than to the angular direction. Moreover, we have also
showed that the hydrogen atom migrates on the shape volume given by the kinetic energy
density. Generally, due to the small mass of the hydrogen atom, for the detail discussion of
the dynamics, the effect of zero point vibration on the energy cannot be negligible. Hence,
in this work, we have studied the effect of zero point vibration. The probability density of
the vibrational mode of the ground state is localized around the most stable point of the
PES, and the value of the zero point vibrational energy is calculated as 0.22 eV. Thus the
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adsorption energy including the zero point energy is -1.86 eV. In addition, the probability
densities of vibrational mode of some excited states are localized around places which are
different from the place where the ground state localized. The difference of the energy
between one of these excited states and the ground state is calculated as 0.09 eV. This is
much smaller than that of the difference of the PES. Hence, we must consider the excited
states of the vibrational modes for the detailed discussion of the hydrogen migration.
Dielectric properties of cubic hafnium oxides have been investigated in terms of local
dielectric constant. It is seen that the cubic hafnium oxide shows complicated response
to external electric field. Particularly, the dielectric response shows rotational behavior in
wide regions. These properties are only correctly clarified in the local and tensor analyses.
In the ordinary global and averaged scalar polarization analyses, these properties cannot
be described. As shown in our results, local dielectric constant is a good indicator of
dielectric properties. The lattice oscillation has not been included in our works. To ana-
lyze macroscopic dielectric properties more accurately, the effect of nuclei has to be taken
into account. In Chapter 3, the dielectric property of the cubic hafnium oxide has been
investigated in terms of the polarizability density and the dielectric constant density. In
the some regions around nuclei, we can see the complex eigenvalues of local polarizability
and local dielectric constant. Some arguments of eigenvalues attain as large as about 10◦.
These complex eigenvalues show that the response to electric field of these regions have
rotational properties. It is shown that due to the effect positions of the nuclei the response
to the electric field has a rotation and is very complex.
In Chapter 4, we have focused on the cubic hafnium oxide with lanthanum atoms and
clarified the effect of the lanthanum atom on its dielectric property. The large local polar-
izability can be seen around oxygen atoms. This is due to the ionic bonding state. Next,
we have discussed an average of local dielectric constant around metal-oxygen bond axis.
In the case of hafnium oxide, lanthanum oxide, and hafnium-oxygen bond of HfLaOx,
one of eigenvalue of averages is much smaller than other eigenvalues. However this small
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eigenvalue cannot be seen in the case of the lanthanum-oxygen bond of HfLaOx. This
shows that the response to electric field is complex due to impurities. Furthermore, the
rotational response has appeared around only nuclei in hafnium oxide, while this response
can be seen widely in HfLaOx. In terms of the average of local dielectric constant, the
difference between hafnium oxide and HfLax is less than 5% . These results show that the
effects of impurities on the microscopic dielectric properties are large, while the effects on
the macroscopic dielectric properties are small.
In Chapter 5, we investigated the reaction of boron trichloride that are widely used
in semiconductor device production process with iron impuritie that has been included in
boron trichloride gas. It has been found that compounds, such as Fe(Cl)(OBCl2)2(OHBCl2)
and Fe(Cl)2(OBCl2)(OHBCl2) are formed producing hydrogen chloride. The reaction
paths to them have been examined in detail and their activation energy has been found
to be relatively low due to the formation of a Fe-complex coordinated by several boron
trichloride before detaching hydrogen chloride. Furthermore, the reaction with a single
water molecule has been investigated and it has been found that it has high activation
energy. Such difference in energy barriers indicates that it is more likely that the observed
hydrogen chloride originates from the reaction of boron trichloride with iron impurities
rather than from the reaction with a water molecule. The stabilization mechanism of
these paths has been discussed using newly developed interaction energy density. This
interaction energy density has been compared with electron density difference. It can be
seen correspondence between positive (negative) region of difference of electron density
and negative (positive) region of interaction energy density in general. This indicates that
a covalent bond is stabilized by the increase in electron density. Hence this interaction
energy density is very useful to analyze and visualize how and in which part of molecules
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