Abstract. In this paper, we determine the spectrum, the point spectrum, the continuous spectrum and the residual spectrum of the generalized difference operator ∆ a,b on the sequence space ℓp (1 < p < ∞) where the real sequences a = {a k } and b = {b k } are not necessarily convergent. Hence our results generalize the work given by Akhmedov and El-Shabrawy [Math. Slovaca 65 (5) (2015) 1137-1152] for the sequence space ℓp(1 < p < ∞).
Introduction
Several authors have studied the spectrum and fine spectrum of various bounded linear operators defined on various sequence spaces. Altay and Başar [11] and Kayaduman and Furkan [23] have obtained the spctrum and fine spectrum of the difference operator ∆ over the sequence spaces c 0 , c and l 1 , bv respectively. Also the fine spectrum of ∆ over the sequence space ℓ p , bv p (1 ≤ p < ∞) has been studied by Akhmedov and Başar [7, 8] . The fine spectrum of the generalized difference operator B(r, s) has been studied by Altay and Başar [9] , Furkan et al. [21] over the sequence spaces c 0 and c, l 1 and bv respectively. While the fine spectrum of the operator B(r, s) over the sequence spaces l p and bv p (1 < p < ∞) has been studied by Bilgiç and Furkan [14] . Furkan et al. [20, 19] , Bilgiç and Furkan [15] have further generalized these results for the operator B(r, s, t). Later, Altun [12] has studied the fine spectrum of triangular Toeplitz operator over the sequence spaces c 0 and c. The fine spectrum of the operator ∆ v over the sequence spaces c 0 and ℓ 1 have been studied by Srivastava and Kumar [27, 26] . Some of their results have been revised by Akhmedov and El-Shabrawy [3] . The fine spectrum of the operator ∆ v over the sequence c and ℓ p (1 < p < ∞) have been also studied by Akhmedov and El-Shabrawy [4] . They have also modified the operator ∆ v and studied its fine spectrum on the space c and ℓ p (1 < p < ∞). Later, Akhmedov and El-Shabrawy [2] have modified the operator ∆ v and studied its fine spectrum on the spaces c 0 and l 1 . Next the operator ∆ v is further generalized to the operator ∆ a,b , where the sequences {a k } {b k } are two convergent sequences of real numbers. Several authors have studied the fine spectrum of the operator ∆ a,b over some sequence spaces by imposing more conditions on the sequences {a k } and {b k }. The fine spectrum of the operator ∆ a,b over the sequence space c 0 has been studied by Akhmedov and El-Shabrawy [6] , while the fine spectrum of the operator ∆ a,b over the sequence spaces c and ℓ p (1 < p < ∞) has been studied by Akhmedov and El-Shabrawy [5] and El-Shabrawy [18] respectively. The fine spectrum of the operator ∆ u,v on the sequence space ℓ 1 has been also studied by Srivastava and Kumar [25] . Recently El-Shabrawy [17] and Akhmedov and El-Shabrawy [1] have modified the operator ∆ a,b and studied its fine spectrum on the sequence spaces c 0 and ℓ p (1 ≤ p < ∞) respectively. Recently Das [16] has studied the spectrum and fine spectrum of a new difference operator U (r 1 , r 2 ; s 1 , s 2 ) over c 0 . In this paper, we consider the operator ∆ a,b defined on the sequence space ℓ p (1 < p < ∞), where the real sequences a = {a n } and b = {b n } are not necessarily convergent. The matrix form of the operator ∆ a,b is given as follows :
where the real sequences a = {a k } and b = {b k } are either periodic sequences of period m (m ≥ 1) or a km−i → p m−i and b km−i → q m−i as k → ∞, for i = 0, 1, 2...m − 1 with b k = 0 for all k ∈ N, q j = 0 for j ∈ {1, 2, ...m}. Thus we have generalized the results given by Akhmedov and El-Shabrawy [1] for the sequence space ℓ p (1 < p < ∞).
Preliminaries and notation
Now we give some results related to the spectrum of the operator ∆ a,b on the space ℓ p (1 < p < ∞). Let X and Y be two Banach spaces and A : X → Y be a bounded linear operator. We denote the range of A as R(A), that is, R(A) = {y ∈ Y : y = Ax, x ∈ X}. The set of all bounded linear operators on X into itself is denoted by B(X). Further, the adjoint of A, denoted by A * , is a bounded linear operator on the dual space X * of X defined by (A * φ)(x) = φ(Ax) for all φ ∈ X * and x ∈ X.
Let X = {0} be a complex normed linear space and A : D(A) → X be a linear operator with domain D(A) ⊆ X. With A, we associate the operator A α = (A−αI), where α is a complex number and I is the identity operator on D(A). The inverse of A α (if exists) is denoted by A 
α is defined on a set which is dense in X. Resolvent set ρ(A, X) of A is the set of all regular values α of A. Its complement in the complex plane C, i.e., σ(A, X) = C \ ρ(A, X) is called the spectrum of A. The spectrum σ(A, X) is further partitioned into three disjoint sets, namely, point spectrum, continuous spectrum and residual spectrum which are defined as follows:
The point spectrum σ p (A, X) is the set of all α ∈ C such that A −1 α does not exist, i.e., the condition (R1) fails. The elements of σ p (A, X) are called eigenvalues of A.
The continuous spectrum σ c (A, X) is the set of all α ∈ C such that the conditions (R1) and (R3) hold but the condition (R2) does not hold, i.e., A
The residual spectrum σ r (A, X) is the set of all α ∈ C such that A −1 α exists but does not satisfy the condition (R3), i.e., domain of A −1 α is not dense in X. In this case, the condition (R2) may or may not hold good.
Let A ∈ B(X) and A λ = (A − λI) for a complex number λ. Then Goldberg [22] considered three possibilities for R(A λ ) and A 
If the operator A is in state C 2 for example, then R(A λ ) = X, A λ is injective and A −1 λ is discontinuous. Remark 1. If α is a complex number such that A α ∈ A 1 or A α ∈ B 1 , then α belongs to the resolvent set ρ(A, X) of A on X. The further classification gives rise to the fine spectrum of A. It is clear that,
Let M = (a nk ) be an infinite matrix of complex numbers and λ and µ be two sequence spaces. Then, the matrix M defines a matrix mapping from λ into µ if for every sequence x = (x k ) ∈ λ the sequence M x = {(M x) n } is in µ where
and it is denoted by M : λ → µ. We denote the class of all matrices M such that M : λ → µ by (λ, µ). 
Before proceeding, we list some notations which will be used throughout this paper.
Notations :
where q is such that
3. Spectrum and fine spectrum of the operator ∆ a,b on the sequence space ℓ p
In this section, we determine the spectrum and fine spectrum of the generalized difference operator ∆ a,b over the sequence space ℓ p , where 1 < p < ∞. Throughout this paper, we assume that the real sequences a = {a k } and
Proof. The linearity of ∆ a,b is trivial. To show the boundedness, let {x k } ∈ ℓ p . Then by Minkowski's inequality, we have
Before going to the results on the spectrum of ∆ a,b we first prove a lemma which is useful.
. . , m} Then there exist α > 0 and N 0 ∈ N such that for k ≥ N 0 , the followings hold:
(i)
(ii)
Proof. Let 
where
we have |a k+j − λ| ≥ r 1 for j = 0, 1, · · · , m − 1. Since the sequence {b k } is bounded, so |b k | ≤ t for all k ∈ N. Hence there exist a real number α > 0 and N 0 ∈ N such that for k ≥ N 0 ,
where α = max 
Let C k be the ℓ 1 -norm of the k -th column of the matrix (∆ a,b − λI) −1 . Therefore we need to show that sup k C k < ∞. Now, from the above matrix,
for k ∈ N. By rearranging the terms (i.e. grouping multiple of m terms) of C k we have
Further,
shows that each series in R.H.S. is convergent, so C k is convergent for all k ∈ N. Since
so there exists N ∈ N and a real number γ < 1 such that
Again by Lemma 5 there exists N 0 ∈ N and a real number α > 0 such that for all
. . .
it is required to prove that supremum of ℓ 1 norm of rows is finite. For this, let β ∈ N. So β = mk + j where k ∈ N ∪ {0} and j = 0, 1, · · · , m − 1. Let R β denote the β -th row of (∆ a,b − λI) −1 .
Now for
(III) and when r > j then Since each series R k is finite for all k ∈ N, so R k is convergent for all k ∈ N and since
So there exists N 1 ∈ N with N 1 > m and two numbers γ < 1 and
If N 1 = mk + j with k ∈ N, j ∈ {0, 1, 2, · · · , m − 1} and r ∈ {1, 2, · · · , m}, then
N1 where
.
Again from Lemma 5 there exists N 0 ∈ N and a real number α > 0 such that for
Thus for t ≥ max{N 1 , N 0 + (m − 1) },
Therefore sup
Further, suppose that λ / ∈ σ(∆ a,b , ℓ p ) i.e. λ is not in the spectrum of ∆ a,b . Then (∆ a,b − λI) −1 ∈ B(ℓ p ). So, λ / ∈ σ(∆ a,b , ℓ p ) implies λ = a k for all k ∈ N and the operator (∆ a,b − λI) −1 transforms the unit sequence e = (1, 0, 0, · · · ) t into a sequence in ℓ p , so we have
Which implies
which gives
otherwise,
and hence the following series
−1 e is divergent, which is a contradiction. Hence
. This completes the proof.
Lemma 6. Assume a j = a j+k for all k ∈ N. Then a j ∈ S 2 ∪ S 3 if and only if the following condition holds
Proof. By grouping multiple of m terms, one can easily show that if a j ∈ S 2 , then
Conversely, let us assume (aj −p1)(aj−p2)···(aj −pm) q1q2···qm < 1, then one can easily prove that the series
Proof. Suppose ∆ a,b x = λx for any x ∈ l p . Then we have the following system of linear equations
From the above equations, we obtain
Now for all λ / ∈ {a k : k ∈ N}, we have x k = 0 for all k ∈ N. So for λ = a k for all k ∈ N, there does not exist any x = θ ∈ ℓ p such that ∆ a,b x = λx holds. Thus if
Now we consider two cases. Case 1 : Let {a k } is a periodic sequence of period m. Which implies
periodic sequence with period m. Suppose λ = a i is an eigenvalue of ∆ a,b where i ∈ {1, 2, . . . , m}. So there exists a non zero x ∈ ℓ p such that ∆ a,b x = a i x hold. Let x r be the first non-zero entry of x = {x k }. Now there always exists a number t = i + km where k ∈ N such that t > r. So from the equation
as b i+km−1 = 0 and a i+km = a i . Also from the equations
gives x i+km−2 = 0, since b i+km−2 = 0 and also from above, we get x i+km−1 = 0 Continuing this process we get
which contradicts the fact x r = 0.
Case 2 : Let {a k } is a sequence of real numbers such that
and we know that
, then λ = a j = p i for some j ∈ N and i ∈ {1, 2, . . . , m} and there exists a non zero x ∈ ℓ p such that ∆ a,b x = a j x holds. Again from the equation ∆ a,b x = λx we have
Since λ = a j = p i for i ∈ {1, 2, · · · , m}, so there exists a natural number s ≥ j such that a s = a j and for n > s, a n = a j . Clearly, for λ = a s , the above equations give
. Thus the system reduces to
Now, for a non zero x, if we choose x s = 0, then a s ∈ σ p (∆ a,b , ℓ p ) if and only if
Again by Lemma 6,
Since a j = a s , so a j ∈ σ p (∆ a,b , ℓ p ) if and only if a j ∈ S.
Consider the following cases.
(i) If λ = a 1 , then putting k = 1 in Equation 5 , we get,
Similarly, if put k = 2 and λ = a 1 in Equation 5, we have
Since from above, x 2 = 0 and b 2 = 0, we get x 3 = 0. Proceeding in a similar way, we can say x 4 = x 5 = · · · = 0. Hence if we choose
(ii) If λ = a j for any j ∈ N \ {1} and k = j, then Equation 5, reduces to
And putting k = j + 1 and λ = a j , we get
Since b j+1 = 0 and x j+1 = 0, so we have x j+2 = 0. Hence one can conclude x j+1 = x j+2 = · · · = 0. Therefore for λ = a j we have
This is a system of (j − 1) homogeneous equations with j variables. Hence at least one non-trivial solution exists. This implies a j ∈ σ p (∆ * a,b , ℓ * p ) for all j ∈ N \ {1}. (iii) Now let λ = a j for all j ∈ N. Then from Equation 5, we have
. Let λ ∈ σ p (∆ λx holds. So for any non zero x, if we choose x 1 = 0, then x ∈ ℓ * p ∼ = ℓ q if and only if the series
Further, if λ = a k for k ∈ N and λ ∈ S 4 then we can easily prove that
Hence from Case (i), (ii) and (iii), one can conclude that
, then we can easily prove that the series
Proof. From Lemma 1 it can be easily proved that,
Hence the result follows from Theorem 3 and Theorem 4.
, and all are mutually disjoint, so the result follows from Theorem 2, Theorem 3 and Theorem 5. 
as k → ∞, where q i = 0 for i = 1, 2. If there exists a natural number N such that
and for all z in the set {z ∈ C :
Proof. Let z ∈ z ∈ C : |z − p 1 ||z − p 2 | = |q 1 q 2 | . If we choose ε > 0 in such a way that ε < min
Since by our assumption ε < min
where i, j ∈ {1, 2} and i = j. Hence for all k ≥ N 0
This proves the result.
Corollary 1. If the condition of the theorem 7 holds and z
is divergent for every q > 1.
Proof. Suppose there exists
The above series is divergent. Hence by comparison test, the series 
Proof. By Corollary 1, we have S 6 = {a k : |a k − p 1 | |a k − p 2 | = |q 1 q 2 |}. Therefore the results (i), (ii), (iii) and (iv) follow from Theorem 2, Theorem 3, Theorem 5 and Theorem 6 respectively. 
