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得る．本稿では，常微分方程式 dxt = a(xt, α)dtの時間発展に確率的なノイズを加えた，フィル
ター付き確率空間（Ω,F , (Ft)t∈R+ , P）上に定義された次の d次元確率微分方程式（SDE）モデル
(1.1) dXt = a(Xt, α, γ)dt+ c(Xt−, γ)dJt.
を考える．ここで Jは (Ft)-適合な r次元非正規型 Le´vy過程であり，ドリフト係数 a: Rd×Θα×
Θγ → Rd とスケール係数 c: Rd ×Θγ → Rd ⊗ Rr は有限次元未知パラメータ
θ := (α, γ) ∈ Θ := Θα ×Θγ ⊂ Rpα × Rpγ
を除いて既知であるとし，初期変数X0は J と独立とする．簡単のためパラメータ空間 Θは有
界凸領域とする．SDEモデル（1.1）の解過程から高頻度観測（Xt0 , Xt1 , . . . , Xtn）が得られている
と仮定する．ここで，tj = tnj = jhn であり，正数列 (hn)n∈N は
(1.2) Tn := nhn → ∞, nh2n → 0
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数 a(x, α, γ)が γによらない場合に，漸近効率を犠牲にした正規型疑似最尤推定量の漸近挙動を
調べた．この手法により，漸近有効性を放棄することで陽な疑似尤度関数を用いつつ駆動ノイ
ズ J の具体的な分布構造を仮定せずに θの推定を行える．
ところで単一の疑似尤度に基づいた θの推定は αと γ の同時最適化を伴い，Masuda（2013）
の推定方式も例外ではない．このため，係数が複雑な場合には計算負荷の高さおよび同時最適
化の不安定さが懸念されよう．近年，拡散過程（J が標準Wiener過程）の場合にこの問題に対す


















J が有限共分散をもつとき，標準化した J˜t := cov(J1)−1/2{Jt −E(J1)t}を用いて（1.1）を書き
換えると





　仮定 2.1. E(J1) = 0, E(J⊗21 ) = Ir, また任意の q > 0に対し E[|J1|q] < ∞.
任意の確率過程 Y と Rd × Θ¯上の可測関数 f に対して
Yj = Ytj , ΔjY = Yj − Yj−1, fj(θ) = f(Yj , θ)
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と適宜略記する．（1.1）の形式的な Euler-丸山近似は
(2.2) Xj ≈ Xtj−1 + hnaj−1(α, γ) + cj−1(γ)ΔjJ
で与えられる．以下では
S := c⊗2
と表す．ただし任意の行列に対し x⊗2 := xxT（T は転置を表す）である．形式的に局所正規近似
ΔjJ ≈ N(0, hnIr)を適用した場合の条件付き尤度の近似
(2.3) L(Xj |Xtj−1 = x) ≈ N(x+ hna(x, α, γ), hnS(x, γ))
に基づき，Masuda（2013）では，ドリフト係数とスケール係数内のパラメータの重複がない場
合（ドリフト係数が a(x, α)の形）において，同時正規型疑似尤度













以下では ∂x で変数 xに関する偏微分を，また |A|で正方行列 Aの行列式を表す．また，多
重線形形式M := {M (i1···iK) : ik = 1, . . . , dk; k = 1, . . . ,K} ∈ Rd1 ⊗ · · ·RdK と dk 次元ベクトル
uk = {u(j)k }について








1 · · ·u(iK)K
と表す．




































S−1j−1(γ)[∂αaj−1(θ), ΔjX − hnaj−1(θ)],
に対して以下で定義される段階的推定量 θˆn := (αˆn, γˆn)を提案する．
（1）ˆγn を G1,n(γ) = 0のランダムな解とする．
（2）上記 γˆn を用いて，αˆn を G2,n(α, γˆn) = 0のランダムな解とする．
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数の削減や初期推定量の構築などの目的にも利用されている．関連する先行研究については，









Tn であるため（Masuda, 2013），状況は本質的に異なる．実際，後述の定理 3.4によって，疑





　仮定 3.1. ドリフト係数 a(·, θ0)とスケール係数 c(·, γ0)は Lipschitz連続で，各 i ∈ {0, 1, 2},











γa(x, α, γ)|+ |∂ix∂kγc(x, γ)|+ |S−1(x, γ)|} < ∞
が成り立つ．





f(y){P (Xt ∈ dy|X0 = x)− π0(dy)}
∣∣∣∣ ≤ Ce−atgq(x), x ∈ R, q > 0,















関数 G∞(θ) := (G∞α (α),G
∞
γ (γ)) ∈ Rp および定数行列 Iα ∈ Rpα ⊗ Rpα , Iγ ∈ Rpγ ⊗ Rpγ を以












−1(x, γ)[S(x, γ0)− S(x, γ)]π0(dx),
Iα[u, u′] := −
∫
(S−1(x, γ0)[∂αa(x, θ0)[u], ∂αa(x, θ0)[u
′]])π0(dx),
Iγ [v, v′] :=
∫
trace{(S−1∂γS ⊗ S−1∂γS)(x, γ0)[v, v′]}π0(dx).
Le´vy駆動型確率微分方程式の段階的推定について 25
モデルの識別可能性・非負定値性のため，以下の仮定を導入する．
　仮定 3.3. Iα, Iγ はそれぞれ逆行列を持ち，さらにある正定数 χα, χγ が存在して
(3.4) |G∞α (α)| ≥ χα|α0 − α|, |G∞γ (γ)| ≥ χγ |γ − γ0|,
が任意の (α, γ)に対して成り立つ．
ν0 で J の Le´vy測度を表すとき，i1, . . . , im ∈ {1, . . . , r}に対して
νi1,...,im(m) =
∫

































νs,t,s′,t′(4){∂γS−1(x, γ0)[v, c(·s)(x, γ0), c(·t)(x, γ0)]}
· {∂γS−1(x, γ0)[v′, c(·s
′)(x, γ0), c
(·t′)(x, γ0)]}π0(dx),




−1(x, γ0)[∂αa(x, θ0)[u], c
(·k1)(x, γ0)]
· ∂γS−1(x, γ0)[v, c(·k2)(x, γ0), c(·k3)(x, γ0)]π0(dx),
B[u, v] := −
∫























· [(∂αaj−1(θˆn)[u],ΔjX − hnaj−1(θˆn)), (v, (ΔjX)⊗2)],









trace{(S−1j−1∂γSj−1 ⊗ S−1j−1∂γSj−1)(γˆn)[v, v′]}
である．最後に φ(·; 0, V )で N(0, V )の密度関数を表す．
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　定理 3.4. 仮定 2.1, 3.1, 3.2, 3.3, さらに行列 Σの正定値性の下で以下が成り立つ．
（1） 裾確率評価: 任意のK > 0に対してある定数 CK > 0が存在して
(3.5) sup
n
P (|√Tn(αˆn − α0)| > r) + sup
n
P (|√Tn(γˆn − γ0)| > r) ≤ CK
rK






n Iˆn(θˆn − θ0) L−→ N(0, Ip).
（3） モーメント収束: 高々多項式増大度を持つ任意の連続関数 f に対して
(3.7) E[f(
√
Tn(θˆn − θ0))] →
∫
f(y)φ(y; 0, I−1Σ(I−1))dy.







　注意 3.6. 行列 Bは共通パラメータの存在により生じる有限バイアスの補正的役割を果たし
ている．実際，係数間のパラメータの重複がない場合には B = 0であり，αˆn と γˆnの漸近分散
はMasuda（2013）のそれと等しく，推定分離による推定量の分散の変化は生じない．さらにこ
の時，ν(3) = 0であれば αˆn と γˆn は漸近的に直交する（独立になる）．
　注意 3.7. d = r (dim(Xt) = dim(Jt))の場合には，駆動ノイズの増分の代替として Euler残差













































exp(−γˆn · c(Xj−1)){ΔjX − hna0(Xj−1, γˆn)}a1(Xj−1, γˆn)
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と陽に与えられる．また，他の第一段階が凸最適化となる scale 係数の関数形の例として，


















dt+ c(Xt−, γ)dJt, X0 = 0.
ここで，スケール係数および各パラメータの真値は以下の 2種類を想定する．
(i) c(x, γ) = exp(− γ
1+x2
)および θ0 = (α1,0, α2,0, γ0) = (1, 2, 3)
(ii) c(x, γ) = − γ
1+x2
および θ0 = (α1,0, α2,0, γ0) = (1, 2, 1)
また，J1 の分布は，NIG(1, 0, t, 0), NIG(10, 0, 10t, 0), NIG(25/3, 20/3, 9/5t,−12/5t)の 3通り
を対象とする．NIG分布は IG分布の正規平均尺度混合により定義される確率分布（Barndorﬀ-
Nielsen, 1998）であり，NIG(α, β, δ, μ)の特性関数は，
φX1(u) = exp(−δ(
√
α2 − (β + iu)2)−
√













が得られる．これらを用いて，E[Jt] = 0, E[J2t ] = tであることが確認できる．また，Masuda
（2013, Proposition 5.4）と係数の形を考慮すれば，（4.1）は仮定 3.2を満たしていることがわかる．
本数値実験では，各駆動ノイズについて (Tn, hn, n) を (10, 0.05, 200), (10, 0.01, 1000),
(50, 0.05, 1000), (50, 0.01, 5000), (100, 0.05, 2000), (100, 0.01, 10000) の 6 通りに分け，それぞれ
500回ずつ独立に Euler-丸山法に基づきパスを生成し段階的推定量 θˆn := (αˆ1,n, αˆ2,n, γˆn)を計算
した．(i)の γ についてはパラメータ空間は Θγ = [0, 10]とし，初期値は 2として最適化を行っ
た（他の推定量は陽に書ける）．また，パスの生成と γˆn の最適化には Rの YUIMAパッケージ












とから自然である．観測幅 hn の観点からは，表 1, 表 3ではターミナル固定の下で観測幅が小
さくなる時，標準偏差の改善が見られない．しかし表 2では，ターミナル固定の下では観測幅
の小さい場合の推定精度が大きい場合の推定精度を優越している．この点は，NIG(δ, 0, δ, 0)は
δ → ∞で N(0, 1)に全変動収束するため，ノイズの微小時間増分系列について正規近似が機能
していると捉えれば整合的である．
•スケール係数の違いに関して見ると，表 1–3いずれにおいても（i）より（ii）の推定精度が良
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表 1．L(Jt) = NIG(1, 0, t, 0)の場合の段階的推定量 θˆn := (αˆ1,n, αˆ2,n, γˆn)の標準平均・標
本標準偏差（括弧内）．





散は π0(dy)を通じてのみ θ0 に依存する）．ここには記載していないが，実際に（ii）の場合に真
値を大きくすると標準偏差が悪化することを確認している．














dJt, X0 = 0.
ここで，L(Jt) = NIG(10, 0, 10t, 0), Θγ = [0, 50]× [0, 50], θ0 = (α1,0, α2,0, γ1,0, γ2,0) = (1, 2, 3, 4)，
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表 3．L(Jt) = NIG(25/3, 20/3, 9/5t,−12/5t)の場合の段階的推定量 θˆn := (αˆ1,n, αˆ2,n, γˆn)
の標準平均・標本標準偏差（括弧内）．
図 1．標準化（スチューデント化）された段階的推定量 θˆn のヒストグラム（（i）の場合）．
図 2．標準化（スチューデント化）された段階的推定量 θˆn のヒストグラム（（ii）の場合）．
初期値をパラメータ空間上の一様乱数とし，その他の設定は先程のものと同様とする．数値実験
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表 4．L(Jt) = NIG(10, 0, 10t, 0) および L(Jt) = N(0, t) の場合の段階的推定量
θˆn := (αˆ1,n, αˆ2,n, γˆ1,n, γˆ2,n) の標準平均・標本標準偏差（括弧内）．
表 5．L(Jt) = NIG(10, 0, 10t, 0)および L(Jt) = N(0, t)の場合の適応型推定法に基づく推
















程の適応型推定法（cf. Uchida and Yoshida, 2012）に基づくものである．観測頻度条件（1.2）の下，








の R×Θ上の関数 f について fs(θ) = f(Xs, θ)と定義する（記号 fj−1(θ) = f(Xtj−1 , θ)との重複
はあるが，混乱は生じないであろう）．特に θ = θ0 の時は fs = f(Xs, θ0)と略記する．また
M ′(x, θ) := ∂αa(x, θ)
TS−1(x, γ) ∈ Rpα ⊗ Rd,
M ′′(x, γ) := −∂γS−1(x, γ) ∈ Rpγ ⊗ Rd ⊗ Rd
とする．ある正定数 C が存在して十分大きな任意の nについて xn ≤ Cynとなる時 xn  ynと
書く（C は nに依存せず，現れるごとに異り得る）．
5.1 裾確率評価（3.5）の証明































u2 ∈ Θα}の元とする．J1,n(u1), J2,n(u2)の定義から，
√




Tn(αˆn − α0) ∈ argmax
u2∈U2,n
J2,n(u2)
である．ゆえに，任意の r > 0について








Tn(αˆn − α0)についても同様）．すなわち，本定理の主張は J1,n(·), J2,n(·)の確率
評価に帰着する．その評価のため，統計的確率場の多項式型大偏差不等式（Yoshida, 2011）の理
論を援用する．証明は複数のモーメント評価の検証を伴うが，今モーメントの存在は必要なだけ
















































































































P (|√Tn(γˆn − γ0)| > r) ≤ CK
rK
を得る．



















となる．すでに任意の K > 0に対して
√
Tn(γˆn − γ0)の LK -有界性を確保しているため，右辺












































































































∂⊗2γ G2,n(α0, γ0 + u(γˆn − γ0))du = Op(1)が示され，右辺第
三項は op(1)となる．また，モーメント条件の下，aの Lipschitz連続性およびMasuda (2013,
Lemma 4.5)から Ej−1[| ∫
j







cs−dJs] = 0, Ej−1[|
∫
j








































を得る．最右辺第一項は各 nについて (Ftj )-マルチンゲール差分になっていることに注意する．
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モーメント評価 E[|Jhn |q]  hn により，最右辺第一項について Lyapunov条件が容易に示され
る．以下 u ∈ Rpα , v ∈ Rpγ を任意に固定し，二次特性量を計算する．















































Ej−1[(M ′′j−1 ⊗M ′′j−1)[(cj−1ΔjJ)⊗2, (cj−1ΔjJ)⊗2]]
)
[v, v′] + op(1)
に注意する．Le´vy-Khintchin表現
logE[eiu






















































































































































P−→ Σγ [v, v′].









































































(·s) ⊗ (M ′′j−1)(·tu))[u, v]















−1)(x, γ)S(x, γ0)− (S−1∂γSS−1∂γS)(x, γ)












|∂γG1,n(γ)− Iγ(γ)| P−→ 0,
sup
θ∈Θ
|∂αG2,n(θ)− Iα(θ)| P−→ 0,






























が得られる．これにエルゴード定理とGenon-Catalot and Jacod（1993, Lemma 9）を適用すれば
Σˆα,n




P−→ Σおよび Iˆn P−→ I と（3.6）により，
√
Tn(θˆn − θ0) L−→ N(0, I−1Σ(I−1))
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On Stepwise Estimation of Le´vy Driven Stochastic Diﬀerential Equation
Yuma Uehara and Hiroki Masuda
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We consider estimation of a non-Gaussian Le´vy driven stochastic diﬀerential equa-
tion. Under high-frequency data and exponential ergodicity, we propose the stepwise es-
timation procedure based on a Gaussian quasi-score function: ﬁrst we estimate the scale
parameter while ignoring the drift coeﬃcient, and then focus on the drift parameter by
plugging in the estimated scale parameters, and derive the asymptotic normality and
the tail probability estimate of the proposed estimators. This stepwise strategy not only
reduces computational cost but may also stabilize estimate accuracy. Unlike the diﬀu-
sion case, the asymptotic covariance matrix associated with the drift parameter takes a
diﬀerent form when there is a common parameter in the coeﬃcients.
Key words: Ergodicity, Gaussian quasi-score function, high-frequency sampling, Le´vy driven stochastic
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