Vortices are commonly understood as rotating motions in fluid flows. The analysis of vortices plays an important role in numerous scientific applications, such as in engineering, meteorology, oceanology, medicine and many more. The successful analysis consists of three steps: vortex definition, extraction and visualization. All three have a long history, and the early themes and topics from the 70s survived to this day, namely the identification of vortex cores, their extent and the choice of suitable reference frames. This paper provides an overview over the advances that have been made in the last forty years. We provide sufficient background on differential vector field calculus, extraction techniques like critical point search and the parallel vectors operator, and we introduce the notion of reference frame invariance. We explain the most important region-based and line-based methods, integration-based and geometry-based approaches, recent objective techniques, the selection of reference frames by means of flow decompositions, as well as a recent local optimization-based technique. We point out relationships between the various approaches, classify the literature and identify open problems and challenges for future work.
Introduction
Vortex extraction belongs to the most important and similarly most challenging aspects of fluid flow analysis. Vortices are commonly understood as rotational or spiraling movements of particles around a common coreline, which can be seen only if the flow is viewed in the right reference frame [Lug79, Rob91] . Vortices play a significant role in many engineering problems, for instance in aircraft navigation during nose-up or roll of a jet [KH97] , where vortices may reduce lift. Other examples are swirl and tumble motion in gas engines [GLT * 07], and turbomachinery [RP96] , where flows exhibit fully developed turbulence, strong shear and are constrained in curved channels of complex geometry. Recently, vortices have drawn more attention in medical applications, such as in 4D PC-MRI cardiac blood flow [KGP * 13] and in risk assessment of cerebral aneurysms [OJCJP16] . Vortices are explored in the oceans in form of eddies [CSSdS07] and in the atmosphere in the search for hurricanes [Lug83] . Also, vortices in the atmosphere of other planets such as Jupiter shifted into focus [HH16] . Fig. 1 depicts vortices in the wake of an air plane and in the clouds behind an island.
Despite their relevance in practice, the analysis tools are limited in their capabilities. Most techniques require the flow to be incompressible and the identification of vortices becomes particularly difficult in time-dependent flows, which is in the top list of long-standing and open challenges of flow visualization. Traditionally, flow visualization is divided into four categories.
• Direct methods use primitives to directly encode properties of the data, e.g., arrow plots pointing in the flow direction. Glyphs can be used to encode multiple attributes [BKC * 13], which is suitable for multi-variate data visualization. While they are widely and successfully applied in 2D, their utility is limited when they are spatially embedded in 3D due to the arising occlusion. though there are some synergies with geometry-based techniques for integration-based extraction and visualization. Over the past years, several new challenges emerged in the scientific disciplines that scientific visualization supports, which led to an increased demand for research on specific challenges, such as time-dependent flows, multi-fields, higher-dimensional flows, large-scale and insitu visualization, ensembles and uncertainty. Vortex extraction is a relevant subject in all of these new challenges.
This paper is aimed to be an entry point for new researchers and a comprehensive overview for the senior ones. First, we cover in Section 2 the basic differential properties and principles that most vortex extraction techniques are based on. Further, we outline the most relevant extraction techniques, i.e., critical point search and parallel vectors. Section 3 introduces the concept of reference frame invariance, which allows us to understand when vortex extraction techniques will fail. In Section 4, we provide an overview and classify vortex extraction techniques. Afterwards, we proceed with numerous vortex definitions throughout Section 5. Topic-wise, we cover traditional region-based and line-based techniques, geometric and integration-based methods, objective techniques, flow decompositions and reference frame selection, including an optimizationbased approach. Afterwards, we look into topics such as the determination of a vortex boundary, vorticity transport, vortex verification and vortex visualization. Finally, Section 6 concludes and outlines directions for future research.
Notation
Throughout the paper, we denote scalars by italic lowercase letters such as s, column vectors with bold lowercase letters such as v, and matrices with bold uppercase letters such as J. Formally, we denote coordinates in space as x and coordinates in space-time with a bar asx. A squared bracket indicates a differences between 2D and 3D:
where the spatial domain D is a subset of the n-dimensional (n = 2, 3) Euclidean space IE n , i.e., D ⊂ IE n and T is a time interval.
Later, we use the space-time concept to represent the state of a particle in a time-dependent flow, including both its location in space and in time.
We define function ap to transform the anti-symmetric part of a matrix to a scalar/vector. In 2D, ap(M) = T where m i, j refer to the elements of the matrix M. The inverse of ap is the function sk that transforms a scalar/vector into an antisymmetric matrix. In 2D and 3D, we have:
Further, we denote the trace of matrix M as tr(M), the determinant as det(M) and the Euclidean norm as M = tr(M M T ).
Background
The following section briefly introduces the most important concepts that are used in the literature on vortex extraction.
Steady and Unsteady Vector Fields
First of all, we distinguish between steady and unsteady flows. where u, v[ , w] denote the direction components. Steady flows are used to describe instantaneous fields, or generally fields that do not change over time. An example for an instantaneous field is a magnetic field. Even though it might change over time, we are usually interested in a single time slice.
Unsteady Vector Field. An unsteady vector field, on the other hand, varies over time, and thus, it is given as a time-dependent map v(x,t) = v(x, y, [z, ]t) : D × T → D. In 2D and 3D, we have:
2D : v(x, y,t) = u(x, y,t) v(x, y,t) 3D : v(x, y, z,t) =   u(x, y, z,t) v(x, y, z,t) w(x, y, z,t)
Most physical processes are subject to temporal variation, including the motion of air and liquids. In such an unsteady flow, vortices move. Their robust tracking over time is among the most challenging aspects of vortex extraction.
Streamlines. In a steady flow, the trajectory x(τ) of a tracer particle is called a streamline. For a given seed point x 0 , the streamline Figure 2: Examples of integral curves in unsteady flow. This illustration was provided in [Gün16] .
is computed as the solution to the autonomous ordinary differential equation (ODE):
An example for streamlines in unsteady data are the instantaneous field lines of unsteady magnetic fields. Fig. 2a shows streamlines in the flow around an obstacle.
Pathlines. In an unsteady flow, the trajectory x(t) of a tracer particle is called a pathline. For a given seed point x 0 and seed time t 0 , it is the solution to the ODE:
By interpreting a time-dependent vector field as an autonomous system in space-time, it can be written as an (n + 1)-dimensional steady field:
Here, an infinite number of pathlines passes through each point in the spatial domain, depending on the seed time of the curve. Fig. 2b gives an example.
Derivatives and Differential Properties of Vector Fields
Most vortex definitions are characterized by means of differential properties of the observed vector field. This section introduces the most relevant properties. We denote the partial derivatives of a vector field v as:
Note that for steady flows vt = 0. Nabla Operator. The Nabla operator ∇ is a symbol that simplifies the notation of several derived differential quantities. It is a vector that contains the partial derivative symbols with respect to the spatial dimensions:
Divergence. The divergence ∇ · v of a steady or unsteady flow
T is a scalar field that characterizes the change in volume of a virtual finite-sized sphere that is advected with the flow. The divergence is given as:
If the volume increases the divergence is positive; if it decreases the divergence is negative. If the volume remains constant, even though the shape of the sphere might deform, the divergence is zero. If a flow has zero divergence everywhere in the domain, the flow is referred to as divergence-free or incompressible. The compressibility of a fluid depends on its molecular composition. Tightly packed fluids such as water are often modeled as incompressible. Since gases can easily be packed tighter under pressure, they are highly compressible and not divergence-free.
Curl. The curl ∇ × v of a steady 3D vector field v(x, y, z) = (u, v, w) T is a vector field that indicates how the flow swirls at a certain point. It is defined as:
When a virtual finite-sized particle is advected with the flow, it might spin. The axis around which it spins is parallel to the curl vector and the curl's magnitude corresponds to half the angular speed of the rotation. A vector field in which the curl is the zero vector everywhere in the domain is called curl-free or irrotational.
Harmonic Flow. A vector field that is both divergence-free and curl-free is called harmonic.
Harmonic flows play a role in flow decompositions, such as the Helmholtz-Hodge decomposition [BNPB13].
Jacobian. The spatial Jacobian J = ∇v = (vx, vy[, vz]) is an n × n matrix that contains a first-order description of how the flow behaves locally around a given location. The space-time Jacobian J is an (n + 1) × (n + 1) matrix that additionally contains the temporal derivative. It is defined as:
In a steady flow, the eigenvalues and eigenvectors of the Jacobian J are of great interest to characterize isolated first-order critical points [HH89, HH91, Wei08], i.e., locations at which v(x) = 0. We denote the eigenvectors of J as e 1 , e 2 [, e 3 ], respectively. The eigenvectors will play a significant role for the definition of vortex concepts. Many region-based vortex extraction methods are based on the decomposition of the Jacobian J into J = S + Ω Ω Ω, with
where the symmetric matrix S is called the strain rate tensor and the anti-symmetric matrix Ω Ω Ω is called the vorticity tensor. Jacobian Invariants. In 3D flows, the eigenvalues of the Jacobian J satisfy:
Thereby, P, Q and R are tensor invariants, since they remain the same in any basis. Here, they are defined as:
using J = S + Ω Ω Ω from Eq. (14), and · denotes the Euclidean norm of a tensor. Some of the most-established vortex definitions are based on the invariants of the Jacobian matrix, as we will see later.
Note that for 2D flows, there are only two invariants:
Acceleration. The acceleration of a particle in space is
and the acceleration in space-time is a = J p. Note that a = a 0 .
Feature Flow Field. The feature flow field is a derived vector field that has several fundamental properties. Originally, it was defined in space-time as f [TS03] . The most important observations are:
1. Given an unsteady 2D flowp in space-time as in Eq. (7), the feature flow fieldf points in space-time into the direction in which neither u nor v will change:
Note that the cross product assures thatf is orthogonal to both ∇u and ∇v. From this, it can be shown thatf is divergence-free. For n = 2, this gives [TS03] :
.
Similarly, for n = 3 we have [WSTH07] :
Note that a division by the last component off gives a variant of the feature field that is named f, which is defined in space only, see Eqs. (24)-(25). The feature flow field can also be computed as, cf. [Gün16] :
Note that f can only be computed if J is non-singular. When seeding a particle at a critical point, the tangent curves of f will follow the paths of critical points in space-time [TS03] . 2. Let e 1 , e 2 , [e 3 ] be the eigenvectors of Jacobian J. The space-time Jacobian J has eigenvectors e 1 0 , e 2 0 , e 3 0 , f 1 , where f has the corresponding eigenvalue 0. Thus, the feature flow field is also an eigenvector with real-valued eigenvalue, which plays a role for constructing space-time planes in which no swirling motion occurs [WSTH07] .
As shown later, the feature flow field v can be used to derive vortex extractors for unsteady flows.
Vector Field Topology
Topology-based visualization aims for compact descriptions of vector fields. This includes the extraction of features and the segmentation of the domain into regions of coherent asymptotic behavior. One of the these features are centers of rotating motion, i. attracting node R 1 , R 2 < 0 I 1 = I 2 = 0 attracting focus
Figure 4: Types of critical points in 2D steady vector fields (based on [HH89] ). R 1 and R 2 denote the real parts of the eigenvalues and I 1 and I 2 the imaginary parts. Note that the presence of imaginary parts (right half) relates to vortical behavior.
Definition of First-Order Critical Points. The most fundamental aspect of vector field topology is the extraction of first-order critical points. In the related dynamical systems literature (where phase spaces can be interpreted as vector fields), these points are referred to as fixed points, stationary points or singularities. The term critical point was coined for vector fields by Helman and Hesselink in their seminal work [HH89] , which introduced vector field topology to the visualization community. Traditionally, the term critical point refers to a minimum, maximum or saddle in a scalar field. Throughout the visualization literature, however, the term critical point is also frequently used in the context of vector fields.
We follow Helman and Hesselink [HH89] and formally introduce a critical point xc as a location at which the velocity vanishes:
For their classification, we additionally require that the vector field is non-zero in the vicinity of the point v(xc + ε) = 0, i.e., it is an isolated critical point. Further, for a first-order classification, we require that v is differentiable and that the Jacobian J = ∇v(xc) is non-singular. If this is fulfilled, the eigenvalues and eigenvectors of the Jacobian characterize the behavior of the flow around the critical point.
Under certain circumstances, selected types of critical points cannot exist. In divergence-free flows for instance, sources and sinks never occur. Higher-dimensional flows that describe the motion of finite-sized objects do not contain sources [GT16, GG17] and time-dependent flows do not contain any critical points in space-time, since particles always move forward in time, cf. Eq. (7).
Classification of Critical Points. Fig. 4 gives an overview of the types of isolated first-order critical points that may arise in 2D steady vector fields [HH89] . Each eigenvalue characterizes the behavior of the flow in the direction of the corresponding eigenvector. If both eigenvalues have positive real parts, the critical point is repelling. If both are negative, it is attracting. If the real parts of the two eigenvalues have opposite signs, a saddle is present. If the eigenvalues are complex, they indicate a swirling motion, which corresponds to vortical behavior. In this case, the critical point is called focus. A focus with zero real parts is called center. Critical points can likewise be studies in 3D, where the additional third eigenvector always has a real eigenvalue [HH91] . When extending topology beyond first-order, critical points may exhibit parabolic, hyperbolic and elliptic behavior in their vicinity [SKMR98] .
Extraction of Critical Points. The extraction of first-order critical points boils down to a multi-variate root finding problem, i.e., we are searching for the intersection of zero-level isolines of the vector field components. In bi-/trilinear vectors fields, the search is relatively easy. First, candidate cells can be determined by checking the signs of the components at the quad vertices. If all signs of any component are all positive or all negative, then the cell cannot contain a critical point [GLL91] . Inside a bilinear candidate cell, the intersections can be found by solving two bilinear equations. Similarly in a simplex, the location can be solved for analytically based on barycentric interpolation or by subdivision [XXLL10] . Likewise, cells can be subdivided, either iteratively with nested intervals (2D/3D) or recursively into 4 quads (2D) or 8 volumes (3D) in case the sign check indicated that the cell contained critical points. This numerical procedure, however, tends to produce the same solutions multiple times, thus the result needs to be cleaned up in a post-process to remove duplicates. To reduce this problem, it is possible to subdivide until a certain minimal cell size is reached and to use multi-variate Newton iterations afterwards to converge to an accurate solution. Note that the multi-variate Newton method only finds one solution, thus the minimal cell size must be set small enough.
The paths of critical points can also be tracked by integration in space-time using feature flow fields [TS03] . The selection of seeds, however, is not trivial, as they might belong to curves that have already been traced. Further, numerical integration errors might accumulated, which however, can be addressed by stable feature flow fields [WTGP11] that use an additional force that pushes the numerically integrated curve back onto the critical line.
Working with first-order critical points places the inherent assumption that the flow is linear around critical points. Scheuermann et al. [SKMR98] extracted higher-order critical points in non-linear flows by using Clifford algebra. The search for higher-order critical points on non-planar surfaces received attention by Laramee et al. [ 
Parallel Vectors Operator
As we will show later in Section 5.2, many vortex coreline definitions can be expressed as the union of points at which two vector fields are parallel. Peikert and Roth [PR99] introduced the Parallel Vectors Operator (PV), which returns the set of points at which two given vector fields v(x) and w(x) are parallel:
The solutions to this operator are curves that are either closed or connected with the boundary. It should be noted that PV curves can intersect. The PV operator can be used to define numerous features, including vortex corelines, separation lines, ridge lines and valley lines. Several methods have been proposed to extract PV curves, which can be categorized into local and integration-based methods.
Local Methods. Local methods subdivide the domain into cells (or operate on the cells on which the data set is given), solve for PV points on each cell boundary independently and connect the results afterwards in a post-process. Peikert and Roth [PR99] discussed several approaches to extract PV curves. In 3D, PV curves can be found as the intersection of zero-level isosurfaces of two components of the cross product: v(x) × w(x). The third component must be checked for being zero as well. When the vector field is given on grids, the intersections of the PV curves with the grid faces can be found by Newton iterations. Further, for triangular faces they derived an analytic solution based on barycentric coordinates. Once the intersection points on the cell boundaries are found, line segments are formed within the cells and adjacent cells are connected.
For cell-based extractions, Ju et al. [JCWD14] recently proposed a robust parity test to determine the number of PV points per cell face. When it comes to vortices, we are usually only interested in PV curves that exist in areas, where eigenvalues of the Jacobian are complex, i.e., areas in which swirling motion is present. To speed up the PV extraction, cells that only contain real-valued eigenvalues can be skipped.
Integration-based Methods. Local PV extraction as described above typically produces rather spurious results. There are a number of alternatives for closed PV line extraction including the curvefollowing predictor-corrector method of Peikert are aligned. Often, lines are filtered by length by a user-defined threshold. When it comes to vortex corelines, curves are frequently rejected if the coreline tangent is not aligned with the flow, since ideally, vortex corelines should be pathlines, cf. Section 5.10 on vortex verification.
Reference Frame Invariance
Vortex measures can be categorized by the types of reference frame motion under which the result of the vortex measure does not change. When we observe physical properties in the real world, for instance the temperature in a room, we want the measurement reading to be independent of the way how the measurement device moves. For scalar attributes, such as temperature, this is trivially fulfilled. When we observe vector-or tensor-valued properties, however, the observer's movement usually influences the result. This is also true for scalar measures that are derived from vector fields or tensor fields, such as velocity magnitude. An example for reference frame dependence is shown in Fig. 5 , where a vector field is observed from the view of several pilots, moving in different ways over the domain. Each pilot sees the vector field differently.
The choice of an adequate reference frame is of highest importance for the successful characterization of a vortex [Lug79, Rob91] . Fig. 6 illustrates the two conceptually different approaches to vortex tracking in unsteady flows:
1. Some techniques estimate a suitable reference frame, e.g., by subtraction of some ambient flow, which is followed by an application of standard vortex extraction techniques in the resulting vector field, see Figs. 6b and 6c. Examples of such techniques follow in Sections 5.6 and 5.7. 2. Other techniques are invariant under certain types of reference frame motion, i.e., the result is the same, regardless of whether an ambient flow was subtracted or not, see Fig. 6d . The invariance of a measure under a certain type of reference frame motion directly translates to the ability to track vortices that perform this specific type of motion. In the following, we introduce the most important classes of reference frame invariance.
Galilean Invariance
Galilean invariance is the invariance of a measure under equalspeed translations of the reference frame of the form:
where c 0 and c 1 are constant vectors. All measures that are derived from the spatial derivatives of the vector field, i.e., the Jacobian J, are Galilean invariant. Among the derived quantities that include temporal derivatives, there are only few quantities that are Galilean invariant, namely acceleration a in Eq. (22) and the subtraction of the feature flow field (v − f). The proof of their Galilean invariance was privately communicated by Ronald Peikert and was acknowledged and documented by Sahner [Sah09] . Since J and a are Galilean invariant, the Galilean invariance of (v − f) also follows from the relation [Gün16] :
All Galilean invariant vortex extractors are able to track vortices that perform equal-speed translations. If a vortex performs any other type of movement, Galilean invariant methods will not produce the correct solution. Nevertheless, Galilean invariant methods are currently the most-spread approaches in practice.
Rotation Invariance
A vortex measure is rotation invariant if it is invariant under any equal speed rotation of the reference frame around a known center of rotation x 0 [GST16]:
where Q(t) is an equal-speed rotation matrix and a is a constant. Rotation invariant methods are able to track vortices that perform equal-speed rotations. The main disadvantage of this formulation is that the rotation center x 0 (and in 3D the rotation axis) must be known by the user in advance.
Objectivity
Current state-of-the-art feature extractors aspire to be objective, [Hal15, HHFH16, GGT17] . In continuum mechanics, objectivity refers to the invariance of a measure under a change of the reference frame that transforms a point (x,t) in space-time to a new point (x * ,t * ) by
where Q ∈ SO(3) is a rotation matrix, c is a translation vector, and a is a constant. We assume Q and c to be smooth functions of t, cf. [TN65] . This means, objective measures are invariant under any smooth rotation and translation of the reference frame and thus, objective techniques are able to track vortices that perform any smooth rotation and translation in the domain. 
Generally, v, vt , J, a and Ω Ω Ω are not objective, as they do not fulfill Definition 1, cf. [GGT17] . The divergence ∇ · v and the strain rate tensor S are some of the few objective first-order differential properties of a vector field, which may be used to characterize a vortex in an objective way, cf. [Hal05, GGT17] . The objectivity of divergence is easily seen, since it can be computed from S as ∇ · v = tr(S). It should be noted that every measure that is only . From any region-based method, vortex boundaries may be derived by thresholding. These additions are discussed in the remainder of the paper.
based on second-order spatial derivatives is also objective. Care should be taken, though. Not every objective measure automatically proves useful to be a good characterization of a vortex.
Classification of Vortex Extraction Techniques
Vortices are among the most important features in fluid flows and for this reason much research was devoted to their quantification, extraction and tracking. As there is no universal definition that captures all desired properties, a number of different vortex measures have been proposed in the literature. Table 1 gives an overview of the most important and most recent approaches. The rows distinguish between different degrees of reference frame invariance and the columns categorize the techniques into region-based, line-based and geometry-/integration-based methods, as well as boundary extraction methods.
The first row contains techniques that have no frame invariance, which means that these are techniques that are only applicable when either the flow is steady or when the flow is observed in the exact right reference frame in which it appears to be steady. The next two rows contain the two most important classes of reference frame invariance: Galilean invariance (from Section 3.1) and objectivity (from Section 3.3). The last row contains an additional class of reference frame invariance, i.e., rotation invariance.
The first column considers region-based methods, which identify regions of vortical behavior by deriving a scalar field that can be thresholded. Section 5.1 will explain these techniques in more detail. The second column lists line-based methods that seek for the coreline that particles are rotating around. These methods are detailed later in Section 5.2. The third column collects geometry-based (Section 5.3) and integration-based methods (Section 5.4), which derive vortex structures from the shape of streamlines or by observation of particles over time. The last column shows approaches that can be used to extract vortex boundaries (Section 5.8). Table 1 identifies some additional properties that are relevant for the applicability: Superscripts tell whether a pressure field is required, numerical integration is necessary, or whether the methods are applicable in 2D or 3D only. In the remainder of this paper, the techniques listed in Table 1 are explained in more detail.
Vortex Extraction Methods
The foundations of many formal vortex definitions were laid out between the late 70s and early 90s. For instance, Lugt [Lug79] defined vortices as follows:
"Any mass of fluid moving around a common axis constitutes a vortex. Mathematically, such motion can be described by closed or spiraling streamlines (or pathlines) if a reference frame exists for which the flow field becomes steady."
Robinson [Rob91] proposed the following definition: "A vortex exists when instantaneous streamlines mapped onto a plane normal to the vortex core exhibit a roughly circular or spiral pattern, when viewed from a reference frame moving with the center of the vortex core."
Aside from being rather vague and not formal, both definitions include two subjects that are still actively researched to this day. Both require a definition of a vortex coreline, i.e., a line that particles rotate around, and they require that an appropriate reference frame is chosen, in which the velocity field becomes steady. The literature contains several other characterizations of a vortex, e.g., Blackwelder and Swearingen [BS90] , and Portela [Por98] .
In the following decades, these ideas were further formalized, which led to a wide range of vortex definitions. To this date, the problem of defining a general and precise vortex definition is not considered solved. In the following sections, we cover the existing work on region-based methods, vortex corelines and reference frames.
Region-based Methods
Region-based methods determine a volume of vortex-like behavior. In the following, we cover the most important approaches.
Pressure. In steady inviscid 2D flows, a pressure minimum can be found at the center of each rotating motion. Thus, a vortex can be identified as an area of low pressure by simple thresholding [HWM88]:
which led to the search for elongated low-pressure regions in 3D [Rob90] . If the flow is unsteady, viscous or three-dimensional, a pressure minimum need not exist [CQB99].
Vorticity. The curl is also known as vorticity ω ω ω = ∇ × v, which is a Galilean-invariant quantity that can also be computed from the vorticity tensor Ω Ω Ω in Eq. (14). Thereby, it can be defined in both 2D and 3D:
In 2D, vorticity is a signed scalar ω, where the sign determines the rotation direction. In 3D, it is a vector-valued quantity ω ω ω = (ω 1 , ω 2 , ω 3 ) T , and its magnitude |ω ω ω| is twice the absolute angular velocity. Vorticity found numerous applications [KMM87, SPP04] and Fig. 7a gives an example. Simple thresholding, however,
might produce false-positives in shear flow [Lug79, Rob91] . To address this problem, Sadlo et al. [SPP04] filtered vorticity isosurfaces based on the distance to boundaries or helicity. The latter is described next.
Helicity. To alleviate some of the shortcomings of vorticity, a threshold on helicity h [Mof69, Hus86] can be used instead:
which excludes the shear flow false-positives, unless the shear layers are curved. Unlike vorticity, helicity is not Galileaninvariant [Hus86] . In fact, it heavily depends on the reference frame in which v is observed. Therefore, its usability in unsteady flows is limited. An example of helicity is shown in Fig. 7b . An extension is the normalized helicity hn [LSD90] , in which both velocity and vorticity are normalized before the dot product is computed.
The advantage of this measure is that it is normalized to the range [−1, 1]. The sign indicates the swirling direction relative to the flow direction v.
Q-criterion. In a three-dimensional divergence-free flow, the Galilean-invariant Q-criterion of Hunt [Hun87] considers a connected region to be a vortex if the second invariant of the Jacobian is positive. Using Eq. (18) with ∇ · v = 0 (divergence-free), the condition becomes:
Eq. (38) shows that this criterion considers a vortex to be a region in which the Euclidean norm of the vorticity tensor Ω Ω Ω is stronger than the Euclidean norm of the strain rate tensor S. Fig. 7d gives an example. In addition, Hunt [Hun87] required that the pressure is lower inside the vortex than at its boundary. Note that Q > 0 does not guarantee a pressure minimum [JH95] , but often the additional pressure condition is neglected [DD00, CBA05]. Truesdell [Tru53] defined the kinematic vorticity number
Okubo-Weiss criterion W . In a divergence-free 2D flow, the Jacobian J can be equivalently expressed as: 
Generally, ∆ > 0 is less restricting than Q > 0, thus the ∆-criterion identifies larger vortex regions, cf.
[CBA05].
Related to the ∆-criterion is the swirling strength criterion. Let λcr ± i λ ci be the complex-conjugate eigenvalues of J, Zhou et al.
[ZABK99] characterized a vortex as region with sufficiently strong imaginary parts by
This criterion is often too conservative, see Fig. 7c for an example. Chakraborty et al.
[CBA05] extended this by additionally restricting the inverse spiraling compactness λcr λci < c thresh , which favors streamline orbits.
λ 2 -criterion. The pressure-minimum requirement fails under strong unsteady irrotational straining and viscous effects, thus Jeong and Hussain [JH95] neglected these effects. By taking the gradient of the reduced incompressible Navier-Stokes equation and by decomposing the Jacobian into symmetric and anti-symmetric parts they derived the reduced strain rate transport equation:
where ∇(∇p) is the Hessian matrix of the pressure. A pressure minimum inside a plane is present, if the Hessian has two positive eigenvalues. Let λ 1 ≥ λ 2 ≥ λ 3 be the eigenvalues of S 2 + Ω Ω Ω 2 , this is equivalent to requiring that the second largest eigenvalue λ 2 is negative, which is called the λ 2 -criterion:
Jeong and Hussain [JH95] noted that the eigenvalues of S 2 + Ω Ω Ω 2 and Q are related by:
They have shown that the Q criterion determines areas in which the vorticity tensor dominates the strain rate tensor over all directions, whereas λ 2 determines this excess only in a specific plane. Often, Q and λ 2 give fairly similar results, see Fig. 7e for an example. In fact, for incompressible 2D flows, Jeong and Hussain [JH95] have shown that Q > 0, λ 2 < 0 and ∆ > 0 give the same vortex region.
The λ 2 criterion neglects unsteady irrotational straining and viscous terms, and it is unclear how this affects the actual pressure distribution [CBA05]. Further, Cucitore [CQB99] emphasized that the pressure Hessian concept as defined above is not applicable for compressible flows. For more details on the relationships between these traditional vortex concepts, we refer to Chakraborty et al.
Γ 2 -criterion For a 2D flow, Graftieaux et al.
[GMG01] proposed the Γ 2 -criterion. At each point x, they defined a rectangular area S around it. They sampled area S with points y and define Γ 2 as: In each example, a LIC slice depicts the vector field in the respective optimal reference frame, in which the flow appears steady. As can be seen, the streamlines rotate around the corelines.
Thereby, vavg(y) is the average velocity in a stencil around y, which is used to make the velocity relative to the neighborhood and thereby Galilean invariant. The selection of the size of both region S and the stencil radius for vavg are both not trivial. This method determines whether the flow goes around point x by averaging the sine (with sin(x) = 1 − cos(x) 2 ) of the angle between the (meanfree) flow direction at y and the direction toward the sampled point y inside region S. If x happens to be on the coreline of an axissymmetric vortex (e.g., a perfect center), Γ 2 goes up toward 1.
Problems of Region-based Methods. Many of the vortex concepts above require a threshold to be set that is not necessarily constant along the vortex. Further note that all Q, ∆, λ 2 and Γ 2 are defined for divergence-free ( Combinatorial topology was also of concern in the vortex core region detection of Jiang et al. [JMT02b] . More region-based methods will follow in Section 5.5, which covers objective methods.
Line-based Methods
Line-based methods search for lines that particles rotate around.
Corelines in Steady Flow. In 2D steady flows, vortices can be found as critical points with complex eigenvalues, see Section 2.3. For steady flows in 3D, Globus et al. [GLL91] proposed to seed streamlines near focus saddle points in order to trace the vortex corelines. The streamlines are seeded a numerical epsilon away from the critical point in direction of the eigenvector that corresponds to the real-valued eigenvalue.
For a 3D steady flow v, Sujudi and Haimes [SH95] defined the reduced velocity criterion, which considers the eigenvalues and eigenvectors of the Jacobian J. A vortex coreline is present if two conditions are fulfilled. First, a pair of complex-conjugate eigenvalues exists, which is the necessary condition for swirling. Their two corresponding eigenvectors span the swirling plane, i.e., the plane in which the rotating motion occurs. Second, the eigenvector e to the remaining real eigenvalue fulfills:
That is, the projection of the flow vector v onto the swirling plane gives zero. This means that precisely on the coreline, the particles only move forward and are not rotating. This method extracts the coreline of swirling streamlines in 3D flow and has found many applications [KH97, GLT * 07]. When applied in 2D space-time, this method is Galilean invariant. Peikert and Roth [PR99] formally defined the parallel vectors (PV) operator, which returns the set of points at which two vector fields are parallel. Using the PV operator, Sujudi-Haimes is equivalently expressed as:
i.e., v is parallel to an eigenvector of J.
For steady flows, acceleration a can be expressed as a = Jv, cf. Eq. (22), and thus Eq. (48) is equivalent to v a. The curvature vector c of a streamline can be computed as [RP98] :
If v and a are parallel, i.e., if we are on a vortex coreline, then Eq. (49) suggests that the streamline passing through this point is straight [PR99] . 
Below the vectors, we denote whether the corresponding eigenvalues are real-valued or complex. W.l.o.g., we assume the vector containing e 1 to be the eigenvector with real eigenvalue. Recalling from Section 2.2, we remind that one of the eigenvectors contains the feature flow field f from Eq. (26) and that the corresponding eigenvalue is 0. Following the idea of Sujudi and Haimes [SH95] , Weinkauf et al. [WSTH07] searched for space-time locations at which the flow is in the plane that is spanned by the two eigenvectors that correspond to the two real eigenvalues, i.e., the flow is in the non-swirling subspace of the space-time domain. For n = 3, this leads to the following equivalent conditions for a non-singular Jacobian [WSTH07] :
In Eq. (53) one might be tempted to ask, whether J should be computed from v or (v − f). If and only if the assumption of Galilean invariance is valid, i.e., if vortices perform equal-speed translations, then:
since ∇f = 0. The two approaches differ only when ∇f = 0, which For n = 2, we have the following Galilean invariant conditions that are all equivalent in areas of non-vanishing Jacobian:
The equivalence of the four expressions in Eq. (55) follows directly from Eq. (30), J p = a 0 and p = v 1 . As a side note, it means that for n = 2 the corelines of swirling particle motion [WSTH07] and vortices by vanishing acceleration [KRHH11, KHNH11] are identical. Fig. 8b shows a 2D vortex that is moving with equal speed in a constant direction, which was extracted using Eq. (55). 
Fuchs et al. [FPH
Note that these conditions are not Galilean invariant. The last condition differs only by the subtraction of f on the left side from Weinkauf et al. [WSTH07] in Eq. (53). Rotation Invariant Vortices. Galilean invariant methods (both region-based and line-based) can be turned into rotation invariant methods by observing the flow in polar coordinates instead of Cartesian coordinates, since a rotation in Cartesian coordinates equals a translation in polar coordinates [GST16] . The transformation into polar coordinates can be performed analytically by a non-isometric domain deformation, which eventually leads to a replacement of Jacobian J by its rotation invariant counterpart Jr in the standard vortex measures. The rotation invariant Jacobian Jr has a simple closed-form [GST16] :
In 2D, the matrices R and H are computed as:
In 3D, a normalized rotation axis n needs to be specified as well. Let b be the point on the rotation axis with shortest distance to x, i.e., (x − b) T n = 0. Then, R and H can be computed using:
The main disadvantage of this method is that it requires the rotation center (and the axis in 3D) to be known by the user.
Using ar = Jr v + vt and fr = −J −1 r vt , Günther et al. [GST16] defined rotation invariant vortex measures by replacing the Galilean invariant differential properties with their rotation invariant counterparts. For n = 2, they proposed the equivalent conditions:
An example of a vortex that moves on a rotating path is shown in Fig. 8c. In Fig. 10 , rotation invariant and Galilean invariant corelines are compared in the numerical simulation of a centrifugal pump. For n = 3, Günther et al. [GST16] proposed
For the definition of rotation invariant region-based measures, the rotation invariant Jacobian is decomposed into
with the strain rate tensor Sr = 
Similarly, they followed [Hun87] in Eq. (38) and defined the rotation invariant Qr criterion
which characterizes vortices as regions in which the Euclidean norm of the rotation invariant vorticity tensor dominates that of the rotation invariant strain rate tensor. this day. Local coreline extractors often fail to produce contiguous lines. Integration-based methods exist, see Section 2.4, though they require careful placement of seed points, removal of duplicates and often require an additional error minimization to remove the otherwise accumulating integration errors. Further, corelinebased methods tend to contain false-positives, e.g., swirling can be found in boundary layers. Kenwright and Haimes [KH97] , and Van Gelder [VG12] made aware that inaccurate results with local methods are not only attributed to (possible) lack of Galilean invariance, but also arise when swirling occurs at different scales. Thus, if the aerodynamics at a specific location is a sum of several effects (vortices at different scales [VG12] or a general bending of the coreline [RP96] ), local methods will depend on the strongest effect and the extracted coreline will be displaced to some degree.
Geometric Methods
Villasenor and Vincent [VV92] tracked elongated vortex tubes in space and time by iteratively constructing a skeleton (the center line). Given a seed point of the skeleton (manually chosen or the location of a vorticity maximum), they probed about 100 candidate directions on a sphere with small cylinders. Within each cylinder, a score value was computed (e.g., average vorticity) and the skeleton was advanced in direction of the strongest score, which iteratively generated the center line of a vortex tube. To track the vortex tube over time, they assumed that the tube moved orthogonal to its tangent. In the tangent plane, they followed Archimedes' spiral outward to probe the neighborhood for high vorticity.
For 2D flows, Sadarjoen and Post [SP99,SP00] presented two geometric approaches that are based on the geometry of streamlines. Their curvature center method computes the density of curvature centers for a given set of streamlines. Assuming that many streamlines enclose the vortex core, the curvature centers are expected to occur most frequently near the center of a vortex core. The method works best for circular vortices, and the curvature center density is typically thresholded.
The winding angle method of Sadarjoen and Post [SP99] is inspired by Portela [Por98] . Their method first accumulates along each streamline the winding angle, i.e., the angle between two subsequent polyline segments. If a streamline performs a full loop, the winding angle is 2π. Sadarjoen and Post [SP99] only considered streamlines for which the winding angle was above a threshold and the distance between seed point and end point of the streamline was below a certain threshold. The resulting set of streamlines was spatially clustered and ellipsis were fitted to each cluster to provide a visual representation. See Fig. 12 for an example of vortices in the Atlantic Ocean.
Given a set of candidate vortex cores in 2D, Xie et al. [XXLL10] moved the origin of the coordinate system to the center of the vortex and seeded a streamline near it. If the streamline intersects with the x-axis and y-axis on both the positive and negative side, then the streamline performed a full turn. Streamlines can then be filtered by the number of turns and the distance to the center of the vortex. This approach does not require estimation of derivatives. Actual closed streamlines can be found using the Poincaré theorem [WS01] or as the intersection of forward and backward integrated stream surfaces in space-time [TWHS04].
Integration-based Measures
Aside from the geometric methods, all aforementioned automatic extraction approaches have in common that they are local, and thus easily parallelized. However, it was shown that there are classes of vortices that cannot be extracted by local methods, for instance attracting vortices that move on non-linear paths. Thus, instead, integration-based methods were developed, such as the particle density estimation by Wiebel et al. parallel vectors formulation:
which is local and thus yields spurious solutions with potential false-positives.
Moin and Kim [MK85] traced streamlines in the normalized vorticity field, which they called vortex lines x(s):
Similarly, such vortex lines (or vorticity field lines) have been placed by Sadlo et al. [SPP04] , who adapted the density of the lines to the vorticity magnitude. As shown by Robinson [Rob91] , vortex lines are difficult to seed and can be misleading even when seeded close to an actual vortex. Another Lagrangian detector was developed by Cucitore et al.
[CQB99]. They observed the evolution of the relative distance between two nearby-released particles compared to the similarity of their particle trajectories. Inside a vortex, the relative distance is assumed to remain small. Since their method may also respond to non-vortical flows, they propose to additionally apply the ∆-criterion of Chong et al. [CPC90] , i.e., to check for the presence of complex eigenvalues. 
Objective Methods
The following section is entirely devoted to objective techniques.
Relative Vorticity Tensor-based Measures. While strain rate tensor S is objective, vorticity tensor Ω Ω Ω is only Galilean invariant. To obtain an objective vorticity tensor, Drouot and Lucius [DL76] built the relative vorticity tensorΩ Ω Ω, which views vorticity in strain basis:
Thereby, the rate-of-rotation tensor W is given by: 
which is illustrated in Fig. 14a . 
is indefinite over directions of zero strain. Here, v = (u, v, w) T , J = ∇v, S is the strain rate tensor, cf. Eq. (14), and Sx = Haller [Hal05] computed a binary field that indicates whether the tensor is indefinite, which in turn marks non-hyperbolic particle behavior. For this, M is considered in strain basis. Let e 1 , e 2 , e 3 be the eigenvectors of S with corresponding eigenvalues λ 1 , λ 2 , λ 3 such that sign(λ 1 ) = sign(λ 2 ) = sign(λ 3 ) and |λ 1 | ≥ |λ 2 |. Then, M is in strain basis:
Haller [Hal05] proposed two approaches to determine whether tensor M is indefinite. One may either check whether the function
with a = − 
where |U(t)| is the area or volume of U(t) and dV denotes an area or volume element, respectively. Using Eq. (79), they defined the instantaneous vorticity deviation (IVD) as the difference in vorticity at a point to the average of its local neighborhood:
IVD(x,t) = |ω ω ω(x,t) − ω ω ωavg(t)| (80) Fig. 14c gives an example. A Lagrangian extension that considers the temporal evolution is the Lagrangian-averaged vorticity deviation (LAVD), which is computed by integrating IVD for duration τ along a pathline c(t) that was seeded at (x,t 0 ):
See Fig. 14d for an example. Both IVD and LAVD are objective, see Haller et al.
[HHFH16], but note that these measures are relative to their neighborhood and that their value-range depends on the neighborhood size U(t). Even though these vorticity-based measures are gracefully objective (including the location of extrema), vorticity may produce false-positives in shear flow [Rob91] . These can be filtered by observing closed iso-contours with a significant maximum inside to exclude noise. Lugt [Lug79] noted that a local vorticity extremum is not necessary for the existence of a vortex.
Reference Frame Selection by Flow Decomposition
Aside from the definition of extraction methods that are invariant under certain types of reference frame motion (Galilean invariance, objectivity, rotation invariance), there is a thread of research on finding a suitable reference frame in which the flow appears (nearly) steady.
A naïve approach is to split the unsteady flow v into a mean flow vavg and a residual fluctuation v , i.e.:
and to analyze the fluctuation v only. We can thereby distinguish between the computation of a temporal mean and a spatial mean. The temporal mean is used in the Reynolds decomposition [Rey94], which is frequently used for turbulence studies [SB90] . The ambient motion can also be estimated as the spatial mean of the velocity around a given point. For some simple flow configurations, such as a von-Kármán vortex street, a certain percentage of the inflow velocity can be used instead, which must be known by domain experience [WSTH07] . If the value is chosen correctly, the resulting flow becomes near-steady in most parts of the domain (though not everywhere). Note that neither temporal nor spatial mean subtraction guarantees that the flow ends up in a near-steady reference frame.
More sophisticated reference frame choices use decompositions of the flow to find a harmonic vector field [Wie04] , cf. Eq. (12), that can be subtracted to eliminate the general motion. The idea behind this is that harmonic fields are divergence-free and curlfree, and thus the subtraction of this fields preserves the local divergence and rotation properties. The Helmholtz-Hodge decomposition (HHD) [BNPB13] decomposes a vector field into a scalar potential −∇φ (curl-free), a vector potential ∇ × ψ ψ ψ (divergencefree) and a harmonic vector field h:
If a harmonic part is present, the resulting components and the uniqueness of the decomposition strongly depend on the boundary conditions. Bhatia et al.
[BPKB14] used their natural HHD to extract vortices in the resulting (near-)steady flow. Note that a harmonic part cannot capture rotational transport, as it is always irrotational. Aside from using the HHD to perform a change of the reference frame, vortices have also been characterized as extremal structures of the magnitude of the vector potential, e.g., by Tong et al.
[TLHD03] and Wiebel et al. [Wie04] .
Recently, Bujack et al. [BHJ16] proposed to find critical points by locally adjusting the frame of reference to the most persistent one. For this, they analyzed the extrema of the determinant of J by finding critical points in its gradient field and classifying them by the Hessian H:
Note that in 2D, Q = det(J), cf. Eq. (21), thus their method searches for extrema in the second invariant of the Jacobian matrix, which can be seen as searching for extrema in the 2D counterpart to the Q-criterion, i.e., the Okubo-Weiss criterion. Unlike the previous Galilean invariant methods, the approach of Bujack et al. [BHJ16] does not involve temporal derivatives and is therefore not equivalent to Weinkauf et al. [WSTH07] Objectivity. For these reasons, Günther et al. [GGT17] did not seek for a global (spatially-constant) reference frame, but for a local one. They estimated an optimal local reference frame for every point (x,t), in which the transformed velocity field is as steady as possible in a local neighborhood U around (x,t). In other words, they minimized the temporal derivative of the transformed field:
They have shown that the temporal derivative of the transformed velocity field v * t can be equivalently expressed as follows:
Thereby, the parameters of the optimal reference frame are contained in vector u. In 2D, u is a 6-vector and in 3D, u is a 12-vector. In 2D, M is a 2 × 6 matrix and in 3D, M is a 3 × 12 matrix:
with xp = (−y, x)
shows that the vector field and the reference frame are completely separated: M contains only v and its derivatives, while all information of the frame is stored in u.
Eq. (85) is minimized using Eq. (86), which can be written as the solution of the linear system
Let u = ( u 1 , u 2 , u 3 , u 4 ) T = M −1 y be the solution of Eq. (89). Then, the new fields in the locally optimal reference frame are
Note that u 1 and u 3 are scalars in 2D, namely the first-order and second-order derivative of the angular velocity of the rotation of the reference frame. Günther et al. [GGT17] limited the reference frame transformation to rotations and translations. For any rotation and translation of the reference frame that can be applied to the input vector field, their method computes the same distinguished local reference frame. All techniques applied in this frame, therefore become independent of rotations and translations of the input. Thus, any vortex measure that is applied in the optimal frame using Eqs. (91)- (94) becomes objective.
Vortex Definition in the Optimal Frame. In the optimal reference frame that was described in Section 5.7, standard vortex extraction methods directly become frame invariant, i.e., objective. In 2D, optimal vortex corelines appear as paths of critical points in v and in 3D, optimal vortex corelines are extracted by parallel vectors:
Note that these techniques usually only work in steady flows. Since Günther et al. [GGT17] observe the unsteady flows in the optimal near-steady reference frame, their method extracts vortex corelines of pathlines. See Fig. 8d for an example.
In contrast to the relative vorticity tensor of Drouot and Lucius [DL76] in Eq. (70), Günther et al. [GGT17] proposed a new objective vorticity tensor Ω Ω Ω that views vorticity in the optimal reference frame. Based on this, they defined an objective counterpart to the 2D and 3D vorticity as:
An example of the objective vorticity is shown in Fig. 14e .
They also defined a new objective λ 2 measure, which is shown in Fig. 14f :
Aside from using λ 2 and Q, other vortex measures can be similarly applied in the optimal reference frame.
The optimization-based approaches require a linear optimization, which has numerical consequences and higher computational cost than traditional techniques [GGT17] . The techniques do, however, contain an inherent smoothing due to the finite neighborhood size U, which results in more stable and smoother vortex corelines. It should be noted, though, that higher reference frame invariances are not always that much different compared to the results of traditional Galilean invariant techniques. Fig. 15 gives an example in a numerical simulation of a rotating mixer. Especially, when the unsteadiness is low (the temporal derivative has much smaller magnitude than the spatial derivatives) or when vortices are in fact moving with almost equal speed on nearly linear paths, such as in the von-Kármán vortex street.
Extraction of Vortex Boundaries
Aside from finding vortex corelines, the size of vortices is also of interest. With region-based methods, the size is determined by a threshold, which is typically difficult to set. Line-based methods may serve as a starting point for region growing approaches. Note that all streamline-based approaches highly depend on the chosen reference frame. Starting from an extracted coreline, Bauer et al. [BPSS02] grew the vortex core region until the imaginary part of the complex-conjugate eigenvalues of J fell below a certain threshold, cf. Eq. (42). In recent years, Lagrangian Coherent Structures (LCS) [Hal15] have been computed objectively using calculus of variations. LCSs are distinguished material curves that organize the flow. A subclass are elliptic LCS, which preserve arc length and area in incompressible 2D flows. Haller [Hal15] considered the outermost elliptic LCS, of a family of nested elliptic LCSs, as the boundary of a coherent vortex. Serra and Haller [SH16b] used the variational framework to find objective Eulerian vortex boundaries as closed instantaneous (per time step) curves across which the averaged material stretching rate shows no leading-order variability. Based on these (instantaneous) curves, they forecasted the Lagrangian persistence of a vortex [SH16a] .
Vorticity Transport
Related to the visualization of vortices is the visualization of vorticity transport, which was studied in order to understand the role of vorticity in the development and evolution of vortices. Based on the incompressible Navier-Stokes momentum equations with uniform density and viscosity, the vorticity transport is described as follows, cf. Batchelor [Bat00]:
∂ω ω ω ∂t + u · ∇ω ω ω = ω ω ω · ∇v + ν∇ 2 ω ω ω (98) and visualized the stretching, tilting and diffusion along pathlines, which gave deeper insight into vortex dynamics, revealing how vorticity and vortices are reinforced or weakened by the flow field. We refer to [SPS06] for an extension to non-uniformly viscous flow.
To study the interaction of shear and vortices in unsteady flows, Schafhitzel et al.
[SBV * 11] extracted and visualized shear layers.
Vortex Verification and Visualization
Orthogonal to vortex definitions are the verification of numerical extraction results and their further processing for visualization. Jiang et al. [JMT02a] presented a method to verify corelines based on the geometry of streamlines.
Corelines should ideally be pathlines, since then they would represent particles that other particles swirl around. For unsteady 2D flows, the tangent alignment of a coreline c(t) is a scalar line attribute that is defined as the absolute value of the dot product between (space-time) vector field p and the tangent of the space-time coreline c(t) = (c(t),t)
T :
p(c(t),t) p(c(t), 
Conclusion and Future Work
In this report, we summarized the established and recent work in the area of vortex extraction in fluid flows. We covered common region-based and line-based approaches, geometric and integration-based methods, recent objective techniques, flow decomposition and reference frame selections.
Despite decades of research that were spent on this subject, there are still a number of open problems:
• Most region-based vortex extractors are Eulerian, i.e., they only reflect characteristics of a single time step. In order to capture the transient effects of the fluids, Eulerian measures can be accumulated along pathlines, which leads to Lagrangian scalar fields. These fields can be expensive to compute and render.
• Many region-based standard techniques such as Q and λ 2 are based on the assumption that the flow is steady and incompressible. It is not always clear how these methods can be cleanly extended to unsteady or compressible flows.
• Vorticity produces false-positives in shear flow. At present, there is a clear lack in techniques that handle flows that are dominated by shear.
• Most vortex characterizations are local and are biased if the flow is formed as a sum of turbulent motion of multiple scales. How can vortex cascades be extracted? • Early on, scientists emphasized the relevance of an appropriate reference frame to observe the flow structures. Is the right reference frame found yet and are the extraction approaches the most-suitable and efficient ones?
• Which reference frame invariance makes sense in practice? There is a long ongoing debate, whether Galilean invariance is sufficient or whether the computationally more expensive objective techniques should be preferred. So far, there is no universal answer and the choice depends heavily on the data at hand.
• Line-based vortex extractors are still not robust enough and stable enough. The line geometry is often segmented into pieces and requires filtering and post-processing. A more stable extractor that deals with numerical problems would be very welcome.
• To achieve better adaption into practice, more standardization and reference implementations are necessary.
• Better benchmark and testing grounds are needed to compare and evaluate the newly-appearing vortex extractors.
• Many vortex definitions still await an extension to uncertain data.
Vortex extraction remains an active field of research. We look forward to the advances that we will see in the future.
