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Im Mittelpunkt dieser Arbeit steht die statistische Versuchsplanung. Was verstehen wir hier unter
Versuchsplanung? Bevor wir den Begri der Versuchsplanung denieren, betrachten wir folgendes
Beispiel.
Bereits im alten Testament wird von einem (statistischen) Experiment berichtet (Buch Daniel 1,12-
16). Daniel bendet sich zusammen mit drei Freunden in babylonischer Gefangenschaft. Da er sich
nicht mit den angeordneten koniglichen Speisen unrein machen will, schlagt er seinem Aufseher
ein Experiment vor. Es soll untersucht werden, ob die Speisen und der Wein der koniglichen Tafel
oder aber panzliche Nahrung und Wasser nahrhafter waren. Zehn Tage lang sollten Daniel und
seine Freunde panzlich ernahrt werden und anschlieend mit dem Aussehen anderer junger Leute
gleichen Alters verglichen werden, die von den Speisen des Konigs essen. Von dem Ausgang die-
ses Zwei-Stichproben-Experiments sollte die weitere Ernahrung von Daniel und seinen Freunden
abhangen. Nach den zehn Tagen sahen Daniel und seine Freunde besser und wohlgenahrter aus als
die anderen.
Dieses bemerkenswerte Beispiel, das Stigler (1974) erwahnt, ist eines der altesten Beispiele fur
ein geplantes statistisches Experiment. Fur uns ist es jedoch noch kein Beispiel fur statistische
Versuchsplanung. Statistische Versuchsplanung ist die Entscheidung zur Durchfuhrung von einem
bestimmten statistischen Experiment aus einer Menge von mehreren moglichen statistischen Ex-
perimenten. Die Entscheidung erfolgt vor Beginn der Beobachtungen aufgrund von bestimmten,
statistisch motivierten Kriterien. Wenn man sich beispielsweise fur den Vergleich von Ernahrungen
die Frage stellen wurde, wieviele Personen die panzliche, wieviele die konigliche Ernahrung erhalten
sollten, so ware dies ein Problem der Versuchsplanung.
Fur die Analyse von Messungen wird in der Praxis nicht selten ein lineares Regressionsmodell ver-
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wendet. An gewissen Versuchspunkten eines Versuchsbereiches1 wird eine Groe gemessen, die von
Interesse ist. Von dieser Groe wird angenommen, dass sie (abgesehen von einem additiven stochasti-
schen Fehler) funktional von den Versuchspunkten abhangt, z.B. konnte der Ertrag einer Nutzpanze
funktional von der Dungermenge abhangen, siehe dazu ein Beispiel in Kapitel 1. Diese funktionale
Abhangigkeit wird durch eine Linearkombination von bekannten Funktionen modelliert (in dem
erwahnten Beispiel sind dies die Funktionen 1, x und x2 mit x =Dungermenge). Der Parameter-
vektor, der die Gewichte dieser Funktionen in der Linearkombination angibt, ist unbekannt. Dieser
Parametervektor (oder ein Teil davon) soll mit Hilfe der Beobachtungen geschatzt werden, es soll ein
Kondenzbereich dafur angegeben werden oder es soll eine Hypothese uber den Parametervektor
getestet werden. Versuchsplanung fur das Regressionsmodell, die wir in dieser Arbeit betrachten,
ist nun die Beantworung der Frage, an welchen Punkten des Versuchsbereichs die Beobachtungen
gemacht werden sollten. Die
"
Gute\ der Schatzung des unbekannten Parametervektors (oder des
Kondenzbereichs oder des Tests von Hypothesen) hangt namlich von der Wahl der Versuchspunkte
ab. Fuhrt man in dieser Weise eine Versuchsplanung vor Beginn des Experiments durch, erhalt man
genauere Aussagen als bei ungeplanter und intuitiver Versuchspunktwahl. Eine bemerkenswert fruhe
Arbeit, die theoretische Untersuchungen zur Versuchsplanung fur Regressionsmodelle durchfuhrt,
ist Smith (1918).
In der Versuchsplanung fur Regressionsmodelle wurden in der zweiten Halfte des vergangenen Jahr-
hunderts weitreichende Ergebnisse erzielt. Ein Hauptkritikpunkt dieser Theorie ist jedoch, dass die
optimalen Versuchsplane in der Regel mageschneidert fur das angenommene Regressionsmodell
sind. Abweichungen vom angenommenen Regressionsmodell, die in der Praxis nie auszuschlieen
sind, konnen mit den optimalen Versuchsplanen nur eingeschrankt oder uberhaupt nicht erkannt
werden. In dieser Arbeit wird ein Weg aufgezeigt, wie dieses Problem mathematisch-statistisch
beschrieben werden kann. Weiter werden in bestimmten, wichtigen Fallen optimale Versuchsplane
berechnet, mit denen Abweichungen vom angenommenen Regressionsmodell erkannt werden konnen.
Oft konnen optimale Versuchsplane deshalb nicht angewendet werden, da aufgrund praktischer
Gegebenheiten ein Mindestabstand zwischen den Versuchspunkten eingehalten werden muss. Dies
kann zum Beispiel dann der Fall sein, wenn der Versuchsbereich ein Zeitintervall ist. Auch diese
Einschrankung modellieren wir und geben optimale Versuchsplane in der Menge der Versuchsplane
an, bei denen ein solcher Mindestabstand (zumindest asymptotisch) eingehalten wird.
Es gibt weitere Bereiche der Versuchsplanung, die sich von der oben beschriebenen Versuchspla-
1Wir betrachten in dieser Arbeit in der Regel ein kompaktes Intervall der reellen Zahlen als Versuchsbereich
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nung in Regressionsmodellen unterscheiden, sowohl von der Idee her als auch von den mathe-
matischen Methoden wie die optimalen Versuchsplane bestimmt werden. Dies sind zum Beispiel
adaptive/sequentielle Versuchsplane oder randomisierte Versuchsplane. Auf diese Bereiche der Ver-
suchsplanung wird in dieser Arbeit nicht eingegagen.
In Kapitel 1 fuhren wir die mathematische Notation fur das Regressionsmodell ein. Im Gegensatz
zu einer ublichen Voraussetzung bei der Versuchsplanung im Regressionsmodell, lassen wir auch
unstetige Regressionsfunktionen zu, da diese in Anwendungen eine wichtige Rolle spielen.
In Kapitel 2 formulieren wir einen Zugang zu approximativen und asymptotischen Versuchsplanen.
Die Modellierung von asymptotischen Versuchsplanen, die wir ausfuhrlich betrachten, kommt bis-
lang nicht in dieser Form in der Literatur vor. Aquivalenztheoreme, d.h. aquivalente Bedingungen
zur Optimalitat von Versuchsplanen, spielen in der statistischen Versuchsplanung eine Hauptrolle.
Wir geben Aquivalenztheoreme an, wobei wir auf die sonst ubliche Stetigkeitsvoraussetzung der
Regressionsfunktionen verzichten. Wir geben eine geometrische Konstruktionsmoglichkeit fur so-
genannte c-optimale Versuchsplane an, wobei wir dazu den Raum von quadratisch integrierbaren
Funktionen betrachten. Diese Moglichkeit zur Konstruktion von optimalen Versuchsplanen wurde
bisher in der Literatur nicht beachtet. Fur die stetige und unstetige Change-Point-Regression geben
wir neue Resultate fur optimale Versuchsplane an.
Das bereits erwahnte Problem, dass Versuchsplane die Erkennung von Abweichungen vom angenom-
menen Regressionsmodell moglich machen sollten und dass es Falle gibt, bei denen ein Mindestab-
stand zwischen den Versuchspunkten einzuhalten ist, wird in Kapitel 3 betrachtet. Wir motivieren so
eine Menge von Versuchsplanen, deren Lebesgue-Dichte zwischen einer unteren und oberen Schranke
liegen. Fur diese Menge von Versuchsplanen beweisen wir einige Aquivalenztheoreme.
In Kapitel 4 suchen wir im wichtigen Fall der Polynomregression optimale Versuchsplane fur die
in Kapitel 3 motivierte Menge von Versuchsplanen. Hier ist es uns gelungen, ein weitreichendes
Ergebnis fur Polynomregression zu beliebigem, festen Grad zu erzielen. Die optimalen Versuchsplane
haben eine uberraschend einfache Gestalt. In Fallen, in denen kein so weitreichendes Ergebnis
moglich war, konnten immerhin fur die praktisch relevanten Polynomgrade optimale Versuchsplane
explizit oder numerisch berechnet werden. Daruberhinaus konnen wir die optimalen Versuchsplane
in einer Vielzahl von Graken veranschaulichen.
Fur die Change-Point-Regression, insbesondere auch fur den unstetigen Fall, berechnen wir in Ka-
pitel 5 optimale Versuchsplane fur die Menge von Versuchsplanen aus Kapitel 3.
4 Einleitung
Kapitel 6 beschliet den Hautteil dieser Arbeit mit einem Anwendungsbeispiel, bei dem deutlich
wird, wie die entwickelte Theorie auf praktische Probleme angewendet werden kann.
Im Anhang geben wir einige fur uns wichtige Eigenschaften von Tschebyschev- und Legendre-
Polynomen an. Wir weisen auf das anschlieende Symbolverzeichnis hin, das dem Leser zum Nutzen
dienen soll.
Kapitel 1
Schatzen und Testen im linearen
Regressionsmodell
1.1 Lineares Regressionsmodell
Fur die Analyse von Messungen wird in der Praxis nicht selten ein lineares Regressionsmodell
verwendet. An gewissen Versuchspunkten x1; x2; : : : ; xn eines Versuchsbereiches E wird die zu be-
obachtende Groe gemessen. Von dieser Groe wird angenommen, dass sie (abgesehen von einem
additiven stochastischen Fehler) funktional von den Versuchspunkten abhangt. In der ublichen ma-
thematischen Notation lautet dieses Modell fur die Beobachtungen Y1; Y2; : : : ; Yn:
Yi = f(xi)
>
 + "i; i = 1; : : : ; n; (1.1)
wobei f : E ! IRk ein Vektor von bekannten Regressionsfunktionen,  2 IRk ein unbekannter
Parametervektor und "1; "2; : : : ; "n reellwertige Zufallsvariablen sind.Wir betrachten in dieser Arbeit
den sogenannten homoskedastischen Fall, d.h. wir nehmen an, dass "1; : : : ; "n unabhangig, identisch
verteilt sind mit Erwartungswert 0 und Varianz 2 2 (0;1).
Beispiel 1.1 Es soll untersucht werden, wie die Dungermenge den Ertrag einer Nutzpanze beein-
usst. In n unabhangigen Versuchen wird die Nutzpanze jeweils mit unterschiedlichen Dungermen-
gen xi (i = 1; : : : ; n) gedungt. Man nimmt an, dass sich der mittlere Ertrag durch ein quadratisches
Polynom beschreiben lasst. Bei jedem Versuch tritt jedoch noch ein additiver stochastischer Fehler
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"i auf. Als Spezialfall von (1.1) haben wir dann das lineare Regressionsmodell
Yi = 1 + xi2 + x
2
i 3 + "i; i = 1; : : : ; n: (1.2)
Man bezeichnet das Regressionsmodell (1.2) als linear, da der Parameter  = (1; 2; 3)
> linear in
die rechte Seite von (1.2) eingeht.
Von Interesse sind statistische Aussagen uber den unbekannten Parametervektor  auf Grundlage
der Beobachtungen Y1; Y2; : : : ; Yn. Die wichtigsten Aussagen, an denen ein Praktiker interessiert
ist, sind das Schatzen von , das Verwerfen oder Nicht-Verwerfen von Hypothesen uber  oder
Kondenzbereiche fur .
Wir betrachen zunachst das Problem der Schatzung von . Der beliebteste Schatzer fur diesen
Parametervektor ist der Kleinste-Quadrate-Schatzer ̂. Wenn man, wie allgemein ublich, das Modell
(1.1) in der Matrixschreibweise
Y = X + "
schreibt mit Y = (Y1; : : : ; Yn)
>; " = ("1; : : : ; "n)> und X = (f(x1); : : : ; f(xn))>, so ist der Kleinste-
Quadrate-Schatzer gegeben durch
̂ = (X>X) 1X>Y :
Wir setzen hierbei voraus, dass die Versuchspunkte x1; x2; : : : ; xn so gewahlt sind, dass die Matrix
X vollen Rang k hat. Die Varianz dieses Schatzers ist gegeben durch 2(X>X) 1. Die statisti-
sche Begrundung fur die Verwendung des Schatzers ̂ ist, dass er bester linearer erwartungstreuer
Schatzer ist (BLUE - best linear unbiased estimator). Er hat unter allen linearen erwartungstreuen
Schatzern die kleinste Varianz (bezuglich der Loewner-Ordnung). Nimmt man normalverteilte Feh-
ler an ("1; : : : ; "n  N(0; 2)), so ist ̂ sogar bester erwartungstreuer Schatzer (BUE - best unbiased
estimator), siehe hierzu Arnold (1981) und Pukelsheim (1993).
Die Matrix X und damit die Kovarianzmatrix 2(X>X) 1 hangt von der Wahl der Versuchspunkte
x1; : : : ; xn ab. Je "
kleiner\ die Kovarianzmatrix ist, desto besser ist der Schatzer ̂. Eine wichtige
Bedeutung hat die Momentenmatrix M := 1
n
X>X, die (bis auf skalare Multiplikation) die Inverse
der Kovarianzmatrix ist. Je
"
groer\ M ist, desto besser ist ̂. Man nennt dieMomentenmatrix auch
Informationsmatrix (fur den Parameter ).
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1.2 Versuchsplane
Fur den Praktiker ist ein Versuchsplan fur n Beobachtungen eine Liste (x1; : : : ; xn) von n Elementen
aus E (bei der die Reihenfolge der Eintrage keine Rolle spielt). Eine fur den Statistiker nutzliche
Notation eines solchen Versuchsplans ist die folgende: Mit der Liste (x1; : : : ; xn) wird ein diskretes







wobei Æx das Einpunktma in x beschreibt.  ist also das Wahrscheinlichkeitsma mit Masse #fi =























Æxi j (x1; : : : ; xn) 2 En
)
:
Im Mittelpunkt dieser Arbeit steht die Versuchsplanung. Das Ziel der Versuchsplanung ist, den
Versuchsplan  2 n so zu wahlen, dass die interessierende Fragestellung (z.B. Schatzen von  oder
Testen von H0 :  = 0) "
moglichst gut\ beantwortet werden kann.
1.3 Schatzbarkeit und Identizierbarkeit von Parameter-Teilsyste-
men
Bisher sind wir davon ausgegangen, dass statistische Aussagen uber den gesamten Parameter  in
unserem Interesse stehen. Haug ist man jedoch nur an einzelnen Komponenten i interessiert oder
allgemeiner an einem linearen Funktional (Parameter-Teilsystem) K> von  (wobei K 2 IRks).
Wir setzen in dieser Arbeit generell voraus:
K 2 IRks; 1  s  k; Rang(K) = s: (1.4)
Nicht jeder Versuchsplan ist dazu geeignet, statistische Aussagen uber das Parameter-Teilsystem
K> zu machen. Bevor wir uns uberlegen konnen, welcher Versuchsplan moglichst gut ist, mussen
wir die Menge der Versuchsplane beschreiben, mit denen man uberhaupt Aussagen uber K>
machen kann.
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Denition 1.2 (Schatzbarkeit) Das Parameter-Teilsystem K> heit linear schatzbar, wenn ein
W 2 IRns existiert, so dass fur alle  2 IRk gilt:
E(W
>Y ) = K>:
Hierbei bezeichnet E(W
>Y ) den Erwartungswert von W>Y fur , d.h. E(W
>Y ) = E(W>(X+
")).
Wegen E(W
>Y ) = E(W>(X + ")) = W>X ist K> genau dann linear schatzbar, wenn die
Spalten von K in dem linearen Unterraum von IRn liegen, der von den Zeilen von X erzeugt wird.
In Formeln heit dies:
K> ist linear schatzbar () [K]  [X>]:
Wegen [X>] = [X>X] = [M()] gilt
K> ist linear schatzbar () [K]  [M()]:
Die Bedingung [K]  [M()] ist nicht nur aquivalent zur Schatzbarkeit. Auch die
"
Testbarkeit\
der linearen Hypothese H0 : K
> = 0s = (0; : : : ; 0)> 2 IRs ist aquivalent zu [K]  [M()], siehe
Pukelsheim (1993), Seite 67. Weiter ist die Identizierbarkeit aquivalent zu [K]  [M()], siehe
Pukelsheim (1993), Seite 72.
Denition 1.3 (Identizierbarkeit) Das Parameter-Teilsystem K> heit identizierbar, wenn
fur alle 1;2 2 IRk gilt:
X1 = X2 =) K>1 = K>2:
Damit das Parameter-Teilsystem K> schatzbar (oder testbar oder identizierbar) ist, mussen also
die Versuchspunkte so gewahlt werden, dass die Spalten von K in dem von den Spalten von M()
erzeugten Unterraum von IRk liegen. Die Versuchsplane, die diese Eigenschaft besitzen, werden
als durchfuhrbar (feasible) fur K> bezeichnet. Wir bezeichnen die Menge aller durchfuhrbaren
Versuchsplane mit
Sn(K) := f 2 n j [K]  [M()]g: (1.5)
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die Varianz des besten linearen erwartungstreuen Schatzers fur K> (Pukelsheim (1993), Seite 65).
Hierbei bezeichnet M  eine verallgemeinerte Inverse von M , d.h. eine Matrix mit MM M = M .
Die verallgemeinerte Inverse ist nicht eindeutig bestimmt. Dagegen hangt K>M() K nicht von
der Wahl der verallgemeinerten Inversen ab und ist (wegen Rang(K) = s) positiv denit (siehe
Pukelsheim (1993), Seite 17).
Wir bezeichnen die s s-Matrix
(K>M() K) 1
als Informationsmatrix fur K>.
Sind wir, wie in Abschnitt 1.2, an dem gesammten Parametervektor  interessiert, so konnen wir
K = Ik setzen (Ik 2 IRkk Einheitsmatrix). Es gilt dann
Sn(Ik) = f 2 n j M() positiv denitg:
Da M() genau dann positiv denit ist, wenn fur die Matrix X gilt Rang(X) = k, war in Abschnitt
1.2 die Voraussetzung, dassX vollen Rang hat, eine sehr sinnvolle Voraussetzung. Wenn wir dagegen
an einem Parameter-Teilsystem K> mit s < k interessiert sind, gibt es auch Versuchsplane , fur
die K> schatzbar ist und fur die M() nicht positiv denit sondern nur nicht negativ denit ist.
Hauptsachlich werden wir in dieser Arbeit die folgenden Spezialfalle fur die Matrix K betrachten.
 K = c 2 IRk. Hier ist die Information (c>M() c) 1 reellwertig.
 K = Ik, d.h. der gesamte Parametervektor wird betrachtet, K> = , (K>M() 1K) 1 =
M() fur  2 Sn(Ik).
Im Falle von K = c ist klar, wie wir einen optimalenVersuchsplan denieren sollten:
 2 n ist optimal fur c> ()  2 Sn(c) und (c>M() 1c) 1 ist maximal in Sn(c):
Falls aber s  2, benotigt man Kriterienfunktionen, um zu entscheiden, welche von zwei Informa-
tionsmatrizen fur K>
"
besser\ als die andere ist. Auf Kriterienfunktionen werden wir zu Beginn
von Kapitel 2 eingehen.
In dieser Arbeit legen wir das Modell (1.1) zugrunde und setzen weiter voraus:
Voraussetzung 1.4 a) Der Versuchsbereich E  IR sei ein kompaktes Intervall.
10 Kapitel 1 Schatzen und Testen im linearen Regressionsmodell
b) Die messbare Funktion f : E ! IRk sei in jedem inneren Punkt von E linksseitig oder rechts-
seitig stetig und sie sei beschrankt auf E.
c) f(E)  IRk spannt den IRk auf.
Ist f zusatzlich stetig, so ist f(E) kompakt.
In den Lehrbuchern zur Versuchsplanung wird in der Regel generell vorausgesetzt, dass f stetig ist.
Es gibt jedoch wichtige praktische Problemstellungen, bei denen auch unstetige Regressionsfunktio-
nen vorkommen. Beispielsweise spielen Change-Point-Regressionsmodelle eine wichtige Rolle in der
industriellen Qualitatskontrolle, vgl. Abschnitt 2.6.2.
Etliche wichtige Satze der Versuchsplanung (z.B. das Elfving-Theorem, der Satz von Kiefer und
Wolfowitz) werden in den Lehrbuchern unter Ausnutzung der Stetigkeitsvoraussetzung bewiesen,
siehe z.B. Pukelsheim (1993). Erfreulicherweise, wie sich in Kapitel 2 zeigen wird, kann man eine





Wir betrachten die Menge der durchfuhrbaren Versuchsplane Sn(K). Der Versuchsplan  2 Sn(K)
soll so gewahlt werden, dass die Informationsmatrix C = (K>M() K) 1 2 IRss; 1  s  k;
"
moglichst gro\ bezuglich der Loewner-Halbordnung wird. Da es (auer in einzelnen Spezialfallen)
keinen Versuchsplan geben wird, der die Informationsmatrix bezuglich der dieser Halbordnung ma-
ximiert, benotigen wir Funktionen
 : PD(s)! IR; wobei PD(s) := fA 2 IRss j A symmetrisch, A positiv denitg;
die einer Informationsmatrix eine reelle Groe zuweist, und so ermoglicht, alle Informationsmatri-
zen mittels der Totalordnung auf IR zu vergleichen. Diese Funktionen werden Kriterienfunktionen
genannt. In der Entwicklung der Versuchsplanung im vergangenen Jahrhundert haben sich mehre-
re Kriterien herausgebildet. Wir erlautern die Kriterien im Folgenden fur die Optimalitat fur das
Parameter-Teilsystem K>.
2.1.1 Die D-Optimalitat
Die sogenannte verallgemeinerte Varianz eines mehrdimensionalen Zufallsvektors ist die Determi-
nante der Kovarianzmatrix. Krat (1978), Seite 31-36, motiviert die Betrachtung der verallgemeiner-
ten Varianz und interpretiert sie geometrisch. Findet man einen Versuchsplan, der die Determinante
11
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der Kovarianzmatrix minimiert, d.h. die Determinante der Informationsmatrix maximiert, so wird
dieser Versuchsplan D-optimal (determinant optimal) genannt. Dieses Optimalitatskriterium wird
Wald (1943) zugeschrieben, der dieses Kriterium einfuhrt und in speziellen Modellen D-optimale
Versuchsplane bestimmt. Spater wird dieses Kriterium aufgrund wichtiger Eigenschaften die zentra-
le Bedeutung unter den Kriterienfunktionen erhalten. Interessanterweise motiviert Wald in seiner
Arbeit jedoch gar nicht die D-Optimalitat, sondern die E-Optimalitat und zieht sich dann lediglich
"
for the sake of certain mathematical simplications\ auf die D-Optimalitat zuruck.
2.1.2 Die E-Optimalitat
Generell sind wichtige Groen zur Beurteilung einer Informationsmatrix die Eigenwerte 1; : : : ; s
der Matrix. Argumentiert man uber die Eigenwerte  11 ; : : : ; 
 1
s der Kovarianzmatrix, so sieht
man, dass der grote Eigenwert der Kovarianzmatrix die grote Varianz einer Linearkombination
z>K>; kzk = 1; bestimmt (namlich der Linearkombination z>K> mit dem normierten Eigenvek-
tor z 2 IRs zum groten Eigenwert). Die Benutzung des Minimaxprinzips fuhrt auf ein Optimalitats-
kriterium: Will man die schlechtmoglichste Varianz einer Parameterlinearkombination so klein wie
moglich halten, dann muss man dazu den kleinsten Eigenwert mini=1;:::;s i der Informationsmatrix
maximieren. Dieses Kriterium wird E-Optimalitat (smallest-eigenvalue optimality) genannt.
2.1.3 Die A-Optimalitat
Wenn die einzelen Komponenten des Vektors  eine spezielle (z.B. physikalische) Bedeutung be-
sitzen und die Bedeutung der Komponenten untereinander gleich einzuschatzen ist, bietet sich ein
anderes Kriterium an: Die A-Optimalitat (average-variance optimality) will die mittlere Varianz der
einzelnen Komponenten von ̂ minimieren. Ausgedruckt mit der Informationsmatrix C (bzw. mit
den Eigenwerten i von C) maximiert ein A-optimaler Versuchsplan









Die drei letztgenannten Kriterien haben eine Sache gemeinsam: sie hangen lediglich durch die Ei-
genwerte von der Informationsmatrix ab. Daher konnen sie als Spezialfalle einer groen Klasse von
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Kriterienfunktionen aufgefasst werden. Seien 1; : : : ; s die (nach Voraussetzung positiven) Eigen-
















1=s; p = 0;
mins
i=1 i; p =  1:
Ein Versuchsplan, der p(C) maximiert, heit p-optimal fur K
>
. Die D-Optimalitat entspricht
also der 0-Optimalitat, die E-Optimalitat der  1-Optimalitat und die A-Optimalitat der  1-
Optimalitat. Die Bezeichnungen 0 und  1 sind wegen
lim
p!0
p(C) = 0(C); lim
p! 1
p(C) =  1(C)
gerechtfertigt. Die p-Optimalitat wurde von Kiefer (1974) betrachtet, siehe auch Pukelsheim (1980,
1993).
2.1.5 Die G-Optimalitat
Betrachten wir den Fall K = Ik. Hat man den Parameter  durch ̂ geschatzt, so erhalt man
damit auch eine Schatzung des Mittelwertes f(x)> an einer beliebigen Stelle x 2 E durch f(x)>̂.
Diese Schatzung hat die Varianz d(x; ) := f(x)>M() 1f(x),  2 n \ Sn(Ik). Unter Verwendung
des Minimax-Prinzips ist es daher sinnvoll, einen Versuchsplan zu suchen, der das Maximum von
d(x; ); x 2 E ; minimiert. Aquivalent dazu konnen wir einen Versuchsplan suchen, der






maximiert. Dieses Kriterium wird bereits von Smith (1918) verwendet. Spater erhielt es den Namen
G-Optimalitat (global optimality).
2.1.6 Die c-Optimalitat
Im Falle von s = 1, also K = c 2 IRk benotigen wir keine Kriterienfunktionen. Die Informations-
matrix
(c>M() c) 1
ist eine reelle Zahl. Ein Versuchsplan der diese Information maximiert, wird c-optimal genannt.
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2.2 Approximative und asymptotische Versuchsplane
Sei  : PD(s) ! IR eine Kriterienfunktion und sei 	 : Sn(K) ! IR die Verknupfung von  und




	 : Sn(K)! IR;  7!  ((K>M() K) 1): (2.1)
Wir bezeichnen 	 als Optimalitatskriterium.
Die in der Versuchsplanung zu losende Aufgabe ist:
Maximiere  7! 	() in der Menge Sn(K) = f 2 n j [K]  [M()]g: (2.2)
Bei der mathematischen Analyse dieses Problems bereitet die diskrete Natur der Menge n Pro-
bleme. Insbesondere macht Schwierigkeiten, dass n nicht konvex ist. Daher geht man in der Ver-
suchsplanung oft zu leichter handhabbaren Mengen uber.
Die in der Versuchsplanung ubliche Vorgehensweise besteht aus folgenden drei Schritten:
 Nehme weitere Wahrscheinlichkeitsmae zu n hinzu, bis diese Obermenge von n gunstige
mathematische Eigenschaften besitzt (
"
Ubertragung auf eine Obermenge\).
 Lose das Maximierungsproblem (2.2) in dieser Obermenge von n.




In den folgenden beiden Abschnitten 2.2.1 und 2.2.2 werden wir solche Obermengen auf zwei unter-
schiedliche Arten konstruieren und angeben, wie eine geeignete Ruckubertragung von Wahrschein-
lichkeitsmaen der Obermenge auf Wahrscheinlichkeitsmae aus n aussehen kann.
2.2.1 Approximative Versuchsplane
Das Hauptproblem bei der Untersuchung von (2.2) ist, dass n nicht konvex ist. Nimmt man deshalb




(i); m 2 IN ; pi > 0;
mX
i=1
pi = 1; 
(i) 2 n
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hinzu, erhalt man eine konvexe Menge von Wahrscheinlichkeitsmaen auf E , die man, wie leicht zu
sehen ist, in der folgenden Form schreiben kann:
~ := f j  ist Wahrscheinlichkeitsma auf E mit endlichem Tragerg:
Oensichtlich gilt fur jedes n 2 IN : n  ~. Der Unterschied zwischen n und ~ liegt darin, dass
die Gewichte der Wahrscheinlichkeitsmae in n Vielfache von
1
n
sind, wahrend bei den Maen in
~ alle reellen Gewichte im Intervall [0; 1] vorkommen konnen. Es ist daher naheliegend, dass der
Unterschied zwischen den beiden Mengen umso unbedeutender wird, je groer n ist.
Als nachster Schritt, dem spatere Kapitel dieser Arbeit gewidmet sind, steht nun die Losung der
Aufgabe
Maximiere  7! 	(M()) in der Menge ~S(K) (2.3)
an. Hierbei schreiben wir M() :=
R
E f(t)f(t)
>(dt) auch fur  2 ~ und denieren analog zur
Denition von Sn(K) die Menge der Versuchsplane aus ~, fur die K> identizierbar ist, durch
~S(K) := f 2 ~ j [K]  [M()]g:
Hat man eine Losung  der Aufgabe (2.3) in ~ gefunden, so muss man ein n 2 n suchen, das dieses
 approximert. Hierzu verwendet man intuitiv naheliegende Rundungsverfahren ~Rn : ~ ! n.
In den allermeisten Fallen wird eine solche Rundung der Losung  von (2.3) ein befriedigendes
Ergebnis n = ~Rn(
) liefern, d.h. 	(M( ~Rn())) ist nur unwesentlich kleiner als maxf	(M()) j  2
Sn(K)g. Es gilt
maxf	(M()) j  2 Sn(K)g  	(M( ~Rn()))  	(M()) 	(M( ~Rn())): (2.4)
Daher sind Abschatzungen nach oben der rechten Seite in Ungleichung (2.4) auch eine obere Schran-
ke der eigentlich interessierenden linken Seite in (2.4).
Ein eÆzientes Rundungsverfahren ~Rn : ~ ! n, wird in Pukelsheim (1993), Kapitel 12, angege-
ben und theoretisch untersucht, siehe hierzu auch Pukelsheim und Rieder (1992). Es werden dort
Abschatzungen fur dieses Rundungsverfahren angegeben, aus denen insbesondere folgt, dass






wobei fur nichtnegative Folgen an; bn gilt an = O(bn) : () lim supn!1 anbn < 1. Unter weiteren
Voraussetzungen (Dierenzierbarkeitsvoraussetzungen an f), ist die Konvergenzgeschwindigkeit so-
gar O(1=n2).
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2.2.2 Asymptotische Versuchsplane
In der asymptotischen Statistik ist es ublich, fur jedes n 2 IN einen Versuchsplan (xn1; : : : ; xnn)  En
zu betrachten. Man kann sich dies als Dreiecksschema veranschaulichen:
x11 ! 1; F1
x21 x22 ! 2; F2
x31 x32 x33 ! 3; F3
...
...
xn1 xn2    xnn ! n; Fn
# #
Mit jedem Versuchsplan (xn1; : : : ; xnn)  En wird ein Wahrscheinlichkeitsma n 2 n identiziert.







zuordnen, wobei 1A(x) = 1, falls x 2 A und 1A(x) = 0 sonst.
Fur asymptotische Untersuchungen ist das Dreieckschema nur sinnvoll, wenn zwischen den einzelnen
Zeilen ein Zusammenhang besteht. Wenn z.B. die Versuchsplane n geeignet gegen einen Grenzwert 
konvergieren, so kann man fur groe n 2 IN den Versuchsplan n als Approximation von  auassen.
Wir fordern daher
n










g d fur alle beschrankten Funktionen und nicht nur fur alle
beschrankten, stetigen Funktionen. Die gleichmaige Konvergenz impliziert die starke Konvergenz
und die starke Konvergenz impliziert die schwache Konvergenz.








Wenn wir eine stetige Regressionsfunktion f betrachten, dann folgt die Konvergenz der Momen-
tenmatrizen aus der schwachen Konvergenz von n gegen . Da wir in dieser Arbeit auch unstetige
f betrachten, benotigen wir eine starkere Konvergenzart. In Bischo und Miller (2000), wo eben-
falls unstetige Regressionsfunktionen betrachtet wurden, wurde die gleichmaige Konvergenz der
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Versuchsplane gefordert. Es genugt aber, die starke Konvergenz zu fordern. Es sei dabei daran erin-
nert, dass wir in Voraussetzung 1.4 b) die Beschranktheit von f gefordert haben. Eine ausfuhrliche
Betrachtung der starken Konvergenz ist in Bader (1997) zu nden.
Wir erweitern nun die Menge n, indem wir zunachst die Versuchsplane fur alle n 2 IN hinzuneh-
men, d.h. wir betrachten [1
n=1n und nehmen auch "
asymptotische Versuchsplane\ hinzu, die als
Grenzwert von Folgen (n)n2IN ; n 2 n; anfallen. Wir erhalten die (konvexe) Menge
 := f j  ist beliebiges Wahrscheinlichkeitsma auf Eg:
Oensichtlich gilt fur jedes n 2 IN :
n  ~  :
In dieser Arbeit betrachten wir auf  die von der starken Konvergenz (2.5) induzierte Metrik. Die
Menge der Versuchsplane aus , fur die K> identizierbar ist, sei S(K), also
S(K) = f 2  j [K]  [M()]g:
Im Folgenden werden wir wegen Sn(K) = n \ S(K); ~S(K) = ~ \ S(K) nur noch S(K) und nicht
mehr Sn(K); ~S(K) benutzen.
Wenn man nun ein Optimierungsproblem in  lost, d.h.





in der Menge S(K) (2.6)
und als Losung ein  2  erhalt, so muss man  in n approximieren, um es in der Praxis anwenden
zu konnen. Fur Wahrscheinlichkeitsmae aus n~ sind die meisten Rundungsverfahren (auf die im
voherigen Abschnitt verwiesen wurde) jedoch nicht anwendbar. Wir stellen daher im Folgenden ein
Approximationsverfahren Rn :  ! n vor, das (fur praktische Situationen) unter sehr schwachen
Voraussetzungen eine Konvergenzrate von O( 1
n
) aufweist.
Eine gute Moglichkeit, einen gegebenen Versuchsplan  2  fur festes n 2 IN ; n  2; durch einen
Versuchsplan n 2 n anzunahern, ist die folgende Konstruktion: Sei F0 die madenierende Funk-
tion von , Q0 die rechtsstetige Umkehrfunktion von F0. Deniere






Dass n auch bezuglich des Optimalitatskriteriums nahe bei  liegt (zumindest fur hinreichend
groes n), sagt der folgende Satz 2.2. Zuvor denieren wir noch eine Eigenschaft, die viele Optima-
litatskriterien aufweisen.
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Denition 2.1 Sei
NND(k) := fA 2 IRkk j A symmetrisch, A nichtnegativ denitg:
Ein Optimalitatskriterium ~	 : (NND(k); k  kmax) ! (IR; j  j) heit lokal Lipschitz-stetig (der
Ordnung 1) im Punkt A 2 NND(k), wenn Konstanten  = (A) > 0 und c = c(A) > 0 existieren, so
dass aus kB Akmax <  folgt: j~	(B)  ~	(A)j < ckB Akmax. Dabei ist kkmax die Maximumsnorm
auf IRkk.
Ein Optimalitatskriterium 	, wie wir es in (2.1) eingefuhrt haben, ist genaugenommen eine Abbil-
dung von Sn(K) nach IR. Wir haben in Denition 2.1 eine Funktion ~	 : NND(k)! IR betrachtet
und das Optimalitatskriterium ist durch 	() = ~	(M()) gegeben. Wir vernachlassigen jedoch
diesen Unterschied zwischen 	 und ~	 und bezeichnen auch ~	 als Optimalitatskriterium.
Satz 2.2 Sei f : E ! IRk von beschrankter Variation, sei  2  und n (n 2 IN ) gema (2.7)
deniert. ~	 sei ein Optimalitatskriterium, das lokal Lipschitz-stetig (der Ordnung 1) im Punkt















Beweis: Sei Fn die madenierende Funktion zu n. Leicht zu sehen ist: 8x 2 E : jFn(x)  
F0(x)j  1=(n   1). Unter Verwendung partieller Integration fur signierte Mae (siehe z.B. Hewitt







































komponentenweise. Im Folgenden sei fur eine
Funktion g : E ! IR von beschrankter Variation mit g = g1 g2 fur monoton wachsende Funktionen
g1; g2 : E ! IR deniert: jgj(dx) = g1(dx) + g2(dx). Mit dieser Schreibweise gilt V (g) =
R
E 1 jgj(dx),
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Hierbei ist V (ff>) die Matrix, deren (i; j)-te Komponente die Variationsnorm von fifj ist. Die
Aussage folgt nun aus der lokalen Lipschitz-Stetigkeit von ~	 in M().
Wann sind nun die Voraussetzungen von Satz 2.2 erfullt? Betrachten wir einen Versuchsplan  2 ,
so dass M() 2 PD(k) ist. Die Menge der positiv deniten IRkk-Matrizen PD(k) sei versehen mit
dem euklidischen Skalarprodukt hA;Bi2 := Spur(A  B) und der Norm kAk2 = Spur(A2)1=2. Fur
p >  1 ist ~	 : PD(k)! IR; A 7! p((K>A 1K) 1) dierenzierbar, siehe Pukelsheim (1993), Seite




~	(B)  ~	(A)  hr~	(A); B  Ai2
kB  Ak2
= 0:
Zum Dierenzierbarkeitsbegri vgl. man Silvey (1980), Seite 74 oder Rockafellar (1970), Seite 241.
Aus der Dierenzierbarkeit folgt die lokale Lipschitz-Stetigkeit der Ordnung 1. Daher ist ~	() =
p((K
>() 1K) 1); p >  1, auch lokal Lipschitz-stetig in jedem Punkt A 2 PD(k), wobei zu
beachten ist, dass die Wahl der Norm (k  kmax oder k  k2) hier keine Rolle spielt, da PD(k) endlich
dimensional ist.
Wie sieht es mit dem G-Kriterium1 aus? Zu diesem Zweck beweisen wir zunachst ein Lemma.
Lemma 2.3 SeienM;N 2 IRkk positiv denit und es gelte kM Nkmax  (2kM 1kmax) 1. Dann
haben wir die Abschatzung
sup
x2E






 kM 1k2max  kM  Nkmax:
Beweis: Fur beliebige positiv denite Matrizen M;N gilt
sup
x2E











 k2  sup
x2E;i=1;:::;k
(fi(x))
2  kM 1  N 1kmax:
Unter Anwendung des Satzes uber die Neumannsche Reihe (siehe z.B. Heuser (1992), S. 109) hat
1Man beachte, dass das G-Kriterium nicht dierenzierbar ist. Man vgl. hierzu z.B. Wong (1993) oder betrachte
E = [ 1; 1]; f(x) = (1; x)> und den Punkt M() =M((Æ 1 + Æ1)=2).
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man fur M;N mit kM  Nkmax  (2kM 1kmax) 1:
kM 1  N 1kmax =














(kM 1kmax  kM  Nkmax)i
!
= kM 1k2max  kM  Nkmax 
 1X
i=0
(kM 1kmax  kM  Nkmax)i
!
 2  kM 1k2max  kM  Nkmax:









folgt aus Lemma 2.3 und der Beschranktheit von f , dass das G-Kriterium  : PD(k) ! IR;M 7!
1=(supx2E f(x)>M 1f(x)) lokal Lipschitz-stetig in jedem M 2 PD(k) ist
Wir verwenden nun Lemma 2.3 zum Beweis einer Stetigkeitsaussage, die spater (in Kapitel 4) noch
eine wichtige Rolle spielen wird. Dafur denieren wir
+ := f 2  j M() 2 PD(k)g = S(Ik):
Satz 2.4 Sei + mit einer Metrik versehen, die die starke Konvergenz (2.5) induziert und die
Menge C[E ] der stetigen Funktionen auf E mit der Supremumsmetrik ku  vk = supt2E ju(t)  v(t)j.
Dann sind die Abbildungen 8<
: 
+ ! C[E ]
 7! d(x; ) := f(x)>M() 1f(x)
und (fur c 2 IRk fest) 8<
: 
+ ! C[E ]
 7! c(x; ) := f(x)>M() 1c
stetig.
Beweis: Wir versehen den Raum der positiv deniten IRkk-Matrizen mit der Maximumsnorm.
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Nach Lemma 2.3 ist die AbbildungM 7! f(x)>M 1f(x) stetig. Die Abbildung  7! d(x; ) ist eine
Verknupfung dieser beiden Abbildungen und daher stetig. Analog folgt die Stetigkeit von  7! c(x; ),
da auch Lemma 2.3 geeignet modiziert werden kann.
2.2.3 Die Mengen ~ und 
In diesem Abschnitt wollen wir auf die Unterscheidung von ~ und  eingehen. Wir werden im
Folgenden sehen, dass diese Unterscheidung fur das Maximierungsproblem (2.3) von untergeordneter
Bedeutung ist. Es gibt namlich zu jedem  2  ein ~ 2 ~, das dieselbe Informationsmatrix besitzt.
Fur uns ist die Unterscheidung von ~ und  dennoch wichtig: Wir werden in Kapitel 3 das Problem
(2.3) modizieren, indem wir uber eine Teilmenge von  maximieren, die disjunkt zu ~ ist. Daher
werden wir in dieser Arbeit stets das Optimierungsproblem in der Obermenge  von n betrachten
(oder spater auch in Teilmengen   ).
Lemma 2.5 Sei C  IRm konvex,  ein Wahrscheinlichkeitsma auf IRm mit (C) = 1 und z =R
y (dy) 2 IRm. Dann gilt z 2 C.
Beweis: Der Beweis kann mit Induktion uber m gefuhrt werden. Der Induktionsanfang fur m = 1
ist klar, siehe Elstrodt (1996), Seite 220. Der Induktionsschritt folgt unter Anwendung des Tren-
nungssatzes, siehe Lemma 4.12 a der Vorlesung Statistische Entscheidungstheorie, WS 1994/95,
Universitat Karlsruhe.












Wegen (ff(x)f(x)> j x 2 Eg) = 1 folgt (M(~)) = 1. Da M(~) konvex ist, konnen wir Lemma
2.5 anwenden und erhalten M() 2M(~).
"
\: Folgt aus ~  .
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In Pukelsheim (1993), Seite 409-410, wird Lemma 2.6 nicht mit Lemma 2.5 sondern mit Hilfe der
Kompaktheit vonM(~) nachgewiesen (vgl. Lemma 2.7), also ohne Verwendung des Trennungssatzes.
Es ist daher hervorzuheben, dass M(~) =M() auch dann gilt, wenn M(~) nicht kompakt ist.
Beim
"
Satz von Caratheodory\, siehe Abschnitt 2.3, werden wir sehen, dass sogar M() =M(~) =
M(f 2 ~ j  hat Masse in hochstens n Punkteng) fur ein geeignetes n gilt.
Die Menge ~ wird von Elfving (1952) und Kiefer (1959) motiviert und verwendet. Kiefer (1959)
erwahnt dabei die Moglichkeit, auch  zu betrachten. Er begrundet die Verwendung von ~ statt 
damit, dass die Mae mit endlichem Trager die einzigen Mae seien, die
"
practically meaningful or
necessary to consider\ sind. Smith (1918) benutzt , ohne dies naher zu begrunden. In den modernen
Lehrbuchern zur Versuchsplanung wird in einigen ~, in anderen  motiviert und verwendet. Zum
Beispiel benutzt Pukelsheim (1993) die Menge ~. Wie bereits erwahnt, weist er jedoch auf Seite
409-410 darauf hin, dass M(~) =M() gilt.
Im Abschnitt 2.4 werden wir Aquivalenztheoreme angeben. Solange sich die Aussage nur auf die
InformationsmatrixM() bezieht (wie z.B. bei Satz 2.12), spielt es also nach Lemma 2.6 keine Rolle,
ob man ~ oder  betrachtet. Bezieht sich die Aussage dagegen auf den Versuchsplan  selbst (wie
z.B. bei Korollar 2.14), macht es einen Unterschied, ob ~ oder  betrachtet wird. Dann kann ein in
der Literatur angegebene Beweis fur ~ nicht fur  direkt ubernommen werden.
Lemma 2.7 Ist f eine stetige Regressionsfunktion, so ist M(~) (und damit auch M()) kompakt.
Beweis: Da E kompakt und f stetig ist, ist ff(x)f(x)> j x 2 Eg kompakt. Weil M(~) die konvexe
Hulle von ff(x)f(x)> j x 2 Eg ist, ist M(~) kompakt, siehe z.B. Rockafellar (1970), Seite 158.
Beispiel 2.8 Die Stetigkeitsvoraussetzung in Lemma 2.7 ist notwendig. Sei E = [ 1; 1]; f(x) =
x  1( 1;1)(x); x 2 E, also k = 1. Dann gilt
M() =M(~) = Konv(ff(x)2 j x 2 Eg) = Konv([0; 1)) = [0; 1);
wobei Konv(C) die konvexe Hulle einer Menge C angibt. Also ist M(~) nicht kompakt.
2.2.4 Asymptotische Versuchsplane bei Einschrankungen in der Versuchspunkt-
wahl
In der Praxis gibt es oft Einschrankungen, die nicht die Auswahl jedes Versuchsplans aus n zulassen.
In Kapitel 3 werden wir auf spezielle durch die Praxis motivierte Einschrankungen eingehen. Wir
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wollen hier zunachst fur eine allgemeine Teilmenge n von n beschreiben, was bei der Ubertragung
auf eine geeignete Obermenge und bei der Ruckubertragung von der Obermenge auf n zu beachten
ist. Statt der direkten Losung des Problems
Maximiere  7! 	(M()) in der Menge n \ S(K) (n  n) (2.9)
gehen wir analog zu vorher in drei Schritten vor.
Im ersten Schritt bilden wir  als die Menge aller Grenzwerte von Folgen (n)n2IN ; n 2 n. Oen-
sichtlich ist   . Im zweiten Schritt versuchen wir das Maximierungsproblem
Maximiere  7! 	(M()) in der Menge  \ S(K) (  ) (2.10)
zu losen. Dieser Schritt ist fur die in Kapitel 3 motivierten  der Hauptbestandteil dieser Arbeit. Er
wird in Kapitel 3-5 durchgefuhrt. Im dritten Schritt ubertragen wir die erhaltene Losung durch ein
Approximationsverfahren Rn :  ! n. Eine notwendige Eigenschaft, die das Verfahren besitzen
sollte, ist hierbei Rn()  n.
2.3 Der Satz von Caratheodory
In diesem Abschnitt stellen wir den Satz von Caratheodory und seine Konsequenz fur die Versuchs-
planung vor.
Satz 2.9 (von Caratheodory) Sei C  IRm und c 2 Konv(C). Dann kann man c als Linearkom-
bination von hochstens m+1 Elementen aus C darstellen. Wenn c auf dem Rand von Konv(C) liegt,
genugen m statt m+ 1 Punkte.
Beweis: siehe z.B. Silvey (1980), Seite 72-73.
Wir konnen den Satz von Caratheodory auf die Teilmenge C = ff(x)f(x)> j x 2 Eg der symmetri-
schen IRkk-Matrizen anwenden. Der Raum der symmetrischen IRkk-Matrizen hat die Dimension
m = k(k + 1)=2. Wegen M(~) = Konv(ff(x)f(x)> j x 2 Eg)  IRkk und Lemma 2.6 folgt dann:
Korollar 2.10 Jedes M 2M()( IRkk) lasst sich als Linearkombination aus hochstens k(k+1)2 +
1 Punkten darstellen, d.h. es gibt xi 2 E und pi  0; i = 1; : : : ; k(k + 1)=2 + 1 mit
P
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2.4 Aquivalenztheoreme
2.4.1 Aquivalenztheorem fur p-Optimalitat
In Aquivalenztheoremen werden Bedingungen angegeben, wann ein Versuchsplan optimal bezuglich
eines Optimalitatskriteriums ist. Sie dienen dazu bei vorliegendem Versuchsplan  nachzuweisen,
dass  optimal bzw. nicht optimal ist.
In der Literatur werden in der Regel stetige Regressionsfunktionen betrachtet. Als Konsequenz sind
die Mengen M() bzw.M() in denen das Optimierungsproblem gelost werden soll, kompakt. Wir
haben diese Voraussetzung jedoch nicht gemacht. Daher konnen wir die in der Literatur angegebenen
Aquivalenztheoreme nicht ohne weiteres ubernehmen.
Wir geben als nachstes ein grundlegendes Aquivalenztheorem fur die kompakten Mengen M() an.
Dieses Aquivalenztheorem benutzen wir dann im Beweis von Satz 2.12, der das Aquivalenztheorem
auf Mengen  verallgemeinert, fur dieM() beschrankt aber nicht notwendigerweise abgeschlossen
ist.
Wir formulieren das nachfolgende Aquivalenztheorem ausnahmsweise mit Momentenmatrizen und
nicht mit den Versuchsplanen selbst, da wir diese Version im Beweis von Satz 2.12 benotigen.
Satz 2.11 (Aquivalenztheoreme fur p-Optimalitat in kompakten Mengen MM())
Sei p 2 ( 1; 1) und M  M() konvex und kompakt und M\M(S(K)) 6= ;. M 2 M ist p-
optimal fur K> in M genau dann, wenn M 2M(S(K)) und eine verallgemeinerte Inverse G von
M existiert, so dass
8 ~M 2M : Spur ~MGK(K>M K) p 1K>G  Spur(K>M K) p: (2.11)
Ein solches p-optimales M 2M existiert stets.
Beweis: Siehe Pukelsheim (1993), S.178f. Es sei daran erinnert, dass es nach Lemma 2.6 in diesem
Fall keine Rolle spielt, dass Pukelsheim (1993) die Menge ~ statt  betrachtet, da Satz 2.12 nur eine
Aussage uber die Momentenmatrizen macht. Da es sich nur um eine Aussage uber Momentenma-
trizen handelt, benotigt Pukelsheim (1993) fur den Beweis des Satzes auch keine Voraussetzungen
an f . Er setzt lediglich voraus, dass M  NND(k) eine kompakte und konvexe Menge ist (Seite
170). Die Existenz des p-optimalen M folgt aus Pukelsheim (1993), Seite 174.
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Das folgende Aquivalenztheorem (zur p-Optimalitat in  furK
>
) bildet unseren Ausgangspunkt.
Wir werden es spater in verschiedene Richtungen spezialisieren (spezielles p, spezielles , spezielles
K).
Satz 2.12 (Allgemeines Aquivalenztheoreme fur p-Optimalitat in   )
Sei p 2 ( 1; 1),    konvex mit \S(K) 6= ; und  2 .  ist p-optimal fur K> in  genau
dann, wenn  2 S(K) und eine verallgemeinerte Inverse G von M() existiert, so dass
8 2  : SpurM()GK(K>M() K) p 1K>G  Spur(K>M() K) p: (2.12)
Beweis:
"
)\: Sei  p-optimal fur K> in . Formuliert mit Momentenmatrizen heit dies: M :=
M() ist p-optimal fur K
>
 in M := M( \ S(K)). Die Menge S(K) ist konvex, vergleiche
Pukelsheim (1993), Seite 64. Also ist auch  \ S(K) und schlielich M konvex. M bezeichne den
Abschluss und riM das relative Innere von M (zur Denition des relativen Inneren einer Menge
siehe z.B. Webster (1994), Seite 37). Wir betrachten nun das Optimalitatsproblem auf M. Nach
Satz 2.11 existiert einM0 2M, das p-optimal furK> inM ist. Die MengeM 6= ; ist konvex und







M1; n  2. Nach Webster (1994), Theorem 2.3.4 folgtMn 2 riM, also insbesondere
Mn 2M; n 2 IN . Auerdem strebtMn auf einer Geraden gegen M0. Nach Pukelsheim (1993), Seite
76-79, folgt
(K>M n K)
 1 ! (K>M 0 K)
 1 (2.13)




Da M p-optimal in M ist, erhalt man damit
p((K
>M K) 1) = p((K>M 0 K)
 1)
und sieht, dassM :=M() p-optimal fur K
> inM ist. Mit Satz 2.11 folgt dann die Behauptung.
"
(\: Es existiere eine verallgemeinerte Inverse G von M() mit
8 ~M 2M :=M() : Spur ~MGK(K>M() K) p 1K>G  Spur(K>M() K) p:
Sei ~M0 2MnM. Dann existiert eine Folge ~Mn 2Mmit ~Mn ! ~M0. Da die AbbildungA 7! SpurAB
fur festes B 2 NND(s) stetig auf NND(s) ist, folgt
8 ~M 2M : Spur ~MGK(K>M() K) p 1K>G  Spur(K>M() K) p;
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also mit Satz 2.11 die Behauptung.
Eine Umformulierung von Satz 2.12 wird in folgendem Korollar angegeben:
Korollar 2.13 (Aquivalenztheorem fur p-Optimalitat in   ) Sei p 2 ( 1; 1),   
konvex mit  \ S(K) 6= ; und  2 .  ist p-optimal fur K> in  genau dann, wenn  2 S(K)
und eine verallgemeinerte Inverse G von M() existiert, so dass fur
N := GK(K>M() K) p 1K>G
gilt
















Fur  2 S(K) gilt K>GM()GK = K>GK und damit




Fur  =  folgt aus Korollar 2.13:
Korollar 2.14 (1.Aquivalenztheorem fur p-Optimalitat in ) Sei p 2 ( 1; 1) und  2 .
 ist p-optimal fur K
> (in ) genau dann, wenn  2 S(K) und eine verallgemeinerte Inverse G
von M() existiert, so dass fur
N := GK(K>M() K) p 1K>G
gilt




Beweis: Zunachst gilt \S(K) = S(K) 6= ; wegen Voraussetzung 1.4 c). Damit ist die Vorausset-
zung von Korollar 2.13 erfullt. Nun geben wir eine aquivalente Bedingung zu (2.14) an. Wahlt man
fur  speziell die Einpunktmae in y 2 E , so folgt aus Ungleichung (2.14) die Ungleichung (2.15).
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Hat man umgekehrt ein beliebiges Ma  2 , so folgt durch Integration von (2.15) bezuglich  die
Ungleichung (2.14).
Schreibt man die Ungleichung (2.15) in der Form
8y 2 E : f(y)>Nf(y)  Spur(M()N); (2.16)
so hat man eine Aussage, die sich alleine auf die Momentenmatrizen bezieht und nicht auf den
Versuchsplan  selbst.
Wir geben in folgendem Korollar 2.18 eine Aussage an, die vom Versuchsplan  selbst abhangt.
Dieses Aquivalenztheorem lasst sich spater in schoner Weise fur die Optimalitat in der in Kapitel 3
motivierten Menge  verallgemeinern, siehe Satz 3.15. Zuvor denieren wir noch den sogenannten
essentiellen Trager eines Versuchsplans.
Denition 2.15 Sei  2  ein Versuchsplan auf E. Der essentielle Trager von  ist deniert durch
eSupp() := fx 2 E j 8 > 0 : ((x  ; x]) > 0 und ([x; x+ )) > 0g:
Es gilt stets eSupp()  Supp() fur Supp() = fx 2 E j 8 > 0 : ((x  ; x+ )) > 0g.




(Æ 1 + Æ0 + Æ1=2) + j[0;1=5] + j[4=5;1];
wobei  das Lebesgue-Ma auf der Borel--Algebra in IR ist. Dann ist
Supp() = f 1g [ [0; 1=5] [ f1=2g [ [4=5; 1];
eSupp() = f 1g [ [0; 1=5) [ f1=2g [ (4=5; 1):
Wenn wir nur stetige Regressionsfunktionen f betrachten wurden, konnten wir im Folgenden stets
statt dem essentiellen Trager eSupp() den (kompakten) Trager Supp() verwenden. Fur die in
dieser Arbeit betrachteten Regressionsfunktionen, die in jedem Punkt linksseitig oder rechtsseitig
stetig sind, erweist sich aber Denition 2.15 als nutzlich.
Lemma 2.17 Sei  2  und N 2 IRkk beliebig. Dann folgt aus
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Beweis: Annahme: Es existiert ein z0 2 eSupp() mit f(z0)>Nf(z0) <
R
E f
>Nf d. Die Funktion
f ist in z0 linksseitig oder rechtsseitig stetig oder z0 ist ein Randpunkt von E . Wir betrachten den
Fall, dass f in z0 linksseitig stetig ist oder dass z0 der linke Randpunkt von E ist (die anderen Falle
gehen analog). Wegen der linksseitigen Stetigkeit von f gibt es ein  > 0 mit


































Widerspruch, also gilt (2.18).
Korollar 2.18 (2.Aquivalenztheorem fur p-Optimalitat in ) Sei p 2 ( 1; 1) und  2 .
 ist p-optimal fur K
> (in ) genau dann, wenn  2 S(K) und eine verallgemeinerte Inverse G
von M() existiert, so dass fur
N := GK(K>M() K) p 1K>G
gilt
8y 2 E ; z 2 eSupp() : f(y)>Nf(y)  f(z)>Nf(z): (2.19)
Beweis:
"
)\: Der Versuchsplan  sei p-optimal fur K>. Mit Korollar 2.14 folgt  2 S(K)
und die Ungleichung (2.17). Nach Lemma 2.17 folgt also (2.18) und somit sind (2.15) und (2.19)
gleichbedeutend.
"
(\: Integriert man die rechte Seite von (2.19) bezuglich , so sieht man 8y 2 E : f(y)>Nf(y) R
E f
>Nf d, also insbesondere (2.17). Nach Lemma 2.17 gilt also (2.18) und somit folgt aus (2.19)
die Aussage (2.15). Korollar 2.14 liefert die Behauptung.
Bemerkung 2.19 (Transformation des Versuchsbereichs) Bisher haben wir immer einen fest
vorgegebenen Versuchsbereich E (kompaktes Intervall) und eine Regressionsfunktion deniert auf E
betrachtet. Der optimale Versuchsplan ist abhangig davon, welchen Bereich E man verwendet. Wir
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geben nun an, wie man ein Optimierungsproblem, das auf einem Versuchsbereich E gelost ist, auf
ein anderes Intervall ~E ubertragen kann.
Sei




; v > 0; w 2 IR;
und sei  2  ein Versuchsplan auf E. Deniere den transformierten Versuchsplan ~ auf ~E durch
~(A) := (vA+ w); A 2 Bj ~E
(Bj ~E = Borel--Algebra eingeschrankt auf ~E). Aus dem Transformationssatz fur Integrale mit der









Man hat also dieselbe Momentenmatrix fur das Modell f auf E und das Modell ~f auf ~E. Also:  ist
ein optimaler Versuchsplan auf E fur das Modell f , genau dann wenn ~ ein optimaler Versuchsplan
auf ~E fur das Modell ~f ist.
2.4.2 D- und G-Optimalitat
In diesem Abschnitt diskutieren wir, unter welchen Voraussetzungen D- und G-Optimalitat aqui-
valent sind.
Ist ein Versuchsplan D-optimal fur  (in ) und hat die Minimalzahl von k Versuchspunkten, so
muss auf allen Versuchspunkten jeweils die gleiche Masse 1=k liegen. Dies sagt das folgende Lemma:
Lemma 2.20 (Gewichte von D-optimalen Versuchsplanen mit k Versuchspunkten)
Sei  2 ~ \ S(Ik) D-optimal fur  in  mit  =
P
k
i=1 piÆxi ; pi > 0;
P
k
i=1 pi = 1; xi 2 E. Dann gilt:










mit F = (f(x1); : : : ; f(xk)) und P 2 IRkk die Diagonalmatrix mit Diagonalelementen pi: P =
diag(p1; : : : ; pk). Wegen
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wird die Determinante (fur feste Versuchspunkte xi, also fur festes F ) maximal, wenn pi = 1=k; i =
1; : : : ; k.
Wie bereits in Satz 2.4 eingefuhrt, schreiben wir
d(x; ) = f(x)>M() 1f(x); x 2 E ;  2 + = f 2  j M() 2 PD(k)g = S(Ik):
Ein Versuchsplan  2 + ist alsoG-optimal, genau dann wenn supx2E d(x; ) = inf2 supx2E d(x; ).
Das Supremum (uber x 2 E) von d(x; ) besitzt die untere Schranke k, was leicht zu beweisen ist:




>M() 1f d  supx2E d(x; ).

















f(x)>M() 1f(x) d = sup
x2E
d(x; ):
b) Korollar 2.14 und Lemma 2.17.
Nun geben wir den Satz von Kiefer und Wolfowitz formuliert fur Momentenmatrizen an. In der
Literatur wird in der Regel vorausgesetzt, dass f eine stetige Regressionsfunktion ist. In diesem
Falle ist M() kompakt. Wir verallgemeinern zunachst den Satz fur nicht kompakte M() soweit,
wie es ohne weiteren Beweis moglich ist. Nach Voraussetzung 1.4 b) ist f und damit auch M()
beschrankt.
Satz 2.22 (von Kiefer und Wolfowitz) Sei M 2 M() positiv denit und seien die folgenden
Aussagen gegeben:
a) M ist D-optimal fur  in M(),




d) M ist G-optimal fur  in M().
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Dann gilt a) () b) () c) ) d).
Ist M() kompakt (dies ist z.B. erfullt, wenn f stetig ist), dann gilt auch d) ) c).
Beweis:
"
a) ) c)\: Lemma 2.21 b).
"
c) ) b)\: klar.
"
b) ) a)\: Lemma 2.21 a) und Korollar 2.14.
"
a) ) d)\: Lemma 2.21.
In Pukelsheim (1993), S. 212, wird die Aquivalenz von a), b), c) und d) gezeigt fur kompakte M(),
siehe auch Kiefer und Wolfowitz (1960)).
Der Beweis von dem Satz von Kiefer und Wolfowitz bei Pukelsheim (1993) suggeriert, dass die
Kompaktheitsvoraussetzung fur die volle Aquivalenz aller Aussagen notwendig ist. Dass dies nicht
der Fall ist, zeigt aber der folgende Satz.
Satz 2.23 (von Kiefer und Wolfowitz fur beschrankte Regressionsfunktionen)
Sei  2 +. Dann sind aquivalent:
a)  ist D-optimal fur  in ,
b) 8x 2 E: d(x; )  k,
c) supx2E d(x; ) = k,
d)  ist G-optimal fur  in .
Wenn eine der Voraussetzungen a), b), c) oder d) erfullt ist, dann gilt
8x 2 eSupp() : d(x; ) = k: (2.20)
Beweis: Die Implikationen a) () b) () c) ) d) ubertragen sich direkt von Satz 2.22. Da
fur nicht kompakte M() im Allgemeinen kein D-optimaler Versuchsplan existieren muss, wird der
Beweis fur d) ) c) etwas aufwandiger:
"
d) ) c)\: Da M() beschrankt ist, ist M() kompakt. Weil M 7! det(M) stetig auf M() ist,
existiert eine D-optimale Matrix N fur  in M(). Weiter gibt es eine Folge Nn 2 M() mit
Nn ! N . Mit Lemma 2.3 in Verbindung mit (2.8) (fur die erste Gleichheit) und mit der Implikation
"




y>N 1n y = sup
y2f(E)
y>N 1y = k:
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y>N 1n y = k:
Also ist c) gezeigt.
Die Formel (2.20) ergibt sich aus a) und Lemma 2.21 b).
Der Satz von Kiefer und Wolfowitz war ein groer Durchbruch fur die Versuchsplanung. Die Aqui-
valenz zweier so unterschiedlicher Optimalitatskriterien wie der D- und der G-Optimalitat war eine
Uberraschung. Gleichzeitig ist durch den Satz eine weitere Begrundung fur die Verwendung der
D-Optimalitat gegeben.
Es gibt jedoch auch Falle, in denen D- und G-Optimalitat nicht aquivalent sind. Wenn die Vor-
aussetzung der Homoskedastizitat der Fehler fallengelassen wird (wir setzen in dieser Arbeit jedoch
immer Homoskedastizitat vorraus), so gilt die Aquivalenz nicht mehr, siehe Wong und Cook (1993).
Eine weitere unbedingt notwendige Voraussetzung im Satz von Kiefer und Wolfowitz ist, dass Op-
timalitat in der gesamten Menge  betrachtet wird. Sucht man D- bzw. G-optimale Versuchsplane
in einer Teilmenge  von , so gilt der Satz im Allgemeinen nicht mehr. Fur die Menge  = n,
n 2 IN fest, sieht man dies an folgendem wohlbekannten Beispiel:
Beispiel 2.24 Sei E = [ 1; 1] und f(x) = (1; x)> (Geradenregression), n 2 IN ungerade. In Krat




























Auch fur die Teilmengen  von , die in Kapitel 3 motiviert werden, gilt die Aquivalenz von D-
und G-Optimalitat nicht.
2.4.3 Invarianz der D-Optimalitat
Eine wichtige Eigenschaft der D-Optimalitat ist, dass sie invariant gegenuber regularen Transfor-





















Also hat man die Aussage
 ist D-optimal in  fur das Modell ~f ()  ist D-optimal in  fur das Modell f;
siehe auch Dette und Studden (1997), Seite 146.
Beispiel 2.25 (Polynomregression und Wahl des Versuchsbereiches) Sei E = [w   v; w +
v], f(x) = (1; x; : : : ; xk 1)>. Nach Bemerkung 2.19 ist  optimal auf E fur f genau dann, wenn ~
deniert durch
~(A) = (vA+ w); A 2 Bj[ 1;1];
optimal auf [ 1; 1] fur ~f ist mit
~f(x) := f(vx+ w) = (1; vx + w; : : : ; (vx+ w)k 1)> = Af(t);
A geeignete regulare Matrix. Da die D-Optimalitat invariant gegenuber regularen Transformationen
ist, gilt also fur die Polynomregression
 ist D-optimal in  auf E () ~ ist D-optimal in  auf [ 1; 1]:
Bei der D-Optimalitat fur Polynomregression konnen wir also ohne Beschrankung der Allgemeinheit
den Versuchsbereich E = [ 1; 1] betrachten.
2.4.4 Geometrische Interpretation der D-Optimalitat
Wir denieren fur positiv denites M 2 IRkk die
"
von M erzeugte Ellipse\ durch
Ellipse(M) := fu 2 IRk j u>M 1u  kg:
Mit dieser Ellipse konnen wir drei verschiedene geometrische Interpretationen der D-Optimalitat
angeben.
Betrachten wir noch einmal den Satz von Kiefer und Wolfowitz (Satz 2.23) und speziell die Aqui-
valenz
"
a) () b)\. Diese Aquivalenz besagt, dass ein Versuchsplan genau dann D-optimal in 
ist, wenn f(E)  Ellipse(M()).
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Fur die zweite geometrische Interpretation bemerken wir, dass das Volumen von Ellipse(M) pro-
portional zu det(M)1=2 ist. Daher ist die Suche nach einem D-optimalen Versuchsplan in  gleich-
bedeutend mit der Suche nach Ellipse(M());  2 ; mit maximalem Volumen.
Ein anderes geometrisches Problem ist: Suche unter den Ellipsen, die f(E) enthalten, eine mit





D-Optimalitats-Problem in \ ist. Dies bedeutet, dass
8M 2M(); N positiv denit mit f(E)  Ellipse(N) : detM  detN
und dass fur Losungen N des Minimum-Ellipsen-Problems und  des D-Optimalitats-Problems
in  gilt:
M() = N:
Silveys Vermutung wurde von Sibson (1972) mit der Lagrange-Multiplikatoren-Methode bewiesen.
Wir konnen also folgenden Satz formulieren:
Satz 2.26 (Silvey und Sibson) Ein Versuchsplan  2 + ist genau dann D-optimal in , wenn
8N positiv denit mit f(E)  Ellipse(N) : k(Ellipse(M()))  k(Ellipse(N))
(k das Lebesgue-Ma auf der Borel--Algebra in IRk).
2.5 Aquivalenztheoreme fur die c-Optimalitat
In diesem Abschnitt betrachten wir den Spezialfall K = c und  = . Fur diesen wichtigen
Spezialfall gibt es einige weiterreichende Resultate und Interpretationen.
2.5.1 Das Elfving-Theorem
Wir stellen eine geometrische Interpretation im IRk des c-optimalen Versuchsplans in  vor, die auf
Elfving (1952) zuruckgeht.
Dazu betrachten wir den IRk und darin die Menge K := ff(x) j x 2 Eg  IRk. Wir denieren die
sogenannte Elfving-Menge R als die kleinste konvexe, um 0k symmetrische Menge in IRk, die K
enthalt. Als Formel konnen wir
R = Konv(K [ f y j y 2 Kg)
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schreiben, wobei Konv(C) die konvexe Hulle einer Menge C angibt. Der Punkt 0k liegt im Inneren
von R (da f(E) den IRk aufspannt). Nun denieren wir die sogenannte Elfving-Norm  auf IRk
durch
(v) := inff  0 j v= 2 Rg; v 2 IRk:
Es wird sich im Beweis von Satz 2.28 als nutzlich erweisen, dass wir zunachst das Elfving-Theorem
fur den Bildbereich von f und Bildmae  auf K(= f(E)) formulieren. Sei (K) die Menge aller
Wahrscheinlichkeitsmae auf K.
Satz 2.27 (Elfving-Theorem fur Kompakta) Sei K  IRk kompakt, 0k liege im Inneren von
Konv(K [ fy j   y 2 Kg). Ein Versuchsplan  2 (K) ist optimal fur c> in (K) genau dann,





Ein solcher Versuchsplan existiert stets.
Beweis: Pukelsheim (1993), S.50f. Siehe auch Pukelsheim (1981).
Satz 2.28 (Elfving-Theorem fur beschrankte Regressionsfunktionen)
Ein Versuchsplan  2  ist optimal fur c> in  genau dann, wenn es eine Borel-messbare Funktion







(\: Folgt aus Satz 2.27 fur K = f(E) und  das Bildma von  unter f , da fur diese
Implikation die Voraussetzung der Kompaktheit von K nicht benotigt wird, siehe Pukelsheim (1993),
Seite 51.
"
)\: Mit Voraussetzung 1.4 folgt, dass f(E) beschrankt (aber nicht notwendigerweise abgeschlossen)
ist. Sei K := f(E), also K kompakt. Nach dem Satz von Elfving fur Kompakta (Satz 2.27) existiert





fur ein messbares ' : K ! f 1; 1g. Sei M0 := M() und M1 2 riM((f(E))). Wie im Beweis
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1
n
M1; n  2. Mit Webster (1994), Theorem 2.3.4, haben wir Mn 2 M((f(E))); n 2 IN . Auerdem
strebt Mn auf einer Geraden gegen M0. Nach Pukelsheim (1993), Seite 76-79, folgt
(c>M n c)
 1 ! (c>M() c) 1: (2.22)
Sei nun  2  optimal in  und  das Bildma von  unter f . Also ist  optimal in (f(E)). Wegen
(2.22) muss  auch optimal in (f(E)) sein. Nach dem Satz von Elfving fur Kompakta (Satz 2.27)








Sei v 2 Rand(R), wobei Rand(R) den Rand von R bezeichne (also die Mengendierenz vom
Abschluss und dem Inneren von R). Da R konvex ist, existiert in v eine Tangentialhyperebene
fy 2 IRk j h>y = h>vg wobei h 2 IRk ein Tangenten-erzeugender Vektor ist, fur den wir ohne
Beschrankung der Allgemeinheit h>v = 1 festlegen konnen. Wir identizieren die Tangentialhyper-
ebene mit ihrem erzeugenden Vektor und denieren die Menge aller Tangentialhyperebenen in v
durch
T (v) := fh 2 IRk j 8y 2 R : h>y  h>v = 1g = fh 2 IRk j 8y 2 E : jh>f(y)j  h>v = 1g:
Als Anwendung des Elfving-Theorems betrachten wir zwei Beispiele, wobei in Beispiel 2.29 eine
nicht stetige Regressionsfunktion betrachtet wird.
Beispiel 2.29 Sei E = [ 1; 1] und f(x) = (1; x  1[ 1;1)(x))>. Die Elfving-Menge ist
R = f(x1; x2)> 2 IR2 j jx1j  1; jx2j < 1g [ f(1; 1)>; ( 1; 1)>g:
Sei c = (1; 0)>. Dann ist (c) = 1. Ein Versuchsplan  ist c-optimal in  genau dann, wenn
R
E x 




'(x)f(x) (dx) () (1; 0)> =
Z
E




x  1[ 1;1)(x) (dx):
Sei c = (1; 1)>. Der Versuchsplan  = Æ 1 ist c-optimal in , dennZ
E
f(x) dÆ 1 = f( 1) = (1; 1)> = c=(c):
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Da (1; 1)> auf keine andere Weise durch (2.21) dargestellt werden kann, ist dies der einzige c-
optimale Versuchsplan.
Sei c = (0; 1)>. Es ist (c) = 1. Da c=(c) nicht in der Form (2.21) darstellbar ist, gibt es keinen
c-optimalen Versuchsplan in .
Beispiel 2.30 Sei E = [ 1; 1], f(x) = (1; x; x2)> und c = (1; 0; 1=2)>. Fur t 2 [1=
p
2; 1] seien die












f dt = (1; 0; 1=2)
> = c=(c)
ist t c-optimal in . Man beachte dabei, dass Rang(M(1=
p




2.5.2 Spezialisierung allgemeiner Aquivalenztheoreme fur c-Optimalitat in 
Korollar 2.18 nimmt fur K = c; =  folgende Form an:
Satz 2.31 Sei  2 .  ist c-optimal in  genau dann, wenn  2 S(c) und eine verallgemeinerte
Inverse G von M() existiert, so dass
8y 2 E ; z 2 eSupp() : (c>Gf(y))2  (c>Gf(z))2: (2.23)
Beweis: Wir konnen in Korollar 2.18 den Parameter p beliebig wahlen und wahlen sinnvollerweise
p =  1. Dann gilt N = Gcc>G und f(x)>Nf(x) = (c>Gf(x))2 fur alle x 2 E .
Bemerkung 2.32 Entsprechend erhalten wir mit Korollar 2.14 statt mit Korollar 2.18:
 ist c-optimal in  genau dann, wenn  2 S(c) und eine verallgemeinerte Inverse G von M()
existiert, so dass








>Gf)2 d = c>GM()Gc. Wegen  2 S(c) existiert ein ~c mit c = M()~c und
c>GM()Gc = c>GM()GM()~c = c>GM()~c = c>Gc. Nach Pukelsheim (1993), Seite 49-51,
gilt c>Gc = (c)2.
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Wir denieren
G(; c) := fG 2M()  j 8y 2 E ; z 2 eSupp() : (c>Gf(y))2  (c>Gf(z))2g
= fG 2M()  j 8y 2 E : (c>Gf(y))2  (c)2g:
Mit dieser Schreibweise lautet Satz 2.31
 ist c-optimal in  ()  2 S(c) und G(; c) 6= ;:
Wir konnen nun den Zusammenhang von Satz 2.31 (bzw. Bemerkung 2.32) und dem Elfving-
Theorem (Satz 2.28) in nachfolgendem Satz naher erlautern:
Satz 2.33 Sei  2  ein c-optimaler Versuchsplan in . Dann sind die Vektoren Gc=(c); G 2
G(; c), genau die Tangentialhyperebenen von R im Punkt c=(c):
fGc=(c) j G 2 G(; c)g = T (c=(c)):
Beweis:
"
\: Folgt direkt aus Bemerkung 2.32.
"
\: Sei h 2 T (c=(c)). Wir konstruieren nun eine verallgemeinerte Inverse G von M(). Die
Konstruktion erfolgt analog zu Pukelsheim (1993), Seite 53-54. Es gilt c>h 6= 0. Wegen c 2 [M()]
folgt:
[h] \ [c]? = f0kg ) [h]? [ [c] = IRk ) [h]? [ [M()] = IRk:
Daher existiert eine nichtnegativ denite Matrix H 2 IRkk mit
[H]  [h]?; [H] [ [M()] = IRk; [H] \ [M()] = f0kg:
Deniere G := (M() + H) 1. Nach Pukelsheim (1993), Seite 52, ist dies eine verallgemeinerte
Inverse von M(). Es gilt
h = (M() +H) 1(M() +H)h = GM()h+GHh = GM()h:
Weiter haben wir nach Pukelsheim (1993), Seite 51: M()h = c
(c)




Das Elfving-Theorem besagt, dass ein Versuchsplan  genau dann c-optimal ist, wenn der Vektor
c
(c)
2 Rand(R) durch die Punkte f(x); f(x) mit x 2 eSupp() als Linearkombination bezuglich 
dargestellt werden kann. Fur c-optimales  liegt fur jedes x 2 eSupp() der Punkt f(x) oder  f(x)
also alle auf der Tangentialhyperebene T (c=(c)).
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2.5.3 Aquivalenztheoreme in L2() fur c-Optimalitat in 
Es gibt eine weitere Moglichkeit, einen c-optimalen Versuchsplan in  geometrisch zu interpretieren.
Im Gegensatz zum Elfving-Theorem betrachten wir nicht den IRk sondern fur  2  den Raum
L2() = fg : E ! IR j
R
E g
2 d < 1g. Das Skalarprodukt
R
E g  h d in L
2() bezeichnen wir mit
hg; hi .
Satz 2.34 Sei c = (c1; : : : ; ck)
> 2 IRk. Ein Versuchsplan  2  ist c-optimal in  genau dann,
wenn eine Funktion g 2 [f1; : : : ; fk] existiert mit hg ; fji = cj ; j = 1; : : : ; k und
8y 2 E ; z 2 eSupp() : jg(y)j  jg(z)j : (2.25)
Beweis:
"
)\: Nach Satz 2.31 existiert eine verallgemeinerte Inverse G von M(), so dass
8y 2 E ; z 2 eSupp() : (c>Gf(y))2  (c>Gf(z))2:
Wegen  2 S(c) existiert ein ~c mit c =M()~c. Wir denieren ~g(x) := c>Gf(x) 2 [f1; : : : ; fk]. Es









= ~c>M()GM()ej = ~c>M()ej = cj ;
wobei ej 2 IRk der j-te Einheitsvektor im IRk ist.
"
(\: Sei w 2 IRk mit g(t) = w> f(t). Dann gilt fur j = 1; : : : ; k: cj = hg; fji = w> M()ej , also
c = M()w. Also gilt  2 S(c). Es existiert eine symmetrische, nichtnegativ denite verallgemei-
nerte Inverse G von M(), so dass Gc = w. Daher gilt g(x) = w
>

f(x) = c>Gf(x) und mit
Satz 2.31 folgt die Behauptung.
Beispiel 2.35 (c-optimale Versuchsplane in  fur Geradenregression) Sei E = [ 1; 1] und
f(x) = (f1(x); f2(x))
> = (1; x)> (Geradenregression). Wir suchen alle c-optimalen Versuchsplane
in  fur c = (1; c2)
>; c2 2 IR. Alle anderen Vektoren c 2 IR2 sind Vielfache entweder von diesen c
oder von e2 = (0; 1)
>, welches spater in Satz 2.40 betrachtet wird.
Nach Satz 2.34 ist  2  genau dann c-optimal in , wenn g(x) = 0 + 1x existiert mit
hg; f1i = 1 und hg; f2i = c2 (2.26)
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und
8y 2 E ; z 2 eSupp() : jg(y)j  jg(z)j : (2.27)
Damit Bedingung (2.27) erfullt ist, gibt es folgende Moglichkeiten:
a) g(x) = 0,  2  beliebig,
b) g(x) = 1x; 1 6= 0;  = pÆ 1 + (1  p)Æ1; p 2 [0; 1],
c) g(x) = 0 + 1x; 0  1 > 0;  = Æ1,
d) g(x) = 0 + 1x; 0  1 < 0;  = Æ 1.
Im Falle a) ist (2.26) genau dann erfullt, wenn 0 = 1 und
R
E x (dx) = c2: Letzteres kann nur
erfullt sein, wenn jc2j  1 ist. Wenn jc2j = 1 ist, folgt daruberhinaus bereits  = Æ 1 bzw.  = Æ1.
Im Falle b) ist (2.26) genau dann erfullt, wenn p = 12 
1
21






Es gilt p 2 (0; 1) () jc2j > 1, p = 0 () c2 = 1 und p = 1 () c2 =  1.
Im Falle c) ist (2.26) genau dann erfullt, wenn 0+1 = 1 und 0+1 = c2: Also haben wir c2 = 1.
Im Falle d) ergibt sich analog c2 =  1.
Insgesamt hat man fur c = (1; c2)
>:  2  ist c-optimal in  genau dann, wenn8>>>><
>>>>:
R





)Æ 1 + (12 +
1
2c2
)Æ1; falls jc2j > 1;
Æ 1; falls c2 =  1;
Æ1; falls c2 = 1:
Im Falle c2 2 ( 1; 1) sind also sowohl Æc2 2 n+ als auch unendlich viele Versuchsplane  2 +
c-optimal in .
Ist  2  so, dass M() positiv denit ist (d.h.  2 +), dann erhalten wir im Spezialfall c = ej aus
Satz 2.34:
Satz 2.36 Sei  2 +, j 2 f1; : : : ; kg. Der Versuchsplan  ist optimal fur j in  genau dann,
wenn gilt:
















? der Orthogonalprojektor auf [f1; : : : ; fj 1; fj+1; : : : ; fk]? in L2() ist.
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Beweis: Fur c = ej gilt fur g aus Satz 2.34
hg; fii = 0; i = 1; : : : ; j   1; j + 1; : : : ; k;
d.h. g ? fi; i = 1; : : : ; j  1; j+1; : : : ; k. Da f1; : : : ; fk eine Basis des Unterraumes [f1; : : : ; fk] von




fj und wegen hg; fji = 1 6= 0 ist const 6= 0.
Daher ist (2.25) aquivalent zu (2.28).




~f ~f> d und M12 =
R
E
~ffj d (wobei ~f := (f1; : : : ; fj 1; fj+1; : : : ; fk)>) darstellen:







(y) = (v1; : : : ; vj 1; 1; vj ; : : : ; vk 1)f(y):
Wir werden im nachsten Beispiel die geometrische Bedeutung von Satz 2.36 mit einem Beispiel
erlautern. Fur dieses Beispiel (und sogar fur einen wesentlich allgemeineren Fall) ist der optimale
Versuchsplan bereits seit Langem bekannt, siehe Satz 2.40. Das Beispiel dient also ausschlielich
der geometrischen Interpretation von Satz 2.36.
Beispiel 2.38 Wir betrachten die Regressionsfunktion f(x) = (f1(x); : : : ; f4(x))
> = (1; x; x2; x3)>
(kubische Regression, k = 4) und suchen einen optimalen Versuchsplan fur 4 in .
Ein einfaches Symmetrie-Argument, das die Konkavitat von  7! (e>4 M() 1e4) 1 ausnutzt, zeigt,
dass man sich auf um 0 symmetrische Versuchsplane einschranken kann2. Da mit einem Versuchs-
plan mit hochstens drei Massepunkten keine Aussage uber den Parameter 4 gemacht werden kann
3,
benotigen wir wenigstens vier Massepunkte. Wir konnen also im Folgenden nur noch symmetrische
Versuchsplane mit wenigstens vier Massepunkten betrachten.














(aquidistante Versuchspunkte mit gleichen Massen). Es giltZ
E
f4  (f1; f2; f3) d1 =
Z
E


























2Formal wird dieses Symmetrie-Argument in Bemerkung 3.11 angegeben.
3Durch die Beobachtungsmittelwerte an drei Massepunkten kann man ein quadratisches Polynom exakt legen.
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>  (f1; f2; f3) d1
 1
 (f1; f2; f3)>



















f4(x) = 41=45  x sind in Abbildung 2.1 zu sehen.







Abbildung 2.1: Die Funktionen f4(x) = x3 und pr
L2(1)
[f1;f2;f3]
f4(x) = 41=45  x
4=45; 12=45; 12=45 bzw. 4=45. Nach Satz 2.36 ist 1 daher nicht optimal fur 4 in .
Man kann auch mit Satz 2.36 und rein geometrischen Argumenten nachweisen (ohne Rechnung wie
oben), dass ein Versuchsplan der Gestalt












Æ1=3 + pÆ1; p 2 (0; 1=2)




rade sein muss, da 2 um 0 symmetrisch und f4 eine ungerade Funktion ist. Ware 2 ein optimaler
Versuchsplan fur 4, mussten die Punkte ( 1; 1); ( 1=3; 1=27); (1=3; 1=27) und (1; 1) alle den-
selben Abstand zu dieser Ursprungsgerade haben. Es musste also zwei parallele Geraden geben, auf
denen diese vier Punkte liegen. Es gibt zwei Paare solcher Geraden (vgl. Abbildung 2.2). Nach Satz
2.36 mussen alle anderen Punkte (x; x3); x 2 [ 1; 1]; zwischen den beiden Geraden liegen. Dies ist
jedoch fur keine der beiden Geradenpaare der Fall.
Wir konnen mit Satz 2.36 nicht nur zeigen, dass ein Versuchsplan wie 2 nicht optimal ist. Wir
konnen mit geometrischen Argumenten und zusatzlicher Rechnung den optimalen Versuchsplan 
2.5 Aquivalenztheoreme fur die c-Optimalitat 43
Abbildung 2.2: Ein Versuchsplan mit Massepunkten  1; 1=3; 1=3 und 1 kann nicht optimal fur
4 in  sein
bestimmen. Zunachst ermitteln wir, auf welchen Punkten  Masse hat. Die einzige Moglichkeit,
dass zwei parallele Geraden die Funktion x 7! x3 in vier Punkten beruhrt und alle anderen Punkte
(x; x3); x 2 [ 1; 1]; zwischen den beiden Geraden liegen, ist die in Abbildung 2.3 gezeigte.
Abbildung 2.3: Einhullendes Geradenpaar
Der optimale Versuchsplan hat also die Gestalt












Æd + pÆ1; p 2 (0; 1=2); d 2 (0; 1):
Wir bestimmen d 2 (0; 1) durch folgende Bedingungen: Die Punkte ( 1; 1) und (d; d3) mussen auf
einer Geraden liegen (die parallel zu pr
L2()
[f1;f2;f3]
f4(x) ist). Auerdem muss die Ableitung von x 7! x3
in x = d mit der Geradensteigung ubereinstimmen (sonst wurde die Gerade die Funktion x 7! x3 in
x = d schneiden). Also hat man die Bedingungen (Gerade = 0 + x  1)
 1 = 0   1; d3 = 0 + d1; 1 = 3d2:
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Aus den drei Bedingungen folgt 2d3+3d2 1 = 0 und daraus d = 1=2. Wegen 1 = 3d2 = 3=4 ist die
Projektion von f4 auf [f1; f2; f3] in L
2() (mit  optimal) die Ursprungsgerade mit Steigung 3=4.
Abbildung 2.4: Die Funktionen f4(x) = x3 und pr
L2()
[f1;f2;f3]
f4(x) = 3=4  x und einhullendes Gera-
denpaar
Der optimale Versuchsplan ist also

















f4(x) = 3=4  x:
Es ergibt sich nach einigen Rechenschritten p = 1=6.
2.6 Optimale Versuchsplane fur die c- und D-Optimalitat
In diesem Abschnitt werden wir fur Spezialfalle optimale Versuchsplane in  angeben. Der nach-
folgende Satz sagt, dass wenn in ~ genau ein optimaler Versuchsplan existiert, dass dann in  n ~
keine weiteren optimalen Versuchsplane gefunden werden konnen4. Wenn dagegen bereits in ~ meh-
rere optimale Versuchsplane existieren, so kann es auch in  n ~ weitere Losungen geben, wie die
trigonometrische Regression in Abschnitt 2.6.3 zeigt.
Satz 2.39 Sei  2 ~ der einzige optimale Versuchsplan in ~. Dann ist  auch der einzige optimale
Versuchsplan in .
4Es sei daran erinnert, dass wegen Lemma 2.6 jeder in ~ optimale Versuchsplan auch optimal in  ist.
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Beweis: Sei n 2 IN die Zahl der Tragerpunkte von  und m := 2n + 1. Nehmen wir an, dass ein
Versuchsplan 0 2  n ~ existiert, der ebenfalls optimal ist. Da jSupp(0)j =1, existieren auf E =
[a; b] Intervalle Ji = [ai; ai+1); i = 1; : : : ;m  1; Jm = [am; am+1] mit a = a1 < a2 <    < am+1 = b
fur die gilt:
Ji \ Supp(0) 6= ;; i = 1; : : : ;m:
Wir denieren i :=
1
0(Ji)
 0jJi . Es gilt Supp(i)  [ai; ai+1]. Nach dem Korollar aus dem Satz




Massepunkten und mit M(i) = M(i). Wir denieren 0 :=
P
m
i=1 0(Ji)  i und es gilt M(0) =




insbesondere ist 0 2 ~. Wegen M(0) = M(0) ist 0 optimal, aber wegen jSupp(0)j > n gilt
0 6= . Widerspruch.
Im vorangehenden Satz kann jedes Optimalitatskriterium verwendet werden. Wir haben im Beweis
lediglich verwendet, dass das Kriterium nur uber M() von  abhangt.
2.6.1 Polynomregression
Die explizite Bestimmung der D-optimalen Versuchsplane fur Polynomregression vom Grad d =
k   1 2 IN gehort zu den altesten expliziten Losungen des Optimierungsproblems (2.6). Smith
(1918) bestimmte die optimalen Versuchsplane5 fur d  6 durch individuelle Rechnung fur jedes d
einzeln. Mit dieser (aus heutiger Sicht komplizierten) Rechnung war es nicht moglich eine allgemeine
Aussage fur alle d 2 IN zu erhalten. Allerdings merkte sie an, dass Polynomregression von hoherem
als sechstem Grad wohl kaum von praktischer Bedeutung ist. Dem kann auch heute noch nicht
widersprochen werden...
Nichtsdestotrotz war aus mathematischer Sicht eine Rechnung fur allgemeines d 2 IN interessant.
Dies fuhrte Guest (1958) fur die G- und Hoel (1958) fur die D-Optimalitat durch. Die Ubereinstim-
mung der optimalen Versuchsplane motivierte dann den generellen Beweis der Ubereinstimmung
von Kiefer und Wolfowitz (1960).
Im folgenden Satz geben wir den c-optimalen (mit c = ek) und D-optimalen Versuchsplan fur
Polynomregression an.
5Genaugenommen bestimmte sie die G-optimalen Versuchsplane, die erst mit dem Satz von Kiefer und Wolfowitz
im Jahr 1960 auch D-optimal genannt werden durfen.
46 Kapitel 2 Grundlegende Methoden der Versuchsplanung
Satz 2.40 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>, k 2 IN .
a) Der ek-optimale Versuchsplan hat jeweils Masse 1=(2(k 1)) in den Punkten  1; 1 und jeweils
Masse 1=(k   1) in den Punkten cos(j=(k   1)); j = 1; : : : ; k   2.
b) Der D-optimale Versuchsplan hat jeweils Masse 1=k auf den k Nullstellen des Polynoms
(1  x2)  P 0k 1(x);
wobei Pk 1 das Legendre-Polynom vom Grad k   1 ist.
Beweis: a) Siehe Kiefer undWolfowitz (1959), Dette und Studden (1997), Seite 151 oder Pukelsheim
(1993), Seite 230-231.
b) Siehe z.B. Dette und Studden (1997), Seite 149, oder Pukelsheim (1993), Seite 214-216.
Bemerkung 2.41 (Invarianz der ek-Optimalitat fur Polynomregression) Im Falle der Po-
lynomregression lassen sich ek-optimale Versuchsplane auf einem beliebigen Versuchsbereich E =
[w   v; w + v]; v > 0; w 2 IR; dadurch gewinnen, dass man das Problem auf ~E = [ 1; 1] mit einer
linearen Transformation uberfuhrt. Es ist also gerechtfertigt, wie bei der D-Optimalitat auch bei
der ek-Optimalitat ohne Beschrankung der Allgemeinheit den Versuchsbereich [ 1; 1] zu betrachten.
Dass dieser Sachverhalt gilt, wurde bereits von Studden (1980) angemerkt, siehe auch Dette und
Studden (1997), Seite 151, wo der Sachverhalt mit Hilfe von kanonischen Momenten bewiesen wird.
Wir beweisen den Sachverhalt nachfolgend mit Satz 2.36.
Man betrachte die bijektive Transformation
V : [w   v; w + v]! [ 1; 1]; t 7! t w
v
; (2.29)
womit E auf ~E = [ 1; 1] abgebildet wird. Nach Satz 2.36 ist  2  genau dann ek-optimal in ,
wenn














Auf E betrachten wir die Regressionsfunktion f : [w   v; w + v]! IRk; t 7! (1; t; : : : ; tk 1)> und auf
~E die Funktion ~f : [ 1; 1] ! IRk; x 7! (1; x; : : : ; xk 1)> (d.h f und ~f unterscheiden sich lediglich
durch den unterschiedlichen Denitionsbereich). Weiter sei ~ der Versuchsplan auf [ 1; 1], der dem
Bildma von  (Versuchsplan auf [w   v; w + v]) unter V entspricht, d.h. ~(A) = (vA + w); A 2
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Da es auf den Faktor v (k 1) in (2.30) nicht ankommt, ist also  genau dann ek-optimal auf [w  
v; w + v], wenn ~ ek-optimal auf [ 1; 1] ist.
2.6.2 Change-Point-Regression
Change-Point-Regressionsmodelle sind Modelle, bei denen eine bestimmte Regressionsart nur bis zu
einem (bekannten oder unbekannten) Punkt  2 E vorliegt. Nach diesem Punkt (dies kann z.B. der
Zeitpunkt sein, bei dem ein Teil in einer Produktionsmaschine bricht, wenn E das Produktions-
Zeitintervall ist) liegt ein anderes Regressionsmodell vor. Diese Modelle treten haug in praktischen
Problemstellungen auf, siehe Bischo und Miller (2000) und in der dort zitierten Literatur oder
auch Friede, Miller, Bischo und Kieser (2001).




: ; fur  = 1; + (1  )=( 1)(2) 1=( 1); fur  > 1:
a) Der e3-optimale Versuchsplan hat die Massen (1 %)=4; 1=2; (1+%)=4, in den Punkten  1; %; 1.
b) Fur  2 f1; 2g hat der D-optimale Versuchsplan jeweils Masse 1=3 in den Punkten  1; %; 1.
Hierbei bezeichnet (y)+ := maxf0; yg.
Bemerkung 2.43 (Invarianz der ek-Optimalitat fur Change-Point-Regression)
Wie bei der Polynomregression kann man auch bei der hier betrachteten Change-Point-Regression
ohne Beschrankung der Allgemeinheit den Versuchsbereich ~E = [ 1; 1] statt E = [w  v; w+ v]; v >
0; w 2 IR; betrachten. Seien ; ~ wie in Bemerkung 2.41. Im Unterschied zur Polynomregression
ist jedoch hier zu beachten, dass auch der Change-Point  2 [w   v; w + v] gema der bijektiven
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Transformation V : [w   v; w + v] ! [ 1; 1]; t 7! t w
v
transformiert wird, also ~ =  w
v
. Daher
betrachten wir f : [w   v; w + v] ! IRk; t 7! (1; t; ((t   )+))> und ~f : [ 1; 1] ! IRk; x 7!




















Da es auf den Faktor v  nicht ankommt, ist also auch bei der Change-Point-Regression  genau
dann ek-optimal auf [w   v; w + v], wenn ~ ek-optimal auf [ 1; 1] ist.
Beweis von Satz 2.42: a) Siehe Bischo und Miller (2000), Beispiel 7.2. Dort wurde der e3-
optimale Versuchsplan auf [0; 1] berechnet. Mit einer Transformation auf [ 1; 1] (vgl. Bemerkung
2.43) erhalt man sofort die Behauptung.
b) Der D-optimale Versuchsplan muss aus + sein also insbesondere mindestens k = 3 Versuchs-
punkte haben. Wir betrachten Korollar 2.18 fur K = I, also N = M() 1. Danach liegen die
Punkte aus ff(z) j z 2 eSupp()g auf einer Ellipse um 0k und die Punkte aus ff(y) j y 2 Eg nicht
auerhalb dieser Ellipse. Betrachtet man den Schnitt der Ellipse mit der (x1 = 1)-Ebene, so hat
man eine Ellipse im IR2 (wobei uber den Mittelpunkt nichts gesagt werden kann).
Im Falle von  = 1 erhalt man daher, dass die Tragerpunkte  1;  und 1 sein mussen. Da es sich
nur um k = 3 Tragerpunkte handelt, erhalt man mit Lemma 2.20, dass auf diesen jeweils die Masse
1=3 liegen muss.
Sei nun  = 2. Als Tragerpunkte kommen hochstens f 1g [ [; 1] in Frage. Die Funktion f(x) kann
nicht in zwei Punkte %1; %2 2 [; 1); %1 6= %2; mit der Ellipse ubereinstimmen, ohne sie zu schneiden.
Wir beweisen dies mit einem Widerspruchsbeweis. Dazu betrachten wir die (x1 = 1)-Ebene, wobei
wir die x3-Koordinate als Funktion von der x2-Koordinate betrachten, d.h. die Funktion f(x) wird
wegen f2(x) = x in der (x1 = 1)-Ebene durch f3(x) beschrieben. Sei g(x); x 2 [y1; y2]; der untere
Rand der Ellipse. Wir nehmen an, dass %1; %2 2 [y1; y2] \ [ 1; 1] existieren mit %1 < %2, so dass
f3(%i) = g(%i); i = 1; 2; (2.31)
f 03(%i) = g
0(%i); i = 1; 2 (2.32)
und dass
8x 2 [%1; %2] : f3(x)  g(x): (2.33)
2.6 Optimale Versuchsplane fur die c- und D-Optimalitat 49
Da g der Rand einer Ellipse ist, kann man zeigen, dass fur die Funktion x 7! g0(x) gilt:
g0(x) ist auf [y1; (y1 + y2)=2] strikt konkav und auf [(y1 + y2)=2; y2] strikt konvex. (2.34)
Auf [%1; %2] gilt f3(x) = (x   )2, also ist f 03 linear auf [%1; %2]. Betrachten wir die Funktionen f 03
und g0, so folgt aus f3(%1) = g(%1), (2.32), (2.33) und (2.34), dass
8x 2 (%1; %2) : f 03(x) > g0(x):
Dies steht im Widerspruch zu f3(%2) = g(%2).
Also kommen nur drei Tragerpunkte  1; %; 1 mit % 2 [; 1) in Frage. Die Masse auf den Tragerpunk-
ten ist also wieder 1=3 nach Lemma 2.20.
Es bleibt also noch die Berechnung von % 2 [; 1). Diese fuhren wir durch Maximierung der Deter-
minante vonM() =M(%) durch (also uber die Denition der D-Optimalitat), was in diesem Falle
















(%(%  )2 + (1  )2)
1
3
((%  )2 + (1  )2) 1
3
(%(%  )2 + (1  )2) 1
3
((%  )4 + (1  )4)
1
CCCA :
Die Determinante dieser Matrix ist
1
27
((%+ 1)(1   )2   2(%  )2)2:
Die Funktion % 7! 1
27
((%+ 1)(1  )2   2(%  )2)2 ist stetig auf [; 1] und dierenzierbar auf (; 1).
Daher muss das Maximum der Funktion entweder in % =  , in % = 1 oder in einer Stelle % 2 (; 1)
liegen, in der die Ableitung von % 7! (%+ 1)(1   )2   2(%  )2 verschwindet. Die Ableitung ist:
(1  )2   4(%  )
und durch Nullsetzen erhalt man
(1  )2   4(%  ) = 0 () 4 1(1  )2 = (%  ) () % = 4 1(1 + )2:
Da die Ableitung in % =  positiv und in % = 1 negativ ist, wird das Maximum fur
% = 4 1(1 + )2 =  + (2) 1=( 1)(1  )=( 1)
angenommen.
Bei Change-Point-Problemen spielen auch unstetige Regressionsfunktionen eine wichtige Rolle.
Nachfolgend betrachten wir einen solchen Fall. In diesem Fall existiert kein optimaler Versuchs-
plan.
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Satz 2.44 Sei E = [ 1; 1] und f(x) = (1; x;1[;1](x))>,  2 ( 1; 1]. Dann gibt es keinen e3-
optimalen und keinen D-optimalen Versuchsplan in .
Beweis: Nichtexistenz des e3-optimalen Versuchsplans: Angenommen 
 2  ware e3-optimal. 














f3 geben, so dass f3 in den Massepunkten von 
 mit einer dieser Geraden ubereinstimmt
und alle anderen Punkte von der Funktion f3 zwischen diesen Geraden liegen. Die beiden parallelen
Geraden mussen durch ( 1; 0); (; 1) und (1; 1) gehen.
























































2. Moglichkeit (falls   0, denn  < 0 geht nicht): Die beiden parallelen Geraden sind die Gerade









optimale Versuchsplan  kann nur Masse in  1; ; 1 haben, andererseits muss Masse auf allen drei
Punkten liegen. Sei g2(x) die Gerade durch (; g1()) und (1; 1) (also g2() = g1()). Es gilt fur alle
, die Masse in den Punkten  1; ; 1 haben:Z
E









Nichtexistenz des D-optimalen Versuchsplans: Angenommen,  ware ein D-optimaler Versuchsplan
in . Nach Korollar 2.18 fur K = I, also N =M() 1 liegen die Punkte aus ff(z) j z 2 eSupp()g
auf einer Ellipse um 0k und die Punkte aus ff(y) j y 2 Eg nicht auerhalb dieser Ellipse. Betrachtet
man den Schnitt der Ellipse mit der (x1 = 1)-Ebene, so hat man eine Ellipse im IR
2 (wobei uber
den Mittelpunkt nichts gesagt werden kann). Man erhalt daher, dass die Tragerpunkte  1;  und 1
sein mussen. Da es sich nur um k = 3 Tragerpunkte handelt, erhalt man mit Lemma 2.20, dass auf
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Man kann nachrechnen, dass
8a 2 ( 1; ) : det(M()) = 1
27
(   1)2 = det(M(a))
gilt. Folglich ist auch a D-optimal in . Dies kann aber nach Korollar 2.18 nicht der Fall sein.
Widerspruch.
Aus dem Satz von Kiefer und Wolfowitz (Satz 2.23) folgt, dass fur das vorangehende Beispiel auch
kein G-optimaler Versuchsplan existiert.
2.6.3 Trigonometrische Regression
Sei
~Trig := f 2 ~ j  hat jeweils Masse 1=m auf m  2d+ 1;m 2 IN Tragerpunkten xi;
fur die gilt x2   x1 = x3   x2 =    = xm   xm 1 = x1   xm + 2 = 2=mg
und sei Trig := Konv(~Trig) die Menge aller Konvexkombinationen von Elementen aus ~Trig und
aller Grenzwerte von Folgen solcher Konvexkombinationen.
Satz 2.45 Sei E = [ 1; 1] und f(x) = (1; sin(x); cos(x); : : : ; sin(xd); cos(xd))>, d 2 IN , k =
2d+ 1.
a) Der ek-optimale Versuchsplan hat Masse
1









k 1 beliebig auf den Punkten  1 und 1 verteilt.






k 1 ; : : : ; 1 
1
k 1 .
c)  2  ist D-optimal, wenn  2 Trig. Insbesondere ist die Gleichverteilung auf [ 1; 1] D-
optimal.
Beweis: a), b) Siehe Dette und Melas (2001).
c) Siehe z.B. Pukelsheim (1993), Seite 241-243, fur  2 ~Trig. Dort wird gezeigt, dass  genau dann
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D-optimal ist, wenn M() = diag(1; 1=2; 1=2; : : : ; 1=2; 1=2) und dass fur  2 ~Trig die Momentenma-
trix diese Gestalt hat. Dass M() = diag(1; 1=2; 1=2; : : : ; 1=2; 1=2) auch fur  2 Trig gilt, ist eine
unmittelbare Konsequenz.
Spezialfalle des Satzes sind bereits in Hoel (1965), Seite 1100, Karlin und Studden (1966), Seite 347,
und Federov (1972), Kapitel 2.4, bewiesen worden. In Karlin und Studden (1966) ndet dabei auch
die Optimalitat der Gleichverteilung Erwahnung.
Es ist anzumerken, dass Dette und Melas (2001) auch ei-optimale Versuchsplane fur etliche i <
k   1 angeben und dass sie fur bestimmte Falle ei-optimale Versuchsplane fur f auf Intervallen
[ c; c]; c 2 (0; 1); bestimmen. Weiter sei fur D-optimale Versuchsplanen auf Intervallen [c1; c2] auf
Dette, Melas und Biedermann (2002) verwiesen. Wu (2002) betrachtet trigonometrische Regression
zum Grad d = 1 fur D-, A- und E-optimale Versuchsplane auf einem Versuchsbereich [c1; c2].
2.7 Gleichzeitige Betrachtung mehrerer Optimalitatskriterien
Bisher haben wir, z.B. in (2.6), Probleme der Gestalt behandelt, dass ein bestimmtes Kriterium 	
in einer Menge ( oder ) maximiert werden soll. In praktischen Problemstellungen hat man aber
oft den Wunsch, einen Versuchsplan zu nden, der bezuglich mehrerer Kriterien 	1; : : : ;	l (l 2 IN )
"
gut\ abschneidet.
Beispielsweise konnte gefordert werden, dass die Optimalitatskriterien bezuglich mehrerer in Ab-
schnitt 2.1 vorgestellten Kriterienfunktionen gute Ergebnisse liefern, z.B. 	1(M) = det(M) und
	2(M) = 1=Spur(M
 1), also das D- und das A-Kriterium.
Ein wichtiger in der Praxis auftretender Fall ist, dass man nicht von vorneherein sagen kann, welches
Regressionsmodell (1.1) vorliegt (d.h. wie die Regressionsfunktion f aussieht). Es kommen unter
Umstanden mehrere Modelle in Frage und man will einerseits mit den Daten Aussagen daruber
treen, welches der Modelle vorliegt, andererseits aber auch uber die unbekannten Parameter in den
Modellen Aussagen machen. Es ergeben sich damit mehrere verschiedene Optimalitatskriterien und
man will versuchen, mit einem Versuchsplan alle Kriterien moglichst gro zu machen. Wir werden in
Abschnitt 3.1 eine Problemstellung motivieren, bei der zwei unterschiedliche Optimalitatskriterien
fur zwei verschiedene Modelle betrachtet werden.
Es ist anzumerken, dass Optimierungsprobleme in multivariaten Regressionsmodellen (mit korrelier-
ten Fehlern) ebenso auf Problemstellungen fuhren, in denen Optimalitatskriterien fur unterschied-
2.7 Gleichzeitige Betrachtung mehrerer Optimalitatskriterien 53
liche Regressionsmodelle zu betrachten sind. Dies wird in Krat und Schafer (1992) und in Bischo
(1993, 1995) beschrieben.
Da wir in dieser Arbeit nur den Fall von zwei Optimalitatskriterien 	1;	2 betrachten, schranken
wir uns im Folgenden auf diesen Fall ein, obwohl eine Verallgemeinerung auf 	1; : : : ;	l; l > 2;
moglich ware.
In der Regel wird der 	1-optimale und der 	2-optimale Versuchsplan nicht identisch sein. Es stellt
sich dann die Frage, was ein
"
optimaler\ Versuchsplan fur beide Kriterien ist. Es gibt mehrere
Moglichkeiten, die Kriterien zu verknupfen. Wir stellen die drei wichtigsten in den Abschnitten
2.7.1 bis 2.7.3 vor und formulieren dabei jeweils eine entsprechende Maximierungsaufgabe in einer
geeignet gewahlten Menge . Eine Diskussion uber die Verknupfung von verschiedenen Kriterien
ndet sich zum Beispiel in Pukelsheim (1993), Kap. 11 und in Dette und Franke (2000).
2.7.1 Sequentielles Optimieren von zwei Optimalitatskriterien
Eine naheliegende Vorgehensweise ist Folgende: Ein gewisser Anteil r 2 [0; 1] aller Beobachtungen
wird als approximativ 	2-optimaler Versuchsplan in  gewahlt. Der restliche Anteil der Beobach-
tungen soll dann so gewahlt werden, dass fur den Gesamtversuchsplan  2  gilt:  ist Losung
von
Maximiere  7! 	1(M()) in  \ S(K) mit  = f(1   r)1 + r2 j 1 2 ; 2 = argmax	2()g:
Eine Anwendung dieser Vorgehensweise wird in Abschnitt 3.1.2 beschrieben.
In manchen praktischen Problemen kann man die beiden Teilexperimente sequentiell durchfuhren.
Dazu wahlt man in einem ersten Teilexperiment die Versuchspunkte 	2-optimal und wahlt nach
Beendigung des ersten Teilexperiments den restlichen Anteil der Beobachtungen so, dass der Ge-
samtversuchsplan 	1-optimal wird. Es ist dabei moglich, gegebenenfalls das Experiment nach der
ersten Stufe abzubrechen, wenn die Ergebnisse eine Fortsetzung nicht mehr sinnvoll erscheinen las-
sen.
Das beschriebene Optimierungsproblem ist verwandt mit der Bestimmung sogenannter Bayesschen
Versuchsplanen. SeiM0 die Inverse der Kovarianzmatrix der a priori Verteilung von . Dann ist nach
Pukelsheim (1993), Kap. 11, das Bayes-Optimierungsproblem (formuliert mit Momentenmatrizen):
Maximiere M 7! 	1(M) in f(1  r)M1 + rM0 j M1 2M()g \M(S(K));
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wobei 1   r als
"
Stichproben-Gewicht\ (Gewicht der neuen Stichprobe im Verhaltnis zur Gesamt-
information aus neuer Stichprobe und Vorbewertung) bezeichnet wird.




ff> d0; 0 2 ; (2.35)
hat6, ist der Bayes-optimale Versuchsplan die Losung von
Maximiere  7! 	1(M()) in  \ S(K) mit  = f(1   r)1 + r0 j 1 2 g:
Man hat also das gleiche Optimierungsproblem, wie beim sequentiellen Optimieren zweier Kriterien
mit dem Unterschied, dass die Bestimmung von 2 = argmax	2() entfallt und man stattdessen
den Versuchsplan 0 aus der Vorbewertung (2.35) einsetzt. Wir werden diese Parallelitat spater
ausnutzen, da wir so fur unser eigentlich interessierendes (nicht-Bayessches) Optimierungsproblem
zum Teil auf Losungen zuruckgreifen konnen, die im Rahmen von Bayes-optimalen Versuchsplanen
in der Literatur schon bekannt sind.
2.7.2 Optimieren mit Minimum-EÆzienz-Forderung bezuglich eines anderen
Kriteriums
Zunachst denieren wir die 	i-EÆzienz eines Versuchsplans  2  durch
E	i() := 	i(M())=max
~2
	i(M(~)); i = 1; 2:
Eine mogliche Forderung an den zu wahlenden Versuchsplan  ist:
Maximiere  7! 	1(M()) in der Menge  \ S(K) mit  = f 2  j E	2()  cg (2.36)
fur ein fest vorgegebenes c 2 [0; 1]. Dieser Zugang wurde wohl zuerst von Stiegler (1971) verwendet.
Er denierte die
"
c-eingeschrankte D-Optimalitat\, fur die der D-optimale Versuchsplan in der
Menge der Versuchsplane mit ek-EÆzienz  c gesucht wird. Wir werden in Abschnitt 3.1.3 eine
Anwendung fur diesen Zugang betrachten.
6Diese Gestalt wird man erhalten, wenn die Vorinformation durch ein Experiment auf E mit Versuchsplan 0
zustande gekommen ist.
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2.7.3 Optimieren von gewichteten Mitteln zweier Kriterien
Eine Alternative zu den oben beschriebenen Vorgehensweisen ist, das gewichtete Mittel
	() = w	1() + (1  w)	2(); w 2 [0; 1];
der Kriterien 	1 und 	2 zu bilden und dann den 	-optimalen Versuchsplan zu suchen:
Maximiere  7! 	(M()) in der Menge  \ S(K): (2.37)
Die Idee, gewichtete Mittel mehrerer (auch unendlich vieler) Kriterien zu optimieren, wird Lauter
(1974, 1976) zugeschrieben. Als Kriterien betrachtet sie (unter anderem) det(Mi) und log det(Mi),
wobei Mi die Momentenmatrizen verschiedener in Frage kommender Modelle sind.
Cook und Wong (1994) zeigen unter sehr milden Voraussetzungen, dass die Optimalitatsprobleme
(2.36) und (2.37) aquivalent sind. Genauer gesagt, zeigten sie, dass zu einem vorgegebenen c 2 [0; 1]
ein w 2 [0; 1] existiert und umgekehrt zu einem vorgegebenen w 2 [0; 1] ein c 2 [0; 1] existiert, so
dass die optimalen Versuchsplane ubereinstimmen.
Kapitel 3
Einschrankungen aus der Praxis an
den Versuchsplan
3.1 Versuchspunktwahl mit Kontrolle des vermuteten Regressi-
onsmodells
In diesem Abschnitt betrachten wir ein Problem, das bei der praktischen Anwendung der Theorie
der Versuchsplanung auftritt. Man nimmt zwar in der Praxis oft an, dass ein Regressionsmodell
wie (1.1) vorliegt, man wird sich aber so gut wie nie sicher sein, ob diese Modellvoraussetzung
auch tatsachlich erfullt ist. Unvohergesehenen Einusse - kein Praktiker wird sie ausschlieen -
beeinussen das Modell und es ist wunschenswert, dass man mit Hilfe der Beobachtungen eine
solche Abweichung vom vermeindlich zugrundeliegenden Modell moglichst gut erkennt.
Die traditionelle Versuchsplanung fur Regressionsmodelle, von der einige Ergebnisse in Kapitel 2
vorgestellt wurden, ndet bei Praktikern wenig Anklang. Ein Hauptgrund dafur ist, dass bei optima-
len Versuchsplanen meist eine solche Modelluberprufung nur eingeschrankt oder gar nicht moglich
ist. In der traditionellen Versuchsplanung werden meist optimale Versuchsplane bezuglich eines fe-
sten Modells berechnet. Die Form des Modells beeinusst dabei entscheidend, welcher Versuchsplan
als optimal ermittelt wird. Betrachten wir folgendes Beispiel.
Beispiel 3.1 Ein Produktionsprozess wird beobachtet und man geht davon aus, dass die beobachtete
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Groe linear von der Zeit x 2 E abhangt, d.h.
Yi = 1 + 2xi + "i; xi 2 E ; i = 1; : : : ; n: (3.1)
Will man uber den Parameter  = (1; 2)
> Aussagen treen, so sagt die traditionelle Versuchspla-
nung, dass der D-, G-, E-, A- oder e2-optimale Versuchsplan in  die Halfte der Versuchspunkte
in den linken, die andere Halfte in den rechten Randpunkt des Intervalls E legt (fur die D-, G- und
e2-Optimalitat sieht man dies mit Satz 2.40). Bei dieser Wahl sind Abweichungen vom Modell nicht
zu erkennen. Ein Praktiker wird einen solchen Versuchsplan nicht verwenden. Er will den Produkti-
onsprozess zumindest mit einem Teil der Beobachtungen fortwahrend unter Kontrolle haben, da nie
ausgeschlossen werden kann, ob z.B. durch ein Bruch eines Teils in der Produktionsmaschine das
lineare Modell (3.1) ab einem bestimmten Zeitpunkt nicht mehr vorliegt.
Wir entwickeln in diesem Abschnitt eine Teilmenge  von  mit Versuchsplanen, die eine Mo-
dellkontrolle moglich machen. In spateren Kapiteln wird es dann das Ziel sein, die traditionellen
Optimalitatskriterien auf diese Menge anzuwenden.
3.1.1 Die LOF-Optimalitat
Wir stellen nun ein statistisches Modell auf, in dem ein Test auf Korrektheit des Modells durch-
gefuhrt werden kann.
Dazu betrachten wir als umfassendes Modell
Yi = g(xi) + "i; i = 1; : : : ; n; (3.2)
wobei g : E ! IR eine beliebige Funktion sei. Die Hypothese H0 ist nun, dass das spezielle Modell
(1.1) vorliegt, d.h. g(xi) = f(xi)
>; i = 1; : : : ; n; oder
H0 : Yi = f(xi)
>
 + "i; i = 1; : : : ; n;
wobei  = (1; : : : ; k)
> 2 IRk unbekannt. Einen Test auf das Vorliegen von H0 nennt man
"
lack of t\-Test (LOF-Test). Als Teststatistik fur dieses Testproblem kommen verschiedene Sta-
tistiken in Frage. Wir unterscheiden nachfolgend drei Falle. Sei dazu U0 der von den Vektoren
(fj(xi))i=1;:::;n; j = 1; : : : ; k und U der von den Vektoren (1fxig(x))i=1;:::;n; x 2 E ; erzeugte Unter-
raum von IRn. Weiter sei d = dim(U). U0 ist der Unterraum fur dasH0-Modell und U der Unterraum
fur das umfassende Modell (3.2).
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1. Die Varianz 2 ist bekannt.







fur den LOF-Test benutzen, wobei prV der Orthogonalprojektor in IR
n auf den Unterraum V
von IRn bezuglich dem euklidschen Skalarprodukt ist. Ein groer Wert von LT1 spricht gegen
die Hypothese H0. Daher lehnt der Test die Hypothese ab, wenn LT1 groer als ein kritischer
Wert ist. LT1 besitzt unter Normalverteilungsannahme (d.h. "i  N(0; 1), unabhangig) eine
nichtzentrale 2-Verteilung mit d   k Freiheitsgraden. Dabei muss man voraussetzen, dass
d > k ist.
2. Die Varianz 2 ist unbekannt, mehrere Beobachtungen werden an derselben Stelle gemacht.
In diesem Falle konnen wir 2 in der Teststatistik LT1 durch einen Schatzer fur die Varianz









Hierbei sollte n d fur wachsendes n gegen1 streben, um die Konsistenz des Varianzschatzers
zu gewahrleisten. Ein groer Wert von LT2 spricht gegen die Hypothese H0. Daher lehnt
der Test die Hypothese ab, wenn LT2 groer als ein kritischer Wert ist. LT2 besitzt unter
Normalverteilungsannahme eine nichtzentrale F -Verteilung mit d k und n d Freiheitsgraden.
Diesen weitverbreiteten F -Test verwendet Wiens (1991) als LOF-Test.
3. Die Varianz 2 ist unbekannt, alle Beobachtungen konnen an verschiedenen Stellen sein.
An die Regressionsfunktion werden aber geeignete Glattheitsforderungen gestellt. In diesem
Falle bieten sich Tests an, die nichtparametrische Schatzer fur die Regressionsfunktion (nicht-
parametrische Kurven-Schatzer) verwenden. Biedermann und Dette (2001) geben drei solche
Teststatistiken an.
Es ergibt sich eine bemerkenswerte Aussage: Sowohl die Tests, die auf LT1 und LT2 basieren, als
auch die drei auf nichtparametrischen Kurven-Schatzern beruhenden Tests haben asymptotisch (fur
n


















der Orthogonalprojektor auf [f1; : : : ; fk]
? in L2() ist (man ver-
gleiche dazu Bischo und Miller (2000), Wiens (1991) fur LT1 und LT2 und Biedermann und Dette
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(2001) fur die Tests, die auf nichtparametrischen Kurven-Schatzern beruhen). Je groer B(g; ) ist,
desto groer ist asymptotisch die Gute. Die Idee ist nun ein Minimax-Prinzip: Maximiere uber  die
schlechtmoglichste Gute, d.h. das Minimum von B(g; ) uber g aus der Alternative. Hierzu konnen
wir das Minimum nicht uber die gesamte Alternative bilden, sondern nur uber eine Teilmenge,
die besser von der Hypothese getrennt ist. Wir betrachten daher fur eine feste Gewichtsfunktion
v : E ! [0;1) und festes c > 0 die Menge
Fv;c :=





g2v d  c;
Z
E
f  g  v d = 0k

:
Hierbei haben wir die folgende Schreibweise verwendet: Fur ein Ma  und eine Borel-messbare
Funktion w : E ! [0;1) sei w   das durch
(w  )(A) :=
Z
A
w d; A 2 BjE ;
denierte Ma. Wir setzen im Nachfolgenden voraus, dass
R
E v d = 1 ist, also ist v   ein Wahr-
scheinlichkeitsma. Dadurch wird einerseits die Notation vereinfacht, andererseits stellt dies keine
Einschrankung dar, da Fv;c = Fv=;c= fur jedes  > 0.
Wir denieren





B(g; ) = min
g2Fv;c
B(g; 0):
Die relative LOF-EÆzienz eines Versuchsplans 1 2  ist gegeben durch




B(g; 0) 2 [0; 1];
wobei 0 ein LOF-optimaler Versuchsplan ist.
Im Folgenden sei Fv;c fest.
3.1.2 Sequentielles Optimieren
In Wiens (1991) wird der LOF-optimale Versuchsplan fur v  const berechnet. Biedermann und
Dette (2001) verallgemeinern dieses Resultat fur beliebige v. Sie betrachten auerdem heteroskeda-
stische Fehler, die wir in dieser Arbeit allerdings nicht betrachten. Es gilt nach den beiden zitierten
Arbeiten:
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Satz 3.3 Der LOF-optimale Versuchsplan ist das Wahrscheinlichkeitsma v   ( Lebesgue-Ma
auf E).
Wir gehen wie in Abschnitt 2.7.1 vor: Ein gewisser Anteil r 2 [0; 1] aller Beobachtungen soll ap-
proximativ wie der LOF-optimale Versuchsplan in  gewahlt werden. Der restliche Anteil der Be-
obachtungen soll dann so gewahlt werden, dass der Gesamtversuchsplan  2  unter Annahme von
(1.1) gute Aussagen fur den unbekannten Parameter  liefert, d.h. ein Optimalitatskriterium erfullt.
Umformuliert unter Ausnutzung von Satz 3.3 bedeutet dies: Wir haben als Menge der asymptotisch
durchfuhrbaren Versuchsplane die Menge
 = f 2  j   rv  g;
wobei wir hierzu die allgemein ubliche Schreibweise
  ~ :() 8A 2 BjE : (A)  ~(A)
fur zwei Mae ; ~ verwenden.
In manchen praktischen Problemen lasst sich ein Versuchsplan aus  sequentiell anwenden: In einer
ersten Stufe werden r n Versuchspunkte LOF-optimal gewahlt. Wenn der LOF-Test die Hypothese
nicht ablehnt, geht man von der Richtigkeit des Modells (1.1) aus. Man will dann gute Aussagen
fur  und fuhrt daher in einer zweiten Stufe mit den restlichen (1   r)  n Versuchspunkten einen
Versuchsplan durch, so dass der Gesamtversuchsplan z.B. D-optimal in  wird. Lehnt der Test da-
gegen die Hypothese ab, so kann man das Experiment abbrechen. Ein ganz neues Experiment sollte
dann geplant werden, nachdem man sich klargeworden ist, was die Ursachen fur die Abweichung
von der Modellvorstellung waren.
In der Mehrzahl der praktischen Problemstellungen wird aber eine sequentielle Durchfuhrung wie
sie eben beschrieben wurde nicht moglich sein. Dennoch ist auch dann die obige Menge  durch
den Wunsch gerechtfertigt, wenigstens einen Anteil r der Versuchspunkte so zu wahlen, dass ein
LOF-Test durchgefuhrt werden kann.
3.1.3 Optimieren mit minimaler EÆzienz des LOF-Tests
Interessanterweise lasst sich die Menge  aus dem voherigen Abschnitt auch mit der folgenden
Aussage motivieren.
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Satz 3.4 Die Menge der Versuchsplane mit relativer LOF-EÆzienz groer oder gleich r 2 [0; 1] ist
gegeben durch
 = f 2  j   rv  g:




in der Denition von B(g; ) andert sich nicht, wenn  mit einem
positiven Faktor skaliert wird. Fur jedes feste g : E ! IR gilt daher allgemein B(g; const  ) =
const  B(g; ) fur  2 ; const > 0 und speziell B(g; rv  ) = rB(g; v  ) fur v wie oben, r 2 [0; 1].
Zu zeigen ist nun:
a) Jeder Versuchsplan  2  hat eine LOF-EÆzienz groer oder gleich r.
b) Jeder Versuchsplan  2 n hat eine LOF-EÆzienz kleiner als r.
a) Mit B(g; rv  ) = rB(g; v  ) und der Monotonie von B(g; ) folgt diese Behauptung.
b) Wir modizieren den Beweis von Wiens (1991) bzw. von Biedermann und Dette (2001) fur
unseren Fall. Sei  2 n beliebig und das signierte Ma  sei durch  :=    rv   deniert. Es
gilt also (E) = (E)  rv  (E) = 1  r. Nach dem Hahnschen Zerlegungssatz existiert eine Menge
A1 2 BjE , so dass fur alle Mengen B1 2 B \ A1; B2 2 B \ EnA1 gilt: (B1)  0; (B2)  0. Wegen
 2 n gilt
(A1) > 1  r; (EnA1) = 1  r   (A1) < 0:
Wir konnen eine (disjunkte) Zerlegung
P
k+2
j=2 Aj von EnA1 nden, so dass (Aj) < 0; j = 2; : : : ; k+2.
Weiter gilt
rv  (Aj) = (Aj)  (Aj)   (Aj) > 0; j = 2; : : : ; k + 2:
Sei j := (Aj), also 1 > 1 r  0 > 2; : : : ; k+2,
P
k+2
j=1 j = 1 r. Seiw = (w2; : : : ; wk+2)> 6= 0k+1






f(x) v  (dx) = 0k:

















(x) v  (dx) = c;
Z
E
f(x)gw(x) v  (dx) = 0k;
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also B(gw; ) < B(gw; rv  ). Mit der Vorbemerkung hat man B(gw; ) < rB(gw; v  ) = rc =
rming2Fv;c B(g; v  ) und  hat LOF-EÆzienz kleiner r.
Unmittelbar aus Satz 3.4 folgt eine interessante Aussage uber die LOF-EÆzienz eines speziellen
Versuchsplans:
Korollar 3.5 Sei  2  und
r = supft j   tv  g 2 [0; 1]:
Dann ist die LOF-EÆzienz von  gleich r.
3.2 Beschrankung der Lebesgue-Dichte des Versuchsplans
In Abschnitt 3.1 haben wir gesehen, dass aufgrund von Erfordernissen aus der Praxis, manche
(theoretisch moglichen) Versuchsplane nicht verwendet werden sollten. Man erhielt eine Untermenge
aller Versuchsplane als Menge von durchfuhrbaren Versuchsplanen. In diesem Abschnitt betrachten
wir wiederum eine Fragestellung, die durch die Praxis motiviert ist.
3.2.1 Beobachtungen mit fortschreitender Zeit
Nehmen wir an, dass der Versuchsbereich E ein Zeitintervall ist. In der Praxis treten oft Falle auf,
bei denen hochstens ein Versuch oder hochstens m 2 IN , m klein, Versuche zu jedem Zeitpunkt
durchgefuhrt werden konnen. Weiter kann oft aus technischen Grunden die Beobachtungsfrequenz
beschrankt sein, z.B. wenn ein Mindestabstand zwischen den Beobachtungen eingehalten werden
muss.
Beispiel 3.6 Wir betrachten einen Produktionsprozess in einer Firma, in dem fortlaufend ein be-
stimmtes Produkt hergestellt wird. Um zu kontrollieren, wie sich die Eigenschaften des Produkts
in Abhangigkeit vom Produktionszeitpunkt verhalten, konnen zu bestimmten Zeitpunkten mit einer
Messeinrichtung m Proben aus dem Produktionsprozess entnommen werden. Anschlieend werden
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sie mit dieser Messeinrichtung untersucht. Wahrend der Zeitdauer der Untersuchung ist die Mess-
einrichtung blockiert. Sie kann erst wieder fur das Ziehen neuer Proben eingesetzt werden, wenn die
Untersuchung fur die voher gezogenen Proben abgeschlossen ist. Fur das Untersuchen der Proben
benotigt man eine feste, bekannte Zeitdauer. Diese Zeitdauer ist also der Mindestabstand zwischen
den Beobachtungszeitpunkten.
Wie bisher sei n 2 IN die Gesamtzahl der durchzufuhrenden Beobachtungen. Sei m 2 IN die
Maximalzahl der moglichen Beobachtungen zu einem Zeitpunkt und sei Æ=n fur Æ > 0 der gefor-
derte Mindestabstand zwischen den verschiedenen Beobachtungszeitpunkten.1 Die Menge n der
Versuchsplane, die diese Eigenschaften besitzen, ist formal gegeben durch
n = fn 2 n j 8x; y 2 E mit x 6= y; n(x); n(y) > 0 : n(x); n(y)  m=n; jx  yj  Æ=ng:
Wir berechnen nun die Menge  der asymptotisch durchfuhrbaren Versuchsplane.
Lemma 3.7 Seien m 2 IN ; Æ > 0. Die Menge aller Grenzwerte in  von Folgen (n)n mit n 2 n
ist gegeben durch
 = f 2  j   (m=Æ)g (3.3)
(Grenzwerte bezuglich der starken Konvergenz). Insbesondere gilt fur alle  2  :  wird dominiert
durch .
Beweis: Sei  2  und F0 die von  induzierte Verteilungsfunktion, Q0 die rechtsseitig stetige
Umkehrfunktion von F0. Seien q(i) := Q0((im)=n); i = 0; : : : ; bn=mc; wobei byc = maxfz 2 IN j z 










Oensichtlich gilt n 2 n. Die von n induzierte Verteilungsfunktion ist gegeben durch




; x 2 [q(i  1); q(i)); i = 1; : : : ; bn=mc;
Fn(x) = 1; x  q(bn=mc):
1Wir mussen den Mindestabstand mit wachsendem n 2 IN kleiner werden lassen, da sonst fur hinreichend groe n
der
"
Platz\ fur die Versuchspunkte aufgebraucht ist.
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Es gilt jF0(x)  Fn(x)j  m=n und damit insbesondere n




 (q(i)  q(i  1)) = m
Æ




wobei die letzte Gleichheit folgt, da F0 stetig ist. Also n 2 n; n 2 IN .
Sei nun (n)n mit n 2 n eine beliebige Folge mit Grenzwert  2  bezuglich der starken Konver-
genz. Sei Fn die von n induzierte Verteilungsfunktion. Fur festes n 2 IN sei zu jedem x 2 Supp(n)
ein Teilintervall Anx von E mit x 2 Anx und mit Lange Æ=n so gewahlt, dass fur alle x; y 2 Supp(n)
mit x 6= y gilt Anx \Any = ;. Sei die Verteilungsfunktion ~Fn (und damit auch das zugehorige Ma






 n(ftg)  1Ant(x):







gilt dann ~n 2 .Weiter folgt nach Konstruktion
j ~Fn(x)   Fn(x)j  m=n, also ~n
st! ; n ! 1. Also folgt aus ~n(A)  mÆ (A) fur alle n 2 IN auch
(A)  m
Æ
(A) fur alle A 2 B und  2 .
Bemerkung 3.8 Hangt die Anzahl maximal moglicher Beobachtungen von x 2 E ab, d.h. hat man
statt m 2 IN eine beschrankte Funktion m : E ! IN ; oder hangt der geforderte Mindestabstand Æ=n
von x 2 E ab (Æ : E ! (c;1) mit c > 0), so erhalt man als Menge aller asymptotisch durchfuhrbaren
Versuchsplane die Menge
 = f 2  j   b  g (3.4)
mit einer beschrankten Funktion b : E ! [0;1).
3.2.2 Beobachtungen auf raumlichem Versuchsbereich
Denken wir nun bei dem Beobachtungsbereich an eine Strecke, ein Flachenstuck oder einen (kom-
pakten) Raumbereich. Nehmen wir weiter an, dass, bevor die Versuche durchgefuhrt werden, an den
Versuchspunkten noch Messstationen errichtet werden mussen. Dann kann es (z.B. aus technischen
Grunden) notwendig sein, dass diese Messstationen einen bestimmten Mindestabstand einhalten
mussen. An den Messstationen konnen jeweils nur m Versuche (oft m = 1) durchgefuhrt werden
(vgl. zu diesem Beispiel Federov (1989), Cook und Federov (1995)).
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Ist der Mindestabstand zwischen den Messstationen Æ=n, so erhalt man (im eindimensionalen Fall)
dieselbe Menge n als Menge von durchfuhrbaren Versuchsplanen, wie im voherigen Abschnitt 3.2.1.
Damit erhalt man auch dieselbe Menge  in (3.3) von asymptotischen Versuchsplanen. Wenn m
oder Æ von x 2 E abhangen, so erhalt man entsprechend  aus (3.4).
Im zwei- und dreidimensionalen Fall ergeben sich in analoger Weise asymptotische Versuchsplane,
und zwar Lebesgue-stetige Mae mit beschrankter (zwei- oder dreidimensionaler) Lebesgue-Dichte.
Da wir den mehrdimensionalen Fall in dieser Arbeit nicht weiter betrachten, gehen wir darauf nicht
weiter ein.
3.2.3 Beobachtung einer Stichprobe der Grundgesamtheit
Gehen wir davon aus, dass wir uber eine Menge von N 2 IN Individuen, einer sogenannten Grundge-
samtheit, eine Aussage uber ein Merkmal machen wollen. Dazu beobachten wir nicht die Merkmale
aller Individuen sondern wahlen eine Teilmenge dieser Grundgesamtheit, eine sogenannte Stichpro-
be, aus und beobachten nur bei dieser Stichprobe das interessierende Merkmal.
Sei n  N die Zahl der Individuen in der zu beobachtenden Stichprobe. Die Modellannahme ist,
dass das beobachtete Merkmal von einer fur die einzelnen Individuen bekannten Kovariablen x 2 E
(z.B. Alter) abhangt. Weiter nehmen wir wie immer das Regressionsmodell (1.1) an:
Yi = f(xi)
>
 + "i; i = 1; : : : ; n:
In der Sprechweise dieses Abschnittes ist Yi die Beobachtung des Merkmals und xi die Kovariable
beim i-ten Individuum der Stichprobe.
Bei der Auswahl der Individuen ist zu beachten, dass zu einem bestimmtenWert der Kovariablen nur
eine begrenzte Zahl von Individuen in der Grundgesamtheit zur Verfugung steht. Sei dazu N 2 N
die Verteilung, die angibt, wie gro der Anteil der Individuen mit einer bestimmten Kovariablen
zur Anzahl N aller Individuen ist. Fur eine (messbare) Menge A  E bedeutet N (A) = m=N ,
dass genau m Individuen eine Kovariable in der Menge A haben. Die Menge der Versuchsplane, die
durchfuhrbar sind, ist damit formal
n = fn 2 n j 8x 2 E : n  n(x)  N  N (x)g:
Zur asymptotischen Betrachtung nehmen wir an, dass
n
N
!  2 (0; 1] (n;N !1):
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Die Groe  wird als Auswahlsatz bezeichnet. Weiter setzen wir voraus, dass
N
st!  2  (N !1);
wobei daran erinnert sei, dass wir in  die starke Konvergenz betrachten (siehe Abschnitt 2.2.2).
n lasst sich in der Form n = fn 2 n j n=N  n  Ng schreiben. Betrachtet man eine gegen
ein  2  konvergente Folge (n)n mit n 2 n, so erhalt man die Menge
 = f 2  j     g
von asymptotisch durchfuhrbaren Versuchsplanen. Wir nehmen nun noch an, dass es sich bei der
Kovariablen um eine stetige Variable handelt (der Versuchsbereich E kann also als reelles Intervall
angenommen werden) und dass die asymptotische Verteilung  Lebesgue-stetig ist. Dann ist
 =











wobei d=d eine Dichte von  bezuglich  ist. Man erhalt also wieder, wie in den beiden vorange-
gangenen Abschnitten als Menge asymptotischer Versuchsplane eine Menge von Lebesgue-stetigen
Maen, deren Lebesgue-Dichte durch eine Funktion nach oben beschrankt ist.
Dieses Beispiel aus der Stichprobentheorie war fur Wynn (1982) der Anlass, sich mit der Suche nach
optimalen Versuchsplanen in dieser Menge  zu beschaftigen.
3.3 Denition der Teilmenge [a; b] von 
In Abschnitt 3.2 haben wir begrundet, warum die Menge
 = f 2  j   b  g
mit einer Funktion b : E ! [0;1) in der Praxis eine Rolle spielt. In Abschnitt 3.1 haben wir Grunde
angegeben, dass in bestimmten Problemstellungen aus der Praxis Versuchsplane aus der Menge
 = f 2  j   rv  g:
angewendet werden sollten. Naturlich sind auch Falle denkbar, bei denen beide Einschrankungen aus
der Praxis auftreten. Daher fuhren wir die Menge [a; b] ein und normieren lediglich aus formalen
Grunden das Lebesgue-Ma zum Wahrscheinlichkeitsma:
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Denition 3.9 Sei ~ die Gleichverteilung auf E, d.h. ~ = ((E)) 1  . Sei a : E ! [0;1)
Borel-messbar und Lebesgue-integrierbar mit
R
E a d




~  1 oder b =1. Weiter gelte a  b. Dann denieren wir
[a; b] := f 2  j a  ~    b  ~g; falls b : E ! [0;1)
(man beachte, dass die Mae in dieser Menge eine Lebesgue-Dichte auf E besitzen) und
[a; b] := f 2  j a  ~  g; falls b =1:
Unmittelbar klar ist das folgende Lemma:
Lemma 3.10 Seien a; b wie in Denition 3.9. [a; b] ist konvex.
Bemerkung 3.11 (Symmetrische Versuchsplane bei Polynomregression) Betrachten wir
ek- oder D-Optimalitat in  fur Polynomregression auf dem Versuchsbereich E = [ 1; 1]. In die-
sem Fall kann man sich auf um 0 symmetrische Versuchsplane einschranken. Denn wenn  2 
nicht symmetrisch ist und ~ 2  der an 0 gespiegelte Versuchsplan, dann gilt M() = SM(~)S; S =




Aufgrund der Konkavitat von  7! log det(M()) (siehe z.B. Silvey (1980), Seite 41) und von
 7! (e>
k




( + ~) 2 :
det(M(0))  det(M()); (e>kM(0) 1ek) 1  (e>kM() 1ek) 1:
Falls a(x) = a( x) und b(x) = b( x) (symmetrisch um 0), so lassen sich alle obigen Argumente
auch fur [a; b] statt fur  fuhren. Wichtig dabei ist, dass aus ; ~ 2 [a; b] wegen der Konvexitats-
aussage in Lemma 3.10 auch 0 2 [a; b] folgt.
Lemma 3.12 Seien a; b wie in Denition 3.9 mit b <1. Dann ist [a; b] kompakt.
Beweis: Fur alle  2 [a; b] gilt   b  ~ und b  ~ ist ein endliches Ma. Daher folgt nach Korollar
5.8 in Bader (1997), dass die starke und schwache Konvergenz in [a; b] aquivalent sind. Sei n eine
Folge aus [a; b]. Da E  IR kompakt ist, ist [a; b] trivialerweise stra. Damit folgt, dass eine
gegen ein 0 2  (stark/schwach) konvergente Teilfolge nj existiert (vgl. Billingsley (1968), Seite
37). Wegen
8A 2 BjE : nj (A)  a  ~(A); nj (A)  b  ~(A)
68 Kapitel 3 Einschrankungen aus der Praxis an den Versuchsplan
folgt 0 2 [a; b]. Somit ist [a; b] folgenkompakt. Da die Topologie der schwachen Konvergenz
durch eine Metrik erzeugt werden kann (vgl. Billingsley (1968), Seite 238), ist [a; b] kompakt.
Lemma 3.13 Seien a; b wie in Denition 3.9. Dann gilt:
a) b <1 =) M([a; b]) ist kompakt,
b) f stetig =) M([a;1]) ist kompakt.
Beweis: a) Nach Lemma 3.12 ist [a; b] kompakt. Da  7! M() =
R
E ff
> d stetig ist, folgt die
Behauptung.
b) Wegen








ubertragt sich die Kompaktheit von M() (siehe Lemma 2.7) auf M([a;1]).
Aus Lemma 3.13 folgt unmittelbar eine wichtige Folgerung uber die Existenz eines optimalen Ver-
suchsplans in [a; b].
Korollar 3.14 Sei 	 : M(S(K)) ! IR ein auf M([a; b]) stetiges Optimalitatskriterium. Sei f
stetig oder sei b <1. Dann existiert ein 	-optimaler Versuchsplan in [a; b].
3.4 Aquivalenztheoreme fur Optimalitat in [a; b]
In den Abschnitten 3.1 bis 3.3 haben wir die Menge [a; b] deniert und motiviert. Wir werden in
diesem Abschnitt nun Aquivalenztheoreme angeben, mit denen wir explizit optimale Versuchsplane
in der Menge [a; b] bestimmen konnen. Fur a und b gelten ab sofort die Voraussetzungen, die in
der Denition 3.9 gemacht wurden. Wir sind an dem Fall interessiert, dass nicht sowohl a = 0 als
auch b =1 ist, denn der Fall  = [0;1] wurde in Kapitel 2 betrachtet.
Wir setzen ab sofort voraus, dass
[a; b]  +: (3.5)
Dadurch vereinfacht sich die Notation, da auf die Formulierung mit verallgemeinerten Inversen
verzichtet werden kann. Die Bedingung (3.5) folgt beispielsweise, wennZ
E
ff>a d~ invertierbar. (3.6)
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Zunachst spezialisieren wir das in Kapitel 2 betrachtete
"
Allgemeine Aquivalenztheorem fur p-
Optimalitat in \ auf die Menge  = [a; b]. Wir interessieren uns fur den Parametervektor K>,
wobei
K 2 IRks; 1  s  k; Rang(K) = s;
wie bereits in (1.4) eingefuhrt.










8y 2 eSupp(b  ~  ); z 2 eSupp(   a  ~) : f(y)>Nf(y)  f(z)>Nf(z): (3.7)
Bemerkung 3.16 a) Es sei an Denition 2.15 erinnert: eSupp() := fx 2 E j 8 > 0 : ((x  
; x]) > 0 und ([x; x + )) > 0g.
b) Fur b =1 ist eSupp(1  ~  ) = E.
c) Die Abbildung  7! p((K>M() 1K) 1) ist eine auf + dierenzierbare Abbildung (siehe Pu-
kelsheim (1993), Seite 179). Dies ist wegen unserer Voraussetzung (3.5) ([a; b]  +) nutzlich.
Beweis von Satz 3.15: Wir wenden das
"
Aquivalenztheorem fur p-Optimalitat in   \ (Ko-
rollar 2.13) an. Die Aussage des zu beweisenden Satzes folgt aus dem Aquivalenztheorem, wenn wir
zeigen, dass (3.7) und







aquivalent sind. Dies wird in Theorem 11.8 in Pukelsheim (1993) fur den Fall von Maen aus
f 2 ~ j 8x 2 E : a(x)  (fxg)  b(x)g  ~
(also Mae mit endlichem Trager) gezeigt. Fur  2 [a; b]   mussen wir den Beweis modizieren.
Aus (3.7) folgt (3.8): Sei c := infff(z)>Nf(z) j z 2 eSupp(   a  ~)g und
A+ := fx 2 E j f(x)>Nf(x) > cg;
A0 := fx 2 E j f(x)>Nf(x) = cg;
A  := fx 2 E j f(x)>Nf(x) < cg:
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Wegen (3.7) gilt A+ \ eSupp(b  ~  ) = ; und A  \ eSupp(   a  ~) = ;. Sei  2 [a; b] beliebig.
Fur das signierte Ma     gilt
8B  A+ \ B : (   )(B)  0;














f>Nf   c| {z }
0
d(   ) +
Z
A0
f>Nf   c| {z }
=0
d(   ) +
Z
A 




Damit gilt also (3.8).
Aus (3.8) folgt (3.7): Wir nehmen an, dass (3.7) nicht gilt. Im Fall b < 1 existieren disjunkte
Mengen B1  eSupp(b~  ) und B2  eSupp(   a  ~) mit
(b  ~  )(B1) > 0; (   a  ~)(B2) > 0
und
8x1 2 B1; x2 2 B2 : f(x1)>Nf(x1) > f(x2)>Nf(x2):
Sei
1 := (b  ~  )jB1 ; 2 := (   a  ~)jB2 :
Im Fall b =1 existieren Mengen B1  E und B2  eSupp(   a  ~) mit
~(B1) > 0; (   a  ~)(B2) > 0
und
8x1 2 B1; x2 2 B2 : f(x1)>Nf(x1) > f(x2)>Nf(x2):
Sei in diesem Falle
1 := ~jB1 ; 2 := (   a  ~)jB2 :




i; i = 1; 2:
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Das Wahrscheinlichkeitsma
 =  + ~1   ~2















was ein Widerspruch zu (3.8) ist.
Bemerkung 3.17 Wenn  2 [a; b] p-optimal (p 2 ( 1; 1)) fur K> in [a; b] ist, dann gilt
oensichtlich
supff(y)>Nf(y) j y 2 eSupp(b  ~  )g  infff(z)>Nf(z) j z 2 eSupp(   a  ~)g:
Aus dem Beweis konnen wir noch eine Folgerung entnehmen, die uns spater nutzlich sein wird, wenn
wir in konkreten Fallen die Eindeutigkeit des optimalen Versuchsplans zeigen wollen.
Korollar 3.18 Sei  2 [a; b] ein p-optimaler Versuchsplan fur K> in [a; b] und
N =M() 1K(K>M() 1K) p 1K>M() 1:
Dann gilt fur jeden anderen Versuchsplan  2 [a; b], der p-optimal fur K> in [a; b] ist:
eSupp(   a  ~)  (fx 2 E j f(x)>Nf(x)  cg)
mit c := infff(z)>Nf(z) j z 2 eSupp(   a  ~)g.
Beweis: Wir nehmen an, dass ein x 2 eSupp(   a  ~) existiert mit f(x)>Nf(x) < c. Sei f
ohne Beschrankung der Allgemeinheit in x rechtsseitig stetig (linksseitig analog). Dann existiert
eine rechtsseitige Umgebung [x; x + ) mit ([x; x + )) > (a  ~)([x; x + )) und 8y 2 [x; x +
) : f(y)>Nf(y) < c. Wegen der Optimalitat von  und Satz 3.15 folgt 8y 2 [x; x + ) : y 62
eSupp(  a  ~). Also ([x; x+ )) = a  ~([x; x+ )) und ([x; x+ )) > ([x; x+ )). Folglich gilt in
(3.9): Z
A 
(f>Nf   c) d(   ) =
Z
A 
(c  f>Nf) d(   ) 
Z
[x;x+)
c  f>Nf| {z }
>0







>Nf d. Also kann  nicht optimal sein.
Wir spezialisieren nun Satz 3.15 fur K = c 2 IRk (Korollar 3.19), fur K = ek (Korollar 3.20) und
fur p = 0 und K = I (D-Optimalitat fur ; Korollar 3.22).
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Korollar 3.19 Ein Versuchsplan  2 [a; b] ist optimal fur c> in [a; b] genau dann, wenn gilt:
8y 2 eSupp(b~  ); z 2 eSupp(   a~) : (c>M() 1f(y))2  (c>M() 1f(z))2: (3.10)
Beweis: Wir wahlen in Satz 3.15 den Parameter p zu p =  1. Dann gilt N = M() 1cc>M() 1
und f(x)>Nf(x) = (c>M() 1f(x))2 fur alle x 2 E .
Korollar 3.20 Ein Versuchsplan  2 [a; b] ist optimal fur k in [a; b] genau dann, wenn gilt:











Beweis: Folgt aus Korollar 3.19 mit Benutzung der Beweise zu den Satzen 2.34 und 2.36.

















~f ~f> d;M12 =
R
E
~ffk d mit ~f := (f1; : : : ; fk 1)>.
Korollar 3.22 Ein Versuchsplan  2 [a; b] ist D-optimal fur  in [a; b] genau dann, wenn gilt:
8y 2 eSupp(b~  ); z 2 eSupp(   a~) : f(y)>M 1f(y)  f(z)>M 1f(z): (3.12)
Beweis: Mit diesen Voraussetzungen gilt fur die Matrix N aus Satz 3.15: N =M 1.
Nachdem wir nun Aquivalenztheoreme fur die Optimalitat in [a; b] angegeben haben, wenden wir
uns als nachstes dem Spezialfall b = 1 zu. In Abschnitt 3.1.2 haben wir die Menge [a;1] moti-
viert durch sequentielles Optimieren. In Abschnitt 2.7.1 haben wir gesehen, dass das Problem der
sequentiellen Optimierung auch als Problem der Optimierung Bayesscher Versuchsplane formuliert
werden kann. Daher konnen wir fur die Optimierung in [a;1] auf Resultate aus der Bayesschen
Versuchsplanung zuruckgreifen.
Wir schreiben im Nachfolgenden a in der Form
a(x) =   ~a(x) mit
Z
E
~a d~ = 1;  2 [0; 1]:
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Wir werden konkret vorgegebene ~a betrachten und untersuchen, wie der optimale Versuchsplan in
[~a;1] fur  2 [0; 1] aussieht.
















x0; : : : ; xm 1 2 E ; x0 < x1 <    < xm 1;m 2 IN ; denieren wir
F := (f(x0); : : : ; f(xm 1)) 2 IRkm;









In den nachsten beiden Satzen werden wir angeben, wie man aus einem c-optimale Versuchsplan in
 einen c-optimalen Versuchsplan in [a;1] konstruieren kann. Es sei an die Denition
G(; c) := fG 2M()  j 8y 2 E ; z 2 eSupp() : (c>Gf(y))2  (c>Gf(z))2g
= fG 2M()  j 8y 2 E : (c>Gf(y))2  (c)2g
erinnert.









pi = 1; xi 6= xj (i 6= j); m  k
(d.h.  hat Masse auf genau m Punkten). Sei a(x) = ~a(x) und F;p; S wie oben, R :=R
E ff
>~a d~ 2 IRkk. Die Vektoren q = (q0; : : : ; qm 1)>;p = (p0; : : : ; pm 1)> 2 IRm und die Zahl
0 > 0 seien gegeben durch
q := (1  1>m(SF>R 1FS) 11m)p + (SF>R 1FS) 11m;
p := p() := p   q = ((1   ) + 1>m(SF>R 1FS) 11m)p   (SF>R 1FS) 11m;
0 := minfpi =qi j i = 0; : : : ; k   1 mit qi > 0g
und sei  2 [0; 0]. Hierbei ist 1m = (1; : : : ; 1)> 2 IRm. Es gelte Rang(F ) = m und es existiere eine





ist c-optimal in [a;1] genau dann, wenn wi = pi; i = 0; : : : ;m 1 (die Gewichte wi sind eindeutig
bestimmt).
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Der entsprechende Satz fur Bayes-optimale Versuchsplane stammt im Wesentlichen von El-Krunz
und Studden (1991). Dette (1993) bemerkte, dass die Voraussetzung Rang(F ) = m benotigt wird,
jedoch in der Formulierung des Satzes von El-Krunz und Studden fehlt. Daruberhinaus ist die
Formulierung von El-Krunz und Studden als Aquivalenztheorem falsch. Dies betonte Dette (1993)
und gab im Fallm = k eine korrekte Aquivalenzaussage an, bei der ausgesagt wird, dass die Gewichte
wi eindeutig bestimmt sind (fur  2 [0; 0)).
Im Gegensatz zu El-Krunz und Studden bzw. Dette, die an Bayes-optimalen Versuchsplanen inter-
essiert sind, betrachten wir in obigem Satz die nicht-Bayessche Optimalitat in [a;1], was einige
kleinere Anderungen bewirkt. Auerdem fuhren wir einen anderen Beweis als der von El-Krunz und
Studden. Unsere Bedingung es existiert eine verallgemeinerte Inverse G 2 G(; c) mit Gc 2 [R 1F ]
ist neu. Den Zusammenhang zur Bedingung in El-Krunz und Studden (1991) liefert Satz 2.33, denn
nach diesem Satz ist Gc=(c) eine Tangentialhyperebene von R im Punkt c=(c).




1, 1>mp = 1
>
mp
   1>mq = 1  ,
R





~ = 1 ist  ein Wahrscheinlichkeitsma,




ff> d = FP F>; M() =
Z
ff> d = R + FPF>
mit P  := diag(p0; : : : ; p

m 1); P := diag(p0; : : : ; pm 1) 2 IRmm.
Es gilt FP F> = M() = M()GM() = F (P F>GFP )F>. Wegen Rang(F ) = m kann man
von links mit (F>F ) 1F> und von rechts mit F (F>F ) 1 multiplizieren und sieht P  1 = F>GF .
Daher haben wir unter Verwendung der Elfving-Gleichung (3.13):
SF>Gc = (c)  SF>GFSp = (c)  SP  1Sp = (c)  1m: (3.14)
Weiter haben wir
Gc 2 [R 1F ] ) 9v 2 IRm : Gc = R 1FSv
) 9v 2 IRm : SF>Gc = SF>R 1FSv
) 9v 2 IRm : (SF>R 1FS) 11m = v
) R 1FS(SF>R 1FS) 11m = Gc: (3.15)
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Zur Abkurzung denieren wir  := ((1   ) + 1>m(SF>R 1FS) 11m). Dann haben wir
p = p   (SF>R 1FS) 11m
) FSP1m + RR 1FS(SF>R 1FS) 11m = FSp
) FSP (SF>R 1FS)(SF>R 1FS) 11m + RGc = c=(c)
) FPF>Gc+ RGc = c=(c)
) (FPF> + R)Gc = c=(c)
) Gc = M() 1c=(c):
Aus der c-Optimalitat von  in , Satz 2.31 und Korollar 3.19 folgt nun, dass  c-optimal in [a;1]
ist.
pi();  2 (0; 1]; ist genau dann nichtnegativ, wenn pi   qi  0, d.h. qi  0 oder   pi =qi. Also
ist
0 = minfpi =qi j i = 0; : : : ; k   1 mit qi > 0g
das grote 0 2 (0; 1], so dass alle Gewichte nichtnegativ sind.
Die Eindeutigkeit der Gewichte folgt mit dem nachfolgenden Lemma 3.24.
Lemma 3.24 Sei  2 [a;1] ein c-optimaler Versuchsplan in [a;1] der Gestalt
 = a  ~+
m 1X
i=0
piÆxi mit pi  0;
m 1X
i=0
pi = 1; xi 6= xj (i 6= j)
und seien f(x0); : : : ; f(xm 1) 2 IRn linear unabhangig. Dann sind die Gewichte pi eindeutig be-
stimmt, d.h. fur jeden c-optimalen Versuchsplan  in [a;1] von der Gestalt
 = a  ~+
m 1X
i=0
~piÆxi mit ~pi  0;
m 1X
i=0
~pi = 1; xi 6= xj (i 6= j)
gilt pi = ~pi; i = 0; : : : ;m  1, also  = .
Beweis: Seien M = M() und ~M = M() die Momentenmatrizen von  und . Nach Pukelsheim
(1993), Seite 201, folgt aus der c-Optimalitat von  und : ~MM 1c = c. Damit
c = ~MM 1c = (R + Fdiag(~p0; : : : ; ~pm 1)F>)M 1c (3.16)
) c  RM 1c = Fdiag(~p0; : : : ; ~pm 1)F>M 1c
) (F>F ) 1F>(Ik   RM 1)c = diag(~p0; : : : ; ~pm 1)F>M 1c: (3.17)
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Es gilt F>M 1c = (c>M 1f(xi))i=0;:::;m 1. Da xi nach Satz 3.15 die Maximalstellen der Funk-
tion x 7! (c>M 1f(x))2 sind, ist jede Komponente des Vektors F>M 1c ungleich 0. Daher sind
~p0; : : : ; ~pm 1 durch (3.17) eindeutig festgelegt und es folgt pi = ~pi; i = 0; : : : ;m  1; und schlielich
 = .
Betrachten wir nun die Voraussetzung: Es existiert eine verallgemeinerte Inverse G 2 G(; c) mit
Gc 2 [R 1F ]. Diese Voraussetzung ist sehr einschrankend, was an folgenden Beispielen deutlich
wird.
Beispiel 3.25 Sei E = [ 1; 1] und f(x) = (f1(x); f2(x))> = (1; x)> (Geradenregression), c =
(1; c2)
>; c2 2 ( 1; 1), sowie ~a  1, also a  . Dann ist  = Æc2 c-optimal in  (siehe Beispiel
















Wegen eSupp() = fc2g und Gc = (a1+ c2a2; a2+ c2a3)>, kann nur dann G 2 G(; c) sein, wenn
a2 + c2a3 = 0 ist. Es gilt R
 1F = diag(1; 1=3) 1(1; c2)>  1 = (1; 3c2)>. Damit die Voraussetzung
Gc 2 [R 1F ] erfullt sein kann, muss deshalb c2 = 0 sein.







A 2 G(; c) und Gc 2 [R 1F ]:
Also sind die Voraussetzungen von Satz 3.23 erfullt und es ergeben sich 0 = 1;p = p0 = 1   .
Fur die Geradenregression ist also der Versuchsplan
 = ~+ (1  )Æ0
e1-optimal in [;1],  2 [0; 1], was nicht unerwartet ist. Fur c2 2 ( 1; 1)nf0g konnen wir Satz
3.23 also nicht anwenden. Wir wollen in diesem Fall auf anderem Wege den c-optimalen Versuchs-
plan in [;1] bestimmen. Sei
 = ~+ (1  )Æt; t 2 [ 1; 1]:









A ; M() 1 = const 
0








+ (1  )t2   c2(1  )t; (1   )t+ c2

:
Sei zunachst t 2 ( 1; 1). Nach Korollar 3.19 ist  genau dann c-optimal in [;1], wenn  (1  
)t+ c2 = 0, also wenn t = c2=(1  ) ist. Damit t 2 ( 1; 1) ist, muss  < 1  jc2j gelten.
Sei nun t = 1. Wegen 
3
+ (1   )   c2(1   ) > 0 ist  genau dann c-optimal in [;1], wenn
 (1  ) + c2  0, also genau dann, wenn c2 > 0 und  > 1  jc2j.
Sei nun t =  1. Wegen 
3
+ (1   ) + c2(1   ) > 0 ist  genau dann c-optimal in [;1], wenn
(1  ) + c2  0, also genau dann, wenn c2 < 0 und  > 1  jc2j.
Insgesamt ist also:
 = ~+ (1  )Æt; mit
8>><
>>:
t = c2=(1  );  < 1  c2;
t = 1;   1  c2;
t =  1;   1 + c2
ist c-optimal in [;1].
Beispiel 3.26 Sei E = [ 1; 1] und f(x) = (1; x; x2)> (Quadratische Regression), c = (1; 0; 1=2)>,












ist c-optimal in  (siehe Beispiel 2.30). Die Tangentialhyperebene im Punkt c = c=(c) ist oen-
sichtlich h = (1; 0; 0)>. Wegen Satz 2.33 ist
fGc=(c) j G 2 G(; c)g = T (c=(c)) = f(1; 0; 0)>g:

















































Wegen (1; 0; 0)> 62 [R 1F ] kann Satz 3.23 nicht angewendet werden.
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Wir sehen also, dass die Bedingung es gibt eine verallgemeinerte Inverse G 2 G(; c) mit Gc 2
[R 1F ] die Anwendbarkeit von Satz 3.23 stark einschrankt. Im Spezialfall m = k ist die Bedingung
jedoch wegen [R 1F ] = IRk trivialerweise erfullt und wir erhalten sofort:









pi = 1; xi 6= xj (i 6= j)
(d.h.  hat Masse auf genau k Punkten), a(x) = ~a(x) und F;p; S seien wie oben, R :=R
E ff
>~a d~ 2 IRkk. Die Vektoren q = (q0; : : : ; qk 1)>;p = (p0; : : : ; pk 1)> 2 IRk und die Zahl
0 > 0 seien gegeben durch








0 := minfpi =qi j i = 0; : : : ; k   1 mit qi > 0g





ist c-optimal in [a;1] genau dann, wenn wi = pi; i = 0; : : : ; k   1.
Beispiel 3.28 Sei wie in Beispiel 3.25: E = [ 1; 1] und f(x) = (f1(x); f2(x))> = (1; x)> (Geraden-
regression), c = (1; c2)
>, sowie ~a  1. Wir betrachten nur die Falle c2 2 [0; 1) (die Falle c2 2 ( 1; 0)







Æt2 ; mit   1  t1 < c2 < t2  1;






A und Rang(F ) = 2 = k
sind die Voraussetzungen von Satz 3.27 erfullt und es gibt ein 0 = 0(t1; t2) > 0, so dass es fur
alle  2 [0; 0] einen c-optimalen Versuchsplan in [~a;1] gibt, der die Gestalt
 = p1Æt1 + p2Æt2 + a
~
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@ 1 + 3t22  (1 + 3t1t2)




















A ; p =
0
@ (t2   c2)=(t2   t1)
(c2   t1)=(t2   t1)
1







Wir erhalten 0 = (t2   c2)=t2. Der Wert 0 wird daher am groten, wenn t2 = 1 ist. Die Wahl
von t1 2 [ 1; c2) spielt dafur keine Rolle, wir konnen z.B. t1 =  1 wahlen. Wir haben also:




(1  c2   )Æ 1 +
1
2
(1 + c2   )Æ1 + ~
c-optimal in [;1].
Beispiel 3.29 Sei wie in Beispiel 3.26: E = [ 1; 1] und f(x) = (1; x; x2)> (Quadratische Regressi-
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6t2   2 :
















ist c-optimal in [;1],   3
4
.
Wir haben in den Beispielen 3.25, 3.26, 3.28 und 3.29 gesehen, dass man zur Konstruktion eines
c-optimalen Versuchsplans in [a;1] am besten einen c-optimalen Versuchsplan in  mit k Masse-
punkten und Rang(F ) = k nimmt (falls vorhanden) und dann Satz 3.27 anwendet. Daruberhinaus
haben wir gesehen, dass es sich lohnen kann, verschiedene solcher c-optimaler Versuchsplane in 
mit Rang(F ) = k zu betrachten und denjenigen zu verwenden, fur den 0 aus Satz 3.27 so gro wie
moglich wird.
In den nachfolgenden Beispielen interessieren wir uns speziell fur den Fall c = ek. In diesem Fall
konnen wir q aus Satz 3.27 vereinfachen.
Satz 3.30 Sei die Situation von Satz 3.27 gegeben, sei c = ek und ~F ; ~R 2 IR(k 1)k die ersten
(k   1) Zeilen von F bzw. R. Sei (1k; S ~F>) 2 IRkk invertierbar. Dann ist q in Satz 3.27 gegeben
durch
q = (1k; S ~F
>) 1
>  (1;1>k SF 1 ~R>)>:
Beweis: Multiplizieren wir die Gleichung




aus Satz 3.27 von links mit FS, lassen die letzte Zeile weg und benutzen ~FSp = 0k 1 (Elfving),
so erhalten wir
~FSp =   ~RF 1>S1k:
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Auerdem gelten 1>
k
p = 1  ; 1>
k
p = 1. Damit
~FS(p   p) =  ~RF 1>S1k; 1>k (p   p) = 
=) (1k; S ~F>)>(p   p) = (1;1>k SF 1 ~R>)>
=) q = p
   p






Dass diese neue Darstellung von q unter Umstanden eine Vereinfachung von der Darstellung in Satz
3.27 darstellt, liegt daran, dass in bestimmten Fallen fur 1>
k
SF 1 eine einfache Darstellung vorliegt,
nicht jedoch fur SF 1RF 1>1k. Die Matrix (1k; S ~F>) 1 ist leichter zu berechnen, wenn gerade die
letzte Komponente fk von f "
kompliziert\ ist.
Kapitel 4
D- und ek-optimale Versuchsplane in
[a; b] fur Polynomregression
In diesem Kapitel betrachten wir nun speziell die Polynomregression f(x) = (1; x; : : : ; xk 1)>; k  2
und interessieren uns fur die beiden wichtigen Optimalitaten, die D- und die ek-Optimalitat. In den
nachsten beiden Bemerkungen machen wir erfreuliche Aussagen: Wir mussen nicht auf unterschied-
liche Versuchsbereiche eingehen, da wir jedes kompakte Intervall durch lineare Transformation auf
das Intervall [ 1; 1] ubertragen konnen. Auerdem brauchen wir nicht weiter zu suchen, wenn wir
einen optimalen Versuchsplan gefunden haben. Der optimale Versuchsplan in [a; b] ist eindeutig.
Bemerkung 4.1 (Wahl des Versuchsbereiches) Die Aquivalenztheoreme im Fall [a; b] (Ko-
rollar 3.20 und 3.22) und im Fall  (Satz 2.36 und Korollar 2.18 mit p = 0) weisen eine analoge
Struktur auf. Deswegen lassen sich die Argumente aus Beispiel 2.25 und Bemerkung 2.41 fur die
Polynomregression und die Menge von Versuchsplanen  direkt auf den Fall [a; b] ubertragen. Es
genugt daher auch fur die ek- und D-Optimalitat in [a; b] ohne Beschrankung der Allgemeinheit
den Fall E = [ 1; 1] zu betrachten. Andere kompakte Intervalle lassen sich durch lineare Transfor-
mation auf dieses Intervall ubertragen. Dabei muss man die Funktionen a; b geeignet transformieren,
wenn sie nicht konstant auf dem Versuchsbereich sind.
Bemerkung 4.2 (Eindeutigkeit des optimalen Versuchsplans) Sei  ein ek- (bzw. D-) opti-
maler Versuchsplan in [a; b]. Die Funktion x 7! (e>
k
M() 1f(x))2 (bzw. x 7! (f(x)>M() 1f(x)))
ist ein Polynom genau vom Grade 2k   2. Insbesondere ist das Polynom nicht konstant.
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Sei zunachst b <1. Nach Korollar 3.18 gilt fur jeden weiteren ek- (bzw. D-) optimalen Versuchs-
plan  in [a; b]:
eSupp(   a  ~)  eSupp(   a  ~): (4.1)
Das einzige Wahrscheinlichkeitsma  mit der Eigenschaft (4.1) ist aber .
Nun betrachten wir b = 1. Die Funktion x 7! (e>
k
M() 1f(x))2 (bzw. x 7! (f(x)>M() 1f(x)))
hat hochstens k lokale Maxima auf E. Seien diese x0; : : : ; xm 1;m  k und sei F 2 IRkm die
Matrix mit Spalten f(xi); i = 0; : : : ;m   1. Da wir Polynomregression betrachten, hat die Matrix
F den vollen Rang m. Nach Korollar 3.18 gilt fur jeden ek- (bzw. D-) optimalen Versuchsplan  in
[a;1]:




> d; ~M =
R
E ff




und a = ~a mit
R
E ~a d
~ = 1. Dann gibt es p0; : : : ; pm 1  0;
P
m 1




i=0 ~pi = 1  , so dass
M = R + Fdiag(p0; : : : ; pm 1)F>; ~M = R + Fdiag(~p0; : : : ; ~pm 1)F>:
Fur die ek-Optimalitat folgt die Eindeutigkeit des optimalen Versuchsplans jetzt aus Lemma 3.24.
Fur die D-Optimalitat folgt nach Pukelsheim (1993), Seite 151, dass M 7! (detM)1=k strikt konkav
auf PD(k) ist. Daher folgt aus der D-Optimalitat von  und  in [a; b] die Gleichheit M = ~M und
somit
Fdiag(p0; : : : ; pm 1)F> = Fdiag(~p0; : : : ; ~pm 1)F>:
Da F vollen Rang hat, konnen wir von links mit (F>F ) 1F> und von rechts mit F (F>F ) 1 mul-
tiplizieren und erhalten pi = ~pi; i = 0; : : : ;m  1. Also ist der optimale Versuchsplan eindeutig.
4.1 ek-optimale Versuchsplane in [a;1] mit a allgemein
Fur fest vorgegebenes k konnen wir zwar sowohl 0 als auch die Gewichte pi fur den ek-optimalen
Versuchsplan in [a;1] mit Satz 3.27 oder Satz 3.30 ausrechnen. Eine allgemeine Strukturaussage
fur die Polynomregression ist aber damit nicht moglich. Weiter wird die Invertierung der Matrix
F (bzw. von (1; S ~F>) bei Satz 3.30) fur wachsendes k auch fur ein Computerprogramm immer
aufwandiger.
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Der folgende Satz 4.4 vereinfacht fur Polynomregression (zu beliebigem Grad k   1) den Satz 3.27
bzw. Satz 3.30 wesentlich, macht eine unerwartet erfreuliche Aussage uber das Verhalten von 0 fur
wachsenden Polynomgrad und daruberhinaus lasst der Beweis tiefere Einblicke in die Struktur des
zugrundeliegenden Problems zu.

















; j = 0; : : : ; n: (4.2)
Die wichtigsten Eigenschaften von Tn und L
(n)
i
, die wir benotigen, stellen wir im Anhang A zusam-
men. Weiter mussen wir fur eine Grenzwertaussage eine technische Voraussetzung an die Funktion
~a stellen.
Voraussetzung 4.3 Die Funktion ~a habe folgende beiden Eigenschaften:
(1) Die Funktion t 7! ~a(cos(t))  sin(t) sei stetig und besitze eine stuckweise stetige erste Ableitung

















Weiter seien i = 1=2 falls i 2 f0; k   1g, i = 1 falls i 2 IRnf0; k   1g, und pi = ik 1   qi; i =














0 := minfi=((k   1)qi) j i = 0; : : : ; k   1 mit qi > 0g: (4.3)
Dann gelten:
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a) Fur  2 [0; 0] ist der Versuchsplan

























Wir beweisen Satz 4.4 a) zunachst ausgehend von Satz 3.27 konstruktiv. Dazu benotigen wir fol-
gendes Lemma. Spater werden wir einen anderen (nicht-konstruktiven) Beweis angeben, der weder
Satz 3.27 noch Lemma 4.5 b) und c) benotigt.




1 1    1
x0 x1    xk 1
x20 x
2











































Beweis: a) Die Funktion x 7! 1>
k
SF 1f(x) ist ein Polynom vom Grad k   1. Fur dieses gilt
1>k SF
 1f(xi) = 1>k Sei+1 = ( 1)k 1 i = cos((k   1  i))
= cos((k   1) arccos(xi)) = Tk 1(xi); i = 0; : : : ; k   1
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(man vergleiche dazu die Denition von Tn im Anhang A). Also stimmt dieses Polynom an k Stellen
mit dem Tschebyschev-Polynom vom Grad k   1 uberein und daher folgt die Behauptung.
b) Es gilt
1>k SF







































( 1)k 1 ie>i+1SF 1f(xj) = ( 1)k 1 ie>i+1( 1)k 1 jej+1 =
8<
: 1; i = j;0; i 6= j: (4.4)
Die Funktion x 7! ( 1)k 1 ie>
i+1SF
 1f(x) ist ein Polynom vom Grad k   1 und daher wegen
(4.4) gleich dem Lagrange-Interpolations-Polynom L
(k 1)
i
(x) zu den Stutzstellen x0; x1; : : : ; xk 1.




















































(Tk 1+j(x) + Tk 1 j(x)) ~a(x) dx
=
( 1)k 1 i
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wobei letztere Gleichheit wegen
( 1)k 1 iTjk 1 jj(xi) = ( 1)k 1 i cos
















Um Satz 4.4 b) zu beweisen, verwenden wir das folgende Lemma.
Lemma 4.6 Sei j := 1=2, falls j 2 f0; k   1g, j := 1, falls j 2 IRnf0; k   1g. Fur ~a gelte





















1  z2 (k !1)





der Orthogonalprojektor in L2(1=
p
1  x2  ) auf
[T0; : : : ; T2k 3] = [1; x; : : : ; x2k 3] ist.




1 x2 auf fh : [ 1; 1]! IR j khk :=






 Tn(x); n = 0;q
2

 Tn(x); n > 0;
































Diese Orthogonalprojektion konvergiert fur k !1 gleichmaig auf [ 1; 1] gegen ~a(z)
p
1  z2. Die
punktweise Konvergenz folgt mit Satz 4.2 und den Erlauterungen auf Seite 170-171 in Schwarz
(1988), da F (t) := ~a(cos(t))
p
1  (cos(t))2 = ~a(cos(t)) sin(t) nach Voraussetzung 4.3 (1) stetig
und stuckweise stetig dierenzierbar ist. Die gleichmaige Konvergenz folgt aus Schwarz (1988),
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 1 ~a(x)Tj(x) dx der
Tschebyschev-Entwicklung nach Voraussetzung 4.3 (2) eine absolut konvergente Reihe bilden. Also
folgt die Behauptung.




k 1 in den Punkten xi = cos((k   1  i)=(k   1)). Also ist nach Satz 3.27 der Versuchsplan
mit denselben Massepunkten und den Gewichte pi = p

i
  qi ek-optimal in [~a;1] (fur  klein
genug), wobei







 1RF 1>S1k; i = 0; : : : ; k   1:






























Mit der Denition von Tn hat man
Tj(xi) = cos









= Fdiag(: : : ; 1; 1; 1; 1)p
lautet.




































Alternativer Beweis fur Satz 4.4 a): Seien pi :=
i
k 1 ; P





Æcos((k 1 i)=(k 1)). Wie in Satz 4.4 seien pi; qi gegeben und q := (q0; : : : ; qk 1)>; Q :=
diag(q0; : : : ; qk 1). Wie in Lemma 4.5 seien F; S;R; xj deniert und ~F ; ~R 2 IR(k 1)k die ersten
k   1 Zeilen von F bzw. R.
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Wir denieren die folgenden aus Tschebyschev-Polynomen gebildete Funktionen und Matrizen:
h(1)(x) = (T0(x); : : : ; Tk 2(x))>;
h(2)(x) = (Tk 1(x); : : : ; T2k 3(x))>;
h(x) = (h(1)(x)>; h(2)(x)>)>;






















0 0    0 1=2 0    0
0 0 1=4 0 1=4 0
... . .
. . . .













Wir multiplizieren (4.5) von links mit der Basiswechselmatrix von T0; : : : ; Tk 2 auf x0; : : : ; xk 2 und




Wir schreiben q = Q1k und benutzen Elfving
ek
(ek)
= FSp (ek-Optimalitat von  in ), also
1k = P
 1p = P  1SF 1 ek
(ek)
. Fur beliebige  gilt dann
( ~RF>
 1
SP  1SF 1   ~FSQP  1SF 1)ek = 0k 1
und weiter
( ~R(FP F>) 1   ~FQF>(FP F>) 1)ek = 0k 1: (4.6)
Es gilt
M() = FP F>; M() =M() + (R   FQF>):
Wegen (4.6) existiert also ein  2 IR mit
((R   FQF>) + (M())M() 1ek = ek
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und somit
M() 1ek = M() 1ek:
Die Aussage folgt nun aus Korollar 3.19.
Fur die untere Schrankenfunktion ~a(x) = 2=(
p
1  x2) vereinfacht sich Satz 4.4 erheblich. Wir













: 2; falls j = 0;0; sonst.
Damit ergibt sich folgendes Korollar:
Korollar 4.7 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2, sowie a(x) = 2=(
p
1  x2).
Weiter seien i = 1=2; i 2 f0; k   1g, i = 1, sonst, pi = (1   ) ik 1 und  2 [0; 1] beliebig. Dann
ist der Versuchsplan





Unser Hauptinteresse gilt Schranken a; b, die auf dem Versuchsbereich konstant sind, also die Be-
trachtung von [; ] bzw. [;1] mit  2 [0; 1];  2 [1;1). Diese Falle werden wir in den nachsten
Abschnitten betrachten.
4.2 ek-optimale Versuchsplane in [a;1] mit a =  konstant
Wir spezialisieren Satz 4.4 fur ~a  1, also a = .
Satz 4.8 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2 und seien i = 1=2; i 2 f0; k   1g,
i = 1, sonst, und pi =
i


















sowie 0 wie in (4.3). Dann gilt:
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b) Fur 0 = 
(k)
































(n 1)(n+1) ; falls n gerade,
(4.7)
































b) Da t 7! sin(t) stetig dierenzierbar ist und da (4.7) gilt, ist die Voraussetzung 4.3 fur ~a  1
erfullt und mit Satz 4.4 b) ergibt sich die hier gemachte Aussage.
In Tabelle 4.1 sind die Massen pi fur k = 2; 3; : : : ; 11 berechnet.
In Satz 4.8 konnten wir fur
"
sehr viele\ , namlich fur  2 [0; 0] mit 0 = (k)0 ! 0:777969 : : : den
ek-optimalen Versuchsplan in [;1] fur die Polynomregression bestimmen. Im nachfolgenden Satz
4.9 betrachten wir den Fall, dass  nahe bei 1 ist. Auch in diesem Fall konnen wir den optimalen
Versuchsplan explizit angeben. Genauer gesagt geben wir den optimalen Versuchsplan fur  in einem
Intervall [1; 1] mit 1 < 1 an. Im Gegensatz zu dem weitreichenden Satz 4.8 haben wir das Ergebnis,
dass 1 mit wachsendem Polynomgrad k 1 gegen 1 konvergiert (siehe Satz 4.9 b). Allerdings deckt
[1; 1] fur kleine praxisrelevante k noch einen recht groen Bereich ab, wie wir spater sehen werden.
Im Fall k = 3 und k = 4 (quadratische und kubische Regression) gilt sogar 0 = 1, womit das
Problem der Bestimmung des ek-optimalen Versuchsplans in [;1] vollstandig gelost ist. Fur
k = 5 ist 0 < 1, siehe Beispiel 4.13.
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Tabelle 4.1: Massen pi des ek-optimalen Versuchsplans in [;1] aus Satz 4.8. Es gilt jeweils
pk 1 i = pi und c(x) := cos(x)
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Satz 4.9 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2.
a) Es existiert ein 1 = 
(k)
1 2 [0; 1), so dass fur alle  2 [1; 1] gilt: Ein Versuchsplan  ist
genau dann ek-optimal in [;1], wenn
 = ~+ (1  )1
2
(Æ 1 + Æ1):
b) Fur eine Folge 
(k)






Um die Grenzwertaussage in Satz 4.9 b) zu beweisen, benotigen wir das folgende Lemma.
Lemma 4.10 Sei f(x) = (1; x; : : : ; xk 1)>; k  1 und

























dk(x; y; ~) =
k 1X
j=0
(2j + 1)  Pj(x)Pj(y):
c)
dk(x; 1; ~) = dk( x; 1; ~);
dk(x; 1; ~) + ( 1)k 1dk(x; 1; ~) = P 0k(x);
dk(x; 1; ~)  ( 1)k 1dk(x; 1; ~) = P 0k 1(x):
d) Fur  2 (0; 1] gilt:
ck

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Beweis: a) Zur Berechnung von ck(x; ~) wird ein Basiswechsel auf die Orthogonalbasis des L
2(~)
bestehend aus den Legendre-Polynomen P0; : : : ; Pk 1 durchgefuhrt. Sei die Funktion g gegeben
durch g(x) = (P0(x); P1(x); : : : ; Pk 1(x))> und A 2 IRkk so, dass
g(x) = A  f(x); f(x) = A 1  g(x); x 2 [ 1; 1]:







, siehe Formel (B.5) im Anhang. Dann gilt:

































; : : : ;
1
























b) Wir gehen wie im a)-Teil vor und fuhren einen Basiswechsel zur Basis aus Legendre-Polynomen
durch:



























; : : : ;
1






(2j + 1)  Pj(x)Pj(y):
c) Mit b) und den Formeln (B.3) und (B.15) hat man
dk(x; 1; ~) =
k 1X
j=0










= dk( x; 1; ~) = k
Pk 1( x)  Pk( x)
1 + x
= ( 1)k 1k  Pk 1(x) + Pk(x)
1 + x
;
womit also insbesondere die erste Gleichung gezeigt ist. Weiter folgt
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und












d) Sei f1(x) := (1; x
2; : : : ; xk 3; xk 1)>, falls k ungerade und f1(x) := (x; x3; : : : ; xk 3; xk 1)>,






~ und 1(1) := (1; 1; : : : ; 1)> 2 IRb(k+1)=2c; e(1)
k




















Wir berechnen die Inverse mit der Sherman-Morrison-Formel, siehe z.B. Lancaster und Tismenetsky

















































































































Wir erhalten unter Verwendung von a)
ck

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Beweis von Satz 4.9: a) Es gilt  =  = ~ + (1   )12 (Æ 1 + Æ1)
st! ~ fur  ! 1. Folglich gilt
ck(x; ) ! ck(x; ~) = const  Pk 1(x);  ! 1, gleichmaig, denn nach Satz 2.4 ist die Abbildung
+ ! C[E ];  7! ck(x; ) stetig, wenn + mit der von der starken Konvergenz erzeugten Metrik und
C[E ] mit der Supremumsmetrik versehen ist.
Pk 1 hat genau k   2 lokale Extrema auf ( 1; 1), an denen Funktionswerte angenommen werden,
die betragsmaig kleiner als 1 sind, siehe (B.3) im Anhang. Die absoluten Extrema von Pk 1 sind
in x = 1, dort ist der Betrag der Funktionswerte gleich 1. Sei  > 0 so klein, dass sich die
Funktionswerte an aufeinanderfolgenden lokalen Extremalstellen von ck(x; ~) = const  Pk 1(x)
mindestens um 2 unterscheiden. Fur  nahe bei 1 liegt das Polynom k  1-ten Grades ck(x; ) im
-Schlauch um ck(x; ~):
8x 2 E : ck(x; ~)   < ck(x; ) < ck(x; ~) + :
Folglich besitzt die Funktion IR 7! IR; x! ck(x; ) genau k  2 lokalen Extrema in ( 1; 1). Da fur
die Funktionswerte an den k 2 lokalen Extrema gilt: jck(x; )j < 1  und jck(1; )j > 1 , hat
jck(x; )j die einzigen globalen Extremalstellen im Intervall [ 1; 1] an den Randpunkten x = 1.





. Dann folgt wegen Lemma 4.10 d)
und Formel (B.4) im Anhang:
ck(1; )=ak = Pk 1(1)  
(1  )k(k + 1)=2
+ (1  )k(k + 1)=2 =































2k   1  
2(1  )











2k   1  
2(1  )
+ (1  )k(k + 1)=2
r
2
2k   1k(k + 1)
=
2






also gilt fur k gro genug:
max
x2[ 1;1]
jck(x; )j=ak  const=
p
k:
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k 2 3 4 5 6 7 8 1

(k)
0 1 0.75 0.8333 0.7721 0.7980 0.7755 0.7882 0.7780

(k)
1 0 0.75 0.8333 0.8877 0.9205 0.9412 0.9549 1
Tabelle 4.2: Numerische Werte fur 
(k)
0 aus Satz 4.8 und fur die kleinstmoglichen 
(k)
1 aus
Satz 4.9 fur die ek-Optimalitat in [;1] im Modell f(x) = (1; x; : : : ; x
k 1)>
Daraus folgt
jck(1; )j < max
x2[ 1;1]
jck(x; )j
fur k gro genug. Also kann  fur k gro genug nach Korollar 3.19 nicht ek-optimal in [;1] im
Modell f(x) = (1; x; : : : ; xk 1)> sein.
Wir geben in Tabelle 4.2 die numerischen Werte fur 
(k)
0 ; k = 2; 3; : : : ; 8 aus Satz 4.8 und fur die
kleinstmoglichen 
(k)
1 ; k = 2; 3; : : : ; 8 aus Satz 4.9 an.
Fur k = 2 (Geradenregression) konnen wir leicht zeigen, dass  = ~ + (1   )12 (Æ 1 + Æ1) der
e2-optimale Versuchsplan in [;1] ist,  2 [0; 1]. In den nachfolgenden Beispielen betrachten wir
k = 3; 4; 5.
Beispiel 4.11 (Quadratische Regression) Wir betrachten nun speziell Polynomregression mit
k = 3, also quadratische Regression. Nach Lemma 4.10 d) gilt
c3(x) := c3


























(Æ 1+Æ1) ist genau dann ek-optimal in [;1], wenn 8y 2 [ 1; 1] :
jc3(1)j  jc3(y)j. Da c3 ein Polynom zweiten Grades mit 8y 2 [ 1; 1] : c3(y) = c3( y) ist, ist dies
aquivalent zu
c3(1)   c3(0) () 1 
1  




Zusammen mit Satz 4.8 und Tabelle 4.1 hat man: Der Versuchsplan ~+p0Æ 1+(1  2p0)Æ0+p0Æ1













;  > 3
4
:
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Beispiel 4.12 (Kubische Regression) Wir betrachten nun speziell Polynomregression mit k =
4, also kubische Regression. Nach Lemma 4.10 d) gilt
c4(x) := c4















(5x3   3x)  !(35x3   15x)

mit ! := 1 
+(1 )10 2 [0; 1=10]. Die lokalen Extrema der Funktion c4 sind die Nullstellen der Ablei-
tung von (5x3   3x)  !(35x3   15x), also x2 = 1 5!
5 35! . Der Versuchsplan 
~+ (1   )1
2
(Æ 1 + Æ1)
ist genau dann ek-optimal in [;1], wenn 8y 2 [ 1; 1] : jc4(1)j  jc4(y)j. Also folgt, dass der







5  35!   3  35!
1  5!
5  35! + 15!





5  35! (1  5!   3 + 15!)




5  35! (1  5!)  1  10!
() (1  5!)3  (1  10!)2(5  35!)
() 0  (1  15!) (4   60! + 225!2)| {z }
>0
() 1  
+ (1  )10 = ! 
1
15





















;  > 5
6
:
Beispiel 4.13 (Polynomregression 4.Grades) Wir betrachten schlielich speziell Polynomre-
gression vom 4.Grade, also k = 5. Nach Lemma 4.10 d) gilt
c5(x) := c5















(35x4   30x2 + 3)  !(315x4   210x2 + 15)

mit ! := 1 
+(1 )15 2 [0; 1=15]. Die lokalen Extrema der Funktion c5 sind an den Nullstellen der
Ableitung von (35x4   30x2 + 3)   !(315x4   210x2 + 15), also x2 = 3
7
 1 7!
1 9! . Der Versuchsplan
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~+ (1 )1
2
(Æ 1+ Æ1) ist genau dann ek-optimal in [;1], wenn 8y 2 [ 1; 1] : jc5(1)j  jc5(y)j.
Also folgt, dass der Versuchsplan genau dann optimal ist, wenn(35   315!)  949  (1  7!)
2




1  9! + (3  15!)
  8j1   15!j
()
 45(1  7!)2 + 21(1   5!)(1   9!)7(1   9!)
  8(1  15!)
()
12 ( 2 + 28!   105!2)| {z }
<0
  56(1   9!)(1  15!)
() 6  84! + 315!2  14  336! + 1890!2



















Aus Satz 4.8 und Tabelle 4.1 erhalt man den optimalen Versuchsplan fur   0 = 105136  0:7721.
Es gilt also 0 < 1.
4.3 D-optimale Versuchsplane in [a;1] mit a =  konstant
Wir betrachten den Fall, dass  nahe bei 1 ist. Mit Hilfe der Berechnung und Untersuchung der
Funktion x 7! d(x; ~) lassen sich Aussagen fur das optimale  2 [;1] fur diese  gewinnen.
Lemma 4.14 Sei f(x) = (1; x; : : : ; xk 1)>; k  1 und




















(t) dt+ k2: (4.9)
Beweis: Die erste Gleichheit in (4.9) folgt wegen dk(x; ~) = dk(x; x; ~) sofort aus Lemma 4.10 b).
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wird mittels vollstandiger Induktion gezeigt:
























































(P 0k 1(t) + (2k + 1)Pk(t))P
0
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Abbildung 4.1: (a) d5(x; ~) sowie (b) d6(x; ~)
Im folgenden Lemma wird die Funktion dk(x; ~) naher untersucht.
Lemma 4.15 Die Funktion x 7! dk(x; ~); k  2; hat die folgenden Eigenschaften:
a) Die lokalen Minima werden in den Nullstellen von P 0
k
(d.h. in den lokalen Extremwertstellen
auf ( 1; 1) von Pk) angenommen. Die lokalen Maxima werden in den Nullstellen von P 0k 1
und in  1 und 1 (d.h. in den lokalen Extremwertstellen von Pk 1) angenommen.
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b) Die lokalen Minima von x 7! dk(x; ~) fur von 0 nach 1 wachsendes x bilden eine streng
wachsende Folge. Die lokalen Maxima von x 7! dk(x; ~) fur von 0 nach 1 wachsendes x bilden
eine streng wachsende Folge.
c) Das absolute Minimum wird fur k gerade im Punkt x = 0 und fur k ungerade in den beiden
betragsmaig kleinsten Nullstellen von P 0
k
angenommen. Das absolute Maximum wird in den
Punkten x =  1 und x = 1 angenommen.
Beweis: a) Nach Lemma 4.14 ist die Ableitung von dk(x; ~) nach x gegeben durch
d
dx
dk(x; ~) = 2P
0
k(x)  P 0k 1(x):
Die Ableitung verschwindet genau dann, wenn P 0
k
(x) = 0 oder P 0
k 1(x) = 0 ist. Also kommen als




k 1 sowie die Randpunkte  1 und 1 in
Frage.
Sei x = 1. Nach (B.4) ist P 0
k
(1) > 0; P 0
k 1(1) > 0, also P
0
k
(1)  P 0
k 1(1) > 0, d.h. dk hat in x = 1 ein
lokales Maximum.
Sei x =  1. Nach (B.4) ist P 0
k
( 1)  P 0
k 1( 1) < 0, d.h. dk hat in x = 1 ebenfalls ein lokales
Maximum.
Sei x 2 ( 1; 1) eine Nullstelle von P 0
k
. Ware P 00
k
(x) = 0, so mussten wegen (B.10) auch alle weiteren
Ableitungen in x verschwinden und Pk ware konstant. Dies ist aber nicht so, denn Pk ist vom Grad
k  2. Also gilt P 00
k
(x) 6= 0.
Falls Pk ein lokales Maximum in x hat, dann hat einerseits P
0
k
einen Vorzeichenwechsel (VZW) von
+ nach   in x und andererseits ist Pk 1 streng monoton fallend in x (folgt aus Identitat (B.11)).
Damit ist P 0




k 1 hat einen VZW von   nach + in x.
Falls Pk ein lokales Minimum in x hat, dann hat einerseits P
0
k
einen VZW von   nach + in x
und andererseits ist Pk 1 streng monoton wachsend in x (folgt aus Identitat (B.11)). Damit ist
P 0




k 1 hat einen VZW von   nach + in x.
In jedem Fall hat dk ein lokales Minimum in x.
Sei x 2 ( 1; 1) eine Nullstelle von P 0
k 1. Analog wie oben folgt wieder P
00
k 1(x) 6= 0.
Falls Pk 1 ein lokales Maximum in x hat, dann hat einerseits P 0k 1 einen VZW von + nach   in
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x und andererseits ist Pk streng monoton wachsend in x (folgt aus Identitat (B.12)). Damit ist
P 0
k
(x) > 0 und P 0
k
 P 0
k 1 hat einen VZW von + nach   in x.
Falls Pk 1 ein lokales Minimum in x hat, dann hat einerseits P 0k 1 einen VZW von   nach + in x







k 1 hat einen VZW von + nach   in x.
In jedem Fall hat dk ein lokales Maximum in x.
b) Seien die Hilfsfunktionen h ;k; h+;k deniert durch
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Abbildung 4.2: (a) d5(x; ~) (schwarz) und h ;5(x); h+;5(x) (grau) sowie (b) d6(x; ~) (schwarz) und
h
 ;6(x); h+;6(x) (grau)
Oensichtlich gilt fur alle x 2 [ 1; 1]
h ;k(x)  dk(x; ~)  h+;k(x): (4.10)
Da (P 0
k





=\ in der linken Ungleichung von (4.10) genau dann, wenn x 2 f 1; 1g oder x lokales
Minimum von dk ist.
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Nun wird die Ableitung von h ;k berechnet:
h0 ;k(x) = 2P
0





















(k + 1)P 0k 1(x) 
1
2











(k + 1)(xP 0k(x)  kPk(x)) 
1
2





























Die Funktion h ;k ist also monoton fallend auf [ 1; 0] und monoton wachsend auf [0; 1], d.h. die
Behauptung uber die Folge der lokalen Minima folgt.
Da (P 0
k 1(x))
2(1  x2) genau dann verschwindet, wenn x 2 f 1; 1g oder x eine Nullstelle von P 0
k 1
ist, gilt nach a)
"
=\ in der rechten Ungleichung von (4.10) genau dann, wenn x 2 f 1; 1g oder x
lokales Maximum von dk ist.
Analog wie oben berechnen wir die Ableitung von h+;k:
h0+;k(x) = 2P
0























(k   1)P 0k(x) 
1
2













(k   1)(xP 0k 1(x) + kPk 1(x))  
1
2
























k 1(x)  kxP 0k 1(x)
= 2
k




Die Funktion h+;k ist also monoton fallend auf [ 1; 0] und monoton wachsend auf [0; 1], d.h. die
Behauptung uber die Folge der lokalen Maxima folgt.
c) Die Aussage c) folgt aus Aussage b).
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Satz 4.16 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2.
a) Es existiert ein 1 = 
(k)





(1  )(Æ 1 + Æ1):
b) Fur eine Folge 
(k)






Wie im Falle der ek-Optimalitat benotigen wir auch hier, um die Grenzwertaussage in Satz 4.16 b)
zu beweisen, ein Lemma, in dem dk fur den in a) angegebenen Versuchsplan berechnet wird.
Lemma 4.17 Sei f(x) = (1; x; : : : ; xk 1)>; k  1. Fur  2 (0; 1] gilt:
dk

















+ (1  )k(k   1)=2
!
:
Beweis: Die generelle Beweisidee entspricht dem Beweis von Lemma 4.10 d). Fur die D-Optimalitat
wird der Beweis aber etwas aufwandiger. Sei f1(x) := (: : : ; x
k 3; xk 1)> 2 IRb(k+1)=2c und f2(x) :=






d~; i = 1; 2; und 1(1) := (1; 1; : : : ; 1)> 2 IRb(k+1)=2c;1(2) := (1; 1; : : : ; 1)> 2
IRbk=2c. Dann gilt (ebenso wie in Lemma 4.10 d) unter Verwendung der Sherman-Morrison-Formel,
Lancaster und Tismenetsky (1985), Seite 64, Aufgabe 5):
dk








































































v1(: : : ; 0; 1; 0; 1)
> 2 IRb(k+1)=2c; v2 :=
p









































































dk(1; 1; ~)  ( 1)k 1dk(1; 1; ~)





Zusammenfassend ist die Behauptung gezeigt.




st! ~ fur ! 1 die gleichmaige Konvergenz von dk(x; ) gegen dk(x; ~), denn nach
Satz 2.4 ist die Abbildung ! C[E ];  7! dk(x; ) stetig.
Analog wie im Beweis von Satz 4.9 a) konnen wir wegen Lemma 4.15 einen -Schlauch um dk(x; ~)
legen, in dem dk(x; ) liegt, falls  nahe genug bei 1 ist. So konnen wir nachweisen, dass fur  nahe
bei 1 die einzigen globalen Maxima bei x = 1 liegen.







(1  )k2(k + 1)2=4
+ (1  )k(k + 1)=2 +
(1  )k2(k   1)2=4







+ (1  )k(k + 1)=2 +
k(k   1)=2







+ (1  )k(k + 1)=2  
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Also folgt fur k > 21  mit Satz 2.23 (Kiefer und Wolfowitz)
dk(1; ) 
2





wobei  der D-/G-optimale Versuchsplan in  fur Polynomregression k   1-ten Grades ist. Nach
Korollar 3.22 ist also  nicht D-optimal in [;1] fur Polynomregression vom k   1-ten Grad,
falls k > 2
1  .
Fur k = 2 (Geradenregression) konnen wir wie schon im Falle der e2-Optimalitat leicht zeigen, dass
 = ~+(1 )1
2
(Æ 1+Æ1) der D-optimale Versuchsplan in [;1] ist,  2 [0; 1]. Im nachfolgenden
Beispiel betrachten wir k = 3.
Beispiel 4.18 (Quadratische Regression) Wir betrachten nun speziell Polynomregression mit
k = 3, also quadratische Regression. Sei  der D-optimale Versuchsplan in [;1].
dk(x; ) = f(x)
>M() 1f(x)
ist Polynom vom 4. Grade und wegen dk(x; )  0 folgt limx!1 dk(x; ) = +1.  kann als ein
um 0 symmetrischer Versuchsplan betrachtet werden (siehe Bemerkung 3.11), daher ist dk(x; )
achsensymmetrisch um 0.  hat daher hochstens zwei lokale Minima und hochstens ein lokales
Maximum, das (sofern es existiert) nur fur x = 0 angenommen werden kann. Folglich hat  die
Gestalt

































Die Ableitung nach p0 ist
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Wie man leicht nachrechnen kann, ist die zweite Ableitung im ersten der obigen Werte fur jedes
 2 [0; 1] negativ, fur den zweiten der obigen Werte fur jedes  positiv. Weiter ist der erste Wert
























25  10  10(1   )
() 0  1002   190 + 75














Damit folgt: Der einzige Versuchsplan, der D-optimal in [;1] fur die quadratische Regression






























Beispiel 4.19 (Kubische Regression) Wir betrachten nun speziell Polynomregression mit k =
4, also kubische Regression. Mit analogen Argumenten wie bei der quadratischen Regression zeigt
man, dass der D-optimale Versuchsplan in [;1] die Gestalt












; t0 2 [0; 1)
hat. Die beiden Parameter p0 und t0 kann man grundsatzlich wieder uber das Maximieren der De-
terminante bestimmen. Allerdings ist die explizite Losung fur allgemeines  kaum durchfuhrbar.
Kein Problem ist dagegen, fur konkrete Werte von  die Ableitungen von (p0; t0) 7! det(M())
nach p0 und t0 zu bestimmen, die beiden Terme Null zu setzen und das Gleichungssystem nume-
risch z.B. mit MAPLE zu losen. Durch die anschlieende Berechnung und grasche Darstellung
von d(x; ) = d(x; (p0; t0)) kann man optisch uberprufen, ob es sich bei dem berechneten Punkt






 [0; 1) keine Maximumsstelle nden, mussen noch die Rander betrachtet werden. Der










0 0.447 0.25 0.25
0.1 0.4509 0.2108 0.2392
0.2 0.4553 0.1716 0.2284
0.3 0.4604 0.1327 0.2173
0.4 0.4664 0.0939 0.2061
0.5 0.4732 0.0555 0.1945
0.6 0.4808 0.0175 0.1825
0.7 - 0 0.15
0.8 - 0 0.1
0.9 - 0 0.05
Tabelle 4.3:Massepunkte und Massen des D-optimalen Versuchsplans  in [;1] fur kubische








Auf diese Weise wurden fur  = 0; 0:1; 0:2; : : : ; 0:9 die D-optimalen Versuchsplane in [;1] nu-
merisch berechnet und in Tabelle 4.3 angegeben. Der Wert 
(4)
1 , ab dem p0 = 0 ist, ist numerisch
0:6464. In Abbildung 4.3 ist d(x; ) fur  = 0:5; 0:9 zu sehen. Abbildung 4.4 stellt die Massepunkte
und Gewichte des D-optimalen Versuchsplans in [;1] in Abhangigkeit von  dar.
Numerische Werte fur das kleinstmogliche 1 = 
(k)
1 fur k = 2; 3; 4; 5 sind in Tabelle 4.4 angegeben.
k 2 3 4 5 1

(k)
1 0 0.5595 0.6464 0.7272 1
Tabelle 4.4: Numerische Werte fur die kleinstmoglichen 
(k)
1 aus Satz 4.16 fur die D-
Optimalitat in [;1] im Modell f(x) = (1; x; : : : ; xk 1)>
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Abbildung 4.3: Kubische Regression: Funktion d(x; ) (rot) und maxt2[ 1;1] d(t; 
) (schwarz)
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Abbildung 4.4: Kubische Regression: In der linken Abbildung Massepunkte  1; 1 (magenta)
und  t0; t0 (grun) und in der rechten Abbildung Gewichte p0 (magenta),
1 
2
  p0 (grun) des
D-optimalen Versuchsplans  in [;1] als Funktion von 
4.4 Optimale Versuchsplane in [a; b] mit a = ; b =  konstant
Wir betrachten auch hier konstante Grenzfunktionen a und b : [ 1; 1] ! [0;1), also a =  2
[0; 1]; b =  2 [1;1).
Fur beliebige (; ) 2 [0; 1] [1;1) kann man die Gestalt von ek- und D-optimalen Versuchsplanen
angeben. Der nachfolgende Satz stellt eine Verallgemeinerung einer Aussage von Wynn (1982) dar,
der eine entsprechende Aussage fur den Fall  = 0 und die D-Optimalitat gemacht hat.
Satz 4.20 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2 und seien 0   < 1 <  < 1
beliebig. Dann existieren Konstanten 0 = c0 < c1 < : : : cm  1, so dass sowohl der ek-optimale als
auch der D-optimale Versuchsplan in [; ] die Gestalt
 = ~  (   )1A  ~ (4.11)





((cm 2i 1; cm 2i) [ ( cm 2i; cm 2i 1))
fur ein m 2 f1; 2; : : : ; k   1g.
Bemerkung 4.21 Nimmt man fur gerades k den Punkt 0 zur Menge A aus Satz 4.20 hinzu (was
den Versuchsplan  nicht andert), so ist A die Vereinigung aus genau m disjunkten oenen In-
tervallen. Beim Versuchsplan  in (4.11) wechseln sich also m + 1 Intervalle ab, auf denen  die
maximale Masse  hat, und m Intervalle, auf denen  die minimale Masse  hat.
Beweis von Satz 4.20: Zunachst argumentieren wir fur die D-Optimalitat. Da x 7! d(x; ) ein
Polynom vom Grade 2(k   1) ist, das fur x ! 1 gegen +1 strebt, folgt dass dieses Polynom
hochstens k   1 lokale Minima auf E hat. Mit Korollar 3.22 folgt, dass ein D-optimaler Versuchs-
plan auf hochstens k   1 Intervallen mit ~ und auf den dazwischen liegenden Intervallen mit ~
ubereinstimmt. Aus Symmetriegrunden (siehe Bemerkung 3.11) hat er die Gestalt (4.11).








ein Polynom vom Grad k   2 ist. Daher konnen wir fur das Quadrat dieses Polynoms die gleiche
Argumentation wie oben fuhren, nur dass wir statt Korollar 3.22 das Korollar 3.20 benutzen.
Bei der Frage, wieviele Intervalle mit maximaler und minimaler Masse sich abwechseln, betrachten
wir
"
Randfalle\. Die Randfalle [; 1] = [1; ] = f~g konnen Aufschluss daruber geben, wie
die optimalen Versuchsplane in der Nahe dieser Randfalle aussehen. Hierbei spielt Satz 2.4 wieder
eine entscheidende Rolle: Haben wir beispielsweise eine Folge n ! 1 und eine beliebige Folge
n 2 [; n] mit n
st! ~, so gilt auch d(x; n) ! d(x; ~) und c(x; n) ! c(x; ~) gleichmaig.
Korollar 3.22 bzw. Korollar 3.20 gibt dann Aufschluss uber den optimalen Versuchsplan fur  in
der Nahe von 1.
Die Menge [; 1 + ],  klein, wird in Satz 4.22 betrachtet, [1  ; ],  klein, in Satz 4.23.
Satz 4.22 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2; und  2 [0; 1] beliebig. Dann gilt:
a) Es existiert ein 1 > 1, so dass fur alle  2 [1; 1] der ek-optimale Versuchsplan in [; ]
die Darstellung (4.11) mit m = k   1 hat.
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b) Es existiert ein 1 > 1, so dass fur alle  2 [1; 1] der D-optimale Versuchsplan in [; ]
die Darstellung (4.11) mit
m =
8<
: 1; falls k gerade,2; falls k ungerade
hat. Insbesondere gilt fur k ungerade: Fur alle  2 [1; 1] hat der D-optimale Versuchsplan in
[; ] die Darstellung
~  (   )1( ;)  ~
mit  =  1
  .
Beweis: a) Nach Lemma 4.10 a) gilt ck(x; ~) = const  Pk 1(x). Das Polynom ck(x; ~) vom Grad
k   1 hat genau k   1 voneinander verschiedene Nullstellen (Lemma B.2 f)). Damit hat auch jedes
ck(x; ) mit  2  aus einer Umgebung von ~ genau k   1 voneinander verschiedene Nullstellen.
Nach Korollar 3.20 hat der ek-optimale Versuchsplan in [; ] daher auf genau k   1 Intervallen
minimale Masse.
b) Nach Lemma 4.15 c) hat dk(x; ~) genau eine globale Minimumstelle bei x = 0, falls k gerade
ist und genau zwei verschiedene (symmetrisch um 0 liegende) globale Minimumstellen bei den be-
tragsmaig kleinsten Nullstellen von P 0k. Fur jeden um 0 symmetrischen Versuchsplan  aus einer
Umgebung von ~ hat dk(x; ) jeweils dieselbe Zahl von globalen Minima. Da der optimale Versuchs-
plan symmetrisch um 0 sein muss, folgt die Behauptung.
Satz 4.23 Sei E = [ 1; 1] und f(x) = (1; x; : : : ; xk 1)>; k  2; und  2 [0; 1] beliebig. Dann gilt: Es
existiert ein 1 < 1, so dass fur alle  2 [1; 1] sowohl der ek- als auch der D-optimale Versuchsplan
in [; ] die Darstellung
~  (   )1( ;)  ~
mit  =  1
  hat.
Beweis: Nach der Ungleichung in (B.3) bzw. nach Lemma 4.15 c) hat ck(x; ~)
2 bzw. dk(x; ~) genau
zwei globale Maxima an den Stelle x = 1. Daher gilt dies auch fur ck(x; )2 und dk(x; ) mit  aus
einer Umgebung von ~. Mit Korollar 3.22 bzw. Korollar 3.20 folgt die Behauptung.
Fur Geradenregression (k = 2) und quadratische Regression (k = 3) geben wir in den folgenden
Satzen die ek- und D-optimalen Versuchsplane in [; ] an.
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Satz 4.24 Sei E = [ 1; 1] und f(x) = (1; x)>, (k = 2), 0   < 1 <  < 1. Sowohl der ek- als
auch der D-optimale Versuchsplan in [; ] ist gegeben durch
 = ~  (   )~  1( ;) (4.12)
mit  =  1
  .
Beweis: Dass der optimale Versuchsplan die Gestalt (4.12) hat, folgt direkt aus Satz 4.20 (dort
muss m = 1 sein). Dabei muss  =  1
  gewahlt werden, damit  ein Wahrscheinlichkeitsma ist
(
R
1 d = 1).
Satz 4.25 Sei E = [ 1; 1] und f(x) = (1; x; x2)>, (k = 3), 0   < 1 <  <1.
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12(   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~  (   )1( 2;2)  ~; sonst









454   1203  153 + 6022 + 802+ 152   402
 45 + 20  4

  906+2256 + 28552 5105 4505   24043+11542
+10504+ 4504 + 6034 + 14033   52532   7503  3753   3524
+37522 + 2002+ 2852   1002   135 + 25
1=2!1=2
:
4.4 Optimale Versuchsplane in [a; b] mit a = ; b =  konstant 113













2 (dx). Aus Korollar 3.20 folgt, dass der optimale Versuchsplan die Gestalt
 = c = ~  (   )1( c ; c+)[(c ;c+)  ~; c 2 [; 1   ];
haben muss. Damit c ein Wahrscheinlichkeitsma ist, muss  =
 1
2( ) gelten. Es bleibt also noch







     
3
((c + )3   (c  )3):















































()  (c  )2 +m2 = (c+ )2  m2
() m2 = c2 + 2
() 
3
     
3
(6c2 + 23) = c2 + 2
() 
3
     
3













  (   1)
2( + 2)






  (   1)
2( + 2)
12(   )2 = c: (4.13)
Wir zeigen zunachst, dass stets c  1   gilt:
c  1   () 1
3
  (   1)
2( + 2)
12(   )2  1 
   1
    +
(   1)2
4(   )2
() 0  8(   )
2   12(   )(   1) + (4 + 2)(   1)2
12(   )2
() 0  62   42 + 82   12 + 2 =: g():
Das Polynom g() vom Grade 2 wird minimal, falls g
0
() = 0, also 12   8 + 82   12 =
0 ()  = . Daher
0  (1  )2(4+ 2) = 43   62 + 2 ) 0  g() ) c  1  :
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Falls c > , so ist c optimal. Falls c  , so folgt mit analogen Umformungen wie bei (4.13):s
1
3
  (   1)
2( + 2)
12(   )2   =)  ( m2; 0; 1)f(0)  ( m2; 0; 1)f(2)
und  ist optimal.
Nun untersuchen wir, wann der Fall c <  eintritt:s
1
3
  (   1)
2( + 2)




(   1)2(4 + 2)
12(   )2
() (   )2 < (   1)
2(4 + 2)
4












Die Funktion g() ist streng monoton fallend auf [1;1), denn g0() = 1  
p
1 + 1=(2) + (  
1)=(82
p
1 + 1=(2)) < 0 wegen
p
1 + 1=(2)   (1 + 1=(4))| {z }
<0








2   (   1)2(1 + 1
2
)







Also g() 2 (3=4; 1) fur  2 (1;1).
b) Da x 7! f(x)>M 1f(x) ein um 0 symmetrisches Polynom von viertem Grade ist das fur x! 1
gegen +1 strebt, folgt mit Korollar 3.22, dass der D-optimale Versuchsplan die Gestalt
 = c = ~  (   )1( c ; c+)[(c ;c+)  ~; c 2 [; 1  ];
haben muss mit  =  1
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   
3
((c+ )3   (c  )3) = 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   
5
((c+ )5   (c  )5) = 
5
     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Nach Korollar 3.22 ist c; c 2 [; 1  ]; optimal, wenn
f(c  )>M 1f(c  ) = f(c+ )>M 1f(c+ ) (4.14)
ist, bzw.  ist optimal, wenn
f(0)>M 1f(0)  f(2)>M 1f(2) (4.15)
ist.











(4:15) () 0 m4   3m22 + 4m22
() 0  
5
  (   1)
5





3(   )2  
(   1)6
3(   )4 +
(   1)2
3(   )2  
(   1)5
3(   )4 :










2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   1)3 + 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   1)2
3
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   1)
5
5
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   1)
6 + (   1)5
3
() 0  2   5(   1)
2(2   1)
(5   3) +
3(   1)5
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2(5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   1)2(2   1)
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25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 + 25
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  15
2   24 + 9













Man sieht schnell, dass fur alle   1:
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10   6 =: h():
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2   (   1)2(1 + (1 +
p
61  36=)=(10   6))
 + (   1)
q
1 + (1 +
p
61  36=)=(10   6)
= lim
!1
2   1  2(1 +
p
61  36=)=(10   6) + (2   1)(1 +
p
61   36=)=(10   6)
 + (   1)
q
1 + (1 +
p
61  36=)=(10   6)
= lim
!1
2   1  (1 +
p
61  36=)=10 + ( 3=5 + 2   1)(1 +
p
61  36=)=(10   6)
 + (   1)
q
1 + (1 +
p












Also h() 2 ((19 
p
61)=20; 1) fur  2 (1;1).
Nun betrachten wir den Fall, dass (4.14) eintritt:
(4:14) () 0 = (m4   3m22)  4c +m2(8c3 + 8c3)
() 0 = m4   3m22 + 2m2(c2 + 2):
Setzt man in diese Gleichung die Werte von m2 = m2(c) und m4 = m4(c) ein, dividiert durch c und
fuhrt Variablensubstitution d := c2 2 [2; (1 )2] durch, so erhalt man eine quadratische Gleichung
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in d. MAPLE liefert das Ergebnis:
d =
1
180(   1)(   )2

454   1203  153 + 6022 + 802+ 152   402
 45 + 20  4

  906+ 2256 + 28552   5105  4505   24043 + 11542
+10504+ 4504 + 6034 + 14033   52532   7503  3753   3524
+37522 + 2002+ 2852   1002   135 + 25
1=2
:
In den Abbildungen 4.5 bzw. 4.6 sehen wir e3- bzw. D-optimale Versuchsplane fur quadratische
Regression gema Satz 4.25. In der Abbildung 4.7 ist die Grenze skizziert zwischen den optimalen
Versuchsplanen in [; ], die 2 bzw. 3 Bereiche mit maximaler Masse besitzen.
Bemerkung 4.26 Wynn (1982) gab bereits numerische Ergebnisse fur den D-optimalen Versuchs-
plan in [0; ] ( = 0) fur die quadratische Regression an und zwar fur 1= = 0:1; 0:2; : : : ; 0:9; 1.
In dem Fall  = 0 lasst sich Satz 4.25 b) spezialisieren zu:
Der D-optimale Versuchsplan in [0; ] ist gegeben durch
 = 1[ 1; c ][[ c+;c ][[c+;1]  ~










454   153 + 152   45 + 20  4

2256   4505
+4504   3753 + 2852   135 + 25
1=2!1=2
:
In den Abbildungen 4.8 bzw. 4.10 sehen wir e4- bzw. D-optimale Versuchsplane fur kubische Re-
gression, in den Abbildungen 4.9 und 4.11 ist skizziert, wie viele Intervalle mit der maximalen
Masse der in [; ] optimale Versuchsplan in Abhangigkeit von (; ) hat. Man beachte dabei
den Unterschied zwischen der e4- und der D-Optimalitat. In den Abbildungen 4.12 und 4.13 sind
die entsprechenden Skizzen der Intervallzahl mit maximaler Masse fur die Polynomregression vom
Grade 4. Alle diese optimalen Versuchsplane wurden dabei numerisch bestimmt.
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Abbildung 4.5: Quadratische Regression: ~-Dichte (blau) des e3-optimalen Versuchsplans 
in [; ] fur  = 0 (erste Zeile),  = 0:5 (zweite Zeile),  = 0:9 (dritte Zeile) und  = 1:25
(erste Spalte),  = 2 (zweite Spalte),  = 5 (dritte Spalte); Funktion f3(x) = x
2 (rot, zur bes-
seren Darstellung mit 5 multipliziert), pr
L2()
[f1;f2]




f3  const, die den optimalen Versuchsplan bestimmen (fett schwarz)
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Abbildung 4.6: Quadratische Regression: ~-Dichte (blau) des D-optimalen Versuchsplans 
in [; ] fur  = 0 (erste Zeile),  = 0:5 (zweite Zeile),  = 0:9 (dritte Zeile) und  = 1:25
(erste Spalte),  = 2 (zweite Spalte),  = 5 (dritte Spalte); Varianzfunktion d(x; ) (rot)
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Abbildung 4.7: Quadratische Regression: Grenze zwischen e3-optimalen Versuchsplanen in
[; ] mit 2 (oberhalb der Kurve) und mit 3 (unterhalb der Kurve) Bereichen, auf denen
die volle Masse liegt (schwarze Kurve) und entsprechend fur D-optimale Versuchsplane
(blaue Kurve)
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Abbildung 4.8: Kubische Regression: ~-Dichte (blau) des e4-optimalen Versuchsplans 
 in
[; ] fur  = 0 (erste Zeile),  = 0:5 (zweite Zeile),  = 0:9 (dritte Zeile) und  = 1:25 (erste
Spalte),  = 2 (zweite Spalte),  = 5 (dritte Spalte); f3(x) = x
3 (rot, zur besseren Darstel-
lung mit 5=2 multipliziert und um 5=2 nach oben verschoben), pr
L2()
[f1;f2;f3]
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Abbildung 4.9: Kubische Regression: Anzahl der Bereiche des e4-optimalen Versuchsplans in
[; ], auf denen die volle Masse liegt in Abhangigkeit von  und  (rot: 2 Bereiche, gelb:
4 Bereiche)
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Abbildung 4.10: Kubische Regression: ~-Dichte (blau) des D-optimalen Versuchsplans  in
[; ] fur  = 0 (erste Zeile),  = 0:5 (zweite Zeile),  = 0:9 (dritte Zeile) und  = 1:25 (erste
Spalte),  = 2 (zweite Spalte),  = 5 (dritte Spalte); Varianzfunktion d(x; ) (rot) und die
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Abbildung 4.11: Kubische Regression: Anzahl der Bereiche des D-optimalen Versuchsplans
in [; ], auf denen die volle Masse liegt in Abhangigkeit von  und  (rot: 2 Bereiche,
gelb: 4 Bereiche)
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Abbildung 4.12: Polynom-Regression vierten Grades: Anzahl der Bereiche des e5-optimalen
Versuchsplans in [; ], auf denen die volle Masse liegt in Abhangigkeit von  und  (rot:
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Abbildung 4.13: Polynom-Regression vierten Grades: Anzahl der Bereiche des D-optimalen
Versuchsplans in [; ], auf denen die volle Masse liegt in Abhangigkeit von  und  (rot:
2 Bereiche, grun: 3 Bereiche, gelb: 4 Bereiche, blau: 5 Bereiche)
Kapitel 5
Optimale Versuchsplane in [a; b] fur
die Change-Point-Regression
5.1 ek-optimale Versuchsplane in [;1]
In diesem Abschnitt kommen wir wieder auf die Change-Point-Regression aus Abschnitt 2.6.2
zuruck. Wir werden ek-optimale Versuchsplane in [a;1] mit a   2 [0; 1] bestimmen.




















((   %) + (1  )=3 + ((%  )  (1  %)=2)(1   )+1=(( + 1)( + 2))
(1  )(1  (1  )=( + 1))
((1  %)  (1  )=3 + ((2  %+ ) + (3  %)=2)(1   )+1=(( + 1)( + 2))
1
CCCA
p = (p0; p1; p2)
> = p   q
0 = minfpi =qi j i = 0; 1; 2 mit qi > 0g:
123
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Fur  2 [0; 0] ist der Versuchsplan
 = ~+ p0Æ 1 + p1Æ% + p2Æ1
e3-optimal in [;1].
Beweis: Im Satz 2.42 wurde der e3-optimale Versuchsplan in  fur die Change-Point-Regression
f(x) = (1; x; ((x   )+))>
mit  = 1;  2 ( 1; 1) oder  > 1;  2 [0; 1) angegeben. Er hat die Gewichte p0 = (1   %)=4; p1 =
1=2; p2 = (1 + %)=4 in den Massepunkten x0 =  1; x1 = %; x2 = 1 mit
% :=
8<
: ; fur  = 1; + (1  )=( 1)(2) 1=( 1); fur  > 1:






0 %   1  
1
CCCA
und die Matrix S aus der Elfving-Darstellung ist S = diag(1; 1; 1). Durch elementares Ausrechnen
ergibt sich die Inverse der Matrix F zu
F 1 =
1
(1 + )(1   %)
0
BBB@
(1  %)  (1  %) 1  %
1   1    2






(1 + )(1  %)
0
BBB@





Die Matrix ~R (die ersten k   1 Zeilen von R =
R
E ff
>~a d~, siehe Satz 3.30) erhalt man mittels
folgender Integrale:Z

































(1  )+1   1





(1  )+1(+ 1 + ):













(1 + )(1   %)
0
@  %+ 3   %  1 + 2(1  )+1=(+ 1)
 2
3
(1  ) + 2(1   )+1(+ 1 + )=(( + 1)(+ 2))
1
A :









CCCA ; (13; S ~F>) 1> = 14
0
BBB@
1  % 1 + %  2
2  2 0
1 + % 1  % 2
1
CCCA :
Nach Satz 3.30 ist
q = (13; S ~F
>) 1
>  (1;1>3 SF 1 ~R>)>
=
1




1  % 1 + %  2
2  2 0





(1 + )(1   %)
 %+ 3   %  1 + 2(1  )+1=(+ 1)
 2
3









((   %) + (1  )=3 + ((%  )  (1  %)=2)(1   )+1=(( + 1)( + 2))
(1  )(1   (1  )=(+ 1))
((1  %)  (1  )=3 + ((2  %+ ) + (3  %)=2)(1   )+1=(( + 1)( + 2))
1
CCCA
Mit Satz 3.27 und 3.30 folgt die Behauptung.
Wir betrachten nun speziell den Fall  = 1.
Satz 5.2 Sei E = [ 1; 1] und f(x) = (1; x; (x   )+)>,  2 ( 1; 1). Der Versuchsplan
 = ~+ p0Æ 1 + p1Æ + p2Æ1





















;  < 0;
1  ;  > 1  j j
5
;  < 0;
0;   31 j j









































;  > 0;
1  ;  > 1  j j
5
;  > 0;
0;   31 j j
3 j j ;  < 0
ist e3-optimal in [;1].









Nach Satz 2.42 ist p = ((1  )=4; 1=2; (1+ )=4)> . Also hat man 0 = minf3(1  )=(3  ); 3(1+
)=(3 + )g = 3(1  j j)=(3   j j) und p0; p1; p2 fur   0.
Nun wollen wir den optimalen Versuchsplan fur  > 0 bestimmen. Dazu betrachten wir  2 ( 1; 0]
(fur  2 (0; 1) analog). Fur  = 0 ist p2 = 0. Daher kann man vermuten, dass dann der Versuchsplan
 = ~+ Æ 1 + (1    )Æ
fur ein  = () 2 (0; 1   ) optimal fur 3 in [;1] ist.
Da f3 jeweils linear auf [ 1;  ] und [; 1] ist, folgt aus Korollar 3.20, dass  genau dann optimal fur
























~f ~f> d; M12 :=
Z
E
~ff3 d; ~f := (f1; f2)
> = (1; x)>:
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@ =3 + + (1    )2 (1 + )  (1   )






(1  )2(2 + )=12
1
A












((5 + 3   22)  2(1  )(1   ) + ; 3(1 + )  3(1   ) + 2 + )
Damit ist
12!=((1   )2)  prL
2()
[f1;f2]?
f3 = 12!=((1   )2)  ( M>12M 111 ; 1)  f(x)
= ( (5 + 3   22) + 2(1  )(1   )  ;














( M>12M 111 ; 1)(1; 1; 0)> = ( M>12M 111 ; 1)(1; ; 0)>
(= ( M>12M 111 ; 1)(2; 1 + ; 0)
> = 0
()  = 2  2  2 + 
7    0:









12!=((1   )2) 













32(1  3)(5 + 12   2)
 2(4   83   1122 + 4 + 43) + 24(5 + )(1  2)

:









( 1)  0, denn
((92 + 6   3) + ( 23   102 + 2 + 10))=(1 + )
= 3(3   1) + (2 + 10)(1   )

8<
: 3( 5=2) + 8  0; fur  2 [ 1=2; 0];3( 4) + 12  0; fur  2 ( 1; 1=2):




































= 2(93 + 332 + 15   9) + ( 24   433   732 + 7 + 39)
+(64 + 363 + 242   36   30) =: g():
Wegen 93 + 332 + 15   9 = 3(1 + )(8   3(1   2)) < 0 gilt g() !  1 fur  ! 1. Daher







= 0 und g(1) = 8(1   2) |{z}
0
(22      7)| {z }
<0
 0;








































= 2(94   843   542 + 36   3) + ( 25 + 104 + 1543 + 702   80   8)
+( 124   723   482 + 72 + 60) =: ~g():
Wegen 94   843   542 + 36   3 = 3(1 + )(1   3)( 2 + 10   1) < 0 gilt ~g() !  1 fur












~g(1) = (1 + )( 24 + 93   112| {z }
 22
 21 + 49| {z }
49
) > 0;



















 und somit ist  e3-optimal in [;1],
falls  2 [31+
3+
; 1 + =5].
Fur  > 1 + =5 betrachten wir den Versuchsplan


























































f3(x) = ((1 )2( 5+4  +); (1 )2( 5+3 ); 4(4 3)) f(x)




















(1) = c(1   )(1 + )(6 + 2   5  )
Die Ungleichung (5.1) ist daher genau dann erfullt, wenn8<






;   1 + 
3
;
  1 + 
5
;   6+2
4+2
;
()   1 + 
5
:
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Zusammenfassend haben wir die Behauptung gezeigt.
Die verschiedenen Bereiche (abhangig von  und ), in denen sich die Massepunkte des optimalen
Versuchsplans unterscheiden, sind in Abbildung 5.1 skizziert. Dabei ist links oben  = ~+(1 )Æ 1
optimal, links im mittleren Bereich  = ~ + p0Æ 1 + p1Æ , im unteren Bereich  = ~ + p0Æ 1 +






Abbildung 5.1: Verschiedene Bereiche des optimalen Versuchsplans fur 3 in [;1] im Mo-
dell f(x) = (1; x; (x  )+)>
In den Abbildungen 5.2 und 5.3 sind die Gewichte p0; p1; p2 (auf x0 =  1; x1 = ; x2 = 1) fur die








0 0.2 0.4 0.6 0.8 1alpha
Abbildung 5.2: Gewichte p0 (obere graue Kurve), p1 (schwarze Kurve), p2 (untere graue
Kurve) fur  =  0:8 (linke Abbildung) und  =  0:4 (rechte Abbildung)








0.2 0.4 0.6 0.8 1alpha
Abbildung 5.3: Gewichte p0; p2 (grau) und p1 (schwarz) fur  = 0
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1[ 1;)(x); (x   ) ; : : : ; ((x  ) )k=2 1;1[;1](x); (x   )+; : : : ; ((x  )+)k=2 1
>
; (5.2)
bei dem sich alle Parameter der Polynomregression vom k=2   1-ten Grad beim Change-Point
 2 ( 1; 1) andern konnen. Hierbei bezeichnet (y)  = minfy; 0g; (y)+ = maxfy; 0g. Wegen der
Unstetigkeit der Regressionsfunktion existiert im Allgemeinen kein optimaler Versuchsplan in 
oder in [a;1]. Dagegen existieren c- und D-optimale Versuchsplane in [a; b] fur b < 1, denn
[a; b] ist dann kompakt, siehe Lemma 3.12, und  7! (c>M() 1c) 1 und  7! detM() sind stetig
auf +. Wir setzen daher b < 1 in diesem Abschnitt voraus. Ansonsten gelten unsere generellen
Voraussetzungen an a und b aus Denition 3.9, d.h. insbesondere
R
E a d




Wir werden ausnutzen konnen, dass im Modell (5.2) entweder die k=2 ersten Komponenten oder
die k=2 letzten Komponenten verschwinden. Zur Interpretation der einzelnen Parameter kann aber
das folgende umparametrisierte Modell unter Umstanden nutzlicher sein:
g(x) =

1; x  ; : : : ; (x  )k=2 1; (5.3)
 1[ 1;)(x) + 1[;1](x); (x  )  sgn(x  ); : : : ; (x  )k=2 1  sgn(x  )
>
;
132 Kapitel 5 Optimale Versuchsplane in [a; b] fur die Change-Point-Regression
wobei sgn(y) = 1, falls y  0, sgn(y) =  1, sonst. Es gilt
g(x) = Af(x) mit A =
0
BBBBBBBBBBBBBBBBBBB@
1 0    0 1 0    0







0 0 1 0 0 1
 1 0    0 1 0    0











Wie leicht zu sehen ist, ist ein Versuchsplan genau dann D-optimal in einer Menge  fur das Modell
f mit (5.2), wenn er D-optimal in  fur das Modell g mit (5.3) ist (man vergleiche dazu auch
Abschnitt 2.4.3). Ebenso ist leicht zu sehen, dass ein Versuchsplan genau dann c-optimal in einer
Menge  fur das Modell f mit (5.2) ist, wenn er ~c-optimal in  fur das Modell g mit (5.3) ist,
wobei ~c = A>c.
Die c- und D-optimalen Versuchsplane setzen sich aus optimalen Versuchsplanen auf den Teilinter-
vallen [ 1; ) und [; 1] zusammen:
Satz 5.3 Sei das volle Change-Point-Modell (5.2) mit k  4, k gerade,  2 ( 1; 1) gegeben und sei




















Weiter setzen wir voraus, dass wu < 1 und wo > 0 sind.
a) Sei c> = (c>1 ;0
>
k=2
) und  ein c-optimaler Versuchsplan in [a; b]\S(c) fur das volle Change-







fur die Polynomregression vom Grad k=2  1 auf [ 1; 1].
b) Sei c> = (0>
k=2
; c>2 ) und  ein c-optimaler Versuchsplan in [a; b]\S(c) fur das volle Change-








fur die Polynomregression vom Grad k=2  1 auf [ 1; 1].
c) Sei c> = (c>1 ; c
>
2 ) und  ein c-optimaler Versuchsplan in [a; b] \ S(c) fur das volle Change-
Point-Modell.
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fur die Polynomregression vom Grad k=2  1 auf [ 1; 1].
d) Sei  ein D-optimaler Versuchsplan in [a; b] fur das volle Change-Point-Modell.















fur die Polynomregression vom Grad k=2  1 auf [ 1; 1].
Beweis: Sei  2 ; w = ([ 1; )). Der Versuchsplan  2  lasst sich schreiben in der Form
 = w1 + (1  w)2; eSupp(1)  [ 1; ); eSupp(2)  [; 1]; (5.4)
mit 1; 2 2  (Zerlegung in zwei Versuchsplane auf [ 1; ) und auf [; 1]). Es gilt
 2 [a; b] () w 2 [wu; wo] und













() w 2 [wu; wo] und





















f1(x) = (1[ 1;)(x); (x   ) ; : : : ; ((x   ) )k=2 1)>; x 2 E = [ 1; 1];






d 2 IRk=2k=2;  endliches Ma.
a) Sei  gema (5.4) dargestellt. Wir haben




 b1[ 1;). Damit (c>1 M1(w1) c1) 1 so gro wie moglich wird, muss w so gro wie
moglich sein, also w = wo. Ist  c-optimal im vollen Change-Point-Modell, so folgt wegen
(c>M() c) 1 = wo(c>1 M1(1)
 c1) 1;
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dass 1 c1-optimal fur die Polynomregression zum Grad k=2   1 von 1.
b) Analog zu a).
c) Sei  gema (5.4) dargestellt. Wegen c 2 [M()] folgt w 2 (0; 1). Es gilt














Aus der Optimalitat von  folgt, dass  7! c>M() c;  2 [a; b] minimal fur  =  ist. Daher
folgt, dass i 7! c>i Mi(i) ci minimal fur i = i ist (i = 1; 2).
d) Sei  gema (5.4) dargestellt. Die Determinante von M() zerfallt in zwei Teildeterminanten:
det(M()) = wk=2 det(M1(1))  (1  w)k=2 det(M2(2)):
Aus der Optimalitat von  folgt, dass  7! detM();  2 [a; b]; maximal fur  =  ist. Daher folgt
w 2 (0; 1) und i 7! detMi(i) ist maximal fur i = i (i = 1; 2).
Im nachfolgenden Korollar betrachten wir speziell konstante Schranken a  ; b  . Weiter trans-
formieren wir die beiden Teilbereiche [ 1; ); [; 1] jeweils auf ganz [ 1; 1]. Bei der c-Optimalitat




= (0; : : : ; 0; 1)> 2 IRk=2 der letzte Einheitsvektor in IRk=2.
Korollar 5.4 Sei das volle Change-Point-Modell (5.2) mit k  4, k gerade,  2 ( 1; 1) gegeben
und sei a  ; b   <1. Die aÆnen Transformationen V1; V2 seien




V2 : [; 1]! [ 1; 1]; x 7! 21  x 
1+
1  :





; 1  (1  )
2









a) Sei  ein ek=2-optimaler Versuchsplan in [a; b]\S(ek=2) fur das volle Change-Point-Modell.












fur die Polynomregression vom Grad k=2 1 auf
[ 1; 1].
b) Sei  ein ek-optimaler Versuchsplan in [a; b] \ S(ek) fur das volle Change-Point-Modell.
Dann gilt ([ 1; )) = wu und das Bildma von 11 wu j[;1] unter der Abbildung V2 ist ein











fur die Polynomregression vom Grad
k=2  1 auf [ 1; 1].
c) Sei c = ek   ek=2 und  ein c-optimaler Versuchsplan in [a; b] \ S(c) fur das volle Change-
Point-Modell.
Dann gilt w := ([ 1; )) 2 [wu; wo]\(0; 1) und das Bildma von 1wj[ 1;) unter der Abbildung
V1 ist ein e
(k=2)
k=2








, das Bildma von 1
1 wj[;1]
unter der Abbildung V2 ist ein e
(k=2)
k=2








Polynomregression vom Grad k=2   1 auf [ 1; 1].
d) Sei  ein D-optimaler Versuchsplan in [a; b] fur das volle Change-Point-Modell.
Dann gilt w := ([ 1; )) 2 [wu; wo]\(0; 1) und das Bildma von 1wj[ 1;) unter der Abbildung








, das Bildma von 1
1 wj[;1] unter der








vom Grad k=2   1 auf [ 1; 1].
Beweis: Seien 1; 2 2  mit eSupp(1)  [ 1; ); eSupp(2)  [; 1] und ~i das Bildma von i
unter der Abbildung Vi. Die Behauptungen folgen aus Satz 5.3 wegen











(x)  (1 + )
2w
;










(x)  (1  )
2(1  w)
und Bemerkung 4.1.
Betrachtet man statt dem vollen Change-Point-Modell f mit (5.2) das umparametrisierte Modell g
mit (5.3), so macht Korollar 5.4 c) eine Aussage uber die ek-Optimalitat in [; ] im Modell g mit
(5.3).
Beispiel 5.5 Sei
f(x) = (1[ 1;)(x); (x   ) ;1[;1](x); (x   )+)>; x 2 E = [ 1; 1]; (5.5)
also das volle Change-Point-Modell (5.2) mit k = 4. Der e2- und der D-optimale Versuchsplan in
[; ] fur die Geradenregression ist nach Satz 4.24 gegeben durch
~ = ~  (   )1( ;)  ~
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mit  =  1
  . Sei c = e4   e2. Die c- und D-optimalen Versuchsplane in [; ] fur das Modell
(5.5) haben nach Korollar 5.4 die Gestalt
 = ~  (   )1(( 1)=2 1 ;( 1)=2+1)[((+1)=2 2 ;(+1)=2+2)  ~
mit 1; 2 so, dass 1 + 2 =
 1
  .
Aus Symmetrie-Grunden konnen wir den c- und D-optimalen Versuchsplan in [; ] fur  = 0
explizit angeben. Es ist fur beide Optimalitatskriterien:
 = ~  (   )1(( 1)=2 ;( 1)=2+)[((+1)=2 ;(+1)=2+)  ~
mit  =  1
2( ) .



























  (   )(1 + )
21
4















(x  )+ d = (1  )
2
4












  (   )(1   )
22
4

























m10 m11 0 0
m11 m12 0 0
0 0 m20 m21














ausrechnen und das 1, das den jeweiligen Ausdruck maximiert, zumindest numerisch bestimmen.













5.2 Das volle Change-Point-Modell 137
   c-Optimalitat D-Optimalitat
1 c1 c2 c3 c4 1 c1 c2 c3 c4
0 1.25 -0.8 0.0003 -0.900 -0.900 -0.100 0.300 0 - - -0.1 0.3
0 1.25 -0.4 0.0148 -0.715 -0.685 0.115 0.485 0 - - 0.1 0.5
0 2 -0.8 0.0008 -0.901 -0.899 -0.399 0.599 0 - - -0.4 0.6
0 2 -0.4 0.0484 -0.748 -0.652 -0.152 0.752 0.0841 -0.784 -0.616 -0.116 0.716
0 5 -0.8 0.0036 -0.904 -0.896 -0.696 0.896 0.0241 -0.924 -0.876 -0.676 0.876
0 5 -0.4 0.1648 -0.865 -0.535 -0.335 0.935 0.2054 -0.905 -0.495 -0.295 0.895
0.5 1.25 -0.8 0.0005 -0.900 -0.900 -0.233 0.433 0 - - -0.233 0.433
0.5 1.25 -0.4 0.0255 -0.726 -0.674 -0.008 0.608 0 - - -0.033 0.633
0.5 2 -0.8 0.0013 -0.901 -0.899 -0.565 0.765 0 - - -0.567 0.767
0.5 2 -0.4 0.0810 -0.781 -0.619 -0.286 0.886 0.1327 -0.833 -0.567 -0.234 0.834
0.5 5 -0.8 0.0078 -0.908 -0.892 -0.781 0.981 0.0382 -0.938 -0.862 -0.751 0.951
0.5 5 -0.4 0.2095 -0.909 -0.491 -0.379 0.979 0.2365 -0.936 -0.464 -0.352 0.952
0.9 1.25 -0.8 0.0011 -0.901 -0.899 -0.613 0.813 0 - - -0.614 0.814
0.9 1.25 -0.4 0.0655 -0.766 -0.634 -0.349 0.949 0.1244 -0.824 -0.576 -0.290 0.890
0.9 2 -0.8 0.0091 -0.909 -0.891 -0.8 1 0.0091 -0.909 -0.891 -0.8 1
0.9 2 -0.4 0.2091 -0.909 -0.491 -0.4 1 0.2166 -0.917 -0.483 -0.392 0.992
0.9 5 -0.8 0.0756 -0.976 -0.824 -0.8 1 0.0756 -0.976 -0.824 -0.8 1
0.9 5 -0.4 0.2756 -0.976 -0.424 -0.4 1 0.2756 -0.976 -0.424 -0.4 1
Tabelle 5.1: Werte 1 und c1 = (   1)=2  1; c2 = (   1)=2+ 1; c3 = ( +1)=2  2; c4 = ( +1)=2+ 2
des c- und D-optimalen Versuchsplans in [; ] fur die volle Change-Point-Regression
Fur die Werte  2 f0; 0:5; 0:9g;  2 f1:25; 2; 5g und  2 f 0:8; 0:4g ist 1 sowohl fur die c-
Optimalitat mit c = e4   e2 als auch fur die D-Optimalitat in Tabelle 5.1 berechnet. Ebenso sind
die Grenzen c1 = (   1)=2   1; c2 = (   1)=2 + 1; c3 = ( + 1)=2   2; c4 = ( + 1)=2 + 2 der
Bereiche mit maximaler Masse  angegeben.
Wie bereits am Anfang dieses Kapitels beschrieben, konnen wir auch das umparametrisierte Modell
g(x) = (1; x   ; 1[ 1;)(x) + 1[;1](x); jx    j)>; x 2 E = [ 1; 1]; (5.6)
betrachten. Die angegebenen D-optimalen Versuchsplane sind auch D-optimal fur dieses Modell.
Die angegebenen c-optimalen Versuchsplane sind e4-optimal fur dieses umparametrisierte Modell.
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Wie bei der ek-Optimalitat fur die Polynomregression in Kapitel 4 konnen wir auch die e4-optimalen
Versuchsplane fur das Modell (5.6) grasch veranschaulichen, indem wir die Funktion g4(x) = jx  j
in L2() auf [g1; g2; g3] projizieren. In Abbildung 5.4 sind fur (; ) 2 f(0; 1:25); (0:5; 2); (0:9; 5)g und
 =  0:4 die e4-optimalen Versuchsplane in [; ] fur das Modell g mit (5.6) (d.h. die c-optimalen
Versuchsplane in [; ] fur das Modell f mit (5.5)) grasch veranschaulicht. Die Abbildung 5.5


























–0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1
x
Abbildung 5.4: Volle Change-Point-Regression mit k = 4: ~-Dichte (blau) des (e4   e2)-
optimalen Versuchsplans  in [; ] fur  =  0:4 und  = 0;  = 1:25 (links),  = 0:5;  = 2
(mitte),  = 0:9;  = 5 (rechts); Funktion g4(x) = f4(x)   f2(x) = jx   j (rot; zur besseren Dar-
tellung mit 5=2 multipliziert und um 1 nach oben verschoben), pr
L2()
[g1;g2;g3]
g4 (dunn schwarz) und
die beiden Funktionen pr
L2()
[g1;g2;g3]
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Abbildung 5.5: Volle Change-Point-Regression mit k = 4: ~-Dichte (blau) des D-optimalen
Versuchsplans  in [; ] fur  =  0:4 und  = 0;  = 1:25 (links),  = 0:5;  = 2 (mitte),
 = 0:9;  = 5 (rechts); Varianzfunktion d(x; ) (rot; zur besseren Dartellung mit 1=2 multi-
pliziert) und die Konstante, die den optimalen Versuchsplan bestimmen (fett schwarz)
Kapitel 6
Ein Anwendungsbeispiel
In einem Versuch soll die Auswirkung von Blumendunger auf das Keimen und das Wachstum von
Gartenkresse (Lepidium sativum) untersucht werden. Hierzu soll der mittlere Kresse-Ertrag funfein-
halb Tage nach Aussaat in Abhangigkeit von der Dungerkonzentration im Giewasser bestimmt
werden. Von Interesse ist dabei der Bereich von 0 bis 1.2% Dungeranteil im Giewasser.
Wir saen in insgesammt n 2 IN Panz-Schalen jeweils zehn Kressesamen aus. Die Schale Nummer
i (1  i  n) gieen wir mit der Dungerkonzentration xi 2 [0; 1:2] (in % Dunger) und messen nach
funfeinhalb Tagen den Gesamtertrag Yi an Kresse (in mg).
Aufgrund von Vorversuchen geht man davon aus, dass eine quadratische Regressionsfunktion den
Zusammenhang zwischen Dungerkonzentration und mittlerem Kresse-Ertrag hinreichend genau be-
schreibt. Wir nehmen daher das lineare Modell
Yi = 1 + xi2 + x
2
i 3 + "i; i = 1; : : : ; n; (6.1)
an, wobei "i unabhangig identisch verteilt mit E"i = 0; V ("i) = 
2 und die Parameter 1; 2; 3; 
2
unbekannt seien.
Das Hauptziel der Untersuchung ist eine moglichst gute Schatzung des Parametervektors  =
(1; 2; 3)
>.  soll mit dem Kleinste-Quadrate-Schatzer ̂ geschatzt werden. Die Versuchspunkte
xi sollen so gewahlt werden, dass die Determinante der Kovarianzmatrix des Kleinste-Quadrate-
Schatzers ̂ moglichst klein ist, d.h. es soll ein D-optimaler Versuchsplan verwendet werden.
Die Vorversuche haben unter etwas anderen Bedingungen stattgefunden, z.B. viereinhalb statt
funfeinhalb Tage Wachstumszeit, unkontrollierbare Unterschiede bei Temperatur und Lichteinstrah-
139
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Abbildung 6.1: Gesate Gartenkresse
lung, funfzehn statt zehn Samen pro Schale, Giewasserzufuhrung anders. Daher will man mit we-
nigstens einem Drittel der Versuche kontrollieren, ob das Lineare Modell (6.1) den Zusammenhang
zwischen Dunger und Ertrag auch unter diesen Bedingungen hinreichend genau beschreibt.
Wir suchen also den D-optimalen Versuchsplan fur quadratische Regression in der Menge [;1]




















 0:333  ~+ 0:266  Æ0 + 0:134  Æ0:6 + 0:266  Æ1:2:


















 x; x 2 [0:6; 1:2);
1; x  1:2:
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Fur den Versuch haben wir n = 81 Panz-Schalen zur Verfugung. Wir mussen also nun einen
Versuchsplan 81 2 81 bestimmen, der  moglichst nahe kommt. Dazu verwenden wir das Verfahren
(2.7) aus Kapitel 2. Wir bestimmen zunachst die Umkehrfunktion Q0 zur Verteilungsfunktion F0.


















































































; i = 23; : : : ; 35;





; i = 47; : : : ; 59;
1:2; i = 60; : : : ; 81:
Die Ergebnisse des Gartenkresse-Versuchs sind in Tabelle 6.1 aufgelistet. In Abbildung 6.2 sind die
Ergebnisse geplottet und die geschatzte Regressionsfunktion ist eingezeichnet. Sie ist
y = 201:61   55:46  x  13:2  x2; x = Dunger in %, y = Ertrag in mg:
Wir haben unsere Versuchspunkte so gewahlt, dass die Modellvoraussetzung der quadratischen
Regression uberpruft werden kann. Als Test fur die Hypothese
H0 : Es liegt ein quadratisches Regressionsmodell vor
wahlen wir den F -Test, den wir verwenden konnen, da wir jeweils etliche Beobachtungen an den









142 Kapitel 6 Ein Anwendungsbeispiel


















Abbildung 6.2: Ergebnisse des Gartenkresse-Versuchs und geschatzte Regressionsfunktion
wobei U0 der Unterraum von IR
n ist, der von den Vektoren (fj(xi))i=1;:::;n; j = 1; : : : ; k erzeugt
wird, U der Unterraum von IRn, der von den Vektoren (1fxig(x))i=1;:::;n; x 2 E erzeugt wird und







Wir nehmen an, dass die Fehler naherungsweise normalverteilt sind. Unter Normalverteilungsan-
nahme und unter H0 hat die Statistik LT2 eine F -Verteilung mit Freiheitsgraden d   k = 26 und
n   d = 52. Dieser F -Test hat damit einen p-Wert von 0:579. Die Hypothese der quadratischen
Regression kann also zu keinem vernunftigen Niveau abgelehnt werden.
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i 1 2 3 4 5 6 7 8 9 10
Dunger xi 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Ertrag Yi 215.5 233.0 203.0 159.5 181.0 229.0 180.5 194.5 229.5 217.0
i 11 12 13 14 15 16 17 18 19 20
Dunger xi 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Ertrag Yi 194.5 191.5 183.0 206.5 216.5 167.5 152.5 247.0 205.5 157.5
i 21 22 23 24 25 26 27 28 29 30
Dunger xi 0.000 0.000 0.031 0.076 0.121 0.166 0.211 0.256 0.301 0.346
Ertrag Yi 204.5 186.5 196.5 245.5 205.5 223.5 179.0 184.5 179.5 195.5
i 31 32 33 34 35 36 37 38 39 40
Dunger xi 0.391 0.436 0.481 0.526 0.571 0.600 0.600 0.600 0.600 0.600
Ertrag Yi 192.5 231.0 155.5 171.5 170.5 146.5 146.0 147.0 149.5 210.5
i 41 42 43 44 45 46 47 48 49 50
Dunger xi 0.600 0.600 0.600 0.600 0.600 0.600 0.629 0.674 0.719 0.764
Ertrag Yi 179.0 188.0 148.5 137.5 182.5 120.0 162.5 176.5 161.0 161.5
i 51 52 53 54 55 56 57 58 59 60
Dunger xi 0.809 0.854 0.899 0.944 0.989 1.034 1.079 1.124 1.169 1.200
Ertrag Yi 106.0 126.0 123.0 108.5 96.0 165.0 159.0 108.0 164.5 163.5
i 61 62 63 64 65 66 67 68 69 70
Dunger xi 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200
Ertrag Yi 114.5 102.0 148.5 126.0 119.0 100.5 150.5 78.0 134.0 121.0
i 71 72 73 74 75 76 77 78 79 80
Dunger xi 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200




Tabelle 6.1: Ergebnisse des Gartenkresse-Versuchs (Dungeranteil im Giewasser in %, Er-
trag in mg)
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Abbildung 6.3: Keimende Gartenkresse
Abbildung 6.4: Gartenkresse vor der Ernte
Anhang A
Tschebyschev-Polynome
Im Folgenden werden die Denition und spater benotigte Aussagen zu Tschebyschev-Polynomen
zusammengestellt. Umfassende Darstellungen von Tschebyschev-Polynomen und ihre Eigenschaften
nden sich z.B. in Rivlin (1990).
Denition A.1 (Tschebyschev-Polynom) Das Tschebyschev-Poynom vom Grad n 2 IN ist de-
niert durch
Tn(x) := cos(n arccos(x)); x 2 [ 1; 1]:
Die Tschebyschev-Polynome bis zum Grad 5 sind in Tabelle A.1 angegeben, siehe auch die Tabelle








4   8x2 + 1,
T5(x) = 16x
5   20x3 + 5x
Tabelle A.1: Tschebyschev-Polynome Tn; n = 0; 1; : : : ; 5
Lemma A.2 (Eigenschaften von Tschebyschev-Polynomen) Tschebyschev-Polynome haben folgen-
de Eigenschaften:
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Abbildung A.1: Tschebyschev-Polynome Tn; n = 0; 1; : : : ; 5 (grau fur n gerade, schwarz fur n
ungerade)
a) Tschebyschev-Polynome sind orthogonal in L2(1=
p






= 0 fur n;m 2 IN ; n 6= m: (A.1)







: ; n = 0;
2
; n > 0:
(A.2)
c) Symmetrie:

























; j = 0; : : : ; n
und Tn(xj) = ( 1)n j.




(Tm+n(x) + Tjm nj(x)); x 2 [ 1; 1]: (A.4)
147

































mit j = 1=2, falls j 2 f0; ng, j = 1, sonst.
i) Diskrete Orthogonalitat. Seien xj wie in e) und sei j = 1=2, falls j 2 f0; ng, j = 1, sonst.






n; falls i+m; ji mj 2 f0; 2n; 4n; : : : g;
n=2; falls entweder i+m 2 f0; 2n; 4n; : : : g
oder ji mj 2 f0; 2n; 4n; : : : g;
0; sonst.
(A.7)
Beweis: a) Siehe Rivlin (1990), Seite 35.
b) Siehe Rivlin (1990), Seite 35.
c) Siehe Rivlin (1990), Seite 5.
d) Siehe Rivlin (1990), Seite 37 (siehe auch Pukelsheim (1993), Seite 226f).
e) Siehe Rivlin (1990), Seite 6f.
f) Aufgabe 1.1.3 in Rivlin (1990).
g) Aufgabe 1.1.4 in Rivlin (1990).
h) Aufgabe 1.5.19 in Rivlin (1990).




Im Folgenden werden die Denition und spater benotigte Aussagen zu Legendre-Polynomen zusam-
mengestellt. Umfassende Darstellungen von Legendre-Polynomen und ihre Eigenschaften nden sich
ebenso wie die Beweise der nachfolgenden Aussagen z.B. in Freud (1969), Szego (1959) und Koepf
(1998).










; x 2 [ 1; 1]:
Die Legendre-Polynome bis zum Grad 5 sind in Tabelle B.1 angegeben, siehe auch die Tabelle in


















(63x5   70x3 + 15x)
Tabelle B.1: Legendre-Polynome Pn; n = 0; 1; : : : ; 5
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Abbildung B.1: Legendre-Polynome Pn; n = 0; 1; : : : ; 5 (grau fur n gerade, schwarz fur n unge-
rade)
a) Legendre-Polynome sind orthogonal in L2():
Z 1
 1
Pm(x)  Pn(x) dx = 0 fur n;m 2 IN ; n 6= m:






; n 2 IN [ f0g: (B.1)
c) Symmetrie:
Pn(x) = ( 1)nPn( x); n 2 IN : (B.2)
d) Bestimmte Funktionswerte:
Pn( 1) = ( 1)n; P2n(0) = 0; Pn(1) = 1; jPn(x)j < 1; x 2 ( 1; 1); n 2 IN : (B.3)




( 1)n 1n(n+ 1); P 0n(1) =
1
2
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g) Identitaten fur Legendre-Polynome und ihre Ableitungen. Es gilt fur alle x 2 [ 1; 1]:






+ n(n+ 1)Pn(x) = 0; (B.7)
xP 0n(x)  P 0n 1(x)  nPn(x) = 0; (B.8)
P 0n(x)  xP 0n 1(x)  nPn 1(x) = 0; (B.9)
(1  x2)P 00n (x)  2xP 0n(x) + n(n+ 1)Pn(x) = 0; (B.10)
(1  x2)P 00n (x) + (n  1)xP 0n(x)  (n+ 1)P 0n 1(x) = 0; (B.11)
(1  x2)P 00n 1(x)  (n+ 1)xP 0n 1(x) + (n  1)P 0n(x) = 0; (B.12)
n(Pn 1(x)  xPn(x))  (1  x2)P 0n(x) = 0; (B.13)
n(xPn 1(x)  Pn(x))  (1  x2)P 0n 1(x) = 0: (B.14)
h) Summen von Legendre-Polynomen:
nX
j=0
(2j + 1)  Pj(x) = (n+ 1)
Pn(x)  Pn+1(x)
1  x : (B.15)





2 dx = n(n+ 1); n 2 IN [ f0g: (B.16)
Beweis: a) Siehe Freud (1969), Seite 39.
b) Siehe Freud (1969), Seite 39.
c) Siehe Szego (1959), Seite 59.
d) Siehe Szego (1959), Seite 58f, Formel (4.21.7) auf Seite 63 und Seite 162.
e) Siehe Koepf (1998), Seite 1 sowie nachfolgende Diskussion.
f) Siehe Szego (1959), Seite 121.
g) In Szego (1959) ndet sich der Beweis von (B.7) auf Seite 61, von (B.6), (B.8) und (B.9) auf
Seite 85, von (B.10) auf Seite 60f. Die Aussage (B.11) ergibt sich durch Kombination von (B.8)
und (B.10), die Aussage (B.12) durch Kombination von (B.9) und (B.10), die Aussagen (B.13) und
(B.14) durch Kombination von (B.8) und (B.9).
h) Siehe Szego (1959), Seite 83, Formel (4.7.18).
i) Beweis durch vollstandige Induktion.
Der Induktionsanfang fur n = 0 und n = 1 ist klar.
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2 dx+ 2(2n  1)
Z 1
 1





n 2(x) ein Polynom vom Grade n  3 ist und sich als Linearkombination von P0; P1; : : : ; Pn 3




n 2(x)Pn 1(x) dx = 0 ist. Mit der Induktionsvoraussetzung




2 dx = (n  2)(n  1) + 2(2n  1) = n(n+ 1):
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