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Abstract. The neighbourhood of the largest eigenvalue λmax in the Gaussian unitary en-
semble (GUE) and Laguerre unitary ensemble (LUE) is referred to as the soft edge. It is
known that there exists a particular centring and scaling such that the distribution of λmax
tends to a universal form, with an error term bounded by 1/N2/3. We take up the problem
of computing the exact functional form of the leading error term in a large N asymptotic
expansion for both the GUE and LUE — two versions of the LUE are considered, one with
the parameter a fixed, and the other with a proportional to N. Both settings in the LUE case
allow for an interpretation in terms of the distribution of a particular weighted path length
in a model involving exponential variables on a rectangular grid, as the grid size gets large.
We give operator theoretic forms of the corrections, which are corollaries of knowledge of
the first two terms in the large N expansion of the scaled kernel, and are readily computed
using a method due to Bornemann. We also give expressions in terms of the solutions of
particular systems of coupled differential equations, which provide an alternative method of
computation. Both characterisations are well suited to a thinned generalisation of the original
ensemble, whereby each eigenvalue is deleted independently with probability (1− ξ). In the
final section, we investigate using simulation the question of whether upon an appropriate
centring and scaling a wider class of complex Hermitian random matrix ensembles have their
leading correction to the distribution of λmax proportional to 1/N2/3.
1. Introduction
In applications of random matrices, one often comes across the statement that the
matrices should be large and scaled. For example, in relation to the Riemann zeros, according
to the Montgomery–Odlyzko law [33] the relevant matrices are complex Hermitian of a
large size and bulk scaled. In applications to quantum spectra with time reversal symmetry,
it is large sized bulk scaled real symmetric matrices which are relevant; see e.g. [5]. For
growth models on curved interfaces in the KPZ class, large complex Hermitian matrices of
a large size are again relevant, but now with soft edge scaling [42].
As first noticed by Dyson [13], applications of random matrices requiring complex
Hermitian matrices can often be reformulated to involve instead complex unitary matrices
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U ∈ U(N). In the case of the Riemann zeros, this has been shown by Keating and Snaith [34]
to have fundamental consequences: the U(N) model permits for the quantitative prediction
of certain “finite size" effects when comparing against Odlyzko’s [38] data set (high precision
evaluation of the 1020-th Riemann zero and over 70 million neighbours). In particular, the
effective value of N required in the U(N) model was identified (it is proportional to the
logarithm of the zero number) for purposes of reproducing Odlyzko’s plot of the value
distribution of the logarithm of the Riemann zeta function along the critical line in the
neighbourhood of the 1020-th zero.
A data set beginning with the 1023-rd zero and its 109 neighbours was announced
by Odlyzko in [39]. The greater statistical accuracy inherent in this data set relative to
the original allowed for the finite size correction of the deviation of the empirical nearest
neighbour spacing distribution and the limiting random matrix distribution to be displayed.
This derivation exhibited clear structure. Bogomolny and collaborators [4] took up the
task of predicting its functional form. Consistent with the work of Keating and Snaith, a
combination of analytic and numerical evidence was presented to exhibit that the U(N)
model again correctly accounts for the derivation.
A problem left open from [4], and addressed in [21, 9] was the analytic specification of
the correction term r2(0; s) in the large N expansion
pU(N)(0; s) = p2(0; s) +
1
N2
r2(0; s) + · · · (1.1)
Here pU(N)(0; s) denotes the consecutive eigen-angle spacing distribution for Haar dis-
tributed unitary random matrices, with the angles rescaled to have mean spacing unity.
On the RHS the quantity p2(0; s) — where the subscript “2” is the beta label from Dyson’s
three fold way [15] in the absence of time reversal symmetry — is the limiting distribution.
Pioneering work in random matrix theory due to Mehta [37] and Gaudin [25] paved the
way for Dyson [14] to obtain the Fredholm determinant formula
p2(0; s) =
d2
ds2
det(I−Ks), (1.2)
where Ks is the integral operator on 90, s) with kernel
K(x, y) =
sinpi(x− y)
pi(x− y) .
Two decades later the Kyoto school of Jimbo et al. [28] put (1.2) in the context of the Painlevé
theory, obtaining the result
det(I− ξKs) = exp
( ∫ pis
0
σ(0)(t; ξ)
t
dt
)
, (1.3)
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where σ(0) satisfies the particular Painlevé V equation in sigma form (see e.g. [19, Ch. 8] in
relation to this class of nonlinear differential equation)
(tσ′′)2 + 4(tσ′ − σ+ (σ′)2) = 0,
with small t boundary condition
σ(0)(t; ξ) = − ξ
pi
t− ξ
2
pi2
t2 +O(t3).
An expression of the type (1.3) is referred to as a τ-function, in the sense of the Kyoto school.
It was shown in [21] that analogous to p2(0; s), r2(0; s) permits both a Fredholm (operator
theoretic) and differential equation characterisation. With the definition
Ω(Ks) : LS = −det(I−Ks)Tr ((I−Ks)−1Ls), (1.4)
the former reads
r2(0; s) =
d2
ds2
Ω(Ks) : LS,
while the latter involves a second order linear homogenous equation with coefficients given
in terms of σ(0) .
For the U(N) ensemble, the task of determining the functional form of a number of other
spacing–type distributions was also undertaken in [21, 9], again motivated by a statistical
analysis of Odlyko’s data set. As remarked in the opening paragraph, there are a number of
applications in random matrix theory relating to distributions in both the bulk and edge
scaling regimes; §4.3 details one example of the latter involving the length of a weighted
path in a particular directed growth model. In the soft edge scaling regime, the specification
of the analogue of r2(0; s) in (1.1) cannot be found in the earlier random matrix literature,
although it is known that upon appropriate scaling and centring, the correction term for a
wide class of classical random matrix ensemble is proportional to 1/N2/3 [16, 31, 32, 36]. We
obtain characterisations of the precise functional form of this leading correction term for the
GUE and LUE, and for the LUE consider both the case of the parameter a fixed independent
of N, and when a is proportional to N. One characterisation is operator theoretic, and the
other involves coupled differential equations. Both are suited to numerical computation,
and allow too for a generalisation whereby each eigenvalue is deleted independently with
probability (1− ξ). In the final section, an investigation using simulation of the distribution
of the largest eigenvalue of a non-classical ensemble after subtraction of the leading form is
made from the viewpoint of observing a 1/N2/3 correction.
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2. Operator theoretic formulae
2.1. Expansion of Fredholm determinants. Up to normalisation, the eigenvalue PDF of
the GUE and LUE have the functional form (see e.g. [19, 5.4.1])
N
∏
l=1
w(xl) ∏
16j<k6N
(xk − xj)2, (2.1)
where, with χT = 1 if T is true, χT = 0 otherwise,
w(x) =
e−x
2
, GUE
xae−xχx>0, LUE.
(2.2)
Let {pn(x)}n=0,1,... be the set of monic orthogonal polynomials associated with w(x),∫ ∞
−∞
w(x)pm(x)pn(x)dx = hnδm,n. (2.3)
With Hn(x), Lan(x) denoting the Hermite and Laguerre polynomials, one has
pn(x) =
2−nHn(x)(−1)nn!Lan(x) , hn =
pi1/22−nn!n!Γ(a + n + 1) (2.4)
for the GUE and LUE respectively.
A fundamental property of the PDF (2.1) is that it specifies a determinantal point process.
As such the general k-point correlation function is determined by a so-called kernel function
KN(x, y) of just two variables according to
ρ(k)(x1, ..., xk) = det[KN(xi, xj)]i,j=1,...,k. (2.5)
Moreover, the kernel function is given in terms of the orthogonal polynomials by
KN(x, y) = (w(x)w(y))
1/2
N−1
∑
n=0
pn(x)pn(y)
hn
=
(w(x)w(y))1/2
hN−1
pN(x)pN−1(y)− pN−1(x)pN(y)
x− y , (2.6)
with the equality in the second line known as the Christoffel-Darboux summation formula.
Let J be a domain within the support of (2.1) and denote by EN(0; J) the probability that
J contains no eigenvalues. A fundamental corollary of the determinantal formula (2.5) is
the operator theoretic determinant formula (see e.g. [19, Prop. 5.2.1 and 5.2.2])
EN(0; J) = det(I−KN,J), (2.7)
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where I is the identity operator and KN,J is the integral operator supported on J with kernel
(2.6).
We specialise now to the semi-infinite interval J = (s,∞), so that EN(0; J) is the prob-
ability that all eigenvalues are less than or equal to s. For a soft edge scaling, we want to
furthermore choose the origin of the scaling variable, t say, so that t = 0 corresponds to
the leading order boundary of the support of the eigenvalues, and that spacing between
eigenvalues at the edge is of order unity in the variable t. This is achieved by the change of
variables [18]
s = st =

√
2N + t/
√
2N1/6
4N + 2a + 2(2N)1/3t
(2.8)
for the GUE and LUE respectively. The PDF of the largest soft edge scaled eigenvalue is
then
pN(t) =
d
dt
det(I−KN,(st,∞)). (2.9)
As an extension of the above setting, suppose each eigenvalue is deleted independently
with probability (1− ξ), where 0 < ξ 6 1. This process is referred to as thinning. It has
attracted a lot of recent attention in the random matrix theory literature [20, 21, 9, 11, 3, 35,
10], after having been introduced over a decade earlier by Bohigas and Pato [6]. With pξN(t)
denoting the PDF of the corresponding largest eigenvalue, the formula (2.9) has the simple
generalisation
pξN(t) =
d
dt
det(I− ξKN,(st,∞)). (2.10)
For both the GUE and LUE (with a fixed independent of N), the first two terms in the
large N expansion of the soft edge scaled correlation kernel are known explicitly, as is a
bound on the remainder [12]. We state this result next, then proceed to show how it can be
used to expand (2.9) for large N up to and including the first correction.
Proposition 1. (Choup [12]) Consider the GUE and LUE with a fixed. Specify the correlation kernel
KN(x, y) by (2.6) with quantities there given by (2.2) and (2.4). Replace x and y by the soft edge
scaling variables sx and sy (2.8).
For large N one has(
∂sx
∂x
)
KN(sx, sy) = K(x, y) +
1
N2/3
L(x, y) +O
(
1
N
)
O(e−x−y) (2.11)
where
K(x, y) =
Ai(x)Ai′(y)−Ai′(x)Ai(y)
x− y (2.12)
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and
L(x, y) =

1
20
[
(x + y)Ai′(x)Ai′(y)− (x2 + xy + y2)Ai(x)Ai(y)
+
3
2
(Ai′(x)Ai(y) +Ai(x)Ai′(y))
]
,
GUE,
21/3
10
[
(x2 + xy + y2)Ai′(x)Ai′(y)− (x2 + xy + y2)Ai(x)Ai(y)
+
3
2
(Ai′(x)Ai(y) +Ai(x)Ai′(y))
]
,
LUE.
(2.13)
Corollary 2. Let KN(st,∞) be the integral operator on (st,∞) with kernel (2.6) in the Gaussian or
Laguerre case, st denoting the soft edge scaled variable (2.8). Let K(t,∞) denote the integral operator
on (t,∞) with kernel (2.12), and L(t,∞) denote the integral operator on (t,∞) with kernel (2.13).
Define Ω(ξK(t,∞)) : ξL(t,∞) according to (1.4). We have
det(1− ξKN(st,∞)) = det(1− ξK(t,∞)) +
1
N2/3
Ω(ξK(t,∞)) : ξL(t,∞) +O
(
1
N
)
(2.14)
and thus
pξN(t) = p
ξ
0,∞(t) +
1
N2/3
pξ1,∞(t) +O
(
1
N
)
(2.15)
with
pξ0,∞(t) =
d
dt
det(1− ξK(t,∞)) (2.16)
and
pξ1,∞(t) =
d
dt
Ω(ξK(t,∞)) : ξL(t,∞). (2.17)
Proof. In [9] an analogous result was established except in a setting that the interval J was
bounded. In the present setting, after scaling J is the semi-infinite interval (t,∞). But the
fast decay of K(x, y), L(x, y) and of the remainder in (2.11) compensate for this, allowing
the reasoning from [9] to again be applied to deduce (2.14). 
2.2. Numerical evaluations. Bornemann [8, 7] has shown how to carry out the numerical
evaluation of det(I−KJ) with exponentially fast convergence in all cases that K(x, y) is
analytic in a neighbourhood of J. Extension of these ideas to allow for the computation of
Ω(K) : L was given subsequently in [9].
The method relies on a quadrature rule∫
J
f (x)dx ≈
n
∑
j=1
f (xj)wj
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with positive weights wj. Data from the quadrature rule is used to construct the Nyström
matrix
Kw =
(
K(xj, xk)wk
)n
j,k=1 .
This provides an approximation to the original Fredholm determinant
det(I− ξK) ≈ det(I− ξKw)
with the sought fast convergence properties. In the case of ξΩ(K) : ξL, the Nyström
matrices for both K and L are required, and the approximation [9]
Ω(ξK) : ξL ≈ −det(I− ξKw)Tr
(
(I− ξKw)−1ξLw
)
exhibits fast convergence properties.
For the soft edge scaled GUE and LUE the operator K(t,∞) in (2.16) has the same kernel
(2.12) and thus
pξ,GUE0,∞ (t) = p
ξ,LUE
0,∞ (t),
which is an example of the soft edge universality. However the kernel L(x, y) (2.13) speci-
fying the operator L(t,∞) in (2.17) is different in the two cases, and so the functional forms
pξ,GUE1,∞ (t) and p
ξ,LUE
1,∞ (t) will be distinct.
In Figures 2.1 and 2.2 we have used Bornemann’s method outlined above together with
the formulas (2.7), (2.6), (2.9) – all using the soft edge scaled variables (2.8) – (2.16) and
(2.12) to compute
N2/3
(
pξN(s)− pξ0,∞(s)
)
(2.18)
for the soft edge scaled GUE and LUE with particular ξ (the necessary derivatives are
calculated using a central difference approximation). Superimposed are the functional forms
pξ1,∞(s) in the respective cases, calculated by applying Bornemann’s method to (2.17), with
kernels corresponding to K(t,∞) and L(t,∞) given by (2.12) and (2.13) respectively. Observe
that while the general shapes always agree, in both the GUE and LUE plots there can
systematic deviations between the two curves for certain ranges of s values. This is to be
expected, as (2.18) contains all the lower order corrections, not just pξ1,∞(s).
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Figure 2.1. GUE. Solid line is pξ,G1,∞(s), dots are the scaled difference (2.18).
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(b) ξ = 0.6
Figure 2.2. LUE with a = 1. Solid line is pξ,L1,∞(s), dots are the scaled differ-
ence (2.18).
3. Characterisation in terms of differential equations
3.1. Soft edge GUE. For the N×N GUE, in addition to the operator theoretic formula (2.9),
one has the τ-function expression [45, 22]
det
(
I− ξKGUEN,(s,∞)
)
= exp
(
−
∫ ∞
s
UGN(x; ξ)dx
)
, (3.1)
where UGN is the solution of the particular σ-form of the Painlevé IV differential equation
(σ′′)2 − 4(xσ′ − σ)2 + 4(σ′)2(σ′ + 2N) = 0, (3.2)
subject to the boundary condition
UGN(x; ξ) ∼x→∞ ξK
G
N(x, x). (3.3)
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Introducing the GUE soft edge change of variables x = xy as specified by (2.8) permits
us to expand
1√
2N1/6
UGN
(√
2N +
y√
2N1/6
)
= σG0 (y) +
1
N2/3
σG1 (y) +O
(
1
N
)
(3.4)
and so obtain a differential equation characterisation of σG0 and σ
G
1 , which in turn can be
used to specify pξ,GUE1,∞ . This is the same general strategy as that used in [21] to obtain a
differential equation characterisation of r2(0; s) in the large N expansion (1.1).
The boundary conditions in the differential equation characterisation make use of the
soft edge scaled expansion of (3.3). First, as a point of interest we note from (2.5) that
KN(x, x) = ρGN(x), with ρ
G
N(x) denoting the spectral density. For its large N expansion with
the soft edge scaling variable x = xy we can make use of (2.11)–(2.13) to deduce (see [24] for
a direct computation)
1√
2N1/6
ρGN
(√
2N +
y√
2N1/6
)
= ρG0,∞(y) +
1
N2/3
ρG1,∞(y) +O
(
1
N
)
, (3.5)
where
ρG0,∞(y) =
(
Ai′(y)
)2 − y (Ai(y))2
ρG1,∞(y) = −
1
20
(
3y2 (Ai(y))2 − 2y (Ai′(y))2 − 3Ai(y)Ai′(y)) .
Proposition 3. Consider the expansion (2.15) for the GUE. Define σG0 = σ
G
0 (y; ξ) as the solution
of the particular σ-form Painlevé II equation
(σ′′)2 + 4σ′((σ′)2 − yσ′ + σ) = 0 (3.6)
subject to the boundary condition
σG0 (y; ξ) ∼y→∞ ξρ
G
0,∞(y). (3.7)
Define σG1 = σ
G
1 (y; ξ) as the solution of the second order linear differential equation
A(y)σ′′ + B(y)σ′ + C(y)σ = D(y), (3.8)
where, with σ0 := σG0 as specified above
A(y) = 2σ′′0 (y)
B(y) = 12(σ′0(y))2 − 8yσ′0(y) + 4σ0(y)
C(y) = 4σ′0(y)
D(y) = (σ0(y))2 − 2yσ0(y)σ′0(y) + y2(σ′0(y))2, (3.9)
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subject to the boundary condition
σ
(G)
1 (y; ξ) ∼y→∞ ξρ
G
1,∞(y). (3.10)
Then, with the symbol y used in place of t as used in (2.15),
pξ,G0,∞(y) = σ
G
0 (y; ξ) exp
(
−
∫ ∞
y
σG0 (t; ξ)dt
)
pξ,G1,∞(y) = −σG0 (y; ξ)
(∫ ∞
y
σG1 (t; ξ)dt
)
× exp
(
−
∫ ∞
y
σG0 (t; ξ)dt
)
+ σG1 (y; ξ) exp
(
−
∫ ∞
y
σG0 (t; ξ)dt
)
. (3.11)
Proof. As already commented, to obtain the characterisation of σG0 and σ
G
1 we introduce the
soft edge scaled y into (3.2) by the change of variables x = xy, then we expand the solution
of interest UGN according to (3.4). The coupled differential equations (3.6), (3.8) then result
by equating the first two leading orders in N. For the boundary conditions (3.7) and (3.10),
we multiply both sides of (3.3) by (1/
√
2N1/6) then substitute (3.5) on the RHS and (3.4) on
the LHS. Equating like powers of N, (3.7), (3.10) result.
It follows from (2.9), (3.1) and (3.4) that
pξN(y) =
d
dy
exp
(
−
∫ ∞
y
σG0 (t; ξ)dt−
1
N2/3
∫ ∞
y
σG1 (t; ξ)dt +O
(
1
N
))
. (3.12)
Expanding the RHS to order 1/N2/3 allows pξ,G0,∞(y), p
ξ,G
1,∞(y) to be read off in accordance
with (2.15) with the expressions (3.11) so being obtained. 
3.2. Soft edge LUE. The analogue of (3.1) for the LUE is the τ-function formula [45, 23]
det(I− ξKLUEN,(s,∞)) = exp
(
−
∫ ∞
s
ULN(x; ξ)
dx
x
)
, (3.13)
where ULN is the solution of the particular σ-form of the Painlevé V equation
(xσ′′)2 − (σ− xσ′ + 2(σ′)2 + (a + 2N)σ′)2 + 4(σ′)2(σ′ + N)(σ′ + a + N) = 0, (3.14)
subject to the boundary condition
1
x
ULN(x; ξ) ∼x→∞ ξK
L
N(x, x). (3.15)
According to (2.8), the appropriate soft edge change of variables in (3.14) is
x = xy = 4N + 2a + 2(2N)1/3y.
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The large N expansion of (3.13) is obtained by expanding
2(2N)1/3
ULN(xy; ξ)
xy
= σL0 (y) +
1
N2/3
σL1 (y) +O
(
1
N
)
. (3.16)
Equating leading powers of N in (3.14) with this change of variables and expansion gives a
coupled set of differential equations for σL0 and σ
L
1 . For the boundary condition, (2.5) tells
us that KLN(x, x) = ρ
L
N(x), with ρ
L
N(x) denoting the spectral density. From the Laguerre case
of (2.11)
2(2N)1/3ρLN(xy) = ρ
L
0,∞(y) +
1
N2/3
ρL1,∞(y) +O
(
1
N
)
, (3.17)
where
ρL0,∞(y) = ρ
G
0,∞(y) =
(
Ai′(y)
)2 − y (Ai(y))2
ρL1,∞(y) =
21/3
10
(
3y2 (Ai(y))2 − 2y (Ai′(y))2 + 2Ai(y)Ai′(y)) . (3.18)
With knowledge of this expansion we have all necessary information to deduce the Laguerre
analogue of Proposition 3.
Proposition 4. Consider the expansion (2.15) for the LUE with a fixed independent of N. Set
σL0 (y; ξ) = σ
G
0 (y; ξ) where σ
G
0 (y; ξ) is specified by (3.6) and (3.7). Define σ
L
1 as the solution of
the second order linear differential equation (3.8) with A(y), B(y), C(y) as in (3.9) but with D(y)
replaced by
DL(y) = −24/3 (2yσ0σ′0 − 3y2(σ′0)2 + 2σ0(σ′0)2 + 4y(σ′0)3 + σ′0σ′′0 + y(σ′′0 )2) . (3.19)
The solution σL1 is chosen subject to the boundary
σL1 (y) ∼y→∞ ξρ
L
1,∞(y). (3.20)
The final formulas (3.11) of Proposition 3 remain true for the Laguerre case with all superscripts G
replaced by L.
3.3. Differential equations for the spectral density. Substituting (3.3) in (3.2) and equating
terms of order ξ2 tells us that the spectral density ρGN satisfies the nonlinear differential
equation
(σ′′)2 − 4(xσ′ − σ)2 + 8N(σ′)2 = 0. (3.21)
We note that differentiating with respect to x and cancelling a factor of 2σ′′ transforms this
to the third order linear differential equation
σ′′′ − 4x(xσ′ − σ) + 8Nσ′ = 0. (3.22)
This latter characterisation of ρGN is in fact known from earlier work [26, 27, 46].
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Analogous reasoning holds for ρLN . Thus we substitute (3.15) in (3.14) and equate terms of
order ξ2 to conclude that the spectral density times x, xρLN , satisfies the nonlinear differential
equation
(xµ′′)2 − (µ− xµ′ + (a + 2N)µ′)2 + 4N(a + N)(µ′)2 = 0. (3.23)
Differentiating with respect to x and cancelling a factor of 2µ′′ we obtain from this the third
order linear differential equation
x2µ′′′ + xµ′′ − (µ− xµ′ + (a + 2N)µ′) (a + 2N − x) + 4N(a + N)µ′ = 0. (3.24)
Writing µ = xσ it follows that ρLN itself satisfies the third order linear differential equation
x3σ′′′ + 4x2σ′′ − x (x2 − 2(2N + a)x + a2 − 2) σ′ + ((2N + a)x− a2) σ = 0. (3.25)
Like (3.22) in relation to ρGN , this characterisation of ρ
L
N is in fact known from earlier work
[26, 1, 44].
3.4. Numerical computations using the coupled differential equations. In the study [43]
it was shown how a Painlevé transcendent characterisation of pξ0,∞(y) for ξ = 1 equivalent
to that given in Proposition 3 could be used to achieve high precision numerical evaluation.
In addition to extending the accuracy of the boundary condition (3.7) to the next order, the
method made use of nested power series solutions, with overlapping radii of convergence.
Extending the accuracy of the boundary conditions is straightforward. For example, in
the GUE case (3.7) is to be extended to read
σG0 (y; ξ) ∼y→∞ ξK(y, y)− ξ
2
∫ ∞
y
(K(y, x))2 dx, (3.26)
where K(x, y) is given by (2.12), and similarly (3.10) is to be extended to read
σ
(G)
1 (y; ξ) ∼y→∞ ξL
G(y, y)− ξ2
∫ ∞
y
(LG(y, x))2 dx. (3.27)
These extensions follow from the fact that the extension of the boundary condition (3.3) is
UGN(x; ξ) ∼t→∞ ξK
G
N(x, x)− ξ2
∫ ∞
y
(KGN(y, x))
2 dx, (3.28)
which in turn is a corollary of (3.1), the expansion (see e.g. [19, Eq. (9.1)])
det
(
I− ξKGUEN,(s,∞)
)
= 1− ξ
∫ ∞
s
ρ(1)(x) dx +
ξ2
2
∫ ∞
s
∫ ∞
s
ρ(2)(x1, x2) dx1dx2 + · · ·
and the determinantal formula (2.5).
With the boundary conditions so extended, we found that using commercial DE solving
software gave agreement, to graphical accuracy at least, with the operator formulae com-
puted using Bornemann’s method for ξ = 1 over the full range of s values considered, but
FINITE SIZE CORRECTIONS IN THE GUE AND LUE 13
in the cases ξ < 1 there was typically a (negative) value of s, occurring at a turning point,
for which the DE solver started tracking the wrong solution; see Figures 3.3 and 3.4.
-4 -2 2
-0.06
-0.05
-0.04
-0.03
-0.02
-0.01
(a) ξ = 0.3
-4 -2 2
-0.04
-0.03
-0.02
-0.01
0.01
(b) ξ = 0.6
Figure 3.3. GUE. Solid line is pξ,G1,∞(s) as computed using the coupled DEs,
dashed line is the operator formula for pξ,G1,∞(s) computed using Bornemann’s
method, dots are the scaled difference (2.18).
-4 -2 2
0.05
0.10
0.15
(a) ξ = 0.3
-4 -2 2
-0.05
0.05
0.10
0.15
(b) ξ = 0.6
Figure 3.4. LUE. Solid line is pξ,L1,∞(s), as computed using the coupled DEs,
dashed line is the operator formula for pξ,L1,∞(s) computed using Bornemann’s
method, dots are the scaled difference (2.18).
4. LUE with a proportional to N
4.1. Expansion of the kernel and operator theoretic formulae. Suppose in the LUE weight
(2.2) that a is replaced by αN, with α fixed. A well defined soft edge state results by
introducing the scaling variable [30]
st,α = N(
√
1+ α+ 1)2 + N1/3(
√
1+ α+ 1)
( 1√
1+ α
+ 1
)1/3
t. (4.1)
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However, the analogue of Proposition 1 for this setting is not in the existing literature. Our
first task then is to derive such a formula.
Proposition 5. Let st,α be given by (4.1). We have(∂st,α
∂t
)
KN(sx,α, sy,α) = K(x, y) +
1
N2/3
Lα(x, y) +O
(
1
N
)
, (4.2)
where K(x, y) is given by (2.12) and
Lα(x, y) = − α
2(1+ α+
√
1+ α)1/3
32(1+ α)5/6(1+
√
1+ α)3
(x2 + y2)2
(
Ai(x)Ai′(y)−Ai′(x)Ai(y))
x− y
+
1
160(1+ α)2/3(1+
√
1+ α)2/3(x− y)
(
− 8(2+ α− 6√1+ α)(x3 − y3)Ai(x)Ai(y)
+
(
4(6+ 2
√
1+ α+ 3α)(x− y)− 5(√1+ α− 1)2(x2 + y2)2
)
Ai(y)Ai′(x)
+
(
4(6+ 2
√
1+ α+ 3α)(x− y) + 5(√1+ α− 1)2(x2 + y2)2
)
Ai(x)Ai′(y)
+ 8(2+ α− 6√1+ α)(x2 − y2)Ai′(x)Ai′(y)
)
. (4.3)
Proof. We adapt the method used in [24] to deduce Proposition 1 in the case x = y. The
starting point is the scaled variant of (2.6)
4KN(4Nx, 4Ny) =
(wN(x)wN(y))1/2
N‖piN−1‖2
piN(x)piN−1(y)− piN−1(x)piN(y)
x− y , (4.4)
where
wN(x) = xαN exp(−4Nx) (4.5)
and piN+j−1 are scaled monic Laguerre polynomials with the integral representation
piN+j−1(x) = (−1)N+j−1cj(N)
∮ dz
2pii
e−2Nzx
(z + 2)N(1+α)
zN+1
(
1
z
+
1
2
)j−1
cj(N) =
(N + j− 1)!
(2N)N+j−1
. (4.6)
The contour above is oriented positively and encircles the origin but avoids enclosing the
point z = −2. Substituting in (4.4) gives the double integral expression
4KN(4Nx, 4Ny) =
c0(N)c1(N)
N‖piN−1‖2
(wN(x)wN(y))1/2
x− y JN(x, y), (4.7)
where
JN(x, y) =
∮ dz1
2pii
∮ dz2
2pii
eNS(z1,x)+NS(z2,y)G(z1, z2) (4.8)
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and
S(z, x) = −2zx− log z + (1+ α) log(1+ z/2)
G(z1, z2) =
(
1+
z1
2
)−1 (
1+
z2
2
)−1 ( z1 − z2
z1z2
)
.
Here, the function S(z, x) has two saddle points that coalesce to the same point
z0 = − 2√
1+ α+ 1
(4.9)
when x = 14 (
√
1+ α+ 1)2.
Defining
ŝt,α = st,α/4N, b =
(
1√
1+ α
+ 1
)(√
1+ α+ 1
2
)3
,
S(z) = S
(
z,
1
4
(
√
1+ α+ 1)2
)
, ĴN(x, y) = JN(ŝx,α, ŝy,a),
and deforming the contour in (4.8) in the same manner as described in [24]
ĴN(x, y)
.
=
∫
C
dz1
2pii
exp(NS(z1)− b1/3N1/3z1x)
∫
C
dz2
2pii
exp(NS(z2)− b1/3N1/3z2y)G(z1, z2),
(4.10)
where C is the contour consisting if two rays of unit length starting at z = e−ipi/3 + z0 then
moving to z = z0 and ending at z = eipi/3 + z0. The symbol
.
= is used to denote that a
remainder term exponentially small in N has been ignored. Since S(z) is analytic on C, it
admits a power series expansion about the point z = z0
S(z) = S(z0) +
b
3
(z− z0)3 + (z− z0)
3
3
ϕ(z− z0), (4.11)
where
ϕ(t) =
∞
∑
k=4
S(k)(z0)
S(3)(z0)
3!
k!
tk−3. (4.12)
Substituting (4.12) into (4.10) and then taking the change of variables t = z− z0, C → B
shows
ĴN(x, y)
.
= e−b
1/3 N1/3z0(x+y)+2N<[S(z0)]
×
∫
B
dt1
2pii
exp(bN
t31
3
− b1/3N1/3t1x)
∫
B
dt2
2pii
exp(bN
t32
3
− b1/3N1/3t2y)
× G(t1 + z0, t2 + z0)ebN
t31
3 ϕ(t1)+bN
t32
3 ϕ(t2). (4.13)
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If we now define the integral operator
Et,x =
∫
B
dt
2pii
exp(bN
t3
3
− b1/3N1/3tx)
then for b > 0 and 0 < β < 1/3,
Et,xtm = (−1)mb−(m+1)/3N−(m+1)/3[Ai(m)(x) +O(e−βbN)].
This is immediate from the contour integral expression of the Airy function after the change
of variables z = (bN)1/3t. It allows us to expand the integral component (4.13) as
NEt1,xEt2,yF(λ1,λ2, t1, t2) = c0(x, y) +
1
N1/3
c1(x, y) +
1
N2/3
c2(x, y) +O
(
1
N
)
, (4.14)
where
F(λ1,λ2, t1, t2) = G(t1 + z0, t2 + z0)eλ1ϕ(t1)+λ2ϕ(t2) (4.15)
and the functions N−m/3cm(x, y) can be computed from the formula
cm(x, y) =
m+1
∑
k=0
1
k!(m + 1− k)! NEt1,xEt2,yt
k
1t
m+1−k
2
∂k
∂sk1
∂m+1−k
∂sm+1−k2
F(λ1,λ2, s1, s2)
∣∣∣∣
s1,s2=0,λi=bN
t3i
3
.
(4.16)
For the unaccounted factors,
c0(N)c1(N)
‖piN−1‖2 (wN(ŝx,α)wN(ŝy,a))
1/2e−b
1/3 N1/3z0(x+y)+2N<[S(z0)]
= N
√
1+ a
2
(
1− α
4N1/3
(1/
√
1+ α+ 1)2/3
(
√
1+ α+ 1)2
(x2 + y2)
+
α2
32N2/3
(1/
√
1+ α+ 1)4/3
(
√
1+ α+ 1)4
(x2 + y2)2 +O
(
1
N
))
= N
(
g0(x, y) +
1
N1/3
g1(x, y) +
1
N2/3
g2(x, y) +O
(
1
N
))
. (4.17)
Combining the results (4.14), (4.15), (4.17) gives
(bN)1/3KN(sx,α, sy,α) =
1
x− y
(
g0(x, y)c0(x, y) + [g0(x, y)c1(x, y) + g1(x, y)c0(x, y)]
1
N1/3
+ [g0(x, y)c2(x, y) + g1(x, y)c1(x, y) + g2(x, y)c0(x, y)]
1
N2/3
+O
(
1
N
))
. (4.18)
With the assistance of computer algebra, the first term in (4.18) is the Airy kernel (2.12), the
second term vanishes and the third term is (4.3). 
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Remark 6. (a) Setting α = 0, (4.3) reduces to (2.13). (b) Setting a = αN in (3.25) and expanding(∂st,α
∂t
)
ρN(sy,α) = ρ0,∞(y; α) +
1
N2/3
ρ1,∞(y; α) + · · ·
shows that ρ1,∞(y; α) satisfies the third order linear DE(
1√
1+ α
+ 1
)2/3
(1+ α)(ρ′′′1 − 4yρ′1 + 2ρ1)
= −√1+ α(3yρ′′′0 + 4ρ′′0 − 6y2ρ′0) + (2+ α)(y2ρ′0 − yρ0). (4.19)
But ρ1,∞(y; α) = Lα(x, x) as specified in (4.3). Indeed, with the aid of computer algebra, this
can be checked to satisfy (4.19). A further point of interest is that this procedure also exhibits
that ρ0 satisfies a third order linear differential equation, with the same homogeneous part
as in (4.19).
Corollary 2 again applies, now with L(t,∞) denoting the integral operator on (t,∞) with
kernel (4.3). And the operator theoretic formulae therein can be computed with Bornemann’s
method as detailed in §2.2. Some examples are given in Figures 4.5a and 4.5b.
-4 -2 2
-0.2
-0.1
0.1
0.2
0.3
(a) α = 0.5, ξ = 1
-4 -2 2
-0.10
-0.05
0.05
0.10
0.15
(b) α = 5, ξ = 1
Figure 4.5. [Colour-on-line] The solid (blue) curve is the correction term
derived from Bornemann’s method, while the dots (red) are the scaled
difference (2.18).
4.2. Coupled differential equations. A characterisation in terms of coupled differential
equations is also possible. Starting with (3.13), this is obtained by expanding(∂st,α
∂t
)UL(xy,α; ξ)
xy,α
= σL,α0 (y) +
1
N2/3
σL,α1 (y) +O
( 1
N
)
,
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where st,α, xy,α are defined as is consistent with (4.1). Noting too that as a corollary of (4.2),
(∂st,α
∂t
)
ρLN(xy,α) = ρ
L
0,∞(y) +
1
N2/3
ρL,α1,∞(y) +O
( 1
N
)
,
and ρL,α1,∞(y) = Lα(x, x), where ρ
L
0,∞(y) is given by (2.12), we have all the information required
to derive the analogue of Propositions 3 and 4.
Proposition 7. Consider the expansion (2.15) for the LUE with a = αN, α fixed independent of N.
Set σ0(y; ξ) = σG0 (y; ξ) where σ
G
0 (y; ξ) is specified by (3.6) and (3.7). Define σ
L,α
1 as the solution of
the second order linear differential equation (3.8) with
A(y) = 2(1+ α)σ′′0
B(y) = 4(1+ α)
(
3(σ′0)2 − 2yσ′0 + σ0
)
C(y) = 4(1+ α)σ′0
D(y) =
(
1+
1√
1+ α
)1/3{
α2
√
1+ a
(1+
√
1+ α)3
(σ0)
2 − 2(1+ α+√1+ α)yσ0σ′0
+
1
α
(
−8+ 8√1+ α− 7α+ α2 + 9α√1+ α
)
y2(σ′0)2
− 4(1+ α)
1+
√
1+ a
(
2σ0(σ′0)2 + σ′0σ′′0 + y(σ′′0 )2 + 4y(σ′0)3
) }
.
The solution σL,α1 is to be chosen subject to the boundary condition
σL,α1 (y) ∼y→∞ ξLα(y, y).
The final formulas of Proposition 3 remain true with all superscripts G replaced by L, α.
In Figures 4.6a and 4.6b we plot some graphs obtained from solving the coupled differ-
ential equations of Proposition 7 in the case ξ = 1.
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Figure 4.6. [Colour-on-line] The solid (blue) curve is the correction term
derived from the Painlevé equations. The dashes (in orange) are the correction
term derived from Bonrnemann’s method. The dots (in red) are the scaled
difference (2.18).
4.3. Consequences for a particular stochastic directed path model. A point of interest in
relation to the largest eigenvalue of the LUE is that the associated gap probability shows
itself as an exact formula for a probability in a particular stochastic model on a rectangular
grid, where the observable involves a weighted path. Thus consider an N × n rectangular
grid, with n ≥ N for definiteness. Associate with each lattice site (i, j) an independent
exponential random variable xi,j of unit variance. Define
`(N, n) = max ∑
up/right
(1,1) to (N,n)
xi,j,
where “up/right (1, 1) to (N, n)" restricts the indices in the sum to form a path on the grid
which starts at (1,1), and finishes at (N, n), going along the grid in steps which go either
one step up, or one step to the right.
It is a known theorem [29, 2], using the notation defined above (2.7), that
Pr (`(N, n) ≤ s) = ELUEN (0; (s,∞)), (4.20)
where the LUE has a = n− N. In the case that N → ∞ and a fixed, the results of §2 and §3
as they relate to the LUE, and in particular the LUE analogue of (3.12), imply the explicit
form of the leading correction to the large N form of Pr (`(N, n) ≤ s), as do the results of
§4.2 for N → ∞ with n− N = αN (α fixed).
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Corollary 8. Let `(N, n) be specified as above. For N → ∞ with n− N fixed,
Pr
(
(`(N, n)− (4N + 2(n− N))/(2(2N)1/3)) ≤ s
)
= exp
(
−
∫ ∞
s
σG0 (t; 1) dt
)(
1− 1
N2/3
∫ ∞
s
σL1 (t; 1) dt +O
( 1
N
))
,
while for N → ∞ with n− N = αN (α fixed)
Pr
(
(`(N, n)− N(√1+ α+ 1)2))/(cαN1/3) ≤ s
)
= exp
(
−
∫ ∞
s
σG0 (t; 1) dt
)(
1− 1
N2/3
∫ ∞
s
σL,α1 (t; 1) dt +O
( 1
N
))
,
where
cα = (
√
1+ α+ 1)
( 1√
1+ α+ 1
+ 1
)1/3
.
5. Numerical study of the distribution of λmax for a particular Wigner matrix
The exact asymptotic analysis presented above shows that for both the GUE and LUE
models, and upon appropriate centring and scaling, the PDF for λmax has the large N form
(2.15). In this expansion, the observed universality (i.e. model independence) of the leading
term pξ=10,∞ (t) is well established in the case of Wigner matrices — see see e.g. [17] — and
sample covariance (Wishart) matrices — see e.g. [41]. Wigner matrices are random Hermitian
matrices with all entries above the diagonal identically and independently distributed with
mean zero. The GUE is an example of a Wigner matrix with Gaussian entries. Sample
covariance matrices are matrices of the form X†X, with the entries of X independent and
identically distributed with mean zero. Such matrices in the case of Gaussian entries give a
construction of the LUE; see e.g. [19, Ch. 3].
Our study has shown that the functional form of the leading correction pξ1,∞(t) is model
dependent. On the other hand, this leading correction has the same N dependence in all
cases considered, being proportional to N−2/3. One may then ask if this dependence on
N persists for a wider class of Wigner or Wishart matrices? Certainly the strategy of the
present study is no longer feasible, as beyond the Gaussian case there are no examples of
Wigner or Wishart matrices for which exact finite N formulas are available for asymptotic
analysis. To initiate a study in this direction, we use instead numerical simulation for one
class of Wigner ensemble.
The particular Wigner ensemble to be considered is constructed as Y = 12 (X + X
†),
where all entries of X are chosen independently and uniformly from the set of four values
1√
2
(±1± i). From this construction the off diagonal entries of Y have mean zero and variance
one half, as for the GUE. It is known (see e.g. [40]) that in this circumstance the largest
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Figure 5.7. [Colour-on-line] Blue points N = 50; red points N = 60. The left
figure is the difference between the histogram for the scaled variable t in (5.1)
and pξ=10,∞ (t), multiplied by N
1/3. Also shown plotted (in black) is one half
of ddt p
ξ=1
0,∞ (t).The right figure is the difference between the histogram for the
scaled variable t∗ in (5.3) and pξ=10,∞ (t), multiplied by N
2/3. The histograms
were each formed from 5× 106 samples.
eigenvalue is equal to
√
2N, and moreover from [17] that with the GUE scaling as in (2.8),
the PDF of λmax has the universal limiting form p
ξ=1
0,∞ (t). As our first investigation, for
various fixed values of N we formed a histogram of the distribution of the random variable
t =
√
2N1/6(λmax −
√
2N), (5.1)
and subtracted from the histogram pξ=10,∞ (t). It was observed that multiplying this difference
by N1/3 gave a functional form which to leading order appeared to be independent of N;
see Figure 5.7a.
So at this stage the particular Wigner ensemble under consideration is exhibiting a large
N form for the distribution of the centring and scaling of λmax (5.1) which has the first
correction term proportional to N−1/3 rather than N−2/3 as in (2.15). However, we still have
the freedom to alter the precise choice of centring and scaling. To see the possible effect,
note that in (2.15), with c a constant,
pξN(t + c/N
1/3) = pξ0,∞(t) +
c
N1/3
d
dt
pξ0,∞(t) +O
(
1
N2/3
)
. (5.2)
Thus one possible mechanism for the leading correction to be proportional to N−1/3 is that
the centring and scaling has not been chosen optimally. Furthermore, the signature of this is
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that the functional form of the leading correction is then proportional to the derivative of
the leading, universal form.
Given these considerations, we then compared our graphs with ddt p
ξ=1
0,∞ (t) and indeed
found a close resemblance, provided we multiplied the latter by one half; see Figure 5.7a.
This suggested that (5.2) holds with c = 1/2, and that introducing the scaled variable
t∗ =
√
2N1/6(λmax −
√
2N) + 1/(2N1/3), (5.3)
does indeed give a correction which is proportional to N−2/3. Evidence that this is indeed
the case is given in Figure 5.7b.
Acknowledgements
This research project is part of the program of study supported by the ARC Centre of
Excellence for Mathematical & Statistical Frontiers.
References
[1] S. Adachi, M. Toda, and H. Kubotani, Asymptotic analysis of singular values of rectangular complex matrices in
the Laguerre and fixed trace ensembles, J. Phys. A 44 (2011), 292002(8pp).
[2] J. Baik and E.M. Rains, Symmetrized random permutations, Random matrix models and their applications
(P.M. Bleher and A.R. Its, eds.), Mathematical Sciences Research Institute Publications, vol. 40, Cambridge
University Press, Cambridge, 2001, pp. 171–208.
[3] T. Bergen and M. Duits, Mesoscopic fluctuations for the thinned circular unitary ensemble, Random Matrices:
Theory Appl. 6 (2017), 1750007.
[4] E. Bogomolny, O. Bohigas, P. Leboeuf, and A.C. Monastra, On the spacing distribution of the Riemann zeros:
corrections to the asymptotic result, J. Phys. A 39 (2006), 10743–10754.
[5] O. Bohigas, Compound nucleus resonances, random matrices, quantum chaos, Recent perspectives in random
matrix theory and number theory (F. Mezzadri and N.C. Snaith, eds.), London Mathematical Society
Lecture Note Series, vol. 322, Cambridge University Press, Cambridge, 2005, pp. 147–183.
[6] O. Bohigas and M.P. Pato, Missing levels in correlated spectra, Phys. Lett. B 595 (2004), 171–176.
[7] F. Bornemann, On the numerical evaluation of distributions in random matrix theory: a review with an invitation
to experimental mathematics, Markov Processes Relat. Fields 16 (2010), 803–866.
[8] , On the numerical evaluation of Fredholm determinants, Math. Comp. 79 (2010), 871–915.
[9] F. Bornemann, P.J. Forrester, and A. Mays, Finite size effects for spacing distributions in random matrix theory:
circular ensembles and riemann zeros, Stud. Appl. Math. 138 (2017), 401–437.
[10] T. Bothner and R. Buckingham, Large deformations of the Tracy-Widom distribution I. Non-oscillatory asymptotics,
arXiv:1702.04462.
[11] C. Charlier and T. Claeys, Thinning and conditioning of the circular unitary ensemble, Mathematical Physics,
Anal. Geometry https://doi.org/10.1007/s11040-017-9250-4 (2017).
[12] L.N. Choup, Mesoscopic fluctuations for the thinned circular unitary ensemble, Int. Math. Res. Notices 2006
(2006), 61049.
[13] F.J. Dyson, Statistical theory of energy levels of complex systems I, J. Math. Phys. 3 (1962), 140–156.
FINITE SIZE CORRECTIONS IN THE GUE AND LUE 23
[14] , Statistical theory of energy levels of complex systems III, J. Math. Phys. 3 (1962), 166–175.
[15] , The three fold way. Algebraic structure of symmetry groups and ensembles in quantum mechanics, J. Math.
Phys. 3 (1962), 1199–1215.
[16] N. El Karoui, A rate of convergence result for the largest eigenvalue of complex white Wishart matrices, Ann Probab.
34 (2006), 2077–2117.
[17] L. Erdös, Universality of Wigner random matrices: a survey of recent results, Russian Math. Surveys 66 (2011),
507.
[18] P.J. Forrester, The spectrum edge of random matrix ensembles, Nucl. Phys. B 402 (1993), 709–728.
[19] , Log-gases and random matrices, Princeton University Press, Princeton, NJ, 2010.
[20] , Asymptotics of spacing distributions 50 years later, Random matrix theory, interacting particle systems
and integrable systems (P. Deift and P. Forrester, eds.), vol. 65, MSRI Publications, Berkeley, 2014, pp. 199–
222.
[21] P.J. Forrester and A. Mays, Finite-size corrections in random matrix theory and Odlykzko’s dataset for the Riemann
zeros, Proc. Roy. Soc. A 471 (2015), 20150436.
[22] P.J. Forrester and N.S. Witte, Application of the τ-function theory of Painlevé equations to random matrices: PIV,
PII and the GUE, Commun. Math. Phys. 219 (2000), 357–398.
[23] , Application of the τ-function theory of Painlevé equations to random matrices: PV, PIII, the LUE, JUE and
CUE, Commun. Pure Appl. Math. 55 (2002), 679–727.
[24] T.M. Garoni, P.J. Forrester, and N.E. Frankel, Asymptotic corrections to the eigenvalue density of the GUE and
LUE, J. Math. Phys. 46 (2005), 103301.
[25] M. Gaudin, Sur la loi limite de l’espacement des valeurs propres d’une matrice aléatoire, Nucl. Phys. 25 (1961),
447–458.
[26] F. Götze and A. Tikhomirov, The rate of convergence for spectra of GUE and LUE matrix ensembles, Cent. Eur. J.
Math. 3 (2005), 666–704.
[27] U. Haagerup and S. Thornbjornsen, Asymptotic expansions for the Gaussian unitary ensemble, Infin. Dimens.
Anal. Quan- tum Probab. Relat. Top. 15 (2012), 1250003.
[28] M. Jimbo, T. Miwa, Y. Môri, and M. Sato, Density matrix of an impenetrable Bose gas and the fifth Painlevé
transcendent, Physica 1D (1980), 80–158.
[29] K. Johansson, Shape fluctuations and random matrices, Commun. Math. Phys. 209 (2000), 437–476.
[30] I.M. Johnstone, On the distribution of the largest principal component, Ann. Stat. 29 (2001), 295–327.
[31] , Multivariate analysis and Jacobi ensembles: Largest eigenvalue, Tracy-Widom limits and rates of convergence,
Annals of Statistics, 36 2008, 2638–2716.
[32] I.M. Johnstone and Z. Ma, Fast approach to the Tracy-Widom law at the edge of GOE and GUE, Ann. Appl.
Probab., 22 2012, 1962–1988.
[33] N.M. Katz and P. Sarnak, Zeroes of zeta functions and symmetry, Bull. Amer. Math. Soc. 36 (1999), 1–26.
[34] J.P. Keating and N.C. Snaith, Random matrix theory and ζ(1/2 + it), Commun. Math. Phys. 214 (2001),
57–89.
[35] G. Lambert, Incomplete determinantal processes: from random matrix to Poisson statistics, arXiv:1612.00806.
[36] Z. Ma, Accuracy of the Tracy-Widom limits for the extreme eigenvalues in white Wishart matrices, Bernoulli 18
(2012), 322–359.
[37] M.L. Mehta, On the statistical properties of the level-spacings in nuclear spectra, Nucl. Phys. B 18 (1960),
395–419.
24 PETER J. FORRESTER AND ALLAN K. TRINH
[38] A.M. Odlyzko, The 1020th zero of the Riemann zeta function and 70 million of its neighbours, Preprint, 1989.
[39] , The 1022-nd zero of the Riemann zeta function, Dynamical, Spectral, and Arithmeitc Zeta Functions
(M. van Frankenhuysen and M.L. Lapidus, eds.), Contemporary Math., vol. 290BB, Amer. Math. Soc,
Providence, RI, 2001, pp. 139–144.
[40] L. Pastur and M. Shcherbina, Eigenvalue distribution of large random matrices, American Mathematical Society,
Providence, RI„ 2011.
[41] S. Péché, Universality results for the largest eigenvalues of some sample covariance ensembles, Prob. Theory
Related Fields 143 (2009), 481–516.
[42] M. Prähofer and H. Spohn, Scale invariance of the PNG droplet and the Airy process, J. Stat. Phys. 108 (2001),
1071–1106.
[43] , Exact scaling functions for one-dimensional stationary KPZ growth, J. Stat. Phys. 115 (2004), 255–279.
[44] A.A. Rahman, Moments of the Laguerre β ensembles, MSc. thesis, The University of Melbourne, 2016.
[45] C.A. Tracy and H. Widom, Fredholm determinants, differential equations and matrix models, Commun. Math.
Phys. 163 (1994), 33–72.
[46] N.S. Witte and P.J. Forrester, Moments of the Gaussian β ensembles and the large N expansion of the densities, J.
Math. Phys. 55 (2014), 083302.
Department of Mathematics and Statistics, ARC Centre of Excellence for Mathematical &
Statistical Frontiers, University of Melbourne, Victoria 3010, Australia
E-mail address: pjforr@unimelb.edu.au
E-mail address: a.trinh4@student.unimelb.edu.au
