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Abstract 
Model of a water distribution system (WDS), containing old pipes, requires calibration to estimate the roughness of old pipes. 
Pipe roughness increases with age. In some cases the estimated roughness of old pipes, using optimization procedures based on 
measurements in operational WDS, can be quite high. Therefore it would be proper to use real diameters of the old pipes instead 
of high roughness values. The aim of the paper is to compare different approaches of calibration in such case. Five different 
calibration methods are analysed changing pipe roughness, diameter or both. Calculations have been conducted for an operational 
WDS. Measurements in the WDS indicated that there are quite large differences in the dynamics of demands (even for the same 
customer categories) in different zones of the system. It is shown that this has strong influence on the calibration results.  
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1. Introduction 
Calibration of the numerical model of an existing Water Distribution System (WDS), containing old pipes, yields 
the estimates of absolute roughness for old pipes. The roughness of old pipes depends on age, pipe material, water 
quality in WDS, and some other factors. The chemical processes of corrosion and deposition that occur over time 
after the pipe was installed complicate determining the actual diameter of a pipe. Therefore, for lack of a better 
value, nominal pipe diameters are generally used for model development, and the roughness value is adjusted to 
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compensate for the change in diameter due to pipe wall build-up [1]. However, when it is assumed that a unique 
value of absolute roughness can be assigned to pipes with different diameters and of same age, the calculated 
absolute roughness is quite high (e.g. 40 mm [2]). Such values are quite unrealistic for pipes with small diameters (D 
≤ 100 mm). Therefore in this paper calibration procedure using roughness, diameters and both for old pipes is 
considered. Information on pipe diameters is very important for estimating the propagation rate of the contaminated 
zones in case of deliberate or accidental chemical or biological threats. To be accomplish this task a well calibrated 
WDS model is needed [3]. This constraint is especially important in the light of necessity to improve drinking water 
security management in large cities in EU [4]. Information of the diameter decrease is needed as the flow velocities 
and therefore the propagation rate of the contamination is diameter dependent. In Fig. 1 it can be seen that both 
diameter and roughness of an old pipe can differ significantly from a new one. 
 
 
Fig. 1. Sample of an old pipe gained from an operational WDS 
This information is significant for calibration [5] and for further use of the model [6]. Therefore detailed 
measurements were carried out in one District Metered Area (DMA) of WDS of Tallinn.  Calculations showed that 
differences between actual and typical demands influence the calibration results even in an area that consists mainly 
of residential consumers. 
2. Method of calibration 
Because of the large number of unknowns, it is impossible to precisely calibrate the model of a real system [7]. 
Even with extensive data collection efforts, pipe roughness values for all links cannot be determined exactly [8]. 
Accordingly, the calibration process attempts to adjust the model parameters in such a way that the field 
observations and the predicted results are in reasonable agreement. 
The optimization method is based usually on minimizing the objective function that is given as [1, 9]: 
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where OF is objective function (sum of errors squares) to be minimized; Hio and His are observed and simulated 
pressure head; qio and qis are observed and simulated pipe flow; wH  and wq  are weighting factors; nh and nq are 
number of pressure head and pipe flow observations. 
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Calibration of a WDS with pipes of different age is difficult because roughness is age dependent [10, 11]. 
Accordingly, Koppel & Vassiljev [12] proposed to express age dependence of roughness for calibration as follows: 
b
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where Hi is roughness of a pipe i, mm; Hmin and Hmax are minimal and maximal roughness values which correspond to 
minimal and maximal ages of pipes, mm; agemin and agemax are minimal and maximal ages of pipes in the WDS, 
year. Parameters Hmin, Hmax and exponent b are searched by minimizing the OF (Eq. (1)). This variant assumes that 
roughness increases with age for different pipe diameters at the same rate. This assumption can sometimes lead to 
strange results. For example in [2] roughness of a 41-year old pipes was 36 mm (or 0.86 mm/yr). This value is 
reliable, taking into account that some investigators obtained even higher values (2.13 mm/yr, [10]). But the use of 
such values for pipes with a diameter of 100 mm and smaller is quite unrealistic. Therefore, in this paper it is 
attempted to calibrate both pipe roughness and diameters separately and at the same time. 
Calculations were made using the TOOLKIT for the EPANET2 developed by Rossman [13]. The TOOLKIT 
allows to create external programs which manage the calculations process and is therefore very useful for 
calibration. During the investigation several subroutines were developed in Visual Basic. MS Excel workbook was 
used for additional data. These subroutines include also software developed by the University of Chicago, as 
Operator of Argonne National Laboratory for nonlinear optimization, which was rewritten in Visual Basic and was 
modified to give the users a possibility to test the different minimal steps along the parameters for the calculation of 
partial derivatives in the Levenberg-Marquardt algorithm (LMA) [12]. The possibility to calculate standard errors of 
parameters was added to this software as well. 
3. Method of calibration 
A part of a real WDS of City of Tallinn was used to analyse different calibration procedures. This WDS includes 
more than 1000 consumers and each of them is supplied with water flow meter. The age of pipes varies from 0 to 51 
years. The information relating the number of pipes per ages and per different types of material is presented in Table 
1. The majority of the pipes is made of cast iron. 
     Table 1. Number of different pipes of different age. 
Age Material 
Metal Plastic 
Cast iron Steel 
1 – 5 44 0 149 
6 – 10 33 8 216 
11 – 15 73 2 231 
16 – 20 4 0 26 
21 – 25 0 0 1 
26 – 30 3 0 0 
31 – 35 273 5 0 
36 – 40 276 18 0 
41 – 45 819 22 0 
46 – 51 146 0 0 
 
In Fig. 2 the layout of the WDS hydraulic model is shown. Pressure was measured in 18 and water flow in 13 
different points over the study area ([14] and Fig. 2). Three water flow measurement points are located in the 
pumping station.  
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Fig. 2. Layout of the WDS model and location of measurements (bold circles - points of pressure measurements; bold arrows - water flow 
measurements; black rectangle - water source; dashed lines - boundaries of subareas) 
  In addition water flow and pressure was measured at the pumping station that supplies the part of the WDS 
under investigation. Measurement locations were chosen so that it would be possible to divide the WDS into 3 
subareas (as shown in Fig. 2) taking into account the information about closed pipes. This enabled to evaluate total 
demand for each subarea. Time interval for pressure and flow measurements was 15 minutes.  
Calibrations have been carried out on the basis of pressures and water flow measurements during 8 days period 
(from Wednesday of the first week to Thursday of the following week). 
Head loss in a pipe depends on roughness of the pipe and on water flow in the pipe. Roughness of the pipe 
changes quite slowly – some millimetres per year and during the time of calibration (1-2 weeks) remains constant. 
On the contrary, water flow in the pipe depends on consumption dynamics and changes noticeably during the 
calibration time. Exact demands (especially daily dynamics) are unknown in each junction during the calibration 
time. This uncertainty can be seen by comparing the relationship between head loss and water inflow into the WDS. 
In Fig. 3 the aforesaid relationship obtained for measuring points 5 and 10 using measured head losses between the 
points and pumping station for the time of calibration is shown.  Fig. 3 contains the head losses estimated by 
Epanet2 on the basis of typical demands and monthly base demands (red dots) and measured head losses (blue dots). 
It can be seen that the head losses estimated using Epanet2 fit well on one curve. It is assumed that the typical 
demand patterns in different parts of this quite small WDS are the same for the same type of consumers. From Fig. 3 
it is evident that measured head losses locate often quite far from the relevant curve. Deviation of the measured 
losses demonstrates that daily dynamics of water consumption differs from typical demand patterns used in Epanet2. 
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Fig. 3. Relationships between head losses and water inflow into WDS for the measuring points 5 and 10. 
Fig. 3 demonstrates the precision of measurements as well. It can be seen that both curves based on measured 
head losses cross the y-axis at negative value. This means that there are errors on estimating the elevations of the 
measurement points, despite the fact that the elevations were recently over checked by the local water company. This 
type of errors can be eliminated by the method described in [15]. Similar method for daily demand patterns that do 
not change in space is given in [2].  
Vassiljev & Koppel [14] proposed to minimize the influence of demand differences around the WDS by selecting 
the time for calibration (from the measurement period) when deviations in head losses were minimal. Deviation from 
the curve can be calculated for each measurement point and time. Then the sum of squares of these deviations is 
calculated for fixed times (e.g. at 6.00 etc). This enables to find the minimal differences between real-time demands 
in different parts of WDS. The deviations for each time were estimated by 
2
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where hlm,t,n – head loss measured in time t for measuring point n; hle,t,n – head loss estimated for measuring point n 
for time t by equation obtained for measuring point n.  
On the other hand, in case of calibration water flow should be as high as possible [16]. The correlation of sumdevt 
and water flow was used to select the time with relatively high flow and relatively low sumdevt. In this study the 
time with the corresponding water flow of 193 l/s and sumdevt 0.99 was selected for calibration.  
As it was mentioned above water flow measurements were carried out in 13 points. Therefore whole WDS area 
was divided into 3 parts and on the basis of these measurements the dynamics of demands were estimated for each of 
the subareas. Analysis showed that inflow into the WDS and demands in each subarea changed from day to day. 
Demands differed even at working days although differences between working days and weekends were much 
higher. It means that demand patterns must be adjusted in the WDS model in order to keep the water balance (inflow 
into each subarea must be equal to total demand in this subarea at each time). This adjustment was accomplished for 
all patterns using Eq. (4): 
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where Pati – pattern coefficient for time i; Pattyp – typical pattern coefficient; Demmeas,i – measured demand; Demtyp,i 
– calculated demand using typical patterns.  
Correction of demand patterns ensured that modelled and measured water inflow into subareas of the WDS were 
equal. It is evident that applying Eq. (4) to all patterns does not take into account differences between daily dynamics 
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of different consumers. In the present case more than 90 % of water is consumed by residents and therefore Eq. (4) 
can be applied. The subroutine used for correcting demands does not change base node demand. It only changes the 
pattern coefficients. Calculations showed that demands were changing significantly even in a rather small study area. 
Water consumption was much higher in subarea 2 (about 40% higher than registered) which is quite difficult to 
explain. It may be due to precision of water flow meters, concentration of leakages in the subarea or some 
unaccounted consumption (it has to be noticed that consumption is registered on the monthly basis). Differences in 
the daily dynamics of demands are also obvious. In Fig. 4 the pattern coefficients obtained for subareas II and III for 
Monday and Sunday are shown. It can be seen that water consumption in subarea II changes more than in subarea 
III. 
 
 
Fig. 4. Demand pattern coefficients in subareas II and III 
The equality between measured and modelled pressures at pumping station had to be ensured before modelling. 
For this the pump in the model was replaced with a reservoir with pressure dynamics equal to measured pressures. 
At the first stage three different variants of calibration were carried out without grouping the pipes according to 
material: 
x Variant a) roughness = f(age);  
x Variant b) diameter = f(age) and roughness does not change with age (0.26 mm);  
x Variant c) both roughness and diameter depend on age.  
In Variant a) it is assumed that roughness changes according to Eq. (2) with exponent b = 1 and ߝmax is found 
through optimization procedure. In Variant b) it is assumed that pipe roughness does not change (equals to 
roughness of a new pipe) but pipe diameter is changing with age according to Eq. (5): 
d
i
iii coefageage
ageageDDD 
 
minmax
min   (5) 
where Di – diameter of i-th pipe; coefd – coefficient to be found through optimization procedure. 
In Variant c) it is assumed that both roughness and diameters are changing with age by the same way as described 
in Variants a) and b). The calibration results are presented in Table 2. 
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Table 2. Calibration results with one pipe material. 
Calibration method ߝmax Standard error coefd Standard error Sum of squares 
Variant a) 45.41 1.38   8.8 
Variant b)   0.36 0.003 7.7 
Variant c) 4.38 3.02 0.23 0.027 7.9 
Variant d) 0.13 0.02 0.67 0.06 4.4 
Variant e) 0.17 0.02 0.21 0.01 4.3 
 
Comparison of the three variants a), b) and c) shows that the sum of squares is lowest in Variant b). In Variant a) 
roughness depends only on pipe age and pipe diameters remain constant. This leads to large (and unrealistic) 
roughness values. In Variant b) pipe roughness is constant and pipe diameter is changing with age. In Variant c) both 
pipe roughness and diameter are age dependent which leads to more realistic roughness values.  
Two more cases (Variant d) and Variant e)) were analysed in addition to the aforementioned variants. In Variant 
d) it is assumed that pipe roughness depends on pipe diameter and age. Pipe diameters are not changed. At first the 
roughness value is calculated using Eq. (2) and then Eq. (6) is used to find the final roughness value that depends on 
pipe age and diameter: 
diii coefD  HH   (6) 
where coefd – coefficient to be found through optimization procedure (not the same as in Eq. (5)).  
Variant d) gives the lowest sum of squares compared to previous variants. But at the same time the maximum 
roughness is only ߝmax = 0.13 mm, which means that roughness does not increase with age. In the final Variant e) 
pipe roughness was calculated similarly to Variant d). Additionally pipe diameters were reduced by 2*ߝid. This 
variant gives the lowest sum of squares but again shows that roughness does not change with the age of a pipe. 
In further analysis the pipes were divided into two groups (metal and plastic). It has to be mentioned that plastic 
pipes in this WDS are mostly located at the periphery. Therefore it was not expected that the grouping by material 
would have significant effects on the calibration results. The same 5 variants were investigated. Different minimum 
roughness values were determined for metal (ߝmin = 0.26 mm) and plastic (ߝmin = 0.0015 mm) pipes. The calculation 
results are presented in Table 3. It can be seen that in case of metal pipes roughness increases for all cases but pipe 
diameter decreases only slightly (Variants b) and e)). For plastic pipes the results are controversial: changes in both 
pipe roughness and diameters are quite large. It has to be reckoned that in the optimization algorithm e) pipe 
diameters were not changed if the calculated roughness was larger than pipe radius (pipes were not closed). The 
results are definitely dependent on measured data. It seems that the number of measurement points is too low for 
finding 4 parameters. In order to obtain changes in pipe diameters the number of measurement points have to be 
increased. 
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Table 3. Calibration results with multiple pipe materials. 
Calibration method ߝmax Standard error coefd Standard error Sum of squares 
Variant a) metal pipes 35.95 1.46   5.6 
                 plastic pipes 240.86 28.95    
Variant b) metal pipes   0.35 0.0027 5.7 
                 plastic pipes   0.99 0.09  
Variant c) metal pipes 3.69 1.55 0.00012 0.00007  
                 plastic pipes 0.23 0.03 0.97 0.17 6.4 
Variant d) metal pipes 13.67 3.09 0.0009 0.0002 3.3 
                 plastic pipes 0.0050 0.0011 264.19 68.35  
Variant e) metal pipes 3.13 0.98 0.0014 0.0004 3.3 
                 plastic pipes 0.0113 0.0039 54.67 9.17  
 
4. Conclusions 
x This paper confirms that the values of roughness are much lower and more realistic in case of decreasing pipe 
diameters. 
x Accordingly, the aging process of pipes should rather be described by the reduction of their diameter and the 
increase of their absolute roughness than by the increase of absolute roughness only. It is especially significant in 
case of water quality modelling. 
x There is a real need for more precise measurements in operational WDS and/or in laboratory conditions in order 
to define realistic changes in pipe roughness and diameter caused by ageing. Detailed measurements of the flow 
dynamics in new and old rough pipes using PIV technique [17, 18] have already been started by the authors. 
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