Introduction
Reordering the columns of sparse nonsymmetric matrices can significantly reduce fill in sparse LU factorizations with partial pivoting. Reducing fill in a factorization reduces the amount of memory required to store the factors, the amount of work in the factorization, and the amount of work in subsequent triangular solves. Symmetric positive definite matrices, which can be factored without pivoting, are normally reordered to reduce fill by applying the same permutation to both the rows and columns of the matrix. When partial pivoting is required for maintaining numerical stability, however, pre-permuting the rows is meaningless, since the rows are exchanged again during the factorization. Therefore, we normally preorder the columns and let numerical consideration dictate the row ordering. Since columns are reordered before the row permutation is known, we need to order the columns such that fill is minimized no matter how rows are exchanged. (Some nonsymmetric factorization codes that employ pivoting, such as UMFPACK/MA38 [3, 4] , determine the column permutation during the numerical factorization; such codes do not preorder columns so the technique in this paper does not apply to them.)
A result by George and Ng [7] suggests one effective way to preorder the columns to reduce fill. They have shown that the fill of the LU factors of P A is essentially contained in the fill of the Cholesky factor of A T A for every row permutation P . (P is a permutation matrix that permutes the rows of A and represents the actions of partial pivoting.) Gilbert [9] later showed that this upper bound on the fill of the LU factors is not too loose, in the sense that for a large class of matrices, for every fill element in the Cholesky factor of A T A there is a pivoting sequence P that causes the element to fill in the LU factors of A. Thus, nonsymmetric direct sparse solvers often preorder the columns of A using a permutation Q that minimizes fill in the Cholesky factor of Q T A T AQ. The main challenge in column-ordering algorithms is to find a fill-minimizing permutation without computing A T A or even its nonzero structure. While computing the nonzero structure of A T A allows us to use existing symmetric ordering algorithms and codes, it may be grossly inefficient. For example, when an n-by-n matrix A has nonzeros only in the first row and along the main diagonal, computing A T A takes Ω(n 2 ) work, but factoring it takes only O(n) work. This challenge has been met for the class of reordering algorithms based on the minimum-degree heuristic. Modern implementations of minimum-degree heuristics use a clique-cover to represent the graph G A of the matrix 1 A (see [6] ). A clique cover represents the edges of the graph (the nonzeros in the matrix) as a union of cliques, or complete subgraphs. The clique-cover representation allows us to simulate the elimination process with a data structure that only shrinks and never grows. There are two ways to initialize the clique-cover representation of G A T A directly from the structure of A. Both ways create a data structure whose size is proportional to the number of nonzeros in A, not the number of nonzeros in A T A. From then on, the data structure only shrinks, so it remains small even if A T A is relatively dense. In other words, finding a minimum-degree column ordering for A requires about the same amount of work and memory as finding a symmetric ordering for A T + A, the symmetric completion of A. Nested-dissection ordering methods were proposed in the early 1970's and have been known since then to be theoretically superior to minimum-degree methods for important classes of sparse symmetric definite matrices. Only in the last few years, however, have nested-dissection methods been shown experimentally to be more effective than minimum-degree methods.
In 1980 Gilbert and Schreiber proposed a method for ordering G A T A using nested-dissection heuristics, without ever forming A T A [8, 10] . Their method uses wide separators, a term that they coined. They have never implemented or tested their proposed method.
The main contribution of this paper is an implementation and an experimental evaluation of the wide-separator ordering method, along with a new presentation of the theory of wide separators.
Modern symmetric ordering methods generally work as follows:
1. The methods find a small vertex separator that separates the graph G into two subgraphs with roughly the same size.
2. Each subgraph is dissected recursively, until each subgraph is fairly small (typically several hundred vertices).
3. The separators are used to impose a coarse ordering. The vertices in the top-level separator are ordered last, the vertices in the second-to-top level come before them, and so on. The vertices in the small subgraphs that are not dissected any further appear first in the ordering. The ordering within each separator and the ordering within each subgraph has not yet been determined. 4 . A minimum-degree algorithm computes the final ordering, subject to the coarse ordering constraints.
While there are many variants, most codes use this overall framework. Our methods apply the same framework to the graph of A T A, but without computing it. We find separators in A T A by finding wide separators in A T + A. We find a wide separator by finding a conventional vertex separator and widening it by adding to it all the vertices that are adjacent to the separator in one of the subgraphs. Such a wide separator corresponds to a vertex separator in A T A. Just like symmetric methods, our methods recursively dissect the graph, but using wide separators. When the remaining subgraphs are sufficiently small, we compute the final ordering using a constrained column-minimum-degree algorithm. We use existing techniques to produce a minimum-degree ordering of A T A without computing G A T A (either the row-clique method or the augmented-matrix method).
Experimental results show that our method can reduce the work in the LU factorization by up to a factor of 3 compared to state-of-the-art column-ordering codes. The running times of our method are higher than the running-times of strict minimum-degree codes, such as COLAMD [11] , but they are low enough to easily justify using the new method. On many matrices, including large ones, our method significantly reduces the work compared to all the existing column ordering methods. On some matrices, however, constraining the ordering using wide-separators increase fill rather than reduce it.
The rest of the paper is organized as follows. Section 2 presents the theory of wide separators and algorithms for finding them. Our experimental results are presented in Section 3. We discuss our conclusions from this research in Section 4.
Wide Separators: Theory and Algorithms
Our column-ordering methods find separators in G A T A by finding a so-called wide separator in G A T +A . We work with the graph of A T + A and not with G A for two reasons. First, this simplifies the definitions and proofs. Second, to the best of our knowledge all existing vertex-separator codes work with undirected graphs, so there is no point in developing the theory for the directed graph G A .
A vertex subset S ⊆ V of an undirected graph G = (V, E) is a separator if the removal of S and its incident edges breaks the graph into two components
, such that any path between i ∈ V 1 and j ∈ V 2 passes through at least one vertex in S. A vertex set is a wide separator if every path between i ∈ V 1 and j ∈ V 2 passes through a sequence of two vertices in S (one after the other along the path).
Our first task is to show that every wide separator in G A T +A is a separator in G A T A . (proofs are omitted from this abstract due to lack of space)
The converse is not always true. There are matrices with separators in G A T A that do not correspond to wide separators in A T + A. The converse of the theorem is true, however, when there are no zeros on the main diagonal of A:
Given a code that finds conventional separators in an undirected graph, finding wide separators is easy. The separator and its neighbors in either G 1 or G 2 form a wide separator:
The proof of the theorem is trivial. The sizes of S 1 and S 2 are bounded by d|S|, where d is the maximum degree of vertices in S. Given S, it is easy to enumerate S 1 and S 2 in time O(d|S|). This running time is typically insignificant compared to the time it takes to find S.
Which one of the two candidate wide separators should we choose? A wide separator that is small and that dissects the graph evenly reduces fill in the Cholesky factor of A T A, and hence in the LU factors of A. The two criteria are usually contradictory. Over the years it has been determined the the best strategy is to choose a separator that is as small as possible, as long as the ratio of the number of vertices in G 1 and G 2 does not exceed 2 or so.
The following method, therefore, is a reasonable way to find a wide separator: Select the smallest of S 1 and S 2 , unless the smaller wide separator unbalances the separated subgraphs (so that one is more than twice as large as the other) but the larger does not. Our code, however, is currently more naive and always choose the smaller wide separator.
Experimental Results
This section summarizes our experimental results. We begin by describing our code, our collection of test matrices, and the machine used to carry out the experiments. We then describe and analyze the results of our experiments. The analyses focus on the effectiveness of various ordering methods and on their performance. By effectiveness we mean the number of nonzeros in the factors, the number of floatingpoint operations (flops) required to compute them, and the factorization time. By performance we mean the cost, mostly in terms of time, of the ordering algorithm itself.
Experimental Setup
The experiments that this section describe test the effectiveness and performance of several column-ordering codes. We have tested our new codes, which implement nested-dissection-based orderings, as well as several existing ordering codes.
Our codes build a hierarchy of wide separators and then use the separators to constrain a minimum-degree algorithm. We obtain the wide separators by widening separators in G A T +A that SPOOLES [1] finds. SPOOLES is a new library of sparse ordering and factorization codes that is being developed by Cleve Ashcraft and others. Our codes then invoke a column-minimum-degree code to produce the final ordering. One minimum-degree code that we use is SPOOLES's multi-stageminimum-degree (MSMD) algorithm, which we run on the augmented matrix. The other minimum-degree code that we used is a version of COLAMD [11] that we modified to respect the constraints imposed by the separators.
The existing minimum-degree codes that we have tested include COLAMD, SPOOLES's MSMD (operating on the augmented matrix with no separator constraints). In an earlier experiment, reported in [2] , we also tested COLMMD, a column minimum-degree code, originally written by Joseph W.-H. Liu and distributed with SuperLU. It was not shown to be consistently superior to the other two codes so we dropped it from the experiment reported here.
We use the following acronyms to refer to the ordering methods: MSMD refers to SPOOLES' minimum-degree code operating on the augmented matrix without constraints, WS+MSMD refers to the same minimum-degree code but constrained to respect wide separators, and similarly for COLAMD and WS+COLAMD.
In the experiments reported here, we always reduce the input matrices to block triangular form (see [13] ) and factor only the diagonal blocks in the reduced form. Many of the matrices in our test suite have numerous tiny diagonal blocks (most of them 1-by-1); we report the performance of factoring all the diagonal blocks of size 250 or larger.
We factor the reordered matrix using SuperLU [5, 12] version 2.0, a stateof-the-art sparse-LU-with-partial-pivoting code. SuperLU uses the BLAS. we used ATLAS 2 , a high-performance implementation of the BLAS. We conducted the experiments on a 600MHz dual Pentium III computer with 2 GBytes of main memory running Linux. The machine was configured without swap space so no paging occurred during the experiments. This machine has two processors, but our code only uses one processor.
We tested the ordering methods on a set of nonsymmetric sparse matrices from Tim Davis's sparse matrix collection 3 . We used all the nonsymmetric matrices in Davis's collection that are not too small (we only report results on matrices whose factorization time with the best ordering method was at least 1 second). Two of the matrices in Davis's collection were too large to factor on our machine (appu and pre2) and SPOOLES broke down on a third (av41092; we are unsure whether the breakdown is due to a bug in our code or due to a problem in SPOOLES). The matrices are listed in Table 1 . For further details about the matrices, see Davis's Tables 1 and 2 summarize the results of our experiments. Table 2 shows that wide-separator (WS) orderings are both effective. On the largest 2D and 3D meshes WS orderings lead to the fastest factorization times and to the fastest overall solution time (including ordering time). Beyond performance, WS orderings enable us to solve problem that we could simply not solve with minimumdegree orderings since the factorization runs out of space. Table 1 summarizes the results of our experiments on matrices from a matrix collection. Column 5-10 in the table show that wide-separator ordering techniques are effective. Wide separator (WS) orderings are the most effective ordering methods, in terms of the factorization time, on 16 out of the 32 test matrices. WS orderings are the most effective on 7 out of the 10 largest matrices (largest in terms of factorization time).
Results and Analysis
The reduction in work due to wide separators is often significant. On the largest matrix in our test suite, li, wide separators reduce factorization time by almost a factor of 2. The reduction compared to the unconstrained MD methods is also highly significant on raefsky3 and epb3.
Nonzero counts in the factors, which are not shown in the table, are generally correlated with factorization time, so a shorter factorization time for a matrix also imply smaller factors.
When WS orderings do poorly compared to MD methods, however, they sometimes do significantly poorer. On ex40, for example, using wide separators slows down the factorization by a factor of 2.45 relative to COLAMD alone. The In earlier experiments [2] in which we did not reduce the matrices to block triangular form, we have found that on some of matrices, especially the lhr and bayer matrices, the slowdowns are even more dramatic. The experiments reported here show that reduction to block triangular form resolves these problems.
Wide-separator orderings are more expensive to compute than strict minimum-degree orderings. Table 1 shows that when the ordering times are taken into account, wide-separator orderings speed up the total solution time in 9 out of the 32 matrices. In 7 other matrices a wide-separator ordering reduced the factorization time but increased the total solution time. We note that even when a wide-separator ordering only reduces the factorization time, it also reduces the size of the factors, which is often highly important (since it saves memory, reduces the occurrence of paging, and speeds up subsequent triangular solves).
Conclusions And Discussion
Our main conclusion from this research is that hybrid wide-separator/minimumdegree column orderings are effective. WS orderings are clearly superior to minimumdegree orderings alone on large 2D and 3D meshes that require pivoting. On other matrices obtained from a matrix collection, WS orderings often reduce substantially the amount of time and storage required to factor a sparse matrix with partial pivoting, compared to column-MD orderings. They are more expensive to compute than minimum-degree orderings but the expense is often more than payed off by reductions in time and storage during the factorization stage.
Wide-separator orderings, like other column orderings based on fill in the factors of A T A, are robust but pessimistic. They are robust in the sense that they reduce worst-case fill. Optimistic column orderings that attempt to reduce the fill in the factors of A T + A tend to reduce fill better than pessimistic orderings when little or no pivoting occurs, but can cause catastrophic fill when pivoting does occur.
The combined results of this paper and of an earlier paper [2] show that first permuting the matrix to block triangular form reduces the wide-separator ordering times and improves the quality of the ordering on some matrices. This work can be extended in several directions. First, improving the performance of the ordering phase itself would be significant. This can be done by tuning the parameters of the ordering code (stopping the recursive bisection on fairly large subgraphs) or by improving the wide-separator algorithm itself. Second, one can try to improve the orderings by trying to derive smaller wide-separators from a given conventional separator. Third, one can interleave the ordering and factorization in a way that widens separators only when necessary. That is, we would find a conventional separator S in G, recursively order G 1 and factor the columns corresponding to G 1 . Once this phase is completed, we can widen the separator by adding to S the neighbors of vertices that were used as pivots. We now recursively order and factor the (shrunken) G 2 .
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