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This article presents an infinite family of combinatorial problems that shows abrupt
changes of complexity between neighbour problems. We define problem P lk as a purely
constraint-driven variant of hypergraph partitioning with parameters k and l as follows.
Given a hypergraph on n vertices and k sizes of colours t1, . . . , tk of sum n, canwe colour the
vertices with k colours of given size such that each hyperedge intersects at most l colours?
We show that, for fixed parameters k and l, P lk is: polynomial when l = 1, andNP-complete
when l 6= 1 on the class of hypergraphs; NP-complete when l = 1, and linear when l 6= 1
on the class of hypergraphswith pairwise disjoint hyperedges. This inversion of complexity
is possible since hypergraphs with disjoint hyperedges can be encoded in a more compact
way, namely Θ(m log(n)) instead of Θ(mn) bits (n and m are the number of vertices and
edges of the hypergraph).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this article, we present a family of parametrised combinatorial problems which are very natural and have various
complexities. These problems are variants of the hypergraph partitioning problem. The hypergraph partitioning problem
consists in finding a partition of the vertex set of the hypergraph such that a number of constraints are satisfied and/or an
objective function is minimised. In general, this problem is NP-hard. A notable exception is the MinCut Bipartition problem
that is polynomial (see, e.g. [8]). Variants of hypergraph partitioning are used in many areas like VLSI design [1], efficient
storage of large databases on disks [16], operations on sparse matrices [4,5], information retrieval [17], data mining [6,9],
and study of semi-Markov processes [3]. Practical applications need the partition classes to be of almost equal size. For this
reason, almost all these variants areNP-hard since one can reduce the MinCut Bisection problem to them (MinCut Bisection
problem is tominimise the weight of a cut between a bisection, i.e. a bipartition into two parts of equal size). Many heuristic
algorithms have been developed over the last 30 years (see, e.g. [10]) but, to my knowledge, no approximation algorithm
(except [14]) or PTAS is known for classical variants of this problem even on hypergraphs subclasses.
The variants of hypergraph partitioning we will study are purely constraint-driven. Given two parameters k and l,
1 ≤ l < k, the problem is defined as follows: Let H = (V , E) be a hypergraph and t1, . . . , tk be non-negative integers
such that |V | = n = ∑ki=1 ti and |E | = m. Does there exist a colouring (partition) of V in k subsets of size t1, . . . , tk such
that the vertices of each hyperedge in E are coloured with at most l colours?1We will denote this decision problem by P lk.
The problem P23 is strongly related to the branchwidth problem on graphs (see [11,12]). In [11], Kloks et al. show that P
2
3
is NP-complete, proving in particular that the branchwidth problem is NP-complete on splitgraphs and bipartite graphs.
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1 Note that k and l are not part of the input, and that the colouring does not have to be proper.
0304-3975/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2009.08.035
L. Lyaudet / Theoretical Computer Science 411 (2010) 10–21 11
In the first part, we will study the complexity of these problems on arbitrary hypergraphs. The input size of an instance
is inΘ(nm+ k log(n)) = Θ(nm) bits. We will then show that P1k is solvable in time O(nm+ nk) and P lk is NP-complete for
any k > l ≥ 2. We can suggest the following interpretation of this problem: Given a set of nodes that represent the tables
of a database, a set of hyperedges each representing the tables needed for a query, and the storage capacity of the servers,
can we store the database on the servers such that each query needs only data from at most l servers? Here, we make the
improper assumption that all the tables have the same size; but it proves that the ‘‘real life’’ problem is NP-complete.
In the second part, we investigate the complexity of these problems on a restricted subclass of hypergraphs, namely the
hypergraphs with disjoint hyperedges (or maximum degree 1). Although the structure might seem very simple, the interest
for the problem on this subclass is twofold: firstly, the input size is very compact inΘ(m log(n)+ k log(n)) = Θ(m log(n))
bits, because we only have to give the size of each hyperedge (see details in Section 4) and secondly, it corresponds to the
following natural scheduling (or packing) problem.
Consider a set ofm programs, each program being associated to a natural number that represents the number of unitary
tasks that communicate together to achieve the program. Consider also a set of k fixed processors and let t1, . . . , tk be the
‘‘computing capacity’’ of these processors. Let n be the sum of the tis. Can we execute the tasks on k processors such that
each program is dispatched on at most l processors?
Here, we will have complexity results that are inverse to those of the first part. We will show that P1k is NP-complete for
all k, and P lk, for l ≥ 2, is solvable in time less thanm+ f (k, l)where f (k, l) is exponential in k and l. Hence, the problem P lk
is fixed parameter tractable (FPT) for parameters k and lwhen l ≥ 2.
In Section 2,we introduce the notations and recall the notions ofweak and strong polynomiality (resp.NP-completeness).
In Section 3, we show that the problem P lk is polynomial when l = 1 andNP-complete when l > 1 for arbitrary hypergraphs.
Section 4 is on hypergraphs with disjoint hyperedges and is divided in four parts: first the proof of NP-completeness of P1k ,
then a first result of linearity of P lk for k − 2l < 0, followed by a study of the structure of the solutions ending up with the
proof of linearity for l 6= 1, and finally we give applications of the linear time algorithm to related optimisation problems.
2. Preliminaries
We recall that a hypergraph H is a couple (V , E), where V is the set of vertices and E is the set of hyperedges. Each
hyperedge is a subset of V . In the rest of this article, t(e) will be the size of the hyperedge e, t(c) the size of the colour c
and c(e) = e(c) = |c ∩ e| the number of units of the colour c in e. We will say that the hyperedge e ‘‘sees’’ the colour c or
reciprocally that the colour c sees the hyperedge e if c(e) = e(c) > 0. C denotes the set of colours, C(e) the set of colours that
are seen by e, and E(c) the set of hyperedges that are seen by c. We will say that a colouring of the vertex set is admissible
if the colours have the specified sizes and each hyperedge sees at most l colours. We will useP≥a,≤b(X) for denoting the set
of X ’s subsets with cardinal between a and b.
Weak and strong polynomiality (resp.NP-hardness) are defined as follows. Consider a problem P whose instances contain
some integers as a part of their definition. Let n be the number of bits of an input andmax I be an upper bound on the integers
in the input. P is said weakly (resp. strongly) polynomial if there is a polynomial time algorithm solving P on instances such
that max I ≤ f (n), for all polynomial function f (n) (resp. on all instances). P is said weakly (resp. strongly) NP-hard if some
NP-hard problem reduces to P without any assumption (resp. assuming max I ≤ f (n), for some polynomial function f (n)).
3. Complexity of the problem on arbitrary hypergraphs
In this section, we first prove that P1k is solvable in polynomial time and then show that P
l
k is NP-complete for any l ≥ 2.
3.1. Polynomial case
Theorem 1. The problem P1k is solvable in time O(nm+ nk), for any fixed k ≥ 2.
Proof. As each hyperedge must see at most one colour, if two hyperedges have a non-empty intersection they must see the
same colour. Hence, ifA = (H = (V , E), t1, . . . , tk) is an instance of P1k such that∃e, e′ ∈ E which intersect, thenA is positive
if and only if A′ = (H = (V , E\{e, e′} ∪ {e∪ e′}), t1, . . . , tk) is positive. So, we can repeat this fusion of hyperedges until we
obtain a hypergraph with disjoint hyperedges. Given a hypergraph, it is easy to see that we can obtain the corresponding
hypergraph with disjoint hyperedges in time O(nm). Now on a hypergraph with disjoint hyperedges, the problem P1k is as
follows:
Can we find a partition (E1, . . . , Ek) of E such that
∑
e∈Ei t(e) ≤ ti, i = 1..k? This question can be solved as an instance
of the k-Subset-Sum problem in time O(nk) (see [7]). Hence, the problem P1k can be solved in time O(nm+ nk). 
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Fig. 1. Complexity on general hypergraphs.
3.2. NP-complete case
Theorem 2 ([11], Theorem 1). P23 is NP-hard on instances with colours of equal size.
Surprisingly enough, a direct generalisation of the NP-hardness proof of P23 in [11] will show the NP-hardness of P
k−1
k
only if k is a prime number.
Lemma 1. If P2k is NP-hard on instances with colours of equal size, then P
2
k+1 is also NP-hard on instances with colours of equal
size.
Proof. Let A = (H = (V , E), t1 = · · · = tk = q) be an instance of P2k , |V | = kq. We construct the instance A′ = (H ′ = (V ′,
E ′), t1 = · · · = tk = tk+1 = q) of P2k+1 with V ′ = V ∪ X and E ′ = E ∪ {X}, where V ∩ X = ∅ and |X | = q. If A is a positive
instance, then we consider an admissible colouring ofH . We can extend this colouring by colouring X with the new colour
and obtain an admissible colouring ofH ′. If A′ is a positive instance, then we consider an admissible colouring ofH ′. If this
colouring uses only one colour in X , then its restriction to V is an admissible colouring ofH . Otherwise, as X is a hyperedge,
it sees at most two colours c1 and c2 and as |X | = q, there is the same number of units of c2 (vertices c2-coloured) in X as the
number of units of c1 in V . If we exchange all the units of c2 in X with all the units of c1 in V , then X sees now only one colour,
and the other hyperedges in V see nomore colours than before. This new colouring restricted to V is an admissible colouring
ofH . It is straightforward to see that A′ can be constructed from A in polynomial time and so the result follows. 
Thanks to Theorem 2, we have the following corollary.
Corollary 1. P2k is NP-hard on instances with colours of equal size, ∀k ≥ 3.
Lemma 2. If P lk is NP-hard on instances with colours of equal size, then P
l+1
k+1 is also NP-hard on instances with colours of equal
size.
Proof. Let A = (H = (V , E), t1 = · · · = tk = q) be an instance of P lk, |V | = kq. We construct the instance A′ = (H ′ = (V ′,
E ′), t1 = · · · = tk = tk+1 = q) of P l+1k+1 with V ′ = V ∪ X and E ′ = {e ∪ X | e ∈ E}, where V ∩ X = ∅ and |X | = q.
If A is a positive instance, then we consider an admissible colouring ofH . We can extend this colouring by colouring X
with the new colour and obtain an admissible colouring of H ′ because each hyperedge in E ′ sees at most l colours in its
restriction to V and one colour in its restriction to X .
If A′ is a positive instance, thenwe consider an admissible colouring ofH ′. If this colouring uses only one colour in X , then
its restriction to V is an admissible colouring ofH . Otherwise, as X is included in all the hyperedges of E ′, all the hyperedges
see the colours in X . Let c1 be one of these colours.We can exchange all the units of c1 in V with the units of the other colours
in X . This way, the number of colours seen by the hyperedges does not increase. This new colouring restricted to V is an
admissible colouring ofH . It is straightforward to see that A′ can be constructed from A in polynomial time and so the result
follows. 
Theorem 3. P lk is NP-complete, ∀2 ≤ l < k.
Proof. Given a colouring of a hypergraph, we can check in polynomial time if it is an admissible colouring so that P lk is in
NP. According to Corollary 1, P2k−l+2 is NP-hard. Using l − 2 times Lemma 2, we obtain the NP-hardness of P lk and so P lk is
NP-complete. 
By Theorems 1 and 3, we see that we have a complexity distribution with polynomial problems on the left border and
NP-complete problems everywhere else (see Fig. 1).
4. Complexity of the problem on hypergraphs with disjoint hyperedges
When the hyperedges are disjoint, it is convenient to see the hypergraph as an interval hypergraph. Indeed, we can find
a total order on V such that ∀e ∈ E,∀x, y ∈ e,either x ≤ y and ∀z such that x ≤ z ≤ y, z ∈ e, or y ≤ x and ∀z such that
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y ≤ z ≤ x, z ∈ e. V can be seen as an interval and the hyperedges can be seen as disjoint sub-intervals of V . For this reason,
we will rename E = I and talk about intervals rather than hyperedges for the rest of this section. With this representation,
it is clear that we define the hypergraph if we give the ‘‘left’’ and ‘‘right’’ extremities of each interval. So, we have a compact
encoding inΘ(m log(n)) bits.
We cannotice that the problemhas a dual naturewhenwe consider disjoint hyperedges. Indeed,we can see I and C as two
families of disjoint hyperedges on V . The decision problem can be rephrased as follows: Given two families of hyperedges
I and C that are disjoint and given the size of each hyperedge, is there a positioning of these hyperedges such that every
hyperedge of I is adjacent to at most l hyperedges of C?
In the rest of the section, we will assume that comparisons, additions, and subtractions on integers are done in constant
time. Polynomial complexities will, therefore, be independent of n.
4.1. NP-complete case
The following theorem is obtained by a reduction from the 2-Partition problem.
Theorem 4. The problem P1k is NP-complete on instances with colours of equal size, ∀k ≥ 2.
Proof. The problem P1k consists in finding a partition of V in k colours such that each element of I sees exactly one colour.
Recall that an instance of the 2-Partition problem consists in a set of m natural numbers e1, . . . , em whose sum is n even.
It is encoded in size m log(n). The problem has a solution if and only if we can find m′ < m natural numbers in e1, . . . , em
whose sum is n/2. We will transform an instance of the 2-Partition problem in an instance of P1k by associating to each
natural number ei a sub-interval of size ei of an interval V of size n+ (k−2)n2 , adding k−2 sub-intervals of size n/2, and fixing
t1 = t2 = · · · = tk = n/2. This instance is of size Θ((m + k − 2) log(n + (k−2)n2 ) + k log(n)) = Θ(m log(n)) bits because
k is fixed; it can be constructed in polynomial time. It is obvious that the constructed instance is positive if and only if the
instance of 2-Partition is, hence P1k is NP-complete. 
4.2. Linear case
Now, since we know that the problems on the left border of the family are NP-complete, we will be interested in the
members of the other border. We first show that the problems in the right half (k− 2l < 0) have a linear complexity.
Definition 1 (tmaxp , t
min
p ). Given an indexing of the colours orderedby increasing size, c1, c2, . . . , ck such that t(c1) ≤ t(c2) ≤
· · · ≤ t(ck), we will use the following notations tr = t(cr), tminp =
∑p
r=1 tr the size of the p smallest colours, and
tmaxp =
∑k
r=k−p+1 tr the size of the p largest colours.
We put L := tmaxl to denote the limit size. It corresponds to the maximal size that can be covered by l colours. Hence, if there
is an interval whose size exceeds L, there is no admissible colouring. This gives an unconditional obstruction.
Definition 2 (Megalomaniac). A megalomaniac is an interval whose size exceeds the limit size L.
We lean on a particular type of colouring for reasoning:
Definition 3. Given a total order on V such that H = (V , I) is an interval hypergraph for this order, we will say that a
colouring of V is continuous relatively to this order if all the colours are intervals except maybe one that is the union of an
interval containing the minimum of the order and an interval containing the maximum of the order. A colouring is said to
be continuous if there is an order on V such that it is continuous relatively to this order.
We say that an interval i exhausts a colour c if all the c-coloured elements of V are contained in i. Suppose, we colour V
continuously beginning with colour 1, then with colour 2 when we have exhausted the colour 1, . . . This procedure fails if an
interval exhausts at least l − 1 colours and it sees two more colours (one on the ‘‘left’’ and one on the ‘‘right’’). This gives a
conditional obstruction:
Definition 4. A troublemaker is an interval that can exhaust at least l − 1 colours and see two more colours, i.e. it has size
at least L′ := tminl−1 + 2.
Remark 1. If there is a troublemaker, then the largest interval is a troublemaker. When there is no troublemaker, any
continuous colouring is admissible; but we can use a troublemaker if there is one with the following proposition.
Proposition 1. Let g be a troublemaker that is not megalomaniac. Then, there is a partial colouring of V restricted to the vertices
of g that colours g with l colours and exhausts l− 1 of these colours.
Proof. We start with the l− 1 smallest colours and add the largest colour. If these l colours are not sufficient to cover g , we
change the smallest used colour for the largest unused colour. We repeat these changes until the sum of the sizes of the l
used colours is larger than the size of g . As t(g) ≤ L, this procedure will always stop with l used colours that are sufficient
to cover g . Moreover, we know that the l− 1 small colours are smaller than g and so we can exhaust them. 
The following result when k− 2l < 0 is an easy case of linearity. It will be used as a base case in the general algorithm.
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Theorem 5. If k − 2l < 0, then an instance of P lk is positive if and only if there is no megalomaniac. Hence P lk can be decided in
linear time.
Proof. ⇒: By contraposition, if there is a megalomaniac, there is no admissible colouring.
⇐: If there is no troublemaker, any continuous colouring is admissible. If there is one, say g , we start a continuous
colouring from its border using the l colours found in Proposition 1 (in the order of increasing size). This way, g is correctly
coloured and there is at most k − (l − 1) ≤ l colours that are outside of g . Hence, the remaining intervals are correctly
coloured.
It shows that it is sufficient to test if the condition on the limit size is satisfied for all the intervals, for answering the
decision problem. If we want to give an admissible colouring, we just need to colour continuously starting from the border
of a troublemaker if there is one. Finding l colours such that l cover and l − 1 can be exhausted in a troublemaker can be
done in constant time (l is fixed). Hence, the problem is linear. 
For now we have distribution as in Fig. 2.
Fig. 2. Partial complexity on hypergraphs with disjoint hyperedges.
We obtained this first result of linearity, thanks to the notion of troublemaker. More exactly, using the fact that we can
exhaust enough colours in a single troublemaker so that other intervals will necessarily be coloured with at most l colours.
We will generalise this result using the structure of the solutions. For this purpose, we will look at a graph representing
a partition and see in detail the properties of such a graph when the partition is a solution.
4.3. Structure of the solutions
All our approach comes down to exhaust colours until there are at most l left. If we prove that every satisfiable instance
has a solution in which some interval exhausts at least one colour, then the problem is weakly polynomial.
Why polynomial? Indeed, we can construct an algorithm that will exhaust at least one colour at each step; hence k − l
steps are sufficient before the algorithm stops. At each step, we can do exhaustive search and generate for all intervals all the
partial colourings that are exhausting one colour in this interval. Then, we check if the resulting instance of P lk′ is satisfiable
(k′ < k). Each sub-problem at a given step will generate O(m) (choice of the interval) multiplied by O
(∑l
r=1
(k
r
))
(choice of
the set of colours colouring the interval) sub-problems for the next step. We obtain an algorithmwith complexity relatively
tomwith order
(∑l
r=1
(k
r
))k−l ×mk−l, which is O(mk−l) (assuming that k and l are fixed).
Why weakly? If we take into account the size n and all the sizes of the colours and intervals that are of the same order of
magnitude, we remark that we encode them in log(n)-space. But if l ≥ 3, the interval i that we chose can exhaust one colour
and see two others without exhausting them. It means that the excess of these two colours compared with the size of i can
be dispatched inΘ(n) different ways between them (when l grows, it becomes worse since the excess can be dispatched in
Θ(nl−2) different ways). We may end up with a number of sub-problems that is exponential in log(n) .
In order to have a strongly polynomial algorithm, wemust ensure a stronger result. Wemust prove that every satisfiable
instance has a solution in which an interval exhausts all the colours it sees except at most one (of course, it must also see at
least two colours to exhaust at least one).
The following theorems will prove that we are in the situation of strong polynomiality. They will reveal properties of the
following graph that models the structure of a colouring.
Definition 5. Given a colouring, we call colouring graph the undirected bipartite graph G = (I ∪ C, E), where (i, c) ∈ E for
i ∈ I and c ∈ C if and only if the colour c sees the interval i. On each edge, we can add a weight corresponding to the number
of units shared by the concerned interval and colour. We denote these weights byw(i, c) = i(c) = c(i).
We first list some obvious propositions on the properties of a colouring graph (N(v) denotes the set of neighbours of v
in G).
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Proposition 2. Let G be a colouring graph then
∑
c∈N(i)w(i, c) = t(i), ∀i ∈ I .
Proposition 3. Let G be a colouring graph. If all the elements of V are covered by an interval in I, then
∑
i∈N(c)w(i, c) = t(c),∀c ∈ C.
The first theorem gives a property of ‘‘good’’ solutions (solutions minimising
∑
i∈I |C(i)|, the sum of the numbers of
colours seen by the intervals, under the constraints |C(i)| ≤ l, ∀i).
Theorem 6. Let A = (H = (V , I), C) be an instance of P lk. If this instance is satisfiable, then there is an admissible colouring
such that its graph is a forest.
Proof. Let G = (I ∪ C, E) be the corresponding graph of any admissible colouring. Suppose, G contains an elementary cycle
i1, c1, . . . , ir , cr . Let min{w(ij, cj)} = w(ix, cx) = p. Then, for every j = 1, . . . , r recolour p vertices of colour cj in interval ij
into colour cj−1 (indices are taken by modulo r). We obtain the graph without edge ixcx. In analogous way, we can destroy
all the cycles in G and obtain an admissible colouring such that the corresponding graph is a forest. 
The following theorem ensures that the complexity is strongly polynomial. We can not prove2 that all ‘‘good’’ solutions
satisfy the following property, but the proof of the theoremwill show that there exists at least one ‘‘good’’ solution satisfying
this property.
Theorem 7. Let A = (H = (V , I), C) be an instance of P lk and i ∈ I be an interval of maximum size. If this instance is satisfiable,
then there is a solution such that i exhausts all the colours that it sees except for at most one.
Proof. Assume that the instance is satisfiable. We consider the colouring graph G of an admissible colouring satisfying the
conditions of Theorem 6. G is a forest. If i is the only interval in its connected component, it exhausts all the colours it sees
so that the statement is true. Else, we want to make i a pseudo-leaf i.e. all the adjacent colours to i except for one are leaves.
Assume that i is not alone in its connected component and it is not a pseudo-leaf. In order that i becomes a pseudo-leaf, we
will put all the other intervals of the component in one unique branch starting from i.
We consider the couple (cc, sb) where cc is the number of connected components of the colouring graph and sb is the
maximum number of vertices (corresponding to intervals ofH) in a branch starting from i. We call max-branch for i such
a branch. In the following, we use four transformations such that the resulting colouring has either one more connected
component, or one of the max-branch for i contains at least one more vertex corresponding to an interval. Thus, these
transformations will give colouring graphs with strictly increasing value of (cc, sb), according to the lexicographic order.
We visualise colours as semi-rigid wires connecting the intervals. In the following figures, colours and intervals are represented
by lines and ellipses, respectively. Sentences in italics correspond to the explanation of the continuous distortions we visualise. The
proof can be read without these explanations.
Let c1 and c2 be two colours seen by i and another interval. We consider that c1 is in a max-branch for i. Let j 6= i be an
interval that sees c2.We will move i from c1 to c2. Let us denotew(i, c1) = wi1,w(i, c2) = wi2, andw(j, c2) = wj2.
Transformation 1. If wj2 ≤ wi1, then we can push all the units of the colour c2 that are in j inside of i and make go outwj2 units
of c1 in order to reconnect j behind i.More formally, if w
j
2 ≤ wi1, then we exchange the wj2 units of c2 in j with wj2 units of c1
in i.
If wj2 = wi1, this transformation has deconnected i from its max-branch along with the branch containing j and the
number of connected components has increased. Otherwise, we have increased by at least one the number of intervals (and
thus of vertices) that are in the max-branch of i. In both cases, j sees the same number of colours and i sees one colour less
or the same number of colours than before.
2 Consider the following instance of P23 : t(c1) = t(c2) = 5, t(c3) = 1, t(i1) = t(i2) = 3, t(i3) = 4, t(i4) = 1. Clearly w(i1, c1) = 3, w(i2, c2) = 3,
w(i3, c1) = w(i3, c2) = 2, andw(i4, c3) = 1 is a ‘‘good solution’’; but the largest interval i3 does not satisfy the property.
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Transformation 2. Ifwj2 > w
i
1 and j sees less than l colours then we can exchange i and j positions, i.e. exchangew
i
1 units of
c1 in iwithwi1 units of c2 in j. Thus, j goes again in the max-branch of i. j sees one more colour and i one less.
Transformation 3. Assume that j sees l colours, then there exists a colour c3 6= c2 seen by j. Let us denotew(j, c3) = wj3. If
w
j
2 > w
i
1 and w
i
1 + wi2 ≥ wj3, then we can again exchange i and j positions, i.e. give the wi1 units of c1 to j, give the wj3 units
of c3 to i and balance the exchange with units of c2. Formally, j will contain wi1 units of c1 and w
j
2 + wj3 − wi1 units of c2
(wj2 + wj3 − wi1 > 0 since wj2 > wi1). i will contain wj3 units of c3 and wi1 + wi2 − wj3 units of c2 (wi1 + wi2 − wj3 ≥ 0, since
wi1 + wi2 ≥ wj3).
becomes
The exchange has been made on 3 colours and it is done so that i and j are alone to see one of the 3, so both see the same
number of colours as before. If wi1 + wi2 = wj3, this transformation has deconnected i from its max-branch along with the
branch containing j and the number of connected components has increased. Otherwise, we have increased by at least one
the number of intervals that are in the max-branch of i.
We must remark here that if i sees only the colours c1 and c2, then t(i) = wi1+wi2 > wj3 because i is the largest interval.
Hence, the proof is already complete for the case l = 2.
Transformation 4. Assume now thatwj2 > w
i
1 andw
i
1 +wi2 < wj3. By the preceding remarks, we can suppose that i sees a
number q between 1 and l− 2 of colours c ′x different from c1 and c2 and j sees l− 2 colours c ′′x different from c2 and c3 (note
that c ′x and c ′′y are distinct , 1 ≤ x ≤ q, 1 ≤ y ≤ l− 2, since the colouring graph is a forest).
We must now remark that q satisfies
q∑
x=1
i(c ′x)+
l−2∑
x=q+1
j(c ′′x )+ wi1 + wi2 + wj2 > t(j) because
q∑
x=1
i(c ′x)+ wi1 + wi2 = t(i) ≥ t(j).
Let r be the smallest number such that
r∑
x=1
i(c ′x)+
l−2∑
x=r+1
j(c ′′x )+ wi1 + wi2 + wj2 ≥ t(j).
Since t(j) = wj2 +wj3 +
∑l−2
x=1 j(c ′′x ) andw
i
1 +wi2 < wj3, we exchange all units of colours c3, c ′′1 , . . . , c ′′r in jwith the units of
c1, c2, c ′1, . . . , c
′
r−1 and one part (maybe all) of the units of c ′r in i.
i contains now wj3 units of c3, j(c
′′
x ) units of c
′′
x , x = 1..r , i(c ′x) units of c ′x, x = r + 1..q, and
∑r
x=1 i(c ′x) +
∑l−2
x=r+1 j(c ′′x ) +
wi1 + wi2 + wj2 − t(j) units of c ′r (
∑r
x=1 i(c ′x) +
∑l−2
x=r+1 j(c ′′x ) + wi1 + wi2 + wj2 − t(j) ≥ 0 by definition of r). j contains
now wi1 units of c1, w
i
2 + wj2 units of c2, j(c ′′x ) units of c ′′x , x = r + 1..l − 2, i(c ′x) units of c ′x, x = 1..r − 1, and
L. Lyaudet / Theoretical Computer Science 411 (2010) 10–21 17
t(j)− (∑r−1x=1 i(c ′x)+∑l−2x=r+1 j(c ′′x )+ wi1 + wi2 + wj2) units of c ′r (t(j)− (∑r−1x=1 i(c ′x)+∑l−2x=r+1 j(c ′′x )+ wi1 + wi2 + wj2) ≥ 0
since, by definition of r ,
∑r−1
x=1 i(c ′x)+
∑l−2
x=r+1 j(c ′′x )+ wi1 + wi2 + wj2 <
∑r−1
x=1 i(c ′x)+
∑l−2
x=r j(c ′′x )+ wi1 + wi2 + wj2 < t(j)
)
.
Thus, either
∑r
x=1 i(c ′x)+
∑l−2
x=r+1 j(c ′′x )+wi1+wi2+wj2 = t(j) andwe have succeed in breaking the connected component
of i into two parts and decreasing by one the number of colours seen by i, or
∑r
x=1 i(c ′x)+
∑l−2
x=r+1 j(c ′′x )+wi1+wi2+wj2 > t(j),
i and j see as many colours as before and j goes again in the max-branch of i.
Thanks to those four transformations, we can choose an adjacent branch to i and put any interval in this branch, until i is
a pseudo-leaf. 
Corollary 2. Let A = (H = (V , I), C) be an instance of P lk which possesses a troublemaker and let g ∈ I be an interval of
maximum size (hence, it is a troublemaker of maximum size). If this instance is satisfiable, then there is a solution such that g
sees at least two colours and exhausts all of them except maybe a colour ci of maximum size ti (maximum among the colours seen
by g).
Proof. Thanks to Theorem 7, we know that there is a solution such that g exhausts all the colours it sees except at most one.
Assume that it does not exhaust any because it sees only one cg . Since g is a troublemaker, we can exchange all the units of
the l− 1 smallest colours against units of cg . Thus, g sees l colours and exhausts l− 1. The intervals that were seeing one of
the l − 1 little colours see as many colours as before and those that were seeing two or more see less colours than before.
(With those exchanges, we have perhaps created cycles in the colouring graph; since g is a pseudo-leaf in the colouring
graph, these cycles may be removed as in the proof of Theorem 6.)
Assume that the non-exhausted colour, c1, is not a colour of maximum size seen by g . Let c2 be a colour of maximum size
seen by g . Since t(c2) > t(c1), we can exchange all units of c1 outside of g with units of c2 inside of g . The number of colours
seen by g or any other interval is not modified. Hence, we still obtain an admissible colouring. 
The preceding corollary sums up four points relevant for the complexity of the algorithm:
– g exhausts at least one colour (it sees at least two); thus, we will obtain a polynomial time algorithm inm;
– g exhausts all the colours it sees except atmost one; this argument enables to prove a strongly polynomial time algorithm;
– we can exhaust one colour considering only the interval g (we do not have to try all possible intervals); we will deduce
a linear complexity inm;
– the non-exhausted colour is a colour of maximum size seen by g , hence each set with at most l colours colouring g
generate only one sub-problem. The complexity is slightly reduced by a factor O(kl).
Theorem 8. Algorithm 1 decides if an instance of P lk is satisfiable and its complexity is in O(1) for l and k fixed provided that the
max(1, k− 2l+ 2) largest intervals are given sorted at the end of the array. We can decide the problem P lk in time O(m), where
m is the number of intervals.
Proof. Correctness: Algorithm 1 starts by looking if the number of intervals is 0 or if the total number of colours is less than
l. If that is the case, we return ‘‘TRUE’’ because all colourings are admissible. For deciding if there is a troublemaker, we verify
if the largest interval g is one. If there is no troublemaker, we return ‘‘TRUE’’ because any continuous colouring is admissible.
Next, we look if there are l colours able to cover g . If g is megalomaniac, we return ‘‘FALSE’’. If g is not and k− 2l < 0, then
we return ‘‘TRUE’’ by Theorem 5.
The recursive calls in the last loop try all possibilities for g to exhaust all the colours it sees, except perhaps the largest. If
any of these cases yields a positive instance with strictly less colours, then we return ‘‘TRUE’’. Otherwise, we return ‘‘FALSE’’.
The correctness follows by Corollary 2. (Note that each recursive call is valid, since the following invariants are preserved:∑m
i=1 I[i] ≤
∑
c∈C t(c) and |C | = k.)
Analysis of complexity: We first bound the size of the recursive calls tree. We know, by Corollary 2, that if there is a
solution, there is one where g exhausts all the colours it sees except perhaps the largest. In the worst case, g never exhausts
the largest colour it sees, we must test all the possibilities, and we do not stop before k− 2l < 0 for all the possibilities. Let
T (k, l) be the size of the recursive calls tree of the algorithm, in the worst case, for the values k and l.
If k− 2l < 0, T (k, l) = 1. Else, T (k, l) = 1+∑lp=2 (kp)T (k− p+ 1, l).
Since k ≥ 2l, (kp) ≤ (kl) for p = 2..l. So, we have
T (k, l) ≤ 1+
l∑
p=2
(
k
l
)
T (k− p+ 1, l)
≤ 1+
l∑
p=2
(
k
l
)
T (k− 1, l)
= 1+ (l− 1)
(
k
l
)
T (k− 1, l)
< 1+ (l− 1)klT (k− 1, l).
If k = 2l+ q, T (k, l) <∑qi=0((l− 1)kl)q < ((l− 1)kl)k.
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Algorithm 1 Colour: Decision algorithm for P lk
input:
(k, l, I, C,m), where (I, C) is an instance of P lk, |I| ≥ m, C is sorted in size increasing order and I is partially
sorted in this order, i.e. that at least the max(1, k − 2l + 2) largest intervals are sorted at the end of the
array. (The size of a set of colours is the sum of its colours sizes, not its cardinality.)
output:
TRUE: if there is a colouring such that each interval sees at most l colours.
begin
/* test trivial stop conditions */
ifm = 0 or k ≤ l then
return TRUE
L′:=2;
forall r=1..l-1 do
L′+=C[r];
/* If there is no troublemaker */
if I[m]< L′ then
return TRUE
L:=0
forall r=0..l-1 do
L+=C[k-r];
/* If there is a megalomaniac */
if I[m]> L then
return FALSE
if k− 2l < 0 then
return TRUE /* by Theorem 5 */
forall C ′ ∈ P≥2,≤l(C) /* for all set of 2 to l colours*/ do
c:= the largest colour in C′
/* If I[m] can exhaust almost all of the colours */
if t(C ′)− t(c) < I[m] then
/* If these colours cover I[m] and one colour is not exhausted*/
if t(C ′) > I[m] then
c ′ := the rest of the colour c of size t(C ′)− I[m]
if Colour(k− |C ′| + 1,l,I ,C\C ′ ∪ {c ′},m− 1) then
return TRUE
/* If these colours cover I[m] and all colours are exhausted */
if t(C ′) = I[m] then
if Colour(k− |C ′|,l,I ,C\C ′,m− 1) then
return TRUE
end forall
return FALSE /* by Corollary 2 */
end
Clearly, the instructions before the last loop are done in constant time O(l) for each sub-problem. For each recursive call
in the last loop, there is also a cost O(l) of generating the set of colours and compute the number of remaining units of the
non-exhausted colour. We charge this cost on the called sub-problem (this called sub-problem is always counted in the
recursive calls tree, because of the worst case assumptions). Hence, if C(k, l) denotes the worst case time complexity of the
algorithm for the values k and l, then clearly C(k, l) = O(l)×T (k, l) = O(l((l−1)kl)k). (If one wants to take into account the
complexity of the arithmetic operations, then C(k, l) = O(α(n) × l((l − 1)kl)k) where α(n) = O(log(n)) is the complexity
of additions and subtractions of integers smaller than n.) We obtain a constant with respect to m because we never touch
the array containing the intervals; each recursive call only looks at one different cell of the array depending on its recursion
depth.
Finally, we obtain the linear complexity becausewe need to perform a partial sort to obtain the k−2l+2 largest intervals.
Using the algorithm called SELECTSORT in [13], it can be done with optimal time Θ(m + (k − 2l + 2) × log(k − 2l + 2)).
(SELECTSORT algorithm works as follows. First, we find p, the (k− 2l+ 2)-th largest element, in optimal timeΘ(m) using
the algorithm SELECT from [2]. Then we collect and sort all elements larger than p.) 
We obtain a linear complexity m + f (k, l) where f (k, l) = a + b is the sum of the term corresponding to the
complexity of the partial sort and the term corresponding to the complexity of the main part of the algorithm. The first
term a ≈ (k − 2l) × log(k − 2l) is quasi-linear in k and l, and for k fixed is increasing when l is decreasing, i.e. when we
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come closer to theNP-complete part. The second term b ≈ l((l−1)kl)k is exponential in k and l but this time it is decreasing
when we come closer to the NP-complete part. We wonder whether this phenomenon is due to a bad approximation or if
this is really what happens in the worst case. Nevertheless, we do not think that this phenomenon is still happening when
we study the average complexity. Indeed, it is most probably true that on an average g sees at least Ω(l) colours (maybe
amortised analysis can yield a similar result for the worst case complexity).
Thanks to Theorem 8, we can conclude that we have the following complexity distribution (see Fig. 3):
Fig. 3. Complexity on hypergraphs with disjoint hyperedges.
Hence, there is a violent threshold effect for the complexity of the problem between l = 1 and l > 1.
Theorem 9. The problem P lk is NP-complete if l = 1, linear otherwise.
4.4. Applications of the algorithm
Algorithm 1 can easily be extended to give an admissible colouring when it exists. Moreover, it can be used as a sub-
procedure to solve a few problems related to the problems P lk.
It can, for example, be used to find for a given instance the smallest l 6= 1 such that an admissible colouring exists.
log(k) steps of dichotomous search are sufficient for this application. For this search, we use the same instance but different
problems P lk. This procedure gives us an absolute (with an additive constant equals to 1) approximation algorithm for the
problem of minimising l such that the programs can be scattered on at most l processors. This problem is NP-complete
because of the NP-completeness of P1k , but the algorithm gives the exact value except for the case it stops on l = 2; in this
case, the exact value can be 1 or 2.
Another application can be to find an estimation of the best time for the execution of the programs I and a corresponding
solution when each program is executed on at most l processors (l > 1). For this application, we suppose we are given
the ‘‘computing power’’ pu1, . . . , puk of the k processors instead of their ‘‘computing capacity’’. The computing power pur
represents the number of unitary tasks that can be handled by the processor r in one unit of time. Hence, values t1, . . . , tk
will vary according to the total time given to the processors.We always use the same problem P lk, butwe change the instance
by modifying the number of vertices uncovered by hyperedges (by changing n so that
∑k
r=1 tr = n). We can remark that if
n > kt(I) then all the intervals can be covered by one colour. So, we can do a dichotomous search between t(I) and kt(I)
and find this estimation in log(t(I))+ log(k− 1) steps.
We note also applications to the following optimisation problem: minimise σ(A) =∑i∈I |C(i)|, the sum of the numbers
of colours seen by the intervals, under the constraints |C(i)| ≤ l, ∀i. Of course, this problem is NP-complete even without
any constraints since σ(A) = m if and only if A is a positive instance of P1k . However, a trivial approximation algorithm
exists since any continuous colouring is a+k-approximation for it (if the continuous colouring starts on the border of some
interval, it is a+(k−1)-approximation) when there is no constraint. Indeed, any time such a colouring uses one colourmore
than actually needed to colour some interval, then it exhausts one colour in this interval. As we noted before Theorems 6
and 7, there exist optimal solutions for this problem with constraints satisfying the property of these theorems. However,
Algorithm 1 makes exhaustive search on solutions satisfying Corollary 2. But we can note that if we break the optimality of
the solution in Corollary 2, it is only because there was an optimal solution such that the largest troublemaker was seeing
only one colour and we made it see at least two in order to exhaust at least one. Thus, whenever we add one to the value of
the approximate solution, we exhaust one more colour. Hence, the same algorithm can yield a+ (k− 1)-approximation to
this problem with constraints.
For all these applications, it would be interesting to study the average complexity because the worst case analysis makes
us exhaust only one colour at a time and when l is increasing the average number of exhausted colours should increase also.
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5. Conclusion
In this article, we have brought to the fore the existence of a threshold effect for the complexity of neighbour
combinatorial problems. This phenomenon formalised by Theorem 9 for hypergraphs with disjoint hyperedges can be seen
as a kind of combinatorial analogue to Schaefer’s Theorem [15], which separates sub-problems of SAT into NP-complete
and linear problems. More surprising is the reversal of complexity between the class of hypergraphs and the considered
subclass.
In [12], the author proved that the problem P23 is still linear on interval hypergraphs
3 with maximum degree 2 when the
colours are of almost equal size. Other work by the author shows also that Pk−1k for k ≥ 4 is linear on interval hypergraphs
withmaximumdegree 2 and colours with arbitrary sizes (since hypergraphswith disjoint hyperedges are hypergraphswith
maximum degree one, these results generalise some of the results presented in this article). If the NP-completeness results
are trivially true with superior maximum degree, it is not the case for the linear complexity results. It may be interesting
to see if the border between NP-hard and polynomial cases is still the same with different maximum degree. Another
interesting point would be to see if the problems P lk are always linear or NP-complete, or if some intermediate complexity
shows off. An open question is the complexity of P lk on interval hypergraphs. The study of this problem seems interesting
because the number of obstructions to be considered (in this article, we have only the troublemakers and megalomaniacs)
is increasing with themaximum degree, and it is not clear if the whole set of obstructions whenwe consider the whole class
of interval hypergraphs can be easily defined. We conjecture that on interval hypergraphs all problems P lk are NP-complete.
A natural question asked by Stéphan Thomassé is whether the linear algorithm of Theorem 8 can be generalised to non-
uniform constraints, i.e. |C(i)| ≤ li, 2 ≤ li ≤ l, ∀i (each interval has its own constraint). Unfortunately, Theorem 7 is no
longer true in this setting.
(Consider the following instance: t(i) = 10, t(j) = t(h) = 8, li = 5, lj = lh = 2, t(c1) = t(c2) = t(c3) = t(c4) = 5,
t(c5) = t(c6) = t(c7) = 2. Then there is only one solution (up to a permutation of colours of equal size): j(c1) = 5, j(c2) = 3,
h(c3) = 5, h(c4) = 3, i(c2) = i(c4) = i(c5) = i(c6) = i(c7) = 2. And, the largest interval i does not exhaust all the colours it
sees except at most one.)
However, the author is currentlyworking on somemodifications to the same approach that should still yield a polynomial
time algorithm.
Stéphan Thomassé also suggested us to interpret problem P lk on pairwise disjoint hyperedges as a transportation problem
with maximum degree constraints. In this setting, P lk is a transportation problem with k sources (suppliers) and m sinks
(clients) such that each client must have at most l suppliers (degree at most l). However, this is a transportation problem
with uniform transport cost between any couple (client, supplier). An interesting open problem is whether the results of
this article can be combined with optimisation (or approximation) on the transportation cost in the non-uniform setting.
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