Let R be a ring with center Z(R). A mapping F: R -> R is said to be centralizing on R if [F(x), x] e Z(R) holds for all x £ R . The main purpose of this paper is to prove the following result, which generalizes a classical result of Posner: Let R be a prime ring of characteristic not 2, 3, and 5. [7] has proved that every Jordan derivation on a prime ring of characteristic not two is a derivation. A brief proof of Herstein's result can be found in [4] . Cursack [6] has generalized Herstein's result on 2-torsionfree (i.e., such that 2x = 0 implies x = 0) semiprime rings (see also [2] ). A mapping F from R to R is said to be commuting on R if [F{x), x] = 0 holds for all x £ R, and is said to be centralizing on R if [F{x), x] £ Z{R) holds for all x £ R. For results concerning commuting, centralizing, and related mappings in prime and semiprime rings, we refer to [1, 5, 9, 10, 16, 17] where further references can be found.
The results A classical result in the theory of centralizing mappings is a theorem of Posner [11] , which states that the existence of a nonzero centralizing derivation on a prime ring forces the ring to be commutative. In our recent paper [17] we have proved that in case there exists a nonzero derivation D: R -» R, where R is a prime ring of characteristic different from 2 and 3, such that the mapping x i-> [D{x), x] is centralizing on R, R is commutative. Neglecting the fact that in our result we have an additional assumption concerning the characteristic of the ring, we can say that Theorem 2 in [17] generalizes Posner's theorem mentioned above. It is our aim in this paper to generalize Theorem 2 in [17] by proving the following result. Obviously, B{-, •) is symmetric (i.e., B{x, y) -B{y, x) for all x, y £ R) and additive in both arguments. A routine calculation shows that the relation
holds for all x, y, z £ R. We also introduce a mapping / from R to R by f{x) = B{x, x). We have
Obviously, the mapping / satisfies the relation (3) f{x + y) = f{x) + f{y) + 2B{x,y), x,y£R.
Throughout the proof, we use the mapping B{-, •) and the relations (1), (2) , and (3) without specific reference. The assumption of the theorem can now be written in the form (4) [[f{x),x],x)£Z{R), x£R.
First we intend to prove that the mapping x h-> [/(x) , x] is commuting on R .
In other words, we are going to prove that
holds for all x £ R . The linearization of (4) 
in the same fashion that makes it possible to obtain (7) from (4). Let y be xy in (9) . Then using (5) and (9), after some calculations we obtain
Putting y = 2D{x) in (10) and (11), we arrive at
= 0, x£R, and ( 12) and ( 13) 
x], x £ R, together with (12) gives (14) /(x)[/(x),x] = 0, x£R, and
using the same approach as in the proof of (7). Put yx instead of y in (16) . Then
According to (16) , one can write -2B{x, y)[f{x), x]x in the above calculation instead of f{x)[f{x), y]x+2f{x)[B{x, y), x]x . Now by (5) and (14), we have
which can be written in the form
Substituting yz for y in (17), after some calculations and similar substitutions as in the proof of ( 17) we obtain In particular, for y = D{x) the relation (37) reduces to (38) f{x)yD2{x)D{x) = 0, x, y £ R, because (33) and (34) hold. Let us assume that D2{a)D{a) ^ 0 for some a £ R. In this case it follows from (38) that f{a) = 0. Hence (37) reduces to [y, a]zD2{a)D{a) = 0, which implies a £ Z{R), since we have assumed that D2{a)D{a) ^ 0. In other words, we have proved that D2{x)D{x) = 0 for any x ^ Z{R). We intend to prove that
for all x £ R. Therefore, let x be from Z{R) and let y / Z{R). We also have x+y¿Z(R). We know that D2{y)D{y) = 0 and D2{x+y)D{x+y) = 0, whence it follows D2{x)D{x) + D2{x)D{y) + D2{y)D{x) = 0. Substituting -x for x and comparing both relations, we obtain (39). The linearization of (39) For any fixed x £ R the mapping y h-> [D2(x),y] is an inner derivation. Hence from (40) and Lemma 1 in [11] it follows that for any fixed x £ R we have either D2{x) = 0 or D2{x) £ Z{R). In any case £>2(x) £ Z{R) for all x £ R, which makes it possible to conclude that left multiplication of (39) by y gives D2{x)yD{x) = 0, x , y £ R . From this relation it follows that for any xEÄ,we have either D2{x) = 0 or D{x) = 0 by primeness of R. In any case, D2{x) = 0 for all x £ R, which yields D = 0 by Theorem 2 in [11] . The proof of the theorem is complete.
We feel that Theorem 1 can be proved without the assumption that R is of characteristic different from 5, but unfortunately we are unable to do it.
Theorem 1 leads to the following conjecture: Let D: R -> R be a derivation, where R is a noncommutative prime ring with suitable characteristic restrictions. Suppose that for some integer n we have f"{x) -0 for all x e R, where f{x) = [D{x), x] and fn+i{x) = [f"{x), x]. In this case D = 0. We feel that this conjecture would be hard to prove for arbitrary n , and would almost certainly require higher-powered methods than those used in the proof of Theorem 1.
Singer and Wermer [14] have proved that any continuous linear derivation on a commutative Banach algebra maps the algebra into its radical. Thomas [15] has proved this result without assuming the continuity of derivation. Yood [ 18] has extended the Singer-Wermer theorem on noncommutative Banach algebras by proving that every continuous linear derivation D of a Banach algebra A , which satisfies \D{x), y] £ rad{A) for all x, y £ A, where rad{A) denotes the radical of A, maps A into rad(^). We now generalize Yood's result as follows. Proof. By Lemma 3.2 in Sinclair's paper [13] , every continuous linear Jordan derivation D of a Banach algebra A leaves the primitive ideals of A invariant. Since the radical of A is the intersection of all primitive ideals, we have D{rad{A)) c xad{A), which means that there is no loss of generality in assuming that A is semisimple. Since D leaves all primitive ideals invariant, one can introduce for any primitive ideal P c A a Jordan derivation Dp : A/P -> A/P, where A/P is the factor algebra, by Dp{x) = D{x), x = x + P. The factor algebra A/P is prime, since P is a primitive ideal. Hence by Herstein 
