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THE GENERIC COMBINATORIAL SIMPLEX
A. PANAGIOTOPOULOS AND S. SOLECKI
Abstract. We employ projective Fra¨ısse´ theory to define the “generic combi-
natorial n-simplex” as the generic pro-finite, simplicial complex that is associ-
ated to a family of simply defined selection maps between finite triangulations
of the simplex. The generic combinatorial n-simplex is a set-theoretic object
that can be used to define the geometric realization of a simplicial complex
without any reference to the Euclidean space. We present a theory of coinitial
closure for general Fra¨ısse´ classes. We study the coinitial closure of our class of
selection maps. In the process, we develop further Fra¨ısse´ theory, the theory
of stellar moves, as well as the theory of cellular maps. It turns out that the
coinitial closure of selection maps contains the class of face-preserving sim-
plicial maps that are cellular on each face of the n-simplex and is contained
in the class of simplicial, face-preserving near-homeomorphisms. Under the
PL-Poincare´ conjecture, this characterizes the coinitial closure of selections.
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1. Introduction
1.1. Motivation for and organization of the paper. Our goal is to establish
a combinatorial framework and to develop the techniques necessary for extending
the Fra¨ısse´ theoretic analysis to finite dimensional simplexes. In short, we give a
combinatorial presentation of finite dimensional simplexes using projective Fra¨ısse´
theory. There are several reasons motivating this work. It is the first instance
when a projective Fra¨ısse´ presentation is given for a space of topological dimension
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2 A. PANAGIOTOPOULOS AND S. SOLECKI
strictly bigger than 1. This may not come as a surprise given all the subtleties and
complications which arise in higher dimensional combinatorial topology. Impor-
tance of such presentations comes partly from Fra¨ısse´ theory having become one of
the frameworks for analyzing the dynamics of topological groups, with projective
Fra¨ısse´ theory used in the study of homeomorphism groups; see [3, 13, 17, 18, 26].
Also, our presentation provides an intrinsic, purely combinatorial way of defining
the geometric realization of a simplicial complex. The usual way of defining it relies
on using geometric simplexes that are subsets of Euclidean spaces. Furthermore,
the combinatorial presentation of simplexes can be used as a basis for defining a ho-
mology theory that is appropriate for projective Fra¨ısse´ limits. We expect it to open
a way to study more general compact metrizable spaces, for example, the Menger
compacta, see [26, Section 6], using combinatorial methods based on the Fra¨ısse´
theory. Finally, our analysis of the projective Fra¨ısse´ presentation of simplexes led
us to the new general notion of coinitial closure, whose computation for our projec-
tive Fra¨ısse´ category led naturally to connections with and new results in (mostly
combinatorial) topology. In particular, cellular maps, near-homeomorphisms, and
the stellar theory play important roles. We find the connections with topology
interesting in their own right and we expect the notion of coinitial closure to be
broadly applicable.
The paper is organized as follows. The main line of our argument runs from
Section 3 through Section 4 to Section 6, with Section 5 providing the necessary
tools for proving the results of Section 6. In Section 3, we introduce the projective
Fra¨ısse´ category of certain simplicial maps which we call selections, and represent
simplexes as canonical quotients of limits of these categories. Selections form a
rigid, combinatorial category. In Section 4, using category theoretic language, we
show that each Fra¨ısse´ category is included in a (canonical) largest Fra¨ısse´ cate-
gory, within a fixed ambient category, that produces the same limit. We call this
largest category the coinitial closure of the category we started with. In Section 6,
we compute a lower and upper estimates on the coinitial closure of the category
of selections, and we show that under favorable circumstances the two estimates
coincide. The two estimates involve categories of simplicial maps that are more
flexible and more topological than selections. The arguments in Section 6 use the
theory of stellar manifolds. In Section 5, we prove new results the theory of stellar
manifolds. These results are needed in our considerations in Section 6, but that we
also find them interesting in their own right. Additionally, in Section 2, we give the
background for projective Fra¨ısse´ theory that is necessary to frame the discussion
in this paper.
1.2. A brief outline of results. For every finite simplicial complex A we con-
sider the category S(A) of selection maps whose objects are all finite barycentric
subdivisions βkA of A and the morphisms are defined by closing the collection of
elementary selections s : βn+1A → βnA under composition and barycentric subdi-
vision f 7→ βf . The definition of elementary selections is given in Section 3; see
also Figure 1. In Theorem 3.8, we give an internal, not involving recursion, char-
acterization of maps in S(A). Also in Section 3, we prove the following theorem.
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The notions of projective Fra¨ısse´ category, its limit, and the relation R used in this
theorem are explained in Section 2.
Theorem 1.1. (i) If A is a finite simplicial complex A, then S(A) is a pro-
jective Fra¨ısse´ category.
(ii) The topological realization A/RA of the projective Fra¨ısse´ limit A of S(A)
is homeomorphic to the geometric realization |A|R of A.
Based on the theorem above we can introduce the main object of this paper.
Definition 1.2. The generic combinatorial simplex is the projective Fra¨ısse´
limit ∆ of the projective Fra¨ısse´ category S(∆).
0 1
2
{0} {1}
{2}
{0,1}
{0,2} {1,2}
{0,1,2}
Figure 1. The 2-dimensional simplex ∆ and its first barycentric
subdivision β∆. A simplicial map s : β∆ → ∆ is an elementary
selection if s(σ) ∈ σ for every non-empty σ ⊆ {0, 1, 2}.
From a Fra¨ısse´-theoretic standpoint an important aspect of the inductive defini-
tion of S(∆) is it making S(∆) amenable to combinatorial investigation. On the
other hand, from the standpoint of analyzing the face-preserving symmetries of ∆ ,
the category S(∆) is quite rigid. We define broader projective Fra¨ısse´ categories
whose projective Fra¨ısse´ limit is still ∆ but which are more flexible.
The guiding principle will be provided by the abstract notion of coinitial closure
for essentially countable categories that we introduce in Section 4. Fix an ambient
category E . Let F be a subcategory of E that has the same class of objects as E .
For a subcategory F ′ of E , we say that F is coinitial in F ′ if F ⊆ F ′ and for every
g′ ∈ F ′ there is g′′ ∈ F ′ so that g′ ◦ g′′ ∈ F . In Section 4.1, we prove the following
theorem.
Theorem 1.3. Let F , E be as above. There exists a largest subcategory [F ] of E,
in which F is coinitial. Moreover, the largest subcategory of E, in which [F ] is
coinitial, is [F ] itself.
We call [F ] the coinitial closure of F with respect to E . In Section 4.2,
we develop a theory of coinitial closure in the case when F is a projective Fra¨ısse´
category and E is essentially countable. In this case, [F ] turns out to be a projective
Fra¨ısse´ category that is potentially larger, and actually larger in our applications,
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than F , but has the same Fra¨ısse´ limit as F . In Theorem 4.7, we give an im-
portant to us intrinsic characterization of morphisms in the coinitial closure via
iso-sequences.
In Section 6, we compute the coinitial closure [S(∆)] of S(∆) in the ambient
category R(∆) of all simplicial maps finite barycentric subdivisions of ∆ that pre-
serve the face structure of ∆. In particular, we consider the categories H(∆) of all
restricted near-homeomorphisms on barycentric subdivisions of ∆ and
C(∆) of all hereditarily cellular maps on barycentric subdivisions of ∆.
We give definitions of these classes in Section 6.1, but we point out here that near-
homeomorphisms and cellular maps are well studied classes of maps. The following
theorem is proved in installments in Sections 6.3, 6.5, and 6.6. Its main point is that
the coinitial closure of S(∆) in R(∆) is estimated from below by C(∆) and from
above by H(∆), and that C(∆) and H(∆) are equal under appropriate assumptions.
Theorem 1.4. Let ∆ be the n-simplex and let [S(∆)] be the coinitial closure of
S(∆) in R(∆). Then
S(∆) ⊆ C(∆) ⊆ [S(∆)] ⊆ H(∆).
Furthermore,
C(∆) = H(∆), for n < 4,
and, if the PL-Poincare´ conjecture is positively resolved for n = 4, then C(∆) =
H(∆) for all n ≥ 0 .
In the proof of the theorem above, it is necessary to consider combinatorial
triangulations of ∆ that are more flexible than barycentric subdivisions of ∆. They
are stellar n-simplexes obtained using stellar moves first defined and studied by
Alexander and Newman [2, 25]. A stellar n-simplex is a stellar n-ball A together
with a fixed decomposition of its boundary into stellar balls of lower dimensions,
each of them corresponding to a combinatorial triangulation of a face of the n-
dimensional simplex ∆.
• •
•
• •• •
•
•
•
•
•
•
• •
•
• •
• •
•
Figure 2. A finite stellar 2-simplex A = (AX | X ∈ ∆).
Considering stellar n-simplexes naturally leads to defining a category broader
than S(∆). In relation to S(∆), the category S?(∆) of selection maps on stellar
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n-simplexes is defined as the union of all categories of the form S(A) where A is
a stellar n-simplex. Notice that S(∆) can be canonically identified as a full subcat-
egory of S?(∆). We compute the coinitial closure [S?(∆)] of S?(∆) in the ambient
category R?(∆) of all simplicial maps f : B → A between stellar n-simplexes which
preserve the face structure of ∆. We obtain a theorem fully analogous to Theo-
rem 1.4, where the categories H(∆) and C(∆) are replaced by the categories H?(∆)
of all restricted near-homeomorphisms on stellar n-simplexes and C?(∆) of
all hereditarily cellular maps on stellar n-simplexes.
In Section 5, we present new results in stellar theory needed in Section 6. For
example, in the process of proving the inclusion C?(∆) ⊆ [S?(∆)], we prove a variant
of the main technical result of Alexander and Newman [2, 25]. Their, now classical,
theorem states that every stellar ball B can be transformed to a cone [v] ? ∂B
using a sequence of internal stellar moves. In Section 5.2, we define the notion of
a strongly internal stellar move and show in Theorem 5.4 that the starring of a
stellar ball can always be assumed to be strongly internal, as long as the boundary
of B is an induced subcomplex.
1.3. A review of standard notions concerning simplicial complexes and
simplicial maps. A simplicial complex or simply a complex C is a family
of finite non-empty sets that is closed under taking non-empty subsets, that is, if
σ ∈ C and τ ⊆ σ with τ 6= ∅, then τ ∈ C. Notice that the empty set ∅ constitutes
a complex, which we call the empty complex. An element σ of C is called a face
of C. The domain of C is the union
⋃
C of all faces in C, and we denote it by
dom(C). A vertex v of C is any element of dom(C). A simplicial subcomplex or
simply a subcomplex D of C is a simplicial complex with D ⊆ C.
Let C,D be two complexes. We view a function
f : dom(C)→ dom(D),
as a function which acts on the level of vertexes, faces and subcomplexes. If σ is a
face of C, A is a subcomplex of C, and B is a subcomplex of D, then we let
f∗(σ) = {f(v) | v ∈ σ}, f∗(A) = {f∗(τ) | τ ∈ A},
and f−1∗ (B) = {τ ∈ C | f∗(τ) ∈ B}.
If for all σ ∈ C we have that f∗(σ) ∈ D, then we say that f is simplicial and we
use the notation
f : C → D.
A simplicial map f : C → D is an epimorphism, if it surjective as a map from
C to D. It is an embedding, if it is injective as a map from C to D,. Finally, we
say that f is an isomorphism, if it is both an embedding and an epimorphism.
A simplex ∆ is any finite complex with the property that every non-empty
subset of dom(∆) is a face of ∆. Every finite set X generates a unique simplex
P(X) \ {∅}, where P(X) denotes the power set of X. We denote this simplex
by [X]. We will often use the handy [v1, . . . , vn] in place of [{v1, . . . , vn}]. The
dimension dim(∆) of a simplex ∆ is by definition (n − 1), where n is the size of
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dom(∆). Notice that the empty complex ∅ is a simplex with dim(∅) = (−1). Up
to isomorphism there is a unique simplex of dimension n. We set
∆n = P({0, 1, . . . , n}) \ {∅},
to be the “canonical representative” of its isomorphism class and we call it the n-
dimensional simplex. We will work here only with finite dimensional simplicial
complexes. These are precisely the complexes C for which there is a largest n ∈ N
so that ∆n embeds in C. We call this the dimension of C and denote it by dim(C).
If A is a finite simplcial complex, we can identify dom(A) with the set {0, . . . , n}
for some n ∈ N. The geometric realization |A|R of A is the set
(1.1)
{
(x0, . . . , xn) ∈ Rn+1 : xi ≥ 0 and
∑
i
xi =
∑
i∈σ
xi = 1 for some σ ∈ A
}
,
If B is a subcomplex of A, then the associated geometric realization of B is
(1.2)
{
(x0, . . . , xn) ∈ Rn+1 : xi ≥ 0 and
∑
i
xi =
∑
i∈σ
xi = 1 for some σ ∈ B
}
.
Similarly, for a face σ of A, its associated geometric realization is
(1.3)
{
(x0, . . . , xn) ∈ Rn+1 : xi ≥ 0 and
∑
i
xi =
∑
i∈σ
xi = 1
}
.
We will denote the sets in (1.2) and (1.3) by |B||R and |σ|R, respectively, suppressing
their dependence on A, when it is clear from the context.
2. Background in projective Fra¨ısse´ theory
While classical Fra¨ısse´ theory can be used, in theory, to approximate the dy-
namics of homeomorphism groups Homeo(K) of metrizable compact spaces K, the
resulting Fra¨ısse´ classes are rarely natural for combinatorial investigations. The
systematic study of homeomorphism groups via Fra¨ısse´ theoretic techniques came
with the introduction of projective Fra¨ısse´ theory in [13]. In short, the idea is to
replace classical Fra¨ısse´ categories of embeddings between finite structures with cat-
egories C of epimorphisms between structures equipped with a binary reflexive and
symmetric relation R, which often is the edge relation of a finite simplicial complex.
The category is assumed to satisfy the projective analogue of the Fra¨ısse´ axioms.
In applications, this projective Fra¨ısse´ category C has to be chosen appropriately so
that the profinite complex K which is the inverse limit of a generic inverse sequence
in C captures the dynamics of the original space K in the following sense: the edge
relation RK on K is an equivalence relation; the quotient K/RK is homeomorphic
to K; and the quotient map K → K induces a continuous homomorphism from
Aut(K) to Homeo(K) whose image is dense. Projective Fra¨ısse´ theory has been
used in the study of a number of homeomorphism groups; see [3, 13, 17, 18, 26].
2.1. Abstract Fra¨ısse´ categories and generic sequences. Let E be a category
and let f ∈ E . We denote by Ob(E) the collection of all objects of E and by dom(f),
codom(f) the domain and codomain of f . A category E is essentially countable
if there is a countable subcategory C of E so that the inclusion C ⊆ E extends to
an equivalence between E and C, that is, there is a functor T from E to C which
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extends C ⊆ E and which is naturally isomorphic to idE . A projective Fra¨ısse´
category, or simply a Fra¨ısse´ category, is an essentially countable category E
which satisfies the following two properties:
(i) (joint projection) for any two o1, o2 ∈ Ob(E) there are e1, e2 ∈ E with
codom(e1) = o1, codom(e2) = o2, and dom(e1) = dom(e2);
(ii) (projective amalgamation) for any two e1, e2 ∈ E with codom(e1) =
codom(e2) there are e
′
1, e
′
2 ∈ E with e1 ◦ e′1 = e2 ◦ e′2.
A sequence (en) of arrows in a category E is neat if for every n we have that
dom(en) = codom(en+1). Let (en) be a neat sequence. A sequence (e
′
m) is a block
subsequence of (en) if there are i0 < n1 < n2 < . . . such that, for each m,
e′m = enm ◦ · · · ◦ enm+1−1. Note that (e′m) is automatically neat. Let (en) and (fn)
be neat sequences in E and let F be a subcategory of E . A neat sequence (gm) in
F is called an F-isomorphism from (en) to (fn) if there are block subsequences
(e′m) and (f
′
m) of (en) and (fn), respectively, such that, for each m,
e′m = g2m ◦ g2m+1 and f ′m = g2m+1 ◦ g2m+2
In the situation above, we say that (en) and (fn) are F-isomorphic. Note that
the sequence (g′m), where g
′
m = gm+1, is an F-isomorphism from (fm) to (em).
An E-isomorphism will be called simple an isomorphism and in this situation we
say that (en) and (fn) are isomorphic. A neat sequence (en) in E is a generic
sequence for E if it satisfies the following two properties:
(i) (projective universality) for every o ∈ Ob(E) there is n ∈ N and e ∈ E
so that dom(en) = dom(e) and codom(e) = o;
(ii) (projective extension) for every e ∈ E with codom(en) = codom(e) there
exists m > n and e′ ∈ E so that en ◦ · · · ◦ em = e ◦ e′.
Note that a block subsequence of a generic sequence is also generic. The following
theorem relates the notion of a Fra¨ısse´ category with that of a generic sequence.
Theorem 2.1 (Fra¨ısse´). If F is a Fra¨ısse´ category, then there exists a generic
sequence for F . Moreover, all generic sequences for F are F-isomorphic.
One can simultaneously justify the terminology above and strengthen the first
conclusion of Theorem 2.1 as follows. Let F be a Fra¨ısse´ category, and assume
without a loss of generality that F is countable. The set of all neat sequences
Neat(F) of F can be identified with a closed subspace of the space NN of all se-
quences of natural numbers. One can now show that generic sequences for F form
a comeager subset of Neat(F), that is, a generic sequence for F in the above sense
is also generic in the sense of Baire category.
2.2. Concrete Fra¨ısse´ categories. In applications, one usually works with Fra¨ısse´
categories whose objects are structured sets and the morphisms are maps between
these sets, preserving the additional structure. Here, by a concrete Fra¨ısse´ cate-
gory we mean a Fra¨ısse´ category F consisting of epimorphisms f : B → A between
finite simplicial complexes. In this case, we always view the domain of each com-
plex in Ob(F) as a topological space endowed with the discrete topology. Often
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one may endow the underlying set dom(A) of each complex A ∈ Ob(F) with ad-
ditional model theoretic structure so that the morphisms f : B → A in F preserve
this structure in the sense of [13]. The interested reader may consult [13] for more
details since the only instance of a model theoretic structure we are going to use
here is implicit in the simplicial complex structure; see Section 2.3.
Let F be a concrete Fra¨ısse´ category and let (fn) be a neat sequence of morphisms
in F with fn : An+1 → An. We can associate to (fn) a profinite simplicial
complex A: a simplicial complex A whose domain dom(A) is a 0-dimensional
compact metrizable space so that for each m > 0, the set
{(a0, . . . , am−1) ∈ dom(A)m | {a0, . . . , am−1} ∈ A},
is a closed subset of dom(A)m. This profinite complex is constructed as follows. Let
dom(A) be the topological space that is the inverse limit of (dom(Ak), f lk), where
f lk = fk ◦ · · · ◦ fl−1, let f∞k : dom(A)→ dom(Ak) be the natural projection, and set
{a0, . . . , am−1} ∈ A if and only if {f∞k (a0), . . . , f∞k (am−1)} ∈ Ak, for each k.
Notice that the maps f∞k are continuous simplicial maps from A to Ak, for all
k ≥ 0. If the sequence (fn) is generic for F , we call A the projective Fra¨ısse´
limit of F induced by (fn) or simply the projective Fra¨ısse´ limit of F , since
as we will see in the next paragraph, the structure A does not depend on (fn) up
to isomorphism. We call a simplicial map f : A→ A approximable by F if there
exists k and a morphism f ′ : Ak → A in F such that f = f ′ ◦ f∞k . Notice that such
a map is always continuous.
Let (fn) and (en) be two generic sequences for F , and let A and B be the induced
projective Fra¨ısse´ limits. By an isomorphism from B to A we mean a simplicial
map φ : B→ A that is an isomorphism of simplicial complexes and continuous as a
map from dom(B) to dom(A). Given an F-isomorphism (gm) from (en) to (fn) one
may define φ : B→ A as the inverse limit of (g2m+1)m and φ−1 as the inverse limit of
(g2m)m. In this case, we say that φ is an F-isomorphism. Every F-isomorphism
is approximable by F in the following sense: for all simplicial maps f : A→ A and
g : B → B which are approximable by F , f ◦ φ and g ◦ φ−1 are also approximable
by F . By Theorem 2.1 the Fra¨ısse´ limits A and B are always F-isomorphic. Let
AutF (A) and Aut(A)
be the groups of all F-isomorphisms and all isomorphisms from A to A, respectively.
We clearly have that AutF (A) ⊆ Aut(A). The following alternative characterization
of the projective Fra¨ısse´ limit of a concrete Fra¨ısse´ category provides some context
regarding the connection between Fra¨ısse´ theory and dynamics. This result can
be easily proved by a “back and forth” argument using repeated application of
property (ii) in the definition of a generic sequence, see [13].
Theorem 2.2. Let F be a concrete projective Fra¨ısse´ category and let A be a
profinite simplicial complex. Then A is the Fra¨ısse´ limit of F if and only if
(i) (projective universality) for every A ∈ Ob(F) there is a simplicial map
f : A→ A that is approximable by F ;
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(ii) (projective ultrahomogeneity) if A ∈ Ob(F) and f, g : A→ A are two
simplicial maps which are approximable by F , then there is ϕ ∈ AutF (A)
so that f ◦ ϕ = g.
2.3. Combinatorial representations of compact metrizable spaces. Let F
be a concrete Fra¨ısse´ category. We endow the domain of each complex A in Ob(F)
with a binary relation RA which keeps track of the (≤ 1)-skeleton of A. That is,
aRAa′ if and only if {a, a′} ∈ A. Each map f : B → A in F preserves the relation R
in the sense of [13]: aRAa′ if and only if there are b ∈ f−1(a), b′ ∈ f−1(a′) so that
bRBb′. Moreover, if A is the projective Fra¨ısse´ limit of F induced by (fn), then the
inverse limit RA of the relation R under (fn) coincides with the (≤ 1)-skeleton of A.
As a consequence, RA is a symmetric and reflexive compact relation on dom(A)2.
If it happens that RA is also transitive, then call A a pre-space and we set
(2.1) |A| = dom(A)/RA,
to be the topological realization of A and let pi : A→ |A| be the map which sends
each vertex a of A to its RA-equivalence class [a]. Since every element of Aut(A)
preserves RA, we have that pi induces a homomorphism Aut(A) → Homeo(|A|)
which turns out to be continuous [13]. We view A as a combinatorial representation
of the topological space |A| and the category F as the combinatorial representation
of the subgroup of Homeo(|A|) that is the closure of the image of AutF (A) under
the above embedding.
3. The projective Fra¨ısse´ category of selection maps
In this section, we define for every finite simplicial complex A the category S(A)
of selections on A. We then prove Theorem 3.2 and Theorem 3.6 which, if taken
in conjunction, refine the statement of Theorem 1.1 from the introduction. Finally
we provide some alternative characterization of elements of the category S(A).
Let C be a simplicial complex. As usual, by βC we denote the barycentric
subdivision of C. This is the simplicial complex that is defined as follows:
— dom(βC) = C, that is, vertices of βC are all faces of C;
— the faces of βC are all chains with respect to inclusion of faces of C, that
is, all subsets {σ0, . . . , σk−1} of C with σ0 ⊆ · · · ⊆ σk−1.
Iterating this process, we define βkC inductively for every k ∈ N. We set β0C = C,
and βk+1C = β(βkC). See Figures 1 and 3.
Figure 3. The complex βk∆, for k = 0, 1, 2, 3.
10 A. PANAGIOTOPOULOS AND S. SOLECKI
Let f : C → D be a simplicial map between simplicial complexes C,D. We
define the barycentric subdivision of f to be the map βf : βC → βD, with
(βf)(σ) = f∗(σ) for all σ ∈ dom(βC).
Notice that since f is simplicial, f∗(σ) is a face of D for every σ ∈ C, that is, for
every element of dom(βC). Hence βf is well defined. It is easy to check that βf is
simplicial and, in fact, an epimorphism whenever f is an epimorphism.
A function S : C → dom(C) is called an elementary selection if s(σ) ∈ σ for
each face σ of C. It is easy to check that any such function induces a simplicial
map from βC to C which is an epimorphism. We also use the name elementary
selection for these simplicial maps.
Definition 3.1. Let A be any finite simplicial complex. We define the category
S(A) of selections on A to be the smallest family of simplicial maps which
— contains all elementary selections βk+1A→ βkA, for all k ≥ 0;
— contains the identity map 1A : A→ A;
— is closed under composition;
— is closed under the operation f 7→ βf between simplicial maps.
Notice that S(A) consists entirely of epimorphisms and that a simplicial complex
C is an object in S(A) if and only if C is of the form βkA for some k ≥ 0.
We can now prove the first part of the statement of Theorem 1.1.
Theorem 3.2. If A is a finite simplicial complex, then S(A) is a projective Fra¨ısse´
category.
We will need the following standard lemma whose proof is straightforward, and
will be left to the reader.
Lemma 3.3. Let g : C1 → C2 and f : C2 → C3 be simplicial maps. Then
β(f ◦ g) = βf ◦ βg.
Proof of Theorem 3.2. The only point that needs an argument is the projective
amalgamation property.
Consider the following property of a map h ∈ S(A): for each f ∈ S(A) with
codom(f) = codom(g), there exist g1, g2 ∈ S(A) such that f ◦ g1 = h ◦ g2. Using
Lemma 3.3 one easily sees that each map in S(A) is of the form βk(1A) or is a
composition of maps of the form βk(s), where s is an elementary selection and
k ≥ 0. It follows that to prove the projective amalgamation, it suffices to show
that 1A and each elementary selection have the property above and that if h has
it, then so does βh.
It is clear that 1A has the property. The map βh inherits it from h by the
following observation. If, for f1 : β
l1A → βkA and f2 : βl2A → βkA, there are
g1, g2 ∈ S(A), g1 : βmA→ βl1A and g2 : βmA→ βl2A with f1 ◦ g1 = f2 ◦ g2, then,
by Lemma 3.3, we also have
βf1 ◦ βg1 = βf2 ◦ βg2
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and βg1, βg2 ∈ S(A). It remains to prove the property for elementary selections.
This is an immediate consequence of the following claim.
Claim. Let f : βlA→ βkA be a simplicial map, with l ≥ k, and let s : βk+1A→ βkA
be an elementary selection. Then there is an elementary selection s′ : βl+1A→ βlA
so that
(3.1) f ◦ s′ = s ◦ βf.
Proof of Claim. We define s′ by chasing the amalgamation diagram. Elements of
dom(βl+1A) are faces of βlA, that is, they are of the form {v1, . . . , vp}, where each
vi is in dom(β
lA). So, for each {v1, . . . , vp} ∈ dom(βl+1A), we need to find i0 ≤ p
and set
s′({v1, . . . , vp}) = vi0
so that (3.1) holds. We have that
βf({v1, . . . , vp}) = {f(v1), . . . , f(vp)}
with the latter being a face of βk+1A. Since s is an elementary selection, we have
that
s({f(v1), . . . , f(vp)}) ∈ {f(v1), . . . , f(vp)}.
So we can pick, not necessarily in a unique way, some i0 ≤ p such that
s({f(v1), . . . , f(vp)}) = f(vi0).
Set s′({v1, . . . , vp}) = vi0 . It follows that s′ is an elementary selection and that
(3.1) is satisfied. 
Since S(A) is a concrete projective Fra¨ısse´ category we can consider the inverse
system (Ak, f
l
k) that is associated to the unique, up to isomorhism, generic sequence
(fn) for S(A); see Section 2.2. We denote by β∞A the projective Fra¨ısse´ limit
lim←−(Ak, f
l
k) of S(A) and let f∞k : β∞A→ Ak be the natural projection map. Let R
be the associated binary relation on β∞A; see Section 2.3.
Lemma 3.4. The projective Fra¨ısse´ limit β∞A of S(A) is a pre-space.
Proof. The only thing that needs to be shown is that R is transitive. Let x0, x1, x2 ∈
dom(β∞A) with {x0, x1}, {x1, x2} ∈ β∞A. Let k > 0 and set ai := f∞k (xi). It
follows that both {a0, a1} and {a1, a2} are faces of Ak. Consider the elementary
selection map s : βAk → Ak defined as follows. First, if a2 ∈ σ ∈ Ak, then set
s(σ) = a2. If a1 ∈ σ but a2 6∈ σ, then set s(σ) = a1. For all remaining σ ∈ Ak
let s(σ) be any element of dom(Ak). By property (ii) in the definition of a generic
sequence there is l > k an g : Al → βAk in S(A) so that s ◦ g ◦ f∞l = f∞k . Let
σ0, σ1, σ2 ∈ Ak with σi = g ◦f∞l (xi). But then both {σ0, σ1} and {σ1, σ2} are faces
of βAk with ai = s(σi). Since a2 6∈ σ1 and a1 6∈ σ0 we have that σ0 ⊆ σ1 and
σ1 ⊆ σ2. If follows that {σ0, σ2} ∈ βAk and since s is simplicial: {a0, a2} ∈ Ak. 
We extend definition (2.1) of Section 2.3 as follows.
Definition 3.5. The topological realization of a finite complex A is the space
|A| = |β∞A| = dom(β∞A)/Rβ∞A.
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Before we characterize |A| topologically, we need to introduce some notation. Let
B be any subcomplex of A and notice that for every m ≥ 0 the complex βmB is
naturally included in βmA as a subcomplex. Moreover, every map f : βnA→ βmA
in S(A) restricts to a map from βnB to βmB contained in S(B). As a consequence
the generic sequence (Ak, f
l
k) for S(A) can be restricted to a neat sequence in S(B)
which we denote by (Bk, f
l
k  B). Clearly, the inverse limit of the above system is a
closed subcomplex of β∞A. Moreover, since every map in S(B) can be extended,
possibly in many ways, to a map in S(A), we see that the inverse system (Bk, f lk  B)
is a generic sequence for S(B). As a consequence, the associated subcomplex of
β∞A is an isomorphic copy of the projective Fra¨ısse´ limit of S(B) which we denote
by β∞B. The following theorem provides a refined version of the second part of
the statement of Theorem 1.1.
Theorem 3.6. Let A be a finite complex. Then, |A| is homeomorphic to the
geometric realization |A|R as in (1.1), by a homeomorphism that sends |B| onto the
associated geometric subcomplex of |A|R as in (1.2), for each subcomplex B of A.
The proof of Theorem 3.6 must be postponed till Section 6.4 as it requires notions
and results proved in Sections 4 and 6.3. Here we foreshadow it with Lemma 3.7
below. By arguments more direct than our proof of Theorem 3.6, but using [9,
Chapters 8, 25, 26], one can obtain partial information on the topological nature
of |A|, for example, that |A| is homeomorphic to |A|R if dim(A) ≤ 2 or that the
topological dimension of |A| is equal to dim(A).
Lemma 3.7. Fix n ∈ N. Let si : βn+i+1A → βn+iA be elementary selections, for
i ∈ N. Consider the profinite simplicial complex A associated with the sequence (si),
and assume RA is an equivalence relation. Then, A/RA is homeomorphic with |A|R
by a homeomorphism that sends B/RA onto the associated geometric subcomplex
of |A|R, for each subcomplex B of A, where B is the profinite simplicial complex
associated with (si  βn+i+1B).
Proof. Let Ai = β
n+iA. Let d be the Euclidean metric on |A|R. Let i ≥ 0 be the
supremum of the d-diameters of the simplexes in the standard (n+ i)-th geometric
barycentric subdivision of |A|R. We have that limi i = 0. Let ri : dom(Ai)→ |A|R
be the map that sends each vertex of Ai to the corresponding vertex of the standard
(n+ i)-th geometric barycentric subdivision of |A|R, and set
gi := ri ◦ s∞i .
Each map gi : dom(A) → |A|R is clearly continuous. The sequence of maps (gi)
converges uniformly since for every x ∈ dom(A) and i ≤ j, we have that
d(gi(x), gj(x)) ≤ i.
Let g : dom(A) → |A|R be the continuous function that is the uniform limit of the
sequence (gi). Since the image of gi contains all vertices of the standard (n+ i)-th
geometric barycentric subdivision of |A|R, we see that the image of gi is i-dense
in |A|R. Now, by compactness of dom(A) and uniform convergence of (gi) to g, we
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get that g is surjective. We check that, for x, y ∈ dom(A),
(3.2) g(x) = g(y) if and only if xRAy.
If xRAy, then, for each i, we have d(gi(x), gi(y)) ≤ i; thus, g(x) = g(y).
Assume now that ¬(xRAy). Let C ⊆ A be an RA-equivalence class. Since C
forms a clique with respect to RA, so does s∞i (C) with respect to R
Ai . Therefore,
for each i, gi(C) is the set of vertices of a simplex in the standard (n+i)-th geometric
barycentric subdivision of |A|R. We denote that simplex by
(C)i.
Note that, if C is an RA-equivalence class, then, for all j ≥ i, gj(C) ⊆ (C)i. Hence,
(3.3) g(C) ⊆ (C)i, for all i.
Note further that if C, D are distinct RA-equivalence classes, the
(3.4) (C)i ∩ (D)i = ∅, for large enough i.
So assuming that ¬(xRAy), we have [x]RA 6= [y]RA , and obviously x ∈ [x]RA and
y ∈ [y]RA . Now g(x) 6= g(y) follows from (3.3) and (3.4).
As a consequence of (3.2) and g being a continuous surjection, we see that the
map A/RA → |A|R induced by g is a homeomorphism. The assertion about a
subcomplex B follows directly from the observation that, for each i, si  βn+i+1B
maps βn+i+1B onto βn+iB and from the definition of the sequence (gi). 
We conclude this section with an intrinsic characterization of when a simplicial
function is an element of the category S(A).
For every j, k with j ≤ k, we have a natural identification of dom(βjA) with a
subset of dom(βkA). Let pikj : dom(β
jA)→ dom(βkA) be the function implement-
ing this identification. Formally, we have
pikj (v) = {· · · {v} · · · },
where we have k − j curly brackets on each side. Given this identification, we say
that f : dom(βlA)→ dom(βkA) is simplicial on all subdivisions if for each j ≤ l
there exists i ≤ k and a simplicial map fj : βjA→ βiA such that
(3.5) f ◦ pilj = piki ◦ fj .
It is easy to see that i and fj are uniquely determined by f and j, if dim(A) > 0. If
dim(A) = 0, then the complexes βiA are canonically isomorphic to each other, in
fact, the map piki is an isomorphism from β
kA to βiA. So if dim(A) = 0, we always
take i = 0 when choosing fj .
For a finite simplicial complex A we introduce a partial order on all faces of all
barycentric subdivisions of A. Let σ ∈ βjA with j ≥ 1. Then, σ is a linearly
ordered by inclusion, non-empty finite set of faces of βj−1A. In particular, there is
τ ∈ σ such that τ ⊇ τ ′ for each τ ′ ∈ σ. We denote this largest face of βj−1A that
is an element of σ by
∨σ.
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We write ∨n for the n-th iteration of ∨, where ∨0σ = σ. Now, if σ is a face of βjA
and τ is a face of βiA, we write
σ ≤A τ if and only if i ≤ j and ∨j−i σ ⊆ τ.
We say that f is rigidly monotone if f is simplicial on all subdivisions and, for
every σ ∈ βjA and τ ∈ βj′A with j, j′ ≤ l, we have that
σ ≤A τ implies (fj)∗(σ) ≤A (fj′)∗(τ).
Theorem 3.8. Let A be a finite simplicial complex, and let f : βlA → βkA be a
simplicial map for k ≤ l. The following conditions are equivalent.
(i) f ∈ S(A).
(ii) f is rigidly monotone and f ◦ pil0 = pik0 .
The following lemma, needed is the proof of Theorem 3.8, is almost a tautology,
and we leave its proof to the reader.
Lemma 3.9. Let g : B → C be a simplicial map between the complexes B and C.
(i) Let f : βB → C be simplicial and such that f(σ) ∈ g∗(σ), for each σ a
face of B (that is, a vertex in βB). Then there is an elementary selection
t : βC → C such that
f = t ◦ β(g).
(ii) Let f : βB → βC be smplicial and such that f(σ) = g∗(σ) for each σ a face
of B (that is, a vertex in βB). Then
f = β(g).
Proof of Theorem 3.8. We show the implication (i)⇒(ii) first. It suffices to show
that the class of rigidly monontone contains 1A and all elementary selections and
is closed under composition and operation f → β(f). It is clear that it contains
1A, and we leave the straightforward check that it contains elementary selections
to the reader. Its closure under composition follows from the observation that if
g : βmA→ βlA and f : βlA→ βkA are simplicial on all subdivisions, then we have
(f ◦ g)j = fi ◦ gj ,
for all j ≤ m, where i ≤ l is such that gj : βjA → βiA. To see that rigidly
monotone maps are closed under applying β, note that if f : βl → βkA is simplicial
on all subdivisions, then
(βf)j = fj , for j ≤ l, and (βf)l+1 = βf.
So assuming that f is rigidly monotone, to check that so is βf , it suffices to check
that for σ ∈ βl+1A and for τ ∈ βjA, for some j ≤ l, we have
(3.6) τ ⊆ ∨l+1−jσ =⇒ (fj)∗(τ) ≤A (βf)∗(σ).
If i is such that fj : β
jA→ βiA, then proving (3.6) amounts to showing that
τ ⊆ ∨l−j(∨σ) =⇒ (fj)∗(τ) ⊆ ∨k−if∗(∨σ),
which is an immediate consequence of f being rigidly monotone.
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It remains to show (ii)⇒(i). If A is 0-dimensional, then, since k ≤ l, one easily
sees that (ii) implies that
f = βk(1A), if k = l, and f = sl−k−1 ◦ · · · ◦ s0, if k < l,
where si : β
k+i+1A→ βk+iA is the unique elementary selection.
Assume that A is not 0-dimensional. We prove the implication by induction on
l without assuming k ≤ l. (The inequality k ≤ l will be a part of the conclusion.)
Assume l = 0. Then (ii) implies that f = pik0 . It is easy to see that since A is
not 0-dimensional, pik0 is not simplicial for k > 0. Thus, k = 0 and f = pi
0
0 = 1A.
Assume that l > 0 and that the implication has been proved for l− 1. We prove
it for l. Let
g = fl−1
as given by (3.5). Note right away that, by its definition, g is rigidly monotone. By
our inductive assumption, it follows that
(3.7) g ∈ S(A).
In particular, g is a surjective simplicial map with
g : βl−1A→ βiA
for some i ≤ k.
We show that i = k or k > 0 and i = k − 1. It suffices to see that f maps βlA
to βi+1A or to βiA. Assume, towards a contradiction, that f maps βlA to βjA for
some j > i + 1. Since g is a surjective simplicial map and A is not 0-dimensional,
we can pick a 1-dimensional face τ of βl−1A whose vertices v1 and v2 are such that
g(v1) 6= g(v2). Then, in βlA, {v1}, {v2}, and τ are vertices, and {{v1}, τ} and
{{v2}, τ} are faces. By the choice of g,
f({v1}) = piji (g(v1)) and f({v2}) = piji (g(v2)).
Therefore, in βjA, we have that
{f(τ), piji (g(v1))} and {f(τ), piji (g(v2))}
are faces. But, it is easy to check that if j > i+ 1 and w1, w2 are distinct vertices
of βiA, then there is no vertex t of βjA such that {t, piji (w1)} and {t, piji (w2)} are
faces, a contradiction. Therefore, we have
(3.8) g : βl−1A→ βkA or (k > 0 and g : βl−1A→ βk−1A).
In the first case of (3.8), we apply Lemma 3.9(i) with B = βl−1A and C = βkA,
to get
(3.9) f = t ◦ β(g),
for an elementary selection t. The assumption f(σ) ∈ g∗(σ), for each face σ of
βl−1A, in Lemma 3.9(i), is justified as follows. Note that {σ} is a face of βlA and
{σ} ≤A σ. Therefore, by f being rigidly monotone and by the definition of g, we
have
{f(σ)} = f∗({σ}) ≤A g∗(σ).
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Since {f(σ)} and g∗(σ) are both faces of βkA, {f(σ)} ≤A g∗(σ) means {f(σ)} ⊆
g∗(σ), that is, f(σ) ∈ g∗(σ).
In the second case of (3.8), we apply Lemma 3.9(ii) with B = βl−1A and C =
βk−1A to get
(3.10) f = β(g).
The assumption f(σ) = g∗(σ), for each face σ of βl−1A, in Lemma 3.9(ii), follows
from the definition of g.
Now by (3.9), (3.10), and (3.7) we get f ∈ S(A), as required. 
4. Coinitial closure of categories
In this section, we fix two categories F and E , with F ⊆ E and Ob(F) = Ob(E).
In Section 4.1 we develop the basic theory of the coinitial closure [F ] of F in
this abstract setup. In Sections 4.2 and 4.3 we consider the cases where F is
additionally a Fra¨ısse´ category and a concrete Fra¨ısse´ category, respectively. An
important example to keep in mind is the case where F is the category S(∆) of
selections and E is the ambient categoryR(∆) of all face-preserving simplicial maps,
i.e., all simplicial maps f : βl∆→ βk∆ with the property that for every X ∈ ∆ we
have that the restriction of f on βl[X] is an epimorphism from βl[X] to βk[X]. The
computation of the coinitial closure of S(∆) in R(∆) will be done in Section 6.
4.1. Coinitial closure—the definition and main properties. First we gener-
alize the notion of coinitiality of a category in another category from Section 1.2,
to coinitiality of a category in a set. Let X be a subset of E . We say that F is
coinitial in X if
(i) g ◦ f ∈ X for every f ∈ F and g ∈ X with codom(f) = dom(g);
(ii) for every g′ ∈ X there is g′′ ∈ X so that g′ ◦ g′′ ∈ F .
Note that, if X is a category, then condition (i) is equivalent to F ⊆ X.
Definition 4.1. The coinitial closure of F in E is the union of all sets X ⊆ E
in which F is coinitial. We denote this union by [F ].
The next proposition collects the fundamental properties of coinitial closure.
Theorem 4.2. Let F , E be two categories with F ⊆ E and Ob(F) = Ob(E).
(i) [F ] is a category and F is coinitial in [F ]; in particular, F ⊆ [F ].
(ii) [[F ]] = [F ].
We start by establishing the following basic transitivity property of coinitiality.
Lemma 4.3. Let F ,F ′ be two subcategories of E and let X be any subset of E. If
F is coinitial in F ′ and F ′ is coinitial in X, then F is coinitial in X.
Proof. First, we check point (ii) of coinitiality of F in X. Let g ∈ X. There exists
f ′′ ∈ X such that g ◦ f ′′ ∈ F ′. Now there exists f ′ ∈ F ′ such that (g ◦ f ′′) ◦ f ′ ∈ F .
So g ◦ (f ′′ ◦ f ′) ∈ F and f ′′ ◦ f ′ ∈ X since X is closed under pre-composition by
elements of F ′. To check point (i) of coinitiality of F in X notice that F ⊆ F ′
since F is coinitial in F ′, and F and F ′ are categories. If g ∈ X and f ∈ F are
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such that g ◦ f is defined, then f ∈ F ′ since F ⊆ F ′, and we get g ◦ f ∈ X since F ′
is coinitial in X. We conclude that F is coinitial in X. 
Proof of Theorem 4.2. (i) It is clear F is coinitial in any union of sets in which F
is coinitial. Thus, F is coinitial in [F ].
Note that ido ∈ [F ] for each o ∈ Ob(F) since F ⊆ [F ], which holds since F is
coinitial in itself. It remains to check that [F ] is closed under composition. This
conclusion is an immediate consequence from the following observation: if F is
coinitial in X, then F is coinitial in the set obtained from X by closing it under
composition. To prove this observation, fix g0 ◦ · · · ◦ gn with g0, . . . , gn ∈ X. First,
we need to see that if f ∈ F and (g0 ◦ · · · ◦ gn) ◦ f is defined, then it is a product
of elements of X. This is clear since gn ◦ f ∈ X and
(g0 ◦ · · · ◦ gn) ◦ f = g0 ◦ · · · ◦ gn−1 ◦ (gn ◦ f).
Now continue fixing g0◦· · ·◦gn with g0, . . . , gn ∈ X. Find g′n ∈ X such that fn =
gn ◦ g′n is in F . Note that gn−1 ◦fn is in X since X is closed under pre-composition
by elements of F . So there exists g′n−1 ∈ X such that fn−1 = (gn−1 ◦ fn) ◦ g′n−1 is
in F . Now consider gn−2 ◦ fn−1, which is in X, and continue as above eventually
producing f0 ∈ F and g′0 ∈ X with f0 = (g0◦f1)◦g′0. By unraveling the definitions,
one easily checks that
F 3 f0 = (g0 ◦ · · · ◦ gn) ◦ (g′n ◦ · · · ◦ g′0).
(ii) One only needs to check that if [F ] is coinitial in a set X, then so is F . This
follows from (i) and Lemma 4.3. 
There is another way of generating [F ]. Let F be a category and let X ⊆ E.
Define δF (X) to be the set of all g ∈ E that fulfill the following condition
∃h ∈ X (g ◦ h ∈ F) and ∀f ∈ F (if g ◦ f is defined, then g ◦ f ∈ X).
Note that δF is monotone, that is, X ⊆ Y implies δF (X) ⊆ δF (Y ). Note also that
the second part of the condition in the definition of δF insures that δF (X) ⊆ X.
It follows [24, 7.36] that δF has a greatest fixed point, that is, there exists a set
X0 ⊆ E such that δF (X0) = X0 and, for each X with δF (X) = X, we have X ⊆ X0.
Proposition 4.4. [F ] is equal to the greatest fixed point of δF .
Proof. Observe that δF (X) = X precisely when F is cofinal in X. Hence, the
conclusion follows from the definition of [F ] and Theorem 4.2(i). 
4.2. Coinitial closure of Fra¨ısse´ categories.
Proposition 4.5. Let E be an essentially countable category, and let F ,F ′ be
subcategories of E with Ob(F) = Ob(E). Assume that F is coinitial in F ′.
(i) If F satisfies the joint projection property, then so does F ′.
(ii) If F satisfies the projective amalgamation property, then so does F ′.
(iii) Every generic sequence for F is generic for F ′.
(iv) If F ′ has a generic sequence, then it has one whose morphisms are in F .
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Proof. (i) If F is coinitial in F ′, then F ⊆ F ′. Since Ob(F) = Ob(F ′), it follows
that if F satisfies the joint projection property, then so does F ′
(ii) Assume now that F satisfies the projective amalgamation property and let
f ′1, f
′
2 ∈ F ′ having the same codomain. Find g′1, g′2 ∈ F ′ such that f ′1◦g′1, f ′2◦g′2 ∈ F .
Let g1, g2 ∈ F with
(f ′1 ◦ g′1) ◦ g1 = (f ′2 ◦ g′2) ◦ g2,
so
f ′1 ◦ (g′1 ◦ g1) = f ′2 ◦ (g′2 ◦ g2).
Since g′1 ◦ g1, g′2 ◦ g2 ∈ F ′ we have that F ′ satisfies the projective amalgamation
property.
(iii) Let now (fi) be a generic sequence for F . Since F ⊆ F ′ it is enough to check
that for each f ′ ∈ F ′ and i0 with f ′ and fi0 having the same codomains, there are
g ∈ F ′ and j0 > i0 such that f ′ ◦ g = fi0 ◦ · · · ◦ fj0 . Since F is coinitial in F ′, there
exists f ′′ ∈ F ′ such that f ′ ◦ f ′′ ∈ F . Since (fi) is Fra¨ısse´ for F , there are j0 > i0
and f ∈ F such that
f ′ ◦ (f ′′ ◦ f) = (f ′ ◦ f ′′) ◦ f = fi0 ◦ · · · ◦ fj0 ,
and we are done by taking g = f ′′ ◦ f .
(iv) Let (f ′j) be a generic sequence for F ′. We find gi, hi ∈ F ′, fi ∈ F , and a
sequence of natural numbers (ji) with
ji < ji+1
gi ◦ hi = fi
hi ◦ gi+1 = f ′ji ◦ · · · ◦ f ′ji+1
(4.1)
To start the construction we take g0 = f
′
0 and j0 = 1. Having constructed gi, we
find hi and fi by F being coinitial in F ′. Having constructed ji and hi, we find
ji+1 and gi+1 by (f
′
j) being generic for F ′.
Properties (4.1) and genericity of (f ′j) for F ′ immediately imply that (fi) is
generic for F ′, so this sequence is as required. 
The following corollary follows immediately from Proposition 4.5.
Corollary 4.6. If F is a Fra¨ısse´ subcategory of an essentially countable category
E, then so is [F ]. Moreover, every generic sequence in F is also generic in [F ].
The next theorem provides a characterization of the elements of [F ] under the
assumption that F is Fra¨ısse´, and it will be used in Section 6.5. To phrase this
characterization, we need a notion of iso-sequence. A sequence (gi) is called an E-
iso-sequence for F if each gi is in E , the sequence (gi) is neat, and the sequences
(g2i ◦ g2i+1) and (g2i+1 ◦ g2i+2) are both generic sequences for F . Note that the
sequence (gi) is an isomorphism between the two generic sequences.
Theorem 4.7. Let F be a countable Fra¨ısse´ category and let g ∈ E. Then g ∈ [F ]
if and only if there exists an E-iso-sequence (gi) for F such that g = g0.
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Proof. (⇐) Fix an E-iso-sequence (gi) with g = g0. Define C to consist of all
morphisms of the form f ◦ gi ◦ f ′ with f, f ′ ∈ F and i ∈ N. We show that
δF (C) = C. It then follows from Proposition 4.4 that C ⊆ [F ]; in particular, we
get g0 ∈ [F ] since g0 ∈ C.
Note that since δF (X) ⊆ X for each X, it will suffice to prove that C ⊆ δF (C).
To see C ⊆ δF (C), first, we need to show that if g ∈ C, then g ◦ h ∈ F for some
h ∈ C. So given f ′, f ′′ ∈ F and i, we need to find h ∈ C with f ′ ◦ gi ◦ f ′′ ◦ h ∈ F .
Since F is closed under composition, it suffices to find h ∈ C with gi ◦ f ′′ ◦ h ∈ F .
Since codom(f ′′) = dom(gi), we have that
codom(f ′′) = codom(gi+1 ◦ gi+2).
Since f ′′ ∈ F , there exist f ∈ F and j > i of the same parity as i such that
f ′′ ◦ f = (gi+1 ◦ gi+2) ◦ · · · ◦ (gj+1 ◦ gj+2).
Then we have
(gi ◦ f ′′) ◦ (f ◦ gj+3) = (gi ◦ gi+1) ◦ · · · ◦ (gj+2 ◦ gj+3).
After noticing that the right-hand side of the equality above is in F and that f ◦gj+3
is in C, we see that we can take h = f ◦ gj+3.
To complete the argument for C ⊆ δF (C), we need to show that if g ∈ C, then
g ◦f ∈ C for each f ∈ F for which g ◦f is defined. This is clear since g = f ′ ◦gi ◦f ′′
for some i and f ′, f ′′ ∈ F and, therefore,
g ◦ f = f ′ ◦ gi ◦ (f ′′ ◦ f) ∈ C,
as F is closed under composition.
(⇒) Given g ∈ [F ], we modifying the Fra¨ısse´ sequence construction to build
two Fra¨ısse´ sequences and an isomorphism between them whose first element is g.
We only indicate the inductive step in the construction and leave the bookkeeping
details of the construction to the reader. The inductive step is included in the
following claim.
Claim. Let g = g0, g1, . . . , gj0 ∈ [F ] be such that dom(gi) = codom(gi+1) and
gi ◦ gi+1 ∈ F for all i < j0. Let i0 ≤ j0 be of the same parity as j0. Let f ′, f ′′ ∈ F
have the same codomain and dom(f ′) = codom(gi0). Then there exist gj0+1 ∈ [F ]
and f ∈ F such that
gj0 ◦ gj0+1 ∈ F and f ′′ ◦ f = f ′ ◦ (gi0 ◦ gi0+1) ◦ · · · ◦ (gj0 ◦ gj0+1).
Proof of Claim. Since gj0 ∈ [F ], there exists g ∈ [F ] with gj0 ◦ g ∈ F . Consider the
following two morphisms in F with the same codomain:
f ′′ and f ′ ◦ (gi0 ◦ gi0+1) ◦ · · · ◦ (gj0 ◦ g).
Since F is Fra¨ısse´, there exist f, h ∈ F such that
f ′′ ◦ f = f ′ ◦ (gi0 ◦ gi0+1) ◦ · · · ◦ (gj0 ◦ g) ◦ h.
Let gj0+1 = g◦h. By Theorem 4.2(i), we see that g◦h ∈ [F ], so gj0+1 is as required,
which proves the claim and the theorem. 
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4.3. Coinitial closure of concrete Fra¨ısse´ categories. Let F be a concrete
Fra¨ısse´ category and let A be its Fra¨ısse´ limit. Theorem 4.7 can be reformulated as
follows.
Theorem 4.8. If F is a concrete Fra¨ısse´ category, then [F ] consists of all h : B →
A, for which there exist g : A→ B in F and φ ∈ Aut(A) with h ◦ g ◦ φ in F .
Also, [F ] consists of all h : B → A such that for each g : F→ B in F there exists
φ ∈ Aut(F) with h ◦ g ◦ φ in F .
Proof. Assume h : B → A is in [F ]. By Theorem 4.7, we can fix an iso-sequence (hk)
for F such that h0 = h. Let B and C be the projective limits of Fra¨ısse´ sequences
((hB)i) and ((hC)i) for F , where (hB)i = h2i ◦h2i+1 and (hC)i = h2i+1 ◦h2i+2. Fix
continuous isomorphisms ψC : C → A and ψB : A → B. Since A, C and B are all
projective limits of Fra¨ısse´ sequences for F , both ψB and ψC are F-isomorphisms.
Let φ′ : B → C be the isomorphism induced by (hk) (which is not necessarily an
F-isomorphism). Define
gB = (hB)
∞
0 ◦ ψB , gC = (hC)∞0 ◦ ψ−1C , and φ = ψC ◦ φ′ ◦ ψB .
It is now routine to check that gB and gC are approximable by F , and h◦gC◦φ = gB .
Now assume h◦g ◦φ is approximable by F , for some φ ∈ Aut(A) and similarly is
g : A→ B. Let φ be induced by an isomorphism (hk) from (fi) to (fi), where (fi)
is a Fra¨ısse´ sequence whose limit is A. Since g is in F , we can find i0 such that for
all i ≥ i0 there exists an f ′ that is approximable by F such that g = f ′i ◦ f∞i . Since
h ◦ g ◦ φ is approximable by F , we can find k0 such that codom(hk0) = codom(fj0)
for some j0 ≥ i0 and h ◦ f ′j0 ◦ hk0 is in F . Consider the sequence (h′i) defined by
h′0 = h;
h′1 = f
′
j0 ◦ hk0 ;
h′i = hk0+i−1, for i ≥ 2.
It is now easy to see that the sequence (h′i) is an iso-sequence for F and h′0 = h.
So h ∈ [F ] by Theorem 4.7.
The second sentence of the theorem follows immediately from the first one after
we notice that, by universality of A, for each B ∈ Ob(F), there exists g : A → B
in F and that, by ultrahomogeneity of A, for any g, g′ : A → B in F there exist
φ′ ∈ AutF (A) with g′ = g ◦ φ′; see Theorem 2.2. 
5. Results in the theory of stellar moves
In this section, we review the basic theory of stellar moves from [25, 2] and we
prove new results that will be used in Section 6. In particular, in Section 5.3, we
introduce the notion of an induced system and, in Section 5.4, its specialization a
cell-system. Variations of the notion of a cell-system have been used in the literature
of transversely cellular maps; see [1, 7, 21]. Proposition 5.13 establishes the property
of cell-systems, which will make it possible, in Section 6, to give a lower estimate on
the coinitial closure [S(∆)] of S(∆) in R(∆). The proof of Proposition 5.13 relies
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on two technical results—Theorems 5.4 and 5.6—which we find interesting in their
own right.
5.1. Basic notions from stellar theory. We review some basic notions of stellar
theory. This theory is the combinatorial counterpart to PL-topology that was
introduced in [25, 2]. A more modern treatment can be found in [20]. Notationally
we follow [20], building upon the definitions of Section 1.3.
Let σ be a finite set and let [σ] = P(σ) \ {∅} be the associated simplex. The
boundary ∂[σ] of [σ] is the simplicial complex [σ] \ {σ}. Notice that [∅] = ∅ and
∂∅ = ∅. For sets σ, τ , if σ ∩ τ = ∅, we define the join σ ? τ of σ and τ to be the
union σ∪τ . In other words, the expression σ?τ implies σ∩τ = ∅ and σ?τ = σ∪τ .
Similarly, for complexes A,B with dom(A) ∩ dom(B) = ∅, we set
A ? B = A ∪ {σ ? τ : σ ∈ A, τ ∈ B} ∪B
to be join of A and B. Notice that A ? ∅ = ∅ ? A = ∅. Let A be a complex and σ
be a set. We define the open star st(σ,A) of σ in A to be the collection
st(σ,A) = {τ ∈ A : σ ⊆ τ},
and the link lk(σ,A) of σ in A to be the complex
lk(σ,A) = {τ ∈ A : σ ? τ ∈ A}.
In particular, st(∅, A) = lk(∅, A) = A, and st(σ,A) = lk(σ,A) = ∅, if σ 6∈ A, σ 6= ∅.
Let A be a simplicial complex, σ be a finite set and a some point. We define the
stellar subdivision (σ, a) on A to be the simplicial complex
(σ, a)A =
{(
A \ st(σ,A)) ∪ ([a] ? ∂[σ] ? lk(σ,A)), if σ ∈ A and a 6∈ dom(A);
A, otherwise.
Similarly, we define the stellar weld (σ, a)−1 on A to be the simplicial complex
(σ, a)−1A =

(
A \ st({a}, A)) ∪ ([σ] ? L), if σ 6∈ A, a ∈ dom(A), and
lk({a}, A) = ∂[σ] ? L, for some L;
A, otherwise;
where L is a complex. The notation is justified by the easily checked identities
(σ, a)−1(σ, a)A = A,
for each complex A with σ ∈ A or a 6∈ dom(A), and
(σ, a)(σ, a)−1A = A,
for each complex A with σ 6∈ A or a ∈ dom(A). In the first clauses of the definitions
of (σ, a) and (σ, a)−1, we say that (σ, a) or (σ, a)−1, respectively, is essential for
A. We say that (σ, a) and (σ, a)−1 are based on σ, and we call a the vertex of
(σ, a) and (σ, a)−1, respectively. We refer to both stellar subdivisions and stellar
welds using the term stellar moves.
Two simplicial complexes A,B are stellar equivalent if there exists a sequence
δ0, . . . , δk of stellar moves such that δk · · · δ0A = B. A stellar n-ball is a simplicial
complex B stellar equivalent to the n-simplex ∆. A stellar (n − 1)-sphere is a
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simplicial complex S stellar equivalent to ∂∆. Notice that ∆−1 = ∅ = ∂∆−1 is the
only complex that is both a stellar (−1)-ball and a stellar (−2)-sphere. A stellar
n-manifold is a simplicial complex M with the property that the link lk({v},M)
of every vertex v of M is either a stellar (n − 1)-sphere or a stellar (n − 1)-ball.
This implies (see [20]) that lk(σ,M) is either a stellar sphere or a stellar ball of
dimension (n− dim(σ)− 1). The boundary ∂M of a stellar n-manifold is the
collection of all faces σ of M whose link in M is not a sphere. Notice that, since
∅ is both a sphere and a ball, this is not the same as the collection of all faces
whose link in M is a ball. The boundary ∂M forms a subcomplex of M which in
particular is a stellar (n− 1)-manifold without boundary when n ≥ (−1). If δ is a
stellar move and M is stellar manifold then it is easy to see that ∂(δM) = δ(∂M).
As a consequence ∂B is always a stellar (n − 1)-sphere when B is a stellar n-ball
and ∂S = ∅ if S is a stellar sphere. Let Bp and Sp be, respectively, a stellar ball
and a sphere of dimension p ≥ 0; and similarly let Bq and Sq be a stellar ball and
a sphere of dimension q ≥ 0. Then the following useful facts follow directly from
the definitions:
(5.1)
Bp ? Bq and Bp ? Sq are stellar (p+ q + 1)-balls;
Sp ? Sq is a stellar (p+ q + 2)-sphere.
5.2. Strongly internal moves. Let B be a stellar ball and let δ be a stellar move
based on σ. We say that δ is internal for B if δ is essential for M but not essential
∂M . Let B be a stellar n-ball. A starring of B is a sequence δ0, . . . , δk of stellar
moves so that:
• for every i ≤ k, δi is internal for δi−1 · · · δ1δ0B;
• δk . . . δ0B = [v] ? ∂B for some element v.
The following theorem of Alexander and Newman is the main technical result
on which most of the theory of stellar manifolds is based.
Theorem 5.1 ([25, 2] see also [20]). Every stellar n-ball B admits a starring.
Here, we introduce the notion of a strongly internal stellar move and we show,
in Theorem 5.4, that the starring of a stellar ball can always be assumed to be
strongly internal, as long as the boundary of B is an induced subcomplex.
Definition 5.2. A stellar ball B is tame if its boundary ∂B is an induced sub-
complex of B, i.e., σ ∈ B and σ ⊆ dom(∂B) implies σ ∈ ∂B.
Notice that ∆, in contrast to [v] ? ∂∆, is not a tame n-ball. However, every
stellar ball becomes tame after a barycentric subdivision. It is easy to see that a
stellar subdivision of a tame ball is tame. The same is not always true for a weld
of a tame ball.
Definition 5.3. Let M be a stellar manifold and let δ be a stellar move based on
σ. We say that δ is strongly internal for M , if σ 6⊆ dom(∂M).
It is easy to check that the class of tame balls is invariant under strongly internal
stellar moves. The following is the main result of this subsection.
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Theorem 5.4. Let B be a tame ball. Then B can be starred using only strongly
internal moves.
The proof of Theorem 5.4 will rely on the following lemma.
Lemma 5.5. Let K be a stellar ball and let σ ∈ K. Let also δ be an internal stellar
move on K so that σ ∈ δK. Then (σ, a)δK = ε¯(σ, a)K, where ε¯ is a sequence of
strongly internal moves with the exception of exactly one entry εj, which is equal
to δ.
Proof. Assume first that δ is an internal subdivision (τ, b). If σ ∩ τ = ∅, or if
there is no face in K which extends both σ and τ , then it is easy to see that
(σ, a)(τ, b)K = (τ, b)(σ, a)K. Otherwise, let ρ = σ ∩ τ , σ = σ0 ? ρ, τ = τ0 ? ρ and
σ0 ? τ0 ? ρ ∈ K. By the proof of Lemma 3.4 in [20] we have that
(σ, a)(τ, b)K = ({b} ? σ0, d)−1({a} ? τ0, d)(τ, b)(σ, a)K.
Notice that both moves ({b} ? σ0, d)−1 and ({a} ? τ0, d) here are strongly internal.
We now take care of the case when δ is an internal weld (τ, b)−1. Again, if
σ ∩ τ = ∅, or if σ 6∈ lk({b},K) = lk(τ, δK) ? ∂[τ ], then it is easy to see that
(σ, a)(τ, b)K = (τ, b)(σ, a)K. Let therefore σ ∈ lk({b},K), with σ ∩ τ = ρ 6= ∅,
and set σ = σ0 ? ρ and τ = τ0 ? ρ with σ0 ? τ0 ? ρ ∈ δK. Or equivalently, with
[σ0] ? ∂[τ ] ? [b] being a subcomplex of K. We will show that
(σ, a)(τ, b)−1K = (τ, b)−1 ({a} ? τ0, d)−1 ({b} ? σ0, d)(σ, a)K.
It is actually enough to consider how the sequences transform the subcomplex
A = [σ0] ? ∂[τ ] ? [b] of K. It is easy to compute that
(σ, a)(τ, b)−1A = [a] ? ∂[σ] ? [τ0].
For the second sequence of stellar moves we use the identity
∂[X ? Y ] = (∂[X] ? [Y ]) ∪ (∂[Y ] ? [X]),
and we compute as follows:
A = [σ0] ? ∂[τ ] ? [b] =
(
[σ0] ? [b] ? ∂[ρ] ? [τ0]
) ∪ ([σ0] ? [b] ? ∂[τ0] ? [ρ]) =
=
(
[σ0] ? [b] ? ∂[ρ] ? [τ0]
) ∪ ([σ] ? [b] ? ∂[τ0]) (σ,a)−−−→(
[σ0] ? [b] ? ∂[ρ] ? [τ0]
) ∪ ([a] ? ∂[σ] ? [b] ? ∂[τ0]) =(
[σ0] ? [b] ? ∂[ρ] ? [τ0]
) ∪ ([a] ? ∂[σ0] ? [ρ] ? [b] ? ∂[τ0]) ∪ ([a] ? [b] ? [σ0] ? ∂[ρ] ? ∂[τ0])
({b}?σ0,d)−−−−−−−→ ([d] ? [σ0] ? ∂[ρ] ? [τ0]) ∪ ([d] ? ∂[σ0] ? [b] ? ∂[ρ] ? [τ0])∪
∪([a] ? ∂[σ0] ? [ρ] ? [b] ? ∂[τ0])∪
∪([d] ? [a] ? [σ0] ? ∂[ρ] ? ∂[τ0]) ∪ ([d] ? [a] ? [b] ? ∂[σ0] ? ∂[ρ] ? ∂[τ0]).
Merging together the first and fourth term of the last expression, as well as the
second and fifth term, we have that the above expression is equal to
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(
∂([a] ? [τ0]) ? [d] ? [σ0] ? ∂[ρ]
) ∪ ([a] ? ∂[σ0] ? [ρ] ? [b] ? ∂[τ0])∪
∪(∂([a] ? [τ0]) ? [d] ? [b] ? ∂[σ0] ? ∂[ρ]) ([a]?τ0,d)−1−−−−−−−−→(
[a] ? [τ0] ? [σ0] ? ∂[ρ]
) ∪ ([a] ? ∂[σ0] ? [ρ] ? [b] ? ∂[τ0])∪
∪({a} ? ∂[σ0] ? [τ0] ? [b] ? ∂[ρ]) =
=
(
[a] ? [τ0] ? [σ0] ? ∂[ρ]
) ∪ ([a] ? ∂[σ0] ? [b] ? ∂([τ0] ? [ρ])) (τ,b)−1−−−−→
=
(
[a] ? [τ0] ? [σ0] ? ∂[ρ]
) ∪ ([a] ? ∂[σ0] ? [τ0] ? [ρ]) =
= [a] ? ∂[σ] ? [τ0].

Proof of Theorem 5.4. By Theorem 5.1 let δ¯ = δ0, . . . , δk−1 be a sequence of in-
ternal moves which star B. Set B−1 = B and Bi = δiBi−1, for every i < k. If
for every i < k, δi is strongly internal for Bi−1, then we are done. Assume there-
fore that there is at least one non-strongly internal move in the starring sequence
and pick p to be the smallest index p < k so that δp is not strongly internal.
We have therefore that Bp−1 is a tame n-ball, and since internal subdivisions on
tame balls are strongly internal, we have that δp = (σ, a)
−1 for some set σ with
∂[σ] ∈ ∂Bp−1 = ∂Bi, for every i < k. Notice that σ 6∈ Bk−1 = [a] ? ∂Bk−1, since
otherwise σ ∈ ∂Bk−1 = ∂Bp, contradicting that δp is internal. Let r be the smallest
index r > p with σ 6∈ Br. Then, δr cannot be a weld (τ, b)−1 because in this case b
would belong to σ contradicting that δr is internal. Therefore, δr = (σ, a
′). Hence,
for every i with p < i < r we have that σ ∈ Bi, and therefore, by Lemma 5.5 we
can replace the sequence δ0, . . . , δp, . . . , δr, . . . , δk−1 with a new starring of B:
δ0, . . . , δp, δr, ε¯p+1, . . . , ε¯r−1, δr+1, . . . , δk−1.
Replacing δrδp in the above starring with ({a}, a′) we produce a starring of B with
strictly fewer non-internal moves than the initial sequence δ¯. By induction on the
number non-internal moves of δ¯ the proof is complete. 
5.3. Systems and their transformations. In this section we study certain de-
compositions of simplicial complexes into coherent collections of subcomplexes,
which we call (abstract) systems. In Theorem 5.6 we provide sufficient conditions
under which such a system can be transformed to a “canonical form.” Concrete
examples of transformable systems will be provided in Section 5.4.
A system is a collection S of non-empty complexes that is closed under non-
empty intersections, that is, for all C1, C2 ∈ S, if C1 ∩ C2 6= ∅, then C1 ∩ C2 ∈ S.
The union
⋃S of all complexes in S is a complex; we write
US =
⋃
S.
We say that S is a system on US . We associate with S the partial order
PS = (S,⊆),
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that is, the elements of PS are complexes in S and the partial order relation is
inclusion. Recall that the chain complex of a poset P is simplicial complex
C(P ) which contains all finite non-empty linearly order subsets of P . In particular,
dom(C(P )) = P . This construction allows us to associate with S the complex
C(PS).
We note that PS has the following property: if two elements C1, C2 of P have a
lower bound in P , then they have the greatest lower bound C1 ∩ C2. For C ∈ S,
we set
DS(C) =
⋃
{C ′ ∈ S | C ′ ( C}.
Note that DS(C) is a complex; if C is a minimal element of PS , then DS(C) is the
empty complex.
Our goal will be to use the structure of a system S to transform US into C(PS).
In order to achieve this goal in Theorem 5.6, we need to introduce notions that
concern the interaction of a system with stellar moves. We say that a move δ that
is based on σ and whose vertex is a is concentrated on C ∈ S with respect to
S provided that
([a] ? [σ]) ∩ US ⊆ C, a 6∈ dom(DS(C)), and σ 6⊆ dom(DS(C)).
We say that a sequence δ of moves is concentrated on C if each entry of δ is
concentrated on C. Let δ and δ′ be moves with δ having vertex a and δ′ based on
σ′ with vertex a′. We say that δ′ is free from δ if δ is a weld or we have a 6= a′
and a 6∈ σ′.
A starring of the system S is a collection (δC : C ∈ S) of sequences of moves
such that for some vC , for C ∈ S, the following properties hold for C,C ′ ∈ S.
— δC is concentrated on C.
— δC(C) = [vC ] ? DS(C).
— vC 6∈ dom(C), and if C 6= C ′, then vC 6= vC′ .
— If C 6⊆ C ′ and δ and δ′ are entries of δC and δC′ , respectively, then δ′ is
free from δ.
A linearization δ of (δC | C ∈ S) is a concatenation δC1 · · · δCm of all sequences in
the above family such that Ci ⊆ Cj implies j < i. Finally, we say that a system S
is induced provided that, for each C ∈ S, if σ ⊆ dom(C) and σ ∈ US , then σ ∈ C.
The following proposition is the main result of this section.
Theorem 5.6. Let S be an induced system, let (δC | C ∈ S) be a starring of S,
and let δ be a linearization of (δC | C ∈ S). Then vC 7→ C is an isomorphism from
δ(US) to C(PS).
In the proof of the above proposition, it will be convenient, for notational reasons,
to shift emphasis from the system S to the partial order PS . We will write P for
PS . Then the complexes in S are naturally indexed by P , namely each complex in
S is an element of P and vice versa. We will write (Ep)p∈P , or simply (Ep), for
the system S. In particular, when we say that (Ep)p∈P is a system, we understand
that P is a partial order with the property that if p, p′ ∈ P have a lower bound in
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P , they have a greatest lower bound, which we denote by p ∧ p′, that each Ep is a
complex,
Ep ∩ Ep′ =
{
Ep∧p′ , if p and p′ have a lower bound in P ;
∅, otherwise,
and the map P 3 p→ Ep is injective.
We will need two auxiliary lemmas below. The proof of the first one is straight-
forward, and we leave it to the reader.
Lemma 5.7. Let (Ep)p∈P be a system. If σ ∈ Ep and σ ∩ (Eq \D(Eq)) 6= ∅, then
p ≥ q.
Lemma 5.8. Let (Ep)p∈P be a system, let q ∈ P , and let δ be a move concentrated
on Eq.
(i) If p 6≥ q, then δ(Ep) = Ep and, for each p′ ∈ P , δ(Ep′) ∩ Ep = Ep′∧p, if p
and p′ have a lower bound in P , and δ(Ep′) ∩ Ep = ∅, otherwise.
Assume, additionally, that the system (Ep)p∈P is induced and that if δ is a weld
based on σ with vertex a and lk({a}, Eq) = ∂[σ] ? Lq for a complex Lq, then
lk({a},⋃pEp) = ∂[σ] ? L for a complex L. Then
(ii) (δ(Ep))p∈P is an induced system;
(iii) δ(
⋃
pEp) =
⋃
p δ(Ep).
Proof. If E ⊆ F are complexes, we say that E is induced in F if for all σ ⊆ dom(E)
with σ ∈ F , we have σ ∈ E. We note the following straightforward consequences of
E being induced in F that we will use in the remainder of the proof: for complexes
A,B and for τ ∈ F , we have
A ? B ⊆ F =⇒ (E ∩ (A ? B) = (E ∩A) ? (E ∩B))
τ ∈ E =⇒ (lk(τ, E) = lk(τ, F ) ∩ E)
τ ∈ E =⇒ (st(τ, E) = st(τ, F ) ∩ E).
Let the move δ be based on σ and have vertex a. Set also
E =
⋃
p
Ep.
Point (i) follows since δ is concentrated on Eq and, therefore, for p 6≥ q, σ 6⊆
dom(Ep), if σ 6= ∅, and a 6∈ dom(Ep).
In proving points (ii) and (iii), we only consider the case δ = (σ, a)−1, the case
δ = (σ, a) being easier. We also assume that
(5.2) [a] ? ∂[σ] ⊆ Eq.
Otherwise, since δ is concentrated on Eq, we would have [a]?∂[σ] 6⊆ E. This would
imply that δ(E) = E and δ(Ep) = Ep for all p ∈ P , and there would be nothing to
prove.
We make the following observation.
Claim. Fix p ≥ q. The following conditions are equivalent.
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(a) lk({a}, Ep) = ∂[σ] ? Lp, for some complex Lp;
(b) lk({a}, E) = ∂[σ] ? L, for some complex L.
Furthermore, if the two conditions above hold, then
(c) Lp = L ∩ Ep and L =
⋃
p≥q(L ∩ Ep).
Proof of Claim. Assume (b). Since a ∈ dom(Eq) and since each Ep is induced in
E, we have that for all p ≥ q
(5.3) lk({a}, Ep) = Ep ∩ lk({a}, E).
Again, since Ep is induced in E, we get that for each p
Ep ∩ (∂[σ] ? L) = (Ep ∩ ∂[σ]) ? (Ep ∩ L).
By (5.2), the above equality gives that, for p ≥ q,
(5.4) Ep ∩ (∂[σ] ? L) = ∂[σ] ? (Ep ∩ L).
Thus, by (5.3) and (5.4), we have
lk({a}, Ep) = ∂[σ] ? (Ep ∩ L), for all p ≥ q,
that is (a) holds, and the first equality in (c) is justified as well.
To see that (a) implies (b), note that, by the above argument, (a) implies that
lk({a}, Eq) = ∂[σ] ? Lq. This equality gives (b) by the lemma’s additional assump-
tion to points (ii) and (iii).
To finish the proof of the claim, it remains to justify the second equality in (c).
Only the inclusion ⊆ requires an argument. For each τ ∈ L there is p such that
τ ∈ Ep. We only need to check that such a p can be found with p ≥ q. This follows
from Lemma 5.7 since a ∈ dom(Eq), a 6∈ dom(D(Eq)) and L ⊆ lk({a}, E). The
claim is proved.
From this point on, we assume that the two equivalent conditions (a) and (b)
from the claim hold. Otherwise, by Claim and point (i), we would have δ(E) = E
and δ(Ep) = Ep for all p ∈ P , and there would be nothing to prove.
To prove point (ii), we first show that (δ(Ep)) is a system. We need to see that
(5.5) δ(Ep) ∩ δ(Ep′) =
{
δ(Ep∧p′), if p, p′ have a lower bound in P ;
∅, otherwise.
If q ≤ p, p′, then p, p′ have a lower bound in P and the conclusion follows from our
assumption that point (a) in the claim holds and from
[σ] ? Lp∧p′ = [σ] ? (Lp ∩ Lp′) = ([σ] ? Lp) ∩ ([σ] ? Lp′),
where the first equality holds by point (c) of the claim, and the second one by
disjointness of [σ] with Lp and Lp′ . If q 6≤ p or q 6≤ p′, then (5.5) follows from point
(i). We also need to see that the map P 3 p→ δ(Ep) is injective. Let p1, p2 ∈ P be
distinct. If p1 6≥ q or p2 6≥ q, then the inequality δ(Ep1) 6= δ(Ep2) follows from (i).
So assume p1, p2 ≥ q. We can suppose that Ep1 has a face τ that is not in Ep2 . Since
a is in both dom(Ep1) and dom(Ep2), we can further assume that a 6∈ τ . Then, by
the definition of welds, τ ∈ δ(Ep1) \ δ(Ep2), so δ(Ep1) 6= δ(Ep2), as required.
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It remains to check that for each p0 ∈ P , δ(Ep0) is induced in
⋃
p δ(Ep). First,
we point out the following easy implication: for each p0 ∈ P ,
(5.6) v ∈ dom(⋃
p
Ep
) ∩ dom(⋃
p
δ(Ep)
)⇒ (v ∈ dom(Ep0)⇔ v ∈ dom(δ(Ep0))).
Now, fix p0, and let τ ⊆ dom(δ(Ep0)) and τ ∈
⋃
p δ(Ep).
Case 1. τ ∈ ⋃pEp
It follows that, for each v ∈ τ , we have {v} ∈ ⋃pEp ∩ δ(Ep0), so by (5.6),
τ ⊆ Ep0 . Since Ep0 is induced in
⋃
pEp, we get τ ∈ Ep0 . Then, again by (5.6), we
have τ ∈ δ(Ep0), as required.
Case 2. τ 6∈ ⋃pEp
In this case,
(5.7) τ = σ ? τ ′, for some τ ′ ∈ L.
First we check that
(5.8) p0 ≥ q.
Since τ contains σ, we see that it contains a vertex in dom(Eq) \ dom(D(Eq)),
so Lemma 5.7 gives (5.8). Note now that, for each vertex v ∈ τ ′, we have that
{v} ∈ ⋃pEp ∩ δ(Ep0), so by (5.6), we get τ ′ ⊆ Ep0 . Since Ep0 is induced in ⋃pEp,
we obtain τ ′ ∈ Ep0 . Therefore, τ ′ ∈ Ep0 ∩ L = Lp0 . Thus, by (5.8), τ ∈ δ(Ep0), as
required.
To see point (iii), note first that
E ∩ δ(E) =
⋃
p
Ep ∩ δ(Ep).
The above equality follows from the definition of welds and from
st({a}, E) =
⋃
p≥q
st({a}, Ep) =
⋃
p
st({a}, Ep),
which is a consequence of Ep being induced in E for each p and a ∈ dom(Ep)
precisely when p ≥ q. Thus, to get (iii), in light of (i), it remais to show that each
face of δ(E) that is not in E is in δ(Ep) for some p and that, given p ≥ q, each face
of δ(Ep) that is not in Ep is in δ(E). The faces of δ(E) not in E are all in [σ] ? L
while, for p ≥ q, the faces of δ(Ep) not in Ep are all in [σ] ? Lp. Thus, (iii) follows
from (c) in the claim. 
Lemma 5.9. Let (Ep)p∈P be a system, let q ∈ P , and let δ be a move concentrated
on Eq and such that (δ(Ep))p∈P is an induced system.
(i) If δ′ is a move concentrated on Eq with respect to the system (Ep)p∈P , then
δ′ is concentrated on δ(Eq) with respect to the system (δ(Ep))p∈P .
(ii) If δ′ is a move concentrated on Ep′ with respect to the system (Ep)p∈P and
δ′ is free from δ, then δ′ is concentrated on δ(Ep′) with respect to the system
(δ(Ep))p∈P .
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Proof. Let δ be based on σ and have vertex a, and let δ′ be based on σ′ and have
vertex a′. We point out again that, for each p0 ∈ P ,
(5.9) v ∈ dom(⋃
p
Ep
) ∩ dom(⋃
p
δ(Ep)
)⇒ (v ∈ dom(Ep0)⇔ v ∈ dom(δ(Ep0))).
(i) We assume that
(5.10) ([a] ? [σ]) ∩
⋃
p
Ep ⊆ Eq, a 6∈ dom(D(Eq)), and σ 6⊆ dom(D(Eq))
and
(5.11) ([a′] ? [σ′]) ∩
⋃
p
Ep ⊆ Eq, a′ 6∈ dom(D(Eq)), and σ′ 6⊆ dom(D(Eq)),
and need to prove
([a′] ? [σ′]) ∩
⋃
p
δ(Ep) ⊆ δ(Eq), a′ 6∈ dom(D(δ(Eq))), and σ′ 6⊆ dom(D(δ(Eq))).
It follows from σ 6⊆ dom(D(Eq)) that
dom(D(δ(Eq))) ⊆ dom(D(Eq)),
which gives
a′ 6∈ dom(D(δ(Eq))) and σ′ 6⊆ dom(D(δ(Eq)))
directly from the assumptions. It remains to prove
([a′] ? [σ′]) ∩
⋃
p
δ(Ep) ⊆ δ(Eq).
Since the system (δ(Ep))p is assumed to be induced, it suffices to show that
(5.12) ({a′} ∪ σ′) ∩ dom(
⋃
p
δ(Ep)) ⊆ dom(δ(Eq)).
Let v be a vertex that is an element of the set on the left hand side of the inclusion
(5.12). If v ∈ dom(⋃pEp), then v ∈ dom(δ(Eq)) by (5.9) and the first inclusion in
(5.11). So assume that v 6∈ dom(⋃pEp). It follows that δ is a division, v = a, and
σ ∈ ⋃pEp. This last condition implies by the first inclusion in (5.10) that σ ∈ Eq.
It follows that v = a ∈ dom(δ(Eq)), as required by (5.12).
(ii) We assume that
(5.13) ([a′] ? [σ′]) ∩
⋃
p
Ep ⊆ Ep′ , a′ 6∈ dom(D(Ep′)), and σ′ 6⊆ dom(D(Ep′)),
and need to prove
([a′] ? [σ′]) ∩
⋃
p
δ(Ep) ⊆ δ(Ep′), a′ 6∈ dom(D(δ(Ep′))), and σ′ 6⊆ dom(D(δ(Ep′))).
But using the assumption that δ(Ep′) is induced in
⋃
p δ(Ep), it suffices to show
({a′} ∪ σ′) ∩ dom(
⋃
p
δ(Ep)) ⊆ dom(δ(Ep′)) and
a′ 6∈ dom(D(δ(Ep′))), σ′ 6⊆ dom(D(δ(Ep′))).
(5.14)
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Since δ′ is free from δ, δ is a weld or we have a 6= a′ and a 6∈ σ′. It follows that
({a′} ∪ σ′) ∩ dom(
⋃
p
δ(Ep)) ⊆ dom(
⋃
p
Ep).
So if v belongs to the set on the left hand side of the above inclusion, then, by (5.9),
for each p0 ∈ P , v ∈ dom(Ep0) if and only if v ∈ dom(δ(Ep0)). Thus, (5.14) follows
from (5.13). 
We introduce a technical notion that will be helpful in the proof of Theorem 5.6.
Let U ⊆ P be upward closed. We say that a system (Ep)p∈P is good for U if, for
some vq with q ∈ U , we have, for each p ∈ P ,
(5.15) Ep =
⋃
(q1,...,qk)
(
[vq1 ] ? · · · ? [vqk ] ?
⋃
r≤qk,r 6∈U
Er
)
,
where (q1, . . . , qk) run over the set of all sequences of elements of P such that
(5.16) qk ≤ · · · ≤ q1 ≤ p and q1, . . . , qk ∈ U,
and where we assume that vq, q ∈ U , are pairwise distinct and vq 6∈ dom(Er) for
each q ∈ U and r ∈ P \U . Note that formula eqrefE:goodness determines the whole
system (Ep)p∈P from the complexes Er with r ∈ P \ U .
We register the following basic lemma.
Lemma 5.10. Let (Ep)p∈P be a system.
(i) (Ep)p∈P is good for U = ∅.
(ii) If (Ep)p∈P is good for U = P , then vp 7→ p induces an isomorphism between⋃
p∈P Ep and C(P ).
Proof. If p 6∈ U , then only the empty sequence satisfies (5.16) for (q1, . . . , qk), so
(5.15) boils down to
Ep =
⋃
r≤p
Er,
which is true of an arbitrary system, so (i) follows. On the other hand, being good
for U = P means that, for each p ∈ P ,
Ep =
⋃
(q1,...,qk)
[vq1 ] ? · · · ? [vqk ],
where (q1, . . . , qk) run over the set of all sequences of elements of P such that
qk ≤ · · · ≤ q1 ≤ p, which implies (ii). 
Lemma 5.11. Assume that (Ep)p∈P is an induced system that is good for U ⊆ P .
Let δ be a sequence of moves concentrated on Ep0 , for some p0 ∈ P \ U that is
maximal in P \ U . Then (δ(Ep))p∈P is an induced system that is good for U .
Proof. The lemma is proved by induction on the length of the sequence δ. Note
that, by Lemma 5.9(i), if δ1 and δ2 are moves concentrated on Ep0 in the system
(Ep)p∈P and (δ1(Ep))p∈P is a system, then δ2 is concentrated on δ1(Ep0) in the
system (δ1(Ep))p∈P . It follows from this observation that it suffices to show the
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lemma in the case when δ consists of a single move δ. There are two cases; δ is a
division or δ is a weld. The first case is easy and we leave it to the reader.
Assume δ is a weld based on σ with vertex a that is concentrated on Ep0 . For
convenience of notation, we expand the partial order P to a partial order P̂ by
adding two new elements 0,∞ to P and declaring that 0 ≤ p ≤ ∞ for each p ∈ P ,
and defining E0 = ∅. Fix p ∈ P̂ \ {0}, and consider the family of complexes
S(p) = {[vq1 ] ? · · · ? [vq` ] ? Er | r ≤ q` ≤ · · · ≤ q1 ≤ p, r 6∈ U, q1, . . . , q` ∈ U}.
The family S(p) is an induced system, that is, it is closed under non-empty inter-
sections and each complex in the family is closed under unions within US(p). We
leave it to the reader to check these properties. Since the system (Ep)p∈P is good
for U , we have
(5.17) US(p) = Ep, for p ∈ P, and US(∞) =
⋃
p∈P
Ep.
Note that if P̂ 3 p ≥ p0, then Ep0 is an element of S(p), in which case, if
lk({a}, Ep0) = ∂[σ] ? Lp0 ,
for a complex Lp0 , then, by maximality of p0 in P \ U ,
lk({a}, US(p)) = ∂[σ] ?
(
Lp0 ?
⋃
(q1,...,qk)
[vq1 ] ? · · · ? [vqk ]
)
,
where (q1, . . . , qk) run over all sequences of elements of P such that
p0 < qk ≤ · · · ≤ q1 ≤ p, q1, . . . , qk ∈ U.
It follows that in the above situation δ fulfills the assumption of points (ii) and (iii)
of Lemma 5.8 with respect to the system (Ep)p∈P (by the second equality in (5.17))
and with respect to the system S(p) for each p ∈ P . Therefore, from Lemma 5.8(ii)
applied to the system (Ep)p∈P , we get that (δ(Ep))p∈P is an induced system. By
Lemma 5.8(iii) applied to S(p) with p ∈ P , using the first equality in (5.17), we
have
δ
(
Ep
)
=
⋃
(q1,...,q`,r)
δ
(
[vq1 ] ? · · · ? [vq` ] ? Er
)
.
where (q1, . . . , q`, r) run over the set of all sequences of elements of P such that
(5.18) r ≤ q` ≤ · · · ≤ q1 ≤ p, r 6∈ U, q1, . . . , q` ∈ U.
Thus, to see that the system (Ep) is good for U , it suffices to check that
(5.19) δ
(
[vq1 ] ? · · · ? [vq` ] ? Er
)
= [vq1 ] ? · · · ? [vq` ] ? δ(Er),
for (q1, . . . , q`, r) as in (5.18). Since δ is assumed to concentrate on Ep0 and p0 ∈
P \ U , we see that a 6= vq and vq 6∈ σ, for all q ∈ U . Thus, (5.19) follows. 
Proof of Theorem 5.6. Let δ(p1) · · · δ(pm) be the linearization δ of (δ(p) : p ∈ P ).
For k ≤ m, let
Uk = {pi : i ≤ k}.
Note that Uk is upward closed.
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By induction on k ≤ m, we will prove the following statement:(
(δ(p1) · · · δ(pk)
)
(Cp))p∈P
is an induced system that is good for Uk and, for p 6∈ Uk,(
(δ(p1) · · · δ(pk)
)
(Cp) = Cp.
Note that when k = m, then Uk = P ; therefore, by Lemma 5.10(ii), the state-
ment for k = m yields the proposition. So it remains to prove the above statement.
Set
Dkp = (δ(p1) · · · δ(pk)
)
(Cp).
If k = 0, then Uk = ∅, and there is nothing to prove by Lemma 5.10(i). Now, we
assume the statement holds for k < m, and we prove it for k+1. Since pk+1 ∈ P \Uk
is maximal in P \ Uk, it follows from Lemma 5.11 (with a use of Lemma 5.9(ii))
and our inductive assumption that (Dk+1p ) is an induced system that is good for
Uk. This last condition means that, for each p ∈ P ,
(5.20) Dk+1p =
⋃
(q1,...,q`,r)
[vq1 ] ? · · · ? [vq` ] ? Dk+1r ,
where (q1, . . . , q`, r) run over the set of all sequences of elements of P such that
r ≤ q` ≤ · · · ≤ q1 ≤ p, r 6∈ Uk, q1, . . . , q` ∈ Uk.
Moreover, in (5.20), since r 6∈ Uk, by inductive assumption, we have
Dk+1r = δ(pk+1)(Cr).
Furthermore, by maximality of pk+1 in P \ Uk, we have r 6≥ pk+1 or r = pk+1. In
the first case, by Lemma 5.8(i),
Dk+1r = δ(pk+1)(Cr) = Cr,
while, in the second case r = pk+1, by our assumption on δ(pk+1),
Dk+1r = δ(pk+1)(Cpk+1) = [vpk+1 ] ? D(Cpk+1) = [vpk+1 ] ?
⋃
q<pk+1
Cq.
It follows that the system (Dk+1p ) is good for Uk+1 and D
k+1
r = Cr if r 6∈ Uk+1.
The proposition is proved. 
5.4. Starrings of cell-systems. Here we introduce the notion of a cell-system
as a special type of a system. Cell-systems and Proposition 5.13, which we prove
below will be important in Section 6.
Definition 5.12. A cell-system is a system S so that every complex C in S is
a stellar ball with DS(C) = ∂C. If each C is additionally a tame ball then we say
that S is a tame cell-system.
As in Section 5.3, we associate to each cell-system the poset PS = (S,⊆) and the
simplicial complex C(PS) of all finite, non-empty, linearly ordered subsets of PS .
Proposition 5.13. Every tame cell-system S is induced and admits a starring.
Moreover, if δ is the linearization of such a starring and δε is an initial segment of
δ, then there is some C ∈ S so that δ is strongly internal for εC.
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Proof. To see that S is induced notice that if σ ∈ US , then σ ∈ D for some D ∈ S.
But if σ ⊆ dom(C) and C 6= D, then σ ⊆ dom(C ∩D) ⊆ dom(∂D), contradicting
that D is a tame ball.
By Theorem 5.4, there is a strongly internal starring δC for every C ∈ S. We
may assume without loss of generality that if δ is a subdivision from δC with vertex
a, δ′ is a subdivision from δC′ with vertex a′, and C 6= C ′, then
(5.21) a 6∈ dom(US) and a′ 6= a.
To see this, let δ be a subdivision on vertex a with δC = εδζ, and let v 6∈ dom(US)
be any new element that is not the vertex of any subdivision of δC′ , for any C
′ ∈ S.
We may now modify δC by renaming all occurrences of a in δζ to v. For every
fixed C ∈ S we apply this procedure to every subdivision in δC starting from the
beginning of δC and moving in linear order to the end.
Claim. (δC : C ∈ S) is a starring of S
Proof of Claim. First we show that every entry δ of δC is concentrated on C with
respect to S. Let δC = εδζ and assume that δ is based on σ and has a as a
vertex. Since δC is a strongly internal starring of C it immediately follows that
a 6∈ dom(DS(C)) and σ 6⊆ dom(DS(C)). Let now ρ ∈ ([a] ? [σ]) ∩ US . Since δ
is essential for εC, we have that ρ ⊆ dom(εC) or ρ ⊆ dom(δεC), depending on
whether δ is a subdivision or a weld. Either way, ρ ⊆ dom(C)⋃V , where V is the
collection of all vertexes which are introduced by any subdivision in εδ. By the first
part of (5.21) we have that V ∩ dom(US) = ∅ and therefore ρ ⊆ dom(C). But this
implies ρ ∈ C since otherwise we have that ρ ∈ D for some D ∈ S with C 6= D,
and therefore ρ ⊆ dom(C ∩D) ⊆ dom(∂D), contradicting that D is a tame ball.
It is clear that δCC = [vC ] ? ∂C = [vC ] ? DS(C) for some vC . By (5.21) we
have that vC 6∈ dom(C) and vC 6= vC′ when C 6= C ′. We are left to show that
whenever C 6⊆ C ′, any two entries δ and δ′ of δC and δC′ , respectively, are free.
This follows from (5.21) in the only non-trivial case, i.e., the case when δ = (σ, a)
is a subdivision. 
Let finally δ be a linearization of (δC : C ∈ S). A simple induction on the length
of δ, based on the assumption that δC is strongly internal starring of C and Lemma
5.8(ii),(iii), proves the second part of the Proposition. 
As a consequence we have the following corollary for cell-systems which are not
necessarily tame. Let S be any cell-system and let δ = δ1, . . . , δk be a sequence
of stellar moves. We say that δ factors through S, if for all l ≤ k we have that
δl · · · δ1S := {δl · · · δ1C | C ∈ S} is still a system.
Corollary 5.14. Let S be a cell-system. Then there is a sequence δ of stellar
moves which factor through S, with δ US = C(PS).
Proof. Subdividing all faces of US in a never ⊆-increasing order produces a sequence
ε that has the property that εUS = βUS and εC = βC, for all C ∈ S. Notice now
that βS := {βC | C ∈ S} is a tame cell system on εC. By Proposition 5.13 we
have a starring ζ of βS. Set δ = εζ and notice that δ factors through S since all
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welds involved in ζ satisfy the second part of Lemma 5.8. The rest follows from the
observation that the posets PS and PβS are isomorphic. 
6. Categories of maps and computation of the coinitial closure
6.1. Definitions of relevant categories. We defined the generic combinatorial
simplex ∆ as the Fra¨ısse´ limit of the projective Fra¨ısse´ category S(∆) of selection
maps. In this section we define categories of maps associated to ∆ that are broader
than S(∆).
A stellar n-simplex is a stellar n-ball A together with a family (AX : X ∈ ∆)
indexed by the faces of the n-simplex ∆, so that A = A{0,...,n}, and for every
X,Y ∈ ∆ we have that:
— AX is a stellar ball of the same dimension as [X];
— AX∩Y = AX ∩AY, where we set A∅ = ∅;
— ∂AX =
⋃
Z(XAZ.
We will often refer to such a stellar n-simplex by its maximum complex A. Notice
that for every k ≥ 0 we can identify the complex βk∆ with the stellar n-simplex
(βk[X] : X ∈ ∆). These identifications will be implicit throughout the rest of this
paper. Let A,B be stellar n-simplexes. A face-preserving map from B to A is a
simplicial map f : B → A so that f(BX) = AX, for all X ∈ ∆. We will denote by
fX the restriction of f on BX.
By R?(∆) we denote the collection of all face-preserving maps between stellar
n-simplexes. We will consider three subcategories of R?(∆): the category S?(∆)
of selections on stellar simplexes; the category C?(∆) of hereditarily cellular maps
on stellar simplexes; and the category H?(∆) of restricted near-homeomorphisms
on stellar simplexes. By restricting these categories to stellar simplexes of the form
βk∆, we get the full subcategories: S(∆), C(∆), H(∆), and R(∆).
6.1.1. The category S?(∆) of selection maps on stellar simplexes. For every stellar
n-simplex and k ≥ 0 we identify βkA with the stellar n-simplex (βkAX : X ∈ ∆).
Since all maps in the category S(A) are face-preserving we can view S(A) as a
subcategory of R?(∆). We define the category S?(∆) of selections on stellar
n-simplexes to be the union of all categories of the form S(A), where A ranges
over all stellar n-simplexes.
6.1.2. The category C?(∆) of hereditarily cellular maps. We will need the following
notions from [7]. Let A be a complex. For every σ ∈ A consider the subcomplex
D(σ,A) :=
{{σ0 ⊆ . . . ⊆ σk} : σ ⊆ σ0}
of βA. This complex is called the dual to σ in A. Similarly, if f : B → A is a
simplicial map, the subcomplex
D(σ, f) := (βf)−1D(σ,A) =
{{τ0 ⊆ . . . ⊆ τk} : σ ⊆ f∗(τ0)}
of βB is called the dual to σ with respect to f . It is a theorem of Cohen [7]
that whenever B is stellar manifold, so is D(σ, f); see Theorem 6.4. A simplicial
map f : M → N between stellar manifolds is called cellular if for every face σ of
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N , D(σ, f) is a stellar ball. The map f is transversely cellular if both f and
f  ∂M are cellular. Transversely cellular maps were first considerer in [7]. Here
we will consider the category C?(∆) of the hereditarily cellular maps. These
are all face-preserving maps f : B → A between be stellar n-simplexes with the
property that for every X ∈ ∆, the map fX : BX → AX is cellular.
6.1.3. The category H?(∆) of restricted near-homeomorphisms. While C?(∆) cap-
tures the piecewise linear structure on |∆|, the topological manifold structure is
reflected by the category H?(∆), which we now define. Let A, B be stellar n-
simplexes. We map ϕ : B → A is called a restricted near-homeomorphism if
it is the limit of a uniformly convergent sequence (ϕp) of functions ϕp : |B| → |A|
each of which is a homeomorphism that maps |BX | to |AX | for each X ∈ ∆. A
face-preserving map f : B → A is a restricted near-homeomorphism if the
geometric realization |f | : |B| → |A| of f is a restricted near-homeomorphism. We
collect all these maps in the category H?(∆).
6.2. Survey of results from literature. Here, we collect some results from the
literature needed in our proofs of Theorems 6.8 and 6.16.
The following theorem provides a useful criterion for showing when a stellar n-
manifold is a stellar n-ball. Let C be a simplicial complex and let σ ( τ be two faces
of C. We say that σ is a free face of τ if tτ is there is no other ρ ∈ C with σ ( ρ.
In that case C ′ := C \ {σ, τ} is also a complex and we say that C elementary
collapses to C ′. We say that C collapses to D if there is a sequence C0, . . . , Cn−1
of complexes so that: C0 = C, Cn−1 = D, and Ci elementary collapses to Ci+1, for
all i. If in the above we have that D = [v], for some v ∈ dom(C), then we say that
C is collapsible.
Theorem 6.1 (Whitehead [31]). A collapsible stellar manifold is a stellar ball.
One useful fact relating collapsability with the dual structure in the sense of
Cohen is the following proposition, which can be proved by a simple induction.
Proposition 6.2 ([7], Proposition 5.5). Let f : B → A be a simplicial map, and
let σ ∈ A. Then D(σ, f) collapses to the subcomplex (βf)−1(σ) of βB.
The first part of the following theorem is Theorem 10.1 from [7]. The second
part combines Corollaries IV.12 and V.3 from [1].
Theorem 6.3. Let M,L,K be stellar manifolds, let f : M → L be a transversely
cellular map, and let g : L→ K be a simplicial map.
(1) (Cohen) If f ′ : M ′ → L′ is a simplicial map between stellar manifolds so
that after taking the geometric realizations we have |M |R = |M ′|R, |N |R =
|N ′|R, and |f |R = |f ′|R then f ′ is also transversely cellular.
(2) (Akin) g is transversely cellular if and only if g ◦ f is.
We will need a version of the following theorem due to Cohen. The precise
reformulation of Cohen’s theorem which we will use can be found in the Appendix.
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Theorem 6.4 (Cohen [7]). Let M be a stellar manifold of dimension n and let
f : M → A be a simplicial map. Let also σ be in the image of f . Then
(1) D(σ, f) is a combinatorial manifold of dimension n− dim(σ);
(2) ∂D(σ, f) is the union of D(σ, f  ∂M) with
(⋃
σ⊂τ D(σ, f)
)
.
We will need the following “excision” theorem for stellar spheres due to Newman.
Theorem 6.5. [25] Let S be a stellar n-sphere and B be a subcomplex of S which
is a stellar n-ball. Then, the complex S \ int(B) is a stellar n-ball.
In our arguments concerning near-homeomorphisms, we will make use of the
following theorem, which is a refined version of a theorem of Brown [5]; see also
[22, Theorem 1.10.23]. The proof of this refinement is implicit in [5].
Theorem 6.6. Let Yn be compact metrizable spaces for n ∈ N, and let Y in ⊆
Yn, for i = 0, . . . ,m, be closed. Let fn : Yn+1 → Yn be uniform approximable by
homeomorphisms h : Yn+1 → Yn such that h(Y in+1) = Y in for i ≤ m. Consider
Y∞ = lim←−(Yn, fn) and Y
i
∞ = lim←−(Y
i
n, f  Y in), for i ≤ m.
Then the projection map f∞0 : Y∞ → Y0 is uniformly approximable by homeomor-
phisms h : Y∞ → Y0 such that h(Y i∞) = Y i0 for i ≤ m.
Proof. We indicate how to derive the theorem from what is proved in [5]. For
simplicity of notation we set m = 0, that is, there is only one sequence of closed
set in our assumptions—Y 0n , for n ∈ N. For each n ∈ N, fix a metric dn on Yn
compatible with the topology on Yn. By [5, Theorems 1 and 2] and the proof of [5,
Theorem 3], the following statement holds.
Statement. If Kn is a family of continuous functions from Yn+1 to Yn such that
fn is uniformly approximable by functions in Kn, then for each sequence of real
numbers δn > 0, n ∈ N, there are hn ∈ Kn with
sup
x∈Yn+1
dn(hn(x), fn(x)) < δn,
and such that, for each N , the sequence of functions from Y∞ to YN
(6.1)
(
(hN ◦ · · · ◦ hn) ◦ f∞n
)
n≥N
converges uniformly, and if we let
(6.2) FN (x) = lim
n≥N
(hN ◦ · · · ◦ hn) ◦ f∞n (x),
then the function
(6.3) Y∞ 3 x→ (F0(x), F1(x), F2(x), . . . ) ∈ lim←−
n
(Yn, hn),
is a homeomorphism. (The uniformity of the convergence of (6.1) is established in
[5, formula (1.3)].)
Note further the following three easy to justify points.
(1) If each hn is a homeomorphism, then all the projection maps in lim←−n(Yn, hn)
are homeomorphisms, so the function (6.3) being a homeomorphism implies that
F0 is a homeomorphism.
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(2) If each hn is such that hn(Y
0
n+1) = Y
0
n , then, by its definition (6.2), F0 maps
Y 0∞ to Y
0
0 .
(3) From the definition (6.2) of F0, if each hn uniformly approximates fn closely
enough, then F0 uniformly approximates f
∞
0 with a given in advance degree of
precision.
Now, by assumption, we can uniformly approximate each fn as closely as we wish
by homeomorphisms hn with hn(Y
0
n+1) = Y
0
n . It follows from Statement and points
(1–3) that f∞0 is uniformly approximated, to an arbitrary degree of precision, by
homeomorphisms F0 with F0(Y
0
∞) = Y
0
0 , as required. 
The following theorem is a concatenation of known results. By [8, Theorem 3.2]
and [19, Theorem 1.6], the function f in Theorem 6.7 below is cell-like. Now the
conclusion follows from the implication (a)⇒(c) in [19, Theorem 1.2].
Theorem 6.7. Let f : B → A be a simplicial near-homeomorphism between stellar
n-simplexes. Then for each subcomplex C of A, if |C|R is contractible, then so is
|f−1(C)|R.
6.3. The categories C?(∆) and C(∆)—lower bounds on [S?(∆)] and [S(∆)].
The theorem below gives lower estimates on the coininitial closure of S∗(∆).
Theorem 6.8. Let ∆ be the n-simplex.
(i) S?(∆) ⊆ C?(∆) and S(∆) ⊆ C(∆).
(ii) C?(∆) ⊆ [S?(∆)] and C(∆) ⊆ [S(∆)]. In fact, for every f ∈ C?(∆), there
exists g ∈ C?(∆) such that f ◦ g is the composition of elementary selections
or an identity map. Similarly, for every f ∈ C(∆), there exists g ∈ C(∆)
such that f ◦ g is the composition of elementary selections or an identity
map.
In point (ii) of the theorem above, the inclusion C?(∆) ⊆ [S?(∆)] is equivalent to
saying that for every f ∈ C?(∆), there exists g ∈ C?(∆) such that f ◦g is a selection
map. The additional statement in point (ii) asserts that more is true; the map f ◦g
can be obtained from elementary selections and identity maps by composition only
without resorting to the operation h → βh of barycentric subdivision on maps.
The analogous remark applies to the inclusion C(∆) ⊆ [S(∆)]. This subtle point
will turn out to be important in our proof of Theorem 3.6 in Section 6.4. (Note,
however, that the operation of barycentric subdivision is essential in proving in
Theorem 3.2 that the category S(∆) is projective Fra¨ısse´.)
We also have the following auxiliary result that may be of independent interest.
Theorem 6.9. For every stellar n-simplexes A,B there is k ≥ 0 and a map
h : βkB → A with h ∈ C?(∆).
The following corollary is a consequence of Theorems 6.8 and 6.9 above, Theo-
rem 3.2, and results of Section 4. Theorem 6.9 is used in checking that C?(∆) has
the joint projection property.
Corollary 6.10. Let ∆ be the n-simplex. Then C?(∆) and C(∆) are projective
Fra¨ısse´ classes and their Fra¨ısse´ limit is isomorphic to ∆ .
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We start proving the results above by establishing some basic closure properties
of C?(∆) and C(∆).
Lemma 6.11. Let A,B,C be stellar n-simplexes and let f : B → A and g : C → B
be face preserving maps. We have that:
(1) the identity map id : A→ A is in C?(∆).
(2) if f ∈ C?(∆) then βf ∈ C?(∆);
(3) g ∈ C?(∆) implies that f ◦ g ∈ C?(∆) if and only if f ∈ C?(∆).
Similar results hold for C(∆).
Proof. Notice that all these properties remain true after passing to subcollections
C of arrows from C?(∆) with the property that if f : B → A is in C?(∆) with
A,B ∈ Ob(C) then f ∈ C. Hence, it suffice to prove them only for C?(∆).
For (1), let X ∈ ∆ and σ ∈ AX. We need to show that D(σ, idX) = D(σ,AX)
is a stellar ball. But D(σ,AX) is isomorphic to the complex [v] ? β(lk(σ,AX)), for
some point v. The rest follows from (5.1) and the fact that in any stellar manifold
M , the complex lk(σ,M) is always, either a stellar ball or a stellar sphere.
Properties (2) and (3) follow directly from Theorem 6.3, given the next claim.
Claim. Let f : B → A be in C?(∆). Then f is transversely cellular on every face,
i.e., for all X ∈ ∆ both f  BX and f  ∂BX are cellular.
Proof of Claim. Let f : B → A be a hereditarily cellular map. We need to show
that f  ∂BX is cellular for all X ∈ ∆. The argument below will not depend on
X and it therefore suffices to show that (f  ∂B) : ∂B → ∂A is cellular. Fix some
σ ∈ ∂A. By Theorem 6.4(2), and since fY is cellular for each Y ∈ ∆, the collection:
B = {D(τ, fY) | Y ∈ ∂∆, τ ∈ AY, σ ⊆ τ}
is a cell-system with UB = D(σ, f  ∂B). Arguing as in (1) we have that the family:
A = {D(τ,AY) | Y ∈ ∂∆, τ ∈ AY, σ ⊆ τ}
is also a cell-system with UA = D(σ, ∂A). Since ∂A is a stellar sphere we have that
D(σ, ∂A) is a stellar ball. Hence it suffices to show that the complexes UA and UB
are stellar equivalent. This follows from Corollary 5.14, since the posets (A,⊆) and
(B,⊆) are isomorphic. The claim and, therefore, the lemma are now proved. 
The above lemma immediately gives the following proposition.
Proposition 6.12. Both collections C?(∆) and C(∆) are categories.
Let A be a finite simplicial complex and let σ be a finite set. Consider the
complex 〈σ〉A that is defined by enumerating the set {τ ∈ A | σ ⊆ τ} in a never
⊆-increasing order σ1, σ2, . . . , σm = σ and subdividing these faces in this order, i.e.,
〈σ〉A := (σm, σm) · · · (σ2, σ2)(σ1, σ1)A.
It is not difficult to see that any two never ⊆-increasing enumerations give rise to
the same complex and therefore 〈σ〉A is well defined. Let a be a new point. By a
connection map e : (σ, a)A→ A we mean any map that extends the identity map
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on dom(A) and satisfies e(a) ∈ σ. By the star-contraction t : 〈σ〉A → (σ, a)A
we mean the map that extends the identity map on dom(A) and satisfies t(τ) = a
for every τ ⊇ σ. It is easy to see that both connection maps and star-contractions
are simplicial epimorphisms. We extend these definitions on any stellar simplex
A = (AX | X ∈ ∆) to get the stellar simplexes (σ, a)A := ((σ, a)AX | X ∈ ∆) and
〈σ〉A := (〈σ〉AX | X ∈ ∆). It follows that the associated connection maps e and
the star-contraction t are elements of R?(∆).
Lemma 6.13. Let A be stellar simplex, let σ ∈ A, and let a be a new point. Then
C?(∆) contains
(1) all connection maps, e : (σ, a)A→ A;
(2) the contraction map, t : 〈σ〉A→ (σ, a)A.
Proof. Let f : C → B be any of the maps above. Let also X ∈ ∆ and let ρ ∈ BX.
By Theorem 6.1 it suffices to show that D(ρ, fX) is collapsible. By Proposition 6.2
we have that D(ρ, fX) collapses to D := (βfX)
−1(ρ), and therefore, it suffices to
show that D is collapsible. To see this, consider three cases. If f = e, e(a) = b, and
b ∈ ρ, then D is isomorphic to β[{a, b}] which is clearly collapsible. If f = t and
a ∈ ρ, then D is isomorphic to the chain complex of the poset (st(σ,A),⊆ ) which
is a cone, and therefore, collapsible. In all other cases D is a singleton. 
Let C,D be two stellar simplexes and let δ = δ1, . . . , δk be a sequence of stellar
moves which factor through the cell-system (CX | X ∈ ∆); see Section 5.4. A
zig-zag connection e from C to D is a sequence of connection maps el between
consecutive stellar simplexes Cl−1, Cl = δlCl−1:
D
ek←− Ck−1 ek−1−→ Ck−2 ←− · · · e3←− C2 e2−→ C1 e1←− C
whose direction depends on whether δl is a division or a weld. The next lemma
shows that, within C?(∆), we can always find a composable sequence s of elementary
selection maps from S(C) ⊆ S?(∆), which “refines” e.
Lemma 6.14. Let g : D → C be in C?(∆) and let e be a connection map between
the stellar simplexes C and C ′. Then there is a map g′ : D′ → C ′ in C?(∆) and
an elementary selection or an identity map s : D′ → D, so that the square diagram
formed by g, g′, e, s commutes.
C ′ C C ′ C
D′ D D′ D
e e
g′
s
g g′
s
g
Proof. If e is a connection map from C to C ′, then let D′ = D, s = idD′ and
g′ = e ◦ g ◦ s. The map g′ is restricted cellular by Lemma 6.13 and since by (2) of
Lemma 6.11, C?(∆) is closed under composition.
If e is a connection map from C ′ to C then C ′ = (σ, a)C, for some σ ∈ C. Let
b = e(a) and set D′ = βD. For every τ ∈ C, with τ 6⊇ σ, pick a point aτ ∈ τ and
consider the map h : βC → (σ, a)C with h(τ) = a if σ ⊆ τ and h(τ) = aτ otherwise.
The map h is formed by composing star-contraction map t : 〈σ〉A → (σ, a)A with
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a sequence of connection maps. By Lemma 6.13 and since by (2) of Lemma 6.11
C?(∆) is closed under composition, h belongs to C?(∆).
Set g′ = h◦βg and let ρ ∈ D. If g∗(ρ) ⊇ σ let bρ ∈ ρ with g(bρ) = aσ. Otherwise,
set τ = g∗(ρ). Since aτ ∈ τ , there is a point bρ in ρ with g(bρ) = aτ . Let s : βD → D
with s(ρ) = bρ. Then s is an elementary selection and g ◦ s = e ◦ g′. 
We can now prove Theorem 6.9.
Proof of Theorem 6.9. Let A,B be two stellar n-simplexes we will find h : βkB → A
with h ∈ C?(∆), for some large enough k ≥ 0.
By Corollary 5.14, we have a sequence δ = δ1, . . . , δk of stellar moves factoring
through the stellar simplex cell-system B = (BX | X ∈ ∆), with δB = A. Choose
any zig-zag sequence e of connection maps following the transformation B 7→ δB.
Set B0 = B and let g0 : B0 → B be the identity map. By Lemma 6.14, we can in-
ductively produce a stellar simplex Bl ∈ S(B) and a C?(∆)-map gl : Bl → δl · · · δ1B,
for every l with 0 < l ≤ k. Set C = Bk and g = gk. 
Let f : C → A and f ′ : D → A be two maps in C(∆). On the level of the
stellar simplexes C,D one can always find a zig-zag connection e from C to D
using Corollary 5.14. The next lemma uses the full strength of Proposition 5.13
to provide conditions under which we can “lift” this zig-zag connection to the
level of the hereditarily cellular maps f, f ′. A cellular connection (e, f) from
f to f ′ is a zig-zag connection e1, . . . , ek from C to D, together with a sequence
f0, . . . , fk ∈ C?(∆), with f0 = f , fk = f ′, so that for all l > 0 the triangle formed
by fl−1, el, fl commutes.
A
D Ck−1 Ck−2 · · · C2 C1 C
fk
ek ek−1
fk−1 fk−2
ek−2 e3 e2
f2 f1
e1
f0
Lemma 6.15. Let f : B → A and g : C → A be two maps in C?(∆) and let
s : ββB → βB, t : ββC → βC be the selection maps defined by the assignment
(6.4) {σ0 ( . . . ( σj} 7→ σ0.
Then there is a cellular connection (e, f), from βf ◦ s to βg ◦ t.
Proof. Consider the system A = {D(σ,AX) | X ∈ ∆, σ ∈ AX} and let C(PA) be the
chain complex of the associated poset PA = (A,⊆); see Figure 4. Let also
µ : C(PA)→ βA,
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be the simplicial map defined by the assignment D(σ,AX) 7→ σ.
A βA C(PA)
Figure 4.
Since the existence of cellular paths is a symmetric and transitive relation be-
tween maps in C?(∆), it suffice to find cellular connections from βf ◦ s to µ and
from βg ◦ t to µ. Since the cases are similar, the lemma follows from the next claim.
Claim. There is a cellular connection (e, f), from βf ◦ s to µ.
Proof of Claim. In the process of this proof we will consider various cell-systems S
whose associated poset (S,⊆) is isomorphic to PA. for For notational purposes it
will be convenient to have them indexed by PA. If (Dp)p∈PA is such a cell-system
and v is a vertex of the complex
⋃
pDp, then we denote by Supp(v, PA) the least
p ∈ PA with v ∈ dom(Dp). It is easy to see that such p always exists and it
coincides with the unique p ∈ PA so that v ∈ dom(Dp) \ dom(∂Dp).
Consider the collection B := {D(σ, fX) | X ∈ ∆, σ ∈ AX}. By Theorem 6.4(2)
and since f is hereditarily cellular, we have that B is a cell-system on βB. As a
consequence, βB := {βD(σ, fX) | X ∈ ∆, σ ∈ AX} is a tame cell-system on ββB.
Notice that the assignment βD(σ, fX) 7→ D(σ,AX) is an isomorphism between the
posets PB and PA. We can therefore use PA to index βB as (Dp)p∈PA and we set
D = ββB. Notice that by the choice of the map s we have that
βD(σ, fX) = (sX)
−1
∗
(
D(σ, fX)
)
.
From this it follows that for every v ∈ dom(D) we have that
(6.5) βf ◦ s(v) = µ(Supp(v, PA)).
By Proposition 5.13 the system (Dp)p admits a starring. Let δ = δ1, . . . , δk be a
linearization of this starring. By Theorem 5.6 we can assume without the loss of
generality that δD = C(PA). After possibly removing some moves from δ we can
also assume that δ is essential for D. By Proposition 5.13 it then follows that for
every initial segment εδ of δ there is a unique p ∈ PA so that δ is strongly internal
for εDp. Let pi : {1, . . . , k} → PA be the map witnessing this unique assignment
and set Dl = δl · · · δ1D and Dlp = δl · · · δ1Dp, for all p ∈ PA and all l ≤ k. By
Lemma 5.8 we have that (Dlp)p is cell-system on D
l, for all l ≤ k.
We can now define the cellular connection (e, f) as follows. If δl is a stellar
subdivision (σl, al), then δl is strongly internal for D
l−1
pi(l). We can therefore pick
some bl ∈ σl which lies in the interior of Dl−1pi(l). Let el : Dl → Dl−1 be the connection
map with el(al) = bl and let fl : D
l → βA be the composition fl−1 ◦ el. Similarly, if
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δl is a stellar weld (σl, al)
−1 we pick some bl ∈ σl which lies in the interior of Dlpi(l).
Let el : D
l−1 → Dl be the connection map with e(al) = bl, and let fl : Dl → βA
be the restriction fl−1  dom(Dl−1) \ {al}. It is immediate that for all l > 0, the
triangle formed by fl−1, el, fl commutes. By Lemma 6.11 we have that fl ∈ C?(∆).
Finally, by a straightforward induction based on (6.5) above and the choice of bl,
we get that for every l ≤ k and every v ∈ dom(Dl), we have that
fl(v) = µ
(
Supp(v, PA)
)
.
It follows that fk = µ and therefore (e, f) is the desired cellular connection. This
finish the proof of the claim and the theorem. 
We can now establish Theorem 6.8 and Corollary 6.10.
Proof of Theorem 6.8. (i) To see that they respectively contain S?(∆) and S(∆),
notice first that every elementary selection map s : βA → A is a composition of
connection maps. The rest follows from Lemma 6.11 and Lemma 6.13.
(ii) By Proposition 6.12, both C?(∆) and C(∆) are categories. Thus, by point
(i), it suffices to show the last two sentences of the statement of point (ii), that
is, we need to see that for every f ∈ C?(∆), there is g ∈ C?(∆) with f ◦ g being a
composition of elementary selections or an identity map, and, similarly, for every
f ∈ C(∆), there is g ∈ C(∆) with f ◦ g a composition of elementary selections or
an identity map. Notice that if f ∈ C(∆), g ∈ C?(∆), and f ◦ g is defined, then
g ∈ C(∆). As a consequence, it is enough to prove only the statement about C?(∆).
Let f : B → A be in C?(∆) and let s : β2B → βB be the elementary selection
map defined by the assignment (6.4) in Lemma 6.15. Set
f ′ = βf ◦ s.
Since for each elementary selection map r : βA → A we can find a elementary
selection map r′ : βB → B so that r ◦ βf = f ◦ r′, it will suffice to find a g ∈ C?(∆)
so that f ′ ◦ g is a composition of elementary selections or an identity map.
B A
ββB βB βA
f
s
f ′
r′
βf
r
Let C0 = ββA and let f0 : C0 → βA be the map (β(idA)) ◦ t, where t : ββA→ βA
is the elementary selection map defined by the assignment (6.4) in Lemma 6.15 and
idA is the identity on A. By Lemma 6.15 there exists a cellular connection (e, f),
from f0 to fk = f
′.
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βA
Ck · · · · · · Cl+1 Cl Cl−1 · · · · · · C0ek
fk = f
′
el
fl
e1
f0
Let D0 = C0, and set g0 : D0 → C0 to be the identity map. By induction,
using Lemma 6.14, we can find, for every l ∈ {1, . . . , k}, an elementary selection
or an idenity map sl : Dl → Dl−1 and a C(∆)-map gl : Dl → Cl so that the square
diagram formed by gl−1, el, sl, gl commutes.
Ck · · · · · · Cl+1 Cl Cl−1 · · · · · · C0
Dk · · · · · · Dl+1 Dl Dl−1 · · · · · · D0
ek el e1
sk
gk
sl
gl
s1
g0
Let g = gk, and notice that f
′ ◦ g is equal to f0 ◦ g0 ◦ s1 ◦ · · · ◦ sk, which is a
composition of elementary selections, since β(idA) = idβA. 
Proof of Corollary 6.10. By Proposition 4.5, Theorem 1.1, and Theorem 6.8 we
have that C(∆) is a projective Fra¨ısse´ class whose Fra¨ısse´ limit is isomorphic to ∆ .
Since S?(∆) satisfies the projective amalgamation property, by Proposition 4.5
and Theorem 6.8 so does C?(∆). Moreover, C?(∆) satisfies the joint projection
property since S?(∆) ⊆ C?(∆) by Theorem 6.9. Thus, C?(∆) is a projective Fra¨ısse´
class. To see that the projective Fra¨ısse´ limit ∆ ′ of C?(∆) is isomorphic to ∆
one defines a “back and forth” system between ∆ ′ and ∆ using: the projective
extension property of ∆ ′, together with the fact that C(∆) ⊆ C?(∆); and the
projective extension property of ∆ , together with Theorem 6.9. 
6.4. Proof of Theorem 3.6. We come back now to the proof of the theorem on
the topological realization of the projective Fra¨ısse´ limit of the category S(A) for a
finite complex A.
Proof of Theorem 3.6. The reader may consult Section 2.2 for notation in this
proof.
We first prove the theorem for the special case when A = ∆. Let S0(∆) be the
category whose objects are barycentric subdivisions βk∆ of ∆, k ∈ N, and whose
morphisms are identity maps on βk∆ and compositions of elementary selections.
By Theorem 6.8(i) it is clear that
S0(∆) ⊆ S(∆) ⊆ C(∆),
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and by Theorem 6.8(ii), S0(∆) and S(∆) are coinitial in C(∆).
Let (gi) be a generic sequence for S(∆), so gi : Bi+1 → Bi, where each Bi is
some barycentric subdivision of ∆. Let B be the profinite simplicial complex as-
sociated with (gi). Let R
B be the edge relation on B. By Lemma 3.4, RB is an
equivalence relation. Our aim is to show that B/RB is homeomorphic to |∆|R by a
homeomorphism that respects the structure of subcomplexes of ∆ as in the conclu-
sion of Theorem 3.6. By coinitiality of S(∆) in C(∆) and by Proposition 4.5(iii),
the sequence (gi) is generic for C(∆). Since S0(∆) is coinitial in C(∆), it follows
from Proposition 4.5(iv) and Corollary 6.10 that there exists a generic sequence
(fi) for C(∆) such that each fi is in S0(∆). Let fi : Ai+1 → Ai, where each Ai is a
barycentric subdivision of ∆. Let A be the profinite simplicial complex associated
with (fi), and let R
A be the edge relation on A. Since both (gi) and (fi) are generic
for C(∆), they are isomorphic in C(∆) by Theorem 2.1. In particular, there is an
isomorphism
φ : A→ B.
Thus, RA is an equivalence relation and φ induces a homeomorphism
A/RA → B/RB.
Since each fi is a composition of elementary selections or an identity map, the
inverse sequence (Ai, fi) can be viewed as an inverse sequence as in Lemma 3.7.
Thus, by Lemma 3.7, A/RA, and, therefore, also B/RB, is homeomorphic to |∆|R
by a homeomorphism that respects the structure of subcomplexes of ∆ as in the
conclusion of Theorem 3.6.
The general case reduces to the special case A = ∆ as follows. Let A be an
arbitrary finite complex. Then |A| is a compact metric space that can be represented
as follows. For each face σ ∈ A, there is a compact non-empty subspace Xσ of |A|
such that, with letting X∅ = ∅, we have
(6.6) Xσ ∩Xτ = Xσ∩τ and
⋃
σ∈A
Xσ = |A|.
Using the notation in (1.3), the special case when A = ∆ may be reformulated to
the following statement.
Statement 1. There exists a homeomorphism from Xσ to |σ|R that maps Xτ for
∅ 6= τ ( σ onto |τ |R.
The following observation is easy to show.
Statement 2. Each homeomorphism of the boundary of |σ|R⋃
{|τ |R | ∅ 6= τ ( σ}
extends to a homeomorphism of |σ|R.
Using these two statements we can now finish the proof. Let n = dim(A) and,
for k ≤ n, let A≤k be the k-skeleton of A, that is, the subcomplex of A consist-
ing of all faces of dimension not exceeding k. By induction on k, we produce a
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homeomorphism
φk :
⋃
σ∈A≤k
Xσ → |A≤k|R,
with notation as in (1.2). We define φ0 in the obvious manner by mapping the
unique point in Xσ to the point in |A≤0|R corresponding to σ, for σ ∈ A≤0. (The
space Xσ consists of one point by Statement 1.) If k < n, we produce φk+1 out of
φk as follows. Fix σ ∈ A with dim(σ) = k + 1. Let fσ : Xσ → |σ|R be given by
Statement 1. Now use Statement 2 to find a homeomorphism gσ : |σ|R → |σ|R so
that gσ ◦ fσ : Xσ → |σ|R extends φk 
⋃
∅6=τ(σXτ . Produce φk+1 by extending φk
to the subspace
⋃
σ∈A,dim(σ)=k+1Xσ with gσ ◦ fσ for σ ∈ A, dim(σ) = k + 1. 
6.5. The categories H?(∆) and H(∆)—upper bounds on [S?(∆)] and [S(∆)].
The following theorem and its corollary summarizes the relationship of H?(∆) and
H?(∆) with the rest of the categories.
Theorem 6.16. Let ∆ be the n-simplex. Then
[S?(∆)] ⊆ H?(∆) and [S(∆)] ⊆ H(∆).
We register the following slight refinement of the well known fact that near-
homeomorphism are closed under composition (see [22, Section 1.7, Exercise 3]).
Proposition 6.17. The collections H?(∆) and H(∆) are categories.
Proof. Only closure under composition of the two classes needs to be checked. It
is not difficult to see that if X,Y, Z are compact metric spaces and the sequences
(fn) and (gn) of continuous functions from X to Y and from Y to Z, respectively,
converge uniformly to f : X → Y and g : Y → Z, then there exists a sequence (kn)
of natural numbers such that
(gkn ◦ fn)
converges uniformly to g ◦ f . The conclusion of the proposition is an immediate
consequence of this observation. 
Let φ : K → L and ψ : K → M be near-homeomorphisms between compact
metric spaces. It is known that if ψ = γ ◦ φ for some γ : L → M , then γ is also a
near-homeomorphism. The next lemma reproves this fact and gives some additional
information that will be needed here.
Lemma 6.18. Let K,L,M be compact metric spaces. Let φ : K → L, ψ : K →M ,
and γ : L → M be continuous with ψ = γ ◦ φ. Let (φp) and (ψp) be sequences of
homeomorphisms from K to L and from K to M converging uniformly to φ and ψ,
respectively. Then there is a subsequence (ψkp) of (ψp) such that the sequence
(ψkp ◦ φ−1p )
converges uniformly to γ.
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Proof. First we show that the sequence (ψ ◦ φ−1p ) converges uniformly to γ. Since
L is compact, it suffices to show (see [10, Exercise 4.2.E]) that for each y ∈ L and
each sequence (yp) of points in L converging to y, we have
(6.7) ψ ◦ φ−1p (yp)→ γ(y).
Of course, it is enough to show that each subsequence of (ψ ◦ φ−1p (yp)) has a fur-
ther subsequence convergent to γ(y). For simplicity of notation, we assume that
the initial subsequence is the whole sequence (ψ ◦ φ−1p (yp)). Consider the sequence
(φ−1p (yp)) of elements of K. By compactness of K, this sequence has a conver-
gent subsequence. Again, to simplify notation, assume that the whole sequence
(φ−1p (yp)) converges to x ∈ K. It follows that
(6.8) ψ ◦ φ−1p (yp)→ ψ(x),
and, since (φp) converges uniformly to φ, that
yp = φp ◦ φ−1p (yp)→ φ(x).
This last formula gives φ(x) = y, hence
(6.9) ψ(x) = γ ◦ φ(x) = γ(y).
Now, (6.7) follows from (6.8) and (6.9).
Since (ψ ◦ φ−1p ) converges uniformly to γ and (ψp) converges uniformly to ψ, it
is now easy to pick a subsequence of (ψp) with the desired property. 
We may now proceed to the proof of Theorem 6.16.
Proof of Theorem 6.16. Notice that if f ◦ g is in S?(∆) and f ∈ S(∆) then f ◦ g is
in S(∆). As a consequence, it suffices to prove that [S?(∆)] ⊆ H?(∆).
We show first that S?(∆) ⊆ H?(∆). It suffices to see that H?(∆) is closed under
composition and the operation f → β(f) and that it contains 1A and each ele-
mentary selection s : βk+1A → βkA, for each stellar simplex A. The class H?(∆)
obviously contains 1A and is closed under composition as it is a category by Propo-
sition 6.17.
The rest of the proof of the inclusion S?(∆) ⊆ H?(∆) involves the barycentric
subdivision operator and geometric realizations. It will be helpful to define some
auxiliary notions and adopt some conventions. Let C be a finite simplicial complex.
Its geometric realization |C|R is given by (1.1). For a subcomplex D of C, by |D|R
we denote the corresponding to D geometric subcomplex of |C|R as in (1.2). For
a face σ of C, by |σ|R we denote the associated geometric face of |C|R as in (1.3).
We also identify vertices in dom(C) with the corresponding vertices of |C|R. Now
let x¯ = (xσ)σ∈C be a sequence of points in |C|R such that xσ = v if σ = {v} for a
v ∈ dom(C), and xσ an element of the interior of the face |σ|R of |C|R if σ contains
at least two vertices in dom(C). Let
φC,x¯ : |βC|R → |C|R
be the function that is the unique affine extension of the function that maps the
vertex σ of βC (that is, a face of C) to xσ and each vertex of C to itself. The
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reader will easily check that φC,x¯ is a homeomorphism from |βC|R to |C|R that
maps |βD|R to |D|R for each subcomplex D of C.
We check that H?(∆) is closed under the operation β. We make a general
observation first. Let f : B → A be a simplicial map for simplicial complexes A,B.
Let φ : |βA| → |A| and ψ : |βB| → |B| be given by
φ = φA,x¯ and ψ = ψB,y¯,
where x¯ = (xσ)σ∈A is such that xσ is the geometric barycenter of |σ|R and similarly
y¯ = (yτ )τ∈B is such that yτ is the geometric barycenter of |τ |R. Then one easily
checks hat
(6.10) |f |R ◦ φ = ψ ◦ |βf |R.
By the properties of φA,x¯ and ψB,y¯, it follows from (6.10) that f ∈ H?(∆) implies
βf ∈ H?(∆).
It remains to show that H?(∆) contains elementary selections. Let s : βk+1A→
βkA be an elementary selection, where A is a stellar simplex. Set B = βkA. Then
s : βB → B is still an elementary selection. Let now, for n ∈ N, x¯n = (xnσ)σ∈B be
such that, for each σ ∈ B, the sequence (xnσ) converges to s(σ). For each n, φB,x¯n
is a homeomorphism that maps |βC|R to |βC|R for each subcomplex C of B. It is
easy to check that the sequence (φB,x¯n) converges uniformly to |s|R. Thus, s is in
H?(∆).
We move on to the proof of the inclusion [S?(∆)] ⊆ H?(∆). Let g : B → A be in
[S∗(∆)] with A and B being stellar n-simplexes for some n. Clearly g is simplicial.
By Lemma 6.18, it will suffice to find a compact space Y and continuous functions
f1 : Y → |A|R and f2 : Y → |B|R such that f1 = |g|R ◦ f2 and for which there exist
sequences of homeomorphisms h1,p : Y → |A|R and h2,p : Y → |B|R convergent
uniformly to f1 and f2, respectively, and such that for each p, q, h1,p ◦ h−12,q maps
|BX |R to |AX |R for each X ∈ ∆. Obviously, Y must be homeomorphic with |∆|R.
By Theorem 4.7, fix an iso-sequence (ek) for S∗(∆) such that
g = e0.
and let
f1,k = e2k ◦ e2k+1 and f2,k = e2k+1 ◦ e2k+2.
By the definition of the notion of iso-sequence, each f1,k and f2,k is in S∗(∆). Let
Ak = codom(f1,k) and Bk = codom(f2,k).
Note that each Ak and Bk is a stellar n-simplex. Since |f1,k| and |f2,k| map
|(Ak+1)X | onto |(Ak)X |, for each X ∈ ∆, we can define
(Y1)X = lim←−
k
(|(Ak)X |R, |f1,k|R  |(Ak)X |R)
(Y2)X = lim←−
k
(|(Ak)X |R, |f2,k|R  |(Ak)X |R).
Set also
Y1 = (Y1){0,...,n} and Y2 = (Y2){0,...,n}.
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Note that since f1,k ∈ S∗(∆), by Theorem 3.8, |f1,k|R can be uniformly approx-
imated by restricted homeomorphisms. From Theorem 6.6, we get that the pro-
jection map f∞1,0 : Y1 → |A0|R can be uniformly approximated by homeomorphisms
mapping (Y1)X to |(A0)X |R for each X ∈ ∆.
Similarly, the above analysis can be repeated for Y2.
Observe further that the sequence (|ek|R) induces a homeomorphism φ : Y2 → Y1
that maps (Y2)X to (Y1)X for each X ∈ ∆ and is such that
f∞1,0 ◦ φ = |e0|R ◦ f∞2,0 = |g|R ◦ f∞2,0.
Now, it suffices to take Y = Y1, f1 = f
∞
1,0 ◦ φ, and f2 = f∞2,0 to obtain the desired
objects as stated in the beginning of this proof. 
6.6. Comparison of the lower and upper bounds for [S(∆)] and [S∗(∆)].
By combining Theorem 6.16 and Theorem 6.8 we have that
C?(∆) ⊆ H?(∆) and C(∆) ⊆ H(∆)
In Theorem 6.20 below we show that the reverse inclusions also hold for any n < 4;
or more generally, for all n ≥ 0 if the PL-Poincare´ conjecture is positively resolved
for n = 4. This establishes the remaining last part of Theorem 1.4.
In the context of the theorem, due to Alexander [2], that two finite simplicial
complexes A and B are stellar equivalent if and only if |A|R and |B|R are PL-
homeomorphic, the PL-Poincare´ conjecture in dimension n can be stated as follows:
if M is a combinatorial n-manifold which is homotopy equivalent to ∂∆n+1, then
M is stellar equivalent to ∂∆n+1.
While the PL-Poincare´ conjecture remains open in dimension n = 4, in all other
dimensions it has been confirmed—for n = 2, by the classification theorem for
compact surfaces [4] and the fact that every surface admits a unique PL-structure
[29]; for n = 3, by Perelman’s solution to the smooth Poicare´ conjecture [27, 28]
and the fact that every 3-dimensional manifold admits a unique PL-structure [4];
for n ≥ 5, by Smale [30]. We summarize these results in the following theorem.
Theorem 6.19. The PL-Poincare´ conjecture holds in every dimension n 6= 4.
The following theorem may be known; for example, our proof of it is close to the
proof of [7, Theorem 11.2]. However, we could not find it in the existing literature.
Theorem 6.20. Let ∆ be the n-dimensional simplex and assume that the PL-
Poincare´ conjecture holds for all m ≤ n. Then H?(∆) ⊆ C?(∆) and H(∆) ⊆ C(∆).
Proof. It suffices to show that H?(∆) ⊆ C?(∆) . Let f : B → A be in H?(∆) and
let Sf = {D(σ, fY) | Y ∈ ∆, σ ∈ AY}. It follows from Theorem 6.4 that Sf is
a system and every D ∈ Sf is a stellar manifold of dimension (#Y − #τ) whose
boundary is the union of all C ( D with C ∈ Sf ; for a direct proof, see Appendix.
We will show by induction on the height of D ∈ Sf in the poset (Sf ,⊆) that D is
a stellar ball.
It is clear that the minimal elements in (Sf ,⊆) are 0-balls. Let now D =
D(τ, fY) ∈ Sf and assume that every C ∈ Sf with C ( D is a stellar ball. But
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then S<Df := {C ∈ Sf | C ( D} is a cell-system whose union is ∂D. As in the
proof of Lemma 6.11, it follows then that ∂D is stellar equivalent with the complex
β
(
∂
(
[{τ}] ? lk(τ,AX)
))
, which is a stellar sphere. Let now v be a new point and
consider the complex S :=
(
[v] ? (∂D)
) ∪ D. Since D and ∂D are combinatorial
manifolds, so is S. By Theorem 6.7, D is contractible and therefore, S is homotopy
equivalent to a sphere of dimension ≤ n. By the PL-Poincare´ conjecture, we have
that S is a stellar sphere. By Theorem 6.5, it follows that D is a stellar ball. 
Corollary 6.21. Let ∆ be the n-simplex. If n < 4 then H?(∆) and H(∆) are
projective Fra¨ısse´ classes whose Fra¨ısse´ limit is isomorphic to ∆ . The same holds
for all n ≥ 0, if the PL-Poincare´ conjecture is positively resolved for n = 4.
Proof. This follows from Corollary 6.10, since under the assumptions of Corollary
6.21 on n, Theorem 6.20 may be combined with Theorem 6.16 and Theorem 6.8 to
show that C?(∆) = H?(∆) and C(∆) = H(∆).

7. Appendix: A combinatorial proof of a special case of Cohen’s
theorem
We prove the following version of Cohen’s Theorem 6.4, that is directly applicable
in the context of stellar n-simplexes.
Proposition 7.1. Let A,B be stellar n-simplexes structures and let f : B → A be a
map in R?(∆). Let Sf = {D(τ, fX) | X ∈ ∆, τ ∈ AX}. Then every D = D(τ, fX)
in Sf is a stellar manifold of dimension (#X−#τ), whose boundary is the complex⋃
C∈Sf ,C(D
C.
Our proof is based on the following combinatorial lemma. For a poset P , we
denote by P op the opposite poset. P op has the same elements as P and p < q holds
in P op if and only if p > q holds in P . Notice that the identity map P 7→ P op
induces an isomorphism C(P ) 7→ C(P op) of the chain complexes.
Lemma 7.2. Let σ, ρ, ρ0 be finite sets with ρ0 ⊆ ρ, and let g : σ → ρ be a
surjection. Let also C(g, [ρ0, ρ]) be the subcomplex of β[σ] induced by the domain
{τ ( σ : ρ0 ⊆ g∗(τ)},
and C(g, (ρ0, ρ]) be the subcomplex of β[σ] induced by the domain
{τ ( σ : ρ0 ( g∗(τ)}.
Then C(g, [ρ0, ρ]) is a stellar ball of dimension #σ−#ρ0 with boundary C(g, (ρ0, ρ]).
Proof. For all i ∈ ρ, let σi = g−1(i). Notice that C(g, [ρ0, ρ]) = C(P ), where P
is the poset consisting of all σ′ ( σ with σ′ ∩ σi 6= ∅, for all i ∈ ρ0, ordered
by inclusion. But P op is isomorphic by the map σ′ 7→ σ \ σ′ to the poset P c of
all complements σ \ σ′ of elements σ′ in P , ordered by inclusion. Moreover, the
complex C(P c) is just the join of all complexes C(P(∂[σi])), for i ∈ ρ0, together
with all complexes C(P([σi])), with i ∈ ρ \ ρ0. Complexes of the first type are
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stellar (#σi − 2)-dimensional spheres and complexes of the second type are stellar
(#σi − 1)-dimensional balls. It follows (see for example the exercise above Lemma
3.2 in [20]) that C(g, [ρ0, ρ]) is a stellar ball of dimension
#ρ− 1 +
∑
i∈ρ0
(#σi − 2) +
∑
i∈ρ\ρ0
(#σi − 1) = #ρ− 1 + #σ − 2#ρ0 −#(ρ \ ρ0) =
= dim(σ)− dim(ρ0)− 1.
We now show that C(g, (ρ0, ρ]) is the boundary of C(g, [ρ0, ρ]). Let τ ∈ C(g, [ρ0, ρ]).
If τ 6∈ C(g, (ρ0, ρ]), then it is easy to see that lk(τ, C(g, [ρ0, ρ])) = lk(τ, β∂[σ]).
Therefore, the link of τ in C(g, [ρ0, ρ]) is sphere.
From the other hand, if τ ∈ C(g, (ρ0, ρ]), then τ = {σ0 ( . . . ( σl} with
ρ0 ( g∗(σj) for all j and σl ( σ. But then lk(τ, C(g, [ρ0, ρ])) = L0?L1?. . .?Ll?Ll+1,
where
L0 = {{σ′0 ( . . . ( σ′m} : σ′i ( σ0 and ρ0 ⊆ g∗(σ′i)} ,
Lj = {{σ′0 ( . . . ( σ′m} : σj−1 ( σ′i ( σj} , for j ∈ {1 . . . , l}, and
Ll+1 = {{σ′0 ( . . . ( σ′m} : σl ( σ′i ( σ} .
But then L0 = C(g  σ0, [ρ0, g∗(σ0)]), which is a ball by the first part of the state-
ment of Lemma 7.2. Moreover, Lj is isomorphic to βlk(σj−1, ∂[σj ]), and therefore
Lj is a sphere. Similarly, Ll+1 is isomorphic to βlk(σl, ∂[σ]) and therefore a sphere.
We have that L0 ?L1 ? . . . ?Ll ?Ll+1 is a ball and therefore C(g, (ρ0, ρ]) is precisely
the boundary of C(g, [ρ0, ρ]). 
Proof of Proposition 7.1. Let D = D(τ, fX) and let s = {σ0 ( . . . ( σk} ∈ D. We
have that lk(s,D) = L<k ? L>k, where
L<k =
{{σ0 ( . . . ( σm} ∈ lk(s,D) : σm ( σk} =
=
{{σ0 ( . . . ( σm} ∈ lk(s, βB) : τ ⊆ f∗(σ0), σm ( σk} , and
L>k =
{{σ0 ( . . . ( σm} ∈ lk(s,D) : σk ( σ0} ={{σ0 ( . . . ( σm} ∈ lk(s, βB) : Supp(σm,∆) ⊆ X,σk ( σ0} ,
where Supp(σm,∆) denotes the ⊆-least Y ∈ ∆ with σm ∈ BY. Since L>k is
isomorphic to βlk(σk, BX), it is a stellar (#X−#σk−1)-sphere if Supp(σk,∆) = X
and a stellar (#X −#σk − 1)-ball if Supp(σk,∆) ( X. We now compute L<k. Set
σ = σk, ρ = f∗(σk), ρ0 = τ , and g = f  σk. Then, with the notation of Lemma
7.2 we have that
L<k = lk
({σ0 ( . . . ( σk−1}, C (g, [ρ0, ρ])) .
By Lemma 7.2, C (g, [ρ0, ρ]) is a stellar (#σ
k−#τ−1)-ball, and {σ0 ( . . . ( σk−1}
lies in ∂C (g, [ρ0, ρ]) if and only if τ ( f∗(σ0). We therefore have two cases: if
τ ( f∗(σ0) then L<k is a (#σk −#τ − 1− k)-ball, and if τ = f∗(σ0) then L<k is a
(#σk−#τ −1−k)-sphere. It follows by identities (5.1) that D is a stellar manifold
of dimension (#X −#τ) with the desired boundary. 
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