Abstract-As of January 2014, 58 percent of Americans over the age of 18 own a smart phone. Of these smart phones, Android devices provide some security by requiring that thirdparty application developers declare to users which components and features their applications will access. However, the realtime environmental sensors on devices that are supported by the Android API are exempt from this requirement. We evaluate the possibility of exploiting the freedom to discretely use these sensors and expand on previous work by developing an application that can use the gyroscope and accelerometer to interpret what the user has written, even if trace input is used. Trace input is a feature available on Samsungs default keyboard as well as in many popular third-party keyboard applications. The inclusion of trace input in a key logger application increases the amount of personal information that can be captured since users may choose to use the time-saving trace-based input as opposed to the traditional tap-based input. In this work, we demonstrate that it is indeed possible to recover both tap and trace inputted text using only motion sensor data.
I. INTRODUCTION
Smart phones come with a wide array of sensors that allow a device to capture and use real-time information about its environment. These sensors can include accelerometers, magnetometers, gyroscopes, pedometers, barometers, humidity sensors, light sensors, gravity sensors, proximity sensors, fingerprint sensors, and thermometers; the Samsung Galaxy S5 android phone released this year also introduced a new sensor to detect to the users heart beat [1, 2]. Although these sensors can add quality to the user experience, they are not all regulated by permissions [3] . This is a potential security risk because unregulated sensors can be accessed by an application without having to explicitly inform a user. An application could freely collect data from these sensors and use this data to infringe on the users privacy or gain confidential information. Such an application would also avoid detection by current efforts to detect malware by examining permission use behaviors [4] .
Applications of mobile sensors to spy on users have already been proposed by several researchers. Accelerometer data collected using smart phones placed next to a keyboard was shown to be adequate to recover up to 80% of text inputted using the keyboard [5] . A more recent study suggests that accelerometer data could be used to identify different individual devices in the same way that a fingerprint can be used to identify individuals, which would allow a user and their application usage to be tracked without requesting permission for the devices identity [6] .
Several works have also shown the potential for sensor data to be used to log and interpret user taps on both Android and iOS devices [7, 8, 9, 10, and 11] . Keylogging on mobile devices has a similar potential to expose a users passwords, credit card numbers, and other identifying information as on a standard computer; key logger-carrying devices could also pose a threat to enterprises that practice a bring your own device policy or issue tablets to employees [12] . Although key loggers on iOS devices have previously been developed and a new iOS key logger vulnerability has been announced this year, there has not, to our knowledge, been an Android key logger in the wild [13] . This may change, considering that according to F-Secure, 275 out of 277 new threat families found this year have targeted Android devices [14] . The number of malware that performed activities to spy on users has also increased from 12% in 2012 to 28% in 2013, and spyware designed to monitor children or a spouses activities have entered the commercial market [15, 16] .
In this work, we evaluated the possibility of extending previous keystroke logging efforts to recover not only letter-byletter tap-based input but also full word trace-based input using sensor data from the accelerometer and gyroscope. Unlike iOS devices that allow only for tap input, Android devices also allow users to trace (by dragging from the first letter of the intended word to the last letter without lifting his or her finger) input. Trace input is available on both the default Samsung and Nexus keyboards, as well as in in many popular third-party keyboard applications, such as Swype, SwiftKey, TouchPal, and GO Keyboard. A key logger designed for Android would likely aim to capture both tapped and traced input in order to perform regardless of a users text-entry preference. We also compare the performance of three classification algorithms when used to infer the entered text. This paper is organized as follows: Section II describes our work interpreting user taps, Section III outlines our work interpreting user traces, Section IV compares this work to prior works, and Section V concludes and gives our directions for future work.
II. INTERPRETATION OF TAP INPUT
Our motivation for this first phase of our work was to verify that our setup performed with similar accuracy to previous work before our attempt to interpret trace data.
A. Data Collection
Accelerometer and gyroscope readings were collected on Galaxy Tab Pro 8.4 tablet in portrait orientation. This data was collected with the assumption that a user would hold the device at the bottom left corner with the left hand and use the right index figure for input. We chose to use these two sensors because [9, 10, and 11] found the gyroscope to contribute the most to inference accuracy and the accelerometer was commonly used in previous works [7, 8, 9, 10, and 11] .
To collect the labeled taps, we created a custom Android application. This application brings up the keyboard and allows a user to type into a text field. While open, the collector application produces three comma-separated value (CSV) files corresponding to the input completion timing, the gyroscope readings, and the accelerometer readings. Both the gyroscope and the accelerometer were set to use the lowest delay possible (SENSOR DELAY FASTEST), which for both sensors was approximately 5 microseconds. For the taps completion time, we used a TextWatcher and a TextChangedListener. Our collection application requires "WRITE EXTERNAL STORAGE permission because the created files are stored locally in a user accessible folder. This is for our convenience and would likely not be present in an application aiming for attack. After the data collection process was complete, we retrieved the data files for off-line processing. Raw accelerometer and gyroscope data was collected on the tablet device for each letter of the alphabet entered using tap-style input. This was done with 50 repetitions per letter. Another 50 repetitions per letter were also collected approximately one month later for comparison. Due to our limited resources, this data input was performed by only one person. Fig. 1 and Fig. 2 show a sample of the raw accelerometer and gyroscope data collected when a user is entering tap input, with the end time of each tap marked by a vertical line. As can be seen, each tap created a recognizable event, particularly in the z-axis of the accelerometer sensor readings and the x-axis and y-axis sensor readings of the gyroscope.
B. Feature Selection and Extraction
The size of the feature set used in previous tap interpretation related work varied from 7 features to 273 features [9, 10] . The work done in [9] produced good results with their chosen 273-feature set, however Al-Haiqi et al. noted in their work that currently there is no evidence that any of the feature sets used previously is better suited for inference than the others [11] . In our work, we chose to use a feature set consisting of the mean, median, minimum and maximum, skewness, and kurtosis of each sensor axis for a total of 36 features. This feature set is very similar to the one used in [11] , with the exception that we did not use the standard deviation and they did not use kurtosis. The minimum and maximum were also used in [9, 7] and skewness and kurtosis were used in [9] . Our chosen features also have the benefit of being computationally simple, which reduces the amount of time needed to extract the features from our raw data. This simplicity would be ideal for an attacker working with a very long set of data because a complex feature set may make feature extraction prohibitively long.
Features were extracted for each axis component for both sensors using a custom program we developed, which used the DescriptiveStatistics API available from Apache [17] . This program takes as input two CSV files, one containing the raw accelerometer and gyroscope data and one containing the input end times, and outputs one CSV file containing all of the extracted features. For this extraction, each tap is assumed to last 200ms [8] , which corresponded to 42 records per tap. Extracted features were labeled with the corresponding letter that the tap represented, and the CSV files containing these features were converted to attribute-relation file format (ARFF) files using an online converter [18] .
C. Learning and Classification
For learning and classification, we used the free machine learning software Weka, version 3.6.10 [19] . We elected to compare the performance in terms of accuracy and time required for classification of the following classification algorithms: k nearest-neighbor (k-NN), support vector machine (SVM), and random forest. These were chosen because random forest was used in [7] , SVM was used in [10] , and all three were part of a large ensemble classifier in [9] , but their performance was not previously compared.
In Weka, k-NN corresponds to the instance-based k (IBK) classifier, and SVM corresponds to sequential minimal optimization (SMO) classifier. We chose not to optimize these classifiers to our data, and instead, we used the default Weka parameters for our performance comparison. For k-NN, these correspond to k = 1, with no distance weighting, and Euclidean distance function. The SVM used a polynomial kernel shown in (1) with a cache size of 250007 and p = 1. The random forest classifier used had no maximum depth and contained 10 trees.
For each classifier, we performed a 10-fold crossvalidation. This was done for the classifiers trained with the 1300 tap data set (50 taps per letter) and the 2600 tap data set (the original tap plus the taps collected a month later).
We also tested the classification algorithms by splitting our 1300 tap data set into a training set and a testing set. The testing set consisted of 20% (260 taps) from the original set, and the training set contained the remaining instances. For another test, we split individual letters into testing/training sets, such that the test set contained 10 instances of the letter of interest and the training set contained 1290 taps (the original data set minus the test set). Finally, we collected new 30 taps and used them as a test set for the classifiers and the doubled 2600 tap data set as the training set.
D. Results and Discussion
For the 10-fold cross-validation, the classification accuracies in terms of the percentage of correctly classified instances achieved using the SVM and the random forest were very similar for the 1300 tap data set. The k-NN classifier was approximately 8% less accurate than the other two classifiers; however, it showed the smallest relative absolute error of the three classifiers.
Doubling the data set only slightly increased the accuracy of both the k-NN and random forest classifiers but decreased the correct classifications by the SVM by almost 20%. While these results could suggest that collecting a large number of labelled tap inputs recorded from a single user may be unnecessary, this may also be an artifact of combining data collected a month apart. This time sensitivity is discussed later in this subsection.
When we split the data set into a training and test set, both SVM and random forest classifiers again performed better than k-NN, although in this evaluation SVM outperformed the random forest classifier by a small amount. The k-NN classifier again showed the smallest relative absolute error of the three. A summary of the results of the above three experiments can be seen in Fig. 3 .
Splitting the individual letters into their own test and training sets performed similarly to the results of the confusion matrixes generated during the 10-fold cross-validation of each classifier, as expected. For example, for the letter A both the SVM and random forest classifiers were able to correctly predict all 10 instances and the k-NN predicted 9 out of 10 correctly. As can be seen in the confusion matrix of the random forest classifier (Fig. 4) , A was not misclassified as any other letter during the cross-validation. This is also true for the SVM classifier. Looking at the confusion matrix, we can also see that letters close to each other on the keyboard appear to be confused with each other more so than with letters further away as we would expect. For example, F is confused most with G and O with L. However, this is not always the case. For example, Z was confused with Y almost as often as with S by the random forest, even though Z is spatially close to S but not Y. This did not occur with the other classifiers, although Z was still confused with Y to a small degree.
While the classifiers all performed well in our other tests, when we introduced newly collected tap data as the test set and used the doubled data set for training, all of the classifiers achieved around 65% classification accuracy (66.7% by SVM and random forest and 63.3% by k-NN). We believe this could be due to differences in the feature values over time because the taps used to double the data set were collected closer to time to the new test set taps than the original data set taps were. We have not yet found the cause of this difference, though a change in the feature set may allow for stored labeled tap data to be used for more long term interpretation.
Aside from the time-sensitive nature of our current feature set, all three classifiers were able to infer the letters represented by the tap input with a much greater accuracy than the 1/26 (3.85%) accuracy expected for randomly guessing English letters. Our results are similar to those found in the literature; for example, in [9] a mean accuracy of 65.11% was achieved when taps were collected on a tablet in landscape orientation. As expected, our results were better than those that were obtained using only the gyroscope, with only 30-33% accuracy achieved in [10] for tapped letters collected on a tablet in landscape orientation. Although higher accuracies of over 90% were achieved in [20] , this work evaluated only the inference of tapped numbers.
In terms of the performance of the classification algorithms, SVM and random forest consistently performed slightly better than k-NN, although k-NN always showed the least relative absolute error. While both the random forest and k-NN built quickly, the SVM classifier was comparatively sluggish, taking over five times longer to build than the random forest in all tests. This difference in computation time, also shown in Fig.  3 , lead us to conclude that random forest and k-NN are better suited for this type of inference.
III. INTERPRETATION OF TRACE INPUT

A. Data Collection
Trace input data was collected using the same mobile device, screen orientation, and custom Android application and by the same user as the tap input data. Raw accelerometer and gyroscope data was collected for the trace of each word in the pangram The quick brown fox jumps over the lazy dog. with 50 repetitions per word. Because our collection application used a TextWatcher and a TextChangedListener to record the end time of each trace, time entries for the space added automatically by the Samsung after a word is traced were also in the outputted CSV file and had to be removed manually before feature extraction.
B. Feature Selection and Exraction
The feature set we used to infer the collected trace data were the same as those used for tap input inference: the mean, median, minimum and maximum, skewness, and kurtosis values of each sensor axis. We made this decision to see if the same feature set could be used to interpret both tap and trace input.
We modified our feature extraction program with the assumption that each word took 1 second to trace. This choice came from the original claims of the Swype keyboard, the first that used trace input, which stated that a user could input 55 words per minute [21] . Because the time a user begins the trace is not available to use, this second is collected starting from the end of the trace and goes backwards. As a result, 210 records are used to compute the features of every traced word regardless of whether the trace was longer or shorter than 1 second. As with the tap data, the feature containing CSV files were converted to ARFF files for classification and learning.
C. Learning and Classification
The SVM, k-NN, and random forest classification algorithms were used to determine their potential for inferring words inputted using a trace. Their inference performance and required computation times were also compared.
A 10-fold cross-validation was performed with each classifier trained using the full 400 trace data set. We also evaluated the classifiers by splitting the data set into a test set containing 20% of the original data set (40 traces) and a training set (360 traces).
D. Results and Discussion
Classifiers using any of the three classification algorithms were able to infer the inputted words with better accuracy than randomly guessing one of the eight words (12.5%). The SVM had the highest percentage of correctly identified words (89.75%), followed by the random forest (84.75%), and then the k-NN classifier (79%). As in the results for the tap input, the smallest relative absolute error was seen with the k-NN classifier.
When compared using the split test and training sets, the random forest performed best in terms of accuracy (90%), followed by the SVM (85%) and the k-NN (75%) classifiers. The random forest and k-NN classifiers showed similar relative absolute error; both were much lower than SVM. As seen in the tap interpretation experiments, SVM took several times longer to build than the random forest classifier. These results and those from the cross-validation are summarized in Fig. 5 . Taking into account both its inference accuracy and build time, the random forest algorithm appears to be the best choice out of the three for trace-inputted word interpretation. However, we found it interesting that all three algorithms were able to identify the traces.
When comparing the confusion matrices for the crossvalidation trials, it can be seen that misclassification is not as easy to interpret as with the tap inputs. The most frequently confused word for each trace with each classifier is shown in Fig. 6 . Note that with k-NN, quick was confused with three other words with the same frequency. Length of the word does not appear to contribute to the confusion, which is expected because we treated each trace as the same length when extracting the features. Interesting, only jumps and the were misclassified with each other in both directions; for example, brown was confused with lazy the most frequently with all classifiers but lazy was not most often confused with brown in two of the three classifiers. While we would expect the misclassification to be due to similarities in the motion of the trace pattern of each word, it is difficult to visualize these similarities. For example, although both the and jumps end with the trace going to the left of the keyboard, the is more centralized on the keyboard and the distance between the keys is comparatively small. In contrast, jumps starts at the far right of the keyboard and ends going down and left all the way from P to S. Unlike with tap inference where a misclassified letter is likely a letter spatially close on the keyboard, misclassification of trace input appears to be much less intuitive.
IV. RELATED WORK
Previous work has been done on the potential use of accelerometer data to gain information about taps made on the screen by users. In [7] , an Android application called ACCessory was created with the aim to infer tap-style character input as well as which area of the screen was tapped. This work used the random forest algorithm for classification, which was trained using 46 features. The model presented was able to correctly infer 6 out of 99 passwords consisting of six characters each, in a median of 4.5 trials.
The application known as TapLogger was developed with the goal to evaluate if accelerometer and orientation sensor data provided enough information to distinguish between taps on the number pad, which would allow for such activities as cracking a users lock screen pin or determining credit card numbers entered onto the device. This model was able to correctly predict screen lock passwords with a four character length with an average coverage rate of 40% and eight character length passwords with a rate of 45% [8] .
Several works also included other sensors, such as the gyroscope, in addition to or in combination with the accelerometer. Again, these works focused on user taps. In [10] , researchers evaluated the impact of different classification algorithms and features, device types, key sets (such as alphabet-only keyboards compared to number-only keyboards), the device's screen orientation, and the keyboard layout on the performance of tap-input inference based off sensor data. The authors concluded that both the Dynamic Time Warping and SVM classification algorithms performed similarly and were effective for inferring user's tap-based input, although accuracy was affected by keyboard and device differences (for example, the accuracy increases when a device's screen is in the landscape orientation).
The framework presented in [9] , known as TapPrints, uses a combination of accelerometer and gyroscope data to infer user input for devices with different operating systems (iOS and Android) and for both smartphones and tablets. This model was able to achieve an average of above 50% accuracy for inferring sequentially tapped letters (in landscape orientation) and 27% when inferring a pangram (while in portrait orientation).
In a work comparing the effectiveness of different sensors and sensor combinations, Al-Haiqi et al. made use of the gyroscope, the accelerometer, and the magnetic field sensor. The main contribution of this work was that the gyroscope data was the most effective for interpreting tap input [11] .
Our work differs from these because they all focus solely on the user tapping the screen to enter their input. Our work takes into account the fact that users may choose to use tracebased input, and as such we tested our model both for tap input and trace input.
V. CONCLUSION AND DIRECTIONS FOR FURTHER WORK
We have collected gyroscope and accelerometer data from an Android tablet while a user inputs text and have demonstrated the potential for this data to be used to infer the user text whether it was tapped or traced. Although our work is only in its early stages, it adds to the evidence garnered by previous works that leaving mobile devices motion sensors unrestricted may be a threat to users privacy. An attacker could potentially modify a legitimate application to collect sensor data in the background with the users knowledge and use it to rebuilt user text containing passwords or other sensitive material regardless of whether the users preference is for tapping letter-by-letter or tracing full words. Due to the low battery consumption of the sensors, the ever increasing data allowance on mobile plans, and the ability to use mobile devices with Wi-Fi, this kind of activity may go unnoticed by users [22] .
We also compared three classification algorithms for use with inferring both tap and trace inputs. Our results suggest that although classification accuracy is fairly similar among the algorithms, random forest consistently had a higher inference rate than k-NN and built several times faster than SVM.
In the future, we intend to evaluate the trace inference with a larger number of words, with a greater variety or word lengths. We also plan to attempt to modify our system so that it can interpret mixed tap and trace input. We believe it would be beneficial to determine whether it is possible to use one persons input data to infer another users input. If this is possible, it would allow an attacker to build a training set without labeled input from the target, which may be difficult to acquire (although it may be possible with social engineering). It is also important that these experiments be repeated or extended with input data taken from more users, to confirm that these results are valid for the input style of more than just one user.
