ABSTRACT Transform learning has been proposed as a new and effective formulation for analysis dictionary learning, where the 0 norm or the 1 norm are generally used as sparsity constraint. The sparse solutions can be obtained by the hard thresholding or the soft thresholding. The hard thresholding is actually a greedy algorithm, which only obtains the approximate solutions; while the soft thresholding has a certain bias for the large elements. In this paper, we propose to employ the log regularizer instead of the 0 norm and the 1 norm in the overcomplete transform learning problem. Our minimization problem is nonconvex due to the log regularizer. We propose to employ a simple proximal alternating minimization method, where a closed-form solution of the log function could be obtained based on the proximal operator. Hence, an efficient and fast overcomplete transform learning algorithm is developed, which iterates based on the analysis coding stage and the transform update stage. The proposed algorithm can obtain sparser solutions and more accurate results from the theoretical analysis. Numerical experiments verify that the proposed algorithm outperforms existing transform learning approaches with the 0 norm or the 1 norm. Furthermore, the proposed algorithm is on par with the state-of-the-art image denoising algorithms.
I. INTRODUCTION
The traditional dictionary learning (DL) based on the synthesis sparse model has been widely applied to signal processing and machine learning [1] - [8] . However, its development is limited by the inefficiency. 0 norm or 1 norm is generally used as sparsity constraint, which makes the training stage time-consuming or inefficient. In addition, the matrix factorization in the test stage is necessary, which is computationally complex. Very recently, analysis dictionary learning (ADL) based on the analysis sparse model [9] - [13] is attracting more and more interests for its high efficiency. ADL can avoid the matrix factorization and has a closed-form solution, which can reduce computational complexity. Furthermore, the learned representation using the ADL model is more stable than that using the synthesis model, because all dictionary atoms contribute equally to the representation of the signal in the ADL model, unlike the synthesis model where only a small number of atoms are selected to represent the signal. The traditional ADL model does not have many applications because the learned dictionary is only used for data transformation [9] , [14] . To solve the problem, a generalized ADL model, which is called as the transform learning (TL) model, has been developed [15] , [16] . This model introduces the analysis representation x ∈ R r and uses a transform W ∈ R r×m to ''analysis'' a signal y ∈ R m , which can be written as Wy = x. Here x is sparse ( x 0 < r). When m = r, W ∈ R m×m is square. When m < r, W ∈ R r×m is defined as an overcomplete transform. Compared with the ADL model where the range space of W affects the sparse representation Wy, the sparse representation x of the signal y is not limited by the range space of W in the TL model. This makes the TL model more general than the ADL model.
The aforementioned TL algorithms mainly pay attention to the 0 norm or the 1 norm as sparse constraint. To achieve the aim of sparseness, applying the 0 norm to TL is a straightforward method, such as the TKSVD algorithm [10] , the LOST algorithm [15] , and the ASimCO algorithm [11] . However, TL with the 0 norm as sparsity constraint is an NP-hard optimization problem. Therefore, ASimCO, LOST and TKSVD use the hard thresholding [17] to solve the 0 norm problem. Only approximate solutions can be obtained by the hard thresholding, leading to the deviation from the estimation in the TL problem. Some TL algorithms choose the 1 norm for sparsity to get a relaxation solution of the 0 norm. Its optimization is a convex problem and the closedform solutions can be obtained by the soft thresholding, such as the FPADL algorithm [12] , and the OIHT-ADL algorithm [18] . The 1 norm is a convex surrogate of the 0 norm. The 1 norm presents some drawbacks, such as its inadequate sparsity and the overpenalization for large elements in the sparse vector [19] - [21] . Very recently, the nonconvex 1/2 norm regularized TL has been proposed [22] , where the 1/2 norm abandons the convexity property and it has been proven to achieve better property.
In this paper, we focus on the overcomplete TL problem and propose to employ the log function [23] as a sparse regularizer. The log regularizer can enforce stronger sparsity than the 1 norm, since it is closer to the 0 norm. The log regularizer is nonconvex and it poses a challenging optimization problem. We propose to employ the proximal alternating minimization (PAM) method [24] - [26] to solve the nonconvex TL with the log regularizer. The closed-form solution of the log function can be obtained based on the proximal operator. Thus we develop an efficient and fast overcomplete transform learning algorithm and it is named as PAMTLlog which involves two stages: analysis coding and transform update. Such a transform learning method is of theoretical interest. The proposed algorithm could not only obtain the sparser solutions and more accurate estimates, but also have remarkable computation advantages. Furthermore, we provide an efficient adaptive strategies for the parameter settings.
The rest of this paper is structured as follows. Section II gives some notation and presents the formulation of TL. We formulate the overcomplete TL problem and then develop a fast and efficient TL algorithm in Section III. Section IV reports some numerical experiments which clearly establish the practical advantages of our algorithm compared with existing algorithms. Finally, we conclude our work.
II. PRELIMINARIES A. NOTATION
The matrix is represented by a boldface uppercase letter X. The lth column vector in X is represented by a boldface lowercase letter x l . A lowercase element x lj denotes the jth entry of x l . W denotes a transform matrix and w i is the ith row vector in W, i.e., the ith atom. We consider the Frobenius norm of X: X F = ( l,j | x lj | 2 ) 1/2 . We define the 2 norm of x as x 2 = ( j | x j | 2 ) 1/2 . I is defined as the identity operator.
B. TRANSFORM LEARNING (TL)
Given the observed signal data Y ∈ R m×n , the goal of TL is to obtain the transform W ∈ R r×m and the analysis representation matrix X ∈ R r×n , where X is column-sparse. The formulation based on the transform model is written as:
where s is nonzero elements x l .in The best matrices W and X can be selected by optimizing the above minimization problem. Applying a Lagrangian multiplier λ to TL, the problem can be given as:
where Sp(·) is the sparsity-promoting function. The measure 0 norm or 1 norm is usually used for sparsity. Unfortunately, problem (1) or (2) has a trivial solution W = 0, X = 0. To prevent the trivial solution, some additional constraints or penalties need to be imposed on W. Various constraints have been studied in [11] and [15] :
These constraints do not lead to satisfactory results individually [14] . Therefore, we pay attention to the uniform normalized tight frame (UNTF) constraint [14] , where the full-column rank and the row-norm constraints are combined. The UNTF constraint is expressed as:
where an orthonormality constraint W T W = I is used for full-column rank. It has been investigated that the analysis dictionary or transform with UNTF can avoid trivial solution well.
C. RELATED WORK
Several overcomplete TL algorithms have been studied in the literature, such as TKSVD [10] , ASimCO [11] , LOST [15] , OIHT-ADL [18] , FPADL [12] , PADL-1/2 [22] and so on. TKSVD employs singular value decomposition (SVD) to update the columns of transform sequentially. Its computational complexity is high. ASimCO uses the gradient descent method to update multiple columns simultaneously. LOST learns the whole transform matrix by the conjugate gradient method, because LOST imposes two constraints on W, leading to having no analytical solution. These three TL methods all use the greedy algorithm, i.e., hard thresholding method, to solve the 0 norm problem. Only approximate results in signal reconstruction problems can be obtianed.
OIHT-ADL employs the 1 norm as sparsity regularizer and the orthonormality constraint W T W = I to enforce W full-column rank. FPADL uses the 1 norm for sparsity and imposes two penalties on W. A block coordinate descent framework is employed to separate the problem into a set of subproblems. Then the proximal operators are used to solved the subproblems, leading to obtaining the closed-form solutions of X and W. However, the solution of the 1 norm is not sparser than that of the 0 norm; moreover, it results in the overpenalization for large elements in the sparse vector.
PADL-1/2 employs the 1/2 norm as sparsity regularizer and the proximal alternating minimization to update the X and W. The closed-form solution of X can be obtained by the proximal operator which converges to the identity asymptotically but is not continuous, leading to the recovered results not accurate enough.
In this paper, we apply the log regularizer to the TL problem and the closed-form solution can be obtained by the proximal operator which converges to the identity value asymptotically and moreover is continuous, leading to more accurate recovered results. Furthermore, the complexity of the proximal operator for the log regularizer is less than the proximal operator for the 1/2 norm used in PADL-1/2 , which will be analyzed in Section III D and verified in Simulation. In addition, in our prior works [3] , [27] , we proposed the SDL algorithms with the log regularizer which included nonconvex function due to the product of two unknown matrices. Hence, the prior works [3] , [27] employed a decomposition scheme and solved a number of the subproblems with respect to single-vector variable. Then the closed-form solutions could be obtained by the proximal operator directly, leading to avoiding optimization updating steps. While the proposed algorithm in this paper is based on the transform model which can avoid the matrix factorization. The PAM method is employed to solve the log regularized transform learning problem. We will describe our work in the next part.
III. PROPOSED ALGORITHM
In this section, we first introduce the PAM scheme we will consider. We then discuss how it can be applied to our transform learning problem. Technical aspects related to the choice of the parameters are also discussed.
A. PROXIMAL ALTERNATING MINIMIZATION (PAM) METHOD
We will propose the algorithm based on the PAM method [24] , [26] which can solve a wide class of the nonsmooth and nonconvex minimization problem:
where
The gradient Q is (locally) Lipschitz continuous on R. The PAM algorithm iterates the (z, s) as follows,
1 C 1 : first derivatives are continuous.
. µ k and ν k are two step sizes. (5) and (6) can be rewritten as,
Since the update rule of (7) and (8) can be obtained using the proximal operator [28] , (7) and (8) can be given as,
If G or F is indicator function δ of a nonempty and closed set C, i.e., δ C . For z ∈ R n , we set,
+∞, otherwise,
The proximal map is the projection operator on C, defined by
P C : R n ⇒ R n is projection mapping onto C.
B. OVERCOMPLETE TRANSFROM LEARNING WITH THE log REGULARIZER
We formulate the following optimization problem:
where F(X) is the log function over the analysis representation X ∈ R r×n as sparsity regularizer. α is a positive constant and x lj is the lth column and the jth row entry in the matrix X. The regularization parameter λ adjusts the sparsity of X. The function F(X) is lower semi-continuous and moreover nonconvex. G(W) is the indicator function of the UNTF set. The UNTF set i.e., L = {W : W T W = I, and
Lipschitz continuous on bounded subsets of R.
The nonconvex log regularizer can obtain sparser solutions and more accurate estimations, but its optimization is difficult to solve. We propose to apply the PAM framework to our nonconvex TL problem (13) . The proposed algorithm includes the analysis coding step and the transform update step. VOLUME 6, 2018 In this step, we aim to get the analysis representations X of Y based on a given transform W. The corresponding problem can be formulated as,
φ(X) can be separated into a set of subproblems with respect to the columns in X; therefore the formulation can be rewritten as,
, and
where y l and x l are the lth columns of Y and X for ∀l = 1, . . . , n.
The summation of (18) is separable. Based on the PAM scheme, the iteration of x l in (18) is given as,
whereQ(
where (20) can be written as a number of one-dimensional problems as follows,
where a lj is the jth entry of a l and the summation is separable. Applying the proximal operator for the log function [3] to Equation (21), we can obtain,
To obtain the proximal operator for the log function, each minimization problem with respect to x lj in x l will be solved individually. We can easily get the derivation of φ(x l ) versus each x lj as,
When the derivation of φ(x l ) is zero, we can get,
First we need compute log (x lj ), which is given as,
which can be written compactly as,
To find the proximal operator Prox µ k ,λ l (a l ), have
Define (27) is rewritten as
From which we obtain,
Using the quadratic formula gives,
When a lj < −a 0 , (27) is rewritten as
Based on two cases of x lj < 0 and x lj > 0, we thus conclude that x lj = 0 if and only if a lj ≤ |a 0 |.
Summarizing all x lj obtained by solving a set of (21), a complete formula for Prox µ k ,λ l (a l ) is given as,
Hence, the iteration of x l in (20) can be obtained in the closed form based on the proximal operator Prox µ k ,λ l (a l ),
Thus, X is optimized by updating the set of {x l } sequentially for l = 1, . . . , n.
2) TRANSFORM UPDATE
The second step in TL is the optimization of the transform based on the current coding. The cost function is given as,
Based on the PAM algorithm, W is given as
Then, we have
The UNTF set is a combination of the UN set and the TF set. The TF set and the UN set are closed sets [29] . Define
The iteration on W based on the projection operator (12) is,
P L is the projection on the UNTF set L = {W : W T W = I, and w i 2 = c = m r , ∀i}, which depends on the projections P TF and the projections P UN .
P TF is a projection onto the TF manifold, which is achieved by calculating a SVD of the linear operator [29] as follows:
The projection P TF can constrain full columns rank and therefore the trivial solutions of W can be prevented well. However, P TF cannot avoid zero rows of W. The projection P UN normalizes the rows of W to avoid the scaling ambiguity and replaces the zero rows by a normalized random vector, which is defined as,
where v is a normalized random vector. Hence, the iteration on W can be rewritten as,
The process is repeated several iterations until convergence. The proposed algorithm PAMTlog is summarized in Algorithm 1. Two step sizes µ k and ν k , and the regularization parameter λ l in the proposed algorithm are required to be set.
The step sizes µ k and ν k are set as follows:
The regularization parameter is utilized to control the sparsity. In the TL problem, the sparseness information is known (a priori), which is integrated into PAMTLlog to adjust the regularization parameter with every iteration. The function (18) with respect to x l ∈ R r is an s-sparse problem. Every x l has its corresponding regularization parameter. Thus n independent parameters are used in each iteration, which is denoted as λ k l in the kth iteration. We solve the log regularized problem which is limited to the subregion s = {x l = (x l1 , x l2 , . . . , x lr ) : sup(x) = s, x s = 0} of R r , where x lr is the rth entry of x l and sup(x) is the support set of x. x l is a s-sparse vector. In the other words, it contains s elements. Assume that | a l1 |≥| a l2 |≥ . . . ≥| a lr | and the set T s =| a ls |. Based on (13), we obtain the inequalities
These imply that
By this, each λ k l can be determined adaptively.
D. ANALYSIS OF THE COMPUTATIONAL COMPLEXITY
From the implementation point of view, the computational complexity of the algorithms will be analyzed. The complexity is described by the parameters: r, m and n, which are the number of rows in the transform, the number of columns in the transform, and the number of training samples, respectively. We assume n > r > m for overcomplete transform learning. PAMTLlog employs the proximal alternating minimization method to update the analysis matrix in the analysis stage and the transform in the transform update stage.
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The computational complexity per iteration of PAMTLlog mainly depends on the multiplications of the matrices (WY). Hence, the computational complexities per iteration is O(rmn). TKSVD, LOST, ASimCO and FPADL all employ the threshoding method in the analysis coding stage. In the transform update stage, ASimCO and LOST both employ the gradient-based method; TKSVD employ singular value decomposition (SVD) to update the transform atoms sequentially; FPADL employ the proximal operator to update the transform atoms sequentially. The computational complexity per iteration of LOST and ASimCO mainly depend on the multiplications of the matrices (WY). Their computational complexities per iteration are O(rmn) which are the same with that of PAMTLlog. However, because ASimCO and LOST based on the gradient-based method require more iterations than PAMTLlog, and the convergence rates rely on the step sizes. Hence, the convergence rate of PAMTLlog is faster than ASimCO and LOST.
The computational complexity per iteration of TKSVD mainly depends on the SVD calculation of Y (k) , where Y (k) is a submatrix of signal data Y containing only a selection of columns. The computational complexity per iteration of TKSVD is O(rm 2 n) which is more than that of PAMTLlog. The computational complexity per iteration of FPADL mainly depend on the multiplications of the matrices (XY T ). The computational complexity per iteration of FPADL is O(rmn). However, the convergence rates of FPADL is slower than that of PAMTLlog, because PAMTLlog update the whole transform per iteration, while FPADL update the transform atoms one by one.
According the above analysis, the proposed algorithm PAMTLlog should have advantages in complexity and convergence rate, which will be verified in the simulations.
IV. SIMULATIONS
In the section, we conduct two sets of experiments to evaluate the performance of the proposed algorithm. The first experiments with synthetic data is conducted to evaluate the capability of the proposed algorithm in recovery of a known transform. The second experiment with real-world data is conducted to evaluate the performance of the learned transform in image denoising.
A. SYNTHETIC DATA
Now we test the TL algorithms using synthetic data which built from the reference transform. We compared the learned transforms with the reference transform. The effectiveness of the algorithm can be demonstrated by the great ability of recovering the transforms.
1) EXPERIMENTAL SETUP
The synthetic data Y ∈ R 16×n consisted of a reference transform W ∈ R r×16 and a set of signals in Y was sparse with respect to W. The reference transform W ∈ R r×16 , with unit-variance and zero-mean independent and identically distributed (i.i.d.) Gaussian entries, was generated in the setting of the experiments, whose rows were normalized. The initial transform used was also generated in the same way. Every signal y i (i = 1 . . . n) in Y was generated with the cosparsity p with respect to W. This was achieved by randomly choosing p rows from W. Then a vector was generated randomly from the orthogonal complement space of the chosen rows. Such a vector y i makes Wy i containing p zero elements, and it was thus p co-sparsity.
2) PERFORMANCE CRITERIA
We employed the percentage of transform recovery, the Hoyer's sparsity and the recovered co-sparsity to evaluate the performance of the algorithms in the experiments.
Using synthetic data with the reference transform helps us to examine the ability of the proposed algorithm by comparing the learned transform with the reference transform. The percentage of the correct recovery was used as the measure of successfully recovering the reference transform. If min(1 −ŵ i w j ) < 0.01, the atom w j in the reference transform W is regarded as successful recovery, whereŵ i is an atom of the learned transformŴ. Higher the recovery ratios demonstrate better the algorithms.
The value of the Hoyer's sparsity [30] , [31] is in [0, 1] for different sparsities monotonically, and therefore the Hoyer's sparsity could be controlled explicitly. Hence, we used the Hoyer's sparsity as the sparsity measure, which was defined as follows,
The Hoyer's sparsity value is larger means that the matrix X is sparser. We utilized the recovered co-sparsity of Y with respect tô W to evalute the performance [11] . b 0 was introduced to count the number of elements in b ∈ R n , defined as b 0 = card({i :| b i |< , i ∈ ∀n}), where is a small value and set to 0.001. The recovered co-sparsity can be gotten by applying b 0 to the product ofŴ and Y. The closer the recovered co-sparsity is to the reference co-sparsity p, the more efficient the learned transform is.
3) CONVERGENCE BEHAVIOR OF PAMTLlog
To verify the convergence of our algorithm PAMTLlog, different n-i.e., the number of signal samples-and different r-i.e., the number of transform atoms-were used. n was chosen as 768 and 3072, and r was chosen as 24. The cosparsity p was set to 10 as an example. We used 100 independent runs to decide a reasonable number of iterations so that the algorithm could converge. Fig. 1 (a) shows the objective function value of the proposed algorithms with different r and n from independent trials. The percentage of transform recovery, the Hoyer's sparsity ofŴY and the recovered cosparsity ofŴY with different r and n from independent trials are also shown in Fig. 1 (b), (c) and (d and can converge to stable values for all the cases within a reasonable number of iterations. The percentage of transform recovery, the recovered co-sparsity and the Hoyer's sparsity can converge to stable values for all the cases.
4) RECOVERY OF THE TRANSFORM
We compared PAMTLlog with five overcomplete TL algorithms: TKSVD [10] , ASimCO [11] , LOST [15] , FPADL [12] and PADL-1/2 [22] . TKSVD, ASimCO and LOST used the 0 norm as sparsity constraint; FPADL used the 1 norm as the sparsity regularizer; PADL-1/2 used the 1/2 norm for sparsity. All of the algorithms used the same initialized transform and were run with different cosparsity in the range p = 2, . . . , 14. The role of n in the transform recovered process according to some independent trials were investigated. To ensure convergence of each algorithm, we run these algorithms as many times as possible and decided the iteration numbers. ASimCO, LOST, PADL-1/2 and PAMTLlog were applied for 5,000 iterations. TKSVD was applied for 1,000 iterations. While FPADL was applied for 3000 iterations. According to the settings of the parameters of PAMTLlog seen in Section III.C, we set µ k = L x and ν k = L W , and λ k l = µ k (T s + δ) 2 /4. The settings for AKSVD, ASimCO, TKSVD, FPADL and PADL-1/2 were the same with those used in the original papers [9] - [12] , [22] . We noted that LOST could not recover the atom of the transform if the parameters was the same with that in the original paper [15] . The reason may be that the scale of synthetic data was different with that of image data [15] . There were two penalties parameters to readjust: η of the correlation penalty term and λ of the full-column rank penalty term. η was set to 20 and λ was set to 50. The step size of LOST was 10 −4 .
The percentage of transform recovery, the Hoyer's sparsity and the recovered co-sparsity with respect to p were used as the performance indexes. Each point in the figures were plotted by averaging over 30 independent trials. Fig. 2 presents the average percentage of transform recovery, the average Hoyer's sparsity and the average recovered co-sparsity for different algorithms in the case of n = 768 and r = 24. Fig. 3 presents the average percentage of transform recovery, the average Hoyer's sparsity and the average recovered cosparsity for different algorithms in the case of n = 3072 and r = 24. It can be seen that better transforms can be obtained with larger co-sparsities and with more signal samples in Figs. (2) and (3) . Our PAMTLlog can obtain better results of the transform recovery, the Hoyer's sparsiy and the recovered co-sparsity. In particular, the Hoyer's sparsiy of PAMTLlog is larger than that of other algorithms. These demonstrate that PAMTLlog with the log regularizer can obtain sparser solutions and more accurate results in term of transform learning.
To further confirm the advantage of the log regularizer, we chose p = 10 to present the histogram of the effective cosparsities-i.e. zero elements-in each column of the analysis matrix X ∈ R 24×3072 for TL algorithms. Because TKSVD, LOST and ASimCO employed the 0 norm as sparsity constraint and employed the hard thresholding method to constrain the co-sparsity strictly, these algorithms had the fixed numbers of zero elements in each column of X and thus the numbers of the analysis vector x ∈ R 24 with 10 zero elements were 3072 for TKSVD, ASimCO and LOST. The figures of the histograms of the effective co-sparsities for these algorithms are the same with that for the 3072 signals generated from the reference transform W ∈ R 24×16 shown in Fig. 4 (a) . For FPADL, PADL-1/2 and PAMTLlog, the regularization parameters controlled the co-sparsity of X. The numbers of zero elements in every column of X were changed during iterations. It can be seen that the number of the analysis vectors with 10 zero elements for PAMTLlog is higher than that for FPADL and PADL-1/2 in Fig. 4 , which demonstrates that the analysis matrix X obtained by PAMTLlog is closer to WY than that by FPADL and PADL- running time per iteration. The experimental settings were retained with those in the above experiments. Setting the cosparsity p to 10, the convergence behaviors of each algorithm in the cases of n = 768, r = 24 and n = 3072, r = 24 are shown in Fig. 5 and Fig. 6 , respectively. It can be seen that the running times for reaching stable values for PAMTLlog are shorter than the baseline algorithms. The proposed algorithm PAMTLlog has remarkable computation advantage.
B. SPARSE APPROXIMATION USING AUDIO DATA
To further demonstrate the robustness of the proposed algorithm compare with our previous PADL-1/2 , we studied the sparse approximation using audio data which were BBC-radio samples recorded at 16 kHz for 4 second. In this experiment, 1024 pieces of signal were extracted from the audio samples as training samples. The size of each sample is 64 × 1.
PADL-1/2 used the proximal operator for the 1/2 norm to obtain the approximate analysis matrix X, while the proposed algorithm PAMTLlog used the proximal operator for the log regularizer to obtain the approximate analysis matrix X. A pseudo-random admissible W 0 ∈ R 128×64 was chosen as the initial transform. We employed PADL-1/2 and PAMTLlog to learn the transforms W of size 128 × 64. Using the learned transform, we executed PADL-1/2 and PAMTLlog to obtain the sparse approximation X. Different cosparsities l were chosen. The Hoyer's sparsity of X and the normalized sparsification error (NSE) to evaluate the sparsity and the quality of the sparse approximation X, where NSE was defined as:
The average results are presented in Table 1 . We can see that larger values of the Hoyer's sparsity and NSE for both PADL-1/2 and PAMTLlog were obtained with larger p, which demonstrates that larger p (p is zero elements in X) results in a larger Hoyer's sparsity and a larger error in the approximation representation. Importantly, the Hoyer's sparsity obtained by PAMTLlog is higher than that of PADL-1/2 in the same level of p, which demonstrates that PAMTLlog can obtain sparser solutions. Furthermore, the values of NSE obtained by PAMTLlog is less than that of PADL-1/2 in the same level of p, which demonstrates that PAMTLlog can obtain more results. From the theoretical analysis, the reason is that the proximal operator used in PADL-1/2 converges to the identity asymptotically but is not continuous; while the proximal operator for the log regularizer in PAMTLlog is continuous and moreover converges to the identity value asymptotically, leading to more accurate recovered results.
C. IMAGE DENOISING
In the subsection, the application of the proposed algorithm to image denoising is described. The transform is learned from noisy images and then the learned transform is used to denoise the images.
We chose three images for denoising, including Lena, Peppers and House. The training data Z ∈ R 64×20,000 was constituted by image patches, and each patch was 8×8 pixels. We set the patch overlap to 7. The white Gaussian noise with standard deviation σ was artificially added to the image patches. σ = 8 and σ = 22.8 were chosen to represent a range of low to high levels of noise.
The TL algorithms including TKSVD, ASimCO, LOST, FPADL, PADL-1/2 and the analysis dictionary learning AKSVD were applied to learn the overcomplete transforms W ∈ R 128×64 from noisy image patches Z. We employed a method with high computational efficiency for the image recovery [11] . The noiseless estimation Y was obtained by optimizing the problem min 
where Y 0 was the clean image and Y was the denoised estimation. The structural similarity (SSIM) [32] was employed as another denoising performance. The scale of SSIM is between 0 and 1. The value is bigger, Y is closer to Y 0 .
We chose the best results obtained among various values of α. From the experimental results, in the case of σ = 8, the denoising performances of the algorithms were best when α = 0.15. When σ = 22.8, they were best for α = 0.05. The values of average PSNR and average SSIM obtained, over 30 trials with different noise levels, are presented in Table 2 . The results indicate that PAMTLlog is on par with ASimCO, FPADL and PADL-1/2 , and moreover is better than AKSVD, TKSVD and LOST. The denoised image and the final learned transform of PAMTLlog in the case of PSNR = 22.9dB are shown in Fig. 7 .
V. CONCLUSION
In the paper, we have proposed an efficient overcomplete transform-learning algorithm, where the log regularizer is used for strong sparsity and for further accurate results. To efficiently solve nonconvex problem arising from the log function, we employ the PAM scheme to our problem and the closed-form solution of the log regularized problem can be obtain for the proximal step. The proposed algorithm can not only obtain sparser solutions and more accurate estimations, but only have faster convergence. Furthermore, adaptive adjustments of the parameters in the proposed algorithm have been discussed, which makes the algorithm perform well in synthetic and real-world data.
According to our experimental analysis, PAMTLlog can obtain competitive results in terms of the transform recovery, the Hoyer's sparsity and the recovered co-sparsity. In particular, PAMTLlog with the log regularizer can obtain more effective cosparsity than that with the 1 norm and the 1/2 norm regularizers. Furthermore, PAMTLlog converges faster in reaching the stable values of the objective function than the existing overcomplete transform learning algorithms. In realworld data, PAMTLlog can perform well in image denosing.
