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We present a theoretical study of the anisotropy of the spin relaxation and decoherence in typical quantum
wells with an arbitrary magnetic field. In such systems, the orientation of the magnetic field relative to the main
crystallographic directions is crucial, owing to the lack of spin-rotation symmetry. For typical high mobility
samples, relaxation anisotropies owing to the interplay of Rashba and Dresselhaus spin orbit coupling are calcu-
lated. We also include the effect of the cubic-in-momentum terms. Although commonly ignored in literature, the
latter were experimentally evidenced by the observation of strong anisotropy in spin decoherence measurements
by different experimental groups and has long remained unexplained. This work suggests a method to determine
the relative strength of spin-orbit coupling terms by angular resolution of decoherence in ESR experiments.
I. INTRODUCTION
Spin relaxation processes in semiconductors continue to
attract attention in connection with a large number of spin-
tronic applications [1–5], in which silicon appears to be a
very suitable material due to long decoherence times [6–9]
and high gate fidelity [10–12]. Electron spin resonance (ESR)
is a promising technique to manipulate spins directly in high-
mobility quantum well heterostructures (QW) [13–15]. In
these systems, the main source of decoherence is typically
spin-orbit coupling (SOC) due to bulk (BIA), structure (SIA)
or interface inversion asymmetry (IIA) [16–18]. The inter-
play of the different SOC contributions may result in strong
anisotropy of spin relaxation and decoherence, giving a hint
on their relative strength.
In this work we describe decoherence and relaxation pro-
cesses in general 2-DEG ESR experiments, quantifying the
anisotropies in terms of the relative direction of external fields
and main crystallographic directions. The appropriate choice
of coordinate system is crucial in the calculations of spin-
related observables, owing to the anisotropy that follows the
interplay of the different contributions of SOC. Scattering re-
laxation events and SOC are defined within the 2-DEG per-
pendicular to the growth direction kˆ, determining the crystal-
lographic coordinate system {iˆ, jˆ, kˆ} (black arrows of Fig. 1),
whereas the quantization axis is naturally determined by the
direction of the magnetic field zˆ. The magnetic coordinate
system {xˆ, yˆ, zˆ} (blue arrows of Fig. 1), is related to the crys-
tallographic one by the Euler-Rodrigues formula, consisting
of a rotation along nˆ by the polar angle θ (see Fig. 1). During
an ESR experiment, the magnetic field direction is changed
relative to the crystallographic axis, such that θ varies while
the azimuth ϕ remains constant. For θ= 0, spin-rotation sym-
metry SU(2) is completely broken (reduced to U(1)), if both
BIA and SIA (only BIA or only SIA) SOC are present [19].
As θ is varied, spin-rotation symmetry is completely broken,
and a measurement of the anisotropy in spin observables is
then expected to be captured in terms of the azimuthal angle.
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FIG. 1. The main quantization axis zˆ is given by B, determining the magnetic
coordinate system (blue), with xˆ, yˆ being arbitrary directions in the plane per-
pendicular to zˆ. The crystallographic coordinate system typically define the
electronic motion (iˆ, jˆ) and the growth direction (kˆ) (black). Any (pseudo-
) vector can be expressed in either coordinate system, with its components
being related by the Euler-Rodrigues rotation matrix, Rnˆ(θ).
As a result, the relative strength of the different SOC contri-
butions can be experimentally determined in angle-resolved
measurements.
The aim of this work is to achieve a complete description
of D’yakonov-Perel’ decoherence and relaxation processes as
a function of the main angles, capturing the effects of the
anisotropy that results from the interplay of BIA and SIA.
We find that the choice of the magnetic coordinate system
possesses clear advantages, rendering Redfield-type equations
of motion with analytical solutions. We also include the ef-
fects of the commonly neglected cubic-in-momentum terms,
which may become important in typical experiments. Our the-
oretical model finds an excellent agreement with experimen-
tal data on high-mobility QWs, where the existence of strong
anisotropies have long remained unexplained.
This article is organized as follows: in Section II, we de-
scribe spin relaxation and decoherence processes. First, (II A)
we define the SOC in the magnetic coordinate system, then
we write the equations of motion within the Redfield approach
(II B), and finally, we obtain an expression for T1 and T2 (II C),
first for a perpendicular magnetic field with linear SOC terms,
then for magnetic fields with arbitrary direction and last, in-
cluding the effects of cubic in momentum SOC terms. Section
III is devoted to results, from a theoretical perspective (III A)
and in connection with experiments (III B). We finally give
some concluding remarks in section IV.
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2II. METHODS
A. SOC terms in magnetic coordinates
We consider a general 2-DEG sample with an external mag-
netic field B whose direction is defined by the polar angle θ
and the azimuth ϕ. The latter corresponds to angle of the main
crystallographic direction iˆ and the projection of the magnetic
field onto the 2-DEG (see Fig. 1). The direction of the mag-
netic field B = Bσz determines the magnetic coordinate sys-
tem, xˆ, yˆ, zˆ and the quantization of the spin, σz,
H0 =−12gµBBσz. (1)
Here, µB is the Bohr magneton and g denotes the g-factor,
giving a Larmor frequency of precession ωl ' gµBB/~.
Rashba- (SIA) and Dresselhaus- (BIA) type coupling terms
appear in the Hamiltonian, owing to the motion of electrons
confined to the 2DEG with broken inversion symmetry. Note
that BIA terms are not limited to systems without bulk in-
version (as GaAs, for instance) but also in two-dimensional
centrosymmetric-based materials such as Si/SiGe, owing
to interface-inversion asymmetry [21, 22]. Moreover, the
strength of the BIA- related coupling parameter has been de-
termined for the latter, yielding a larger value than the SIA
coupling [20]. To describe SOC, it is customary to choose
the Hilbert space spanned by the Pauli matrices {σ˜l} along
the crystallographic directions, l = i, j,k, in which the SOC
contributions to lowest order in momentum reads:
Hl = α
(
σ˜× k˜) · kˆ+β(σ˜ik˜i− σ˜ j k˜ j). (2)
Here α, β determine the strength of the Rashba and Dres-
selhaus coupling to lowest order in k. Symbol ∼ over o (o˜)
denotes that o is expressed in the crystallographic coordinate
system.
Higher order in momentum terms may be added [23],
Hc = β3(σ˜ j k˜ j k˜2i − σ˜ik˜ik˜2j )+α3(σ˜ik˜ j k˜2i − σ˜ j k˜ik˜2j ),
with α3, β3 being the cubic Rashba and Dresselhaus coupling
to third order in momentum. Bearing in mind that β is pro-
portional to 〈k2k〉 ∝ l−1 with l being the well width, we note
that the cubic terms may become important with respect to
the linear Dresselhaus one as l increases. The cubic terms are
also enhanced as the carrier density increases, bearing a larger
in-plane ki,k j [36].
Scattering relaxation occurs as the ~k vector changes ran-
domly direction while the modulus remain constant, |~k| ' kF ,
with kF being the Fermi wavevector. Classically and neglect-
ing scattering events, the circular motion of the electron is
given by the cyclotron frequency, ωc(θ) = eBcosθ/m, set-
ting k˜ ' kF(cosωct iˆ+ sinωct jˆ). In addition, elastic scattering
events change randomly the momentum direction in a mean
interval τk. Due to this cyclotron motion and random scat-
tering, the electron ‘feels’ an average SOC fluctuating field
which typically is smaller than its instantaneous local value,
commonly termed as ‘motional narrowing’ [24, 25] within the
D’yakonov-Perel’ (DP) limit [26, 27]. Hence, it appears con-
venient to express the SOC in terms (2) of an effective fluc-
tuating magnetic field in the magnetic coordinate system by
a transformation defined in Appendix A, namely, an Euler-
Rodrigues rotation of all the (pseudo-) vectors in Eq. (2),
σ˜ = Rθˆ˜nσ; k˜ = R
θ
ˆ˜nk, R
θ
ˆ˜n being the rotation matrix of an angle
θ along ˆ˜n, as depicted in Fig.1. In this rotated frame the time
dependency factorizes,
H ′ = Hl+Hc =~σ~Beff, ~Beff = Re{eiωat~Za}, (3)
with a= R, D, 3R, 3D labeling Rashba, Dresselhaus or cubic
SOC components, ωR =−ωD = ωc cosθ, and ω3R =−ω3D =
3ωc cosθ (see insets of Fig. 2). The components of the bi-
dimensional pseudo-vector Za along the magnetic axis are ob-
tained in App. A and summarized in table I. We note that
in the presence of a magnetic field, the canonical momen-
tum should be replaced by the kinetic one, k → k− eA, with
A being the vector potential. However, the additional term
is neglectible in typical laboratory frames in high mobility
samples. Moreover, terms in A would not contribute to the
anisotropy in ϕ.
B. Equations of motion
In order to evaluate spin relaxation and decoherence, we
solve the master equations for the density matrix in the inter-
action representation,
ρ∗(t) =
1
2
[1+~n(t)~σ∗(t)], (4)
with
o∗(t) = eiH0to(t)e−iH0t , o = ρ,H ′,σ. (5)
We stress that ρ∗ is represented in the magnetic coordinate
system. This choice is crucial, as it determines the correct
quantization axis, which coincides with the direction of B
as long the Zeeman energy is large compared with the spin-
orbit coupling, as occurs in typical ESR experiments. We now
derivate (5) to get:
d[ni(t)σ∗(t)]
dt
=
dni(t)
dt
σ∗(t)+
i
~
ni(t)H0eiH0t/~σi(t)e−iH0t/~−
− i
~
ni(t)eiH0t/~σi(t)H0e−iH0t/~, (6)
giving:
dni(t)
dt
σ∗(t) =− i
~
ni(t)[H0,σ∗i (t)]+
d[ni(t)σ∗(t)]
dt
(7)
On the other hand, we have, to second order:
dρ∗
dt
' i
~
[ρ∗0,H
∗
SOC(t)]+
(
i
~
)2 ∫ t
0
[
[ρ∗0,H
∗
SOC(t
′)],H∗SOC(t)
]
dt ′,
3TABLE I. Components of the effective Rashba (a= R) and Dresselhaus (a=D, 3D) effective magnetic field along the magnetic axis, q= x,y,z.
Zqa a = R (3R), prefactor αkF (α3(k3F )) a = D (3D), prefactor βkF (β3(k
3
F ))
q = x (1− cosθ)sinϕcosϕ− i[cosθcos2ϕ+ sin2ϕ] 1− cos2ϕ(1− cosθ)− i(1− cosθ)sinϕcosϕ
q = y cosθsin2ϕ+ cos2ϕ+ i(1− cosθ)sinϕcosϕ (1− cosθ)sinϕcosϕ+ i[1− sin2ϕ(1− cosθ)]
q = z sinθ(sinϕ+ icosϕ) −sinθ(cosϕ− isinϕ)
with ρ∗0 = ρ
∗(t = 0). Using (4) and (7), we obtain:
d[ni(t)σ∗i (t)]
dt
' i
~
ni(0)[σ∗i (0),σ
∗
q(t)]Beffq +
+
(
i
~
)2 ∫ t
0
ni(0)
[
[σ∗i (0),σ
∗
q(t
′)],σ∗q′(t)
]
Bqq′(t, t ′)dt ′.
(8)
with the auto-correlation function, Bqq′(t, t ′) defined as:
Bqq′(t, t ′)≡ Beffq (t)Beffq′ (t ′). (9)
We consider in the integral of the right hand of Eq. (8) ensem-
bles of systems with equal H0, ρ0, but with the effective SOC
field varying from sample to sample due to different scattering
configurations. Hence, for our stationary perturbation H ′, this
ensemble average depends only on the interval τ= t− t ′.
On what follows, we make the following assumptions:
(i) we may use the Redfield approximation [28], replacing
ρ(0)[σ(0)] by ρ(t) [σ(t)] in the integrals, such that the evo-
lution equation depends only on the present state, (ii) we may
use the Markovian approximation, extending the upper limit
of the integral to infinity, (iii) we may neglect the correla-
tion between H ′ and ρ∗(0). (i) - (iii) are justified as long as
|H ′|2 ∼ (H ′(0))2e−t/τk  ~2τ−1k t−1, for times t beyond the
transient limit, t  τk. Here, we assumed an exponentially
decreasing auto-correlation function for the fluctuating spin-
orbit field, with the time constant given by the scattering time
τk. Combining Eqs. (7-9) and the expression in (1):
dni(t)
dt
σ∗i (t) =−
i
~
ni(t)B0[σ∗z ,σ
∗
i ]−
− 1
~2
∫ ∞
0
ni(t)
[
[σ∗i (t),σ
∗
q(t− τ)],σ∗q′(t)
]
Bqq′(τ)dτ. (10)
Multiplying Eq. (10) by σ∗r , taking the trace, and using the
identities:
Tr{σ∗i σ∗j}= 2δi j, [σ∗i ,σ∗j ] = 2iεi jkσ∗k ,
with εi jk being the Levi-Civita symbol, we obtain:
dni(t)
dt
2δir =−2i
2B0
~
εzip(2δpr)ni(t)−
−
(
i
~
)2
Tr
{∫ ∞
0
[
[σ∗i (t),σ
∗
q(t− τ)],σ∗q′(t)
]
σ∗r (t)Bqq′(τ)dτ
}
,
(11)
The integral of Eq. (11) is evaluated in appendix B, resulting
in
2
~2
ni(t)(δq′iδrk−δq′kδir)〈α|σq|β〉〈β|σk|α〉bqq′(ωl), (12)
with bqq′ being the Fourier transform of the autocorrelation
function,
bqq′(ω) =
∫ ∞
0
Bqq′(τ)e−iωτdτ. (13)
Eq. (11) describes then a linear evolution of the elements of
the density matrix,
~˙n =−A~n (14)
with
A=
 byy(ωl)+bzz(0) B0~−bxy(ωl) −bxz(ωl)B0~−bxy(ωl) bxx(ωl)+bzz(0) −byz(ωl)
−bzx(0) −bzy(0) bxx(ωl)+byy(ωl).

In general, the eigenvalues of A will consist of a complex con-
jugate pair and a real number. T−11 corresponds to the real one
and T−12 to the real part of the conjugate pair. In this sense,
we may disregard the first term on the right of Eq. (11), which
would only contribute to the imaginary part of the eigenvalues
of (14).
Eq. (14) corresponds to a general result within Redfield’s
approach [24, 25] that describes the time evolution of the
spin components, which ultimately yields dephasing and re-
laxation spin times. In the next sections, we employ this ap-
proach to derive T−11 and T
−1
2 in experimentally relevant sys-
tems.
C. Decoherence and relaxation in typical ESR experiments
We evaluate next the autocorrelation functions Bqq′(τ) and
its Fourier transform, bqq′ in typical samples of our interest,
with effective fields given by (3). On these systems, we can
assume that Bqq′(τ) is an even function of time, such that
bqq′(ω) = bqq′(−ω), and that the x-, y- and z-components of
the field fluctuate independently. Noting that the time depen-
dency of Beffq is determined by the scattering processes and the
cyclotron motion, we can write, for the linear contributions:
4Bqq′(τ)' (Zq,Deiωcτ/2+Zq,Re−iωcτ/2)(Z∗q′,Deiωcτ/2+Z∗q′,Re−iωcτ/2)e−|τ|/τk ,
leading to:
Bqq′(τ)'
[
Zq,DZ∗q′,De
iωcτ+Zq,DZ∗q′,R+Zq,RZ
∗
q′,D+
+ Zq,RZ∗q′,Re
−iωcτ
]
e−|τ|/τk , (15)
and the Fourier transform,
bqq′ '
(
Zq,DZ∗q′,Dτk
1+(Ω−τk)2
+
Zq,RZ∗q′,Rτk
1+(Ω+τk)2
+
+
[Zq,DZ∗q′,R+Zq,RZ
∗
q′,D]τk
1+(ωlτk)2
)
δqq′ , (16)
with Ω± = ωl ±ωc. We stress that the different terms for the
auto-correlation function are not present in other approaches
[29], and as we will see, may boost the anisotropy on the de-
coherence in some cases.
1. Perpendicular magnetic fields
We first focus on the most straight-forward case, where the
external magnetic field is parallel to the growth direction kˆ,
θ= 0. The crystallographic and magnetic coordinate systems
coincide and hence, fluctuations in the effective magnetic field
occur only along xˆ- and yˆ-directions (bzz(ω) = 0 ), preserving
the U(1) symmetry: Zx,R(θ= 0)=−iαkF , Zx,D(θ= 0)=αkF ,
Zy,R(θ= 0) = βkF and Zy,D(θ= 0) = iβkF , with the remaining
Zq,R/D being 0, bearing bxy(ω) = bxz(ω) = bzz(ω) = 0. We
obtain:
bxx(ωl) = byy(ωl) = k2Fτk
(
β2
1+(Ω−τk)2
+
α2
1+(Ω+τk)2
)
.
Eq. (14) contains only diagonal terms, giving an straight for-
ward expression for T1,2:
T−11 (θ= 0) =
8τkk2F
~2
(
β2
1+(Ω0−τk)2
+
α2
1+(Ω0+τk)2
)
, (17)
with Ω0± = ω0c ±ωl , ω0c ≡ ωc(θ = 0). This result reflects
the additive contributions of spin relaxation due to Rashba
and Dresselhaus. The Rashba (Dresselhaus) effective fields in
the electronic frame fluctuate at Ωθ+ = (ωl +ω0c cosθ) (Ωθ− =
|ωl −ω0c cosθ)|. As a result, T−11,2 has a minimum as a func-
tion of τk when Ω−τk = 1. Viewing the problem from the
rotating frame of the effective magnetic field (the one rotat-
ing at Ω− = ωl −ωc, which is the resulting rate of change of
the effective magnetic field due to SOC), these results are rea-
sonable, since T1 corresponds to the time it takes to change
the z-magnetization. Such change is brought about by ‘static’
fields in either the x- or y-directions in the rotating frame. But
‘static’ x- or y-fields in the rotating frame oscillate at Ω− in
the laboratory frame. If the scattering time τk is compara-
ble to Ω−1− , then the T1 process become most effective, as the
electron has time to ‘feel’ the effects of the change in x- or y-
fields. In the rapid motion limit, Ω−τk,ωcτk  1, we note
that T−1i ∝ τk, i.e., the shorter τk (that is, the more rapid
the motion), the narrower the resonance. This phenomenon
is therefore called motional narrowing: The motion narrows
the resonance because it allows a given spin to sample many
fields, some of which cause it to advance in phase; others, to
be retarded. The dephasing takes place, then, by a random
walk of small steps, each one much less than a radian. It is
well known that in this limit, T−12 (0) ' T−11 (0)/2, due to the
absence of fluctuations of the effective field along zˆ.
In contrast, when there is no ‘motion’, a given spin expe-
riences a constant local field. Each collision gives a loss in
phase memory, and thus a more rapid collision rate produces
a shorter phase memory and a broader line, thus termed as
‘collision broadening’. T−12 would then be proportional to
the collision rate, τ−1k , which is in clear contrast with the mo-
tional narrowing: the phase of the oscillation is then changed
by each collision. Clearly, for ωc = ωl , the SOC field appears
static, and the DP model breaks down. On typical experimen-
tal setups, we have that ωc(0) ωl , however, as θ' pi/2, the
collision broadening limit can be reached, as we will see.
2. Arbitrary magnetic fields
As the external magnetic field B is tilted with respect to the
crystallographic axis, the projections of the electronic move-
ment in iˆ, jˆ onto zˆ result in effective fluctuating fields along
z-axis, resulting in anisotropic contributions:
T−12 '
2
~2
(bxx(ωl)+byy(ωl)+2bzz(0)), (18)
where we have assumed that the components of the effective
field fluctuate independently, bαα′ = 0,α 6=α′. Using Eqs. (9),
(13) and table I, we have:
bzz(0) = τk
k2F sin
2 θ(α2+β2+αβsin2ϕ)
1+ω2cτ2k cos2 θ
.
bzz(0) is maximal along the [110] direction (ϕ = 45◦), where
both contributions of SOC are parallel, and minimal along
[11¯0], (ϕ = −45◦) where these are anti-parallel (see inset of
fig. 2). Note that the fluctuations occur with a frequency given
by ωc in the electronic frame. The other two terms can be
5combined to give:
bxx(ωl)+byy(ωl) = 2τk
( |ZxD|2+ |ZyD|2
1+(Ωθ−τk)2
+
|ZxR|2+ |ZyR|2
1+(Ωθ+τk)2
+
2Re{ZxDZx∗R +ZyRZy∗D }
1+(ωlτk)2
)
. (19)
The first two terms on the right appeared already in Eq. (17),
pertaining to the fluctuations of the effective magnetic field
along x- and y- axis. Looking at table I, we find |ZxD(R)|2 +
|ZyD(R)|2 = β2(α2)k2F(1+ cos2 θ).
The last term of Eq. (19) reflects an interference effect,
arising due to the correlations of the linear Rashba and Dres-
selhaus effective field, for which the cyclotron precession is
canceled in the electronic frame. This highly anisotropic term
(Re{Zx,DZ∗x,R+Zy,RZ∗y,D}= 2αβsin2 θcos2ϕ ) results from the
fluctuations of the projections of the SOC onto the z-axis,
hence proportional to sin2 θ. It has a maximal (minimal) value
for ϕ= pi/4 (ϕ=−pi/4). Although a term with some similar-
ities on the angular dependency was obtained by Glazov et al.
[29], the overall expression differs substantially with our re-
sults, and also a connection with effective fluctuating fields or
motional narrowing was not provided in [29].
The anisotropy can be quantified, in the linear SOC limit,
in terms of a single parameter, χ= β/α, suggesting a method
to determine the relative strength of both linear SIA and BIA
couplings using ESR:
T−12 (θ,ϕ)
T−12 (0)
' 1
2ν
[
(1+ cos2 θ)
(
1
1+(Ωθ+τk)2
+
χ2
1+(Ωθ−τk)2
)
+ sin2 θ
(
2χsin2ϕ
1+(ωlτk)2
+
2(1+χ2+χsin2ϕ)
1+ω2cτ2k cos2 θ
)]
(20)
with ν= ~2T−11 (0)/(τkk2Fα2) and T
−1
2 (0) = T
−1
1 /2.
3. Decoherence including cubic SOC terms
So far we did not take into account higher-in-momentum
terms for the SOC. As it has been recently reported in liter-
ature, cubic terms can be large compared to the linear terms
in narrow QWs [30]. Even if these are small compared with
the linear terms, interference effects due to simultaneous SOC
sources are highly anisotropic. Moreover, the effective fields
precess faster during the cyclotron motion of the electron,
suggesting that a full derivation of the decoherence includ-
ing all SOC is necessary. Defining the dimensionless relative
strengths, Γα = 〈k2i 〉α3/α and Γβ = 〈k2i 〉β3/α, we get:
T−12 (θ,ϕ)
T−12 (0)
' 1
2ν
[
(1+ cos2 θ)
(
1
1+(Ωθ+τk)2
+
χ2
1+(Ωθ−τk)2
+
Γα
1+(Ωθ2+τk)2
+
2χΓβ
1+(Ωθ2−τk)2
+
(Γα)2
1+(Ωθ3+τk)2
+
(Γβ)2
1+(Ωθ3−τk)2
)
+ sin2 θ
(
2(χ+ΓαΓβ)sin2ϕ
1+(ωlτk)2
+
2Γβ sin2ϕ
1+(Ωθ−τk)2
+
2χΓα sin2ϕ
1+(Ωθ+τk)2
+
2(1+χ2+χsin2ϕ)
1+ω2cτ2k cos2 θ
+
2χ(Γα+Γβ)
1+4ω2cτ2k cos2 θ
+
(Γα)2+(Γβ)2
1+9ω2cτ2k cos2 θ
)]
,
(21)
with Ωθn± = nωc cosθ±ωl , n = 2,3, and ν determined now
by a relaxation time that includes cubic contributions. Previ-
ous work on the angular dependency of T2 yielded a differ-
ent expression (see Eqs. (10), (11) and (15) of Glazov et al.
[29]), where a classical field approach for the kinetic equa-
tions within the density matrix formalisms resulted in χ and
ϕ-independent expressions for T2 without third harmonic con-
tributions. Our results yield a more general theory, where the
auto-correlations of the effective fluctuating fields are explic-
itly taken into account. As we will see below, the experimental
data indicates that the cubic contributions as well as interfer-
ence terms resulting from the field correlations are critical for
an accurate description of decoherence rates.
III. RESULTS
A. Theoretical results
Figure 2 shows the angular dependency of the normalized
decoherence, T−12 (θ)/T
−1
2 (0), for linear SOC, χ= 1.5Γα,β
(solid colored lines), moderate cubic SOC, χ = 1.5 ∼ 2Γα,β
(thin green curve) and large cubic SOC, Γα,β  χ (broken
green curve). The black curve, for comparison, corresponds
to χ = 0, hence spin-rotation symmetry is only partially bro-
ken down to U(1), and the angle ϕ is irrelevant: The effec-
tive magnetic field has the same magnitude along any direc-
tion in the 2DEG (see Fig. 2a.). The results illustrate that
T2 processes are greatly suppressed in the presence of a per-
pendicular field, as the electron can circle around with many
6i
k j
k i
k jc.
k i
k jb.
k j
k i
k
a.
FIG. 2. T−12 /T
−1
2 (0) as a function sin
2 θ, θ=](kˆ, zˆ), for five orientations of
B relative to the crystallographic axis, ϕ= 0,±pi/8,±pi/4 in the linear SOC
limit (thick solid lines) , including moderate cubic terms (thin green curve),
and large cubic terms (broken green trace)Left inset: magnitude (solid black
curve) and direction (black arrows) of the effective fluctuating field in k space.
The colored arrows mark the direction of B‖. Right: Spin orientation of eigen-
vectors for (a) linear Rashba, (b) Dresselhaus, and (c) cubic Dresselhaus.
scattering events, averaging out the effective magnetic field of
SOC. As the magnetic field is tilted, the cyclotron frequency
decreases, suppressing motional narrowing. Suppression of
motional narrowing results in an increase of decoherence, in-
creasing T−12 .
In the linear SOC limit with both Rashba and Dressel-
haus coupling, we observe that the anisotropy is remarkable,
with T−12 differing by an order of magnitude at θ = pi/4
(sin2 θ = 0.5) for two different crystallographic directions of
B‖ (magenta, ϕ = −pi/4 and green, ϕ = pi/4). The solid 8-
shaped curve in the left inset corresponds to the magnitude of
the fluctuating (SOC) field in the linear limit (note that it is
maximal along ϕ= pi/4 and minimal along ϕ=−pi/4), while
the black arrows mark the corresponding direction of this ef-
fective field in k-space. The colored arrows represent the B‖
direction in the crystallographic plane for the five chosen di-
rections, ϕ = 0,±pi/8,±pi/4. As moderate cubic terms are
included, the anisotropy is enhanced (thin green curve). The
broken green curve corresponds to the limit Γα,β χ ∼ 1.5,
when the cubic terms dominate anisotropy.
B. Relation to experiments
We now analyze existing experimental data, [9, 31, 35, 36],
by taking into account the angular anisotropies introduced in
Eq. (21) and employing the relative couplings Γα,β,χ as fit-
ting parameters. We focus on experimental results in Si/SiGe
heterostructures, since there exist a number of experiments
with unexplained anisotropy. In these samples, the 2-DEG is
formed within a l nm thick strained Si layer grown on a strain-
relaxed Si1−xGex, x = .25-.35. We note that the main param-
eter characterizing the samples is τk, obtained from electron
mobility data on the pertaining references. In these experi-
ments, the scattering time shall be compared with any other
time scales for typical experimental fields ( 1 T). The cy-
clotron time is (τc = 2pi/ωc) ∼ 10ps (note that this one in-
creases with θ), and the ”Larmor time” is (τl = 2pi/ωl) ∼ 102
ps. Further details on each sample are given on table II.
TABLE II. Transport parameters for the experimental data consid-
ered in this work: momentum scattering time, τk, average value of
g-factor, width of Si QW, l, and carrier concentration ne.
Sample τk [ps] g-factor Si QW l [nm] ne [×1011cm−2]
Ref. [35] 10.2 2.0005 15 1.0
Ref. [36] 10 2.0005 20 3.0
Ref. [8] 10.2 – 20 3.0
UW-30903 9.4 2.0005 10 4.3
UW-030827 9.7 2.0013 10 4.8
IBM-01 4.3 2.00013 8 4.0
UW-31203 1.8 2.0003 10 2.6
UW-31124 6.9 2.0012 10 4.7
UW-31121 5.0 2.0013 10 5.4
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FIG. 3. Experimental data (squares), theoretical fits including cubic terms
(solid curves), and fits including linear SOC terms (broken curves). Black:
Ref. [35], fitted with χ= 0.8 and Γβ = 0.2 Red: Ref. [36], fitted with χ= 10
and Γβ = 2.
Fig. 3 shows extracted data from Refs. [35] (black) and
[36] (red), respectively. The solid lines are theoretical fits
using Eq. (21), whereas the broken ones are fits including
only linear SOC terms, as in Eq. (20). For the former case, a
small cubic term Γβ = 0.2 allows us to reproduce the exper-
imental data of Graeff et al., with β = .8α. The black lines,
however, fit the data of Wilamowski et al. with χ = 10 and
Γβ = 2, coinciding with the parameters used by Tyryshkin et
al. [8] (not shown). This would imply Γβ = .2β and β= 10α,
that is, a system dominated by linear Rashba and with a siz-
able cubic contribution. One data point from Jantsch et al.
would be consistent with χ = 1.5 and a large cubic term,
Γβ = 7.5. We stress that we do not attempt to extract the
relative coupling strengths, χ,Γα,β, as different combinations
of the three parameters could be consistent with the data. A
more reliable determination of the parameters would require
7ϕ-resolved measurements. However, absence of cubic terms
in the SOC would render impossible a fit to the data analyzed
so far, for DP-relaxation.
Now we focus on the six samples presented by Truitt et al.
[31]. The experimental data are the dots of Fig. 4, which we
next attempt to fit using Eq. (21) (solid lines). Once again,
a fit that includes only one linear term for the SOC, χ = 0 (i.
e., only one source of linear SOC), failed to reproduce most
of the experimental results (red curves), as it was attempted
by Truitt et al.. Only the narrower sample (IBM-01) agreed
to this DP, linear-in momentum fit. This is consistent with
the established picture where SOC strengths are sample de-
pendent and very sensitive to well widths [20, 30]. The blue
lines correspond to the up-bound limit of anisotropy by in-
cluding both Rashba and Dresselhaus SOC, which is still far
from reasonable. Including both linear terms and cubic (black
curves) contributions of SOC allows to reproduce most of the
experimental data. However, we need make a distinction be-
tween the left and right panels of Fig. 4: The former present
larger mobility and a cubic fit seem to agree very well with
the data, as those in Fig. 3, whereas the latter ones have a
lower mobility and fail to reproduce DP relaxation, especially
for sample ‘UW-31203’.
In the low mobility limit, tilted fields enhance surface
roughness scattering, resulting from the squeezing of the 2D
well in the growth direction [32]. Scattering processes would
then lead to anisotropic Elliot-Yafet (EY) mechanism for re-
laxation [33], which is proportional to the scattering time,
T−12 = αEY(θ)τ
−1
k . Here the EY coefficient αEY depends on
the amount of admixture of different spin states and reflects
the probability that a spin-flip process occurs in a momen-
tum scattering event. This effect has been already experi-
mentally observed in the lower mobility samples [34–36]. A
linear dependence of dephasing on a parallel magnetic field
has indeed been attributed to an inhomogeneous dephasing in
the EY limit [34, 37] due to a variation ∆g of the g-factor,
αEY ∼ ∆gµBBsinθ/2~. We identify this source with our dis-
crepancy with the theoretical fit on ‘UW-21203’. The inset
of the upper right panel of Fig. 2 represents the discrepancy
of the DP fit with the experimental data, showing a linear
dependency for low tilted angles, which is well fitted with
∆g ' 10−4. This is in excellent agreement with the exper-
imental value [35, 38]. It is worth noting that ‘UW-31203’
data presents a pronounced ‘cusp-like’ behavior (see upper-
right panel of Fig. 4), enforcing our arguments. The same
argumentation may be applied to samples uw-31124 and uw-
31121, where a cusp appears evident. Again, ϕ-resolved mea-
surements would yield the answer.
Note added: During the final stage of this manuscript prepa-
ration, Song et al. reported on EY-mechanism in Si QWs.
This mechanism is enhanced in lower mobility samples [40].
Their research enforces the last argument presented for the
lower mobility samples of Fig. 4.
IV. CONCLUSIONS
In summary, we derived an expression for the angular de-
pendency of the decoherence time in a quantum well, where
the choice of the appropriate coordinate system is crucial. We
find that the interplay of the Rashba and Dresselhaus SOC
is reflected in the anisotropy of T2, suggesting a practical
scheme to determine their relative strength in the linear-in-
momentum limit. Although frequently ignored, we predict
strongly enhanced DP processes due to the cubic terms of the
SOC. Experimental data owing to high mobility samples agree
very well with our theoretical assumptions. Additional Elliot-
Yafet mechanisms may explain further discrepancies in sam-
ples with lower mobility.
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Appendix A: SIA and BIA in magnetic coordinates
In order to express the Hamiltonian of Eq. (2) in the mag-
netic coordinates, we employ the Euler-Rodrigues formula-
tion, for which the rotation matrix of angle θ around an axis
defined by nˆ =−iˆsinϕ+ jˆ cosϕ (see Fig. 1) is given by:
Rθnˆ =
 1− cos2ϕ(1− cosθ) −cosϕsinϕ(1− cosθ) cosϕsinθ−cosϕsinϕ(1− cosθ) 1− sin2ϕ(1− cosθ) sinϕsinθ
−cosϕsinθ −sinϕsinθ cosθ
≡
 F1 −F3 F4−F3 F2 F5
−F4 −F5 F6
 .
Without loosing generality, we focus on samples grown along
kˆ = [001] direction, and set the other main crystallographic
directions as iˆ ‖ [100], jˆ ‖ [010]. In magnetic axes, we thus
have:
iˆx,y,z = R(θ, nˆ′)iˆ = (F1,−F3,−F4);
jˆx,y,z = R(θ, nˆ′) jˆ = (−F3,F2,−F5);
kˆx,y,z = R(θ, nˆ′)kˆ = (F4,F5,F6). (A1)
On the other hand, we have that the direction of kˆ changes in
time, and hence we define the angle φk(t):
~k = kF(iˆcosφk + jˆ sinφk) = kF [(F1 cosφk−F3 sinφk)xˆ+
+ (−F3 cosφk +F2 sinφk)yˆ− (F4 cosφk +F5 sinφk)zˆ] .
(A2)
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FIG. 4. Experimental data (squares) and theoretical fits (solid curves), including Rashba SOC as the only source of anisotropy (red), both Rashba and
Dresselhaus linear terms SOC (blue) and cubic terms (black). Green broken line: additional EY mechanism could be the responsible for the observed anisotropy.
Using Eq. (A1) and (A2) into the first term of Eq. (2), we
obtain the expression of the Rashba Hamiltonian in magnetic
coordinates:
HR = αkF { σx[(F4F5−F3F6)cosφk +(F6F2+F25 )sinφk]−
σy[(F24 +F1F6)cosφk +(F4F5−F6F3)sinφk]+
σz[(F1F5+F3F4)cosφk− (F3F5+F2F4)sinφk]} .
(A3)
For small θ we have φk(t)' ωct and ωc ' (eB/m∗c)cosθ be-
ing the cyclotron frequency, and we obtain:
HR =~σ~BeffR , ~B
eff
R =αkF(iˆsinωct− jˆ cosωct)=Re
{
eiωct~ZR
}
,
(A4)
which is an effective field that rotates in the plane with direc-
tion ωckˆ. Expressed in the magnetic axis, we may use (A3) to
get:
~ZR(θ,ϕ) = αkF∑
q
(
f cqR(θ,ϕ)− i f sqR(θ,ϕ)
)
qˆ, q = x,y,z
(A5)
with
f cxR =cosϕsinϕ(1− cosθ); f sxR = sin2ϕ+ cos2ϕcosθ;
f cyR = cos
2ϕ+ sin2ϕcosθ; f syR = cosϕsinϕ(1− cosθ);
f czR = sinϕsinθ; f
s
zR =−sinϕsinθ. (A6)
We consider next the Dresselhaus term for the lowest sub-
band, assuming zero average momentum along the growth di-
rection, 〈~k · kˆ〉= 0:
HD = βkF(σˆiki− σˆ jk j) = βkF(σˆi cosφk− σˆ j sinφk),
where we have defined β = γD〈(k2j − k2k)〉, and we have set:
〈k2j 〉 = 〈k2i 〉. As before, we express the Dresselhaus Hamilto-
nian in the magnetic axes, for which we transform σˆi, j to get
the rotated σˆx,y,z:
σˆi→ R(θ, nˆ′)σˆi = F1σˆx−F3σˆy−F4σˆz
σˆ j→ R(θ, nˆ′)σˆ j =−F3σˆx+F2σˆy−F5σˆz,
yielding:
HD = βkF [σˆx(F1 cosφk +F3 sinφk)− σˆy(F3 cosφk +F2 sinφk)+
+ σˆz(−F4 cosφk +F5 sinφk)]. (A7)
The direction of the associated effective field rotates anti-
parallel to B0,
HD =~σ~BeffD , ~B
eff
D = βkF(iˆcosωct− jˆ sinωct)=Re
{
e−iωct~ZD
}
,
(A8)
which is an effective field that rotates in the plane with direc-
tion −ωckˆ, hence in opposite direction to the Rashba field. In
terms of the magnetic axis, we use (A7) to get:
~ZD(θ,ϕ) = βkF( f cqD− i f sqD)qˆ, q = x,y,z (A9)
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f cxD = 1− cos2ϕ(1− cosθ); f sxD = cosϕsinϕ(1− cosθ);
f cyD =−cosϕsinϕ(1− cosθ); f syD = sin2ϕ(1− cosθ)−1;
f czD =−cosϕsinθ; f szD = sinϕsinθ. (A10)
As we can see H ′ has terms in σz, which are proportional to
sinθ and contribute to both decoherence and relaxation pro-
cesses.
SIA and BIA terms of n-order in momentum may be ob-
tained using this procedure, only that the ‘effective magnetic
fields’ rotate in time at a higher frequency, which is n-times
faster than those for the linear terms. For the cubic terms, we
have:
~Beff3R = α3(~k
3)(iˆsin(3ωct)− jˆ cos(3ωct)),
~Beff3D = β3(~k
3)(iˆcos(3ωct)− jˆ sin(3ωct)). (A11)
yielding the components listed in table I.
Appendix B: Bloch equations
To evaluate the trace of the double commutator on second
term of Eq. (11), we sum over all possible states and transform
back to Schro¨dinger representation using Eq (8). Adopting the
summation convention,
Tr
{∫ ∞
0
[
[σ∗i (t),σ
∗
q(t− τ)],σ∗q′(t)
]
σ∗r (t)uqq′(τ)dτ
}
=
= ni(t)〈α|σi|β〉〈β|σq|γ〉〈γ|σq′ |δ〉〈δ|σr|α〉bqq′(ωβγ)+
+ni(t)〈α|σq′ |β〉〈β|σq|γ〉〈γ|σi|δ〉〈δ|σr|α〉bqq′(ωβγ)−
−ni(t)〈α|σq|β〉〈β|σi|γ〉〈γ|σq′ |δ〉〈δ|σr|α〉bqq′(ωαβ)−
−ni(t)〈α|σq′ |β〉〈β|σi|γ〉〈γ|σq|δ〉〈δ|σr|α〉bqq′(ωγδ) =
= ni(t)bqq′(ωαβ)〈α|σq|β〉〈β|
[
[σq′ ,σr],σi
] |α〉 (B1)
Using the identities (11):[
[σq′ ,σr],σi
]
= (2i)2εq′rlεlik =−4[δq′iδrk−δq′kδri],
Eq. (12) follows straightforward.
We now evaluate Eq. (12) for all three possible values of r.
First, for r = x, we have:
dnx(t)
dt
=
2
~2
ni(t)(δq′iδxk−δq′kδix)〈α|σq|β〉〈β|σk|α〉bqq′(ωαβ).
(B2)
The Pauli matrices for spin 1/2 read,
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
;
and |α〉=↑,↓ and |β〉=↑,↓. For the second factor on the right,
there are two terms. The first one, has k = x, so q′ = x,y,z and
q = x,y, giving:
2
~2
nq′(t)〈α|σq|β〉〈β|σx|α〉bqq′(ωαβ) =
=
2
~2
{nx[bxx(ωl)+bxx(−ωl)− ibyx(ωl)+ ibyx(−ωl)]+
+ny[bxy(ωl)+bxy(−ωl)− ibyy(ωl)+ ibyy(−ωl)]+
+nz[bxz(ωl)+bxz(−ωl)− ibyz((ωl)+ ibyz(−ωl)]} ,
and for the second term, i = x while k = q′, giving:
− 2
~2
nx(t)〈α|σq|β〉〈β|σq′ |α〉bqq′(ωαβ) =
− 2
~2
{nx[bxx(ωl)+bxx(−ωl)+ ibxy(ωl)− ibxy(−ωl)−
−ibyx(ωl)+ ibyx(−ωl)+byy(ωl)+byy(−ωl)+2bzz(0)]} .
On what follows, we will assume bqq(ω) = bqq(−ω). Insert-
ing these last two equations into (B2), we get:
dnx(t)
dt
=− 4
~2
{nx[byy(ωl)+bzz(0)]−ny[bxy(ωl)]−
− nz[bxz(ωl)]} . (B3)
We now evaluate Eq. (12) for r = y,
dny(t)
dt
=
2
~2
ni(t)(δq′iδyk−δq′kδiy)〈α|σq|β〉〈β|σk|α〉bqq′(ωαβ).
For the second factor on the right, there are two terms. The
first one, has k = y, so q′ = x,y,z and q = x,y, giving:
2
~2
nq′(t)〈α|σq|β〉〈β|σy|α〉bqq′(ωαβ) =
2
~2
{nx[ibxx(ωl)− ibxx(−ωl)+byx(ωl)+byx(−ωl)]+
+ ny[ibxy(ωl)− ibxy(−ωl)+byy(ωl)+byy(−ωl)]+
+ nz[ibxz(ωl)− ibxz(−ωl)+byz((ωl)+byz(−ωl)]} ,
and for the second term, i = y while k = q′, giving:
− 2
~2
ny(t)〈α|σq|β〉〈β|σq′ |α〉bqq′(ωαβ) =
− 2
~2
{ny[bxx(ωl)+bxx(−ωl)+ ibxy(ωl)− ibxy(−ωl)−
−ibyx(ωl)+ ibyx(−ωl)+byy(ωl)+byy(−ωl)+2bzz(0)]} .
Collecting these last results, we get:
dny(t)
dt
=
4
~2
{nx[byx(ωl)]−ny[bxx(ωl)+2bzz(0)]+
+ nz[byz((ωl)]} . (B4)
Finally, for r = z in (12), we get:
dnz(t)
dt
=− 2
~2
ni(t)(δq′iδzk−δq′kδiz)〈α|σq|β〉〈β|σk|α〉bqq′(ωαβ).
The first term on the right has k = z, and thus only q = z con-
tributes, with q′ = i = x,y,z, whereas the second term on the
right has i = z with q,q′ = x,y,z,
dnz(t)
dt
=
4
~2
{nx(t)bzx(0)+ny(t)bzy(0)+nzbzz(0)
− nz(t)[bxx(ωl)+byy(ωl)+bzz(0)].} (B5)
Equations (B3,B4,B5) are indeed the Bloch equations in (14).
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