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We calculate the probabilities to find systems of reacting particles in states which largely deviate
from typical behavior. The rare event statistics is obtained from the master equation which describes
the dynamics of the probability distribution of the particle number. We transform the master
equation by means of a generating function into a time-dependent “Schro¨dinger equation”. Its
solution is provided by a separation ansatz and an approximation for the stationary part which
is of Wentzel-Kramers-Brillouin (WKB) type employing a small parameter. The solutions of the
“classical” equations of motions and a saddle point approximation yield the proper generating
function. Our approach extends a method put forward by Elgart and Kamenev. We calculate the
rare event statistics for systems where the dynamics cannot be entirely analyzed in an analytical
manner. We consider different examples.
I. INTRODUCTION
Rare events are important in many situations, espe-
cially when their consequences are extreme [1]. Often, de-
mographic noise or intrinsic fluctuations which are based
on stochasticity cause such events. There is a wide vari-
ety of applications where stochasticity plays a key role,
such as chemical reactions [2, 3], population dynamics
[4–8], epidemiology [9–13] and financial markets [14, 15]
to name a few examples. Another example for stochastic-
ity is non-demographic, i.e. extrinsic, noise which arises
due to interactions between the considered system and a
noisy environment [16–19]. If one ignores the noise, many
of such systems can be described by rate equations to ob-
tain a macroscopic, deterministic description of average
quantities of the system, particularly mean concentra-
tions. This is referred to as the mean field approxima-
tion. However, we are interested in large deviations from
a typical system behavior. For example, in population
dynamics, this is the case when the average size of the
population is large and we are interested in low popula-
tion numbers. The state of this system is given by the
population number at a distinct time. The probabilistic
description of a stochastic system in such a state is given
by the master equation [20, 21]. Despite its simplicity
it is not possible, apart from a few exceptions [22–25],
to solve the master equation analytically [26–28]. Hence,
other methods are called for. There are many kinds of
numerical simulations [29–32] to model the stochastic ki-
netics. The stochastic simulation algorithm [33–35] sim-
ulates sample paths of the underlying stochastic process,
especially for chemical reactions. Due to limited com-
putational resources simulations are not appropriate for
large systems and not for the determination of rare events
either. An approximation of the master equation is ob-
tained by a Fokker-Planck equation [36]. To this end one
has to apply a van Kampen system size expansion. The
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Fokker-Planck equation is reliable only for small devia-
tions from the mean field approximation. It fails to give
an accurate description of large deviations from the typ-
ical evolution of a system [37, 38]. Elgart and Kamenev
[39] introduced an asymptotic method to calculate the
rare event statistics in reaction-diffusion systems by for-
mally relating it to semiclassics. A quantum problem
can sometimes be solved by expanding to lowest order
in ~ around the corresponding classical equations of mo-
tion. A “Hamiltonian” formulation of reaction-diffusion
systems is developed which reformulates the master equa-
tion by means of a generating function as a “Schro¨dinger
equation”. The “semiclassical” dynamics of the corre-
sponding Hamiltonian provides all the information nec-
essary for the analysis of rare event statistics. The exis-
tence of a small parameter allows the treatment analo-
gous to a Wenzel-Kramers-Brillouin (WKB) approxima-
tion [40–44]. The WKB approximation is applied to the
evolution equation of the generating function. For related
studies on the WKB approximation see [45–53] and for
reviews see [54–56]. For stochastic population models
the WKB approximation allows one also to calculate the
mean extinction times and probabilities [57–60] and for
switching rates in multistep reactions see [61].
Here, we consider single-species chemical reactions
which can be described by master equations that give the
time evolution of the probability to find a distinct num-
ber of particles at a given time. One way of dealing with
such systems is a spectral formulation and a stationary
WKB approximation, see [45]. A different method is the
time-dependent semiclassical approximation [39]. Both
methods have different regimes of validity and accuracy.
The time-dependent semiclassical approximation is accu-
rate for 1 ≪ n ≤ 〈n〉 which also means for not too long
times. In the region n > 〈n〉 the accuracy of this method
breaks down and the spectral formulation and station-
ary WKB approximation is better suited. We generalize
the time-dependent model [39] in such a way that reac-
tions with more than two particles of one species can be
analyzed. This is not possible in the original method
since the corresponding equations cannot be solved an-
alytically. Moreover, we include the calculation of the
2pre-exponential factor of the distribution. This was dis-
regarded in the original method. Our main focus lies on
the probability of rare events, i.e., to find our system in
a state far away from the typical behavior. By means of
the probabilities we are able to estimate many quantities
such as the average extinction time and the lifetime dis-
tribution. Even though large deviations from a typical
system behavior may be hardly observable, their proba-
bilities are interesting for anyone who has to compensate
probable risks which come along with these rare events.
In more detail we consider systems which can have, de-
pending on the initial condition, an absorbing state with
zero particles left. In general, results for such systems
are unavailable in analytical form. However, with our
approach, we are able to compute the solution partially
in analytical and partially in numerical form. Depending
on the reaction scheme, we have to scale the correspond-
ing parameters of the master equation in order to perform
the WKB approximation in a proper way. We consider
different types of reactions where we combine death or
single annihilation, binary annihilation and triple anni-
hilation. As a result we find a very good accordance
between the WKB approximation and the exact solution
of the master equation especially in the tail of the distri-
bution.
The paper is structured as follows. In section II we
go into the details of the approach and generalize it in
such a way that more complex reactions like higher order
annihilations can be analyzed. In section III we apply
the method on a set of examples which can either be
solved exactly or by means of the WKB approximation
and numerical calculus. We conclude in section IV.
II. DEEPER LOOK AT THE METHOD
Consider a system consisting of identical particles
which can react with each other according to different re-
action schemes i = 1, . . . ,m. The chemical reactions can
be described by master equations which give the time
evolution of the probability to find a given number of
particles in the system at a given time. A particular re-
action occurs with probability λi∆t with λi ≪ 1 in the
time interval [t, t+∆t], where λi is the specific probabil-
ity rate constant. Importantly, all λi are independent of
∆t or the considered time interval. Since each particle
may react with each other the system is fully described
by the following master equation
d
dt
Pn(t) =
m∑
i=1
(λihi(n− νi)Pn−νi(t)− λihi(n)Pn(t))
(1)
where Pn(t) denotes the probability to find n particles at
time t, hi(n) is the number of combinations of reacting
particles in the system under reaction scheme i when n
particles are in the system and νi is the change of particle
number when the reaction i occurs, see [20]. In order to
obtain an unique solution of the master equation we have
to specify an initial condition. This can be any kind of
normalized distribution like the Poisson distribution or
for our sake we use a fixed particle number n0 and hence
Pn(0) = δn,n0 , with the Kronecker delta δn,n0 .
We introduce the auxiliary variable ξ which formally
plays the roˆle as a “position” and the generating function
G(ξ, t) =
∞∑
n=0
ξnPn(t) . (2)
The generating function has to fulfill the initial condi-
tion Pn(0) which gives G(ξ, 0) = ξ
n. Furthermore, from
the conservation of probability, we find G(1, t) = 1. By
means of the generating function we are able to calculate
the average particle number
〈n〉 =
∞∑
n=0
nPn(t) =
∂
∂ξ
G(ξ, t)
∣∣∣∣
ξ=1
(3)
and the probability
Pn(t) =
1
n!
∂n
∂ξn
G(ξ, t)
∣∣∣∣
ξ=0
. (4)
If the particle number n is large it is convenient to use
Cauchy’s integral formula
Pn(t) =
1
2pii
∮
dξ G(ξ, t)ξ−n−1 (5)
where the integration is performed over a closed contour
encircling ξ = 0. Multiplying both sides of (1) with
ξn and summing over all n yields the partial differential
equation
∂
∂t
G(ξ, t) = LˆG(ξ, t) , (6)
where Lˆ is a linear differential operator that includes
powers of ∂/∂ξ. The requirement of analyticity of G(ξ, t)
yields “self-generated” boundary conditions. Besides the
universal boundary condition G(1, t) = 1 the others are
specific to the problem at hand. However, there is al-
ways the physical initial condition which is determined
by the value of Pn(0) and hence it is G(ξ, 0) that needs to
be considered. The partial differential equation (6) can
formally be written as a time-dependent “Schro¨dinger
equation” with imaginary time
iλ
∂
∂it
G(ξ, t) = HˆG(ξ, t) , (7)
where the right hand side is the “Hamilton operator” Hˆ
and we define λ = λk for a fixed k. Now, we employ
the formal analogy of the probability λ with Planck’s
constant ~. Moreover, in analogy to quantum mechanics
we define the momentum operator
pˆi = −iλ ∂
∂ξ
, (8)
3which will acquire the meaning of a counting operator.
By inserting the ansatz G(ξ, t) = ϕ(ξ)ψ(it) into (7) we
can separate the variables ξ and t and find the two equa-
tions
iλ
∂
∂it
ψ(it)= Eψ(it) (9)
Hˆϕ(ξ)= Eϕ(ξ). (10)
We will interpret the constant E as energy or Hamilton
function of our system. Up to this point we consider a
probabilistic description of our problem, i.e., both vari-
ables ξ and t can be chosen independently from each
other. However, the separation ansatz leads to the for-
mal problem G(1, t) = ϕ(1)ψ(it) = 1 where t cannot
be chosen arbitrarily. We will solve this problem by a
semiclassical approximation in which we use the classical
equations of motion that give an explicit dependence of
both variables ξ and t. The solution of Eq. (9) is
ψ(it) = ψ(0)eEt/λ . (11)
We solve the stationary “Schro¨dinger equation” (10) with
a WKB approximation. We insert the ansatz
ϕ(ξ) = A(ξ) exp(iS(ξ)/λ) (12)
and separate the resulting equation into its real and imag-
inary parts. To solve the pair of differential equations we
use the standard WKB assumption that all terms of sec-
ond order or higher in the small parameter, here λ, can
be neglected. The WKB approximation requires that the
“quantum” fluctuations are weak, which is true as long
as 〈n(t)〉 ≫ 1, i.e., for times not too long. In this regime
we can apply the condition λ ≪ 1. By putting all so-
lutions of the differential equations together we find the
solution for the generating function G(ξ, t). This solu-
tion depends on a constant which has to be determined
by the initial condition G(ξ, 0). Moreover, the generating
function also depends on the energy E of our system. To
make progress we have to determine the value of E.
Up to this point we used a probabilistic interpretation
of the system where the variables ξ and t can be cho-
sen independently from each other. To approximate the
function G(ξ, t) and determine the value of E we now go
into semiclassics. The energy is given by the Hamilton
function H which can be inferred from the “Hamilton
operator” Hˆ and reads
H = H(ξ, pi) = E (13)
where pi is the classical “momentum”. The energy is
an integral of motion with dE/dt = 0. The classical
equations of motion in imaginary time are the “Hamilton
equations”
dξ
dit
=
∂H
∂pi
(14)
dpi
dit
= −∂H
∂ξ
. (15)
Due to the classical equations of motion (14) and (15),
the variables ξ and t are no longer independent of each
other. From this point, ξ and pi are viewed as functions
of t. We solve the energy E for pi and insert the result
into (14). Now, the first equation of motion contains only
ξ and the constant energy E and we find
dξ
dit
= τ(ξ, E) , (16)
which gives the explicit classical dependence ξ = ξ(t).
Importantly, for the determination of the initial condition
of the generating function we find ξ(0) = ξ0. In the
original method [39] the assumption ξ0 = 1 was made. In
section III A we show in a direct comparison between our
and the original method the benefit of taking the variable
ξ0 into account, rather than making the approximation
ξ0 = 1. We do not solve the second equation of motion
(15), instead we consider the mean field dynamics. If we
are interested in the average particle number 〈n〉, we have
to know the generating function in the vicinity of ξ = 1,
see Eq. (3). This is the constant mean field solution
ξ¯ = 1 which solves Eq. (14) because every permissible
Hamilton function must satisfy the conditionH(1, pi) = 0
due to the normalization of probability. By application
of the mean field solution the second equation of motion
(15) has the solution p¯i(t) where we specify the initial
condition p¯i(0) = pi0. Acting with the previously defined
momentum operator pˆi on the generating function at the
mean field solution gives
pˆiG(ξ, t)
∣∣∣
ξ=1
=
λ
i
∂G(ξ, t)
∂ξ
∣∣∣∣
ξ=1
=
λ
i
〈n〉 = p¯i(t) . (17)
The last equality holds because in the mean field approxi-
mation quantum mechanics has to coincide with classical
mechanics. Thus, we call the operator pˆi counting oper-
ator which gives the average particle number for a given
time. As pi0 has to be constant for all times we can specify
its value at time t = 0 where, due to the initial condition,
we find 〈n〉t=0 = n0 and therefore
pi0 =
λ
i
n0 . (18)
We note that E is constant and can also be expressed
in terms of ξ(0) = ξ0 and pi(0) = pi0 = −iλn0, i.e.,
E = E(ξ0) = E0. Eq. (16) can be solved by integration.
If we allow for complex reactions the function τ(ξ, E)
will become also complex. In many cases it might not
be possible to solve the differential equation (16) ana-
lytically. Instead a numerical solution has to be taken
into account. Examples therefore are the reaction which
combines binary and single annihilation and the com-
bined reaction up to third order annihilation which are
discussed in section III C and IIID, respectively. This
issue is the starting point of our more general approach
to calculate the event statistics.
The formal solution of Eq. (16) is∫ ξ
ξ0
dξ′
τ(ξ′, E)
= it . (19)
4The initial condition G(ξ, 0) = ξn00 enables us to deter-
mine the constant in the generating function G(ξ, t). Be-
fore we determine the value ξ0 we first calculate the prob-
ability Pn(t) by means of a saddle point approximation.
At this point we have to make an important remark. As
already discussed, the starting point of our analysis is a
probabilistic description of the process. We proceed by
using semiclassical methods in order to find an approxi-
mation for the generating function. Therefore, we derive
equations of motion that describe the classical trajecto-
ries for a constant energy E. The classical trajectories
give an explicit dependence of the underlying variables
which in our case are ξ, pi and t. They cannot be chosen
independently from each other. The value of the energy
determines which trajectory in the phase space describes
the relationship between ξ and t, i.e., ξ = ξ(t). Eventu-
ally, we are interested in probabilities Pn(t) again. There-
fore, we have to leave the semiclassical description behind
and turn back to a probabilistic description. In a prob-
abilistic description the variables ξ and t are indepen-
dent of each other and can also be chosen independently.
Classically this means that we do not move along the
trajectories anymore. This only applies if the energy de-
pends on both variables, i.e., E = E(ξ, t). In other words,
when we go back from the semiclassical into the proba-
bilistic description the energy does not remain constant.
In that sense it is more intuitive to name the quantity E
Hamilton function instead of energy. This non-constant
Hamilton function can be explained by a short example.
In a conservative system the energy is fully determined
by the initial conditions. It however differs for different
initial conditions. In that sense, the Hamilton function
describes, at the same time, a constant of motion and
the same system at different energies. Hence, derivatives
E′ = ∂E/∂ξ have to be taken into account when the
saddle point approximation is performed.
The contour integral can be written as
Pn(t) =
1
2pii
∮
dξ g(ξ) exp(f(ξ, E)) (20)
with the function g(ξ) and the “free energy” f(ξ, E) that
are determined by the generating function G(ξ, t) and the
factor ξ−n−1 in Cauchy’s integral formula (5). We add
the term ξ−n into the exponential because of its factor n
which is supposed to be large. We calculate the integral
by means of a saddle point approximation. This approxi-
mation is justified because we have a small λ and assume
large n. Furthermore, we are interested in times t where
〈n(t)〉 is sufficiently smaller than n0 but 〈n(t)〉 ≫ 1 still
holds.
The saddle point approximation requires f ′(ξs, E) = 0
and we find with a non-constant energy E(ξ, t)
f ′(ξ, E) = ω(ξ, E,E′) . (21)
For convenience we drop the arguments of E(ξ, t). Pre-
tending that the analytical solution of (16) is not known,
i.e., when we have to evaluate the integral in (19) numeri-
cally, we have to determine E′ in order to solve the saddle
point equation f ′(ξs, E) = 0. We obtain the derivative
of E by deriving the solution of the classical equation of
motion (19) with respect to ξ under the condition that
the energy depends on ξ and the time t does not
0 =
∂
∂ξ
∫ ξ
ξ0
dξ′
τ(ξ′, E(ξ, t))
. (22)
We remark that the integration is performed over the
variable ξ′ which is due to semiclassics not included in
E(ξ, t). By using the Leibniz rule we find
E′=
∂E(ξ, t)
∂ξ
=
(
τ(ξ, E(ξ, t))
∫ ξ
ξ0
dξ′
τ2(ξ′, E(ξ, t))
∂
∂E
τ(ξ′, E(ξ, t))
)−1
= κ(ξ, E) , (23)
which again is a function of ξ and E. The energy E can
be expressed in dependence of ξ0, i.e., E = E(ξ0). Due
to this relation E′ can also be expressed in terms of ξ and
ξ0, i.e., E
′ = κ(ξ, ξ0). Now, we can reduce the derivative
f ′(ξ, E) = ω(ξ, ξ0) on the two variables ξ and ξ0 and the
saddle point condition becomes
ω(ξs, ξ0) = 0 . (24)
From its solution we obtain the relationship between ξs
and ξ0, i.e., ξ0 = ξ0(ξs). Together with Eq. (19) this
allows us to calculate a numeric value for ξs, by solving
the integral equation
∫ ξs
ξ0(ξs)
dξ′
τ(ξ′, E0(ξ0(ξs)))
= it . (25)
We note that the integral stems from the semiclassical
part of our analysis, hence the energy E has to remain
constant during integration. Furthermore we changed
the upper limit in (19) to ξs which is valid, as the constant
value of the energy depending on ξs has to be chosen
accordingly. Finding a solution for ξs can be demanding,
depending on the function τ(ξ, E) and the solution ξ0(ξs).
Once, a solution for ξs is found the value of ξ0 can be
calculated. The last piece missing for the saddle point
approximation is the second derivative of the free energy
f ′′(ξ, E) =
∂ω(ξ, E,E′)
∂ξ
+
∂ω(ξ, E,E′)
∂E
E′
+
∂ω(ξ, E,E′)
∂E′
E′′ , (26)
with the second derivative of the energy
5E′′ =
∂2E(ξ)
∂ξ2
= −(E′)2
{
1
E′τ(ξ, E(ξ))
∂
∂ξ
τ(ξ, E(ξ)) +
1
τ(ξ, E(ξ))
∂
∂E
τ(ξ, E(ξ))
+E′τ(ξ, E(ξ))
ξ∫
ξ0
dξ′
τ2(ξ′, E(ξ))
[
∂2
∂E2
τ(ξ′, E(ξ)) − 2
τ(ξ′, E(ξ))
(
∂
∂E
τ(ξ′, E(ξ))
)2]
 .(27)
The value of E is determined by E(ξ0) = E0. Combining
all pieces yields the final result for the probability
Pn(t)=
1√
2pi
g(ξs)√
|f ′′(ξs, E)|
exp (f(ξs, E0)) , (28)
if f ′′(ξ, E) is always real. This formalism works for every
kind of reaction scheme. However, if the reactions be-
come too complex, e.g. by involving higher order annihi-
lations, it might become impossible to solve the required
equations due to technical complications.
III. SOME EXAMPLES
A. Binary annihilation revisited
For the convenience of the reader we show how the
known results of binary annihilation, studied in [39], fit
into our generalized approach. This model can be solved
analytically and exactly [24].
We consider a system where only the binary annihila-
tion can possibly occur with probability rate λ. Once,
this reaction takes place two particles form an inert ag-
gregate. Since each particle may react with each other
the system is fully described by the following master
equation
d
dt
Pn(t) =
λ
2
((n+ 2)(n+ 1)Pn+2(t)− n(n− 1)Pn(t)) ,
(29)
where Pn(t) denotes the probability to find n particles
at time t. According to Eq. (7) the corresponding time-
dependent “Schro¨dinger equation” with imaginary time
is
iλ
∂
∂it
G(ξ, t) =
λ2
2
(1− ξ2) ∂
2
∂ξ2
G(ξ, t) , (30)
where the right hand side can also be written in terms of
the “Hamilton operator”
Hˆ =
λ2
2
(1− ξ2) ∂
2
∂ξ2
= −1
2
(1− ξ2)pˆi2 . (31)
The separation ansatz G(ξ, t) = ϕ(ξ)ψ(it) yields equa-
tion (11) for the time-dependent part and
Eϕ(ξ) =
λ2
2
(1− ξ2) ∂
2
∂ξ2
ϕ(ξ) (32)
for the stationary part. We solve the stationary
“Schro¨dinger equation” with a WKB approximation. We
insert the ansatz (12) and separate the resulting equation
into its real and imaginary parts which yields
EA(ξ)= −λ
2
2
(ξ2 − 1)
(
A′′(ξ)− 1
λ2
A(ξ) (S′(ξ))
2
)
(33)
0= 2A′(ξ)S′(ξ) +A(ξ)S′′(ξ) . (34)
Eq. (34) can be simplified
d
dξ
A2(ξ)S′(ξ) = 0 (35)
which yields
A(ξ) =
c˜√
S′(ξ)
(36)
with a constant c˜. In Eq. (33) we use the standard WKB
assumption that all terms of second order in the small
parameter, here λ, can be neglected. This gives the sim-
plified differential equation
1
2
(ξ2 − 1) (S′(ξ))2 = E . (37)
Its solution is
S(ξ)− S(ξ0) = i
√
2E(arccos ξ − arccos ξ0) , (38)
with some initial value ξ0. Now, we can put all terms
together and obtain the generating function
G(ξ, t) =c
(
1− ξ2
2E
)1/4
× exp
(
−
√
2E
λ
(arccos ξ − arccos ξ0) +Et
λ
)
,(39)
where all constants have been put into c. Before de-
termining this constant by the initial condition of the
generating function, we first go into semiclassics. The
Hamilton function is given by
H = E =
1
2
(ξ2 − 1)pi2 . (40)
The classical equations of motion in imaginary time are
dξ
dit
=
∂H
∂pi
= (ξ2 − 1)pi (41)
dpi
dit
= −∂H
∂ξ
= −ξpi2 . (42)
6We solve Eq. (40) for pi and insert the solution into
Eq. (41). The ensuing differential equation
dξ
dit
=
√
2E(ξ2 − 1) (43)
has the solution
arccos ξ − arccos ξ0 =
√
2Et , (44)
which is analogous to Eq. (19). The mean field dynamics
gives us the average particle number. By application of
the mean field solution ξ¯ = 1 the second equation of
motion (42) has the solution
p¯i(t) =
λ
i
〈n〉 = pi0
itpi0 + 1
. (45)
The average particle number is
〈n(t)〉 = n0
n0λt+ 1
≈ 1
λt
(46)
for n0 ≫ 1. The energy can be written as
E = E0 =
1
2
(ξ20 − 1)pi20 =
λ2
2
n20(1 − ξ20) (47)
Now, we are able to determine the constant c in Eq. (39)
with the initial condition G(ξ, 0) = ξn0
c = ξn00
(
2E
1− ξ20
)1/4
. (48)
Obviously, the normalization G(1, t) = 1 remains pre-
served. We calculate the probability Pn(t) by means of
the contour integral (5) and a saddle point approxima-
tion. The contour integral now reads
Pn(t) =
1
2pii
ξn00
(1− ξ20)1/4
∮
dξ g(ξ) exp(f(ξ, E)) (49)
with
g(ξ)=
1
ξ
(1− ξ2)1/4 (50)
f(ξ, E)= −
√
2E
λ
(arccos ξ − arccos ξ0) + Et
λ
− n ln ξ.(51)
The saddle point approximation requires f ′(ξs, E) = 0
and we find with a non-constant Hamilton function
E(ξ, t)
f ′(ξ, E) =−E
′
λ
(
arccos ξ − arccos ξ0√
2E
− t
)
+
√
2E
λ
1√
1− ξ2
− n
ξ
. (52)
For convenience we drop the arguments of E(ξ, t). We see
that inserting the solution (44) of the classical equation
of motion deletes the first bracket and yields
1
λt
(arccos ξs − arccos ξ0) 1√
1− ξ2s
=
n
ξs
. (53)
Interestingly, the E′ term has been removed and with
Eq. (47) we immediately obtain the relation ξ0 = ξ0(ξs)
according to Eq. (24)
ξ0 =
√
1− n
2
n20
1− ξ2s
ξ2s
. (54)
Combining Eqs. (54), (47) and (44) yields an implicit
equation for ξs which has to be solved by numerical meth-
ods. Having found the solution for ξs, a value for ξ0 can
be obtained by Eq. (54). In order to obtain the second
derivative of the free energy we need E′ which is accord-
ing to Eq. (23)
E′ = −
√
2E/(t
√
1− ξ2) . (55)
This result can directly be obtained by deriving Eq. (44).
The second derivative of f(ξ) at ξs can be simplified to
f ′′(ξs) =
nλt− ξ2s
λt(1− ξ2s )ξ2s
≈ n− 〈n〉ξ
2
s
(1− ξ2s )ξ2s
, (56)
which is always real for real ξs. Combining all pieces
yields the final result for the probability
Pn(t) =ξ
n0
0
√
n0ξs
2pin
∣∣∣∣ 1− ξ2sn− 〈n〉ξ2s
∣∣∣∣
1/2
× exp
(
−n
2
2
λt
1 − ξ2s
ξ2s
− n ln ξs
)
. (57)
In Fig. 1 we compare the approximation (57) with the
exact solution. We set n0 = 300, λ = 0.01 and t = 0.5.
The exact solution is calculated by numerical integration
of the master equation. The maximum probability is
around the average particle number which according to
Eq. (46) is 〈n(0.5)〉 = 120. Overall the approximation co-
incides over many orders of magnitude very well with the
exact solution. We compare the new result (57) with the
original one. In fact, we do not use the original result
of [39], where the prefactor was included manually, we
use the time-dependent solution of [45] that includes the
prefactor by calculation. Fig. 2 shows on a log-scale the
ratios of the exact result and the semiclassical approx-
imation for both, the new result (57) and the original
result. Clearly, in the region n ≤ 〈n〉 we see the high ac-
curacy of the new result which outperforms the original
result. For large n the accuracy of the time-dependent
semiclassical approximation deteriorates.
B. Single annihilation
The simplest reaction is the single annihilation, where
one particle forms an inert aggregate with probability
rate λ. In terms of population dynamics this reaction is
called death process. This process can be solved analyt-
ically and it is well known in literature, see, e.g. [22, 62].
Nevertheless, we apply the method to give a different
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FIG. 1. Probability density distribution for the binary an-
nihilation, see Eq. (29), at t = 0.5 on a logarithmic scale.
Parameters are chosen as n0 = 300 and λ = 0.01.
0 50 100 150 200
-2.0
-1.5
-1.0
-0.5
0.0
0.5
lo
g 1
0
(P
e
x
a
c
t
/P
W
K
B
)
n
New result
Original result
FIG. 2. Decadic logarithm of the ratio of the exact solution
and the time-dependent WKB approximations. The solid line
shows the new approximation (57), the circles show the orig-
inal result. Parameters are chosen as n0 = 300, t = 1 and
λ = 0.01.
representation how the model can be solved. Its master
equation reads
d
dt
Pn(t) = λ(n+ 1)Pn+1(t)− λnPn(t) . (58)
This master equation can be solved exactly by different
methods, see [22]. By means of the generating function
(2) Eq. (58) can be written as “Schro¨dinger equation”
iλ
∂
∂it
G(ξ, t) = λ2(1− ξ) ∂
∂ξ
G(ξ, t) = iλ(1− ξ)pˆiG(ξ, t) ,
(59)
with the momentum operator pˆi. By applying the sepa-
ration ansatz, we find the same formal solution for the
time-dependent part as for the binary annihilation, see
Eq. (11). The ξ-dependent part of the separation ansatz
is more interesting
Eϕ(ξ) = λ2(1− ξ) ∂
∂ξ
ϕ(ξ) , (60)
it has the exact solution
ϕ(ξ) = ϕ(ξ0)
(
ξ0 − 1
ξ − 1
)E/λ2
. (61)
The classical energy is E = iλ(1 − ξ)pi and the classical
equations of motion are
dξ
dit
= iλ(1− ξ) (62)
dpi
dit
= iλpi . (63)
Both equations are easily solvable. The second equation
gives the mean field dynamics resulting in the average
particle number which is 〈n〉 = n0e−λt. The solution for
(62)
ξ = 1 + (ξ0 − 1)eλt (64)
can be inserted into (61) which yields ϕ(ξ) =
ϕ(ξ0)e
−Et/λ. Hence, we find the generating function
G(ξ, t) = ψ(t)ϕ(ξ) = ψ(0)ϕ(ξ0) = G(ξ0, 0) = ξ
n0
0 . (65)
In the last step we used the initial condition that at
time t = 0 there are n0 particles in the system. Solving
Eq. (64) for ξ0 and inserting into the generating function
yields
G(ξ, t) =
(
1 + (ξ − 1)e−λt)n0 . (66)
The probability to find n particles at time t can be cal-
culated by means of Eq. (4). We find
Pn(t) =
(
n0
n
)(
1− e−λt)n0−n e−nλt . (67)
C. Binary and single annihilation
We consider a system where two reactions can occur.
The binary annihilation occurs with probability rate λ
and the single annihilation occurs with probability rate
σ. Both probabilities are of the same order of magnitude.
The master equation reads
d
dt
Pn(t) =
λ
2
((n+ 2)(n+ 1)Pn+2(t)− n(n− 1)Pn(t))
+σ ((n+ 1)Pn+1(t)− nPn(t)) . (68)
Its corresponding “Schro¨dinger equation” for the gener-
ating function is
iλ
∂
∂it
G(ξ, t)=
λ2
2
(1− ξ2) ∂
2
∂ξ2
G(ξ, t) + λσ(1 − ξ) ∂
∂ξ
G(ξ, t)
= −1
2
(1− ξ2)pˆi2G(ξ, t) + iσ(1 − ξ)pˆiG(ξ, t) ,(69)
8where we use the momentum operator pˆi = −iλ∂/∂ξ in
the second line. The separation ansatz yields to the
known result (11) for the time-dependent part and for
the stationary part we find
Eϕ(ξ) =
λ2
2
(1− ξ2) ∂
2
∂ξ2
ϕ(ξ) + λσ(1 − ξ) ∂
∂ξ
ϕ(ξ) . (70)
In the manner of section III A we use the ansatz ϕ(ξ) =
A(ξ) exp(iS(ξ)/λ), sort the resulting equation for its real
and imaginary part. Neglecting all terms with prefactor
λ2 or λσ we find
E=
1
2
(ξ2 − 1) (S′(ξ))2 (71)
0=
λ
2
(ξ + 1) (2A′(ξ)S′(ξ) +A(ξ)S′′(ξ)) + σA(ξ)S′(ξ) .(72)
The solution of (71) is (38) which is already discussed.
We can insert the derivatives of S(ξ) and insert them into
(72) to obtain a differential equation for A(ξ) with the
solution
A(ξ) = c˜(ξ2 − 1)1/4 (ξ + 1)−σ/λ , (73)
with a constant c. Hence, the generating function, ful-
filling the initial condition G(ξ0, 0) = ξ
n0
0 , is
G(ξ, t) =ξn00
(
ξ2 − 1
ξ20 − 1
)1/4(
ξ0 + 1
ξ + 1
)σ/λ
× exp
(
−
√
2E
λ
(arccos ξ − arccos ξ0) + 1
λ
Et
)
.(74)
The classical energy is E = 12 (ξ
2− 1)pi2− iσ(ξ− 1)pi and
the classical equations of motion are
dξ
dit
= (ξ2 − 1)pi − iσ(ξ − 1) =
√
2E(ξ2 − 1)− σ2(ξ − 1)2(75)
dpi
dit
= −ξpi2 + iσpi = −pi
√
2E + (pi − iσ)2 . (76)
First, we evaluate the average particle number by means
of the mean field dynamics
dp¯i
dit
= −p¯i2 + iσp¯i . (77)
The solution gives the average particle number
〈n(t)〉 = σ
λ
(
1
1− λn0λn0+σe−σt
− 1
)
. (78)
In order to make analytical progress we simplify Eq. (75)
furthermore by dropping the σ2 term. This is fully con-
sistent with the WKB method since by Taylor approxi-
mation the leading order of Eq. (75) is σ2. Due to this
approximation we find the same classical dynamics as in
the case of binary annihilation, see equations (41) and
(42). The solution for the corresponding classical equa-
tion of motion, determining ξ, is given in (44). Hence,
the generating function has the same arguments in the
exponential function as the generating function of the bi-
nary annihilation (39). It solely differs from (39) by the
additional prefactor
(
ξ0+1
ξ+1
)σ/λ
. We calculate the proba-
bility Pn(t) by means of the contour integral with a sad-
dle point approximation. The saddle point condition (53)
combined with the solution of the approximated classical
equation of motion (44) gives the dependence
ξ0 = − σ
λn0
+
√(
1 +
σ
λn0
)2
− n
2
n20
1− ξ2s
ξ2s
. (79)
Recombining this equation with (44) yields an equation
for ξs which can be solved numerically. Finally the prob-
ability reads
Pn(t) =
ξn00√
2pi
(
1 + ξ0
1 + ξs
)σ/λ (
1− ξ2s
1− ξ20
)1/4 ∣∣∣∣ 1− ξ2sn− 〈n〉ξ2s
∣∣∣∣
1/2
× exp
(
−n
2
2
λt
1− ξ2s
ξ2s
− n ln ξs
)
. (80)
We notice that the probability has the same form as the
probability for the binary annihilation. The differences
are the additional prefactor and the value for ξs at the
saddle point. The additional prefactor contributes only
little to the value of (80) compared with the exponential.
Furthermore, the value of the saddle point does not vary
significantly from that of the binary annihilation. Hence,
the probability Pn(t) for the single and binary annihila-
tion does not vary considerable from that for the pure
binary annihilation. This means that the binary anni-
hilation dominates the single annihilation considerably.
In Fig. 3 we compare the approximation with the ex-
act probabilities. We find some structure of the approxi-
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FIG. 3. Probability density distribution for the binary and
single annihilation, see Eq. (68), at t = 2 on a logarithmic
scale. Parameters are chosen as n0 = 300, λ = 0.01 and
σ = 0.05.
mated probability near the maximum of the distribution.
9This is due to the prefactor which approaches zero in the
denominator. Usually, in the saddle point approxima-
tion we consider the exponent only and do not consider
the prefactor. If we do so, we would have to adapt an
artificial prefactor in such a way that the normalization
condition is still fulfilled. In that case the structure would
vanish. Overall the approximation coincides over many
orders of magnitude well with the exact solution.
D. Third order reaction
We study a reaction which combines the single and
binary annihilation from the last example with the tri-
molecular annihilation. The master equation reads
d
dt
Pn(t) =µ
(
n+ 3
3
)
Pn+3(t) + λ
(
n+ 2
2
)
Pn+2(t)
+σ(n+1)Pn+1(t)−
(
µ
(
n
3
)
+λ
(
n
2
)
+σn
)
Pn(t) .81)
We introduce the rate constant µ for the trimolecular
reaction, which we assume to be of order λ3. The rate
constant σ of the single annihilation is of order λ. The
corresponding “Schro¨dinger equation” is
iλ
∂
∂it
G(ξ, t) =λσ(1 − ξ) ∂
∂ξ
G(ξ, t) +
λ2
2
(1− ξ2) ∂
2
∂ξ2
G(ξ, t)
+
λµ
6
(1− ξ3) ∂
3
∂ξ3
G(ξ, t)
=iσ(1− ξ)pˆiG(ξ, t)− 1
2
(1− ξ2)pˆi2G(ξ, t)
−i µ
6λ2
(1− ξ3)pˆi3G(ξ, t) , (82)
with the momentum operator pˆi = −iλ∂/∂ξ. Applying
the separation ansatz G(ξ, t) = ψ(t)ϕ(ξ) yields to the
result (11) for the time dependent part. The stationary
“Schro¨dinger equation” can be written as
Eϕ(ξ) =λσ(1 − ξ) ∂
∂ξ
ϕ(ξ) +
λ2
2
(1− ξ2) ∂
2
∂ξ2
ϕ(ξ)
+
λµ
6
(1− ξ3) ∂
3
∂ξ3
ϕ(ξ) . (83)
We insert the ansatz ϕ(ξ) = A(ξ) exp(iS(ξ)/λ) to solve
this equation. We sort for the real and imaginary parts
and drop all terms of order λ2 and above which gives
E= −1
2
(1− ξ2) (S′)2 (84)
0= σ(1 − ξ)AS′ + λ
2
(1− ξ2) (2A′S′ +AS′′)
− µ
6λ2
(1− ξ3) (S′)3A . (85)
For convenience of the reader, we dropped the arguments
of A(ξ) and S(ξ). Once again we remark the scaling be-
havior σ ∼ λ and µ ∼ λ3. Interestingly, we find Eq. (84)
which we also found in the last example and also for the
binary annihilation. Its solution is given in Eq. (38). Fur-
thermore, each single term of Eq. (85) is of order λ. This
means that we formally can cancel the small parameter
λ and so its order of magnitude does not appear in both
equations. With S′(ξ) from (84) we can solve Eq. (85)
and find
A(ξ) =A0(ξ0) exp
(
µE
6λ3
1
1 + ξ
)
(ξ − 1)(λ+µ/λ2E)/4λ
× (ξ + 1)(3λ−12σ+µ/λ2E)/12λ . (86)
With the initial condition Pn(0) = δn,n0 we are able to
determine the constants. The probability now reads
Pn(t) =
1
2pii
ξn00 exp
(
− µE
6λ3
1
1 + ξ0
)
×
∮
dξ g(ξ, E) exp (f(ξ, E)) (87)
with
g(ξ, E)=
1
ξ
(
ξ − 1
ξ0 − 1
)(λ+µ/λ2E)/4λ
×
(
ξ + 1
ξ0 + 1
)(3λ−12σ+µ/λ2E)/12λ
(88)
f(ξ, E)=
µE
6λ3
1
1 + ξ
−
√
2E
λ
(arccos ξ − arccos ξ0)
+
Et
λ
− n ln ξ . (89)
To make progress we specify the energy
E = iσ(1 − ξ)pi − 1
2
(1 − ξ2)pi2 − i µ
6λ2
(1− ξ3)pi3 (90)
in terms of ξ. Therefore we have to solve the equations
of motion
dξ
dit
= iσ(1− ξ)− (1 − ξ2)pi − i µ
2λ2
(1− ξ3)pi2 (91)
dpi
dit
= iσpi − ξpi2 − i µ
2λ2
ξ2pi3 , (92)
by inserting the solution of the energy for pi into Eq. (92)
which gives ∂ξ/∂it = τ(ξ, E). The resulting equation
cannot be solved analytically. Hence, we have to solve
this equation by evaluating the integral (19) numerically.
However, this can only be done if we know the functional
coherence of ξ and ξ0, which is obtained by the saddle
point approximation, i.e., f ′(ξs, E) = 0. We find
f ′(ξ, E) =
µE′
6λ3
1
1 + ξ
− µE
6λ3
1
(1 + ξ)2
−
√
2E′
λ
(arccos ξ − arccos ξ0)
+
√
2E
λ
1√
1− ξ2
+
t
λ
E′ − n
ξ
(93)
with E′ from Eq. (23). Again, this equation has to be
solved numerically. A value for ξs can be obtained by
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FIG. 4. Dependence of the average particle number on the
time t. Parameters are chosen as n0 = 300, λ = 0.01, σ = λ
and µ = λ3.
solving Eq. (25). This procedure requires the numeri-
cal solution of two equations combined with a numerical
integration. We remark that there are three possible so-
lutions for pi when solving Eq. (90). This is relevant for
the numerics as we find ξs < 1 for n < 〈n〉 and ξs > 1
for n > 〈n〉 where 〈n〉 is the average particle number. By
performing the numerics we have to use different solu-
tions for pi when we calculate the values for ξs. This is
depending on the value of n being above or below 〈n〉.
The mean field solution ξ¯ = 1 gives us the dynamics of
the average particle number
dp¯i
dit
= iσp¯i − p¯i2 − i µ
2λ2
p¯i3 (94)
with p¯i = −iλ〈n〉. We show the average particle number
〈n(t)〉 in Fig. 4. We specify the parameters λ = 1100 ,
σ = λ, µ = λ3 and n0 = 300. The average particle
number at t = 1 is 〈n(1)〉 ≈ 74.15. Hence, the transition
ξs > 1 arises when n ≥ 75 for t = 1 if we only consider
integer particle numbers.
Having found the values for ξs we can now perform the
saddle point approximation which gives us
Pn(t) =
1
2pi
ξn00 exp
(
− µE
6λ3
1
1 + ξ0
)
g(ξs, E0)
× 1√|f ′′(ξs, E0)| exp (f(ξs, E0)) (95)
with the energy
E0 = λσ(1− ξ0)n0 + λ
2
2
(1− ξ20)n20 +
λµ
6
(1− ξ30)n30 (96)
and the second derivative
f ′′(ξ, E)= E′′
(
µ
6λ3
1
1 + ξ
− 1√
2Eλ
(arccos ξ − arccos ξ0) + t
λ
)
+E′
(
− µ
3λ3
1
(1 + ξ)2
+
E′
(2E)3/2λ
(arccos ξ − arccos ξ0) + 2√
2Eλ
1√
1− ξ2
)
+
µE
3λ3
1
(1 + ξ)3
+
√
2E
λ
ξ
(1− ξ2)3/2 +
n
ξ2
, (97)
which is always real. In Fig. 5 we show the probability
distribution Pn(1) for the same parameter specification
as in Fig. 4. Again we find a good agreement over many
orders of magnitude between the semiclassical approxi-
mation and the exact solution, especially for the left tail
of the distribution.
IV. CONCLUSIONS
Extending the approach by Elgart and Kamenev, we
put forward a model which is able to describe the prob-
ability of rare events in reaction-diffusion systems de-
scribed by master equations. The systems consist of
single-species particles with infinite-range interaction and
we assume that spatial degrees of freedom are irrelevant.
By means of a generating function we transform the mas-
ter equation into a time-dependent “Schro¨dinger equa-
tion” in imaginary time. As the master equation gives a
probabilistic description of the system, so does the evo-
lution equation for the generating function. In short,
the master equation is equivalent to the time-dependent
“Schro¨dinger equation” derived by means of the gener-
ating function. We separate the time-dependent part of
the “Schro¨dinger equation” and the stationary part and
thereby introduce a new constant which we will interpret
as the energy or Hamilton function of the system. We ap-
ply a WKB approximation to solve the stationary part of
the “Schro¨dinger equation”, we identify a small parame-
ter which is the analogue to Planck’s constant ~. In order
to find the rare event statistics we are interested in large
deviations from a typical system behavior. A typical be-
havior can be calculated by the mean field approximation
which allows us to calculate quantities such as the aver-
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FIG. 5. Probability density distribution for the combined
annihilation up to third order, see Eq. (81), at t = 1 on a
logarithmic scale. Parameters are chosen as n0 = 300, λ =
0.01, σ = λ and µ = λ3.
age particle number. Within the WKB approximation
we can derive the classical equations of motion which
determine the phase portrait of the system. The trajec-
tories of the phase portrait are determined by the energy
which is constant in the semiclassical description. These
classical equations of motion need to be solved either an-
alytically or numerically in order to find the solution for
the generating function. Finally, the probability to find n
particles at time t is calculated by Cauchy’s integral for-
mula on which we apply a saddle point approximation.
At this point we make a transition from the semiclassi-
cal description in which the dynamics is determined by
the phase portrait to a probabilistic description. Hence,
when performing the saddle point approximation the en-
ergy does not remain constant and becomes a function
of the phase space parameters. This dependence is de-
termined by the classical equations of motion. We re-
mark that the accuracy of the method breaks down in
the vicinity of the average particle number and for small
times when the condition 〈n(t)〉 ≪ n0 is not satisfied.
We studied some systems. The single annihilation is
exactly solvable. The binary annihilation process and the
process which combines binary and single annihilation is
analytically solved by means of the WKB approximation.
For both systems we find good agreement over many or-
ders of magnitude with the exact solution of the master
equation. Finally, we analyzed a process that combines
single, binary and triple annihilation. In general, the
leading order of the stationary “Schro¨dinger equation”
is obtained by the order of the highest annihilation pro-
cess. The third order differential equation can be solved
analytically when we require a certain scaling of its pa-
rameters and use the WKB approximation. However, the
semiclassical equations of motion have to be solved nu-
merically. Once more, in the tails of the distribution, we
find a very good agreement with the exact solution over
many orders of magnitude.
Rare events define the tail of the distribution. We are
not interested in typical fluctuations near the maximum
of the distribution where we find oscillations for some
examples. Nontheless, the oscillations can easily be re-
moved by dropping the prefactor of the distribution and
replacing it with a normalization constant.
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