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Tato práce se v úvodu zabývá metodami, pomocí kterých lze počítat pohybující se objekty
ve videu. Nejprve je popsána metoda odečítání pozadí a její techniky, dále způsob detekce
blobů a nakonec způsob sledování a započítávání blobů. Výstupem práce je aplikace, která
pomocí popsaných technik počítá skupiny prošlých osob po lávce mezi budovami Fakukty
informačních technologií Vysokého učení technického v Brně.
Abstract
This thesis deals with methods for counting moving objects in video. It explains background
subtraction method and its techniques, then it explains methods for detection, tracking
and counting blobs. Output of this thesis is application which uses described principles for
counting groups of people on the footbridge between buildings of Faculty of Information
Technology, University of Technology in Brno.
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Detekování a sledování objektů ve videu se v praxi uplatňuje v bezpečnostních aplikacích,
které dohlížejí na pohyb osob v objektech (například nákupních centrech), kde je sledováno
kolik lidí je v budově na základě počtu osob, které do budovy vstoupily a které ji opustily.
Prvotní snahou u aplikací, počítající pohyblivé objekty ve videu, je rozpoznání pohybu
a oddělení pozadí od popředí. U statických metod je pozadí většinou neměnné až na šum,
který může vznikat důsledkem chyb snímacího zařízení, změny jasu vlivem denního osvětlení
a dalších venkovních vlivu jako je například pohyb trávy či stromů při foukání větru nebo
špatné počasí (déšť, shíh, mlha). Popředí reprezentují změny oproti zbytku pozadí.
Dalším krokem je rozpoznání pohybujících se objektů a jejich reprezentace, aby bylo
možné je sledovat. Takto reprezentované objekty lze počítat vhodně zvolenou metodou.
V této bakalářské práci jsou prostudovány základní metody detekce pohyblivých ob-
jektů pomocí odečítání pozadí, metody pro detekování objektů popředí a jejich vhodnou
reprezentaci, která je dále využívána pro metody sledující pohyb objektu ve videu, které
je pořízeno stacionární kamerou. Tyto postupy jsou poté aplikovány na reálnou scénu, dle
zadání práce specifikovanou jako lávku, spoující budovy Fakulty informačních technologií
Vysokého učení technické v Brně.
Práce je rozdělena na šest kapitol ve kterých jsou popsány principy jednotlivých použi-
tých metod.
Druhá kapitola se zabývá nejpoužívanějšími metodami pro detekci pohybu v obraze
jako jsou metoda odečítání pozadí (Background subtraction) nebo metoda optického toku a
analýza pohybu založená na detekci významných bodů. Metodě odečítání pozadí je věnována
největší část kapitoly díky jejímu hojnému využívání u přístupu se statickou kamerou, který
je v této práci použit. Dále se tato kapitola věnuje detekci a sledování blobů.
Ve třetí kapitole je popsán návrh aplikace, která počítá skupiny chodců, prošlé po lávce
mezi budovami fakulty.
V kapitole číslo čtyři je popsána implementace aplikace, vytvořené pro tuto bakalářskou
práci.
Pátá kapitola se zabývá testováním vyvinuté aplikace na videosekvencích lávky, které
byli pořizovány v průběhu roku.
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Kapitola 2
Detekce pohybu, vytváření blobů,
jejich sledování a počítání
Tato kapitola představuje stručný přehled metod, které se váží k problematice počítání lidí
ve videu, pořízeného statickou kamerou. Tyto metody jsou zde rozděleny do tří základních
fází, kterými musí vstupní video projít, aby bylo možné chodce počítat. Tyto tři základní
fáze jsou (viz také 2.1): detekce pohybu ve videu, vytvoření blobů, sledování a započítávání
blobů.




Obrázek 2.1: Tři základní fáze pro počítání lidí ve videu
Pro každou z těchto tří základních fází je v této kapitole uveden přehled technik, kterými
lze problém vyřešit. Úkolem první z těchto fází je oddělit popředí (objekty, které chceme
počítat) od pozadí. V části o detekci pohybu je popsáno několik metod, kterými lze to-
hoto dosáhnout. Druhá část detekce blobů je věnováná reprezentaci objektů popředí, které
jsme získali ve fázi první. Poslední část je věnována sledování objektů a jejich následnému
počítání na základě jejich reprezentace z druhé fáze.
2.1 Metoda odečítání pozadí
Metoda odečítání pozadí patří mezi základní metody pro detekci pohybu ve videu ze sta-
cionární kamery. Zároveň se řadí mezi metody, které jsou nejčastěji využívané pro její
jednoduchost a rychlost. Princip metody odečítání pozadí se dělí na čtyři hlavní části, které
budou níže popsány. Rozdělení zpracování vychází z článku od Sen-Ching a Kamath [16]a







V části předzpracování si klademe za cíl z pořízeného videa odstranit nebo alespoň potlačit
nežádoucí vlivy okolí a šum způsobený kamerou, který vzniká pří digitalizaci a přenosu
obrazu. Mezi nežádoucí vlivy, které se snažíme pomocí aplikace různých filtrů odstranit,
jsou například meteorologické jevy jako je déšť, sníh nebo vítr, který chvěje s listím na
stromech.
Pro rychlejší zpracování videa můžeme zmenšit rozlišení nebo lze snížit snímkovou frek-
venci videa. Popřípadě můžeme redukovat barevný obraz, který má tři barevné složky(R,
G, B) na šedotonový pomocí jasové funkce, tím lze ušetřit až dvě třetiny paměti. K převodu
na šedotónový obraz slouží následující empirický vztah [6].
I = 0.299R+ 0.578G+ 0.114B (2.1)
Obrázek 2.2: Převod na stupně šedi
Díky citlivosti lidského oka na vnímání intenzity barvy mají ve vztahu jednotlivé složky
různou váhu.
Modelování pozadí
Modelování pozadí je jedou z důležitých fází metody odečítání pozadí. Model pozadí re-
prezentuje pozadí scény, nad kterou bude probíhat detekce pohyblivých objektů. Mnoho
výzkumů [19] se zabývá vytvořením takového modelu pozadí, který by toleroval změny
v pozadí, klasifikovaných jako změny scény. Tyto změny se mohou týkat pouze části mo-
delu pozadí (lokální) nebo se mohou týkat celého modelu pozadí (globální). Změny mohou
být způsobeny osvětlením a to buď pozvolným, jako je například změna vlivem denní doby,
nebo mohou být změny v ovětlení náhlé třeba vypnutí a zapnutí světla nebo zatažení ob-
lohy, případně stíny jiných objektů v popředí nebo pozadí. Při menším posunu kamery díky
působení silného větru nebo vibracím se tyto změny označují jako pohybové změny [4].
Modelování pozadí je možné dělit [16] podle toho jestli je pro modelování využita vy-
rovnávací paměť (buffer) na nerekurzivní a rekurzivní techniky.
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Další dělení, které se uvádí v prezentaci od Ondřeje Šerého [21], je na statický a dyna-
mický model, kde statický model využívá pozadí, které je již předpočítané v průběhu učící
fáze, zatím co u dynamického modelu je pozadí v průběhu obměňováno.
Rozdíl snímků
Patří mezi nejjednoušší a nejzákladnější techniky pro modelování pozadí [11]. Tato technika
modeluje pozadí z předchozího snímku, to znamená, že pro snímek v čase It je modelem
pozadí snímek v čase It−1.
Dt = |It−1 − It| (2.2)
Jako nevýhody této techniky jsou označovány nedostatky jako je detekce pouze hranice
pohyblivého objektu (viz obrázek 2.3), protože je pozadí modelováno pouze z jediného
snímku. Mezi výhody této metody se řadí rychlost a nízká paměťová náročnost.
Metoda průměru/mediánu posledních N snímků
Tato technika modeluje pozadí Bt z výpočtu historie průměru/mediánu [20, 14] hodnot
každého pixelu a jejich rekurzivní aktualizace. Všechny pixely jsou klasifikovány pomocí
rozdílu Dt mezi modelem pozadí Bt a aktuálním snímkem It.
Dt = |Bt − It| (2.3)
V každém kroku je modelované pozadí aktualizováno pomocí adaptivního průměru a učící
konstanty α.
Bt+1 = αIt + (1− α)Bt (2.4)
Díky modelování pozadí v každém kroku se metoda dobře přizpůsobuje změnám prostředí
jako je třeba změna osvětlení scény. Tato metoda je často využíváná například v práci [3].
Směsice gaussových křivek
Rekurzivní a dynamická technika, kterou se zabývá Stauffer a Grimson [19] a jiní [5, 7].
V práci [19] je modelován každý pixel směsicí K gaussianů, kde K bývá obvykle v rozmezí
3 až 5.
V každém čase t je známa historie konkrétního pixelu x0, y0 reprezentována:
X1, ..., Xt = I(x0, y0, i) : 1 ≤ i ≤ t (2.5)
kde I je posloupnost snímků.
Směsicí K gaussiánu je modelována nedávná historie každého pixelu X1, ..., Xt. Potom




ωi,t ∗ ηXt, µi,t,Σi,t) (2.6)
kde K je počet gaussiánů, ωi,t je váha, ηXt je střední hodnota, Σi,t je kovariantní matice,












Pro aktualizaci se používá on-line K-means přiblížení, kde každá nová hodnota pixelu (Xt)
se porovná s existujícím gaussiánem, dokud je nacházena shoda (odchylka 2,5 od střední
hodnoty(2, 5σ)). Pokud neodpovídá žádné z K rozdělení, je hodnota aktuálního pixelu
nahrazena tím nejméně pravděpodobným rozdělením s hodnotamy aktuální střední hodnoty,
velkým rozptylem a nízkou předběžnou váhou. Váha je upravována v čase t následovně:
ωk,t = (1− α)ωk, t− 1 + α(Mk,t) (2.8)
kde α je učící konstanta, Mk,t, je 1 pro model který byl přidělen a 0 pro ostatní gaussiány,
1\α je časová konstanta, která určuje rychlost změny rozdělení parametrů a ω je filtr dolní
propusti. Každý gaussián je aktualizován a K váhy ωk,t jsou normalizovány tak, že součet
je 1. Parametry µ σ jsou aktualizovány následovně:
µt = (1− ρ)µt− 1 + ρ(Xt) (2.9)
σ2t = (1− ρ)σt− 12 + ρ(Xt − µt)T (Xt − µt) (2.10)
kde
ρ = αη(Xt|µk, σk) (2.11)
což je v podstatě stejná dolní propusť jako byla uvedena výše, s vyjímkou toho, že vybíraná
data jsou zahrnuta v odhadu.
Gaussiáni se uspořádají sestupně podle ω\σ, čímž vznikne něco jako otevřený seznam,
kde budou gaussiáni s nejvyšší pravděpodobností na vrcholu a ty s menší pravděpodobností
budou propadávat dolů a budou postupně nahrazeny novými rozděleními. První B rozložení




ωk > T ) (2.12)
kde T je minimální hodnota části dat, které by měly být označeny za pozadí. Podle veli-
kosti hodnoty T se určí zda jde o unimodální nebo multimodální rozdělení. O unimodální
rozdělení jde tehdy, když je hodnta T příliš malá, v opačném případě jde o rozdělení mul-
timodální.
Hlavními výhodami metody směsice gaussových křivek při multimodálním rozložení je
eliminování vnějších rušivých vlivů jako jsou listy stromů nebo tráva, pohybující se vlivem
větru, nebo vlny na moři.
Detekce popředí
Tato část provádí porovnávání vstupních snímků s vymodelovaným pozadím. Každý sní-
mek je porovnán s modelem pozadí a pixely, které se liší od vymodelovaného pozadí, jsou
označeny jako popředí.
Většina technik používá pro detekci popředí prahování. Prahování [6] je jednou ze zá-
kladních segmentačních technik, která slouží ke shlukování obektů se stejnými vlastnostmi.
Operace prahování provádí klasifikaci jednotlivých bodů podle přísluštnosti k danému in-
tervalu, který je určen zadaným prahem. Vztah pro přiřazení bodu (pixelů) k příslušným




L pro i < T
H pro i ≥ T (2.13)
Výsledkem detekce popředí je maska popředí, která představuje pohybující se objekty.
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Rozdílová metoda
Detekce poředí v rozdílové metodě probíhá na základě změny 2.2, která probíhá u modelo-
vání pozadí. Tato změna označí pixel jako popředí pomocí vhodně zvolené prahové hodnoty.
Maska popředí se potom vytvoří jako:
Mt(x, y) =
{
0 Dt(x, y) ≥ T
1 Dt(x, y) > T
(2.14)
Problémem této metody je vhodné zvolení velikosti prahu.
Obrázek 2.3: Binární maska získaná rozdílovou metodou
Metoda průměru/mediánu posledních N snímků
Detekce popředí v této metodě je stejná jako u předchozí metody. Vstupní snímky jsou
porovnávany s modelem pozadí (viz kapitola 2.1). Maska pozadí se pak vytváří na základě
prahové hodnoty a rozložení podle vztahu (2.14).
Obrázek 2.4: Binární maska získaná metodou mediánu posledních N snímků
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Směsice gaussových křivek
U směsice gaussových křivek probíhá modelování popředí při modelování pozadí podle
vztahu (3.12). Pak pixely, které jsou dostatečne odchýleny (odchylka 2,5 od střední hodnoty
(2, 5σ)) od některého B, jsou určeny jako popředí.
Obrázek 2.5: Binární maska získaná pomocí metody Směsice gaussových křivek
Validace dat
V tomto kroku metody odečítání pozadí se snažíme zlepšit výstup z předchozích kroků
metody odečítání pozadí. Upravujeme získanou masku popředí, nejčastěji aplikací různých
morfologických filtrů, abychom dosáhli odstranění či zmírnění nežádoucích detekovaných
objektů.
Dilatace
Dilatace [13] je jednou ze základních operací matematické morfologie. Dilatace se využívá
pro vyplňování malých děr a úzkých zálivů v binárním obraze. Výsledkem binární dilatace
je zvětšený objekt. Dilatace ⊕ skládá dvě množiny použitím vektoru sčítání.
X ⊕B = p ∈ ε2 : p = x+ b, x ∈ Xandb ∈ B (2.15)
Obrázek 2.6: Dilatace s elementem 3x3 vlevo original vpravo po použití dilatace (převzato
z [13])
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Pro zachování velikosti se dilatce kombinuje s erozí.
Eroze
Další ze základních operací matematické morfologie je eroze. Eroze [13] 	 je duální operace
k dilataci. Skládá dvě množiny pomocí vektoru odečítání nastavených prvků. Je používána
pro zjednodušení struktury objektu. Odstraňuje objekty nebo jejich části o šířce jedna.
X 	B = p ∈ ε2 : p+ b ∈ Xpro každéb ∈ B (2.16)
Obrázek 2.7: Eroze s elementem 3x3, vlevo originál, vpravo po použití eroze (převzato z [13])
2.2 Další metody pro detekci pohybu ve videu
Metoda odečítání pozadí je velice oblíbená a hojně využívaná a pro pouhou detekci pohybu
slouží dobře. Pokud ale chceme provádět třeba analýzu pohybu je metoda odečítání pozadí
již nedostačující a je nutné použít jinou vhodnou techniku.
Metoda optického toku
Optický tok [13] odráží změny v obraze vyvolané pohybem během časového intervalu dt,
který musí být dostatečně krátký na to, aby zachytil i malé změny pohybu. Pro každý
bod obrazu existuje dvourozměrný vektor rychlosti, který v sobě nese informace o směru a
velikosti rychlosti pohybu na daném místě. Mezi nevýhody optického toku patří závislost
Obrázek 2.8: Optický tok: čas t1, čas t2; optický tok (zleva) (převzato z [13])
na změně osvětlení scény a na pohybu nevýznamných objektů. Algoritmus pro optického
toku je výpočetně velmi náročný.
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Analýza pohybu založená na detekci významných bodů
Tato metoda hledá významné body v celé snímkové sekvenci. Body, které jsou podobné
okolí, představují rohy, hranice nebo jiné významné vlastnosti objektů ve snímku, mohou
být sledovány v čase. Pro detekci významných bodů lze použít jednoduchý detektor rohů
nazvaný Moravcův operátor [13], který označuje body s vysokým kontrastem jako rohy nebo
ostré hrany. Pomocí srovnávání je nutné určit korespondenci objektů mezi jednotlivými
snímky. Výsledkem předchozích procesů je řídké pole rychlosti. Detekci pohybu lze použít
i pro relativně dlouhé časové intervaly.
2.3 Bloby
Pomocí detekce pohybu jsme získali ze vstupního videa binární masku popředí, která nám
reprezentuje objekty v pohybu. Pro další postup je nutné tyto objekty vhodně reprezento-
vat, aby je bylo možné sledovat a následně i započítávat. Takto detekované objekty budeme
nazývat bloby [12] (Binary Large OBject), což jsou skupiny spojených pixelů v binárním
obraze.
2.4 Detekce blobů
Úkolem detekce blobů je najít a vhodně označit spojenou skupinu pixelů. Zda jsou či nejsou
dva pixely spojené určuje konektivita [12], která definuje, které pixely jsou sousedé a které
nejsou. Mezi dva nejčastější typy konektivity patří:
• 4–okolí
• 8–okolí
Častěji se používá 4–okolí, protože je méně výpočetně náročné, ale 8–okolí je přesnější
(viz 2.9). Pro hledání blobů existuje spousta různých algoritmů, obvykle se označují jako
Obrázek 2.9: Ukázka 4–okolí a 8–okolí (převzato z [12])
analýza spojených částí (connected component analaysis) nebo označování spojených částí
(connected component labeling). Metody mohou být děleny podle toho, jestli používají
4–okolí nebo 8–okolí, nebo podle počtu průchodů snímkem, což je většinou jeden, nebo
dva [12].
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Označovací algoritmus pomocí techniky trasování obrysu v lineárním čase
(A linear–time component–labeling algorithm using contour tracing technique)
Tento algoritmus [2] je jednoprůchodový, používá 8–okolí, prochází masku popředí shora
dolů a zprava doleva. Algoritmus přiřadí ke každému bodu nové označení, nebo stejné, jako
na řádku předtím, podle čtyř následujících kroků:
1. Když se vnější bod obrysu, vyskytne poprvé (nemá žádné označení), potom postupu-
jeme po obrysu a označujeme body jako body obrysu, dokud nedosáhneme výchozího
bodu.
2. Jestliže narazíme na již označený bod obrysu, postupujeme dál po řádku a označujeme
body náležící do blobu stejně jako bod obrysu.
3. Když se vnitřní bod obrysu vyskytne poprvé (nemá žádné označení), přiřadíme mu
stejné označení, jako mají body vnějšího obrysu. Následně postupujeme po vnitřním
obrysu a označujeme body stejně jako první bod vnitřního obrysu.
4. Jesliže narazíme na již označený bod vnitřího obrysu, jdeme dál po řádku a označu-
jeme body náležící do blobu stejně jako bod vnitřního obrysu.
Předchozí postup je znázorněn na obrázku 2.10, kde jako A je označen bod vnějšího obrysu,
B je označení pro bod vnitřního obrysu. Mezi výhody této metody patří její rychlost, i když
Obrázek 2.10: Čtyři kroky pro označování bodů (A–D odpovídá krokům 1–4) (převzato
z [2])
využívá 8–okolí, to díky tomu, že na označení stačí jeden průchod.
Po nalezení blobů je vhodné kolem blobu vykreslit obdélník (bounding box) nebo ovál,
který bude opsaný kolem blobu. Hlavními hodnotami reprezentující blob jsou:
• Obdélník – který je kolem něj opsaný a má souřadnice(xmin, xmax, ymin, ymax)
• Rozloha – obsah obdélníku v pixelech, který je kolem blobu opsaný
• Centroid – střed blobu, který je vypočítán z opsaného obdélníku jako








kde Cx a Cy jsou souřadnice centroidu
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Výsledek algoritmu pro detekci blobů závisí na kvalitě masky popředí, která byla získána
v části detekce pohybu. V případě masky, která odráží změny v osvětlení a jiné rušivé vlivy,
je detekováno velké množství falešných blobů. Menší šum lze eliminovat pomocí nastavení
minimální velikosti blobu.
2.5 Sledování blobů
Po nalezení a označení blobů je další fází jejich sledování v sekvenci snímků. Tento proces je
zásadní pro následné počítaní jednotlivých blobů. Mezi nejjednodušší metody patří přiřa-
zení nejpodobnějšího blobu z předchozího snímku k blobu v aktuálním snímku na základě
zapamatovaných hodnot jako je centroid, velikost a ohraničující obdélník.
Sledování na vysoké úrovni
Algoritmus [1] pro sledování na vysoké úrovni spojuje existující stopy s bloby pro každý po
sobě jdoucí snímek. Toho je dosáhnuto vytvořením matice vzdáleností, jejíž položky v sobě
uchovávájí vzdálenost mezi každými dvěma bloby a všechny momentálně aktivní stopy.
Pro určování vzdálenosti je používán obdélník blobu. Vzdálenost mezi bloby A a B (viz
2.11) je určena nejmenší vzdáleností centroidu (Ca, Cb) od nejbližšího bodu blobu (B,A).
V případě, že jsou oba centroidy v jednom obdélníku blobu, pak je jejich vzdálenost nulová.
Je nutné následně přidat postih stopám, které mezi pozorováními nebyly dlouho aktivní.
Obrázek 2.11: Určování vzdálenosti mezi obdélníky blobu; vlevo vzdálenost mezi obdélníky
boxu A a B, vpravo oba centroidy Ca, Cb v jednom obdélníku blobu (vzdálenost je nulová)
(převzato z [1] )
Pomocí prahování je matice vzdáleností převedena do binární podoby, což má za následek





Odpovídající matice pro dobré oddělení pohybujících se objektů bude mít nanejvýš jeden
nenulový prvek na každém řádku či sloupci, který bude přidělovat jednu stopu jednomu
blobu. Řádky nebo sloupce se samými nulovými hodnotami reprezentují buď stopu, která
nebyla dlouho viditelná (řádek plný nulových hodnot) nebo nový objekt (samé nulové hod-
noty jsou ve sloupci). Jestliže je ve sloupci více jak jedna nenulová hodnota, dochází ke
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slučování objektů, potom vzniklému objektu odpovídají dvě a více stop. V případě více ne-
nulových hodnot v jednom řádku se jedná o rozdělní objektů, potom více blobů má jednu
stopu. Jestliže jedna stopa odpovídá více obdélníkům blobů, potom se všechny obdélníky
blobu spojí. V případě, že jsou dva objekty sledovány jako jeden oddělený, počká se, než se
objekty od sebe vzdálí tak, aby měl každý svůj obdélník blobu a svoji stopu.
2.6 Počítání blobů
Počítáním osob ve videu se zabývá mnoho prací [15, 9, 8], kde jsou využívány takzvané
počítací nebo virtuání čáry. Virtuálními čarami je rozdělena scéna na několik částí. Blob se
započítá v případě že projde daným počtem čar, většinou všemi. Počet virtuálních čar se
práce od práce liší, někdě je použita jedna, někde i tři.
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Kapitola 3
Návrh aplikace pro počítání skupin
na lávce FITu
V této kapitole je popsán návrh aplikace, která počítá procházející skupiny chodců po
lávce mezi budovami Fakulty informačních technologií. Skupiny se počítají z toho důvodu,
že nelze umístit kameru na lávce do ideální polohy (kamera by snímala lávku shora). Na
získaných pohledech z různých stran by bylo těžké i pro člověka od sebe jednotlivé chodce
odlišit, proto se v návrhu aplikace pracuje s počítáním skupin. Pří návrhu aplikace byl
kladen důraz na zpracování v reálném čase se zachováním dostatečné kvality výstupního
proudu dat.
Při návrhu aplikace jsem vycházela z teoretické části této práce, kterou se zabývá ka-
pitola 2, ve které jsou popsány algoritmy pro realizaci detekce pohybujících se objektů
v obraze a jejich sledování.
Návrh aplikace je zobrazen na obrázku 3.1. Obrázek návrhu zobrazuje jednotlivé dílčí
kroky, kterými jsou získané snímky zpracovány.
3.1 Vstupní videosekvence
Vstupem aplikace je video ve formátu .avi. Ještě před vstupem do vlastní aplikace bylo
video zkonvertováno z formátů .MTS (které produkuje použítá kamera) nebo .MOV (které
produkuje fotoaparát) do vstupního formátu pro aplikaci. Video je převedeno pomocí pro-
gramu ffmpeg. Předpokladem pro správnou detekci pomocí metody odečítání pozadí je
video pořízené ze stacionární kamery (ukázka nestatické scény na obrázku 3.2).
3.2 Metoda odečítání pozadí
V aplikaci je využita pro detekci pohybu ve videu metoda odečítání pozadí (2.1). Tato
technika se skládá ze čtyř základních kroků.
Předzpracování vstupních snímků
V části předzpracování se video zpracovává po jednotlivých snímcích. Snímky jsou
postupně vyhlazeny pomocí filtrů pro odstranění šumu (obrázek (3.3)) a následně se
pomocí jasové funkce převedou na šedotonový obraz (obrázek(3.4)).
Modelování pozadí
Předzpracováné snímky vstupují do druhé části metody odečítání pozadí, která se
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Obrázek 3.1: Návrh aplikace
nazývá modelování pozadí. Zde je možné použít několik různých technik. V mé práci
jsou použity tři, aby bylo možné je mezi sebou porovnávat. Konkrétně to jsou: Rozdí-
lová metoda (2.1), Metoda mediánu posledních N snímků (2.1) a Směsice gaussových
křivek (2.1). Pozadí modeluje každá z technik odlišně, proto byly vybrány. Rozdílová
metoda určuje pozadí pouze na základě předchozího snímku. Metoda mediánu po-
sledních N snímků modeluje pozadí pomocí střední hodnty pixelu ze snímků, které
má uložené ve vyrovnávací paměti (bufferu). Poslední je metoda Směsice gaussových
křivek, kde se model pozadí skládá z více modulů, které je se vybírají z gaussovského
rozložení.
Detekce popředí
Zde se vytváří binární maska popředí (obrázek 3.5). Tato maska v sobě uchovává
pohybující se objekty (chodce na lávce) ve videosekvenci. Maska popředí se vytváří
pomocí prahování a porovnávání modelu pozadí s aktuálně načteným snímkem. Na
hodnotě prahu je závislá kvalita výsledné masky.
Validace dat
Je poslední krok metody odečítání pozadí. V této části se na získanou binární masku
popředí aplikují filtry, které se snaží odstranit nežádoucí detekované objety pozadí.
Takovými filtry jsou Dilatace a Eroze, kde eroze nejprve sníží šum a dilatace potom
zvětší velikost detekovaných objektů.
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Obrázek 3.2: Ukázka nestatické scény a chybné detekce. Vlevo maska, vpravo špatně dete-
kovaný blob.
3.3 Sledování blobů
Výstupem metody odečítání pozadí je binární maska popředí, která je vstupem do další
části, která sleduje bloby. Sledování blobů je rozděleno na dvě dílčí části a to na Detekci
blobů (obrázek 3.6) a Sledování blobů.
Detekce blobů
Při detekci blobů se binární maska prochází pomocí algoritmu popsaného v předchozí
kapitole 2.4 zhora dolů, zleva doprava a hledá spojité oblasti bílých pixelů, které značí
pohybující se chodce. Takto nalezené oblasti uzavírá do obdélníku blobu. Výsledem
této detekce je seznam nalezených blobů, kde je blob reprezentován centroidem (střed
obdélníku blobu), souřadnicemi levého dolního a pravého horního rohu ([Xmin, Ymin],
[Xmax, Ymin]) a jeho rozlohou (obsahem).
Sledování blobů
Vzniklé bloby jsou na vstupu do druhé části sledování blobů. Zde se jednotlivé bloby
sledují pomocí algoritmu (2.5), který přiřazuje každému blobu stopu na základě matice
vzdáleností. Díky stopám je znám pohyb blobu ve videu a doba, po kterou se objekt
ve videu nacházel.
3.4 Návrh počítání skupin prošlých po lávce
Pro počítání skupin chodců po lávce jsem navrhla tři metody.
• Počítání skupin chodců na lávce pomocí seznamu blobů
• Počítání skupin chodců na lávce pomocí stop
• Počítání skupin chodců z jednotlivých směrů
Počítání skupin chodců na lávce pomocí seznamu blobů
Tato metoda byla navržena jako první. Vstupem je seznam blobů. Tento způsob počítá
bloby na základě změny celkového počtu blobů ve scéně. Předchozí počet blobů se
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Obrázek 3.3: Vstupní snímek Obrázek 3.4: Převod na šedotonovy obraz
Obrázek 3.5: Binární maska Obrázek 3.6: Detekované bloby
uloží a porovnává se s počtem aktuálním. Pokud došlo k jeho navýšení, počká se po
určitý počet snímků a pokud je počet blobů ve scéně stále stejný, přičtou se k cel-
kovému počtu skupin chodců na lávce. Tato metoda je citlivá na nastavení počtu
snímků, což udává dobu čekání před započtením skupiny. Toto je nutné kvůli dočas-
ným rozpadům velkých blobů na větší počet menších blobů (3.7).
Počítání skupin chodců na lávce s využitím stop
Jako další metoda byla navržena technika, která využívá pro počítání skupin chodců
ná lávce sledovaní blobů. Sledované bloby jsou započítány po určité době. Tato doba
je určena počtem snímků po které se blob nachází ve scéně. Na rozdíl od předchozí
metody se také počítá se stopami. Knihovna CvBlob vytváří stopy až v případě, že
se bloby nachází ve scéně spojitě delší dobu.
Počítání skupin chodců z jednotlivých směrů
Návrh pro počítání skupin chodců z jednotlivých směrů vychází z předchzího bodu.
U počítání skupin z jednotlivých směrů se kromě určité doby, kdy je blob ve scéně,
porovnává také jeho centroid se středem snímků. Podle souřadnice centroidu x je bod
započítán buď na levou, nebo na pravou stranu.
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Obrázek 3.7: Dočasný rozpad na menší bloby
3.5 Oblast zájmu
Jelikož jsou některá videa pořizována z větší dálky a v záběru se nenáchází pouze lávka,
bylo nutné zaměřit se pouze na oblast, ve které chceme skupiny počítat (obrázek 3.11). Při
počítání v celém rozsahu videa byl občas započítán nežádoucí pohyb jako byl letící pták
(3.8), kamion (3.9), projíždějící pod lávkou, nebo odlesky od projíždejících aut (3.10), které
se odražejí od stříšky lávky.
Obrázek 3.8: Detekce letí-
cího ptáka
Obrázek 3.9: Kamion pro-
jíždějící pod lávkou
Obrázek 3.10: Odlesk na
stříšce lávky od projíždějí-
cího auta po silnici pod láv-
kou.
Oblast zájmu byla zadávána ručně, dle umístění lávky v záběru kamery. U některých
záběrů bylo třeba oříznout ze scény nejen horní a spodní část, ale i část ze strany (obrazek
3.13). Protože v záběrech, kde je zabrána větší část nové budovy fakulty, která má tmavou
barvu fasády, je ztíženo modelování pozadí a následná detekce a počítání skupin (obrázek
3.12), byla použita oblast zájmu. Díky zavedení oblasti zájmu se zpřesní počítání skupin,
protože nebudou započítány nežádoucí objekty. Použitím oblasti zájmu došlo u některých
videí k mírnému zrychlení zpracování, díky propočítávání menší oblasti.
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Obrázek 3.11: Na obrázcích jsou vyznačeny červenými obdélníky oblasti zájmu pro dané
snímky.
Obrázek 3.12: Špatná maska popředí a následné rozložení blobu vlivem tmavého pozadí.




Aplikace byla implementována v jazyce C/C++. Vývoj aplikace probíhal nejdříve pod
systémem Arch Linux, ale poté jsem vývoj přesunula na systém Microsoft Windows 7 64bit,
do vývojového prostředí Visual Studio 2010 Prosfessional 32bit. Pro vývoj byly využity
open-source knihovny.
4.1 Knihovny




Nejdůležitější byla otevřená knihovna OpenCV, která je uvolněná pod licencí BSD.
Knihovna posykytuje široké množství funkcí pro práci s obrazovýmí daty, které jsem vyu-
žívala.
Knihovna BGSLibrary [18] poskytuje 29 algoritmů pro metodu odečítání pozadí a je
volně šířitelná pod GNU licencí. Tuto knihovnu jsem použila pro funkce týkající se metody
odečítání pozadí, což mi umožnilo porovnat metody mezi sebou.
CvBlob [10] je knihovna počítačového vidění pro detekci a trackování blobů.
4.2 Architektura výsledné aplikace
Vstupem do aplikace je soubor s videem ve formátu .avi. Video je načítáno a zpracováváno
po snímcích. Vstupní snímky jsou nejdříve vyhlazeny gaussovým filtrem (GaussianBlur)
a vysledek je zobrazován v jednom z výstupních oken. Takto upravený snímek je ještě
převeden do odstínů šedi (pomocí funkce, kterou poskytuje knihovana OpenCV), výstup je
opět zobrazován v jednom z oken aplikace.
Takto předzpracováný snímek je dále zpracován funkcemi, které poskytuje knihovna
BGSLibrary a to konkrétně funkcemi, které vrátí binární masku obrazu a také funkcemi, po-
skytující metodu rozdílu snímků, směsici gaussových křivek a průměr posledních n snímků.
Binární maska obrazu je pomocí filtrů eroze a dilatace zbavena menších nedokonalostí a
následně je zobrazována v jednom z výstupních oken.
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Pomocí knihovny CvBlob jsou nalezeny v binární masce bloby. Ty jsou následně počí-
tány, sledovány a do původního obrazu jsou zpět vykreslovány obdélníky, které tyto bloby
ohraničují. Pro vykreslování blobů a zobrazování počtu skupin, prošlých po lávce, je také
samostatné výstupní okno.
4.2.1 Spojování blobů
Při vytváření blobů vznikají chyby, kdy jeden pohybující se objekt je reprezentován skupi-
nou blobů. Tento problém vzniká kvůli nepřesnostem při vytváření masky. Tyto nepřesnosti
jsou způsobeny, mimo jiné, příčkami, ze kterých se lávka skládá. Proto bylo nutné vytvořit
funkci, která tyto bloby spojí do jediného.
Tato funkce vytváří nové bloby spojením blobů, které detekovala knihovna CvBlob.
Bloby spojuje funkce spoj blob (obrázek 4.1), která přebírá strukturu blobů a bloby v ní
obsažené spojuje ná základě vzdáleností jejich centroidů pomocí Euklidovské vzdálenosti,
která je vypočítána následovně:
vzdalenost =
√
(CX1 − CX2)2 + (CY 1 − CY 2)2
kde jsou [CX1, CY 1] a [CX2, CY 2] souřadnice dvou centroidů. Vzdálenost dvou bodů se
nastavuje pomocí konstanty LIMIT VZDALENOSTI.
Pseudokód této funkce je následující:
1 int s p o j b l o b ( SeznamBlobu bloby ) {
2 SeznamBlobu nehotove bloby = bloby ;
3 bloby . delete ( ) ;
4
5 while ( ! nehotove bloby . empty ( ) ) {
6 Blob prvni = nehotove bloby . pop ( ) ;
7 bool z a r a d i t = true ;
8
9 for ( blob in nehotove bloby ) {
10 i f ( j s o u b l i z k o ( blob , prvni ) ) {
11 Blob novy = s l u c b l o b y ( blob , prvni ) ;
12 nehotove bloby . e r a s e ( blob ) ;
13 z a r a d i t = fa l se ;




18 i f ( z a r a d i t ) {




Algoritmus tohoto programu je jednoduchý. Na začátku programu se vytvoří množina
blobů nehotove bloby, která obsahuje všechny bloby, které bude nutno zkontrolovat. První
blob z této množiny je vyjmut a následně je zkontrolována jeho vzdálenost od ostatních
blobů z množiny nezkontrolovaných blobů. Pokud je tento blob dostatečně blízko jinému,
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je vytvořen nový blob spojením těchto blobů a je vložen zpět do množiny nezkontrolo-
vaných, protože se může nacházet v blízkosti jiných blobů, a celý algoritmus se opakuje.
Pokud nedošlo k žádnému spojení blobů, je vybraný blob dostatečně daleko od ostatních
a může být vložen do množiny hotových blobů. Toto probíhá tak dlouho, dokud množina
nezkontrolovaných blobů obsahuje nějaké prvky.
Obrázek 4.1: Spojení blobů, červěně původní bloby, světle modře nový spojený blob
4.2.2 Počítání skupin chodců pomocí blobů
Skupiny chodců jsou počítány pomocí funkce pocitadlo. Vstupem je seznam blobů, který
vytvořila funkce spoj blob. Funkce porovnává velikost aktuálního seznamu s velikostí se-
znamu, který byl uložen před určitým počtem snímků. Hodnota určitého počtu snímků je
uložena v konstantě DELKA BLOB. Jestliže byla velikost seznamu dostatečně dlouho stejná,
je blob nebo bloby započítány jako skupina chodců.
4.2.3 Počítání skupin chodců pomocí sledování blobů
Funkce pocitadlo tracku počítá skupiny chodců pomocí stop od funkce CvTracks. Funkce
pocitadlo tracku pochází stopy a porovnává počet snímků, které stopa strávila ve videu
s konstantou LIFETIME KONSTANTA, která uchovává po jakém počtu snímků strávených ve
videu se má stopa započítat. Při dosažení hodnoty konstanty se daná stopa započítá jako
skupina procházející přes lávku.
4.2.4 Počítání skupin chodců podle směru příchodu
Pro počítání skupin přicházejících z jednotlivých směrů slouží funkce pocitej smer. Funkce
pracuje s dobou životnosti blobu ve scéně a jeho centroidem. Skupina je započítána v pří-
padě, že je na scéně po určitý předem daný počet snímků, který udává konstanta
22
POCATECNI KONSTANTA. Jestliže je hodnota souřadnice x centroidu menší než střed snímku,
je skupina započítana jako zleva příchozí, v opačném případě jako příchozí zprava.
4.3 Ovladání
Tato aplikace má velice jednoduché ovladání, má pouze dva přepínače, viz tabulka 4.1.
Prvním z nich lze aplikaci ukončit, pro ukončení aplikace stačí pouze stisknout nad běžící
aplikací klávesu q (quit). Druhým přepínačem, který přepíná jednotlivé metody pro mo-
delování pozadí (postupně), je stisk klávesy n (next).
Klávesa Funkce
q Ukončení aplikace
n Postupně přepíná u aplikace
metody rozdílu snímků




Podle zadání práce byly natočeny videozáznamy s pohledem na lávku s chodci mezi budo-
vami fakulty. Videa byla pořizována HD kamerou a poté i fotoaparátem.
5.1 Pořízení videí
Videa byla pořizována v několika fázích a z různých míst a přiblížení na lávku. Do každé další
fáze jsem si s sebou nesla poučení z té předchozí. Klíčovým stavem bylo určit vhodné místo
pro natáčení lávky mezi budovami fakulty. Následující plánek (5.1) zobrazuje jednotlivá
místa natáčení:
Obrázek 5.1: Plánek fakulty, 2.podlaží s výřezem lávky mezi budovami fakulty, žlutá čísla
naznačují umístění kamery a očí s výsečí naznačují přibližný záběr kamery. Plánek je do-
stupný na stránkách fakulty.
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Jendotlivé fáze natáčení:
1. Fáze probíhala na podzim
2. Fáze probíhala v zimě
3. Fáze probíhala na jaře
Kde místa 2 a 3 byla použita k natáčení v první fázi, která probíhala na podzim. Ukázalo
se, že obě místa jsou nevhodná. Když byla kamera umístěná na schodišti (místo označeno
číslem 2), byl odraz oken a skleněné fasády natolik rušivý, že nebylo možné provést metodu
odečítání pozadí (viz (5.2)). Při umístění kamery přímo na lávce (místo označeno číslem
3) byla detekce pohybu sice možná, ale procházející osoby se překrývaly a nebylo je možné
rozumně započítavat, většinou z nich vznikl jeden velký přeskakující blob. V druhé etapě,
Obrázek 5.2: Pohledy na lávku z míst označených čísly 2 (vlevo) a 3 (vpravo)
která probíhala v zimě, jsem kameru umístila na místo označené číslem 1 5.3. Toto místo
již bylo vhodnější, než místa zvolená ve fázi 1, díky možnosti otevřít okno nedocházelo
s rušivým vlivům světelných odrazů. Poslední, třetí, etapa probíhla na jaře, na místech
Obrázek 5.3: Dva pohledy na lávku z místa číslo 3. vlevo pohled ze zimní fáze, vpravo
pohled z fáze jarní
s číslem 1, 4, 5. Místo 1 bylo zvoleno záměrně, protože se osvědčilo z předchozí zimní fáze,
pouze bylo nutné mírně poupravit záběr natáčení, viz (5.1) žlutá výsečnice. Jarní fáze již
byla točena pouze fotoaparátem, jehož výstup videa je v dostatečné kvalitě. Místa s čísly 4
a 5 5.4 se po aplikování roi také osvědčila. Nakonec jsem ještě natočila videosekvenci, která
sloužila k otestování aplikace na jiném prostředí, než jsou záběry lávky. Tímto místem byla
čtyřproudová rychlostní silnice, která sousedí s fakultou, viz (5.5).
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Obrázek 5.4: Pohledy na místo s číslem 4 (vpravo) a číslem 5 (vlevo)
Obrázek 5.5: Záběr na silnici, na kterou byla navržená aplikace pro zajímavost nasazena.
5.2 Doba zpracování
Z důvodu nasazení na reálnou scénu, kterou je v této práci lávka mezi budovami fakulty,
je nutné, aby detekce a počítání skupin bylo rychlé a použitélné v reálném čase. Proto
bylo provedeno měření doby zpracování jednotlivých metod. Doba zpracování byla měřena
na třech kratších videích a z výsledků uvedených v tabulce 5.1 a znázorněných na grafu
5.6 vyplynulo, že metoda posledních N snímků mediánu převyšuje svojí dobou zpracování
nekolikanásobně zbylé dvě. Proto byla označena za nevhodnou a z výsledků dalšího testování
vyloučena.
Metody od kostela.avi lavka.avi zima2.avi
Reálná délka videa 160 s 99 s 123 s
Rozdíl snímků 78 s 52 s 59 s
Směsice gaussových křivek 149 s 88 s 113 s
Medián posledních N snímků 398 s 238 s 283 s
Tabulka 5.1: Doba zpracování
5.3 Nastavení vhodných konstat
V průběhu vývoje aplikace byly hledány také nejvhodnější konstanty pro použití v aplikaci,
aby bylo možné dosáhnu co nejpřesnějších výsledků. Hodnoty konstant jsou nastaveny ná-
sledovně: LIMIT VZDALENOSTI 50, LIFETIME KONSTANTA 40, POCATECNI KONSTANTA 25,
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Obrázek 5.6: Graf znázorňující dobu zpracování videí pomocí různých technik.
DELKA BLOB 50. Pro většinu testovanýh videí je nastavení těchto konstant vyhovující. Je-
diné, kde byly tyto konstanty upravovány, jsou videosekvence, které jsou ořezány na menší
oblast zájmu.
5.4 Vliv oblasti zájmu
U některých videí bylo nutné použít oblast zájmu, aby byly odstraněny nežádoucí vlivy
okolí. Díky oříznutí videa na oblast zájmu bylo dosaženo přesnějšího počítání skupin osob
procházejících po lávce. Z tabulky 5.2 je patrné, že v mnoha případech bylo použití oblasti
zájmu prospešné a zpřesnilo počítání osob. Obecně lze říci, že jako lepší se jeví kombinace
Směsice gaussových křivek a započítávání pomocí sledování blobů.
Ke zhoršení výsledku oproti použití bez oblasti zájmu došlo u videa Lavka Jaro, jak je
vidět v tabulce 5.2 především u metody Směsice gaussových křivek. Pokles způsobila malá
oblast zájmu a vysoká hodnota konstanty, určující porovnávání seznamu blobů u metody
počítání blobů, která byla nastavena na hodnotu 50 snímků. Po snížení této hodnoty na 30
již bylo napočítáno 29 skupin, což je sice stále méně než je opravdová hodnota, ale tento
výsledek je stále přesnější, než původní. Obě metody napočítaly méně skupin, než bylo
napočítáno ručně, metody měly problém v místě, kde jeden člověk ze scény vystupoval a
druhý do ní vstupoval. V tomto místě nedošlo k započítání nově příchozí skupiny, protože
blob i stopa přeskočily z odchozí skupiny na nově přicházející, jak je znázorněno na obrázcích
(5.7).
5.5 Počítání skupin příchozích z jednotlivých směrů
Počítání skupin příchozích z jednotlivých směrů dosahovalo nejlepších výsledků na videích,
která neměla nebo měla pouze omezeně aplikovanou oblast zájmu, to z důvodu, aby bylo
dostatek snímků k ověření stálosti stopy blobu a následně jeho započítání.
V tabulce 5.3 jsou zobrazeny výsledky počítání skupin příchozích z jednotlivých směrů.


















Lavka Jaro B 27 27 27 22 32
Lavka Jaro S 31 31 30 30 32
Zima2 B 4 3 4 3 3
Zima2 S 3 3 3 3 3
Zima3 B 14 15 14 10 10
Zima3 S 10 14 10 10 10
Zima4 B 5 5 5 3 4
Zima4 S 4 5 4 4 4
Zima5 B 3 4 3 3 4
Zima5 S 4 4 4 4 4
Zima6 B 11 11 12 9 9
Zima6 S 9 10 9 9 9
Tabulka 5.2: Vliv oblasti zájmu; označení ROI značí použití oblasti zájmu a písmena B a
S u videí označují metodu počítání B (počítání pomocí blobů) a S (pomocí sledování blobů)
Zima3 od kostela lavka kavarna Počet
Rozdíl snímků Zleva 5 0 4 5—0—5
Rozdíl snímků Zprava 5 3 3 5—3—3
Směsice gaussových křivek Zleva 5 2 5 5—0—5
Směsice gaussových křivek Zprava 5 3 3 5—3—3
Tabulka 5.3: Počítáni skupin příchozích z pravé a levé strany; sloupce označují jednotivá vi-
dea, v posledním sloupci jsou skutečné hodnoty a v řádcích jsou směry s metodami odečítání
pozadí
dvakrát ke ztátě blobu a vytvoření nového za tak dlouho dobu, že se započítal jako nově
příchozí z pravé strany.
5.6 Nasazení aplikace na jiné scény
Pro doplnění jsem aplikaci vyzkoušela i na jiné scéně, která má vhodnější úhel pohledu pro
počítání objektů. Touto scénou byla zvolena rychlostní silnice, viz obrázek 5.5. Dosažené
výsledky odpovídaly výsledkům dosaženým při testování jiných videí. Scéna byla oříznutá
na oblast zájmu a mnou napočítaný počet aut byl 11, počet aut napočítaných pomocí
sledovaní byl 10 a metodou blobů 11.
5.7 Výsledky testování
Z výše uvedenývh výsledků vyplývá, že pro vytvořenou aplikaci nezáleží tolik na zvolené
metodě detekce pohyblivých objektů, protože obě testované metody dosahovaly jak dobrých
tak horších výsledků. Možná má metoda rozdílu snímků mírné plus za rychlejší zpracování.
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Obrázek 5.7: Problemy s přeskočením blobů.
Větších rozdílů výsledků bylo dosaženo u metod pro počítání jednotlivých skupin, kde je
výrazně přesnější metoda počítání skupin chodců s využitím sledovaní blobů, na které je
potom založeno i počítání skupin z jednotlivých směrů.
Parametry testování
Testování probíhalo pod operačním systémem Windows 7 na počítači s procesorem Core i5
Sandy Brigde. Občas se mi stalo, že při spuštění dvou stejných videí se shodným nastave-
ním i parametry dosáhla aplikace odlišných výsledků. Takové chování přikládám vytížení




Cílem této bakalářské práce bylo prostudovat a vyhledat algoritmy pro detekci a sledovaní
pohyblivých objektů ze stacionární kamery. Následně pak algoritmy použít pro vytvoření
aplikace, která bude počítat skupiny chodců, procházející po lávce mezi budovami Fakulty
informačních technologíí Vysokého učení technického v Brně. Vytvořenou aplikaci otestovat
na předem natočených videosekvencích.
Hlavní úkol v této práci bylo navrhnutí vhodné metody pro započítávání detekovaných
objektů. Byly navrženy dvě metody pro počítání skupin, první z nich využívala pouze
vzniklé bloby a na základě výsledků testování nebyla shledána za příliš vhodnou, druhá
z navržených metod využívá sledování blobů a její výsledky v testování byly mnohem
přesvědčivější.
Na kvalitě počítání skupin se odrážely také pořízené videa, ze kterých se jeví místo
s číslem 1 zobrazeným na obrázku (5.1) jako nejlepší pro počítání u použitých metod. Z vý-
sledků testování také vyplynulo, že je vhodné zvolit oblast zájmu, která umožní zameření
přímo na lávku, aby nebylo počítání ovlivněno okolním ruchem.
Výsledná aplikace dosahovala dobrých výsledků při využití metody Směsice gaussových
křivek spolu s metodou, která pro počítání skupin využívala sledování. Překvapilo mne, že
jednoduchá metoda, jako je Rozdíl snímků, která je v teoretické části označená za nepříliš
vhodnou metodu, dosahovala poměrně dobrých výsledků.
Vhodným rozšířením této práce by bylo nasazení klasifikátoru osob, aby bylo možné
počítat i chodce v jednotlivých skupinách.
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