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1. Einführung 1
1 Einführung
Software ist allgegenwärtig und wird in unzähligen Bereichen eingesetzt. Jeder Soft-
ware ist aber gemein, dass sie eine Aufgabe erfüllen soll. Durch die Betrachtung der
Eigenschaften von Software kann beurteilt werden, wie eine Software diese Aufga-
be erfüllt. Eigenschaften beschreiben beispielsweise, welche Funktionen die Software
unterstützt und in welcher Umgebung die Software eingesetzt werden kann. Die von
einem Nutzer gewünschten Eigenschaften einer Software werden durch Anforderun-
gen formuliert.
Die Eigenschaften von Software können mit verschiedenen Methoden untersucht
werden. Zum Beispiel lässt sich der Quelltext einer Software automatisch analysieren.
Eine andere Möglichkeit sind Messungen. Hierbei können sowohl statische Eigenschaf-
ten, wie die Größe der ausführbaren Software, und dynamische Eigenschaften, wie die
Zeitdauer zur Ausführung, gemessen werden.
Die Eigenschaften von Software lassen sich für unterschiedliche Ziele untersuchen.
In dieser Arbeit werden die Eigenschaften untersucht, um zu erkennen welche Fakto-
ren Eigenschaften beeinflussen und welche Gestalt dieser Einfluss hat. Hierbei sollen
in erster Linie nicht-funktionale Eigenschaften (NFE) betrachtet werden. Diese geben
Aussagen über Qualitätsaspekte einer Software. Dazu gehören die Leistungsfähigkeit,
die benötigten Ressourcen oder Aspekte wie Benutzerfreundlichkeit und Sicherheit.
Das Gegenstück sind funktionale Eigenschaften (FE), die beschreiben was eine Soft-
ware macht.
Entsprechend lassen sich auch Anforderungen in funktionale Anforderungen (FA)
und nicht-funktionale Anforderungen (NFA) klassifizieren. Diese definieren dann je-
weils die gewünschten FE beziehungsweise NFE.
Die vorliegende Arbeit konzentriert sich auf die Untersuchung NFE von Software
Product Lines (dt. Software-Produktlinien) (SPL). Mit einer SPL wird eine Menge
von verwandten Software-Produkten beschrieben, die auf Basis gemeinsam genutzter
Bausteine und Architekturen entwickelt werden, um die Anforderungen unterschiedli-
cher Kundengruppen zu erfüllen [CN07]. Hierbei werden gezielt Software-Bestandteile
wiederverwendet, um Software effizienter zu entwickeln. Software Product Line En-
gineering (SPLE) befasst sich mit der planmäßigen Entwicklung von SPL. Es kann
die klassische Software-Entwicklung, welche auf die Entwicklung von Einzelsystemen
ausgerichtet ist, bei der Entwicklung von SPL ersetzen.
Die Gemeinsamkeiten und Unterschieden der Software-Produkte bilden die Varia-
bilität der SPL.
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Die Variabilität der Softwareprodukte wird in Form vonMerkmalen (engl. features)
beschrieben. Eine Menge von Merkmalen, zur Beschreibung eines konkreten Software-
Produkts einer SPL, bildet eine Konfiguration. Ein Merkmal wirkt als Einflussfaktor
auf Eigenschaften von Software. Eine Funktionalität einer Software kann durch ein
Merkmal beschrieben sein. Das Merkmal wirkt dann direkt auf die zugehörige FE.
Zusätzlich kann das Merkmal einen Einfluss auf mehrere NFE haben.
Ein Merkmal ist ein für mindestens einen Interessenbeteiligten (engl. stakeholder)
wichtiger Einflussfaktor auf die Eigenschaften eines Softwareprodukts. Die Merkma-
le einer SPL können in einem Merkmalmodell erfasst sein. Alternativ können auch
Entscheidungsmodelle (engl. Decision Models) [SRG11] oder Orthogonale Variabi-
litätsmodelle (OVM) [PBL05] zur Modellierung der Variabilität verwendet werden
[Cza+12].
Ein solches Modell beschreibt mit Merkmalen mögliche Software-Produkte der
SPL. In der Literatur sind Merkmalmodelle mit tausenden Merkmalen beschrieben, die
Millionen potenzieller Produkte umfassen. Zum Beispiel umfasst das Merkmalmodell
von Linux mehr als 5.000 Merkmale [She+11].
Als Eigenschaften einer SPL werden die Eigenschaften der einzelnen Produkte
der SPL zusammengefasst. Da SPL eine Vielzahl von Software-Produkten umfassen
können, ist es praktisch nicht möglich, die Eigenschaften einer ganzen SPL durch die
Untersuchung aller enthaltenen Produkte zu erfassen. Es wird daher ein Vorhersage-
modell benötigt, mit dem ausgehend von einer Messung weniger Produkte, Aussagen
für beliebige Produkte der SPL getroffen werden können.
Kenntnisse über die Eigenschaften von Software sind notwendig, um zu beurteilen,
ob eine Software den Anforderungen genügt. Bei SPL können anhand der Eigenschaf-
ten Varianten ausgewählt werden, die den Anforderungen entsprechen.
Die Eigenschaften einer Software werden durch verschiedene Faktoren beein-
flusst. Ein wesentlicher Einflussfaktor bei SPL sind die in der Konfiguration enthal-
tenen Merkmale. Dieser Einflussfaktor wird bereits in einigen Arbeiten berücksichtigt
[Sie+11a; Hap+10; TP12; Guo+12].
In dieser Arbeit sollen zusätzlich die Eingabedaten als weiterer Einflussfaktor be-
trachtet werden. Ziel ist es, den Einfluss der Eingabedaten auf die NFE von SPL zu
schätzen.
Die Eigenschaften der Eingabedaten sollen ebenfalls als Merkmale modelliert wer-
den. Damit kann die Variabilität dieses neuen Einflussfaktors ähnlich wie die bisherigen
Merkmale für die Vorhersage von NFE betrachtet werden.
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Für die Messung des Einflusses ist es notwendig, systematisch Software mit ih-
ren Eingabedaten zu generieren und auszuführen. Diese Voraussetzung wird mit der
Hypothese 1 überprüft.
Hypothese 1 Es ist möglich, eine Messumgebung zu konstruieren, mit der NFE von
Software-Produkten einer SPL abhängig von ihrer Konfiguration und den verwendeten
Eingabedaten untersucht werden können.
Bei der Ausführung einer Software werden Messungen durchgeführt und deren
Ergebnisse mit statistischen Methoden analysiert.
Als Ergebnis kann gezeigt werden, welchen Einfluss die Eingabedaten auf NFE
haben. Mit diesem Wissen soll die Vorhersagequalität von Eigenschaften verbessert
werden. Dies wird mit Hypothese 2 überprüft.
Hypothese 2 Durch die Betrachtung von Eingabedaten kann die Vorhersage von
nicht-funktionalen Eigenschaften verbessert werden.
Die Verbesserung der Vorhersage gegenüber einfachen Modellen, die keine Eingabe-
daten beachten, soll mit einem statistischen Test untersucht werden.
1.1 Methodik
In dieser Arbeit sollen durch Messungen und darauf basierenden Analysen Erkenntnisse
zu den Einflussfaktoren von NFE von SPL gewonnen werden. Dieses Vorgehen ordnet
sich in den Bereich des empirischen Software Engineerings ein [SSS08].
Ausgehend von den bisherigen Arbeiten zur Untersuchung von NFE, insbesondere
in SPL, wird eine erweiterte Messumgebung zur Berücksichtigung der Eingabedaten
entworfen. In der Messumgebung werden Varianten einer SPL erzeugt und mit gene-
rierten Eingabedaten ausgeführt. Dabei werden Messungen zu diversen NFE durch-
geführt. Diese Messergebnisse sind wiederum Grundlage für die Konstruktion eines
Vorhersagemodells, mit dem sich Vorhersagen über die NFE beliebiger Produkte der
SPL treffen lassen.
Diese Messumgebung wird anhand einer Fallstudie evaluiert. Im Rahmen der Fall-
studie wird eine SPL von verlustfreien Kompressionsalgorithmen entwickelt. Zusätz-
lich wird ein Generator für Eingabedaten entwickelt, der Eingabedaten mit definierten
Eigenschaften und Größe erzeugt. Bei der Ausführung werden Messungen zu den
NFE Kompressionsgrad, Speicherverbrauch und Kompressionszeit durchgeführt. Die
einzelnen Messungen werden mit der statistischen Methoden der linearen Regression
analysiert, um die Messergebnisse auf die gesamte SPL zu erweitern.
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Das Vorgehen lässt sich anhand der Fallstudie skizzieren: Für die Kompressions-
Software werden einige verbreitete Algorithmen in unterschiedlichen Varianten aus-
gewählt. Als Daten-Merkmale werden der Inhalt, beispielsweise zufällige Daten, und
Größe, beispielsweise 1 MB, bestimmt und entsprechende Daten generiert. Die Kom-
bination von Kompressionsalgorithmus und Eingabedaten wird ausgeführt und dabei
die genannten NFE gemessen. Zusammen mit anderen Messdaten wird ein Vorher-
sagemodell erstellt, mit dem die NFE für beliebige Kombinationen von Daten und
Algorithmen vorhergesagt werden können. Mit diesem Vorhersagemodell kann ein
Nutzer herausfinden, welcher Kompressionsalgorithmus beispielsweise der schnellste
für seine Daten ist.
1.2 Aufbau der Arbeit
In Kapitel 2 werden grundlegende Begriffe und Werkzeuge, die in dieser Arbeit ver-
wendet werden, erläutert. Insbesondere werden Merkmalmodelle als wichtiges Varia-
bilitätsmodell eingeführt. Im Kapitel 3 wird der Stand der Forschung zum Umgang
mit NFE in Software-Produkten im Allgemeinen und dem Einfluss von Eingabedaten
auf diese Eigenschaften im Speziellen diskutiert. Es wird dabei betrachtet, wie Vor-
hersagemodelle für NFE aufgebaut werden können und wie diese Vorhersagemodelle
wiederum dargestellt werden können.
Kapitel 4 stellt die Messumgebung vor, mit der gezielt Daten und Anwendungen
generiert generiert sowie verschiedene NFE gemessen werden können.
Die Grundlagen für Aufbau und Evaluation eines Vorhersagemodells werden in
Kapitel 5 erläutert. Das Vorgehen wird in Kapitel 6 anhand einer Fallstudie in der
Domäne verlustfreier Kompressionsalgorithmen evaluiert. Die Zusammenfassung und
der Ausblick in Kapitel 7 schließen die Arbeit ab.
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2 Variabilitätsmodellierung und Konfiguration
In diesem Abschnitt werden einige grundlegende Begriffe und Werkzeuge eingeführt.
Zunächst werden im Abschnitt 2.1 die Begriffe Eigenschaft, Anforderung und Merk-
mal definiert und abgegrenzt. Die hier getroffenen Abgrenzungen dienen dem gemein-
samen Begriffsverständnis für die folgenden Argumentationen.
Im Abschnitt 2.2 werden Variabilitätsquellen vorgestellt. Abschnitt 2.3 stellt die
Merkmalmodellierung zur Modellierung der Variabilität einer SPL vor.
2.1 Definitionen von Eigenschaft, Anforderung und Merkmal
Jeder der Begriffe Eigenschaft, Anforderung und Merkmal trifft Aussagen über eine
Software. Dahinter stehen unterschiedliche, aber zusammenhängende Konzepte, die
im Folgenden kurz vorgestellt werden.
Eine übliche Gliederung der Eigenschaften von Software ist die in funktionale und
nicht-funktionale Eigenschaften.
FE bezeichnen das Verhalten der Software abhängig vom aktuellen Zustand und
den Eingaben. NFE treffen Aussagen über abstrakte Konzepte wie Leistung, Sicher-
heit oder Benutzerfreundlichkeit der Software [Som11, S. 87]. NFE können in ver-
schiedenen Ausprägungen beobachtet werden. Einfache Ausprägungen von Leistung
sind beispielsweise schnell und langsam.
Für eine FE kann meist entschieden werden, ob sie vorhanden ist oder nicht. Hin-
gegen erlauben NFE teilweise nur eine unscharfe Aussage über ihre Ausprägung. Die
Leistung eines verlustfreien Kompressionsalgorithmus kann beispielsweise über den
Kompressionsgrad oder die benötigte Kompressionszeit gut operationalisiert und ob-
jektiv gemessen werden. Hingegen ist es sehr viel aufwendiger, Aussagen beispielsweise
über die Sicherheit von Anwendungen zu treffen. In diesem Fall müssen zunächst vom
abstrakten Konzept Sicherheit messbare Größe, zum Beispiel eine Mindestlänge eines
Passworts, abgeleitet werden. Diese kann dann anhand von Metriken analysiert oder
in empirischen Studien bewertet werden.
Entsprechend der Klassifizierung der Eigenschaften, lassen sich auch FA und NFA
unterscheiden. Die Verwendung des Begriffs NFA wird in der Literatur teilweise kriti-
siert als unscharfer Oberbegriff für unterspezifizierte FA und Qualitstätsanforderungen
[Poh08, S. 15]. Eine genaue Unterscheidung der beiden Begriffe ist in dieser Arbeit
nicht notwendig, daher wird der Begriff der NFA verwendet und als Synonym von
Qualitätsanforderung gesehen.
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In dieser Arbeit werden vor allem NFE betrachtet, da für diese eine Abhängigkeit
von Variabilität der Anwendung und der Umgebung einschließlich der Eingabedaten
erwartet wird.
Eine wichtige Anwendung für die Untersuchung von Eigenschaften ist die Umset-
zung von Anforderungen. Mit Anforderungen werden die gewünschten Eigenschaften
oder Einschränkungen einer Software aus Sicht der Nutzer bezeichnet [CP09]. Anfor-
derungen können gewünschte Ausprägungen von FE und NFE beschreiben.
Die Anforderungen umfassen den Kontext, zum Beispiel die Eingabedaten, in de-
nen die Software die gewünschten Eigenschaften aufweisen muss.
In der Forschung finden sich unterschiedliche Definitionen des Begriffs Merkmal.
Classen, Heymans und Schobbens [CHS08] beschreiben eine Auswahl von acht Defini-
tionen des Merkmalbegriffs durch bedeutende Forschungsgruppen im Feld des SPLE.
Die eng gefassten Definitionen ([Kan+90; Kan+98; Bos00; Che+05; Bat06; BBC06;
Ape+10]) assoziieren ein Merkmal mit FE des Softwareprodukts. Diese Definitionen
sind für den Zweck der Erfassung von Variabilität der Softwareprodukte ausreichend.
Um auch Variabilität außerhalb der Softwareprodukte zu betrachten, die lediglich einen
Einfluss auf NFE hat, ist ein weiter gefasster Merkmalbegriff notwendig.
In Anlehnung an die Definition von Czarnecki und Eisenecker [CE00, S. 38], “a dis-
tinguishable characteristic of a concept [...] that is relevant to some stakeholder of the
concept”, wird ein Merkmalbegriff verwendet, der Einflüsse sowohl auf FE als auch auf
NFE umfasst. Variabilität in der Domäne wird durch ein Merkmal abgebildet, sobald
es einen Interessenbeteiligten gibt, für den diese Variabilität, durch ihren Einfluss auf
die Eigenschaften der Software, von Bedeutung ist.
In der vorliegenden Arbeit wird die Variabilität in den Eingabedaten in Form von
Merkmalen modelliert, da diese einen Einfluss auf die NFE der SPL haben kann.
Ebenso können Ausprägungen von NFE als Merkmale abgebildet werden, sofern
diese Eigenschaft für Interessenbeteiligte relevant ist.
Durch die Einschränkung, dass Variabilität von Bedeutung sein muss, ergibt sich
der Zusammenhang zwischen Merkmal und Anforderung: Merkmale setzen, durch
ihren Einfluss auf die Eigenschaften von Software, Anforderungen um.
In dieser Arbeit werden Eigenschaften untersucht, da diese zur Beurteilung von
Anforderungen von Bedeutung sind. Bei der Entwicklung von SPL wird mit Merkmalen
die relevante Variabilität der Domäne modelliert und damit die Eigenschaften der SPL
bestimmt.
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2.2 Variabilitätsquellen
Die Domänenanalyse ist ein erster Schritt im SPLE, bei der Variabilitätspunkte in der
Domäne identifiziert werden. Ein Variabilitätspunkt bezeichnet ein Vorkommen von
Variabilität in der Domäne [PBL05, S. 61 f.]. Welche Variabilitätspunkte als Merkmal
aufgenommen werden, ist dabei nach der gewählten Definition von Merkmal, davon
abhängig, ob es einen Interessenbeteiligten gibt, für den die Variabilität relevant ist.
Variabilitätspunkte lassen sich nach ihrem Entstehungsort in Variabilitätsquellen
klassifizieren [BB09]. Die wichtigste Variabilitätsquelle im SPLE ist das Softwaresy-
stem selbst, da hier die Merkmale durch unterschiedliche Programmbestandteile um-
gesetzt werden. Die Merkmale haben sowohl Einfluss auf FE als auch auf NFE. Die
Verwaltung der Variabilität erfolgt zur Entwicklungszeit beispielsweise durch beding-
te Kompilierung oder durch Feature-oriented Programming (dt. merkmalorientierte
Programmierung) (FOP). Während der Laufzeit können Konfigurationsparameter das
Verhalten beeinflussen.
Insbesondere bei der Betrachtung von NFE können weitere Variabilitätsquellen
relevant sein.
Zur Identifizierung dieser Quellen werden die Einflüsse auf das Software-System
bewertet. Zu den Variabilitätsquellen gehört die Verwendung der Software durch Be-
nutzer oder andere Softwaresysteme. Die Eingabedaten umfassen alle Bestandteile der
Daten, die von außen auf ein Software-System einwirken. Dies umfasst beispielswei-
se Benutzereingaben, Konfigurationsdateien und andere Software-Systeme. Ebenso
kann die Wirkung der Software auch durch Ausgabedaten definiert werden.
Die Gestalt der Ein- und Ausgabedaten ist abhängig von der Software. Betrachtet
man beispielsweise verlustfreie Kompressionsalgorithmen, so bestehen die Eingabeda-
ten aus einer beliebigen Menge von Bytes und die Ausgabedaten aus dem kompri-
mierten Daten.
Betrachtet man hingegen einenWebserver, sind die Eingabedaten HTTP-Anfragen.
Hier sind nicht die Eigenschaften bei der Verarbeitung einzelner Anfragen von Inter-
esse, sondern Szenarien. Eine Szenario beschreibt als Eingabedatum der Software
eine ganze Menge von Anfragen in einem definierten zeitlichen Ablauf, ein Lastprofil,
welches der Webserver verarbeiten muss [Sie+11a; TP12].
Eine weitere Variabilitätsquelle bildet die Ausführungsplattform. Diese umfasst
unter anderem die Hardware, die Laufzeitumgebung (nativ, Java, .NET) und Middle-
ware, in deren Rahmen die Software erstellt oder ausgeführt wird.
Des Weiteren können sich die Abhängigkeiten der Software auswirken, zum Bei-
spiel die verwendeten Bibliotheken oder andere Software-Systeme.
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Ziel dieser Arbeit ist es, am Beispiel der Eingabedaten zu zeigen, wie sich eine
Variabilitätsquelle außerhalb des Software-Systems auf die NFE der Software auswirkt.
Dazu müssen die zugehörigen Variabilitätspunkte im Rahmen der Domänenanalyse
identifiziert werden und in einer geeigneten Form in ein Variabilitätsmodell überführt
werden.
2.3 Merkmalmodellierung
Ein Wesensmerkmal bei der Entwicklung von SPL ist die Verwaltung von Variabilität,
durch die die gemeinsamen und unterschiedlichen Bestandteile aller Software-Systeme
beschrieben werden. Die Variabilität wird in einem Variabilitätsmodell beschrieben.
In der Literatur und in der Praxis finden sich verschiedene Variabilitätsmodelle
[Cza+12]. Die Merkmalmodellierung ist in der Forschung zu SPL im Allgemeinen und
bei den Arbeiten zu FE und NFE von SPL im Speziellen weit verbreitet. Ebenso sind
die verwendeten Werkzeuge auf die Merkmalmodellierung ausgelegt. Sie wird deshalb
in der vorliegenden Arbeit verwendet und im Folgenden vorgestellt.
Die Merkmalmodellierung wurde im Rahmen der Feature-oriented Domain Analysis
(dt. merkmalorientierte Domänenanalyse) (FODA) von Kang u. a. vorgestellt und
seitdem von unterschiedlichen Autoren weiterentwickelt [Kan+90]. Die Notation, die
im Rahmen der Staged Configuration entwickelt wurde, bietet genügend Flexibilität,
um alle Probleme der Variabilitätsmodellierung in dieser Arbeit abzudecken [CHE05].
In einem Merkmalmodell werden die Merkmale einer SPL und deren Beziehungen
zueinander modelliert. Ein Merkmaldiagramm beschreibt die Notation zur Darstel-
lung eines Merkmalmodells. Da in diesem Fall das Konzept Merkmalmodell und des-
sen Notation eng miteinander verknüpft sind, ist keine Unterscheidung der Begriffe
notwendig, und beide Konzepte werden zusammen vorgestellt.
Die Darstellung aller Merkmale des Merkmalmodells erfolgt in einer Baumstruktur,
deren Wurzel ein Element ist, welches die modellierte SPL beschreibt. Merkmalen ist
eine Kardinalität zugeordnet, die das minimale und maximale Vorkommen des Merk-
mals beschränkt. Die Kardinalität wird mit [n..m] angegeben, wobei n die Unter- und
m die Obergrenze bezeichnen. Ein * bezeichnet eine beliebige Unter- beziehungsweise
Obergrenze. Dabei wird unterschieden in Einzelmerkmale, deren Kardinalität genau
für ein Merkmal gilt, und Gruppenmerkmale, bei denen sich die Kardinalität auf alle
Merkmale in der Gruppe bezieht.
Muss-Merkmale sind Merkmale mit der Kardinalität [1..1], optionale Merkmale
haben die Kardinalität [0..1]. Abbildung 1 zeigt das Muss-Merkmal A, das optionale
Merkmal B sowie das Merkmal C, welches mindestens zweimal vorkommen muss.
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SPL
A B C
<2..*>
Abbildung 1: Kardinalitäten bei Einzelmerkmalen in Merkmalmodellen
SPL
A B C
(a) Und-Gruppe
SPL
A B C
(b) Oder-Gruppe
Abbildung 2: Gruppenmerkmale in Merkmalmodellen
Für bestimmte Kardinalitäten von Gruppenmerkmalen wurden ebenfalls Namen
eingeführt. Und-Gruppen haben die Kardinalität [1..k], wobei k die Zahl der Merk-
male in der Gruppe bezeichnet. Es können beliebig viele Merkmale gewählt werden,
aber es muss mindestens ein Merkmal der Gruppe gewählt werden. Gruppen mit der
Kardinalität [1..1] werden als Oder-Gruppe bezeichnet, es muss also genau ein Merk-
mal der Gruppe gewählt werden. Abbildung 2a zeigt die Notation der Und-Gruppe,
Abbildung 2b die der Oder-Gruppe.
Aufgrund der Anordnung in der Baumstruktur ergibt sich zwischen den Merkma-
len die Abhängigkeit, dass ein Merkmal nur dann gewählt werden kann, wenn das
Elternmerkmal gewählt ist. Entsprechend kann die Anordnung eines Merkmals unter
ein anderes Merkmal als Verfeinerung des Elternmerkmals verstanden werden.
In dieser Baumstruktur werden die Elemente mit ihren Unter-Elementen ange-
ordnet. Merkmale können unabhängig als Einzelmerkmal oder zusammen mit einer
beliebigen Zahl weiterer Elemente als Gruppenmerkmal vorkommen.
Komplexe Abhängigkeiten, die sich nicht durch die Baumstruktur oder Kardina-
litäten abbilden lassen, können mit Einschränkungen (engl. constraints) modelliert
werden. Häufig werden zwei Arten von Einschränkungen verwendet: Benötigt (engl.
requires) zeigt, dass ein Merkmal nur gewählt werden kann, wenn ein anderes vor-
handen ist, bei schließt-aus (engl. excludes) kann ein Merkmal nur gewählt werden,
wenn das andere Merkmal nicht gewählt ist.
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SPL
A B C D
benötigt schließt-aus
Abbildung 3: Einschränkungen in Merkmalmodellen
In Abbildung 3 kann das Merkmal B nur gewählt werden, wenn auch A gewählt ist.
Das Merkmal D wiederum kann nur gewählt werden wenn Merkmal C nicht gewählt
ist.
Merkmale lassen sich in verschiedene Merkmalmodelle aufteilen, welche verbunden
sein können. Für die Modellierung der zusätzlichen Variabilitätsquellen wird jeweils ein
weiteres Merkmalmodell erstellt. Im Beispiel finden sich ein Merkmalmodell für das
Software-System und ein Modell für die Eingabedaten. Beziehungen zwischen zwei
Merkmalmalmodellen lassen sich mit Einschränkungen modellieren.
Daten
Daten A Daten B
SPL
A B
benötigt
Abbildung 4: Einschränkungen zwischen Merkmalmodellen
Abbildung 4 zeigt das Merkmalmodell der Daten neben dem Merkmalmodell der
Software. Das Datenmerkmal Daten B benötigt in diesem Beispiel das optionale
Merkmal A aus dem zweiten Merkmalmodell.
Bei der Untersuchung von Einflüssen auf NFE können besondere Merkmalkombi-
nationen berücksichtigt werden. Eine solche Kombination von Merkmalen kann einen
eigenen Effekt haben, der anderes Verhalten beobachten lässt, als durch die isolierte
Betrachtung der jeweiligen Merkmale zu erwarten wäre. Diese Art der Einflüsse wird
als Merkmalinteraktion bezeichnet.
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2.3.1 Konfiguration von Merkmalmodellen
Eine Konfiguration eines Merkmalmodells beschreibt eine Menge von Merkmalen,
die ein gültiges Software-Produkt beschreiben. Bei der Konfiguration eines Merkmal-
modells werden gewünschte Merkmale ausgewählt und unerwünschte Merkmale abge-
wählt. Während das Merkmalmodell die Variabilität einer SPL beschreibt, dient eine
Konfiguration der Beschreibung eines konkreten Produkts der SPL. Eine Konfigu-
ration kann Grundlage sein, um das beschriebene Produkt, beispielsweise mit einem
Generator, zu erstellen.
Der Konfiguration kann eine in mehreren Schritten durchgeführte Spezialisierung
vorausgehen [CHE05]. Unterschiedliche Interessenbeteiligte können die Variabilität
des Merkmalmodells einschränken, indem sie optionale Merkmale auswählen oder
Kardinalitäten einschränken. Nach jedem Schritt entsteht ein Merkmalmodell, wel-
ches eine echte Teilmenge von Produkten, gegenüber dem Modell im vorangehenden
Schritt, beschreibt. Ein Merkmalmodell, welches keine Variabilität mehr enthält, er-
laubt keine weitere Spezialisierung, es bildet eine Konfiguration.
Im Rahmen der manuellen Spezialisierung durch die Interessenbeteiligten ergibt
sich eine weitergehende Spezialisierung aufgrund von Einschränkungen, die im Merk-
malmodell definiert sind.
SPL
A B
benötigt
(a) Merkmaldiagramm
SPL
A B
benötigt
(b) Temporäre Spezialisierung
SPL
A B
(c) Resultierende Konfiguration
Abbildung 5: Einschränkungen bei der Merkmalkonfiguration
Abbildung 5 zeigt ein Beispiel für eine Spezialisierung. Wird ein optionalesMerkmal
B, welches eine benötigt-Beziehung zum Merkmal A besitzt, gewählt (Abbildung 5b),
so folgt auch die Auswahl von Merkmal A in das spezialisierte Merkmaldiagramm
(Abbildung 5c), um stets valide Spezialisierungen zu erreichen.
Die Konfiguration in mehreren Schritten kommt beispielsweise zum Einsatz, wenn
zunächst nur die Merkmale einer Variabilitätsquelle konfiguriert werden sollen.
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Ein Nutzer kann die Merkmale der Eingabedaten konfigurieren und im Kontext dieser
Eingabedaten die Konfiguration fortsetzen.
2.3.2 Rahmenbedingungen der Merkmalkonfiguration
Die Konfiguration durch die Interessenbeteiligten erfolgt auf Basis der Anforderungen.
Lee und Kang [LK10] unterscheiden dabei zwischen den Rahmenbedingungen (engl.
usage context), in denen die Software verwendet wird, und den NFA, welche von den
Autoren als quality attributes bezeichnet werden.
Im Rahmen der Domänenanalyse werden neben dem Merkmalmodell der SPL ein
Modell zur Erfassung der Variabilität in den Rahmenbedingungen, das Usage Context
Variability Model (UCVM), sowie ein Modell zur Erfassung der Variabilität der NFA,
das Quality Attribute Variability Model (QAVM), eingeführt. Zwischen den drei Mo-
dellen werden jeweils Einschränkungen formuliert, die für die Konfiguration genutzt
werden.
Bei der Konfiguration werden ausgehend vom UCVM und QAVM die gewünschten
Eigenschaften gewählt. Durch die Einschränkungen wirkt sich die Konfiguration der
beiden Modelle auf die Konfiguration des Merkmalmodells aus. Aus der Konfiguration
von UCVM und QAVM sollte sich eine Konfiguration des Merkmalmodells ergeben.
Wenn Variabilität im Merkmalmodell verbleibt, kann dies als fehlendes Domänenwissen
interpretiert werden, oder die Interessenbeteiligten sind gegenüber den resultierenden
Konfigurationen indifferent.
Durch die verwendete weite Definition des Merkmalbegriffs kann dieses Konzept
allein mit Merkmalmodellen verwendet werden.
Eigenschaften von Eingabedaten als Merkmale Um die Eingabedaten systema-
tisch zu berücksichtigen, ist es notwendig, ihre Variabilität und die Interaktion mit
anderen Merkmalen zu beachten. Eine einfache Lösung besteht darin, die Eigenschaf-
ten der Eingabedaten als normale Merkmale in das Merkmalmodell mit aufzunehmen.
Dies steht im Einklang mit dem Konzept der Merkmalmodellierung. Da die Eigen-
schaften der Eingabedaten einen Einfluss auf NFE haben können und somit auch
für einen Interessenbeteiligten relevant sind, können sie als Merkmale modelliert wer-
den. Im SPLE fügt sich die Erfassung der Datenmerkmale in die Domänenanalyse
ein. Als Merkmale sind jene Eigenschaften der Eingabedaten zu erfassen, die für die
Domäne relevant sind. Diese Bewertung erfolgt, wie schon bei den FE, durch einen
Domänenexperten.
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Der Ansatz in dieser Arbeit soll damit einfach gehalten werden, ohne die von Lee
und Kang [LK10] erkannten Variabilitätsquellen zu ignorieren.
2.4 Zusammenfassung
Dieser Abschnitt zeigte, dass Merkmalmodelle ein etablierter Ansatz zur Modellierung
der Variabilität in SPL sind. In der vorliegenden Arbeit werden deshalb Merkmal-
modelle für die Modellierung von Variabilität eingesetzt.
Die Eingabedaten einer Software stellen eine Variabilitätsquelle dar, die in dieser
Arbeit genauer untersucht wird. Die Variabilität der Eingabedaten kann mit Merk-
malmodellen erfasst werden.
In der Konfiguration werden auf Basis der Merkmalmodelle die gewünschten Merk-
male der Ziel-Software ausgewählt.
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3 Stand der Forschung
Die Betrachtung von NFE in SPL umfasst zwei Dimensionen: die Gewinnung von
Erkenntnissen über die Eigenschaften und die Nutzung der gewonnen Ergebnisse,
beispielsweise zur Darstellung im Merkmalmodell.
Da die NFE von SPL betrachtet werden sollen, ist es wichtig, die Variabilität
einer SPL zu berücksichtigen. Dazu soll untersucht werden, wie Eingabedaten und
funktionale Merkmale als Einflüsse auf NFE wirken.
Auf dem Weg von der Auswahl der Messpunkte, der Konstruktion des Vorhersage-
modells und der Darstellung der Ergebnisse finden sich für alle Abschnitte Vorarbeiten
in der Forschung, auf denen möglichst aufgebaut werden soll. Auf dieser Grundlage soll
eine Erweiterung geschaffen werden, um den Einfluss von Eingabedaten systematisch
zu untersuchen und bei der Anwendung des entstehenden erweiterten Vorhersagemo-
dells zu nutzen.
In diesem Abschnitt wird ein Überblick zum Stand der Forschung, zur Betrachtung
von NFE im Allgemeinen und zur Berücksichtigung von Eingabedaten im Speziellen
präsentiert.
Abschnitt 3.1 zeigt, wie Eingabedaten bei der Analyse von NFE genutzt wer-
den können und welche Probleme insbesondere im Kontext von SPL bestehen. Ab-
schnitt 3.2 behandelt einige Grundlagen zum Testen von Software, da diese Methoden
teilweise auf die Analyse von NFE übertragen werden können. Abschnitt 3.3 stellt ei-
nige Heuristiken zur Auswahl von Konfigurationen für das Testen von Software vor.
Diese Heuristiken, insbesondere die Methode des paarweisen Testens, bilden auch die
Grundlage für den Aufbau von Vorhersagemodellen für NFE. In Abschnitt 3.4 wird der
Stand der Forschung zur Berücksichtigung von NFE in SPL vorgestellt und bewertet.
Abschnitt 3.5 gibt einen Überblick über den Stand der Forschung zur Modellierung
von NFE in Variabilitätsmodellen. In Abschnitt 3.6 wird vorgestellt, welche Probleme
bei der Modellierung von NFE bestehen. Abschnitt 3.7 fasst die Ergebnisse zusammen.
3.1 Berücksichtigung von Eingabedaten
Bei der Untersuchung der Eigenschaften von Einzelsystemen ist die Berücksichtigung
von Eingabedaten bereits etabliert. Insbesondere im Umfeld eingebetteter Systeme
ist der Bedarf zur Messung der Leistung oder des Stromverbrauchs, aufgrund der
beschränkten Hardware-Ressourcen, hoch. Um diese Messungen zu verbessern, wer-
den Eingabedaten berücksichtigt [Bar+10b]. Die teilweise sehr spezialisierten Anwen-
dungen im Bereich eingebetteter Systeme unterstützen das Vorgehen, weil für diese
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Anwendungen auch leichter die möglichen Eingabedaten erkannt und entsprechend
repräsentative Vertreter ausgewählt werden können.
Allein durch die Variabilität der Eingabedaten entstehen Probleme für die Unter-
suchung der NFE, die sich bei der Betrachtung von SPL wiederfinden lassen. Ein
Problem besteht darin, dass es keine endliche Menge von Eingabedaten geben muss,
die alle möglichen Ausprägungen der NFE aufzeigt. Ein einfaches Beispiel ist ein Pro-
gramm, welches die Wörter in einem Text zählt. Die Laufzeit des Programms ist
offensichtlich von der Länge des Textes abhängig und würde bei jeder unterschiedli-
chen Textlänge auch unterschiedliche Ergebnisse aufweisen.
Eine Lösung für dieses Problem besteht darin, einige Stichproblem mit unterschied-
licher Textlänge zu messen, um anhand der Ergebnisse mit der statistischen Methode
der Regression weitere Eingabedaten schätzen zu können. Dabei ist Domänenwissen
notwendig, um repräsentative Stichproben zu nehmen.
Schon bei der Untersuchung von Einzelsystemen muss bei der Berücksichtigung
von Eingabedaten die entstehende Variabilität beachtet werden. Im Gegensatz zur
Entwicklung von SPL, bei der die Verwaltung von Variabilität Grundbestandteil des
Konzepts ist, fehlt bei der Entwicklung von Einzelsystemen ein einheitliches Konzept
zum Umgang mit Variabilitätsquellen.
Bei der Entwicklung von SPL muss zusätzlich die Variabilität der Anwendung und
die damit in Verbindung stehende Abhängigkeit von der Variabilität der Eingabeda-
ten berücksichtigt werden. Eine Arbeit im Bereich der modellgetriebenen Software-
Entwicklung berücksichtigt dieses Problem bereits [Hap+10; KR10]. Es werden hierbei
allerdings nur einfache Beziehungen zwischen dem Kontext und einer NFE untersucht.
Die Auswirkung von Variabilität, einschließlich dem Einfluss von Merkmalinteraktio-
nen, wird nicht berücksichtigt.
3.2 Testen von Software
Das Testen von Software steht in einem engen Zusammenhang mit der Untersuchung
von NFE und wird als wichtiger Ideengeber im Folgenden mit betrachtet.
Das Ziel dieser Untersuchung ist es, ein Verständnis über die Eigenschaften von
Software und der Faktoren, die diese beeinflussen, zu erlangen. Ein Software-System
verhält sich abhängig von den Rahmenbedingungen unterschiedlich, je nach Eingabe-
datum werden beispielsweise unterschiedliche Verarbeitungsschritte ausgeführt. Bei
der Untersuchung der FE wird durch Tests geprüft, ob das Ergebnis der Verarbeitung
der Spezifikation entspricht.
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Da jede Ausführungsvariante der Software auch ihre eigenen FE haben kann, bildet
die Betrachtung dieser Eigenschaften einen Spezialfall der Untersuchung von Eigen-
schaften im Allgemeinen. Die Möglichkeiten zur Untersuchung der FE, zum Beispiel
durch Tests, werden daher zuerst betrachtet und für die Betrachtung der NFE erwei-
tert.
Mit Tests soll untersucht werden, ob sich ein Programm gemäß seiner Spezifi-
kation verhält. Die Spezifikation umfasst die Aufgaben, die das Programm bei ei-
ner definierten Eingabe durchführen soll. Dies entspricht den FE der Software. Mit
Software-Tests soll das Programm möglichst umfangreich getestet werden, dies um-
fasst alle FE und alle möglichen Umgebungen. Zu der Umgebung gehören auch die
unterschiedlichen Eingabedaten, in deren Kontext das Verhalten der Software geprüft
wird.
Tests lassen sich in verschiedenen Dimensionen klassifizieren. Abhängig davon, ob
beim Testen Kenntnisse über die Implementierung, beispielsweise durch die Analyse
des Quelltextes, genutzt werden können, unterscheidet man white-box- und black-
box-Tests. Während bei einem white-box-Test Kenntnisse über die Implementierung
genutzt werden können, werden für black-box-Tests lediglich Informationen über die
Schnittstelle der zu testenden Software verwendet [Som11, S. 215].
Im Bereich der modellgetriebenen Software-Entwicklung findet auch das Testen
auf der Basis von Modellen statt. Damit ähnelt es dem Testen von SPL, da hier das
zugehörige Variabilitätsmodell für das Testen verwendet werden kann.
Das modellbasierte Testen gehört zu der Kategorie der black-box-Tests [EW02].
Ausgangspunkt ist ein Modell, welches das Verhalten der zu testenden Software
beschreibt. Zu den verwendeten Modellen gehören Zustandsmaschinen (engl. state
machines) [WSS08], Aktivitätsdiagramme [Reu+05] und erweiterte Merkmalmodelle
[Ost+09].
Eine weitere Dimension zur Klassifizierung ist der Umfang der zu testenden Soft-
ware. Hierbei lassen sich unit tests, bei denen feingranular einzelne Methoden oder
Klassen getestet werden, und Systemtests, bei denen ganze Softwaresystemen mit all
seinen Komponenten getestet werden, unterscheiden.
Die Untersuchung von NFE in SPL lässt sich ebenfalls in diese Dimensionen einord-
nen. Für die Untersuchung von Eigenschaften in SPL ist insbesondere die Variabilität
von Interesse, welche bei den feingranularen unit tests keine oder nur eine geringe
Rolle spielt, daher werden im Folgenden die Systemtests betrachtet.
Hauptanwendungsfall für die Nutzung der NFE liegt in der Bewertung von Software-
Systemen hinsichtlich der NFA. Die Nutzung des Quelltextes, analog zu white-box-
Tests, stellt eine Hürde da, da für viele Software-Systeme der Quelltext nicht, oder
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nur in Teilen zur Verfügung steht. Daneben besteht die Gefahr, dass Ansätze, die
sich auf den Quelltext beziehen, unflexibel bei der Nutzung für andere Programmier-
sprachen sind. Daher werden in der Forschung für die Untersuchung von NFE in SPL
Verfahren ähnlich zu black-box-Tests verwendet.
Die Nutzung von Eingabedaten ist für die Betrachtung von FE und NFE gleicher-
maßen von Bedeutung.
Ein Test besteht aus einer Definition der Eingabedaten oder einem Paar von
Eingabe- und zugehörigen Ausgabedaten. Wenn nur die Eingabedaten spezifiziert wer-
den, kann lediglich geprüft werden, dass das Programm nicht abstürzt, nicht terminiert
oder eine Ausnahme wirft [UPL11]. Um mit dem Test zu prüfen, dass das Ergebnis
korrekt ist, müssen für die Eingabedaten erwartete Ausgabedaten spezifiziert werden,
die mit den Ausgabedaten des getesteten Programms verglichen werden können.
Das Ziel von Tests ist es, ein Programm möglichst vollständig zu testen. Dafür
ist es notwendig, Tests und damit entsprechende Eingabedaten auszuwählen, die die
unterschiedlichen Funktionen einer Software prüfen. Es können Überdeckungskriterien
definiert werden, die es erlauben, eine Vollständigkeit der Testsammlung zumindest
bezüglich des Kriteriums zu erreichen [YLW06]. Die Überdeckungskriterien können
sich dabei auf Quelltext, Modelle, Daten oder Anforderungen beziehen [UPL11].
Bei Zufallstests wird eine Menge von Eingabedaten aus einem bestimmten Wer-
tebereich zufällig erzeugt und die Software damit getestet. Statt der Verwendung
eines Überdeckungskriteriums laufen die Tests, bis ein definiertes Abbruchkriterium er-
reicht wurde, beispielsweise die Zahl der Tests oder die Dauer des Testlaufs [TDM08,
S. 62 ff.].
Für die Erweiterung auf das Testen von SPL muss zusätzlich die Variabilität be-
trachtet werden. Entsprechend der Überdeckungskriterien für Einzelsysteme müssen
Kriterien für die Abdeckung der Variabilität getroffen werden.
3.3 Heuristiken zur Auswahl von Konfigurationen
Im Kontext von Variabilität ist es notwendig, bei der Untersuchung von Eigenschaf-
ten eine Auswahl von zu messenden Konfigurationen zu treffen. Eine Messung aller
möglichen Konfigurationen garantiert zwar eine optimale Abdeckung der untersuchten
SPL, ist bei einer steigenden Zahl von Variabilitätspunkten und damit einer schnell
steigenden Zahl von möglichen Varianten nicht skalierbar.
Für dieses Problem gibt es bereits zahlreiche Forschungsbeiträge [CCR10; CDS08;
EBG12; SCD12]. Jeweils ausgehend von einem Variabilitätsmodell werden nach di-
versen Verfahren Konfigurationen zum Testen ausgewählt. Für jede einzelne Konfigu-
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ration können dann Softwaretests analog zum Testen von Einzelsystemen verwendet
werden.
3.3.1 Variabilitätsüberdeckung
Für das Testen von Software stellen beipielsweise Ensan, Bagheri und Gašević [EBG12]
eine Heuristik zur Auswahl von Konfigurationen vor. Die Besonderheit liegt darin, dass
die Zahl der Konfigurationen, die zu testen sind, im Voraus festgelegt wird und ledig-
lich abhängig von der Zahl der Merkmale im Merkmalmodell ist. Als Richtwert wird
ein Wert von 4n, wobei n für die Zahl der Merkmale steht, gegeben. Dies ist ein
Kompromiss zwischen Umfang des Testsatzes und der erreichten Fehlerabdeckung.
Selbst mit dem höchsten betrachteten Wert von 16n entsteht weiterhin eine Zahl von
zu testenden Konfiguration, die mit vertretbarem Aufwand gemessen werden können,
insbesondere beim Vergleich zu der Zahl aller möglichen Konfigurationen.
Die Auswahl der Konfigurationen erfolgt anhand einer Bewertung der Konfigu-
rationen. In den Testsatz werden dann idealerweise die besten 4n Konfigurationen
aufgenommen. Die vorgeschlagene Umsetzung mit einem genetischen Algorithmus
kann dabei allerdings Ungenauigkeiten erzeugen.
Die Bewertung der Konfigurationen setzt sich aus der Summe zweier Kriterien
zusammen. Analog zu den Überdeckungskriterien beim Testen von Software, werden
hier Kriterien zur Abdeckung der Variabilität verwendet.
Das erste Kriterium ist die Variabilitätsabdeckung (engl. variability coverage, VC).
Diese bestimmt sich aus der Zahl der gewählten Merkmale. Durch dieses Kriterium
werden möglichst alle Merkmale abgedeckt, sowie Merkmalinteraktionen zwischen
gewählten Merkmalen. Nicht berücksichtigt werden hingegen Merkmalinteraktionen,
die bei Abwesenheit eines beteiligten Merkmals entstehen.
Das zweite Kriterium ist die zyklomatische Komplexität (engl. cyclomatic com-
plexity, CC), welche die Zahl aller Abhängigkeitsbeziehungen zwischen den Merkmalen
beschreibt. Durch dieses Kriterium werden komplexe Konfigurationen gewählt, also
besonders solche, mit tief verschachtelten Merkmalen und Merkmalen, die an Ein-
schränkungen zu anderen Merkmalen beteiligt sind.
Da die bereitgestellte Implementierung1 offensichtlich von der in [EBG12] darge-
stellten Funktionsweise abweicht, ist eine genauere Evaluation des Verfahrens nicht
möglich.
1Verfügbar unter http://ebagheri.athabascau.ca/splt/gasplt.zip, abgerufen am 29.11.2012. Die
dort implementierte Fitness-Funktion zielt auf die Minimierung von Fehlern in der jeweiligen Konfigu-
ration. Die oben genannten Kritierien werden nicht berücksichtigt.
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3.3.2 Paarweises Testen
Ein verbreiteter Ansatz für die Auswahl von Testfällen in SPL ist das paarweise Testen
[Per+11; Ost+11; Loc+11]. Das paarweise Testen bildet auch die Grundlage für die
Untersuchung von NFE und wird daher im Folgenden vorgestellt [Sie+11a].
Der Ansatz konzentriert sich auf das Problem der Variabilität in der SPL. Ziel
ist es, aus der Menge aller möglichen Konfigurationen eine deutlich kleinere Menge
von Konfigurationen auszuwählen, die getestet werden müssen. Die Ausführung der
Tests, die Test-Umgebung und damit auch die zugehörigen Testdaten werden von
den vorgestellten Ansätzen nicht betrachtet.
Die paarweisen Tests gehören zur Klasse der black-box-Tests, bei denen keine
Kenntnis über die Implementierung verwendet werden, Ausgangspunkt ist allein das
Merkmalmodell.
Beim paarweisen Testen werden die Konfigurationen so gewählt, dass jede Kom-
bination der Merkmalausprägungen zweier Merkmale mindestens einmal vorkommt.
Ein optionales Merkmal hat die Ausprägung vorhanden oder nicht vorhanden. Bei zwei
optionalen Merkmalen ergeben sich vier Konfigurationen (beide Merkmale vorhanden,
jeweils ein Merkmal vorhanden und kein Merkmal vorhanden).
Bei der Auswahl von Testfällen sollen alle Merkmale berücksichtigt werden, um so
auch alle Funktionen durch die Tests abdecken zu können. Dabei werden allerdings
nicht alle möglichen Merkmalinteraktionen berücksichtigt. Durch paarweise Tests wer-
den zumindest die Art von Merkmalinteraktionen mit abgedeckt, die sich zwischen
zwei Merkmalen bilden können.
SPL
A B C
Abbildung 6: Merkmalmodell für paarweises Testen
In Abbildung 6 wird ein einfaches Merkmalmodell mit vier Merkmalen gezeigt, das
Wurzelmerkmal SPL und drei optionale Merkmale A, B und C.
Es ergeben sich acht gültige Konfigurationen: (SPL), (SPL-A), (SPL-B), (SPL-
C), (SPL-A-B), (SPL-B-C), (SPL-A-C), (SPL-A-B-C).
Bei Verwendung von paarweisen Tests reduzieren sich die zu testenden Konfigu-
rationen auf folgende vier: (SPL), (SPL-A-B), (SPL-B-C), (SPL-A-C).
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Gegenüber der Gesamtmenge der Konfigurationen entfällt beim paarweisen Testen
beispielsweise die Konfiguration (SPL-A), da die Paarung SPL und A beide vorhanden,
sowie A vorhanden und B und C jeweils abwesend, auch schon als Teil von (SPL-A-B)
und (SPL-A-C) abgedeckt sind.
Der Ansatz des paarweisen Testens kann generalisiert werden als t-wise testing.
Während beim paarweisen Testen, jeweils Kombination von zwei Merkmalen betrach-
tet werden, werden beim t-wise testing entsprechend Kombinationen von t Merkmalen
betrachtet.
Für t = 1 bedeutet dies, dass jedes optionale Merkmal, jeweils einmal anwesend
und einmal abwesend sein muss. Für das Merkmalmodell aus Abbildung 6 ergeben
sich folgende zwei zu testende Konfigurationen: (SPL), (SPL-A-B-C). Dem Vorteil
der geringen Zahl zu testender Konfigurationen steht die fehlende Betrachtung vieler
Merkmalinteraktionen entgegen.
Mit höherem t steigt die Zahl der Konfigurationen, aber auch die Abdeckung mög-
licher Merkmalinteraktionen. Angenommen, eine Merkmalinteraktion entsteht nur bei
der Auswahl aller verfügbaren optionalen Merkmale, würde diese durch paarweise
Tests nicht mit abgedeckt werden.
Bei t = 3 werden Merkmalinteraktionen, bei denen drei Merkmale beteiligt sein
müssen, abgedeckt. Dadurch steigert sich aber wiederum die Zahl der zu testenden
Konfigurationen, im Beispiel sind bereits alle acht möglichen Konfigurationen zu te-
sten.
Die Erstellung der Konfigurationen auf Basis der Merkmalmodelle ist mit steigen-
der Komplexität der Modelle aufgrund der Anzahl der Merkmale, der Betrachtung
von Gruppenkardinalitäten und Einschränkungen im Modell nicht manuell zu erledi-
gen. Für die Automatisierung wurden daher Algorithmen und deren Umsetzung durch
entsprechende Werkzeuge entwickelt [OMR10; Per+10]. In der vorliegenden Arbeit
wird die frei verfügbare und aktuelle Umsetzung von Johansen, Haugen und Fleurey
[JHF12] verwendet.
t-wise testing erlaubt die systematische Generierung von zu testenden Konfigura-
tionen allein auf Basis eines Merkmalmodells. Je nach Auswahl von t können dabei
Merkmalinteraktionen unterschiedlicher Ordnung berücksichtigt werden.
Das Verfahren liefert jedoch lediglich Konfigurationen, die zu testen sind. Ent-
sprechende Tests, mit Eingabedaten und dem erwarteten Verhalten der Software,
sind damit noch nicht vorgegeben.
Während durch die Tests FE untersucht werden, ist
t-wise testing auch ein vielversprechender Ansatz für die Untersuchung von NFE, da
dort ebenfalls Merkmalinteraktionen mit berücksichtigt werden müssen. Der Ansatz
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wird sowohl in existierender Literatur zur Untersuchung von NFE [Sie+11a] als auch
in dieser Arbeit verwendet.
3.4 Nicht-funktionale Eigenschaften
Aussagen über NFE können sich grundsätzlich nur auf ein konkretes Software-System
beziehen. Zusätzlich kann der Kontext der Software, beispielsweise in Form der Ein-
gabedaten, einen Einfluss haben.
Das Problem bei der Betrachtung von NFE in SPL besteht in der Variabilität der
SPL, sowohl bezüglich ihrer Konfiguration, als auch dem Kontext der Verwendung.
Aussagen über NFE lassen sich nur für einzelne Konfigurationen der SPL sowie für
einen bestimmten Verwendungskontext der Software treffen. Jede mögliche Variante
unabhängig voneinander zu untersuchen, bedeutet aufgrund der hohen Zahl möglicher
Varianten für die meisten SPL einen zu großen Aufwand. Ziel ist es, das Verhältnis
von Konfiguration und Kontext zu NFE zu modellieren, indem nach den Einflüssen
auf NFE gesucht wird. Aus der Summe der Einflüsse sollten sich dann Aussagen über
die NFE treffen lassen.
Im Folgenden wird gezeigt, wie NFE von SPL derzeit untersucht werden können.
Die Ansätze werden hinsichtlich der berücksichtigten Variabilitätsquellen und Aspek-
ten wie Automatisierbarkeit und Skalierbarkeit bewertet.
Den Ansätzen ist gemein, dass die Variabilität der NFE auf die Merkmale und
Merkmalinteraktionen der Software zurückgeführt wird.
Eine erste Möglichkeit ist es, den Einfluss von Merkmalen auf NFE durch Do-
mänenexperten bestimmen zu lassen und direkt in das Merkmalmodell aufzunehmen.
Beim manuellen Ansatz werden dazu die Merkmale um Attribute zur Abbildung der
NFE ergänzt. Zusätzlich müssen Aggregationsfunktionen hinterlegt werden, um aus
der Menge von Attributen aller Merkmale einer Konfiguration Aussagen über das Ge-
samtsystem treffen zu können. Ein Beispiel für diesen Ansatz findet sich in [Bar+10a].
Die Messung erfolgt nicht automatisiert. Somit hängt es vom Anwender der Methode
ab, welche Variabilitätsquellen berücksichtigt und wie Merkmalinteraktionen berück-
sichtigt werden.
Dieser Ansatz ist sehr aufwendig, daher werden automatisierbare Verfahren benö-
tigt.
Teil-automatische Vorhersage von NFE Ein Ansatz zur Ermittlung von NFE, bei
dem zum Teil manuelle und zum Teil automatisierbare Methoden eingesetzt werden,
wird von Sincero, Schröder-Preikschat und Spinczyk [SSS10] gezeigt.
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Aus der Menge der Merkmale der SPL werden auf Basis der Domänenanalyse
für die NFE relevante Merkmale ausgewählt. Im beschriebenen Beispiel des Linux
Kernels, einer SPL mit tausenden Merkmalen [She+11], soll als NFE die Leistung des
Schedulers untersucht werden. Unter der Annahme, dass lediglich die Konfiguration
des Schedulers für die Eigenschaft relevant ist, werden 30 Merkmale untersucht.
Im nächsten Schritt wird das Merkmalmodell vorbereitet. Dazu wird von den Au-
toren das Verfahren der partiellen Konfiguration (engl. partial configuration) genutzt,
welches dem Konzept der Spezialisierung entspricht. Sofern es nicht dem Modell wi-
derspricht, kann jedes Merkmal gewählt, blockiert oder offen sein. Gewählte Merkmale
müssen in jeder Konfiguration vorhanden sein, blockierte Merkmale dürfen in keiner
Konfiguration vorhanden sein und offene Merkmale zeigen verbleibende Variabilität
der partiellen Konfiguration. Auf diesem Weg wird vom Gesamtmodell eine Spezia-
lisierung erstellt, die lediglich die Variabilität bezüglich der untersuchten Merkmale
bestehen lässt.
In diesem Fall wird die Konfiguration auf Basis der FA und NFA, jedoch ohne die
betrachtete NFA bezüglich der Leistung des Schedulers, erstellt. Die 30 Merkmale
des Schedulers werden als offen konfiguriert. Die entstehende partielle Konfiguration
enthält somit nur noch Variabilität, die die untersuchte Eigenschaft beeinflussen kann.
Auf Basis der partiellen Konfiguration erstellen die Autoren 148 gültige Konfigura-
tionen. Die geringe Zahl der Konfigurationen erlaubt es in diesem Fall, alle Varianten
zu messen und damit direkt ein genaues Ergebnis für alle betrachteten Konfiguratio-
nen zu erhalten.
Um den Einfluss der offenen Merkmale und deren Interaktionen zur analysieren,
schlagen die Autoren eine Kovarianzanalyse vor. Auch mit einer Teilmenge von gete-
steten Konfigurationen soll eine Regression zur Ermittlung der NFE von nicht direkt
gemessenen Konfigurationen durchgeführt werden können, wobei das Verfahren für
diesen Fall nicht evaluiert oder genauer dokumentiert wurde.
Die Untersuchung aller gültigen Konfigurationen ist keine skalierbare Lösung, da
mit steigender Zahl von optionalen Merkmalen, die Zahl der zu prüfenden Konfigu-
rationen schnell, unter Umständen sogar exponentiell, steigen kann. Als Alternative
bleibt der Weg über eine Regression auf Basis einer Untermenge gemessener Konfi-
gurationen, wobei die Auswahl der zu messenden Konfigurationen nicht beschrieben
wird und das Verfahren dadurch auch nicht nachvollziehbar ist.
Sincero, Schröder-Preikschat und Spinczyk wollen den Konfigurationsprozess un-
terstützen, indem Informationen über die Auswirkung von Merkmalen auf die NFE
des resultierenden Programm dargestellt werden. Die gezeigte Untersuchung umfas-
ste nicht alle Merkmale der Beispiel-SPL, sondern eine kleine Zahl von Merkmalen,
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die durch einen Domänenexperten als relevant für die gesuchte NFE identifiziert wur-
den. Es werden alle gültigen Konfigurationen gemessen und durch eine Kovarianz-
analyse wird der Einfluss der einzelnen Merkmale sowie von Merkmalinteraktionen
abgeschätzt.
Automatischer Vorhersage von NFE Siegmund u. a. [Sie+11a] präsentieren eben-
so wie Sincero, Schröder-Preikschat und Spinczyk einen Ansatz zur Vorhersage von
NFE, um diese bei der Konfiguration zu berücksichtigen. Das Ziel der Autoren ist
dabei, möglichst wenig Domänenwissen zu verwenden und ein skalierbares, automati-
siertes Verfahren zu entwickeln. Das Ergebnis der Methode ist ein Vorhersagemodell,
mit dem sich für eine beliebige valide Konfiguration die untersuchte NFE schätzen
lässt. Das Vorgehen wird im Folgenden genauer beschrieben.
Ausgehend von einem Merkmalmodell werden in einem mehrstufigen Verfahren
zu messende Konfigurationen ausgewählt. Die Auswahl der Konfigurationen benötigt
nicht mehr Domänenwissen als im Merkmalmodell bereits modelliert wurde.
Zu diesem Wissen gehört die Kenntnis, welche Konfigurationen gültig sind. Die
von den Autoren betrachteten SPL umfassten zwischen 9 und 39 Merkmalen, wor-
aus sich zwischen 192 bis knapp vier Millionen möglichen Konfigurationen ergeben.
Der Anteil der zu testenden Konfigurationen schwankt dabei je nach SPL und auch
abhängig vom verwendeten Verfahren zwischen unter 1% und 75%, wobei der Anteil
von zu messenden Konfigurationen gegenüber allen möglichen Varianten bei größeren
SPL sinkt. In absoluten Zahlen ergibt sich bei allen SPL ein Aufwand von unter 600
Messungen.
In der ersten Phase wird versucht, den direkten Einfluss jedes Merkmals auf die
untersuchte Eigenschaft zu messen. Zunächst wird eine Konfiguration mit möglichst
wenigen Merkmalen bestimmt. Ausgehend von der Messung dieser Basiskonfiguration
wird eine weitere Konfiguration gemessen, die das betrachtete Merkmal enthält, aber
sonst möglichst wenige weitere Merkmale enthält. Eine Konfiguration ist bezüglich
eines Merkmals A minimal, wenn die Konfiguration mit und ohne das Merkmal A
valide ist und eine minimale Anzahl von Merkmalen enthält. Das Delta zwischen
den beiden Konfigurationen beschreibt den direkten Einfluss des Merkmals und alle
auftretenden Merkmalinteraktionen. Um den direkten Einfluss vom Einfluss eventuell
vorhandener Merkmalinteraktionen zu unterscheiden, sowie zur Identifikation der in
den Merkmalinteraktionen beteiligten Merkmale, sind weitere Schritte notwendig.
Die Ermittlung von Merkmalinteraktionen kann zahlreiche Messungen erfordern,
daher sollen zunächst Merkmale identifiziert werden, die in diesen Merkmalinterak-
tionen beteiligt sind. Erst in einem zweiten Schritt werden für diese Merkmale dann
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weitere Messungen durchgeführt, um die genaue Art der Merkmalinteraktion zu er-
kennen.
Eine Merkmalinteraktion wird angenommen, wenn der Einfluss eines Merkmals
abhängig von der restlichen Konfiguration ist. Um den Suchraum einzugrenzen, wird
als Vergleichskonfiguration eine maximale Konfiguration betrachtet. Eine maximale
Konfiguration ist analog zur minimalen Konfiguration eine Konfiguration, bei der das
betrachtete Merkmal gewählt oder nicht gewählt werden kann und außerdem eine
größtmögliche Zahl weiterer Merkmale vorhanden ist. Für beide Konfigurationen wird
jeweils die Variante mit diesem Merkmal und ohne dieses Merkmal gemessen. Das
Delta beschreibt den Einfluss des Merkmals zunächst im Kontext mit wenigen anderen
Merkmalen, dann im Kontext einer maximalen Zahl von Merkmalen. Unterscheiden
sich die Deltas, ist eine Interaktion vorhanden, auch wenn dadurch noch nicht bekannt
ist, welche Merkmale und in welcher Art diese interagieren.
Die interagierenden Merkmale werden mit Hilfe von paarweisen Vergleichen wei-
ter untersucht. Es werden dabei Konfigurationen so gewählt, dass der Einfluss eines
jeweils anderen Merkmals gemessen werden kann. Das Ergebnis sind Interaktions-
terme zwischen jeweils zwei Merkmalen. Wenn drei Merkmale untereinander jeweils
paarweise interagieren, wird auch ein Interaktionsterm aller drei Merkmale gebildet.
Die Zahl der zu messenden Konfigurationen ist somit auch abhängig von den
identifizierten Merkmalinteraktionen.
Wenn alle Messungen vorliegen, kann die NFE einer Konfiguration abgeschätzt
werden. Dazu wird ausgehend von der Basiskonfiguration der Einfluss jedes vorhan-
denen Merkmals und jeder identifizierten Merkmalinteraktion addiert.
Durch die geringe Zahl benötigter Messungen, im Vergleich zur Zahl möglicher
Konfigurationen, wird das Verfahren als aussichtsreiche Grundlage für eine Erweite-
rung zur Betrachtung weiterer Variabilitätsquellen betrachtet.
Das Verfahren wurde auf Basis realer Anwendungen evaluiert. Dabei muss kritisch
betrachtet werden, dass der Ursprung und damit auch die Eigenschaften der unter-
suchten Merkmalmodelle nicht beschrieben werden. Die evaluierten Merkmalmodelle
decken lediglich einen Teil der Variabilität der realen Anwendungen ab. Die größte
betrachtete SPL ist SQLite, in unbekannter Version, mit 39 Merkmalen. In der Do-
kumentation2 sind neben den modellierten Merkmalen, mit Versionstand 3.7.13, 72
weitere Merkmale und Merkmalgruppen gelistet.
2http://www.sqlite.org/compile.html, abgerufen am 23.11.2012.
3.5 Modellierung von nicht-funktionalen Eigenschaften 25
Als Konsequenz bleibt die Frage offen, ob dieses Verfahren und noch viel mehr neue
Verfahren, die es erweitern, bei realen SPL, die bezüglich der Variabilität vollständig
modelliert werden, anwendbar ist.
Erweiterung des Ansatzes von Siegmund u. a. Auf Basis der Arbeit von Siegmund
u. a. [Sie+11a] präsentieren Guo u. a. [Guo+12] einen ähnlichen Ansatz. Abweichend
von [Sie+11a] werden Konfigurationen nicht durch Heuristiken bestimmt, sondern
zufällig gewählt. Außerdem wird das Vorhersagemodell auf Basis eines Regressions-
baums (engl. Classification and Regression Tree, CART ) erstellt.
Aufgrund der guten Dokumentation und der umfangreichen Evaluation wird das
Verfahren von Siegmund u. a. als Grundlage für die Erweiterung zur Berücksichtigung
von Eingabedaten gewählt.
3.5 Modellierung von nicht-funktionalen Eigenschaften
Nach dem Aufbau eines Vorhersagemodells sollen die gewonnen Erkenntnisse über
die NFE für das SPLE genutzt werden können. Ein möglicher Anwendungsfall ist die
Unterstützung des Konfigurationsprozesses. Dabei sollen nun neben den FA durch das
Wissen über die NFE die entsprechenden NFA berücksichtigt werden können.
Das Variabilitätsmodell ist die Grundlage für den Konfigurationsprozess. Daher
gibt es den Ansatz, Informationen des Vorhersagemodells mit in das Variabilitätsmo-
dell aufzunehmen.
Da für die meisten Variabilitätsmodelle auch eine Visualisierung in Diagrammen
vorgesehen ist, müssen diese Darstellungen ebenfalls erweitert werden.
Für die Aspekte Modellierung und Visualisierung, welche jeweils miteinander ver-
bunden sind, werden im Folgenden einige Ansätze vorgestellt und bewertet. Dabei
werden sowohl Erweiterungen der Merkmalmodellierung (Abschnitte 3.5.1–3.5.4) und
der UML (Abschnitt 3.5.5) betrachtet.
3.5.1 Erweiterte Merkmalmodelle
Eine leichtgewichtige Lösung zur Abbildung von NFE stellen die erweiterten Merk-
malmodelle dar [BTR05]. In diesem Modell können jedem Merkmal eines klassischen
Merkmalmodells Attribute zugeordnet werden. Diese Attribute beschreiben eine Ei-
genschaft durch einen skalaren Wert oder in Abhängigkeit von anderen Attributen,
wobei auch Attribute von anderen Merkmalen berücksichtigt werden können.
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Bei der automatischen Analyse des Modells sollen auch optimale Konfigurationen
hinsichtlich einer Zielfunktion mit Bezug auf die Attribute ermittelt werden können.
Das Modell hat einige Nachteile. So ist es nicht möglich, Einschränkungen (be-
nötigt oder schließt-aus) zu formulieren. Zudem können keine Merkmalinteraktionen
modelliert werden [ESB08].
Bagheri u. a. [Bag+10] präsentieren ein wesentlich erweitertes Kontext zur Mo-
dellierung von NFE. Auf Basis der modellierten Eigenschaften können Präferenzen
bezüglich NFE bei der Konfiguration umgesetzt werden. Eine Visualisierung ist nicht
vorgesehen.
Zusammenfassend handelt es sich um einen Ansatz, bei dem ein klassisches Merk-
malmodell mit Attributen für die NFE annotiert wird. Diese Attribute können bei der
automatischen Konfiguration verwendet werden.
3.5.2 Anforderungs-, Problemwelt- und Spezifikationsmodelle
Eine Annotation je Merkmal ist nicht ausreichend, um Aussagen über die Eigenschaf-
ten des Gesamtsystems zu treffen. Zum einen ist nicht bekannt, wie die Werte der
Eigenschaften für die gewählten Merkmale zu aggregieren sind, und zum anderen
werden Merkmalinteraktionen nicht berücksichtigt.
Than Tun u. a. [Tha+09] lösen das Problem, indem die Eigenschaften eines Merk-
mals jeweils als Funktion formuliert werden, bei der die Konfiguration der Submerkma-
le auf die jeweilige Eigenschaft abgebildet wird. Die Eigenschaften des Wurzelknotens
im Merkmalbaum entsprechen dann den Eigenschaften des Gesamtsystems.
Die Autoren schlagen für die Abbildung von FE und NFE eine Aufteilung in drei
Merkmalmodelle vor.
Das Anforderungs-Merkmalmodell modelliert die Anforderungen, die sich aus der
Domäne ergeben können. Im Problemwelt-Merkmalmodell sind die physischen Rah-
menbedingungen, im Sinne der Hardware, auf dem das Softwaresystem laufen soll,
beschrieben. Das Spezifikations-Merkmalmodell umfasst die Merkmale der Software
und entspricht damit dem Merkmalmodell im üblichen Verständnis. Die unterschied-
lichen Merkmalmodelle erlauben einen mehrdimensionalen Blick auf die SPL. Mo-
dellübergreifend können Einschränkungen formuliert werden, um so beispielsweise die
Anforderungen mit den entsprechenden Merkmalen in der Software zu verknüpfen.
Die Anforderungen können sich dabei sowohl auf FE als auch auf NFE beziehen.
Mit diesem Ansatz ist es möglich, Variabilität außerhalb des Softwaresystems zu
formulieren und zwischen den Merkmalen der unterschiedlichen Dimensionen Ein-
schränkungen, auch bezüglich NFE, zu formulieren.
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Die Darstellung erfolgt in einem klassischen Merkmaldiagramm. Einfache Ein-
schränkungen werden entsprechend der Syntax aus der Merkmalmodellierung dar-
gestellt. Komplexe Einschränkungen werden zusätzlich außerhalb des Merkmaldia-
gramms in Form von logischen Ausdrücken abgebildet.
Dieser Ansatz ist als Grundlage für die Berücksichtigung von Eingabedaten und
NFE im Merkmalmodell geeignet. Über das Anforderungs-Merkmalmodell lassen sich
NFE berücksichtigen und das Problemwelt-Modell ließe sich zur Erfassung der Einga-
bedaten erweitern.
3.5.3 Kontextmodelle
Peng, Lee und Zhao [PLZ09] präsentieren eine Methode zur Ermittlung und Abbildung
von NFA bei der Entwicklung von SPL. Im Rahmen der Domänenanalyse erfolgt eine
Erfassung der NFA, mit dem Ziel, ein Merkmalmodell, einschließlich der NFE, sowie
ein Entscheidungsmodell zur Konfiguration der Merkmale in Abhängigkeit der NFA
zu erstellen.
Das klassische Merkmalmodell, das auf den FE basiert, wird für die Erfassung der
NFA vorausgesetzt. In einem ersten Schritt wird für jedes Merkmal und das System
im Ganzen ein Kontextmodell konstruiert. Das Kontextmodell enthält Informationen
über die Interaktion zwischen Systembestandteilen, zwischen System und Benutzern,
die verwendete Hardware sowie die realen Aktivitäten und damit auch die entste-
henden Eingabedaten. Da mit SPL unterschiedliche Kundengruppen angesprochen
werden, gibt es auch Variabilität im Kontextmodell, beispielsweise die unterschied-
liche vorhandene Hardware. Eine gezeigte Notation des Kontextmodells weicht von
bekannten Modellierungssprachen ab und ist nicht genauer spezifiziert.
Ausgehend von den Kontextmodellen wird im nächsten Schritt die Variabilität in
den NFA identifiziert. Innerhalb der NFA wird zwischen allgemeinen und kontextbezo-
genen Anforderungen unterschieden. Allgemeine Anforderungen gelten für jede Kon-
figuration der SPL, während kontextbezogene Anforderungen nur beachtet werden,
wenn entsprechende Merkmale aus dem Kontextmodell gewählt sind.
Für die identifizierten NFA werden relevante Ausprägungen bestimmt. Zum Bei-
spiel ist die NFE Sicherheit grundsätzlich erstrebenswert, eine Aufnahme der Aus-
prägung weniger Sicherheit ist daher nur dann relevant, wenn damit andere NFE,
beispielsweise weniger Kosten, in Verbindung stehen.
Die verbleibenden NFA mit ihren Ausprägungen werden operationalisiert, indem
den Anforderungen Merkmale zu deren Umsetzung zugeordnet werden. Das Merk-
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malmodell wird um die angestrebten NFE, in Form von Attributen der Merkmale,
ergänzt.
Der zweite Bestandteil der Methode, neben dem erweiterten Merkmalmodell, ist
das Entscheidungsmodell, anhand dessen eine Konfiguration mit Bezug auf die NFA
und die Umgebung der Software, erfolgt. Das Entscheidungsmodell wird in Form eines
Entscheidungsbaums dargestellt.
Innerhalb der beschriebenen Methode werden keine Angaben gemacht, wie das
Entscheidungsmodell aufgestellt werden kann. Um die Methode auch für komplexe
SPL verwenden zu können, muss ein entsprechendes automatisierbares Verfahren ver-
wendet werden, wozu bereits zahlreiche Forschungsergebnisse vorliegen [BSR10].
Die gezeigte Methode ist ein weiteres Beispiel, wie Ansätze bereits NFE und Kon-
textinformationen in der Modellierung berücksichtigen. Die Vielfalt der betrachteten
Aspekte wirkt sich negativ auf die Visualisierung aus, da sowohl das ergänzte Merk-
malmodell, als auch der Entscheidungsbaum schnell sehr komplex werden.
3.5.4 Produktlinienmodelle
Produktlinienmodelle [Sie+12] haben wie die erweiterten Merkmalmodelle das klassi-
sche Merkmalmodell als Grundlage und erweitern es um Elemente zur Abbildung von
NFE.
Das Modell ordnet einzelnen Merkmalen einen messbaren Einfluss auf eine NFE
zu, ein Merkmal bewirkt beispielsweise eine 20 kB größere Binärdatei und erhöht den
Preis um $50. Alternativ ist es möglich, lediglich die Existenz und die Richtung eines
Einflusses auf eine NFE zu modellieren, zum Beispiel kann die Wahl eines Merkmals
die Sicherheit erhöhen, ohne genauere Abbildung, wie hoch der Einfluss auf diese
Eigenschaft ist.
In dem Modell werden Merkmalinteraktionen explizit modelliert und können wie
normale Merkmale mit Aussagen über den Einfluss auf NFE annotiert werden. Im
Merkmaldiagramm werden die NFE durch neue Elemente an den Merkmalen darge-
stellt. Die Aggregation erfolgt implizit als Summe der NFE aller gewählten Merkmale.
Die gezeigten Ansätze beziehen sich auf die Merkmalmodellierung. Daneben gibt
es auch Ansätze, die NFE in anderen Variabilitätsmodellen berücksichtigen.
3.5.5 Modellierung in UML
Tawhid und Petriu [TP12] präsentieren einen weiteren Ansatz, um NFE zusammen
mit der Variabilität zu modellieren. Dabei verwenden Sie eine Kombination aus einem
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klassischen Merkmaldiagramm und einem UML-Modell mit der Erweiterung Modeling
and Analysis of Real-Time and Embedded systems (MARTE) zur Modellierung der
NFE.
MARTE ist ein UML-Profil und durch die OMG [OMG11] spezifiziert. Ziel ist es,
im Rahmen der modellgetriebenen Software-Entwicklung die Modelle um Informatio-
nen zu Eigenschaften, insbesondere bezüglich Leistung und Prozessverhalten (engl.
schedulability), zu spezifizieren. Damit ist es möglich, Vorhersagen zu den Eigen-
schaften in Abhängigkeit von sowohl Hardware als auch Software zu spezifizieren.
MARTE ist nicht für die Verwendung im Rahmen von SPL ausgelegt, daher sind
die Eigenschaften teilweise generisch formuliert und werden erst im Rahmen der Spe-
zialisierung konkretisiert [TP12].
Abbildung 7 zeigt die Anwendung des vorgeschlagenen Modells am Beispiel einer
SPL von Kompressionsalgorithmen. Die Variabilität innerhalb der Anwendung wird
durch das Fragment mit der Annotation alt ausgedrückt. Der Variabilitätspunkt fea-
ture nimmt die Ausprägungen in Form von guards der einzelnen Kompressionsal-
gorithmen an. Entsprechend der gewählten Alternative werden von der Klasse vom
Typ Tester die entsprechenden Klassen für die Kompression aufgerufen. Die NFE
beim Aufruf der compress-Methode werden durch MARTE-Annotationen modelliert.
Die Eigenschaften werden durch einen Ausdruck in der Value Specification Language
(VSL) angegeben. VSL ist im Rahmen von MARTE standardisiert [OMG11, An-
hang B]. Dabei wird in diesem Fall lediglich die Größe der komprimierten Datei als
Kennzahl betrachtet.
Zu beachten ist der Stereotyp des Sequenzdiagramms, über den das Modell pa-
rametrisiert wird. Mit den Parametern, im Beispiel $dataProp und $size, können die
NFE im Modell nicht nur in Abhängigkeit von den Variabilitätspunkten, sondern auch
in Abhängigkeit von der Umgebung formuliert werden. Das Dollarzeichen als Präfix ist
lediglich eine Konvention zur besseren Abgrenzung der MARTE-Variablen [TP12]. Im
Beispiel werden die Parameter genutzt, um Eigenschaften der Daten und die Größe
der Daten abzubilden. Jede weitere Variabilitätsquelle kann analog dazu eingebracht
werden.
Die Kennzahl compressedSize berechnet sich aus einem für das Merkmal spezifi-
schen Wert, zum Beispiel 0.00432 für das Merkmal bzip2, und einem Wert für die
Daten, $dataProp. Das Ergebnis entspricht dem erreichten Kompressionsgrad, der
nun mit der Größe der zu komprimierenden Datei multipliziert wird, um das Gesamt-
ergebnis in kB zu erhalten.
Die Gewinnung der Werte für die untersuchten Eigenschaften obliegt in dem An-
satz allein den Entwicklern und ist somit manuell [TP12].
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:Tester
alt
:bzip2 :gzip :lzma :snappy
compress
[bzip2]
«AltDesignTime» (VP=feature) 
compress
compress
compress
[gzip]
[lzma]
[snappy]
«PaStep»
{compressedSize=
(0.0432 + $dataProp) * $size, kB}
«PaStep»
{compressedSize=(0.0431 + $dataProp) * $size, kB}
«PaStep»
{compressedSize=(0.0423 + $dataProp) * $size, kB}
«PaStep»
{compressedSize=(0.0814 + $dataProp) * $size, kB}
«GaAnalysisContext» {contextParams = $dataProp, $size}
sd
Abbildung 7: Sequenzdiagramm mit MARTE-Annotationen (basierend auf [TP12])
Als letzter Schritt wird im vorgestellten Ansatz aus dem Modell und festgeleg-
ten Werten ein Vorhersagemodell erzeugt, welches für ausgewählte Anwendungsfälle
konkrete Werte der NFE liefert.
Die VSL erlaubt komplexe Ausdrücke, mit denen sich auch Merkmalinteraktionen
abbilden lassen.
Die Abbildung von Variabilität in UML-Sequenzdiagrammen ist im Vergleich zu
Merkmaldiagrammen eingeschränkt. Neben Alternativen, wie in Abbildung 7 gezeigt,
können noch optionale Elemente modelliert werden. Komplexere Kardinalitäten wie
auch Einschränkungen sind nicht möglich.
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Aufgrund der Flexibilität der UML lässt sich dieser Ansatz auch über die Gren-
zen eines einzelnen Softwaresystems erweitern. MARTE-Annotationen können auch
an Deployment-Diagrammen angewendet werden, wodurch sich zum einen die Eigen-
schaften in Bezug auf unterschiedliche Plattformen, beispielsweise Client und Server,
aufteilen lassen und zum anderen Eigenschaften der Plattform, wie die Bandbreite
des Netzwerks, mit einbezogen werden können [OMG11, S. 365 f.].
Der Anwendungsfall dieses Ansatzes liegt primär in der Erstellung des Vorher-
sagemodells und damit in der Information über die NFE in Abhängigkeit von der
Konfiguration. Weitere Anwendungsfälle, wie die automatische Konfiguration in Ab-
hängigkeit von den NFA sollten aber ebenfalls möglich sein, da diese lediglich das
Vorhersagemodell für die jeweiligen Eigenschaften benötigten.
Der Ansatz ist interessant, da er auf Standards basiert. Durch den Hintergrund
von MARTE im Bereich eingebetteter Systeme, ist dieser Ansatz hauptsächlich für
eine feingranulare Modellierung geeignet.
3.6 Probleme bei der Modellierung
Während die Verbindung zwischen FE und den Merkmalen im Merkmalmodell immer
direkt modelliert werden kann, ist für die Abbildung von NFE unter Umständen eine
Erweiterung des Merkmalmodells notwendig.
Ein erstes Problem ist die Abbildung des Wertebereichs der Ausprägungen der
NFE. Eine abstrakte Eigenschaft wie Sicherheit lässt sich erst dann auf ein Merk-
malmodell abbilden, wenn sie operationalisiert wurde, beispielweise durch eine Un-
terscheidung zwischen verschlüsselte und unverschlüsselte Datenübertragung. Eine
Eigenschaft wie Kompressionsgrad lässt sich, zunächst ohne die Beachtung weiterer
Variabilitätsquellen, direkt messen und somit auch auf Merkmale abbilden. Dabei ist
es allerdings nicht zweckmäßig, sämtliche mögliche Ausprägungen jeweils durch ein
Merkmal auszudrücken, da dadurch das Modell enorm wachsen würde und damit auch
eine Konfiguration erschweren würde.
Das Problem lässt sich beherrschen, wenn nicht jede mögliche Ausprägung be-
achtet wird, sondern sinnvolle Klassen von Ausprägungen gebildet werden. Der Kom-
pressionsgrad könnte durch eine Oder-Gruppe der Merkmale niedrig, mittel und hoch
beschrieben werden. Bei der Konfiguration könnte ein Interessenbeteiligter, der hohen
Wert auf eine gute Kompression legt, das Merkmal hoch wählen oder zumindest das
Merkmal niedrig ausschließen.
Bei NFA muss unterschieden werden zwischen der Anforderung, dass eine Eigen-
schaft nicht gewünscht ist und der Abwesenheit einer Anforderung bezüglich der Ei-
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genschaft, bei der eine Indifferenz gegenüber den möglichen Ausprägungen der NFE
angenommen wird. Die Konsequenz daraus ist, dass alle Interessenbeteiligten Spe-
zialisierungen unter Beachtung der FA und NFA erstellen. Wenn die so entstehende
Spezialisierung keine Konfiguration ist, also noch Variabilität enthält, müssten die
verbleibenden möglichen Produkte für alle Interessenbeteiligten indifferent sein.
Bei der Darstellung eines Vorhersagemodells, beispielsweise in einem Merkmal-
diagramm, muss ein Kompromiss zwischen Übersichtlichkeit und Genauigkeit gefun-
den werden. Für wenige Merkmale und einfache Vorhersagemodelle können konkrete
Werte modelliert werden, wie beispielsweise in [Sie+12]. Hingegen ist die abstrakte
Modellierung durch Merkmale, wie zum Beispiel in [Tha+09], eher geeignet, um über-
sichtliche Diagramme zu erstellen. Gleichzeitig können damit keine konkreten Werte
für die NFE abgelesen werden.
Ein Kompromiss besteht darin, für die Darstellung abstrakte Merkmale zu verwen-
den, bei der automatischen Konfiguration hingegen auf möglichst genaue Vorhersa-
gemodelle zurück zu greifen.
3.7 Zusammenfassung
Der Literaturüberblick zeigt, dass es bereits vielversprechende Ansätze gibt, um NFE
in SPL zu betrachten. Ein aktueller Ansatz kommt von Siegmund u. a. [Sie+11a].
Es können damit automatisiert Vorhersagemodelle für unterschiedliche NFE erstellt
werden. Diesem Ansatz fehlt die Berücksichtigung von Eingabedaten. Der Ansatz
wird daher im Rahmen dieser Arbeit als Basis für eine Erweiterung zur systematischen
Untersuchung des Einflusses von Eingabedaten verwendet.
Bei der Modellierung von NFE, die sich beispielsweise mit einem Vorhersagemodell
beschreiben lassen, finden sich ebenfalls einige Ansätze. Meist werden Variabilitäts-
modelle um neue Elemente zur Abbildung der NFE erweitert. Teilweise werden neue
Modellelemente zur Modellierung von Merkmalinteraktionen eingeführt.
Für die Darstellung von Vorhersagemodellen mit konkreten Werten können die
Produktlinienmodelle [Sie+12] verwendet werden. Alternativ können NFE als Merkma-
le modelliert werden [Tha+09]. Wobei in dieser Arbeit keine Unterscheidung der Merk-
malmodelle getroffen werden soll, sondern zur Vereinfachung alle Merkmale gleich zu
behandeln. Im Gegensatz zum Ansatz von Than Tun u. a. [Tha+09], soll in dieser
Arbeit keine Unterscheidung der Merkmalmodelle getroffen werden. Jede Art von Va-
riabilität wird in der gleichen Art als Merkmal modelliert. Je nach Bedarf können dann
Sichten auf das Merkmalmodell gebildet werden, um beispielsweise nur die Merkmale
der Eingabedaten, als Teil-Modell, darzustellen.
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Als Grundlage der Erweiterung des Vorgehens von Siegmund u. a. [Sie+11a] wird
im Folgenden Kapitel eine Messumgebung zur Messung von NFE in SPL konstruiert.
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4 Messumgebung
In der Messumgebung sollen NFE von Produkten einer SPL gemessen werden. Als
Erweiterung des Stand der Forschung soll bei der Untersuchung von NFE in SPL auch
die Variabilität der Eingabedaten bei der Messung berücksichtigt werden.
Für die Erstellung eines Vorhersagemodells sind mehrere Schritte notwendig. Ab-
bildung 8 zeigt das Vorgehen als UML-Aktivitätsdiagramm.
Konfiguration
auswählen
Kompressions-
Software
erstellen
Daten-
Generator
erstellen
Messung Analyse
Vorhersage-
Modell
erstellen
Abbildung 8: Aktivitätsdiagramm zur Erstellung des Vorhersagemodells
Die Erstellung von Kompressions-Software und Daten-Generator auf Basis der aus-
gewählten Konfigurationen ist die erste Aufgabe der Messumgebung. Die Abschnit-
te 4.1 bis 4.3 stellen die dafür benötigten Werkzeuge vor. Anschließend erfolgen die
Messungen von einigen NFE (Abschnitt 4.4). Die Auswahl der Konfigurationen, sowie
die Schritte nach der Messung werden nächsten Kapitel erläutert.
Zweck der Messumgebung ist es, systematisch Software und zugehörige Einga-
bedaten zu generieren. Die Beschreibung der Software und der Eingabedaten erfolgt
jeweils auf Basis eines Merkmalmodells.
Die erzeugte Software soll dann mit den Daten ausgeführt werden, wobei sich eini-
ge NFE messen lassen sollen. Für den automatischen Aufbau eines Vorhersagemodells
müssen die Messergebnisse ausgewertet werden können.
Durch die unterschiedlichen Methoden, wie NFE zu messen sind, müssen die rele-
vanten NFE als Anforderungen an die Messumgebung mit aufgenommen werden. Für
die Fallstudie der verlustfreien Kompressionsalgorithmen (Kapitel 6) soll die Messum-
gebung die Messung des Speicherverbrauchs, der benötigten Zeit für die Kompression
und des Kompressionsgrades erlauben.
Die Variabilität der Algorithmen und der Eingabedaten wird durch Merkmalmodelle
erfasst. Daher soll auch die Umsetzung der entsprechenden Software als SPL erfolgen.
In der Messumgebung soll soweit wie möglich freie Standard-Software eingesetzt
werden. Der Aufbau der Messumgebung und die Ergebnisse der aus der Evaluation
(Kapitel 6) werden somit wiederholbar. Der Einsatz von Standard-Software soll zudem
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die Zuverlässigkeit gegenüber Eigenentwicklungen erhöhen. Eigenentwicklungen sollen
nur eingesetzt werden, soweit keine Alternative zur Verfügung steht.
Die Messumgebung verwendet zum größten Teil Java als Plattform. Dadurch wird
sie portabel und es können die zahlreichen freien Werkzeuge und Bibliotheken, die sich
im Java-Umfeld entwickelt haben, verwendet werden. Kern der verwendeten Java-
Plattform bildet Oracles HotSpot VM3.
Die Entwicklung von SPL kann mit speziellen Werkzeugen unterstützt werden. Für
die Messumgebung sollte das Werkzeug leicht zu verwenden und für Java geeignete
sein. Mit FeatureHouse [AKL12] kommt ein aktuelles Werkzeug zum Einsatz, welches
alle genannten Anforderungen erfüllt. FeatureHouse unterstützt mit der merkmalori-
entierten Programmierung ein Paradigma zur Implementierung von SPL.
Neben der Entwicklung von SPL muss in der Messumgebung auch die Entwicklung
mit SPL unterstützt werden. Ziel ist es, eine SPL in einem anderen Software-Projekt
zu verwenden und dabei flexibel die verwendete Konfiguration der SPL variieren zu
können. Außerdem ist die Verwaltung von Abhängigkeiten und die Ausführung von
Software-Tests zu steuern. Alles zusammen erfordert ein Build-Management durch
ein Werkzeug wie Maven.
Darauf aufbauend ist eine grundlegende Steuerung der Prozesse der Erstellung
und Ausführung von Software-Projekten notwendig. Diese Steuerung kann mit dem
Integrationsserver Jenkins erfolgen. Beide Werkzeuge sind im Java-Umfeld weit ver-
breitet, sind gut dokumentiert und verfügen über alle notwendigen Funktionen.
Abschnitt 4.1 stellt die merkmalorientierte Programmierung vor, mit der alle ein-
gesetzten SPL in der Messumgebung umgesetzt sind. Für das Build-Management
werden in der Messumgebung Maven (Abschnitt 4.2) und Jenkins (Abschnitt 4.3)
eingesetzt.
Die Messmethoden für die NFE Kompressionsgrad, Kompressionszeit und Spei-
cherverbrauch werden im Abschnitt 4.4 erläutert. Die Ergebnisse des Kapitels werden
in Abschnitt 4.5 zusammengefasst.
4.1 Merkmalorientierte Programmierung mit FeatureHouse
In der Messumgebung sollen SPL verwendet werden, um die Variabilität in den An-
wendungen systematisch zu verwalten. Feature-oriented Programming (dt. merkmal-
orientierte Programmierung) (FOP) erlaubt die Implementierung der benötigten SPL
3http://www.oracle.com/technetwork/java/javase/tech/index-jsp-136373.html, abgerufen am
23.11.2012.
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und mit FeatureHouse steht ein Werkzeug zur Unterstützung des Verfahrens zur
Verfügung. Die Funktionsweise von FOP wird im Folgenden erläutert.
Das SPLE beschreibt lediglich ein abstraktes Konzept zur Entwicklung von SPL.
Zur Umsetzung ist es notwendig, eine geeignete Implementierungstechnik zu verwen-
den.
Die Variabilität in SPL wird durch Merkmale abgebildet. Die FOP bietet einen
Ansatz, bei dem eine enge Verbindung zwischen Merkmal und dem Quelltext zur
Implementierung dieses Merkmals besteht. Das Programm wird, neben klassischen
Verfahren wie der Aufteilung in Namensräume, Pakete und Klassen, in Komponenten
aufgeteilt, die im Idealfall genau ein Merkmal abbilden. Eine Eins-zu-Eins-Zuordnung
von Merkmal zu Implementierungseinheit ist teilweise nicht notwendig. Ein Merkmal
kann auch durch mehrere Implementierungseinheiten umgesetzt werden. Ebenso wer-
den Merkmalinteraktionen durch separate Implementierungen umgesetzt.
Für die Messumgebung wird FeatureHouse4 verwendet. FeatureHouse setzt die
FOP durch Superimposition um, dabei werden die Artefakte unter Beachtung ihrer
Struktur miteinander verbunden [AKL12].
package Test;
class Merkmal {
int i;
Merkmal(int i) {
this.i = i;
}
}
(a) Merkmal A
package Test;
class Merkmal {
public
int getI() {
return i;
}
}
(b) Merkmal B
package Test;
class Merkmal {
int i;
Merkmal(int i) {
this.i = i;
}
public
int getI() {
return i;
}
}
(c) Ergebnis
Abbildung 9: Superimposition
Abbildung 9 zeigt an einem kleinen Beispiel die Funktionsweise der Superimpo-
sition, wie sie von FeatureHouse umgesetzt wird. Die Merkmale A und B, wie in
den Abbildungen 9a und 9b gezeigt, können unabhängig entwickelt werden. Wenn
nur eines der beiden Merkmale in die Konfiguration aufgenommen wird, entspricht
der Quelltext des Merkmals dem Ergebnis. Bei der Konfiguration beider Merkmale
4http://www.fosd.de/fh, abgerufen am 23.11.2012.
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werden diese zusammengefügt, wie in Abbildung 9c gezeigt ist. Das Zusammenfügen
geht dabei über ein simples Aneinanderreihen des Textes hinaus, es wird insbesondere
die Struktur beachtet. So finden sich im Ergebnis jeweils nur einmal die Angabe des
Pakets und die Definition der Klasse. Hingegen setzen sich die Klassenbestandteile
zusammen aus den Elementen von Merkmal A und Merkmal B.
FeatureHouse setzt Superimposition ein, um auf Basis einer Konfiguration den
Quelltext für eine Software zu generieren. Die Implementierungskomponenten der
Software müssen in einer festgelegten Struktur abgelegt sein, um von FeatureHouse
verarbeitet werden zu können.
Für jedes Merkmal wird ein Dateiordner angelegt, wobei der Name des Ordners
dem Namen des Merkmals entspricht. Daraus ergibt sich auch die Eindeutigkeit der
Merkmalnamen. In dem Ordner werden dann die zu dem Merkmal gehörigen Pro-
grammteile abgelegt, wobei Ordnerstruktur und Dateinamen der Logik des Zielpro-
jektes entsprechen müssen.
FeatureHouse wird mit einer Konfiguration aufgerufen. Eine Konfiguration muss
alle Merkmale der gewünschten Software beinhalten. Die Konfiguration läuft über
einfache Textdateien, deren Dateiendung per Konvention .features lautet. Innerhalb
der Konfigurationen wird pro Zeile ein Merkmalname angegeben.
Merkmalinteraktionen müssen nicht gesondert behandelt werden, sie werden eben-
falls als Merkmal abgebildet. Diese Interaktions-Merkmale müssen dann in jeder Kon-
figuration eingebunden werden, die die Interaktion auslöst.
Das Ergebnis des Aufrufes von FeatureHouse sind die Quelldateien für die Software
auf Basis der gewählten Merkmale. In einem nächsten Schritt muss die Software,
einschließlich aller Abhängigkeiten, kompiliert werden.
4.2 Build-Management mit Maven
Maven5 ist ein Build-Management-Werkzeug, welches als freie Software im Rahmen
der Apache Software Foundation entwickelt wird. Maven wird eingesetzt, um die
Erstellung eines Softwareprojekts zu verwalten.
Maven hat seinen Schwerpunkt vor allem im Bereich von Java-Projekten. Es er-
laubt die Definition von Schritten zur Erstellung des Projekts und die Verwaltung von
Abhängigkeiten zu anderen Projekten oder Bibliotheken. Daneben steuert Maven die
automatische Installation und das Testen der Software.
5http://maven.apache.org, abgerufen am 23.11.2012.
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Für die Verwaltung von Abhängigkeiten nutzt Maven Repositories, wobei zwischen
lokalen und entfernten Repositories unterschieden wird.
Entfernte Repositories, beispielsweise maven.org, enthalten zahlreiche6 freie Soft-
ware, die anhand einer ID von Maven bei Bedarf automatisch in das Projekt ein-
gebunden werden kann. Entfernte Repositories können auch nicht-öffentlich genutzt
werden. Dies erlaubt die gleiche Flexibilität bei der Auflösung von Abhängigkeiten,
ohne dass Software veröffentlich werden muss.
Ein lokales Repository beinhaltet die Artefakte, die bereits auf dem PC vorliegen.
Maven ist ein etabliertes und gut integriertes Werkzeug bei der Entwicklung klas-
sischer Java-Softwareprojekte. Ziel ist es, seine Vorteile auch bei der Entwicklung von
SPL und der Entwicklung mit SPL zu nutzen.
Maven-Projekte werden über eine XML-Datei, die pom.xml, definiert. Die Erstel-
lung eines Maven-Projekts verläuft in standardisierten Phasen, wobei jede Phase fle-
xibel konfiguriert werden kann. Die frühe Phase generate-sources erzeugt alle Quell-
dateien, die für die Kompilierung des Programms notwendig sind.
Welche Phasen ausgeführt werden, wird durch die Angabe eines Ziels bestimmt.
In einer Kette von Abläufen bei der Erstellung einer Software, bestimmt das Ziel
einen Punkt der Kette. Maven führt dann alle Schritte vom Beginn der Kette bis zum
definierten Ziel-Punkt aus.
Zu den wichtigsten Zielen gehört compile, bei dem das Projekt kompiliert wird.
Vorher werden alle notwendigen Schritte, wie zum Beispiel die Generierung von Quell-
dateien und die Auflösung von Abhängigkeiten durchgeführt. Das Ziel test erweitert
die Schritte von compile, um die Ausführung von unit tests. Die Messvorgänge in der
Messumgebung sind als unit test implementiert und werden daher in dieser Phase
ausgeführt. Mit install wird eine Software kompiliert, zu einem Paket (emphjar) zu-
sammengeführt und in das lokale Repository eingefügt. Von dort kann es dann von
anderen Projekten genutzt werden. In der Messumgebung werden die Produkte der
SPL mit install erstellt und dann von einer Software zur Messung verwendet.
Wie im Abschnitt 4.1 beschrieben, werden die konkreten Quelldateien durch das
Werkzeug FeatureHouse erzeugt. Der Aufruf von FeatureHouse mit der benötigten
Konfiguration erfolgt durch Maven. Listing 1 zeigt die notwendigen Konfigurationen
in Mavens pom.xml.
647.000 Projekte und knapp 400.000 verschiedene Versionen, abgerufen am 23.11.2012.
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<configuration>
<tasks>
<!-- Lösche bereits generierte Dateien -->
<delete dir="target/generated-sources/\${dataFeatures}"/>
<delete dir="target/classes"/>
<!-- Starte FeatureHouse -->
<java jar="tools/FeatureHouse-2011-03-15.jar" fork="true">
<arg value="--expression src/main/config/\${dataFeatures}.features"/>
<arg value="--base-directory src/main/resources"/>
<arg value="--output-directory target/generated-sources"/>
</java>
<!-- Lösche alte Quelldateien -->
<delete includeemptydirs="true">
<fileset dir="src/main/java" includes="**/*"/>
</delete>
<!-- Bewege generierte Quelldateien in Ordner für Java-Quelldateien -->
<move todir="src/main/java">
<fileset dir="target/generated-sources/\${dataFeatures}"/>
</move>
</tasks>
</configuration>
Listing 1: Aufruf von FeatureHouse
Der Name der Konfiguration muss als Parameter \${dataFeatures} von außen
beim Aufruf von Maven übergeben werden.
Maven ist nicht für die Verwendung von SPL ausgelegt. Die Möglichkeiten zur
Definition von Abhängigkeiten ist eine Stärke von Maven. So können Abhängigkei-
ten beispielsweise zu konkreten Versionen von Bibliotheken beschrieben werden. Eine
Herausforderung besteht allerdings darin, eine Abhängigkeit auf eine bestimmte Kon-
figuration einer SPL, zu definieren.
Mit dem classifier stellt Maven einen Mechanismus bereit, mit dem erzeugte
Artefakte, im konkreten Beispiel stets jar -Dateien, anhand eines beliebigen Strings
identifiziert werden können. Dieser Mechanismus wird verwendet, um die unterschied-
lichen Varianten zu verwalten.
<configuration>
<classifier>\${dataFeatures}</classifier>
</configuration>
Listing 2: Konfiguration des classifier in der Maven-Konfiguration pom.xml
Mit diesem Ausschnitt aus der pom.xml wird der entstehenden jar -Datei, der Kon-
figurationsname als classifier zugeordnet.
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Dabei wird derselbe Parameter, wie schon für die Generierung des Quelltexts durch
FeatureHouse, verwendet. Der classifier hat zwei Auswirkungen: Zum einen erhal-
ten die entstehenden Artefakte analog zur Versionsnummer auch den classifier als
Namensbestandteil. Zum anderen lässt sich über den classifier eine Abhängigkeit
von einem konkreten Produkt einer SPL definieren.
In den Folgenden Erklärungen wird eine SPL mit dem Namen DataSPL angenom-
men. Der Name einer Variante der SPL ist beispielsweise:
DataSPL-0.0.1-SNAPSHOT-large_Random.jar.
DataSPL ist der Projektname, 0.0.1-SNAPSHOT die Version und large_Random ist
der Konfigurationsname als classifier. Per Konvention wird der Konfigurationsname
aus den Bezeichnern der Merkmale, jeweils getrennt durch einen Unterstrich, gebildet.
Die Verwendung des classifier fügt sich sehr gut in die normale Verwendung
von Maven ein. Das Beispiel in Listing 3 zeigt die Definition einer Abhängigkeit von
einer SPL, wobei die gewählte Konfiguration der SPL wiederum ein Parameter ist,
der beim Aufruf von Maven von außen bestimmt werden kann.
<dependency>
<groupId>DataSPL</groupId>
<artifactId>DataSPL</artifactId>
<version>0.0.1-SNAPSHOT</version>
<classifier>\${dataFeatures}</classifier>
</dependency>
Listing 3: Beispiel für Definition einer Abhängigkeit zu einer SPL
Eine Einschränkung dieses Ansatzes besteht darin, dass nicht direkt eine Konfi-
guration übergeben wird, sondern lediglich der Konfigurationsname zur Identifikation.
Somit ist es auch nur möglich, Produkte zu verwenden, die vorher bereits gebaut wur-
den. Damit alle benötigten Abhängigkeiten zwischen den Projekten vorhanden sind,
ist eine übergeordnete Organisation der Build-Prozesse, beispielsweise durch Jenkins,
wie im Folgenden Abschnitt beschrieben notwendig.
4.3 Integrationsserver Jenkins
Jenkins7 ist eine Anwendung für die kontinuierliche Integration (engl. continous in-
tegration server, CI ). Aufgabe von Jenkins ist die Konfiguration, Ausführung und
Überwachung der Build-Prozesse aller Projekte.
7http://jenkins-ci.org, abgerufen am 23.11.2012.
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Jenkins verwaltet alle SPL der Messumgebung. Jede dieser SPL ist jeweils als ein
Projekt in Jenkins hinterlegt. Zur Erstellung einer konkreten Software aus der SPL
muss eine Konfiguration übergeben werden.
Jenkins erlaubt die Definition eines Matrix-Projekts. Dieser Projekttyp erlaubt
Parameter, mit denen unterschiedliche Varianten des gleichen Projekts erzeugt werden
können. Eine übliche Anwendung ist die Erzeugung von Varianten für unterschiedliche
Betriebssysteme, zum Beispiel für Windows, Linux und OS X.
In der Messumgebung werden Projekt-Parameter verwendet, um die zu messenden
Konfigurationen zu erstellen.
Für jedes Projekt in Jenkins werden die Schritte definiert, die zur Erstellung des
Projekts notwendig sind. Die Details der Erstellung durch Maven werden dabei aus
der zugehörigen Konfigurationsdatei pom.xml entnommen.
Die Projekte in Jenkins werden unabhängig konfiguriert, sodass die Gefahr be-
steht, dass ein Projekt ein anderes Projekt als Abhängigkeit definiert, welches nicht
gebaut wurde. Mit JenkinsConfigurator, einer Eigenentwicklung, werden alle Projekte
gleichzeitig konfiguriert, um dieses Problem zu vermeiden.
Wenn in der Messumgebung alle möglichen Varianten untersucht werden sollen,
müssen entsprechend auch alle Varianten der enthaltenen SPL erstellt werden. Dazu
liest JenkinsConfigurator aus den Projektordnern der SPL jeweils die Namen aller
vorhandenen Konfigurationen aus. Diese Konfigurationen werden als Parameter in
den Build-Prozess der jeweiligen Projekte in Jenkins geladen. Bei der Erstellung dieser
Projekte werden somit alle Varianten gebaut.
Eine SPL kann Abhängigkeiten zu anderen SPL definieren. In diesem Fall werden
ebenfalls alle möglichen Varianten erstellt, da automatisch jede Kombination von
abhängigen Varianten erstellt wird.
Zur Umsetzung konfiguriert JenkinsConfigurator, wie der Name schon andeutet,
den Integrationsserver Jenkins. Die Konfiguration von Jenkins erfolgt in einer XML-
Datei pro Projekt, welche über eine REST-Schnittstelle zur Verfügung gestellt wird.
JenkinsConfigurator lädt die aktuelle Konfiguration für jedes Produkt herunter, er-
setzt die Konfigurationsnamen entsprechend der Konfigurationsdateien und lädt die
geänderte XML-Datei wieder hoch, wodurch die neuen Einstellungen übernommen
werden.
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Wie im Merkmalmodell der Messumgebung in Abbildung 16 zu sehen, können drei
NFE gemessen werden.
• Kompressionsgrad
• Zeit
• Speicher
Alle Messungen werden als unit tests in der MeasureSPL implementiert.
4.4 Messung von nicht-funktionalen Eigenschaften
In der Messumgebung werden mit Blick auf die Fallstudie die NFE Kompressionsgrad,
Kompressionszeit und Speicherbedarf gemessen. Für jede Eigenschaft werden jeweils
ein unit test zur Umsetzung definiert. Die Umsetzungen wurden speziell für die Fall-
studie entwickelt, die in Kapitel 6 genauer vorgestellt wird. Ein Test umfasst jeweils
die Ausführung einer Kompression einer gegebenen Datenmenge mit einer gegebe-
nen Kompressionssoftware und speichert die Messergebnisse ab. Die Ausführung der
Messung wird von Jenkins gesteuert.
4.4.1 Messung des Kompressionsgrades
Der Kompressionsgrad wird mit der Klasse TestSize (Abbildung 10) gemessen. In
der Klasse wird eine Instanz des Kompressionsalgorithmus angelegt und damit wer-
den die Eingabedaten aus der Klasse Data komprimiert. Die Länge des resultierenden
Byte-Arrays ist das relevante Ergebnis. Zusätzlich werden noch die Länge der Einga-
bedaten, die Namen der Konfigurationen und das Datum ausgegeben. Der Kompressi-
onsgrad selbst wird an dieser Stelle nicht berechnet, um nicht zu früh Rundungsfehler
zu begehen. Die Ergebnisse werden als Zeile in die CSV-Datei size_benchmark.csv
geschrieben.
4.4.2 Messung der Zeit
Die Klasse TestBenchmark (Abbildung 11) setzt die Messung der benötigten Zeit
für die Kompression um. Zum Einsatz kommt dabei jUnitBenchmarks8. Die Klasse
8http://labs.carrotsearch.com/junit-benchmarks.html, Version 0.3.0, abgerufen am 23.11.2012.
4.4 Messung von nicht-funktionalen Eigenschaften 43
TestSize
data : byte[]
resultLength : int
DATE_FORMAT_NOW : String = "yyyy-MM-dd HH:mm:ss"
«BeforeClass» setUp()
«Test» size()
«After» writeCSV()
Abbildung 10: Klasse TestSize
TestBenchmark erbt von AbstractBenchmark, wodurch die Zeitmessung durch jUnit-
Benchmarks ausgelöst wird. Ein weiteres Element aus dem Framework ist die Anno-
tation mit BenchmarkHistoryChart, wodurch Statistiken über die unterschiedlichen
Durchläufe gesammelt werden. Alle weiteren Bestandteile der Klasse entsprechen nor-
malen unit tests. In der Methode timeCompression, welche mit Test annotiert ist,
wird die Kompression durchgeführt.
AbstractBenchmark
TestBenchmark
«BenchmarkHistoryChart»
data : byte[]
«BeforeClass» setUp()
«Test» timeCompression()
Abbildung 11: Klasse TestBenchmark
Das Benchmarking-Framework wird über Eigenschaften konfiguriert:
<jub.consumers>CONSOLE,XML,H2</jub.consumers>
<jub.db.file>${project.build.directory}\benchmarks\database</jub.db.file>
<jub.xml.file>${project.build.directory}\benchmarks.xml</jub.xml.file>
<jub.charts.dir>${project.build.directory}\site</jub.charts.dir>
<jub.customkey>${features}-${dataFeatures}</jub.customkey>
<jub.rounds.warmup>3</jub.rounds.warmup>
<jub.rounds.benchmark>3</jub.rounds.benchmark>
Listing 4: Konfiguration von jUnitBenchmarks
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Mit den consumers wird festgelegt, wohin die Messergebnisse ausgegeben wer-
den. CONSOLE führt zur Ausgabe auf dem Standard-Ausgabemedium, in diesem Fall
den Log-Dateien von Jenkins, was für Debugging-Zwecke nützlich ist. Zusätzlich
wird das Ergebnis in XML-Dateien ausgegeben, wobei bestehende Ergebnisdateien
überschrieben werden. Hauptsächlich wird die Ausgabe H2, was für die Speicherung
im relationalem Database Management System (dt. Datenbank-Managementsystem)
(DBMS) H29 steht. Der Vorteil der Speicherung in einem DBMS liegt zum einen dar-
in, dass alle Daten dauerhaft gespeichert werden, ein neuer Testlauf also nicht die
vorherigen Ergebnisse überschreibt, zum anderen darin, dass die Daten leichter mit
weiteren Daten kombiniert und mit SQL abgefragt werden können.
RUNS
PK ID
TSTAMP
JVM
OS
CUSTOM_KEY
TESTS
PK ID
FK1 RUN_ID
CLASSNAME
NAME
BENCHMARK_ROUNDS
WARMUP_ROUNDS
ROUND_AVG
ROUND_STDDEV
GC_AVG
GC_STDDEV
GC_TIME
GC_INVOCATIONS
TIME_BENCHMARK
TIME_WARMUP
1 *
Abbildung 12: Tabellen zur Speicherung der Zeit-Messung
In RUNS wird eine Zeile pro Messlauf angelegt. TSTAMP speichert den Zeitpunkt
der Messung, JVM den Namen der Java-VM, OS den Namen des Betriebssystems und
CUSTOM_KEY ist ein selbstgewählter Bezeichner, in diesem Fall eine Zusammensetzung
der beiden Konfigurationsnamen.
Jedem Messlauf können mehrere unit tests zugeordnet sein, in diesem Fall wird die
Zeit bei immer nur genau einem unit test genommen. Für diesen wird gespeichert,
wie viele Vorläufe (WARMUP_ROUNDS) und wie viele Messungen (BENCHMARK_ROUNDS)
durchgeführt wurden.
9http://www.h2database.com, abgerufen am 23.11.2012.
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Vorläufe besagt, wie häufig das Programm ausgeführt wird, ohne die Zeit zu
nehmen. Dies dient vor allem dazu, eine stabilere Messumgebung zu schaffen.
Moderne Java Virtual Machines (JVM), insbesondere die verwendete HotSpot
VM, führen noch zur Laufzeit Optimierungen durch, sodass gleiche Programme beim
wiederholten Aufrufen schneller ausgeführt werden können [Kot+08].
Um eine stabile Messumgebung zu schaffen, werden die Messungen wiederholt
ausgeführt. Die Messung von Zeit kann durch zahlreiche Faktoren gestört werden
kann. Beispielsweise können andere Aktivitäten auf dem Testrechner die Laufzeit ne-
gativ beeinflussen. Der gleiche Versuch wird mehrmals gemessen. Von den Messungen
wird das arithmetische Mittel genommen, um auf diese Weise eventuelle Ausreißer
auszugleichen. Des Weiteren ist es möglich, anhand der Standardabweichung der Mes-
sergebnisse zu schätzen, ob Messungen stabil genug sind. Bei zu großen Abweichungen
zwischen den Messergebnissen ist die Messumgebung zu überprüfen.
Die Gesamtzeit von Vorlauf und Messungen wird jeweils in TIME_WARMUP und
TIME_BENCHMARK gespeichert. ROUND_AVG gibt die durchschnittliche Zeit pro Messung
und ROUND_STDDEV die Standardabweichung bei allen Messungen an. Attribute mit
dem Präfix GC zeigen Werte des Garbage Collectors an.
Mit den folgenden drei Eigenschaften db.file, xml.file und charts.dir werden
lediglich Pfade konfiguriert.
Der customkey bestimmt einen Bezeichner zur Identifikation des Messergebnisses.
Mit der Eigenschaft jub.rounds.warmup wird bestimmt, wie viele Vorläufe je-
der Test-Methode ausgeführt werden, ohne dass die Messergebnisse verwendet wer-
den. Damit wird der JVM die Möglichkeit gegeben, Laufzeitoptimierungen durchzu-
führen, ohne dass diese in das Messergebnis einfließen. Erst danach erfolgen Mes-
sungen, im Idealfall auf einer stabilen JVM. Um weitere Messfehler auszugleichen,
werden die Messungen mehrmals ausgeführt. Die Zahl der Messungen wird durch
jub.rounds.benchmark bestimmt. Von diesen Messungen wird dann der Mittelwert
für die Auswertung genommen. Zusätzlich werden die Standardabweichungen berech-
net, sodass es möglich ist, die Stabilität der Messungen zu schätzen.
4.4.3 Messung des Speicherbedarfs
Die Abbildung 13 zeigt die Klasse zur Messung des Speicherverbrauchs beim Kom-
primieren. Die Implementierung der Klasse ist sehr simpel, es werden lediglich einmal
die gegebenen Daten komprimiert. Zu beachten ist, dass der Klassenname nicht das
Schlüsselwort Test enthält, womit es von jUnit nicht automatisch als Test angesehen
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MemoryProfiling
data : byte[]
«BeforeClass» setUp()
«Test» memory()
Abbildung 13: Klasse MemoryProfiling
und ausgeführt wird. Vielmehr ist es notwendig, diesen unit test in einer speziellen
Umgebung auszuführen.
Dazu wird in Jenkins neben dem normalen Aufruf mit dem Ziel test das gleiche
Maven-Projekt ein weiteres Mal mit dem gleichen Ziel und folgenden Eigenschaften
aufgerufen:
test=MemoryProfiling argLineAdditions=-agentlib:hprof=heap=dump,
format=b,file=profiling.hprof.bin
Der Parameter test=MemoryProfiling führt dazu, dass jUnit den oben beschrie-
ben Test aufruft. Der Inhalt von argLineAdditions wird, wie in Listing 5 gezeigt, als
Parameter an jUnit weitergegeben.
<plugin>
<groupId>org.apache.maven.plugins</groupId>
<artifactId>maven-surefire-plugin</artifactId>
[...]
<configuration>
<argLine>-Xmx512m -Xms128m ${argLineAdditions}</argLine>
</configuration>
</plugin>
Listing 5: Konfiguration von jUnit in pom.xml
jUnit startet zur Ausführung des unit tests eine separate JVM mit den über-
gebenen Eigenschaften. In diesem Fall wird das Werkzeug hprof genutzt, um ein
Abbild des heaps abzuspeichern (dump). Das Dateiformat ist binar (b) und wird als
profiling.hprof.bin gespeichert.
Zur Auswertung der Profiling-Daten liefert das JDK das Werkzeug jhat. jhat star-
tet einen Webserver, über den die Auswertung als HTML bereitgestellt wird. Da eine
einfachere Schnittstelle nicht bereit steht, wird das selbstentwickelte Werkzeug jhat-
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Reader genutzt, um die Werte über den Webserver abzurufen, das HTML zu parsen
und das Ergebnis in eine csv-Datei zu speichern.
jhat liefert Daten über die Zahl der Instanzen und die Gesamtgröße aller Objekte
je Typ. Um eine einfache Kennzahl für den Speicherbedarf zu erhalten, wird die Ge-
samtgröße aller Objekte addiert. Das größte Objekt in dieser Auswertung ist stets das
Byte-Array mit den Eingabedaten, welches vollständig in den Speicher gelesen wird.
Da dessen Größe bekannt ist, lässt es sich im Rahmen der Analyse leicht herausrech-
nen.
Im Gegensatz zur Messung der Zeit, ist für die Messung des Speicherverbrauchs
ein Messlauf ausreichend, da der Speicherbedarf deterministisch ist. Dies gilt nicht,
wenn während der Laufzeit der Speicher durch den Garbage Collector (GC) verändert
wird. Dabei können nicht mehr verwendete Speicherbereiche wiederverwendet werden,
was die Messung des Speicherverbrauchs erschwert. Der GC selbst benötigt Zeit für
die Arbeit, entsprechend verlängert sich die Laufzeit in der Messung. Die Aktivierung
und Laufzeit des GC wird in der verwendeten Messumgebung explizit gemessen und
könnte aus den Ergebnissen herausgerechnet werden, um die Vergleichbarkeit der
Messreihen wieder herzustellen. Um die Messungen zu vereinfachen, wird allerdings
der verfügbare Speicher groß genug konfiguriert, um einen GC-Lauf zu vermeiden.
Dies wird über die genannte Aufzeichnung der Anzahl der Aufrufe des GC überprüft.
4.5 Zusammenfassung
In diesem Abschnitt wurde eine Messumgebung beschrieben, die den Einfluss von
Eingabedaten auf NFE messen soll. Mit dieser Messumgebung ist es möglich, ausge-
wählte Konfigurationen von SPL zu erstellen, auszuführen, relevante NFE zu messen
und die Ergebnisse automatisch auszuwerten.
Als relevante NFE wurden, mit Blick auf die Fallstudie der verlustfreien Kompres-
sionsalgorithmen, der Kompressionsgrad, die Zeit und des Speicherverbrauch ausge-
wählt.
In der Messumgebung wurde soweit wie möglich auf freie Standard-Software zu-
rückgegriffen. Einige Ergebnisse, wie zum Beispiel das Zusammenspiel vonMaven und
FeatureHouse, sollten sich auch außerhalb der Messumgebung für die Entwicklung mit
SPL einsetzen lassen.
Im Rahmen der Evaluation (Kapitel 6) wird die beschriebene Messumgebung für
die Fallstudie der verlustfreien Kompressionsalgorithmen instanziiert.
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5 Erstellung eines Vorhersagemodells
In diesem Abschnitt werden die theoretischen Schritte zum Aufbau und zur Anwen-
dung eines Vorhersagemodells für NFE erläutert. Das Vorhersagemodell berücksichtigt
die Eingabedaten und kann für die Betrachtung beliebiger messbarer NFE eingesetzt
werden.
Das Vorhersagemodell wird mit einer Menge von Messungen erstellt. Die Auswahl
der Messungen ist ein bedeutender erster Schritt, da hier ein Kompromiss gefunden
werden muss zwischen dem Aufwand der Messungen und der Qualität des resultie-
renden Vorhersagemodells. Anschließend werden die direkten Einflüsse der Merkmale
abgeschätzt. Das Vorhersagemodell wird erweitert, um auch Merkmalinteraktionen
unterschiedlicher Ordnung berücksichtigen zu können.
Der Aufbau des Vorhersagemodells ist durch eine Implementierung in R10 auto-
matisierbar. R ist ein Statistik-Paket, welches aus einer Programmiersprache, Biblio-
theken und Werkzeugen insbesondere für die Datenanalyse besteht. Das Vorhersage-
modell lässt sich damit schnell entwickeln, da viele benötigte Methoden wie die lineare
Regression und statische Tests von R bereits unterstützt werden.
Das entstandene Vorhersagemodell kann genutzt werden, um den Konfigurations-
prozess zu unterstützen. Dafür werden die neu gewonnen Informationen über NFE und
den Zusammenhang zu den Eingabedaten verwendet, um nicht benötigte Merkmale
auszuschließen.
Das Kapitel ist wie folgt aufgebaut: In Abschnitt 5.1 wird zunächst beschrieben,
wie die Konfigurationen und damit die Messungen für den Aufbau des Vorhersage-
modells gewählt werden. Anhand eines einfachen Beispiels wird im Abschnitt 5.2 der
direkte Einfluss von Merkmalen geschätzt. Für eine bessere Vorhersage ist es notwen-
dig, den Einfluss von Merkmalinteraktionen zu schätzen. Das nötige Vorgehen wird
im Abschnitt 5.3 erläutert. Abschnitt 5.4 zeigt, wie sich durch eine Umsetzung in R
die Erstellung des Vorhersagemodells automatisieren lässt. Einige Anwendungsmög-
lichkeiten für das Vorhersagemodell werden in Abschnitt 5.5 beschrieben.
5.1 Auswahl von Konfigurationen
Ziel dieser Arbeit ist es, mit möglichst wenig Aufwand Aussagen über die NFE aller
relevanten Produkte einer SPL treffen zu können. Der Aufwand besteht in erster Li-
nie in der Messung von Konfigurationen. Im einfachsten Fall wird jede Konfiguration
gemessen, die ein relevantes Produkt beschreibt. Die Messergebnisse können direkt
10http://www.r-project.org, abgerufen am 23.11.2012.
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als Ergebnis verwendet werden. Bei komplexen SPL ist dies aufgrund der hohen Zahl
von möglichen Konfigurationen nicht möglich, da jede Messung Zeit, Rechenkapazität
und andere beschränkte Ressourcen benötigt. Außerdem ist ein spezifisches Vorher-
sagemodell sehr unflexibel, da für jedes hinzukommende Produkt erneut Messungen
durchzuführen sind.
Ziel muss es sein, ein Kompromiss aus der Zahl der benötigten Messungen und
der erzielten Vorhersagequalität zu finden. Dazu werden nach festgelegten Kriteri-
en Konfiguration zur Messung ausgewählt und deren Messergebnisse mit Hilfe von
statistischen Methoden, wie der linearen Regression, für eine Schätzung aller Konfi-
gurationen verwendet.
Ein einfaches aber vollständiges Vorhersagemodell benötigt eine minimale Anzahl
von Messungen und erlaubt die Schätzung des Einflusses jedes Merkmals.
Im Bereich der Software-Tests ist das t-wise testing mit t = 1 das Auswahlkriteri-
um für Konfigurationen, welches den kleinsten Testumfang bietet. Für die Schätzung
des Einflusses einzelner Merkmale ist dies allerdings nicht ausreichend, da es vor-
kommen kann, dass zwei Merkmale stets zusammen auftreten und der beobachtbare
Effekt dann nicht den jeweiligen Merkmalen zugeordnet werden kann.
Siegmund u. a. [Sie+11a] präsentieren einen eigenen Algorithmus zur Auswahl pas-
sender Konfigurationen für ein einfaches Vorhersagemodell. Ausgehend von einer mini-
malen Konfiguration, die aus möglichst wenigen Merkmalen besteht, werden für jedes
Merkmal Konfigurationen gesucht, die das betrachtete Merkmal enthalten, aber sonst
möglichst wenige Merkmale. Beide Konfigurationen werden gemessen und die Diffe-
renz zwischen beiden Ergebnissen wird als Einfluss des Merkmals angenommen. Der
Algorithmus ist in SPL Conquerer implementiert, wofür kein Quelltext zur Verfügung
steht [Sie+12].
Einer offenen Implementierung des Algorithmus steht nichts entgegen. Anhang B
zeigt beispielhaft eine Umsetzung als gemischt-ganzzahliges Programm (engl. mixed-
integer program, MIP) mit GAMS11. Der größte Anteil des Aufwands ist dabei die
Formulierung des Merkmalmodells als Gleichungen für die lineare Programmierung.
In der Forschung sind aber bereits Methoden zur automatischen Transformation von
Merkmalmodellen zu solchen Gleichungen (engl. Constraint Satisfaction Problem,
CSP) bekannt [BSR10].
Das Vorgehen zum Finden der Konfiguration wird kurz beschrieben und jeweils auf
die Zeilen in der Implementierung in GAMS verwiesen. Um für ein Merkmal die zuge-
hörige minimale Konfiguration zu finden, werden zwei valide Konfigurationen gesucht
11http://www.gams.com, abgerufen am 23.11.2012.
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(Zeilen 22, 23). Zum einen die minimale Konfiguration ohne das gesuchte Merkmal
(Zeile 40) und zum anderen die Konfiguration mit dem gesuchten Merkmal (Zei-
le 44). Beide Konfigurationen unterscheiden sich allein durch das gesuchte Merkmal
(Zeile 58). Als Zielfunktion wird die Anzahl der Merkmale in der minimalen Konfigu-
ration minimiert (Zeile 77). Die Lösung des Programms erfolgt mit einem beliebigen
MIP-Löser, wobei durch die Verbreitung dieser Probleme im Bereich Operations Re-
search auf hoch-optimierte und skalierbare Standard-Produkte zurückgegriffen werden
kann.
DBMS
i t e d b
benötigt
Abbildung 14: Beispiel-Merkmalmodell [Sie+11a]
Tabelle 1: Minimale Anzahl von Konfigurationen [Sie+11a]
Merkmal min() Konfiguration
b {} {b}
i {b} {b, i}
t {b} {b, t}
e {b} {b, e}
d {b, e} {b, e, d}
Für das einfache Merkmalmodell aus Abbildung 14 werden die minimalen Konfi-
gurationen bestimmt.
Tabelle 1 zeigt für jedes Merkmal in der Spalte min() eine Konfiguration, die das
jeweilige Merkmal nicht enthält, aber bei der durch das Hinzufügen des Merkmals
wiederum eine valide Konfiguration entsteht. Die Konfiguration enthält möglichst
wenige Merkmale. Die Konfiguration {} ohne Merkmale, als Ergebnis von min(b),
ist nach dem Merkmalmodell nicht gültig, wird aber für den Algorithmus an dieser
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Stelle verwendet, und der Einfluss für jede untersuchte Eigenschaft mit 0 bewertet.
Die letzte Spalte zeigt die Konfigurationen, die in die Messung mit einbezogen wer-
den. Insgesamt sind demnach fünf Messungen notwendig, um das Merkmalmodell aus
Abbildung 14 zu untersuchen.
Die Suche einer minimalen Zahl von Konfigurationen lässt sich bei einer geeigne-
ten Formulierung des Problems durch übliche mathematische Operationen erledigen.
Es ist in diesem Fall nicht mehr notwendig, einen eigenen Algorithmus zu verwenden
oder das Merkmalmodell in ein lineares Programm zu tranformieren. Die mathema-
tische Lösung ist für kleine Merkmalmodelle ein einfacher Weg zu Bestimmung der
minimalen Konfigurationen.
Tabelle 2: Kodierung der Merkmale des Beispiel-Merkmalmodells
Konfiguration
Merkmal 1 2 3 4 5 6 7 8 9 10 11 12
b 1 1 1 1 1 1 1 1 1 1 1 1
i 0 1 0 0 0 1 0 0 1 1 1 1
t 0 0 1 0 0 1 1 1 1 0 0 1
e 0 0 0 1 1 0 1 1 1 1 1 1
d 0 0 0 0 1 0 0 1 1 1 0 0
Tabelle 2 zeigt alle zwölf gültigen Konfigurationen des Merkmalmodells. Die Merk-
male mit sind mit 1 (Merkmal ist vorhanden) und 0 (Merkmal ist nicht vorhanden)
kodiert. Beispielsweise besteht die Konfiguration 4 aus den Merkmalen b und e.
Dieser Ansatz erfordert es, zunächst alle möglichen Konfigurationen zu erzeugen.
Dafür wird eine leicht angepasste Version des Werkzeugs12 von Johansen, Haugen
und Fleurey [JHF12] verwendet.
Die einzelnen Konfigurationen werden als Vektoren gesehen, die Menge aller Konfi-
gurationen als Vektorraum. Die Frage, welche Konfigurationen mindestens notwendig
sind, um den Einfluss jedes Merkmals schätzen zu können, entspricht der Suche eines
Erzeugendensystems des Vektorraums. Anders formuliert, werden jene linear unab-
hängigen Vektoren gesucht, mit denen durch Linearkombination jeder weitere Vektor
im Vektorraum gebildet werden kann. Dies ist auch Voraussetzung, um bei der Re-
gression jeden Einflussfaktor, also den Einfluss jedes Merkmals, schätzen zu können.
12http://heim.ifi.uio.no/martifag/splc2012/, abgerufen am 29.11.2012.
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Ausgangspunkt des Verfahrens ist die Matrix mit den kodierten Merkmalen aller
Konfigurationen, wie sie beispielsweise in Tabelle 2 dargestellt ist. Die Matrix wird
in die zeilengestaffelte Treppenform transformiert, beispielsweise mit dem gaußschen
Eliminationsverfahren. Dann wird der Rang der Matrix bestimmt, der angibt, wie viele
Vektoren das Erzeugendensystem bilden. Von der transformierten Matrix M bilden dann
die ersten rang(M) Vektoren das Erzeugendensystem und damit auch die gesuchten
Konfigurationen.
Die Matrix in Tabelle 2 ist bereits in Treppennormalform, der rang() beträgt fünf,
die Konfigurationen eins bis fünf sind für eine Schätzung notwendig. Dies entspricht
den Konfigurationen, wie sie auch mit dem Algorithmus identifiziert wurden und in
Tabelle 1 abgebildet sind. Dies ist aber nicht immer der Fall: Es können mit dem
Matrix-Ansatz auch andere Konfigurationen gefunden werden, es wird aber in beiden
Fällen die gleiche Anzahl von Konfigurationen gefunden.
Der Ansatz skaliert nicht, da bereits bei mittelgroßen Beispielen wie dem Merk-
malmodell der Berkeley DB mit 78 Merkmalen rund vier Milliarden mögliche Kon-
figurationen zu erstellen sind, was sowohl hinsichtlich der benötigten Zeit als auch
bezüglich des Speicherbedarfs diesem Ansatz Grenzen setzt.
Das Merkmalmodell aus Abbildung 14 erlaubt trotz der vorhandenen Merkmalab-
hängigkeiten und der vielen optionalen Elemente eine eindeutige Auswahl von Kon-
figurationen, die zu messen sind. Das Merkmalmodell in Abbildung 15 ist bezüglich
der Entscheidung, welche Konfigurationen zu messen sind, und der Zuordnung der
Einflüsse auf die Merkmale deutlich schwieriger.
SPL
A
a b c
B
d e
Abbildung 15: Merkmalmodell mit Oder-Gruppen
Aufgrund der beiden Oder-Gruppen sind folgende sechs Konfigurationen möglich:
ad, ae, bd, be, cd und ce, wobei zusätzlich stets die Merkmale A und B gewählt sein
müssen. Das Problem besteht zum einen darin, dass die Effekte von A und B nicht
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direkt gemessen werden können, da sie in jeder Konfiguration enthalten sind und zum
anderen die Auswirkungen der Gruppenmerkmale immer nur zusammen mit einem
Merkmal aus der jeweiligen anderen Gruppe gemessen werden können.
Im Folgenden Abschnitt wird gezeigt, wie jedem Merkmal ein Einfluss auf Basis
der Messergebnisse zugeordnet werden kann.
5.2 Schätzung einzelner Merkmale
Ziel ist es, ein Regressionsmodell aufzustellen, das die Vorhersage beliebiger Kon-
figurationen erlaubt. Dazu werden zunächst die Einflüsse jedes einzelnen Merkmals
geschätzt. Zur Vorhersage einer ganzen Konfiguration werden dann die Einflüsse aller
in der Konfiguration enthaltenen Merkmale aggregiert.
Die Merkmale A und B aus dem Merkmalmodell in Abbildung 15 sind in jeder
messbaren Konfiguration enthalten. Bei der linearen Regression können die Effekte
der Merkmale A und B daher nicht geschätzt werden und würden mit 0 bewertet
werden. Die abhängige Variable, also die NFE, lässt sich allein durch die Gruppen-
merkmale beschreiben. Die Annahme, dass Muss-Merkmale keinen Einfluss haben, ist
für die Schätzung der Eigenschaften ganzer Konfigurationen vertretbar. Bei einem
Anwendungsfall, in dem der Nutzer unter Berücksichtigung der Vorhersagen über die
NFE eine SPL konfiguriert, ist die Aussage, dass die Merkmale A oder B keinen Effekt
haben, hingegen irreführend.
Eine Lösung besteht darin, die Auswirkung von beispielsweise A als Minimum bezie-
hungsweise Maximum der Auswirkungen der zugehörigen Gruppenmerkmale a, b und
c zu definieren. Die Auswahl von Minimum oder Maximum als Aggregationsfunktion
erfolgt dabei in Abhängigkeit der untersuchten Eigenschaft [Sie+11b].
Sowohl beim Verfahren mit dem Erzeugendensystem als auch dem Algorithmus
von Siegmund u. a. [Sie+11a] werden folgende vier Konfigurationen zur Messung aus-
gewählt: {a, d}, {a, e}, {b, d} und {c, d}.
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Tabelle 3: Messungen für Merkmalmodell mit Oder-Gruppen (Abb. 15)
Konfiguration Messergebnis
{a, d} 10
{a, e} 20
{b, d} 30
{b, e} 40
{c, d} 30
{c, e} 50
Auf Basis der vier Messungen werden für jedes Merkmal die Einflüsse berechnet:
V (A) = min(fa; dg; fb; dg; fc; dg) = min(10; 30; 30) = 10 (1)
V (a) = fa; dg   V (A) = 10 min(10; 30; 30) = 0 (2)
V (b) = fb; dg   V (A) = 30 min(10; 30; 30) = 20 (3)
V (c) = fc; dg   V (A) = 30 min(10; 30; 30) = 20 (4)
V (B) = min(fa; dg; fa; eg) = min(10; 20) = 10 (5)
V (d) = fa; dg   V (B) = 10 min(10; 20) = 0 (6)
V (e) = fa; eg   V (B) = 20 min(10; 20) = 10 (7)
Es wird angenommen, dass die Eigenschaften einer Konfiguration der Summe der
Einflüsse der enthaltenen Merkmale entspricht. Mit dem Einfluss je Merkmal können
nun Vorhersagen für jede Konfiguration getroffen werden, wobei insbesondere die
Vorhersage bei den Konfigurationen von Interesse ist, die bisher nicht direkt gemessen
wurden.
Neben der Berechnung nach [Sie+11b] kann eine Vorhersage ebenso mit einer ein-
fachen linearen Regression gewonnen werden. Der Achsenabschnitt (engl. intercept)
enthält dabei in jedem Fall die Einflüsse der Muss-Merkmale A und B sowie jeweils ein
Gruppenmerkmal, in diesem Fall a und d.
Das Ergebnis ist in Tabelle 4 dargestellt. Dass die Vorhersage in diesem Beispiel
besser ist als bei der Berechnung mit dem Algorithmus ist dabei keineswegs ein Zeichen
dafür, dass das Verfahren überlegen ist. Vielmehr sind die Verfahren grundsätzlich
gleichwertig und die Ergebnisse nur ein Beispiel dafür, dass die Vorhersagen innerhalb
der Verfahren abweichen können.
Die Güte des Vorhersagemodells soll bewertet werden können. Dafür wird mit dem
Modell zunächst eine Vorhersage für jede Konfiguration erstellt. Zwischen Vorhersage
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Tabelle 4: Vorhersagen für Merkmalmodell mit Oder-Gruppen
Konfiguration Messergebnis Vorhersage Abweichung
{a, d} 10 20 10
{a, e} 20 30 10
{b, d} 30 40 10
{b, e} 40 50 10
{c, d} 30 40 10
{c, e} 50 50 0
Tabelle 5: Regressionsanalyse für Merkmalmodell mit Oder-Gruppen
Koeffizient Schätzung
Achsenabschnitt
(beinhaltet die Merkmale A, B, a und d) 10
b 20
c 20
e 10
und Messung ergibt sich eine Abweichung. Als Vorhersagefehler wird die absolute
Abweichung zwischen Vorhersage und Messung definiert. Die Fehler pro Konfiguration
können über den Mittelwert und die Standardabweichung aggregiert werden. Für die
Ergebnisse der Regression aus Tabelle 6 ergibt sich ein mittlerer Fehler von 1,67 bei
einer Standardabweichung von 4,08.
Alternativ lässt sich auch der relative Fehler betrachten. In diesem Beispiel ist
das Ergebnis damit greifbarer, da die Messergebnisse keine Einheit haben. In realen
Anwendungen sowie auch in der Fallstudie in dieser Arbeit wird mit absoluten Fehlern
gearbeitet, da beispielsweise ein absoluter mittlerer Fehler von 5 Sekunden direkt
interpretierbar ist.
5.3 Schätzung von Merkmalinteraktionen
Neben den direkten Einflüssen von Merkmalen können NFE durch bestimmte Kombi-
nationen von Merkmalen beeinflusst werden. Dieser Effekt wird als Merkmalinterakti-
on bezeichnet. Die Ordnung einer Merkmalinteraktion gibt dabei an, wie viele Merk-
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Tabelle 6: Vorhersagen für Merkmalmodell mit Oder-Gruppen
Konfiguration Messergebnis Vorhersage Abweichung
ad 10 10 0
ae 20 20 0
bd 30 30 0
be 40 40 0
cd 30 30 0
ce 50 40  10
male an der Interaktion beteiligt sind. Interaktionen zwischen zwei Merkmalen werden
als Interaktionen erster Ordnung bezeichnet, Interaktionen zwischen drei Merkmalen
werden entsprechend als Interaktion zweiter Ordnung bezeichnet.
Um den Einfluss von Interaktionen bewerten zu können, ist es notwendig, den
direkten Einfluss der beteiligten Merkmale zu kennen. Eine Merkmalinteraktion tritt
auf, wenn die NFE beim Vorhandensein der betrachteten Merkmalkombination einen
anderen Wert annimmt, als durch die aggregierten Einzeleinflüsse zu erwarten wäre.
Das oben gezeigte Beispiel zeigt, dass durch die Schätzung des direkten Effekts
von Merkmalen, teilweise nicht alle beobachteten Messungen vollständig erklärt wer-
den können. Das Vorhersagemodell berücksichtigt keine Merkmalinteraktionen.
Im Folgenden wird ein Vorhersagemodell erstellt, welches Merkmalinteraktionen
erster Ordnung, also Interaktionen zwischen zwei Merkmalen, berücksichtigt. Das
entstehende Modell ist umfangreicher, erlaubt dafür eine Vorhersage mit weniger
Fehlern.
Es wird das Beispiel mit dem Merkmalmodell aus Abbildung 15 fortgesetzt.
Zunächst werden alle Konfigurationen für die Paarweise-Heuristik bestimmt. Dazu
kann das Werkzeug von [JHF12] verwendet werden. Für dieses einfache Merkmal-
modell ist es bereits notwendig, alle sechs möglichen Konfigurationen zu messen und
die Interaktionen zu schätzen. Tabelle 3 zeigt die Messungen, mit denen das Vorher-
sagemodell erstellt wird.
Ein einfaches Vorhersagemodell ohne die Berücksichtigung von Merkmalinterak-
tionen ist nicht in der Lage, alle Messergebnisse zu erklären, selbst wenn mehr Mess-
punkte einbezogen werden. Dies lässt sich zeigen, indem erneut ein lineares Regres-
sionsmodell ohne Merkmalinteraktionen, diesmal auf Basis aller Messwerte, erstellt
wird. Tabelle 7 zeigt die entstehenden Koeffizienten.
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Tabelle 7: Regressionsanalyse auf Basis aller Messwerte und ohne Interaktionen des
Merkmalmodells mit Oder-Gruppen
Koeffizient Schätzung
Achsenabschnitt
(beinhaltet die Merkmale A, B, a und d) 8;33
b 20;00
c 25;00
e 13;33
Mit diesen werden erneut Vorhersagen für alle Konfigurationen erstellt (Tabel-
le 8) und durch den Vergleich mit den Messungen der Fehler des Vorhersagemodells
bestimmt.
Tabelle 8: Vorhersage auf Basis aller Messwerte des Merkmalmodells mit Oder-
Gruppen
Konfiguration Messergebnis Vorhersage Abweichung
ad 10 8;33 1;67
ae 20 21;67  1;67
bd 30 28;33 1;67
be 40 41;67  1;67
cd 30 33;33  3;33
ce 50 46;67 3;33
Der Vorhersagefehler beträgt nun 2,22 bei einer Standardabweichung von 0,86.
Das Modell wird in diesem Fall sogar etwas schlechter als mit der geringen Zahl von
Messungen.
Das Vorhersagemodell wird nun erweitert, um neben den direkten Einflüssen der
Merkmale Merkmalinteraktionen schätzen zu können. Interaktionen werden mit einem
Doppelpunkt dargestellt, b:e bezeichnet beispielsweise die Interaktion zwischen b und
e.
Tabelle 9 zeigt die Koeffizienten des erweiterten Regressionsmodells. In vielen
Fällen lassen sich durch die Messung der direkte Einfluss und der Einfluss von In-
teraktionen nicht isoliert messen und entsprechend auch nicht schätzen. Aus diesem
Grund umfasst der Achsenabschnitt nun zusätzlich die Interaktionen a:c, a:d, b:d
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Tabelle 9: Regressionsanalyse des Merkmalmodells mit Oder-Gruppen mit Interaktio-
nen
Koeffizient Schätzung
Achsenabschnitt
(beinhaltet die Merkmale A, B, a und d
sowie Interaktionen mit a und d) 10
b 20
c 20
e 10
b:e 0
c:e 10
und c:d. Der Interaktion b:e wird kein Einfluss zugeordnet. Hingegen führt die Inter-
aktion von c und e, zusätzlich zu dem direkten Einfluss der beiden Merkmale zu einer
Erhöhung der Vorhersage um 10.
Tabelle 10 zeigt, dass durch die Berücksichtigung der identifizierten Interaktion
nun eine optimale Vorhersage ohne Fehler möglich ist. Entsprechend ergibt sich ein
mittlerer Fehler und eine Standardabweichung von jeweils 0.
Tabelle 10: Vorhersage des Merkmalmodells mit Oder-Gruppen mit Interaktionen
Konfiguration Messergebnis Vorhersage Abweichung
ad 10 10 0
ae 20 20 0
bd 30 30 0
be 40 40 0
cd 30 30 0
ce 50 50 0
Analog zu dem oben beschriebenen Vorgehen können Interaktionen zweiter und
höherer Ordnung behandelt werden. Zur Einschränkung des Messaufwands für die
Berücksichtigung von Interaktionen kann eine Heuristik eingesetzt werden. Im Rahmen
der Fallstudie wird eine Heuristik zur Abdeckung einiger Interaktionen zweiter Ordnung
vorgestellt und evaluiert.
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5.4 Umsetzung in Statistikpaket R
Das oben genannte Vorgehen soll nun zwecks Automatisierung implementiert werden.
Dazu werden die Schritte in R umgesetzt. Im Folgenden werden zahlreiche Varianten
von linearen Regressionsmodellen in R formuliert. Daher wird zunächst die entspre-
chende Syntax kurz vorgestellt und in kommenden Beispielen bei Bedarf erweitert.
lm(formula = x ~ a + b + c, data = y)
Listing 6: Ein lineares Regressionsmodell im Statistikpaket R
Die Funktion lm aus Listing 6 beschreibt ein linares Regressionsmodell. Die abhängige
Variable x wird durch die Tilde von den unabhängigen Variablen a, b und c getrennt.
Die Verkettung der unabhängigen Variablen mit dem Plus-Zeichen bewirkt eine Be-
rücksichtigung aller Variablen ohne Interaktionen zwischen diesen. Die unabhängigen
Variablen sind nominalskaliert. Die Ausprägungen der Variablen entsprechen einem
Merkmal. R kodiert automatisch alle Ausprägungen der Variablen als Modellvaria-
blen, wobei eine 1 das Vorhandensein und eine 0 die Abwesenheit einer Ausprägung
darstellt. Das Modell wird mit dem in data übergebenem Datensatz erstellt. Im Bei-
spiel beschreibt y einen vollständigen Datensatz. Entsprechend wird ein vollständiges
Modell erstellt, welches alle möglichen Vorkommen von Merkmalkombinationen be-
rücksichtigt.
5.4.1 Minimale Konfigurationen
Zunächst sollen die minimalen Konfigurationen bestimmt werden, die eine Schätzung
des direkten Einflusses jedes Merkmals erlauben.
# Lineares Regressionsmodell ohne Interaktionsparamter
fit <- lm(formula = x ~ a + b + c, data = y)
# Kodiere die Variablen
m <- model.matrix(fit)
# ref() erstellt die Dreiecksform der Matrix
minimalConfigurations <- colnames(ref(t(m))[,1:qr(fit)$rank])
Listing 7: Minimale Konfigurationen
Ausgehend vom Datensatz y, der alle Konfigurationen enthält, werden über das Er-
zeugendensystem, die gesuchten Konfigurationen ausgewählt.
Ergänzend zu der Erläuterung der lm-Funktion von R wird nun zusätzlich der
Parameter subset verwendet. Damit wird bestimmt, welche der in y enthaltenen
Messungen für die Vorhersage verwendet werden. Durch die Einschränkung auf die in
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minimalConfigurations stehenden Messungen wird ein Regressionsmodell mit ein-
geschränktem Wissen erstellt. Zur Bewertung der Vorhersagequalität werden Vorher-
sagen für alle möglichen Konfigurationen erstellt. Von der absoluten Differenz zwi-
schen Vorhersage und Messung (abs(p-y$x)) werden der Mittelwert (mean()) und
die Standardabweichung (sd()) zur Bewertung der Vorhersagequalität verwendet.
fit <- lm(formula = x ~ a + b + c,
data = y, subset=minimalConfigurations)
p <- predict.lm(fit , y)
p[p<0] <- 0
mean(abs(p-y$x))
sd(abs(p-y$x))
Listing 8: Vorhersage mit minimalen Konfigurationen
5.4.2 Paarweise Konfigurationen
Mit den paarweisen Konfigurationen können Merkmalinteraktionen erster Ordnung
abgeschätzt werden.
Die Konfigurationen zur Abdeckung der paarweisen Merkmalkombinationen wer-
den mit Hilfe des ICPL-Algorithmus13 ermittelt. [JHF12]
Dazu werden zunächst die Merkmalmodelle der Daten-SPL und der Kompressions-
SPL in ein Merkmalmodell im Simple XML Feature Model (SXFM)-Format übertra-
gen. Dieses dient dann als Eingabe für das Software Product Line Covering Array
Tool (SPLCATool)14, welches alle Konfiguration zur Abdeckung aller Merkmalpaare
beziehungsweise Merkmal-Tripel ausgibt. Die Laufzeit beträgt bei diesem kleinen Mo-
dell stets weniger als zehn Sekunden, aber auch komplexere Merkmalmodelle lassen
sich mit diesem Werkzeug verarbeiten [JHF12].
Über einige Schritte der Datenkonvertierung mit R lassen sich die so ausgewählten
Konfigurationen den Messdaten zuordnen.
Das Regressionsmodell kann nun erweitert werden, indem Merkmalinteraktionen
berücksichtigt werden. Die im Regressionsmodell berücksichtigten Interaktionen wer-
den in der R-Syntax mit folgendem Ausdruck beschrieben:
(a + b + c)^2.
Listing 9: Syntax für Regressionsmodell mit Interaktionen
13ICPL steht für ICPL Covering array generation algorithm for Product Lines [JHF12].
14http://heim.ifi.uio.no/martifag/splc2012/, abgerufen am 29.11.2012.
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Das resultierende Modell umfasst Koeffizienten für jede Ausprägung von a, b und c,
sowie der paarweisen Interaktion jeder möglichen Kombination von zwei Ausprägun-
gen. Damit werden Interaktionen erster Ordnung berücksichtigt. Mit dem Suffix der
Formel in Listing 9 wird die Ordnung der betrachteten Interaktionen angegeben: ^2
berücksichtigt Interaktionen erster Ordnung, ^3 Interaktionen zweiter Ordnung und
so weiter.
5.4.3 Dreifach-Heuristik
Als Kompromiss zwischen der Beschränkung auf Interaktionen erster Ordnung wie
beim paarweisen Messen und der Notwendigkeit, alle möglichen Konfigurationen zu
messen, um alle Interaktionen zweiter Ordnung zu schätzen, wird eine Heuristik ein-
gesetzt.
Ziel der Heuristik ist es, die Vorhersagefehler zu reduzieren und die Zahl der be-
nötigten Messungen gering zu halten. Ausgangspunkt für die Heuristik ist ein einge-
schränktes Vorhersagemodell auf Basis der paarweisen Messungen. Für alle enthal-
tenen Konfigurationen wird mit dem Vorhersagemodell jeweils die NFE abgeschätzt
und mit der Messung verglichen. So ergeben sich Fehlerwerte pro Konfiguration.
Grundgedanke der Dreifach-Heuristik ist es, die Merkmale, die beim eingeschränk-
ten Vorhersagemodell einen besonders extremen Einfluss haben, genauer zu untersu-
chen. Dazu werden Konfigurationen ausgewählt, deren Vorhersagen außerhalb eines
festgelegten Bandes, beispielsweise zwischen dem 15% und 85%-Quantil, liegen. Für
diese Konfiguration werden einzelne Merkmale variiert und die entstehende Konfi-
guration gemessen, soweit diese bisher noch nicht berücksichtigt wurden. Bei der
Variation der Merkmale wird ein Merkmal, durch ein anderes Merkmal des gleichen
Eltern-Merkmals ausgetauscht, beispielweise in einer Oder-Gruppe.
Dieses Grundschema erlaubt eine Parametrisierung der Heuristik. Zum einen kann
bestimmt werden, welche Merkmale variiert werden. Je mehr Merkmale variiert wer-
den, umso mehr neue Konfigurationen entstehen und entsprechend mehr Messauf-
wand wird verursacht. Zum anderen erlaubt der Schwellwert der Quantile, der be-
stimmt, wann eine Konfiguration hinreichend fehlerhaft ist, eine Steuerung der Heu-
ristik.
Da die Heuristik auf Ergebnissen des Vorhersagemodells aufbaut, ist die Auswahl
der Konfigurationen spezifisch für eine NFE. Die Heuristik muss also für alle betrach-
teten NFE separat durchgeführt werden.
Ausgangspunkt sind stets die Ergebnisse der paarweisen Konfigurationen. Mit die-
sen werden Konfigurationen gewählt, die spezifisch für eine NFE sind. Die Zahl der
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notwendigen Messungen kann damit mit der Zahl der betrachteten NFE steigen. Die-
ser Effekt wird gemindert, da immer nur die Konfigurationen gemessen werden, die
bisher nicht berücksichtigt wurden.
Grundsätzlich kann davon ausgegangen werden, dass die Vorhersagequalität mit
der Zahl der Messungen steigt, sich aber gleichzeitig auch der damit verbundene
Messaufwand erhöht. Abhängig davon, wie aufwendig eine Messung im konkreten
Anwendungsfall ist und welche Vorhersagequalität angestrebt wird, kann auf diesem
Weg die Heuristik unterschiedlich eingesetzt werden.
5.5 Anwendung des Vorhersagemodells
Das entwickelte Vorhersagemodell kann verwendet werden, um den Konfigurations-
prozess zu unterstützen. Die hier vorgestellen Ansätze werden im Rahmen der Eva-
luation auf die Fallstudie angewendet.
5.5.1 Visualisierung
Eine erste Möglichkeit der Anwendung des Vorhersagemodells ist es, die Ergebnis-
se über den Einfluss der Merkmale und deren Interaktionen in die Visualisierung des
Variabilitätsmodells aufzunehmen. Im Abschnitt 3.5 wurden hierzu einige vorhandene
Lösungen aus der Forschung präsentiert. Die Ansätze zielen darauf, konkrete Werte
aus den Vorhersagemodellen über den Einfluss einzelner Merkmale oder Merkmalin-
teraktionen als Annotationen der Merkmale in das Merkmalmodell aufzunehmen.
Ein Anwender kann damit den Einfluss einzelner Merkmale auf NFE direkt able-
sen. Einige Ansätze, beispielsweise von Siegmund u. a. [Sie+12], erlauben auch die
Darstellung der Einflüsse von Merkmalinteraktionen.
Die Gefahr dieses Ansatzes liegt in der unübersichtlichen Darstellungen durch zu
viele Informationen, insbesondere bei vielen Merkmalinteraktionen. Insbesondere da
das entwickelte Vorhersagemodell zahlreiche Interaktionen aufweist, ist die Darstel-
lung der konkreten Werte der Einflüsse nicht sinnvoll. Als Kompromiss können ausge-
wählte Einflüsse, beispielweise nur starke Einflüsse, im Merkmaldiagramm visualisiert
werden.
5.5.2 Erweiterung des Merkmalmodells
NFE können als Merkmal in das Merkmalmodell aufgenommen werden. Durch Aus-
wahl und Abstraktion als Merkmal werden die NFE nur in dem Maße betrachtet,
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wie sie für die Domäne relevant sind. Damit unterscheidet es sich von der direkten
Visualisierung des Vorhersagemodells
Die Betrachtung von NFE und deren Modellierung in Merkmalmodellen erlaubt
es, alle gefundenen Beziehungen abzubilden. Dies ist weniger eine Erweiterung des
bekannten Konzepts Merkmalmodellierung, wie sie in Abschnitt 6.4.1 angewendet
wird, als vielmehr eine erweiterte Verwendung des klassischen Merkmalmodells. Es
werden keine neuen Modellelemente oder Semantiken eingeführt, entsprechend lassen
sich auch alle Werkzeuge für Merkmalmodelle weiterverwenden.
Lediglich die Darstellung in Merkmaldiagrammen, leidet durch zu viele Einschrän-
kungen im Modell, da die Diagramme für einen menschlichen Betrachter gedacht
sind. Hier ist es sinnvoller, in einem gestuften Konfigurationsprozess jeweils nur einen
Ausschnitt des Merkmalmodells und damit nur einen kleinen Teil der Variabilität dar-
zustellen. Eine geeignete Reihenfolge oder eine Mischung zur Konfiguration von funk-
tionalen und nicht-funktionalen Merkmalen ist dabei von den Prioritäten der Anfor-
derungen abhängig. Anforderungen mit höchster Priorität werden gewählt und dann
wird schrittweise verbleibende Variabilität auf Basis der Anforderungen mit niedrigerer
Priorität aufgelöst.
5.5.3 Ausschluss von Merkmalen
Eine andere Anwendung liegt darin, anhand der neuen Erkenntnisse über den Ein-
fluss von Eingabedaten und der Auswirkung auf NFE, überflüssige Merkmale aus
dem Merkmalmodell zu entfernen. Das Wissen über die Dateneigenschaften eines
Anwenders und der NFA kann genutzt werden, um das Merkmalmodell automatisch
zu spezialisieren. Umso mehr Merkmale automatisch ausgeschlossen werden können,
desto leichter sollte der verbleibende Konfigurations-Prozess sein.
Auf Basis der gewonnen Messdaten können Merkmale, die funktional äquivalent,
aber bezüglich aller relevanten NFE unterlegen sind, ausgeschlossen werden. Ist ein
Merkmal bezüglich aller möglichen Eingabedaten und aller NFE unterlegen, kann es
unabhängig von den Anforderungen ausgeschlossen werden.
Eine erste Erweiterung besteht darin, nur die NFE bei der Konfiguration zu be-
trachten, für die es entsprechende Anforderungen gibt. Ist für einen Anwender bei-
spielsweise nur eine einzelne NFE relevant, ließe sich erwarten, dass mehr Merkmale
automatisch ausgeschlossen werden können, als wenn alle Eigenschaften betrachtet
werden.
Das Ausschlusskriterium, dass ein Merkmal in jedem Fall zu schlechteren Eigen-
schaften führen muss, kann zu streng sein, um viele Merkmale auszuschließen. Als Al-
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ternative kann ein statistischer Test genutzt werden, um Merkmale auszuschließen, die
zu signifikant schlechteren Eigenschaften führen, als andere Merkmale. Analog dazu
kann ein Merkmal gewählt werden, wenn es signifikant bessere Eigenschaften aufweist
als alle anderen Merkmale. Da bei den Eigenschaften nicht von einer Normalverteilung
ausgegangen werden kann, wird der nichtparametrische Wilcoxon-Vorzeichen-Rang-
Test verwendet.
So wie aufgrund der NFA nur einige NFE betrachtet werden können, lassen sich
auch die Messergebnisse im Kontext der Datenmerkmale des Anwenders sehen. Neben
der atomaren An- oder Abwesenheit von Datenmerkmalen kann die Verteilung der
Merkmale genutzt werden, um deren Einfluss auf die NFE zu gewichten.
Durch die Reduzierung der betrachteten Messwerte sinkt die Aussagekraft des
statistischen Tests je weniger Datenmerkmale betrachtet werden. Aussagen dieser
Art können bei sehr speziellen Szenarien mit wenigen Datenmerkmalen nicht oder nur
bei einem niedrigeren Signifikanzniveau getroffen werden.
Zusammenfassend ist es das Ziel, alle Informationen, die über die Anforderungen
und den Kontext des Anwenders bekannt sind, für die automatische Konfiguration zu
nutzen.
5.6 Zusammenfassung
In diesem Kapitel wurden die theoretischen Schritte zum Aufbau eines Vorhersage-
modells für NFE beschrieben. Mit ihm ist es möglich, auf Basis einer kleinen Zahl von
Messungen, Vorhersagen für beliebige Konfigurationen zu treffen. Die Auswahl der zu
messenden Konfigurationen und der Aufbau des Vorhersagemodells sind vollständig
in R implementiert und dadurch automatisiert ausführbar.
Desweiteren wurden einige Verfahren zur Unterstützung der Konfiguration auf Ba-
sis des Vorhersagemodells entwickelt. Damit ist es möglich, NFA und die Eingabedaten
als Teil des Anwendungskontexts für die automatische Konfiguration zu nutzen.
Das gezeigte theoretische Vorgehen wird nun auf seine Anwendbarkeit hin geprüft
(Hypothese 1). Anschließend wird geprüft, ob die Betrachtung von Eingabedaten die
Vorhersagequalität eines Vorhersagemodells erhöhen kann (Hypothese 2).
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6 Evaluation mit einer Fallstudie von Kompressionsal-
gorithmen
In diesem Kapitel wird das in Kapitel 5 beschriebene theoretische Vorgehen anhand
einer Fallstudie umgesetzt. Auf diesem Weg werden die beiden Hypothesen dieser Ar-
beit geprüft. Zunächst wird eine Messumgebung für die Fallstudie anhand der Über-
legungen aus Kapitel 4 aufgebaut. Die erste Hypothese wird geprüft, indem mit der
Messumgebung NFE der Fallstudien-SPL abhängig von ihrer Konfiguration und den
verwendeten Eingabedaten untersucht werden.
Anschließend werden alle Schritte zum Aufbau eines Vorhersagemodells durchge-
führt. Das vorgeschlagene Vorhersagemodell wird unter Berücksichtigung der Einga-
bedaten mit einem einfachen Vorhersagemodell verglichen, welches die Eingabedaten
nicht berücksichtigt. Anhand dieses Vergleichs wird die zweite Hypothese, nach der
die Berücksichtigung von Eingabedaten die Vorhersage NFE verbessert, geprüft.
Ebenfalls anhand der Fallstudie werden die verschiedenen Anwendungsmöglichkei-
ten für das Vorhersagemodell praktisch eingesetzt.
Zu Beginn wird in Abschnitt 6.1 die Messumgebung für die Fallstudie aufge-
baut. Abschnitt 6.2 zeigt den Aufbau von Vorhersagemodellen für die Fallstudie der
verlustfreien Kompressionsalgorithmen. Der Abschnitt 6.3 zeigt, wie durch die Be-
rücksichtigung der Eingabedaten die Vorhersage gegenüber einfachen Modellen ohne
Kontextinformationen, verbessert werden kann. Im Abschnitt 6.4 werden verschiede-
ne Anwendungsmöglichkeiten für das Vorhersagemodell evaluiert. Die Ergebnisse der
Evaluation werden im Abschnitt 6.5 zusammengefasst.
6.1 Implementierung der Messumgebung
Die Messumgebung selbst kann als SPL gesehen werden. Sie enthält Variabilität be-
züglich der gemessenen Anwendung, den Eingabedaten und den gemessenen Eigen-
schaften. In Abbildung 16 ist ein vereinfachtes Merkmalmodell der Messumgebung
abgebildet. Das Merkmal Konfiguration bestimmt welche Produkte getestet werden
sollen, wobei beliebig viele Konfigurationen verarbeitet werden können.
Jede Konfiguration setzt sich aus zwei Unterkonfigurationen zusammen, zum einen
der Konfiguration einer Kompressions-SPL und zum anderen der Konfiguration einer
Daten-SPL. Die Kompressions-SPL umfasst die Implementierung des Kompressions-
algorithmus.
Die Daten-SPL erstellt die Eingabedaten, die komprimiert werden. Beide SPL
werden in den Abschnitten 6.1.1 und 6.1.2 detailliert vorgestellt.
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Abbildung 16: Merkmalmodell der Messumgebung
Die in der Messumgebung verwendete Hardware wird in Abschnitt 6.1.3 vorge-
stellt.
Daneben kann konfiguriert werden, welche NFE gemessen werden sollen, wobei
es sinnvoll ist, mindestens eine Größe zu messen. Die Messumgebung erlaubt die
Messung des Speicherverbrauchs, der benötigten Zeit für die Kompression und den
Kompressionsgrad. Das Merkmal Zeit wird zusätzlich mit den Merkmalen Vorlauf und
Messlauf konfiguriert. Vorlauf bestimmt, wie oft die Messung durchgeführt wird, oh-
ne dass die Zeit gemessen wird. Die Zahl der Messungen, deren Ergebnis dann über
den Mittelwert aggregiert wird, wird durch Messlauf angegeben. In der Messumge-
bung werden jeweils drei Vorläufe und Messläufe durchgeführt. Wie in Abschnitt 4.4.2
beschrieben, dient dies der Stabilisierung der Messergebnisse.
Das optionale Merkmal Auswertung löst die automatische Analyse der Messer-
gebnisse aus.
Abbildung 17 zeigt die Messumgebung als UML-Komponentendiagramm. Im Mit-
telpunkt stehen die drei enthaltenen SPL Kompressions-SPL, Daten-SPL und Mess-
umgebungs-SPL. Zusätzlich sind die verwendeten Werkzeuge und Dokumente abge-
bildet.
Die Kompressions-SPL und die Daten-SPL haben eine hohe Bedeutung für die
Messumgebung, da in ihnen die gesamte betrachtete Variabilität steckt. Beide SPL
werden daher in folgenden zwei Abschnitten genauer vorgestellt.
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Abbildung 17: UML-Komponentendiagramm der Messumgebung
6.1.1 Daten-SPL
Die Eingabedaten für die Kompressionsalgorithmen werden von einem Generator er-
zeugt, um systematisch Daten mit den gewünschten Merkmalen zu erhalten. Der Ge-
nerator für die Eingabedaten ist als SPL umgesetzt. Das zugehörige Merkmalmodell
der Daten-SPL findet sich in Abbildung 18. Die Merkmale sind in englischer Spra-
che gehalten, da sie einen unmittelbaren Bezug zur Implementierung haben, welche
üblicherweise mit englischen Begriffen erfolgt.
Die Variabilität der Eingabedaten ließe sich auch als Datenproduktlinie bezeich-
nen, da es sich um keine Software handelt. In der Messumgebung werden mit der
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Daten-SPL Generatoren für Eingabedaten beschrieben. Diese sind als SPL umge-
setzt, wodurch sich die Bezeichnung als Daten-SPL ergibt.
DataSPL
Size
10 kB
......
20 MB
Content
Sequence Random Repeat
Random
Sine1 ... ... Sine4 Zeros
Abbildung 18: Merkmalmodell der Daten-SPL
Die Daten werden durch zwei Hauptmerkmale bestimmt. Die Größe bestimmt,
wie viele Byte an Daten erzeugt werden. Die Kompressionsalgorithmen erlauben eine
beliebige Größe der Eingabedaten, eine Klassifizierung in 100 kB, 500 kB, 1 MB,
5 MB, 10 MB und 20 MB erfolgt lediglich, um den Messaufwand gering zu halten und
dennoch den Einfluss der Größe der Eingabedaten beobachten zu können. Aufgrund
des offensichtlichen Zusammenhangs zwischen der Menge der zu komprimierenden
Daten und der benötigten Zeit erfolgte die Auswahl der oberen Grenze auch mit
Rücksicht auf die Gesamtlaufzeit der Testreihen.
Der Inhalt wird jeweils durch einzelne Funktionen generiert. Dies unterscheidet
die Messumgebung deutlich von üblichen Benchmarks von Kompressionsalgorithmen,
die darauf ausgerichtet sind, Kompressionsalgorithmen bezüglich ihrer praktischen
Leistungsfähigkeit zu bewerten. Dazu werden Testreihen mit vorgegeben Daten aus-
gewählt. Verbreitet ist beispielsweise der Calgary Corpus, bestehend aus 18 Datei-
en unterschiedlicher Art und Größe, wie Textdateien, Binärdateien und Pixelgrafiken
[Sal07, S. 11 f.].
In diesem Fall werden die Daten generiert, um gezielt einige Eigenschaften der
Kompressionsalgorithmen sichtbar zu machen. Die Inhalts-Merkmale basieren auf Ide-
en von Mahoney [Mah11].
Sequence besteht aus einer Folge von Zahlen, wobei jede Zahl jeweils 1000-mal
wiederholt wird. Um gute Kompressionsergebnisse zu erzielen, ist es notwendig, dass
der Algorithmus das verwendete Wörterbuch aktualisiert, da Werte vom Anfang später
nicht wieder auftauchen.
Random erzeugt Daten mit Pseudozufallsdaten. Es wird dabei der Java-Zufalls-
generator java.util.Randommit einem konstanten Startwert (engl. seed) verwendet.
Die Daten sind somit bei jedem Testlauf gleich und damit sowohl innerhalb der Un-
tersuchung als auch für andere Untersuchungen reproduzierbar. Zufallszahlen sind
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grundsätzlich nicht oder nur schlecht zu komprimieren. Es ist zu erwarten, dass es
zu Kompressionsgraden größer Eins kommt, dass also die komprimierten Daten, auf-
grund von den durch die Kompressionsprogramme ergänzten Metadaten, größer sind
als die Eingabedaten.
RepeatRandom erzeugt einen kleinen Block von Pseudozufallsdaten mit einer fest-
gelegten Größe von 100 Kibibyte (KiB)15. Die Pseudozufallsdaten werden analog zu
Random erzeugt. Die gewünschte Menge an Eingabedaten wird durch eine Wieder-
holung dieser Blöcke erzeugt.
Wie schon bei Random beschrieben, ist nicht zu erwarten, dass die Blöcke für sich
gut komprimiert werden können, allerdings ließen sich die Eingabedaten auf etwas
mehr als 100 KiB komprimieren, der Größe eines einzelnen Blocks, sofern das Muster
mit der Wiederholung erkannt wird. Dies erfordert es, dass der Kompressionsalgo-
rithmus eine ausreichende Menge von Eingabedaten bei der Bildung des Wörterbuchs
betrachtet.
Sine erzeugt Bytes entsprechend einer Sinus-Kurve. Es wird erwartet, dass sich
diese Art von Daten mit einem Kontextmodell gut komprimieren lässt. Dabei wird auf
Basis einer vorhergehende Menge von betrachteten Daten die Wahrscheinlichkeit für
die folgenden Daten abgeschätzt. Die Ordnung gibt dabei an, wie viele zurückliegen-
de Zeichen für die Vorhersage verwendet werden [Sal07, S. 139 ff.]. Sine benötigt
lediglich ein Kontextmodell niedriger Ordnung.
Sine2 erweitert den Gedanken von Sine, wobei bei diesem Merkmal ein Kontextmo-
dell hoher Ordnung notwendig sein soll. Grundlage ist eine Sinuskurve auf Bit-Ebene.
Beide Sinuskurven wiederholen sich nicht exakt, was die Kompression erschwert.
Sine3 ist eine Abwandlung von Sine1, bei der jedes Element des Musters 10.000
mal wiederholt wird.
Sine4 ist eine Abwandlung von Sine1, bei der das Muster von Sine alle 10.000
Bytes von vorne beginnt.
Zereos generiert ein Eingabedatum ausschließlich aus Nullen. Es lässt sich eine
sehr gut Kompression erwarten, sodass mit der Größe der komprimierten Daten, der
overhead der Kompressionsprogramme isoliert werden kann.
6.1.2 Kompressions-SPL
Die Kompressions-SPL umfasst Anwendungen zur verlustfreien Kompression belie-
biger Daten. Die Variabilität besteht dabei in den verwendeten Algorithmen, deren
Parametern und der eingesetzen Implementierung.
151 KiB = 1024 Byte
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Abbildung 19: Merkmalmodell der Kompressions-SPL
Das Merkmalmodell der Kompressions-SPL ist in Abbildung 19 zu sehen. Wie
schon bei der Daten-SPL, werden aufgrund des engen Bezugs zur Implementierung,
englische Merkmalsbezeichner verwendet. Als Hauptmerkmale sind die unterschiedli-
chen Algorithmen modelliert. Einzelne Algorithmen wiederum lassen sich weiter kon-
figurieren, was dann als Untermerkmal abgebildet ist.
Bzip2 implementiert die Burrows-Wheeler-Transformation, welche die Eingabe-
daten Block für Block so transformiert, das in einem weiteren Schritt ein einfaches
Kompressionsverfahren angewendet werden kann [Sal07, S. 853 f.]. Die verwende-
te Blockgröße kann konfiguriert werden, im Merkmalmodell stehen Blockgrößen von
200 kB, 500 kB und 900 kB, zur Auswahl.
Snappy 16 ist ein Kompressionsverfahren, welches von Google entwickelt wurde
und auf hohe Geschwindigkeit beim Komprimieren und Dekomprimieren statt auf gute
Kompressionsgrade setzt. In der Messumgebung stehen zwei Versionen zur Verfügung,
zum einen jsnappy17, eine Implementierung in Java und snappy-java18, ein Wrapper
zur Nutzung der nativen C++-Implantierung in Java.
LZ419 ist eine Implementierung des LZ77-Algorithmus. LZ77 nutzt einige der
zuletzt gesehenen Daten als Wörterbuch, dies wird als bewegliches Fenster (engl.
sliding window) bezeichnet [Sal07, S. 176 ff.].
LZMA20 ist ebenfalls eine Erweiterung des LZ77-Algorithmus, er findet vor al-
lem in der quelloffenen Kompressionssoftware 7-Zip Anwendung. Der Fokus des Al-
gorithmus liegt auf einem hohen Kompressionsgrad und schneller Dekompression
16http://code.google.com/p/snappy, abgerufen am 23.11.2012.
17http://code.google.com/p/jsnappy, abgerufen am 23.11.2012.
18http://code.google.com/p/snappy-java, abgerufen am 23.11.2012.
19http://code.google.com/p/lz4, abgerufen am 23.11.2012.
20http://www.7-zip.org, abgerufen am 23.11.2012.
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[Sal07, S. 241 ff.]. Aus zahlreichen Konfigurationsoptionen wurden drei Varianten
der Wörterbuch-Größe ausgewählt: Minimal (1 Byte), Medium (33 kB) und Large
(8 MB).
LZF 21 ist ein Kompressionsalgorithmus mit dem Fokus auf Geschwindigkeit, so-
wohl bei der Kompression als auch bei der Dekompression.
LZO22 strebt eine hohe Geschwindigkeit, insbesondere bei der Dekompression, an.
noCompression implementiert keinen Kompressionsalgorithmus, sondern übergibt
lediglich die Eingabe unverändert als Ausgabe. Der Kompressionsgrad ist somit stets
Eins. Ziel ist es, Einflüsse, die nicht mit der Kompression selbst zusammenhängen, wie
zum Beispiel das Einlesen der Eingabedaten, isolieren zu können. Die Implementierung
der Kompression von noCompression lässt sich in einer Zeile darstellen:
return Arrays.copyOf(uncompressed , uncompressed.length );
Listing 10: Auszug aus der Implementierung des Merkmals noCompression
Gzip implementiert, wie auch das verbreitete zip, den Deflate-Algorithmus. Das
Verhalten von gzip kann über einen Parameter zugunsten einer besseren Kompression
(best compression) oder einer höheren Geschwindigkeit (best speed) beeinflusst wer-
den. Der Standardwert (default), ist ein Kompromiss zwischen Geschwindigkeit und
Kompressionsgrad [Sal07, S. 230 ff.].
6.1.3 Hardware
Die Messumgebung läuft auf einem PC mit Intel Core 2 Duo, 3 Ghz und 6 GB
RAM. Als Betriebssystem kommt Windows 8 zum Einsatz. Die Messumgebung basiert
größtenteils auf Java, wofür die Oracle Java Virtual Machine 1.7 eingesetzt wird.
Da die Messungen lokal und im Speicher laufen, haben die Netzwerkanbindung
und lokale Speichermedien keinen Einfluss auf die Messergebnisse.
6.2 Aufbau des Vorhersagemodells
Im Folgenden werden die Schritte aus dem Kapitel 5 anhand des komplexeren Modells
der Messumgebung durchgeführt. Bei Messung aller drei Eigenschaften, also einer
verbleibenden Variabilität allein aufgrund der Daten-SPL und der Kompressions-SPL,
ergeben sich 720 mögliche Konfigurationen.
21https://github.com/ning/compress, abgerufen am 23.11.2012.
22http://www.oberhumer.com/opensource/lzo, abgerufen am 23.11.2012.
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6.2.1 Minimale Konfigurationen
Bei der kleinen Zahl von möglichen Konfigurationen ist es machbar, alle 720 Kon-
figurationen zu erzeugen und dafür, wie oben beschrieben, mit R das erzeugende
System zu generieren. Auf dieser Basis wird die Auswahl einer minimalen Menge von
Konfigurationen ermittelt, die notwendig ist, um den Einfluss aller Merkmale schät-
zen zu können. Listing 11 zeigt alle 27 benötigten Messungen der Menge Minimale
Konfigurationen zur Schätzung der direkten Einflüsse aller Merkmale.
feature1 feature2 dataFeature1 dataFeature2
1 bzip2 200kB Size1 Random
2 bzip2 200kB Size1 RepeatRandom
3 bzip2 200kB Size1 Sequence
4 bzip2 200kB Size1 Sine
5 bzip2 200kB Size1 Sine2
6 bzip2 200kB Size1 Sine3
7 bzip2 200kB Size1 Sine4
8 bzip2 200kB Size1 Zeros
9 bzip2 200kB Size2 Random
17 bzip2 200kB Size3 Random
25 bzip2 200kB Size4 Random
33 bzip2 200kB Size5 Random
41 bzip2 200kB Size6 Random
49 bzip2 500kB Size1 Random
97 bzip2 900kB Size1 Random
145 gzip BestCompression Size1 Random
193 gzip BestSpeed Size1 Random
241 gzip Default Size1 Random
289 lz4 lz4 Size1 Random
337 lzf lzf Size1 Random
385 lzma MaximalDictionary Size1 Random
433 lzma MediumDictionary Size1 Random
481 lzma MinimalDictionary Size1 Random
529 lzo lzo Size1 Random
577 noCompression noCompression Size1 Random
625 snappyJNI snappyJNI Size1 Random
673 snappyJava snappyJava Size1 Random
Listing 11: Minimale Konfigurationen der Fallstudie
Die Ausgabe zeigt alle 27 benötigten Konfigurationen und deren Messergebnis,
zur Schätzung der Einflüsse aller Merkmale. Beispielsweise besteht die erste Messung
aus der Konfiguration der Kompressions-SPL {bzip2, 200kB} und der Konfigurati-
on der Daten-SPL {Size1, Random}. Es gibt noch zahlreiche andere Kombinatio-
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nen von 27 Konfigurationen, die ebenfalls die Schätzung erlauben. Ein Blick in die
Tabelle zeigt, dass mit der Kompressions-SPL-Konfiguration {bzip2, 200kB} jeweils
die unterschiedlichen Einflüsse der Daten-SPL-Konfigurationen gemessen werden und
umgekehrt die Daten-SPL-Konfiguration {Size1, Random} meist genutzt wird, um
den Einfluss der anderen Kompressions-SPL-Konfigurationen zu messen. Statt dieser
beiden Konfigurationen könnten ebenso eine andere Konfiguration häufiger verwendet
werden.
Die gezeigten Konfigurationen umfassen die Variablen feature1, feature2, data-
Feature1 und dataFeature2, wobei nur die letzten drei Variablen bei den folgenden
Regressionen betrachtet werden. Feature1 zeigt, welcher Kompressionsalgorithmus
gewählt ist, beispielsweise bzip2, unabhängig von der genauen Konfiguration, die in
feature2 gezeigt wird. Für eine übersichtliche Darstellung werden stets beide Ter-
me angezeigt. Da feature2 stets von feature1 abhängig ist, beispielsweise taucht
das Merkmal 200kB ausschließlich in Kombination mit dem Merkmal bzip2 auf, muss
feature1 im Regressionsmodell nicht explizit betrachtet werden. Eine Betrachtung
von feature1 würde das Modell vergrößern, aber keinen zusätzlichen Informations-
gewinn darstellen.
Die Zuordnung von feature1 und feature2 wird in den Daten allerdings vorgehal-
ten, da darüber leicht Informationen über die Beziehung von Ober- und Untermerk-
malen (respektive feature1- und feature2-Merkmale) abgebildet werden.
Für diese ausgewählten Konfigurationen werden nun die Messungen mit Hilfe der
Messumgebung durchgeführt. Beispielsweise ergeben sich für den Kompressionsgrad
ratio in Listing 12 gezeigten Werte.
feature1 feature2 dataFeature1 dataFeature2 ratio
1 bzip2 200kB Size1 Random 1.007980
2 bzip2 200kB Size1 RepeatRandom 1.007980
3 bzip2 200kB Size1 Sequence 0.005010
4 bzip2 200kB Size1 Sine 0.007280
5 bzip2 200kB Size1 Sine2 0.007630
6 bzip2 200kB Size1 Sine3 0.000800
7 bzip2 200kB Size1 Sine4 0.000610
8 bzip2 200kB Size1 Zeros 0.000610
9 bzip2 200kB Size2 Random 1.006866
17 bzip2 200kB Size3 Random 1.006478
25 bzip2 200kB Size4 Random 1.006435
33 bzip2 200kB Size5 Random 1.006430
41 bzip2 200kB Size6 Random 1.006429
49 bzip2 500kB Size1 Random 1.007980
97 bzip2 900kB Size1 Random 1.007980
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145 gzip BestCompression Size1 Random 1.000350
193 gzip BestSpeed Size1 Random 1.000350
241 gzip Default Size1 Random 1.000350
289 lz4 lz4 Size1 Random 1.003980
337 lzf lzf Size1 Random 1.000100
385 lzma MaximalDictionary Size1 Random 1.014150
433 lzma MediumDictionary Size1 Random 1.014150
481 lzma MinimalDictionary Size1 Random 1.014120
529 lzo lzo Size1 Random 1.004050
577 noCompression noCompression Size1 Random 1.000000
625 snappyJNI snappyJNI Size1 Random 1.000150
673 snappyJava snappyJava Size1 Random 1.000150
Listing 12: Messung der minimalen Konfigurationen
Auf dieser Basis wird eine lineare Regression ausgeführt, zunächst ohne Interak-
tionsterme. Bei der Regression werden nur die 27 Messungen der minimalen Kon-
figurationsmenge verwendet Das Regressionsergebnis wird anhand des vollständigen
Datensatzes, überprüft.
Es ergibt sich ein mittlerer Vorhersagefehler von 0,08 bei einer Standardabwei-
chung von 0,24. Da dieses Vorhersagemodell mit nur wenigen Messungen und ohne
Berücksichtigung jeglicher Merkmalinteraktionen aufgebaut wurde, lässt sich erwar-
ten, dass die Vorhersagequalität gesteigert werden kann.
Durch die Auswahl der Konfigurationen ist es mit anderen linearen Regressions-
modellen nicht möglich, Einflüsse von Merkmalinteraktionen zu schätzen.
6.2.2 Paarweise Konfigurationen
Eine Erweiterung besteht darin, zusätzlich alle paarweisen Merkmalvorkommen zu
berücksichtigen. Es sind dabei 145 Konfigurationen zu messen, dies entspricht 20%
aller Konfigurationen. Bei größeren Merkmalmodellen kann dieser Anteil sinken, sodass
der Ansatz mit paarweisen Konfigurationen durchaus skaliert.
Zunächst wird das gleiche Regressionsmodell wie oben auf Basis der paarweisen
Konfigurationen erstellt. Es werden weiterhin keine Merkmalinteraktionen beachtet.
Durch die größere Zahl von Messungen, die bei der Regressionsanalyse berücksichtigt
werden, könnte es aber zu einer Verbesserung der Vorhersage kommen. Die Analyse
ergibt einen mittleren Fehler von 0,09 bei einer Standardabweichung von 0,11. Dies
entspricht einer leichten Verschlechterung bezüglich des Mittelwerts wobei die Fehler
eine geringere Streuung aufweisen.
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Wird nun das Regressionsmodell für die Berücksichtigung von Merkmalinteraktio-
nen erster Ordnung erweitert, ergibt sich zufällig wieder die gleiche Bewertung wie
beim Modell ohne Interaktionen: ein mittlerer Fehler von 0,08 bei einer Standardab-
weichung von 0,24. Für diese NFE, kann die Vorhersage weder durch eine erhöhte
Zahl von Messungen noch durch die Berücksichtigung von Merkmalinteraktionen er-
ster Ordnung verbessert werden.
6.2.3 Interaktionen zweiter Ordnung
Bereits bei der Erweiterung auf Merkmalinteraktionen zweiter Ordnung, also der Be-
trachtung aller Tripel von Merkmalen, müssen alle Konfigurationen berücksichtigt
werden. Auf diesem Weg können alle Interaktionen zweiter Ordnung berücksichtigt
werden. Entsprechend wird hierbei auch eine Schätzung ohne Vorhersagefehler er-
reicht. Interaktionen höherer Ordnung können in der Fallstudie nicht vorkommen.
6.2.4 Dreifach-Heuristik
Als Kompromiss zwischen der Beschränkung auf Interaktionen erster Ordnung wie
beim paarweisen Messen und der Notwendigkeit, alle möglichen Konfigurationen zu
messen, um Interaktionen zweiter Ordnung zu schätzen, wird die Dreifach-Heuristik
eingesetzt.
Die Dreifach-Heuristik erlaubt eine Parametrisierung, deren Ausprägung für diese
Fallstudie zunächst vorgestellt wird. In dieser Fallstudie wird nicht der Kompressionsal-
gorithmus variiert, da dadurch zu viele Konfigurationen zu messen wären. Stattdessen
werden lediglich innerhalb eines Kompressionsalgorithmus die verschiedenen Varian-
ten in zusätzlichen Messungen berücksichtigt. Anders ausgedrückt: Es wird lediglich
feature2 variiert, während feature1 konstant gehalten wird. Bei den Datenmerkma-
len wird dataFeature2 konstant gehalten.
Als relevante Konfigurationen werden Konfigurationen aufgenommen, deren Mes-
sung außerhalb des 15% und 85%-Quantil liegen. Für den Kompressionsgrad liegt
das 15%-Quantil bei 0,003, das 85%-Quantil bei 0,9755. Im Rahmen der ersten Mes-
sungen wurde eine Konfiguration ermittelt, deren Kompressionsgrad mit über 1 aus
diesem Rahmen fällt. Tabelle 11 zeigt in der ersten Zeile die identifizierte Konfigura-
tion und in den unteren Zeilen die abgeleiteten, zu messenden Konfigurationen. Die
Konfigurationen wurden ermittelt, indem zunächst feature2 variiert wurde, während
alle anderen Merkmale konstant bleiben. Analog dazu wird anschließend dataFeature1
variiert.
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Tabelle 11: Beispiel für Dreifach-Heuristik
feature1 feature2 dataFeature1 dataFeature2 ratio
bzip2 200kB Size4 Random 1.006435
bzip2 500kB Size4 Random
bzip2 900kB Size4 Random
bzip2 200kB Size1 Random
bzip2 200kB Size2 Random
bzip2 200kB Size3 Random
bzip2 200kB Size5 Random
bzip2 200kB Size6 Random
Da die Konfigurationen für die Dreifach-Heuristik für jede betrachtete NFE se-
parat zu bestimmen sind, besteht die Gefahr, dass mit jeder weiteren betrachteten
Eigenschaft der Messaufwand steigt. Wie in Tabelle 12 dargestellt, kann ein großer
Teil der Messungen für mehrere Heuristiken wiederverwendet werden. Dies reduziert
den Messaufwand bei mehreren betrachteten Eigenschaften.
Tabelle 12: Gemeinsamkeit zwischen den Heuristik-Mengen
Heuristik-Mengen Gemeinsamkeit zwischen den Mengen
Speicherverbrauch, Kompressionsgrad 0,6
Speicherverbrauch, Zeit 0,65
Kompressionsgrad, Zeit 0,57
Speicherverbrauch, Kompressionsgrad, Zeit 0,5
Die Heuristik erlaubt nun die Schätzung einiger, aber nicht aller, Interaktionen
zweiter Ordnung. Das Vorhersagemodell wird entsprechend erweitert. Nicht schätz-
bare Interaktionen werden automatisch mit 0 angesetzt, haben also keinen Einfluss
auf die Vorhersage.
Das Regressionsmodell zur Vorhersage des Kompressionsgrad mit Berücksichti-
gung der Interaktionen zweiter Ordnung liefert einen mittleren Fehler von 0,04 bei ei-
ner Standardabweichung von 0,15. Der mittlere Fehler reduziert sich durch die erhöh-
te Zahl von Messungen und die Berücksichtigung der Interaktionen zweiter Ordnung
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deutlich. Ebenso sinkt die Standardabweichung des Fehlers gegenüber dem Modell
mit Interaktionen bis maximal erster Ordnung.
Auswertung mit Boxplots Boxplots der Vorhersagefehler für alle drei Mengen von
Konfigurationen, Abbildung 20, zeigen, dass sich die Masse der Vorhersagen nahe 0
konzentrieren, es aber auch zahlreiche Ausreißer gibt. Die größten Fehler liegen bei
über 1, was in etwa dem größtmöglichen Fehler entspricht.
Die Boxplots zeigen, dass es in allen Vorhersagemodellen zum Kompressionsgrad
noch zu extremen Vorhersagefehlern kommt. Die Verbesserung der Vorhersagequalität
mit steigender Zahl von Konfigurationen ist nur schwer zu erkennen. In Abbildung 20c
ist kein Whisker (das 1,5-Fache des Interquartilsabstands) mehr erkennbar, da bei sehr
vielen Messpunkten nur ein Fehler nahe 0 auftritt. Die Zahl der Ausreißer nahe 1,0
ist gegenüber den anderen beiden Boxplots reduziert.
Durch die Boxplots wird sichtbar, dass die Vorhersageen für die meisten Konfigu-
rationen sehr gut sind und die besprochenen Fehler auf Ausreißer zurück zu führen
sind. Ein Nachteil der Visualisierung durch Boxplots ist, dass nicht sichtbar ist, wie
viele Ausreißer vorliegen, wenn sich die Darstellung der Ausreißer überlagert.
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Abbildung 20: Boxplots für die Fehler bei der Vorhersage des Kompressionsgrades
6.3 Vergleich mit einfachem Vorhersagemodell
Nachdem gezeigt wurde, wie das Vorhersagemodell erstellt wird und seine Leistungs-
fähigkeit bewertet werden kann, wird nun geprüft, ob das Vorhersagemodell durch die
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Berücksichtigung der Merkmale der Eingabedaten eine bessere Vorhersage erlaubt als
ein einfaches Modell ohne Bezug auf die Eingabedaten.
Dazu werden für die oben vorgestellten Mengen von Konfigurationen Eigenschaf-
ten jeweils zwei Vorhersagemodelle mit und ohne Berücksichtigung der Eingabedaten
erstellt. Listing 13 zeigt die einfachen Vorhersagemodelle in R. Da es nun lediglich
eine Variable in dem Modell gibt, werden keinerlei Interaktionen von Merkmalen be-
rücksichtigt. Analog zu den Vorhersagemodellen oben werden Modelle für alle NFE
(Listing 13) und alle Konfigurationsmengen (nicht gezeigt) erstellt.
lm(formula = ratio ~ feature2 , ...
lm(formula = memory ~ feature2 , ...
lm(formula = compressTime ~ feature2 , ...
Listing 13: Einfache Vorhersagemodelle in R
Für jede NFE x wird eine Vorhersage xp für alle Konfigurationen erstellt und mit
der entsprechenden Messung xm verglichen. Die mittlere Abweichung zwischen beiden
wird als Vorhersagefehler e bezeichnet:
e = mean(jxp   xmj):
Die Standardabweichung des Vorhersagefehlers wird mit ff bezeichnet.
Das Vorhersagemodell ohne Berücksichtigung der Eingabedaten w=o wird be-
züglich des Vorhersagefehlers verglichen mit dem Modell mit Berücksichtigung der
Eingabedaten w :
e = ew=o   ew :
Ein positives e zeigt, dass der Vorhersagefehler im Modell ohne Eingabedaten höher
ist als im Vergleichsmodell, das Modell mit Berücksichtigung der Eingabedaten also
bessere Vorhersagen erlaubt.
Es ist möglich, dass ein Modell innerhalb der Menge von Konfigurationen teilweise
bessere und teilweise schlechtere Vorhersagen erlaubt. Es wird daher ein statistischer
Test genutzt, um Aussagen darüber zu treffen, ob ein Modell signifikant bessere Vor-
hersagen erlaubt, als das Vergleichsmodell. Bezüglich der Vorhersagefehler kann keine
Normalverteilung angenommen werden. Daher wird der nichtparametrische Wilcoxon-
Vorzeichen-Rang-Test verwendet. Mit dem Test werden folgende Hypothesen geprüft:
H0 Der Vorhersagefehler des Modells mit Berücksichtigung der Eingabedaten ist
gleich oder höher als der Vorhersagefehler des Modells ohne Berücksichtigung
der Eingabedaten.
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H1 Der Vorhersagefehler des Modells mit Berücksichtigung der Eingabedaten ist
kleiner als der Vorhersagefehler des Modells ohne Berücksichtigung der Einga-
bedaten.
In der Tabelle 13 sind die Ergebnisse für die Vorhersagemodelle für den Kompres-
sionsgrad dargestellt. Die Vorhersagequalität kann stark verbessert werden, indem
Eingabedaten mit berücksichtigt werden. Schon mit der minimalen Zahl von Konfigu-
rationen wird durch das Modell mit Eingabedaten ein guter mittlerer Fehler von 0,08
erreicht. Mit den gleichen Messungen erreicht das einfache Vorhersagemodell einen
Fehler von 0,69.
Mit steigender Zahl von Konfigurationen in der Paarweise-Menge und demDreifach-
Heuristik-Menge wird der Fehler in beiden Modell schrittweise reduziert. Ohne die Be-
rücksichtigung von Eingabedaten wird im besten Fall immer noch ein mittlerer Fehler
von 0,30 erreicht, während durch die Berücksichtigung der Eingabedaten der Fehler
auf 0,04 reduziert werden kann. In den meisten Fällen ist der niedrige mittlere Fehler
im komplexen Modell auch mit einer niedrigeren Standardabweichung gegenüber dem
einfachen Modell verbunden.
Der statistische Test zeigt für alle Konfigurationsmengen eine signifikante Verbes-
serung durch die Einbeziehung der Daten-Merkmale.
Tabelle 13: Regression für Kompressionsgrad (relative Werte)
Ohne Eingabedaten Mit Eingabedaten
Konfigurationsmenge e ff e ff e pwrt
Minimal 0;69 0;43 0;08 0;24 0;61*** <0;001
Paarweise 0;35 0;20 0;08 0;24 0;27*** <0;001
Dreifach-Heuristik 0;30 0;28 0;04 0;15 0;26*** <0;001
*** p < 0:001
Tabelle 14 zeigt die Ergebnisse für die Vorhersage des Speicherverbrauchs. Bei den
minimalen Konfigurationen kann keine Verbesserung durch die Berücksichtigung von
Eingabedaten erreicht werden. Der mittlere Fehler steigt durch die Berücksichtigung
von 479,76 kB auf 545,03 kB, was auf eine Verschlechterung hindeutet. Das Modell
mit Berücksichtigung der Eingabedaten erzielt bessere Vorhersageergebnisse, sobald
mehr Konfigurationen und Merkmalinteraktionen mit einbezogen werden. Der mittlere
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Fehler sinkt auf 50,98 kB bei einer Standardabweichung von 210,79 kB im Fall der
durch die Heuristik ausgewählten Messwerte.
Eine ähnliche Verbesserung kann im einfachen Modell ohne Berücksichtigung der
Eingabedaten nicht beobachtet werden. Mit deutlich mehr Messwerten wird sogar ein
schlechteres Ergebnis erzielt. Das einfache Modell kann einen wesentlichen Einfluss
auf die abhängige Variable, den Speicherverbrauch, nicht abbilden und ist damit kein
geeignetes Vorhersagemodell.
Für die beiden größeren Konfigurationsmengen bildet die Berücksichtigung der
Eingabedaten und deren Interaktion mit den funktionalen Merkmalen eine signifikante
Verbesserung. Bei dem minimalen Konfigurationsset kann nicht von einer Verbesse-
rung ausgegangen werden.
Tabelle 14: Regression für Speicherverbrauch (in kB)
Ohne Eingabedaten Mit Eingabedaten
Konfigurationsmenge e ff e ff e pwrt
Minimal 479;76 2340;83 545;03 2384;37  65;27 1
Paarweise 474;12 1786;99 54;28 202;99 419;84*** <0;001
Dreifach-Heuristik 511;65 1757;38 50;98 210;79 460;67*** <0;001
*** p < 0:001
Die Tabelle 15 für die Kompressionszeit zeigt ein anderes Bild als die vorherge-
henden Analysen. Für die minimale Konfigurationsmenge und der Paarweise-Menge
erreicht das Modell mit Eingabedaten ein schlechteres Ergebnis als das einfache Mo-
dell. Der direkte Einfluss der einzelnen Merkmale und der Einfluss der Interaktionen
erster Ordnung erlauben keine guten Aussagen für die Kompressionszeit. Aussagen
über Interaktionen zweiter Ordnung können mit den Messungen der ersten beiden
Konfigurationssets nicht getroffen werden. Das Modell bewertet die vorhandenen Ko-
effizienten falsch, wodurch es zu hohen Vorhersagefehlern kommt.
Erst wenn Interaktionen zweiter Ordnung mit den Messpunkten der größten Kon-
figurationsmenge berücksichtigt werden können, sind gute Vorhersagen möglich.
Bei den beiden kleinen Konfigurationsmengen kann keine signifikante Verbesse-
rung durch die Berücksichtigung der Eingabedaten erreicht werden. Die mittleren
Fehler liegen für das komplexe Modell jeweils über denen des einfachen Modells. Mit
der größten Menge an Messpunkten kann ein deutlich geringerer mittlerer Fehler von
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0,26 Sekunden gegenüber 2,07 Sekunden durch die Einbeziehung der Datenmerkma-
le und Interaktionen zweiter Ordnung erreicht werden. Dies bildet eine signifikante
Verbesserung.
Tabelle 15: Regression für Kompressionszeit (in Sekunden)
Ohne Eingabedaten Mit Eingabedaten
Konfigurationsmenge e ff e ff e pwrt
Minimal 2;04 12;76 2;45 12;33  0;41 1
Paarweise 3;15 12;21 7;92 19;80  4;77 0;13
Dreifach-Heuristik 2;07 12;78 0;26 1;74 1;81*** <0;001
*** p < 0:001
Für die Konfigurationsmenge Dreifach-Heuristik kann durch die Berücksichtigung
der Merkmale der Eingabedaten für alle betrachteten nicht-funktionalen Merkma-
le eine signifikante Verbesserung erreicht werden. Nur teilweise sind bereits kleinere
Mengen von Messungen ausreichend, um gute Vorhersageergebnisse zu erreichen.
Vergleich auf Basis von Boxplots Abbildung 21 zeigt mit Boxplots die Fehler in den
Modellen für die Vorhersage des Kompressionsgrades ohne die Berücksichtigung der
Eingabedaten. Ein Vergleich mit der Abbildung 20, welche das Ergebnis mit Berück-
sichtigung der Eingabedaten darstellt, zeigt, dass hohe Fehlerwerte bei den einfachen
Modellen nicht lediglich als Ausreißer auftreten, sondern die Masse der Vorhersagen
betreffen. Im Anhang A finden sich die Abbildungen 24–27 mit entsprechenden Dar-
stellungen für die beiden anderen betrachteten NFE.
6.4 Anwendung des Vorhersagemodells 82
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
(a) Minimal
l
l
l
l
ll
l
l
0.
0
0.
2
0.
4
0.
6
0.
8
(b) Paarweise
l
l
l
l
ll
l
l
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
(c) Dreifach
Abbildung 21: Boxplots für die Fehler bei der Vorhersage des Kompressionsgrades
ohne Berücksichtigung der Eingabedaten
6.4 Anwendung des Vorhersagemodells
Das gewonnene Vorhersagemodell soll nun genutzt werden, um den Konfigurations-
prozess der SPL zu unterstützen.
Für einige Konstellationen ist die Abhängigkeit der NFE von den Eigenschaften der
Eingabedaten trivial. Beispielweise ist bei der NFE Kompressionsgrad, im Kontext von
verlustfreien Kompressionsalgorithmen, leicht nachzuvollziehen, dass zufällig erzeugte
Eingabedaten zu einem sehr schlechten Kompressionsgrad führen, hingegen Daten,
die ausschließlich aus Nullen bestehen, sich sehr gut komprimieren lassen. Bei anderen
Konstellationen hingegen ist die Fragenstellung nicht trivial. Erhält man die Variabilität
der oben beschriebenen Daten, aber betrachtet nun die NFE Kompressionszeit, so ist
der Zusammenhang keineswegs sofort sichtbar und in den meisten Fällen auch von
den weiteren Merkmalen abhängig.
Das Wissen über diese Zusammenhänge sollte während der Konfiguration nutzbar
sein, um FA und NFA im Kontext der Eingabedaten umzusetzen.
Abschnitt 6.4.1 erläutert, welche Probleme bei der Kombination von Regressions-
modell und Merkmalmodell bestehen. Im Abschnitt 6.4.2 wird das Vorhersagemodell
genutzt, um das Merkmalmodell zu vereinfachen. Abschnitt 6.4.3 zeigt, dass die NFE
als Merkmale modelliert werden können und auf diesem Weg im Konfigurationsprozess
berücksichtigt werden können.
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6.4.1 Darstellung der Ergebnisse im Merkmaldiagramm
Ein Weg für die Unterstützung des Konfigurationsprozesses ist die Abbildung der NFE
im verwendeten Variabilitätsmodell, wie in Abschnitt 3.5 vorgestellt. Da in der Arbeit
Merkmalmodelle als Variabilitätsmodell genutzt werden, sind Ansätze, die auf diesen
Modellen aufsetzen von Interesse. Dazu gehören die Arbeiten von Benavides, Trinidad
und Ruiz-Cortés [BTR05] und Siegmund u. a. [Sie+12].
Wie die Analyse des Vorhersagemodells ergab, ist der Einfluss auf die betrachteten
NFE sehr stark von Merkmalinteraktionen bis hin zu Interaktionen zweiter Ordnung
abhängig. Die Notwendigkeit zur Abbildung von Interaktionen schließt die erweiterten
Merkmalmodelle nach [BTR05] aus.
Produktlinienmodelle [Sie+12] erlauben die Abbildung von Merkmalinteraktionen
und sind daher geeignet, um die Ergebnisse des Vorhersagemodells zu modellieren. Ei-
ne Darstellung in der vorgeschlagenen Diagrammnotation ist allerdings nicht sinnvoll.
Die Darstellung geht von vielen Einflüssen aus, die einem Merkmal zugeordnet werden
können und wenigen, die auf Interaktionen zurückzuführen sind. Die zahlreichen und
komplexen Interaktionen der Fallstudie lassen sich auf diesem Weg nicht abbilden.
Die Visualisierungen für andere Variabilitätsmodelle mit Unterstützung von NFE
haben ähnliche Probleme. Die bereits vorgestellte Abbildung 7 zeigt eine Visualisierung
mit der UML-Erweiterung MARTE. Für die Darstellung mussten die Ergebnisse in
allen Dimensionen stark vereinfacht werden.
Das Vorhersagemodell wurde mit dem Anspruch einer genaueren Vorhersage mög-
lichst aller Konfigurationen erstellt. Die entstehende Komplexität des Vorhersage-
modells ist schwer zu visualisieren, insbesondere als Erweiterung eines bestehenden
komplexen Variabilitätsmodells.
Vielmehr muss es das Ziel sein, das Vorhersagemodell für die automatische Konfi-
guration einzusetzen oder von den Ergebnissen hinreichend zu abstrahieren, um eine
effiziente Darstellung zu erreichen.
6.4.2 Ausschluss von Merkmalen
Mit Hilfe des Vorhersagemodells lassen sich nun Merkmale identifizieren, die aufgrund
der NFA oder im Kontext der Eingabedaten nicht benötigt werden. Diese Merkmale
können bei der Konfiguration ausgeschlossen werden, wodurch sich die weitere Kon-
figuration vereinfacht.
Auf Basis der gewonnen Messdaten können Merkmale, die funktional äquivalent,
aber bezüglich aller relevanten NFE unterlegen sind, ausgeschlossen werden. In der
Fallstudie können alle Algorithmen als funktional äquivalent betrachtet werden.
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Dies lässt sich nicht verallgemeinern, da innerhalb der Domäne der verlustfrei-
en Kompressionsalgorithmen durchaus funktionale Unterschiede betrachtet werden
können. Weitere funktionale Merkmale sind beispielsweise die Unterstützung von Ar-
chiven, Prüfsummen oder Verschlüsselung.
Bei den untersuchten NFE Kompressionsgrad, Kompressionszeit und Speicher-
verbrauch kann das Ziel der Minimierung für alle drei Eigenschaften angenommen
werden. Ohne weiteres Wissen über die Anforderungen können nun die Merkmale
ausgeschlossen werden, die funktional äquivalent zu den anderen sind und in allen
NFE und für alle Datenmerkmale unterlegen sind.
Eine Analyse der Daten zeigt, dass keines der Merkmale diesen Kriterien ent-
spricht. Alle Merkmale, die bezüglich einer NFE besser sind, sind in mindestens einer
anderen NFE oder bei anderen Eingabedaten unterlegen.
Betrachtung einzelner Eigenschaften Ein anderes Bild ergibt sich, wenn nicht alle
NFE betrachtet werden. Der Snappy-Algorithmus wirbt mit einer hohen Geschwin-
digkeit und nimmt dafür ein schlechteres Ergebnis beim Kompressionsgrad in Kauf.
Dieser Anspruch lässt sich in den Daten nachvollziehen. So sind beispielsweise alle
betrachteten Varianten von bzip2 und lzma bezüglich Kompressionszeit und Spei-
cherverbrauch den beiden Snappy-Implementierungen unterlegen.
Innerhalb der Kompressionsalgorithmen können auf diesem Weg ebenso einige
Varianten ausgeschlossen werden. Wird der Kompressionsgrad nicht betrachtet, ist
die Variante BestCompression vom Algorithmus gzip der Variante BestSpeed für alle
Daten unterlegen. Dies entspricht der Erwartung, da BestCompression seinen Fokus
auf eine Eigenschaft legt, die in diesem Moment komplett ignoriert wird.
Einige Ergebnisse können aber auch überraschen. Das Merkmal noCompression
implementiert keinen Algorithmus zur Kompression, der Kompressionsgrad ist stets 1.
Entsprechend trivial scheint die Annahme, dass diese Implementierung ressourcen-
schonender ist, als alle Algorithmen, die zusätzlich eine Kompression anstreben. Die-
se Annahme gilt für einige Algorithmen nicht. So ist beispielsweise die native Imple-
mentierung von Snappy, SnappyJNI, mindestens für eine Variante der Eingabedaten
bezüglich beider betrachteten NFE leicht überlegen. Es ist wahrscheinlich, dass es
sich hierbei um Messfehler handelt. Insbesondere bei kleinen Kompressionsdateien
liegen die Unterschiede im Millisekundenbereich, was bei dieser Messmethode keine
zuverlässige Aussage über das schnellere Programm erlaubt. Dennoch zeigen diese
Ergebnisse, wie nah sich manche Kompressionsalgorithmen dem Optimum annähern
können.
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Ein letztes interessantes Szenario ist die Betrachtung des Kompressionsgrades
allein. Hierbei ergeben sich sehr wenige Merkmale, die ausgeschlossen werden können.
Für bzip2 kann die kleinste Blockgröße von 200 kB ausgeschlossen werden, da sie
den anderen Blockgrößen unterlegen ist. Die Erwartung, dass die größte Blockgröße
900 kB den kleineren Blockgrößen konsequent überlegen ist, kann nicht bestätigt
werden. Der Grund dafür ist, dass manche Muster in den Eingabedaten gerade gut
in eine mittlere Blockgröße passen und sich sowohl durch kleinere als auch größere
Blockgrößen schlechter komprimieren lassen.
Erwähnenswert ist auch, dass die triviale Implementierung noCompression keines-
wegs anderen Algorithmen bezüglich des Kompressionsgrad immer unterlegen ist. Dies
gilt nur für Eingabedaten, die sich komprimieren lassen. Das Datenmerkmal Random
erzeugt aufgrund des overhead der Kompressionsalgorithmen regelmäßig Kompressi-
onsgrade größer als eins, wodurch noCompression mit seinem konstanten Kompres-
sionsgrad von eins in diesem Fall überlegen ist.
Verwendung eines statistischen Tests In den verschiedenen Konstellationen von
betrachteten NFE ließen sich nur wenige Merkmale ausschließen. Vereinzelte Da-
tenmerkmale oder Messfehler verhinderten eine Aussage, dass ein Algorithmus dem
anderen überlegen ist. Im Folgenden wird ein statistischer Test verwendet, um solche
Aussage zu betätigen. Vereinzelte Abweichungen bei bestimmten Daten oder kleine
Abweichungen aufgrund von Messungenauigkeiten behindern auf diesem Weg nicht
die Aussage über den allgemeinen Trend.
Nicht alle betrachteten Datenmerkmale sind gleichermaßen interessant, um die
Anforderungen im Rahmen der automatischen Konfiguration umzusetzen. Ein reali-
stischeres Szenario beinhaltet Kenntnisse über die Verteilung der Eingabedaten. Diese
werden genutzt, um den statistischen Test zu gewichten. Somit können Aussagen ge-
bildet werden, welcher Algorithmus optimal für den Datensatz des Anwenders ist, das
heißt bezogen auf die Datenmerkmale, die der Anwender für realistisch hält.
Zunächst wird nur der Kompressiongrad als Eigenschaft betrachtet. Ziel ist es,
den besten Algorithmus bezüglich dieser Eigenschaft zu erkennen. Wie bereits oben
beschrieben, ist kein Algorithmus bei jeder Messung besser als ein anderer. Daher
wird nun mit einem statistischen Test geprüft, ob ein Algorithmus signifikant bessere
Kompressionsgrade als andere Algorithmen erzeugt (Tabelle 16, Anhang A). Bei ei-
nem Signifikanzniveau von 0,001 kann kein Algorithmus gefunden werden, der diesem
Anspruch genügt. Einige Algorithmen zeigen gegenüber einigen anderen Algorithmen
durchaus signifikant bessere Ergebnisse; dieser Vorsprung kann wiederum bei anderen
Vergleichsalgorithmen nicht bestätigt werden.
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Umgedreht lassen sich bei der Suche des optimalen Algorithmus diejenigen aus-
schließen, die gegenüber allen anderen Algorithmen signifikant schlechtere Kompres-
siongrade aufweisen. Dabei ergibt sich, wie zu erwarten, dass noCompression sigi-
nifikant schlechter als alle anderen Varianten komprimiert. Aus diesem Grund kann
noCompression bereits von der Betrachtung ausgeschlossen werden. Damit ergibt
sich, dass die beiden Varianten von Snappy ebenfalls signifikant schlechtere Kompres-
sionsgrade ergeben, als andere Algorithmen. Die einzige Ausnahme davon bilden die
jeweils andere Variante von Snappy, da diese exakt gleiche Kompressionsgrade erge-
ben und somit weder besser noch schlechter komprimieren. Die Merkmale snappyJava
und snappyJNI können somit bei der Suche nach dem besten Kompressionsalgorith-
mus ausgeschlossen werden. Weitere Merkmale lassen sich auf diesem Weg nicht
ausschließen.
Eine schwächere Aussage über gute Kompressionsalgorithmen lässt sich treffen:
Es können jene Algorithmen als gut bezeichnet werden, die nicht signifikant schlech-
ter komprimieren, als Vergleichsalgorithmen. Diese Aussage kann für die Merkmale
900kB, MaximalDictionary und MediumDictionary getroffen werden.
Szenario mit eingeschränkten Daten-Merkmalen Berücksichtigt man nun ein An-
wendungsszenario, welches lediglich das in Abbildung 22 gezeigte Merkmalmodell
der Daten umfasst, lassen sich weitere Aussagen treffen. Wenn wiederum nur der
DataSPL
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Abbildung 22: Spezialisierung des Merkmalmodells der Daten
Kompressiongrad berücksichtigt wird, kann zu einem Signifikanzniveau von 0,001 das
Merkmal 900kB entfernt werden, da es schlechter komprimiert als MaximalDictiona-
ry. Die Liste der guten Algorithmen wird somit auf MaximalDictionary und Medium-
Dictionary beschränkt.
Analog zum Kompressionsgrad können auch Merkmale mit Bezug zu anderen
NFE, auf diesem Weg ausgeschlossen werden. Im Anhang A finden sich in den Ta-
bellen 17 und 18 die Test-Ergebnisse für den Speicherverbrauch und die Kompressi-
onszeit.
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6.4.3 Erweiterung des Merkmalmodells
Im Kontext der Datenvariabilität, wie sie durch das Merkmalmodell in Abbildung 22
gezeigt ist, können nun NFE als Merkmale in das Merkmalmodell der Kompressor-SPL
aufgenommen werden.
Abbildung 23 zeigt das resultierende Modell für zwei einfache NFE. In der Abbil-
dung sind eine Auswahl von NFE als grau-markierte Merkmale modelliert.
Weitere Merkmale in dieser Richtung, die beispielsweise Kompromisse zwischen
zwei Eigenschaften abbilden, sind denkbar, führen aber zu unübersichtlichen Dia-
grammen. Um die Übersichtlichkeit zur wahren, wurden lediglich die Merkmale Ratio
und Time und deren Einschränkungen eingefügt. Für Memory, also einen niedrigen
Speicherverbrauch, können nicht wie bei den anderen beiden Eigenschaften einzelne
Merkmale zugeordnet werden. Stattdessen werden Merkmale, die zu hohen Spei-
cherverbrauch führen, über schließt-aus-Beziehungen ausgeschlossen. Die Wahl von
Memory schließt die Merkmale lz4, lzf, lzo, lzma und snappy aus. Bei den Merkma-
len lzma und snappy zeigt sich der Vorteil der Baumstruktur der Merkmalmodelle.
Mit einer Einschränkung können bei lzma alle drei Varianten ausgeschlossen werden,
analog dazu verhält es sich bei snappy.
CompressorSPL
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Native Java
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Dictionary
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lzf lzo noCompression gzip
best compression
best speed
default
NFP
Ratio Time
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schließt-aus
benötigt
Abbildung 23: Merkmalmodell der Kompressions-SPL
6.5 Zusammenfassung
In der Evaluation wurde das theoretische Vorgehen, welches in Kapitel 5 vorgestellt
wurde, auf eine Fallstudie angewendet.
Zunächst wurde eine Messumgebung aufgebaut, die es erlaubt, die NFE Kom-
pressionszeit, Kompressionsgrad und Speicherverbrauch im Kontext unterschiedlicher
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Konfigurationen und Eingabedaten zu messen. Damit kann die erste Hypothese, dass
sich eine geeignete Messumgebung für die Untersuchung des Einflusses von Eingabe-
daten auf SPL konstruieren lässt, angenommen werden.
In der Evaluation werden zunächst Mengen von Konfigurationen bestimmt, um
den Einfluss jedes Merkmals und einiger Merkmalinteraktionen, schätzen zu können.
Die neue Dreifach-Heuristik erlaubt die Schätzung einiger Merkmalinteraktionen zwei-
ter Ordnung. Ein lineares Regressionsmodell wird verwendet, um Vorhersagen für alle
möglichen Konfigurationen und für alle NFE zu erstellen. Durch einen Vergleich der
Vorhersage mit den gemessenen Werten kann die Güte des Vorhersagemodells beur-
teilt werden.
Die zweite Hypothese besagt, dass durch die Berücksichtigung der Eingabedaten
die Vorhersage der NFE verbessert werden kann. In der Evaluation wurden dafür je-
weils Vorhersagemodelle mit und ohne Berücksichtigung der Eingabedaten verglichen.
Ein statistischer Test zeigt, dass die Vorhersage durch die Einbeziehung von Einga-
bedaten und bei Verwendung der Dreifach-Heuristik, signifikant verbessert werden
kann. Damit kann auch die zweite Hypothese nicht widerlegt werden und wird somit
gestützt.
Neben der Konstruktion eines Vorhersagemodells, welches die Eingabedaten be-
rücksichtigt, wurden Anwendungsmöglichen des Vorhersagemodells evaluiert. Dabei
zeigte sich, dass eine Darstellung des Vorhersagemodells im Merkmaldiagramm nicht
sinnvoll ist.
Eine mögliche Anwendung liegt darin, funktionale Merkmale im Kontext von be-
stimmten Eingabedaten oder aufgrund von NFA auszuschließen. Durch diese Anwen-
dung wird die Konfiguration unterstützt.
Eine zweite Anwendung besteht in der Erweiterung des Merkmalmodells um Merk-
male, die NFE modellieren. Dieser Ansatz stellt eine Alternative zur Aufnahme des
gesamten Vorhersagemodells in das Merkmalmodell dar. Ausgewählte NFE werden
als Merkmal, einschließlich ihrer Abhängigkeiten zu anderen eventuell funktionalen
Merkmalen, modelliert. Diese Anwendung erfordert keine Änderung des Konzepts der
Merkmalmodelle und wird entsprechend auch von allen Werkzeugen der Merkmalm-
odellierung unterstützt. Über klassische Merkmaldiagramme lassen sich diese nicht-
funktionalen Merkmale und ihre Abhängigkeiten zu anderen Merkmalen visualisieren.
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7 Zusammenfassung und Ausblick
Ziel dieser Arbeit war es, die Vorhersage von NFE in SPL durch die Berücksichtigung
von Eingabedaten zu verbessern. Dazu war es zunächst nötig, eine Messumgebung
aufzubauen, die eine Messung dieser Eigenschaften erlaubt. Dieses Ziel konnte mit
der entwickelten Messumgebung erreicht werden (Hypothese 1). Für eine Fallstudie
mit verlustfreien Kompressionsalgorithmen konnten systematisch Varianten der Al-
gorithmen und Eingabedaten erzeugt werden. Bei der Ausführung dieser Varianten
wurden die NFE Kompressionszeit, Speicherbedarf und Kompressionsgrad gemessen.
Mit dieser Messumgebung konnte die zweite Hypothese gestützt werden: Die Be-
rücksichtigung von Eingabedaten kann die Vorhersagequaltität von NFE in SPL ver-
bessern. Dazu wurden jeweils Vorhersagemodelle mit und ohne Berücksichtigung der
Eingabedaten erstellt und verglichen. Das Ergebnis zeigt, dass die Vorhersagequalität
für alle betrachteten NFE signifikant verbessert werden konnte.
Das erweiterte Vorhersagemodell ist flexibler als bisher verwendete Modelle, da
es mehr Variabilität der Domäne berücksichtigt. Zudem wurden Verwendungsmög-
lichkeiten für das Vorhersagemodell evaluiert. Das Modell kann genutzt werden, um
auf Basis der NFA und des Anwendungskontexts, bestehend aus den Eingabedaten,
automatisch Konfigurationen zu erzeugen. Die explizite Berücksichtigung der Einga-
bedaten war bisher nicht möglich. Die Umsetzung der NFA wird durch die höhere
Vorhersagequalität verbessert.
Die vorgeschlagene Erweiterung zur Modellierung von Eingabedaten und NFE ba-
siert auf der Merkmalmodellierung, ohne diese um nicht-standardisierte Elemente zu
erweitern. Eigenschaften der Eingabedaten und NFE werden als Merkmale in das
Merkmalmodell aufgenommen und als Teil der Variabilität der modellierten Domäne
betrachtet.
Das präsentierte Verfahren wurde bisher lediglich an einer kleinen und selbstent-
wickelten SPL evaluiert. Die Ergebnisse sollten in weiteren Fallstudien überprüft wer-
den. Dabei sind sowohl reale SPL zu verwenden, um die Praxistauglichkeit zu evalu-
ieren, als auch komplexe SPL, um die Skalierbarkeit des Ansatzes zu prüfen.
Weitere Forschung Ausgehend von dem präsentierten Ansatz können weitere Ar-
beiten in unterschiedlichen Richtung darauf aufbauen. Die Betrachtung von weiteren
Variabilitätsquellen ist dafür eine Möglichkeit. Insbesondere die Ausführungsplattform
ist hierfür ein vielversprechender Kandidat. Die Ausführungsplattform enthält sowohl
Variabilität der Hardware als auch der Software in Form des Betriebsystems, einer
eventuell genutzten virtuellen Maschine oder der verwendeten Middleware.
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Durch die Betrachtung zusätzlicher Variabilitätsquellen sind mehr Varianten zu
untersuchen. Es ensteht ein Bedarf an optimierten Methoden zur Auswahl der Mes-
sungen und des verwendeten Regressionsmodells. Einige Beispiele in dieser Richtung
finden sich bereits in der aktuellen Forschung [Guo+12].
Einfluss der Eingabedaten auf funktionale Eigenschaften Eingabedaten haben
auch einen Einfluss auf FE von Software. Die Untersuchung dieses Zusammenhangs
kann Gegenstand von weiterer Forschung sein.
Die in dieser Arbeit vorgestellte Messumgebung wurde hauptsächlich zur Unter-
suchung von NFE aufgebaut, erlaubt aber auch die Betrachtung von FE.
In der Messumgebung kann beispielsweise ein geringer verfügbarer Speicher simu-
liert werden. Mit dem JVM-Paramter -Xmx75m wird der Heap der Anwendung auf
75 Megabyte beschränkt. Wenig verfügbarer Speicher kann sowohl direkt eine Be-
schränkung der Hardware-Plattform sein, wie dies insbesondere im Bereich eingebet-
teter Systeme vorkommt, als auch eine Folge des hohen Speicherverbrauchs parallel
laufender Anwendungen sein.
Beispielsweise sei die Konfiguration der Kompressions-SPL {gzip, Default} und
das Inhaltsmerkmal der Daten-SPL RepeatRandom genannt. Wird nun das Merkmal
Small dazu gewählt, entsteht ein lauffähiges Programm. Hingegen führt die Wahl des
Größen-Merkmals Large zu einem Abbruch des entstehenden Programms mit einer
OutOfMemory-Exception, also dem Abbruch aufgrund von Speichermangel.
Die Erkenntnisse über den Einfluss von Eingabedaten auf FE sollten ebenso syste-
matisch analysiert werden, um sie dann bei der Konfiguration einzusetzen.
Fazit Die Erweiterung der Vorhersage von NFE um die Berücksichtigung von Ein-
gabedaten zeigt, dass weitere Variabilitätsquellen einen Einfluss auf NFE haben und
diese auf Basis vorhandener Verfahren mit einbezogen werden können.
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A Statistik
Die Tabellen 16-18 zeigen jeweils die p-Werte des Wilcoxon-Vorzeichen-Rang-Test für
die Hypothese: Merkmal in Zeile hat niedrigere NFE als Merkmal in Spalte. Wobei als
NFE Kompressionsgrad, Speicherverbrauch und Kompressionszeit verwendet werden.
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Tabelle 16: Wilcoxon-Vorzeichen-Rang-Test für Kompressiongrad
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noComp. – 1 1 1 1 1 1
200kB <0;001 – 1 1 0;7 <0;001 0
500kB <0;001 <0;001 – 1 0;7 <0;001 0
900kB <0;001 <0;001 <0;001 – 0;69 <0;001 0
Best Comp. <0;001 0;3 0;31 0;31 – <0;001 <0;001
BestSpeed <0;001 1 1 1 1 – 1
Default <0;001 1 1 1 1 <0;001 –
lz4 <0;001 1 1 1 1 0;17 0;89
lzf <0;001 1 1 1 1 1 1
lzo <0;001 1 1 1 1 0;79 1
Maximal Dict. <0;001 0;23 0;23 0;23 <0;001 <0;001 <0;001
Medium Dict. <0;001 0;95 0;95 0;95 0;21 0;02 0;21
Minimal Dict <0;001 1 1 1 1 1 1
snappyJava <0;001 1 1 1 1 1 1
snappyJNI <0;001 1 1 1 1 1 1
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I
noComp. 1 1 1 1 1 1 1 1
200kB <0;001 <0;001 <0;001 0;77 0;06 <0;001 <0;001 <0;001
500kB <0;001 <0;001 <0;001 0;77 0;06 <0;001 <0;001 <0;001
900kB <0;001 <0;001 <0;001 0;77 0;06 <0;001 <0;001 <0;001
Best Comp. <0;001 <0;001 <0;001 1 0;79 0 <0;001 <0;001
BestSpeed 0;83 <0;001 0;21 1 0;98 0 <0;001 <0;001
Default 0;11 <0;001 <0;001 1 0;79 0 <0;001 <0;001
lz4 – <0;001 <0;001 1 0;79 0 <0;001 <0;001
lzf 1 – 1 1 0;99 0;98 <0;001 <0;001
lzo 1 <0;001 – 1 0;79 0 <0;001 <0;001
Maximal Dict. <0;001 <0;001 <0;001 – 0;12 0;01 <0;001 <0;001
Medium Dict. 0;21 0;01 0;21 0;89 – 0;01 <0;001 <0;001
Minimal Dict. 1 0;02 1 0;99 0;99 – <0;001 <0;001
snappyJava 1 1 1 1 1 1 – 1
snappyJNI 1 1 1 1 1 1 1 –
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Tabelle 17: Wilcoxon-Vorzeichen-Rang-Test für Speicherverbrauch
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noComp. – <0;001 <0;001 0;83 <0;001 <0;001 <0;001
200kB 1 – 0;1 0;98 1 1 1
500kB 1 0;9 – 0;96 1 1 1
900kB 0;17 0;02 0;05 – 0;39 0;39 0;39
Best Comp. 1 <0;001 <0;001 0;61 – 0;98 1
BestSpeed 1 <0;001 <0;001 0;61 0;02 – 0;99
Default 1 <0;001 <0;001 0;61 0 0;01 –
lz4 1 <0;001 <0;001 0;83 1 1 1
lzf 1 1 1 1 1 1 1
lzo 1 <0;001 <0;001 0;61 1 1 1
Maximal Dict. 0;18 0;53 0;53 1 0;39 0;39 0;39
Medium Dict 1 1 1 1 1 1 1
Minimal Dict. 1 1 1 1 1 1 1
snappyJava 1 <0;001 0 0;85 1 1 1
snappyJNI 1 1 1 1 1 1 1
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noComp. <0;001 <0;001 <0;001 0;83 <0;001 <0;001 <0;001 <0;001
200kB 1 <0;001 1 0;48 <0;001 <0;001 1 <0;001
500kB 1 <0;001 1 0;48 <0;001 <0;001 1 <0;001
900kB 0;18 <0;001 0;39 <0;001 <0;001 <0;001 0;16 <0;001
Best Comp. <0;001 <0;001 <0;001 0;61 <0;001 <0;001 <0;001 <0;001
BestSpeed <0;001 <0;001 <0;001 0;61 <0;001 <0;001 <0;001 <0;001
Default <0;001 <0;001 <0;001 0;61 <0;001 <0;001 <0;001 <0;001
lz4 – <0;001 1 0;83 <0;001 <0;001 0;73 <0;001
lzf 1 – 1 1 1 1 1 1
lzo <0;001 <0;001 – 0;61 <0;001 <0;001 <0;001 <0;001
Maximal Dict. 0;17 <0;001 0;39 – <0;001 <0;001 0;39 0;39
Medium Dict. 1 <0;001 1 1 – 0;22 1 1
Minimal Dict. 1 <0;001 1 1 0;79 – 1 1
snappyJava 0;27 <0;001 1 0;61 <0;001 <0;001 – <0;001
snappyJNI 1 <0;001 1 0;61 <0;001 <0;001 1 –
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Tabelle 18: Wilcoxon-Vorzeichen-Rang-Test für Kompressionszeit
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noComp. – <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
200kB 1 – <0;001 <0;001 1 1 1
500kB 1 1 – 0 1 1 1
900kB 1 1 1 – 1 1 1
Best Comp. 1 <0;001 <0;001 <0;001 – 1 1
BestSpeed 1 <0;001 <0;001 <0;001 <0;001 – <0;001
Default 1 <0;001 <0;001 <0;001 <0;001 1 –
lz4 1 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
lzf 1 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
lzo 1 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
Maximal Dict. 1 0;09 0;05 0;05 1 1 1
Medium Dict. 1 0;01 0;01 0;01 1 1 1
Minimal Dict. 1 0;02 0;01 0;01 1 1 1
snappyJava 1 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
snappyJNI 1 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
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200kB 1 1 1 0;91 0;99 0;98 1 1
500kB 1 1 1 0;95 0;99 0;99 1 1
900kB 1 1 1 0;95 0;99 0;99 1 1
Best Comp. 1 1 1 <0;001 <0;001 <0;001 1 1
BestSpeed 1 1 1 <0;001 <0;001 <0;001 1 1
Default 1 1 1 <0;001 <0;001 <0;001 1 1
lz4 – 0;01 <0;001 <0;001 <0;001 <0;001 <0;001 <0;001
lzf 0;99 – 0;15 <0;001 <0;001 <0;001 0;39 0;76
lzo 1 0;86 – <0;001 <0;001 <0;001 1 1
Maximal Dict. 1 1 1 – 1 0;92 1 1
Medium Dict. 1 1 1 <0;001 – 0;01 1 1
Minimal Dict. 1 1 1 0;09 0;99 – 1 1
snappyJava 1 0;61 <0;001 <0;001 <0;001 <0;001 – 1
snappyJNI 1 0;24 <0;001 <0;001 <0;001 <0;001 <0;001 –
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Abbildung 24: Boxplots für die Fehler bei der Vorhersage des Speicherverbrauchs mit
Berücksichtigung der Eingabedaten
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Abbildung 25: Boxplots für die Fehler bei der Vorhersage des Speicherverbrauchs ohne
Berücksichtigung der Eingabedaten
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Abbildung 26: Boxplots für die Fehler bei der Vorhersage der Kompressionszeit mit
Berücksichtigung der Eingabedaten
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Abbildung 27: Boxplots für die Fehler bei der Vorhersage der Kompressionszeit ohne
Berücksichtigung der Eingabedaten
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B Berechnung minimaler Konfigurationen mit GAMS
1 * empty is ein Hilfs -Merkmal ,
2 * da der Algorithmus stets eine
3 * valide leere Konfiguration annimmt
4 Set features / empty , i, t, e, d, b /
5 searchedFeature(features)
6 remainingFeatures(features)
7 nonEmpty(features );
8
9 * Hier jeweils das Merkmal ausgesucht ,
10 * für das die minimale Konfiguration gesucht werden soll
11 *searchedFeature ("b") = yes;
12 *searchedFeature ("i") = yes;
13 *searchedFeature ("t") = yes;
14 *searchedFeature ("e") = yes;
15 searchedFeature ("d") = yes;
16
17 nonEmpty(features) = yes;
18 nonEmpty ("empty") = no;
19 remainingFeatures(features) =
20 nonEmpty(features) - searchedFeature(features );
21
22 binary variable minConfig(features );
23 binary variable config(features );
24
25 Set configs / minConfig , config /;
26
27 variable featureCount;
28
29 * d benötigt e in minimaler Konfiguration
30 equation c1;
31 c1.. minConfig ("e") =g= minConfig ("d");
32
33 * b oder empty müssen in minimaler Konfiguration gewählt sein
34 equation c2;
35 c2.. minConfig ("b") + minConfig ("empty") =e= 1;
36
37 * die minimale Konfiguration darf
38 * das gesuchte Merkmal nicht enthalten
39 equation c3(features );
40 c3(searchedFeature ).. minConfig(searchedFeature) =e= 0;
41
42 * d benötigt e in Konfiguration
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43 equation c4;
44 c4.. config ("e") =g= config ("d");
45
46 * b muss in Konfiguration enthalten sein
47 equation c5;
48 c5.. config ("b") =e= 1;
49
50 * Konfiguration muss gesuchtes Merkmal enthalten
51 equation c6(features );
52 c6(searchedFeature ).. config(searchedFeature) =e= 1;
53
54 * Konfiguration und minimale Konfiguration dürfen sich
55 * nur in dem gesuchten Merkmale unterscheiden
56 equation c7(features );
57 c7(remainingFeatures )..
58 config(remainingFeatures) =e= minConfig(remainingFeatures );
59
60 * Merkmal empty darf nicht mit anderen Merkmalen kombiniert sein
61 equation c8(features );
62 c8(nonEmpty )..
63 minConfig ("empty") + minConfig(nonEmpty) =l= 1;
64
65 * Merkmal empty darf nicht mit anderen Merkmalen kombiniert sein
66 equation c9(features );
67 c9(nonEmpty )..
68 config ("empty") + config(nonEmpty) =l= 1;
69
70 * Zielfunktion ist die Zahl der Merkmale
71 * in der minimalen Konfiguration
72 equation getFeatureCount;
73 getFeatureCount .. featureCount =e= sum(features , minConfig(features ));
74
75 model MA / all /;
76
77 solve MA using MIP MINIMIZING featureCount;
78
79 display minConfig.l;
80 display config.l;
Listing 14: Berechnung minimaler Konfigurationen mit GAMS
