Abstract-A cooperative MIMO system for range extension in sensor networks is considered. A local sensor group forms a consensus and seeks to transmit a common pool of data to a stand-off multi-element collector. Each sensor then transmits one column of an orthogonal space-time block code (OSTBC). The resulting increased effective power and diversity can yield substantial range increases for moderate numbers of sensors. The major problem is tracking the individual sensor frequency offsets, delays and sensor-to-collector channels under high mobility. The unscented Kalman filter (UKF) is presented as a state of the art solution to the cooperative MIMO channel estimation problem, and its performance is evaluated via a hybrid analysis/simulation of bit-error rate. A hardware implementation of the collector is also discussed based on simplified correlation and homodyne estimation strategies. The homodyne estimator performance is finally compared to that of previous generalized successive interference cancellation (GSIC) and correlation-based algorithms via simulation.
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I. INTRODUCTION
The use of multiple single-antenna sensors to form a virtual transmit antenna array has been proposed in [1] [2] and [3] . Typically, each sensor transmits one column of an OSTBC [4] , and the resulting spatial/temporal diversity allows tradeoffs between reduced sensor power, error rates and range. Here, it is assumed that a local sensor group has formed a consensus (e.g. acoustic localization of a target) and thus has a common pool of data to transmit to the collector (e.g. target position/velocity/ID.) It is assumed that each sensor has fixed transmit power. The objective is to increase collector operating range for constant BER by increasing the number of cooperating sensors.
The primary difficulty in the proposed cooperative MIMO system is estimation of channel states. Unlike point-to-point MIMO links, the individual sensor oscillators cannot be coupled, and thus frequency/phase offsets are independent and must be tracked individually. In addition, the collector experiences different transmission delays from each sensor and thus individual symbol timing, as well as channel gains must be estimated. Previous estimators for offset/delay/channels in MIMO systems typically assume that these parameters are quasi-static, and thus maximum-likelihood (correlation) techniques are applicable [5] [6] [7] [8] . However, the collector is often highly mobile and thus time-varying channel models are more realistic.
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The paper is organized as follows. Section II presents the signal/channel model incorporating realistic pulse shaping, and derives the link budget for computing collector range under Rayleigh fading. Section III discusses the UKF channel estimator and the hybrid analysis/simulation BER evaluation. The current hardware testbed channel estimator, derivation and performance evaluation of the homodyne method are summarized in Section IV. Conclusions are given in Section V.
II. SIGNAL/CHANNEL MODELS AND LINK BUDGET
It is assumed that each of N, single-element sensors transmits one column of an OSTBC to an M, element collector.
The collector oversamples at Nd times the symbol rate, and thus for each N, symbol-long OSTBC codeword forms a received matrix R(n) e CN-NdxN. The resulting received signal for OSTBC codeword n is derived in [8] The oversampled raised-cosine pulse corresponding to symbol sk (q + mNN) is Pq,n(Tk, c0k) and is parameterized by the delay Tk and frequency offset &wk. Specifically [8] , Pqrn (Tk, &Wk) (2) [P((NCNd-1)T, -Tk -qT)ei6Wk(nN,T+(N,Nd-l)T,) dB are assumed. It is seen that at 1 kbps, range is doubled as NS increases from 2 to 16 sensors. At low data rates, ranges up to 4.5 km can be achieved with 16 sensors.
III. UNSCENTED KALMAN FILTER FOR CHANNEL ESTIMATION
Returning to the received signal model eq. (1), it is seen that R(n) is a nonlinear function of the delays Tk and offsets c0k. Furthermore, these quantities along with the channels hk are time-varying. Due to the nonlinear measurement model, the standard Kalman filter cannot be employed. Alternative nonlinear estimators include the extended Kalman, Gaussian sum and particle filters [12] . However, we focus here on the unscented Kalman filter (UKF) [9] which has less complexity than particle filters, and generally outperforms the EKF.
To apply the UKF, it is convenient to first define a single real-valued state vector x(n) as follows.
The dimension of x(n) is thus N, = N5 (2MC + 2). Next, the complex-valued received signal R(n) in (1) is mapped to a real-valued vector
where Vec(A) is the vector formed by stacking the columns of matrix A. Thus z(n) has dimension 2NCNdMC. The nonlinear measurement g(x(n)) is then defined as where the dependence of x(n) on hk, 6Wk, Tk is given by (7) . Note that the measurement function (9) also depends on the STC symbols sk (q). A linear, first-order autoregressive process model is appropriate for MIMO channels and offsets governed by Jakes' model [13] . Thus, the process and measurement model for the cooperative MIMO problem are expressed as x(n + 1) = Fx(n) + w(n) (10) z(n) = g(x(n)) + v(n)
A detailed derivation of the UKF is given in [9] . For the model (10), the prediction equations are identical to the ordinary Kalman filter. Let x (n-1 n-1) -E {xE(n-1) zn-1} be the measurement update, with zn = {z(n) ... z(1)}. The measurement covariance is P(n -n -1) E{[x(n-1)-x(n -I n-)] []T}. Then the first step in the UKF recursion after receiving z(n) is to compute one-step predictions
( 1 1) where Q = E{w(n)w(n)T} is the process noise covariance.
The measurement update step must account for the nonlinear measurement function g(x(n)). The extended Kalman filter accomplishes this via linearization, whereas the UKF forces a linear structure to the measurement update as follows [9] .
x(nln) = x-(nln -1) + Px,-2(n) P z,(n)-l[z(n) -(nln-1)]. (12) The covariance matrices Px,z(n) and P z(n)-1 are defined in terms of sigma-points [9] xo(n) = x(nn -1), and xi(n) = xo(n) ± A/(2Nx + 1)P(n n -1)1/2, for i =1, ... 2N,. The weights Wi form a probability vector. The vector P(n n -1)1/2 is the i-th column of the Cholesky decomposition of the predicted covariance [9] . A predicted measurement is then formed by 2NX (nln -1) = E Wig(xi(n)), i=O (13) and the covariances are
Ts (14) In order to implement the UKF, tentative decisions on the OSTBC symbols Sk(q) are required to compute the measurement function g(x(n)). Linear decoding [4] for OSTBCs can be shown to only be optimal for orthogonal pulse vectors Pq,n in (1) and perfect synchronization among sensors Tk = The UKF channel/offset tracking algorithm operates in decision-directed mode, where estimates x(nn -1) are used to compute the data decisions b1(n) using the linear decoding rule (15). The decisions b1(n) then determine the STC symbols sk(q) in (9) . The overall decoder and UKF estimation algorithm is given in Table I. A hybrid analysis/simulation evaluation of BER is employed for the UKF in a manner similar to that used for GSIC in [8] . Note that k = {Tk, Lk}. The signal matrix Sr corresponds to the n-th of 4N, OSTBC codewords and is equivalent to eq.
(1) with zero noise.
In the simulations, a channel trajectory and corresponding UKF estimates are generated, and BER (18) is evaluated for each OSTBC codeword interval. The time-average of BER, assuming ergodicity, then yields an estimate of unconditional error rate. Figure 2 shows the performance of the UKF, linear decoding with CSI, and linear decoding for orthogonal synchronized pulses. A 2 x 2 Alamouti code and 4 x 4 g4 code, both with MC = 8 collector elements are compared.
The carrier frequency was 1 GHz with a 1/T = 500 ksps symbol rate. Frequency offsets were chosen uniformly in the range ±10 kHz. The first-order AR channel was simulated according to an approximate Jakes' model with collector velocity of 100 m/s. It is seen that the performance loss due to offset/delay/channel estimation is less than .5 dB. The largest performance degradation occurs due to non-orthogonality of the pulses Pq,n and relative frequency offsets between sensors. Note that the UKF was initialized using the GSIC estimator of [8] .
Channel errors and UKF predicted error covariances are compared in Fig. 3 . Specifically, we compare the error norm H(n) -H(n) 2 with the trace covariance tr{Pc (n n-1)}. Note that Pc is the 2NsMC x 2NsMC submatrix of P(n n 1) corresponding to the channel estimation errors alone. It is seen that the UKF predicted covariance is significantly smaller than the L2 channel error at lower SNRs. This is conjectured to be due to both the non-Gaussian statistics of the received signal which is amplified at lower SNR, as well as the effect of decision errors. At higher SNR, it is seen that the L2 error norm approaches the trace covariance.
IV. IMPLEMENTATION CONSTRAINTS AND HOMODYNE OFFSET ESTIMATOR
The UKF-based algorithm is a state-of-the art nonlinear filtering solution to the cooperative MIMO channel estimation problem. However, it was determined that Kalman filter-based channel estimators were too complex for implementation in the current testbed [14] . This testbed employs the Xilinx Virtex-4SX FPGA for signal processing and currently implements an Alamouti 2xl OSTBC at 500 kbps and a 1.3 GHz carrier frequency. Due to the FPGA constraints, a simplified homodyne frequency-offset estimator with LMS channel tracker was targeted to the Virtex device as described in [14] . Here, we show that the homodyne method is a systematic approximation to the ML joint delay/offset/channel estimator. The performance of the homodyne estimator is compared to the quasi-ML correlation and GSIC algorithms in [8] .
The homodyne method is introduced by considering a single sensor/single collector element received signal model. Set Ns = MC = 1, with delay T = 0. Assume raised-cosine signaling with resulting zero intersymbol interference, and Ts = T as the minimum Nyquist sampling interval. Then eq.
(1) for the received signal matrix reduces to the sequence r(n) = hs(n)e i6wnT, + n(n), 210 100 oi 1 0o3 (19) where h C C is the scalar channel gain, and s(n) is a training sequence. Consider the variables u(n) = r(n)r*(n + 1). Then The overall homodyne-based channel/delay/offset estimation algorithm is given in Table II .
It is next shown that the homodyne estimator (31) corresponds to (21) for Ns = MC 1 and Ts = T for zero delay. The algorithm in (31) was simulated for a quasistatic channel, where each realization of hk was generated as i.i.d. circular Gaussian (Rayleigh fading.) Frequency offsets were chosen uniformly in the range ±10 KHz. The frequency offset estimation error is shown in Fig. 4 for the homodyne method in Table II and the GSIC/correlation approximate ML estimators in [8] . It is seen that the homodyne estimator performance is unacceptable until > 20 dB SNR. This is evidently due to the approximation c(Tk, 1) = 0 for ,u ±1, since without this simplification, the homodyne can be shown to be equivalent to the correlation method in [8] . The channel estimation error (sine-squared error) is compared for the homodyne, GSIC and correlation algorithms in Fig. 5 . At higher SNR, the homodyne actually outperforms GSIC and correlation, apparently since the former employs TDMA transmission eliminating inter-sensor interference. Note that GSIC and correlation do not require TDMA, whereas homodyne performance was found to be unacceptable when all sensors transmit simultaneously. 
