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Abstract
We analyze an epidemiological model to evaluate the effectiveness of multiple means of control in malaria-
endemic areas. The mathematical model consists of a system of several ordinary differential equations, and
is based on a multicompartment representation of the system. The model takes into account the mutliple
resting-questing stages undergone by adult female mosquitos during the period in which they function as dis-
ease vectors. We compute the basic reproduction number R0, and show that that if R0 < 1, the disease free
equilibrium (DFE) is globally asymptotically stable (GAS) on the non-negative orthant. If R0 > 1, the system
admits a unique endemic equilibrium (EE) that is GAS. We perform a sensitivity analysis of the dependence
of R0 and the EE on parameters related to control measures, such as killing effectiveness and bite prevention.
Finally, we discuss the implications for a comprehensive, cost-effective strategy for malaria control.
Keywords: Epidemiological Model, Malaria, Basic Reproduction Number, Lyapunov function, Global Asymp-
totic Stability, Control Strategies, Sensitivity analysis.
2000 MSC: 34C60, 34D20, 34D23, 92D30
1 Introduction
Malaria is a vector-borne infectious disease that is widespread in tropical regions, including parts of America,
Asia and much of Africa. Humans contract malaria following effective bites of infectious Anopheles female
mosquitoes during blood feeding by the infiltration of parasites contained in the mosquitoes saliva into the
host’s bloodstream. Among those parasites, Plasmodium falciparum is the prevalent cause of malaria mortality
in Africa. The chain of transmission can be broken through the use of insecticides and anti-malarial drugs, as
well as other control strategies.
Malaria accounts for more than 207 million infections and results in over 627000 deaths globally in 2012
[59]. About 90% of these fatalities occur in sub-Saharan Africa [16, 59]. Despite intensive social and medical
research and numerous programs to combat malaria, the incidence of malaria across the African continent
remains high.
Control measures that have been used against malaria include:
• Outdoor application of larvicides (chemical or biological)[14, 57] ;
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• Breeding habitat reduction (e.g. draining standing water) [23, 57, 62];
• Outdoor vector control (mosquito fogging, attractive toxic sugar bait (ATSB)) [63];
• Indoor residual spraying (IRS)[45, 51];
• Bed nets, including insecticide-treated bed nets (ITN), long-lasting insecticidal nets (LLIN), and untreated
bed nets [44];
• Repellents, including topical repellents, mosquito coils, etc [31, 35];
• Rapid diagnosis and treatment (RDT); [3, 52]
• Preventative drugs: seasonal malaria chemoprevention (SMC), intermittent preventative treatment (IPT).
[60];
Numerous empirical studies have been conducted to assess the cost effectiveness of these different methods
[1, 55, 61]. In [42] examined the cost effectiveness of ITN, IRS, IPT, case management with various drugs, and
various combinations of these measures as applied to malaria control in sub-Saharan Africa. For 60 alterna-
tive strategies involving these measures, costs (in 2000 international dollars) per disability adjusted life years
(DALY) averted were estimated. The most cost-effective intervention found involved the use of artemisinin
based combination treatment (ACT) only. However, this option only acheived a relatively low level of DALY
averted. The study found that the best way to improve DALY averted involved introducing other measures:
first ITN and IPT, and subsequently IRS to acheive the maximum DALY averted.
A comprehensive (as of 2010) review of studies on cost effectiveness of ITN, IRS, and IPT interventions may
be found in [58]. Costs per death averted and per DALY averted are also given, as are costs per treatment. In
general results show that costs are highly situation-dependent. Estimates for costs of protection per individual
per year are given for numerous studies employing ITN, IRS, or IPT: results are summarized in Table 1.
Tab 1: Cost per person per year of protection (2009 US$) across all studies
Control measure Mean (Standard Deviation) Median
Indoor residual spraying (IRS) 6.3 (3.4 ) 6.7
Insecticide-treated bed nets (ITN) 2.9 (2.2) 2.2
Intermittent preventative treatment (IPT) 4.3 (5.7) 2.545
Reference [58] does not consider the impacts of different interventions on overall malaria prevalence. For
example, there is evidence that use of ITNs decreases the vector population, which may reduce malaria rates
even among non-users [5, 19].
Besides financial costs, significant environmental costs may be incurred by control measures, particularly
those that involve insecticides[23]. Some insecticides also pose health risks to humans [13]. Extensive use
of insecticides also tends to increase resistance among vectors, which decreases the insecticides’ effectiveness.
[41, 46] Similarly, use of preventative drugs tends to produce resistant parasites. Some sources recommend an
integrated approach which incorporates several different control strategies [6, 50]
In the field of mathematical epidemiology, numerous models have been proposed with the purpose of un-
derstanding various aspects of the disease. The foundational model of Sir Ronald Ross, originally proposed in
1911 [48] and extended by Macdonald in 1957 [4], serves as the basis for many mathematical investigations
of the epidemiology of malaria. A prominent example is the model of Ngwa and Shu [43], which introduces
Susceptible (S), Exposed (E), and Infectious (I) classes for both humans and mosquitoes, plus an additional Im-
mune class (R) for humans. This model is extended in the Ph.D. theses of Chitnis [11] and Zongo [64], both of
which also provide comprehensive reviews on the state of the art. Chitnis introduces immigration into the host
population, which is a significant effect since hosts migrating from a naive (disease-free) region to a region with
high endemicity are especially susceptible to infection. Chitnis also performed a sensitivity analysis of model
parameters, and identified the mosquito biting rate (and the recovery rate as the two important parameters
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which should be targeted in controlling malaria [12]. Chitnis’ conclusion was that the use of insecticide-treated
bed nets, coupled with rapid medical treatment of new cases of infection, is the best strategy to combat malaria
transmission. Zongo further extends the model by dividing the human population into non-immune and semi-
immune subpopulations, which are modeled using (SEIS) and (SEIRS) model types, respectively. In this paper
we include all of the above effects, and extend the model by dividing the human population into groups ac-
cording to the method(s) they use to protect themselves against the mosquito bites (as in [21]). This extension
improves the applicability of the model because it represents the actual situation in many endemic areas, par-
ticularly in poor countries.
Malaria is highly seasonal[15, 47]: the highest endemicity typically occurs during rainy seasons, when
mosquito density is high due to high humidity and the presence of standing water where mosquitoes can breed.
During this period, even people with predispositional immunity to malaria infection are at risk of attaining the
critical level of malaria parasites in their bloodstream that could make them sick. In our model, we consider
conditions characteristic of a rainy season in a region of high malaria endemicity: typically, such conditions
last for a period between three to six months. This paper improves on the model in [21] by including the effects
of death, birth and migration on each host subpopulation. This inclusion is justified, since malaria is a major
cause of death in endemic areas. As in [21], we omit Exposed and Removed classes for hosts: the duration of
Exposed and Removed states can be assumed to be negligible due to the high density of anopheles mosquitoes
on the one hand, and rapid detection and treatment of infectious individuals on the other hand. Results for
more sophisticated models that include Exposed and/or Removed state(s) are reserved for forthcoming papers.
The paper is organized as follows. Section 2 describes our model and gives the corresponding system of
differential equations. Section 3 establishes the well-posedness of the model by demonstrating invariance of
the set of nonnegative states, as well as boundedness properties of the solution. The equilibria of the system,
are calculated, and a threshold condition for the stability of the disease free equilibrium (DFE), which is based
on the basic reproduction number R0 is calculated. Section 4 analyzes the stability of equilibria. Section 4.1
demonstrates the global asymptotic stability (GAS) of the disease free equilibrium (DFE) when R0 ≤ 1, and
Section 4.2, establishes the GAS of the endemic equilibrium (EE) when R0 > 1. Sections 6 and 7 provide
discussion and conclusions. Finally, the Appendix contains detailed proofs and computations required by the
analysis.
2 Model description and mathematical specification
The model assumes an area populated by human hosts and female mosquitoes (disease vectors) under condi-
tions of elevated endemicity of malaria. Mosquitos in the model are assumed to be anthropophilic, and bite only
humans: this assumption reflects situations in which malaria poses the biggest danger [8]. Both human and
mosquito populations are homogeneously mixed, so no spatial effects are present. In the following subsections,
we provide a detailed description of the population structure and dynamics of hosts and vectors.
2.1 Host population structure and dynamics
The human population is divided into n+ 1 groups, indexed by 0,1, · · · ,n. Group 0 consists of humans who use
no prevention, while the other n groups correspond to users who take various preventative measures such as
bed nets (untreated or treated with insecticides of various degrees of toxicity), repellents, prophylactic drugs,
indoor insecticides, and so on. At any given time,we let Hi (i = 0, · · · , n) denote the size of the ith group; note
that H =
n
∑
i=0
Hi.
The dynamics of the ith host group (i = 0, · · · , n) is described by a SIS-based compartment model as shown
in Figure 1. The incidence of infection for humans in the ith group is given by ami Iq/H, where a is the average
number of bites per mosquito per unit time (the entomological inoculation rate); Iq is the number of Infectious
mosquitoes; mi is the infectivity of mosquitoes relative to the human of the ith group, which is the probability
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that a bite by an infectious mosquito on a susceptible human of the ith group will transfer infection to the
human. The transition rate from Infectious to Susceptible state within the ith group is γi. The force of migration
into the ith group is Λi. The incoming ν˜i and outgoing νi rates in the ith group include the effects of birth and
death rates respectively, as well as the effects of hosts moving from one group to another.
2.2 Mosquito population structure and dynamics
The population of disease vectors (adult female anopheles mosquitoes) is characterized by several classes, where
each mosquito’s class membership is determined by its own history of past and present activity. Newly-emerged
adult mosquitoes initially enter the Susceptible class: the rate of entry (that is, the recruitment rate) is Γ. Adult
mosquitoes alternate between two activities: questing (that is, seeking a host to bite for a blood meal) and rest-
ing (to lay down eggs, or to digest a blood meal). In [21] it was assumed that all susceptible mosquitoes are in
the questing state—the current model improves on this by introducing an additional compartment for suscep-
tible mosquitoes in the resting state that have successfully obtained blood meal(s) and are not yet infected.
At any given instant t, questing mosquitoes are equally likely to attempt to feed on any human, regardless
of his/her protection method. Thus for any attempted blood meal, the time-dependent probability that the
human host belongs to the ith group is bi(t) ≡ Hi(t)/H(t). During a blood meal attempt involving a human
in the ith group, the mosquito is killed with probability ki, and successfully feeds and enters the resting state
with probability fi. Letting a denote the average number of bites per mosquito per unit time (the entomological
inoculation rate), it follows that at any given instant t, the incidence rate of successful blood meals is v(t) ≡
n
∑
i=0
abi(t) fi, while the additive death rate caused by the questing activity of mosquitoes is d(t) ≡
n
∑
i=0
abi(t)ki. If
we let Ii and ci denote respectively the number of infectious humans in group i and the probability that a bite
of a mosquito on an infectious human in group i will infect the mosquito, then the incidence rate for mosquitoes
becoming infected is ϕ(t) ≡
n
∑
i=0
aci fi Ii(t)/H(t).
Susceptible questing mosquitoes that become infected enter the first exposed resting class (E(1)r ), while
those which have not experienced successful infection stay uninfected and enter the susceptible resting class
(Sr). Following initial infection, the mosquito must remain alive for a certain period before becoming infectious
(this period is called the extrinsic incubation period in the biological and medical literature [10]). During
this period, the mosquito experiences a positive number of resting/question cycles. In our model, we suppose
that a mosquito becomes infectious after a fixed number ` of resting/questing cycles following initial infection.
These successive resting/questing cycles are modeled as a sequence of 2` Exposed states, and are denoted by
E(1)q ,E
(2)
r , · · · ,E(`)q ,E(`+1)r . If a mosquito survives through all of these states, it then enters the Infectious class,
which is further divided into questing and resting subclasses (Iq and Ir, respectively). Once a mosquito enters
the Infectious class, it remains there for the rest of its life, alternating between questing and resting states.
The overall dynamics of the mosquito population is depicted in the multicompartment diagram in Figure 2:
The fundamental model parameters are summarized in Table 2, while derived parameters are in Table 3. Some
of the entries in Table 3 are time-dependent, and are used to simplify the notation in our model and the derived
system of differential equations.
Fig 1: Dynamics of the ith human subgroup
Fig 2: Dynamics of the mosquito population
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Tab 2: Fundamental model parameters
Param. Description
Rate parameters that characterize the mosquito population
a Rate of bite attempts for questing vectors
δ Rate at which resting vectors move to the questing state
Γ Recruitment rate of vectors
µ Natural death rate of vectors
Parameters that characterize the mosquito population’s interaction with the ith host group
ci Probability that a vector that bites an infected host of the ith host group and survives is infected
fi Probability that a vector attempting to bite the ith host group survives and obtains a blood meal
ki Probability that a vector attempting to bite ith host group is killed
Parameters that characterize the ith host group
mi Probability that a host in group i is infected due to a bite attempt of an infectious vector
Λi Migration rate (hosts / time)
γi Transition rate from Infectious to Susceptible state
νi outgoing rate in ith host group
ν˜i incoming rate rate in ith host group
Tab 3: Derived model parameters and time-dependent functions
Param. Formula Description
bi
Hi
H Proportion of hosts in group i at a given time
d
n
∑
i=0
abiki Death rate of vectors due to questing activity
c¯i 1− ci Probability that a vector which successfully bites infectious host of the ith group fails
to get infected
fq
v
µˆ+v
Questing frequency of mosquitoes (i.e. questing mosquito survival proportion)
fr
δ
µ+ δ
Resting frequency of mosquitoes (i.e. resting mosquito survival proportion)
ri 1− fi Repelling effectiveness of measures used for ith host group
µˆ µ+ d Death rate of questing vectors
ϕ
n
∑
i=0
aci fi
Ii
H Incidence rate of infection for questing susceptible vectors
ϕ¯
n
∑
i=0
abici fi Maximum incidence rate of infection for questing susceptible vectors
v
n
∑
i=0
abi fi Incidence rate of successful blood meal for questing vectors
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2.3 Model equations
The system of ordinary differential equations that characterize the model are given as follows:
S˙i = Λi + ν˜iHi −
(
νi + ami
Iq
H
)
Si + γi Ii i = 0, 1, · · · , n
S˙q = Γ− (µˆ+v)Sq + δSr
S˙r = (v− ϕ)Sq − (µ+ δ)Sr
E˙(1)r = ϕSq − (µ+ δ)E(1)r
E˙(j)q = δE
(j)
r − (µˆ+v)E(j)q j = 1, 2, · · · , `
E˙(j+1)r = vE
(j)
q − (µ+ δ)E(j+1)r j = 1, 2, · · · , `
I˙i = ami
Iq
H
Si − (γi + νi) Ii i = 0, 1, · · · , n
I˙q = δE
(`+1)
r − (µˆ+v)Iq + δIr
I˙r = vIq − (µ+ δ)Ir
(1)
The system (1) together with initial conditions completely specifies the evolution of the multicompartment
system shown in Figures 1 and 2.
3 Well-posedness, dissipativity and equilibria of the system
In this section we demonstrate well-posedness of the model by demonstrating invariance of the set of nonneg-
ative states, as well as boundedness properties of the solution. We also calculate the equilibria of the system,
whose stability properties will be examined in the following section.
3.1 Positive invariance of the nonnegative cone in state space
The system (1) can be rewritten in matrix form as
x˙ = A(x)x+ b⇔
{
x˙S = AS(x)xS +AS, I(x)xI + bS
x˙I = AI(x)xI
⇔
{
x˙S = AS(x)
(
xS − x∗S
)
+ AˆS, I(x)xI
x˙I = AI(x)xI
, (2)
where
A(x) =
(
AS(x) AS, I(x)
0 AI(x)
)
; b = (bS; 0) where bS = (Λ0; · · · ; Λn; Γ; 0) ; x∗S ≡ AS(x∗)−1bS. (3)
x∗S is a vector whose components are components of vector xS in eq. (4) at the disease free equilibrium; its
computation is carried out in Proposition 3.2.
Equation (2) is defined for values of the state variable x = (xS; xI) lying in the nonnegative cone of Ru
(u = 2n + 2` + 7), which we denote as Ru+. Here xS and xI represent respectively the naive and non-naive
components of the system state: explicitly,
xS ≡
(
(Si)0≤i≤n; Sq; Sr
)
; xI ≡
(
(E(j)r ; E
(j)
q )1≤j≤`; E
(`+1)
r ; (Ii)0≤i≤n; Iq; Ir
)
. (4)
This notation is consistent with [22], and some results from this previous reference are used in our analysis.
The matrix AS(x) = diag
(
ASh(x), ASv(x)
)
with
ASh(x) = −diag
(
νi − ν˜i + ami
Iq
H
)
0≤i≤n
and ASv(x) =
(
−(µˆ+v) δ
v− ϕ −(µ+ δ)
)
, (5)
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AS, I(x) is the (n+ 3)× (n+ 2(`+ 2)) matrix with components equal to zero except for the first n+ 1 components
of the (2`+ 2)th column, which are given by νi + γi, 0≤ i ≤ n.
The matrix AI(x) may be written in block form as
AI(x) =
(
AIE(x) AII,E(x)
AIE, I (x) AII (x)
)
, (6)
where the four matrix blocks may be described as follows:
First, the (2` + 1) × (2` + 1) matrix AIE(x) expresses the interaction between exposed components of the
system. It is a 2-banded matrix whose diagonal and subdiagonal elements are given by the vectors d0 and d−1
respectively, defined by
d0 = ( −(µ+ δ), −(µˆ+v), · · · ,−(µ+ δ), −(µˆ+v)︸ ︷︷ ︸
2` components
, −(µ+ δ) ); d−1 = ( δ, v, · · · , δ, v︸ ︷︷ ︸
2` components
). (7)
Next, the (2`+ 1)× (n+ 3) matrix
AII,E(x) = a
Sq
H

c0 f0 · · · cn fn 0 0
0 · · · 0 0 0
... · · · ... ... ...
0 · · · 0 0 0

gives the dependence of the exposed components E(j)r (j = 1, · · · , ` + 1), E(j)q , (j = 1, · · · , `) on the infectious
components Ii(i = 0, · · · , n), Ir and Iq.
Next, the (n+ 3)× (2`+ 1) matrix AIE, I (x) gives the dependence of infectious components on exposed com-
ponents. All entries are zero except the (n+ 2, 2`+ 1) entry, which is equal to δ reflecting the transition rate of
vectors from state E(`+1)r to state Iq.
Lastly, the (n+ 3)× (n+ 3) matrix AII (x) may be written in block form as AII (x) =
(
AIIh AIIv,h
0 AIIv
)
, with
AIIh = −diag (νi + γi)0≤i≤n ; AIIv =
(
− (µˆ+v) δ
v − (µ+ δ)
)
; AIIv ,h =
a
H

S0m0 0
...
...
Snmn 0
 .
For a given x ∈Ru+, the matrices AS(x), AI(x) and A(x) are Metzler matrices (see Appendix A), and the vector
b ∈Ru+.
The following proposition establishes that system (2) is epidemiologically well-posed.
Proposition 3.1 The nonnegative cone Ru+ is positively invariant for the system (2).
Proof: The proof is similar to the standard proof that systems determined by Metzler matrices preserve invari-
ance of the nonnegative cone. It can be shown directly that if x is on the boundary of Ru+, then x˙ is in Ru+, hence
the trajectories never leave Ru+. 
3.2 Disease-free equilibrium (DFE) of the system
The system (2) admits two steady states. The trivial steady state that is the DFE is established in Proposi-
tion 3.2 below, while the nontrivial steady state will be established in Proposition 3.6 after some necessary
preliminaries.
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Before characterizing the DFE, we first introduce some useful notation. The questing frequency fq and
resting frequency fr are defined respectively as:
fq ≡ v
µˆ+v
; fr ≡ δ
µ+ δ
.
fq may be interpreted as the proportion of questing mosquitoes that pass on to the resting state; while fr is
conversely the proportion of resting mosquitoes that pass on to the questing state. In [21] these parameters are
constants of the model, but in the current model fq depends on the system state. The value of fq at the DFE is
denoted by f ∗q . In the following we shall frequently make use of the following replacements:
µˆ+v =
v
fq
; µ+ δ =
δ
fr
. (8)
This new notation enables us to give a simple expression for the DFE and to shorten expressions in many other
computations throughout this paper.
Proposition 3.2 The system (2) admits a trivial equilibrium (the disease-free equilibrium (DFE)) given by
x∗ =
(
x∗S; x
∗
I
) ∈Ru+, with x∗I = 0 ∈Ru−n−3; x∗S = (x∗Sh ; x∗Sv), where
x∗Sh =
(
Λ0
ν˜0 − ν0 ;
Λ1
ν˜1 − ν1 ; · · · ;
Λn
ν˜n − νn
)
and x∗Sv = (S
∗
q ,S
∗
r ) =
(
f ∗q Γ
v∗(1− f ∗q fr)
;
fr f ∗q Γ
δ(1− f ∗q fr)
)
. (9)
Proof : The DFE corresponds to a state x∗ in which all components representing non-naive classes are equal to
zero: that is, x∗ =
(
x∗S; x
∗
I
)
with x∗I ≡ 0. The steady-state equation for the system (2) with the constraint xI ≡ 0
is
AS(xS ;0) .xS + bS = 0⇔
{
ASh(xS ;0) .xSh + bSh = 0
ASv(xS ;0) .xSv + bSv = 0
. (10)
This system may be solved in two stages, since the subsystem ASh(xS ;0) .xSh + bSh = 0 is uncoupled. The
solution of this subsystem is x∗Sh =
(
Λ0
ν˜0−ν0 ;
Λ1
ν˜1−ν1 ; · · · ;
Λn
ν˜n−νn
)
. Using this solution in system (10), we obtain the
equation
ASv(xSh ;xSv ;0) .xSv + bSv = 0 =⇒ x∗Sv = −ASv(x∗Sh ;xSv ;0)
−1 .bSv .
Using expression (5) for ASv (with ϕ = 0 at DFE), and recalling that bSv = (Γ;0), we find the solution
x∗Sv = (S
∗
q ,S
∗
r ) =
(
µ+ δ
(µˆ+v)(µ+ δ)−vδ ;
v
(µˆ+v)(µ+ δ)−vδ
)
=
(
f ∗q Γ
v∗(1− f ∗q fr)
;
fr f ∗q Γ
δ(1− f ∗q fr)
)
, (11)
where we have used the replacements (8) to obtain the final equality in (11).
As a corollary we have
Proposition 3.3 The system
x˙ = AS(x∗) . (x− x∗S) (12)
is GAS at x∗S on R
n+3
+ .
The proof is straightforward, based on Proposition A.1.
3.3 Boundedness and dissipativity of the trajectories
We have the following proposition.
Proposition 3.4 The simplex
Ω =
{
x ∈Ru+
∣∣∣∣ (Sq ≤ S∗q) ∧ (Sr ≤ S∗r ) ∧ (Hi = H∗i , 1≤ i ≤ n) ∧ (MI ≤ ϕ¯µ S∗q
) }
(13)
8
is a compact forward-invariant and absorbing set for the system (1), where
MI ≡
`
∑
j=1
(
E(j)q + E
(j)
r
)
+ E(`+1)r + Iq + Ir ; ϕ¯ ≡ a
n
∑
i=0
b∗i ci fi,
and where (S∗q ,S∗r ) are the DFE components for naive questing and resting mosquitoes respectively (given in (11)).
Note that MI is the overall population of non-naive mosquitoes; ϕ¯ is the maximum incidence rate of infection
for questing susceptible mosquitoes; and b∗i = H
∗
i /H
∗.
The proof is given in Appendix B.1. As a result of Proposition 3.4, we may limit our study to the simplex
specified in eq. (13).
3.4 Computation of the threshold condition
The following propostion gives a formula for the basic reproduction number R0, and shows that the condition
R0 < 1 is a necessary and sufficient condition for local stability of the DFE.
Proposition 3.5 The basic reproduction number R0 of the system (2) is
R0 ≡
( f ∗q fr)`+1
(1− f ∗q fr)2
f ∗q
v∗2
Γ
H∗ a
2
n
∑
i=0
b∗i ci fimi
γi + νi
, (14)
where f ∗q and fr are the questing and resting frequencies respectively of mosquitoes at the DFE, H∗≡
n
∑
i=0
Λi/(νi − ν˜i)≡
n
∑
i=0
H∗i is the total host population at the DFE, and b
∗
i ≡ H∗i /H∗ is the proportion of hosts in group i at the DFE.
Then R0 < 1 is a necessary and sufficient condition for local stability of the DFE.
The proof of Proposition 3.5 is given in Appendix B.2.
3.5 Endemic equilibrium (EE) of the System
For our system, there is a unique endemic equilibrium that is specified by the following proposition.
Proposition 3.6 System (2) admits a unique endemic equilibrium (EE) x? ∈R>0+ with components given by
S?q =
f ∗q
v∗(1− f ∗q fr)Γ−
I?q
( f ∗q fr)l
; S?r =
δ f ∗q
fr(1− f ∗q fr)Γ−
v∗
δ
(1−( f ∗q fr)`+1+ f ∗q fr)I?q
f ∗q ;
E(j)?q =
1− f ∗q fr
( f ∗q fr)`+1−j
I?q ; E
(j)?
r =
v∗
δ
1− f ∗q fr
f ∗q ( f ∗q fr)`+1−j
I?q (1≤ j ≤ `);
I?r =
v∗
δ fr I
?
q ; E
(`+1)?
r =
v∗
δ
1− f ∗q fr
f ∗q I
?
q ;
S?i =
(νi + γi)H∗
(νi + γi)H∗ + ami I?q
H∗i ; I
?
i =
ami I?q
(νi + γi)H∗ + ami I?q
H∗i (0≤ i ≤ n),
(15)
where I?q ∈
]
0, I¯?q
[
is the unique finite root of the equation
n
∑
i=0
a2 b∗i mici fi
(νi + γi)H∗ + amix
=
v∗2(1− f ∗q fr)2
f ∗q ( f ∗q fr)`+1Γ−v∗ f ∗q fr(1− f ∗q fr)x
. (16)
and
I¯?q ≡
Γ
v∗
f ∗q ( f ∗q fr)`+1
1− f ∗q fr
(17)
The proof of Proposition 3.6 is given in Appendix B.3.
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Remark 3.1 According to (16), the dynamics of the mosquito population (expressed in the parameters fr, fq,
and `) as well as the protection means used by the population (expressed in the parameter v) strongly influence
the location of the EE. This justifies our initial supposition that mosquito dynamics and host protection means
are important practical factors in determining the prevalence of infection.
4 Stability of system equilibria
In this section we analyze the stability of the system equilibria given in Propositions 3.2 and 3.6.
4.1 Stability analysis of the disease free equilibrium (DFE)
We have the following result about the global stability of the disease free equilibrium:
Theorem 4.1 When R0 ≤ 1, then the DFE is GAS in Ru+.
Proof : Our proof relies on Theorem 4.3 of [22], which establishes global asymptotic stability (GAS) for epi-
demiological systems that can be expressed in the matrix form (2). This theorem is restated as Theorem A.1 in
the Appendix: for the proof, the reader may consult [22]. To complete the proof, we need only to establish for
the system (2) that the five conditions (h1–h5) required in Theorem A.1 are satisfied when R0 ≤ 1:
(h1) This condition is satisfied for the system (2) as a result of Proposition 3.4.
(h2) We note first that nS = n+ 3, and the canonical projection of Ω on Rn+3+ is I = {xSh} ×
[
0, S∗q
]
× [0, S∗r ].
The system (2) reduced to this subvariety is given in (12), and this system is GAS at its equilibrium (x∗S)
as a result of Proposition 3.3.
(h3) We consider first the case ` = 1 and n = 1. In this case, the matrix AI(x) in the system (2) is
AI(x) =

−(µ+ δ) 0 0 ac0 f0 SqH ac1 f1
Sq
H 0 0
δ −(µˆ+v) 0 0 0 0 0
0 v −(µ+ δ) 0 0 0 0
0 0 0 −(ν0 + γ0) 0 am0 S0H 0
0 0 0 0 −(ν1 + γ1) am1 S1H 0
0 0 δ 0 0 −(µˆ+v) δ
0 0 0 0 0 v −(µ+ δ)

.
In this case, the two properties required for condition (h3) follow immediately: the off-diagonal terms of
the matrix AI(x) are nonnegative, and the matrix is irreducible as can be seen from the associated directed
graph G(AI(x)) in Figure 3. For general l and n, the proof of (h3) is similar.
Fig 3: Graph associated with the matrix AI(x)
(h4) Defining AI ≡ AI(x∗), we have AI(x) ≤ AI ∀x ∈ Ω, and x∗ ∈
(
Rn+3+ × {0}
)
∩Ω. Thus the upper bound of
M is attained at the DFE which is a point on the boundary of Ω, and condition (h4) is satisfied.
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(h5) We first observe that AI is the block matrix of the Jacobian matrix of the system (1) corresponding to
the Infected submanifold, taken at the DFE. As noted in [22], the condition that all eigenvalues of AI
have negative real parts, which is equivalent to the condition that AI is a stable Metzler matrix, is also
equivalent to the condition R0 ≤ 1. This fact is developed in the proof of Proposition 3.5 (see Appendix)
where we compute the value of R0 by establishing necessary and sufficient conditions for the stability of
the Metzler matrix AI .
Since the five conditions for Theorem 4.3 of [22] are satisfied, the theorem follows. 
4.2 Stability analysis of the endemic equilibrium (EE)
In this section we analyze the behavior of the system under the condition R0 > 1. From Proposition 3.5 it
follows that the DFE is not stable in this case. As stated in Proposition 3.6, the system (1) also admits a unique
nontrivial biologically feasible equilibrium (or endemic equilibrium (EE)). It remains to address the stability of
the EE, which determines the behavior of the system when the disease persists. Our main result in this regard
is the following theorem.
Theorem 4.2 When R0 > 1, the EE x? of the system (1) defined in (15) is GAS on (R>0)u.
Remark 4.1 The above theorem implies that the GAS of the EE is in the nonnegative cone Ru+, since the
positive cone (R>0)
u is absorbing for the system (1).
Proof : Considering the system (1) when R0 > 1, there is a unique endemic equilibrium x? with respective
components given as in eq. (15). Let the function Vee be defined on (R>0)
u as follows:
Vee(x) = (Sq − S?q lnSq) + (Sr − S?r lnSr) + σ(1)r (E(1)r − E(1)?r lnE(1)r )
+
`
∑
j=1
(
σ
(j)
q (E
(j)
q − E(j)?q lnE(j)q ) + σ(j+1)r (E(i+1)r − E(j+1)?r lnE(j+1)r )
)
+ τq(Iq − I?q ln Iq)
+τr(Ir − I?r ln Ir) +
n
∑
i=0
υi ((Si − S?i ln Si) + (Ii − I?i ln Ii)) ,
(18)
where σ(j)r = ( f ∗q fr)1−j, for j= 1, 2, · · · , `+ 1, σ(j)q = ( f ∗q fr)1−j/ fr, for j= 1, 2, · · · , `, τq = ( f ∗q fr)−`/ fr, τr = ( f ∗q fr)−`,
υi = a
S?q
H∗
fi
νi−ν˜i for i= 0, 1, · · · , n (the motivation for these coefficients, and the derivation of expression (19) below
for the derivative, are both provided in Appendix C). Vee(x) is a C∞ positive definite function defined on (R>0)u,
whose derivative along the trajectories of the system (1) is given by:
dVee
d t (x(t)) = µˆS
?
q
(
2− SqS?q −
S?q
Sq
)
+ δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ I?q
vσ
(1)
r
( fq fr)l
(
2− IrI?r
I?q
Iq −
Iq
I?q
I?r
Ir
)
+
n
∑
i=0
υi
[
νˆi
[
S?i
(
4− S?iSi −
S?q
Sq −
Si
S?i
Sq
S?q
S?r
Sr − SrS?r
)
+ ci I?i
(
2`+ 5− S?iSi −
Si
S?i
I?i
Ii
Iq
I?q
− S
?
q
Sq −
Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq
)
+ c¯i I?i
(
4+ IqI?q −
S?i
Si
− SiS?i
I?i
Ii
Iq
I?q
− S
?
q
Sq −
Ii
I?i
Sq
S?q
S?r
Sr − SrS?r
)]
+ γˆi I?i
(
1+ IqI?q −
Ii
I?i
S?i
Si
− IqI?q
Si
S?i
I?i
Ii
)]
= f1(x) +
n
∑
i=0
υiG1i (x),
(19)
where for each i, c¯i is the complementary probability of ci (i.e. c¯i + ci = 1), νˆi = νi − ν˜i, γˆi ≡ ν˜i + γi;
f1(x) = µˆS?q
(
2− Sq
S?q
− S
?
q
Sq
)
+ δS?r
(S?q
Sq
+
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ I?q
vσ
(1)
r
( fq fr)l
(
2− Ir
I?r
I?q
Iq
− Iq
I?q
I?r
Ir
)
;
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and
G1i (x) = g1i (x) + h1i (x) + p1i (x), (20)
where
g1i(x) =ci νˆi I
?
i
2`+ 5− S?i
Si
− Si
S?i
I?i
Ii
Iq
I?q
− S
?
q
Sq
− Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E
(`+1)
r
E(`+1)?r
I?q
Iq

+ νˆi S?i
(
4− S
?
i
Si
− S
?
q
Sq
− Si
S?i
Sq
S?q
S?r
Sr
− Sr
S?r
)
,
h1i(x) =c¯i νˆi I
?
i
(
4+
Iq
I?q
− S
?
i
Si
− Si
S?i
I?i
Ii
Iq
I?q
− S
?
q
Sq
− Ii
I?i
Sq
S?q
S?r
Sr
− Sr
S?r
)
,
p1i(x) =γˆi I
?
i
(
1+
Iq
I?q
− Ii
I?i
S?i
Si
− Iq
I?q
Si
S?i
I?i
Ii
)
.
For each i, by adding and subtracting νi I?i
(
1− I?iIi
Si
S?i
)
the function G1i(x) may be rewritten as
G1i(x) = νˆi
[
S?i
(
4− S?iSi −
S?q
Sq −
Si
S?i
Sq
S?q
S?r
Sr − SrS?r
)
+ ci I?i
(
2`+ 6− S?iSi −
Si
S?i
I?i
Ii
− IqI?q −
S?q
Sq −
Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq
)
+ c¯i I?i
(
5− S?iSi −
Si
S?i
I?i
Ii
− S
?
q
Sq −
Ii
I?i
Sq
S?q
S?r
Sr − SrS?r
)]
+ γ¯i I?i
(
Iq
I?q
+ SiS?i
I?i
Ii
− 1− SiS?i
I?i
Ii
Iq
I?q
)
+γˆi I?i
(
2− IiI?i
S?i
Si
− SiS?i
I?i
Ii
)
= g˜1i(x) + p˜1i(x),
(21)
with γ¯i ≡ νi + γi ,
g˜1i(x) =I
?
i
[
νˆi
[
ci
2`+ 6− S?i
Si
− Iq
I?q
− Si
S?i
I?i
Ii
− S
?
q
Sq
− Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E
(`+1)
r
E(`+1)?r
I?q
Iq

+ c¯i
(
5+
Iq
I?q
− S
?
i
Si
− Si
S?i
I?i
Ii
− S
?
q
Sq
− Ii
I?i
Sq
S?q
S?r
Sr
− Sr
S?r
)]
+ γˆi
(
2− Ii
I?i
S?i
Si
− Si
S?i
I?i
Ii
)]
+ νˆi S?i
(
4− S
?
i
Si
− S
?
q
Sq
− Si
S?i
Sq
S?q
S?r
Sr
− Sr
S?r
)
,
p˜1i(x) =γ¯i I
?
i
(
Iq
I?q
+
Ii
I?i
S?i
Si
− 1− Iq
I?q
Si
S?i
I?i
Ii
)
.
Alternatively, using the identity δS?r = (v? − ϕ?)S?q − µS?r we may write
dVee
d t
(x(t)) = µˆS?q
(
2− SqS?q −
S?q
Sq
)
+ µS?r
(
1+
S?q
Sq
Sr
S?r
− S
?
q
Sq − SrS?r
)
+ I?q
vσ
(1)
r
( fq fr)l
(
2− IrI?r
I?q
Iq −
Iq
I?q
I?r
Ir
)
+
n
∑
i=0
υi
[
νˆi
[
S?i
(
3− S?iSi −
Si
S?i
Sq
S?q
S?r
Sr −
S?q
Sq
Sr
S?r
)
+ ci I?i
(
2`+ 5− S?iSi −
Si
S?i
I?i
Ii
Iq
I?q
− S
?
q
Sq −
Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
l
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq
)
+ c¯i I?i
(
3+ IqI?q −
S?i
Si
− SiS?i
I?i
Ii
Iq
I?q
− IiI?i
Sq
S?q
S?r
Sr −
S?q
Sq
Sr
S?r
)]
+ γˆi I?i
(
1+ IqI?q −
Ii
I?i
S?i
Si
− IqI?q
Si
S?i
I?i
Ii
)]
= f2(x) +
n
∑
i=0
υiG2i ,
(22)
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with
f2(x) =µˆS?q
(
2− Sq
S?q
− S
?
q
Sq
)
+ µS?r
(
1+
S?q
Sq
Sr
S?r
− S
?
q
Sq
− Sr
S?r
)
+ I?q
vσ
(1)
r
( fq fr)l
(
2− Ir
I?r
I?q
Iq
− Iq
I?q
I?r
Ir
)
;
and
G2i = g2i(x) + h2i(x) + p1i(x), (23)
where
g2i(x) =ci νˆi I
?
i
(
2`+ 5− S
?
i
Si
− Si
S?i
I?i
Ii
Iq
I?q
− S
?
q
Sq
− Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E
(`+1)
r
E(`+1)?r
I?q
Iq
)
+ νˆi S?i
(
3− S
?
i
Si
− Si
S?i
Sq
S?q
S?r
Sr
− Sr
S?r
S?q
Sq
)
;
h2i(x) =c¯i νˆi I
?
i
(
3+
Iq
I?q
− S
?
i
Si
− Si
S?i
I?i
Ii
Iq
I?q
− Ii
I?i
Sq
S?q
S?r
Sr
− Sr
S?r
S?q
Sq
)
.
For each i, by adding and subtracting νi I?i
(
1− I?iIi
Si
S?i
)
the function G2i may be rewritten as
G2i(x) = νˆi
[
S?i
(
3− S?iSi −
Si
S?i
Sq
S?q
S?r
Sr −
S?q
Sq
Sr
S?r
)
+ ci I?i
(
2`+ 6− S?iSi −
Si
S?i
I?i
Ii
− IqI?q −
S?q
Sq −
Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq
)
+ c¯i I?i
(
4− S?iSi −
Si
S?i
I?i
Ii
− IiI?i
Sq
S?q
S?r
Sr −
S?q
Sq
Sr
S?r
)]
+ γ¯i I?i
(
Iq
I?q
+ SiS?i
I?i
Ii
− 1− SiS?i
I?i
Ii
Iq
I?q
)
+γˆi I?i
(
2− IiI?i
S?i
Si
− SiS?i
I?i
Ii
)
= g˜2i(x) + p˜1i(x),
(24)
with γ¯i ≡ νi + γi , and
g˜2i(x) =I
?
i
[
νˆi
[
ci
2`+ 6− S?i
Si
− Iq
I?q
− Si
S?i
I?i
Ii
− S
?
q
Sq
− Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E
(`+1)
r
E(`+1)?r
I?q
Iq

+ c¯i
(
4+
Iq
I?q
− S
?
i
Si
− Si
S?i
I?i
Ii
− Ii
I?i
Sq
S?q
S?r
Sr
− S
?
q
Sq
Sr
S?r
)]
+ γˆi
(
2− Ii
I?i
S?i
Si
− Si
S?i
I?i
Ii
)]
+ νˆi S?i
(
3− S
?
i
Si
− Si
S?i
Sq
S?q
S?r
Sr
− S
?
q
Sq
Sr
S?r
)
.
We split (R>0)
u into two overlapping subsets,
Ω1 =
{
x ∈ (R>0)u |
S?q
Sq
+
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1≤ 0
}
and Ω2 =
{
x ∈ (R>0)u |
S?q
Sq
+
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1≥ 0
}
,
and we shall consider dVeed t (x(t)) on Ω1 and Ω2 as given in (19) and (22), respectively.
On the entire set (R>0)
u we have for each i, gki(x) ≤ 0 and g˜ki(x) ≤ 0 by Corollary A.1 of the arithmetic–
geometric means inequality (Lemma A.1) for k∈ {1, 2}. The same corollary implies fk(x)≤ 0 onΩk for k∈ {1, 2}.
On the entire set (R>0)
u and for each i, given that (Ii − I?i )(Iq− I?q )≥ 0 we may show that p˜1i(x)≤ 0 by applying
Corollary A.2 to the ratios
I?q
Iq and
Iq
I?q
with respective associated weights IqI?q and
Si
S?i
I?i
Ii
. On the other hand, when
(Ii − I?i )(Iq − I?q ) ≤ 0 we may show h1(x) ≤ 0, h2(x) ≤ 0 and p1i(x) ≤ 0 by applying the same corollary to the
following data (given in pairs as (number, weight))
(
S?i
Si
, 1
)
,
(
I?i
Ii
Si
S?i
, IqI?q
)
,
( S?q
Sq , 1
)
,
(
Ii
I?i
Sq
S?q
S?r
Sr , 1
)
,
(
Sr
S?r
, 1
)
for h1;(
S?i
Si
, 1
)
,
(
I?i
Ii
Si
S?i
, IqI?q
)
,
(
Ii
I?i
Sq
S?q
S?r
Sr , 1
)
,
( S?q
Sq
Sr
S?r
, 1
)
for h2; and
(
Si
S?i
I?i
Ii
, IqI?q
)
,
(
S?i
Si
Ii
I?i
, 1
)
for p1.
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In view of expressions (20), (21) for G1i and expressions (23), (24) for G2i , the results of the previous para-
graph show that Gki ≤ 0 on the entire set (R>0)u for k ∈ {1,2}. Since we have also shown that fk(x) ≤ 0 on
Ωk for k ∈ {1, 2}, in view of expressions (19) and (22) for dVeed t (x(t)) we may conclude that dVeed t (x(t)) ≤ 0 for all
x(t) ∈ (R>0)u.
In order to determine the subset of (R>0)u where dVeed t (x(t)) = 0, we make use of (19) to conclude that
dVee
d t
(x(t)) = 0 ⇔ ( f1(x) = 0) ∧ (g1i(x), i = 0, · · · , n) ∧ (h1i(x), i = 0, · · · , n) ∧ (p1i(x), i = 0, · · · , n).
By Lemma A.1, f1(x) = 0 if and only if Sq = S?q ∧ Iq I?r = I?q Ir. Given that f1(x) = 0, Lemma A.1 also implies that
h1i(x) = 0 if and only if (Sr = S?r ) ∧ (Si = S?i ) ∧ (Ii = I?i ) ∧ (Iq = I?q ), and thus Ir = I?r . Finally, assuming f1(x) = 0
and h1i(x) = 0, Lemma A.1 also gives
g1i(x) = 0 if and only if 1 =
E(1)?r
E(1)r
=
E(1)r
E(1)?r
E(1)?q
E(1)q
=
E(1)q
E(1)?q
E(2)?r
E(2)r
= · · · = E
(l)
r
E(l)?r
E(l)?q
E(l)q
=
E(`+1)?r
E(`+1)r
E(l)q
E(l)?q
=
E(`+1)r
E(`+1)?r
,
which implies E(j)r = E
(j)?
r , j = 1, · · · , `+ 1 and E(j)q = E(j)?q , j = 1, · · · , `. Thus, dVeed t (x(t)) = 0 if and only if x = x?.
From the above discussion we may conclude that Vee is a strict Lyapunov function for the system (1) on
(R>0)
u. The LaSalle invariance principle implies the global asymptotic stability of the EE x? of the system (1)
on the set (R>0)u [9, 28, 29, 30]. 
5 Sensitivity analysis of R0 and endemic equilibrium infection lev-
els
The parameters of greatest interest in evaluating strategies for malaria control are the reproduction number
R0 and the EE host infection levels I?i . Ideally, one would hope to achieve a reproduction number R0 < 1, which
would imply the eventual elimination of malaria. In the short range, a more immediate objective should be to
reduce infection levels as much as possible.
Various practical control strategies will impact different model parameters. Control strategies are listed in
Table 4, along with affected model parameters.
Tab 4: Derived model parameters and time-dependent functions
Affected model parameters
Control method Γ µ fi ki mi γi
Outdoor spraying with larvicides X
Breeding habitat reduction (e.g. draining standing water) X
Outdoor vector control X
Indoor residual spraying X
Insecticide-treated bed nets (ITN), Long-lasting insecticidal nets (LLIN) X X X
Untreated bed nets X X
Repellents (topical repellents, mosquito coils) X X
Preventative drugs X
Rapid diagnosis and treatment (RDT) X
In order to quantify the effects of the parameters in Table 4 on the two critical performance measures R0
and I?i we will make use of sensitivity indices, which measure the percentage change in a dependent variable
in response to an incremental percentage change in a system parameter. When the variable is a differentiable
function of the parameter, the sensitivity index may be formally defined as follows:
Definition 5.1 The normalized forward sensitivity index of a variable u that depends differentiably on a pa-
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rameter p is defined as:
Υup :=
∂u
∂p
× p
u
. (25)
Our analysis is facilitated by the following observations, which are easily proved using basic calculus:
• Sensitivity of additive terms: Υ∑i uip =
∑iΥ
ui
p ui
∑i ui
;
• Additive sensitivity of multiplicative terms: Υuvp = Υup +Υvp ;
• Negative sensitivity of reciprocal terms: Υu−1p = −Υup ;
• Multiplicative sensitivity of compositions: i.e. if u = u(x) and x = x(p), then Υup = ΥuxΥxp .
5.1 Sensitivities of R0 with respect to controllable parameters
To facilitate the calculation of sensitivities, we introduce some intermediate parameters:
ρ? ≡ µˆ
?
v?
; (26)
R̂0 ≡
( f ∗q fr)`+1
(1− f ∗q fr)2
f ∗q
v∗2
= f `+1r (1+ ρ
?)−` (1− fr + ρ?)−2 (v?)−2; (27)
ui ≡ ci fimiγi + νi ; (28)
U ≡
n
∑
i=1
b∗i ui. (29)
The parameter ρ? is interpretable as the failure/success ratio of questing mosquitos: that is, the fraction of
mosquitos at each questing stage that fail to feed and survive divided by the fraction of mosquitos that succeed
and pass on to the next resting stage. Note also that U is the weighted average of ui values, where the weight
is the EE population proportion. In terms of these parameters, we may rewrite R0 from (14) as:
R0 = a
2Γ
H∗ R̂0U. (30)
We begin with the sensitivities of R0 on ki and fi. First we calculate the sensitivities with respect to the
intermediate parameters µˆ∗ and v∗: note that µˆ∗ which depend on ki and fi. Using the additive property of
sensitivities mentioned above, it follows directly from (30) that
ΥR0ρ? = Υ
R̂0
ρ? =
−`ρ?
1+ ρ?
− 2 ρ
?
1− fr + ρ? , (31)
which may be rewritten as
ΥR0ρ? = Υ
R̂0
ρ? =
−`ρ?
1+ ρ?
− 2+ 2t
1+ ρ?
, (32)
where
t ≡ 1− fr + ρ
∗ − frρ∗
1− fr + ρ∗ =
1− fr
1− f ∗q fr
.
Note that 0≤ t≤ 1: t≈ 1 when fr ≈ 0 (low resting survival rate) or when f ∗q ≈ 1 (high feeding success); and t≈ 0
when fr ≈ 1 (high resting survival rate).
Using Υρ
?
µˆ? = 1, Υ
ρ?
v? = −1, f ?q = (1+ ρ?)−1 and the multiplicative property of sensitivities, we have
ΥR0µˆ? = Υ
R̂0
µˆ? = Υ
R̂0
ρ? Υ
ρ?
µˆ? = −`(1− f ?q )− 2+ 2t f ?q = −`− 2+ f ?q (`+ 2t),
ΥR0v? = Υ
R̂0
v? = −ΥR̂0µˆ? − 2 = `(1− f ?q )− 2t f ?q .
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The sensitivity ΥR0µˆ? is negative, as expected: if the kill rate of questing mosquitos is increased, we would
expect R0 to decrease. Surprisingly, in the case where f ?q ≈ 1 (high questing success rate) so that t ≈ 1, then it
is possible to achieve a negative sensitivity of R0 on v∗: in other words, decreasing the success rate of questing
mosquitos can actually increase the reproduction number! However, in the usual case the equation for ΥR0v?
indicates a positive value, as expected.
We are now ready to obtain sensitivities based on ki and fi. According to the definitions in Table 3, the
parameter µˆ∗ depends only on ki, while the parameter v? depends only on fi. We have
Υ
µˆ?
ki
=
ab∗i ki
µˆ∗ and Υ
v?
fi =
ab∗i fi
v∗ =
b∗i fi
∑i b∗i fi
This leads finally to the following expressions for ΥR0ki and for Υ
R0
fi
:
ΥR0ki = Υ
R0
µˆ? Υ
µˆ?
ki
= b∗i
(
aki
µˆ∗
)(
−(`+ 2)(1− f ?q )− 2(1− t) f ?q
)
, (33)
ΥR0fi = Υ
R0
v? Υ
v?
fi +
b?i ui
U
= b∗i
((
fi
∑i b∗i fi
)(
`(1− f ?q )− 2t f ?q
)
+
ui
U
)
(0≤ t ≤ 1) (34)
The sensitivites of R0 on ki and fi given in (33)-(34) are proportional to b∗i . This reflects the fact that the
impacts of these parameters are directly proportional to the size of the host groups that they impact. But
although sensitivities are larger for larger host groups, presumably the effort required to change ki and fi will
also be larger since a larger population is involved.
The presence of the multiplicative factor ` (number of vector stages) in the sensitivites ΥR0ki and Υ
R0
fi
is
noteworthy. The parameters ki and fi affect the vector population during each stage, which leads to an `-fold
reinforcement of the parameters’ impact on R0. Since 0 ≤ t ≤ 1, terms in (33)-(34) that involve t or 1− t will
have a mitigated effect. The factor 1− f ∗q , which appears in both sensitivities, indicates that ki and fi ’s effects
on R0 are suppressed if a large proportion of questing mosquitos survive to the next resting stage.
The sensitivities ΥR0ki and Υ
R0
fi
are proportional to ki and fi respectively (note that ui is proportional to fi). In
the case of ΥR0fi , this means that we should expect diminishing returns from a control strategy that targets fi.
On the other hand, ΥR0ki increases as ki increases towards 1 (although in practice further increases in kill rate
are likely to become more difficult to achieve as the kill rate approaches 1, due to diminishing returns).
Next we compute the sensitivity of R0 with respect to µ. Both fr and µˆ∗ depend on µ, so we will need
sensitivities with respect to fr. We obtain
ΥR0µ = −
(
`+ 1+
2 fr
1− fr + ρ?
)
µ
µ+ δ
− (`+ 2− f ?q (`+ 2t))
µ
µ+ d
= −(1− fr)
(
`+ 1+
2 f ∗q fr
1− f ∗q fr
)
− µ
µˆ?
(
(`+ 2)(1− f ?q ) + 2 f ?q (1− t)
)
, (35)
which is always negative, as expected. Once again we see a multiplicative factor `, which reflects the influence
of µ throughout all questing stages. The terms that are proportional to 1− fr and 1− f ∗q are reduced when
resting (resp. questing) mosquito survival rates are high. Note the factor µ/µˆ∗ is the ratio of resting/questing
death rates, and is always less than 1.
The remaining controllable parameters Γ,mi,γi are much easier to deal with, because only a single term in
the sum in (30) depends on each of these parameters. The calculation of the corresponding sensitivity indices
is straightforward, using the additive sensitivity rule:
ΥR0Γ = 1; Υ
R0
mi =
b∗i ui
U
; ΥR0γi = −
b∗i ui
U
(
γi
γi + νi
)
. (36)
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Eq. (36) implies that ∑iΥ
R0
mi = 1 and −1 < ∑iΥR0γi < 0. In practical situations, the death rate νi is much less
than the cure rate γi, which implies that sensitivities of R0 on mi and γi are roughly equal but opposite in
sign. Both are proportional to b
∗
i ui
U , which indicates that measures that target mi or γi applied to groups for
which ui is relatively large (compared to the population average U) will have relatively greater effect on R0.
Since ui is proportional to mi and (γi + νi)−1, it follows that control measures that target fi and mi will produce
diminishing returns.
5.2 Sensitivities of I?q and I?j with respect to controllable parameters
In cases where it is not feasible to reduce R0 to a value less than 1, the target of a malaria control strategy
should be to reduce I∗j as much as possible for as many host groups j as possible—particularly those host groups
for which infection is more dangerous, like pregnant mothers and infants. According to (15), the infection levels
I∗j may be conveniently expressed in terms of I
?
q . Thus we first calculate the sensitivities of I∗q with respect to
controllable parameters.
Making use of (16) and after some calculations, we find the sensitivity of I∗q with respect to Γ:
Υ
I?q
Γ =
(
aI∗q
Z
n
∑
i=0
b?i z
2
i
ci fi
+ (1− t)t˜
(
1− aI
∗
q
Z
n
∑
i=0
b?i z
2
i
ci fi
))−1
, (37)
where
zi ≡ mici fi(νi + γi)H∗ + ami I∗q
; Z ≡
n
∑
i=1
b∗i zi; t˜ ≡
I?q
ΓR̂0µˆ?
=
I?q
I¯?q
f ?q (1− f ?q fr)
1− f ?q
, (38)
where 0 ≤ t˜ ≤ 2 (note 1 ≤ 1− f
?
q fr
1− f ?q ≤ 2 since fr ≥ f ∗q ). In terms of Υ
I?q
Γ , the sensitivities with respect to pi ∈
{ fi,ki,mi,γi} may be found from (16) (after extended calculations) as:
Υ
I?q
pi = Υ
I?q
Γ
(
ΥR̂0pi + tΥ
t
pi t˜+Υ
µˆ?
pi (1− t)t˜+
b∗i zi
Z
Υ
zi
pi (1− (1− t)t˜)
)
, (39)
Equation (39) gives specifically for ki, fi,mi,γi:
Υ
I?q
ki
= b∗i Υ
I?q
Γ
(
aki
µˆ∗
)(
−(`+ 2)(1− f ?q )− 2(1− t) f ?q − tt˜
(
fr f ∗q (1− f ∗q )
1− fr f ∗q
)
+ (1− t)t˜
)
; (40)
Υ
I?q
fi
= b∗i Υ
I?q
Γ
(
a fi
v∗
(
`(1− f ?q )− 2t f ?q + t
(
fr f ∗q (1− f ∗q )
1− f ∗q fr
))
t˜+
zi
Z
(1− (1− t)t˜)
)
; (41)
Υ
I∗q
mi = b
∗
i Υ
I∗q
Γ
( zi
Z
)(
1+
a fi I∗q
(νi + γi)H∗ + ami I∗q
)
(1− (1− t)t˜); (42)
Υ
I∗q
γi = −biΥ
I∗q
Γ
( zi
Z
)( H∗γi
(νi + γi)H∗ + ami I∗q
)
(1− (1− t)t˜). (43)
Similar calculations give the sensitivity of I∗q as a function of µ:
Υ
I?q
µ = Υ
I∗q
Γ
(
ΥR0µ + (1− t)t˜ µµˆ?
)
(44)
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The expression in (15) for I∗j in terms of I
∗
q can then be applied to find the sensitivites of I∗j for host group j:
Υ
I?j
ki
= Υ
I∗q
ki
(
1−
I∗j
H∗
)
(45)
Υ
I?j
fi
= Υ
I∗q
fi
(
1−
I∗j
H∗
)
(46)
Υ
I?j
γi = Υ
I∗q
γi
(
1−
I∗j
H∗
)
− δij
γi I∗i
ami I∗q
(47)
Υ
I?j
mi = (δij +Υ
I∗q
mi )
(
1−
I∗j
H∗
)
(48)
Υ
I?i
µ = Υ
I∗q
µ
(
1−
I∗j
H∗
)
(49)
In general, we would expect that the infected population of any particular group is a relatively small propor-
tion of the total population, so that
(
1− I
∗
j
H∗
)
≈ 1. This in turn implies that the sensitivities of I∗j from variables
ki, fi and µ are almost identical to the corresponding sensitivities of I∗q on these variables. This reflects the fact
that ki, fi and µ only have an indirect effect on I∗j via their influence on the variable I
∗
q . On the other hand,
treatement rate γj and infection rate mj have direct effects on group j, as expected.
From ((41))-((43)) we may see that the variable zi plays a similar role in the sensitivities of I∗q and Ij as the
variable ui in the sensitivities of R0. Groups i with larger zi values will exhibit larger sensitivities with respect
to fi,mi, and γi.
6 Discussion
We have developed and rigorously analyzed a model of the dynamics of malaria transmission within a system
comprising populations of vectors and human hosts, where hosts are subdivided into several groups depending
on the way they usually protect themselves against mosquito bites. The model includes essential parameters
(ki, fi,mi,µ, and γi) that are targeted by various realistic control strategies. These values determine the model’s
prediction of the basic reproduction number R0, and we have established that the DFE of the model is GAS
providing that R0 ≤ 1. We also have shown theat there is a unique EE when R0 > 1, as well as the level of the
endemicity whenR0 > 1. The level of the endemicity among human population groups is largely determined by
the size of the infected questing vector population at the endemic equilibrium, denoted as I?q . We do not have an
explicit expression for I?q , but we have computed an upper bound (see (15)). This upper bound is a decreasing
function of the extrinsic incubation period, which is proportional to the number of questing-resting cycles `.
The sensitivities derived in previous sections have relatively complicated expressions. However, they reduce
considerably in certain limiting cases: for example, if 1− fr 1− f ∗q then t≈ 0 so many terms in the sensitivities
disappear. In the general case, notwithstanding the complication of the expressions we may still extract some
useful information. Most sensitivities are proportional to the controllable parameter they depend on, which
implies that diminishing returns will be obtained as the parameter value decreases as control measures are
applied. This argues for a comprehensive strategy that targets several parameters, rather than focusing on
just one. Table 4 shows that some control measures target multiple parameters: in particular, ITNs influence
three different control parameters. The model suggests that ameliorative effects from multiple parameters will
be multiplied. This would seem to point to ITNs as the most effective option. However, the model doesn’t take
into account the fact that a significant fraction of ITN owners do not use their bed nets, for various reasons
[2, 49]. Naturally this compliance issue must be addressed to achieve the full potential benefit of ITNs.
We have also seen that as far as different groups are concerned, those with large ui values (where ui =
ci fimi
γi+νi
) should be targeted to produce the greatest impact on R0, while those with large zi values (where zi =
18
ci fimi
(γi+νi)H∗+ami I∗q
) should be targeted to produce the greatest overall impact on I∗q (and hence the overall Ij levels
for all groups. Finally, we note the multiplier effect of the number of malaria stages on several sensitivies,
including vector kill rate (ki), biting success frequency ( fi), and overall death rate (µ). This argues favorably
for strategies that target these parameters (such as bed nets (treated or untreated), IRS, and outdoor vector
control) over strategies that reduce infection probability or recovery rate of bitten humans (like IPT and RDT).
Although untreated bed nets are not as effective as ITN’s (roughly half as effective, since they only affect fi and
mi but not ki) they still exhibit this multiplier effect—and the fact that they have no associated environmental
and health risks may make them an attractive option.
7 Conclusion and perspective
The model presented in this paper represents an improvement over previous models that do not divide the hu-
man population into groups, or take into account multiple vector stages. The model does not take geographical
effects into account, and in particular does not consider migration between geographically separated popula-
tions which may have different levels of prevalence. The effects of population displacements are very significant
in practice, and research is ongoing to take them into account.
A Useful definitions and results
In order to make this paper self-contained, this appendix gives definitions and summarizes prior results from
the literature that were used in the above discussion. Proofs of all results in this section may be found in [37]
or [22], as indicated.
A.1 Useful definitions
Definition A.1 (Metzler matrix, Metzler stable matrix [7, 20, 33]) A given n× n real matrix is said to be
a Metzler matrix if all its off-diagonal terms are nonnegative. The matrix is called Metzler stable if in addition
all of the eigenvalues have negative real parts.
Note that a square matrix A is a Metzler matrix if and only if −A is a Z-matrix, and A is Metzler stable if and
only if −A is a M-matrix. This paper makes use of the fact (which is not difficult to prove) that the positive
cone is invariant for every dynamical system described by a system of ordinary differential equations whose
Jacobian matrix is a Metzler matrix.
Definition A.2 (Irreducible matrix) A given n× n matrix A is said to be a reducible matrix if there exists a
permutation matrix P such that PTAP has block matrix form: PTAP =
(
A1 A12
0 A2
)
, where A1 and A2 are
square matrices. A matrix A that is not reducible is said to be irreducible.
Irreducibility of A can be checked using the directed graph associated with A = (ak j). This graph (denoted
as G(A)) has vertices 1, 2, · · · , n, and the directed arc (k, j) from k to j is in G(A) iff ak j 6= 0. G(A) is said
to be strongly connected if any two distinct vertices of G(A) are joined by an oriented path. The matrix A is
irreducible if and only if G(A) is strongly connected [18].
A.2 Arithmetic-geometric means inequality, and consequences
In demonstrating that the Lyapunov derivative is nonpositive (see Section (4.2)), a key tool is the arithmetic-
geometric means inequality, stated as follows:
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Lemma A.1 (Weighted AM-GM) Let the positive numbers z1, · · · , zd and the positive weights w1, · · · , wd be
given. Set w = w1 + · · ·+ wd. If w > 0, then
w
√
zw11 · · · zwdd ≤
w1z1 + · · ·+ wdzd
w
Furthermore, exact equality occurs iff z1 = · · · = zd
The classical weighted AM–GM is more general than this lemma.
An immediate consequence of weighted AM-GM is:
Corollary A.1 ([37]) Let z1, · · · , zd be positive real numbers such that their product is 1.Then
d− z1 − · · · − zd ≤ 0.
Furthermore, exact equality occurs iff z1 = · · · = zd.
This is obtained from Lemma A.1 by choosing wi = 1 for all 1.
Another useful consequence is
Corollary A.2 Let the positive numbers z1, · · · , zd and the positive weights w1, · · · , wd be given. Assume for a
given i, 1 ≤ i ≤ d there is a v ∈ R such that ziv = zw11 · · · z
wi−1
i−1 z
wi+1
i+1 · · · zwdd . Set w = w1 + · · · + wd. If w > 0 and
(zi − 1)(w+ v) ≤ 0, then
w− w1z1 − · · · − wdzd ≤ 0.
Furthermore, exact equality occurs iff z1 = · · · = zd.
Proof : For numbers and associated weights as stated in Corollary, applying the Lemma A.1 gives
z
wi+v
w
i ≤
w1z1 + · · ·+ wdzd
w
;
since for given x and β positive real numbers and α a real number with |α| < β we have the relation 1 ≤ x αβ
iff x ≤ 1 ∧ α ≥ 0 or x ≥ 1 ∧ α ≤ 0, which holds iff (x− 1)α ≤ 0. Thus assuming (zi − 1)(wi + v) ≤ 1, since this is
equivalent to 1≤ z
wi+v
w
i , the result follows straightforwardly. 
A.3 Results on the global asymptotic stability (GAS) of the DFE of epidemiological
model
Theorem A.1 and Proposition A.1 given in this section are key tools in demonstrating Theorem 4.1 in Section
‘4.1 and Proposition 3.5 in Section 3.4,respectively.
Theorem 4.1 is conventionally proven by constructing an adequate Lyapunov function for the model at the
equilibrium concerned. Theorem A.1 establishes the existence of such a Lyapunov function in cases similar to
the situation in this paper.
Theorem A.1 ([22]) Consider the system{
x˙S = AS(x) .
(
xS − x∗S
)
+AS, I(x) .xI
x˙I = AI(x) .xI
(50)
defined on a positively invariant set Ω ⊂RnS×nI+ . Given that:
h1: The system is dissipative on Ω;
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h2: The equilibrium x∗S of the subsystem x˙S =AS (xS, 0) . (xS− x∗S) of system (50) is globally asymptotically stable
on the canonical projection of Ω on RnS+ ;
h3: The matrix AI(x) is a Metzler matrix and irreducible for each x ∈Ω;
h4: There is an upper–bound matrix AI (in the sense of pointwise order) for the set of nI × nI square matrices
M = {AI(x) / x ∈ Ω} with the property that either AI 6∈M or if AI ∈M, then for any x ∈ Ω such that
AI = AI(x), we have x ∈RnS+ × {0};
h5: α(AI) ≤ 0.
Then the DFE x∗ is GAS for the system (50) in Ω.
Proposition A.1 shows that the Metzler stability of matrix M is equivalent to the Metzler stability of two
smaller matrices,which if properly chosen may be easier to compute with.
Proposition A.1 ([22]) Let M be a Metzler matrix, with block decomposition M =
(
A B
C D
)
, where A and
D are square matrices. Then M is Metzler stable if and only if A and D− CA−1B (or D and A− BD−1C) are
Metzler stable.
B Proofs of Propositions in Section 3
B.1 Proof of Proposition 3.4
Considering equations of the system (1) that describe the dynamic of the transmission in the vectors population,
we write the system: 
S˙q = Γ− (µˆ+v)Sq + δSr
S˙r = (v− ϕ)Sq − (µ+ δ)Sr
M˙Iv = ϕSq − µMIv − dMIq
(51)
constituted of the two first equations of the system (1), and the last made by adding equations that describe
the evolution of all other components (components concerning non naive vectors) of the state of the model
concerning vectors, to which we give the identification MIv . MIq stands for the overall population of non naive
vectors in the questing states. The evolution of other components of the state of the model are keep implicit
since they are not needed in the proof. Let
(
Sq(t), Sr(t), MIv(t)
)
be the solution of the system (51) beginning at
a given initial state (Sq(0), Sr(0),MIv(0)) ∈R3+. Consider now the system{
S˙q = Γ− (µˆ+v)Sq + δSr
S˙r = vSq − (µ+ δ)Sr
(52)
This is the canonical projection of the system (1) on the disease free subvariety. As stated in Proposition 3.3,
the unique equilibrium of system (52) that is x∗S is globally asymptotically stable in R
2
+. If (S¯q(t), S¯r(t)) is the
solution of the system (52), with the initial state (Sq(0); Sr(0)), we have 0 ≤ Sr(t) ≤ S¯r(t), since (v − ϕ)Sq −
(µ + δ)Sr ≤ vSq − (µ + δ)Sr; we have also 0 ≤ Sq(t) ≤ S¯q(t) since at any t, Γ − (µˆ + v)Sq + δSr(t) ≤ Γ − (µˆ +
v)Sq + δS¯r(t). For any ε > 0, there exists a tε > 0 such that for all t > tε, we have 0 ≤ Sr(t) ≤ S¯r(t) < S∗r + ε,
and 0 ≤ Sq(t) ≤ S¯q(t) < S∗q + ε. For the third equation of eq. (51), it follows that 0 ≤ MIv(t) ≤ M¯Iv(t) < ϕ¯µS∗q + ε
where M¯Iv(t) is the solution of the equation M˙Iv = ϕ¯S
∗
q − µMIv with initial condition M0Iv . This proves the
attractiveness of the set Ω. The invariance of Ω is straightforward. 
B.2 Proof of Proposition 3.5
We prove first the stability condition R0 < 1 for the system (2) at the DFE where R0 is given by (14). Then we
show that R0 can be interpreted as the basic reproduction number.
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On the infection-free subvariety of (R+)u, system (2) reduces to system (12) which has a unique equilibrium
x∗S that is GAS according to Proposition 3.3. Thus to ensure local stability of (2) at the DFE, it is necessary
and sufficient that the submatrix AI(x∗) defined by (3) is stable, since AI(x∗) is the Jacobian matrix of the
system (2) reduced to the infected subvariety.
The stability of AI(x∗) is established as follows. Since AI(x∗) is a Metzler matrix, according to Proposition A.1
we have that AI(x∗) is Metzler stable if and only if AIE(x
∗) and N(x∗) ≡ AII (x∗)− AII,E(x∗)AIE(x∗)−1AIE, I (x∗)
and are Metzler stable. Since AIE(x
∗) is always Metzler stable, we may focus on N(x∗), which is a n+ 3× n+ 3
matrix that can be written as
N(x∗) =
(
N11(x∗) N12(x∗)
N21(x∗) N22(x∗)
)
,
with N11(x∗) = AIIh , N22(x
∗) = AIIv , N12(x
∗) = AIIv,h and N21(x
∗) = f `+1r f ∗q l
a
H
S∗q
(
c0 f0 · · · cn fn
0 · · · 0
)
.
Once again we may apply Proposition A.1, this time to N(x∗), and conclude that N(x∗) is Metzler stable if and
only if N11(x∗) and L(x∗) ≡ N22(x∗) −N21(x∗)N11(x∗)−1N12(x∗) are Metzler stable. Since N11(x∗) is always
Metzler stable, we only need to establish the Metzler stability of L(x∗), which may be written more explicitly
as
L(x∗) =
(
ξ(x∗)− (µˆ∗ +v∗) δ
v∗ −(µ+ δ)
)
, (53)
where
ξ(x∗) = f `+1r f ∗q
l S
∗
q
H
a2
n
∑
i=0
b∗i ci fimi
νi + γi
(54)
We make one final application of Proposition A.1. Since L(x∗)2,2 is negative and hence Metzler stable, the
Metzler stability of AI(x∗) holds if and only if
L(x∗)11 − L(x∗)12 · L(x∗)22−1 · L(x∗)21 < 0,
which in view of (53) and (54) may be rewritten as
µ+ δ
(µ+ δ)(µˆ∗ +v∗)−v∗δ f
`+1
r f
∗
q
` S
∗
q
H
a2
n
∑
i=0
b∗i ci fimi
νi + γi
< 1. (55)
Using expressions from (11), we may simplify (55) to obtain the following necessary and sufficient condition for
Metzler stability of the matrix AI(x∗) :
( f ∗q fr)`+1
(1− f ∗q fr)2
f ∗q
v∗2
Γ
H∗ a
2
n
∑
i=0
b∗i ci fimi
νi + γi
< 1. (56)
We now show directly that the coefficient in the left of the condition (56) is the basic reproduction number
R0, which can be represented as
R0 =
n
∑
i=0
Rvhi0 Rhiv0 , (57)
where Rvhi0 is the average number of hosts in group i infected by a single infectious vector during the course
of its remaining lifetime, and Rhiv0 is the average number of vectors which become infectious due to bites of a
single infectious host in group i. We may characterize Rvhi0 as
Rvhi0 = ami
S∗i
H∗ ·
1
µˆ∗ +v∗
∞
∑
j=0
( f ∗q fr)j =
f ∗q
1− f ∗q fr
· ab
∗
i mi
v∗ ,
where ami
S∗i
H∗ is the mean number of susceptible hosts in group i per unit time that have caught the disease
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due to their contact with a single infectious questing vector; and 1µˆ∗+v∗
∞
∑
j=0
( f ∗q fr)j is the mean total questing
duration for an infectious questing vector, since after each successful blood meal the infectious vector will enter
the infectious resting state before returning to the infectious questing state, and the mean duration of the jth
infectious questing period is
( f ∗q fr)j−1
µˆ∗+v∗ ≡
f ∗q
v∗ ( f
∗
q fr)j−1.
We may also characterize Rhiv0 as
Rhiv0 =
a fici
H∗ S
∗
q · fr( f ∗q fr)` ·
1
νi + γi
= fr( f ∗q fr)`
a ficiS∗q
H∗(νi + γi)
. (58)
In this expression,
aci fiS∗q
H∗ is the rate at which susceptible questing vectors are infected through bites of a single
infectious individual of the ith host group, and fr( fr f ∗q )l is the frequency of survival through all 2`+ 1 exposed
states of the mosquitoes dynamics. It follows that the product of these two factors gives the rate of production of
infectious mosquitoes due to the presence of a single infectious individual in the ith host group. The additional
factor 1νi+γi in (58) represents the mean duration of infectiousness of an infected host.
Plugging these formulas for Rhiv0 and Rhiv0 into expression (57) for R0 yields the left-hand side of (56), thus
completing the proof.
The above expression for R0,
R0 =
n
∑
i=0
Rvhi0 Rhiv0 ,
occurs commonly when dealing with vector-borne diseases, and represents the average number of secondary
cases of infectious vectors (respectively hosts) that are occasioned by one infectious vector (respectively host)
introduced in a population of susceptible vectors (respectively hosts). i.e. R0 for the population of vectors and
also for the population of hosts. When the next generation matrix technique of van den Driessche et al. [56] to
compute this number, the square root of this number is obtained. J. Li et al. [32] discuss the possible failure
of the next generation matrix technique. especially in cases of diseases with three actors or more, like vector
borne diseases. We have also tried with the technique in [56] with reasonable choice of l and n, and the result
was the square root of the R0 given above.

B.3 Proof of Proposition 3.6
The purpose of Proposition 3.6 is to specify all possible endemic equilibria (EE) of the system (1). At an endemic
state, at least one of the infected or infectious components of the solution x? must nonzero. Since the continuing
presence of disease requires questing infectious vectors that successfully transmits disease to a host in one of
the host subpopulation, we may assume that I?q 6= 0 where I?q is the component of x? corresponding to the
Infectious questing mosquitoes.
The dynamics of the overall population of mosquitoes is given by the set of differential equations{
M˙q = Γ− (µˆ+v)Mq + δMr
M˙r = vMq − (µ+ δ)Mr
, (59)
where Mq and Mr are the total numbers of resting and questing mosquitoes, respectively. It follows that the
steady-state values Mq, Mr must satisfy M∗q =
(µ+δ)Γ
(µ+δ)(µˆ∗+v∗)−v∗δ =
f ∗q
v∗(1− f ∗q fr)Γ and M
?
r =
δ f ∗q
fr(1− f ∗q fr)Γ. Since µˆ and
v depend only on the host dynamics and not on the presence or absence of infection, it follows that µˆ∗ and v∗
for any possible EE must be the same as in the DFE.
Using system (1), it is possible to solve for the various components of the infected mosquito population at
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the EE in terms of I?q :
I?r =
v∗
(µ+δ)
I?q =
v∗
δ fr I
?
q , E
(`+1)?
r =
v∗
δ
1− f ∗q fr
f ∗q I
?
q ,
E(i)?q =
1− f ∗q fr
( f ∗q fr)`+1−i
I?q , E
(i)?
r =
v∗
δ
1− f ∗q fr
f ∗q ( f ∗q fr)`+1−i
I?q , for 1≤ i ≤ l.
. (60)
From (60) it follows that
l
∑
i=1
E(i)?q + I?q =
I?q
( f ∗q fr)l
, and since M∗q = S?q +
l
∑
i=1
E(i)?q + I?q we have
S?q =
f ∗q
v∗(1− f ∗q fr)
Γ− I
?
q
( f ∗q fr)l
.
Similarly, we find
S?r = M
?
r −
`+1
∑
i=1
E(i)?r − I?r =
δ f ∗q
fr(1− f ∗q fr)
Γ− v
∗
δ
(1− ( f ∗q fr)`+1 + f ∗q fr)I?q
f ∗q
. (61)
Equations (60) and (61) uniquely specify all vector components at EE in terms of I?q .
Concerning host populations in the model at EE, for each i, the components I?i and S
?
i satisfy ami
I?q
H∗ S
?
i −
(νi + γi)I?i = 0 and I
?
i + S
?
i = H
∗
i =
Λi
νi−ν˜i . This yields:
I?i =
ami I?q
H∗(νi + γi) + ami I?q
H∗i and S
?
i =
H∗(νi + γi)
H∗(νi + γi) + ami I?q
H∗i .
All of the components at EE given above require the existence of a feasible nonzero I?q . To determine this
component, we use two expressions of ϕ that hold at the EE. The first comes from the equality ϕ?S?q − (µ +
δ)E(1)?r = 0 (third equation of (1)), so that:
ϕ? =
δ
fr
E(1)?r
S?q
=
v∗2(1− f ∗q fr)2 I?q
f ∗q ( f ∗q fr)`+1Γ−v∗ f ∗q fr(1− f ∗q fr)I?q
. (62)
The second comes from the expression for ϕ in Table 3: ϕ? = aH∗
n
∑
i=0
ci fi I?i . Rewriting this in terms of I
?
q gives:
ϕ? = I?q
n
∑
i=0
a2 b∗i ci fimi
H∗(νi + γi) + ami I?q
. (63)
Setting (62) equal to (63) gives the following equation with I?q as unknown:
n
∑
i=0
a2 b∗i ci fimi
H∗(νi + γi) + ami I?q
=
v∗2(1− f ∗q fr)2
f ∗q ( f ∗q fr)`+1Γ−v∗ f ∗q fr(1− f ∗q fr)I?q
, (64)
which is the determining equation for I∗q as specified in (16).
We now show that (64) has a unique biologically-feasible solution. For simplicity we express the solution in
terms of the new variables
x ≡ a I
?
q
H∗ ; αi ≡ b
∗
i ci fi; s ≡
v∗
a
1− f ∗q fr
f ∗q ( f ∗q fr)l
H∗
Γ
, (65)
where x uniquely determines I?q . From expression (14) for R0, it follows
s
1− f ∗q fr
f ∗q fr
v∗
a
=
v∗2(1− f ∗q fr)2
f ∗q ( f ∗q fr)`+1
H∗
a2 Γ
=
1
R0
n
∑
i=0
αimi
νi + γi
. (66)
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The expression (64) then becomes:
n
∑
i=0
αimi
νi + γi
(
1
R0(1− sx) −
νi + γi
νi + γi +mix
)
= 0 (67)
Using the same strategy as in [21], we set:
T(x) ≡
n
∑
i=0
αimi
νi + γi
(
1
R0(1− sx) −
νi + γi
νi + γi +mix
)
=
1
R0(1− sx)
n
∑
i=0
αimi
νi + γi
(
(νi + γi)(1−R0) + (mi + (νi + γi)R0s)x
νi + γi +mix
)
.
Since T(x) is a rational function, it is of class C∞ on R+ \
{
1
s
}
. Furthermore, we have T(0) =
1−R0
R0
n
∑
i=0
αimi
νi+γi
,
which implies that T(0) < 0 whenever R0 > 1. We have also that lim
x→ 1s
− T(x) = +∞, lim
x→ 1s
+
T(x) = −∞, and
lim
x→+∞T(x) = 0. The derivative of the function T is
dT
dx
(x) =
n
∑
i=0
αim2i
νi + γi
R0(νi + γi)(1− sx)2 + s(mix+ νi + γi)x
R0(1− sx)2(νi + γi +mix)2 ,
which is positive on R+ so that T is an increasing function on R+ \
{
1
s
}
. The intermediate value theo-
rem implies that there are two solutions for equation (67): a biologically feasible solution in the interval]
0, av∗
f ∗q ( f ∗q fr)l
1− f ∗q fr
Γ
H∗
[
, and a second solution at infinity, which is not biologically feasible. In view of the defini-
tion of x in (65).
Moreover, from the formulas of components of the endemic equilibrium of the system (1) (see eq. (15)), it follows
that
S?qϕ
? = Γ
f ∗q ϕ?
v∗(1− fr f ∗q ) + f ∗q frϕ∗
.
Since x/(a+ bx) is a monotone increasing function of x and ϕ? < ϕ¯, we have
S?qϕ
? < Γ
f ∗q ϕ¯
v∗(1− fr f ∗q ) + f ∗q fr ϕ¯
.
Using the equality δE(`+1)?r = fr( fr f ∗q )lS?qϕ? = v
∗
f ∗q (1− f ∗q fr)I?q , we have:
I?q < Γ
f ∗q ( fr f ∗q )`+1
v∗(1− f ∗q fr)
(
ϕ¯
v∗(1− fr f ∗q ) + f ∗q fr ϕ¯
)
,
that can also be written,
I?q < Γ
f ∗q ( fr f ∗q )`+1
v∗(1− f ∗q fr)
[
ϕ¯/v∗
(1− fr f ∗q ) + fr f ∗q ϕ¯/v∗
]
.
Since ϕ¯/v∗ < 1, we may once again use the monotonicity of x/(a+ bx) to obtain
I?q < Γ
f ∗q ( fr f ∗q )`+1
v∗(1− f ∗q fr)
≡ I¯?q . (68)
This ends the proof. 
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C The Lyapunov function in the proof of the theorem 4.2
The Lyapunov function technique is commonly used in the study of the stability of endemic equilibria of epi-
demiological systems in the literature [17, 18, 24, 25, 26, 27, 34, 36, 38, 39, 40, 53, 54]. For the current model,
we define a function Vee on the space state of the model, (R>0)
u:
Vee(x) ≡
(
Sq − S?q lnSq
)
+ σ˜r (Sr − S?r lnSr) + σ(1)r
(
E(1)r − E(1)?r lnE(1)r
)
+
`
∑
j=1
(
σ
(j)
q
(
E(j)q − E(i)?q lnE(j)q
)
+ σ
(j+1)
r
(
E(j+1)r − E(j+1)?r lnE(j+1)r
))
+ τq
(
Iq − I?q ln Iq
)
+τr (Ir − I?r ln Ir) +
n
∑
i=0
ϑi (Si − S?i ln Si) +
n
∑
i=0
υi (Ii − I?i ln Ii) ,
(69)
where the coefficients σ˜r; σ
(j)
r for j = 1, 2, · · · , `+ 1; σ(j)q for j = 1, 2, · · · , `; τr; τq; υi, ϑi, for i = 0, 1, · · · , n are
positive constants to be determined such that the derivative of Vee along the trajectories of the system (1) is
negative. This form of the Lyapunov function as well as some of the techniques used in our solution were
inspired by Guo et al. [17, 18], who use a graph-theoretic approach to compute the derivative of the Lyapunov
function. In the system of Guo et al., each group has the same compartmental description, as well as the same
mode of influence exchange with other groups (susceptible individuals of a given group are transferred to the
next class of the group via contact with all infectious individuals in the system). In our model, not all groups
have the same compartmental description: host groups have an SIS structure, while the vector group is more
complex. Furthermore, the mode of exchanging influence between groups is also different: there is no exchange
of influence between hosts groups; the vector group influences hosts groups through contact of susceptible hosts
with infectious questing vectors; and all host groups influence questing vectors.
The function Vee defined in (69) is C∞ and is positive definite on (R>0)u as long as all coefficients are positive.
Its derivative along the trajectories of the system (1) is:
dVee
d t (x(t)) =
(
1− S
?
q
Sq
)(
Γ− (µˆ+v)Sq + δSr
)
+ σ˜r
(
1− S?rSr
)(
(v− ϕ)Sq − δfr Sr
)
+ σ
(1)
r
(
1− E(1)?r
E(1)r
)(
ϕSq − δfr E
(1)
r
)
+
`
∑
j=1
σ
(j)
q
(
1− E
(j)?
q
E(j)q
)(
δE(j)r − vfq E
(j)
q
)
+
`
∑
j=1
σ
(j+1)
r
(
1− E(j+1)?r
E(j+1)r
)(
vE(j)q − δfr E
(j+1)
r
)
+τr
(
1− I?rIr
)(
vIq − δfr Ir
)
+ τq
(
1− I
?
q
Iq
)(
δE(`+1)r − vfq Iq + δIr
)
+
n
∑
i=0
ϑi
(
1− S?iSi
)(
Λi + ν˜iHi −
(
νi + ami
Iq
H
)
Si + γi Ii
)
+
n
∑
i=0
υi
(
1− I?iIi
)( a
H miSi Iq − (νi + γi)Ii
)
.
Since according to Proposition 3.4 we may restrict ourselves to x ∈ Ω, we have Hi = Si + Ii = H∗i for each
i. Furthermore, from Table 3 we find that v, d and fq, and bi are all time-independent: hence we may write
v∗ = v, d∗ = d, f ∗q = fq. After substituting Γ = (µˆ+ v∗)S?q − δS?r , Λi = ami
I?q
H∗ S
?
i + (νi − ν˜i)S?i − (γi + ν˜i)I?i and
rearranging we obtain
26
dVee
d t
(x(t)) = µˆS?q
(
2− S
?
q
Sq −
Sq
S?q
)
+v?S?q −v?S?q
S?q
Sq −vSq +vS?q + δS?r
( S?q
Sq −
S?q
Sq
Sr
S?r
)
+ σ˜r (v− ϕ)Sq
(
1− S?rSr
)
+
(
σ˜r
fr
− 1
)
δ (S?r − Sr) + σ(1)r ϕSq
(
1− E(1)?r
E(1)r
)
+ σ
(1)
r
(
δ
fr
E(1)?r − δfr E
(1)
r
)
+
l
∑
i=1
σ
(i)
q δE
(i)
r
(
1− E
(i)?
q
E(i)q
)
+
`
∑
j=1
σ
(j)
q
(
v
fq
E(j)?q − vfq E
(j)
q
)
+
`
∑
j=1
σ
(j+1)
r E
(j)
q v
(
1− E(j+1)?r
E(j+1)r
)
+
`
∑
j=1
σ
(j+1)
r
(
δ
fr
E(j+1)?r − δfr E
(j+1)
r
)
+τq
(
E(`+1)r + Ir
)
δ
(
1− I
?
q
Iq
)
+ τq
(
v
fq
I?q − vfq Iq
)
+ τrvIq
(
1− I?rIr
)
+ τr
(
δ
fr
I?r − δfr Ir
)
+
n
∑
i=0
ϑi (νi − ν˜i)S?i
(
2− S?iSi
)
−
n
∑
i=0
ϑi (νi − ν˜i)Hi +
n
∑
i=0
(υi(νi + γi)− ϑi (γi + ν˜i))I?i −
n
∑
i=0
ϑi (γi + ν˜i) Ii
S?i
Si
+
n
∑
i=0
ϑi (γi + ν˜i) I?i
S?i
Si
+
n
∑
i=0
ϑiami
I?q
H∗ S
?
i +
n
∑
i=0
ϑiami
Iq
HS
?
i −
n
∑
i=0
ϑiami
I?q
H∗ S
?
i
S?i
Si
+
n
∑
i=0
(υi − ϑi)
(
ami
Iq
HSi − (γi + νi)Ii
)
−
n
∑
i=0
υiami
Iq
HSi
I?i
Ii
We may write
dVee
d t
(x(t)) = µˆS?q
(
2− S
?
q
Sq
− Sq
S?q
)
+ F(x), (70)
where
F(x) = v?S?q
(
1− S
?
q
Sq
)
−vSq +vS?q + δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ σ˜r (v− ϕ)Sq
(
1− S?rSr
)
+ σ˜r
δ
fr
S?r
(
1− SrS?r
)
+σ
(1)
r ϕSq
(
1− E(1)?r
E(1)r
)
+ δ
`
∑
j=1
(
E(j)?r
(
σ
(1)
r
fr
− σ(j)q E
(j)
r
E(j)?r
E(j)?q
E(j)q
)
+
(
σ
(j)
q − σ
(j)
r
fr
)
E(j)r
)
+δ
(
τq − σ
(`+1)
r
fr
)
E(`+1)r + δE
(`+1)?
r
(
σ
(`+1)
r
fr
− τq E
(`+1)
r
E(`+1)?r
I?q
Iq
)
+ δ
(
τq − τrfr
)
Ir + δI?r
(
τr
fr
− τq IrI?r
I?q
Iq
)
+v
`
∑
j=1
(
E(j)?q
(
σ
(j)
q
fq
− σ(j+1)r E
(j)
q
E(j)?q
E(j+1)?r
E(j+1)r
)
+
(
σ
(j+1)
r − σ
(j)
q
fq
)
E(j)q
)
+ vI?q
(
τq
fq
− τr IqI?q
I?r
Ir
)
+ vIq
(
τr − τqfq
)
+
n
∑
i=0
ϑi (νi − ν˜i)S?i
(
2− S?iSi
)
−
n
∑
i=0
ϑi (νi − ν˜i)Hi +
n
∑
i=0
(υiνi − ϑi ν˜i)I?i −
n
∑
i=0
ϑi (γi + ν˜i) Ii
S?i
Si
+
n
∑
i=0
ϑi (γi + ν˜i) I?i
S?i
Si
+
n
∑
i=0
ϑiami
I?q
H∗ S
?
i +
n
∑
i=0
ϑiami
Iq
HS
?
i −
n
∑
i=0
ϑiami
I?q
H∗ S
?
i
S?i
Si
+
n
∑
i=0
(υi − ϑi)
(
ami
Iq
HSi − (γi + νi)Ii + γi I?i
)
−
n
∑
i=0
υiami
Iq
HSi
I?i
Ii
.
Note that dVeed t (x(t)) ≤ F(x), since 2−
S?q
Sq −
Sq
S?q
≤ 0 for all x ∈ (R>0)u.
The expression for F(x) may be simplified by choosing
τq =
τr
fr
; σ(`+1)r = frτq; σ
(j)
q = fqσ
(j+1)
r ,σ
(j)
r = frσ
(j)
q for j = `, `− 1, · · ·1, and ϑi = υi for i = 0, 1, · · · , n (71)
from which follows
σ
(j)
r = σ
(1)
r ( fq fr)1−j, for j = 1, 2, · · · , `+ 1; σ(j)q = σ(1)r ( fq fr)1−j f−1r , for j = 1, 2, · · · , `;
τq = σ
(1)
r f−1r ( fq fr)−`; τr = σ
(1)
r ( fq fr)−`.
(72)
Using these substitutions and the fact that the size of the fraction of population in the ith hosts group Hi = Si+ Ii
is constant for i = 0, · · · , n, we get:
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F(x) = v?S?q
(
1− S
?
q
Sq
)
+
(
(σ
(1)
r − σ˜r)ϕ+ (σ˜r − 1)v
)
Sq +vS?q + δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ σ˜r
δ
fr
S?r
(
1− SrS?r
)
− σ˜r (v− ϕ)Sq S
?
r
Sr − σ
(1)
r ϕSq
E(1)?r
E(1)r
+ vσ
(1)
r
`
∑
j=1
E(i)?q
( fq fr)j
(
1− E
(j)
q
E(j)?q
E(j+1)?r
E(j+1)r
)
+ δσ
(1)
r
`
∑
j=1
E(j)?r
fr( fq fr)j−1
(
1− E(j)r
E(j)?r
E(j)?q
E(j)q
)
+δσ
(1)
r
E(`+1)?r
fr( fq fr)l
(
1− E(`+1)r
E(`+1)?r
I?q
Iq
)
+ δσ
(1)
r
I?r
fr( fq fr)l
(
1− IrI?r
I?q
Iq
)
+ vσ
(1)
r
I?q
( fq fr)l
(
1
fr fq
− IqI?q
I?r
Ir
)
+ vσ
(1)
r
fr fq−1
( fq fr)`+1
Iq
+
n
∑
i=0
υi (νi − ν˜i)S?i
(
2− S?iSi
)
−
n
∑
i=0
υi (νi − ν˜i)Hi +
n
∑
i=0
υi(νi − ν˜i)I?i −
n
∑
i=0
υi (γi + ν˜i) Ii
S?i
Si
+
n
∑
i=0
υi (γi + ν˜i) I?i
S?i
Si
+
n
∑
i=0
υiami
I?q
H∗ S
?
i +
n
∑
i=0
υiami
Iq
H S
?
i −
n
∑
i=0
υiami
I?q
H∗ S
?
i
S?i
Si
−
n
∑
i=0
υiami
Iq
H Si
I?i
Ii
Using the fact that all time derivatives in system (1) are zero at the EE, we find: v? I?q = δfr I
?
r , δS?r = fr (v? − ϕ?)S?q ,
vE(j)?q = δfr E
(j+1)?
r for j = 1, 2, · · · , `, and ami I
?
q
H∗ S
?
i = (νi + γi)I
?
i for i = 0, 1, · · · , n. This leads to
F(x) = v?S?q
(
1− S
?
q
Sq
)
+
(
(σ
(1)
r − σ˜r)ϕ+ (σ˜r − 1)v
)
Sq +vS?q + δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ σ˜r
δ
fr
S?r
(
1− SrS?r
)
− σ˜r (v− ϕ)Sq S
?
r
Sr − σ
(1)
r ϕSq
E(1)?r
E(1)r
+ σ
(1)
r
δ
fr
E(1)?r
(
1− E(1)r
E(1)?r
E(1)?q
E(1)q
)
+ vσ
(1)
r
1− fr fq
( fq fr)`+1
(
I?q − Iq
)
+vσ
(1)
r
`−1
∑
j=1
E(i)?q
( fq fr)i
(
2− E
(j)
q
E(j)?q
E(j+1)?r
E(j+1)r
− E(j+1)r
E(j+1)?r
E(j+1)?q
E(j+1)q
)
+ vσ
(1)
r
E(l)?q
( fq fr)l
(
2− E
(l)
q
E(l)?q
E(`+1)?r
E(`+1)r
− E(`+1)r
E(`+1)?r
I?q
Iq
)
+vσ
(1)
r
I?q
( fq fr)l
(
2− IrI?r
I?q
Iq −
Iq
I?q
I?r
Ir
)
+
n
∑
i=0
υi (νi − ν˜i)S?i
(
2− S?iSi
)
−
n
∑
i=0
υi (νi − ν˜i)Hi +
n
∑
i=0
υi(νi − ν˜i)I?i
−
n
∑
i=0
υi (γi + ν˜i) Ii
S?i
Si
−
n
∑
i=0
υi (νi − ν˜i) I?i
S?i
Si
+
n
∑
i=0
υiami
I?q
H∗ S
?
i +
n
∑
i=0
υiami
Iq
HS
?
i −
n
∑
i=0
υiami
Iq
HSi
I?i
Ii
Using relations between components of x? given in (15) we may derive
ϕ?S?q =
δE(1)?r
fr
=
δE(2)?r
fr( fq fr)
= · · · = δE
(`+1)?
r
fr( fq fr)l
=
v(1− fq fr)I?q
( fq fr)`+1
and
δE(j+1)?r
fr( fq fr)j
=
vE(j)?q
( fq fr)j
, j = 1, · · · , l,
and after few algebraic rearrangements, the above becomes:
F(x) =
(
(σ
(1)
r − σ˜r)ϕ+ (σ˜r − 1)v
)
Sq +v?S?q
(
1− S
?
q
Sq
)
+vS?q + δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ σ˜r
δ
fr
S?r
(
1− SrS?r
)
− σ˜r (v− ϕ)Sq S
?
r
Sr − σ
(1)
r ϕSq
E(1)?r
E(1)r
+ σ
(1)
r ϕ
?S?q
(
2`+ 2−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq −
Iq
I?q
)
+ vσ
(1)
r
( fq fr)l
I?q
(
2− IrI?r
I?q
Iq −
Iq
I?q
I?r
Ir
)
+
n
∑
i=0
υi (νi − ν˜i)S?i
(
2− S?iSi
)
−
n
∑
i=0
υi (νi − ν˜i)Hi +
n
∑
i=0
υi(νi − ν˜i)I?i
−
n
∑
i=0
υi (γi + ν˜i) Ii
S?i
Si
−
n
∑
i=0
υi (νi − ν˜i) I?i
S?i
Si
+
n
∑
i=0
υiami
I?q
H∗ S
?
i +
n
∑
i=0
υiami
Iq
HS
?
i −
n
∑
i=0
υiami
Iq
HSi
I?i
Ii
.
We choose σ˜r = σ
(1)
r = 1 to make the initial terms vanish. We also choose υi = aH
fi
νi−ν˜i S
?
q , so that vS?q =
n
∑
i=0
υi(νi −
ν˜i)Hi. Using the fact that ϕ = aH
n
∑
i=0
fici Ii and v = aH
n
∑
i=0
fi (Si + Ii), the above expression becomes:
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F(x) = δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ v
( fq fr)l
I?q
(
2− IrI?r
I?q
Iq −
Iq
I?q
I?r
Ir
)
+ aH
n
∑
i=0
fiS?i S
?
q
(
4− S
?
q
Sq −
S?i
Si
− SiS?i
Sq
S?q
S?r
Sr − SrS?r
)
+ aH
n
∑
i=0
ci fi I?i S
?
q
(
2`+ 5− S?iSi −
S?q
Sq −
Ii
I?i
Sq
S?q
E(1)?r
E(1)r
−
`
∑
j=1
E(j)q
E(j)?q
E(j+1)?r
E(j+1)r
−
`
∑
j=1
E(j)r
E(j)?r
E(j)?q
E(j)q
− E(`+1)r
E(`+1)?r
I?q
Iq −
Iq
I?q
Si
S?i
I?i
Ii
)
+ aH
n
∑
i=0
c¯i fi I?i S
?
q
(
4+ IqI?q −
S?q
Sq −
S?i
Si
− IiI?i
Sq
S?q
S?r
Sr − SrS?r −
Iq
I?q
Si
S?i
I?i
Ii
)
−
n
∑
i=0
υi (γi + ν˜i) Ii
S?i
Si
+
n
∑
i=0
υi(γi + ν˜i)I?i
+
Iq
I?q
n
∑
i=0
υi(γi + ν˜i)I?i −
Iq
I?q
n
∑
i=0
υi(γi + ν˜i)I?i
Si
S?i
I?i
Ii
,
where c¯i = 1− ci, i = 0, · · · , n. Setting νˆi = νi − ν˜i and replacing Hi by S?i + I?i for i = 0, · · · , n gives finally
F(x) = δS?r
( S?q
Sq +
Sr
S?r
− S
?
q
Sq
Sr
S?r
− 1
)
+ I?q
v
( fq fr)l
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S?q
S?r
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.
which together with (70) yields expression (19).
D Nonstandard finite difference scheme
The Nonstandard finite difference scheme uses for the simulations is:
Sp+1i − S
p
i
φ(δt)
= Λi + ν˜iH
p
i − νiS
p
i − ami
Ipq
Hp
Sp+1i + γi I
p
i i = 0, 1, · · · , n
Sp+1q − Spq
φ(δt)
= Γ− µSpq − (dp +vp)Sp+1q + δSpr
Sp+1r − Spr
φ(δt)
= (vp − ϕp)Sp+1q − (µ+ δ)Spr
E(1)p+1r − E(1)pr
φ(δt)
= ϕpSp+1q − (µ+ δ)E(1)pr
E(j)p+1q − E(j)pq
φ(δt)
= δE(j)pr − µE(j)pq − (dp +vp)E(j)p+1q j = 1, 2, · · · , `
E(j+1)p+1r − E(j+1)pr
φ(δt)
= vpE(j)p+1q − (µ+ δ)E(i+1)pr j = 1, 2, · · · , `
Ip+1i − I
p
i
φ(δt)
= ami
Ipq
Hp
Sp+1i − (γi + νi) I
p
i i = 0, 1, · · · , n
Ip+1q − Ipq
φ(δt)
= δE(`+1)pr − µIpq − (dp +vp)Ip+1q + δIpr
Ip+1r − Ipr
φ(δt)
= vp Ip+1q − (δ+ µ)Ipr
(73)
where ϕp = aHp
n
∑
i=0
fici I
p
i ; v
p = aHp
n
∑
i=0
ficiH
p
i ; d
p = aHp
n
∑
i=0
kiH
p
i .
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The time step function φ(t) is defined as
φ(t) =
1− e−th
h
, with h = max(δ+ µ, ν0 + γ0, ν1 + γ1, · · · , νn + γn, ).
Solving (73) for the p+ 1th terms give the following semi-implicit system of difference equations:
Sp+1i =
φ(δt)Λi + (1− φ(δt) (νi − ν˜i))Spi + φ(δt) (ν˜i + γi) I
p
i
1+ φ(δt)ami
Ipq
Hp
i = 0, 1, · · · , n
Sp+1q =
φ(δt)Γ+ (1− φ(δt)µ)Spq + φ(δt)δSpr
1+ φ(δt)(dp +vp)
Sp+1r = φ(δt)(vp − ϕp)Sp+1q + (1− φ(δt)(µ+ δ))Spr
E(1)p+1r = φ(δt)ϕpS
p+1
q + (1− φ(δt)(µ+ δ))E(1)pr
E(j)p+1q =
φ(δt)δE(j)pr + (1− φ(δt)µ)E(j)pq
1+ φ(δt)(dp +vp)
j = 1, 2, · · · , `
E(j+1)p+1r = φ(δt)vpE
(j)p+1
q + (1− φ(δt)(µ+ δ))E(j+1)pr j = 1, 2, · · · , `
Ip+1i = ami
Ipq
Hp
φ(δt)Sp+1i + (1− φ(δt)(νi + γi)) I
p
i i = 0, 1, · · · , n
Ip+1q =
φ(δt)δ(E(`+1)pr + I
p
r ) + (1− φ(δt)µ)Ipq
1+ φ(δt)(dp +vp)
Ip+1r = φ(δt)vp I
p+1
q + (1− φ(δt)(µ+ δ)) Ipr
(74)
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