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A series of molecules related to malonaldehyde, containing an intramolecular H-bond, are used as
the testbed for a variety of levels of ab initio calculation. Of particular interest are the excitation
energies of the first set of valence excited states, np* and pp*, both singlet and triplet, as well as
the energetics of proton transfer in each state. Taking coupled cluster results as a point of reference,
configuration interaction-singles–second-order Møller–Plesset ~CIS–MP2! excitation energies are
too large, as are CIS to a lesser extent, although these approaches successfully reproduce the order
of the various states. The same may be said of complete active space self-consistent-field
~CASSCF!, which is surprisingly sensitive to the particular choice of orbitals included in the active
space. Complete active space–second-order perturbation theory ~CASPT2! excitation energies are
rather close to coupled cluster singles and doubles ~CCSD!, as are density functional theory ~DFT!
values. CASSCF proton transfer barriers are large overestimates; the same is true of CIS to a lesser
extent. MP2, CASPT2, and DFT barriers are closer to coupled cluster results, although yielding
slight underestimates. © 1999 American Institute of Physics. @S0021-9606~99!30226-9#INTRODUCTION
Recent years have witnessed an accelerating interest in
the problem of excited state proton transfer ~ESPT!. This
growth has been fueled by a wide range of potential appli-
cations, including lasers,1,2 energy/data storage devices and
optical switching,3,4 Raman filters and hard-scintillation
counters,5 polymer photostabilizers,6 and triplet quenchers.7
Other uses center about electroluminescent materials with
photochemical stability, resistance to thermal degradation,
and low self-absorption and LED materials.8
Our current understanding of the proton transfer process
in the ground electronic state was achieved largely through a
cooperative effort, wherein experimental information was
complemented by data and concepts derived from quantum
chemical calculations of model systems.9–13 Advances in ex-
perimental techniques have made the excited state process
more amenable to detailed study in recent years, and a
wealth of data now exists.14–21 Unfortunately, the develop-
ment of ab initio methods that can reliably treat excited
states has lagged behind the capability to study the ground
electronic state. Nonetheless, genuine advances have been
made, and such theoretical studies are beginning to
proliferate.22–32
There exist a number of different theoretical methods
that are capable in principle of treating a proton transfer in a
given excited state. In general, each previous calculation has
applied one of these particular theoretical approaches, within
the context of a different basis set, to a different chemical
system. As a result, it is difficult to gauge the reliability and
accuracy of any one given set of calculations; when different
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the potentially bewildering problem of determining which set
of data is most credible.
As an example, a multiconfiguration self-consistent-field
~MCSCF! study of o-hydroxybenzaldehyde33 had difficulty
predicting whether a proton would transfer between the two
oxygen atoms in the first 1pp* state; the H-bond geometry
of this state was rather similar to So . In contrast, complete
active space SCF ~CASSCF! computations of this same
state34 suggested the enol and keto tautomers are nearly
equally stable with an energy barrier of some 15 kcal/mol
separating them. Still different conclusions were derived
from a complete active space–second-order perturbation
theory ~CASPT2! calculation by the same authors, which
indicated that neither the keto nor enol represents a mini-
mum, but rather that the proton sits somewhere between the
two oxygen atoms in the optimum geometry. Another theo-
retical approach predicted the keto as the more stable tau-
tomer of the two, but with a low to nonexistent barrier sepa-
rating them.31
The problem is exacerbated by the paucity of experimen-
tal information that is accurate and quantitative enough to act
as a reliable yardstick by which to measure the performance
of the calculations on the excited-state properties of the mol-
ecules under study. In the absence of such an experimental
gauge, probably the next best test is that of internal consis-
tency: are the theoretical calculations consistent amongst
themselves? What is missing at this point, then, is a compre-
hensive and systematic comparison of several different the-
oretical methods on the same system or set of systems. Such
a comparison would provide information about the level of
reliability of each method. Certain methods might, for ex-
ample, consistently underestimate the energy barrier to pro-
ton transfer, others might have a propensity to favor one© 1999 American Institute of Physics
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Downtautomer over the other on a consistent basis. Indeed, there
may be some methods that are virtually worthless as the data
they provide are not consistent enough to be of use. It is the
central goal of the present communication to perform such a
comparison. The successful identification of theoretical
methods that can reliably treat the excited state proton trans-
fer process would enable calculations to serve a genuine pre-
dictive function, and to help guide workers toward key ex-
periments.
METHODS
The molecules considered in this work are illustrated in
Fig. 1. Malonaldehyde ~M! contains an intramolecular
H-bond connecting two O atoms, which are in turn part of a
five-atom conjugated ring.35 The variants of M pictured in
Fig. 1 are all isoelectronic with malonaldehyde. Replacement
of the two O atoms by NH leads to the diazapentadiene mol-
ecule ~D!.36 A more minor variant on the M theme is
formimidol ~F! which is identical to malonaldehyde, with the
exception of the replacement of the central CH group by a
nitrogen atom.37 In each of the aforementioned systems, the
proton transfer is symmetric in the sense that the product of
the transfer is equivalent to the reactant pictured in Fig. 1.
Such is not the case if only one oxygen atom of malonalde-
hyde is replaced by nitrogen. The tautomer of glyoxalmono-
hydrazine ~G!, wherein the bridging hydrogen is covalently
bound to the oxygen, GO, is quite different from the GN
tautomer resulting from transfer of the hydrogen across to
the nitrogen atom.38 For each system, two configurations
were considered, both of which are planar. The equilibrium
geometries depicted in Fig. 1 belong to the Cs point group.
In order to assess the barrier to proton transfer, the transition
state to this process was identified; these more highly sym-
FIG. 1. Molecules investigated, including their abberviations.loaded 13 Jun 2011 to 129.123.124.169. Redistribution subject to AIP lmetric transition states belong to the C2v point group, with
the exception of the less symmetric glyoxalmonohydrazine,
where the transition state belongs to the Cs point group.
Results reported were obtained with the 4-31G basis
set39 and with 6-311G**;40,41 the latter contains polariza-
tion functions on all atoms, and diffuse functions on nonhy-
drogen atoms. While 6-311G** is of course preferable to
the smaller 4-31G, it might not always be possible to apply
an extended basis, particularly when the molecule under
scrutiny is much larger than those considered here. For that
reason, we compare 4-31G results with 6-311G**, to act as
a guide to errors that might be incurred by workers forced to
restrict their calculations to the smaller set. The comparison
also acts as a means of elucidating the effects of polarization
functions to the excited state properties of the pertinent mol-
ecules.
Electronic states considered in addition to the ground
state were the first few excited valence singlets and triplets,
namely pp* and np*. Geometries were obtained by a full
optimization at the configuration interaction-singles ~CIS!
level42 of each molecule in each given electronic state. In
addition to CIS, energies were computed at various other
levels of theory. Complete active space self-consistent-field
~CASSCF! calculations43,44 were performed using two differ-
ent active spaces: Correlation of six electrons within seven
orbitals is denoted CASSCF~6/7!, while CASSCF~8/8! cor-
relates eight electrons within eight orbitals. ~The details of
the specific orbitals are discussed below.! Second-order per-
turbation theory was used to add correlation effects to the
aforementioned CASSCF wave functions. The complete ac-
tive space–second-order perturbation theory ~CASPT2!
(m/n) nomenclature45,46 refers to the same values of m elec-
trons in n orbitals as in CAS(m/n). The complete active
space calculations were carried out using the MOLCAS-3 ab
initio package.47 For purposes of comparison, the same ge-
ometries were subjected to coupled-cluster calculations both
at the singles/doubles level ~CCSD!,48–50 and with added ex-
trapolation to triples, CCSD~T!.51 Also considered is the den-
sity functional theory, DFT, approach,52,53 the reliability of
which remains largely untested for excited states. Becke’s
three parameter functional was used to model the exchange54
and correlation was included via the functionals of Lee,
Yang, and Parr55 ~B3LYP!. CIS, coupled-cluster, and DFT
computations were performed using GAUSSIAN-9456 and 98.57
RESULTS
The complete active space formalism contains a certain
amount of ambiguity in terms of which particular electrons
and orbitals are chosen for inclusion. For this reason, some
preliminary exploration of this question was conducted here.
For example, within the context of the CASSCF~6/7! study
of malonaldehyde, three different schemes were considered.
As indicated by the first two columns of Table I, the six
electrons are contained in one occupied s orbital ~a8 in this
planar molecule! and two p orbitals (a9). With regard to
which four virtual orbitals are added to these three originally
doubly occupied orbitals for purposes of correlation, the
three choices included zero, one, or two s* orbitals, respec-
tively; the remainder of the four orbitals are of p* type ~4, 3,icense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Active
occupied
orbitals
Active
unoccupied
orbitals E ~CASSCF!, au
a8(s) a9(p) a8(s*) a9(p*) 4-31G 6-311G**
Malonaldehyde ~6/7!
1 2 0 4 2265.304 93 2265.710 76
1 2 1 3 2265.342 66 2265.735 54
1 2 2 2 2265.340 99 2265.721 83
Malonaldehyde ~8/8!
1 3 0 4 2265.316 36 2265.721 40
1 3 1 3 2265.352 13 2265.753 44
1 3 2 2 2265.342 26 2265.744 38
Diazapentadiene ~6/7!
1 2 0 4 2225.689 64 2226.042 69
1 2 1 3 2225.719 38 2226.068 85
1 2 2 2 2225.718 21 2226.067 97
Diazapentadiene ~8/8!
1 3 0 4 2225.700 60 2226.052 76
1 3 1 3 2225.728 57 2226.078 26
1 3 2 2 2225.720 30 2226.064 71
Glyoxalmonohydrazine GN ~6/7!
1 2 0 4 2261.437 78 2261.846 67
1 2 1 3 2261.475 05 2261.876 83
Glyoxalmonohydrazine GN ~8/8!
1 3 0 4 2261.450 27 2261.858 31
1 3 1 3 2261.484 28 2261.888 04
Glyoxalmonohydrazine GO ~6/7!
1 2 0 4 2261.413 53 2261.833 13
1 2 1 3 2261.449 49 2261.863 08
Glyoxalmonohydrazine GO ~8/8!
1 3 0 4 2261.424 79 2261.841 99
1 3 1 3 2261.458 90 2261.873 02and 2!. The CASSCF energies of malonaldehyde are most
negative for the second choice, i.e., one s* and three p*
virtual orbitals. This preference is valid for both the 4-31G
and larger 6-311G** basis sets. The next three rows of
Table I indicate that the same choice of virtuals provides the
lowest energy for the ~8/8! set, wherein the eight electrons
originate in one s and three p occupied MOs. Turning now
to other molecules, this same pattern is repeated for diazap-
entadiene, where again the single s* orbital, coupled with
three p* orbitals, leads to the lowest energy. This choice of
virtual orbitals is optimal for both the 4-31G and 6-31
1G** basis sets, and both ~6/7! and ~8/8! levels. A scan of
the remaining data in Table I illustrates that the optimal
choice of virtual orbitals to include in the correlated space of
the molecules discussed here is the same set of one s* or-
bital, plus three p* orbitals.
The transition states to proton transfer, with the proton
midway between the two pertinent atoms, has a higher de-
gree of symmetry than the equilibrium structures. In the C2v
geometry of the malonaldehyde transition state, for example,
the s orbitals belong to either the a1 or b2 representation;
likewise the p orbitals fall into either the a2 or b1 designa-
tion. The highest lying occupied s orbital is of b2 symmetry,
but various choices were considered for the two or three
occupied p orbitals to be included. A greater range of
choices is possible in terms of the vacant MOs. Examination
of Table II leads to the conclusion that the optimal choice ofto 129.123.124.169. Redistribution subject to AIP lvacant MOs includes one of a1 symmetry (s*), and three
p* orbitals ~one a2 and two b1!.
In summary, the optimal choice of vacant MOs to be
included in the active space for all systems considered, with
either basis set, and in either the equilibrium or transition
state geometry, consists of one s* and three p* orbitals.
This set contains the lone pair MO of the proton-accepting
atom, as well as one vacant s* counterpart. It is the orbital
cluster corresponding to the underlined, i.e., lowest, energies
in Tables I and II that have been used in the calculations
reported below for each system. The CASPT2 approach of
computing dynamic electron correlation takes the CASSCF
wave function as its reference. Hence, one can presume that
the quality of this perturbational approach is directly related
to the value of the reference weight v. For the active spaces
used in the present investigation, v was found to lie in the
range between 0.80 and 0.86.
A modification of the usual CASSCF nomenclature is
introduced in this paper. The m and n in CASSCF (m/n)
normally refer, respectively, to the number of electrons being
correlated and the total number of orbitals ~occupied plus
vacant! included in their space. So as to provide additional
information about which particular orbitals are included, the
(i j /kl) notation is introduced wherein i and j denote the
number of doubly occupied orbitals of s and p symmetry,
respectively; k and l have a similar meaning for the vacanticense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Downloaded 13 Jun 2011 TABLE II. Comparison of CASSCF energies of transition state geometries.
Active
occupied orbitals
Active
unoccupied orbitals E ~CASSCF!, au
a1
~s!
b2
~s!
a2
~p!
b1
~p!
a1
(s*)
b2
(s*)
a2
(p*)
b1
(p*) 4-31G 6-311G**
Malonaldehyde ~6/7!
0 1 1 1 0 0 2 2 2265.266 88 2265.680 77
0 1 1 2 2265.272 38 2265.693 06
0 1 2 1 2265.271 76 2265.692 50
1 0 1 2 2265.297 18 2265.707 90
1 0 2 1 2265.268 30 2265.707 16
Malonaldehyde ~8/8!
0 1 1 2 0 0 2 2 2265.285 09 2265.696 94
0 0 3 1 2265.267 05 2265.682 26
0 1 2 1 2265.287 59 2265.698 27
1 0 1 2 2265.313 24 265.721 22
1 0 2 1 2265.305 89 2265.715 43
1 0 3 0 2265.273 58 2265.684 14
Diazapentadiene ~6/7!
0 1 1 1 0 0 2 2 2225.652 63 2226.003 74
0 1 1 2 2225.663 22 2226.012 64
0 1 2 1 2225.662 94 2226.007 94
1 0 1 2 2225.676 90 2226.026 22
1 0 2 1 2225.676 27 2226.024 87
Diazapentadiene ~8/8!
0 1 1 2 0 0 2 2 2225.670 01 2226.019 22
0 1 2 1 2225.671 64 2226.021 79
1 0 1 2 2225.693 03 2226.040 24
1 0 2 1 2225.685 87 2226.022 41
1 0 3 0 2225.640 17 2225.995 96MOs. Hence, 2(i1 j) is equal to m in the usual notation and
the sum of i1 j1k1l is equal to n.
Excitation energies
The difference in energy between the ground state of
each molecule and the indicated excited state is listed in
Table III. The level of theory is listed at the head of each
column of data. These values refer to 6-311G** adiabatic
excitation energies in that the geometry of each excited state
was optimized. Structures optimized at the CIS level were
used for all excited states.
Considering first the malonaldehyde molecule, all levels
of theory indicate the same energetic ordering of excited
states:
3pp*,3np*,1np*,1pp*,
although there are significant quantitative differences in the
excitation energies. In comparison with the CCSD results for
the two triplets, the CIS–MP2 excitation energies are quite
high. The same is true of the CIS value for 3np*, albeit to a
lesser extent, whereas the CIS excitation energy for
the 3pp* state is curiously low. The DFT excitation ener-
gies are in surprisingly good agreement with the more reli-
able CCSD data.
Coupled cluster theory predicts the 3np* state to be
about 2 kcal/mol higher in energy than the corresponding
singlet. The other methods indicate a larger energy differ-
ence, especially CIS. With respect to the two singlet states,
the CASPT2 excitation energies are the smallest of thoseto 129.123.124.169. Redistribution subject to AIP lreported, and most consistent with CCSD and CCSD~T!.
CIS–MP2 values tend to be the largest, although they are
consistent with the CIS and CASSCF data for the 1pp*
state. With respect to the specifics of the orbitals included in
the CASSCF active space, the excitation energies are not
terribly sensitive to this parameter. However, there is a curi-
ous discrepancy of 15 kcal/mol between the ~12/13! and ~13/
13! excitation energies of the 3np* state, and another differ-
ence of 11 kcal/mol for 1np*. These discrepancies appear to
be washed out when correlation is added: the CASPT2 val-
ues are less sensitive to the number of orbitals included. It
might finally be noted that the coupled-cluster excitation en-
ergies of the two triplets reproduce very closely values pre-
viously computed at the G2 level.58
These patterns are generally repeated for the other mol-
ecules in Table III with a number of minor exceptions. There
is some question as to which of the two excited singlets of D
is lower in energy. The CASPT2 calculations indicate that
the 3pp* state of F lies higher in energy than either of the
two np* states, as does the other dynamic correlated
method, CIS–MP2. Again, the latter method exaggerates the
excitation energies of all four of the states. The same is gen-
erally true of the CIS and CASSCF approaches with the
exception of the lowest lying 3pp* state. The CASPT2 cal-
culations predict a reversal in stability between the two trip-
lets of the GO tautomer, a reversal that is not duplicated by
the other theoretical methods ~with the exception of DFT!,
nor does it occur in GN.
Similar computations were carried out with the smallericense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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State CIS
CASSCF
CIS–MP2
CASPT2
DFT CCSD CCSD~T!~12/13! ~13/13! ~12/13! ~13/13!
Malonaldehyde ~M!
3pp* 56.3 69.3 75.5 109.4 71.6 70.9 68.3 71.5 73.7
3np* 94.5 88.0 103.5 123.0 79.9 76.3 77.8 81.2 83.4
1np* 110.3 97.5 108.4 126.9 83.6 82.2 79.3 83.3 85.5
1pp* 126.1 133.5 134.5 130.6 100.2 94.5
Diazapentadiene ~D!
3pp* 60.5 72.3 69.6 109.9 57.6 60.3 60.3 63.7 65.3
3np* 105.9 101.3 108.0 142.4 86.6 88.3 87.7 91.9 94.5
1np* 123.5 108.9 115.8 147.8 93.8 97.0 90.2 95.7 98.1
1pp* 123.0 130.4 123.4 130.0 93.8 91.9
Formimidol ~F!
3pp* 96.5 92.0 92.8 142.6 91.1 92.4 87.9
3np* 107.2 115.8 126.4 125.7 87.8 83.4 75.0
1np* 118.5 113.9 122.2 124.1 83.6 83.0
1pp* 157.4 147.2 151.9 151.0 117.6 110.6
Glyoxalmonohydrazine (GN)
3pp* 52.9 64.8 65.3 105.1 54.6 55.5 54.8
3np* 80.3 98.5 104.5 125.9 77.3 76.8 63.4
1np* 101.2 98.9 104.9 123.7 81.5 80.8
1pp* 124.3 127.1 122.0 123.6 87.2 81.6
Glyoxalmonohydrazine (GO)
3pp* 45.3 56.2 62.4 100.3 46.4 46.9 48.9
3np* 46.4 78.1 84.3 100.7 32.0 32.5 42.7
1np* 73.6 100.7 106.9 112.6 50.2 50.7
1pp* 119.8 119.7 125.9 124.2 82.0 82.54-31G basis set. The results were much the same as the
6-311G** data reported in Table III, particularly on a
qualitative level. In general, the excitation energies com-
puted with the smaller basis are somewhat lower than the
6-311G** values. One notable exception to this trend lies
in the 1pp* state where the pattern reverses and the smaller
basis tends toward higher excitation energies. But it should
be stressed that these patterns are only general ones, with a
number of exceptions.
Proton transfer barriers
The energy barriers to proton transfer in each of the
systems are reported in Table IV. As indicated above, all
geometries were optimized at the CIS level ~RHF for ground
state!, including not only the minima in the transfer potential,
but also the transition state wherein the proton is approxi-
mately halfway between the donor and acceptor atoms. Be-
ginning the discussion with the ground state of malonalde-
hyde, the CCSD results suggest that the barrier amounts to
4–6 kcal/mol. The barrier is higher by perhaps 2 kcal/mol for
the 3pp* state; the singlet and triplet np* states are higher
still by another 5–7 kcal/mol, and have very similar barriers
to one another.
The DFT barriers reproduce certain aspects of this trend,
particularly the higher barriers in the two np* states, but are
quantitatively unreliable. The CIS barriers are quite a bit
higher than CCSD, and indicate a much larger difference
between the singlet and triplet np* barriers; moreover the
increment between the ground and 3pp* states is too large.
The CASSCF barriers are higher still and are rather sensitive
to choice of active orbitals, indeed erratically so. Incorpora-to 129.123.124.169. Redistribution subject to AIP ltion of dynamic correlation dramatically lowers the barriers.
The CIS–MP2 barrier for the ground state is slightly lower
than the CCSD estimates. The MP2 barriers for the excited
states, however, are much too small, lower than the ground
state. Similar patterns are noted in the CASPT2 results, only
moreso, in that all of the excited states are predicted to have
quite negative barriers ~i.e., the CASPT2 energy of the CIS
transition state geometry is lower than that of the minima!.
These energy barriers are illustrated graphically in Fig.
2. It is first immediately obvious that the CASSCF barriers
are the highest of all, and there is a great deal of sensitivity to
active orbital choice. The ~12/13! and ~13/13! barriers differ
by as much as 10 kcal/mol for the triplets. In contrast, the
CASPT2 barriers are the lowest, and retain some of this or-
bital sensitivity, particularly for the ground state. The CIS
barriers follow the same pattern as the CASSCF results, but
with lower and more reasonable values. The CIS–MP2 bar-
riers can be seen in Fig. 2 to provide values not too much
smaller than the coupled cluster data, although the CCSD
pattern of higher barriers for the excited states, compared to
So , is reversed by CIS–MP2. The DFT results are generally
intermediate between CCSD and CIS–MP2.
Including the 1pp* state into the analysis, one can sum-
marize that the methods that include dynamic correlation
predict lower barriers than do CIS and CASSCF, with the
former not quite as high as the latter. All calculations agree
that the barrier in the 1pp* state is the lowest of all, includ-
ing the ground state. However, the value of this barrier varies
greatly, from highly negative with the CASPT2 procedures
to positive with CIS and the ~12/13! variant of CASSCF. In
fact, the barrier of this state is quite sensitive to the choice oficense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Downloaded 13 Jun 2011 TABLE IV. Proton transfer barriers ~kcal/mol! computed with 6-311G** basis set.
State CIS
CASSCF
CIS–MP2
CASPT2
DFT CCSD CCSD~T!~12/13! ~13/13! ~12/13! ~13/13!
Malonaldehyde ~M!
SO 10.3 17.3 20.2 2.3 5.1 21.8 1.5 5.5 4.1
1pp* 4.3 12.3 24.8 25.8 218.6 210.3
3pp* 21.1 39.5 30.2 20.6 210.1 28.0 1.6 7.5 5.4
1np* 23.7 43.1 40.1 22.8 23.8 23.9 6.1 13.8 10.4
3np* 28.4 49.4 40.9 0.9 24.9 23.2 6.3 14.1 10.9
Diazapentadiene ~D!
SO 16.8 26.7 23.9 8.1 5.7 3.3 6.7 11.2 9.6
1pp* 11.0 16.6 1.1 20.9 214.2 21.7
3pp* 27.2 45.0 40.8 6.8 3.7 3.9 9.7 15.5 13.5
1np* 30.0 44.0 39.5 1.2 6.3 3.8 12.7 18.0 15.4
3np* 34.8 44.7 38.8 3.5 4.9 3.8 12.3 17.7 15.3
Formimidol ~F!
SO 8.9 15.1 19.5 3.3 3.2 21.0 1.7
1pp* 6.3 17.2 211.1 23.7 212.3 25.4
3pp* 24.1 40.4 43.2 0.3 23.3 23.1 3.9
1np* 29.2 33.2 28.6 9.8 22.9 0.0
3np* 30.1 27.6 20.3 9.3 212.3 25.3 13.6
Glyoxalmonohydrazine (GN)
SO 20.2 33.6 26.3 10.5 9.6 10.3 10.5
1pp* 9.0 4.9 4.4 1.1 1.0 21.9
3pp* 22.2 19.9 22.1 2.7 6.6 6.4 7.6
1np* 8.0 32.5 31.0 6.5 9.5 8.9
3np* 3.8 19.7 18.2 2.2 213.2 212.3 2.0
Glyoxalmonohydrazine (GO)
SO 10.5 25.0 16.9 1.5 20.3 0.7 21.6
1pp* 3.8 3.8 28.9 210.4 23.7 212.4
3pp* 20.0 19.2 15.6 23.5 4.9 5.3 1.4
1np* 25.8 22.1 19.6 6.7 30.9 29.4
3np* 27.9 31.5 28.9 16.5 22.1 22.2 10.6active orbitals in the CASSCF procedure, even after second-
order perturbation is included. The barrier computed for the
singlet np* state is not very different than in 3np*.
Patterns of a similar sort can be discerned in the results
of the other symmetric systems in Table IV. Just as for ma-
lonaldehyde, the transfer barriers in the 1pp* state of D and
FIG. 2. Proton transfer barriers computed for malonaldehyde at various
levels of theory.to 129.123.124.169. Redistribution subject to AIP lF are the smallest. Indeed, these barriers are routinely nega-
tive for the dynamically correlated methods. The uncorre-
lated procedures indicate that the barriers of the three other
excited states of M, D, and F are all higher than in the
ground state, and by a considerable amount. The situation is
not so clear cut in the CIS–MP2 and CASPT2 methods
where the barriers tend to be somewhat lower for the excited
states. As a general rule, the CASSCF barriers are the high-
est, followed by CIS. Quite a bit lower are the CIS–MP2
barriers, while the CASPT2 values are the lowest. The
CASSCF and CASPT2 methods retain a great deal of sensi-
tivity to the nature of the orbitals included in the active
space, particularly for the 1pp* state. Of the methods tested
here ~except CCSD!, the DFT results are closest in magni-
tude to CIS–MP2, but by no means do they reproduce them.
Asymmetric system
Unlike the other three systems, the proton transfer po-
tential in glyoxalmonohydrazine is not symmetric. That is,
the GO and GN tautomers are distinct and have different
energies. This energy difference is a matter of some impor-
tance and varies with the electronic state being considered.
The values of DE reported in Table V correspond to
E(GN) – E(GO), such that this quantity is negative when the
GN tautomer is the more stable of the two.
The first row of data in Table V indicates the groundicense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Downloaded 13 Jun 2011 TABLE V. Relative energies ~kcal/mol! of two tautomers of glyoxalmonohydrazine: DE5E(GN)2E(GO)
State CIS
CASSCF
CIS–MP2
CASPT2
DFT~12/13! ~13/13! ~12/13! ~13/13!
SO 29.7 28.6 29.4 29.0 29.9 29.6 212.1
1pp* 25.2 21.1 213.3 211.5 24.7 210.5
3pp* 22.2 20.7 26.5 26.2 21.7 21.2 26.2
1np* 17.8 210.4 211.4 0.2 21.4 20.5
3np* 24.1 11.8 10.7 14.3 35.3 34.7 8.6state value of DE is rather well determined, with very little
sensitivity to the level of theory: the GN tautomer is favored
by 9–10 kcal/mol. The situation is quite different for the
excited states where the result varies a great deal depending
upon the level of theory. Taking the 3np* state as one ex-
ample, all the values of DE are positive, indicating that GO
is the favored tautomer. However, the magnitude of DE is
quite variable. The CIS method predicts a value of 24 kcal/
mol, which is lowered to 14 when MP2 correlation is in-
cluded. In contrast, the CASSCF values are 11–12 kcal/mol,
but correlation acts in the opposite way here, to raise these
quantities, and by a great deal, all the way up to 35 kcal/mol.
The behavior of the 1np* state is similar in that correlation
acts differently upon the CIS and CASSCF values. On the
other hand, the values of DE are quite a bit smaller for the
singlet, some of them less than zero. The values listed for
DE in Table V for the pp* states are all negative so it is
likely safe to conclude that GN is the favored tautomer, as in
the ground state. The magnitude of this preference, however,
is variable. Adding correlation to the CIS method intensifies
the preference, making DE more negative. The result is
cloudier for CASSCF since whether the CASPT2 value is
more or less negative depends upon the particular set of or-
bitals chosen.
In summary, all methods agree that GN is the favored
tautomer in the ground state as well as for the two excited
pp* states, although the magnitude of this preference is
sensitive to theoretical method, and the effect of dynamic
correlation is not consistent from one approach to the next.
With respect to the np* states, CASPT2 calculations unam-
biguously point toward GO as the favored tautomer, as does
CIS. Uncorrelated CASSCF points toward the opposite con-
clusion ~favoring GN! for the singlet.
Calculations of a similar sort were also carried out for
the 4-31G basis set. The results are remarkably similar to the
6-311G** data in Table V in many respects. The ground
state values of DE are again insensitive to level of theory, all
leading to an estimate of about 215 or 216 kcal/mol. The
latter quantity is more negative than that predicted with the
larger set. Indeed, most of the 4-31G estimates of DE are
more negative than the 6-311G** predictions, for the ex-
cited as well as ground states. The differences between the
two basis sets are variable, but can be profound in certain
cases. In the 1np* state, for instance, the CASPT2 result in
the penultimate column of Table V is 120.5 kcal/mol. When
the 4-31G basis set is substituted, this same quantity reverses
sign, becoming 26.0 kcal/mol. One might conclude that the
choice of basis set is not an insignificant factor in computingto 129.123.124.169. Redistribution subject to AIP lthe proton transfer potential of this asymmetric system.
Returning now to the proton transfer barriers, the last
two sections of Table IV refer to the difference in energy
between the peak of the barrier and the GN and GO tau-
tomers, respectively. In those cases where DE is negative, as
is the case for the ground state, and the GN tautomer is the
more stable of the two, the first, viz. GN, barrier is of course
higher than the GO barrier. Many of the patterns noted for
the symmetric molecules are repeated here for glyoxalmono-
hydrizine. The 1pp* barriers are generally the smallest for
each level of theory, considerably lower than that in the
ground state. Electron correlation reduces most of the trans-
fer barriers by quite a bit, both in the comparison between
CIS and CIS–MP2, and that between CASSCF and
CASPT2. The sensitivity to orbital choice in the CASSCF
formalism remains in this asymmetric system.
There are several trends noted in the asymmetric gly-
oxalmonohydrazine that are distinct from the symmetric sys-
tems, and which are initially puzzling. Consider, for ex-
ample, the negative CASPT2 barriers for the 3np* state in
the last row of the GN section of Table IV, making these
values even more negative than for the 1pp* state. Simi-
larly, the np* CASPT2 barriers for the GO configuration
appear anomalously large and positive, in comparison to the
symmetric systems. These initially surprising results are
rooted in the large asymmetry of the proton transfer poten-
tial. As is evident from the CASPT2 entries for DE of the
3np* state in the last row of Table V, the GO tautomer is
favored over GN by some 35 kcal/mol. The deep well in
which GO is located forces the system to climb a high barrier
in order to reach the transition state for proton transfer, ex-
plaining in part the high GO barriers in Table IV. It is hence
clear that any sort of fair comparison between the barriers in
the symmetric and asymmetric systems must include some
way of accounting for the skewing of the transfer potentials
in the latter systems.
In the spirit of Marcus theory, wherein an asymmetric
proton transfer potential is treated as a perturbation upon a
symmetric system,59–62 the asymmetrizing perturbation cor-
responds to the values of DE in Table V. One can take an
arithmetical average of the forward and reverse proton trans-
fer barriers as an estimate of what the barrier would be in a
hypothetical symmetric variant of this molecule, the so-
called Eo
†
.
31 The patterns of these averages, listed in Table
VI, eliminate some of the anomalies noted in the asymmetric
barriers of either GN or GO. As in the case of the symmetric
systems in the upper three sections of Table IV, the barriericense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Downloaded 13 Jun 2011 TABLE VI. Average proton transfer barriers, EO† ~kcal/mol!, in glyoxalmonohydrazine.a
State CIS
CASSCF
CIS–MP2
CASPT2
DFT~12/13! ~13/13! ~12/13! ~13/13!
SO 15.3 29.3 21.6 6.0 4.6 5.5 4.5
1pp* 6.4 4.3 22.3 24.6 21.3 27.3
3pp* 21.1 19.5 18.8 20.4 5.7 5.8 4.5
1np* 16.9 27.6 25.3 6.3 20.2 19.1
3np* 15.8 20.6 23.5 9.3 24.5 5.0 6.3
aComputed as arithmetic average of GN and GO barriers in Table IV.for the 1pp* state is clearly the lowest at all theoretical
levels; adding dynamic correlation to either CIS or CASSCF
substantially lowers each barrier.
Comparison with past work
Some of the patterns noted here are consistent with ear-
lier calculations, although the latter are not complete enough
in and of themselves to draw systematic and definitive con-
clusions. Taking malonaldehyde as one example, Barone and
Adamo58 had found that the DFT and MP2 barriers of the
3pp* state are lower than coupled cluster estimates and that
CIS is much higher. Excitation energies and transfer barriers
obtained by them for the 3pp* and 3np* states using more
extended basis sets are close to 6-311G** estimates.
CASPT2 proton transfer barriers were found to be notably
lower than uncorrelated CASSCF values in
o-hydroxybenzaldehyde34 as well as in @2,28-bipyridine#–
3,38-diol ~Ref. 22! and 5-hydroxytropolone.63 The transfer
barrier in the 1pp* state of salicylic acid28 follows the pat-
tern CASSCF.CIS.CASPT2, again consistent with our
own findings in the more general case. Similarly, the inclu-
sion of correlation has been shown capable of strongly af-
fecting the relative energies of a pair of tautomers.22 MP2
correlation has also been shown to reduce transfer barriers in
a number of systems.35,64,65
With regard to experimental quantities with which the
theoretical estimates may be compared, the literature is quite
sparse. Most of the work concerns malonaldehyde, particu-
larly its ground state. The barrier height for proton transfer
has been estimated from microwave measurements to lie in
the range of 4–7 kcal/mol.66,67 Comparison with the first row
of Table IV suggests the CCSD methods are particularly ac-
curate for this quantity. Averaging of thermochemical prop-
erties for the closely related acetylacetone68 yield a similar
value of 4 kcal/mol. The measurements of the excited states
of malonaldehyde consist largely of tunneling splitting
data.69 A smaller splitting in the 1np* state, as compared to
So ,70–72 confirms the computational finding of a higher bar-
rier in this excited state, ~although later work questioned this
interpretation!.73 Other experimental measurements are con-
sistent with our computational finding that the 1np* state of
malonaldehyde is lower than 1np*.70,72
While there is no information on the asymmetric gly-
oxalmonohydrazine molecule itself, there are a number of
studies of larger systems that contain the OHflN intramo-
lecular interaction within the context of one or more aro-
matic rings. These confirm the computational finding that theto 129.123.124.169. Redistribution subject to AIP lproton transfer barrier is much reduced in the 1pp* state as
compared to So ~Refs. 74–79! but are unable to provide any
quantitative estimates of this small barrier if it exists. The
same may be said for larger molecules containing the
OHflO intramolecular H-bond common to
malonaldehyde.80–86 A recent study29 has indicated that the
1pp* and 1np* states can be rather close in energy for
molecules related to malonaldehyde, consistent with some of
the data in Table III.
SUMMARY
The calculated properties of intramolecular H-bonds in
the ground and excited electronic states are rather sensitive
to the level of theory used for their study. The methods stud-
ied here include the CIS and CASSCF approaches which do
not include dynamic correlation, and those that do such as
CASPT2, MP2, DFT, and coupled-cluster methods. While
all methods yield the same ordering of the various electronic
states, there are significant discrepancies between the pre-
dicted energy separations. MP2 calculations greatly overes-
timate excitation energies, as does CIS although to a lesser
extent. CASPT2 and DFT values are in good agreement with
coupled cluster data. CASSCF excitation energies are
roughly similar to CIS and exhibit a surprising degree of
sensitivity to the particular choice of orbitals included in the
active space in certain cases.
The uncorrelated CASSCF and CIS methods fairly well
mirror the pattern of proton transfer barriers in the various
excited states predicted by coupled cluster, but provide large
overestimates, particularly CASSCF. Moreover, the barriers
computed by the latter procedure are notably sensitive to
choice of active space. The DFT procedure yields a closer
approximation to CCSD, albeit they are underestimated by
several kcal/mol. Lower still are the MP2 and CASPT2 val-
ues, neither of which can be trusted for quantitative accu-
racy.
In the case of the unsymmetric glyoxalmonohydrazine,
the two tautomers are unequal in energy. The bridging pro-
ton prefers association with the N atom in the ground state as
well as for the two pp* states, although the magnitude of
this preference is very sensitive to theoretical method; the
effect of dynamic correlation is inconsistent from one ap-
proach to the next. CASPT2 and CIS calculations of the np*
states favor GO, while CASSCF favors GN for the singlet.
When the asymmetry of the transfer potential is accounted
for by an averaging procedure, many of the anomalies notedicense or copyright; see http://jcp.aip.org/about/rights_and_permissions
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Downin the raw results are eliminated, and the trends become con-
sistent with those observed in the symmetric systems.
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