In this study, an online adaptive optimal control scheme is developed for solving the infinite-horizon optimal control problem of uncertain non-linear continuous-time systems with the control policy having saturation constraints. A novel identifier-critic architecture is presented to approximate the Hamilton-Jacobi-Bellman equation using two neural networks (NNs): an identifier NN is used to estimate the uncertain system dynamics and a critic NN is utilised to derive the optimal control instead of typical action-critic dual networks employed in reinforcement learning. Based on the developed architecture, the identifier NN and the critic NN are tuned simultaneously. Meanwhile, unlike initial stabilising control indispensable in policy iteration, there is no special requirement imposed on the initial control. Moreover, by using Lyapunov's direct method, the weights of the identifier NN and the critic NN are guaranteed to be uniformly ultimately bounded, while keeping the closed-loop system stable. Finally, an example is provided to demonstrate the effectiveness of the present approach.
Introduction
Saturation, backlash and dead zone are common features in real engineering applications. During the past several decades, controller design of non-linear systems with saturating actuators had drawn intensive attention in the control community [1] [2] [3] [4] . The objective of designing a controller is generally to develop stable control schemes for non-linear systems [5, 6] . Nevertheless, stability is only a bare minimum requirement in a system design. The control scheme is often required to guarantee the stability of the closed-loop system, while keeping the prescribed cost function as small as possible. Or rather, optimality is more preferred for controller design of non-linear dynamic systems than stability alone.
From a mathematical point of view, the solution of the optimal control problem can be obtained by solving the Hamilton-Jacobi-Bellman (HJB) equation, which guarantees the sufficient condition for existence of optimality [7] . For linear dynamic systems and quadratic costs, the HJB equation reduces to the Riccati equation, which can accurately be solved by analytical or numerical methods [8] . In case of non-linear systems, the HJB equation is actually a non-linear partial differential equation that is intractable to be solved. Although dynamic programming (DP) provides a way to cope with optimal control problems, a serious drawback about it is that the computation is untenable to be run with the increasing dimension of the non-linear system, which is referred to the well-known 'curse of dimensionality' [9] . In addition, the backward direction of the search obviously prohibits the use of DP in the real-time control. In order to overcome the difficulties for the use of DP, adaptive dynamic programming (ADP) algorithms were developed by Werbos [10] [11] [12] . The ADP approaches employ NNs to derive optimal control forward-in-time. After that, large amounts of ADP methods were developed [13] [14] [15] [16] [17] . However, most of the ADP algorithms are implemented either by an offline process via iterative schemes or need a priori knowledge of system dynamics. In light of the exact knowledge of non-linear dynamic systems generally unavailable, it is intractable to implement these algorithms. Consequently, reinforcement learning (RL) methods are introduced. RL is a class of approaches used in machine learning to methodically revise the actions of an agent based on responses from its environment [18] . A typical structure of implementing RL algorithm is the actor-critic architecture, where the actor performs actions by interacting with its surroundings, and the critic evaluates actions and offers feedback information to the actor, leading to the improvement in performance of the subsequent actor [19] .
Up to now, many researchers have studied optimal control problems for non-linear systems based on RL methods [19] [20] [21] [22] . Abu-Khalaf and Lewis [20] presented an offline algorithm based on RL to solve the HJB equation of optimal control of fcontinuous-time (CT) non-linear systems with input having saturation constraints. By using the algorithm, the actor and the critic were sequently tuned and the solution of the HJB equation was successively approximated. In order to derive online optimal control for CT non-linear systems, Vamvoudakis and Lewis [21] proposed a novel algorithm based on RL to synchronously tune the critic and the actor. However, the exact knowledge of CT nonlinear systems is indispensable in [20, 21] . After that, Bhasin et al. [22] presented a projection algorithm to derive the optimal control of uncertain non-linear CT systems. Based on the algorithm, the requirement of the prior knowledge of non-linear dynamics was relaxed. Meanwhile, the actor, the critic, and the identifier were all simultaneously tuned. Nevertheless, a shortcoming of the method is that the use of the projection algorithm demands the selection of a predefined convex set so as to make the target NN weights remain in the set, which is a challenge. In addition, unfortunately, the algorithm proposed in [20, 21] and [22] , all required the initial stabilising control. There is no a general approach developed to derive such a control. From mathematical perspectives, the initial stabilising policy is actually a suboptimal control. The suboptimal control is generally difficult to obtain since it is often impossible to give analytical solutions for partial differential equations. Accordingly, the initial stabilising control is a rather restrictive condition. Recently, Dierks and Jagannathan [23] relaxed the requirement of initial stabilising control using a single online approximator-based framework. However, the exact knowledge of the system dynamics is still required. In addition, the saturation of the control input is not taken into consideration. As mentioned before, plenty of real-world applications of feedback control involve control actuators with amplitude limitations. The control design techniques that ignore the actuators' limitation may give birth to undesirable transient response and cause system instability.
Motivated by the above work, in this paper, an online adaptive optimal control scheme is developed for solving the infinite-horizon optimal control problem of uncertain non-linear CT systems with the control policy having saturation constraints. A novel identifier-critic architecture is presented to approximate the HJB equation using two neural networks NNs: an identifer NN is used to estimate the uncertain system dynamics and a critic NN is utilised to derive the optimal control instead of typical action-critic dual networks employed in RL. Based on the developed architecture, the identifier NN and the critic NN are tuned simultaneously. Meanwhile, unlike initial stabilising control indispensable in policy iteration, there is no special requirement imposed on the initial control. Moreover, by using Lyapunov's direct method, the weights of the identifier NN and the critic NN are guaranteed to be uniformly ultimately bounded (UUB), while keeping the closed-loop system stable.
The main contributions of this paper include the following:
1. To the best of our knowledge, it is the first time that an identifier-critic architecture is developed to derive optimal control of uncertain non-linear CT systems with input constrains. Based on the architecture, the identifier NN and the critic NN are tuned simultaneously. 2. Compared with [21, 22] , a clear advantage of the developed control scheme in this paper is that no initial stabilising control is required. Meanwhile, the optimal control is derived by using only one critic network, instead of the action-critic dual networks. In addition, another obvious advantage of this paper as compared with [21] lies in that the knowledge of the internal system dynamics is not required, that is, f (x) is unknown in system (1). 3. This paper extends the work of [23] to derive optimal control for uncertain non-linear CT systems with saturating actuator. The stability analysis of non-linear CT systems with saturating actuator is more difficult than those regardless of saturating actuator. By using a novel modified weight tuning law for the critic NN and employing Taylor series, the difficulties of stability analysis is successfully overcome. 4. Unlike most identifier using a linear-in-parameter (LP) NN [24, 25] , the presented identifier utilises a non-linearin-parameters (NLP) NN. NLP NN is generally considered as more powerful than LP NN used to estimate the system dynamics [26] .
The rest of this paper is organised as follows. The problem statement and preliminaries are presented in Section 2. Identifier design is proposed in Section 3. Online optimal neuro-controller design with constrained controls is developed in Section 4. Stability analysis and performance of the closed-loop system is indicated in Section 5. Simulation results are provided to show the effectiveness of the proposed control scheme in Section 6. Finally, several concluding remarks are given in Section 7.
For convenience, notations are listed here, which will be used throughout the paper.
• R denotes the real number, R m and R m×n denote the real m-vector and the real m × n matrix, respectively. I n represents n × n identity matrix. If there is no special explanation, T is a transposition symbol.
• · stands for any suitable norm. When z is a vector, z denotes the Euclidean norm of z. When z is a matrix, and z denotes Frobenius norm of z.
• is a compact subset of R n and A is a subset of
Problem statement and preliminaries
For purpose of the present paper, we consider the non-linear CT system given in the forṁ
with state x(t) ∈ ⊆ R n and control
where α i is the saturating bound for the ith actuator. f (x) ∈ R n is an unknown non-linear function, g(x) ∈ R n×m is a matrix of non-linear functions. It is assumed that f (0) = 0 and f (x) + g(x)u is Lipschitz continuous on containing the origin, such that the solution of system (1) is unique for any given initial state x 0 ∈ and control u ∈ A. System (1) is stabilisable in the sense that there exists a continuous control u ∈ A that asymptotically stabilises the system on .
The value function for system (1) is generally described by
where r(x, u) = Q(x) + W(u), and Q(x) is continuously differentiable and positive definite, that is, ∀x = 0, Q(x) > 0 and x = 0 ⇔ Q(x) = 0, and W(u) is positive definite. In order to confront bounded controls in system (1) and inspired by the work of [20, 27] , we define W(u) as
and ψ(·) is a bounded one-to-one function satisfying |ψ(·)| ≤ 1 and belonging to C p (p ≥ 1) and L 2 ( ). Meanwhile, ψ(·) is a monotonic odd function with its first derivative bounded. It is significant to state that W(u) is positive definite since ψ −1 (·) is a monotonic odd function. Without loss of generality, in this paper, we choose ψ(·) = tanh(·).
Definition 1: (UUB [28] ) The equilibrium point x e of system (1) is said to be UUB, if there exist positive constants b and c, independent of t 0 ≥ 0, and for every a ∈ (0, c), there is T = T (a, b) > 0, independent of t 0 , such that
Objective of control:
The control objective is to derive an online adaptive control not only stabilises system (1) but also minimises the value function (2), while ensuring that all the signals involved in the closed-loop system are UUB.
Prior to continuing our discussion, we present the following required assumption.
Assumption 1:
The control matrix g(x) is known and bounded, that is, there exist positive constants g m and
Identifier design
In control engineering, NNs are considered as powerful tools for approximating non-linear functions owing to their properties of non-linearity, adaptivity, self-learning and fault tolerance. In this section, a single-hidden layer feedforward NN is applied to approximate
is a nonlinear function to be detailed subsequently) as follows [29] 
where σ (·) ∈ R N1 is the activation function, ε 1 (x) ∈ R n is the NN function reconstruction error, V 1 ∈ R n×N1 and W 1 ∈ R N1×n are the weights for the input layer to the hidden layer and the hidden layer to the output layer, respectively. The number of the hidden layer nodes is denoted as N 1 . In general, activation functions for σ (·) are bounded, measurable, non-decreasing functions from the real numbers onto [−1, 1], which include, for instance, hyperbolic tangent function σ (x) = (e x − e −x )/(e x + e −x ) etc. Without loss of generality, in this paper, we employ hyperbolic tangent function σ (x) as the activation function.
Since the dynamics of system (1) is uncertain, we need to identify the system for deriving the optimal control. From plant (1), we have thaṫ
where F (x) = f (x) − Ax, and A ∈ R n×n is a known constant matrix. By using (3), (4) can be developed bẏ
The NN identifier approximates system (1) aṡ
wherex(t) ∈ R n is the identifier NN state,Ŵ 1 ∈ R N1×n ,V 1 ∈ R n×N1 are weight estimates, and ν(t) ∈ R n is the robust feedback term defined as ν(t) = χx with the identification errorx (t) x(t) −x(t) and the design matrix χ ∈ R n×n selected such that A − χ is a Hurwitz matrix.
By using (5) and (6), the identification error dynamics is given byẋ
Before showing the stability of the identification error x(t), we need to present some mild assumptions and facts. It is worth pointing out that these assumptions are common techniques, which have been used in [7, 22, 25, 30] .
Assumption 2:
The NN weights W 1 and V 1 are bounded over the compact set by known positive constants W M1 and V M1 , respectively. That is
Assumption 3: The NN function reconstruction error ε 1 (x) is bounded over the compact set as ε 1 (x) ≤ ε M1 , where ε M1 is a known positive constant.
Fact 1:
The NN activation function is bounded by a known positive constant over the compact set , that is, there exists
Fact 2: Since A − χ is a Hurwitz matrix, there exists a unique positive-definite symmetric matrix P ∈ R n×n satisfying the Lyapunov equation
where α > 0 is a design parameter.
Theorem 1: Let Assumptions 1-3 hold, if NN weight estimatesŴ 1 andŴ 2 are updated aṡ
with design parameters l i > 0 and
T , where sgn(x k ) (k = 1, . . . , n) is a sign function with respect tox k [32] . Then, the NN identifier developed in (6) can ensure that the identification errorx(t) converges to the small compact set x = {x : x ≤ 2B/α} (10) where B is defined as in (16) . In addition, the error dynamics of NN weight estimatesW 1 = W 1 −Ŵ 1 andṼ 1 = V 1 −V 1 are all guaranteed to be UUB.
Proof: Consider the Lyapunov function candidate
where
Taking the time derivative of J 1 (t) in (11) and using Facts 1-2, we have thaṫ
where δ M is the upper bound of δ(x), that is, δ(x) ≤ δ M . Actually, by Assumptions 1-3 and Fact 1, one can easily draw the conclusion that δ(x) in (7) is a bounded function since the control is constrained.
On the other hand, taking the time derivative of J 2 (t) in (11) and using weights update laws (8) and (9), we obtain thaṫ
Observing that tr(
m×n , we can rewrite (13) aṡ
where β = (A − χ) −1 . Combining (12) with (14) and noting that I N1 − (V T 1x ) ≤ 1, we obtain thaṫ
Selecting κ 1 > β 2 l 1 /4, κ 2 > l 2 and from (15), we derive thaṫ
ThereforeJ (t) is negative as long as x(t) > 2B/α, where B is defined as in (16) . That is, the system identification errorx(t) converges to the compact set x defined as in (10) . Meanwhile, according to the standard Lyapunov extension theorem [30] , this demonstrates the uniformly ultimate boundedness of the NN weight estimates error W 1 andṼ 1 .
Online optimal neuro-controller design with constrained controls
This section consists of two subsections. In the first subsection, the HJB equation for constrained non-linear CT systems is developed. Then, an online NN-based optimal control scheme is presented.
HJB equation for constrained non-linear CT systems
Since system (1) can be approximated by (6) outside of the small compact set x , we replace system (1) with (6) in the subsequent discussion. Meanwhile, system state x(t) is replaced byx(t), and (6) is represented bẏ
t). The value function (2) is rewritten as
Definition 2: (Admissible control [32] ) A control u(x) : R n → R m is said to be admissible with respect to (18) on , written as u(x) ∈ A ( ), if u(x) is continuous on , u(0) = 0, u(x) stabilises system (17) on , and V (x 0 ) is finite for everyx ∈ .
Given a control u(x) ∈ A ( ), if the associated value function V (x) ∈ C 1 ( ), its infinitesimal version of (18) is the so-called Lyapunov equation
where Vx ∈ R n denotes the partial derivative of V (x) with respect tox. Define the Hamiltonian for the control u(x) ∈ A ( ) and the associated value function V (x) by
Then, the optimal cost V * (x) can be obtained by solving the HJB equation
Suppose that the minimum value on the left-hand side of (19) exists and is unique. Then, the closed-form expression for constrained optimal control is derived as
Substituting (20) into (19), we derive the HJB equation for constrained non-linear systems as
Then, we can rewrite (21) as
where C(x) is defined as in (21) . Nevertheless, one shall find that (22) is intractable to solve since it is actually a partial differential equation with respect to V * x . In order to overcome the difficulty, an online NN-based optimal control scheme is developed. Prior to presenting the optimal control scheme, we develop the following required lemma.
Lemma 1:
Consider system (17) with the associated value function V (x) as in (18) and the optimal control (20) , let L 1 (x) be a continuously differentiable radially unbounded Lyapunov candidate function such thatL 1 (x) =L 1x (h(x) + g(x)u) < 0 withL 1x the partial derivative of L 1 (x) with respect tox. Meanwhile, let (x) ∈ R n×n be positive definite on , that is, for ∀x = 0, (x) > 0 andx = 0 ⇔ (x) = 0, and there exist positive constants such that ρI n ≤ (x) ≤ I n (ρ < ), for ∀x ∈ [30] . In addition, let (x) = ∞ when x = ∞ and there exists
Then, one can derive that
Proof: Taking the time derivative of (18) and employing (20) , we have thaṫ
By utilising (23) and (25), we derive that
Hence, one can obtain (24) by premultiplying both sides of (26) with L T 1x .
Online NN-based optimal control scheme
The purpose of this subsection is to design an online optimal control scheme by using a unique critic NN. According to the universal approximation property of feedforward NNs [29] , V (x) in (18) can accurately be represented as
where V 2 ∈ R n×N2 and W 2 ∈ R N2 are the weights for the input layer to the hidden layer and the hidden layer to the output layer, respectively. N 2 is the number of the neurons. Since the inner weights are generally initialised randomly and kept constant, the activation function
and the set {σ j (x)}

N2
1 is selected to be linearly independent. ε 2 (x) is the NN function reconstruction error. The derivative of V (x) with respect tô x is given by
with ∇σ (x) = ∂σ (x)/∂x and ∇σ (0) = 0. By using (28), (20) can be represented as
. Similarly, with the aid of (28), (22) can be rewritten as
with ξ 2 ∈ R selected between 1 − tanh 2 (C(x)) and 1 − tanh 2 (L 1 (x)), and ξ 3 ∈ R m chosen between C(x) and L 1 (x).
Remark 1:
It was shown in [20] that the HJB approximation error ε HJB converges to zero as the number of hidden layer neurons N 2 increases. That is, for ∀ ε h > 0, there exists a positive N 0 (depending only on ε h ) such that N 2 > N 0 implies ε HJB ≤ ε h .
Since the ideal NN weight W 2 is typically unknown, (27) cannot be implemented in real control process. Therefore we employV (x) to approximate the value function in (18) aŝ
whereŴ 2 is the estimation of W 2 . The weight estimates error for the critic NN is defined as
By utilising (31), the estimate of (20) is written aŝ
From (31) and (33), we derive the approximate Hamiltonian as
where (32) and (34), we derive that
That is,
where sgn(L i (x)) ∈ R m is a sign vector-valued function [32] . Therefore by (35) and (37), we obtain that
where 1 (x) is a bounded function since W 2 is generally set to be bounded and λ is a constant.
In order to obtain the minimum value of e, it is desired to minimise the objective function E = 1 2 e T e with the gradient descent algorithm. However, tuning the critic NN weights to minimise E alone does not guarantee the stability of system (17) during the learning process of NNs. For ensuring the algorithm can be implemented online, a novel weight update law for the critic NN is developed bẏ
is defined as in Lemma 1, F 1 and F 2 are tuning parameters with suitable dimensions, and (x,û) is described by
Remark 3: From the expression of (34) and (39), one shall find thatx = 0 gives birth to H (x,Ŵ 2 ) = e = 0 andẆ 2 = 0. That is, when the system statex(t) goes to zero, the approximated value functionV (x) will no longer be updated. However, the optimal control might not be obtained at finite time t 0 , which makes x(t 0 ) = 0. In order to avoid this circumstance from occurring, probing noise is added to the control input, that is, persistency of excitation (PE) condition is required.
By the definition of φ in (39), we have that ∇σ h(x) = φ + λ∇σ g(x) tanh(L 2 (x)). Therefore (38) can be represented by
and (41), we derive thaṫ
A general schematic programming of the proposed control algorithm is presented in Fig. 1 .
Stability analysis and performance of the closed-loop system
The purpose of this section is to present our main results by employing Lyapunov's direct method. Before engaging in developing the main theorem, we need to provide a mild assumption as follows: With the aid of Assumptions 1-4 and Facts 1-2, our main theorem is derived as follows:
Theorem 2: Consider the non-linear CT system described by (1) with associated HJB equation (22) . Let Assumptions 1-4 hold and take the control input for system (1) as in (33). Moreover, let weights update laws for the identifier NN be (8) and (9), and let the critic NN weight tuning law be given by (39). Then, the system identifier errorx(t), the NN weight estimates errorsW 1 ,Ṽ 1 , andW 2 are guaranteed to be UUB.
Proof: Consider the Lyapunov function candidate
2 . Taking the time derivative of (43) and using Theorem 1, we obtain thaṫ
By using (42), we derive the last term in (44) aṡ
Combining (44) with (46) and selecting F 1 and F 2 such that K is positive definite, we obtain thaṫ
where σ min (K) denotes the minimum eigenvalue of K, and
Owing to the definition of (x,û) in (40), (47) is divided into the following two cases for discussion:
Case 1: (x,û) = 0. By the definition of (x,û) in (40), we know that the first term in (47) is negative. Since x > 0 is guaranteed by persistent excitation, one can draw the conclusion that there exists a constant τ , such that 0 T . It is significant to point out that, under this circumstance, the initial control can not stabilise system (54). That is, no initial stabilising control is required for implementation of the algorithm. From this fact, one shall find that a distinct advantage of the developed algorithm in this paper as compared with the method proposed in [21] lies in that there is no special requirement imposed on the initial control rather than the initial stabilising control is indispensable in [21] . To guarantee the PE qualitatively, a small exploratory signal n(t) = sin 5 (t) cos(t) + sin 5 (2t) cos(0.2t) is added to control policy u(t) for the first 10 s.
The computer simulation results are presented in Figs. 2-8. Fig. 2 presents the trajectories of system state x(t). Fig. 3 indicates the performance of the system identification error. Fig. 4 shows the 2-norm of the weights for the identifier NN. Fig. 5 provides the performance of the convergence of the critic NN weights. Fig. 6 presents the optimal controller with actuator saturation. In order to make comparison with the controller without considering the actuator saturation, we use Figs. 7 and 8 to show the system state and the controller designed separately regardless of the actuator saturation. The actuator saturation actually exists; therefore, the control input is limited to the bounded value when it overruns the saturation bound. From Figs. 2-8 , it is observed that the identifier NN weights and the critic NN weights are tuned simultaneously. It is also observed that the system states, and the estimates weights of both the identifier NN and the critic NN are all guaranteed to be UUB, while keeping closed-loop system stable. In addition, comparing Fig. 6 with Fig. 8 , one shall find that the restriction of actuator saturation has been successfully overcome.
Conclusions
This paper develops an online adaptive optimal control scheme for solving the infinite-horizon optimal control problem of uncertain non-linear CT systems with saturation actuators. An identifier-critic architecture is first time used to approximate the HJB equation. Two NNs are employed in this architecture: a robust NN is utilised to estimate the uncertain system dynamics and a critic NN is used to derive the optimal control instead of typical action-critic dual networks. Based on the developed architecture, the identifier NN and the critic NN are tuned simultaneously. Meanwhile, no initial stabilising control is required. By using Lyapunov's direct method, the weights of the identifier NN and the critic NN are guaranteed to be UUB, while keeping the closed-loop system stable. A limitation of the method is that the structure of non-linearities should be known first. In our future work, we will focus on designing optimal controllers for unknown non-affine non-linear CT systems without initial stabilising control policy.
