A new class of survival frailty models based on the Generalized Inverse-Gaussian (GIG) distributions is proposed. We show that the GIG frailty models are flexible and mathematically convenient like the popular gamma frailty model. Furthermore, our proposed class is robust and does not present some computational issues experienced by the gamma model. By assuming a piecewise-exponential baseline hazard function, which gives a semiparametric flavour for our frailty class, we propose an EM-algorithm for estimating the model parameters and provide an explicit expression for the information matrix. Simulated results are addressed to check the finite sample behavior of the EM-estimators and also to study the performance of the GIG models under misspecification. We apply our methodology to a TARGET (Therapeutically Applicable Research to Generate Effective Treatments) data about survival time of patients with neuroblastoma cancer and show some advantages of the GIG frailties over existing models in the literature.
Introduction
When dealing with time to event data, the most popular statistical approach is the proportional hazards model by Cox (1972) . This model is based on the hazard function and accommodates well censored and truncated data, which are key elements in survival analysis.
One situation in which the proportional hazards model can be deficient occurs when unobserved sources of heterogeneity are present in the data. This might be explained by the lack of important covariates in the study, which are difficult to measure or were not collected because the researcher did not know its importance in the first place. In this case, the deficiency of the proportional hazards model is the assumption of a homogeneous population. Another common situation in which the proportional hazards model is problematic occurs when there is correlated survival data. The correlation arises, for example, when repeated measures are collected for each individual or when some common traits such as biological or environmental factors are shared.
The described situations are usually treated by assuming a frailty model configured as a natural extension to the Cox model. This approach introduces a latent random component that acts multiplicatively in the hazard function for an individual or a group of individuals. The univariate frailty modeling can handle unobserved sources of heterogeneity and independence is assumed among individual frailties. One of the multivariate versions of this methodology known as shared frailty model was introduced by Clayton (1978) , which was motivated by the analysis of familial tendency in disease incidence. The author assumed that individuals in the same group share the frailty term and a positive dependence between those individuals is created.
In both univariate and multivariate versions, fitting the unobserved risk components is of most importance to properly evaluate the covariate effects. Some distributions in R + are commonly assumed for the frailty term having certain desired mathematical properties, since the inferential aspects of the frailty models pose additional difficulties in comparison with usual mixed models due to censoring and truncation. The gamma distribution is the most common choice for this task. This is a model that became very popular due to its mathematical convenience, being explored by several authors such as Vaupel et al. (1979) , Oakes (1982) , Oakes (1986) , Klein (1992) and Yashin et al. (1995) . Other well known options in this field are the parametric inverse-Gaussian (Hougaard, 1984) , positive stable (Hougaard, 1986) , log-normal (McGilchrist and Aisbett, 1991) and power variance family (Crowder, 1989; Hougaard et al., 1992) frailty models.
Semiparametric versions of a frailty model are often preferred in the literature, since it allows the estimation of regression effects without the need to explicitly impose a particular form for the baseline hazard function. Assuming a parametric formulation for this function can be restrictive, since the analysis is bounded by the possible shapes of the chosen function. In addition, the parametric formulation can be difficult to identify or to test for adequacy. There are different methods to develop semiparametric versions of frailty models. For instance, the approach introduced by Klein (1992) , which is based on a modified EM algorithm involving the Cox proportional hazards model. Other possible strategies are the penalized partial likelihood functions introduced by Therneau et al. (2003) , piecewise constant hazards (Kim and Proschan, 1991) with raising number of pieces and splines, among others. In this paper, we will focus on the piecewise constant hazards approach. Although this is a parametric model at all, it is quite flexible since we do not have to assume any specific form for the baseline hazard function, which gives a semiparametric flavour. For a discussion about the advantages of this choice, we refer Lawless and Zhan (1998) . Other contributions on frailty modeling are due to Balakrishnan and Peng (2006) , Wang and Klein (2012) , Callegaro and Iacobelli (2012) , Farrington et al. (2012) , Unkel and Farrington (2012) , Chen et al. (2013) , Enki et al. (2014) , Molenberghs et al. (2015) , Putter and van Houwelingen (2015) , Balakrishnan and Pal (2016) , Leão et al. (2017) , Unkel (2017) and Barreto-Souza and Mayrink (2019) , just to name a few. For a good account on frailty models, we recommend the books by Hougaard (2000) , Wienke (2011) and Hanagal (2019) .
Our chief goal in this paper is to introduce a new class of frailty models based on the generalized inverse-Gaussian (GIG) distributions, which has some advantages over existing models in the literature, as it will be shown along the paper. Our proposal praises for efficiency in terms of computation and flexibility without compromising mathematical tractability, since all the main expressions have closed forms, like in the gamma model. It is worth to mention that both GIG and power variance function (PVF) families are infinitely divisible (for instance, see respectively Barndorff-Nielsen and Halgreen (1977) and Hanagal (2019) ), so that a natural question can arise: Is there some connection between them? In fact, they share the inverse-Gaussian model as a common member (in our case this model is obtained by taking λ = −1/2; see Remark 2.1) but the other cases are different; the Laplace transform of the GIG distributions given in Eq.
(2) of this paper is different from the PVF Laplace transform given in Subsection 5.5 from Hanagal (2019) .
We now highlight some important contributions of this present paper as follows. (i) Robustness. In simulation studies we show that the GIG distribution ensures the flexibility we seek, as the model can return optimal results when data is generated with different frailty distributions. (ii) Mathematical tractability. We provide closed forms for the unconditional density, survival and hazard functions related to the generalized inverse-Gaussian frailty model. Further, the conditional distribution of the frailty given the data is again GIG distributed. This kind of conjugacy, also true for the gamma case, is attractive and it allows us to provide an EM-algorithm with closed E-step. Therefore, our proposed frailty models enjoy the same mathematical and analytical tractability of the gamma model. We are unaware of other existing frailty model having all these features. (iii) Cluster survival data. Although the neuroblastoma data considered here is not clustered, we introduce our model in a more general setting allowing clustered data analysis. (iv) Computational tractability. Some numerical problems are experienced in the data analysis through gamma frailty model, in contrast with our proposed class of GIG models. This paper is organized as follows. In Section 2, we introduce the class of GIG frailty models and obtain some basic results. In Section 3, we discuss maximum likelihood estimation under the parametric case and propose an EM-algorithm (Dempster et al., 1977) for estimating the parameters with focus in the piecewise exponential baseline assumption, where the key expressions and a detailed description are provided. In Section 4, we present a comprehensive Monte Carlo simulation study, for the EM-approach, where the robustness of the GIG frailty model under misspecification is compared with other existing models in literature. Statistical analysis based on GIG frailty models to a TARGET (Therapeutically Applicable Research to Generate Effective Treatments) data about survival time of patients with neuroblastoma cancer is addressed in Section 5. Discussion about our findings and some points to be attacked in future works are presented in Section 6.
Model specification and basic results
This section introduces the GIG frailty models. We begin by discussing the case without covariates. The inclusion of covariates will be addressed in next section. The Generalized Inverse-Gaussian distribution with parameters λ ∈ R, a > 0 and b > 0 has the following density
where K λ (x) = ∞ 0 u λ−1 exp{− t 2 (u + u −1 )} du denotes the third kind modified Bessel function. A random variable X with density function (1) is denoted by X ∼ GIG(a, b, λ).
Some basic properties of the GIG distribution are presented next. The Laplace transform associated to (1) is given by
, for t > −a/2.
(2)
The moments of a GIG distributed random variable X are given by
Having a closed form for the Laplace transform is an advantage in the construction of frailty models. This is justified by the fact that the marginal survival and density functions of the frailty model can be found through this expression. The fact that the Laplace transform of the gamma distribution has a closed form is one of the reasons for the popularity of such model. The main structure of our proposed class of frailty models is given in what follows.
Definition 1. Assume Z is a random variable following a GIG distribution with parameters a = α −1 , b = α −1 and λ > 0, where α > 0; we denote Z ∼ GIG(α −1 , α −1 , λ). Consider the time to event of an individual to be denoted by a random variable T , where the latent effect Z acts multiplicatively in the baseline hazard function. Conditional on Z, the hazard function is given by h(t|Z) = Z h 0 (t). Here h 0 (t) is the baseline hazard function and Z is the frailty variable.
Remark 2.1. A motivation for assuming the GIG distribution for the frailty term is that, for a fixed λ, there are several known special cases of this distribution. The inverse-Gaussian (IG), reciprocal inverse-Gaussian (RIG), hyperbolic (HYP) and positive hyperbolic (PHYP) frailty models are obtained by choosing λ = −1/2, λ = 1/2, λ = 0 and λ = 1, respectively. Hence, by changing the value of λ, one can fit different frailty distributions to the data.
Remark 2.2. The parameterization considered for our frailty class is such that the IG case (λ = −1/2) satisfies E(Z) = 1 and Var(Z) = α. This is the parameterization considered for IG frailty model in the literature; see Wienke (2011) .
Through known results on frailty modeling, we can obtain the marginal survival function S(·) and density f (·) of T . In line with the Definition 1, we denote by h 0 (t) the baseline hazard function and H 0 (t) = t 0 h 0 (u) du the cumulative baseline hazard function. The marginal survival function is
, for t > 0.
From (4) and by using the recurrence identity of the Bessel function
, we obtain that the marginal density function assumes the form
Next, we discuss another way of characterizing the frailty distribution that was introduced by Farrington et al. (2012) , which is the relative frailty variance (hereafter RFV). The RFV is a measure of how the heterogeneity of the population evolves over time. This function can be used as a way to compare patterns of dependence among different frailty models and is obtained through the Laplace transform of the frailty distribution. Let J(s) = log L(−s), where L(·) is the Laplace transform and µ is the expected value of the frailty. Then, RFV(s) = J (−s/µ)/J (−s/µ) 2 ; see Eq. (3) from Farrington et al. (2012) . The expressions required to calculate the RFV for the GIG frailty model are given in Appendix A. In Figure 1 , we present the evolution of the RFV(s) function for the IG, RIG, HYP and PHYP frailties. For the four distributions under comparison, we find for each of them the root of the equation RF V (0) − 0.7 = 0. That is, the value of α for which RFV(0) is equal to 0.7. In this way we can better compare how their evolutions differ, since they have the same starting point.
The results of Figure 1 evidence similarity within the GIG family regarding the RVF evolution. All special cases have shown decreasing RFV over time, which means that individuals who survive tend to be less heterogeneous (or less dependent) over time. What differentiates among the distributions under comparison is the speed in which this happens. This can be observed in the curvature of the trajectory RF V (s) versus s. The most strong curvature is related to the inverse Gaussian model. As a consequence, in this frailty distribution the decrease in heterogeneity (or dependence) occurs more quickly. The PHYP distribution shows a slower decay. The HYP and RIG models have intermediate behaviors for the evolution of the relative frailty variance.
We end this section by calling attention to the fact that the proposed methodology is not restricted to the four options of λ discussed in Remark 2.1. These special cases are considered in the simulation studies developed ahead and we believe that they provide enough material to understand the main aspects related to the GIG class. Another strategy indicated for practical applications, as we will consider for the neuroblastoma data analysis, is testing a grid of λ values and choosing the one that maximizes the loglikelihood function. In other words, the strategy is to perform a profile likelihood approach for estimating λ.
GIG frailty model for clustered survival data
This section explains the GIG frailty model in two contexts: one including a regression structure and the framework extending the analysis to the multivariate case. In the univariate approach, each individual has its own frailty value. This version is applicable, for example, when important covariates are missing from the analysis or when individual heterogeneity is naturally present. On the other hand, in shared frailty models, individuals in a group share the frailty value, which creates a positive dependence among them. With that, we are able to model correlated or clustered survival data. Evidently, this can be reduced to the univariate approach when groups are formed by one observation each. As mentioned previously, although the data considered here is univariate, we introduce our class of frailty models in a more general setting and, therefore, they can be applied for broad situations.
Assume m clusters with the i-th cluster having n i individuals, for i = 1, · · · , m. Here T 0 ij and C ij denote the failure and censoring times for the individual j = 1, · · · , n i in the i-th cluster. The total sample size is n = m i=1 n i . In addition, let T ij = min{T 0 ij , C ij } be the observable response variables and δ ij = I{T 0 ij ≤ C ij } the failure indicator. Naturally, the frailty Z i is associated to the i-th cluster. In order to complete the model specification, we make the assumptions that given Z i , {(T 0 ij , C ij ); j = 1, · · · , n i } are conditionally independent and that T 0 ij and C ij are independent for all j. Another assumption we rely on is that the censoring times within a cluster {C ij ; j = 1, · · · , n i } are non-informative with respect to Z i for all i.
Conditional on the frailty, the model has a structure similar to the proportional hazards model in Cox (1972) . The frailty term Z i is inserted as follows h(t ij |Z i ) = Z i h 0 (t ij ) exp(x ij β), for t ij > 0, where x ij is the vector of covariates of the j-th individual from the i-th cluster.
In the forthcoming discussion, we present maximum likelihood estimation for the parametric case, where a specific form for the baseline hazard function needs to be assumed. Further, we propose an EMalgorithm for estimating the model parameters with focus on the piecewise exponential baseline hazard function, which provides a model flexibility since we do not impose any specific shape for that function.
Maximum likelihood estimation
In this section, we present the unconditional survival and density functions to construct the likelihood function and perform maximum likelihood estimation under the parametric approach. The joint survival function of a cluster can be found through the Laplace transform of the frailty variable in (2). The joint survival function associated to the i-th cluster is
for t ij > 0 ∀i, j. The joint density associated to this survival function is
where
Let θ = (β, H 0 , α) be the parameter vector and (θ) denotes the log-likelihood function. Here, λ is assumed to be fixed. Using the expressions in (5) and (6) together with Lemma 1 from Appendix A, we can write the log-likelihood function as
In order to fit a parametric GIG frailty model, we specify the baseline hazard function h 0 (·) and obtain the parameter estimates by maximizing the log-likelihood function through numerical optimization methods. Some of them are available in R through the function optim; this includes the BFGS and Nelder-Mead methods (Fletcher, 2000) . In this paper, we assume a Weibull baseline hazard in the parametric approach; this leads to the following formulations h 0 (t) = σγt γ−1 and H 0 (t) = σt γ , for t > 0 and σ, γ > 0.
EM-algorithm
We here propose an EM (Expectation-Maximization) algorithm (Dempster et al., 1977) for estimating the parameters. Further, we follow Lawless and Zhan (1998) for the choice of h 0 (·) to be a piecewiseconstant hazard function (also known as piecewise exponential hazard function). These authors argue that the use of the piecewise-constant hazard function avoids many problems associated with nonparametric and semiparametric methods for incomplete survival data, but still provides a high degree of robustness. We will denote this approach by PE-GIG model, where PE stands for piecewise exponential baseline hazard function.
The baseline hazard function of a piecewise exponential distribution is given by
where t (l) denotes the l-th ordered time and 0 = t (0) < min{t i ; i = 1, · · · , n} = t (1) < · · · < t (k) ≤ max{t i ; i = 1, · · · , n} = t (k+1) are the pre-specified cut points. This implies that the cumulative baseline i+1) and i = 0, · · · , k. Kim and Proschan (1991) introduced the estimation of the survival function through the piecewise exponential estimator; they considered as many partitions as the number of observed failures. However, we will follow the steps in Lawless and Zhan (1998) that showed, through simulation studies, that frailty models based on the piecewise constant hazards often provides satisfactory results for estimating parameters when 8-10 pieces are admitted.
The estimation of parameters will be done via an EM algorithm. This type of algorithm is appropriate to handle the presence of missing/latent data in the likelihood function and has been used in the literature of frailty models by Klein (1992) , Wang and Klein (2012) , Callegaro and Iacobelli (2012) and more recently by Barreto-Souza and Mayrink (2019), just to name a few. In the Expectation (E) step, we compute the conditional expectation of the complete log-likelihood function given the observed data, evaluated at the current parameter estimates; this is called Q-function. In the Maximization (M) step, we maximize the Q-function. The new estimates obtained in the M step are used to update the Q-function. We iterate between the these steps until a pre-specified convergence criterion is reached.
The complete data set is denoted by (t ij , δ ij , Z i ), for j = 1, · · · , n i and i = 1, · · · , m. We observe the pairs (t ij , δ ij ) and the Z i 's are the latent random effects. The complete log-likelihood function can be written as
In order to determine the E-step, we need to find the conditional distribution of Z i given the observed data {(t ij , δ ij )} n i j=1 . By using basic properties of conditional densities, it can be shown that this conditional distribution is a GIG law. More specifically, we have that
The Q-function is the conditional expected value of the complete log-likelihood function given the observed data at the current estimated parameter values. In other words, we can write
where θ (r) denotes the estimated vector of parameters of the EM-algorithm in the r-th step. The result depends on the expectations
Details about these terms are presented in next proposition.
Proposition 1. (E-step of the EM algorithm) For i = 1, · · · , m, we have that
Proof. It follows immediately by using (3) and (8).
Using the previous expressions and assuming a piecewise exponential hazard for h 0 (t) as stated in (7), provided a fixed set of cut points, we have fully defined our Q-function. The EM-algorithm establishes simpler expressions to be maximized rather than running a direct maximization procedure based on the observed likelihood function in (7) with a piecewise constant hazard function. In addition, applying the EM approach allows us to do the optimization separately for (β, η) and α. A complete description of the EM-algorithm for the GIG frailty models is given in Algorithm 1 including initial guesses for initialization of the procedure.
In order to obtain the standard errors of the parameter estimates, we choose to work with bootstrap resampling (Efron, 1979) . The main reason for this strategy is the possibility to avoid cumbersome numerical derivatives that would be necessary to perform the procedure in Klein (1992) , which is based on the observed Fisher Information matrix.
Algorithm 1 EM-algorithm for the class of PE-GIG frailty models 1: Provide initial guesses for the parameters. Denoting θ (r) as the estimate of the set of parameters at step r, β (0) will be the coefficients obtained by fitting the proportional hazards model through the R package survival. Set α (0) = 1 and η
. The term t (l) represents the l-th change point, for l = 1, · · · , k. The expression for η (0) k is the maximum likelihood estimator of the rate of an exponential distribution in each given interval using only the failure times within that interval.
2: Update the Q-function using the expressions found for ω i (θ) and κ i (θ) with θ = θ (r) .
3: Use the expressions of h 0 (t) and H 0 (t), based on the piecewise exponential distribution, and numerically obtain the maximum likelihood estimates of β and η by maximizing Q 1 . For this task, we chose to work with the optim function in R under the BFGS maximization routine (Fletcher, 2000) . The new estimates of the parameters are denoted by β (r+1) and η (r+1) . 
Simulation studies
This section shows simulation studies where the main aim it to evaluate the performance, in terms of estimation, of the PE-GIG frailty models under misspecification of the frailty distribution. We study scenarios in which the data are generated with gamma, inverse Gaussian, generalized exponential and log-normal frailties. We fit to each synthetic data set the IG, RIG, HYP and PHYP frailty models with different numbers of change points for the piecewise constant hazard function and run 1000 Monte Carlo replicas in each scenario. We fit the semiparametric versions of the gamma and GE frailty models, described in the literature, to compare with the models proposed in the present paper.
For the data generated with gamma, generalized exponential and log-normal frailties, we consider the sample sizes of m = 200 and m = 500 with clusters formed by n i = 2 individuals each, resulting in total sample sizes of 400 and 1000. In addition, we explore λ misspecification by generating data with inverse-Gaussian frailty and fitting the other special cases. In this context, we consider m = 20 and m = 100 with n i = 10 for all i. This way we maintain the total sample size and are able to test the model under data with larger clusters. In this scenario, we do not report the results of the GE model because the explicit expressions of this model are available for clusters up to size 2.
Given the frailties, the failure times T 0 ij were generated from a Weibull distribution with γ = 2 and σ = 0.25. The censoring times C ij were generated, independently of T 0 ij , following a Weibull distribution with parameters γ = 2 and σ = 0.05. The observed data are T ij = min{T 0 ij , C ij } and δ ij = I{T 0 ij ≤ C ij }. With this configuration, we have a percentage of approximately 30% of censored observations. In all scenarios, we consider two covariates that were generated from the Bernoulli(0.5) and Uniform(−1, 1) distributions with the true values of their effects being (β 1 , β 2 ) = (1.5, −1.0). The true value of α was set to be 1. Fitting the IG, RIG, HYP and PHYP models is done considering 5 and 10 change points for the piecewise baseline hazard function. The semiparametric versions of the gamma and GE models evaluated here are based on the Cox partial likelihood function, therefore, they do not require a cut point specification.
The parameter α represents the frailty variance only in the gamma and IG options. Hence, in each case an appropriate transformation of this parameter is calculated so that we obtain the frailty variance. Table 1 : Empirical mean and root mean square error (RMSE) of the estimates for β 1 , β 2 and for the frailty variance of gamma distributed frailty data with sample size m = 200. Rows represent the fitted model. The true values of the parameters are β 1 = 1.5, β 2 = −1 and α = 1 (true frailty variance is 1). (2019), where it is noted that the model given by
In other words, the comparison of the frailty variance should be done through the transformation Var(Z * i ) = Var(Z i )/E(Z i ) 2 . The proper transformation for each model is done so that they are comparable and is reported in the column named "Var" in the forthcoming tables.
In Table 1 we present the empirical mean and root mean square error (RMSE) of the estimates of the parameters obtained through 1000 Monte Carlo replicas. Here the data were generated with gamma frailty and sample size m = 200, with n i = 2 for all i. We fit to this data the gamma, GE and GIG frailty models.
As can be seen, the correctly specified model clearly underestimates the frailty variance. This is something that was also observed by Barreto-Souza and Mayrink (2019) in their simulations. In that paper it is pointed that the difficulty in estimating α in the gamma frailty model can be due to the flat shape of its associated Q-function. We note here a clear advantage of the PHYP, RIG and GE models in estimating this quantity, as they returned smaller RMSEs than the true model. Although the gamma case is the true model in this scenario, it showed the greatest bias in the estimation of covariate effects. The lowest RMSEs in the estimation of β 1 and β 2 are due to GIG frailties. When k = 10, the RIG, HYP and PHYP returned excellent average estimation of these coefficients, showing some advantage over the GE model as well. Table 2 shows that, in general, increasing the sample size does not lead to a significant decrease of the RMSE in any of the models. Note that the correctly specified frailty model continued to provide the large biases in the estimation of fixed effects and high underestimation of the frailty variance. Regarding the frailty parameter, the model that returned the best results was the PHYP frailty model. Still, the special cases IG, HYP and RIG also displayed excellent estimates of covariate effects, especially when k = 10.
In next scenario, data is generated with inverse-Gaussian frailty, one particular case of our proposed class. We have two main goals here: (i) evaluate the other particular cases under misspecification of λ and (ii) explore how the proposed model behaves under larger cluster sizes. For this task, we consider the 2: Empirical mean and root mean square error (RMSE) of the estimates of β 1 , β 2 and for the frailty variance of gamma distributed frailty data with sample size m = 500. Rows represent the fitted model. The real values of the parameters are β 1 = 1.5, β 2 = −1 and α = 1 (true frailty variance is 1 total sample sizes of 400 and 1000 as before, but n i = 10 for all i. Table 3 contains the mean and RMSE of the estimates obtained in 1000 Monte Carlo replicas of this simulation study. Note that, as expected, the true model estimates well the fixed effects and the frailty variance. In this scenario the gamma frailty model displays good estimates of the fixed effects but high RMSE for the frailty variance. In the comparison involving the particular cases of the GIG frailty, one can see that the choice of λ does not affect the estimation of the covariate effects, but only the frailty variance. In terms of this quantity, besides the true model, the HYP case is the one presenting the smallest RMSE in the group under comparison. This behavior is also anticipated since the λ value corresponding to this special case is zero, being the closest to the true λ (−0.5; inverse-Gaussian case). We observe that the further the estimate of λ is separated from its true value, the greater is the underestimation of the frailty variance. Even so, all GIG frailties estimated this quantity with smaller RMSEs than the gamma model. Table 4 contains the results of a similar simulation study assuming the total sample size being 1000. We observe a similar behavior in relation to what is shown in Table 3 , where all models estimate well the fixed effects and the best estimation of the frailty variance is due to the correctly specified model. Likewise in the gamma scenario, increasing sample size did not produce a significant reduction in RMSE.
Simulation studies were also performed generating data with GE and log-Normal frailty distributions. The results are reported in Appendix B. In the GE scenario, the gamma frailty model showed the highest RMSEs when estimating the two covariate effects. All special cases of the GIG model returned smaller bias in the estimation of β 1 and β 2 than those from the correctly specified model when k = 10. The best estimate of the frailty variance was due to the GIG special case PHYP. In the log-Normal scenario, we concluded that the gamma and GE frailty models underestimated the frailty variance when the true frailty distribution is log-normal, which was also observed in Barreto-Souza and Mayrink (2019) . Here the poorest performance is due to the gamma model. Not only it displays the highest bias in the estimation of the frailty variance, but β 1 and β 2 also show RMSEs that are considerably higher than those for the other models. All GIG special cases and the GE frailty model yield very good estimates of the covariate effects, but this does not occur for the frailty variance. The model that best estimated this last quantity was the Table 3 : Empirical mean and root mean square error (RMSE) of the estimates for β 1 , β 2 and for the frailty variance of IG distributed frailty data with total sample size equal to 400 (m = 20 with n i = 10 for all i). Rows represent the fitted model. The true values of the parameters are β 1 = 1.5, β 2 = −1 and α = 1 (true frailty variance is 1). Table 4 : Empirical mean and root mean square error (RMSE) of the estimates of β 1 , β 2 and of the frailty variance for IG distributed frailty data with total sample size equal to 1000 (m = 100 with n i = 10 for all i).
Rows represent the fitted model. The real values of the parameters are β 1 = 1.5, β 2 = −1 and α = 1 so real frailty variance is also 
Real data application
To illustrate the proposed methodology in this paper, we explore clinical data of children diagnosed with neuroblastoma cancer collected by the Therapeutically Applicable Research to Generate Effective Treatments (TARGET) initiative. Neuroblastoma is a type of cancer that originates in primitive forms of the nerve cells of the sympathetic nervous system. We aim to evaluate the effect of MYCN gene amplification and the presence of hyperdiploid chromosomes in the DNA content of the tumor cell on the survival time of patients. Although the amplification of the MYCN gene is commonly associated with a worse prognosis, the role of hyperdiploid chromosomes in the evolution of tumors still remains an ongoing question in cancer research. The prognosis of the presence of an abnormal number of chromosomes is not well understood as different conclusions have been drawn with respect to different types of cancer.
For instance, Dastugue et al. (2013) associated higher ploidy to a better the prognosis for childhood B-acute lymphoblastic leukemia. In the same vein, Carroll (2013) added that hyperdiploidy seems to favor a beneficial impact in leukemogenesis, possible being a consequence rather than a driver of malignancy. However, Donovan et al. (2014) recognized glioblastoma hyperdiploid tumor cells as a potential contributor to tumor evolution and disease recurrence in adult brain cancer patients. Following this argument, one of our aims in this data application is to reliably assess the effect of hyperdiploid chromosomes on the prognosis of children with neuroblastoma cancer by the usage of appropriate statistical methodology.
Neuroblastoma data description and preliminary analysis
The Therapeutically Applicable Research to Generate Effective Treatments (TARGET) program is intended to study the molecular changes causing childhood cancers. The main goal of this initiative is to collect data allowing researchers to work towards the development of effective and less toxic treatments. The program makes avaliable online data files of multiple cancer types that can be found in the TARGET data matrix section of their website https://ocg.cancer.gov/programs/target/data-matrix; it is necessary to request permission from the National Cancer Institute to use this data, as we did. In this paper, we explore the clinical data of the neuroblastoma cancer containing patient survival data and multiple covariates. As described in their related homepage, the neuroblastoma cancer arises in immature nerve cells of the sympathetic nervous system, primarily affecting infants and children. It accounts for 12% of childhood cancer mortality, those between 18 months and 5 years of age being the most affected.
We work with the subset of patients classified as high risk by the Children's Oncology Group (COG), categorization that determines the type of treatment to be received. Of the total of 533 high risk patients with a known vital status, we selected 315 observations that had full information recorded so to test the influence of multiple variables. Among these 315 individuals, 178 of them deceased until the end of the study and the others were right censored. In a preliminary analysis, we assessed the significance of several covariates in the survival time of the patients. Some of them are: The International Neuroblastoma Staging System (INSS stage) that is a clinically and surgically based staging system used to categorize tumor extent; the International Neuroblastoma Pathology Classification Mitosis Karyorrhexis Index Category (MKI); the patient's age at diagnosis; the patient's gender; the International Neuroblastoma Pathology Classification Tumor Cell Differentiation Degree Category, among others. At this stage, we selected covariates using the Cox model and the log-rank test. From this, we kept the variables MYCN gene amplification (categorized and Amplified or Not Amplified) and Ploidy, that is DNA Ploidy Analysis by Flow Cytometry Result Category, described as Diploid (DI=1) or Hyperdiploid (DI>1), with no interaction among them.
An important and well-known tool to explore time to event data is the Kaplan-Meier estimate of the survival function, introduced in the seminal paper by Kaplan and Meier (1958) . In Figure 2 , we report this graph for the two covariates selected. We observe that the distance between the curves does not remain proportional over time, indicating that the Cox model is not appropriate for this data application.
Our modeling strategy is to apply frailty models where the proportionality of hazards is not suitable. At the same time, such approach allows to account for individual heterogeneity not explained by the covariates. For instance, it is reasonable to expect that biological distinctions (e.g. genetic features) exist among the patients.
In addition to the proposed GIG class, we employ well-established frailty models with implementations available in R program, as would most commonly be done in practice. We seek among the competitive models a robust estimation of the covariate effects and frailty variance. A reliable estimation of this quantities is crucial for our data application. The hazard ratios of MYCN and Ploidy will tell us about the influence of these variables in the patients' survival times, facilitating a prognosis assessment and contributing to the discussion about the role of hyperdiploid chromossomes in cancer cells. In addition, the frailty variance is also of interest as it informs how much heterogeneity to expect among the survival times of high risk neuroblastoma patients.
Statistical analysis of neuroblastoma data
In this section we analyze the TARGET neuroblastoma data using the proposed class of GIG frailties and also well-established frailty models. Our goal is to compare how our models perform in comparison to the frailty models commonly used in practice. Our response variable is the time (in months) from diagnosis to the last follow-up or death of the patient. We work with the subset of patients classified as high risk according to a system developed by the Children's Oncology Group (COG). This data set contains 315 observations, where 178 events are recorded and 137 are censored. We investigate the effects of two covariates on the survival time of the patients. They were selected after the preliminary analysis described in Section 5.1. The covariates are: (i) MYCN Status, it corresponds to MYCN gene amplification status and is categorized as amplified or non-amplified; and (ii) Ploidy (DNA Ploidy Analysis by Flow Cytometry Result Category), categorizes the DNA content of the tumor cell as diploid or hyperdiploid.
We compare the estimation of the hazard ratios and frailty variance among the four special cases of the GIG class as well as the gamma, Positive Frailty Variance (PVF) and log-Normal frailties. By using univariate frailty models, we account for non-observed individual risk factors. We focus on semiparametric/quasisemiparametric implementations of aforementioned models since no information about the parametric form of the baseline risk function is avaliable. Besides, testing the adequacy of parametric forms of this function is not an easy task. We fit the semiparametric implementations of the gamma, PVF and log-normal frailty models available in the R packages frailtyEM (Balan and Putter, 2019) and frailtySurv (Monaco et al., 2018) . According to Barreto-Souza and Mayrink (2019) , the popular Gamma frailty model can present problems in the estimation of the frailty variance depending on the form of the likelihood to be maximized. Trying to circumvent this, two different implementations of this model are investigated here. We fit the versions in frailtyEM and frailtySurv packages. In the first, a non-penalized log-likelihood function is maximized while in the former a pseudo full likelihood approach is employed.
We choose the number of cut points (named k) for the GIG class by fitting each special case for a range of k from 3 to 30. We notice that for the IG, HYP, RIG and PHYP frailties, the smallest AIC values were among k from 10 to 15, with small variation in this range. Hence, we choose k = 10 and present the results with this configuration. Table 5 contains the results of the fitting the aforementioned frailty models to the TARGET neuroblastoma data. In addition to the parameter estimates, we report the exponential of β mycn and β ploidy , i.e. the hazard ratio, which gives us the practical interpretation of the regression coefficients. See Wienke (2011) for a proper interpretation of these hazard ratios for frailty models.
It is immediate that the parameter estimates vary considerably among the fits of the different models. Evidently, there is great variability in the estimation of the frailty variance, but the regression coefficients are also not immune to that. Furthermore, frailty variance related parameter, indicated in the column α, displays huge standard errors under the gamma (frailtySurv) and log-normal models. We highlight that in the frailtySurv package standard errors are computed through Bootstrap replication, as are the ones in the GIG class. To provide a fair comparison, the same number of replicas (1000) was used to produce the results in both cases.
Having found a significant variability of results among different frailty models and its implementations, we seek to investigate the robustness of the estimates produced in each case. We propose to examine this through a bootstrap study where, in each replication, we sample 200 out of the 315 observations and fit the models under comparison. After a number of replications, we can assess the variation of the parameter estimates. More specifically, we examine how these vary around the maximum likelihood estimates gathered from the fit to the entire data set. Naturally, the less variability, more consistent the model is and more reliable are the estimates obtained from the complete data. This study is also motivated by the fact that model selection tools are scarce in the frailty models literature. It is specially hard in this case where the competing models employ different forms of the likelihood and distinct forms of the baseline risk functions.
The study is performed using 1000 bootstrap replicas. We report the results in Figures 3 and 4 where each box corresponds to one of the models and the colors to the frailty distribution. Figure 3 contains the boxplots of the hazard ratio estimates for the covariates Amplified MYCN and Diploid Ploidy. We center those around the values obtained from fit to the complete data set, that we refer as the "true" value. Figure 3 : Results of Bootstrap study for centered hazard ratios to the left. Plot to the right is just a zoom of the left one.
In the left-side plot, we can see that there is a greater variability on the estimation of the hazard ratio of MYCN under the fits of the gamma and PVF frailties in comparison to the competing models. Meanwhile, the log-normal and GIG frailties behave well, which is evidenced by their narrower boxes that are concentrated closely to the "true" value. As it concerns Ploidy, the right-hand side plot shows that there is a less striking difference among the models under comparison. Although both gamma fits seem to produce more outliers, in general all the models are reasonably robust when estimating the effect of the Ploidy variable. Figure 4 contains the result of this study for the frailty variance. In this case, we center and scale the frailty variance estimates around the "true" values to avoid any interference of the different scales. On the left-hand side, all the models under comparison are included, where the log-normal frailty clearly does not perform like the other ones. It displays high outlier values and is located further from zero then the other models. We filter out the log-normal boxplot from the right-side plot to be able to compare among the other cases. Now, we identify the gamma fits to be less consistent and can points advantages towards the HYP and RIG models whose boxplots are the narrowest and concentrated more closely to zero.
We conclude that the HYP and RIG special cases of the GIG family were the most robust models for estimating the three quantities of interest in the application to the TARGET neuroblastoma data set. They return consistent estimates of both the hazard ratios and frailty variance, something that is not achieved by the competing models. In sum, this study points out that the fits of the HYP or RIG frailty models to the complete data set should be preferred to draw conclusion about the covariate effects and the population heterogeneity in this neuroblastoma data study. Having shown advantages towards the GIG class in this data application, we propose to make model selection among a broader range of GIG models by considering several values of λ. Hence, we present the selection of λ based on a grid of values. The grid of λ is set between −5 and 5 with 0.1 spacing. We calculate the value of the log-likelihood function for the set of parameter estimates obtained under each different λ.
The result is reported in Figure 5 where it is evident that the value λ = 0 achieves the highest loglikelihood value. The irregularity of the log-likelihood function on the right is most likely due to the numerical instability of the Bessel function, but this does not compromise our choice for λ = 0 since the function is well behaved around this point. This result goes in accordance with the conclusions drawn from our Boostrap simulation study, where we pointed out the HYP(λ = 0) or RIG(λ = 0.5) cases to be preferable. Furthermore, by combining these results, we can conclude that the most suitable model to the data in terms of model selection is also a robust choice, as desired. To summarise, our main goal in the application of frailty models to the TARGET neuroblastoma data set was to conclude about the effects of the two genetic covariates and patient heterogeneity. We fitted different frailty models where individual heterogeneity not explained by the covariates was captured by a random effect. A considerable variability in the results when using different frailty distributions was highlighted. We proposed to tackle this by checking the robustness of the estimates through a bootstrap study where we fit each model several times to samples of the original data set. By doing this, it is evidenced that two special cases of the GIG class produce consistent estimates with advantages over the others. Further, we use a profile-likelihood approach to select the most suitable λ value. In this analysis, we used an extensive grid of λ values to take into consideration a range of GIG models and not only its special cases. The result indicates λ = 0 to be preferred, which corresponds to the HYP frailty. At the end, we are able to show that the GIG frailty chosen through model selection via profile likelihood is also robust, as ideal.
Hence, we draw our conclusions using parameter estimates of the HYP frailty model. We have that the failure rate of patients with amplified MYCN is 1.721 times that of patients with the unamplified status, conditional on the same frailty. In addition, the failure rate of patients with diploid chromosomes is 1.634 times that of patients with hyperdiploid chromosomes, given the frailty value. Further, there is large effect of the patient individual heterogeneity, reflected by the frailty variance of 3.550. The statistical result on the effect of an amplified MYCN gene agrees with what is mentioned in Yoshimoto et al. (1999) . According to the authors, the MYCN amplification has proven to be an independent prognostic factor for identifying rapid tumor progression and predicting poor prognosis independent of age and clinical stage. As for the presence of hyperdiploid chromosomes in the DNA content of tumor cells, this is a factor in which there is no consensus on its prognostic influence and seems to differ between different types of cancer. Through the analysis of the TARGET neuroblastoma data, we can see that there is evidence that the presence of diploid cells is a protective factor in the lifetime of children with high-risk neuroblastoma cancer, whose biological reasons, evidently, have yet to be investigated.
Discussion
In this paper we proposed a flexible class of frailty models based on the generalized inverse-Gaussian (GIG) distributions, which enjoy mathematical tractability like the gamma frailty model. Further, we illustrated through Monte Carlo simulation that the GIG models are robust to the specification of the frailty distribution and by varying λ we capture distinct behaviours of the random effect.
Through simulation studies, we were able to evaluate the behavior of the GIG class of frailty models under misspecification. The proposed model proved to be robust as it was able to yield satisfactory estimates of the covariate effects in all scenarios. Under gamma and GE artificial data, there was a particular case of our class that performed better than the correct specified model. It was also possible to obtain a particular case that performed properly when the true frailty was log-normal distributed; this is the scenario in which the competing models returned high biased estimates. In addition, we explored the fit of the GIG special cases under misspecification of λ. Our findings indicate that, although it affects the estimation of the frailty variance, misspecifying λ does not influence largely the estimation of the fixed effects.
We highlight that, as expected, there is no single model that is appropriate in all situations. The frailties obtained by fitting the special cases of the GIG distribution showed different behaviours in the simulation studies. This evidences that they can capture distinct dependence structures providing the desired flexibility. We emphasize the advantage of having a robust and flexible model such as the GIG frailty in hand, because identifying the true frailty distribution is not a simple task in practical problems and using selection and diagnostic methods are still scarce in this field.
A complete statistical analysis was conducted comprising the most commonly used frailty models and the class of GIG frailties with the goal of producing reliable conclusions about the effects of the amplification of the MYCN gene and the presence of hyperdiploid chromosomes on the survival times of children with neuroblastoma cancer. After identifying that the fitted models yielded considerably different results, we compared the robustness of the parameter estimates among them. This was done via a Bootstrap study which showed the HYP and RIG special cases to be the most consistent. A profile likelihood approach was used to select λ, indicating the choice of the HYP frailty. Having agreement between the results from the robustness study and the profile likelihood approach, we use the fitted HYP frailty model to draw conclusions about the covariate effects and the population heterogeneity. We highlight that this real data application illustrates how our class can be advantageous in practical situations.
Future research includes applying GIG frailty models in other contexts such as current status data. Another point of interest to be attacked is to propose a time-varying GIG frailty model. One possibility of fulfilling this task is to assume a time-varying frailty given by Z(t) ≡ w(t, Z), where w(t, Z) = Z h 0 (t) , for t > 0, Z follows a GIG distribution as described in this paper and h 0 (·) denotes the baseline hazard function. This structure was introduced by Enki et al. (2014) , with Z following a generalized gamma distribution. As argued by these authors, time-varying frailty models can be applied to study infectious diseases. We hope to explore this point and submit our findings in a future paper.
At this point, we apply the recurrence identity on the Bessel function previously mentioned,
and the former derivative simplifies to
Using this, we continue the demonstration by finding the second derivative of ζ(x) with respect to x. The result is as follows
Using (9), the second derivative simplifies to
To finish the proof by induction, we now assume as true the case k − 1 and use it to prove the k-th order expression. If this is satisfied, then the result is true for all k. If the {k − 1}-th derivative of ζ(x) with respect to x is given by
then the k-th order derivative is
Here we use again (9), which provides
This completes the proof of Lemma 1.
Appendix B: Additional simulated results
Here, we present Monte Carlo simulations for the GIG frailty model under the quasi-semiparametric framework based on the piecewise exponential (PE) baseline hazard function to study model misspecification. The true frailty distribution is the generalized exponential (GE) and log-normal. In both scenarios we explore the sample sizes of m = 200 and m = 500 with clusters formed by n i = 2 individuals each. The number of Monte Carlo replications is 1000. The simulation results for GE data are presented in Tables  6 and 7 , where we provide the empirical mean and the root of the mean squared errors (RMSE) of the estimates for the covariate effects and for the frailty variance. Results related to the log-normal scenario are exhibited in Tables 8 and 9 . The data generation procedure adopted here is described in Section 6 of the main paper.
When data are generated with GE frailty, we can see in Table 6 that the gamma model displays the higher RMSEs in the estimation of β 1 and β 2 . All the GIG frailties show lower RMSEs than the gamma and GE cases. In addition, the correctly specified model and the gamma model underestimate the frailty variance. The PHYP and RIG frailties perform well in this scenario, estimating with low bias the frailty variance and the covariate effects. In Table 7 we can see that the same behaviour is observed and that increasing the sample size did not reduce significantly the RMSE in any of the model considered in this simulation study. We can conclude that in this scenario the most competitive model is the PHYP frailty, that had the smallest RMSE in the estimation of the frailty variance among all competing models. Nevertheless, all GIG frailties estimated the fixed effects with low bias.
In Table 8 , we present the simulation study for the configuration with log-normal frailty distribution. The total sample size is 400. Unlike the gamma and GE models, where α = 1 implies in a frailty variance of 1, in the log-normal case the variance is approximately 1.718 when α = 1. We refer again to Barreto-Souza and Mayrink (2019) , that noted in their work that the gamma and GE models considerably underestimate the frailty variance when the frailty distribution is log-normal. We observed in this scenario that the poorest performance is related to the gamma model. Note that this case not only displays the highest bias in the estimation of the frailty variance, but β 1 and β 2 also show RMSEs that are considerably larger than the competing frameworks.
In the log-normal frailty context, the model that best estimated the frailty variance was the inverse Gaussian. When k = 10, this model presents a significantly lower RMSE than all remaining contenders. The gamma case, which is the most commonly used in practice, estimated very poorly the true log-normal frailty distribution and also showed the highest RMSEs for β 1 and β 2 . Table 9 contains the results for an increased total sample size of 1000. We can see that the gamma model remains not competitive in this scenario, displaying the highest errors in the estimation of all quantities under comparison. Furthermore, the IG frailty continued to show great advantage in the estimation of the frailty variance compared to the other models when adopting 10 change points. Table 7 : Empirical mean and root mean square error (RMSE) for β 1 , β 2 and for the frailty variance of GE distributed frailty data with sample size m = 500. Rows represent the fitted model. The real values of the parameters are β 1 = 1.5, β 2 = −1 and α = 1, so real frailty variance is also 
