We shall consider the two-group discriminant problem in which the groups have a common covariance matrix. The usual LDF arises if we assume multivariate normality of the observations X or if we find the linear function that maximizes the ratio of the between-groups sum of squares to the within-group sum of squares (see, e.g., Lachenbruch, 1975) . The normality assumption can be used when we consider diagnostic plots. In the following, we will let Ds (X) = (X -1/2(x1 + X2)))S1 (xI -X2) be the sample discriminant function, where S is the (k x k) sample pooled covariance matrix and xi is the (k x 1) sample mean of the ith population. D2 ( _ x-x2)'S-(Xl -x2) is the Mahalanobis distance between groups.
A simple statistic to consider is the LDF itself, standardized to zero mean and unit variance.
T(X) = (Ds(X) -Ds(Xk))/(var(Ds(X)))1/2
is easily seen to be proportional to (X-xi)'S1(X--x2). This will be approximately standard normal if the observations are multivariate normal. The standardization is convenient for detecting outlying observations; it is not crucial to the discussion. It also appears to be fairly robust to nonnormality of the observations, although relatively little is known for low dimensions (Lachenbruch, 1975) . Most of the robustness research has been done on five or more variables. The population means can be estimated by the corresponding sample means. Normal plots and general outlier examination can be applied to T(X). There are several useful identities that we use. We derive statistics for observations from the first population. All results carry over to the second. The ith deleted mean is the mean of the observations after deleting the ith observation and is denoted as x1(i). The first identity gives xi = x1(i) +dl(i)/nl, where d1(i) = x ki-x1(j). We also have the relation x1(i) = x1-d1i/(nm -1), where dli, = XIi and nh is the number of observations in the first group. The second identity states that, if we can write a matrix as A + uv', where u and v are column vectors, then
Each of these can be verified algebraically. The second identity is useful when computing statistics excluding the ith observation.
Leverage
We shall develop diagnostic statistics for observations from the first group. The dependent variable, y, has values 1 in group 1 and 0 in group 2. A referee has noted that, in the usual framework, the dummy variable takes the values n2/(nl+n2) in group 1 and -nl/(nl+n2) in group 2. This changes the intercept, but has no effect on the coefficients. The spacing between the values of y is the same. Denote the overall mean by x, which is k x 1. Let J be an n x 1 vector of l's. Then Jx' = m is the n x k matrix of the grand mean and the vector of differences of the observations from this is x -m (note that this is an n x k matrix). Thus, if the point is near the mean of the alternative group, both q$ and L will be large. A point near the group mean will have a small ? and L. A value of D2/4 must be interpreted as a function of the number of variables in the discriminant function. For example, if D2 = 25 and there are two variables, we would be quite concerned. If there were 10 variables, we would not be. A outlying point orthogonal to the plane defined by the discriminant coefficients S 1 (x1 -x2) will have larger q$ than L. L will be sensitive to outliers with large or small discriminant scores.
We use the shock data set from Afifi and Azen (1972). Data were collected on many patients admitted to the hospital for the treatment of shock. We use the variables survival status (SURV), systolic pressure (SP), mean arterial pressure (MAP), mean venous pressure (MVP), plasma volume index (PVI), and urinary output (UO). These variables show substantial differences in the two groups on mean arterial pressure, mean venous pressure, and urinary output, but not on systolic blood pressure or plasma volume index. The two groups are those who survived and those who died. The authors give measurements for patients made at admission and prior to discharge or death; we use only the initial measurement. For these data, the means and within-group covariance matrix are given in Table 1 .
Figures la and lb give the scatter-plot matrices of these data. One sees that there are several suspicious points. These outliers may be characterized as being bivariate outliers with a few exceptions: there is one very large MVP value and a few large UO values. Fig.ures 2a and 2b give normal plots of these with the appropriate line shown in the plot. It is immediately evident that UO is far from normal. A large proportion of these patients have a UO of 0, leading to the obviously nonnormal plots. The slopes of the plots appear to be the same, suggesting that the variances are the same (this says nothing about equal correlations, however). The Kolmogorov-Smirnov test with the Lilliefors adjustment indicates that UO is clearly nonnormal in both groups and that the PVI may be slightly off in the survival group (p = 0.02) but not in the death group. There is no cause for concern in the other variables.
The discriminant function (from SYSTAT output) using all variables is Case 57 has a low UO value and the highest PVI value among the surviv6rs. These cases are so atypical of either group of patients that they might best be deleted from the data set. They would be deleted using the more liberal 0.99 value. After removing them from the data, the discriminant function becomes We note that the coefficient of MAP declined by 21%, that of MVP by 17%, while that of PVI increased by 33%. Thus, these three observations had a major effect on the discriminant coefficients. Figures 3a and 3b give the x2 plots for 5 d.f. for survivors and deaths. In the survivors, the three suspicious points at the upper tail correspond to the points with large values shown above. In the plot for deaths, one point appears to be large, but the scales of the two diagrams are different. Its value is less than the comparison value (15.08) and was not further studied.
The assumption of normality of the discriminant function is often used to justify a plug-in estimate of the error rate c(-D/2) (assuming equal prior probabilities). Since at least one of the variables in the discriminant function is clearly not normal, it is appropriate to examine the com- of its components are not. In the Afifi/Azen data, no lack of normality of the discriminant function was found, despite the gross lack of normality in the UO (urinary output) variable. Unequal covariance matrices may not be detected with these statistics. There are general multivariate statistics for this purpose (see, e.g., Anderson, 1984 The computation of these statistics is a straightforward procedure in several statistical packages. BMDP (Dixon, 1994) gives the Mahalanobis distance X of each observation from both group means as part of its standard output. Thus, it is easy to examine the data for outliers. SYSTAT (Wilkinson, 1995) provides a method of saving output in the MGLH module, which gives from each group as part of its output. SYSTAT also will produce plot values against a x2 distribution. SAS (SAS Institute, Inc., 1994) does not give the Mahalanobis distance as part of standard output. However, it is easy to write a SAS IML program to provide this. STATA (Stata, 1995) does not provide this as output, but one can use its matrix language to give this information.
CHI-SQUARE (5) PLOT FOR DISTANCE FROM GROUP
A general diagnostic and prevention procedure might be as follows. Before computing the discriminant function, examine the individual variables for nonnormality and transform when possible. After computing the discriminant function, use the leverage or the Mahalanobis distance (if it's given) to determine if some points are outliers and should be deleted or downweighted. If a point is extremely far from both groups, it may be an indication of an additional group that has not been suspected or has been deliberately incorporated with one of the groups. An example of this could be in the case when a nondiseased group is being contrasted to a group consisting of several related diseases (say of a particular organ). This would suggest that the presumed homogeneity of the groups did not, in fact, hold. il profite des methodes diagnostiques qui ont e developpees dans ce domaine. Il montre que la fonction d'influence (leverage) depend de la fonction lineaire discriminante de Fisher et de la distance de Mahalanobis entre une observation et la moyenne de son groupe. Cette distance est approximativement distribuee comme un chi-carre dont le nombre de degres de liberte est egal au nombre de variables du probleme. Les hypotheses de normalite peuvent etre testees a l'aide de statistiques classiques. Des exemples illustrent les nouvelles methodes proposees.
