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7Chapitre 1
Introduction
1.1 Contexte du travail
La programmation par contraintes, carrefour de diverses disciplines { l'intelli-
gence articielle, la recherche operationnelle, la reecriture, le calcul formel, l'analyse
numerique { a montre son intere^t dans de nombreux domaines d'application tels que
les problemes combinatoires, l'ordonnancement, l'analyse nanciere, la simulation
et la synthese de circuits integres, le diagnostic de pannes, l'aide a la decision ...
La programmation par contraintes ore une reelle ecacite pour la modelisation
et la resolution de systemes complexes. De nombreux systemes operationnels sont
commercialises : PrologIII
[
Colmerauer, 1990
]
et maintenant PrologIV de la societe
PrologIA, CHIP
[
Dincbas et al., 1988
]
de la societe Cosytec ou encore Solver
[
Puget,
1994
]
de la societe Ilog.
De nombreux problemes reels interagissent avec leur environnement : le systeme
de contraintes les denissant n'est donc pas ge. Par exemple, une interface gra-
phique doit maintenir une certaine coherence suite aux modications provoquees
par l'utilisateur. On peut aussi citer les problemes d'emplois du temps (lorsqu'un
professeur a un empe^chement, un nouvel emploi du temps est reconstruit), les pro-
blemes d'ordonnancement en ligne (lorsqu'une machine tombe en panne, il faut
re-ordonnancer), les problemes de cao ... De tels problemes sont qualies de dyna-
miques
1
.
Les evolutions d'un probleme dynamique doivent e^tre prises en compte tres ra-
pidement pour reeter l'etat reel du systeme. Traiter un systeme dynamique de
contraintes consiste donc a resoudre successivement une suite de problemes (sta-
tiques) resultant des evolutions. Les systemes commerciaux actuels de program-
mation par contraintes ne sont pas adaptes au traitement de ces problemes dyna-
miques. En eet, toute modication conduit a la denition d'un nouveau probleme
qui est traite par reexecution (sans tenir compte de la resolution du probleme pre-
cedent). Lorsque le probleme a resoudre est particulierement dicile, ou lorsque
de nombreuses modications interviennent, une telle reexecution devient tres vite
redhibitoire.
Une facon elegante (introduite par Fages et al.
[
1995
]
) d'aborder la dynami-
cite des problemes est de les considerer sous l'angle des systemes reactifs
[
Harel
et Pnueli, 1985
]
. De tels systemes n'ont pas pour but de produire une solution a
partir de donnees en entree (systemes transformationnels) mais pluto^t de maintenir
une relation avec l'environnement. Un systeme reactif, en relation permanente avec
l'environnement, est capable de reagir a des stimuli externes (ici ajout/retrait de
1. La notion de probleme dynamique a ete introduite sur les csp (problemes de satisfaction de
contraintes) par
[
Dechter et Dechter, 1988
]
.
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contraintes) et de maintenir une certaine propriete au cours de la resolution. Cette
approche nous para^t parfaitement adaptee pour prendre en compte la dynamicite
des systemes de contraintes.
Enn, la prise en compte de modications successives du systeme de contraintes
dans un probleme dynamique peut conduire a un systeme de contraintes contradic-
toire. Il est alors necessaire de relaxer manuellement ou automatiquement certaines
contraintes.
1.2 Problematique
Dans le traitement des systemes dynamiques de contraintes, le ma^tre mot
est l'incrementalite. Il vaut eviter le phenomene de ((thrashing)) : le recalcul d'in-
formations deja decouvertes
2
. Les travaux dans ce domaine traitent majoritaire-
ment des csp (Constraint Satisfaction Problems { domaines nis
3
). Ces travaux
se fondent principalement sur un mecanisme d'((apprentissage
4
)) que cela soit par
l'echec (
[
Schiex et Verfaillie, 1994; Verfaillie et Schiex, 1994; Sannella, 1993
]
), ou
par enregistrement de calculs passes (
[
Bessiere, 1991; Debruyne, 1995
]
).
Dans un probleme dynamique, il existe un aspect important qui n'a jamais ete
pris en compte. Lorsque les modications successives sur le systeme de contraintes
d'un probleme dynamique conduisent a une contradiction
5
(on parle alors de pro-
bleme sur-contraint), les systemes usuels ne peuvent que repondre qu'il n'existe
pas de solution. Cette reponse n'est pas satisfaisante. Il peut arriver qu'il soit in-
dispensable
6
de fournir une solution (ou de retablir la propriete) quitte a ne pas
respecter certaines contraintes. On parle alors de relaxation de contraintes.
Les methodes proposees pour resoudre les problemes sur-contraints (
[
Freuder,
1989; Wilson et Borning, 1993; Fowler, 1993; Jampel et al., 1996
]
) traitent conve-
nablement les systemes statiques mais ne nous paraissent que peu adaptees a une
utilisation dans un cadre dynamique. En eet, ces methodes supposent que :
{ d'une part, le systeme de contraintes est completement connu avant la re-
cherche de solution ;
{ d'autre part, les preferences associees aux contraintes du probleme sont toutes
connues au moment de la resolution.
La premiere hypothese n'est pas totalement incompatible avec un systeme dy-
namique. En eet, lorsqu'une contradiction est identiee, le systeme de contraintes
en cause est completement connu. Le processus de recherche de solution relaxee ne
sera donc pas perturbe par une modication du systeme de contraintes. Mais, si plu-
sieurs contradictions se produisent successivement, le passe (informations recueillies
au cours de la resolution des contradictions precedentes) ne peut e^tre utilise pour
((apprendre)). De plus le cou^t des resolutions de problemes tres proches independam-
ment les unes des autres devient vite prohibitif.
2. Par exemple, ce recalcul partiel se produit lorsqu'on recommence une resolution en ne modi-
ant que quelques hypotheses (contrainte ajoutee ou retiree), ou lorsqu'on realise un backtrack et
que l'on revient dans une portion de l'espace de recherche deja exploree auparavant.
3. Nous utiliserons indieremment les termes domaines nis et csp selon le contexte du discours.
Si nous nous trouvons dans un cadre plc nous parlerons plus de ((domaines nis)). Au contraire,
si nous nous trouvons dans un cadre general, nous utiliserons plus ((csp)).
4. Il ne s'agit pas ici d'apprentissage au sens IA du terme mais pluto^t de la capacite a enregistrer
des informations pour soit conserver une trace des calculs eectues, soit ne pas retomber sur des
echecs passes.
5. Il n'existe pas de solution ou la propriete maintenue n'est pas veriee par le systeme de
contraintes courant.
6. C'est le cas pour un ordonnancement de production ou encore pour les emplois du temps.
Nous avons rencontre une telle situation
[
Boizumault et al., 1994; Gueret et al., 1996
]
et c'est
d'ailleurs ce qui nous a mene a ces travaux.
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La deuxieme hypothese est plus ge^nante. En eet, il para^t illusoire de demander
a l'utilisateur de pouvoir classer toutes les contraintes d'un probleme donne : d'une
part, le nombre de ces contraintes peut e^tre tres grand et d'autre part, ce genre de
classement etant necessairement subjectif il peut dependre fortement du contexte
ou il se fait.

A notre connaissance, il n'existe pas de systeme permettant de lever les deux
hypotheses citees precedemment. Il n'est donc pas possible de traiter de maniere ef-
cace et incrementale des problemes devenus sur-contraints dans un environnement
dynamique.
1.3 Notre these
Nous avons tout d'abord pris conscience de l'existence d'un besoin reel de sys-
temes capables de traiter les problemes dynamiques. Puis nous avons constate l'ab-
sence de systemes capables de prendre en compte les dierentes problematiques
speciques a la resolution des problemes dynamiques. Notre travail est une contri-
butation au traitement des problemes sur-contraints survenant dans un cadre dyna-
mique. Pour cela, nous proposons un cadre general pour la relaxation de contraintes
dans un environnement dynamique.
Nous proposons le cadre relax(D, C, P) permettant de maintenir une propriete
P pour un ensemble de contraintes C sur le domaine D dans un environnement
dynamique. Nous proposons ainsi un schema algorithmique permettant de traiter
de maniere totalement incrementale retrait et ajout de contraintes me^me lorsque le
probleme devient sur-contraint. Nous portons une attention toute particuliere a ce
dernier cas.
Notre approche permet de determiner une conguration (partition des contrain-
tes d'un probleme entre contraintes actives et contraintes relaxees) veriant la pro-
priete P et satisfaisant au mieux les preferences de l'utilisateur sur les contraintes du
probleme. Cette recherche est realisee a l'aide d'une exploration en meilleur d'abord
de l'espace des congurations.
Nous presentons trois instances de ce schema general : une instance concernant
les contraintes lineaires sur les rationnels avec maintien de la realisabilite du systeme
de contraintes et deux instances concernant les classes de problemes resolus par des
algorithmes de reduction (les domaines nis et les intervalles) avec maintien de cohe-
rence partielle voire de solution (uniquement pour les domaines nis
7
). Pour les deux
dernieres instances, nous montrons comment un mecanisme d'((apprentissage))
8
peut
e^tre utilise pour resoudre un probleme sur-contraint et capturer la dimension dyna-
mique du probleme traite.
Nous validons notre proposition par des resultats experimentaux, tant sur des
problemes aleatoires que sur des problemes reels. Nous montrons de plus comment
les idees developpees dans cette these peuvent e^tre utilisees pour d'autres proble-
matiques comme, notamment, le traitement de la disjonction. Nous utilisons pour
cela une nouvelle contrainte (la contrainte one-of) qui utilise pleinement les pos-
sibilites de la recherche en meilleur d'abord que nous proposons pour la relaxation
de contraintes.
7. Le concept de solution en tant qu'instanciation de variables n'a pas de sens sur les intervalles.
8. Comme precedemment, il ne s'agit pas de l'apprentissage au sens IA du terme mais d'un
mecanisme d'enregistrement. Ici, nous utilisons un systeme de maintien de deduction.
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1.4 Contributions et organisation de la these
Dans cette these, nous montrons :
1. Comment un systeme de relaxation de contraintes peut e^tre vu comme une re-
cherche en meilleur d'abord dans l'espace des congurations. Nous proposons
un cadre general pour la relaxation parametre par le domaine D du calcul, un
ensemble C de contraintes et une propriete P a verier.
2. Comment une instance directement deduite pour D = Q et pour des contrain-
tes lineaires peut e^tre obtenue.
3. Comment une utilisation raisonnee d'un systeme de maintien de deductions
(Deduction Maintenance System - dms) permet de presenter une instance
ecace et realiste du schema general pour des domaines de calcul resolus par
reduction de domaines (domaines nis et intervalles). Nous proposons de plus
dierentes implementations permettant de proposer un laboratoire d'etudes
des csp sur-contraints.
4. Comment un systeme de relaxation de contraintes peut e^tre utilise pour
d'autres problematiques : nous proposons une nouvelle technique de traite-
ment de la disjonction basee sur notre recherche en meilleur d'abord. Nous
donnons ainsi des premiers resultats qui nous paraissent ouvrir de nombreuses
perspectives.
Plus precisement, la suite de ce document est organisee de la facon suivante.
Dans une premiere partie (chapitres 2 et 3), nous presentons le contexte general
de notre etude. Nous introduisons chapitre 2 un certain nombre de denitions de
base indispensables lorsque l'on parle de relaxation de contraintes. Nous presentons
ensuite un etat de l'art dans le domaine de la relaxation et du traitement (lie a la
relaxation) des systemes dynamiques de contraintes (chapitre 3).
Dans une deuxieme partie (chapitres 4 a 9), nous presentons notre systeme de
relaxation de contraintes depuis une vision abstraite jusqu'a l'implementation. Nous
proposons 4 niveaux d'abstraction. Le premier niveau (chapitre 4) presente le cadre
general de notre methode. Le deuxieme niveau (chapitre 6) decrit l'utilisation d'un
systeme de maintien de deduction lors d'une utilisation de notre approche avec un
solveur procedant par reduction de domaine. Le troisieme niveau (chapitres 5, 7 et 8)
decrit les instances de ce cadre pour traiter, respectivement, les contraintes lineaires
sur les rationnels, les contraintes sur les domaines nis et les systemes de contraintes
resolus par propagation d'intervalle. Enn, le quatrieme niveau (chapitre 9) traite
de l'implementation de notre approche sur les domaines nis.
La deuxieme partie s'organise de la facon suivante : nous presentons dans le
chapitre 4 le cadre relax(D, C,P) un cadre general pour la relaxation de contrainte.
Ce cadre general est caracterise par une methode de recherche en meilleur d'abord
parametree par trois fonctions :
{ explique-contradiction qui permet, a partir d'une conguration ne veri-
ant pas la propriete P, de determiner un sous-ensemble de contraintes dont
la conjonction provoque a coup su^r une contradiction. C'est ce qu'on appelle
une explication de contradiction ;
{ meilleure-configuration qui permet, en tenant compte des preferences
donnees par l'utilisateur, de determiner la meilleure conguration
9
ne conte-
nant aucune explication de contradiction connue. La determination de cette
9. Cette meilleure conguration n'est pas necessairement unique, mais par simplication nous
nous refererons a ces congurations optimales de maniere unique dans la suite de ce document.
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meilleure conguration necessite la donnee par l'utilisateur d'un comparateur
de congurations ;
{ maj-configuration permet de passer d'une conguration de depart donnee
a une conguration d'arrivee (elle aussi donnee) en utilisant les informations
recueillies jusqu'a present pour realiser les mises a jour necessaires.
Toute instance de notre cadre general doit preciser ces trois fonctions an de
donner les modalites de realisation des specications annoncees. Nous presentons
une instance directement deduite de ce cadre pour le traitement des contraintes
lineaires sur les rationnels dans le chapitre 5.
Nous nous attachons ensuite (chapitre 6) a une specialisation de notre methode
pour les systemes de contraintes resolus par reduction de domaines (les csp et les
csp numeriques). Nous utilisons pour cela un systeme de maintien de deduction
(dms) qui permet d'enregistrer le savoir-faire du solveur utilise et ainsi de garder
une trace des responsabilites quant aux retraits de valeurs dans les domaines des
variables. Nous presentons une utilisation raisonnee du dms permettant d'eviter une
consommation prohibitive d'espace memoire.
Dans les chapitres 7 et 8, nous decrivons deux instances de cette specialisation.
Ainsi, dans le chapitre 7, nous montrons comment notre systeme de maintien de
deduction peut e^tre utilise pour mettre en uvre notre cadre general de relaxation
sur les csp. L'enumeration est alors traitee comme un cas particulier d'ajout/retrait
de contraintes d'egalite entre variable et valeur. Cette vision ((dynamique)) de l'enu-
meration permet un traitement uniforme de toutes les contraintes. De plus, nous
detaillons dans ce chapitre les complexites tant spatiale que temporelle associees
a notre approche. Nous montrons ainsi que l'on peut realiser une implementation
d'autant plus ecace de ce systeme que le comparateur utilise a de bonnes proprie-
tes.
Dans le chapitre 8 nous montrons comment un systeme de maintien de deduction
peut e^tre simplie pour proposer une instance allegee de notre approche dans le but
de traiter les csp numeriques a l'aide de la B-consistance d'arc
[
Lhomme, 1994
]
.
Enn, nous presentons les principes generaux d'une mise en uvre sur les csp
dans le chapitre 9. En particulier, nous decrivons l'architecture generale de toutes
nos implementations designees par le terme generique decorum (Deduction-based
Constraint Relaxation Management). Nous detaillons quelques aspects d'une im-
plementation realisee en langage claire
10
.
Dans une troisieme partie (chapitres 10 et 11), nous presentons nos premiers
resultats experimentaux. Dans le chapitre 10, nous etudions le comportement de
decorum sur des instances aleatoires de csp. En particulier, nous montrons que l'on
retrouve des resultats de transition de phase
[
Prosser, 1994b
]
me^me dans le cas de la
recherche de solutions relaxees pour des problemes sur-contraints et nous montrons
que notre approche se comporte de maniere favorable par rapport a l'algorithme
mac
[
Sabin et Freuder, 1994
]
sur des problemes ((structures)).
Nous montrons (chapitre 11) l'intere^t de notre methode de recherche en meilleur
d'abord pour le traitement des contraintes disjonctives. Nous proposons ainsi une
nouvelle contrainte : la contrainte one-of. Cette contrainte utilise notre methode
de recherche et ses proprietes pour ((arbitrer)) des disjonctions. En particulier, nous
nous sommes interesses a la classe des problemes d'ordonnancement appeles Open-
Shop. Ces problemes ont la particularite d'e^tre purement disjonctifs. Par ailleurs,
Christelle Gueret, en integrant notre approche dans ses travaux sur l'Open-Shop a
resolu pour la premiere fois un probleme ouvert dans ce domaine
[
Gueret et Jussien,
1997
]
.
10. Il existe actuellement trois implementations du systeme: en mit scheme, en claire et en
c++.
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Enn, dans une quatrieme partie (chapitre 12), nous dressons une conclusion
et ouvrons des perspectives.
Schema de Lecture
Ce document peut e^tre lu de maniere non lineaire. En eet, le cur de cette
these (chapitres 4 a 9) peut e^tre aborde de dierentes facons :
{ Le lecteur interesse uniquement par les domaines nis ou les csp peut se
contenter des chapitres 4, 6 et 7. Les implementations etant detaillees cha-
pitre 9.
{ Le lecteur interesse uniquement par les applications aux intervalles peut se
contenter des chapitres 4, 6 et 8. Une implementation sur les intervalles obeis-
sant aux me^mes principes que pour un csp, le chapitre 9 peut e^tre considere
comme decrivant une implementation dans ce cadre.
{ Le lecteur interesse uniquement par les contraintes lineaires sur les rationnels
peut se contenter tout simplement des chapitres 4 et 5. Ce dernier chapitre
montre comment en reprenant dierents travaux de la litterature on obtient
tres facilement une instance de notre schema general.
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D
ans ce chapitre, nous presentons les notions de base utilisees tout au long de
cette these. Nous denissons ainsi la notion de systeme de contraintes, puis
nous introduisons les notions relatives a la dynamicite. Nous introduisons ensuite
des notions de preference sur les contraintes permettant de denir une solution pour
un systeme de contraintes contradictoire. Enn, nous xons precisement le cadre de
notre travail.
2.1 Problemes de Satisfaction de Contraintes
2.1.1 Systeme de contraintes
On se donne un domaine de calcul D. Il s'agit d'un ensemble quelconque (ni
ou inni, denombrable ou indenombrable) de valeurs.
Exemple 1 (Domaine de calcul) :
Si les valeurs que l'on considere sont discretes, on peut alors prendre D = N.
Si les valeurs considerees sont continues, on peut prendre D = R ou encore
D = Q. Les valeurs peuvent tres bien e^tre symboliques, ainsi on peut avoir
D = fpassable; assez bien;bien; tres bieng.
On se donne un ensemble V = fv
1
; : : : ; v
n
g de n variables prenant chacune
leurs valeurs dans l'ensemble D.

A chaque variable v de V est associe un ensemble
D
v
appele domaine de v qui contient l'ensemble ni ou inni des valeurs possibles
pour la variable, i.e. D
v
 D. Le domaine d'une variable peut evoluer au cours de
la resolution. On emploie alors les termes domaine originel et domaine courant. On
note le domaine originel d'une variable D
orig
v
.
Par souci de generalite nous allons etendre la denition usuelle de l'instancia-
tion
1
. On appellera instanciation d'une variable le fait de lui attribuer un sous-
ensemble de son domaine. En particulier, ce sous-ensemble peut e^tre un singleton
et on retrouve alors la notion habituelle d'instanciation.
On se donne un ensemble C de e contraintes portant sur des elements de V .
Une contrainte est une relation devant e^tre veriee par l'instanciation des variables
concernees.
Exemple 2 (Contrainte) :
Soient deux variables x et y. x
2
= y+1 est alors une contrainte. Si x vaut 2
et y vaut 3, la contrainte est veriee.
x > y+1 est aussi une contrainte. Si x > 2 et y < 0 la contrainte est veriee.
C'est un exemple d'instanciation par un ensemble de valeurs.
Soient deux variables x et y, c : f(1; 2); (2; 4); (4; 8)g est aussi une contrainte.
On dit qu'elle est exprimee en extension. Soit (a; b) 2 c (dans le cas d'une
contrainte exprimee en extension, on identie la verication d'une contrainte
et l'appartenance a la relation { l'ensemble { la denissant). Si x vaut a et y
vaut b alors la contrainte est veriee.
On note var(c) l'ensemble ordonne des variables concernees par la contrainte c.
Le cardinal de var(c) est appele l'arite de la contrainte c.
Denition 1 (Systeme de Contraintes)
On appelle systeme de contraintes la donnee d'un domaine de calcul D, d'un
ensemble V de variables, de l'ensemble D de leur domaine associe et d'un ensemble
C de contraintes sur V.
1. Usuellement, il s'agit d'aecter une valeur unique a une variable. Ici, pour pouvoir capturer
dierents domaines comme, par exemple, les intervalles, nous etendons cette denition. Dans le
reste du document, nous utiliserons donc cette denition de l'instanciation mais, la plupart du
temps, l'acception usuelle sera respectee.
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Denition 2 (Solution)
Une solution pour un systeme de contraintes est la selection d'un sous-ensemble du
domaine (instanciation) de chaque variable de telle sorte que toutes les contraintes
soient veriees.
2.1.2 Satisfaisabilite d'un systeme de contraintes
On se donne une propriete P denie sur l'ensemble de contraintes et sur les
domaines des variables concernees.
Denition 3 (Propriete)
Une propriete represente un degre de consistance devant e^tre respecte par le systeme
de contraintes : il s'agit d'une condition necessaire pour la consistance du systeme
de contraintes considere. Ainsi, si celui-ci n'est pas consistant, la propriete P n'est
pas veriee.
Exemple 3 (Propriete) :
Un csp
[
Tsang, 1993
]
est un systeme de contraintes dont le domaine de cal-
cul D est l'ensemble des entiers (ou tout ensemble denombrable) et dont le
domaine pour une variable est un ensemble ni de valeurs. Pour de tels pro-
blemes, on peut ainsi considerer comme propriete, la k-consistance
[
Freuder,
1978
]
, la consistance de pivot
[
David, 1994
]
ou bien encore la consistance
globale. Sur les csp numeriques (intervalles), on pourra considerer la 2B-
consistance
[
Lhomme, 1993
]
.
On denit alors la notion de satisfaisabilite d'un systeme de contraintes suivant
une propriete P.
Denition 4 (P-satisfaisabilite d'un systeme de contraintes)
Un systeme de contraintes est dit P-satisfaisable si et seulement si la propriete P
est veriee pour les contraintes du probleme et les domaines courants des variables
concernees.
Rappelons quelques denitions de proprietes connues.
Denition 5 (k-consistance {
[
Freuder, 1978
]
)
Un csp est k-consistant si et seulement si pour toute instanciation consistante de
k 1 variables, il existe dans le domaine de toute variable non instanciee une valeur
prolongeant cette instanciation en une instanciation consistante de k variables.
Denition 6 (B-consistance d'arc)
Soient P un csp numerique, v une variable de P et D
v
= [a; b].D
v
est B-consistant
d'arc si et seulement si ces deux bornes a et b verient la 2-consistance. Un csp est
B-consistant d'arc si et seulement si tous ses domaines sont B-consistants d'arc.
Nous utiliserons par la suite diverses proprietes. Nous proposons ici une notation
pour les trois principales.
Denition 7 (Proprietes { Notations)
{ Il existe une instanciation consistante des variables avec le systeme courant
de contraintes. Nous noterons cette propriete : P
sol
.
{ Le ltrage par arc-consistance (2-consistance) ne vide aucun domaine. Nous
noterons cette propriete : P
ac
.
{ Le ltrage par consistance aux bornes ne vide aucun domaine. Nous noterons
cette propriete : P
bc
.
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2.1.3 Instances du schema general
Considerons quelques exemples d'instances usuelles du schema general que nous
venons d'introduire.
Exemple 4 (CSP) :
Pour un csp, la propriete P a verier est bien souvent l'arc-consistance (P
ac
).
Notons que dans le cas ou toutes les variables du probleme considere sont
instanciees, l'arc-consistance implique la consistance globale. Dans ce cas, la
seule verication de la propriete P
ac
sut a assurer l'existence d'une instan-
ciation consistante (choix pour chaque variable d'une valeur de son domaine
telle que toutes les contraintes soient veriees).
Exemple 5 (Problemes lineaires) :
Lorsque le domaine de calcul est l'ensemble Q des rationnels et les contraintes
sont lineaires, la propriete usuelle est la consistance globale (P
sol
). Les sol-
veurs utilises sont alors des algorithmes type simplexe et/ou Gauss (pivot)
[
Colmerauer, 1990
]
.
Exemple 6 (CSP numeriques) :
Dans le domaine des grandeurs physiques ou on s'interesse plus aux domaines
de variation des variables pluto^t qu'a leur valeur exacte, on utilise l'arithme-
tique et les techniques de reduction sur les intervalles. Le domaine de calcul
est alors aussi R mais les contraintes denies sont le plus souvent non li-
neaires. La propriete P utilisee dans ce cas est souvent la B-consistance d'arc
[
Lhomme, 1993
]
(cf. denition 60 page 107) ou la box-consistency
[
Benhamou
et al., 1994
]
.
2.2 Systemes dynamiques de contraintes
2.2.1 Problemes dynamiques
Comme nous l'avons rappele en introduction, de nombreux problemes reels se
modelisent aisement sous forme de contraintes. Mais, bien souvent, ces problemes
sont amenes a evoluer au cours de la resolution. Par exemple, une interface gra-
phique doit maintenir une certaine coherence suite aux modications provoquees
par l'utilisateur
[
Freeman-Benson et al., 1990
]
. On peut aussi citer les problemes
d'emplois du temps (un professeur a un empe^chement, ...), les problemes d'ordon-
nancement de cha^nes de montage (une machine tombe en panne, ...), les problemes
de CAO, ...
Ces modications doivent e^tre prises en compte immediatement pour reeter
l'etat reel du systeme. L'ensemble des contraintes peut ainsi evoluer tres rapide-
ment. En fait, on peut trouver dierents types d'interventions : au cours de la re-
solution (on parle alors de reactivite car il s'agit pluto^t de repondre a des stimuli
externes
2
pluto^t que de fournir une solution) et apres la resolution (on parle alors
plus d'incrementalite).
Pour formaliser ces interventions externes sur le systeme de contraintes, nous
introduisons la notion de conguration.
Denition 8 (Conguration)
Une conguration hA;R i est une partition des contraintes du probleme en deux
sous-ensembles complementaires : l'ensemble R des contraintes ((inactives )) (non
prises en compte dans le systeme courant de contraintes) et l'ensemble A des
contraintes actives (appartenant au systeme de contraintes).
2. Ajout/retrait de contraintes.
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
A partir de cette notion de conguration, on peut exprimer simplement les
operations d'ajout et de retrait de contraintes.
Denition 9 (Ajout/retrait de contraintes)
Soit un probleme dont la conguration courante est hA;R i.
{ L'ajout d'une contrainte c consiste a passer de la conguration hA;R i a la
conguration hA [ fcg; R n fcgi si c 2 R et a la conguration hA [ fcg; Ri
sinon.
{ Le retrait d'une contrainte c consiste a passer de la conguration hA;R i a la
conguration hA n fcg; R[ fcgi.
On peut maintenant denir un probleme dynamique.
Denition 10 (Probleme dynamique)
Par analogie avec la denition d'un csp dynamique
[
Dechter et Dechter, 1988
]
, nous
denissons un probleme dynamique comme etant une suite de problemes dierant
l'un de l'autre par l'ajout ou le retrait d'une contrainte.
C'est donc une sequence de congurations deduites les unes des autres par les
operations presentees dans la denition 9.
Pour ((resoudre))
3
un probleme dynamique, une simple reexecution para^t di-
cilement envisageable. En eet, la plupart des problemes reels sont des problemes
diciles et une reexecution peut e^tre redhibitoire
4
.
C'est pourquoi il para^t plus raisonnable de mettre a prot l'information accu-
mulee au cours de la resolution du probleme precedent pour prendre en compte une
modication du systeme de contraintes. On peut identier deux avantages supple-
mentaires a cette approche :
{ la solution que l'on obtient a alors plus de chances d'e^tre proche de la solution
originelle. En eet, a priori seules des modications utiles seront realisees sur
la solution courante permettant de la modier le moins possible ;
{ les parties de la solution precedente qui n'ont pas lieu d'e^tre modiees ne sont
pas recalculees inutilement. Le phenomene de ((thrashing)) est alors evite.
2.2.2 Systemes reactifs
Nous considerons les systemes servant a resoudre des problemes dynamiques
sous l'angle de la programmation reactive
[
Harel et Pnueli, 1985; Fages et al., 1995
]
.
Dans une telle optique, un probleme n'est jamais resolu completement puisque ses
specications peuvent changer a tout moment. Il est ainsi naturel de chercher a
maintenir une propriete donnee.
Notre notion de P-satisfaisabilite pour un systeme de contraintes s'inscrit alors
parfaitement dans ce cadre. En eet, on ne cherche alors plus une instanciation
veriant les contraintes (solution au sens de la denition 2 page 17) mais pluto^t a
maintenir la propriete P quelles que soient les modications apportees par l'envi-
ronnement exterieur.
3. On entend ici par resoudre : le maintien de la propriete.
4. En termes de temps de calcul une telle option peut rapidement devenir prohibitive. D'autre
part, la dimension dynamique du probleme traite est completement perdue dans ce cas.
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2.2.3 Problemes sur-contraints
Dans un systeme reactif, les contraintes arrivent independamment les unes des
autres et peuvent e^tre creees par des evenements totalement independants. Bien
souvent le systeme de contraintes devient sur-contraint.
Denition 11 (Probleme sur-contraint)
Un probleme est dit sur-contraintpour une propriete P si le systeme de contraintes
le denissant ne verie pas la propriete P.
Lorsqu'il est confronte a un probleme sur-contraint, un solveur classique repond
a l'utilisateur qu'il n'existe pas de solution. Cette reponse est vraiment tres pauvre
et souvent prejudiciable. Par exemple, si dans le cadre d'un ordonnancement dyna-
mique, une nouvelle ta^che est a prendre en compte et qu'aucune solution n'existe,
il n'est pas acceptable que le systeme de resolution reponde simplement : il n'existe
pas de solution. Il est plus interessant d'e^tre capable, par exemple, de dire quelle
contrainte ne doit pas e^tre prise en compte pour permettre l'existence d'une solu-
tion.
Lorsque certaines contraintes d'un probleme ne sont pas prises en compte dans
une solution proposee a l'utilisateur, on parle de relaxation de contrainte. Il s'agit
d'un retrait de la contrainte consideree au sens de la denition 9. D'un point de vue
operationnel, tous les eets passes de la contrainte relaxee doivent e^tre supprimes.
Dans la plupart des cas, on ne peut pas simplement relaxer la derniere contrainte
introduite (celle qui a provoque la contradiction). Dans une application reelle, une
telle contrainte ajoutee au dernier moment est souvent un imperatif que l'on vient de
decouvrir et qui ne peut e^tre ecarte. Dans d'autres applications, comme par exemple
la cao, l'ajout de contraintes peut correspondre a une simulation permettant de
voir evoluer le resultat en fonction de nouvelles contraintes : une telle contrainte ne
peut donc e^tre simplement ignoree.
Il faut donc e^tre capable de conna^tre l'avis de l'utilisateur sur les contraintes
ajoutees. C'est pourquoi, on peut introduire des preferences sur les contraintes pour
pouvoir faire des choix de relaxation pertinents du point de vue de l'utilisateur. C'est
l'utilisateur qui denit ses preferences. Le systeme de resolution se chargera, lui, de
determiner les contraintes a relaxer pour retablir la P-satisfaisabilite.
2.3 Prise en compte de preferences
2.3.1 Preference et hierarchie

A chaque contrainte du probleme est associee une preference
[
Wilson et Bor-
ning, 1993
]
fournie par l'utilisateur et qui qualie son souhait de la voir veriee.
Ainsi, il y a des contraintes qui sont requises (par exemple, dans un probleme
d'emploi du temps, un professeur ne peut faire cours dans deux endroits au me^me
moment) et il y a des contraintes plus ou moins importantes (par exemple, pas plus
de 6 heures de cours dans une me^me journee).
Cette preference peut s'exprimer de maniere symbolique (la preference est un
element d'un ensemble predeni de symboles) ou numerique (on peut alors parler de
poids ou de force d'une contrainte). L'ensemble des valeurs pouvant e^tre prises par
les preferences est muni d'une structure d'ordre et eventuellement d'un operateur
d'agregation. Plus formellement:
Denition 12 (Preference)
Soit un ensemble P
ref
ordonne. Soit une fonction p : C ! P
ref
. Pour une contrainte
c 2 C, p(c) est appele la preference associee a c.
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On peut denir un operateur
L
permettant d'etendre p aux ensembles de
contraintes de la facon suivante :
8C 2 C; p(C) =
M
c2C
p(c)
Le regroupement des contraintes par niveau de preference denit ce que Wilson
et Borning
[
1993
]
appellent une hierarchie de contraintes.
2.3.2 Solution pour une hierarchie
Une H-solution, pour un probleme et une hierarchie donnes, est une instancia-
tion de chacune des variables apparaissant dans les contraintes de la hierarchie. Une
telle solution respecte plus ou moins les contraintes du probleme. Notons que dans
les travaux de Wilson et Borning
[
1993
]
, ne sont considerees que les H-solutions
veriant les contraintes requises
5
.
Il existe dierentes facons d'apprecier la verication d'une contrainte. On peut
prendre une approche simple (c'est celle que nous conserverons tout au long de ce
travail) et dire qu'une contrainte est veriee ou qu'elle ne l'est pas. On peut aussi
denir une notion de distance entre l'etat courant des domaines des variables et
l'idealite que represente la verication de la contrainte permettant ainsi de forma-
liser une notion de contrainte plus ou moins veriee.
2.3.3 Preferences et Interactivite
Il n'est pas toujours possible de conna^tre a priori toutes les preferences que
l'utilisateur accorde aux contraintes du probleme. En eet, il peut y avoir un tres
grand nombre de contraintes ou bien une preference peut dependre totalement du
contexte de resolution. La preference accordee a une contrainte peut ainsi e^tre mo-
diee au cours du temps
6
.
C'est pourquoi, un systeme interactif
7
, ne faisant appel a l'utilisateur qu'en cas
de necessite, a son intere^t. Ainsi, il serait possible de demander a l'utilisateur de
denir ses preferences sur de petits sous-ensembles de contraintes
8
ce qui para^t
plus raisonnable que de toutes les demander avant de demarrer la resolution ou a
chaque fois qu'une nouvelle contrainte est introduite.
2.4 Resolution d'un systeme de contraintes sur-
contraint
La resolution d'un systeme de contraintes sur-contraint suppose la recherche
d'une conguration veriant ((au mieux )) la propriete P.
2.4.1 Conguration et propriete maintenue

A une H-solution correspond une conguration. Pour un systeme de contraintes,
nous nous interesserons en fait plus au concept de conguration qu'au concept de
5. Nous revenons sur ces travaux dans le chapitre 3.
6. On peut considerer le cas d'une contrainte donnee comme peu importante au debut de la
resolution pour se rendre compte en cours de resolution qu'elle doit e^tre imperativement veriee.
7. Resolution realisee en lien permanent avec l'utilisateur.
8. En particulier, des sous-ensembles provoquant une contradiction. Cela permet ainsi de cir-
conscrire la demande d'information aux contraintes pertinentes.
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H-solution de la me^memaniere que nous nous interessons plus a la verication d'une
propriete P donnee pluto^t qu'au calcul d'une solution au sens usuel du terme.
Denition 13 (P-satisfaisabilite d'une conguration)
Une conguration hA;R i est P-satisfaisable si et seulement si la propriete P est
veriee par l'ensemble A des contraintes actives de la conguration.
Exemple 7 (P
ac
-satisfaisabilite) :
Pour un csp donne, une conguration hA;R i sera P
ac
-satisfaisable si apres
ltrage par consistance d'arc des domaines des variables par les contraintes
de A, aucun de ceux-ci n'est vide.
Une conguration qui n'est pas P-satisfaisable est dite P-contradictoire.
2.4.2 Comparateurs
En utilisant la hierarchie de contraintes denie par les preferences de l'utilisateur,
on peut vouloir comparer deux congurations pour preciser celle qui est preferee.
Nous etendons la notion de comparateur de solutions de Wilson et Borning
[
1993
]
a la notion de comparateur de congurations.
Denition 14 (Comparateur)
Un comparateur C
omp
est une relation d'ordre partiel sur les congurations. On
notera C
omp
(C
1
; C
2
) si la conguration C
1
est preferee a la conguration C
2
selon
le comparateur C
omp
.
On pourra faire correspondre un operateur inxe a un comparateur donne pour
faciliter la lecture des comparaisons.
Notons que si le comparateur n'est deni que sur l'une des deux parties de la
conguration, une connaissance partielle des preferences sut.
On a les proprietes suivantes :
{ la conguration hC;?i pour un probleme dont l'ensemble des contraintes est
C est l'element maximal pour tout comparateur C
omp
i.e.
8C
omp
; 8hA;R i; C
omp
(hC;?i; hA;R i)
{ l'element minimal pour tout comparateur C
omp
est bien evidemment la con-
guration h?; Ci pour un probleme dont l'ensemble des contraintes est C i.e.
8C
omp
; 8hA;R i; C
omp
(hA;R i; h?; Ci)
Nous donnons trois exemples de comparateur : C
LPB
et C
GPB
denis par Wilson
et Borning
[
1993
]
et C
MM
un comparateur deni par Schiex
[
1992
]
.
Pour ces exemples, nous considererons que plus le poids est faible, plus la
contrainte est importante
9
. Ainsi, les niveaux de la hierarchie sont decroissants
en importance. Pour un ensemble R de contraintes, on notera R
[`]
la restriction
de R aux contraintes de niveau ` dans la hierarchie. Soient C
1
= hA
1
; R
1
i et
C
2
= hA
2
; R
2
i deux congurations.
9. Cette position sur le poids des contraintes est celle choisie par Borning et al.. Nous preferons
utiliser une vision inverse qui rend bien la notion de poids. Ainsi, pour nous, plus le poids est
faible, moins la contrainte est importante.
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Exemple 8 (Comparateur LPB) :
C
LPB
est un comparateur utilise par Wilson et Borning
[
1993
]
. C'est le com-
parateur locally-predicate-better. Ce comparateur est deni de la facon sui-
vante :
Denition 15 (Comparateur C
LPB
)
C
LPB
(C
1
; C
2
) 






9k > 0 tel que
8i < k;R
1
[i]
= R
2
[i]
R
1
[k]
 R
2
[k]
Dans le cas de C
LPB
, la comparaison se fait donc contrainte par contrainte.
Exemple 9 (Comparateur GPB) :
C
GPB
est un comparateur utilise par Wilson et Borning
[
1993
]
. C'est le com-
parateur globally-predicate-better. Ce comparateur est deni de la facon sui-
vante :
Denition 16 (Comparateur C
GPB
)
C
GPB
(C
1
; C
2
) 






9k > 0 tel que
8i < k; jR
1
[i]
j = jR
2
[i]
j
jR
1
[k]
j < jR
2
[k]
j
La dierence par rapport a C
LPB
tient dans le fait que la comparaison entre
les deux congurations ne se fait plus contrainte par contrainte mais niveau
par niveau en considerant le nombre de contraintes relaxees par niveau.
Exemple 10 (Comparateur MM) :
Il s'agit d'un comparateur deni pour traiter les csp possibilistes
[
Schiex,
1992
]
(MM pour max-min) et que nous utiliserons par la suite.
Denition 17 (Comparateur C
MM
)
C
MM
(C
1
; C
2
) 






9k > 0; tel que
8i 6 k;R
1
[i]
= R
2
[i]
= ?
R
1
[k]
= ? ^R
2
[k]
6= ?
Le critere de ce comparateur peut s'exprimer : la plus importante des
contraintes relaxees dans C
1
est moins importante que la plus importante
des contraintes relaxees dans C
2
.
Proposition 1
C
MM
est un comparateur.
 Preuve : Il s'agit bien d'une relation d'ordre partiel. 
Proposition 2
8C
1
; C
2
; C
MM
(C
1
; C
2
)) C
LPB
(C
1
; C
2
)
8C
1
; C
2
; C
MM
(C
1
; C
2
)) C
GPB
(C
1
; C
2
)
 Preuve : C'est une consequence directe des denitions des trois compa-
rateurs. 
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2.4.3 Solution pour un probleme sur-contraint
On peut maintenant denir une notion de solution pour un probleme sur-con-
traint.
Denition 18 (C-solution)
Soit un comparateur C et une propriete P donnes. On appelle C
P
-solution
10
d'un probleme sur-contraint, une conguration P-satisfaisable maximale pour le
comparateur C.
Dans la suite de cette these, nous nous interessons donc a la recherche d'une
C
P
-solution pour un probleme donne.
2.5 Le cadre du travail : un systeme de relaxation
de contraintes
Nous denissons un systeme de relaxation de contraintes comme un sys-
teme capable de trouver une C
P
-solution a partir d'une conguration P-contradic-
toire pour un probleme donne.
Nous desirons lutter contre le ((thrashing)) en cas de relaxation de contraintes et
nous nous proposons de ne pas supposer l'ensemble des preferences completement
deni lors de la mise en place des contraintes.
Denition 19 (Systeme de relaxation de contraintes)
Soit un ensemble C de contraintes. Soit une propriete P denie sur les contraintes
de C. Soit un comparateur C
omp
donne.
Soit C
1
une conguration P-contradictoire. Un systeme de relaxation de con-
traintes (src) peut alors e^tre deni comme un operateur sur les congurations tel
que : src(C
1
) soit une conguration P-satisfaisable, maximale au sens du compa-
rateur C
omp
i.e. une C
omp
P
-solution.
Dans la deuxieme partie de ce memoire, nous presentons un cadre general pour
les systemes de relaxation de contraintes dont nous etudierons trois instances : re-
solution de contraintes lineaires sur les rationnels, resolution de contraintes quel-
conques sur les domaines nis (csp) et resolution de contraintes quelconques sur les
reels par propagation d'intervalles (((csp numeriques))).
10. ou plus simplement C-solution lorsqu'il n'y a pas d'ambiguite sur P.
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
Etat de l'art
D
ans ce chapitre, nous presentons un etat de l'art recouvrant diverses pro-
blematiques. Dans un premier temps, nous nous interessons a la resolution
des problemes dynamiques. Ensuite, nous presentons une synthese des travaux sur
la relaxation de contraintes pour les problemes statiques et nous concluons sur la
relaxation de contraintes pour les systemes dynamiques.
Nous supposerons le lecteur familiarise avec les concepts generaux concernant
la Programmation Logique avec Contraintes (plc) et les Constraint Satisfaction
Problems (csp).
3.1 Systemes de Maintien de Deduction
Le ma^tre mot du traitement des problemes dynamiques est l'incrementalite. Le
but est d'eviter autant que possible le phenomene de thrashing. Pour cela, la plupart
des methodes que nous allons discuter sont basees sur l'utilisation d'un mecanisme
d'enregistrement : les systemes de maintien de deduction (dms).
La plupart des dms sont bases sur les systemes de maintien de verite Truth
Maintenance Systems (tms). Ils ont ete introduits par Doyle
[
1979
]
. Les tms sont
utilises dans dierentes situations
[
Forbus et de Kleer, 1993
]
:
{ identier les suppositions realisees ou les faits introduits ayant conduit aux
conclusions faites par un solveur de problemes ;
{ se sortir d'une impasse lors d'une recherche ;
{ maintenir un cache des inferences realisees pour eviter un phenomene de thra-
shing ;
{ guider le backtrack pour eviter de partir dans des branches non productives
(que l'on peut identier gra^ce aux informations enregistrees) ;
{ faire du raisonnement par defaut.
La philosophie tms vise a partager le travail d'un solveur de probleme en deux
parties (cf. gure 3.1) : une partie inferentielle et le tms a proprement parler qui
prend en charge tout ce qui concerne la veracite des faits consideres et gere les
hypotheses tenues.
Pendant la resolution, le moteur d'inferences et le tms interagissent continuel-
lement suivant un protocole bien deni. Chaque inference realisee est transmise au
tms en tant que justication. Ces justications enregistrees par le tms permettent
alors de :
{ generer des explications en les tracant ;
{ remonter le systeme de justications pour identier la source d'une contra-
diction ou d'une inconsistance ;
-

TMS
d'inferences
Moteur
justifications
hypotheses
croyances
contradictions
Fig. 3.1 { Fonctionnement d'un tms
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{ contro^ler la recherche de solution en tenant compte du passe.
Une chose dicile a realiser avec les tms est ce qu'on appelle le changement
de contexte i.e. faire evoluer au moindre cou^t la veracite des deductions realisees
lorsqu'une ou plusieurs hypotheses sont remises en cause. C'est pourquoi ont ete in-
troduits les atms (Assumption-based Truth Maintenance Systems)
[
de Kleer, 1986a;
de Kleer, 1986b; de Kleer, 1986c
]
. Dans un atms, on associe non seulement des jus-
tications a des deductions mais on utilise aussi la notion d'etiquettes : l'ensemble
des conjonctions d'hypotheses permettant de deduire une deduction donnee.
Le probleme de ces approches est leur tres grande consommation en espace
puisque toutes les informations pouvant e^tre tirees d'un probleme donne sont conser-
vees.
Citons les travaux de Roos
[
1994
]
qui proposent un mecanisme d'enregistrement
d'informations dans le cadre d'une resolution et qui vont dans le sens de l'adaptation
des techniques atms pour la resolution de csp.
La plupart des systemes que nous verrons dans la section suivante utilisent des
versions simpliees des tms ou des atms. Ces simplications permettent d'obtenir
des systemes d'enregistrement utilisables pour la resolution de problemes conse-
quents. On parle alors plus de systemes de maintien de deduction : ils permettent
de conserver des justications pour des informations deduites au cours de la reso-
lution (echecs, retrait de valeur, ...).
3.2 ((Apprentissage)) pour les problemes dynami-
ques
Pour produire un systeme ecace de resolution de problemes dynamiques et
en particulier pour e^tre incremental et eviter le thrashing, il faut e^tre capable de
determiner des responsabilites pour les actions realisees lors de la resolution (retrait
de valeur dans le domaine d'une variable, suppression d'une portion de l'espace de
recherche, ...). C'est ce que nous appelons ici ((apprentissage)).
3.2.1 Une premiere approche : les oracles
Van Hentenryck
[
1989
]
propose d'utiliser ce qu'il appelle un oracle pour realiser
un systeme incremental de satisfaction de contraintes.
L'idee est de stocker lors de la resolution, le chemin emprunte pour faire la
demonstration.
{ Lorsqu'une contrainte est ajoutee, denissant ainsi un probleme P
i
deduit du
probleme precedent P
i 1
, la methode consiste a utiliser l'oracle calcule pour
le probleme P
i 1
pour resoudre le probleme P jusqu'a ce qu'une contradiction
soit rencontree. Ainsi, la resolution ne recommence pas au debut evitant ainsi
une partie du thrashing.
{ Lorsqu'une contrainte est retiree, on utilise l'oracle ayant servi a resoudre le
probleme P
j
(probleme le plus recent ne contenant pas la contrainte retiree).
On peut aussi utiliser un oracle heuristique, l'oracle du probleme precedent
mais des precautions doivent e^tre prises car cet oracle peut laisser passer des
solutions.
Cette approche ne propose pas une analyse ne lors de la reexecution. Il s'agit
plus d'une demarche heuristique.
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3.2.2 Maintien d'arc-consistance
Les algorithmes dnac4
[
Bessiere, 1991
]
et dnac6
[
Debruyne, 1995
]
sont des
extensions des algorithmes classiques d'arc-consistance ac4
[
Mohr et Henderson,
1986
]
et ac6
[
Bessiere et Cordier, 1993; Bessiere, 1994
]
qui permettent de gerer des
systemes dynamiques de contraintes.
Pour mener a bien un retrait ecace de contraintes, ces deux algorithmes en-
registrent des informations au fur et a mesure de la resolution pour conna^tre les
eets d'une contrainte. Ils utilisent la notion de justication : la contrainte qui a
un moment donne est responsable du retrait d'une valeur dans le domaine d'une
variable.
Ces informations sont alors utilisees pour determiner quels sont les retraits de va-
leur qui dependent directement ou indirectement (par propagation) de la contrainte
retiree. Ensuite, de tels retraits etant susceptibles d'e^tre realises (justies) d'une
autre maniere, il faut retablir la coherence.
Citons l'algorithme acjdc propose par Neveu et Berlandier
[
1994
]
qui n'utilise
pas de systeme d'enregistrement et donc ne travaille que sur les contraintes du
probleme. Cette approche a ete proposee pour reduire la complexite des autres
algorithmes (dnac4 et dnac6). En fait, ce gain en espace se paye par une complexite
en temps sensiblement augmentee.
Le tableau 3.1 donne les complexites spatiales et temporelles de ces trois al-
gorithmes (n variables de domaine de taille maximum d sur lesquelles portent e
contraintes). On trouve une comparaison experimentale de ces trois approches dans
[
Debruyne, 1995
]
.
dnac4 dnac6 acjdc
Complexite spatiale O(ed
2
+ nd) O(ed+ nd) O(e+ nd)
Complexite temporelle O(ed
2
) O(ed
2
) O(ed
3
)
Tab. 3.1 { Complexites au pire pour des algorithmes d'arc-consistance dynamiques
3.2.3 Diagnostic d'echec
Sans parler de relaxation de contraintes, il existe un certain nombre de travaux
sur le diagnostic de systeme sur-contraints comme par exemple les techniques de
backtrack intelligent
[
Sola, 1995; de Backer et Beringer, 1991b; Prosser, 1993
]
dans
le cas general ou les travaux de Beringer et de Backer
[
1990
]
ou de Chinneck et
Dravnieks
[
1991
]
sur les systemes de contraintes lineaires sur les rationnels.
Dans un cadre general, Sola
[
1995
]
recommande de maintenir une structure per-
mettant de denir la notion de graphe de dependance des liaisons qui enregistre des
informations liees a chaque unication realisee dans un systeme de programmation
logique. Ces informations permettent alors d'identier avec precision des liaisons
(unications) responsables d'un echec et par la-me^me de realiser un backtrack in-
telligent.
Dans d'autres cas
[
Holzbaur et al., 1996
]
, le solveur lui-me^me est capable de
fournir les explications necessaires a un backtrack intelligent. C'est le cas lors-
qu'on utilise un algorithme de type simplexe pour resoudre des systemes lineaires
de contraintes sur les rationnels. Nous y reviendrons dans le chapitre 5.
3.2.4 plc reactive sur les domaines nis
Fages et al.
[
1998; 1995
]
ont propose un cadre general pour la plc reactive
sur les domaines nis. Ce cadre general est base sur la transformation d'arbres de
resolution csld permettant ainsi d'utiliser le plus possible les calculs realises. Les
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operateurs de transformation denis permettent ainsi de traiter de l'ajout/retrait
de contraintes et de l'ajout/retrait d'atomes dans un programme plc.
D'un point de vue operatoire, Sola
[
1995
]
presente une methode de backtrack in-
telligent et de maintien de deduction dans un cadre plc(fd). La methode proposee
ne permet pas de resoudre des problemes sur-contraints. Elle permet par contre de
prendre en compte ecacement des operations d'ajout et de retrait de contraintes.
D'ailleurs, si le systeme de contraintes obtenu est contradictoire
1
, la methode pro-
posee permet de revenir a un systeme satisfaisable et a ne recommencer un calcul
que sur des contraintes devant e^tre remises en cause.
Sola associe a chaque variable, un ensemble de contraintes responsables des
modications sur le domaine de cette variable denissant ainsi un graphe de depen-
dance entre contraintes. Ces informations permettent de reconstituer l'historique
des modications du domaine. Ainsi, lorsqu'un domaine devient vide a cause d'une
contrainte donnee, il est facile de determiner a partir des valeurs retirees par cette
contrainte quelles informations remettre en cause.
D'autre part, les informations recueillies par le systeme presente dans
[
Sola,
1995
]
permettent de ne pas recommencer completement la resolution lorsqu'une
contrainte est remise en cause. En eet, il n'y a pas besoin de defaire ce qui est
independant de la contrainte supprimee. Lors d'un retrait, les informations enre-
gistrees (le graphe de dependance entre contraintes) permettent de conna^tre les
points de choix qui peuvent e^tre conserves. En particulier, sur les domaines nis,
ces informations permettent de determiner des valeurs qui avaient ete ecartees et
qui peuvent revenir dans le domaine des variables.

A ce stade, Sola propose de
retablir l'arc-consistance en activant les contraintes sur les domaines ainsi elargis.
Il signale que son implementation ne tirerait pas prot de la connaissance precise
des valeurs reintroduites comme savent le faire des algorithmes comme dnac4 par
exemple (cf. section 3.2.2).
D'une maniere generale, les idees presentees dans
[
Sola, 1995
]
nous paraissent
fondamentales pour la relaxation de contraintes : pouvoir identier un ensemble de
contraintes responsables d'un conit et pouvoir ne pas recommencer la resolution
au debut lorsqu'une contrainte est retiree.
De notre point de vue, cette approche est ameliorable selon trois axes :
{ La limitation de la recherche de responsabilite a un sous-ensemble des valeurs
retirees
2
(sur la variable provoquant la contradiction) ne nous para^t pas adap-
tee a la relaxation de contraintes. En eet, des retraits de valeurs beaucoup
plus anciens peuvent e^tre du^s a des contraintes peu importantes dont la re-
laxation permettrait alors de liberer le domaine de la variable consideree. Il
est possible de ne pas se limiter aux dernieres operations sur un domaine pour
rechercher des causes de conit.
{ Dans le cas de la relaxation, il nous semble qu'il est necessaire, d'une part,
d'enregistrer des informations plus precises (au niveau des valeurs retirees et
non pas simplement au niveau des variables) et, d'autre part, d'utiliser ces
informations pour realiser une relaxation de maniere plus ecace.
1. Dans un systeme plc le systeme de contraintes n'est pas unique: il peut y avoir des points de
choix sur la mise en place des contraintes. Ainsi, il est possible obtenir un systeme de contraintes
contradictoire et d'en trouver un autre qui soit satisfaisable. Par contre, il n'y a pas de notion
de preference sur les contraintes: toutes les combinaisons de contraintes acceptables pour le pro-
gramme sont equivalentes.
2. En eet, Sola
[
1995
]
limite la recherche de responsabilites sur le ((clash sous-domaine)) : sous-
ensemble des valeurs de la variable dont le domaine est vide qui ne sont pas compatibles avec
la contrainte ne pouvant plus e^tre veriee. Le but etant de trouver une aectation satisfaisant
toutes les contraintes, cette recherche sur un sous-ensemble sut. Notons qu'en pratique, du fait
du systeme d'explication employe, la recherche de responsabilite sera realisee sur toutes les valeurs
retirees dans le domaine de la variable concerncee.
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{ L'approche proposee ici ne prend pas en compte les preferences de l'utilisa-
teur et se contente donc de trouver un ensemble de contraintes realisables.

A
notre avis, il est possible de prendre en compte ces preferences dans un cadre
dynamique tout en conservant les proprietes de cette approche.
3.3 Relaxation de contraintes sur les problemes
statiques
Comme le signale Jampel
[
1996
]
, il existe plusieurs facons d'aaiblir (relaxer) un
probleme sur-contraint pour qu'il devienne soluble. Il est ainsi possible de modier
la structure me^me du probleme en introduisant par exemple des preferences sur les
contraintes. C'est l'approche choisie par des systemes tels que hclp (Hierarchical
Constraint Logic Programming)
[
Borning et al., 1989
]
(section 3.3.1).
Une autre possibilite est de modier la semantique des contraintes. Il s'agit
alors d'ajouter des possibilites a une contrainte : on parle alors d'aaiblissement de
la contrainte pluto^t que de relaxation.
Exemple 11 (Aaiblissement d'une contrainte) :
Considerons les variables X et Y sur lesquelles porte la contrainte X > Y .
Une facon d'aaiblir cette contrainte est d'ajouter un couple (x;y) tel que
y > x a la liste des couples autorises pour la contrainte.
Ce genre d'aaiblissement est pris en compte dans le schema pcsp (Partial
Constraint Satisfaction Problems)
[
Freuder, 1989
]
(section 3.3.2).
Il existe d'autres approches que nous presentons brievement sections 3.3.3 et 3.3.4.
3.3.1 Hierarchical Constraint Logic Programming
L'approche Hierarchical Constraint Logic Programming (hclp) joue un ro^le cen-
tral dans la communaute plc
[
Jampel, 1996
]
.
Le cadre general
L'approche hclp (
[
Borning et al., 1989; Wilson et Borning, 1993
]
) est une ex-
tension du cadre de la plc aux expressions de preferences sur les contraintes.
Nous avons deja vu dans le chapitre precedent les principaux concepts de cette
approche : preference, comparateur et H-solution.
D'une maniere plus formelle, Borning et al. denissent deux ensembles de solu-
tions : l'ensemble S
0
des solutions pour les contraintes requises et l'ensemble S des
solutions pour la hierarchie denie a partir de S
0
et d'un comparateur donne better.
S = f j  2 S
0
^ 8 2 S
0
;:better(; )g
Semantique operationnelle
Une clause hclp est de la forme:
p(t) :   q
1
(t); : : : ; q
m
(t); l
1
c
1
(t); : : : ; l
n
c
n
(t):
ou t est une liste de termes, p; q
1
; : : : ; q
m
sont des symbole de predicat et l
1
c
1
(t),
: : :, l
n
c
n
(t) sont des contraintes etiquetees par leur preference. Un programme hclp
est une liste de telles clauses et une reque^te est un multi-ensemble d'atomes.
Les reque^tes sont executees comme en plc excepte que les contraintes non re-
quises ne sont pas prises en compte et simplement accumulees
3
. Une fois la reque^te
3. Les contraintes ne servent alors qu'a posteriori, ce qui n'est pas totalement compatible avec
la philosophie plc.
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completement executee, la hierarchie des contraintes non requises accumulees jus-
qu'a present est utilisee pour raner les domaines des variables.
Mise en uvre
L'approche hclp(D, C) est parametree par le domaine de calcul D et par le com-
parateur C utilise pour resoudre la hierarchie i.e. renvoyer un element de l'ensemble
S des meilleures solutions.
Un interprete tres simple pour hclp(R,C
LPB
) est propose par Wilson et Borning
[
1993
]
. Cet interprete fonctionne en deux phases : dans un premier temps, seules les
contraintes requises sont introduites dans le systeme et les contraintes de preference
sont accumulees. Dans un second temps, la hierarchie de contraintes ainsi obtenue
est resolue. Plus precisement, les contraintes sont introduites par niveau d'impor-
tance (de la plus importante a la moins importante) lorsque cela est possible jusqu'a
ce qu'il n'y ait plus de contraintes ou que celles qui restent soient veriees (par les
domaines courant des variables) ou contradictoires
4
avec les contraintes actives.
Cet interprete ne fonctionne donc que si le comparateur utilise est le compara-
teur C
LPB
et que les preferences associees aux contraintes du probleme sont connues
a l'avance. En eet, seul le comparateur C
LPB
peut e^tre ainsi optimise incrementa-
lement par parcours de la hierarchie et sans retour arriere. Notons que l'ajout d'une
nouvelle contrainte (si elle provoque une contradiction) remet en cause la solution
courante et demande une nouvelle resolution (pouvant reprendre completement de-
puis le debut
5
). De plus, on doit savoir apres chaque introduction de contrainte si
le systeme obtenu est soluble
6
et donc l'approche proposee n'est realisable que pour
des solveurs garantissant la consistance globale apres chaque ajout de contraintes
(c'est possible sur les reels ou les rationnels en prenant en compte des contraintes li-
neaires). Ainsi, de Backer et Beringer
[
1991a
]
proposent une implementation ecace
du cadre hclp pour les rationnels.
Limitations
Les approches de type hclp presentent donc trois types d'inconvenients :
{ Elles demandent la connaissance complete du systeme de contraintes et des
preferences associees a celles-ci avant la resolution.
{ Elles ne sont pas adaptees au cas dynamique. Elles ne savent pas tirer prot
du passe.
{ La plupart des mises en uvre proposees n'utilisent pas de maniere active les
contraintes de preference. Celles-ci sont simplement utilisees en guise de test.
Ceci ne nous para^t pas vraiment compatible avec la philosophie contraintes.
3.3.2 Partial Constraint Satisfaction Problems
Le cadre general
Freuder
[
1989
]
a propose un cadre pour le traitements des csp sur-contraints.
Un Partial Constraint Satisfaction Problem (pcsp) est un triplet :
hP; (PS;<); (M; (N;S))i
4. Cette contradiction est constatee sans calcul. L'etat courant des domaines des variables ne
permet pas de verier la contrainte testee.
5. Considerons le cas de l'absence soudaine d'un professeur pour un problemed'emploi du temps,
cette derniere contrainte est une contrainte requise puisqu'elle ne peut e^tre relaxee. Une resolution
utilisant les techniques d'hclp demande donc de tout reprendre au debut.
6. Dans le cas des domaines nis, il faudrait alors necessairement enumerer. On resoudrait alors
a chaque etape un probleme dicile.
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ou :
{ P est un csp i.e. un triplet (V;D;C) ou V est un ensemble de variables,D l'en-
semble des domaines associes a ces variables et C un ensemble de contraintes,
{ PS est un ensemble de problemes (csps) et ((<)) un ordre partiel sur PS,
{ M est une metrique sur PS,
{ (N;S) sont des bornes necessaires et susantes sur la distance entre un pro-
bleme P-satisfaisable dans PS et le probleme donne P .
Une solution pour un pcsp est un probleme P
0
de PS possedant une instan-
ciation satisfaisant toutes ses contraintes et tel que la distance de P a P
0
selon M
est inferieure a N . Une solution sera dite susante si la distance est inferieure ou
egale a S. Ces bornes sont utilisees lors d'une recherche arborescente. Une solution
optimale est une solution pour laquelle la distance a P est minimale.
Recherche de solution
La relation d'ordre la plus utilisee est celle qui consiste a compter le nombre de
contraintes veriees. Une telle instance de pcsp est appelee maxcsp.
De nombreux resultats ont ete publies concernant maxcsp
[
Wallace et Freuder,
1996; Wallace, 1996
]
. Les methodes utilisees sont basees sur une recherche arbores-
cente dans l'espace PS.
On constate dans ce dernier cadre l'absence du traitement des preferences. Sinon,
comme pour hclp on retrouve la necessite de conna^tre a l'avance a la fois l'ensemble
des contraintes du probleme et les preferences associees a ces problemes. De plus, la
encore, les demarches retenues ne sont pas adaptees au cas dynamique : elles sont
peu incrementales.
3.3.3 Cadres generaux pour la relaxation
Dans le domaine des csp, les approches proposees etendent toutes d'une cer-
taine maniere le cadre classique que ce soit en integrant des preferences sur les
contraintes, des cou^ts ou des probabilites. Chaque extension utilise des operateurs
mathematiques particuliers (+, max) pour agreger les violations de contraintes en
vue de comparaisons ulterieures.
Deux cadres generaux permettant de generaliser toutes ces extensions ont ete
proposes : l'un base sur les semi-anneaux
[
Bistarelli et al., 1995
]
et l'autre base sur un
monode commutatif totalement ordonne
[
Schiex, 1992; Schiex et Verfaillie, 1995
]
.
Dans le dernier cas, il s'agit du cadre dit des csp values (vcsp). Dans
[
Schiex
et Verfaillie, 1995
]
, les auteurs presentent des extensions aux vcsp des algorithmes
classiques (backtrack, forward-checking, ...) de resolution de csp.
Les liens entres les deux approches ont ete presentes dans
[
Bistarelli et al., 1996
]
.
Ces approches necessitent que l'ensemble des contraintes soient connues a l'avan-
ce, de me^me que les valuations associees. Elles ne sont pas non plus incrementales.
3.3.4 Autres approches
Les travaux de Fages, Fowler et Sola
[
Fages et al., 1994; Fowler, 1993; Fages,
1993
]
utilisent une recherche arborescente en integrant les contraintes de preferences
dans la fonction objectif cherchant ainsi a optimiser cette fonction.
On trouve dans
[
Jampel et al., 1996
]
une recapitulation d'autres approches.
Citons en particulier Bouquet et Jegou
[
1996
]
qui utilisent des obdd (Ordered
Binary Decision Diagrams) ponderes comme structure de donnee permettant de
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coder l'aspect dynamique d'un probleme mais la complexite spatiale obtenue est
exponentielle.
3.4 Relaxation de contraintes sur les problemes
dynamiques
Dans cette section, nous nous interessons aux travaux lies aux ajouts/retraits
de contraintes dans les systemes dynamiques de contraintes.
3.4.1 Instance ((incrementale)) de hclp : le systeme ihcs
Le systeme ihcs (Incremental Hierarchical Constraint Solver) propose par Me-
nezes
[
Menezes et al., 1993; Menezes et Barahona, 1996
]
a pour but de fournir des
solveurs de hierarchie incrementaux en vue d'une utilisation dans le cadre hclp.
En fait, il ne s'agit plus vraiment d'un systeme hclp puisque seuls les concepts
de base sont utilises et que la vision operationnelle proposee par Borning n'est pas
respectee.
L'approche proposee par ihcs est une technique d'exploration d'un espace de
congurations. Une conguration
7
est un triplet hAS  RS  USi de contraintes
actives (AS), relaxees (RS) et a traiter (US). Les contraintes ne sont pas alors trai-
tees forcement selon leur ordre d'arrivee dans le systeme. Le choix d'une contrainte
a integrer depuis l'ensemble US est laisse au libre choix de l'implanteur.
An, de limiter l'exploration de l'espace de recherche a une petite partie, Me-
nezes et al. utilisent la notion de dependance entre contraintes
8
.
Denition 20 (Dependance entre contraintes)
Une contrainte c
a
depend d'une contrainte c
b
si et seulement si c
b
a retire une valeur
dans le domaine d'une variable qui appara^t dans c
a
.
Lorsqu'une contradiction est identiee, c'est qu'au moins une contrainte n'est
plus veriee. Ainsi, on peut limiter la recherche d'une conguration optimale aux
congurations denies a partir des contraintes dont depend la contrainte en echec.
Plus precisement, un ordre total est deni sur les congurations determinees a
partir du sous-ensemble des contraintes du probleme dont depend la contrainte en
echec. Ensuite, la recherche est realisee suivant cet ordre jusqu'a ce que soit trouvee
une conguration satisfaisante.
Le changement de conguration est en fait realise par backtrack standard. Tout
ce qui a ete calcule entre l'instant d'introduction de la contrainte relaxee et l'instant
de sa relaxation est completement remis en cause. Il n'evite donc pas le phenomene
de thrashing pendant le traitement d'un retrait de contrainte.
Cette approche, bien que nommee incrementale, ne l'est pas totalement. Pour les
retraits de contraintes, on ne retrouve pas l'incrementalite que l'on a pour l'ajout.
En eet, le retrait est realise par backtrack sans tenir compte de ce qui s'est passe
entre l'introduction de la contrainte a relaxer et l'instant de sa relaxation.
De plus, on peut d'ores et deja constater que la notion de dependance entre
contraintes pourrait e^tre rendue plus precise permettant ainsi de circonscrire la
recherche a un plus petit ensemble de congurations. On peut en eet preferer
travailler sur les valeurs des variables permettant alors de preciser nement les liens
entre les contraintes et les variables.
7. Notre notion de conguration n'a pas besoin de tenir compte des contraintes a introduire.
8. C'est le me^me systeme de dependance que celui utilise par
[
Fages et al., 1995; Sola, 1995
]
(cf.
section 3.2.4).
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Neanmoins, signalons les travaux recents de Holzbaur et al.
[
1996
]
qui proposent
une adaptation ecace (nous proposons quelque chose de tres similaire chapitre 5)
de la philosophie ihcs au cas des contraintes lineaires sur les rationnels.
3.4.2 Propagation locale
Si on se limite aux contraintes dites fonctionnelles
9
, on peut appliquer des tech-
niques de propagation locale
[
Trombettoni, 1997
]
. Les modications sur les valeurs
des variables sont alors propagees simplement en utilisant les methodes.
L'utilisation de telles techniques permet alors de proposer des systemes incre-
mentaux capables de resoudre des problemes sur-contraints dans le cadre d'hclp.
Ainsi, l'algorithme DeltaBlue
[
Freeman-Benson et al., 1990
]
permet de traiter
par propagation locale des systemes de contraintes fonctionnelles simples (variable
de sortie unique) dont le graphe de dependance est sans circuit. Depuis, une ex-
tension a ete proposee : l'algorithme SkyBlue
[
Sannella, 1993
]
qui permet de traiter
les contraintes fonctionnelles a sorties multiples et dont le graphe de dependance
contient des circuits. Ces deux algorithmes sont concus pour fonctionner avec le
comparateur C
LPB
.
Le systeme Houria
[
Bouzoubaa et al., 1995
]
permet de calculer une solution
respectant d'autres comparateurs. Par contre, le systeme de contraintes resolu doit
e^tre sans circuit.
L'utilisation de la propagation locale pour des contraintes non fonctionnelles a
conduit au systeme Indigo
[
Borning et al., 1996
]
. Ce systeme permet de traiter des
contraintes d'inegalite (x 6 y) en utilisant une sorte de propagation d'intervalles.
Malheureusement, les auteurs signalent qu'ils n'ont pu proposer une version incre-
mentale de cet algorithme. Ceci est du^ au fait que jusqu'a maintenant il n'existe
pas de proposition de systeme incremental sur les intervalles dans la litterature.
Citons enn les travaux theoriques presentes dans
[
Haselbock et al., 1993
]
qui
proposent un cadre formel pour les techniques de reparation de solution dans le cas
d'une solution ne respectant pas l'ensemble des contraintes d'un probleme.
3.4.3 ((Precurseurs)) de la relaxation de contraintes
Pour resoudre les csp, une phase d'enumeration est necessaire. Une recherche
utilisant le backtrack standard n'est pas ecace, c'est pourquoi dierents algo-
rithmes ont ete proposes pour l'ameliorer. Ces algorithmes utilisent un mecanisme
d'((apprentissage
10
)).
Nous presentons l'algorithme Dynamic Backtracking
[
Ginsberg, 1993
]
de re-
cherche de solution dans un csp. Pour introduire cet algorithme, nous utilisons,
comme le font Verfaillie et Schiex
[
1995
]
, deux autres algorithmes precurseurs (Con-
ict Directed Backjumping
[
Prosser, 1993
]
et Nogood Recording
[
Schiex et Verfaillie,
1994
]
version etendue de
[
Schiex et Verfaillie, 1993
]
). Dans leur article, Verfaillie
et Schiex proposent des versions dynamiques de Nogood Recording et Dynamic
Backtracking. Tout simplement, les informations enregistrees sont conservees d'une
resolution a l'autre car ces algorithmes se pre^tent bien a ce partage. Nous nous
contenterons d'une presentation des versions statiques de ces algorithmes.
9. Denies par l'intermediaire de methodes permettant de calculer la valeur d'une variable
connaissant les valeurs des autres variables. Il s'agit des contraintes bijectives au sens de
[
David,
1994
]
. On trouvera un etat de l'art sur la propagation locale dans
[
Trombettoni, 1997
]
.
10. Il ne s'agit pas la de l'apprentissage au sens IA du terme mais pluto^t de la capacite d'un
systeme de resolution a se souvenir de ce qu'il a fait pour soit ne plus le refaire, soit analyser cette
trace pour decider la suite a donner a la resolution.
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Denitions
Conict Directed Backjumping
[
Prosser, 1993
]
, Nogood Recording
[
Schiex et Ver-
faillie, 1994
]
et Dynamic Backtracking
[
Ginsberg, 1993
]
sont des extensions de l'al-
gorithme standard dit de backtrack.
Un tel algorithme est tel que :
{ dans tout etat, l'ensemble des variables est divise en variables aectees (aec-
tation courante) et variables non aectees ;
{ dans l'etat de depart, aucune variable n'est aectee (aectation vide) ;
{ une transition consiste a etendre l'aectation courante en choisissant une va-
riable v non aectee et en lui aectant une valeur val choisie parmi les valeurs
non encore explorees ;
{ si l'aectation courante devient de ce fait incoherente, un retour est eectue
sur le choix fait pour v ; si toutes les valeurs de v ont ete explorees, un retour
est eectue sur le choix de variable immediatement precedent ;
{ il y a arre^t si une aectation coherente de l'ensemble des variables est produite
(solution) ou s'il est constate que l'aectation vide
11
ne peut pas e^tre etendue
en une aectation coherente de l'ensemble des variables (non existence d'une
solution).
De Conict Directed Backjumping a Dynamic Backtracking
L'algorithmeConict Directed Backjumping est une ameliorationde l'algorithme
backtrack. Cette amelioration porte sur le mecanisme de retour dans le cas ou toutes
les possibilites d'extension d'une aectation courante sur une variable v ont ete
explorees. Soit V
0
l'ensemble des variables aectees, ordonne selon l'ordre d'aec-
tation ; soit v
0
la derniere variable de V
0
; soit v
00
la derniere variable de V
0
dont
l'aectation est un element de l'explication de l'echec constate sur v. Une telle
explication de l'echec est appelee un nogood.
Denition 21 (Nogood)
Un nogood est une aectation partielle contradictoire. L'arite d'un nogood est le
nombre de variables concernees par l'aectation partielle consideree.
Alors que l'algorithme backtrack revient systematiquement sur v
0
, l'algorithme
Conict Directed Backjumping, s'appuyant implicitement sur la notion de nogood,
revient sur la derniere variable, selon l'ordre d'aectation, dont l'aectation est un
element de l'explication de l'echec constate sur v : la variable v
00
. C'est un mecanisme
de backtrack intelligent.
L'algorithme Nogood Recording peut e^tre vu comme une ((simple)) amelioration
de l'algorithme Conict Directed Backjumping. Cette amelioration consiste a me-
moriser les nogoods produits au cours de la recherche et a les reutiliser pour reduire
l'espace de recherche restant.
Le nombre de nogoods produits au cours d'une recherche pouvant cro^tre expo-
nentiellement en fonction de la taille du probleme, une limitation pratique, analogue
a celle qui est utilisee pour le ltrage, consiste a limiter l'arite des nogood memori-
ses
12
.
L'algorithme Dynamic Backtracking
[
Ginsberg, 1993
]
propose un autre meca-
nisme de retour dans le cas ou toutes les possibilites d'extension d'une aectation
courante sur une variable ont ete explorees.
11. Aectation coherente du depart de la recherche.
12. Nous verrons section 7.3.3 que ce probleme peut e^tre resolu d'une autre maniere.
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Alors que l'algorithme backtrack revient systematiquement sur v
0
(nous repre-
nons les me^mes notations que precedemment), l'algorithme Dynamic Backtracking
revient sur la variable v
00
comme le fait Conict Directed Backjumping mais sans
desaecter les variables suivant v
00
dans V
0
.
La gure 3.2 represente les dierences de traitement entre le backtrack stan-
dard, Conict Directed Backjumping, Nogood Recording et Dynamic Backtracking.
Sur cet exemple, concernant la recherche d'une instanciation pour huit variables,
nous considerons le moment de la resolution ou les trois premieres variables etant
instanciees, l'instanciation de la quatrieme provoque une contradiction. Nous sup-
poserons qu'un nogood peut alors e^tre calcule concernant les variables V
1
et V
2
ce
qui signie que V
3
et V
4
n'ont rien a voir avec l'echec courant.
L'algorithme de backtrack standard ne peut tirer prot de cette information et
revient donc sur l'instanciation de la variable V
4
. Ainsi, toutes les possibilites pour V
3
et V
4
vont devoir e^tre explorees avant de revenir au point interessant V
2
. Par contre,
les algorithmes Conict Directed Backjumping et Nogood Recording utilisent cette
information et reviennent eux directement sur l'instanciation de V
2
en remettant
en cause V
3
et V
4
. La dierence entre les deux algorithmes tient au fait que Nogood
Recording va conserver le nogood identie pour ne pas retomber sur une condition
d'echec deja connue. L'algorithme Dynamic Backtracking, quant a lui, utilise au
maximum l'information extraite de l'echec courant : il remet en cause l'instanciation
de V
2
mais sans modier ni V
3
ni V
4
puisque ces deux variables n'ont rien a voir
avec l'echec courant. Aucun calcul n'est donc necessaire pour retrouver de bonnes
instancations pour V
3
et V
4
contrairement aux trois autres algorithmes.
V1 V2 V3 V4 V5 V6 V7 V8
variables instanciées variables à instancier
v’v’’
V1 V2 V3 V4 V5 V6 V7 V8
Affectation courante contradictoire
V1 V2 V3 V4 V5 V6 V7 V8
Conflict Directed Backjumping et Nogood Recording
V1 V2V3 V4 V5 V6 V7 V8
Dynamic Backtracking
backtrack standard
Fig. 3.2 { Comportement des dierentes techniques d'enumeration
L'espace de recherche resultant de ces transformations n'est plus un arbre mais
un graphe. On peut aussi dire que l'arbre de recherche (originel) est explore d'une
maniere non triviale : il s'agit d'une approche par sauts.
Pour realiser cette recherche et assurer sa completude, l'algorithme Dynamic
Backtracking utilise la notion d'eliminating explanation qui est une variante de la
notion de nogood.
Denition 22 (Eliminating explanation selon
[
Verfaillie et Schiex, 1995
]
)
Soit v une variable ; soit val une de ses valeurs ; soit A une aectation partielle
n'impliquant pas v ; A est une eliminating explanation pour la valeur val de v
si et seulement si A [ (v; val) est un nogood.
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Dynamic Backtracking et la relaxation de contraintes
L'algorithme Dynamic Backtracking fonctionne comme un veritable systeme de
relaxation de contraintes sur des contraintes speciques : les contraintes d'aectation
de valeur a une variable. En eet, considerons l'aectation d'une valeur a une va-
riable comme un ajout de contrainte d'egalite et de me^me, la desaectation comme
un retrait (une relaxation) de cette me^me contrainte. Ainsi, lorsque l'aectation
partielle est incoherente c'est que le systeme de contraintes courant est inconsis-
tant ; l'algorithme determine alors la meilleure (plus utile) contrainte (d'egalite) a
relaxer (desaectation) sans modier l'etat des autres contraintes (aucune modica-
tion des autres aectations). Ceci etant repete jusqu'a ce qu'une aectation partielle
coherente soit trouvee pour pouvoir continuer.
On peut recapituler les caracteristiques de ces trois algorithmes dans un tableau
(cf. tableau 3.2) presentant leur comportement par rapport a l'identication d'un
point de choix pertinent a remettre en cause, la capacite a eviter le thrashing et
l'utilisation d'un dms.
CBJ NR DBT
Identication oui oui oui
Pas de thrashing non oui (en partie) oui
dms non oui oui
Tab. 3.2 { Caracteristiques des algorithmes de recherche
Comme on le voit sur le tableau 3.2, l'algorithmeDynamic Backtracking est l'al-
gorithme qui repond le mieux aux criteres d'un systeme de relaxation de contraintes.
Il manque en fait a Dynamic Backtracking la gestion de la propagation des af-
fectations a chaque instanciation a la maniere de l'algorithme mac (Maintaining
Arc-Consistency {
[
Sabin et Freuder, 1994
]
).
3.5 Motivations
Comme nous l'avons fait a l'instant pour les algorithmes d'enumeration, on peut
recapituler certaines techniques utilisees pour resoudre les problemes sur-contraints
dans un tableau (cf. tableau 3.3). Nous n'avons conserve que la reference hclp et
celles capables de traiter les systemes dynamiques de contraintes. Nous reportons
dans ce tableau l'utilisation ou non d'une technique d'identication de contraintes
responsables d'une contradiction, la capacite a eviter le thrashing et l'utilisation ou
non d'un dms.
hclp ihcs Sola et al.
Identication non oui (ameliorable) oui (ameliorable)
Pas de thrashing non non oui (en partie)
dms non oui oui
Tab. 3.3 { Comparaisons de certaines techniques de relaxation
Comme on le voit sur le tableau 3.3, aucun des systemes proposes jusqu'a present
ne presente toutes les caracteristiques necessaires a un systeme de relaxation de
contraintes dans un cadre dynamique.
Nous pensons que l'identication de points de retour (contraintes a relaxer) peut
e^tre amelioree en considerant non plus le graphe de dependance entre contraintes
comme ihcs ou les travaux de Sola, mais pluto^t une information precise sur la res-
ponsabilite precise des contraintes concernant le retrait des valeurs. Ces informations
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permettraient d'ailleurs un traitement veritablement incremental de la relaxation
evitant le thrashing. En fait, on peut songer a une generalisation de l'algorithme
Dynamic Backtracking en considerant non plus plusieurs valeurs possibles pour une
variable mais deux etats possibles pour une contrainte (active ou relaxee) et en
evitant le thrashing de la me^me facon.
Par ailleurs, l'une des conclusions du projet ESPRIT CHIC (Constraint Handling
in Industry and Commerce)
[
Chamard et al., 1995
]
sur les problemes sur-contraints
montre l'importance de notre theme de recherche et conrme l'intere^t de la techno-
logie pressentie (atms ma^trises) :
With CLP, the user should have a way of reconsidering the constraints
imposed to the solution. Unfortunately, there is no general method for
explaining failures and detecting which constraints have to be relaxed.
If technologies like dependency-based backtracking or ATMS were better
mastered and worked at a reasonable cost, perhaps something might be
done in terms of nding the latest decision causing a given failure. But it
is apparently not the case (see the implementation by ECRC of an Intel-
ligent Backtracking library in ECLiPSe, based on [CERT IBT 93], for a
non-conclusive attempt to implement intelligent backtracking methods).
Methods like that proposed e.g. in [De Backer and Beringer IJCAI 93:
p.300] for the detection of minimal inconsistent sets are restricted to
linear programming.
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D
ans ce chapitre, nous denissons le cadre general relax(D, C, P) qui montre
comment certaines contraintes de l'ensemble C portant sur le domaine D
peuvent e^tre relaxees si la propriete P n'est pas veriee. Nous montrons alors que
la relaxation de contraintes peut e^tre modelisee par une recherche de type meilleur
d'abord sur l'espace des congurations. Cette recherche est parametree par trois
fonctions (explique-contradiction, meilleure-configuration, maj-configu-
ration) qui devront e^tre specialisees suivant le domaine de contraintes D et la
nature des contraintes de C. Un soin tout particulier sera porte aux changement de
congurations an d'eviter le phenomene de thrashing. Enn, une classe de com-
parateurs particuliers permettant de ma^triser le nombre d'explications enregistrees
sera etudiee. Ce chapitre presente et etend les concepts presentes dans
[
Jussien et
Boizumault, 1997a; Jussien et Boizumault, 1997b
]
.
4.1 L'espace de recherche
Nous cherchons la C-solution d'un probleme donne dans l'espace des congura-
tions. Cet espace de recherche peut se representer a l'aide d'un arbre binaire dont
les sommets (nuds) sont les contraintes du probleme et les are^tes l'etat possible
de la contrainte associee (active ou relaxee). Pour une contrainte c
a
, on notera a
l'etat actif et a
0
l'etat relaxe. Les sous-arbres correspondant a deux etats dierents
d'une me^me contrainte sont identiques.
Un tel arbre est construit dynamiquement au fur et a mesure de l'introduction
des contraintes
1
. Notons que sa taille est 2
e
ou e est le nombre de contraintes du
probleme.
Exemple 12 (Arbre de la recherche) :
On trouve gure 4.1 un exemple d'arbre binaire pour 3 contraintes c
a
; c
b
et
c
c
.
ac
bc bc
cc cc cc cc
a a’
b b’ b b’
c c’c c cc’c’
c’
*
Fig. 4.1 { Arbre binaire de recherche pour fc
a
; c
b
; c
c
g.
Un chemin de la racine a une feuille represente une et une seule conguration.
1. Le cas d'un retrait de contrainte est considere comme une relaxation denitive et ne conduit
donc pas a une modication de l'arbre de recherche: les sous-arbres correspondant a l'activation
de la contrainte seront simplement ecartes de la recherche.
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Exemple 13 (Relation conguration - branche) :
La feuille marquee par  sur la gure 4.1 (ou de maniere equivalente, le chemin
indique en gras de la racine vers cette feuille) correspond a la conguration
hfc
b
; c
c
g; fc
a
gi.
Une conguration est representee par le chemin qui lui est associe dans l'arbre
de recherche.
Exemple 14 (Notation d'une conguration) :
Sur la gure 4.1, la conguration hfc
b
; c
c
g; fc
a
gi peut e^tre representee de
maniere equivalente par le chemin a
0
bc.
La recherche d'une C-solution pour un probleme donne correspond a la recherche
de la meilleure feuille P-satisfaisable, pour un comparateur C donne, sur l'arbre de
recherche associe au probleme traite.
4.2 Une approche de type meilleur d'abord
4.2.1 Un exemple
Nous utiliserons le probleme de l'exemple 15 pour illustrer notre approche.
Exemple 15 (Probleme traite) :
Soient 4 contraintes : c
a
, c
b
, c
c
et c
d
introduites dans cet ordre. L'arbre de
recherche associe a ces quatre contraintes est dessine gure 4.2.
bc
cc cc
a
b b’ b’
c’c cc’c’
bc
c
b
cc
ac
a’
cc
c c’
dcdcdcdcdcdcdcdc
d d’ d d’ d d’ d d’ d d’ d d’ d d’ d d’
Fig. 4.2 { Arbre de recherche pour fc
a
; c
b
; c
c
; c
d
g.
Supposons que les preferences de l'utilisateur soient representees par une valeur
numerique dans ce probleme. Nous conviendrons d'aecter les poids 1, 2, 4 et 8 aux
contraintes c
a
, c
b
, c
c
et c
d
respectivement. Nous noterons p(c) la preference associee
a la contrainte c.
Le comparateur utilise sur ce probleme est note  et est deni de la facon
suivante :
Soient C
1
= hA
1
; R
1
i et C
2
= hA
2
; R
2
i deux congurations.
C
1
 C
2
()
X
c2R
1
p(c) <
X
c2R
2
p(c) (4.1)
Soit une propriete P quelconque, nous supposerons que P est veriee pour
fc
a
; c
b
; c
c
g mais qu'elle ne l'est plus pour fc
a
; c
b
; c
c
; c
d
g. Nous sommes donc en
presence d'un probleme sur-contraint car le systeme de contraintes actives est P-
contradictoire. La conguration de depart est la conguration hfc
a
; c
b
; c
c
; c
d
g;?i.
De plus, nous supposerons que les ensembles de contraintes fc
b
; c
d
g et fc
c
; c
d
g
sont P-contradictoires. Ces ensembles sont minimaux pour l'inclusion i.e. tout
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ensemble de contraintes n'en contenant aucun des deux est P-satisfaisable. Ces
informations ne sont bien su^r pas disponibles au demarrage de la resolution.
Nous presentons dans cette section un algorithme de recherche de C-solution
dans l'arbre de recherche associe a un probleme donne. Cet algorithme conduit a
une exploration en meilleur d'abord de l'arbre de recherche.
4.2.2 Notions de base
Nous introduisons les notions d'explication de contradiction et de conguration
prometteuse avant de presenter notre algorithme de recherche.
Explication de contradiction
Notre methode repose sur la notion fondamentale d'explication de contradic-
tion
2
.
Denition 23 (Explication de Contradiction)
Soit hA;R i une conguration. Soit E
c
 A un ensemble de contraintes.
E
c
est une explication de contradiction si et seulement si l'ensemble E
c
ne
verie pas la propriete P.
Ainsi, par denition de la notion de propriete (denition 3 page 17), E
c
est une
explication de contradiction si E
c
est un ensemble de contraintes inconsistant.
Exemple 16 (Explication de contradiction) :
Soit un csp pour lequel : V = fv
1
; v
2
; v
3
g, 8i;D
v
i
= f1; 2; 3g et C =
fc
1
; c
2
; c
3
; c
4
g avec c
1
: v
1
> v
2
, c
2
: v
3
> v
1
, c
3
: v
1
= 2 et c
4
: v
3
< v
2
. La
propriete P choisie est P
ac
: l'arc-consistance est veriee.
La conguration hC;?i est P-contradictoire. L'ensemble C est une expli-
cation de contradiction mais fc
1
; c
2
; c
4
g aussi. D'ailleurs, cette derniere est
plus interessante car plus precise : il ne sert a rien de relaxer uniquement la
contrainte c
3
, de toutes facons la contradiction restera.
Pour un probleme donne, nous appelons E
c
l'ensemble des explications de contra-
diction determinees a moment donne de la resolution. Cet ensemble est important
car il reunit les informations accumulees pendant la resolution. L'idee est d'essayer
de ne pas retrouver une sous-conguration contradictoire deja exploree.
Nous verrons plus tard que nous recherchons en fait les explications de contra-
diction les plus precises possibles. En eet, pour une conguration hA;R i P-con-
tradictoire, A est toujours une explication de contradiction mais bien su^r ceci ne
nous apprend rien comme nous l'avons vu dans l'exemple 16. C'est pourquoi nous
nous interesserons plus aux explications de contradiction minimales pour l'inclusion
(il s'agit des explications les plus precises possibles).
Conguration prometteuse
Une conguration prometteuse
3
est une conguration qui ne contient pas de
sous-ensemble de contraintes P-contradictoire.
2. Nous preferons ne pas employer le terme nogood
[
Verfaillie et Schiex, 1995
]
qui bien qu'ayant
la me^me signication generale ne capture pas entierement notre vision des choses.
3. Notre notion de conguration prometteuse est dierente de celle du systeme ihcs
[
Menezes
et Barahona, 1996
]
. En eet, une conguration prometteuse au sens ihcs est une conguration qui
ne conduit pas a une contradiction i.e. qui verie la propriete P. Ceci ne peut pas e^tre verie sans
calcul tandis que notre notion ne necessite pas de calcul supplementaire.
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Denition 24 (Conguration prometteuse)
Une conguration hA;R i est prometteuse relativement a E
c
si l'ensemble A des
contraintes actives ne contient pas de sous-ensemble qui soit une explication de
contradiction i.e.
8E 2 E
c
; E 6 A (4.2)
Exemple 17 (Conguration prometteuse) :
Pour l'exemple 16, hfc
1
; c
2
; c
3
g; fc
4
gi est une conguration prometteuse avec
E
c
= ffc
1
; c
2
; c
4
gg.
Proposition 3 (Conguration prometteuse et Recouvrement)
Une conguration hA;R i est prometteuse si et seulement si :
8E 2 E
c
; R \E 6= ? (4.3)
 Preuve :
{ Supposons que la condition de l'equation 4.3 soit veriee. Comme les en-
sembles A et R sont complementaires, A ne peut contenir d'explication
de contradiction deja connue. hA;R i est donc une conguration promet-
teuse.
{ Inversement, si hA;R i est une conguration prometteuse, chaque ele-
ment E de E
c
contient un element dans R car sinon A contiendrait une
explication de contradiction deja connue. La condition de l'equation 4.3
est donc veriee.

En d'autres termes l'ensemble R ((recouvre)) l'ensemble E
c
des explications de
contradiction. Rappelons ce qu'est un recouvrement.
Denition 25 (Recouvrement {
[
Gondran et Minoux, 1990
]
)
Un recouvrement des sommets d'un hypergraphe H = (S; E) est une famille F  E
telle que :
[
E
j
2F
E
j
= S
Exemple 18 (Conguration prometteuse et recouvrement) :
Considerons le probleme de l'exemple 15. Considerons l'ensemble d'explica-
tions de contradiction suivante :
E
c
= ffc
a
; c
b
; c
d
g; fc
a
; c
c
; c
d
g; fc
b
; c
d
gg
Si les sommets du graphe associe sont les dierentes explications de contra-
diction et que les are^tes sont etiquetees par les dierentes contraintes et
relient les explications de contradiction concernees celles-ci (voir gure 4.7
page 52), la conguration hfc
a
; c
d
g; fc
b
; c
c
gi est une conguration promet-
teuse puisque l'ensemble fc
b
; c
c
g recouvre l'ensemble E
c
. hfc
a
; c
b
; c
c
g; fc
d
gi
est une aussi une conguration prometteuse.
Ainsi, lorsqu'on conna^t un recouvrement de l'ensemble d'explications de contra-
diction E
c
, on peut en deduire une conguration prometteuse associee. On peut
noter qu'il est inutile de rechercher une C-solution parmi les congurations non
prometteuses.
Proposition 4 (Caracterisation d'une C-solution)
Une C-solution est une conguration prometteuse.
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 Preuve : Soit C
f
= hA;R i une C-solution. Supposons que C
f
ne soit
pas une conguration prometteuse. Alors, il existe un element E de E
c
tel que
E  A, ce qui implique que C
f
est P-contradictoire (l'ensemble des contraintes
actives contient une explication de contradiction connue). Ceci est en contra-
diction avec le fait que C
f
est une C-solution. 
Nous pouvons donc dans la suite nous contenter d'explorer l'espace des congu-
rations prometteuses.
4.2.3 Algorithme de recherche de C-solution
Nous introduisons trois fonctions denies a partir des notions d'explication de
contradiction et de conguration prometteuse qui vont nous permettre de proposer
une methode simple de recherche de C-solution.
{ explique-contradiction(hA;Ri) fournit, a partir d'une conguration P-
contradictoire hA;R i, une ou plusieurs explications de contradiction. La de-
nition de cette fonction depend du domaine du calcul.
{ meilleure-configuration(hA;Ri,E
c
) calcule, a partir des explications de
contradiction connues au moment de l'appel a cette fonction, la meilleure
conguration prometteuse selon le comparateur donne par l'utilisateur. Cette
fonction depend donc du comparateur utilise. Dans un souci de proximite des
solutions proposees, on peut choisir de se baser sur la conguration precedente
pour donner la meilleure conguration, c'est pourquoi la conguration cou-
rante hA;R i est un des parametres de la fonction meilleure-configuration.
{ maj-configuration(C
1
,C
2
) permet de transformer la conguration C
1
en
la conguration C
2
. Cette fonction modie l'etat courant du systeme de telle
sorte qu'il soit comme si la conguration C
2
etait la conguration de depart.
En particulier, les domaines des variables sont modies an de retablir, si
possible, la propriete P. Si on ne le peut pas, les modications s'arre^tent.
Cette fonction depend elle aussi du domaine de calcul.
L'algorithme de recherche est le suivant :
Algorithme 1 (Recherche en Meilleur d'Abord)
% On part d'une configuration prometteuse C
f
devenue
% P-contradictoire a la suite d'une modification
(1) debut
(2) tant que C
f
est P-contradictoire faire
(3) ajouter explique-contradiction(C
f
) a E
c
(4) maj-configuration(C
f
,meilleure-configuration(C
f
,E
c
))
(5) fintantque //C
f
est une C-solution //
(6) fin
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Exemple 19 (Exemple de fonctionnement) :
Reprenons l'exemple 15 page 43 qui porte sur un ensemble de quatre
contraintes fc
a
; c
b
; c
c
; c
d
g dont les poids sont respectivement 1; 2; 4; 8 et pour
lequel, par hypothese, fc
b
; c
d
g et fc
c
; c
d
g sont deux ensembles de contraintes
P-contradictoires.
{ La premiere conguration testee abcd est P-contradictoire. Supposons
que l'on ait : explique-contradiction(abcd)= fa; b; dg, la fonction
meilleure-configuration fournit alors la conguration a
0
bcd c'est la
meilleure conguration prometteuse selon le comparateur deni pour
ce probleme.
{ Cette conguration est P-contradictoire car elle contient l'ensemble
fc
b
; c
d
g que nous avons suppose P-contradictoire page 43. Suppo-
sons que explique-contradiction(a
0
bcd)= fb; dg. On a alors E
c
=
ffa; b; dg; fb; dgg. La fonction meilleure-configuration renvoie alors
la conguration ab
0
cd.
{ Cette conguration est elle-aussi P-contradictoire. Suppo-
sons que explique-contradiction(ab
0
cd)= fc; dg. La fonction
meilleure-configuration renvoie alors la conguration ab
0
c
0
d.
{ Cette conguration est P-satisfaisable. C'est donc une C-solution.
bc
cc
a
b b’
c c’
bc
c
b
cc
ac
a’
cc
c
dcdcdcdc
d d d d
1 23 4
Fig. 4.3 { Exploration realisee en meilleur d'abord
La gure 4.3 represente la portion de l'arbre de recherche qui a ete eectivement
exploree par cette methode pour l'exemple 19. Les feuilles sont numerotees dans
leur ordre d'exploration. Le tableau 4.1 permet de constater l'eort de calcul realise
pour eectuer cette recherche.
Congurations Introductions Changements d'

Etat
Observations 4 4 4
Total 4 / 16 4 4
Tab. 4.1 { Eort de calcul pour l'exploration en meilleur d'abord
Cette methode fonctionne sans retour arriere. On est en presence d'un algorithme
d'exploration que l'on peut qualier de type meilleur d'abord (Best First). Lors-
qu'une contrainte est relaxee ou reintroduite, c'est la fonction maj-configuration
qui se charge des modications a apporter au systeme sans provoquer un retour
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arriere.
Proposition 5 (Terminaison et Correction)
L'algorithme 1 termine et est correct.
 Preuve :
{ L'algorithme termine parce que :
1. Le nombre total de congurations existantes est ni : il y en a 2
e
ou
e est le nombre de contraintes du probleme courant.
2. On ne peut passer deux fois par une me^me conguration. En eet,
comme les congurations testees sont toutes prometteuses, elles ne
contiennent pas d'explication de contradiction deja connues, ainsi,
seules de nouvelles explication de contradiction sont produites, per-
mettant alors d'explorer des congurations non encore testees.
3. Il existe au moins une conguration P-satisfaisable : la conguration
h?; C
c
i ou toutes les contraintes du probleme sont relaxees.
{ La correction de l'algorithme est une consequence directe de la proposi-
tion 4 page 45.

Cette methode peut e^tre utilisee dans le cadre hclp pour determiner une solution
pour une hierarchie donnee. Il s'agit alors d'une utilisation dans un cadre statique.
Pour illustrer l'intere^t de notre approche par rapport a des approches classiques,
le tableau 4.2 recapitule le nombre de congurations testees, le nombre d'introduc-
tion de contraintes et le nombre de changements de statuts pour une contrainte
realises pour trois techniques : notre recherche (algorithme 1), un backtrack stan-
dard et un backtrack intelligent utilisant les informations recueillies par la fonction
explique-contradictionmais realisant les relaxations par retour arriere. Notons
que les deux dernieres techniques necessitent une etape de preuve d'optimalite que
nous avons prise en compte dans le tableau propose.
Backtrack Backtrack Intelligent Meilleur d'Abord
Congurations 8 6 4
Introductions 14 12 4
Changements 12 8 4
Tab. 4.2 { Comparaisons des techniques d'exploration
Notons que l'algorithme d'enumerationDynamic Backtracking (
[
Ginsberg, 1993
]
et section 3.4.3) peut e^tre considere comme un cas particulier de notre algorithme
pour un type precis de contraintes : les contraintes d'aectation de valeur a une
variable apparaissant au cours de l'enumeration. Nous y reviendrons section 7.3
ou nous presentons un modele d'integration de l'enumeration dans le cadre des
domaines nis.
4.3 Semantique operationnelle de maj-configura-
tion
Dans cette partie, nous presentons une semantique operationnelle du change-
ment de conguration utilise dans notre methode d'exploration i.e. pour la fonction
maj-configuration. Cette semantique
[
Jussien et Boizumault, 1997c
]
permet de
bien observer un des points cles de notre approche : la reutilisation des donnees
collectees au cours de la resolution pour eviter le thrashing.
4.3 Semantique operationnelle de maj-configuration 49
La gure 4.3, illustration graphique de notre approche, ne met pas l'accent
sur la reutilisation. Nous donnons maintenant une semantique operationnelle du
changement de conguration qui illustre les dierentes proprietes de notre approche.
Cette semantique est basee sur la transformation
4
de l'arbre de recherche. En eet,
comme dans
[
Fages et al., 1995
]
l'arbre de recherche est modie pour identier les
parties qui sont reutilisees lors d'un changement de conguration.
4.3.1 Mise a jour de la conguration courante
Le changement de conguration que nous preconisons comporte trois etapes :
{ identication des portions de la branche courante (conguration courante) qui
ne seront pas modiees dans la prochaine conguration et qui sont indepen-
dantes des contraintes relaxees ;
{ relaxation des contraintes selectionnees et propagation de ces relaxations
5
;
{ reintroduction des contraintes relaxees dans la conguration courante mais
qui ne le seront plus dans la prochaine.
4.3.2 Modication de l'arbre de recherche
L'idee des transformations repose sur cette constatation : si les contraintes re-
laxees avaient ete les dernieres introduites, un backtrack simple aurait sut. Comme
l'ordre d'introduction des contraintes ne modie en aucune facon l'ensemble des so-
lutions du probleme, l'arbre de recherche peut e^tre transforme de telle sorte que
toute contrainte dont le statut change (d'active a relaxee et vice-versa) soit placee
a la n de l'arbre (la partie du calcul qui est reexecutee).
Ces modications permettent alors, d'une part, d'expliciter le comportement
operationnel du changement de conguration, et d'autre part, d'expliciter la partie
reutilisee du calcul precedent.
Les operateurs de transformation
Comme on travaille a chaque instant sur une seule conguration, nos operateurs
de transformation sont denis sur une branche de l'arbre (gra^ce a l'equivalent entre
une branche et une conguration). Ceci nous permet de ne pas gerer explicitement
l'arbre de recherche surtout, qu'a partir d'une branche donnee, l'arbre complet est
completement deni.
Exemple 20 (Branche et Arbre) :
La branche abcd denit completement l'arbre de la gure 4.2 page 43.
Soit  l'operation de concatenation sur les portions de branches : ab  cd = abcd.
Nous avons trois operations de modication de base :
{ Ajout de Contrainte: Operateur 
L'ajout d'une contrainte c
c
dans l'arbre de recherche courant dont la congu-
ration courante est la branche A est deni par :
A c
c
= A  c (4.4)
4. Ces operations de transformations sont similaires a celles presentees dans
[
Fages et al., 1995
]
mais elles sont simpliees puisque dans notre cas nous n'avons pas a gerer les operations sur les
atomes car nous sommes sortis du cadre de la programmation logique.
5. C'est a partir de cette etape que les nouveaux calculs ont lieu. Par exemple, dans le cas des
domaines nis, cette propagation consiste a reintroduire dans les domaines des variables les valeurs
qui n'ont plus de raisons d'e^tre supprimees.
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{ Relaxation de Contrainte: Operateur 	
La relaxation de la contrainte c
c
dans la conguration courante est denie
par :
(x A) 	 c
c
=




A  c
0
si x = c
x  (A	 c
c
) sinon
(4.5)
Cet operateur peut aussi s'ecrire :
A  c B 	 c
c
= A B  c
0
(4.6)
{ Reintroduction de Contrainte: Operateur 
La reintroduction de la contrainte c
c
dans la conguration courante est denie
par :
(x A)  c
c
=




A  c si x = c
0
x  (A c
c
) sinon
(4.7)
Cet operateur peut aussi s'ecrire :
A  c
0
B  c
c
= A B  c (4.8)
Lorsqu'on veut realiser un changement de conguration, la comparaison entre la
conguration de depart (branche A) P-contradictoire et la conguration d'arrivee
(fournie par meilleure-configuration) permet d'identier deux ensembles : un
ensemble de contraintes a relaxer (c
k
1
; : : : ; c
k
n
) et un ensemble de contraintes a
reintroduire (c
`
1
; : : : ; c
`
m
). La nouvelle conguration est alors denie par :
A	 c
k
1
   	 c
k
n
 c
`
1
    c
`
m
(4.9)
Dans l'equation 4.9, il est imperatif que les relaxations soient realisees (operateur
	) avant les reintroductions (operateur ) pour obtenir des proprietes pour ces
transformations sur lesquelles nous reviendrons section 4.4.3 page 54.
Illustration
La resolution de l'exemple 19 page 46 conduit aux transformations successives
suivantes.
{

A partir de la premiere conguration abcd P-contradictoire, la fonction meil-
leure-configuration donne la conguration a
0
bcd. Il n'y a qu'une contrainte
relaxee (c
a
) dans cette conguration et l'ensemble des contraintes reintroduites
est vide. La transformation est alors :
abcd	 c
a
= bcda
0
(4.10)
Cette nouvelle branche denit un nouvel arbre de recherche (cf. gure 4.4).
Notons qu'une partie de ce nouvel arbre a deja ete exploree (en gras sur le
dessin de droite).
Sur la gure, on peut aussi voir quelle partie de l'arbre a pu e^tre reutilisee
sans modication.
{ La conguration suivante est ab
0
cd. La transformation est :
bcda
0
	 c
b
 c
a
= cdb
0
a (4.11)
L'arbre obtenu est represente gure 4.5.
{ ab
0
c
0
d est la conguration suivante, c'est aussi la derniere. La transformation
est :
cdb
0
a	 c
c
= db
0
ac
0
(4.12)
L'arbre obtenu est represente gure 4.6.
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ac
bc
cc
a
b
c
dc
d
bc
cc
dc
b
c
d
ac
a a’
réutil
isatio
n
Fig. 4.4 { Transformations de l'arbre de recherche { Transformation 4.10
bc
cc
dc
b
c
d
ac
a a’
cc
dc
c
d
bc
ac ac
b b’
a a’ a
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Fig. 4.5 { Transformations de l'arbre de recherche { Transformation 4.11
cc
dc
c
d
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b b’
a a’ a
dc
d
bc
ac ac
b b’
a a’ a
cc
c c’
cc
c c’
cc
c c’
réut
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Fig. 4.6 { Transformations de l'arbre de recherche { Transformation 4.12
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4.3.3 Conclusion
La semantique operationnelle presentee ici permet de bien identier les dierents
apports de notre methode :
{ exploration originale de l'arbre de recherche (les points remis en cause ne sont
pas forcement les plus recents) ;
{ reutilisation d'une partie du calcul deja eectue : tout ce qui est independant
des points remis en cause (relaxations de contraintes) ;
{ simplicite du changement de conguration apportee par la modication de
l'arbre de recherche a l'aide des operateurs denis.
4.4 Specication de meilleure-configuration
La fonction meilleure-configuration depend etroitement du comparateur uti-
lise. Cette fonction est chargee de determiner la meilleure, selon le comparateur
utilise, des congurations prometteuses par rapport a un ensemble E
c
d'explications
de contradiction. Comme on l'a vu dans la section 4.2.2, cela revient a trouver un
recouvrement (cf. denition 25) de ces explications, le meilleur possible au sens du
comparateur utilise.
4.4.1 Le probleme de recouvrement
Precisons l'hypergraphe pour lequel doit e^tre calcule un recouvrement dont nous
avons parle section 4.2.2.
Denition 26 (Hypergraphe H)
On appelle hypergraphe H associe a un ensemble d'explications de contradiction E
c
,
un hypergraphe dont les sommets sont les elements de E
c
et dont les hyperare^tes
sont les contraintes intervenant dans les explications de contradiction E
c
. Ainsi une
hyperare^te associee a une contrainte c repertorie les explications de contradiction
dans lesquelles c appara^t. Dans cet hypergraphe, les boucles sont autorisees.
{c  , c  , c  }a b d
{c  , c  , c  }a c d{c  , c  }b d
ca
cc
cd
cb
Fig. 4.7 { Hypergraphe pour le recouvrement
Exemple 21 (Exemple d'hypergraphe) :
La gure 4.7 represente un tel hypergraphe pour l'ensemble d'explications
de contradiction ffc
a
; c
b
; c
d
g; fc
a
; c
c
; c
d
g; fc
b
; c
d
gg (voir exemple 18 page 45).
Sur cette gure, les sommets sont les explications de contradictions identi-
ees jusqu'a present, et les hyperare^tes sont les contraintes. Ainsi, nous en
trouvons deux d'arite 2 (c
a
et c
b
), une d'arite 1, (la boucle c
c
) et une d'arite
3 (c
d
).
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Le probleme general de recouvrement de cou^t minimum dans un hypergraphe
est un probleme NP -complet
[
Gondran et Minoux, 1990
]
. Le recouvrement que l'on
recherche dans le cadre de notre approche est un recouvrement optimal au sens du
comparateur. Pour des comparateurs precis, ce probleme peut devenir facile. Nous
y revenons dans les sections suivantes.
Pour induire le moins de modications a prendre en compte pour la fonction
maj-configuration, nous preconisons d'implementer une version incrementale de
meilleure-configuration i.e. qui, partant d'une conguration prometteuse pour
un ensemble d'explications de contradiction E
c
en calcule une nouvelle lors de l'ajout
d'une nouvelle explication de contradiction.
4.4.2 Utilisation d'un comparateur quelconque
Lorsqu'on utilise un comparateur quelconque, il est necessaire de conserver
toutes les explications de contradiction determinees jusqu'a present. Le nombre
d'explications de contradiction que l'on peut determiner est potentiellement expo-
nentiel. L'utilisation d'un comparateur quelconque pourrait donc conduire a une
occupation en espace prohibitive.
Par ailleurs, l'utilisation d'un comparateur quelconque conduit, comme nous
l'avons vu, a la resolution d'un probleme NP-complet. On peut envisager deux
possibilites :
{ Utiliser des heuristiques pour calculer le recouvrement optimal cherche. Le
cadre general que nous avons deni ne permet alors plus de determiner la
meilleure conguration P-satisfaisable mais une conguration d'autant ((meil-
leure)) que l'heuristique utilisee sera bonne. Par exemple, la meilleure heuris-
tique connue pour un probleme de recouvrement de cou^t minimal est presentee
dans
[
Caprara et al., 1996
]
. Il s'agit d'une methode basee sur la relaxation la-
grangienne
6
.
{ Utiliser un comparateur pour lequel la determination d'un recouvrement op-
timal devient un probleme facile.
Nous nous interessons dans la section suivante a la deuxieme possibilite et pro-
posons une classe de comparateur garantissant en plus de la ((facilite)) de resolution
du probleme de recouvrement d'autres bonnes proprietes.
4.4.3 Les comparateurs contradiction-local
On denit une nouvelle classe de comparateurs : les comparateurs contradic-
tion-local.
Denition 27 (Comparateur contradiction-local)
Soit C
omp
un comparateur. Soit E
c
un ensemble d'explication de contradiction et
hA;R i une conguration prometteuse optimale pour C
omp
. Soit E
n
une nouvelle
explication de contradiction (E
n
 A).
C
omp
est dit contradiction-local si et seulement si toute conguration hA
0
; R
0
i
optimale pour C
omp
recouvrant E
c
[ fE
n
g est telle que :
A
0
\R = ?
6. La relaxation lagrangienne n'a rien a voir avec la relaxation de contraintes au sens ou nous
l'entendons. En eet, les methodes basees sur la relaxation lagrangienne relaxent temporairement
des contraintes en les prenant en compte dans la fonction objectif car elles permettent d'obtenir
un probleme plus simple. On peut se reporter a
[
Minoux, 1983
]
pour plus de details.
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Autrement dit, il n'y a jamais de retour de contrainte si on utilise un comparateur
contradiction-local.
On peut donner une premiere propriete interessante pour un comparateur con-
tradiction-local.
Proposition 6 (Localite des relaxations)
Lorsque le comparateur utilise est contradiction-local, les seules nouvelles contrain-
tes relaxees appartiennent a la nouvelle explication de contradiction.
 Preuve : Soit C
omp
un comparateur contradiction-local. Soit hA;R i une
conguration optimale pour C
omp
recouvrant un ensemble E
c
d'explication de
contradiction. Soit E
n
une nouvelle explication de contradiction. Soit hA
0
;R
0
i
une conguration optimale pour C
omp
recouvrant E
c
[ fE
n
g.
Comme C
omp
est contradiction-local, on a A
0
\R = ?. Supposons que 9c; c =2
E
n
; c 2 R
0
\A. Autrement dit, il existe une contrainte c nouvellement relaxee
et n'appartenant pas a E
n
. Alors, comme il n'y a aucun retour de contrainte
(A
0
\R = ?), la conguration hA
0
[fcg;R
0
nfcgi recouvrirait aussi E
c
[fE
n
g.
On peut donc remplacer hA
0
;R
0
i par hA
0
[ fcg;R
0
n fcgi car, intuitivement,
cette derniere conguration ne peut e^tre ((moins bonne)) que la premiere (moins
de contraintes sont relaxees). Notons qu'elle ne peut pas non plus e^tre ((stric-
tement meilleure)) que la premiere car si tel etait le cas, il y aurait une contra-
diction. Les deux congurations sont donc equivalentes.
La propriete est donc montree.

Avec un comparateur contradiction-local, on peut donc garantir la perennite des
relaxations de contraintes (il ne sert a rien de reintroduire une contrainte relaxee
auparavant) et assurer que la connaissance de la derniere explication de contra-
diction sut a garantir le calcul d'une conguration prometteuse optimale. Cette
derniere propriete est interessante car elle permet de ne pas conserver l'ensemble
des explications de contradiction.
On peut enoncer le resultat suivant sur les operations de transformations de la
section 4.3.
Theoreme 1 (Proprietes des transformations)
Pour tout comparateur contradiction-local, l'utilisation des transformations d'arbre
permet d'assurer que si la conguration courante est P-contradictoire, la prochaine
conguration exploree sera a droite de la conguration courante dans l'arbre de
recherche courant.
 Preuve : Comme un comparateur contradiction-local garantit, par deni-
tion, que le retour d'une contrainte n'apporte rien au niveau du comparateur,
toute conguration exploree sera de la forme :
A  c
0
 B
ou A est compose uniquement de contraintes actives et B de contraintes re-
laxees. Ainsi, toute position a gauche de la conguration courante (passage
d'un element de B a un etat actif) ne peut conduire qu'a une conguration
P-contradictoire si la conguration courante est P-contradictoire. Sinon, il
existe une conguration equivalente au regard du comparateur a droite de la
conguration courante : il sut de laisser cet element relaxe car cela ne change
rien au regard du comparateur. 
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C'est en vertu de ce theoreme qu'une partie de la gure 4.6 page 51 est marquee
comme implicitement exploree.
Parmi les comparateurs que nous avons deja presente, il en est un qui est
contradiction-local : C
MM
. Pour le montrer, nous allons caracteriser une solution
optimale pour C
MM
.
Rappelons qu'une conguration optimale pour C
MM
est une conguration pour
laquelle la plus importante des contraintes relaxees est la moins importante possible.
On introduit une nouvelle notion : le minimum d'une explication.
Denition 28 (Minimum d'une explication)
On appelleminimum d'une explication E et on note min(E) la contrainte la moins
importante de l'explicationE. Si celle-ci n'est pas unique, on selectionne indierem-
ment une des candidates.
On peut maintenant enoncer le theoreme suivant qui permet de caracteriser
une conguration optimale pour C
MM
et recouvrant un ensemble d'explications de
contradiction.
Theoreme 2 (Caracterisation d'une solution optimale pour C
MM
)
L'ensemble Sol = fc 2 A [ R j 9E 2 E
c
; c = min(E)g est un recouvrement optimal
pour C
MM
de l'ensemble E
c
.
 Preuve :
Sol est bien un recouvrement (chaque explication de contradiction contient
un element de Sol). Nous allons montrer par recurrence qu'il n'en existe pas
de meilleur selon le comparateur C
MM
.
{ Si E
c
= ?, hC;?i est bien la meilleure conguration au sens de C
MM
(cf. section 2.4.2).
{ Si E
c
= fEg, il est indispensable de relaxer au moins une contrainte, on
ne peut trouver mieux (au sens de C
MM
comme au sens de n'importe
quel comparateur) que de relaxer min(E).
{ Supposons que E
c
= S et que le theoreme soit verie pour S i.e. R
S
=
fc 2 A [R j 9E 2 S; c = min(E)g est un recouvrement optimal au sens
de C
MM
. Soit E
n
une nouvelle explication de contradiction. Montrons
que R
S
[ fmin(E
n
)g est un recouvrement optimal pour S [ fE
n
g selon
C
MM
. Soit k le niveau de la contrainte relaxee la plus importante dans
R
S
. Soit ` le niveau de min(E
n
). Deux cas se presentent :
1. ` est moins important ou d'importance egale a k. Le recouvrement
obtenu est donc bien optimal pour S [ fE
n
g car la relaxation de `
on ne peut pas esperer ne pas avoir a relaxer la contrainte de niveau
k du fait de la relaxation de min(E
n
) car R
S
est un recouvrement
optimal de S.
2. ` est plus important que k. On ne peut pas faire mieux car pour
ne pas relaxer la contrainte de niveau `, comme il est imperatif de
recouvrir E
n
, on serait oblige de relaxer une contrainte encore plus
importante ou d'importance egale (` est le niveau de min(E
n
)).
Le theoreme est donc demontre par recurrence. 
Theoreme 3 (C
MM
est contradiction-local)
Le comparateur C
MM
est contradiction-local.
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 Preuve : Soit hA;R i une conguration optimale pour C
MM
recouvrant
E
c
. Soit E
n
une nouvelle explication de contradiction. Soit c = min(E
n
). Par
le fait du theoreme 2, hA n fcg;R [ fcgi est une conguration optimale pour
C
MM
recouvrant E
c
[ fE
n
g. On a bien (A n fcg)\R = ?. C
MM
est donc bien
contradiction-local. 
Les comparateurs contradiction-local sont interessants parce qu'ils permettent
de rendre facile le probleme de recouvrement de la fonction meilleure-configu-
ration. En eet, la determination d'une solution optimale ne depend que de la
derniere explication de contradiction recontree. Ils permettent a notre mecanisme
de transformation d'arbre d'avoir de bonnes proprietes et ils assurent la perennite
des relaxations.
Un comparateur contradiction-local para^t tout a fait adapte a un fonctionne-
ment reel d'un systeme de relaxation de contrainte. En eet, il s'accommode d'une
connaissance parcellaire des preferences associees aux contraintes d'un probleme.
Ainsi, un comparateur contradiction-local n'a besoin de conna^tre a un moment
donne que les preferences associees aux contraintes de la derniere explication de
contradiction. Mieux encore, dans le cas de C
MM
il lui sut d'e^tre capable d'iden-
tier la contrainte la moins importante : il s'agit alors d'une connaissance relative
des preferences.
La force de ces comparateurs (localite de la comparaison) est a double tranchant.
En eet, cette localite ne permet pas d'avoir une vision globale de la solution obtenue
et peut conduire a des congurations peu satisfaisantes pour l'utilisateur me^me si
elle sont optimales pour le comparateur considere. Ainsi, dans le cas de C
MM
, on
peut e^tre amene a relaxer toutes les contraintes d'un niveau de la hierarchie avant
de se rendre compte qu'il susait de relaxer une seule contrainte plus importante.
C'est le phenomene de ((noyade)).
4.5 Conclusion
Nous avons presente dans ce chapitre une methode generale de recherche en
meilleur d'abord de C-solution. Cette recherche est basee sur trois fonctions : ex-
plique-contradiction, meilleure-configuration et maj-configuration.
Nous avons donne une semantique operationnelle de la derniere en terme de
transformations de l'arbre de recherche. Nous avons specie le fonctionnement de la
deuxieme fonction et plus particulierement fourni des resultats pour les compara-
teurs contradiction-local. Nous avons de plus exhibe les bonnes proprietes de cette
classe de comparateurs.
Dans les chapitres suivants, nous allons montrer comment specier les fonctions
explique-contradiction et maj-configuration de maniere plus precise pour les
domaines de contraintes dont la resolution utilise un algorithme de point xe. Nous
introduirons pour ces specications un nouvel outil : le systeme de maintien de
deduction. Mais avant, nous presentons une instance directe de notre approche :
relax(Q, Lin, P
sol
).
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D
ans ce chapitre, nous presentons l'adaptation de notre methode de recherche
au cas des contraintes lineaires sur les rationnels. De tels systemes de con-
traintes peuvent e^tre resolus en utilisant des methodes classiques de resolution de
problemes lineaires (simplexe, Gauss, ...). Nous presentons ici brievement le lien
entre l'algorithme du simplexe qui est une methode d'optimisation en programma-
tion lineaire et la realisabilite d'un systeme de contraintes lineaires sur les ration-
nels. Ensuite, nous montrons comment les fonctions explique-contradiction et
maj-configuration peuvent e^tre specialisees en rappelant brievement les travaux
de de Backer
[
1995
]
et de Jaakola
[
1990
]
. Ce court chapitre se presente donc comme
un exemple illustratif de l'intere^t de notre approche et de la facilite avec laquelle on
peut obtenir une instance pour traiter les contraintes lineaires sur les rationnels.
5.1 Presentation
5.1.1 Denitions
On se donne un systeme S de contraintes lineaires compose d'inegalites Ax 6 b.
A est une matrice rationnelle mn de plein rang
1
. x est un n-vecteur de variables
rationnelles quelconques et b un m-vecteur de constantes rationnelles. Tout systeme
de contraintes peut se ramener a ce cas par l'introduction de nouvelles variables.
On s'interesse a la solubilite d'un tel systeme.
Denition 29 (Solubilite)
Un systeme S de contrainte lineaires A  x 6 b est dit soluble s'il existe un vecteur
u de Q
n
tel que A  u 6 b.
Dans notre cadre general, on a donc
{ un domaine de calcul : Q l'ensemble des rationnels ;
{ un ensemble de variables regroupees dans le vecteur x ;
{ dont les domaines sont l'ensemble Q lui-me^me;
{ et un ensemble de contraintes represente par S.
La propriete P devant e^tre satisfaite par toute conguration est alors P
sol
(cf.
denition 7 page 17), on parle aussi de realisabilite.
5.1.2 Realisabilite d'un systeme lineaire
Pour un systeme S donne, on introduit m variables dites variables d'ecarts
(x
n+1
; : : : ; x
n+m
) toutes positives permettant d'ecrire S sous la forme:
8
<
:
n
X
j=1
a
ij
x
j
+ x
n+i
= b
i
9
=
;
i2f1::mg
(5.1)
On peut ecrire alors cet ensemble de contraintes de la facon suivante, dite sous
forme standard.
1. Le rang d'une matrice est deni comme etant la taille du plus grand sous-determinant non
nul extrait de cette matrice. Une matrice est de plein rang si son rang est le me^me que la plus
petite de ses dimensions. On peut toujours se ramener a une matrice de plein rang en supprimant
les lignes (colonnes) redondantes.
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8
<
:
x
n+i
= b
i
 
n
X
j=1
a
ij
x
j
9
=
;
i2f1::mg
(5.2)
D'apres l'equation 5.2, si les b
i
sont positifs, alors x
n+1
= b
i
pour tout i 2 f1::mg
et x
j
= 0 pour tout j 2 f1::ng est un element de S qui est donc non vide.
On appelle base toute sous-matrice carree reguliere
2
mm extraite de A

. A

est composee de A a laquelle on accole la matrice identite mm correspondant aux
variables d'ecart introduites dans la forme standard (equation 5.2).
En permutant les colonnes de A

, on peut toujours mettre A

sous la forme
A

= (B;N ) ou N designe les colonnes de A

qui ne sont pas dans la base B. De
me^me, on partitionne x en (x
B
; x
N
).
On appelle solution de base le cas ou l'on considere x
N
= 0 et ainsi on peut
ecrire
3
x
B
= B
 1
 b. Si B
 1
 b est positif alors S est non vide.
Pour etudier la solubilite d'un systeme de contraintes, dans le cas ou au moins
un b
i
est strictement negatif, il faut trouver une base B permettant d'obtenir B
 1
b
positif (pour les lignes correspondant a des variables d'ecart) ou de montrer qu'il
n'en existe pas.
Pour cela, on se propose d'ecrire un programme lineaire deduit de S tel que la
structure de la solution optimale permette de savoir si S est vide et dans le cas
contraire, exhiber une solution realisable de S.
Soit l'ensemble S
0
deduit de S ainsi :
8
<
:
n
X
j=1
a
ij
x
j
  x
0
6 b
i
9
=
;
i2f1::mg
(5.3)
x
0
est une nouvelle variable rationnelle. Soit le programme lineaire min
fx2S
0
g
x
0
.
Soit z la valeur a l'optimum de ce programme lineaire.
Lemme 1
S non vide =) z 6 0
 Preuve : Soit (x
1
; : : : ; x
n
) 2 S. En choisissant x
0
= 0, (x
0
; x
1
; : : : ; x
n
)
est un element de S
0
. z etant la valeur minimale de x
0
, on a : z 6 0. 
Lemme 2
S vide =) z > 0
 Preuve : Supposons z 6 0, prenons (z;x
1
; : : : ; x
n
) un element optimal de
S
0
. D'apres les systemes de contraintes traites et comme z 6 0, (x
1
; : : : ; x
n
)
est element de S ce qui est contradictoire d'ou le lemme. 
Proposition 7
S vide () z > 0
 Preuve : C'est une consequence des deux lemmes precedents, c'est aussi
un resultat classique de programmation lineaire. 
2. Reguliere est equivalent a inversible. Une telle matrice existe puisque A

est de plein rang.
3.B
 1
existe puisque B est carree reguliere.
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On a donc trouve le programme lineaire que l'on cherchait. En utilisant la me-
thode du simplexe, si l'optimum obtenu est negatif ou nul, S n'est pas vide ; sinon
le systeme S est contradictoire.
Nous avons montre jusqu'ici qu'il existait un programme lineaire permettant de
decider de la realisabilite d'un systeme de contraintes donne. Nous utiliserons par la
suite un autre programme lineaire obtenu a partir du probleme initial : le quasi-dual.
Nous pourrons ainsi passer d'un probleme a l'autre sans aucune diculte.
5.1.3 Verication de P
sol

Ecrivons le programme dual du programme lineaire deni sur S
0
(equation 5.3).
max
P
m
i=1

i
b
i
f
P
m
i=1
a
ij

i
= 0g
j2f1::ng
P
m
i=1
( 
i
) = 1
8i 2 f1::mg
i
6 0
(5.4)
Ce qui peut aussi s'ecrire :
 min
P
m
i=1

i
b
i
f
P
m
i=1
a
ij

i
= 0g
j2f1::ng
P
m
i=1

i
= 1
8i 2 f1::mg
i
> 0
(5.5)
On obtient au signe des 
i
pres le quasi-dual de S :
Denition 30 (Quasi Dual)
On denit le polyedre Q (quasi dual) a partir de S :
n
P
n
j=1
a
ij
x
j
6 b
i
o
j2f1::ng
de
la facon suivante :
f
P
m
i=1
a
ij

i
= 0g
j2f1::ng
P
m
i=1

i
= 1
8i 2 f1::mg
i
> 0
(5.6)
On a le theoreme suivant (rappele dans
[
de Backer, 1995
]
et dans
[
de Backer et
Beringer, 1991b
]
) :
Theoreme 4 (
[
Lassez, 1990
]
)
Soit M = min
P
m
i=1
b
i

i
avec  2 Q. Alors :
{ Si M > 0, S n'est pas vide.
{ Si M < 0, S est incoherent.
 Preuve : Cela decoule directement des resultats classiques de dualite
[
Minoux, 1983
]
. En eet, on a :  min
P
m
i=1

i
b
i
= z =  M . D'ou le theoreme.

Ce nouveau programme lineaire est equivalent a celui de la section precedente,
comme on vient de le voir mais, il va nous e^tre plus utile dans le cadre d'une
utilisation dans notre systeme de relaxation de contraintes.
5.2 Instance du schema general de relaxation
Pour instancier notre schema general de systeme de relaxation de contraintes, il
sut de specier les deux fonctions explique-contradiction et maj-configura-
tion. En eet, rappelons que la fonction meilleure-configuration est indepen-
dante du domaine de calcul.
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5.2.1 Fournir une explication de contradiction
Lorsque S n'est pas coherent, M (du theoreme 4) est calcule en me^me temps
qu'un sommet du quasi-dual Q sur lequel le minimum M < 0 est atteint, et de
coordonnees  = (
1
; : : : ; 
n
).
Theoreme 5 (Explication de contradiction pour S)
Un sous-ensemble de S designe par ses indices I  f1::mg est une explication de
contradiction
4
si et seulement si il existe un sommet  = f
1
; : : : ;
n
g du polyedre
Q tel que :
m
X
i=1
b
i

i
< 0 et 
i
6= 0, i 2 I
 Preuve : Ce theoreme presente dans
[
Beringer et de Backer, 1990
]
est
completement demontre dans
[
de Backer, 1995
]
. 
Ainsi, pour une valeur optimale deM atteinte au sommet  de Q, les contraintes
correspondant aux coordonnees non nulles de  forment une explication de contra-
diction.
On peut egalement identier une explication de contradiction a partir du pro-
bleme primal
5
. Si S est de la forme fA  x 6 bg, la propriete P
sol
est testee en
resolvant le programme lineaire deni sur S
0
(cf. equation 5.3). Comme on l'a vu
ce probleme est le dual du quasi-dual au signe pres. On a minx
0
=  min  b.
En ajoutant les variables d'ecart s = (s
1
; : : : ; s
m
) le probleme devient minx
0
sur A  x + I  s   1  x
0
= b. Dans ce cas, chaque 
i
du quasi dual correspond a
un s
i
du probleme primal. Quand S est insoluble, x
0
atteint une valeur minimale
positive. Le fait qu'un 
i
soit non nul correspond alors au fait que la variable d'ecart
s
i
correspondante est hors-base (donc nulle). On obtient alors le resultat suivant.
Theoreme 6 (Probleme primal et explication de contradiction)
Si minx
0
sur A  x   1  x
0
6 b est strictement positif, alors les contraintes dont
les variables d'ecart associees sont hors-base dans la solution optimale forment une
explication de contradiction.
 Preuve : cf.
[
de Backer, 1995
]
. 
Nous venons donc de voir deux facons de specier la fonction explique-con-
tradiction.
5.2.2 Eectuer la mise a jour de conguration
Comme l'outil de resolution utilise est le simplexe, il faut, ici, e^tre capable d'ajou-
ter ou de retirer incrementalement des contraintes. C'est ce que font les simplexes
incrementaux traditionnellement employes dans les langages de programmation lo-
gique avec contraintes.
Nous ne rentrerons pas ici dans les details d'un simplexe incremental. En fait, un
simplexe incremental represente les contraintes comme le fait un simplexe classique.
En particulier, a une contrainte donnee correspond une unique variable d'ecart dans
le tableau simplexe correspondant.
On a deja vu comment il etait possible de savoir si un systeme de contraintes
lineaires etait realisable. L'integration d'une contrainte ne pose probleme que si
le tableau simplexe obtenu apres l'integration de la nouvelle contrainte n'est plus
4. Ce theoreme a ete adapte a nos denitions, dans
[
de Backer, 1995
]
, une explication de contra-
diction est appele incoherent.
5. Origine du dual.
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)
realisable (la propriete P
sol
n'est pas veriee par la solution de base courante). Il
faut essayer de retrouver une base realisable : on se retrouve en fait dans le cas de
depart.
Pour supprimer les eets d'une contrainte, on applique tout simplement la tech-
nique employee pour realiser un backtrack dans un simplexe incremental : si la va-
riable d'ecart associee a la contrainte a supprimer est ((en base)) il sut de supprimer
la ligne concernant la contrainte (la contrainte est ainsi tout simplement relaxee),
sinon, on change de base pour la faire entrer en base (il faut bien su^r enlever la
contrainte implicite de positivite associee a cette variable d'ecart an qu'il n'y ait
plus de contradiction).
Pour plus de details, on pourra se reporter a
[
Jaakola, 1990
]
qui explique com-
pletement comment realiser l'implementation d'un simplexe incremental dans le cas
de clp(R).
Notons enn que les travaux de Holzbaur et al.
[
1996
]
, speciant une version du
systeme ihcs
[
Menezes et al., 1993
]
pour les contraintes lineaires sur les rationnels,
apparaissent comme une instance de notre approche au cas des contraintes lineaires.
C'est d'ailleurs le seul cas ou le systeme ihcs et notre approche ont des performances
similaires
6
.
5.3 Conclusion
Nous avons montre ici combien il etait facile dans le cadre des contraintes li-
neaires sur les rationnels de proposer un systeme de relaxation de contraintes base
sur notre approche. De plus, on constate que cette integration a notre approche
se fait sans surcou^t car toute l'information necessaire est contenue dans le tableau
simplexe maintenu au cours de la resolution.
6. En eet, notre mecanisme d'explication dans le cas des domaines nis est plus precis que
celui d'ihcs (cf. chapitre 7).
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D
ans ce chapitre, nous nous interessons a la specialisation des fonctions ex-
plique-contradiction et maj-configuration lorsque le solveur utilise tra-
vaille par reduction de domaines (domaines nis, intervalles, ...). Les domaines des
variables considerees sont ici des ensembles nis de valeurs
1
.
L'idee principale d'une telle specialisation est d'enregistrer une ((trace intelli-
gente)) des calculs eectues. Cette trace permet d'expliquer l'etat de chaque domaine
a chaque instant et de defaire les eets passes d'une contrainte en cas de relaxation.
Nous appelons l'ensemble des informations ainsi enregistrees et le mecanisme de
gestion associe un systeme de maintien de deduction.
Plus precisement, nous presentons dans ce chapitre un algorithme
2
general de re-
duction de domaine
[
Jussien et Boizumault, 1996a; Jussien et Boizumault, 1996b;
Jussien et Boizumault, 1996c
]
. Nous presentons ensuite notre systeme de main-
tien de deduction
3
et precisons les informations enregistrees. Enn, nous montrons
comment ce systeme de maintien de deductions peut e^tre utilise pour specialiser les
fonctions explique-contradiction et maj-configuration.
6.1 Techniques de resolution par reduction de do-
maines
On cherche dans cette partie a generaliser les techniques de reduction employees
pour les csp
[
Tsang, 1993
]
et les csp numeriques
[
Lhomme, 1993
]
. Nous denissons
ainsi un cadre general pour les problemes denis par des contraintes et resolus par
un algorithme de point xe.
6.1.1 Presentation
Nous introduisons d'abord le cadre general d'un algorithme de point xe pour
resoudre des csp. Nous utilisons pour cela un cadre deja utilise dans
[
Benhamou et
Older, 1992
]
. Dans la suite nous appellerons indieremment relation ou contrainte
toute relation n-aire.
Nous presentons les notions de fonction d'approximation et de fonction de re-
duction. La premiere permet de donner un sur-ensemble d'un ensemble donne et
la deuxieme permet de retirer d'un ensemble donne, les valeurs ne veriant pas
une relation. Ce sont les briques de base de l'algorithme de reduction que nous
presenterons ensuite.
Approximation
Soit un ensemble D. On note P(D) l'ensemble des parties de D. Une fonction
d'approximation est denie de la facon suivante :
Denition 31 (Fonction d'approximation)
Soit apx une fonction denie de P(D) dans P(D). La fonction apx est une ap-
proximation sur D si et seulement si les 4 proprietes suivantes sont veriees :
1. apx(?) = ?
1. C'est le cas aussi pour les intervalles puisque les representationsmachines utilisees sont basees
sur les nombres ottants. Nous y revenons chapitre 8.
2. Les algorithmes que nous proposons dans ce chapitre sont adaptes a des proprietes comme
P
ac
(consistance d'arc) et P
bc
(b-consistance d'arc). Ces algorithmes peuvent se generaliser en cas
d'utilisation d'une autre propriete.
3. Le lecteur averti constatera que dierentes notions presentees dans ce chapitre ont leur equi-
valent (sous un autre nom) dans le domaine des tms
[
Doyle, 1979
]
ou des atms
[
de Kleer, 1986a
]
.
Nous avons fait le choix de ne pas reutiliser ce vocabulaire. Nous avons preferer denir un voca-
bulaire plus proche de celui de l'algorithme Dynamic Backtracking
[
Ginsberg, 1993
]
pour mettre
en evidence les liens existants.
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2. 8 2 P(D);   apx()
3. 8; 
0
2 P(D);   
0
) apx()  apx(
0
)
4. 8 2 P(D); apx(apx()) = apx()
Une fonction d'approximation permet de donner une ((valeur approchee)) d'un
ensemble donne.
On peut etendre une approximation sur un ensembleD aD
n
de la facon suivante
(reprise de
[
Benhamou et Older, 1992
]
) :
Denition 32 (Extension de l'approximation)
Soit apx une approximation sur D. Soit  une relation sur D
n
. Alors, une fonction
d'approximation etendue, notee apx
e
, est denie de la facon suivante :
apx
e
() = apx(
1
())  : : : apx(
n
())
ou 
i
(), la i
eme
projection de , est denie de la facon suivante :

i
() = fx
i
2 D j (9(x
1
; : : : ; x
i 1
; x
i+1
; : : : ; x
n
) 2 D
n 1
); (x
1
; : : : ; x
n
) 2 g
Une telle extension est bien une approximation
[
Benhamou et Older, 1992
]
.
Par souci d'allegement des notations, nous noterons, dans la suite de ce chapitre,
de la me^me facon une fonction d'approximation et son extension lorsque le contexte
permettra de faire la dierence.
On peut composer deux relations en utilisant la proposition suivante.
Proposition 8 (Composition)
apx( [ 
0
) = apx(apx() [ apx(
0
)) (6.1)
apx( \ 
0
)  apx() \ apx(
0
) (6.2)
Reduction
Une fois deni le concept de fonction d'approximation, on peut introduire la
notion de fonction de reduction.
Soit une relation  sur un ensemble D. On denit une fonction de reduction de
la facon suivante :
Denition 33 (Fonction de reduction)
Une fonction de reduction rdx

pour la relation  est une fonction de P(D
n
)
vers P(D
n
) veriant les proprietes suivantes pour tout element u 2 P(D
n
) :
1. rdx

(u)  u Contraction
2. rdx

(rdx

(u)) = rdx

(u) Idempotence
3. u  v =) rdx

(u)  rdx

(v) Monotonie
4. rdx

(u) \  = u \  Correction
Proposition 9 (Reduction et Approximation)
Soit apx une fonction d'approximation. La fonction suivante est une fonction de
reduction pour  :
rdx(u) = apx(u \ )
On la notera 
apx
.
 Preuve : cf.
[
Benhamou et Older, 1992
]
. 
Une fonction de reduction pour  permet de retirer d'un ensemble donne les
valeurs non compatibles avec .
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6.1.2 Un algorithme de reduction
Nous proposons maintenant un algorithme utilisant les fonctions de reduction
associees aux relations. Ces relations sont denies sur des variables de l'ensemble
fv
1
; : : : ; v
n
g prenant leurs valeurs chacune dans D. On note var() les variables
concernees par la relation . Nous ne nous preoccupons pas ici d'arc-consistance ni
d'aucune autre propriete pour l'instant. L'algorithme que nous proposons ici est en
fait une generalisation de l'algorithme ac5
[
Van Hentenryck et al., 1992
]
qui etait
deja un cadre general pour le maintien de l'arc-consistance. Nous l'avons simple-
ment repris en remplacant les references a l'arc-consistance (fonctions ArcCons et
LocalArcCons) par des references a une propriete quelconque
4
.
Considerons l'algorithme suivant :
Algorithme 2 (Algorithme base sur la reduction)
Soit A un ensemble de relations et Q une le. D
1
; : : : ; D
n
sont les domaines des
variables.
point-fixe(in A; inout fD
1
; : : : ;D
n
g)
(1) debut
(2) initialiser(Q)
(3) pour tout  2 A faire
(4)  prop(D
1
,: : :,D
n
,)
(5) pour i de 1 a n faire
(6) si 
i
6= ? alors
(7) enqueue(Q,(i;
i
; ))
(8) D
i
 D
i
n
i
(9) finsi
(10) finpour
(11) finpour
(12) tant que Q 6= ? faire
(13) (i; S; ) dequeue(Q)
(14) pour tout 
0
2 f 2 A n  j v
i
2 var()g faire
(15)  localprop(D
1
,: : :,D
n
,
0
,i,S)
(16) pour j de 1 a n sauf i faire
(17) si 
j
6= ? alors
(18) enqueue(Q,(j;
j
; 
0
))
(19) D
j
 D
j
n
j
(20) finsi
(21) finpour
(22) finpour
(23) fintantque
(24) fin
avec les primitives usuelles sur les les initialiser, dequeue et enqueue.
Les fonctions prop et localprop sont denies de la facon suivante :
{ prop(D
1
,: : :,D
n
,) est l'eet provoque par la relation  sur les
domainesD
n
i.e. les ensembles de valeurs retirees des domaines par
l'operation de reduction. On a :
prop(D
1
; : : : ; D
n
; ) = D
1
 : : :D
n
	 
apx
(D
1
 : : :D
n
)
pour une fonction d'approximation apx donnee
5
. Notons que les
4. L'algorithme que l'on obtient alors est parfaitement adapte a toute technique de reduction
basee sur l'exploration des ((arcs)) (contraintes) d'un systeme de contraintes comme pour l'arc-
consistance ou la B-consistance d'arc. Lorsqu'on veut maintenir une propriete plus forte, on peut
redenir l'algorithme a utiliser de la me^me maniere qu'on le fait ici pour ac5.
5. L'operateur	 correspond ici a un dierence ensembliste si les produits cartesiens sont repre-
sentes par l'ensemble des tuples presents.
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modications sont limitees aux variables concernees par la fonction
prop.
{ localprop(D
1
; : : : ; D
n
,,i,S) est l'eet provoque par  sur les
domaines D
n
suite au retrait de S de D
i
. On a S \D
i
= ?. On
denit deux ensembles 
0
et 
00
qui donnent un certain degre de
liberte sur la reponse de localprop.
0
correspond aux reductions
reellement dues au retrait de S, alors que 
00
correspond a une plus
forte reduction ne tenant pas compte de S. Plus precisement, on
pose :

0
= 
apx
(D
1
; : : :D
i
[ S  : : :D
n
)	 
apx
(D
1
 : : :D
n
)
et

00
= D
1
 : : : : : :D
n
	 
apx
(D
1
 : : :D
n
)
On a :

0
 localprop(D
1
; : : : ; D
n
; ; i; S)  
00
Notons qu'ici aussi, les modications sont en fait limitees aux variables
concernees par la fonction localprop.
Proposition 10 (Proprietes de l'algorithme 2)
1. L'algorithme termine.
2. L'algorithme atteint un point xe pour les relations considerees :
8 2 A; 8u 2 P(D
n
); 
apx
(u) = u
ou u est la sortie de point-fixe i.e. D
1
 : : :D
n
.
 Preuve :
1. Les domaines des variables sont des ensembles nis. Comme une fonction
de reduction est contractante, l'algorithme termine.
2. { Dans le cas ou localprop renvoie l'ensemble 
00
cette propriete est
evidente car :

00
= ?() 
apx
(D
1
 : : :D
n
) = D
1
 : : :D
n
Ce qui prouve aussi que la propriete est aussi veriee pour prop
puisque cette fonction renvoie en fait l'ensemble 
00
.
{ Dans le cas ou localprop renvoie l'ensemble 
0
et si on note  #
`
la projection de  sur sa composante `. On a :
8`;
0
#
`
= D
`
	(
apx
(D
1
: : :D
n
) #
`
\
apx
(D
1
: : :S: : :D
n
) #
`
)

0
= ? () 8` 6= i (
apx
(D
1
 : : :D
n
) #
`
\

apx
(D
1
 : : : S  : : :D
n
) #
`
) = D
`
=) D
1
 : : :D
n
 
apx
(D
1
 : : :D
n
)
=) 
apx
(D
1
 : : :D
n
) = D
1
 : : :D
n

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
A partir de l'algorithme precedent, on obtient facilement une version incremen-
tale permettant d'ajouter dynamiquement une relation.
Algorithme 3 (Ajout de relation)
Soit A l'ensemble des contraintes actives d'un probleme donne. Soit  une nouvelle
relation et D
1
; : : : ; D
n
les domaines des variables considerees.
point-fixe-ajout(in ; in A; inout fD
1
; : : : ;D
n
g)
(1) debut
(2) initialiser(Q)
(3)  prop(D
1
,: : :,D
n
,)
(4) pour i de 1 a n faire
(5) si 
i
6= ? alors
(6) enqueue(Q,(i;
i
; ))
(7) D
i
 D
i
n
i
(8) finsi
(9) finpour
(10) tant que Q 6= ? faire
(11) (i; S; ) dequeue(Q)
(12) pour tout 
0
2 f 2 A n  j v
i
2 var()g faire
(13)  localprop(D
1
,: : :,D
n
,
0
,i,S)
(14) pour j de 1 a n sauf i faire
(15) si 
j
6= ? alors
(16) enqueue(Q,(j;
j
; 
0
))
(17) D
j
 D
j
n
j
(18) finsi
(19) finpour
(20) finpour
(21) fintantque
(22) fin
Theoreme 7 (Filtrage et Point xe)
Si pour une propriete P donnee, on peut trouver une approximation apx telle que
le point xe pour la reduction corresponde a la verication de la propriete P alors
l'algorithme 2 (algorithme point-fixe) permet de faire un ltrage pour P.
 Preuve : C'est exactement le comportement d'un algorithme de point
xe. 
6.2 Maintien de deduction pour la reduction
Maintenant que nous avons donne un algorithme de reduction permettant de
restreindre les domaines des variables d'un probleme de telle sorte qu'une propriete
donnee soit veriee (a l'aide du theoreme 7), nous pouvons denir notre systeme de
maintien de deduction.
Le systeme de maintien de deduction va nous permettre, d'une part, de specier
les fonctions parametres de notre recherche en meilleur d'abord (explique-contra-
diction et maj-configuration) dans le cas des proprietes proposant un ltrage
par reduction et, d'autre part, de generaliser les algorithmes de maintien dynamique
d'arc-consistance.
On se propose d'enregistrer (de maintenir) un certain nombre d'informations
au cours de la resolution. On peut ainsi facilement denir et specier la fonction
explique-contradiction. Ces informations seront utilisees pour une premiere spe-
cication de maj-configuration.
Dans la suite, nous appellerons domaine de la variable i l'element D
i
renvoye
par l'algorithme point-fixe (algorithme 2).
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6.2.1 Concepts de base
Denition 34 (Deduction)
On appelle deduction le retrait d'une valeur dans le domaine d'une variable.
On notera 
v 6=a
le retrait de la valeur a du domaine de v. On utilisera aussi une
fonction (v; a) denie sur le domaine originel de v (D
orig
v
) et renvoyant la deduction
associee au retrait de a du domaine de v, si celui-ci a ete realise. Cette fonction sera
utilisee dans la section 6.2.4 pour etendre la notion de deduction.
Nous notons  l'ensemble des deductions realisees lors de la resolution d'un
probleme donne. La taille de  est bornee par n  d ou d est la taille maximum
d'un domaine et n le nombre de variables.
Le retrait de valeur est l'operation de base realisee par un algorithme de reduc-
tion de domaine tel que l'algorithme 2 (aux lignes 8 et 19). C'est pourquoi la notion
de deduction est la notion de base de notre dms.
En fait, nous ne cherchons pas a enregistrer les deductions mais pluto^t la raison
de leur realisation. C'est pourquoi, nous introduisons la notion d'explication pour
une deduction reposant sur les contraintes responsables du retrait et sur d'eventuels
retraits precedents causes du nouveau retrait considere.
Denition 35 (Explication)
Une explication pour une deduction  est un couple (E
C
; E
D
) ou E
C
et E
D
sont
deux ensembles denis de la maniere suivante :
{ E
C
 C, c'est un sous-ensemble des contraintes du probleme ;
{ E
D
 , c'est un ensemble de deductions ;
{ soit D
in
tel que
8i;D
in
i
= D
orig
i
n fa j 
v
i
6=a
2 E
D
g
Soit D
out
= point-fixe(E
C
, D
in
). On a alors, si  = 
v
k
6=a
, a =2 D
out
k
.
En d'autres termes, l'application de l'algorithme de reduction sur les contraintes
de E
C
, les domaines ne contenant aucune valeur concernee par les deductions de
E
D
, conduit a la realisation de la deduction  i.e., a la n de l'algorithme, la valeur
concernee par  n'appara^t plus dans le domaine de la variable concernee.
Exemple 22 (Explication de deduction) :
Soient v
1
et v
2
deux variables de domaine f1; 2; 3g. Soit c
1
: v
1
> 2 et
c
2
: v
1
= v
2
.
L'utilisation d'un algorithme de reduction etablissant l'arc-consistance
conduit, entres autres, au retrait de la valeur 2 de v
1
. Une explication pour
ce retrait est alors (c
1
;?).
De me^me, l'arc-consistance demande que la valeur 2 soit retiree du domaine
de v
2
, l'explication est ici : (c
2
; (v
1
; 2)).
Il peut y avoir plusieurs explications pour une me^me deduction , lorsque c'est
le cas, on les regroupe dans un ensemble note Ex

.
L'ensemble des explications enregistrees pour tous les elements de l'ensemble 
permet de denir la notion de systeme d'explication.
Denition 36 (Systeme d'explication)
On appelle systeme d'explication la donnee d'un ensemble de deductions et de
leurs explications associees.
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Du fait de la modication possible du statut (active, relaxee) de chaque con-
trainte au cours de la resolution, il faut introduire la notion de validite pour les
deductions et les explications.
Denition 37 (Validite)
{ Une deduction  est valide dans une conguration hA;R i si et seulement si
Ex

contient au moins une explication valide,
{ Une explication (C;D) est valide dans une conguration hA;R i si et seule-
ment si :
{ C  A
{ 8 2 D  valide. (Si D = ? la propriete precedente sut a prouver la
validite)
Exemple 23 (Explication valide) :
Ainsi, dans l'exemple 22, l'explication (c
2
; (v
1
; 2)) est valide dans la con-
guration hfc
1
; c
2
g;?i mais ne l'est plus pour la conguration hfc
1
g; fc
2
gi.
Comme nous utilisons un algorithme de reduction, une fois qu'une valeur est
retiree d'un domaine, elle ne peut bien su^r plus l'e^tre ulterieurement sauf si elle a
ete reintroduite a la suite d'une relaxation de contrainte. C'est pourquoi on peut
enoncer la proposition suivante.
Proposition 11 (Une seule explication valide)
Lorsqu'aucune contrainte n'est reintroduite (passage du statut relaxe au statut ac-
tif), il y a au plus une explication valide par deduction.
 Preuve : En eet, on ne peut ajouter une explication nouvelle que s'il
n'y en a pas ou si l'ensemble de valeurs concerne est inclus dans le domaine
considere (la deduction etait invalide jusqu'a present). Et comme il n'y a pas
eu de retour de contrainte, les explications invalides le sont restees. 
Bien su^r, ces denitions de validite ne sont valables que si le systeme d'explica-
tions ne produit pas de ((boucle)) : on dit alors qu'il est bien fonde. Pour denir cette
notion, nous devons introduire la notion de graphe de dependance des deductions
qui permet de representer les liens qui existent entre les deductions, permettant
alors de determiner leur validite.
Denition 38 (Graphe de dependance des deductions)
On peut associer un graphe de dependance de deduction (X;U ) a un systeme
d'explication. L'ensemble des sommets est l'ensemble des deductions du probleme
(X = ). Un arc a entre 
1
et 
2
appartient a U si et seulement si :
9(C;D) 2 Ex

1
; 
2
2 D
Un tel graphe permet de donner une representation graphique des dependances
entre les deductions (par leurs explications associees).
Exemple 24 (Graphe de dependance de deductions) :
Considerons le systeme d'explications suivant.
Soient v
1
et v
2
deux variables de domaines D
1
= D
2
= f1; 2; 3g.
Nous supposerons l'existence des contraintes c
1
, c
2
et c
3
. Nous
avons repertorie dans le tableau 6.1 les deductions et leur expli-
cation associee (dans l'ordre d'apparition).
Le graphe de dependance des deductions associe a ce systeme est represente
gure 6.1.
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Deduction Explication
(v
1
; 1) (fc
1
g;?)
(v
2
; 1) (fc
3
g; f(v
1
; 1)g)
(v
2
; 2) (fc
2
g; f(v
1
; 1)g)
(v
1
; 3) (fc
3
g; f(v
2
; 2)g)
(v
2
; 2) (fc
1
g; f(v
2
; 1)g)
Tab. 6.1 { Deductions et explication associee dans l'ordre d'apparition
δ (v  ,1)1
δ (v  ,2)2
δ (v  ,1)2
δ (v  ,3)1
Fig. 6.1 { Exemple de graphe de dependance de deduction
Denition 39 (Systeme d'explications bien-fonde)
Un systeme d'explication est dit bien fonde si et seulement si son graphe de de-
pendance de deduction associe est sans circuit.
Si le systeme d'explications utilise est bien fonde, la denition recurrente de la
validite ne pose pas de probleme. Dans le cas contraire, on ne peut plus decider de
la validite de certaines deductions.
Exemple 25 (Systeme d'explication mal fonde) :
Le systeme d'explication de l'exemple 24 est bien fonde comme on peut le
voir sur la gure 6.1. Par contre, si on y ajoute l'explication (fc
3
g; f(v
1
; 3)g)
pour la deduction (v
2
; 1), le systeme d'explication n'est plus bien fonde.
Le graphe de dependance associe est represente gure 6.2. On ne peut plus
determiner la validite des deductions (v
1
; 3), (v
2
; 1) et (v
2
; 2).
δ (v  ,1)1
δ (v  ,2)2
δ (v  ,1)2
δ (v  ,3)1
Fig. 6.2 { Exemple de systeme d'explications mal fonde

A partir d'un systeme d'explication, on peut denir la notion de systeme de
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maintien de deduction.
Denition 40 (Systeme de Maintien de Deduction { dms)
On appelle systeme de maintien de deduction, la donnee d'un systeme d'explication
et des procedures de modications et d'acces sur les donnees de ce systeme : ajout
d'explication, test de validite, ...
6.2.2 Conditions fondamentales de bon fonctionnement
Nous nous proposons ici d'introduire des conditions de fonctionnement pour
notre systeme qui nous permettent d'assurer le caractere bien fonde du systeme
d'explication utilise. Elles sont au nombre de deux.
Denition 41 (Condition de fonctionnement C1)
Lorsqu'une explication est ajoutee au systeme d'explications celle-ci doit e^tre valide.
Denition 42 (Condition de fonctionnement C2)
Si pour une deduction donnee, une nouvelle explication est determinee, celle-ci ne
sera prise en compte que si :
{ la deduction n'a pas encore d'explication ;
{ ou bien l'explication courante n'est pas valide et la nouvelle explication rem-
place alors l'ancienne.
Lemme 3 (Unicite de l'explication)

A tout instant, sous la condition de fonctionnementC2, il y a au plus une explication
associee a une deduction.
 Preuve : Par denition de C2. 
Proposition 12 (Condition de validite)
Sous la condition de fonctionnement C2, si une deduction  est invalide, tous les
elements de la fermeture transitive des predecesseurs de  sont invalides.
 Preuve : C'est une consequence de la denition de la validite (deni-
tion 37 page 70) et du fait qu'il n'y a qu'une seule explication associee a une
deduction sous la condition de fonctionnement C2 (lemme 3). 
Ces quelques resultats nous permettent d'enoncer le theoreme fondamental sui-
vant :
Theoreme 8 (Systeme d'explication bien fonde)
Tout systeme d'explication veriant les conditions C1 et C2 est bien fonde.
 Preuve : Soit un systeme d'explication bien fonde. Soit E = (C;D) une
nouvelle explication pour une deduction  donnee. Supposons que E sous les
conditions de fonctionnement C1 et C2 rende le systeme d'explication mal
fonde.
La prise en compte de la nouvelle explication introduit alors un circuit dans
le graphe de dependance des deductions. Soit 
0
un element de D tel que l'arc
(; 
0
) soit un element du circuit.
Comme la condition C1 est veriee, (C;D) est une explication valide, donc 
0
est valide. De plus, comme (; 
0
) est un element du circuit, 
0
appartient a la
fermeture transitive des predecesseurs de . Or, la condition C2 est veriee,
donc :
{ soit il n'existe pas d'explication associee a . Alors  n'est pas valide,
ainsi 
0
non plus (proposition 12) ;
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{ soit l'explication deja associee a  est invalide, 
0
ne l'est donc pas non
plus (proposition 12).
On a donc une contradiction, la nouvelle explication ne peut donc pas rendre
mal fonde le systeme d'explication de depart. 
Ces conditions de fonctionnement seront reprises plus tard. Elles nous permet-
tront alors de constater leur adequation avec un comparateur contradiction-local et
leur intere^t pour les resultats que l'on peut alors obtenir sur la complexite de notre
approche (cf. section 7.4). De plus, elles nous seront aussi tres utiles pour proposer
des simplications dans l'enregistrement propose.
6.2.3 Simplication
On denit la notion d'environnement qui permet, a un instant donne de la
resolution, de capturer synthetiquement toute l'information contenue dans une ex-
plication. Nous supposerons que le systeme d'explication considere est bien fonde.
Denition 43 (Environnement)
On appelle environnement d'une deduction , determine a partir d'un element
(C;D) 2 Ex

, un sous-ensemble des contraintes du probleme note E
(C;D)
tel que :
E
(C;D)
=

C si D = ?
C [
S

0
2D;(C
0
;D
0
)2Ex
0

E
(C
0
;D
0
)
sinon
Un environnement pour une deduction donnee est donc calcule a partir d'une expli-
cation possible pour cette deduction. L'operation d'union de la denition est donc
realisee sur la selection d'une explication pour chaque element de D.
Exemple 26 (Environnement) :
Considerons le systeme d'explications donne dans l'exemple 24. L'ensemble
fc
1
; c
2
; c
3
g est un environnement pour la deduction (v
1
; 3).
On peut noter que si E est un environnement associe a une deduction , (E;?)
est une explication pour . L'ensemble des environnements existants pour une de-
duction  sont regroupes dans son etiquette qui est notee E

.
On peut maintenant voir d'une autre facon la validite d'une deduction.
Denition 44 (Validite { nouvelle version)
{ Un environnement E (un ensemble de contraintes) est valide dans une con-
guration hA;R i si et seulement si E  A.
{ Une explication est valide dans une conguration hA;R i si et seulement si
un environnement qui lui est associe est valide dans cette me^me conguration.
{ Une deduction  est valide dans une conguration hA;R i si et seulement
si il existe un environnement valide pour la conguration hA;R i dans son
etiquette.
Theoreme 9 (Explications statiques et Systeme bien fonde)
Soit un systeme d'explication bien fonde. Soit une explication (C;D). Soit un envi-
ronnement E de (C;D). Le systeme d'explication deni en remplacant (C;D) par
(E;?) est bien fonde.
 Preuve : L'ajout d'une telle explication ne cree aucun arc dans le graphe
de dependance des deductions, le systeme d'explication est donc necessaire-
ment bien fonde. 
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On peut qualier le systeme ainsi obtenu de statique. En eet, une modica-
tion sur l'ensemble des explications associees a une deduction  ne peut plus e^tre
repercutee sur les autres deductions dependant de . Nous proposons le parametre
statique.
Denition 45 (Parametre statique)
Lorsque le parametre statique est on les transformations proposees dans le theo-
reme 9 sont eectuees systematiquement.
Lorsque le parametre statique est off, ces transformations ne sont pas eec-
tuees. Dans ce cas, les conditions de fonctionnementC1 et C2 doivent e^tre veriees
pour garantir la pertinence de l'approche (caractere bien fonde du systeme d'expli-
cation).
6.2.4 Extensions de la notion de deduction
Gestion de retraits groupes
Lorsque les conditions de fonctionnement garantissent l'unicite de l'explication
du retrait d'une valeur d'une variable (conditionC2 { cf. lemme 3), on peut etendre
la notion de deduction au retrait de plusieurs valeurs avec la me^me explication.
Denition 46 (Deduction etendue)
On appelle deduction etendue le retrait d'une ou plusieurs valeurs dans le do-
maine d'une variable. On utilisera une fonction 
e
(v; a) renvoyant la deduction eten-
due associee a v concernant la suppression de la valeur a.

e
(v; a) est denie sur le domaine originel D
orig
v
de x et renvoie, si elle existe,
la
6
deduction etendue dont le retrait concerne a.
Nous avons aussi besoin de l'explication du retrait d'un ensemble de valeurs.
Denition 47 (Explication d'ensemble)
On appelle explication du retrait de l'ensemble S de la variable v la reunion des
explications associees aux deductions de chacun des elements de l'ensemble S\D
orig
v
.
Rappelons que comme la condition de fonctionnement C2 est veriee, il existe
une unique explication de retrait de valeur pour toute valeur du probleme.
Cette extension permet alors de compacter les informations collectees lors du
traitement d'une contrainte (plus particulierement le retrait de valeurs consecu-
tives). On verra de plus leur intere^t particulier dans le chapitre 8 pour une instance
de notre approche sur les problemes numeriques (utilisation des intervalles).
Explication de retrait de contrainte
On peut etendre la notion de deduction dans une autre direction. On peut asso-
cier une explication a chaque retrait de contrainte. Le retrait de contrainte devient
donc une deduction lui aussi.
Denition 48 (Deduction et Relaxation)
On appelle deduction de relaxation le retrait d'une contrainte de l'ensemble des
contraintes actives dans le cadre de la fonction meilleure-configuration.
On note (c) la deduction de relaxation associee a la contrainte c.
6. Cette deduction est bien unique car on ne retire qu'une fois une valeur (la condition C2 est
veriee). On ne peut donc avoir le cas ou une valeur a ete retiree de deux facons dierentes.
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On peut donner une explication pour cette relaxation.
Denition 49 (Explication de relaxation)
Soit c une contrainte. Soit S = fE 2 E
c
j c 2 Eg. L'ensemble fE n fcg j E 2 Sg
constitue un ensemble d'explications pour le retrait de la contrainte c.
Notons que cette explication ne correspond pas aux criteres de la denition 35
(cf. page 69) car l'ensemble des contraintes d'une explication ne sut pas, ici, a
assurer la relaxation de la contrainte associee. Par contre, lorsque le comparateur
utilise est contradiction-local les criteres de la denition sont veries. Par exemple,
lorsqu'on utilise le comparateur C
MM
, on peut donner une explication simple pour
cette relaxation.
Proposition 13 (Explication de relaxation pour C
MM
)
Soit c une contrainte. Soit E 2 E
c
tel que c = min(E).
(E n fcg;?) est une explication pour (c) lorsque le comparateur C
MM
est utilise.
 Preuve : En eet, lorsque le comparateur C
MM
est utilise, c doit e^tre
relaxee puisqu'elle est le minimum d'une explication de contradiction. Ainsi,
si E n fcg  A pour une conguration hA;R i, alors c 2 R car E est une
explication de contradiction. La proposition est donc vraie. Cette explication
de relaxation est unique. 
Nous utiliserons l'explication de relaxation dans les chapitres 7 et 8 car elle
permet de gerer l'enumeration et les contraintes dites disjonctives.
6.3 Integration du Maintien de deduction dans la
recherche
On peut maintenant utiliser le systeme de maintien de deduction pour denir
un systeme de relaxation de contraintes.
6.3.1 Fournir des explications
Pour integrer un systeme de maintien de deduction permettant de mettre en
place les fonctionnalites d'un systeme reactif de traitement des csp, il faut modier
le fonctionnement normal de l'algorithme 2 de reduction (presente page 66) de telle
sorte que :
{ les operations sur les domaines (retrait de valeur, acces au domaine courant) ne
sont realisables que par l'intermediaire du systeme de maintien de deduction.
Celui-ci conna^t l'etat courant du domaine d'une variable en examinant (et
maintenant) la validite des deductions associees a cette variable ;
{ l'algorithme utilise est modie pour fournir des explications pour chaque re-
trait de valeur demande.
Ainsi, les explications pour les retraits de valeurs des lignes 8 et 19 de l'algo-
rithme 2 sont simplement denies de la facon suivante.
Proposition 14 (Explication de retrait)
Le couple (fg; f(v
j
; a) j v
j
2 vars() n v; a 2 D
orig
j
; a 62 D
j
g) est une explication
du retrait de 
i
du domaine de la variable v eectue lignes 8 et 19 de l'algorithme 2
et aussi lignes 7 et 17 de la version incrementale de l'algorithme 2 : l'algorithme 3.
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 Preuve : La connaissance de ces informations sut pour les fonctions
prop et localprop telles que denies jusqu'a present. 
Lorsqu'on conna^t la semantique des contraintes traitees, on peut, a la maniere
d'ac5, specialiser le contenu des explications. En particulier, pour les retraits pro-
pages (ligne 19 de l'algorithme 2) des explications plus precises peuvent e^tre alors
calculees.
En integrant ces fournitures d'explication, l'algorithme de reduction devient
alors (nous avons repris la version incrementale de l'algorithme { algorithme 3
page 68) :
Algorithme 4 (Ajout de relation et DMS)
point-fixe-ajout(in ; inout fD
1
; : : : ;D
n
g)
(1) debut
% Initialisations
(2) initialiser(Q)
(3)  prop(D
1
,: : :,D
n
,)
(4) pour i de 1 a n faire
(5) si 
i
6= ? alors
(6) enqueue(Q,(i;
i
; ))
(7) dms-retrait(i,
i
,explication de retrait)
(8) finsi
(9) finpour
% Propagations
(10) tant que Q 6= ? faire
(11) (i; S; ) dequeue(Q)
(12) pour tout 
0
2 f 2 A n  j v
i
2 var()g faire
(13)  localprop(D
1
,: : :,D
n
,
0
,i,S)
(14) pour j de 1 a n sauf i faire
(15) si 
j
6= ? alors
(16) enqueue(Q,(j;
j
; 
0
))
(17) dms-retrait(j,
j
,explication de retrait)
(18) finsi
(19) finpour
(20) finpour
(21) fintantque
(22) fin
La fonction dms-retrait enregistre la nouvelle explication apportee pour ex-
pliquer le retrait des valeurs speciees pour le domaine considere selon la proposi-
tion 14L'implementation de dms-retrait depend de l'etat courant du parametre
statique.
Algorithme 5 (Ajout d'explication dans le DMS)
On peut denir la fonction dms-retrait de la facon suivante :
dms-retrait(i,
i
,explication)
(1) debut
(2) retirer les elements de 
i
de D
i
(3) pour tout a 2 
i
faire
(4) si statique alors
(5) explication (environnement d'explication;?)
(6) finsi
(7) si explication est valide alors
(8) remplacer l'explication courante de (i; a) par explication
(9) finsi
(10) si non statique alors
(11) propager la nouvelle information si necessaire
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(12) finsi
(13) finpour
(14) fin
Proposition 15 (Conditions de fonctionnement)
Les conditions de fonctionnement C1 et C2 sont veriees.
 Preuve : L'algorithme 5 en est l'expression directe. 
On peut donc utiliser indieremment les deux valeurs du parametre statique.
Theoreme 10 (Systeme bien fonde)
Le systeme d'explications utilise jusqu'a present est bien fonde.
 Preuve : Comme les conditions C1 et C2 sont veriees, par application
du theoreme 8, le systeme d'explication utilise est bien fonde. 
6.3.2 Specication de explique-contradiction
On peut en fait etendre le concept de deduction a la notion de P-contradiction.
Selon les denitions d'une explication de contradiction (denition 23 page 44) et
d'une explication (denition 35 page 69), on peut armer qu'une explication de
contradiction est bien une explication de la deduction de la contradiction.
Une contradiction est identiee sur les csp (classiques ou numeriques) lorsque
le domaine d'une variable x devient vide i.e. les deductions associees a toutes les
valeurs possibles de la variable (les elements de D
x
) ont toutes une explication
valide.
On peut determiner une explication de contradiction de la facon suivante.
Lemme 4 (Fournir une explication de contradiction)
Soit v la variable cause de la contradiction (dont le domaine est devenu vide).
(?; f
v 6=a
j a 2 D
v
g) est une explication pour la contradiction et un environnement
associe est une explication de contradiction.
 Preuve : Un domaine vide provoque bien une P-contradiction. 
La fonction explique-contradiction fournit l'environnement mentionne dans
le lemme 4. Si la condition de fonctionnement C2 est veriee, par application du
lemme 3, cet environnement est unique.
6.3.3 Specication de maj-configuration
La fonction maj-configuration qui se charge d'eectuer les mises a jour liees
au changement de conguration doit faire en sorte de realiser ce changement de
maniere incrementale. Le but est en fait de retablir la verication de la propriete
P apres un retrait de contraintes comme si l'ajout ainsi remis en cause n'avait pas
eu lieu. Il s'agit en fait du ((pendant)) de l'algorithme 4 qui cherche un point xe
en cas d'ajout de contrainte. Ici, nous cherchons un point xe en cas de retrait de
contrainte. Nous calquerons notre presentation sur celle habituellement proposee
pour presenter dnac4
[
Bessiere, 1991; Debruyne, 1995
]
.
La fonction maj-configuration que nous proposons est une mise en uvre pour
un algorithme de reduction de la semantique operationnelle presentee section 4.3.
Plus precisement, nous denissons exactement la partie reutilisation de la seman-
tique proposee.
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Le changement de conguration est realise en deux temps :
{ dans un premier temps, le changement de statut des contraintes a relaxer est
propage. Il s'agit d'eacer les eets passes de la contrainte ;
{ dans un second temps, le changement de statut des contraintes a reintroduire
est propage. Il s'agit alors de retablir la propriete P dans le probleme traite.
Nous presentons d'abord l'algorithme lie a la suppression (relaxation) d'une
relation. Ensuite, nous presenterons un algorithme lie a la reintroduction d'une
relation.
Bien qu'un algorithme d'ajout de relation ait deja ete donne (l'algorithme 4),
ici, comme il s'agit d'une reintroduction, et que la relation a deja ete traitee par
cet algorithme, nous donnerons un algorithme legerement dierent puisqu'il peut
arriver que des informations puissent e^tre reutilisees.
Relaxation de contraintes
Nous utilisons ici un algorithme de type dnac4 (cf. section 3.2.2 page 28). Nous
utilisons pour cela la notion de dependance entre une deduction et une contrainte
(relation).
Denition 50 (Deductions dependant d'une relation)
On note () les deductions dependant d'une contrainte .
() = f 2  j 8E 2 E

;  2 Eg (6.3)
Chacun des elements de () devient invalide lorsque  est relaxee. Pour retablir
la propriete P, il faut alors tenter de trouver une autre explication pour chacune
de ces deductions
7
. Le fonctionnement est alors similaire a celui de l'algorithme
dnac4. La dierence essentielle vient du fait qu'aucune propagation des retours de
valeurs n'est a envisager. En eet, l'ensemble () reunit tous les retraits devant
e^tre reconsideres suite a la relaxation de la relation .
On obtient alors l'algorithme de relaxation suivant :
Algorithme 6 (Retrait de relation)
point-fixe-retrait(in ; inout fD
1
; : : : ;D
n
g)
(1) debut
(2) initialiser Q
(3) pour tout 
v
i
62S
2 () faire
(4) autre-explication(v
i
; S;D
1
 : : :D
n
;Q)
(5) finpour
(6) propage-retraits(Q)
(7) fin
ou
{ autre-explication ajoute le retrait (v
i
; a; ) dans Q pour tout element a de S pour
lequel il existe
8
une explication valide pour un retrait du domaine de v
i
. Sinon, les
valeurs S sont reintroduites dans le domaine de v
i
.
{ propage-retraits realise les operations presentees entre les lignes 10 et 21 de l'al-
gorithme point-fixe-ajout (algorithme 4 page 76).
7. Il ne s'agit pas d'une explication existante mais bien de propager les contraintes concernees
pour voir si cette deduction peut e^tre retrouvee.
8. Pour cela, les contraintes portant sur v
i
sont testees. Si on utilise un algorithme de type ac4,
les contraintes sont passees en revue pour voir si un compteur associe a la variable concernee est
nul (comme dans dnac4). Si on utilise un algorithme de type ac5, la semantique des contraintes
peut e^tre utilisees pour determiner rapidement (en fait, dans le me^me ordre de complexite que
l'algorithme considere) si une valeur peut e^tre retiree d'une autre facon ou non.
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Les algorithmes 4 et 6 permettent de generaliser l'algorithme dnac4 pour toute
methode de reduction utilisee sur les domaines des variables d'un probleme dyna-
mique.
Reintroduction de contrainte
La problematique est ici dierente. Il faut bien su^r relancer le solveur pour
retablir la propriete P. Mais auparavant une part du travail peut e^tre facilitee
par le fait que des explications (et donc des deductions) invalides peuvent redevenir
valides et ainsi une partie du calcul pourrait e^tre evitee ; cela peut e^tre le cas lorsque
statique est off (denition 45 section 6.2.3 page 73).
Pour cela, on etend la relation de dependance entre une deduction et une con-
trainte.
Denition 51 (Dependance deduction{contrainte etendue)
Soit hA;R i la conguration avant reintroduction. On note () l'ensemble des de-
ductions invalides susceptibles de redevenir valides si la relation  est reactivee.
() = f 2 
invalides
j 9E 2 E

; E \R = fgg (6.4)
ou 
invalides
represente la restriction de  aux deductions invalides.
Les elements de () redeviennent valides lorsque  est reintroduite. Les retraits
de valeurs associes sont donc retablis et on peut alors relancer l'algorithme utilise
pour etablir incrementalement la propriete P sur un ajout de relation (algorithme 4).
On obtient l'algorithme suivant :
Algorithme 7 (Reintroduction de relation)
point-fixe-retour(in ; inout D
1
; : : : ;D
n
)
(1) debut
(2) pour tout 
v
i
62S
2 () faire
(3) D
i
 apx(D
i
[ S)
(4) finpour
(5) point-fixe-ajout(,D
1
; : : : ;D
n
)
(6) fin
Changement de conguration
On peut maintenant specier completement la fonction maj-configuration.
Algorithme 8 (maj-configuration)
maj-configuration(in (A;R); in (A
0
;R
0
); inout D
1
; : : : ;D
n
)
(1) debut
(2) pour tout  2 (R
0
n R) faire
(3) considerer  comme inactive
(4) finpour
(5) pour tout  2 (R
0
n R) faire
(6) point-fixe-retrait(,D
1
; : : : ;D
n
)
(7) finpour
(8) pour tout  2 (A
0
n A) faire
(9) point-fixe-retour(,D
1
; : : : ;D
n
)
(10) finpour
(11) fin
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6.4 Discussion
Nous souhaitons aborder ici un point qui n'a pas encore ete evoque : pourquoi
aner le systeme d'explication jusqu'au niveau des retraits de valeurs?
Nous avons pris parti d'aner le plus possible notre systeme d'explication. C'est
pourquoi, la deduction de base est le retrait de valeur dans le domaine d'une variable
et non pas simplement la modication d'un domaine comme dans d'autres approches
[
Menezes et al., 1993; Sola, 1995
]
.
Cette precision se justie par le fait que, surtout lorsque la semantique des
contraintes est utilisee pour fournir des explications, un systeme d'explication precis
permettra de ne pas noyer la responsabilite de maniere diuse a de volumineux
ensembles de contraintes. Le champ de responsabilite d'une contrainte est donc
clairement identie.
Nous avons besoin de cette precision dans deux situations :
{ le retrait d'une contrainte (operation courante dans un systeme de relaxation
de contraintes) doit pouvoir e^tre realise a moindre cou^t i.e. en evitant le
plus possible le thrashing, c'est pourquoi une extension de dnac4 est utilisee
permettant de fournir un systeme precis dans ces modications suite au retrait
d'une contrainte ;
{ la recherche de la meilleure conguration prometteuse gagne elle aussi a e^tre
precise car on ne sait pas si la conguration vers laquelle on se dirige va
e^tre P-satisfaisable (contrairement a l'approche proposee par
[
Menezes et al.,
1993
]
).
6.5 Conclusion
Nous avons montre dans ce chapitre comment utiliser un systeme de main-
tien de deductions pour la specialisation des fonctions explique-contradiction
et maj-configuration en vue de proposer un systeme de relaxation de contraintes
pour les problemes resolus avec des techniques de reduction de domaine.
Les deux chapitres suivants detaillent ces propositions dans le cas du traitement
des domaines nis (chapitre 7) et dans le cas des intervalles (chapitre 8).
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D
ans ce chapitre, nous presentons une instance complete de notre approche
pour traiter les csp. Pour cela, nous presentons tout d'abord une instance
de l'algorithme de reduction presente dans le chapitre precedent specialisee pour
traiter les domaines nis : nous rendons plus performantes les fonctions generiques
prop et local-prop en les adaptant a dierents types de contraintes.
Ensuite, comme la propriete veriee par les congurations determinees par notre
approche est une consistance locale (l'arc-consistance), il est indispensable de pas-
ser par une phase d'enumeration qui est susceptible de modier notre methode
de recherche. Mais, nous montrons comment l'enumeration est integree de facon
totalement transparente dans notre cadre general de relaxation. Pour cela, nous
introduisons un nouveau type de contrainte : une contrainte de disjonction appelee
contrainte one-of qui nous permet de considerer l'enumeration commeune sequence
d'ajouts et de retraits de contraintes d'egalite.
Avant de derouler un exemple complet, nous presentons dierents resultats de
complexite montrant que notre proposition (soumise a certaines conditions de fonc-
tionnement) peut e^tre implementee sur les domaines nis de maniere tout a fait
raisonnable sans tomber dans les travers habituels des methodes basees sur l'enre-
gistrement d'informations.
7.1 Le cadre general des csp
Nous rappelons quelques denitions sur les problemes de satisfaction de con-
traintes (csp).
Denition 52 (CSP)
Formellement, un probleme de satisfaction de contraintes (csp) est deni par
un triplet (V;D;C) ou :
{ V est un ensemble de n variables ;
{ D est l'ensemble des domaines associes aux variables de V . Un domaine est
un ensemble ni discret de valeurs possibles pour la variable concernee. Pour
une variable x, on note D
x
le domaine qui lui est associe. On note d la taille
maximum des domaines des variables du probleme ;
{ C est un ensemble de e contraintes portant sur les variables de V .
Nous nous limiterons ici aux csp binaires i.e. les contraintes du probleme font
entrer en jeu au plus 2 variables. On peut d'ailleurs montrer que tout csp peut se
ramener a un csp binaire. Nous noterons c
xy
une contrainte entre les variables x et
y.
7.2 Specialisation de l'algorithme de reduction
7.2.1 Fonction d'approximation pour un csp
De maniere habituelle, nous choisissons comme propriete P a verier l'arc-
consistance (P
ac
: 2-consistance).
Denition 53 (k-consistance { cf. denition 5)
Un csp est k-consistant si et seulement si pour toute instanciation consistante de
k 1 variables, il existe dans le domaine de toute variable non instanciee une valeur
prolongeant cette instanciation en une instanciation consistante de k variables.
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Considerons la fonction identite sur P(D). Cette fonction est clairement une ap-
proximation au sens ou nous l'avons denie dans le chapitre precedent (denition 31
page 64). Nous noterons cp son extension sur P(D
n
) (cf. denition 32 page 65).
On peut montrer le resultat suivant
[
Benhamou, 1995
]
.
Theoreme 11 (cp et arc-consistance)
SoitD un ensemble. Soit u  D
2
et  une relation binaire sur D.  est arc-consistant
pour u si et seulement si :

cp
(u) = u
Nous sommes exactement dans les conditions d'application du theoreme 7 page 68
qui nous permet de dire que l'algorithme 2 fournit un algorithme de ltrage pour
l'arc-consistance puisque lorsqu'on a un point xe, la propriete associee est veriee.
On peut donc utiliser les resultats du chapitre precedent pour proposer un systeme
de relaxation de contrainte sur les csp.
7.2.2 Dierents algorithmes d'arc-consistance
L'algorithme de reduction propose dans le chapitre precedent (algorithme 2
page 66) etant une generalisation de l'algorithme ac5 de Van Hentenryck et al.
[
1992
]
, on peut le modier simplement pour qu'il se comporte comme les algorithmes
d'arc-consistance ac3, ac4 ou ac5.
{ Ainsi, en specialisant les fonctions prop et localprop en fonction des contrain-
tes traitees comme presente dans la section suivante, on obtient l'algorithme
ac5.
{ En modiant la ligne 14 de cet algorithme (cf. page 66) pour passer de

0
2 f 2 A n  j v
i
2 var()g
a

0
2 f 2 A j v
i
2 var()g
et en ne specialisant pas les fonctions prop et localprop, on obtient l'algo-
rithme ac4.
{ Enn, en remplacant l'appel a localprop par un appel a prop ligne 15 pour
ce me^me algorithme et en ne specialisant toujours pas la fonction prop, on
obtient le fonctionnement de l'algorithme ac3.
7.2.3 Specialisation des fonctions parametres
En pratique, les fonctions prop et localprop sont specialisees suivant le type des
contraintes traitees. Cette specialisation conduit a une denition plus precise des
explications. Nous utilisons ici les specialisations utilisees pour l'algorithme d'arc-
consistance ac5
[
Van Hentenryck et al., 1992
]
.
Les algorithmes 4 (ajout de relation) et 6 (retrait de relation) sont modies
pour integrer l'appel a dms-retrait (algorithme 5) a l'interieur des fonctions prop
et local-prop puisque les explications fournies sont specialisees pour ces fonctions
en tenant compte du type de contrainte traitee. Nous donnons ici les explications
que l'on peut denir pour des contraintes monotones, bijectives et anti-bijectives.
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Contraintes monotones
Denition 54 (Contrainte Monotone)
Une contrainte c est dite monotone
[
Van Hentenryck et al., 1992
]
sur un domaine
de calcul D si et seulement s'il existe un ordre total 6 sur D tel que :
8(a; b) 2 D
2
c
xy
(a; b)) 8(a
0
; b
0
) 2 D
2
; a
0
6 a; b 6 b
0
; c
xy
(a
0
; b
0
)
Pour la fonction prop, on pose
1
: v
M
= maxfa j a 2 D
x
g et w
M
= maxfb j b 2
D
y
g. On pose aussi, f
M
(w) = maxfa j c
xy
(a;w)g.
On pose de me^me: v
m
= minfa j a 2 D
y
g et w
m
= minfb j b 2 D
x
g. On pose
aussi, f
m
(v) = minfb j c
xy
(v; b)g.
Proposition 16 (Explication de retrait { contrainte monotone)
(fcg; f
y 6=b
j b 2 D
orig
y
; b > w
M
g) est une explication pour le retrait des valeurs de
l'intervalle ]f
M
(w
M
); v
M
] du domaine de la variable x dans le cadre de la fonction
prop pour la contrainte monotone c.
De me^me, (fcg; f
x6=a
j a 2 D
orig
x
; a < w
m
g) est une explication pour le retrait
des valeurs de l'intervalle [w
m
; f
m
(v
m
)[ du domaine de la variable y dans le cadre
de la fonction prop.
 Preuve : Montrons-le pour les retraits sur x. Pour ceux sur y le raison-
nement est le me^me. Toutes les valeurs superieures a f
M
(w
M
) doivent e^tre
supprimees du domaine D
x
si la contrainte c est active. f
M
(w
M
) ne depend
que de c et du maximum w
M
du domaine courant de y. Cette derniere va-
leur ne depend que du fait que les valeurs superieures a w
M
dans D
y
ont ete
supprimees. Ainsi, on a bien une explication. 
Exemple 27 (Exemple de contrainte monotone) :
Soient x et y deux variables de domaines (respectivement) f2; 3; 4; 5g et
f1; 2; 3; 4g. Supposons que l'on ait une contrainte y 6= 4 (4 est donc reti-
ree du domaine de y).
Soit c : x 6 y une nouvelle contrainte. c est une contrainte monotone. Dans
le cadre d'un appel a prop(D
x
,D
y
,c), on est amene a :
{ supprimer les valeurs 4 et 5 de x avec l'explication (fcg; f(y; 4)g).
Dans le cas de 5, il s'agit bien d'une explication me^me si on pouvait
faire mieux avec (fcg;?) ;
{ supprimer la valeur 1 de y avec l'explication (fcg;?). En eet, aucune
valeur strictement inferieure a 2 ne fait partie du domaine de x.
La gure 7.1 illustre ces calculs pour les retraits sur la variable x.
x 2     3     4     5
1    2     3     4y
vM
w
f  (w   )
M M
M
Fig. 7.1 { Exemple d'explication pour une contrainte monotone : x 6 y
La fonction localprop appelle la fonction prop.
1. Les relation max et min sont relatives a l'ordre total 6 considere.
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Contraintes bijectives
Denition 55 (Contrainte bijective)
Une contrainte c sur x et y est dite bijective
2
sur D si et seulement si pour tout
v 2 D
x
(resp. w 2 D
y
) il existe au plus un w 2 D
y
(resp. v 2 D
x
) tel que c
xy
(v; w)
est vrai.
On note f
xy
(v) la valeur w telle que c
xy
(v; w) et f
yx
(w) la valeur v telle que
c
xy
(v; w).
Proposition 17 (Explication de retrait { contrainte bijective)
(fcg; f
y 6=f
xy
(v)
g) est une explication du retrait de toute valeur v telle que f
xy
(v) =2
D
y
du domaine de la variable x dans le cadre de la fonction prop.
De me^me, (fcg; f
x6=f
yx
(w)
g) est une explication du retrait de toute valeur w
telle que f
yx
(w) =2 D
x
du domaine de la variable y dans le cadre de la fonction
prop.
 Preuve : Comme f
xy
(v) est la seule valeur permettant de conserver v
dans x si la contrainte c est active, il s'agit bien d'une explication. Ces deux
seules informations susent a montrer le retrait de v du domaine de x. Le
raisonnement est le me^me pour les retraits sur y. 
La proposition suivante decoule directement de ce dernier resultat.
Proposition 18 (Minimalite)
L'explication fournie dans la proposition 17 est minimale pour l'inclusion.
Proposition 19 (Explication de retrait propage { contrainte bijective)
(fcg; f
y 6=w
g) est une explication du retrait de f
yx
(w) du domaine courant de la
variable x dans le cadre de la fonction localprop.
(fcg; f
x6=v
g) est une explication du retrait de f
xy
(v) du domaine courant de la
variable y dans le cadre de la fonction localprop.
 Preuve : Consequence directe de la proposition 17. 
Proposition 20 (Minimalite)
L'explication fournie dans la proposition 19 est minimale pour l'inclusion.
Exemple 28 (Contrainte bijective) :
Soient x et y deux variables de domaines (respectivement) f1; 2; 3; 4g et
f1; 2; 3g. Soit c : x = y une contrainte entre x et y. c est une contrainte
bijective. Dans le cadre d'un appel a prop(D
x
,D
y
,c), on est amene a retirer
la valeur 4 du domaine de x avec l'explication (fcg;?) car elle n'appartient
pas au domaine originel de y.
Supposons qu'une contrainte donnee vienne a retirer la valeur 1 du domaine
de y. Ce retrait conduit au retrait de 1 du domaine de x avec l'explication
(fcg; f(y; 1)g).
La gure 7.2 illustre ces deux situations.
2. functional constraint dans
[
Van Hentenryck et al., 1992
]
.
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x
1    2     3y
v
w f  (v)
xy
1    2     3     4
4
f  (w)
yx
Fig. 7.2 { Exemple d'explication pour une contrainte bijective : x = y
Contraintes anti-bijectives
Denition 56
Une contrainte c sur x et y est dite anti-bijective
3
sur un domaine de calcul D si
et seulement si :c est une contrainte bijective.
On note f
xy
(v) la valeur w telle que :c
xy
(v; w) est vrai et f
yx
(w) la valeur v
telle que :c
xy
(v; w) est vrai.
Pour les contraintes anti-bijectives, les fonctions prop et localprop sont denies
de la me^me maniere.
Proposition 21 (Explication de retrait { contrainte anti-bijective)
Si D
y
est reduit au singleton fwg, (fcg; f
y 6=a
j a 2 D
orig
y
nwg) est une explication
du retrait de f
yx
(w) de D
x
dans le cadre de la procedure prop.
De me^me, si D
x
est reduit au singleton fvg, (fcg; f
x6=a
j a 2 D
orig
x
n vg) est une
explication du retrait de f
xy
(v) de D
y
dans le cadre de la procedure prop.
 Preuve : C'est une consequence directe de la proposition 17. 
La proposition suivante decoule directement de ce dernier resultat.
Proposition 22 (Minimalite)
L'explication fournie dans la proposition 21 est minimale pour l'inclusion.
Exemple 29 (Contrainte anti-bijective) :
Soit x et y de domaine f1; 2; 3g. Supposons que les valeurs 1 et 3 aient ete
retirees de x. Soit c : x 6= y une nouvelle contrainte. c est une contrainte
anti-bijective. Un appel a prop provoque le retrait de la valeur 2 de y avec
l'explication (fcg; f(x; 1); (x; 3)g).
La gure 7.3 illustre cette situation.
x
1    2     3y
v
f  (v)
xy
1    2     3
Fig. 7.3 { Exemple d'explication pour une contrainte anti-bijective : x 6= y
3. anti-functional constraint dans
[
Van Hentenryck et al., 1992
]
.
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7.3

Enumeration sur les CSP :
la contrainte one-of
La phase d'enumeration est une phase essentielle lorsque l'on traite des csp.
En eet, dans la plupart des cas, les consistances employees etant locales, seule
une phase d'enumeration permet de construire une instanciation consistante des
variables.
Nous allons montrer comment on peut considerer l'enumeration comme une
sequence d'ajout et de retraits de contraintes d'egalite permettant ainsi de gerer
l'enumeration de maniere ((transparente)) dans notre systeme. Cette gestion passe
par l'intermediaire d'une nouvelle contrainte permettant de modeliser une disjonc-
tion : la contrainte one-of.
7.3.1 Integration de la phase d'enumeration
Classiquement, l'enumeration se realise par backtrack : une variable est instan-
ciee par une valeur dans son domaine courant, cette instanciation est propagee jus-
qu'a ce qu'une contradiction soit rencontree (auquel cas l'instanciation est remise
en cause) ou bien une autre variable est instanciee ...
En fait, lorsqu'on realise une enumeration sur un csp jusqu'a present arc-
consistant, lorsqu'on rencontre une contradiction, on ne sait pas si le probleme
est sur-contraint ou si c'est simplement l'aectation courante qui n'est pas valide et
qui doit e^tre remise en cause.
Une facon elegante de contourner cette diculte est de simplement considerer :
{ l'aectation d'une valeur a une variable comme l'ajout d'une contrainte d'ega-
lite ;
{ le retour sur une instanciation comme le retrait de la contrainte d'egalite
associee et l'ajout d'une autre contrainte d'egalite.
Ainsi, une contradiction rencontree lors de l'enumeration peut e^tre traitee dans
le cadre de notre systeme de relaxation de contrainte. En eet, si l'explication de
contradiction ne contient aucune contrainte introduite par le processus d'enumera-
tion alors le probleme est sur-contraint et doit e^tre relaxe. Sinon, une des contraintes
d'egalite introduite par l'enumeration est supprimee et une autre est ajoutee.
7.3.2 Modications pour le traitement de l'enumeration
L'idee ma^tresse est de modeliser l'appartenance d'une variable a un domaine
comme la disjonction exclusive de contraintes d'egalites variable/valeur. C'est la
contrainte one-of
4
.
Denition 57 (Contrainte one-of)
Une contrainte dite one-of sur un ensemble C
o
de contraintes est veriee pour une
conguration hA;R i si et seulement si une seule des contraintes de C
o
appartient
a A.
L'importance associee a une contrainte sur laquelle porte une contrainte one-of
doit e^tre neutre vis-a-vis du comparateur utilise. De plus, une contrainte one-of
4. La contrainte one-of n'est pas limitee aux contraintes d'egalite. Nous avons choisi de la
presenter ici ainsi pour illustrer l'aspect dynamique de l'enumeration. En eet, nous verrons dans
le chapitre 11 qu'elle peut e^tre utilisee pour traiter les contraintes disjonctives en general.
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doit toujours e^tre veriee (elle n'est pas relaxable) lorsqu'elle est active.
Proposition 23 (Association domaine-one-of)
Une specication de domaine peut e^tre realisee par la declaration d'une contrainte
one-of. Ainsi, au domaineD
orig
x
d'une variable x correspond une contrainte one-of
sur l'ensemble : C
o
= fc
x=a
j a 2 D
orig
x
g.
Il faut s'assurer qu'une contrainte one-of est toujours veriee. En particulier, si
le processus de relaxation conduit au retrait d'une contrainte permettant de verier
le one-of, il faut aussito^t activer une autre contrainte de ce me^me one-of.
Notons que la fonction meilleure-configuration doit e^tre modiee de telle
sorte que si plus d'une contrainte provenant d'un me^me one-of sont actives dans
la conguration reponse, un certain nombre d'entre elles soient relaxees an qu'il
n'en reste plus qu'une active. Remarquons que cette modication dans la reponse
fournie n'entra^ne pas de modications vis a vis du comparateur puisque de telles
contraintes sont neutres vis a vis de ce dernier.
Lorsqu'on relaxe une contrainte d'enumeration  (i.e. lors d'un appel a maj-con-
figuration(hA;Ri, hA
0
; R
0
i),  2 R
0
n R), il est necessaire de s'assurer qu'une
autre contrainte 
0
du one-of concerne est dans A
0
.
Deux cas se presentent :
{ A
0
contient deja une contrainte du one-of, il n'y a rien a faire ;
{ A
0
ne contient pas de telle contrainte, il faut alors en trouver une dans le
one-of qui n'appartienne pas a R
0
. Une telle contrainte, si elle existe, n'a
jamais ete introduite et doit donc e^tre ajoutee a A
0
.
Lorsque la contrainte 
0
n'existe pas, cela signie que toutes les contraintes
du one-of considere sont relaxees et ne peuvent e^tre reintroduites. Il y a alors
une contradiction, non pas parce qu'un domaine est devenu vide mais parce qu'un
one-of ne peut e^tre verie. On a donc un nouveau cas de contradiction
5
.
Pour pouvoir denir une notion d'explication de contradiction pour traiter ce
nouveau cas, on utilise l'extension de la notion de deduction au retrait de contrainte
(cf. section 6.2.4 page 74). On associe donc un ensemble d'explication a chaque re-
trait de contrainte liee a l'enumeration : il s'agit des explications de contradiction re-
couvertes par la contrainte concernee (en retirant bien su^r cette me^me contrainte)
6
.

0
est donc choisie parmi les contraintes dont la deduction de retrait n'existe pas
ou est invalide. On constate ici que quel que soit le comparateur utilise, on ne peut
pas considerer une relaxation de contrainte d'enumeration comme denitive. Si 
0
n'existe pas, on a le resultat suivant :
5. En fait, on peut ne pas creer cette nouvelle condition de contradiction. En eet, on peut
considerer le retrait d'une contrainte d'un one-of comme la suppression de la valeur associee a la
contrainte de la variable concernee. Ainsi, il ne reste qu'un seul cas de contradiction: le domaine
d'une variable devient vide. Nous avons prefere conserver le nouveau cas de contradiction, car,
comme nous y reviendrons chapitre 11, la contrainte one-of peut e^tre utilisee pour modeliser une
disjonction plus generale entre contraintes quelconques et donc ne plus orir cette similitude entre
retrait d'une contrainte et retrait d'une valeur.
6. Ces explications ne contenant qu'une partie contrainte n'ont pas besoin de verier les condi-
tion de fonctionnement C1 et C2, le systeme d'explications obtenu sera toujours bien fonde. On
peut noter que cet ensemble peut e^tre assimile aux ensembles Alt (Alternative Backtrack points)
des methodes de backtrack intelligents
[
Sola, 1995
]
. Pour ces methodes, comme pour la no^tre,
ces ensembles assurent la completude de la recherche eectuee. Notons que losqu'on utilise C
MM
,
comme on l'a vu proposition 13 page 75, on se contente d'une seule explication de retrait de
contrainte: l'explication de contradiction dont la contrainte relaxee est le minimum.
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Proposition 24 (Explication de contradiction)
Lorsqu'une contrainte one-of portant sur un ensemble C
o
de contraintes ne peut
plus e^tre veriee, une explication de contradiction est :
f?; f() j  2 C
o
gg
Une contrainte one-of ne pouvant e^tre relaxee, elle n'appara^t pas dans l'explica-
tion.
Comme dans le cas d'un environnement pour un retrait de valeur (denition 43
page 73) il peut exister plusieurs explications pour un retrait de contrainte. Une
explication de contradiction dans le cadre d'une contrainte one-of est alors denie
a partir d'une selection d'une explication pour chaque contrainte du one-of.
Proposition 25 (Explication de contradiction)
L'explication de contradiction proposee precedemment peut s'ecrire aussi :
f
[
c2C
o
Ex
(c)
;?g
L'algorithme de mise a jour de conguration (algorithme 8 page 79) doit e^tre
modie pour tenir compte des specicites d'une contrainte one-of. Lorsqu'on gere
les contraintes one-of, la relaxation d'une contrainte permettant de verier une
contrainte one-of pouvait conduire a d'autres relaxations ou d'autres ajouts de
contraintes. Ainsi, la conguration d'arrivee fournie jusqu'a present a la fonction
maj-configuration ne garantit plus que la conguration courante eective a la n
de l'execution soit bien la conguration attendue.
C'est pourquoi dans le nouvel algorithme de mise a jour que nous proposons,
la conguration d'arrivee est calculee en interne. Le nom de la fonction peut donc
e^tre change en quitte-configuration ce qui reete mieux son fonctionnement.
Algorithme 9 (maj-configuration pour l'enumeration)
quitte-configuration(in (A;R); out (A
0
;R
0
); inout D
1
; : : : ;D
n
)
(1) debut
(2) (A
0
;R
0
) meilleure-configuration((A;R),E
c
)
(3) pour tout  2 (R
0
n R) faire
(4) considerer  comme inactive
(5) si  est une contrainte d'enumeration alors
(6) trouver 
0
contrainte introduisible du me^me one-of que 
(7) si 
0
n'existe pas alors
(8) calculer une explication pour la contradiction
(9) l'integrer a l'ensemble E
c
(10) retour ligne 2
(11) sinon
(12) ajouter 
0
a A
0
(13) finsi
(14) finsi
(15) finpour
(16) pour tout  2 (R
0
n R) faire
(17) point-fixe-retrait(,D
1
; : : : ;D
n
)
(18) finpour
(19) pour tout  2 (A
0
n A) faire
(20) point-fixe-retour(,D
1
; : : : ;D
n
)
(21) finpour
(22) fin
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7.3.3 Proprietes de la solution proposee
Lorsqu'on prend en compte des contraintes de type one-of, l'arbre de la re-
cherche de C-solution n'est plus un arbre binaire. En eet, on n'a plus le choix
entre l'activation ou la relaxation d'une contrainte mais entre plusieurs membres
d'une alternative.
Exemple 30 (Contrainte one-of) :
Considerons un csp concernant au moins une variable v de domaine initial
f1; 2; 3g. Considerons l'introduction d'une contrainte c
a
puis d'une contrainte
c
b
et enn d'une contrainte one-of sur l'ensemble : C
o
= fc
v=1
; c
v=2
; c
v=3
g.
L'arbre de recherche sur lequel s'applique la methode presentee dans le cha-
pitre 4 est presente gure 7.4.
ac
bc bc
a a’
b b’ b b’
one-of one-ofone-ofone-of
1 32 1 32 1 321 32
Fig. 7.4 { Arbre de recherche pour fc
a
; c
b
; one  of(C
o
)g.
Le theoreme suivant s'applique dans le cas general.
Theoreme 12 (Completude)
La methode de gestion de l'enumeration est complete et correcte.
 Preuve : Comme les contraintes membres d'un one-of sont neutres vis
a vis du comparateur utilise, la methode de recherche employee permet de ne
pas laisser passer de solution. Si une contrainte membre d'un one-of peut e^tre
reintroduite, elle le sera. La methode est donc complete.
Les explications de contradiction etant toutes conservees, la methode est aussi
correcte. En particulier, il ne peut y avoir phenomene de bouclage. 
Theoreme 13 (Completude et non conservation)
Si
{ les relaxations de contraintes normales ( i.e. non membres d'un one-of) sont
denitives (c'est le cas avec un comparateur contradiction-local) et qu'on se
contente alors d'une seule explication de retrait par contrainte d'enumeration ;
{ en cas d'egalite pour le critere utilise pour determiner une contrainte a relaxer
pour une explication de contradiction on choisit la contrainte la plus recente,
alors la methode reste complete et correcte.
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 Preuve : Le seul probleme pose par rapport au theoreme precedent est
qu'un certain nombre d'informations ne sont pas conservees. Ainsi, il pourrait
y avoir bouclage. Nous allons donc montrer que cela ne peut e^tre le cas sous les
hypotheses du theoreme 13. Nous allons faire une demonstration par l'absurde
en montrant que si le bouclage est possible alors le probleme contient un
nombre inni de contraintes.
1. Supposons que l'on ait un phenomene de bouclage lors du traitement
de l'enumeration. Il n'y a donc pas d'ajout de contrainte ((normale)) au
systeme.
Soit C
p
= hA
p
; R
p
i une conguration deja exploree. Soit C = hA;R i la
conguration courante posterieure a C
p
telle que A = A
p
.
2. Necessairement, les explications de contradiction identiees entre C
p
et
la conguration courante contiennent toutes au moins une contrainte
d'enumeration (liee a un one-of). En eet, si ce n'est pas le cas, au
moins une contrainte ((normale)) a ete relaxee et comme toute relaxation
est dans ce cas denitive, on ne peut avoir A
p
= A.
3. Soit E une explication de contradiction pour C
p
. On a E  A
p
. Soit  la
contrainte d'enumeration selectionnee dans E pour relaxation. Comme
A
p
 A,  doit revenir dans l'ensemble des contraintes actives. Il faut
donc que E n  devienne invalide. Il existe donc une contrainte c
1
2
E n  relaxee posterieurement. Comme c
1
2 A
p
et c
1
2 A, c
1
doit aussi
revenir posterieurement. c
1
est donc aussi une contrainte d'enumeration.
De plus,  est plus recente que c
1
car sinon  n'aurait pas ete relaxee
dans E.
4. Soit E
1
l'explication de contradiction dans laquelle c
1
a ete selectionnee
pour relaxation. Comme c
1
doit revenir, E
1
contient une contrainte c
2
qui doit e^tre relaxee plus tard. c
2
ne peut e^tre une contrainte ((normale)).
En eet, on aurait alors c
2
62 A et c
2
2 A
p
ce qui est contradictoire avec
l'hypothese (A
p
= A). c
2
est donc une contrainte d'enumeration. Deux
cas se presentent alors :
{ Soit c
2
2 A
p
. Donc, si c
2
doit partir, c
2
doit aussi revenir. Il existe
donc c
3
dans E
2
, l'explication de contradiction dans laquelle c
2
a
ete selectionnee. On se retrouve alors dans la me^me situation que
pour c
1
. (point 4)
{ Soit c
2
62 A
p
. C'est possible a condition que c
2
ait ete introduite
apres C
p
et que c
2
soit repartie posterieurement mais avant C. Si
c
2
a pu e^tre introduite, cela signie qu'il existe une contrainte c
0
2
appartenant a A
p
du me^me one-of que c
2
. c
0
2
doit donc partir puis
revenir. On est donc dans le me^me cas que pour c
2
dans le point
precedent. On se retrouve donc la aussi dans le me^me cas que pour
c
1
. (point 4)
5. On peut donc creer ainsi un ensemble inni de contraintes d'enumeration
toutes plus anciennes les unes que les autres. Il y a donc une contradiction
puisque l'ensemble des contraintes du probleme est ni. On ne peut donc
boucler.

On peut remarquer que cette facon de faire (ne conserver que peu d'informations)
peut conduire bien su^r a explorer des congurations que l'on saurait implicitement
7
conduire a une P-contradiction si on conservait toutes les informations. L'avantage
indeniable de cette approche est que l'occupation en espace peut alors e^tre forte-
ment amelioree. C'est donc un choix a faire. Nous nommerons dans notre systeme
ce parametre enregistrement. Lorsqu'il est active (on), on enregistre toutes les
7. En eet, ces congurations n'ont pas deja ete explorees.
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informations (toutes les explications de contradiction et de retrait) et lorsqu'il est
off, on enregistre le minimum d'informations.
On peut aussi noter que si les relaxations de contraintes ((normales)) sont inter-
dites i.e. on cherche une solution respectant imperativement toutes les contraintes,
l'utilisation de la contrainte one-of pour realiser l'enumeration ne depend plus du
comparateur utilise. On peut me^me aller plus loin :
Proposition 26 (Dynamic Backtracking et notre approche)
La gestion de l'enumeration proposee revient en fait a une extension de l'algorithme
Dynamic Backtracking
[
Ginsberg, 1993
]
.
 Preuve : Nous ne donnons pas ici une preuve formelle. Neanmoins,
rappelons que l'algorithme Dynamic Backtracking (cf. section 3.4.3 page 35)
adopte une technique d'exploration similaire a la no^tre. La dierence tient
aux faits que :
{ nous avons une etape de propagation apres chaque aectation de valeur.
Cette propagation a des eets qui doivent e^tre defaits en cas de remise
en cause ;
{ nous gerons les aectations de valeurs comme des contraintes quelcon-
ques.
Notre approche est donc plus generale que celle de Dynamic Backtracking. 
En ce qui concerne l'algorithme Nogood Recording que nous avons evoque sec-
tion 3.4.3 page 35, on peut voir ici que la limitation proposee pour l'arite des nogoods
enregistres peut e^tre ici levee et remplacee par la limitation que nous nous xons
sur les explications de retrait de contraintes.
7.4 Complexite
Nous detaillons ici les resultats de complexite associes a la presentation theo-
rique realisee jusqu'ici. Nous conviendrons de ne pas preciser les valeurs exactes des
complexites lorsqu'elles sont exponentielles.
7.4.1 Donnees de base
Nous noterons n le nombre de variables dans le probleme, e le nombre courant
de contraintes (sans compter les contraintes dues a l'enumeration) et d la taille
maximum d'un domaine pour une variable.
Le nombre eectif de contraintes du probleme est au plus : c = e + n. En eet,
pour chaque variable on ajoute une contrainte d'egalite (associee a la valeur courante
de la variable).
Le nombre maximum de deductions valides dans le systeme est : a = n  d cas
qui se produit lorsque toutes les valeurs des domaines des variables ont ete retirees
une a une
8
.
7.4.2 Complexite spatiale
L'occupation en memoire de notre approche est due au stockage des explications
(de deduction, de contradiction, de retrait de contrainte).
Il faut donc determiner le nombre maximum d'explications associees a une de-
duction donnee et la taille de celles-ci.
8. Nous considerons ici la condition de fonctionnement C2 qui garantit l'unicite d'explication
pour un retrait de valeur (cf. lemme 3) : les retraits de valeurs consecutives ne peuvent donc se
chevaucher.
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Taille des explications
Quel que soit l'etat du parametre statique
9
, une explication est constituee
dans le pire cas (que ce soit pour une explication de contradiction ou de retrait)
d'au plus c contraintes i.e. l'occupation en espace d'une explication est en O(n+e).
Nombre d'explications
Dans le cas general, il peut y avoir un nombre exponentiel d'explications de de-
duction sauf si on est dans l'etat de fonctionnementC2 ou il y a unicite d'explication
pour une deduction (cf. lemme 3 page 72).
Le nombre d'explications de contradiction et donc d'explications de retrait est lui
aussi exponentiel dans le pire cas (il est quand me^me borne
10
par 2
c+(d 1)n
). Par
contre, avec un comparateur contradiction-local (comme C
MM
), il y a unicite pour
les explications de retrait de contrainte et pour les explications de contradiction
conservees. Plus exactement, comme les relaxations de contraintes normales sont
denitives, il est inutile de conserver une explication pour ces retraits ; seuls les
retraits de contraintes provenant d'un one-of doivent e^tre expliques.
Ainsi, en tenant compte de l'enumeration et sous la condition de fonctionnement
C2, le nombre de d'explications stockees est en c = O(n d).
Taille de la le de propagation
La le de propagation ne concerne que des retraits de valeur, il y en a donc au
plus a dans la le puisque l'on se trouve dans un algorithme de reduction. Bien su^r,
des que la conguration courante est modiee, il faut vider la le de propagation
des retraits qui ne sont plus valides.
Complexite spatiale
{ Sous la condition de fonctionnement C2, en utilisant un comparateur contra-
diction-local et avec le parametre enregistrement off, la complexite spatiale
de notre approche est en O(c  a) = O(n d (n+ e)).
{ Sinon, la complexite spatiale est potentiellement exponentielle.
7.4.3 Complexite temporelle
La complexite temporelle globale de l'approche reste exponentielle (on resout
un probleme NP-Complet). Nous donnons la complexite temporelle des algorithmes
principaux de notre systeme en termes d'operations de base.
Nous considerons comme operations de base :
{ l'association d'une explication a une deduction ;
{ la consultation d'une etiquette (l'environnement associe a l'explication) pour
une deduction ; on suppose alors que cette etiquette est bien en acces direct.
Cette structure doit e^tre maintenue malgre d'eventuelles modications { prin-
cipalement remplacement d'une explication lorsque le parametre statique est
off.
9. denition 45 section 6.2.3 page 73.
10. C'est l'ensemble de toutes les explications que l'on peut determiner: c'est le nombre de sous-
ensemble de contraintes.
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Ajout de Contrainte
La complexite de l'ajout de contrainte (algorithme 4 page 76) est dependante
de l'implementation et de l'utilisation faite des fonctions prop et localprop de
l'algorithme 3.
Comme nous l'avons vu, on peut modier cet algorithme (on l'a montre pour
l'algorithme 2 dans la section 7.2.2) pour obtenir un fonctionnement identique aux
algorithmes ac3, ac4 ou ac5.
La complexite d'un tel algorithme est exprimee en nombre de tests de consistance
sur une contrainte. Notons s cette complexite.
Lorsqu'un test de consistance echoue, les valeurs correspondantes sont retirees
du domaine de la variable concernee : il s'agit d'un appel a la fonction dms-retrait
(algorithme 5). Soit r la complexite de cette operation de retrait.
La complexite a
c
de l'algorithme d'ajout de contrainte (algorithme 3) est donc en
O(sr). On suppose ici que l'ajout de contrainte ne conduit pas a une contradiction.
Nous verrons plus loin la complexite du traitement d'une contradiction.
Complexite de l'algorithme 5 Lorsque statique est on, l'algorithme 5 (algo-
rithme dms-retrait), est en O(d d). Une boucle ayant au plus d pas et un calcul
d'environnement a chaque pas (au plus d operations).
Lorsque statique est off. Il y a une etape de propagation qui peut nous
conduire a parcourir le graphe de dependance des deductions (au plus a opera-
tions). La complexite est alors en O(d a) = O(n d
2
).
En fait, lorsqu'on ajoute une contrainte, le nombre total des suppressions de
valeurs pour une me^me variable est au plus d, compter d pas a chaque suppression
conduit a une sur-evaluation de la complexite dans le pire cas reelle. On divisera donc
les complexites precedentes par d pour obtenir une complexite marginale unitaire.
Complexite de l'ajout de contrainte Le tableau 7.4.3 recapitule les complexi-
tes temporelles obtenues pour l'ajout de contrainte en fonction de diverses valeurs
de parametres.
Algorithme simule Complexite classique statique on statique off
s s r s  r
ac4 e d
2
e d
3
e  n d
3
ac5 e d e d
2
e  n d
2
Tab. 7.1 { Complexite temporelle de l'ajout de contrainte
Notons que la complexite temporelle donnee lors de l'utilisation de l'algorithme
ac5 est vraiment la complexite au pire : lorsqu'il n'y a que des contraintes mono-
tones. Lorsqu'il n'y en a pas, la complexite du retrait (lorsque statique est on)
est en O(1) car les deductions utilisees n'ont qu'une partie deduction reduite a un
singleton.
Traitement d'une contradiction
Nous ne traiterons ici que des appels aux fonctions explique-contradiction
et meilleure-configuration. Nous considerons la fonction maj-configuration
comme une operation independante du traitement d'une contradiction.
La fonction explique-contradiction est chargee de fournir une explication de
contradiction. Commenous l'avons vu dans la section 6.3.2, il s'agit ici de determiner
la reunion des explications associees a chacune des valeurs du domaine de la variable
provoquant la contradiction. Il y en a au plus d. La reunion se fait donc en O(d)
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si on considere les ensembles representes par des tableaux de bits (les operations
elementaires etant realisables en O(1)).
La fonction meilleure-configuration depend principalement du comparateur
utilise. Dans le cas de l'utilisation d'un comparateur contradiction-local (comme
C
MM
), il sut de determiner une contrainte parmi celles de la derniere explication
de contradiction calculee : cette operation se realise en O(c) (c taille d'une expli-
cation de contradiction) dans le cas de C
MM
(determination de la contrainte la
moins importante). Sinon, c'est un probleme dicile, il n'existe donc pas a priori
d'algorithme polyno^mial.
La complexite du traitement de la contradiction sans compter le changement de
conguration est donc en O(d+ c) = O(n+ e + d).
Changement de conguration
{ Retrait de contrainteNous reprenons la denition de la fonction point-fi-
xe-retrait selon l'algorithme 6 page 78.
La fonction retrait-possible peut e^tre implementee en O(a), le nombre de
contraintes. Il faut en eet tester toutes les contraintes portant sur la variable
traitee.
La fonction propage-retraitequivaut en fait a un appel a la fonction d'ajout
de contrainte. La complexite de propage-retrait est donc la complexite de
l'algorithme d'ajout de contrainte : O(s r).
{ Retour de contrainte Un tel retour (cf. algorithme 7 page 79) est realise
en deux phases :
{ une premiere phase de retablissement des deductions redevenues va-
lides
11
. Il y en a au plus a ;
{ une deuxieme phase correspondant a un ajout de contrainte. Sa com-
plexite est donc en O(s  r).
7.4.4 Recapitulation
Le tableau 7.2 recapitule les resultats sur la complexite lorsqu'on utilise le com-
parateur C
MM
. Rappelons que lorsque le parametre enregistrement est a off,
seule la derniere explication de contradiction est conservee. Rappelons de plus que
lorsque la condition de fonctionnement C2 est veriee, le parametre statique est
on.
7.5 Discussion
Nous donnons ici quelques parametres reglables pour le fonctionnement de notre
systeme dans le cas des csp. Nous commencons par traiter le cas ou les conditions
C1 et C2 ne sont pas veriees.
Vouloir pouvoir ajouter des explications de retrait non valides au moment ou
elles sont recherchees (i.e. ne pas respecter la condition C1) nous para^t totalement
deraisonnable car cela nous conduirait a rechercher toutes les explications possibles
a la maniere d'un atms ce qui conduirait immanquablement a une explosion com-
binatoire de l'approche proposee.
11. En eet, me^me dans le cas de la condition de fonctionnement C2 qui supprime de fait certaines
explications invalides, il peut en subsister car celles-ci ne sont pas supprimees des qu'elles le
deviennent mais simplement remplacees s'il y a lieu. Dans une implementation pratique, il n'est
pas utile de tenir compte de cette etape (car beaucoup d'informations ont potentiellement disparu)
et considerer tout simplement le retour d'une contrainte comme une premiere apparition.
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Complexite Spatiale
enregistrement off enregistrement on
O(n d (n + e)) exponentielle.
Complexite Temporelle
Operation Algorithme simule statique on statique off
ajout de contrainte
retrait de contrainte
retour de contrainte
ac4
ac5
O(e  d
3
)
O(e  d
2
)
O(end
3
)
O(end
2
)
Traitement contradiction O(n+ e+ d)
Tab. 7.2 { Complexite de l'approche { Recapitulation
Par contre, on peut vouloir ne pas respecter la conditionC2 i.e.mettre non seule-
ment le parametre enregistrement (presente section 7.3.3) a on en ce qui concerne
les explications de retrqaits et de contradiction mais aussi autoriser l'enregistre-
ment de plusieurs explications pour un me^me retrait. Ainsi, toutes les informations
connues sont conservees pour prevoir le retour d'une contrainte. Cette facon de faire
suppose alors que :
{ les valeurs sont retirees une a une des domaines des variables
12
;
{ le parametre statique (presente section 6.2.3) doit rester a on car sinon le
bien-fonde du systeme d'explications ne serait plus garanti.
La non verication de la condition C2 peut entra^ner tres rapidement une ex-
plosion dans l'occupation en espace pour le stockage des explications. Il faut donc
reechir a des mecanismes de simplication de l'information enregistree. Il faut
supprimer
13
l'information qui a le moins de chance de nous servir.
7.6 Exemple complet : la conference
Nous presentons ici un exemple que nous traitons entierement. Il s'agit d'une
adaptation du probleme de la conference propose par Cousin
[
1991
]
.
7.6.1

Enonce et modelisation du probleme
Considerons la scene suivante, evenement quotidien dans un laboratoire de re-
cherche dynamique.
Michel, Pierre et Alain se rencontrent inopinement dans un couloir. Mi-
chel interpelle les deux autres et leur rappelle leur promesse de se ren-
contrer pour se presenter leurs travaux. Pierre et Alain doivent presenter
leurs travaux a Michel qui lui me^me doit leur presenter ses travaux. Il
y a donc 4 exposes : de Pierre a Michel, d'Alain a Michel, de Michel a
Pierre et enn de Michel a Alain.
Ils conviennent de bloquer 4 demi-journees pour faire ces exposes. Un
expose prend une demi-journee.
Des le debut, Michel signale qu'il lui para^t important d'avoir vu ce
qu'ont a dire Pierre et Alain avant de faire ses presentations. Ensuite,
12. En eet, on ne peut plus supprimer un ensemble de valeurs en une seule fois, car ceci suppose
que C2 soit verifee (cf. section 6.2.4).
13. Dans le pire, elle sera recalculee. On n'evitera alors pas completement le phenomene de
thrashing.
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Michel intervient pour signaler qu'il aimerait autant ne pas venir la
quatrieme demi-journee. Enn, Michel signale qu'il ne veut pas presenter
ses travaux a Pierre et Alain en me^me temps.
Ce probleme met donc en jeu 4 variables : P
m
, A
m
, M
p
et M
a
chacune repre-
sentant un expose devant e^tre realise. Les preferences (que l'on peut identier en
italiques dans le texte) sont donnees de maniere qualitative. Nous donnerons dans
la presentation des contraintes un poids
14
a ces contraintes. Le comparateur utilise
sera C
MM
.
Le domaine initial de ces 4 variables est le me^me: f1; 2; 3; 4g, chaque valeur
representant une demi-journee.
Les contraintes du probleme sont alors les suivantes (dans leur ordre d'appari-
tion) :
{ Contraintes d'integrite
Une personne ne peut e^tre a la fois auditeur et orateur. Ce qui peut s'exprimer
par : M
a
6= A
m
, M
a
6= P
m
, M
p
6= A
m
et M
p
6= P
m
.
Une personne ne peut assister a deux exposes a la fois, ce qui s'exprime par :
c
1
: A
m
6= P
m
. C'est une contrainte requise de poids 100.
{ Contraintes d'anteriorite
Le fait que Michel souhaite entendre les presentations de Pierre et Alain avant
de faire sa presentation peut s'ecrire
15
ainsi : c
2
: M
a
> A
m
, c
3
: M
a
> P
m
,
c
4
: M
p
> A
m
et c
5
: M
p
> P
m
. Ces contraintes sont importantes, elles ont
toutes un poids 3.
{ Contraintes de la quatrieme demi-journee
Le fait que Michel ne veut pas venir lors de la 4
eme
demi-journee peut s'ecrire :
c
6
: M
a
6= 4, c
7
: M
p
6= 4, c
8
: P
m
6= 4 et c
9
: A
m
6= 4. Ces contraintes sont
accessoires, elles ont un poids 1.
{ Contraintes de non-simultaneite
Le fait que Michel ne veut pas presenter ses travaux a Pierre et Alain en me^me
temps, s'ecrit : c
10
: M
a
6= M
p
. Cette contrainte est relativement importante,
elle a un poids 2.
Nous allons donc introduire ces contraintes dans leur ordre d'apparition puis
declencher une enumeration (a l'aide de la contrainte one-of) si les variables ne
sont pas instanciees.
7.6.2 Resolution
Le tableau 7.3 rappelle pour chaque variable quelles sont les contraintes concer-
nees.
Ajout des contraintes
{ L'ajout de la contrainte c
1
(A
m
6= P
m
) ne provoque aucune modication
dans le systeme de maintien de deduction. En eet, une telle contrainte anti-
bijective n'a d'eet que si l'une des variables concernees a son domaine courant
reduit a un singleton.
14. Rappelons que plus ce poids est fort, plus la contrainte est importante.
15. Ces contraintes ((impliquent)) les premieres contraintes d'integrite. C'est pourquoi nous ne
tiendrons pas compte de ces dernieres lors de la resolution. Cela nous permettra d'alleger la
presentation de l'exemple. C'est aussi pour cela qu'elles ne sont pas identiees par un numero.
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Variables Contraintes
P
m
c
1
; c
3
; c
5
; c
8
A
m
c
1
; c
2
; c
4
; c
9
M
p
c
4
; c
5
; c
7
; c
10
M
a
c
2
; c
3
; c
6
; c
10
Tab. 7.3 { Associations Variables / Contraintes
{ L'ajout de la contrainte c
2
(M
a
> A
m
) conduit, d'apres la proposition 16 sur
le traitement des contraintes monotones (cf. page 84), aux retraits
16
suivants.
(M
a
; 1; (fc
2
g;?); fc
2
g) (7.1)
(A
m
; 4; (fc
2
g;?); fc
2
g) (7.2)
Le retrait 7.2 n'a pas besoin d'e^tre propage sur la contrainte c
1
car le domaine
de A
m
n'est pas un singleton.
{ L'ajout de la contrainte c
3
(M
a
> P
m
) conduit au retrait suivant :
(P
m
; 4; (fc
3
g;?); fc
3
g) (7.3)
La contrainte c
1
n'est pas reveillee par le retrait survenu dans le domaine de
P
m
.
{ L'ajout de la contrainte c
4
(M
p
> A
m
) conduit au retrait suivant :
(M
p
; 1; (fc
4
g;?); fc
4
g) (7.4)
{ L'ajout de la contrainte c
5
(M
p
> P
m
) ne conduit a aucune modication dans
les domaines des variables.
{ L'ajout de la contrainte c
6
(M
a
6= 4) provoque dans un premier temps le
retrait suivant :
(M
a
; 4; (fc
6
g;?); fc
6
g) (7.5)
Dans un second temps, les contraintes c
2
et c
3
sont reveillees. Le reveil de la
contrainte c
2
conduit au retrait suivant :
(A
m
; 3; (fc
2
g; f(M
a
; 4)g); fc
2
; c
6
g) (7.6)
Le reveil de la contrainte c
3
quant a lui conduit au retrait suivant :
(P
m
; 3; (fc
3
g; f(M
a
; 4)g); fc
3
; c
6
g) (7.7)
Le reveil des contraintes c
1
; c
4
et c
5
ne provoque aucune autre modication.
{ L'ajout de la contrainte c
7
(M
p
6= 4) conduit au retrait suivant :
(M
p
; 4; (fc
7
g;?); fc
7
g) (7.8)
Le reveil des contraintes ne conduit a aucune autre modication.
{ L'ajout des contraintes c
8
(P
m
6= 4), c
9
(A
m
6= 4)et c
10
(M
a
6= M
p
) ne conduit
a aucune modication.
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Variable Valeur Explication Presente? Variable Valeur Explication Presente?
P
m
1 ? oui A
m
1 ? oui
P
m
2 ? oui A
m
2 ? oui
P
m
3 fc
3
; c
6
g non A
m
3 fc
2
; c
6
g non
P
m
4 fc
3
g non A
m
4 fc
2
g non
M
p
1 fc
4
g non M
a
1 fc
2
g non
M
p
2 ? oui M
a
2 ? oui
M
p
3 ? oui M
a
3 ? oui
M
p
4 fc
7
g non M
a
4 fc
6
g non
Tab. 7.4 {

Etat des domaines avant enumeration
Le tableau 7.4 represente l'etat courant des domaines et recapitule les explica-
tions associees a chacune des suppressions dans les domaines des variables concer-
nees.
La gure 7.5 represente les dependances entre retraits.
temps
Fig. 7.5 { Dependance entre retraits avant enumeration
Les variables de notre probleme n'etant pas completement instanciees (domaines
non reduits a un singleton), nous passons a la phase d'enumeration.

Enumeration
Nous choisissons de debuter l'enumeration sur la variable A
m
. Les contraintes
c
am
1
: A
m
= 1, c
am
2
: A
m
= 2, c
am
3
: A
m
= 3 et c
am
4
: A
m
= 4 sont creees et
regroupees dans une contrainte one-of c
am
.
{ La contrainte c
am
1
est donc ajoutee. Cette contrainte provoque le retrait sui-
vant :
(A
m
; 2; (fc
am
1
g;?); fc
am
1
g) (7.9)
Les contraintes c
1
; c
2
et c
4
doivent e^tre reveillees.
{ Le reveil de la contrainte c
1
provoque le retrait :
(P
m
; 1; (fc
1
g; f(A
m
; 2); (A
m
; 3); (A
m
; 4)g); fc
am
1
; c
1
; c
2
; c
6
g) (7.10)
Les contraintes a reveiller sont maintenant les contraintes c
2
, c
4
, c
3
et c
5
.
{ Le reveil des contraintes c
2
et c
4
ne provoque aucune modication. Celui de
la contrainte c
3
provoque le retrait suivant :
(M
a
; 2; (fc
3
g; f(P
m
; 1)g); fc
am
1
; c
1
; c
2
; c
3
; c
6
g) (7.11)
16. Un retrait est un quadruplet (a; b; c; d) precisant le retrait de la valeur b du domaine de la
variable a avec l'explication c dont l'environnement associe est d.
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Les contraintes a reveiller sont maintenant les contraintes c
5
, c
2
et c
10
.
{ Le reveil de la contrainte c
5
conduit au retrait suivant :
(M
p
; 2; (fc
5
g; f(P
m
; 1)g); fc
am
1
; c
1
; c
2
; c
5
; c
6
g) (7.12)
Les contraintes a reveiller sont maintenant les contraintes c
2
, c
10
et c
4
.
{ Le reveil de la contrainte c
2
n'introduit aucune modication. Par contre, le
reveil de la contrainte c
10
provoque le retrait :
(M
p
; 3; (fc
10
g; f(M
a
; 1); (M
a
; 2); (M
a
; 4)g); fc
am
1
; c
1
; c
2
; c
3
; c
6
; c
10
g) (7.13)
Le domaine de la variable M
p
est vide. Il y a donc une contradiction. Le
tableau 7.5 represente la situation des domaines lors de cette contradiction.
Variable Valeur Explication Presente?
P
m
1 fc
am
1
; c
1
; c
2
; c
6
g non
P
m
2 ? oui
P
m
3 fc
3
; c
6
g non
P
m
4 fc
3
g non
A
m
1 ? oui
A
m
2 fc
am
1
g non
A
m
3 fc
2
; c
6
g non
A
m
4 fc
2
g non
M
p
1 fc
4
g non
M
p
2 fc
am
1
; c
1
; c
2
; c
5
; c
6
g non
M
p
3 fc
am
1
; c
1
; c
2
; c
3
; c
6
; c
10
g non
M
p
4 fc
7
g non
M
a
1 fc
2
g non
M
a
2 fc
am
1
; c
1
; c2
;
c3; c
6
; c
10
g non
M
a
3 ? oui
M
a
4 fc
6
g non
Tab. 7.5 {

Etat des domaines a la premiere contradiction
Traitement de la premiere contradiction
{ La fonction explique-contradiction fournit a partir des informations de
l'ensemble f(M
p
; i) j i 2 [1; 4]g l'explication de contradiction suivante :
fc
am
1
; c
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g (7.14)
{ La fonction meilleure-configuration choisit alors de relaxer la contrainte
c
am
1
puisqu'il s'agit de la moins importante
17
de l'explication 7.14. Son expli-
cation de retrait est alors fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g.
{ La fonction maj-configuration retablit la coherence comme si la contrainte
c
am
1
n'etait jamais apparue. On se retrouve donc dans la situation avant enu-
meration.
17. Rappelons qu'une contrainte d'enumeration est neutre vis a vis du comparateur quel qu'il
soit.
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{ On peut identier le retrait d'une valeur du domaine d'une variable et le
retrait de la contrainte d'enumeration qui lui est associee. Ainsi, le retrait de
la contrainte c
am
1
conduit au retrait suivant :
(A
m
; 1; (fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g;?); fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g) (7.15)
Il faut propager les contraintes c
1
, c
2
et c
4
.
{ Le reveil de la contrainte c
1
provoque le retrait :
(P
m
; 2; (fc
1
g; f(A
m
; 1); (A
m
; 3); (A
m
; 4)g); fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g)
(7.16)
Il faut alors propager les contraintes c
2
, c
4
, c
3
et c
5
.
{ Le reveil de la contrainte c
2
provoque le retrait :
(M
a
; 2; (fc
2
g; f(A
m
; 1)g); fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g) (7.17)
Il faut propager les contraintes c
4
, c
3
, c
5
et c
10
.
{ Le reveil de la contrainte c
4
conduit au retrait :
(M
p
; 2; (fc
4
g; f(A
m
; 1)g); fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g) (7.18)
Les contraintes a propager sont : c
3
, c
5
et c
10
.
{ Le reveil des contraintes c
3
et c
5
ne modie rien de plus. Le reveil de la
contrainte c
10
provoque le retrait :
(M
p
; 3; (fc
10
g; f(M
a
; 1); (M
a
; 2); (M
a
; 4)g); fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g)
(7.19)
Le domaine de la variable M
p
est vide. Il y a donc une contradiction. Le
tableau 7.6 recapitule l'etat des domaines a la deuxieme contradiction.
Variable Valeur Explication Presente?
P
m
1 fc
am
1
; c
1
; c
2
; c
6
g oui
P
m
2 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g non
P
m
3 fc
3
; c
6
g non
P
m
4 fc
3
g non
A
m
1 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g non
A
m
2 fc
am
1
g oui
A
m
3 fc
2
; c
6
g non
A
m
4 fc
2
g non
M
p
1 fc
4
g non
M
p
2 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g non
M
p
3 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g non
M
p
4 fc
7
g non
M
a
1 fc
2
g non
M
a
2 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g non
M
a
3 ? oui
M
a
4 fc
6
g non
Tab. 7.6 {

Etat des domaines a la deuxieme contradiction
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Traitement de la deuxieme contradiction
{ La fonction explique-contradiction fournit a partir des informations de
l'ensemble f(M
p
; i) j i 2 [1; 4]g l'explication de contradiction suivante :
fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g (7.20)
{ La fonction meilleure-configuration choisit alors de relaxer la contrainte
c
7
la plus recente des moins importantes de l'explication de contradiction 7.20.
Son explication de retrait est alors fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
10
g.
{ La fonction maj-configuration retablit la coherence comme si la contrainte
c
7
n'avait jamais ete introduite. On se retrouve alors dans la situation depeinte
dans le tableau 7.7.
Variable Domaine Courant
P
m
f1; 2g
A
m
f1; 2g
M
p
f2; 3; 4g
M
a
f2; 3g
Tab. 7.7 { Situation apres relaxation de c
7
{ Depuis la premiere contradiction la contrainte one-of c
am
n'a toujours pas ete
reveillee. Son reveil provoque le retour de la contrainte c
am
1
car son explication
de retrait n'est plus valide.
{ On peut ainsi retablir la suppression de 1 depuis le domaine de P
m
puisque
l'explication associee redevient valide. On peut aussi retablir le retrait de 2
depuis le domaine de A
m
pour la me^me raison
18
.
{ La propagation du retour de la contrainte c
am
1
provoque les retraits suivants :
(M
a
; 2; (fc
3
g; f(P
m
; 1)g); fc
am
1
; c
1
; c
2
; c
3
; c
6
g) (7.21)
(M
p
; 2; (fc
5
g; f(P
m
; 1)g); fc
am
1
; c
1
; c
2
; c
5
; c
6
g) (7.22)
(M
p
; 3; (fc
10
g; f(M
a
; 1); (M
a
; 2); (M
a
; 4)g); fc
am
1
; c
1
; c
2
; c
3
; c
6
; c
10
g) (7.23)
{ Le tableau 7.8 recapitule la situation nale pour les domaines des variables.
Toutes les variables sont donc instanciees et bien su^r le csp obtenu est arc-
consistant. On a donc montre plusieurs choses.
{ le csp originel est sur-contraint, il n'existait pas d'instanciation veriant
toutes les contraintes. On l'a montre lorsqu'on a decouvert l'explication
de contradiction 7.20 ;
{ relaxer une unique contrainte (en l'occurrence c
7
) parmi les moins im-
portantes du probleme permet de trouver une solution ;
{ la conguration proposee est la meilleure suivant le comparateur C
MM
.
18. Dans l'implementation que nous utilisons presentee dans le chapitre 9, nous ne recherchons
pas ces explications non valides qui redeviennent valides, nous laissons le solver s'en charger.
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Variable Valeur Explication Presente?
P
m
1 fc
am
1
; c
1
; c
2
; c
6
g non
P
m
2 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g oui
P
m
3 fc
3
; c
6
g non
P
m
4 fc
3
g non
A
m
1 fc
1
; c
2
; c
3
; c
4
; c
5
; c
6
; c
7
; c
10
g oui
A
m
2 fc
am
1
g non
A
m
3 fc
2
; c
6
g non
A
m
4 fc
2
g non
M
p
1 fc
4
g non
M
p
2 fc
am
1
; c
1
; c
2
; c
5
; c
6
g non
M
p
3 fc
am
1
; c
1
; c
2
; c
3
; c
6
; c
10
g non
M
p
4 fc
7
g oui
M
a
1 fc
2
g non
M
a
2 fc
am
1
; c
1
; c2
;
c3; c
6
; c
10
g non
M
a
3 ? oui
M
a
4 fc
6
g non
Tab. 7.8 {

Etat des domaines a la n de la resolution
7.7 Conclusion
Nous avons presente dans ce chapitre une specialisation complete de notre ap-
proche pour traiter les csp. Nous avons ainsi pu constater qu'une utilisation rai-
sonnable (ce qu'attestent les complexites donnees) et raisonnee (les conditions de
fonctionnement proposees) d'un systeme de maintien de deductions etait possible.
Nous en montrerons une justication experimentale dans les chapitres 10 et 11.
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Chapitre 8
Instance sur les intervalles :
relax(Interval,C,P
bc
)
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D
ans ce chapitre, nous montrons comment notre modele general peut s'appli-
quer aux csp numeriques munis de la consistance aux bornes : relax(Interval,
C, P
bc
).
Nous presentons tout d'abord brievement le cadre general des csp numeriques
et nous montrons comment specialiser l'algorithme de reduction propose chapitre 6.
Comme dans le chapitre precedent, nous montrons ensuite comment le systeme
de maintien de deductions peut e^tre adapte pour ce cas particulier et evoquons le
cas des contraintes disjonctives (provoquant des trous dans les intervalles).
Ce chapitre est, a notre connaissance, la premiere veritable proposition de sys-
teme de relaxation de contraintes sur les intervalles et par la me^me une version dy-
namique des algorithmes de reduction d'intervalle. Nous presentons ici les grandes
lignes d'un tel systeme et nous ouvrons la voie a une implementation.
8.1 Le cadre general des csp numeriques
Cette presentation est basee sur les travaux d'Olivier Lhomme
[
1994
]
.
8.1.1 Presentation
Les problemes provenant du monde physique font frequemment intervenir des
contraintes numeriques non lineaires, des donnees imprecises ou des parametres mal
denis. Les valeurs numeriques traitees sont donc souvent des intervalles de reels.
8.1.2 Reels et domaines nis
L'implementation des nombres reels en machine repose generalement sur une
representation en virgule ottante munie de mecanismes d'arrondis qui garantissent
la correction des operations.
Olivier Lhomme propose la notion de valeur numerique abstraite (vna) qui per-
met de rester independant de la representation des nombres manipules et de l'im-
plementation en machine des fonctions mathematiques.
Denition 58 (Valeur numerique abstraite {
[
Lhomme, 1994
]
)
Soit F = ff
0
; f
1
; : : : ; f
n
g un ensemble ni ordonne permettant de representer les
nombres reels. Une valeur numerique abstraite est un element de l'ensemble A :
A = f] 1; f
0
[; f
0
; ]f
0
; f
1
[; f
1
; ]f
1
; f
2
[; f
2
; : : : ; f
n
; ]f
n
;+1[g
Une valeur numerique abstraite est alors un objet representant un ensemble E
de valeurs :
{ E = ffg avec f 2 F .
{ E = fx j x 2]f; f
+
[g avec f et f
+
deux elements de F consecutifs.
{ E = fx j x 2] 1; f
0
[g.
{ E = fx j x 2]f
n
;+1[g.
Une vna correspondant a un ensemble inni de reels est consideree comme une
valeur unique. Ainsi, les vna denotees par ] 1; f
0
[g et ]f
n
;+1[g representent sous
un me^me nom, non seulement les innis mathematiques mais aussi, respectivement,
toutes les valeurs plus petites que f
0
ou plus grandes que f
n
.
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On se donne une fonction d'approximation 
A
qui a tout reel associe une vna.
On peut alors denir une extension des relations et fonctions reelles sur les vna de
maniere tout a fait intuitive (cf.
[
Lhomme et Rueher, 1996
]
ou
[
Lhomme, 1994
]
).
Ainsi, on peut considerer le domaine d'une variable reelle comme un ensemble
ni tout en preservant la continuite du domaine. Un csp numerique peut alors
e^tre vu comme un csp ((classique)). Les mecanismes mis en uvre dans le chapitre
precedent peuvent alors e^tre utilises pour traiter les csp numeriques. Il faut tout
de me^me noter que les domaines des variables concernees peuvent e^tre de grande
taille
1
. Il para^t donc illusoire de les traiter de la me^me facon que les csp. C'est
pourquoi nous proposons de specialiser l'algorithme de reduction et le systeme de
maintien de deduction pour les csp numeriques.
Pour les subtilites propres aux problemes numeriques, comme la precision, les
problemes de cycle, ... on se reportera aux travaux d'Olivier Lhomme
[
Lhomme,
1993; Lhomme, 1994; Lhomme et al., 1996; Lhomme et Rueher, 1996
]
.
8.2 Specialisation de l'algorithme de reduction
Nous donnons ici la denition d'une consistance partielle pour les intervalles : la
consistance aux bornes. Nous denissons ensuite une fonction d'approximation (au
sens de la denition 31 page 64) pour les intervalles qui nous permettra d'appliquer
le theoreme 7 liant notre algorithme de reduction (algorithme 2 page 66) et la
propriete que l'on desire maintenir pour un probleme donne.
8.2.1 Consistance aux bornes
Les domaines originaux des variables pour un csp numerique sont la plupart
du temps constitues de vna consecutives. Ils peuvent donc e^tre representes par un
intervalle :
Denition 59 (Intervalle {
[
Lhomme, 1994
]
)
Soient v
1
et v
2
deux vna, un intervalle [v
1
; v
2
] represente l'ensemble des vna com-
prises entre v
1
et v
2
:
[v
1
; v
2
] = f
A
(x) j x 2 R; v
1
6 
A
(x) 6 v
2
g
I(A) represente l'ensemble des intervalles denis sur A.
Cette notion d'intervalle est interessante car, dans le domaine des grandeurs
physiques, il est souvent plus interessant de conna^tre les domaines de variation des
variables d'un probleme pluto^t qu'une instanciation permettant de verier toutes
les contraintes du probleme.
Exemple 31 (Intere^t des domaines de variations) :
Nous reprenons un exemple presente dans
[
Lhomme et Rueher, 1996
]
. Soient
trois variables reelles liees par une contrainte : U = R  I. Si I varie entre
1 et 2 (domaine : intervalle [1; 2]) et que R varie entre 10 et 11 (domaine :
intervalle [10; 11]), il est plus interessant de conna^tre le domaine de variation
de U (i.e. l'intervalle [10; 22]) qu'une solution (par exemple, R = 10:53, I = 1
et U = 10:53).
Comme le signale
[
Lhomme, 1994
]
, on peut limiter l'arc-consistance aux bornes
des domaines traites. C'est ce qu'on appelle la B-consistance d'arc.
1. Pour donner un ordre de grandeur, le nombre de ottants entre 0:0 et 1000:0 est approxima-
tivement de 4:6 10
18
en double precision. Il peut donc y avoir 9:2 10
18
vna.
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Denition 60 (B-consistance d'arc)
Soient P un csp, v une variable de P et D
v
= [a; b]. D
v
est B-consistant d'arc si
et seulement si :
8c; var(c) = fv; v
1
; : : : ; v
k
g
9a
1
: : :a
k
2 D
v
1
 : : :D
v
k
j c veriee pour fa; a
1
; : : : ; a
k
g
9b
1
: : : b
k
2 D
v
1
 : : :D
v
k
j c veriee pour fb; b
1
; : : : ; b
k
g
Un csp est B-consistant d'arc si et seulement si tous ses domaines sont B-
consistants d'arc.
8.2.2 Fonction d'approximation pour un CSP numerique
Considerons la fonction hull sur P(D). Cette fonction calcule la couverture
convexe d'un element de P(D) i.e. le plus petit intervalle ferme de vna contenant
l'element considere.
Proposition 27 (hull est une approximation)
La fonction hull est une fonction d'approximation.
 Preuve : Reprenons la denition 31. Par denition de la couverture
convexe, on a :
1. hull(?) = ?
2. 8 2 P(D);   hull()
3. 8; 
0
2 P(D);   
0
) hull()  hull(
0
)
4. 8 2 P(D); hull(hull()) = hull()
hull est donc bien une fonction d'approximation. 
On note aussi hull l'extension de hull a P(D
n
) telle que precisee par la deni-
tion 32 page 65.
On peut montrer le resultat suivant
[
Lhomme, 1994
]
.
Theoreme 14 (hull et B-consistance d'arc)
Soit D un ensemble. Soit u  D
n
et  une relation n-aire sur D.  est B-consistant
d'arc pour u si et seulement si :

hull
(u) = u
Nous sommes donc exactement dans les conditions d'applications du theoreme 7
liant le point xe de l'algorithme de reduction et la propriete a verier. L'algo-
rithme 2 pour lequel la fonction d'approximation utilisee est hull fournit donc un
algorithme de ltrage par B-consistance d'arc. On peut donc utiliser les resultats
du chapitre 6 pour proposer un systeme de relaxation de contraintes sur les csp
numeriques.
8.3 Specialisation du systeme de maintien de de-
duction
L'utilisation des intervalles dans le cadre des csp numeriques conduit a diverses
adaptations par rapport aux resultats presentes dans le chapitre 6. Ainsi, il est
possible de simplier le mecanisme d'enregistrement, ce qui conduit d'ailleurs a
certaines modications dans les traitements proposes. De plus, les intervalles pre-
sentent des caracteristiques speciques devant e^tre prises en compte comme, par
exemple, les contraintes dite ((disjonctives)) et l'((enumeration)) sur les intervalles.
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8.3.1 Simplication du systeme d'enregistrement
Un systeme de resolution de csp numeriques utilisant la B-consistance d'arc
commemecanisme de ltrage ne tient compte que des valeurs extre^mes des domaines
des variables concernees (la B-consistance d'arc ne s'interesse qu'aux bornes des
domaines des variables).
C'est pourquoi nous proposons de ne conserver que ces bornes pour specier
le domaine d'une variable d'un csp numerique. Ainsi, pour une variable x dont
le domaine originel est l'intervalle [a; b], nous noterons D
orig
x
= fa; bg. a sera note
m
o
(x) et b, M
o
(x).
Ainsi, le domaine courant D
x
d'une telle variable sera lui-aussi un couple de
valeurs fm(x);M (x)grepresentant les valeurs extremes de l'intervalle approximation
du domaine eectif de la variable x.
8.3.2 Modications induites
Cette simplication induit un certain nombre d'autres modications pouvant
e^tre realisees pour le systeme de maintien de deduction.
{ Tout d'abord, l'algorithme de reduction ne s'interesse qu'aux explications per-
mettant d'obtenir les valeurs extremes du domaine courant d'une variable. On
peut donc stocker l'explication permettant de deduire que d'une part le maxi-
mum du domaine d'une variable x est M (x) et que le minimum est m(x).
Ce sont les seules explications interessantes. On l'a, en eet, vu pour l'algo-
rithme de reduction, mais, pour la fonction explique-contradiction cela
sut aussi (il y a contradiction lorsque 9x;m(x) > M (x)). Cette information
peut se calculer de maniere incrementale.
{ On peut stocker les retraits successifs a gauche (sur le minimum) et a droite
(sur le maximum) dans des piles. En eet, supposons qu'une relaxation de
contrainte provoque l'invalidation d'un retrait de valeur concernant un des
extrema d'une variable. Comme le domaine d'une variable est represente par
ces extrema, les retraits de valeurs subsequents sont, quoi qu'il arrive, remis
en cause. Il faudra donc tout depiler. Ainsi, on peut convenir d'expliquer en
partie une modication d'extremum par l'explication de l'extremum courant.
Exemple 32 (Gestion simpliee sur les intervalles) :
Soit une variable x dont le domaine originel est l'intervalle [Min;Max]. Sup-
posons qu'apres plusieurs modications des bornes, on arrive a un retrait
(note r
1
sur la gure 8.1 { en blanc apparaissent les valeurs faisant partie du
domaine) dont l'explication contient la contrainte c et plus tard a un autre
retrait (r
2
sur la gure) ne dependant pas de c. Supposons enn que l'on
doive relaxer la contrainte c.
Le retrait de la contrainte c conduit a l'invalidation de la deduction r
1
et donc
au retour des valeurs correspondantes. Lorsqu'on realise ce retour de valeurs,
un ((trou)) appara^t alors dans le domaine de la variable (cf. gure 8.1). Notre
representation des intervalles interdit une telle situation, il faut donc aussi
invalider le retrait r
2
.
Pour ne pas avoir a gerer la determination des retraits a invalider mais ne
dependant pas de la contrainte relaxee (comme r
2
), nous proposons d'ajouter
a l'explication d'un retrait l'explication du retrait precedent realise sur la
borne. Ainsi, dans notre exemple, si l'explication de r
1
est ajoutee a celle de
r
2
, la relaxation de c invalide le retrait r
2
ce qui nous donne le comportement
desire.
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Min Maxm M
Invalidation : suppression de déduction invalide
Invalidation : suppression des trous
mise à jour borne du domaine
m M
m M
r1 r2
Fig. 8.1 { Gestion des invalidations de deduction dans un intervalle
8.3.3 Le cas des contraintes disjonctives
Denition 61 (Contrainte Disjonctive {
[
Lhomme, 1994
]
)
Une contrainte est disjonctive sur une partie de l'espace si la projection de l'en-
semble des solutions sur une variable au moins n'est pas un intervalle.
Exemple 33 (Contrainte disjonctive) :
La contrainte x
2
= y n'est pas disjonctive sur D
x
= [ 2; 2] et D
y
= [0; 4] car
les projections sur x et y de l'ensemble des solutions sont des intervalles.
Par contre, cette me^me contrainte est disjonctive sur D
x
= [ 2; 2] et D
y
=
[1; 4] car la projection sur x de l'ensemble des solutions est [ 2; 1][ [1; 2].
On se rend compte que lorsqu'il y a des contraintes disjonctives dans le systeme
de contrainte des trous peuvent appara^tre dans les domaines. Il y a trois facons de
traiter ces trous.
1. Utiliser toute l'information numerique disponible mais en ne considerant que
des intervalles. Ainsi, un probleme comportant une contrainte disjonctive sera
transforme en une disjonction de sous-problemes pour lesquels la contrainte
est non-disjonctive. On decompose alors les domaines de telle sorte que la
contrainte soit non disjonctive pour chacun des elements de cette decomposi-
tion.
On peut donc poser des points de choix pour chacun des elements de cette
decomposition. Cette approche introduit une tres grande combinatoire dans
le probleme.
2. On peut aussi utiliser toute l'information numerique disponible et traiter les
unions d'intervalles disjoints en tant que telles.
Malheureusement, plusieurs problemes peuvent se presenter : d'une part, une
fonction appliquee a une telle union peut donner une union d'intervalles quel-
conques qu'il faut alors simplier pour obtenir de nouveau une union d'in-
tervalles disjoints, et d'autre part, ces unions d'intervalles peuvent conduire a
une combinatoire elevee puisqu'il faut examiner la situation pour chacun des
intervalles.
3. On peut enn appliquer le principe de la B-consistance : on se contente de
travailler sur les valeurs extremes. Il n'y a donc pas de points de choix ni
de decomposition : seulement, une partie de l'information est perdue. Mais,
comme les contraintes sont conservees, lorsque des informations plus precises
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seront demandees, celles-ci pourront alors se reveiller et nettoyer convenable-
ment les domaines des variables concernees.
Dans interlog
[
Lhomme, 1994
]
l'approche utilisee par defaut est la troisieme
approche. La premiere est proposee a la demande et est mise en uvre a l'aide de
points de choix prolog. Quant a la deuxieme, elle n'est pas envisagee.
L'utilisation de notre cadre general pour la relaxation de contraintes specialise
pour la reduction de domaine envisage implicitement la troisieme approche. Pour
modeliser la premiere approche, on peut utiliser une contrainte one-of sur le de-
coupage en intervalles disjoints. En eet, si un choix conduit a une contradiction,
une part non negligeable du travail realise entre temps pourra e^tre conservee, c'est
un des avantages de notre approche qui evite autant que faire se peut le thrashing.
8.3.4

Enumeration pour les intervalles
Des techniques d'enumeration sur les intervalles sont habituellement envisagees
pour preciser les reponses apportees a un probleme donne. L'approche retenue en ge-
neral passe par une exploration dichotomique du domaine des variables considerees
jusqu'a ce qu'une precision xee au prealable soit atteinte pour le resultat.
Nous proposons de modeliser cette recherche dichotomique par une contrainte
de type one-of. Il ne s'agit pas veritablement d'une contrainte one-of au sens
presente jusqu'a present.
En eet, lors d'une recherche dichotomique sur le domaine d'une variable x de
domaine D
x
, on commence par decouper ce domaine en deux : les sous-domaines
complementaires D
1
x
et D
2
x
. Ce decoupage peut e^tre modelise par une contrainte
one-of usuelle. Par contre, lorsqu'ulterieurement on redecoupe le domaine courant
(par exemple D
1
x
) en deux autres sous-domaines D
1;1
x
et D
1;2
x
le fait que la variable
x est dans D
1
x
est toujours vrai et donc ces nouvelles contraintes (les nouveaux
sous-domaines) ne peuvent provoquer le retrait de la contrainte concernant D
1
x
. On
ne peut donc gerer ce decoupage au me^me niveau, il faut donc creer un nouveau
one-of.
De plus, il faut non seulement conserver les deux niveaux de decoupage mais
aussi conserver leurs liens de dependance. En eet, on peut imaginer qu'une contra-
diction qui depend du premier decoupage puisse e^tre decouverte apres le deuxieme
decoupage. Nous proposons donc de donner un nouveau type de contrainte one-of :
une contrainte one-of-dependant relaxable. Ce one-of-dependant deni pour un
niveau de decoupage k+1 depend d'une contrainte element d'un one-of-dependant
deni au niveau k. Ainsi, lorsqu'une contrainte de niveau k est relaxee, toutes
2
les
contraintes de niveau k + 1 dependant de celle-ci doivent aussi e^tre relaxees. Un
one-of-dependant au niveau 0 est alors un one-of classique.
Pour une contrainte one-of-dependant, lorsqu'une contradiction est levee (plus
de possibilite d'activer une contrainte du one-of), le traitement habituel d'une
contradiction est declenche. En eet, si la responsabilite de cette contradiction
incombe a la contrainte de niveau superieur ayant genere ce one-of-dependant,
l'explication de contradiction en tiendra necessairement compte. Ainsi, gra^ce a la
simple particularite de la relaxation systematique des contraintes induites par un
decoupage dichotomique, on peut utiliser le mecanisme habituel de traitement des
contradictions.
2. En fait, il y en a au plus une active a tout moment.
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8.4 Complexite
La complexite de l'approche instanciee sur les intervalles est la me^me que l'ap-
proche sur les csp, car la reorganisation du systeme de maintien de deduction n'in-
ue pas sur son occupation memoire, ni sur sa complexite temporelle.

A ceci pres
que les operations de fournitures d'explication sont facilitees par la limitation des
consultations aux bornes des domaines des variables considerees. Ainsi, la gestion
des ajouts et retraits de contraintes avec un dms ne modient pas la complexite
originelle du solveur utilise.
8.5 Conclusion
L'utilisation des resultats presentes dans les chapitres precedents nous a permis
de proposer dans ce chapitre un cadre dynamique sur les intervalles qui, a notre
connaissance, n'existait pas encore. Ainsi, on peut penser qu'il est maintenant pos-
sible de donner une version incrementale ecace des algorithmes utilises dans le
systeme Indigo
[
Borning et al., 1996
]
(cf. section 3.4.2 page 34). De plus, les pro-
positions que nous faisons pour la gestion de l'enumeration, dont l'implementation
est en cours, devraient apporter des resultats interessants.
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D
ans ce chapitre, nous presentons les grandes lignes d'une l'implementation
du schema relax(FD,C,P
ac
) tel que nous l'avons presente au chapitre 7.
Nous nous situons dans les conditions
1
d'utilisation C1 (ajout d'explication
valide) et C2 (deduction associee unique) nous permettant d'obtenir une complexite
raisonnable pour l'approche (cf. section 7.4 page 92).
Nous regroupons toutes les implementations de notre systeme de relaxation de
contraintes sous le nom generique de systeme decorum (Deduction-based Cons-
traint Relaxation Management)
[
Jussien et Boizumault, 1996c
]
.

A ce jour, il existe
quatre implementations de notre systeme, trois maquettes (en mit scheme, en
claire { langage developpe a l'

Ecole Normale Superieure
[
DMI, 1996
]
{ et en
stk { un scheme graphique
[
Gallesio, 1996
]
) et un prototype (en c++, porte en
collaboration avec David Fraszko pendant son stage de dea). Ces implementations
sont adaptees aussi bien au cadre relax(FD,C,P
ac
) qu'au cadre relax(Interval, C,
P
bc
) comme on l'a vu dans le chapitre precedent.
9.1 Architecture generale
Nous presentons ici l'architecture generale d'un solveur interactif utilisant une
methode de recherche de C-solution lors de l'obtention d'un systeme de contraintes
P-contradictoire.
9.1.1 Schema de fonctionnement
La gure 9.1 presente le schema general d'organisation d'un tel solveur. Les
diverses implementations de notre methode de recherche utilisent :
{ trois modules principaux (representes par des rectangles aux coins arrondis) ;
{ deux les de propagations (representees par des rectangles) ;
{ trois espaces de stockage (representes par des ovales).
La gure 9.1 represente les ux de donnees entre les dierentes entites du sys-
teme.
Les trois espaces de stockage concernent :
{ les contraintes du probleme, permettant ainsi de conna^tre leur etat courant
(active ou relaxee). Cet espace de stockage contient aussi les explications de
relaxation des contraintes concernees ;
{ les explications pour les reductions determinees par le solveur et maintenues
par le dms ;
{ les explications de contradiction determinees par le module de recherche
de C-solution par la fonction explique-contradiction et utilisees par la
fonction meilleure-configuration. Rappelons que sous les conditions d'uti-
lisation C1 et C2, seule la derniere explication de contradiction necessite un
stockage.
Les deux les de propagation sont :
{ La le des contraintes
Cette le contient les contraintes du probleme. Il s'agit de contraintes en
cours de prise en compte. Elles ont ete integrees au systeme et vont e^tre
propagees. Pour cela, on utilise l'algorithme d'ajout dynamique de contrainte
(algorithme 4 du chapitre 6 decrit page 76). Le reveil d'une contrainte demande
par le module de recherche provoque son ajout dans a cette le.
1. Ces conditions sont presentees dans le chapitre 6 section 6.2.2 page 72.
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Explications
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Contradiction
Fig. 9.1 { Schema de fonctionnement d'un solveur interactif de problemes
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{ La le des deductions
Cette deuxieme le contient les reductions a eectuer sur les domaines des
variables. Les reductions a prendre en compte sont calculees par l'algorithme
de resolution et envoyees dans cette le. Elles seront traitees par le systeme
de Maintien de Deductions (algorithme 5 du chapitre 6 decrit page 76).
Notre systeme possede trois modules principaux :
{ Module de recherche de C-solution
Ce module, lors de l'identication d'une contradiction par le dms, est charge
de :
{ Calculer une nouvelle explication de contradiction (fonction explique--
contradiction) stockee dans le module. Il faut pour cela demander,
pour la variable dont le domaine est vide, l'etat courant des explications
au dms qui consulte l'espace de stockage des explications.
{ Calculer la prochaine conguration prometteuse a explorer a l'aide de la
fonction meilleure-configuration.On utilise pour cela les explications
de contradiction. Il serait ici possible de faire appel a l'utilisateur pour
arbitrer sur un ensemble de contraintes (lien en pointilles entre le module
de Recherche et un module d'interface sur la gure 9.1).
{ Eectuer le changement de conguration (utilisation de la fonction maj--
configuration). Il s'agit d'invalider les deductions du dms touchees par
la relaxation d'une contrainte et d'integrer de maniere preemptive (en
te^te) des nouvelles contraintes dans le cas du traitement d'une contrainte
dans la le des contraintes ou de provoquer le reveil d'autres contraintes
dans le cas d'un retour de contrainte. On modiera l'etat courant des
contraintes. Ce module se charge aussi de nettoyer la le des actions
d'eventuelles deductions en attente devenues invalides (lien en pointilles
entre le module de Recherche et la le de deductions sur la gure 9.1).
{ Solveur de Contraintes
Ce module, ayant acces a l'integralite du systeme de contraintes, est charge
de mettre en uvre l'algorithme de reduction (algorithme 4). Ce module
doit consulter l'espace de stockage des explications de reduction pour pou-
voir conna^tre l'etat courant des domaines pour realiser le calcul de point xe.
Ce module a acces a la le des contraintes en attente pour mettre en uvre
leur traitement.
{ Systeme de maintien de Deductions
Le dms est charge de maintenir l'espace de stockage des explications. Il doit de
plus prendre en compte les modications d'etat des contraintes. Enn, il est
charge de gerer les nouvelles reductions stockees dans la le des deductions.
On voit appara^tre sur la gure 9.1, l'utilisateur du systeme qui peut, a tout
moment, par l'intermediaire d'un module d'interface :
{ ajouter une contrainte a la le des contraintes ;
{ retirer une contrainte ;
{ intervenir dans le choix de la meilleure conguration suivante lorsque ce me^me
module ne peut se decider seul. Nous considerons ici que le comparateur im-
plicite utilise par l'utilisateur est contradiction-local.
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9.1.2 Composants
L'architecture presentee dans la section precedente suppose l'existence de com-
posants de base ayant un comportement minimal que nous presentons ici.
La gure 9.2 reprend les informations fournies dans la suite. On pourra s'y re-
porter pour avoir une vue d'ensemble des ((objets)) du systeme. Une eche represente
sur cette gure un lien de dependance
2
alors qu'une simple are^te represente un lien
d'utilisation.
Tout d'abord nous avons les composants normaux d'un systeme de resolution
de contraintes :
{ Variables
Les variables sont les constituants basiques d'un systeme de resolution de
contraintes. Une variable doit avoir acces :
{ aux contraintes la concernant ;
{ a la contrainte one-of modelisant l'enumeration de cette variable ;
{ a son domaine.
{ Contraintes
Les contraintes sont bien evidemment tres importantes. Elles doivent savoir :
{ se propager a l'initialisation (i.e. fonction prop) ;
{ se propager en cas de modication (i.e. fonction localprop).
Une contrainte doit avoir acces a un certain nombre d'informations :
{ la preference qui lui est associee (ou un indicateur de demande a l'utili-
sateur) ;
{ l'explication qui lui est associee en cas de relaxation ;
{ son one-of d'origine s'il existe ;
{ la liste des retraits de valeurs dont elle assure la validite.
On distingue deux types de contraintes : les meta-contraintes qui, comme
leur nom l'indique, sont des contraintes sur les contraintes (c'est le cas de
la contrainte one-of) qui ne sont pas relaxables
3
et les contraintes basiques
qui elles sont veritablement les contraintes du probleme et sont relaxables.
{ Domaines
Les domaines representent le troisieme element constitutif fondamental d'un
csp. C'est le point de liaison entre csp et systeme de maintien de deductions.
Un domaine doit conna^tre :
{ l'ensemble initial de ses valeurs ;
{ l'ensemble courant de ses valeurs ;
{ la liste des suppressions de valeurs.
On peut maintenant presenter les elements permettant de prendre en compte le
systeme de maintien de deduction :
{ Retraits de valeurs
C'est une information concernant une variable et un ensemble de valeurs dans
le domaine de cette variable.

A une suppression est associee une unique expli-
cation fournie par le solveur. Une suppression doit e^tre capable de calculer sa
validite.
2. Le concept de depart depend du concept d'arrivee.
3. Sauf dans le cas des contraintes one-of-dependant pour les csp numeriques.
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Fig. 9.2 { Liens entre les concepts necessaires a notre approche
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{ Explications
Une explication est composee de trois informations: la partie contraintes, la
partie deductions (i.e. d'autres retraits de valeur) et l'environnement associe.
Une explication doit e^tre capable de calculer sa validite.
{ Environnements
Un environnement est un ensemble de contraintes. Il peut e^tre valide ou in-
valide. Par un simple test d'inclusion, un environnement est capable de tester
sa validite.
{ Explication de contradiction
Une explication de contradiction est en fait un environnement (cf. denition 23
page 44).
9.2 Implementation en claire
Nous presentons ici brievement une implementation realisee avec le langage
claire
[
DMI, 1996
]
. Ce langage cree par Yves Caseau a l'

Ecole Normale Superieure
a ete utilise pour traiter de nombreux problemes combinatoires avec des techniques
de type csp (problemes d'ordonnancement, problemes de placement, ... cf.
[
Caseau
et Laburthe, 1996
]
).
9.2.1 Le langage et ses specicites
claire (Combining Logical Assertions, Inheritance, Relations and Entities) est
un langage fonctionnel a objets utilisant un mecanisme de regles de propagation. Il
a ete concu pour permettre d'exprimer des algorithmes complexes en peu de lignes
et d'une maniere lisible et elegante.
Un des avantages principaux de claire est la possibilite de denir des regles
de propagation qui sont caracterisees par une entite dont toute modication, si elle
satisfait certaines conditions, provoque l'execution du corps de la regle. Cela permet
de desequentialiser les traitements. C'est le principal apport de claire que nous
avons utilise.
claire fournit un mecanisme d'allocation dynamique de memoire et utilise un
ramasse-miettes. Le compilateur claire genere du code c++ mais il existe aussi
un interprete.
L'implementation en claire obeit bien su^r aux grand principes evoques prece-
demment dans ce chapitre. Les specicites du langage ont ete utilisees principale-
ment pour faciliter l'expression des traitements.
9.2.2 Les variables
Une variable d'un probleme est un objet claire decrit gure 9.3.
Une variable est en eet une entite portant un nom, pour laquelle on conna^t le
min, le max, le min initial, le max initial, la taille et l'ensemble denissant le domaine
de la variable. On reconna^t la le modele d'implementation propose par Diaz
[
1995
]
pour clp(fd).
De plus, on a acces aux retraits concernant cette variable (Ddel) et la reunion
d'explications permettant d'expliquer le minimumcourant (Dwhy-min), le maximum
courant (Dwhy-max) et l'etat courant du domaine (Dwhy).
D'autres part, pour la propagation, on a acces a la liste des contraintes de-
vant e^tre reveillees en cas de modication du minimum (Dcte-min), du maximum
(Dcte-max) et pour toute modication (Dcte).
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[ Dvars <: thing( Dnom:string, Dmin:integer, Dmax:integer,
Dmin-init:integer, Dmax-init:integer,
Dsize: integer, Dset: set[integer],
Ddel: list[Retraits],
Dwhy-min:set[Contraintes],
Dwhy-max:set[Contraintes],
Dwhy:set[Contraintes],
Dcte-min:set[Contraintes],
Dcte-max:set[Contraintes],
Dcte:set[Contraintes],
Dcte-enum:Contraintes_Enumeration )]
Fig. 9.3 { Code claire denissant une variable
Enn, on a acces a la contrainte one-of modelisant l'enumeration sur cette
variable (Dcte-enum).
9.2.3 Les contraintes
La version de base de l'implementation en claire permet de traiter les con-
traintes unaires, binaires et ternaires bijectives, anti-bijectives et monotones. Le
traitement de l'enumeration est bien entendu pris en compte.
Contraintes de bases

A titre d'exemple, la gure 9.4 presente le code claire se chargeant de la pro-
pagation d'une contrainte de type X > c. Lorsqu'on propage une telle contrainte,
il faut retirer du domaine de la variable X (Ct.X) les valeurs entre la borne infe-
rieure courante de X (Ct.X.Dmin) et c (Ct.C). L'explication est alors un singleton :
set(Ct).
[ propage_contrainte(Ct:Contraintes_X>c): void ->
if (Ct.Cetat = CT-IN) ; La contrainte est active
remove_values(Ct.X,Ct.X.Dmin, Ct.C,set(Ct)) ]
Fig. 9.4 { Code claire propageant une contrainte X > c.
Extensions
Nous avons ajoute le traitement d'autres contraintes :
{ Ainsi, le traitement d'une contrainte de type all-different en utilisant les
travaux de
[
Regin, 1994
]
repris dans sa these
[
Regin, 1995
]
demande environ
250 lignes de code claire.
{ Le traitement des contraintes disjonctives dans les problemes d'ordonnance-
ment en s'inspirant des travaux de
[
Carlier et Pinson, 1990; Carlier et Pinson,
1994
]
sur le probleme de Job-Shop demande lui environ 100 lignes de code
claire.
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On voit ainsi la puissance d'expression du langage claire. Pour l'illustrer nous
donnons le code claire (gure 9.5) permettant de verier une des conditions
4
des ajustements proposes par
[
Carlier et Pinson, 1994
]
:
min
i inJ
r
i
+
X
i2J
p
i
+min
i2J
q
i
+ p
c
> UB
[ condition(c:Taches, J:set[Taches], UB:integer): boolean ->
min({ri(t) | t in J}) +
(let s := 0 in (for t in J s :+ pi(t), s)) +
min({qi(t) | t in J}) +
pi(c)
> UB ]
Fig. 9.5 { Code claire veriant une condition ensembliste
On voit donc que l'integration de nouvelles contraintes a notre implementation
en claire peut e^tre realisee tres simplement et tres ecacement.
9.2.4 Adaptation de l'approche
La propagation des contraintes et le traitement d'une contradiction se font gra^ce
aux regles de propagation permettant de rendre totalement independants les die-
rents modules de notre architecture generale.
En eet, des qu'une modication est realisee sur le domaine d'une variable, le
declenchement de la propagation des contraintes concernees se fait par une regle de
production claire.
En claire, ce fonctionnement peut e^tre garanti en utilisant le code de la -
gure 9.6. L'instruction event permet de signaler au systeme claire que toute mo-
dication sur les bornes (Dmin et Dmax) d'une variable doit e^tre signalee. Ensuite,
la regle propagation modif min est chargee de propager la nouvelle valeur NMin de
la borne inferieure du domaine de la variable V sur toute les contraintes devant e^tre
propagees pour une modication de cette borne (ensemble V.Dcte-min).
event(Dmin,Dmax)
[ propagation_modif_min(V:Dvars) ::
exists(NMin, V.Dmin = NMin)
=> for c in V.Dcte-min propage_contrainte_min(c,V,NMin) ]
[ propagation_modif_max(V:Dvars) ::
exists(NMax, V.Dmax = NMax)
=> for c in V.Dcte-max propage_contrainte_max(c,V,NMax) ]
Fig. 9.6 { Code claire assurant la propagation des contraintes
De me^me, lors d'une telle modication de domaine, des que celui-ci devient vide,
les conditions de declenchement du module de recherche de C-solution sont reunies
et ainsi la recherche de C-solution est provoquee. La gure 9.7 presente le code
claire correspondant a cette regle.
4. Nous ne donnons pas plus d'explications, le but est simplement de montrer l'avantage du
langage.
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event(Dsize)
[ domaine_vide(V:Dvars) ::
(V.Dsize = 0)
=> mode(15), handle_contradiction(V) ]
Fig. 9.7 { Code claire identiant une contradiction
L'instruction event demande au systeme claire de signaler toute modication
sur la taille du domaine d'une variable. La regle domaine vide se declenche si le do-
maine de la variable V est devenu vide (Dsize = 0) et declenche alors le traitement
d'une contradiction. L'instruction mode permet de donner une priorite plus elevee
a cette regle. Ainsi, si plusieurs regles peuvent e^tre declenchees, le systeme choisira
celle de plus grande priorite en premier.
La gure 9.8 presente le code claire correspondant au traitement d'une contra-
diction. Cette fonction recupere l'explication de la contradiction (la reunion des ex-
plications des retraits sur la variable concernee : V.Dwhy), puis choisit une contrainte
a relaxer et la relaxe en donnant comme explication de retrait : l'explication de
contradiction (sans { operateur but { la contrainte concernee).
[ handle_contradiction(V:Dvars): void ->
let Explication := V.Dwhy in
( if valide?(Explication)
let ToRelax := choose_relax_cte(Explication) in
retrait(ToRelax,Explication but ToRelax)) ]
Fig. 9.8 { Code claire de traitement d'une contradiction
L'implementation realisee represente environ 800 lignes de code claire. Ce lan-
gage s'est donc avere e^tre un outil tres adapte au prototypage de solveurs.
9.3 Conclusion
Nous avons presente dans ce chapitre les grandes lignes d'une implementation
de notre approche sur les csp. Pour des raisons d'ecacite et pour pouvoir contro^-
ler plus nement tous les mecanismes mis en jeu, nous avons prefere realiser un
prototype de decorum en c++ pluto^t que d'utiliser le compilateur de claire. Ce
portage a ete realise avec l'aide d'un stagiaire de dea
[
Fraszko, 1997
]
.
La version c++ de decorum appara^t comme un ensemble de composants
logiciels pouvant e^tre utilises pour programmer un systeme interactif utilisant la
resolution de contraintes.
[
Fraszko, 1997
]
decrit en detail l'implementation realisee.
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D
ans ce chapitre, nous etudions de maniere experimentale le comportement
du systeme decorum. Pour cela, nous l'avons soumis a dierents ensembles
de tests.
Nous reportons ici les resultats obtenus dans les quatre situations suivantes :
{ Mesure de la pertinence de l'approche. Nous avons cherche a comparer
notre approche (recherche d'une C-solution dans le cas d'un probleme sur-
contraint) sur des problemes pour lesquelles l'enumeration n'intervient que
lorsque toutes les contraintes du probleme sont integrees. Ce procede nous
permet de nous comparer aux resultats obtenus avec des systemes usuels (qui
s'arre^tent s'il n'y a pas de solution). En particulier, nous montrons que de-
corum respecte bien la transition de phase (section 10.2).
{ Problemes dynamiques. Il n'existe pas de problemes de reference pour les
csp dynamiques. Nous avons donc opte pour une etude de decorum en fonc-
tion du moment choisi pour l'enumeration (depuis ((avant que les contraintes
ne soient introduites)) { approche maintien de solution, jusqu'a ((apres in-
tegration de toutes les contraintes)) { approche maintien d'arc-consistance).
Ceci permet de faire en quelque sorte varier la propriete maintenue au cours
de la resolution. Nous montrons ici que la dierence n'est pas signicative
(section 10.3).
{ Problemes de grande taille.Nous montrons que decorum peut e^tre utilise
sur des problemes de grande taille (section 10.4).
{ Comparaison avec l'algorithme mac. Nous comparons decorum en ver-
sion ((enumeration)) (arre^t des que le probleme est identie comme etant sur-
contraint) avec l'algorithme mac (Maintaining Arc-Consistency {
[
Sabin et
Freuder, 1994
]
) considere comme un bon algorithme de resolution de csp (sec-
tion 10.5). Nous etudions ainsi la pertinence de l'utilisation d'un dms dans le
cadre de notre approche.
10.1 Generation de csp aleatoires
Les csp aleatoires sont habituellement generes en fonction de 4 parametres :
le nombre n de variables, la taille uniforme d des domaines de ces variables, la
densite
1
p
1
du probleme et la durete
2
p
2
des contraintes du problemes. Nous utili-
sons le generateur vraiment aleatoire propose par Bessiere, Dechter, Frost et Regin
(cf. http://www.ics.uci.edu/~dfrost/csp/generator.html et
[
Bessiere et Re-
gin, 1996
]
).
L'approche habituelle adoptee sur ces instances aleatoires est de trouver une
solution veriant toutes les contraintes ou de prouver qu'il n'en existe pas de la
maniere la moins cou^teuse possible. Ce cou^t est souvent mesure en nombre de tests
de consistance realises sur des paires de variables
[
Prosser, 1994a
]
. Les resultats
obtenus sur l'etude de csp binaires aleatoires
[
Smith, 1994; Smith et Grant, 1995;
Prosser, 1994b
]
montrent qu'en maintenant n, d et p
1
constants, il existe une petite
region de valeurs pour p
2
3
ou le cou^t moyen de resolution conna^t un pic d'activite,
pendant qu'au me^me moment le nombre de problemes solubles
4
devient proche de
zero. C'est ce qu'on appelle la transition de phase
[
Prosser, 1994a
]
.
1. p
1
=
e
n(n 1)=2
ou e est le nombre de contraintes du probleme.
2. p
2
=
ct
d
2
ou ct represente le nombre de couples autorises dans une contrainte binaire exprimee
en extension.
3. Plus exactement, autour de p
2
= 1  d
 2=(n 1)p
1
. C'est ce qu'on appelle la valeur critique
de p
2
.
4. Problemes pour lesquels il existe une aectation veriant toutes les contraintes.
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10.2 Conservation de la transition de phase
Nous montrons ici qu'en utilisant le systeme decorum (qui relaxe des contraintes
en cas de probleme sur-contraint) la transition de phase est conservee au me^me en-
droit alors que l'on continue le calcul apres l'identication d'un systeme de contrain-
tes contradictoire. De plus, nous montrons que l'utilisation de decorum n'entra^ne
pratiquement pas de surcou^t lorsqu'au lieu de signaler qu'un probleme tres sur-
contraint
5
n'a pas de solution, une solution relaxee est calculee.
10.2.1 Protocole experimental
Nous avons genere 100 instances de problemes hn; d; p
1
; p
2
i. Nous avons utilise
le comparateur C
MM
et considere que toutes les contraintes
6
etaient d'importance
equivalente.
Pour chaque serie de problemes, nous avons recueilli les informations suivantes :
{ le nombre moyen d'aectations de valeur a une variable testees et remises en
cause : on peut parler en quelque sorte du nombre de backtracks
7
;
{ le nombre moyen de tests de consistance realises
8
;
{ l'espace moyen occupe pour stocker les informations du dms. L'unite choisie
ici est la contrainte. En eet, les seules informations enregistrees sont des
explications, qui ne contiennent que des contraintes ;
{ le temps cpu moyen passe pour la resolution.
Ces informations sont recueillies a deux instants precis : lorsque la premiere
contrainte du probleme
9
est relaxee i.e. lorsqu'on vient de montrer que le probleme
etait P-contradictoire et a la n de la resolution i.e. lorsqu'une conguration P-
satisfaisable a ete determinee.
10.2.2 Premiers resultats
Les premiers resultats presentes concernent des problemes h10; 10; 0:5; p
2
i avec
p
2
variant de 0 a 1 par pas de 0:01. Pour ces problemes, la valeur critique de p
2
est
0:63. Dans nos tests, les premiers problemes P-contradictoires apparaissent pour
p
2
= 0:57.
Les gures 10.1 a 10.4 representent l'evolution, en fonction de la valeur de p
2
, du
nombre moyen, respectivement, de tests de consistance, espace occupe, backtracks,
temps cpu en ms, necessaires pour resoudre les problemes etudies. La courbe en
gras represente les resultats pour obtenir une C
MM
-solution et l'autre les resultats
obtenus pour trouver une solution ou montrer que le probleme est sur-contraint.
En ce qui concerne le nombre de tests de consistance (cf. Fig. 10.1) et le nombre
de backtracks necessaires (cf. Fig. 10.3), on constate tres nettement un pic d'activite
5. Un probleme tres sur-contraint est un probleme dont il est facile (rapide) de prouver l'insa-
tisfaisabilite.
6. Nous ne tenons pas compte des contraintes d'enumeration qui conservent leur poids negli-
geable par rapport aux contraintes vis a vis du comparateur utilise.
7. La notion de backtrack utilisee ici est celle de la communaute programmation logique i.e.
nous comptons un backtrack pour chaque desinstanciation ou changement de valeur pour une
variable.
8. L'algorithme d'arc-consistance utilise est l'algorithme ac4. On appelle test de consistance, le
test d'appartenanced'un couple de valeur a la liste des couples possibles denissant une contrainte.
Dans le cas d'utilisation d'ac4, nous comptons aussi chaque incrementation et decrementation des
compteurs utilises dans l'algorithme car ce sont les operations de base.
9. On ne tient donc pas compte des contraintes liees a l'enumeration.
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Evolution du nombre de backtracks necessaires pour des problemes
h10; 10; 0:5; p
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i.
autour de la valeur attendue aussi bien pour les valeurs correspondant a l'identi-
cation de la premiere vraie contradiction que pour l'obtention d'une solution. Il est
interessant de constater la persistance du phenomene de transition de phase malgre
le fait que l'on calcule une conguration P-satisfaisable au lieu de se contenter de
signaler la non existence de solution. Ces resultats montrent que decorum presente
un comportement comparables aux systemes usuels sur les csp aleatoires.
Notons que me^me au niveau de la consommation cpu
10
, on retrouve la transition
de phase (cf. Fig. 10.4). Apparemment, le systeme decorum ne presente donc pas
un ((overhead)) demesure lorsqu'il s'agit de relaxer des contraintes.
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Evolution du temps cpu consomme pour des problemes h10; 10; 0:5; p
2
i.
Enn, notre utilisation raisonnee de l'enregistrement d'information dans le dms
conduit a un comportement spatial parfaitement ma^trise de decorum. Ainsi, sur
10. Mesuree en ms sur une Sun Sparc 20.
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la gure 10.2, l'espace occupe obeit aussi au phenomene de transition de phase.
Les resultats presentes ici nous ont permis de conrmer l'idee intuitive qu'en
utilisant un systeme de relaxation de contraintes :
{ les problemes peu contraints (faibles valeurs de p
2
) restent aisement resolus ;
{ les problemes tres sur-contraints (grandes valeurs de p
2
) sont eux aussi aise-
ment resolus ;
{ les problemes tangents (valeurs de p
2
autour de la valeur critique) sont quant
a eux aussi diciles a resoudre qu'avec une approche classique.
Il faut noter que la facilite de resolution des problemes tres contraints est en
grande partie due a la reutilisation que permet notre approche. Ainsi, une methode
demandant une reexecution complete en cas de relaxation (comme le fait le systeme
ihcs{ cf. section 3.4.1) n'obtiendrait vraisemblablement pas de tels resultats. En
eet, pour trouver une solution l'approche utilisee aussi bien par decorum que par
ihcs conduit a relaxer a chaque etape une unique contrainte pour voir si cela sut a
trouver une solution. Si la methode employee ne prote pas du passe pour eectuer
les calculs, la resolution de problemes tres sur-contraints (pour lesquels une bonne
partie des contraintes doit e^tre supprimee) conduit tres vite a une explosion du
temps de calcul et de l'espace necessaire.
Il est rassurant de constater que decorum respecte le phenomene de transition
de phase. Ainsi, notre systeme de relaxation de contraintes presente le me^me com-
portement global qu'un systeme classique alors qu'il ore en plus la relaxation de
contraintes.
10.3

Etude sur des problemes dynamiques
Il n'existe pas de problemes de reference pour les csp dynamiques. Nous pro-
posons donc d'etudier le comportement de decorum dans dierents degres de dy-
namicite. Pour cela, nous mesurons l'inuence (en espace occupe et en nombre de
tests de consistance) de la position de l'enumeration dans le systeme de contraintes :
depuis l'enumeration avant tout ajout de contrainte (en quelque sorte maintien de
solution) jusqu'a l'enumeration apres tous les ajouts de contraintes (en quelque
sorte maintien d'arc-consistance).
L'approche que nous avons utilisee jusqu'a present dans nos experimentations
ne declenche l'enumeration que lorsque toutes les contraintes du problemes ont ete
introduites, il s'agit donc d'un maintien d'arc-consistance. Dans une approche re-
active, le but est plus de maintenir une solution. Ainsi, dans cette approche, une
instanciation coherente est maintenue au fur et a mesure de l'ajout de nouvelles
contraintes. Une telle approche peut e^tre beaucoup plus cou^teuse. En eet, lors-
qu'une contrainte est ajoutee, il y a peu de chances que la solution courante la veri-
e, il faut alors modier (par relaxation) certaines valeurs attribuees aux variables ;
tandis que l'ajout d'une contrainte dans le cadre du maintien d'arc-consistance ne
conduit qu'a des reductions supplementaires dans les domaines des variables.
Nous introduisons donc un nouveau parametre note p
3
qui represente, pour
un probleme donne, la proportion de contraintes introduites avant l'enumeration.
Nous presentons ici des resultats sur des problemes h10; 10; 0:5; p
2
i avec la durete
p
2
qui varie entre 0:01 et 0:99 par pas de 0:01 et en considerant le parametre p
3
prenant ses valeurs dans l'ensemble f0; 0:25; 0:5; 0:75; 1)g. p
3
= 1 correspond donc
a un comportement classique de maintien d'arc-consistance et p
3
= 0 correspond a
une approche maintien de solution. Ce parametre permet en quelque sorte de faire
varier la propriete maintenue par le systeme.
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Pour presenter les resultats nous avons choisi une representation graphique qu'il
faut interpreter de la maniere suivante :
{ pour chaque valeur de p
2
, nous avons mesure la quantite observee (tests
de consistance, espace, backtracks, temps) pour des instances de problemes
h10; 10; 0:5; p
2
i et pour chaque valeur de p
3
;
{ nous avons alors reporte les valeurs maximum et minimum de la quantite
observee en faisant varier p
3
, c'est ce que represente la bande gris fonce sur
chaque schema. De plus, dans la partie inferieure du graphique, nous avons
indique la valeur de p
3
responsable du minimum (courbe en pointilles) et res-
ponsable du maximum (courbe pleine). L'echelle de cette partie du graphique
se trouve a droite du schema ;
{ enn, pour comparaison, nous avons reporte les valeurs correspondant a p
3
= 1
qui nous donne les resultats de la section precedente. Ces valeurs nous donnent
la courbe en gras representee dans le schema superieur.
Ainsi, sur ce modele, la gure 10.5 represente les resultats obtenus pour le
nombre de tests de consistance.
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Fig. 10.5 { Resultats pour le nombre de tests de consistance pour des problemes
h10; 10; 0:5; p
2
i en tenant compte de p
3
.
On constate que pour les problemes tres peu contraints (p
2
< 0:4) ou pour les
problemes fortement sur-contraints (p
2
> 0:85), la valeur de p
3
n'inue pratique-
ment pas sur le nombre de tests de consistance. Pour les problemes situes autour
de la transition de phase attendue (p
2
= 0:63), il est interessant de constater que la
responsabilite pour les valeurs maximumobservees est partagee entre les dierentes
valeurs de p
3
< 1 alors que le nombre minimum est pratiquement toujours observe
pour p
3
= 1.
Pour les autres problemes, c'est l'approche maintien de solution (p
3
= 0) qui est
la plus cou^teuse. Une observation tres importante peut e^tre faite : l'amplitude de
variation des resultats est faible. On retrouve ce constat sur les gures 10.6 a 10.8
mais l'amplitude est plus forte dans les deux derniers cas.
En ce qui concerne l'occupation en espace (cf. Fig. 10.6), on peut tout d'abord
noter la faiblesse des valeurs observees qui conrme encore l'intere^t de notre ap-
proche raisonnee du maintien de deduction. Sinon, comme pour l'espace occupe,
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l'approche maintien d'arc-consistance est la plus cou^teuse pour les problemes tres
peu contraints mais est la plus economique au fur et a mesure que les problemes
deviennent tres sur-contraints. D'autre part, on observe encore le ou autour de la
transition de phase et l'etroitesse de la bande de variation des valeurs observees.
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Fig. 10.6 { Resultats pour l'espace occupe pour des problemes h10; 10; 0:5; p
2
i en
tenant compte de p
3
.
La gure 10.7 presente les resultats obtenus pour le nombre de contraintes re-
laxees
11
. Il est interessant de constater ici que l'approche maintien d'arc-consistance
est l'approche la plus ((radicale)) (plus de contraintes relaxees) alors que le maintien
de solution est la plus ((economique)) (moins de contraintes relaxees). Ceci est assez
normal, car lorsqu'une contrainte est ajoutee dans le cadre du maintien de solution,
comme on cherche a obtenir une solution, les contraintes relaxees le seront pour
en obtenir une. En revanche, lors d'un maintien d'arc-consistance les relaxations
eectuees ne sont peut e^tre pas susantes pour trouver eectivement une solution,
le systeme n'ayant pas assez d'information, il ne relaxe alors pas forcement tout de
suite les ((bonnes)) contraintes
12
.
Pour les systemes de contraintes tres peu contraints ou tres sur-contraints (va-
leurs extre^mes pour p
2
), toutes les approches se valent.
Enn, lorsque l'on considere le nombre de backtracks eectues (cf. Fig. 10.8),
on constate que le fait de maintenir l'arc-consistance et donc de n'enumerer que sur
des systemes de contraintes arc-consistants conduit, sans surprise, a un nombre de
backtracks moins eleve et ce, quelle que soit la valeur de p
3
.
Par contre, la methode la plus chere n'est pas forcement celle maintenant une
solution (p
3
= 0). En eet, me^me si c'est le cas pour la plupart des problemes, autour
de la valeur attendue pour la transition de phase, on retrouve un certain ou. Cette
observation meriterait une etude plus poussee. Notons qu'ici la bande de variation
est un peu plus large que pour les observations precedentes. En fait, ce resultat est
assez normal puisqu'un maintien de solution demande de nombreuses modications
sur la valeur d'une variable car l'information apportee par les contraintes ajoutees
ne peut evidemment pas e^tre prise en compte des le debut de la resolution.
On retrouve, sans surprise, pour le temps cpu (gure 10.9) les observations
11. De tels problemes contiennent 23 contraintes. Notons qu'elles ne sont jamais toutes relaxees.
12. Notons tout de me^me que comme nous utilisons le comparateur C
MM
, les solutions sont
toutes equivalents au regard du comparateur.
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Fig. 10.7 { Resultats pour le nombre de contraintes relaxees pour des problemes
h10; 10; 0:5; p
2
i en tenant compte de p
3
.
-300
-100
100
300
500
700
900
1100
1300
0,
01
0,
04
0,
07 0,
1
0,
13
0,
16
0,
19
0,
22
0,
25
0,
28
0,
31
0,
34
0,
37 0,
4
0,
43
0,
46
0,
49
0,
52
0,
55
0,
58
0,
61
0,
64
0,
67 0,
7
0,
73
0,
76
0,
79
0,
82
0,
85
0,
88
0,
91
0,
94
0,
97
1
0
Fig. 10.8 { Resultats pour le nombre de backtracks pour des problemes
h10; 10; 0:5; p
2
i en tenant compte de p
3
.
134 Chapitre 10. Experimentations
realisees pour le nombre de backtracks, car celui-ci est une bonne mesure de l'eort
en temps a consentir pour resoudre un probleme.
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Fig. 10.9 { Resultats pour le temps cpu (en ms) pour des problemes h10; 10; 0:5; p
2
i
en tenant compte de p
3
.
Pour conclure, on peut synthetiser ces resultats en signalant que :
{ maintien de solution comme maintien d'arc-consistance sont bien traites par
le systeme decorum;
{ pour la resolution de problemes tres peu contraints ou au contraire tres con-
traints, les deux approches sont similaires et ne conduisent pas a des dierences
signicatives ;
{ en ce qui concerne les problemes plus tangents il est souvent plus cou^teux de
maintenir une solution, mais la dierence avec le maintien d'arc-consistance
n'est pas exageree.
Les performances du systeme decorum ne dependant que peu de la valeur de
p
3
, il appara^t comme un outil able et stable pour une approche reactive.
10.4 Resolution de problemes de grande taille
Nous avons porte notre attention sur des problemes dont les parametres sont
grands pour voir comment se comporte decorum. Nous ne proposons pas ici une
etude exhaustive et parfaitement signicative
13
) de tels problemes mais pluto^t
quelques resultats ponctuels pour certains problemes.
Ainsi, le tableau 10.1 presente quelques resultats pour des instances de problemes
h50; 25; 0:2; p
2
i qui sont deja assez grands pour montrer l'utilisation pratique de
decorum sur de grandes instances.
Voici quelques exemples de problemes et les resultats obtenus :
{ Un h700; 2; 0:05; 0:5i qui comporte donc 12500 contraintes est resolu en 27s
14
13. En eet, le nombre d'instances pour une me^me combinaison est inferieur a 35 { nombre
d'elements dans une population a partir duquel on peut faire des hypotheses de normalite qui
permettent de realiser des tests statistiques.
14. Les temps donnes sont pour une resolution eectuee sur une station Sun Sparc Ultra 1 avec
64 Mo de memoire.
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p
2
0.16 0.32 0.96
Tests de consistance 501625 595189 14990
Espace occupe 12270 22236 4820
Relaxations 0 0 191
Backtracks 0 46 1
Tab. 10.1 { Resultats sur quelques h50; 25; 0:2; p
2
i.
lorsque p
3
= 1. Il s'agit d'un probleme de satisfaction booleenne puisque
les domaines sont de taille 2. Les resultats complets sont repertories dans le
tableau 10.2.
p
3
Temps Tests de consistance Espace Backtracks Relaxations
1 27s 211320 18024 0 5967
0 31s 220424 17368 1192 5911
Tab. 10.2 { Resultats pour un h700; 2; 0:05;0:5i
{ Un h120; 5; 0:32; 0:6i comportant donc 2300 contraintes est resolu en 250s pour
p
3
= 1. Les resultats complets concernant cette resolution sont presentes dans
le tableau 10.3. Pour ce probleme, la detection de l'incoherence est realisee
avant l'enumeration.
On observe une grande dierence sur le nombre de contraintes relaxees pour
les deux valeurs de p
3
. En fait, enumerer avant l'integration des contraintes
permet de recueillir plus d'informations en cas de contradiction car toutes les
variables ont une valeur, comme on l'a vu dans la section precedente.
p
3
Temps Tests de consistance Espace Backtracks Relaxations
1 250s 963503 54144 5193 1738
0 51s 172070 49581 1240 1397
Tab. 10.3 { Resultats pour un h120; 5; 0:32;0:6i
{ La resolution d'un probleme h50; 10; 0:49;0:75i comportant donc 600 contrain-
tes est resolu en 260s pour p
3
= 1. Les resultats complets concernant cette
resolution sont presentes dans le tableau 10.4. Pour ce probleme, la contra-
diction est identiee avant l'enumeration.
D'une maniere generale, on peut realiser les me^mes remarques que pour les
problemes precedents.
10.5 Comparaison avec l'algorithme mac
L'algorithme mac est un algorithme de resolution de csp
[
Sabin et Freuder,
1994
]
qui a la particularite de propager les contraintes du probleme apres chaque
nouvelle instanciation
15
. Pour pouvoir realiser une comparaison avec decorum,
nous l'avons implemente avec les me^mes structures
16
. Il ne s'agit donc pas forcement
de la meilleure implementation possible mais elle permet de donner un sens a nos
comparaisons.
15. Ce principe de propagation systematique apres chaque instanciation est celui choisi par tous
les systemes de plc.
16. Nous avons aussi utilise la me^me base pour la propagation: l'algorithme ac4
[
Mohr et Hen-
derson, 1986
]
.
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p
3
Temps Tests de consistance Espace Backtracks Relaxations
1 260s 927587 31229 1980 517
0 588s 2555450 38579 25904 362
Tab. 10.4 { Resultats pour un h50; 10; 0:49; 0:75i
De plus, decorum a ete modie pour arre^ter la resolution des que le systeme de
contraintes initial est montre comme etant contradictoire (decouvert d'une contra-
diction ne pouvant e^tre invalidee par la relaxation d'une contrainte liee a l'enume-
ration). Ainsi, decorum se comporte comme une integration de la propagation a
l'algorithme Dynamic Backtracking (cf. section 3.4.3 page 34) comme mac est une
integration de la propagation au backtrack standard.
Nous presentons les resultats moyens obtenus pour des series de 35 problemes
aleatoires h15; 10; 0:47; p
2
i pour lesquels p
2
varie de 0:4 a 0:65. Ces problemes mettent
en jeu 50 contraintes. La durete (p
2
) critique a pour valeur 0:49.
10.5.1 Problemes aleatoires et decorum
Pour chaque serie de problemes, nous avons recuilli le nombre de tests de consis-
tance realises, le nombre de backtracks
17
realises et le temps cpu
18
necessaire a la
realisation en ms.
Les gures 10.10 a 10.12 representent graphiquement les resultats obtenus.
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Fig. 10.10 {Moyennes du nombre de tests de consistance realises pour des problemes
h15; 10; 0:5; p
2
i pour decorum et mac.
On constate que decorum presente de moins bons resultats que mac. Mais, le
surcou^t observe reste limite : rappelons que la complexite dans le pire cas de l'ajout
de contrainte est modie par un facteur d (10) alors que le surcou^t est bien inferieur :
ici de l'ordre de 4 dans le pire cas (autour de la transition de phase).
Le surcou^t observe sur le nombre de backtracks peut surprendre pour une me-
thode censee ameliorer les recherches par backtrack. Ceci s'explique par le fait que
dans un csp aleatoire peu ou aucune information pertinente ne peut e^tre obtenue
pour identier de bons points de backtracks lorsqu'il existe une solution. En eet,
17. Au sens plc.
18. Les tests ont ete realises sur une Sun Sparc Ultra 1 avec 64 Mo de memoire.
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Fig. 10.11 { Moyennes du nombre de backtracks pour des problemes h15; 10; 0:5; p
2
i
pour decorum et mac.
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Fig. 10.12 { Moyennes du temps cpu en ms necessaire pour resoudre des problemes
h15; 10; 0:5; p
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i pour decorum et mac.
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de tels problemes n'ont pas de structure. decorum n'est donc pas utilise au maxi-
mum de ses possibilites. Ceci explique pourquoi le surcou^t naturel de l'utilisation
de decorum n'est pas compense par une recherche amelioree.
10.5.2 Problemes structures et decorum
Pour introduire une structure dans les problemes etudies, nous avons choisi de
proceder de la facon suivante. L'idee exploitee est de resoudre des problemes decom-
posables en plusieurs sous-problemes completement independants. Ainsi, lorsque
nous generons un probleme aleatoire, nous le dupliquons autant de fois que neces-
saire.
Ensuite, l'enumeration commence par les premieres variables pour chacun des
problemes imbriques, puis les deuxiemes variables...
Notons que l'utilisation d'une heuristique pour ordonner l'enumeration, qu'elle
soit statique et basee sur la structure du probleme resolu (taille des domaines,
nombre de contraintes incidentes, ...), ou dynamique et basee sur la taille des do-
maines ou la structure du graphe de contraintes, conduirait quasiment au me^me
ordre puisque toutes les n-eme variables de chaque probleme sont parfaitement
equivalentes pour ces criteres. En ce qui concerne une eventuelle heuristique dy-
namique, nous considerons les problemes ne provoquant presque pas de reduction
dans les domaines apres les instanciations d'une bonne partie des variables.
Ce processus de resolution pour les problemes etudies conduit dans le cas de mac
non pas a une croissance lineaire des statistiques observees mais a une croissance
exponentielle. En eet, leurs variables etant imbriquees, les problemes ne sont pas
resolus successivement mais simultanement ainsi un retour sur une variable d'un
probleme defait en partie ce qui a ete fait pour les autres problemes. Notons qu'un
mecanisme utilisant le Backtrack Intelligent soure du me^me defaut me^me si c'est
dans une moindre mesure. Par contre, dans le cas de decorum, ce decouplage
interne des problemes sera pris en compte par le mecanisme utilise pour la relaxation
de contrainte qui evite le thrashing.
Les gures 10.13, 10.14 et 10.15 representent graphiquement les resultats obtenus
pour les me^mes series de problemes que dans la section precedente mais avec 2
problemes imbriques. Les problemes etudies sont donc des h30; 10; 0:23; p
2
i.
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Fig. 10.13 { Moyennes du nombre de tests de consistance realises pour des series
de 2 problemes h15; 10; 0:5; p
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i imbriques pour decorum et mac.
10.5 Comparaison avec l'algorithme mac 139
0
200
400
600
800
1000
1200
1400
1600
1800
2000
0,
4
0,
41
0,
42
0,
43
0,
44
0,
45
0,
46
0,
47
0,
48
0,
49 0,
5
0,
51
0,
52
0,
53
0,
54
0,
55
0,
56
0,
57
0,
58
0,
59 0,
6
0,
61
0,
62
0,
63
0,
64
0,
65
MAC
DEC
Fig. 10.14 { Moyennes du nombre de backtracks pour des series de 2 problemes
h15; 10; 0:5; p
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i imbriques pour decorum et mac.
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Fig. 10.15 { Moyennes du temps cpu en ms necessaire pour resoudre des series de
2 problemes h15; 10; 0:5; p
2
i imbriques pour decorum et mac.
Les resultats montrent tres nettement l'avantage de decorum sur mac. En fait,
decorum devrait en toute logique multiplier par 2 dans le pire cas les resultats
obtenus en terme de nombre de backtracks pour les instances de la section prece-
dente alors que, mac peut voir ses performances e^tre portees au moins au carre.
Le tableau 10.5 presente les facteurs multiplicatifs minimum, maximum et moyen
obtenus pour les deux algorithmes entre les deux series. De me^me, le tableau 10.6
presente les facteurs exponentiateurs minimum, maximum et moyen obtenus pour
les deux algorithmes.
Ces tableaux montrent parfaitement l'excellent comportement de decorum par
rapport a mac. En particulier, on voit que mac peut aller jusqu'a porter les resul-
tats de la premiere serie a la puissance 2:60. Autour de la transition de phase, le
coecient multiplicateur varie entre 1:4 et 2 pour decorum alors qu'il varie entre
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decorum mac
Tests de Consistance 1.07 { 2 1.03 { 42.05
Moyenne 1.42 11.95
Backtracks 1{2 0.85 { 54.7
Moyenne 1.37 15.82
Temps cpu 0.96 { 1.87 1 { 62.12
Moyenne 1.30 17.35
Tab. 10.5 { Coecients multiplicatifs minimum, maximum et moyen entre la serie
originelle et la serie avec deux problemes imbriques.
decorum mac
Tests de Consistance 1 { 1.06 1 { 1.34
Moyenne 1.02 1.16
Backtracks 1 { 1.37 0.93 { 2.60
Moyenne 1.07 1.60
Temps cpu 0.99 { 1.09 1 { 1.60
Moyenne 1.02 1.29
Tab. 10.6 { Coecients exponentiateurs minimum, maximum et moyen entre la
serie originelle et la serie avec deux problemes imbriques.
18 et 31 pour mac. Le coecient exponentiateur, quant a lui varie entre 1:04 et 1:05
pour decorum et entre 1:6 et 1:84 pour mac. C'est la partie la plus interessante
a etudier. On voit que sur ces problemes diciles les resultats de mac evoluent
beaucoup plus vite que pour decorum.
On voit ainsi que lorsque de l'information peut e^tre utilisee, le systeme de-
corum compense largement le surcou^t lie au dms par une exploration amelioree.
L'information utilisee ici concerne les liens entre les variables du probleme, nous
verrons dans le chapitre suivant que lorsque l'information peut e^tre obtenue sur les
contraintes le gain est du me^me ordre.
10.6 Conclusion
Les resultats que nous avons presentes ici nous permettent de constater que :
{ le systeme decorum respecte la transition de phase sur les csp aleatoires.
C'est donc un systeme aussi able qu'un systeme usuel, on peut identier des
classes de problemes particulierement ardus a resoudre ;
{ le systeme decorum montre sa stabilite quel que soit le degre de dynamicite
utilise ;
{ le systeme decorum montre qu'il peut e^tre utilise pour des problemes de
grande taille ;
{ enn, le systeme decorum montre sa superiorite sur des algorithmes clas-
siques des lors que le probleme a resoudre est un tant soit peu structure, ce
qui est le cas d'un tres grand nombre de problemes reels. Il montre aussi que
l'utilisation d'un dms n'induit pas de derives lors de la resolution de csp.
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L
a contrainte one-of (section 7.3.3), traduit l'appartenance de la valeur
d'une variable a un domaine comme une disjonction (exclusive) de contraintes
d'egalite entre la variable et les valeurs de son domaine. Ainsi, x de domaine f1; 2; 3g
se traduit par one-of(x = 1, x = 2, x = 3). Dans le chapitre 7, la contrainte one-of
nous a permis de modeliser l'enumeration comme une succession d'ajouts/retraits
de contraintes d'egalite.
Dans ce chapitre, nous montrons comment la contrainte one-of peut e^tre e-
cacement utilisee pour traiter la disjonction exclusive de contraintes quelconques.
L'idee ma^tresse est la me^me que pour l'enumeration. Les contraintes one-of
tentent chacune d'installer leur premiere contrainte. Lorsqu'un echec se produit, un
point de retour est identie et la contrainte one-of incriminee installe sa contrainte
suivante (le travail independant entre les deux n'est pas defait).
Dans ce chapitre, nous avons choisi comme domaine d'application privilegie les
problemes d'ordonnancement purement disjonctifs appeles Open-Shops.
11.1 Traitements de la disjonction
Les problemes denis par une disjonction de contraintes introduisent une forte
combinatoire
[
de Backer, 1995
]
. Ces disjonctions de contraintes se rencontrent par
exemple dans les problemes d'allocation de ressources
1
ou une ressource ne peut
e^tre partagee a un instant donne.
Dierentes approches pour la resolution de tels problemes sont envisageables :
{ considerer une disjonction comme un simple point de choix et laisser le back-
track standard faire son oce. Une telle approche construit un nombre expo-
nentiel de systemes de contraintes a resoudre. De plus, on est souvent amene
a explorer toutes ces possibilites pour determiner la meilleure ;
{ reporter le point de choix jusqu'a ce qu'une decision puisse e^tre prise. Ce
mecanisme peut e^tre mis en uvre, par exemple, en utilisant le mecanisme
de demon de chip
[
Dincbas et al., 1988
]
ou l'operateur de Cardinalite de Van
Hentenryck et Deville
[
1991
]
qui permet de borner le nombre de contraintes
devant e^tre veriees dans un ensemble donne. Une telle approche n'a d'intere^t
que si les autres contraintes du probleme permettent de prendre assez vite des
decisions et est donc peu interessante lorsqu'il y a beaucoup de contraintes
disjonctives ;
{ utiliser des cas particuliers de contraintes globales (comme la contrainte cumu-
lative de chip
[
Aggoun et Beldiceanu, 1993
]
) lorsque la disjonction s'y pre^te
bien. On pourra se reporter a
[
Varnier et al., 1993; Boizumault et al., 1995;
Boizumault et al., 1996
]
pour des exemples d'utilisation. Il faut noter que l'uti-
lisation de la contrainte cumulative est subordonnee au fait que la disjonction
traitee provient d'une utilisation dans un cadre ((allocation de ressource
2
)) ;
{ enn, on peut utiliser la disjonction constructive
[
Jourdan et Sola, 1993
]
qui
extrait immediatement l'information commune aux membres de l'alternative.
Bien su^r, lorsque les contraintes prises en compte sont mutuellement exclu-
sives, la disjonction constructive n'apporte que tres peu d'information.
En conclusion, les techniques utilisees ont principalement le defaut d'utiliser de
maniere passive les contraintes faisant partie d'une disjonction. Ce n'est pas le cas
1. cf. le Hoist Scheduling Problem
[
Varnier et al., 1993
]
, ou plus simplement les problemes
classiques d'ateliers : Job-Shop, Open-Shop et Flow-Shop.
2. On peut tres bien imaginer une disjonction, par exemple, entre les contraintes x = 2 et
y < z + 3 qui ne peut pas s'exprimer a l'aide de la contrainte cumulative.
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lorsqu'on utilise des contraintes globales mais celles-ci ne sont pas adaptees a toutes
les situations.
Dans le cadre des contraintes lineaires sur les rationnels, dierents resultats sont
presentes dans
[
de Backer, 1995
]
. Il en ressort plusieurs points interessants :
{ on peut se rendre compte du non intere^t de membres d'une alternative. Les
techniques alors employees sont pluto^t adaptees aux contraintes lineaires sur
les rationnels car elles font appel a une interpretation geometrique qu'il est
dicile de retrouver dans le cadre general qui nous interesse ;
{ utiliser des techniques basees sur le backtrack intelligent permet de rendre in-
teressante l'utilisation d'un point de choix standard pour modeliser la disjonc-
tion car alors les contraintes sont utilisees de maniere active et l'intelligence
du backtrack permettra de remettre assez vite en cause un mauvais choix ;
{ il est interessant non seulement d'utiliser des explications sur un echec pou-
vant identier un point de choix pertinent a remettre en cause, mais aussi de
conserver ces explications pour eviter de retomber dans une sous-conguration
deja exploree et que l'on sait conduire a une contradiction.
On reconna^t des idees a la base de notre proposition pour un systeme de relaxa-
tion de contraintes. C'est pourquoi, nous proposons d'utiliser la contrainte one-of
pour modeliser les disjonctions.
11.2 Notre proposition
L'utilisation de la meta-contrainte one-of dans le cadre de notre systeme de
relaxation de contrainte permet :
{ d'etendre le backtrack intelligent a un mecanisme qui n'est plus du backtrack
mais une technique basee sur la reutilisation : on identie un bon point de
choix a remettre en cause et on ne defait pas le travail independant fait depuis
l'integration de ce choix ;
{ de ne pas retomber dans une sous-conguration contradictoire deja rencontree.
Cette propriete est assuree par notre methode de recherche et de conservation
des explications de contradiction (me^me dans le cadre restrictif des conditions
de fonctionnement C1 et C2).
Cette proposition ameliore une approche basee sur le backtrack intelligent (
[
de
Backer, 1995
]
) de deux manieres completement distinctes :
{ d'une part, c'est le plus visible, les explications conduisant a la remise en cause
d'une possibilite pour l'alternative, sont utilisees pour ne pas defaire les calculs
realises entre temps et completement independants de ce choix malheureux ;
{ d'autre part, contrairement par exemple a l'approche proposee dans
[
de Ba-
cker, 1995
]
, lorsque tous les membres d'une alternative ont ete rejetes, on ne
passe pas au nud pere mais on utilise pluto^t les explications de retrait de
contraintes pour identier un point de remise en cause intelligent. Notons que,
Thierry Sola
[
1995
]
utilise aussi cette amelioration.
11.3

Etude sur un probleme purement disjonctif
Pour tester l'intere^t des contraintes one-of pour modeliser une disjonction, nous
avons choisi de nous interesser a une famille de problemes d'ordonnancement pure-
ment disjonctif : l'Open-Shop.
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11.3.1 Le probleme d'Open-Shop
Le probleme d'Open-Shop fait partie des problemes d'ateliers
3
. On considere
un ensemble M de m machines fM
1
;M
2
; : : : ;M
m
g et un ensemble N de n jobs
fJ
1
; J
2
; : : : ; J
n
g a executer sur ces machines. Chaque job J
j
est compose dem ta^ches
O
1j
; O
2j
; :::; O
mj
. Chaque ta^che O
ij
a une duree entiere p
ij
et doit e^tre executee sur
la machine i. Les contraintes du probleme sont les suivantes :
{ une machine ne peut executer qu'une seule ta^che a la fois ;
{ plusieurs ta^ches d'un me^me job ne peuvent e^tre executees en me^me temps.
Il s'agit de trouver un ordonnancement (donner une date de demarrage a chaque
ta^che) se terminant le plus to^t possible.
Contrairement au Job-Shop ou au Flow-Shop, le sequencement
4
des ta^ches pour
chaque job n'est pas impose. Ce probleme ne contient donc pas de contrainte de
precedence.
Le probleme d'Open-Shop est uniquement specie par des contraintes de res-
source. Ces contraintes peuvent e^tre denies simplement par des disjonctions entre
toutes paires de ta^ches (I; J) sur un me^me job ou sur une me^me machine : one-of(I
avant J , J avant I).
Il s'agit donc d'un cadre ideal pour tester notre proposition pour le traitement
des disjonctions. En eet, comme il n'y a aucune autre contrainte, les techniques
basees sur la mise en attente des disjonctions sont peu ecaces. Il serait possible
d'utiliser une contrainte globale comme la contrainte cumulative de chip, mais nous
cherchons a montrer l'intere^t de la contrainte one-of d'une maniere generale.
Tout d'abord, nous pouvons remarquer que le probleme d'Open-Shop est tota-
lement symetrique : les ro^les des machines ou des jobs sont interchangeables. En
pratique, on considerera la vision permettant d'avoir le plus petit nombre de ma-
chines. Dans la suite, nous considerons des probleme d'Open-Shop pour lesquels
n > m.
Gonzales et Sahni
[
1976
]
ont montre que l'optimisation d'un ordonnancement
de type Open-Shop est un probleme NP -dicile au sens fort
5
des que m > 2. De
plus, les problemes carres (n = m) sont consideres comme plus diciles que les
problemes rectangulaires (n > m)
[
Gueret et Prins, 1998
]
.
Ce probleme est plus dicile que le probleme de Job-Shop ou de Flow-Shop car
il n'ore que peu de prise : il n'y a pas de contraintes de precedence auxquelles se
raccrocher. De plus, jusqu'a tres recemment, il n'existait qu'une borne inferieure : la
borne inferieure classique (la charge
6
maximumpour les jobs et pour les machines).
De bonnes heuristiques ont ete recemment proposees pour l'Open-Shop
[
Gueret et
Prins, 1998
]
. Il ressort des experimentations qui y sont presentees que :
{ plus le probleme est grand (des m = 9), plus les heuristiques donnent de tres
bons resultats car il y a tres peu de problemes diciles
7
;
{ les problemes a grand gap (dierence entre l'optimum et la borne inferieure
classique) sont les plus diciles. De plus, les problemes a grand gap sont
3. Comme le Flow-Shop et le Job-Shop.
4. Pour le Job-Shop on donne un ordre de passage sur les machines pour chaque job. Pour le
Flow-Shop cet ordre est le me^me pour tous les jobs.
5. Un probleme d'optimisation est NP -dicile si le probleme d'existence qui lui est associe
(existe-t-il un ordonnancement de duree inferieure ou egal a K) est NP -complet. Un probleme
d'optimisation est NP -dicile au sens fort si le probleme reste NP -dicile pour un codage unaire
des donnees.
6. La charge est la sommedes durees des operations concernees { operations du job ou operations
de la machine.
7. Un probleme est dicile lorsque le nombre de solutions optimales est faible et lorsque les
solutions non optimales les plus proches en valeur sont tres eloignees (toujours en valeur).
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souvent ceux dont les charges sur les machines et sur les jobs sont toutes
egales. Ceci conrmait la conjecture de
[
Brucker et al., 1994
]
.
Nous avons donc choisi de realiser notre etude sur des petits problemes carres
(n = m = 3 et n = m = 4) a grand gap dont les machines et les jobs ont une
me^me charge : 1000. Nous cherchons simplement a resoudre un probleme d'exis-
tence : existe-t-il un ordonnancement terminant avant une valeur donnee, en l'occur-
rence l'optimum? Ces problemes (me^me d'existence) sont consideres comme parmi
les plus diciles.
11.3.2 Premiers resultats
Nous modelisons donc les problemes a traiter a l'aide d'une contrainte one-of
pour chaque couple de ta^ches en disjonction. Il y en a en tout n
2
(n   1) pour un
probleme carre de taille n n.
Les contraintes en jeu ne travaillant que sur les bornes des domaines (a la maniere
des intervalles), une solution realisable est obtenue sans enumeration en aectant
le minimum de son domaine a chaque variable (cela correspond en fait a la notion
de date au plus to^t).
Methodes comparees
Nous avons cherche a comparer decorum avec un backtrack intelligent et un
backtrack standard. En eet, dans un probleme d'Open-Shop toutes les variables
sont liees entre elles. Il est donc interessant, d'une part, de voir si un backtrack
intelligent apporte quelque chose et, d'autre part, voir si la lutte contre le thrashing
menee par decorum apporte quelque chose de plus.
Nous avons donc trois methodes : une basee sur decorum (decorum), une basee
sur le backtrack intelligent (bckint) et enn une basee sur le backtrack standard
(bckstd).
Il est bien evident que les problemes d'Open-Shop ne sont pas traites aussi
simplement. Nous avons donc choisi d'integrer quelques ameliorations qui, malgre
tout, restent limitees.
Pour cela, on utilise les resultats suivants (r
i
est la date au plus to^t de la ta^che
i, p
i
son temps d'operation et q
i
sa duree de latence
8
).
Ainsi, pour une ta^che i, la quantite r
i
+ p
i
+ q
i
represente une borne inferieure
de la duree d'un ordonnancement contenant la ta^che i. Pour deux ta^ches i et j, la
quantite r
i
+ p
i
+ p
j
+ q
j
est une borne inferieure d'un ordonnancement pour lequel
la ta^che i est placee avant la ta^che j.
Si les deux membres de l'alternative (i avant j et j avant i) sont disponibles
alors :
{ si r
i
+ p
i
6 r
j
alors necessairement i est avant j. On peut me^me signaler (en
ajoutant une explication de retrait de contrainte) que j avant i n'aura pas a
e^tre testee (l'explication est donnee par l'explication des retraits des valeurs
de i 6 r
i
et celles de j 6 r
j
) ;
{ si r
j
+ p
j
6 r
i
alors necessairement j est avant i, c'est la proposition duale de
la precedente ;
8. Lorsqu'on considere le graphe conjonctif (prenant en compte les precedences entre ta^ches) du
probleme (au demarrage il n'y a que les precedences relatives a la n de l'ordonnancement) pour
lequel la source (ta^che ctive origine de toutes les autres) est notee  et la n de l'ordonnancement
est notee ?, si on note l(i; j) un plus long chemin entre i et j dans le graphe conjonctif alors :
r
i
= l(; i) et q
i
= l(i; ?)   p
i
. Notons que l(i; ?) peut e^tre calcule a partir de f
i
la date de
demarrage au plus tard de i en utilisant la formule l(i; ?) = f
fin
  f
i
. Enn, les dates au plus to^t
et au plus tard sont directement accessibles sous la forme des bornes des domaines des variables
concernees.
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{ si r
i
+p
i
+p
j
+ q
j
> UB
9
alors necessairement j est avant i. C'est un resultat
de Carlier et Pinson
[
1989
]
applicable a l'Open-Shop. On peut la aussi specier
que i avant j n'aura pas a e^tre testee en ajoutant l'explication de retrait de
contrainte determinee a partir des valeurs de i 6 r
i
et j 6 r
j
;
{ si r
j
+p
j
+p
i
+q
i
> UB alors necessairement i est avant j. C'est la proposition
duale de la precedente.
La prise en compte ou non de ces ameliorations nous donnent donc en tout 6
methodes : decorum et decorum*, bckint et bckint* et bckstd et bckstd*. Une
methode decoree d'une * representant la methode avec les ameliorations.
Il faut signaler que nous utilisons cette facon de resoudre le probleme uniquement
pour presenter l'intere^t de la recherche en meilleur d'abord et de son utilisation pour
les contraintes one-of. Il est bien evidemment qu'on aurait tout intere^t a utiliser
le fait que des ensembles de ta^ches sont en disjonction et non pas uniquement deux
par deux, en utilisant, par exemple, des resultats sur le Job-Shop
[
Carlier et Pinson,
1994
]
.
Resultats experimentaux
Nous avons releve le nombre de contraintes introduites puis rejetees
10
(membres
d'une disjonction) pour chaque methode jusqu'a obtention de la solution pour des
Open-Shop carres de taille 3  3.
11
Notons que le nombre maximum de backtracks
est, pour ces problemes, theoriquement de 2
18
.
Les tableaux 11.1 et 11.2 synthetisent les resultats obtenus.
3 3 1 2 3 4 5 6
1 { 90 100 55 83 100
2 10 { 99 38 60 98
3 0 1 { 0 2 61
4 45 62 100 { 100 100
5 17 40 98 0 { 100
6 0 2 39 0 0 {
Tab. 11.1 { Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne. Les methodes decorum* (1), bckint*
(2), bckstd* (3), decorum (4), bckint (5) et bckstd (6) sont considerees.
Ces tableaux nous permet de constater que l'eort consenti pour resoudre ces
problemes en utilisant notre proposition (que ce soit avec la methode decorum ou
decorum*) est bien moindre que pour une methode basee sur le backtrack intelligent.
Ceci est tout a fait comprehensible puisque l'information qui a permis d'identier
le point de backtrack est, dans notre proposition, utilisee au maximum, permettant
ainsi de ne modier que ce qui est necessaire.

A partir des resultats presentes dans le tableau 11.2, des tests de comparai-
sons de moyennes
12
montrent que les resultats obtenus avec les ameliorations sont
signicativement
13
meilleurs que les resultats sans ameliorations excepte pour les
9. UB est une borne superieure de l'ordonnancement (on peut prendre la borne superieure de
la variable correspondant a la n de l'ordonnancement).
10. Nous appelons ce nombre, le nombre de backtracks. C'est le nombre de disjonctions arbitrees
dans le mauvais sens.
11. Rappelons que me^me et surtout les petits problemes sont diciles.
12. Attention, on est dans le cas de series appariees, il faut donc comparer la moyenne des
dierences a zero et non pas les deux moyennes directement.
13. Les tests sont realises a 5% ce qui signie que l'on a 5 chances sur 100 de se tromper lorsque
l'on conclut que les dierences sont signicatives.
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3 3 1 2 3 4 5 6
Moyenne 55:96 114:37 3134:86 64:7 136:69 9280:4
Variance 1369:18 5142:19 9:27668e + 07 1792:03 8020:15 2:76654e+ 08
Minimum 14 34 74 15 33 153
Maximum 188 486 88794 230 421 66322
Tab. 11.2 { Statistiques elementaires sur 100 Open-Shop carres pour les methodes
decorum* (1), bckint* (2), bckstd* (3), decorum (4), bckint (5) et bckstd (6).
methodes basees sur decorum pour lesquelles les resultats ne sont pas signicati-
vement dierents. De plus, toutes les dierences sont statistiquement signicatives
pour tout couple de methodes. Quelles interpretation pouvons-nous deduire des
resultats presentes?
{ Notre proposition (avec ou sans ameliorations: methodes decorum* et deco-
rum) ameliore signicativement les resultats des autres methodes. On gagne
ainsi un facteur 2 par rapport au backtrack intelligent et un facteur 100 par
rapport au backtrack standard.
On fait souvent le reproche aux techniques basees sur le backtrack intelligent de
demander trop de temps pour simplement remonter plus haut dans l'arbre de
recherche alors que souvent, un backtrack simple irait plus vite. Dans le cadre
de notre approche un tel reproche semble plus dicile a faire : en eet, non
seulement les enregistrements d'informations realises permettent d'identier
un bon point de retour mais aussi ils permettent de ne pas tout reprendre :
ils evitent le phenomene de thrashing
14
.
{ L'utilisation des ameliorations, interessante pour les methodes basees sur le
backtrack, n'apporte rien dans le cadre de notre proposition.
Ceci est du^ au fait que faire un mauvais choix lors d'une alternative n'est pas
trop penalisant pour nos methodes puisque celles-ci permettent de corriger un
tel choix sans tout remettre en cause.
{ Notre proposition presente une variabilite des resultats beaucoup plus faible
que les autres approches. Ceci peut s'expliquer par le fait que notre proposition
est beaucoup plus independante de la position de la solution dans l'arbre
de recherche que les autres methodes : en fait, quelle que soit la position de
la solution dans l'arbre, une methode basee sur le backtrack doit explorer
(explicitement ou implicitement) toute la partie de l'arbre situee a gauche de
la solution. Dans notre approche (par sauts) ce n'est plus vrai et c'est aussi
un point interessant car les resultats restent stables quel que soit le probleme
traite.
Nous avons cherche a savoir si ces resultats etaient du^s aux problemes etudies.
C'est pourquoi nous avons realise des tests sur des problemes plus grands : des
Open-Shop 4 4 choisis de la me^me maniere que les 3 3.
Les tableaux 11.3 et 11.4 recapitulent les resultats obtenus.
On constate au vu de ces resultats, que :
{ notre proposition est bien meilleure que le backtrack intelligent ;
14. Nous ne proposons pas de comparaison en terme de temps de calcul car les simulations
eectuees pour les backtrack standard et intelligent utilisent decorum ce qui penalise les retours
arriere.

A titre d'information, en utilisant les simulations, le temps moyen de resolution d'un 33
est de 300 ms avec decorum*, 800 ms avec bckint* et 2 min avec bckstd* sur une station Sun
Sparc Ultra 1 disposant de 64 Mo de memoire.
148 Chapitre 11. Traitement de la disjonction et contrainte one-of
4 4 1 2 3 4
Moyenne 8673:95 49095:6 8515:94 37852:9
Variance 6:09692e+ 07 1:50614e+ 09 8:55807e+ 07 1:07438e+ 09
Minimum 166 841 185 1673
Maximum 44027 198949 50807 163048
Tab. 11.3 { Statistiques elementaires pour les methodes decorum* (1), bckint* (2),
decorum (3) et bckint (4) sur 100 Open-Shop 4 4 diciles.
4 4 1 2 3 4
1 { 100 38 87
2 0 { 15 28
3 62 85 { 100
4 13 72 0 {
Tab. 11.4 { Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne.
{ l'utilisation des ameliorations apporte peu pour notre methode. Par contre,
etonnamment, elles ont un eet negatif sur la methode basee sur le backtrack
intelligent ;
{ le gain par rapport au backtrack intelligent n'est plus d'un facteur 2 mais d'un
facteur 5 a 6.
15
Les resultats obtenus sur les 3 3 sont donc conrmes.
11.3.3 Resolution de problemes plus faciles
Nous nous sommes interesses a la stabilite des resultats lorsqu'on fait varier la
diculte du probleme. Pour cela, nous avons cherche une solution non plus inferieure
ou egale a l'optimummais pluto^t inferieure ou egale a l'optimummultiplie par une
constante (strictement superieure a 1).
Ainsi, nous avons calcule le nombre de backtracks pour chacune des methodes
en utilisant les coecients de facilitation
16
1:1, 1:2, 1:3 et 1:7. Le tableau 11.5
recapitule les statistiques elementaires sur le nombre de backtracks pour chacune
des 6 methodes et pour chacun des coecients utilises pour resoudre les 100 Open-
Shop 33 qui nous servent de reference. De me^me, les tableaux 11.6 recapitulent le
nombre de problemes dont la resolution est amelioree comme dans le tableau 11.1.
On peut faire les observations
17
suivantes :
{ me^me si le probleme etudie devient facile, la methode decorum* reste la plus
performante que ce soit en terme de nombre de backtracks ou en terme de
variabilite des resultats ;
15. En ce qui concerne le temps de calcul, avec les reserves que nous avons deja presentees et
uniquement a titre d'information, une resolution avec decorum* demande 1 min 20 tandis qu'un
resolution avec bckint* demande 14 min sur une station Sun Sparc Ultra 1 disposant de 64 Mo
de memoire.
16. Il est interessant de signaler ici qu'il a ete demontre
[
Williamson et al., 1992
]
qu'il n'existait
aucune heuristique polyno^miale permettant d'assurer le calcul d'une solution a moins de 5=4 de
l'optimum. De plus, aucune heuristique fournissant a tout coup une solution a moins de 2 fois
l'optimum n'a encore ete trouvee.
17. Dans la suite, lorsqu'il est dit que deux methodes donnent des resultats dierents (ou le
contraire), cette armation n'est pas simplement faite sur la base des resultats presentes mais elle
est conrmee par un test statistique montrant la signicativite de la dierence.
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Coe. 1:1 1 2 3 4 5 6
Moyenne 34:72 64:77 1561:08 49:24 93:76 3079:12
Variance 615:262 1723:62 1:84921e+ 07 1422:06 4543:04 3:75931e+ 07
Minimum 5 6 8 8 15 27
Maximum 107 194 32260 232 338 45747
Coe. 1:2 1 2 3 4 5 6
Moyenne 29:34 45:73 682:68 45:99 75:18 1569:23
Variance 435:364 1434:42 1:46616e+ 06 844:53 2478:27 4:49006e+ 06
Minimum 0 0 0 7 7 7
Maximum 101 169 8211 128 227 16409
Coe. 1:3 1 2 3 4 5 6
Moyenne 22:53 26:96 357:92 41:36 59:17 1351:52
Variance 323:369 988:658 621326 1093:07 3457:2 6:4496e+ 06
Minimum 0 0 0 3 3 3
Maximum 116 203 6035 137 273 12882
Coe. 1.7 1 2 3 4 5 6
Moyenne 10:52 18:89 82:11 10:95 15:53 66:93
Variance 339:73 1153:96 45703:4 171:147 371:529 16455:6
Minimum 0 0 0 0 0 0
Maximum 168 305 1737 56 81 601
Tab. 11.5 { Statistiques elementaires pour les 6 methodes sur les 100 Open-Shop
carres 3 3 facilites par les coecients 1:1, 1:2, 1:3 et 1:7 (de haut en bas).
1:1 1 2 3 4 5 6
1 { 82 98 66 86 100
2 18 { 100 39 65 98
3 2 0 { 8 16 70
4 34 61 92 { 100 100
5 14 35 84 0 { 100
6 0 2 30 0 0 {
1:2 1 2 3 4 5 6
1 { 68 92 72 85 96
2 32 { 100 59 68 95
3 8 0 { 19 26 65
4 28 41 81 { 99 100
5 15 32 74 1 { 100
6 4 5 35 0 0 {
1:3 1 2 3 4 5 6
1 { 54 92 73 78 92
2 46 { 100 66 73 91
3 8 0 { 29 36 63
4 27 34 71 { 95 100
5 22 27 64 5 { 100
6 8 9 37 0 0 {
1:7 1 2 3 4 5 6
1 { 97 97 46 53 60
2 3 { 100 34 40 51
3 3 0 { 29 34 46
4 54 66 71 { 100 100
5 47 60 66 0 { 100
6 40 49 54 0 0 {
Tab. 11.6 { Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne pour les problemes facilites par le
coecient 1:1, 1:2, 1:3 et 1:7 (de gauche a droite puis de haut en bas).
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{ on constate que le gain apporte par notre proposition s'amenuise pour les
problemes que nous qualions de tangents : ni trop faciles, ni trop diciles.
Par contre, pour les problemes tres faciles, le gain est encore signicatif. On
peut noter ici l'inuence tres forte de la position d'une solution dans l'arbre de
recherche sur la recherche elle-me^me, sauf lorsqu'on utilise notre proposition ;
{ les ameliorations proposees pour le choix d'un membre de l'alternative pour
une disjonction presentent un intere^t qui s'amenuise au fur et a mesure que
le probleme devient plus facile pour n'apporter aucune dierence signicative
quel que soit la methode pour le coecient 1:7.
11.4 Conclusions
Les resultats que nous avons presentes ici permettent de tirer les premieres
conclusions suivantes :
{ Notre approche semble une alternative interessante au methodes classiques
basees sur le backtrack standard ou sur le backtrack intelligent car elle diminue
de maniere signicative le nombre de backtracks necessaires pour trouver une
solution.
Ces resultats peuvent ainsi rehabiliter les systemes de maintien de deduction
qui ne servent qu'a l'identication d'un point de retour lorsqu'ils sont utilises
dans les methodes de backtrack intelligent alors qu'ils peuvent e^tre utilises
aussi pour eviter le thrashing.
{ Notre approche est beaucoup moins dependante de la position de la premiere
solution dans l'arbre de recherche que les autres approches qui balaient cet
arbre de la gauche vers la droite. Cette relative independance est montree
par les variances des resultats nettement plus faibles que pour les approches
basees sur le backtrack.
Ceci montre un des intere^ts majeurs de l'approche par saut qui tout en restant
complete permet de s'aranchir en partie de la structure utilisee a priori pour
representer l'arbre de recherche.
{ Notre approche comparee a des systemes commerciaux devient vite competi-
tive lorsque la combinatoire est grande et que les problemes consideres sont
composes de sous-problemes peu interconnectes. Nous avons mis en evidence
ce resultat en appliquant la methode utilisee sur l'algorithmemac dans le cha-
pitre precedent : la resolution en parallele de plusieurs instances d'un me^me
probleme. Ici, nous avons utilise le probleme du pont
[
Van Hentenryck, 1989
]
dont nous avons modelise les disjonctions a l'aide d'un point de choix avec les
systemes CHIP et Ilog Solver (une contrainte one-of dans decorum). Les
resultats obtenus montrent que des trois problemes imbriques decorum est
meilleur que Solver et CHIP me^me lorsque les problemes ne sont pas comple-
tement deconnectes.
L'utilisation de la contrainte one-of avec le systeme decorum presente donc
de nombreuses pistes de travail futur sur l'amelioration de recherche arborescente
et sur l'exploitation de l'independance face a la position de la solution dans l'arbre
de recherche.
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Quatrieme partie
Conclusion
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Chapitre 12
Conclusion et perspectives
Dans ce memoire, nous sommes interesses a la denition d'un systeme de relaxa-
tion de contraintes permettant de maintenir une propriete donnee dans un environ-
nement dynamique. Nous avons mene ces travaux depuis une presentation abstraite
d'un tel systeme jusqu'a son implementation.
Plus precisement, nous avons presente un schema algorithmique general abstrait
de la recherche d'une solution a un probleme sur-contraint basee sur l'exploration
en meilleur d'abord d'un espace de congurations.
Nous avons presente trois instances de ce schema algorithmique : une instance
directe pour traiter les systemes de contraintes lineaires sur les rationnels, une ins-
tance traitant les systemes de contraintes sur les domaines nis (csp) et une instance
traitant les systemes de contraintes resolus par propagation d'intervalles.
Pour les deux dernieres qui fonctionnent a l'aide d'un algorithme de point xe par
reduction de domaine, nous avons propose l'utilisation d'un systeme de maintien de
deduction dont la ma^trise raisonnee nous a permis de donner une implementationde
ces instances ayant une bonne complexite : le systeme decorum. Il s'agit en quelque
sorte d'une reponse a une des conclusions du projet ESPRIT CHIC rappelee a la
n du chapitre 3.
Nous avons aussi realise un certain nombre d'experimentations sur des pro-
blemes aleatoires permettant de valider notre approche. Nous avons ainsi montre
que l'utilisation de decorum pour resoudre des problemes quelconques (en particu-
lier sur-contraints) permettait de retrouver les resultats classiques sur la transition
de phase. D'autre part, nous avons montre la stabilite de notre approche en fai-
sant varier la propriete maintenue (entre le maintien de solution et le maintien
d'arc-consistance). Des experimentations conduites sur des instances aleatoires de
grandes tailles ont permis de conrmer l'utilisabilite pratique de decorum. Enn,
nous avons montre que decorum, par son utilisation d'informations retirees du
probleme traite, permettait d'obtenir de meilleurs resultats que l'algorithme mac
sur certains types de problemes.
Enn, nous avons propose la contrainte one-of permettant de modeliser une
disjonction. Cette contrainte tire prot du mecanisme d'exploration de decorum et
permet, d'une part, d'utiliser activement les contraintes provenant d'une disjonction
avant leur arbitrage denitif, et d'autre part, d'integer simplement a decorum le
mecanisme de l'enumeration dans un csp. Nous avons valide l'intere^t de la contrainte
one-of sur des problemes d'ordonnancement : les Open-Shop.
Nous pensons que ces travaux ouvrent la voie vers de nombreuses applications
et extensions possibles. Nous proposons ici quelques pistes prometteuses suivant
quatres axes :
{ les diverses extensions de notre approche ;
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{ les applications potentielles du systeme decorum ;
{ les applications potentielles de la contrainte one-of ;
{ l'interaction avec l'utilisateur.
12.1 Extensions de notre approche

A court terme, il nous para^t interessant d'envisager l'implementation de notre
approche dans :
{ le cadre relax(Q, Lin, P
sol
) qui traite des contraintes lineaires sur les ration-
nels. Nous avons presente chapitre 5 les resultats fondamentaux necessaires a
une telle instanciation ;
{ le cadre relax(Interval,C,P
bc
) qui traite des contraintes numeriques sur les
intervalles de ottants. Ici, le travail est plus avance puisque cette instance,
comme nous l'avons montre chapitres 6 et 8, prote pleinement du systeme de
maintien de deduction utilise dans le cadre relax(FD,C,P
ac
) presente chapitre 7
et base du systeme decorum.
Ces implementations ouvriraient alors la voie, a plus long terme, vers une co-
operation non seulement entre les dierents solveurs comme le font par exemple
Beringer et de Backer
[
1995
]
mais aussi entre les dierents mecanismes d'explica-
tions. On pourrait alors fournir un veritable systeme generique de relaxation de
contraintes.
D'autre part, pour resoudre des problemes reels, il nous semble indispensable
d'integrer au solveur de contraintes utilise une plus grande declarativite au sein
des contraintes. Ainsi, le concept de contrainte globale
[
Beldiceanu et Contejean,
1994
]
nous semble parfaitement illustrer cette possibilite. En eet, une contrainte
globale permet d'exprimer et surtout d'utiliser une connaissance de haut niveau
sur les variables d'un probleme : comme, par exemple, la contrainte cumulative
qui permet d'exprimer des notions complexes d'ordonnancement avec ressources
[
Aggoun et Beldiceanu, 1993
]
.
L'integration de nouvelles contraintes dans decorum se fait en deux etapes : la
denition d'un mecanisme de ltrage adapte a cette contrainte puis la fourniture
d'explications precises (a defaut d'e^tre minimales) pour ce ltrage an de l'integrer
a notre systeme de maintien de deduction.
La tendance actuelle dans le domaine des contraintes globales est a l'utilisation
de resultats obtenus en Recherche Operationnelle pour des problemes speciques.
Ainsi, l'utilisation des resultats de Carlier et Pinson
[
1994
]
sur le Job-Shop a conduit
a la proposition de mecanismes puissants de traitement des contraintes disjonctives
[
Caseau et Laburthe, 1996
]
. Le but est alors d'utiliser ces resultats pour fournir des
explications interessantes pour notre systeme.
Nous avons commence a integrer a decorum diverses contraintes dites globales :
la contrainte all-different telle que proposee par
[
Regin, 1994
]
et sa generalisa-
tion global cardinality constraint
[
Regin, 1996
]
. De plus, nous avons aussi
integre les travaux de Carlier et Pinson
[
Carlier et Pinson, 1994
]
pour denir une
contrainte de disjonction sur plusieurs variables.
12.2 Applications de decorum
decorum est un systeme generique de resolution de problemes dynamiques.
Ses domaines privilegies d'application nous semblent e^tre la planication et l'or-
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donancement dynamiques ou de maniere plus generale tout probleme d'allocation
dynamique de ressources.
Une premiere application
[
Fraszko, 1997
]
a ete realisee pour un probleme de
planication dynamique dans le domaine du militaire.
Le domaine des reseaux et des telecommunications est lui aussi riche en pro-
blemes d'allocation dynamique de ressources. Une these en collaboration avec le
cnet Lannion debutera en octobre 1997. Ce travail etudiera les extensions de de-
corum pour la resolution de problemes de reservation et d'allocation de ressources
dans les reseaux.
Enn un troisieme axe d'application de decorum qu'il nous para^trait interes-
sant d'explorer est la classe des problemes d'ordonnancement dynamiques que l'on
trouve en particulier dans le domaine du temps-reel.
12.3 Applications de la contrainte one-of
Les idees developpees dans ce memoire ne sont pas speciques a la seule re-
laxation de contraintes. En eet, comme nous l'avons vu, notre approche permet
de generaliser l'algorithme Dynamic Backtracking
[
Ginsberg, 1993
]
qui est une me-
thode d'enumeration ameliorant le backtrack standard et le backtrack intelligent.
L'idee fondamentale est, en cas de contradiction, non seulement de remettre en
cause un point de choix plus pertinent que le plus recent, mais aussi de ne pas
defaire, a cause de cette remise en cause, toute la partie du calcul realise qui est
independante du choix reconsidere.
Cette idee tres generale dont nous avons montre la realisabilite dans le cha-
pitre 11 sur le traitement de la disjonction, peut e^tre utilisee, par exemple, pour :
{ Ameliorer les recherches arborescentes usuelles (par exemple, en Recherche
Operationnelle) pour ne plus utiliser simplement un backtrack standard. Il
s'agit en quelque sorte de la demarche inverse de la proposition de la section
precedente : il s'agit ici d'adapter notre approche a une utilisation dans un
cadre classique.
Ainsi, Christelle Gueret, en integrant une partie de notre approche dans ses
travaux sur l'Open-Shop a resolu pour la premiere fois un probleme ouvert
dans ce domaine
[
Gueret et Jussien, 1997
]
.
{ Ameliorer le traitement de la disjonction. Nous l'avons aborde dans le cha-
pitre 10. Nous avons, en particulier, montre l'intere^t de l'utilisation du concept
de contrainte one-of pour gerer la disjonction. Cette voie est a explorer, en
particulier pour etudier le comportement de la contrainte one-of sur d'autres
types de problemes ...
12.4 Interactivite
Nous pensons aussi qu'il existe de nombreuses voies d'amelioration et d'utilisa-
tion de nos idees dans le cadre d'une resolution de problemes vraiment interactive.
On peut ainsi citer :
{ L'utilisation de notre systeme de maintien de deduction dans pour faire du de-
bugging d'application par contraintes. Ainsi, lorsqu'un systeme de contraintes
ne presente pas de solution, notre systeme est capable de presenter un sous-
ensemble de ces contraintes qui explique l'absence d'une solution. On peut
alors restreindre la recherche d'une eventuelle erreur de modelisation a ce
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sous-ensemble. Dans cette optique, nous avons presente le systeme deco-
rum lors d'un seminaire de l'Association Francaise de Programmation en Lo-
gique (afpl) en Janvier 1997 sur les environnements de programmation par
contraintes.
{ La denition de mecanisme de traduction des explications pour qu'elles soient
comprehensibles par l'utilisateur nal. En eet, bien souvent, une contrainte
exprimee au niveau de l'utilisateur par une expression simple, est represen-
tee dans le systeme de contraintes par un ensemble (agregat potentiellement
consequent) de contraintes de bases. Dans ce cas, les explications fournies sont
exprimees en fonction de ces contraintes de bases et ne sont pas tres explicites
pour l'utilisateur.
157
References bibliographiques
[
Aggoun et Beldiceanu, 1993
]
cite pp. 142, 154
Abderrahmane Aggoun et Nicolas Beldiceanu. Extending CHIP in order to
solve complex scheduling and placement problems. Mathl. Comput. Modelling,
17(7):57{73, 1993.
[
Beldiceanu et Contejean, 1994
]
cite page 154
Nicolas Beldiceanu et E. Contejean. Introducing global constraints in CHIP.
Mathl. Comput. Modelling, 20(12):97{123, 1994.
[
Benhamou et al., 1994
]
cite page 18
Frederic Benhamou, David McAllester, et Pascal Van Hentenryck. Clp(intervals)
revisited. Rapport Technique CS-94-18, Department of Computer Science, Brown
University, Avril 1994.
[
Benhamou et Older, 1992
]
cite pp. 64, 65
Frederic Benhamou et William Older. Applying interval arithmetic to integer
and boolean constraints. Rapport technique, Bell Northern Research, Septembre
1992.
[
Benhamou, 1995
]
cite page 83
Frederic Benhamou. Interval Constraint Logic Programming. In Andreas Po-
delski, editeur, Constraint Programming: Basics and Trends, LNCS 910. Springer,
1995. (Cha^tillon-sur-Seine Spring School, France, May 1994).
[
Beringer et de Backer, 1990
]
cite pp. 28, 61
Henri Beringer et Bruno de Backer. Piecewise linear constraints under assump-
tions a new approach to model based diagnosis. In ITESM : Third international
symposium on articial intelligence, Monterrey, Mexico, 1990.
[
Beringer et de Backer, 1995
]
cite page 154
Henri Beringer et Bruno de Backer. Combinatorial problem solving in constraint
logic programming with cooperative solvers. In North Holland, editeur, Logic
Programming: Formal Methods and Practical Applications, volume 11 of Studies
in Computer Science and Articial Intelligence, 1995.
[
Bessiere et Cordier, 1993
]
cite page 27
Christian Bessiere et Marie-Odile Cordier. Arc-consistency and arc-consistency
again. In AAAI-93: Proceedings 11th National Conference on Articial Intelli-
gence, Washington, DC, Juillet 1993. American Association for Articial Intelli-
gence.
[
Bessiere et Regin, 1996
]
cite page 126
Christian Bessiere et Jean-Charles Regin. MAC and combined heuristics: Two
reasons to forsake FC (and CBJ?) on hard problem. In CP'96, Cambridge, MA,
1996.
158 References bibliographiques
[
Bessiere, 1991
]
cite pp. 8, 27, 77
Christian Bessiere. Arc consistency in dynamic constraint satisfaction problems.
In Proceedings AAAI'91, 1991.
[
Bessiere, 1994
]
cite page 27
Christian Bessiere. Arc-consistency and arc-consistency again. Articial Intelli-
gence, 65:179{190, 1994.
[
Bistarelli et al., 1995
]
cite page 32
Stefano Bistarelli, Ugo Montanari, et Francesca Rossi. Constraint solving over
semirings. In Chris Mellish, editeur, IJCAI'95: Proceedings International Joint
Conference on Articial Intelligence, Montreal, Aou^t 1995.
[
Bistarelli et al., 1996
]
cite page 32
Stefano Bistarelli, Helene Fargier, Ugo Montanari, Francesca Rossi, Thomas
Schiex, et Gerard Verfaillie. Semiring-based csps and valued csps: basic pro-
perties and comparison. In Michael Jampel, Eugene Freuder, et Michael Maher,
editeurs, Over-Constrained Systems, numero 1106 in Lecture Notes in Computer
Science, pages 111{150. Springer Verlag, 1996.
[
Boizumault et al., 1994
]
cite page 8
Patrice Boizumault, Christelle Gueret, et Narendra Jussien. Ecient labeling
and constraint relaxation for solving time tabling problems. In Pierre Lim et
Jean Jourdan, editeurs, Proceedings of the 1994 ILPS post-conference workshop
on Constraint Languages/Systems and their use in Problem Modeling : Volume
1 (Applications and Modelling), Technical Report ECRC-94-38, ECRC, Munich,
Germany, Novembre 1994.
[
Boizumault et al., 1995
]
cite page 142
Patrice Boizumault, Yann Delon, Christelle Gueret, et Laurent Peridy. Resolution
de problemes en programmation logique avec contraintes. Revue d'Intelligence
Articielle, 9(3):383{406, 1995.
[
Boizumault et al., 1996
]
cite page 142
Patrice Boizumault, Yann Delon, et Laurent Peridy. Constraint logic program-
ming for examination timetabling. Special Issue of the Journal of Logic Program-
ming: Applications of Logic Programming, 26(2):217{233, 1996.
[
Borning et al., 1989
]
cite page 30
Alan Borning, Michael Maher, Amy Martindale, et Molly Wilson. Constraint
hierarchies and logic programming. In Giorgio Levi et Maurizio Martelli, editeurs,
ICLP'89: Proceedings 6th International Conference on Logic Programming, pages
149{164, Lisbon, Portugal, Juin 1989. MIT Press.
[
Borning et al., 1996
]
cite pp. 34, 112
Alan Borning, Richard Anderson, et Bjorn Freeman-Benson. Indigo: A local
propagation algorithm for inequality constraints. In ACM Symposium on User
Interface Software and Technology, pages 129{136, 1996.
[
Bouquet et Jegou, 1996
]
cite page 32
Fabrice Bouquet et Philippe Jegou. Solving over-constrained CSP using weighted
OBDD. In Michael Jampel, Eugene Freuder, et Michael Maher, editeurs, Over-
Constrained Systems, numero 1106 in Lecture Notes in Computer Science, pages
151{170. Springer Verlag, 1996.
[
Bouzoubaa et al., 1995
]
cite page 34
Mouhssine Bouzoubaa, Bertrand Neveu, et Gier Hasle. Houria: A solver for equa-
tional constraints in a hierarchical system. In Michael Jampel, Eugene Freuder,
159
et Michael Maher, editeurs, OCS'95: Workshop on Over-Constrained Systems at
CP'95, Cassis, Marseilles, 18 Septembre 1995.
[
Brucker et al., 1994
]
cite page 144
P. Brucker, J. Hurink, B. Jurisch, et B. Westmann. A branch and bound algorithm
for the open-shop problem. Rapport technique, Osnabrueck University, 12 1994.
[
Caprara et al., 1996
]
cite page 53
Alberto Caprara, Matteo Fischetti, et Paolo Toth. A heuristic algorithm for the
set covering problem. In Integer Programming and Combinatorial Optimization,
Vancouver, June 1996.
[
Carlier et Pinson, 1989
]
cite page 145
Jacques Carlier et

Eric Pinson. An algorithm for solving the job shop problem.
Management Science, 35(2):164{176, 1989.
[
Carlier et Pinson, 1990
]
cite page 120
Jacques Carlier et

Eric Pinson. A practical use of jackson's preemptive schedule
for solving the job shop problem. Annals of Operations Research, 26:269{287,
1990.
[
Carlier et Pinson, 1994
]
cite pp. 120, 146, 154
Jacques Carlier et

Eric Pinson. Adjustment of heads and tails for the job-shop
problem. European Journal of Operational Research, 78:146{161, 1994.
[
Caseau et Laburthe, 1996
]
cite pp. 119, 154
Yves Caseau et Francois Laburthe. Cumulative scheduling with task intervals.
In Joint International Conference and Symposium on Logic Programming. MIT
Press, 1996.
[
Chamard et al., 1995
]
cite page 38
Andre Chamard, Annie Fischler, Beno^t Guinaudeau, et Andre Guillaud. CHIC
lessons on CLP methodology. Rapport Technique ESPRIT EP5291 / D2.1.2.3,
CHIC Project / Dassault Aviation / Bull, Janvier 1995. (Constraint Handling in
Industry and Commerce).
[
Chinneck et Dravnieks, 1991
]
cite page 28
John W. Chinneck et Erik W. Dravnieks. Locating minimal infeasible constraint
sets in linear programs. ORSA Journal on Computing, 3(2):157{168, Spring 1991.
[
Colmerauer, 1990
]
cite pp. 7, 18
Alain Colmerauer. An introduction to Prolog III. Communications of the ACM,
33(7):69{90, Juillet 1990.
[
Cousin, 1991
]
cite page 96
Xavier Cousin. Meilleures solutions en programmation logique. In Proceedings
Avignon'91, 1991.
[
David, 1994
]
cite pp. 17, 34
Philippe David. Prise en compte de la semantique dans les problemes de satis-
faction de contraintes : etude des contraintes fonctionnelles. These de doctorat,
Universite de Montpellier II { Sciences et Techniques du Languedoc, Fevrier 1994.
[
de Backer et Beringer, 1991a
]
cite page 31
Bruno de Backer et Henri Beringer. An ecient solver for HCLP(R). Rap-
port technique, IBM France Scientic Center, 1991. (ICLP'91, Pre-Conference
Workshop on CLP).
160 References bibliographiques
[
de Backer et Beringer, 1991b
]
cite pp. 28, 60
Bruno de Backer et Henri Beringer. Intelligent backtracking for CLP languages:
An application to CLP(R). In Vijay Saraswat et Kazunori Ueda, editeurs,
ILPS'91: Proceedings International Logic Programming Symposium, pages 405{
419, San Diego, CA, Octobre 1991. MIT Press.
[
de Backer, 1995
]
cite pp. 58, 60, 61, 142, 143
Bruno de Backer. Methodes de resolution de disjonctions de contraintes lineaires.
Application a la Programmation Logique avec Contraintes. These de doctorat,
Universite d'Orleans, France, 17 Mars 1995.
[
de Kleer, 1986a
]
cite pp. 26, 64
Johan de Kleer. An assumption-based tms. Articial Intelligence, 28:127{162,
1986.
[
de Kleer, 1986b
]
cite page 26
Johan de Kleer. Extending the ATMS. Articial Intelligence, 28:163{196, 1986.
[
de Kleer, 1986c
]
cite page 26
Johan de Kleer. Problem solving with the ATMS. Articial Intelligence, 28:197{
224, 1986.
[
Debruyne, 1995
]
cite pp. 8, 27, 28, 77
Romuald Debruyne. Les algorithmes d'arc-consistance dans les CSP dynamiques.
Revue d'Intelligence Articielle, 9(3), 1995.
[
Dechter et Dechter, 1988
]
cite pp. 7, 19
R. Dechter et A. Dechter. Belief maintenance in dynamic constraint networks.
In AAAI'88, pages 37{42, St Paul, MN, 1988.
[
Diaz, 1995
]
cite page 119
Daniel Diaz.

Etude de la compilation des langages logiques de programmation
par contraintes sur les domaines nis: le systeme clp(FD). These de doctorat,
Universite d'Orleans, France, Janvier 1995.
[
Dincbas et al., 1988
]
cite pp. 7, 142
Mehmet Dincbas, P. Van Hentenryck, H. Simonis, A. Aggoun, T. Graf, et F. Ber-
thier. The Constraint Logic Programming Language CHIP. In FGCS-88: Pro-
ceedings International Conference on Fifth Generation Computer Systems, pages
693{702, Tokyo, Decembre 1988. ICOT.
[
DMI, 1996
]
cite pp. 114, 119
DMI-ENS { Departement Mathematiques et Informatique {

Ecole Normale Supe-
rieure, Paris, France. Introduction to the CLAIRE programming language, 1996.
[
Doyle, 1979
]
cite pp. 26, 64
J. Doyle. A truth maintenance system. Articial Intelligence, 12:231{272, 1979.
[
Fages et al., 1994
]
cite page 32
Francois Fages, Julian Fowler, et Thierry Sola. Handling preferences in constraint
logic programmingwith relational optimization. In PLILP'94, Madrid, Septembre
1994.
[
Fages et al., 1995
]
cite pp. 7, 19, 28, 33, 48
Francois Fages, Julian Fowler, et Thierry Sola. A reactive constraint logic pro-
gramming scheme. In International Conference of Logic Programming, ICLP'95,
Tokyo, 1995.
161
[
Fages et al., 1998
]
cite page 28
Francois Fages, Julian Fowler, et Thierry Sola. Experiments in reactive constraint
logic programming. Journal of Logic Programming, Septembre 1998.
[
Fages, 1993
]
cite page 32
Francois Fages. On the semantics of optimization predicates in CLP languages.
In PPCP'93: First Workshop on Principles and Practice of Constraint Program-
ming, Newport, Rhode Island, Avril 1993.
[
Forbus et de Kleer, 1993
]
cite page 26
Kenneth D. Forbus et Johan de Kleer. Building Problem Solvers. MIT Press,
Cambridge, 1993.
[
Fowler, 1993
]
cite pp. 8, 32
Julian Fowler. Preferred constraints as optimization. In Proceedings Journees
Francaises de Programmation en Logique, 1993.
[
Fraszko, 1997
]
cite pp. 122, 155
David Fraszko. DECORUM. Memoire de DEA,

Ecole des Mines de Nantes, 1997.
[
Freeman-Benson et al., 1990
]
cite pp. 18, 34
Bjorn Freeman-Benson, John Maloney, et Alan Borning. An incremental
constraint solver. Communications of the ACM, 33(1):54{63, Janvier 1990.
[
Freuder, 1978
]
cite page 17
Eugene Freuder. Synthesizing constraint expressions. Communications of the
ACM, 21:958{966, Novembre 1978.
[
Freuder, 1989
]
cite pp. 8, 30, 31
Eugene Freuder. Partial constraint satisfaction. In IJCAI-89: Proceedings 11th
International Joint Conference on Articial Intelligence, pages 278{283, Detroit,
1989.
[
Gallesio, 1996
]
cite page 114

Erick Gallesio. Un langage objet pour la construction d'interfaces graphiques.
In Journee pleniere, Orleans, France, Novembre 1996. GDR Programmation du
CNRS.
[
Ginsberg, 1993
]
cite pp. 34, 35, 48, 64, 92, 155
Matthew L. Ginsberg. Dynamic backtracking. Journal of Articial Intelligence
Research, 1:25{46, 1993.
[
Gondran et Minoux, 1990
]
cite pp. 45, 53
Michel Gondran et Michel Minoux. Graphes et Algorithmes. Direction des

Etudes
et Recherche d'

Electricite de France,

Editions Eyrolles, 1990.
[
Gonzales et Sahni, 1976
]
cite page 144
Teolo Gonzales et Sartaj Sahni. Open shop scheduling to minimize nish time.
Journal of the Association for Computing Machinery, 23(4):665{679, 10 1976.
[
Gueret et al., 1996
]
cite page 8
Christelle Gueret, Narendra Jussien, Patrice Boizumault, et Christian Prins.
Building university timetables using Constraint Logic Programming. In Ed-
mund Burke et Peter Ross, editeurs, The Practice and Theory of Automated
Timetabling, volume 1153 of Lecture Notes in Computer Science, pages 130{145.
Springer-Verlag, 1996.
162 References bibliographiques
[
Gueret et Jussien, 1997
]
cite pp. 11, 155
Christelle Gueret et Narendra Jussien. Resolution de l'open-shop avec une re-
cherche arborescente amelioree. Rapport Technique 97-x-AUTO,

Ecole des Mines
de Nantes, 1997.
[
Gueret et Prins, 1998
]
cite page 144
Christelle Gueret et Christian Prins. Classical and new heuristics for the open-
shop problem. European Journal of Operations Research, 1998.

A para
^
itre.
[
Harel et Pnueli, 1985
]
cite pp. 7, 19
D. Harel et A. Pnueli. On the development of reactive systems. In K. R. Apt,
editeur, Logics and Models of Concurrent Systems, volume F13 of NATO ASI
Series. Springer Verlag, Janvier 1985.
[
Haselbock et al., 1993
]
cite page 34
Alois Haselbock, Thomas Havelka, et Markus Stumptner. Revising inconsistent
variable assignments in constraint satisfaction problems. In Manfred Meyer,
editeur, Constraint Processing: Proceedings of the International Workshop at
CSAM'93, St. Petersburg, July 1993, Research Report RR-93-39, pages 113{122,
DFKI Kaiserslautern, Aou^t 1993.
[
Holzbaur et al., 1996
]
cite pp. 28, 33, 62
Christian Holzbaur, Francisco Menezes, et Pedro Barahona. Defeasibility in clp(q)
throught generalized slack variables. In Eugene C. Freuder, editeur, Principles
and Practice of Constraint Programming { CP 96, numero 1118 in Lecture Notes
in Computer Science, pages 209{223, Cambridge, MA, USA, Aou^t 1996.
[
Jaakola, 1990
]
cite pp. 58, 62
Juhani Jaakola. Modifying the simplex algorithm to a constraint solver. In
PLILP'90, pages 89{105, 1990.
[
Jampel et al., 1996
]
cite pp. 8, 32
Michael Jampel, Eugene Freuder, et Michael Maher, editeurs. Over-Constrained
Systems, numero 1106 in Lecture Notes in Computer Science. Springer Verlag,
1996.
[
Jampel, 1996
]
cite page 30
Michael Jampel. A brief overview of over-constrained systems. In Michael Jampel,
Eugene Freuder, et Michael Maher, editeurs, Over-Constrained Systems, numero
1106 in Lecture Notes in Computer Science, pages 1{22. Springer-Verlag, 1996.
[
Jourdan et Sola, 1993
]
cite page 142
Jean Jourdan et Thierry Sola. The versatility of handling disjunctions as
constraints. In PLILP'93, 1993.
[
Jussien et Boizumault, 1996a
]
cite page 64
Narendra Jussien et Patrice Boizumault. CSP dynamiques et Relaxation de
Contraintes. In TEKNEA, editeur, CNPC'96: deuxieme Conference Nationale sur
la resolution pratique de Problemes NP-Complets, pages 135{149, Dijon, France,
Mars 1996. CRID { Universite de Bourgogne, Dijon.
[
Jussien et Boizumault, 1996b
]
cite page 64
Narendra Jussien et Patrice Boizumault. Implementing constraint relaxation over
nite domains using atms. In Michael Jampel, Eugene Freuder, et Michael Maher,
editeurs, Over-Constrained Systems, numero 1106 in Lecture Notes in Computer
Science, pages 265{280. Springer-Verlag, 1996.
163
[
Jussien et Boizumault, 1996c
]
cite pp. 64, 114
Narendra Jussien et Patrice Boizumault. Maintien de deduction pour la relaxation
de contraintes. In Journees Francophones de Progammation en Logique et avec
Contraintes, Clermont-Ferrand, Juin 1996.
[
Jussien et Boizumault, 1997a
]
cite page 42
Narendra Jussien et Patrice Boizumault. A best rst approach for solving over-
constrained dynamic problems. In IJCAI'97, Nagoya, Japan, August 1997. (pos-
ter { RR 97-6-INFO {

Ecole des Mines de Nantes).
[
Jussien et Boizumault, 1997b
]
cite page 42
Narendra Jussien et Patrice Boizumault. Best-rst search for property main-
tenance in reactive constraints systems. In International Logic Programming
Symposium, Port Jeerson, N.Y., oct 1997. MIT Press.
[
Jussien et Boizumault, 1997c
]
cite page 48
Narendra Jussien et Patrice Boizumault. Strategies en meilleur d'abord pour la
relaxation de contraintes. In Journees Francophones de Progammation en Logique
et avec Contraintes, Orleans, Mai 1997.
[
Lassez, 1990
]
cite page 60
Jean-Louis Lassez. Parametric queries, linear constraints and variable elimina-
tion. In DISCO'90: Proceedings Conference on Design and Implementation of
Symbolic Computation Systems, Capri (???), 1990.
[
Lhomme et al., 1996
]
cite page 107
Olivier Lhomme, Arnaud Gotlieb, Michel Rueher, et Patrick Taillibert. Boosting
the interval narrowing algorithm. In JICSLP'96, Bonn, Germany, 2{6 Septembre
1996.
[
Lhomme et Rueher, 1996
]
cite pp. 106, 107
Olivier Lhomme et Michel Rueher. Application des techniques csp au raisonne-
ment sur les intervalles. Revue d'Intelligence Articielle, 1996.
[
Lhomme, 1993
]
cite pp. 17, 18, 64, 107
Olivier Lhomme. Consistency techniques for numeric CSPs. In IJCAI'93, pages
232{238, Chambery, France, August 1993.
[
Lhomme, 1994
]
cite pp. 11, 106, 107, 108, 109, 111
Olivier Lhomme. Contribution a la resolution de contraintes sur les reels par pro-
pagation d'intervalles. These de doctorat, Universite de Nice { Sophia Antipolis,
1994.
[
Menezes et al., 1993
]
cite pp. 33, 62, 79, 80
Francisco Menezes, Pedro Barahona, et Philippe Codognet. An incremental hie-
rarchical constraint solver. In Paris Kanellakis, Jean-Louis Lassez, et Vijay Saras-
wat, editeurs, PPCP'93: First Workshop on Principles and Practice of Constraint
Programming, Providence RI, 1993.
[
Menezes et Barahona, 1996
]
cite pp. 33, 44
Francisco Menezes et Pedro Barahona. Defeasible constraint solving. In Michael
Jampel, Eugene Freuder, et Michael Maher, editeurs, Over-Constrained Systems,
numero 1106 in Lecture Notes in Computer Science, pages 151{170. Springer
Verlag, 1996.
[
Minoux, 1983
]
cite pp. 53, 60
Michel Minoux. Programmation Mathematique, Theorie et Algorithmes. Dunod,
1983.
164 References bibliographiques
[
Mohr et Henderson, 1986
]
cite pp. 27, 135
R. Mohr et T. C. Henderson. Arc and path consistency revisited. Articial
Intelligence, 28:225{233, 1986.
[
Neveu et Berlandier, 1994
]
cite page 28
Bertrand Neveu et Pierre Berlandier. Arc-consistency for dynamic constraint
satisfaction problems: an RMS free approach. In Proc. ECAI-94, Workshop on
Constraint satisfaction issues raised by practical applications, Amsterdam, The
Netherlands, 1994.
[
Prosser, 1993
]
cite pp. 28, 34
Patrick Prosser. Hybrid algorithms for the constraint satisfaction problem. Com-
putational Intelligence, 9(3):268{299, Aou^t 1993. (Also available as Technical
Report AISL-46-91, Stratchclyde, 1991).
[
Prosser, 1994a
]
cite page 126
Patrick Prosser. Binary constraint satisfaction problems: Some are harder than
others. In ECAI'94, pages 95{99, 1994.
[
Prosser, 1994b
]
cite pp. 11, 126
Patrick Prosser. An empirical study of phase transitions in binary constraint
satisfaction problems. Rapport Technique AISL-49-94, Department of Computer
Science, University of Strathclyde, Glasgow, Scotland, 1994.
[
Puget, 1994
]
cite page 7
Jean-Francois Puget. A c++ implementation of clp. In Proceedings of the Second
Singapore International Conference on Intelligent Systems, Singapore, 1994.
[
Regin, 1994
]
cite pp. 120, 154
Jean-Charles Regin. A ltering algorithm for constraints of dierence in CSPs. In
AAAI 94, Twelth National Conference on Articial Intelligence, pages 362{367,
Seatle, Washington, 1994.
[
Regin, 1995
]
cite page 120
Jean-Charles Regin. Developpement d'outils algorithmiques pour l'Intelligence
Articielle. Application a la chimie organique. These de doctorat, Universite de
Montpellier II, 21 Decembre 1995.
[
Regin, 1996
]
cite page 154
Jean-Charles Regin. Generalized arc-consistency for global cardinality constraint.
In AAAI'96, 1996.
[
Roos, 1994
]
cite page 27
Nico Roos. Improving backtracking to solve an area allocation problem. In
Thomas Schiex et Christian Bessiere, editeurs, Proceedings ECAI'94 Workshop
on Constraint Satisfaction Issues raised by Practical Applications, Amsterdam,
Aou^t 1994.
[
Sabin et Freuder, 1994
]
cite pp. 11, 37, 126, 135
Daniel Sabin et Eugene Freuder. Contradicting conventional wisdom in constraint
satisfaction. In Alan Borning, editeur, Principles and Practice of Constraint
Programming, volume 874 of Lecture Notes in Computer Science. Springer, Mai
1994. (PPCP'94: Second International Workshop, Orcas Island, Seattle, USA).
[
Sannella, 1993
]
cite pp. 8, 34
Michael Sannella. The SkyBlue constraint solver and its applications. In Pa-
ris Kanellakis, Jean-Louis Lassez, et Vijay Saraswat, editeurs, PPCP'93: First
Workshop on Principles and Practice of Constraint Programming, Providence
RI, 1993.
165
[
Schiex et Verfaillie, 1993
]
cite page 34
Thomas Schiex et Gerard Verfaillie. Nogood recording for static and dynamic
CSP. In 5
th
IEEE International Conference on Tools with Articial Intelligence,
pages 48{55, Boston, MA., 1993.
[
Schiex et Verfaillie, 1994
]
cite pp. 8, 34
Thomas Schiex et Gerard Verfaillie. Nogood Recording fot Static and Dynamic
Constraint Satisfaction Problems. International Journal of Articial Intelligence
Tools, 3(2):187{207, 1994.
[
Schiex et Verfaillie, 1995
]
cite page 32
Thomas Schiex et Gerard Verfaillie. Valued constraint satisfaction problems:
Hard and easy problems. In Chris Mellish, editeur, IJCAI'95: Proceedings Inter-
national Joint Conference on Articial Intelligence, Montreal, Aou^t 1995.
[
Schiex, 1992
]
cite pp. 22, 23, 32
Thomas Schiex. Possibilistic constraint satisfaction problems or \How to handle
soft constraints?". In 8th International Conference on Uncertainty in Articial
Intelligence, Stanford, Juillet 1992.
[
Smith et Grant, 1995
]
cite page 126
Barbara Smith et Stuart Grant. Sparse constraint graphs and exceptionally hard
problems. In Chris Mellish, editeur, IJCAI'95: Proceedings International Joint
Conference on Articial Intelligence, Montreal, Aou^t 1995.
[
Smith, 1994
]
cite page 126
Barbara Smith. The phase transition in constraint satisfaction problems: A closer
look at the mushy region. In Proceedings ECAI'94, 1994. (Also Leeds University
Research Report 93.41).
[
Sola, 1995
]
cite pp. 28, 29, 33, 79, 88, 143
Thierry Sola. Modeles d'execution de la Programmation Logique bases sur le
graphe de dependances des liaisons, Backtracking Intelligent, Maintien des de-
ductions et Contraintes. These de doctorat, Universite Paris XI, Decembre 1995.
[
Trombettoni, 1997
]
cite page 34
Gilles Trombettoni. Algorithmes de maintien de solution par propagation local
pour les systemes de contraintes. These de doctorat, Universite de Nice { Sophia
Antipolis, 1997.
[
Tsang, 1993
]
cite pp. 17, 64
Edward Tsang. Foundations of Constraint Satisfaction. Academic Press, 1993.
[
Van Hentenryck, 1989
]
cite page 27
Pascal Van Hentenryck. Incremental constraint satisfaction in logic programming.
In Proceedings 6
th
International Conference on Logic Programming, 1989.
[
Van Hentenryck et al., 1992
]
cite pp. 65, 83, 84, 85
Pascal Van Hentenryck, Yves Deville, et Choh-Man Teng. A generic arc-
consistency algorithm and its specializations. Articial Intelligence, 57(2{3):291{
321, Octobre 1992.
[
Van Hentenryck et Deville, 1991
]
cite page 142
Pascal Van Hentenryck et Yves Deville. The cardinality operator: A new logi-
cal connective for constraint logic programming. In Koichi Furukawa, editeur,
ICLP'91 Proceedings 8th International Conference on Logic Programming, pages
745{759. MIT Press, 1991.
166 References bibliographiques
[
Van Hentenryck, 1989
]
cite page 150
Pascal Van Hentenryck. Constraint Satisfaction in Logic Programming. Logic
Programming Series. MIT Press, Cambridge, MA, 1989.
[
Varnier et al., 1993
]
cite page 142
C. Varnier, P. Baptiste, et B. Legeard. Le traitement des contraintes disjonctives
dans un probleme d'ordonnancement : le hoist scheduling problem. In Proceedings
Journees Francaises de Programmation en Logique, 1993.
[
Verfaillie et Schiex, 1994
]
cite page 8
Gerard Verfaillie et Thomas Schiex. Solution reuse in dynamic constraint satis-
faction problems. In AAAI'94, pages 307{312, Seattle, WA, 1994.
[
Verfaillie et Schiex, 1995
]
cite pp. 34, 36, 44
Gerard Verfaillie et Thomas Schiex. Maintien de solution dans les problemes
dynamiques de satisfaction de contraintes : bilan de quelques approches. Revue
d'Intelligence Articielle, 9(3), 1995.
[
Wallace et Freuder, 1996
]
cite page 32
Richard Wallace et Eugene C. Freuder. Heuristics methods for over-constrained
constraint satisfaction problems. In Michael Jampel, Eugene Freuder, et Michael
Maher, editeurs, Over-Constrained Systems, numero 1106 in Lecture Notes in
Computer Science, pages 207{216. Springer Verlag, 1996.
[
Wallace, 1996
]
cite page 32
Richard Wallace. Cascaded arc consistency preprocessing as a strategy for maxi-
mal constraint satisfaction. In Over-Constrained Systems, numero 1106 in Lecture
Notes in Computer Science, pages 217{228. Springer Verlag, 1996.
[
Williamson et al., 1992
]
cite page 148
D.Williamson,L. Hall, J. Hoogeveen, C. Hurkens, J. Lenstra, et D. Shmoys. Short
shop schedules. Rapport technique, Department of Mathematics and Computing
Science, Eindhoven University of Technology, 1992.
[
Wilson et Borning, 1993
]
cite pp. 8, 20, 21, 22, 23, 30, 31
Molly Wilson et Alan Borning. Hierarchical constraint logic programming. Jour-
nal of Logic Programming, 16(3):277{318, Juillet 1993.
167
Liste des denitions
1 Systeme de Contraintes . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Propriete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 P-satisfaisabilite d'un systeme de contraintes . . . . . . . . . . . . . 17
5 k-consistance {
[
Freuder, 1978
]
. . . . . . . . . . . . . . . . . . . . . 17
6 B-consistance d'arc . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
7 Proprietes { Notations . . . . . . . . . . . . . . . . . . . . . . . . . . 17
8 Conguration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
9 Ajout/retrait de contraintes . . . . . . . . . . . . . . . . . . . . . . . 19
10 Probleme dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
11 Probleme sur-contraint . . . . . . . . . . . . . . . . . . . . . . . . . . 20
12 Preference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
13 P-satisfaisabilite d'une conguration . . . . . . . . . . . . . . . . . . 22
14 Comparateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
15 Comparateur C
LPB
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
16 Comparateur C
GPB
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
17 Comparateur C
MM
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
18 C-solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
19 Systeme de relaxation de contraintes . . . . . . . . . . . . . . . . . . 24
20 Dependance entre contraintes . . . . . . . . . . . . . . . . . . . . . . 33
21 Nogood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
22 Eliminating explanation selon
[
Verfaillie et Schiex, 1995
]
. . . . . . . 36
23 Explication de Contradiction . . . . . . . . . . . . . . . . . . . . . . 44
24 Conguration prometteuse . . . . . . . . . . . . . . . . . . . . . . . . 44
25 Recouvrement {
[
Gondran et Minoux, 1990
]
. . . . . . . . . . . . . . 45
26 Hypergraphe H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
27 Comparateur contradiction-local . . . . . . . . . . . . . . . . . . . . 53
28 Minimum d'une explication . . . . . . . . . . . . . . . . . . . . . . . 55
29 Solubilite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
30 Quasi Dual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
31 Fonction d'approximation . . . . . . . . . . . . . . . . . . . . . . . . 64
32 Extension de l'approximation . . . . . . . . . . . . . . . . . . . . . . 65
33 Fonction de reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 65
34 Deduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
35 Explication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
36 Systeme d'explication . . . . . . . . . . . . . . . . . . . . . . . . . . 69
37 Validite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
38 Graphe de dependance des deductions . . . . . . . . . . . . . . . . . 70
39 Systeme d'explications bien-fonde . . . . . . . . . . . . . . . . . . . . 71
40 Systeme de Maintien de Deduction { dms . . . . . . . . . . . . . . . 72
41 Condition de fonctionnement C1 . . . . . . . . . . . . . . . . . . . . 72
42 Condition de fonctionnement C2 . . . . . . . . . . . . . . . . . . . . 72
43 Environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
168
44 Validite { nouvelle version . . . . . . . . . . . . . . . . . . . . . . . . 73
45 Parametre statique . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
46 Deduction etendue . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
47 Explication d'ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . 74
48 Deduction et Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . 74
49 Explication de relaxation . . . . . . . . . . . . . . . . . . . . . . . . 75
50 Deductions dependant d'une relation . . . . . . . . . . . . . . . . . . 78
51 Dependance deduction{contrainte etendue . . . . . . . . . . . . . . . 79
52 CSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
53 k-consistance { cf. denition 5 . . . . . . . . . . . . . . . . . . . . . . 82
54 Contrainte Monotone . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
55 Contrainte bijective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
57 Contrainte one-of . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
58 Valeur numerique abstraite {
[
Lhomme, 1994
]
. . . . . . . . . . . . . 106
59 Intervalle {
[
Lhomme, 1994
]
. . . . . . . . . . . . . . . . . . . . . . . 107
60 B-consistance d'arc . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
61 Contrainte Disjonctive {
[
Lhomme, 1994
]
. . . . . . . . . . . . . . . 110
169
Liste des theoremes
1 Proprietes des transformations . . . . . . . . . . . . . . . . . . . . . 54
2 Caracterisation d'une solution optimale pour C
MM
. . . . . . . . . . 55
3 C
MM
est contradiction-local . . . . . . . . . . . . . . . . . . . . . . . 55
4
[
Lassez, 1990
]
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5 Explication de contradiction pour S . . . . . . . . . . . . . . . . . . 61
6 Probleme primal et explication de contradiction . . . . . . . . . . . . 61
7 Filtrage et Point xe . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8 Systeme d'explication bien fonde . . . . . . . . . . . . . . . . . . . . 72
9 Explications statiques et Systeme bien fonde . . . . . . . . . . . . . 73
10 Systeme bien fonde . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
11 cp et arc-consistance . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
12 Completude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
13 Completude et non conservation . . . . . . . . . . . . . . . . . . . . 90
14 hull et B-consistance d'arc . . . . . . . . . . . . . . . . . . . . . . . . 108
170
171
Liste des algorithmes
1 Recherche en Meilleur d'Abord . . . . . . . . . . . . . . . . . . . . . 46
2 Algorithme base sur la reduction . . . . . . . . . . . . . . . . . . . . 66
3 Ajout de relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4 Ajout de relation et DMS . . . . . . . . . . . . . . . . . . . . . . . . 76
5 Ajout d'explication dans le DMS . . . . . . . . . . . . . . . . . . . . 76
6 Retrait de relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7 Reintroduction de relation . . . . . . . . . . . . . . . . . . . . . . . . 79
8 maj-configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
9 maj-configuration pour l'enumeration . . . . . . . . . . . . . . . . 89
172
173
Liste des exemples
1 Domaine de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Contrainte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Propriete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 CSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5 Problemes lineaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 CSP numeriques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
7 P
ac
-satisfaisabilite . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
8 Comparateur LPB . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
9 Comparateur GPB . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
10 Comparateur MM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
11 Aaiblissement d'une contrainte . . . . . . . . . . . . . . . . . . . . 30
12 Arbre de la recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
13 Relation conguration - branche . . . . . . . . . . . . . . . . . . . . 42
14 Notation d'une conguration . . . . . . . . . . . . . . . . . . . . . . 43
15 Probleme traite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
16 Explication de contradiction . . . . . . . . . . . . . . . . . . . . . . . 44
17 Conguration prometteuse . . . . . . . . . . . . . . . . . . . . . . . . 45
18 Conguration prometteuse et recouvrement . . . . . . . . . . . . . . 45
19 Exemple de fonctionnement . . . . . . . . . . . . . . . . . . . . . . . 46
20 Branche et Arbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
21 Exemple d'hypergraphe . . . . . . . . . . . . . . . . . . . . . . . . . 52
22 Explication de deduction . . . . . . . . . . . . . . . . . . . . . . . . . 69
23 Explication valide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
24 Graphe de dependance de deductions . . . . . . . . . . . . . . . . . . 70
25 Systeme d'explication mal fonde . . . . . . . . . . . . . . . . . . . . 71
26 Environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
27 Exemple de contrainte monotone . . . . . . . . . . . . . . . . . . . . 84
28 Contrainte bijective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
29 Contrainte anti-bijective . . . . . . . . . . . . . . . . . . . . . . . . . 86
30 Contrainte one-of . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
31 Intere^t des domaines de variations . . . . . . . . . . . . . . . . . . . 107
32 Gestion simpliee sur les intervalles . . . . . . . . . . . . . . . . . . . 109
33 Contrainte disjonctive . . . . . . . . . . . . . . . . . . . . . . . . . . 110
174
175
Table des gures
3.1 Fonctionnement d'un tms . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Comportement des dierentes techniques d'enumeration . . . . . . . 36
4.1 Arbre binaire de recherche pour fc
a
; c
b
; c
c
g. . . . . . . . . . . . . . . 42
4.2 Arbre de recherche pour fc
a
; c
b
; c
c
; c
d
g. . . . . . . . . . . . . . . . . . 43
4.3 Exploration realisee en meilleur d'abord . . . . . . . . . . . . . . . . 47
4.4 Transformations de l'arbre de recherche { Transformation 4.10 . . . 51
4.5 Transformations de l'arbre de recherche { Transformation 4.11 . . . 51
4.6 Transformations de l'arbre de recherche { Transformation 4.12 . . . 51
4.7 Hypergraphe pour le recouvrement . . . . . . . . . . . . . . . . . . . 52
6.1 Exemple de graphe de dependance de deduction . . . . . . . . . . . . 71
6.2 Exemple de systeme d'explications mal fonde . . . . . . . . . . . . . 71
7.1 Exemple d'explication pour une contrainte monotone : x 6 y . . . . . 84
7.2 Exemple d'explication pour une contrainte bijective : x = y . . . . . 86
7.3 Exemple d'explication pour une contrainte anti-bijective : x 6= y . . . 86
7.4 Arbre de recherche pour fc
a
; c
b
; one  of(C
o
)g. . . . . . . . . . . . . 90
7.5 Dependance entre retraits avant enumeration . . . . . . . . . . . . . 99
8.1 Gestion des invalidations de deduction dans un intervalle . . . . . . . 110
9.1 Schema de fonctionnement d'un solveur interactif de problemes . . . 115
9.2 Liens entre les concepts necessaires a notre approche . . . . . . . . . 118
9.3 Code claire denissant une variable . . . . . . . . . . . . . . . . . . 120
9.4 Code claire propageant une contrainte X > c. . . . . . . . . . . . . 120
9.5 Code claire veriant une condition ensembliste . . . . . . . . . . . 121
9.6 Code claire assurant la propagation des contraintes . . . . . . . . . 121
9.7 Code claire identiant une contradiction . . . . . . . . . . . . . . . 122
9.8 Code claire de traitement d'une contradiction . . . . . . . . . . . . 122
10.1

Evolution du nombre de tests de consistance pour des problemes
h10; 10; 0:5; p
2
i. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
10.2

Evolution de l'espace occupe pour des problemes h10; 10; 0:5; p
2
i. . . 128
10.3

Evolution du nombre de backtracks necessaires pour des problemes
h10; 10; 0:5; p
2
i. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
10.4

Evolution du temps cpu consomme pour des problemes h10; 10; 0:5; p
2
i.129
10.5 Resultats pour le nombre de tests de consistance pour des problemes
h10; 10; 0:5; p
2
i en tenant compte de p
3
. . . . . . . . . . . . . . . . . 131
10.6 Resultats pour l'espace occupe pour des problemes h10; 10; 0:5; p
2
i en
tenant compte de p
3
. . . . . . . . . . . . . . . . . . . . . . . . . . . 132
10.7 Resultats pour le nombre de contraintes relaxees pour des problemes
h10; 10; 0:5; p
2
i en tenant compte de p
3
. . . . . . . . . . . . . . . . . 133
176
10.8 Resultats pour le nombre de backtracks pour des problemes h10; 10; 0:5; p
2
i
en tenant compte de p
3
. . . . . . . . . . . . . . . . . . . . . . . . . . 133
10.9 Resultats pour le temps cpu (en ms) pour des problemes h10; 10; 0:5; p
2
i
en tenant compte de p
3
. . . . . . . . . . . . . . . . . . . . . . . . . . 134
10.10Moyennes du nombre de tests de consistance realises pour des pro-
blemes h15; 10; 0:5; p
2
i pour decorum et mac. . . . . . . . . . . . . 136
10.11Moyennes du nombre de backtracks pour des problemes h15; 10; 0:5; p
2
i
pour decorum et mac. . . . . . . . . . . . . . . . . . . . . . . . . . 137
10.12Moyennes du temps cpu en ms necessaire pour resoudre des pro-
blemes h15; 10; 0:5; p
2
i pour decorum et mac. . . . . . . . . . . . . 137
10.13Moyennes du nombre de tests de consistance realises pour des series
de 2 problemes h15; 10; 0:5; p
2
i imbriques pour decorum et mac. . . 138
10.14Moyennes du nombre de backtracks pour des series de 2 problemes
h15; 10; 0:5; p
2
i imbriques pour decorum et mac. . . . . . . . . . . . 139
10.15Moyennes du temps cpu en ms necessaire pour resoudre des series de
2 problemes h15; 10; 0:5; p
2
i imbriques pour decorum et mac. . . . . 139
177
Liste des tableaux
3.1 Complexites au pire pour des algorithmes d'arc-consistance dynamiques 28
3.2 Caracteristiques des algorithmes de recherche . . . . . . . . . . . . . 37
3.3 Comparaisons de certaines techniques de relaxation . . . . . . . . . . 37
4.1 Eort de calcul pour l'exploration en meilleur d'abord . . . . . . . . 47
4.2 Comparaisons des techniques d'exploration . . . . . . . . . . . . . . 48
6.1 Deductions et explication associee dans l'ordre d'apparition . . . . . 71
7.1 Complexite temporelle de l'ajout de contrainte . . . . . . . . . . . . 94
7.2 Complexite de l'approche { Recapitulation . . . . . . . . . . . . . . . 96
7.3 Associations Variables / Contraintes . . . . . . . . . . . . . . . . . . 98
7.4

Etat des domaines avant enumeration . . . . . . . . . . . . . . . . . 99
7.5

Etat des domaines a la premiere contradiction . . . . . . . . . . . . . 100
7.6

Etat des domaines a la deuxieme contradiction . . . . . . . . . . . . 101
7.7 Situation apres relaxation de c
7
. . . . . . . . . . . . . . . . . . . . . 102
7.8

Etat des domaines a la n de la resolution . . . . . . . . . . . . . . . 103
10.1 Resultats sur quelques h50; 25; 0:2; p
2
i. . . . . . . . . . . . . . . . . . 135
10.2 Resultats pour un h700; 2; 0:05;0:5i . . . . . . . . . . . . . . . . . . . 135
10.3 Resultats pour un h120; 5; 0:32;0:6i . . . . . . . . . . . . . . . . . . . 135
10.4 Resultats pour un h50; 10; 0:49;0:75i . . . . . . . . . . . . . . . . . . 136
10.5 Coecients multiplicatifs minimum, maximum et moyen entre la se-
rie originelle et la serie avec deux problemes imbriques. . . . . . . . 140
10.6 Coecients exponentiateurs minimum, maximum et moyen entre la
serie originelle et la serie avec deux problemes imbriques. . . . . . . 140
11.1 Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne. Les methodes decorum*
(1), bckint* (2), bckstd* (3), decorum (4), bckint (5) et bckstd
(6) sont considerees. . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
11.2 Statistiques elementaires sur 100 Open-Shop carres pour les me-
thodes decorum* (1), bckint* (2), bckstd* (3), decorum (4), bckint
(5) et bckstd (6). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
11.3 Statistiques elementaires pour les methodes decorum* (1), bckint*
(2), decorum (3) et bckint (4) sur 100 Open-Shop 4 4 diciles. . 148
11.4 Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne. . . . . . . . . . . . . . 148
11.5 Statistiques elementaires pour les 6 methodes sur les 100 Open-Shop
carres 3  3 facilites par les coecients 1:1, 1:2, 1:3 et 1:7 (de haut
en bas). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
178
11.6 Nombre de problemes dont la recherche est amelioree par la methode
en ligne par rapport a la methode en colonne pour les problemes
facilites par le coecient 1:1, 1:2, 1:3 et 1:7 (de gauche a droite puis
de haut en bas). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
179
Index
Dans cet index, une reference en
gras indique une denition du terme
reference et une reference en italique
indique une utilisation du terme refe-
rence.
{ A {
arc-consistance . . .127, 135, voir P
ac
atelier (probleme d')
ow-shop . . . . . . . . . . . . . . . . . . 144
job-shop . . . . . . . . . 120, 144, 154
open-shop . . . . . . . . . . . . 144, 155
{ B {
B-consistance .17, 18, 107, 109, voir
P
bc
{ C {
claire . . . . . . . . . . . . . . . . . . . . . . . . .119
implementation . . . . . . . .119{122
comparateur . .22{23, 24, 46, 52{56,
87
C
MM
. . . . 23, 55, 56, 75, 95, 127
contradiction-local . . 53{56, 90,
95, 116
proprietes . . . . . . . . . . . . . . . 88, 92
complexite . . . . . . . . .92{95, 112, 136
spatiale . . . . . . . . . . . . . . . . . . . . . 92
temporelle . . . . . . . . . . . . . . . . . . 93
condition de fonctionnement 72{73,
74, 77, 92, 93, 95, 114, 143
conguration . .18, 22, 43, 48, 54, 70
selon Menezes et al. . . . . . . . . .33
prometteuse . . . . . . . . . . . . .44{46
contrainte
anti-bijective . . . . . . . . . . .86, 120
bijective . . . . . . . . . . . . . . . .85, 120
disjonctive . . . . . . . . . . . . . . . . .110
monotone . . . . . . . . . . . . . . 84, 120
csp . . . . . . . . . . . . . . . . . . . . . 17, 82{103
aleatoire . . . . . . . . . 126, 127{140
numerique . . . . . . . 106, 107{112
{ D {
decorum . . . . . . . .114, 126{150, 154
deduction . . . . . . . . . . . 68{75, 78, 116
de contradiction . . . . . . . . . . . . .77
graphe de dependance . . .70, 73
de relaxation . . . . . . . . . . . .74, 88
disjonction . . . 87, 88, 142{150, 153
dms . . . .26, 68{74, 75{79, 108{111,
114, 116
domaines nis . . . . . . . . 106, voir csp
{ E {
enumeration . 87{92, 111, 117, 130,
voir one-of
explication . . . 69, 75{77, 84{86, 92,
114, 116, 119, 120, 127, 154
de contradiction . . . . . . . . 44, 46,
52, 53, 54, 56, 88, 114, 116,
119, 143
pour les rationnels . . . . . . . .61
pour la reduction . . . . . . . . . 77
de retraits groupes . . . . . . . . . . 74
pour les intervalles . . . . . . . . .109
de relaxation . .74, 90, 114, 117,
145
systeme . . . . . . . . . . . . . . . . . 69, 71
unicite . . . . . . . . . . . . . . .72, 92, 96
validite . . . . . . . . . . . . . . . . . 70, 73
explique-contradiction . . .46, 94,
114, 116
pour les rationnels . . . . . . . . . . 61
pour la reduction . . . . . . . . . . . 77
{ F {
ow-shop . . . . . . . . . . . . . . . voir atelier
{ G {
graphe de dependance des deductions
voir deduction
{ H {
hypergraphe . . . . . . . . . . . . . . . . . . . . .52
{ I {
implementation . . . . . . . . . . . 114{122
{ J {
job-shop . . . . . . . . . . . . . . . . voir atelier
180
{ K {
k-consistance . . . . . . . . . . . . . . . . . . . . 82
{ M {
mac . . . . . . . . . . . . . . . . . . 135, 136{140
maj-configuration 46, 48{52, 100,
116
pour les csp . . . . . . . . . . . . . . . . 89
pour les rationnels . . . . . . . . . . 61
pour la reduction . . . . . . . .77{79
meilleur d'abord . . . . . . . . 43{48, 146
meilleure-configuration . 46, 50,
52{56, 95, 114, 116
pour les csp . . . . . . . . . . . . . . . . 88
{ O {
one-of . . . 87{92, 99, 102, 117, 120,
142{150, 155
pour contrainte disjonctive . 111
pour les intervalles . . . . . . . . .111
one-of-dependant . . . . .voir one-of
pour les intervalles
open-shop . . . . . . . . . . . . . . .voir atelier
{ P {
parametre
enregistrement . . . . .91, 93, 96
statique 74, 76, 77, 79, 93, 94,
96
preferences . . . 20{21, 22, 30{32, 56,
117
prometteuse . . . . . . voir conguration
propriete maintenue . . . . . . . . . . . . . 17
P
ac
. . . . . . . .17, 64, 82, 114, voir
arc-consistance
P
bc
. . . . . . . . . . . .17, 64, 106, voir
B-consistance
P
sol
. . . . . . . . . . . . . . . . . 17, 58{62
{ R {
recouvrement . 45{46, 52{53, 55, 56
relaxation . . . . . . . . . . . . . . . . . . . 20, 50
denitive . . . . . . . . . . . . . . . .54, 90
pour les intervalles . . . . . . . . . 109
pour les rationnels . . . . . . . . . . 61
pour la reduction . . . . . . . . . . . 78
systeme . . . . . . . . . . . . . . . . . . . . .24
{ S {
systeme d'explications . . . . . . . . . . voir
explication
{ T {
transformations . . . . . . 48{52, 54, 74
transition de phase . . . 126, 127{130
