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Abstract: The paper investigates whether or not parents influence their children’s choice for tertiary 
institution to attend. Education has increasingly become more important in this present age to the extent that, 
without higher qualifications, employment and success become very difficult to achieve. Parents are trying to 
send their children to tertiary institutions so that these children will be employable. But the question is: Do 
parents choose the tertiary institutions for their children? The paper wants to find out whether or not parents 
have a say in their children’s choice for tertiary institution; and if so, look at factors that could play in the 
choice. A survey was conducted at the University of Venda from February 2015 to June 2015 and 500 
students were conveniently sampled and interviewed. Using some statistical analyses, including Generalized 
Linear Modelling (GLM), the study concludes that age and the campus environment are the only factors that 
determine parents’ influence on their children’s choice for higher education. The study further shows that 
female students are more influenced by their parents than males in the choice of higher institution. 
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1. Introduction 
 
The post-apartheid era in South Africa, (i.e. after democracy in 1994), has been characterised by major 
restructuring of the higher education landscape in the country. Higher education institutions are faced with, 
among other things, globalisation, broadened access to higher education, changes in language policies, 
changes in government funding, increased emphasis on technology, transformation policies, mergers, 
HIV/AIDS, changing student profiles and increased competition (Fataar, 2003; Jansen, 2003; Van Niekerk, 
2004; Akoojee & Nkomo, 2007). There has been a growing need for higher education in order to find 
employment; and this makes it crucial for the choice of institution to go for further studies. Tertiary education 
is vital in sustaining a good career for oneself, because, nowadays, future employers place greater importance 
and preference when employing candidates based on their qualifications; and where they obtained such 
qualifications. This has placed an even greater pressure on students when selecting an institution to continue 
further studies. This research has been prompted to investigate if parents influence their children’s choice for 
tertiary institutions, using students from the University of Venda as a case study. The study wants to see 
which of the independent variables, age, distance from home to the institution, gender, family background, 
reputation of the institution, etc.,  would be the most influential factors when parents choose or not where 
their children go to do their tertiary education. 
 
2. Literature Review 
 
There are quite a number of studies that have been carried out to identify factors that affect student’s 
decision in choosing a Higher Education destination. Basically the factors can be classified into two, i.e. the 
‘pull factor’ and the ‘push factor’. The pull factors relate to the issues associated with the benefits or 
advantages offered by the institutions; for example fees charged, reputation of the institutions, social, culture 
and values, facilities, etc. On the other hand, the push factors are those associated directly with the home 
situation such as the level of wealth of the family, the priority of education for the family, the health of the 
family economy and the educational opportunities available at home. Both factors, i.e. the pull and the push 
are in fact important factors in determining the local mobility of students in searching for better education. 
But nevertheless, it is interesting to note that the pull factors are the factors which the Higher Education 
institutions have control. Thus, it is crucial to identify what are the pull-push factors which really affect the 
students’ decision in choosing their higher education destination. Sevier (1994) stated that research has 
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consistently shown that location of a university is an important factor for potential students when 
considering where to apply to/enrol. Some students may be looking for a place closer to their hometown if 
not in their hometown itself, since it is cheaper, more convenient and more easily accessible (Sevier, 1994; 
Absher and Crawford, 1996). Some parents prefer their children to go to a Higher Education Institution which 
is closer to home so that the children stay at home, and the parents get chance to monitor them; that also 
reduces costs. When they are far away from home, some students are playful and they end up failing, wasting 
money and time for a whole year. The failure eventually adversely affects the parents financially. 
 
Institutional image and reputation has a tremendous effect on university’s choice. It is a powerful influence 
on potential students and university reputation is extremely persuasive when looking for an institution to 
develop ones’ education. Keling et al. (2007) stated that the most influential factor that students evaluate in 
selecting their choice of institution was reputation of the institution.  Joseph and Joseph (2000) have 
advanced that cost-related issues seem to have more importance in determining where a child should go to 
study. The opinions of family members may exert different types of influence on one’s behaviour (Bearden 
and Etzel, 1982). Family recommendations and opinions influence students’ options of their host institutions 
(Morgan, Baron and Harris, 1999; Bourke, 2000). This is largely because parents have to fund the education 
hence both the cost and psychological separation play an important role. Absher and Crawford (1996) stated 
that educational facilities such as classrooms, laboratories and libraries are important in a student’s selection 
of a college or university. It has been observed lately that, since the world is becoming more and more 
technological dependent, it is imperative to get into an institution where all the necessary and quality 
technological facilities are available.  
 
3. Methodology 
 
Material/Data: Data were collected from the students of University of Venda between February 2015 and 
June 2015. About 500 students were conveniently sampled and interviewed. A convenience sampling method 
was used because sampling frame was not easily available. Besides, not all of the students were willing to take 
part in the survey; this method enabled accessible and “kind-hearted” students to join in the exercise 
voluntarily. There is no need for call-back and/or re-visitation for convenience sampling. A five level Likert 
scale was used with some of the questions in the questionnaire being; strongly disagree (SD), Disagree (D), 
Uncertain (U), Agree (A) and strongly agree (SA) as options in the scale. Face to face interviews were used for 
sampled participants (Denzin & Lincoln, 2000). A pilot survey was first conducted to allow the researchers to 
obtain basic data and trends regarding the study. 
 
Methods/Analysis: Generalized Linear Models (GLM), Multiple Logistic regression and Discriminant 
function analysis (DA) were used. Generalized linear models are a broad class of statistical models that relate 
the mean of the response variable to a combination of linear predictors. These Models can handle more 
complicated situation such as analysing simultaneously the effects of several explanatory variables. The 
structure of the model describes patterns of association and interaction. The size of the parameters 
determines the strength and importance of effects. GLM’s encompass ordinary regression and ANOVA models 
for continuous responses and also models for discrete responses. GLM predicts an outcome variable that is 
categorical from predictor variables that are continuous or categorical (Hair Jr et al. 1995; Agresti, 1996). 
These models comprise three components: random component identifies the response variable and selects a 
probability distribution for it; the systematic component specifies the explanatory variables as a linear 
combination; and the link function connects the expected value of random component and systematic 
component. The random component can assume any distribution in the exponential family of distributions. 
Distributions belong to the exponential family of distributions if their probability mass (or density) functions 
can be expressed in the form:  
f(y; θ, φ) =exp {
𝑦𝑖𝜃𝑖−𝑏(𝜃𝑖)
𝑎𝑖(𝜙)
+𝑐(𝑦𝑖 ,𝜙)} 
where, 
 y = random component 
a, b and c = arbitrary functions 
φ = dispersion parameter 
θ = canonical parameter 
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Logistic regression refers to methods for describing the relationship between a categorical response variable 
and a set of predictor variables. The Logistic regression assumes that the relationship between the predictor 
and the response variable is nonlinear. Its model assumption is different from that of linear regression. Since 
the response of logistic regression is dichotomous, the errors can take only one of two possible forms: (Y = 0 
or Y = 1), with their probabilities [1 - π(x) and π(x)] for absence and presence respectively. The variance of 
the error term, ε, is π(x) [1 – π(x)] which is the variance for a binomial distribution. The response variable in 
logistic regression, Y = π(x) + ε, is assumed to follow a binomial distribution with probability of success, 
(Larose, 2006: 155 – 166). 
  
Multiple Logistic regression is logistic regression in which more than one predictor variable is used to classify 
the binary response, (Larose, 2006: 178 – 183). DA undertakes the same task as multiple linear regressions 
by predicting an outcome (Fielding & Gilbert, 2006). It is used to determine which continuous variables 
discriminate between two or more naturally occurring groups. The independent variables are the predictors 
and the dependent variables are groups. However, multiple linear regression is limited to cases where 
dependent variables on the y-axis is an interval variable so that the combination of predictors will, through 
the regression equation, produce estimated mean population numerical 𝑦 values for given values of weighted 
combinations of 𝑥 values (Hair Jr. et al., 1995, Agresti, 1996). The discriminant analysis involves the 
determination of a linear equation like regression that will predict which group the case belongs to. The 
function is: 
  D=𝑉1𝑋1+ 𝑉2𝑋2  + 𝑉3𝑋3= ………… 𝑉𝑖𝑋𝑖  + a 
Where, D = discriminant function 
     V = the discriminant coefficient/ weight for that variable  
     X = respondent’s’ score for that variable 
     a = a constant 
 𝑖 = the number of predictor variables 
The discriminant analysis creates an equation which will minimize the possibility of misclassifying cases into 
their respective groups or categories. Cases are classified as predicted (Hair Jr. et al., 1995). 
 
4. Results 
 
Table 1: Categorical Variable Information 
 N Percent 
Dependent Variable Did your parents influence your decision on 
which tertiary institute to attend? 
Yes 255 51.1% 
No 244 48.9% 
Total 499 100.0% 
Factor Gender male 288 57.7% 
female 211 42.3% 
Total 499 100.0% 
If Univen was situated in a more urban area 
would you have given it a first choice 
preference? 
Yes 364 72.9% 
No 135 27.1% 
Total 499 100.0% 
 Would you refer other people to come and 
further their education at Univen? 
Yes 377 75.6% 
No 122 24.4% 
Total 499 100.0% 
University students prefer to stay on campus SD 221 44.3% 
D 79 15.8% 
U 9 1.8% 
A 41 8.2% 
SA 149 29.9% 
Total 499 100.0% 
University environment / residence, makes it 
hard to study (section 2.4) 
SD 44 8.8% 
D 27 5.4% 
U 103 20.6% 
A 95 19.0% 
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SA 230 46.1% 
Total 499 100.0% 
Was Univen your first choice? Yes 280 56.1% 
No 219 43.9% 
Total 499 100.0% 
you can afford to go study elsewhere SD 204 40.9% 
D 99 19.8% 
U 72 14.4% 
A 51 10.2% 
SA 73 14.6% 
Total 499 100.0% 
 
The exploratory data analysis reveals that the youngest respondent was 17 years old and the oldest was 37 
years. The mean age of the respondents (students) was 21.20 years. From the 500 respondents, the majority 
of 282 students were Venda speaking, (i.e. 56.4%); and were followed by Tsonga speaking people who 
accounted for 15.8%. These figures did not come as a surprise to the researchers because the University of 
Venda is situated in Venda so it is bound to have a higher percentage of Venda speaking students. 
 
Table 2: Crosstab 
 
Gender 
Total male Female 
Did your parents influence 
your decision on which 
tertiary institute to attend? 
yes Count 141 114 255 
% within Did your parents 
influence your decision on which 
tertiary institute to attend? 
55.3% 44.7% 100.0% 
% within gender 49.0% 54.0% 51.1% 
no Count 147 97 244 
% within Did your parents 
influence your decision on which 
tertiary institute to attend? 
60.2% 39.8% 100.0% 
% within gender 51.0% 46.0% 48.9% 
Total Count 288 211 499 
% within Did your parents 
influence your decision on which 
tertiary institute to attend? 
57.7% 42.3% 100.0% 
% within gender 100.0% 100.0% 100.0% 
 
From Table 1 we see that the majority of the respondents were males, 288 (57.7%) and 211 (42.3%) females. 
About 51.1%of the respondents said yes (to the question whether) their parents influenced their decision on 
which tertiary institution to attend. In Table 2, it can be seen that 49% of the male respondents and 54% of 
the females were influenced by their parents. This came as no surprise to the researchers because parents 
tend to influence their daughters more easily since they are less rebellious, more considerate and are willing 
to compromise. In the same Table 1.1, 56.0% responded positively (i.e. yes) to whether they considered 
Univen as their first choice. This information was insightful in helping to get a clearer view of students’ or 
people’s views with regard to Univen as an institution. This figure shows that Univen attracts quite a sizeable 
number of students despite its location. The figure was further confirmed by the fact that72.9% said they 
would give Univen a first choice preference, if it were situated in a more urban area. This bodes well for the 
University of Venda in the sense that it is still attractive, especially to local people and can attract future 
prospective students. 
 
Multiple Logistic Regression Model 
 
Table 3: Goodness of fit (Omnibus Test) 
Likelihood Ratio Chi-Square Df Sig. 
23.299 12 .025 
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We observed in the Goodness of Fit table, Table 3 and Table A3 (in appendix) that the overall regression is 
significant as shown by the p-value of 0.025. That is all the independent variables are collectively significant 
when we compare the fitted model against the intercept-only model. However we need to test whether all the 
variables are relevant in the model. Table 4 tells us that age (with p-value of 0.012) and university 
environment (with p-value of 0.026) are the variables that contribute to the model. 
 
Table 4: Tests of Model Effects 
Source 
Type III 
Wald Chi-Square Df Sig. 
(Intercept) 5.106 1 .024 
Gender 1.453 1 .228 
Q7 .037 1 .847 
Q9 .012 1 .914 
section2.1 1.748 4 .782 
University  Environ 11.084 4 .026 
Age 6.344 1 .012 
Dependent Variable: Did your parents influence your decision on which tertiary institute to attend?  
Model: (Intercept), gender, Q7 (Univen first choice), Q9 (refer others), section2.4,(= Campus 
environment), age 
In Table 4, we find out that the factors which determine parents’ influence on the choice of their children’s 
Higher Education Institution are age and campus environment (i.e. Q in section 2.4). The mean age is21.20 
years, this indicates the fact that our respondents are not quite old, still fairly young (in African context) and 
can still be manipulated by parents who pay for their education. 
 
GLM Results 
 
Table 3: Parameter Estimates 
Parameter B Std. Error 
95% Wald Confidence 
Interval Hypothesis Test 
Lower Upper Wald Chi-Square df Sig. 
(Intercept) 1.882 .7401 .432 3.333 6.468 1 .011 
Age -.089 .0332 -.154 -.024 7.192 1 .007 
[gender=1] -.227 .1869 -.603 .130 1.600 1 .206 
[gender=2] 0a . . . . . . 
[C. E. 2.4=1] .103 .3352 -.554 .760 .094 1 .759 
[Campus 
environ, CE=2] 
-.952 .4650 -1.863 -.040 4.189 1 .054 
[CE=3] .396 .2454 -.085 .877 2.608 1 .106 
[CE =4] .485 .2515 -.008 .978 3.715 1 .041 
[CE=5] 0a . . . . . . 
[Q7=1] .4 .2087 -.370 .448 .035 1 .851 
[Q7=2] 0a . . . . . . 
[Q9=1] .029 .2175 -.397 .455 .018 1 .895 
[Q9=2] 0a . . . . . . 
(Scale) 1b       
Dependent Variable: Did your parents influence your decision on which tertiary institute to attend?  
Model: (Intercept), age, gender, section2.4, Q7, Q9 
a. Set to zero because this parameter is redundant. 
b. Fixed at the displayed value. 
 
 
Table 3 tells us again that age and Campus Environment (CE) are the only variables that are important in the 
analysis of whether parents influence or not their children on the choice of tertiary institution. The same 
table (Table 3) further tells us that if female was taken as our base for gender, the male has a negative value (-
0.227) which interprets to 20% lower. This supports the earlier statement that parents have a higher 
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influence on female children than they have on male children (i.e. 20% less). When we look at the case 
whether respondents would give Univen first choice preference (Question 7) if it were situated in a more 
urban area, we see a high score for yes (0.4) which translates to 49% higher. This confirms the earlier 
statement that more people said yes; i.e.72.8% responded that they would give Univen a first choice.  
 
Discussion: Both the GLM and the Multiple Logistic regression methods from Tables 2.1, 2.2, 3; as well as 
Tables A1, A2 and A3, in the appendix, tell us that the variables that are useful in the model are age and 
campus environment. This means that these two variables are useful in classifying influence of parents on 
their children’s choice for tertiary institutions. The negative sign for age means that when children are 
growing, parents are no longer able to influence them. On the other hand, the positive sign for the campus 
environment means that if Univen or for that matter, any campus being considered, is in more urbanised area 
with good infrastructure, more students will be attracted to it so parents can influence their children to 
choose such campus. 
Mathematically, the model equation is given by 
Logit [θ(x)] = log 





 )(1
)(
x
x


= ii xxx   ...2211  
    Logit [  (x)] = β0 + β1 (age) + β2 (campus environment). 
                 Log odd = 1.882 - .227age+ .485campus environment. 
This implies that 
Odd ratio =6.57 + 0.797age + 1.62campus environment. 
 
We now look at the discriminant procedure. The results seen in Table 4a, that is, the Box’s M tests results, 
show that the covariance matrices do not differ between groups formed by the dependent. The value of 25.33 
with F =25.294 is significant at p-value< 0.000. This means one can proceed with the analysis. 
 
Table 4a: Test Results 
Box's M 25.344 
F Approx. 25.294 
df1 1 
df2 740059.474 
Sig. .000 
 
Again as seen from Table 4b, the results from this method also confirm that only one variable which is age  
can predict parents’ influence on their children’s choice. The following equation is derived from Table 4b: 
D = (0.340 x age) – 7.206 ---------------------------------------------------------4.1  
 
Table 4b: Canonical Discriminant Function Coefficients 
 
Function 
1 
Age .340 
(Constant) -7.206 
 
The stepwise statistics in Table 4c shows that only one variable (one step) added to the intercept only. Wilks’ 
Lambda in Table 4d indicates the significance of the discriminant function. The table further indicates a 
highly significant function (p-value <0.005) and provides the proportion of total variability not explained. 
 
Table 4c: Variables in the Analysis 
Tep Tolerance F to Remove 
1 Age 1.000 8.032 
 
Table 4d: Wilks' Lambda 
Test of Function(s) Wilks' Lambda Chi-square Df Sig. 
1 .984 7.960 1 .005 
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A Lambda of 1.00 occurs when observed group means are equal (all the variance is explained by factors other 
than difference between those means), while a small Lambda occurs when within-groups variability is small 
compared to the total variability. Here, the Lambda of 0.984 has significant value (sig = 0.005), thus the group 
means appear to differ. Table A4 - standardized canonical discriminant function coefficients, (in appendix), 
gives age (.842) and campus environment (-.439); showing that the coefficients of these two factors are 
significant. This confirms that age and campus environment are the only important factors from the 
discriminant analysis. In short all the three methods affirm that the factors that are useful in predicting that 
parents’ influence on the choice of tertiary institutions for their children are age and campus environment. 
One expected that the reputation of the institution, financial position of the family and even distance from 
home to the institution, just to cite a few, could be useful predictors, but the results here have proved 
otherwise (Soutar & Turner, 2002). 
 
Limitation of the study: The sample size used could have been increased were it not time constraint. There 
is a probability that some of the respondents were not honest or truthful with their answers. The 
Convenience sample which is Non-Probability sampling method used is limited and therefore we cannot 
make an inference from the results. 
 
5. Conclusion 
 
The study set out to investigate whether or not parents influence their children’s choice for tertiary 
institution using a case study of the University of Venda. The analysis was based on three statistical methods, 
Generalized Linear Models, Multiple Logistic Regression and Discriminant analysis. The results from the 
analyses revealed that only two variable, ages, and campus environment contributed significantly to the 
question whether parents have any influence on their children’s choice for tertiary institution. In step-wise 
discriminant analysis only one step was taken meaning that there were no other variables added in the 
analysis; this further supported the results we found in the generalized linear model and the multiple logistic 
regression analyses. In conclusion, this study has shown that the most predictive factor which has been 
confirmed by the Discriminant Analysis as well as the GLM is Age. Campus environment is also useful in the 
model. The other independent variables considered in the research are non-significant and not useful. 
 
Recommendation: The paper recommends that parents should start dialogue with their children from a 
young age regarding their future; in so doing they are imparting precious knowledge to the children and 
enabling them to make their own decisions when the time comes for them to make choices.  
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Appendix 
 
Table A1: Logistic Regression Analysis- Variables in the Equation 
 B S.E. Wald df Sig. Exp(B) 
Step 1a Age -.226 .033 7.192 1 .007 1.093 
gender(1) .236 .187 1.600 1 .206 1.267 
Q9(1) -.029 .217 .018 1 .895 .972 
Q7(1) -.039 .209 .035 1 .851 .962 
section2.4 (CE)   11.293 4 .023  
section2.4(1) -.103 .335 .094 1 .759 .902 
section2.4(2) .952 .465 4.189 1 .041 2.590 
section2.4(3) -.396 .245 2.608 1 .106 .673 
section2.4(4) -.485 .251 3.715 1 .054 .616 
Constant -1.882 .740 6.468 1 .011 .152 
a. Variable(s) entered on step 1: age, gender, Q9, Q7, section2.4. 
 
Table A2:  Logistics Regression- Likelihood Ratio Tests 
Effect 
Model Fitting Criteria Likelihood Ratio Tests 
AIC of Reduced 
Model 
BIC of Reduced 
Model 
-2 Log 
Likelihood of 
Reduced Model Chi-Square df Sig. 
Intercept 380.714 418.627 362.714a .000 0 . 
age 386.417 420.118 370.417 7.703 1 .006 
gender 380.318 414.019 364.318 1.605 1 .205 
Q7 378.749 412.450 362.749 .035 1 .851 
Q9 378.731 412.432 362.731 .018 1 .895 
CE(Q2.4) 384.918 405.981 374.918 12.204 4 .016 
The chi-square statistic is the difference in -2 log-likelihoods between the final model and a reduced 
model. The reduced model is formed by omitting an effect from the final model. The null hypothesis is 
that all parameters of that effect are 0. 
a. This reduced model is equivalent to the final model because omitting the effect does not increase the 
degrees of freedom. 
 
Table A3: Goodness-of-Fit 
 Chi-Square df Sig. 
Pearson 182.336 181 .458 
Deviance 231.735 181 .006 
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Table A4: Standardized Canonical Discriminant Function Coefficients 
 
Function 
1 
age .842 
If Univen was situated in a more urban area would you have 
given it a first choice preference? 
-.012 
 Would you refer other people to come and further their 
education at Univen? 
.098 
gender -.284 
Campus environment - university residence is an advantage to 
academics 
-.439 
 
