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Abstract We study the asymptotic behavior of the maximum interpoint distance of random points in a d-dimensional set
with a unique diameter and a smooth boundary at the poles. Instead of investigating only a fixed number of n points as n
tends to infinity, we consider the much more general setting in which the random points are the supports of appropriately
defined Poisson processes. The main result covers the case of uniformly distributed points within a d-dimensional ellipsoid
with a unique major axis. Moreover, several generalizations of the main result are established, for example a limit law for
the maximum interpoint distance of random points from a Pearson type II distribution.
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1 Introduction
For some fixed integer d ≥ 2, let Z,Z1,Z2, . . . be independent and identically distributed (i.i.d.) d-dimensional random vec-
tors, defined on a common probability space (Ω ,A ,P). We assume that the distribution PZ of Z is absolutely continuous
with respect to Lebesgue measure. Writing | · | for the Euclidean norm on Rd , the asymptotical behavior of the so-called
maximum interpoint distance
Mn := max
1≤i, j≤n
|Zi−Z j|
as n tends to infinity has been a topic of interest for more than 20 years. This behavior is closely related to the support
S⊂ Rd of PZ , which is the smallest closed set C satisfying PZ(C) = 1. Writing
diam(K) := sup
x,y∈K
|x− y|
for the diameter of a set K ⊂Rd , we obviously have Mn a.s.−→ diam(S) as n→∞, but finding sequences (an)n∈N and (bn)n∈N
so that an(bn−Mn) has a non-degenerate limit distribution as n→ ∞ is a much more difficult problem, which has hitherto
been solved only in a few special cases. We deliberately discard the case d = 1 in what follows since then
Mn = max
1≤i≤n
Zi− min
1≤i≤n
Zi
is the well-studied sample range. Results obtained so far mostly cover the case that PZ is spherically symmetric, and
they may roughly be classified according to whether PZ has an unbounded or a bounded support. If Z has a spherically
symmetric normal distribution, Matthews and Rukhin (1993) obtained a Gumbel limit distribution for Mn, and Henze and
Klein (1996) generalized this result to the case that Z has a spherically symmetric Kotz type distribution. An even more
general spherically symmetric setting with a Gumbel limit distribution has been studied by Jammalamadaka and Janson
(2015). Henze and Lao (2010) studied unbounded distributions PZ , for which the norm |Z| and the directional part Z/|Z|
of Z are independent and the right tail of the distribution of |Z| decays like a power law. In this case, they showed a
(non-Gumbel) limit distribution of Mn that can be described in terms of a suitably defined Poisson point process. Finally,
Demichel et al (2015) considered unbounded elliptical distributions of the form Z = TAW, where T is a positive and
unbounded random variable, A is an invertible (d× d)-dimensional matrix, and W is uniformly distributed on the sphere
S d−1 =
{
z ∈ Rd : |z|= 1} . In this case, the asymptotical behavior of Mn depends on the right tail of the distribution
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2 Michael Schrempp
function of T and the multiplicity k ∈ {1, . . . ,d} of the largest eigenvalue of A. In that work, it was assumed that T lies
in the max-domain of attraction of the Gumbel law. If the matrix A has a single largest eigenvalue, Demichel et al (2015)
derives a limit law for Mn that can be represented in terms of two independent Poisson point processes on Rd . On the other
hand, if A has a multiple largest eigenvalue and T satisfies an additional technical assumption, Mn has a Gumbel limit
law. If k = d, the random vector Z has a spherically symmetric distribution, and their result is the same as that stated by
Jammalamadaka and Janson (2015).
If PZ has a bounded support, Lao (2010) and Mayer and Molchanov (2007) deduced a Weibull limit distribution for
Mn in a very general setting if the distribution of Z is supported by the d-dimensional unit ball Bd for d ≥ 2. Furthermore,
Lao (2010) obtained limit laws for Mn if PZ is uniform or non-uniform in the unit square, uniform in regular polygons,
or uniform in the d-dimensional unit cube, d ≥ 2. Appel et al (2002) obtained a convolution of two independent Weibull
distributions as limit law of Mn if Z has a uniform distribution in a planar set with unique major axis and ‘sub-
√
x decay’ of
its boundary at the endpoints. The latter property is not fulfilled if PZ is supported by a proper ellipse E. In that case, Appel
et al (2002) were able to derive bounds for the limit law of Mn if Z has a uniform distribution. The exact limit behavior
of Mn if PZ is uniform in an ellipse has been an open problem for many years. Without giving a proof, Jammalamadaka
and Janson (2015) stated that n2/3(2−Mn) has a limit distribution (involving two independent Poisson processes) if Z has
a uniform distribution in a proper ellipse with major axis of length 2. Schrempp (2015) described this limit distribution in
terms of two independent sequences of random variables, and Schrempp (2016) generalized the result of Jammalamadaka
and Janson (2015) to the case that PZ is uniform or non-uniform over a d-dimensional ellipsoid. Being more precise, the
underlying set E in Schrempp (2016) is
E =
{
z ∈ Rd :
(
z1
a1
)2
+
(
z2
a2
)2
+ . . .+
(
zd
ad
)2
≤ 1
}
,
where d ≥ 2 and a1 > a2 ≥ a3 ≥ . . . ≥ ad > 0. Since a1 > a2, the ellipsoid E has a unique major axis of length 2a1 with
‘poles’ (a1,0, . . . ,0) and (−a1,0, . . . ,0). If the distribution PZ is supported by such a set E and PZ(E ∩O) > 0 for each
neighborhood O of each of the two poles, the unique major axis makes sure that the asymptotical behavior of Mn is de-
termined solely by the shape of PZ close to these poles. Schrempp (2016) investigated distributions PZ with a Lebesgue
density f on E, so that f is continuous and bounded away from 0 near the poles. Hence, the uniform distribution on E was a
special case of that work. It turned out that 2a1−Mn has to be scaled by the factor n2/(d+1) to obtain a non-degenerate limit
distribution. In order to show this weak convergence, a related setting had been considered, in which the random points
are the support of a specific series of Poisson point processes Zn in E. Writing diam(Zn) for the diameter of the support
of Zn, it turned out that n2/(d+1)(2a1−diam(Zn)) has a limiting distribution involving two independent Poisson processes
that live on a subset P of Rd , the shape of which is determined by a1, . . . ,ad . By use of the so-called de-Poissonization
technique, n2/(d+1)(2a1−Mn) has the same limit distribution as n tends to infinity.
From the proofs given in Schrempp (2016), it is quite obvious that only the values of the density at the poles and the
curvature of the boundary ∂E of E at the poles determine the limiting distribution of n2/(d+1)(2a1−Mn), but not the fact
that E is an ellipsoid. The latter observation was the starting point for this work: Our main result is a generalization of
the result stated in Schrempp (2016) to distributions that are supported by a d-dimensional set E, d ≥ 2, with ‘unique
diameter’ of length 2a > 0 between the poles (−a,0, . . . ,0) and (a,0, . . . ,0) and a smooth boundary at the poles. The
formal assumptions on E are stated in Section 3. If the density f of Z on E is continuous and bounded away from 0 close
to the poles, n2/(d+1)(2a−diam(Zn)) has a non-degenerate limiting distribution also in this setting. Again, this limit law
involves two independent Poisson processes that live on potentially different subsets P` and Pr of Rd . The shape of P` is
only determined by the principal curvatures and the corresponding principal curvature directions of ∂E at the left pole
(−a,0, . . . ,0). The same holds true for Pr and the right pole (a,0, . . . ,0).
The paper is organized as follows. In Section 2 we will fix our general notation, and Section 3 contains our assumptions
and our main result, which is Theorem 1, the proof of which will be given in Section 4. Section 5 contains several
generalizations of the main result for underlying sets with a ‘unique diameter’. These include more general distributions
PZ , a limit theorem for the joint convergence of the k largest distances among Z1, . . . ,Zn and p-norms and so-called ‘p-
superellipsoids’, where 1 ≤ p < ∞. Section 6 deals with generalizations of our main result to settings where E does not
have a ‘unique diameter’, and it concludes with a fundamental open problem concerning Pearson Type II distributions that
are supported by an ellipsoid with at least two but less than d major half-axes.
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2 Fundamentals
Throughout, vectors are understood as column vectors, but if there is no danger of misunderstanding, we write them
– depending on the context – either as row or as column vectors. We use the abbreviation z˜ := (z2, . . . ,zd) for a point
z = (z1, . . . ,zd) ∈ Rd . Given a function s : Rd−1→ R, z˜ 7→ s(z˜), let s j(z˜) denote the partial derivative of s with respect to
the component z j for j ∈ {2, . . . ,d}. Notice that, for instance, s2 stands for the partial derivative of s with respect to z2,
not with respect to the second component of z˜. The gradient
(
s2(z˜), . . . ,sd(z˜)
)
of s at the point z˜ will be denoted by ∇s(z˜).
Likewise si j(z˜) is the second-order partial derivative with respect to zi and z j. Without stressing the dependence on the
dimension, we write 0 for the origin in Ri and e j for the j-th unit vector in Ri for i, j ∈ N := {1,2, . . .} with j ≤ i. The
scalar product of x,y ∈ Ri will be denoted by 〈x,y〉, i ∈ N. For a subset A⊂ Rd and c > 0 we write c ·A := {c · z : z ∈ A},
and we put R+ := [0,∞). Furthermore, md stands for d-dimensional Lebesgue measure, and the i-dimensional identity
matrix will be denoted by Ii, i ∈N. Each unspecified limit refers to n→∞, and for two real-valued sequences (an)n∈N and
(bn)n∈N, where bn 6= 0 for each n ∈ N, we write an ∼ bn if an/bn → 1. For a density g, a measure µ on Rd and a Borel
set A ∈Bd we put g∣∣A(z) := g(z) if z ∈ A and 0 otherwise, and write µ∣∣A(B) := µ(A∩B) if B ∈Bd . Convergence in
distribution and equality in distribution will be denoted by D−→ and D=, respectively. The components of a random vector Zi
are given by Zi = (Zi,1, . . . ,Zi,d) for i≥ 1. Finally, we write N D= Po(λ ) if the random variable N has a Poisson distribution
with parameter λ > 0.
Regarding point processes, we mainly adopt the notation of Resnick (2008), Chapter 3. A point process ξ on some
space D, equipped with a σ -field D , is a measurable map from some probability space (Ω ,A ,P) into
(
Mp(D),Mp(D)
)
,
where Mp(D) is the set of all point measures χ on D, equipped with the smallest σ -fieldMp(D) rendering the evaluation
maps χ 7→ χ(A) from Mp(D)→ [0,∞] measurable for all A ∈ D . We call the point process ξ simple if P
(
ξ ({z}) ∈
{0,1} for all z ∈ D)= 1. A Poisson process with intensity measure µ is a point process ξ satisfying
P
(
ξ (A) = k
)
=
{
e−µ(A) µ(A)
k
k! , if µ(A)< ∞,
0, if µ(A) = ∞,
(1)
for A ∈ D and k ∈ N∪{0}. Moreover, ξ (A1), . . . ,ξ (Ai) are independent for any choice of i ≥ 2 and mutually disjoint
sets A1, . . . ,Ai ∈D . We briefly write ξ D= PRM(µ). If ξ is a Poisson process with intensity measure µ , (1) means ξ (A) D=
Po
(
µ(A)
)
and hence E
[
ξ (A)
]
= µ(A) for A ∈D . According to Corollary 6.5 in Last and Penrose (2017), for each Poisson
process ξ on D there is a sequenceX1,X2, . . . of random points in D and a {0,1, . . . ,∞}-valued random variable N so that
ξ =
N
∑
i=1
εXi , almost surely.
Because of this property we use the notation ξ = {Xi, i≥ 1}, whenever ξ is a simple Poisson process and ξ (D) = ∞
almost surely. This terminology is motivated by the notion of a point process as a random set of points.
We will use the bold letters X,Y and Z to denote point processes, and the convention will be as follows: Point processes
supported by the whole underlying set E will get a name involving the letter Z. In contrast, the letter X always stands for
processes that live only on the left half E ∩{z1 ≤ 0} of E and Y for those that are supported by the right half E ∩{z1 ≥ 0}
of E. This distinction will be very useful to shorten the notation. If, for instance, X = {Xi, i≥ 1} is a point process on Rd ,
we write Xi = (Xi,1, . . . ,Xi,d) to denote the coordinates of Xi. We finally introduce a very special sequence of Poisson
processes: If Z1,Z2, . . . are i.i.d. with common distribution PZ , and Nn is independent of this sequence and has a Poisson
distribution with parameter n, then
Zn :=
Nn
∑
i=1
εZi , n ∈ N,
is a Poisson process in Rd with intensity measure nPZ , and we have
diam(Zn) = MNn = max1≤i, j≤Nn
∣∣Zi−Z j∣∣.
3 Conditions and main results
Our basic assumption on the shape and the orientation of the underlying set E is that its finite diameter is attained by
exactly one pair of points, both of which lie on the z1-axis. Being more precise, we assume the following:
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Condition 1 Let E ⊂Rd be a closed subset with 0< 2a = diam(E)<∞ and (−a,0),(a,0) ∈ E. Furthermore, we assume
|x− y|< 2a for each (x,y) ∈ (E\{(−a,0),(a,0)})×E. (2)
Speaking of a ‘unique diameter’, we will always mean that the underlying set satisfies Condition 1. The two points
(−a,0),(a,0) ∈ E are henceforth called the ‘poles’ of E. There is no loss of generality in assuming that the poles of E are
given by (−a,0) and (a,0). For every set having a diameter of length 2a > 0 we can find a suitable coordinate system so
that this assumption is satisfied. Since we will consider distributions with md-densities supported by E, it will be no loss
of generality either that we assume E to be closed. So, condition (2) guarantees that Mn will be determined by two points
lying close to (−a,0) and (a,0), respectively, at least for large n and a suitable distribution PZ . Our assumption on the
shape of E close to both poles is as follows:
Condition 2 There are constants δ`,δr ∈ (0,a], open neighborhoods O`,Or ⊂ Rd−1 of 0 ∈ Rd−1 and twice continuously
differentiable functions s` : O`→ R+, sr : Or→ R+, so that
E` := E ∩{z1 <−a+δ`}=
{
(z1, z˜) ∈ Rd :−a+ s`(z˜)≤ z1 <−a+δ`, z˜ ∈ O`
}
(3)
and
Er := E ∩{a−δr < z1}=
{
(z1, z˜) ∈ Rd : a−δr < z1 ≤ a− sr(z˜), z˜ ∈ Or
}
. (4)
Since (−a,0),(a,0) ∈ E, we have s`(0) = sr(0) = 0, and we write Hi for the Hessian of si at the point 0. In view of the
unique diameter of E between (−a,0) and (a,0), we know the following facts about ∇si(0) and Hi, i ∈ {`,r}:
Lemma 1 For i ∈ {`,r} we have ∇si(0) = 0. Furthermore, the matrix Hi is symmetric and positive definite, and all d−1
eigenvalues of Hi are larger than 1/2a.
The proof of this lemma can be found in Section 7. According to Lemma 1, the matrices H` and Hr are orthogonally
diagonalizable and all eigenvalues, denoted by κ i2 ≤ . . . ≤ κ id , i ∈ {`,r}, in ascending order, are real-valued and positive.
The subscripts 2, . . . ,d instead of 1, . . . ,d−1 are chosen deliberately. Because of the very close connection between these
eigenvalues and the components z2, . . . ,zd in our main theorem, this notation is much more intuitive for our purposes.
See especially the end of this section for an illustration of the aforementioned connection. For i ∈ {`,r} we choose an
orthonormal basis
{
ui2, . . . ,u
i
d
}
of Rd−1, consisting of corresponding eigenvectors; namely Hiuij = κ ijuij for j ∈ {2, . . . ,d}.
Putting Ui := (ui2 | . . . | uid), we have UiU>i = Id−1 and U>i HiUi = diag(κ i2, . . . ,κ id) =: Di.
It is quite obvious that Condition 1 restricts the possible Hessians H` and Hr. It would be desirable to find a one-to-one
relation between the unique diameter of E assumed in Condition 1 on the one hand and all possible Hessians H` and Hr on
the other hand. But describing this relation in its whole generality would be technically very involved. Fortunately, we can
state a simple but still very general condition on the Hessians to guarantee that E ∩{|z1|> a−δ} has a unique diameter
between (−a,0) and (a,0) for δ > 0 sufficiently small. Unless otherwise stated we will always study sets fulfilling the
following condition:
Condition 3 For some constant η ∈ (0,1), the 2(d−1)×2(d−1)-dimensional matrix
A(η) :=
(
2aηD`− Id−1 U>` Ur
U>r U` 2aηDr− Id−1
)
is positive semi-definite.
We will briefly write A(η) ≥ 0 to denote this property. Notice that A(η1) ≥ 0 implies A(η2) ≥ 0 for each η2 > η1
since D` and Dr are diagonal matrices with positive entries on their main diagonals. Due to the fact that D`,Dr,U` and
Ur depend only on the curvature of ∂E at the poles, Condition 3 is obviously not sufficient to ensure (2) (figuring in
Condition 1) for the whole set E. But Lemma 11 will show that Condition 3 guarantees that (2) holds true for E replaced
with E ∩{|z1|> a−δ} and δ > 0 sufficiently small. This assertion can be interpreted as ‘Condition 3 ensures the unique
diameter of E close to the poles’. Focussing on sets satisfying Condition 3 will be no strong limitation in the following
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sense: If A(1) is not positive semi-definite, then E cannot have a unique diameter between the poles, see Lemma 13. Hence,
the only relevant case not covered by Condition 3 is given by
A(1)≥ 0, but A(η) 0 for each η ∈ (0,1).
At first sight, Condition 3 looks quite technical. A much more intuitive and sufficient, but not necessary condition for
Condition 3 to hold is
1
κ`2
+
1
κr2
< 2a, (5)
see Lemma 14. We may thus check Condition 1 (at least close to the poles) for many sets by merely looking at the smallest
eigenvalues of H` and Hr. Now that we have stated our conditions on the underlying set E, we can focus on distributions
supported by E. In this section we consider distributions PZ with a Lebesgue density f on E satisfying the following
property of continuity at the poles:
Condition 4 Let f : E→ R+ with
∫
E f (z)dz = 1. We further assume that f is continuous at the poles (−a,0), (a,0) with
p` := f (−a,0)> 0 and pr := f (a,0)> 0.
Defining the ‘pole-caps of length δ ’ via
E`,δ := E`∩{−a≤ z1 ≤−a+δ} and Er,δ := Er ∩{a−δ ≤ z1 ≤ a} (6)
for 0< δ <min{δ`,δr}, the property of continuity assumed in Condition 4 can be rewritten as f (z) = pi
(
1+o(1)
)
, where
o(1) is uniformly on Ei,δ as δ → 0, i ∈ {`,r}. Now, we only need one more definition before we can formulate our main
result. Putting
P(H) :=
{
(z1, z˜) ∈ Rd : 12 z˜
>Hz˜≤ z1
}
(7)
for some (d−1)× (d−1)-dimensional matrix H, the set P(H`) (resp. P(Hr)) describes the shape of E near the left (resp.
right) pole if we ‘look through a suitably distorted magnifying glass’, see Lemma 4 for details. The boundaries of P(H`)
and P(Hr) are elliptical paraboloids. Now we are prepared to state our main result.
Theorem 1 If Conditions 1 to 4 hold, then
n
2
d+1
(
2a−diam(Zn)
) D−→ min
i, j≥1
{
Xi,1+Y j,1− 14a
∣∣X˜i− Y˜ j∣∣2} , (8)
where {Xi, i≥ 1} D= PRM
(
p` ·md
∣∣
P(H`)
)
and
{
Y j, j ≥ 1
} D
= PRM
(
pr ·md
∣∣
P(Hr)
)
are independent Poisson processes. The
same holds true if we replace diam(Zn) with Mn.
Proof See Section 4. uunionsq
A special case of this result is given if we assume that E is a proper ellipsoid. The following corollary illustrates that
Theorem 1 is a generalization of the main result in Schrempp (2016):
Corollary 1 Let a1 > a2 ≥ a3 ≥ . . .≥ ad > 0, and put
E :=
{
z ∈ Rd :
d
∑
j=1
(
z j
a j
)2
≤ 1
}
.
The values a1, . . . ,ad are called the ‘half-axes’ of the ellipsoid E. Obviously, this set has a unique diameter of length 2a1
between the points (−a1,0) and (a1,0); i.e. Condition 1 holds true with a = a1. Putting δ` := δr := a1,
O` := Or :=
{
z˜ ∈ Rd−1 :
d
∑
j=2
(
z j
a j
)2
< 1
}
and s`(z˜) := sr(z˜) := a1−a1
√√√√1− d∑
j=2
(
z j
a j
)2
,
6 Michael Schrempp
Condition 2 is fulfilled, too. Some easy calculations show that the Hessians H` and Hr of s` and sr at 0 are given by
H` = Hr = diag
(
a1
a22
, . . . ,
a1
a2d
)
.
This means that the eigenvalues of both H` and Hr are κ ij = a1/a2j . Since a2 < a1, we have
1
κ`2
+
1
κr2
=
a22
a1
+
a22
a1
= 2
a22
a1
= 2a1
(
a2
a1
)2
< 2a1 = 2a.
Hence, inequality (5) holds true and thus Condition 3 is fulfilled. With
P(H`) = P(Hr) =
{
z ∈ Rd : 1
2
z˜>H`z˜≤ z1
}
=
{
z ∈ Rd : 1
2
d
∑
j=2
a1
a2j
· z2j ≤ z1
}
=
{
z ∈ Rd :
d
∑
j=2
(
z j
a j
)2
≤ 2z1
a1
}
,
we can apply Theorem 1 for distributions in E satisfying Condition 4, in accordance with Theorem 2.1 in Schrempp (2016).
Corollary 2 If Z has a uniform distribution in the ellipsoid E given in Corollary 1, Condition 4 holds true with
p` := pr :=
1
md(E)
=
(
pi
d
2
Γ
( d
2 +1
) d∏
i=1
ai
)−1
> 0.
Hence, Theorem 1 is applicable. In the special case d = 2 and a1 = 1 we have a2 < 1, p` = pr = 1/(pia2),
P := P(H`) = P(Hr) =
{
z ∈ R2 :
(
z2
a2
)2
≤ 2z1
}
,
and it follows that
n2/3(2−Mn) D−→ min
i, j≥1
{
Xi,1+Y j,1− 14 (Xi,2−Y j,2)
2
}
, (9)
with two independent Poisson processes X = {Xi, i≥ 1} D= PRM
(
p` ·m2
∣∣
P
)
and Y =
{
Y j, j ≥ 1
} D
= PRM
(
pr ·m2
∣∣
P
)
.
To illustrate the speed of convergence in Corollary 2, we present the result of a simulation study. To this end, define
G(x,y) := x1+y1−(x2−y2)2/4. In the proof of Lemma 6 one can see that G(x,y)≥ c(x1+y1), (x,y)∈ P(H`)×P(Hr), for
some fixed c∈ (0,1). Therefore, the probability that a pointXi with a ‘large’ first componentXi,1 determines the minimum
above is ‘small’ (we omit details). The same holds for Y j. We can thus approximate the limiting distribution above by
taking independent Poisson processes with intensity measures p` ·m2
∣∣
P˜ and pr ·m2
∣∣
P˜ where P˜ :=P(H`)∩
{
z ∈ R2 : z1 ≤ b
}
for some fixed b> 0. The larger the minor half-axis a2 is (i.e. the more E becomes ‘circlelike’), the larger b has to be chosen
in order to have a good approximation of the distributional limit in (9) (we omit details). See Figure 1 for an illustration of
the sets E (left) and P (right) and Figure 2 for the result of a simulation. Notice the different scalings between the left- and
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Fig. 1 The sets E (left) and P (right) in the setting of Corollary 2 for d = 2 with a1 = 1,a2 = 1/2.
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Fig. 2 Empirical distribution function of n2/3(2−Mn) in the setting of Corollary 2 for d = 2 with a1 = 1,a2 = 1/2, n = 1000 (solid, 5000 replications).
The limit distribution is approximated as described after Corollary 2 with b = 10 (dashed, 5000 replications).
Remark 1 The ‘outer boundaries’ of E` and Er, denoted by
M` :=
{
(z1, z˜) ∈ Rd : z1 =−a+ s`(z˜), z˜ ∈ O`
}
and Mr :=
{
(z1, z˜) ∈ Rd : z1 = a− sr(z˜), z˜ ∈ Or
}
,
can be interpreted as images of the two hypersurfaces
s` : O`→ Rd , s`(z˜) :=
(−a+ s`(z˜) , z˜ ) and sr : Or→ Rd , sr(z˜) := (a− sr(z˜) , z˜ ).
For i ∈ {`,r} the first partial derivatives of si are given by
si2(z˜) =
(
si2(z˜) , 1 , 0 , . . . , 0
)
, . . . , sid(z˜) =
(
sid(z˜) , 0 , . . . , 0 , 1
)
.
These d− 1 vectors are linearly independent for each z˜ ∈ Oi, which means that the hypersurfaces s` and sr are regular,
see Definition 3.1.2 in Csiko´s (2014). From Lemma 1 we further know sij(0) = e j for i ∈ {`,r} and each j ∈ {2, . . . ,d}.
Hence, the two unit normal vectors of the hypersurface si at the pole si(0) are given by ±e1. Looking at Appendix A.2.2
in Schrempp (2017) – especially its ending – we know (because of ∇si(0) = 0) that the eigenvalues κ ij of the Hessian Hi
are exactly the principal curvatures of the hypersurface si at the pole si(0) with respect to the unit normal vector e1 if i = `
and −e1 if i = r, respectively. We can further conclude that
vij :=
(
0
uij
)
∈ Rd
are the corresponding principal curvature directions. Using the notation introduced after Lemma 1 and some easy trans-
formations show
P(Hi) =
{
z1e1+
d
∑
j=2
z jvij ∈ Rd :
1
2
d
∑
j=2
κ ijz
2
j ≤ z1
}
,
see (Schrempp 2017, p. 30) for more details. This representation is sometimes called the ‘normal representation of the
osculating paraboloid P(Hi)’, and it justifies the notation of the principal curvatures κ ij with indices 2, . . . ,d instead of
1, . . . ,d−1. If we have vij = e j for each j ∈ {2, . . . ,d}, we especially get
P(Hi) =
{
z ∈ Rd : 1
2
d
∑
j=2
κ ijz
2
j ≤ z1
}
.
Corollary 1 is a special case of this situation.
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4 Proof of Theorem 1
The proof of Theorem 1 is divided into three subsections. The first one is mainly devoted to the study of some geometric
properties of the set E close to the poles. In Subsection 4.2 we will deal with the convergence of Poisson random measures,
which will be crucial for the main part of the proof of Theorem 1, given in Subsection 4.3.
4.1 Geometric considerations
First of all, note that Condition 3 holds true if, and only if,
0≤ 2aη
(
α>D`α+β>Drβ
)
+2α>U>` Urβ −|α|2−|β |2, for all α,β ∈ Rd−1, (10)
and since κ i2 and κ
i
d are the smallest and the largest eigenvalues of Hi, the so-called min–max theorem by Courant–Fischer
yields
κ i2|z˜|2 ≤ z˜>Hiz˜≤ κ id |z˜|2 (11)
for each z˜ ∈ Rd−1 and i ∈ {`,r}. In view of Lemma 1 it is clear that the second-order Taylor series expansions of si at the
point 0 is
si(z˜) =
1
2
z˜>Hiz˜+Ri(z˜),
where Ri(z˜) = o
(|z˜|2) and i ∈ {`,r}. From (3) and (4) we obtain the representations
E` =
{
(z1, z˜) ∈ Rd :−a+ 12 z˜
>H`z˜+R`(z˜)≤ z1 <−a+δ`, z˜ ∈ O`
}
(12)
and
Er =
{
(z1, z˜) ∈ Rd : a−δr < z1 ≤ a− 12 z˜
>Hr z˜−Rr(z˜), z˜ ∈ Or
}
, (13)
which will be widely used throughout this work. Now we need some additional definitions. We shift the set E` to the right
by a · e1 along the z1-axis and call this set P1(H`). The set Er will be translated by −a · e1 along the z1-axis to the left, and
it will then be reflected at the plane {z1 = 0}. We call the resulting set P1(Hr). Looking at (12) and (13), we have
P1(Hi) =
{
(z1, z˜) ∈ Rd : 12 z˜
>Hiz˜+Ri(z˜)≤ z1 < δi, z˜ ∈ Oi
}
(14)
for i ∈ {`,r}. The reason underlying this construction will be seen later in (26). In addition to P1(Hi), we introduce the
constant
η̂ :=
1+η−1
2
, (15)
based on the constant η ∈ (0,1) from Condition 3. The subsequent remark will point out two very important properties of
η̂ , that will be essential for the proofs to follow:
Remark 2 Since η ∈ (0,1), we have η̂ > 1, and it follows that P(Hi)  η̂ ·P(Hi) for i ∈ {`,r}. Without this technical
expansion of the limiting sets P(Hi), several proofs would become much more complicated. The second important property
is that η̂ is not ‘too large’ in the sense that
1−ηη̂ = 1−η 1+η
−1
2
= 1− η+1
2
=
1−η
2
> 0.
This inequality will be crucial for the proofs of Lemma 3 and Lemma 6.
As stated in Remark 2, we will need the set η̂ ·P(Hi) for i ∈ {`,r}. For later use, we give a more convenient represen-
tation of these sets:
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Remark 3 For i ∈ {`,r} we obtain from (7)
η̂ ·P(Hi) =
{
η̂ · z ∈ Rd : z ∈ P(Hi)
}
=
{
z ∈ Rd : η̂−1z ∈ P(Hi)
}
=
{
z ∈ Rd : 1
2
(
η̂−1z˜
)>
Hi
(
η̂−1z˜
)≤ η̂−1z1}
=
{
z ∈ Rd : 1
2
z˜>Hiz˜≤ η̂z1
}
.
In the following, we have to consider simultaneously points x, that are lying close to the left pole, and points y, lying close
to the right one. For this purpose, we use the definitions of the pole-caps E`,δ and Er,δ given in (6) and put Eδ := E`,δ ×Er,δ
to yield
Eδ =
{
(x,y) ∈ E`×Er :−a≤ x1 ≤−a+δ ,a−δ ≤ y1 ≤ a
}
. (16)
The next lemma shows the reason for introducing the sets η̂ ·P(Hi), i∈ {`,r}. The inclusion stated there will be crucial
for the proof of the subsequent Lemma 3 and for the main part of the proof of Theorem 1 itself.
Lemma 2 There is some constant δ ∗ ∈ (0,min{δ`,δr}], so that the inclusion(
P1(H`)∩{z1 ≤ δ}
)× (P1(Hr)∩{z1 ≤ δ})⊂ η̂ ·P(H`)× η̂ ·P(Hr) (17)
holds true for each δ ∈ (0,δ ∗]. In other words, we have
1
2
x˜>H`x˜≤ η̂(a+ x1) and 12 y˜
>Hr y˜≤ η̂(a− y1) (18)
for all (x,y) ∈ Eδ ∗ .
Proof Observe Remark 3 and the construction of P1(H`) and P1(Hr) at the beginning of this section for checking the
equivalence between (17) and (18). Without loss of generality we only show the first inequality of (18) for (x,y) ∈ Eδ and
δ > 0 sufficiently small. If δ < δ`, it follows from (12) and the definition of Eδ that
x ∈
{
(z1, z˜) ∈ Rd :−a+ 12 z˜
>H`z˜+R`(z˜)≤ z1 ≤−a+δ , z˜ ∈ Ol
}
,
whence
1
2
x˜>H`x˜+R`(x˜)≤ a+ x1 ≤ δ . (19)
As δ → 0 we get |x˜| → 0 on Eδ , and because of R`(x˜) = o
(|x˜|2) the relation R`(x˜) = o(x˜>H`x˜) holds true, too. Putting
ε := η
−1−1
η−1+1 > 0, we obtain for sufficiently small δ > 0∣∣R`(x˜)∣∣≤ ε2 x˜>H`x˜
for every (x,y) ∈ Eδ . Combining this inequality with (19) shows that
1− ε
2
x˜>H`x˜≤ a+ x1
and hence, by the definition of η̂ given in (15),
1
2
x˜>H`x˜≤ 11− ε (a+ x1) = η̂(a+ x1).
Choosing δ ∗ in such a way that both inequalities figuring in (18) hold true for each (x,y) ∈ Eδ ∗ finishes the proof. uunionsq
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In the following, we will, without loss of generality, only investigate Eδ for δ ∈ (0,δ ∗] to ensure the validity of (18).
In the next step we examine the behavior of |x− y| for x close to the left pole of E and y close to the right one.
For this purpose, we consider R2d to describe the simultaneous convergence of x to the left pole of E and y to the right
pole. Some straightforward calculations show that the second-order Taylor polynomial of (x,y) 7→ |x− y| at the point
a := (−a,0,a,0) ∈ R2d is given by −x1+ y1+ 14a |x˜− y˜|2. As (x,y)→ a = (−a,0,a,0), we obtain
|x− y|=−x1+ y1+ 14a |x˜− y˜|
2+R(x,y), (20)
where R(x,y) = o
(|(x,y)−a|2), uniformly on the ball of radius r and center a as r→ 0. This uniform convergence holds
especially on Eδ (given in (16)) as δ → 0. Putting
G˜(x,y) := (a+ x1)+(a− y1)− 14a |x˜− y˜|
2,
we infer
2a−|x− y|= G˜(x,y)−R(x,y). (21)
Lemma 3 We have R(x,y) = o
(
G˜(x,y)
)
, uniformly on Eδ as δ → 0.
Proof Notice that
R(x,y)
G˜(x,y)
=
R(x,y)
|(x,y)−a|2 ·
|(x,y)−a|2
G˜(x,y)
= o(1)
|(x,y)−a|2
G˜(x,y)
(22)
as δ → 0, where o(1) is uniformly on Eδ . It remains to show that |(x,y)−a|2/G˜(x,y) is bounded on Eδ for small δ > 0.
Assume without loss of generality that |x1| ≤ |y1|< a. In view of x ∈ E` and y ∈ Er, we get 0< a− y1 ≤ a+ x1. Consider
in a first step the numerator of the right-most fraction figuring in (22). With (11) and Lemma 2 we obtain for (x,y) ∈ Eδ
and sufficiently small δ > 0
|(x,y)−a|2 = (a+ x1)2+(a− y1)2+ |x˜|2+ |y˜|2
≤ (a+ x1)2+(a− y1)2+ 1κ`2
x˜>H`x˜+
1
κr2
y˜>Hr y˜
≤ (a+ x1)2+(a− y1)2+ 2η̂κ`2
(a+ x1)+
2η̂
κr2
(a− y1)
≤ (a+ x1)2+(a+ x1)2+ 2η̂κ`2
(a+ x1)+
2η̂
κr2
(a+ x1)
= (a+ x1)
(
2(a+ x1)+
2η̂
κ`2
+
2η̂
κr2
)
.
As a consequence of (x,y)∈ Eδ and δ → 0 we get x1→−a, and thus the term inside the big brackets converges to 2η̂κ`2 +
2η̂
κr2
.
We can conclude that there is a constant c> 0 so that |(x,y)−a|2 < (a+ x1) · c for every (x,y) ∈ Eδ and sufficiently small
δ > 0. In a second step we look at the denominator of the right-most fraction figuring in (22). Writing x˜ = U`α and
y˜ =Urβ , we deduce that
G˜(x,y) = (a+ x1)+(a− y1)− 14a
(|x˜|2+ |y˜|2−2x˜>y˜)
= (a+ x1)+(a− y1)− 14a
(|α|2+ |β |2−2α>U>` Urβ).
Inequality (10) now shows that
G˜(x,y)≥ (a+ x1)+(a− y1)− 14a2aη
(
α>D`α+β>Drβ
)
= (a+ x1)+(a− y1)− 12η
(
x˜>U`D`U>` x˜+ y˜
>UrDrU>r y˜
)
= (a+ x1)+(a− y1)− 12η
(
x˜>H`x˜+ y˜>Hr y˜
)
,
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and by Lemma 2 we get for sufficiently small δ > 0
G˜(x,y)≥ (a+ x1)+(a− y1)− 12η
(
2η̂(a+ x1)+2η̂(a− y1)
)
= (a+ x1)
(
1+
a− y1
a+ x1
−ηη̂
(
1+
a− y1
a+ x1
))
= (a+ x1)(1−ηη̂)
(
1+
a− y1
a+ x1
)
.
Remark 2 and a−y1a+x1 ≥ 0 now yield
G˜(x,y)≥ (a+ x1)1−η2
(
1+
a− y1
a+ x1
)
≥ (a+ x1)1−η2 ,
where 1−η2 > 0. Putting both parts together, we have
|(x,y)−a|2
G˜(x,y)
≤ (a+ x1) · c
(a+ x1) · 1−η2
=
2c
1−η
for every (x,y) ∈ Eδ and δ > 0 small enough, and the proof is finished. uunionsq
4.2 Convergence of Poisson random measures
In this subsection we will focus on the convergence of Poisson processes inside the sets P1(Hi) for i∈ {`,r}. Lemma 5 will
be the key to describe the asymptotical behavior of those points of Zn lying close to one of the poles if we ‘look through a
suitably distorted magnifying glass’ and let n tend to infinity. In what follows, put
ν :=
1
d+1
(23)
and
Tn(z) :=
(
n2νz1 , nν z˜
)
for n ∈ N and z = (z1, z˜) ∈ Rd .
Lemma 4 Suppose that, for i ∈ {`,r}, the random vector V = (V1, . . . ,Vd) has a density g on P1(Hi)∩{z1 ≤ δ ∗} with
g(z) = p
(
1+o(1)
)
uniformly on P1(Hi)∩{z1 ≤ δ} as δ → 0 for some p > 0. Then, for every bounded Borel set B⊂ Rd ,
we have P
(
Tn(V ) ∈ B
)
= κn(B)/n with κn(B)→ p ·md
∣∣
P(Hi)
(B) as n→ ∞.
Proof To emphasize the support of g, we write g(z)1
{
z∈ P1(Hi)∩{z1 ≤ δ ∗}
}
instead of g(z). The Jacobian of Tn is given
by
∆Tn(x) = det
(
diag
(
n2ν ,nν , . . . ,nν
))
= n(d+1)ν = n,
and therefore the random vector Tn(V ) has the density
gn(z) =
g
(
T−1n (z)
)
n
=
1
n
g
(
z1
n2ν
,
1
nν
z˜
)
1
{
z ∈ Pn(Hi)
}
,
where Pn(Hi) := Tn
(
P1(Hi)∩{z1 ≤ δ ∗}
)
. In view of (14) we get
Pn(Hi) =
{
z ∈ Rd : T−1n (z) ∈ P1(Hi)∩{z1 ≤ δ ∗}
}
=
{
z ∈ Rd : 1
2
(
1
nν
z˜
)>
Hi
(
1
nν
z˜
)
+Ri
(
1
nν
z˜
)
≤ z1
n2ν
≤ δ ∗, 1
nν
z˜ ∈ Oi
}
=
{
z ∈ Rd : 1
2
z˜>Hiz˜+n2νRi
(
1
nν
z˜
)
≤ z1 ≤ n2νδ ∗, z˜ ∈ nνOi
}
.
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Since Oi is an open neighborhood of 0 ∈ Rd−1 and
n2νRi
(
1
nν
z˜
)
= |z˜|2 · Ri
( 1
nν z˜
)∣∣ 1
nν z˜
∣∣2 → 0
as n→ ∞ for each fixed z˜ ∈ Rd−1, we see that 1{z ∈ Pn(Hi)}→ 1{z ∈ P(Hi)} for almost all z ∈ Rd . Observe that this
convergence does not hold true for z= (z1, z˜)∈Rd with 12 z˜>Hiz˜= z1 and Ri
( 1
nν z˜
)
> 0 for infinitely many n∈N. But, since{
z ∈ Rd : 12 z˜>Hiz˜ = z1
}
has Lebesgue measure 0, these points will have no influence on the integrals to follow. For each
Borel set B⊂ Rd , we have
P
(
Tn(V ) ∈ B
)
=
∫
B
gn(z)dz =
1
n
∫
B
g
(
z1
n2ν
,
1
nν
z˜
)
1{z ∈ Pn(Hi)} dz.
If B is bounded, sup{z1 : (z1, z˜) ∈ B} ≤ i1 for some i1 ∈ [0,∞). Consequently,
(
z1
n2ν ,
1
nν z˜
)
∈
{
t ∈ Rd : t1 ≤ i1n2ν
}
for every
z∈B. Since g(z) = p(1+o(1)), uniformly on P1(Hi)∩{z1 ≤ δ} as δ→ 0, we obtain g( z1n2ν , 1nν z˜)= p(1+o(1)) uniformly
on B as n→ ∞, whence
P
(
Tn(V ) ∈ B
)
=
1
n
· p
∫
B
(
1+o(1)
)
1{z ∈ Pn(Hi)} dz =: 1n ·κn(B).
Since B is bounded and
(
1+ o(1)
)
1{z ∈ Pn(Hi)} → 1{z ∈ P(Hi)} for almost all z ∈ Rd , the dominated convergence
theorem gives
lim
n→∞κn(B) = p
∫
B
lim
n→∞
(
1+o(1)
)
1{z ∈ Pn(Hi)} dz = p
∫
B
1{z ∈ P(Hi)} dz = p ·md
∣∣
P(Hi)
(B).
uunionsq
Remark 4 In the main part of the proof of Theorem 1 in Subsection 4.3, we will have to investigate point processes living
inside the sets P1(Hi). But, contrary to the setting in Schrempp (2016), the inclusion P1(Hi) ⊂ P(Hi) does not hold in
general, and hence especially not Pn(Hi) ⊂ P(Hi) for every n ≥ 1. Therefore, the set P(Hi) is in general not suitable as
state space for our point processes. Letting Rd be the state space would rectify this problem, but then the proof of Lemma 6
would fail. So, this is the point where it becomes crucial to slightly enlarge the sets P(Hi) via η̂ ·P(Hi). According to (17)
and the choice of δ ∗ we have
P1(Hi)∩{z1 ≤ δ ∗} ⊂ η̂ ·P(Hi) (24)
for i ∈ {`,r}. If z ∈ η̂ ·P(Hi), then Tn(z) =
(
n2νz1,nν z˜
)
and Remark 3 yield
1
2
(nν z˜)>Hi(nν z˜) = n2ν
1
2
z˜>Hiz˜≤ η̂n2νz1,
i.e, we have Tn(z) ∈ η̂ ·P(Hi) for every n≥ 1. We thus get the inclusion
Tn
(
η̂ ·P(Hi)
)⊂ η̂ ·P(Hi)
for each n≥ 1, and (24) implies
Tn
(
P1(Hi)∩{z1 ≤ δ ∗}
)⊂ η̂ ·P(Hi).
Thus, we can use the state space η̂ ·P(H`) for the point processes representing the random points near the left pole and
η̂ ·P(Hr) for the corresponding processes near the right pole. In the proofs to follow, it will be very important to consider
only the sets Eδ (given in (16)) with δ ∈ (0,δ ∗]. Without this restriction, the point processes could ‘leave’ their state space,
and the proof of Lemma 6 would fail. Since the asymptotical behavior of the maximum distance will be determined close
to the poles, this restriction does not mean any loss of generality. Without Condition 3 it could be very complicated to
find state spaces that are large enough to include the processes (close to the poles) but are also small enough to allow an
adapted version of Lemma 6. These state spaces would have to be defined depending on (the signs of) the error functions
Ri in every direction of Rd−1, we omit details.
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As before, let V = (V1, . . . ,Vd) have a density g on P1(Hi)∩{z1 ≤ δ ∗} with g(z) = p
(
1+o(1)
)
uniformly on P1(Hi)∩
{z1 ≤ δ} as δ → 0 for some p> 0. For n ∈N and some fixed c> 0 let V˜n be a Poisson process with intensity measure nc ·
PV . With independently chosen Nn
D
= Po(nc) and i.i.d. Z˜1, Z˜2, . . .with distribution PV , we have V˜n
D
=∑Nnj=1 εZ˜ j .According to
the Mapping Theorem for Poisson processes, see (Last and Penrose 2017, p. 38), Vn := V˜n ◦T−1n is a Poisson process with
intensity measure µn := nc ·PV ◦T−1n , and the representation above yields Vn D=∑Nnj=1 εTn(Z˜ j).We have Vn ∈Mp
(
Tn
(
P1(Hi)∩
{z1 ≤ δ ∗}
))
, n ∈ N, and because of Remark 4 it follows that Vn ∈Mp
(
η̂ ·P(Hi)
)
.
Lemma 5 Let Vn be defined as above. Then Vn
D−→ V with V D= PRM(µ) and µ := pc ·md
∣∣
P(Hi)
.
Proof We use Proposition 3.22 in Resnick (2008). Writing I for the set of finite unions of bounded open rectangles,
we have to show that P(V(∂ I) = 0) = 1, and that both the conditions (3.23) and (3.24) in Resnick (2008) hold for every
I ∈I . Because of µ(∂ I) = 0, the first requirement obviously holds, and an application of Lemma 4 gives
µn(I) = nc ·
(
PV ◦T−1n
)
(I) = nc ·P(Tn(V ) ∈ I)= cκn(I)→ µ(I).
Since Vn and V are Poisson processes, we get
P
(
Vn(I) = 0
)
= e−µn(I)
µn(I)0
0!
= e−µn(I)→ e−µ(I) = e−µ(I) µ(I)
0
0!
= P
(
V(I) = 0
)
and
E
[
Vn(I)
]
= µn(I)→ µ(I) = E
[
V(I)
]
< ∞.
uunionsq
4.3 Main part of the proof of Theorem 1
Proof As stated before, we only consider δ ∈ (0,δ ∗]. Recall
Eδ =
{
(x,y) ∈ E`×Er :−a≤ x1 ≤−a+δ ,a−δ ≤ y1 ≤ a
}
,
δ > 0, and put Iδn :=
{
(i, j) : 1≤ i, j ≤ Nn,(Zi,Z j) ∈ Eδ
}
, n ∈ N. Letting Mδn := max(i, j)∈Iδn
∣∣Zi−Z j∣∣, we obtain P(Mδn 6=
diam(Zn)
)→ 0 for each δ > 0, since both
P
(
Z ∈ E ∩{−a≤ z1 ≤−a+δ}
)
> 0 and P
(
Z ∈ E ∩{a−δ ≤ z1 ≤ a}
)
> 0
hold true for each δ > 0. Hence, it suffices to investigate Mδn for some fixed δ > 0 instead of diam(Zn). According to (21)
and Lemma 3, for each ε > 0 there is some δ > 0 so that
G˜(x,y)(1− ε)≤ 2a−|x− y| ≤ G˜(x,y)(1+ ε)
for each (x,y) ∈ Eδ . These inequalities imply
(1− ε) min
(i, j)∈Iδn
{
n2ν G˜(Zi,Z j)
}
≤ n2ν(2a−Mδn )= min
(i, j)∈Iδn
{
n2ν
(
2a−|Zi−Z j|
)}≤ (1+ ε) min
(i, j)∈Iδn
{
n2ν G˜(Zi,Z j)
}
.
Putting c`,δ :=
∫
E`,δ
f (z)dz and cr,δ :=
∫
Er,δ
f (z)dz, we define the independent random vectors X ,Y with densities c−1`,δ f
∣∣
E`,δ
and c−1r,δ f
∣∣
Er,δ
, respectively. Furthermore, for n ∈ N, we introduce the independent Poisson processes X̂n and Ŷn with
intensity measures nc`,δ ·PX and ncr,δ ·PY , respectively. With independent random elements N`,n,Nr,n, X1,X2, . . ., Y1,Y2, . . .,
where N`,n
D
= Po(nc`,δ ), Nr,n
D
= Po(ncr,δ ), X1,X2, . . . are i.i.d. with distribution PX and Y1,Y2, . . . are i.i.d. with distribution
PY , we get
X̂n
D
=
N`,n
∑
i=1
εXi and Ŷn
D
=
Nr,n
∑
j=1
εY j .
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Letting In :=
{
(i, j) : 1≤ i≤ N`,n,1≤ j ≤ Nr,n
}
, we obtain Mδn
D
= max(i, j)∈In
∣∣Xi−Yj∣∣. As above, the inequalities
(1− ε) min
(i, j)∈In
{
n2ν G˜(Xi,Yj)
}
≤ n2ν
(
2a− max
(i, j)∈In
∣∣Xi−Yj∣∣)≤ (1+ ε) min
(i, j)∈In
{
n2ν G˜(Xi,Yj)
}
(25)
hold, and since ε > 0 can be chosen arbitrarily small, it suffices to examine min(i, j)∈In
{
n2ν G˜(Xi,Yj)
}
. We get
n2ν G˜(Xi,Yj) = n2ν
(
(a+Xi,1)+(a−Yj,1)− 14a
∣∣X˜i− Y˜j∣∣2)= G(n2ν(a+Xi,1),nν X˜i,n2ν(a−Yj,1),nνY˜j), (26)
where
G :
{
η̂ ·P(H`)× η̂ ·P(Hr)→ R+,
(x,y) 7→ x1+ y1− 14a |x˜− y˜|2.
The proof of Lemma 6 will show that G(x,y)≥ 0 for every (x,y)∈ η̂ ·P(H`)× η̂ ·P(Hr). It will be important that G is only
defined on η̂ ·P(H`)× η̂ ·P(Hr), not on R2d (see the proof of Lemma 6). This will be no restriction: Because of Remark 4
it suffices to use instead of Rd the state spaces η̂ ·P(H`) and η̂ ·P(Hr) for the point processes Xn and Yn, respectively,
where Xn and Yn will be defined later. To this end, we introduce the Poisson processes
X˜n :=
N`,n
∑
i=1
ε( a+Xi,1 , X˜i ) and Y˜n :=
Nr,n
∑
j=1
ε( a−Y j,1 , Y˜ j )
on
(
P1(H`)∩{z1 ≤ δ ∗}
)⊂ η̂ ·P(H`) and (P1(Hr)∩{z1 ≤ δ ∗})⊂ η̂ ·P(Hr), respectively. In view of Condition 4, we can
apply Lemma 5, and since X˜n and Y˜n are independent, we conclude that
Xn := X˜n ◦T−1n D−→ X and Yn := Y˜n ◦T−1n D−→ Y (27)
on Mp
(
η̂ · P(H`)
)
and Mp
(
η̂ · P(Hr)
)
, respectively, with independent point processes X := {Xi, i≥ 1} D= PRM
(
p` ·
md
∣∣
P(H`)
)
and Y :=
{
Y j, j ≥ 1
} D
= PRM
(
pr ·md
∣∣
P(Hr)
)
. Observe that an application of Lemma 5 to Xn yields p = p`/c`,δ ,
c = c`,δ and finally µ = pc ·md
∣∣
P(H`)
= p` ·md
∣∣
P(H`)
. By construction, we have the representations
Xn =
N`,n
∑
i=1
εTn( a+Xi,1 , X˜i ) =
N`,n
∑
i=1
ε( n2ν (a+Xi,1) , nν X˜i ) and Yn =
Nr,n
∑
j=1
εTn( a−Y j,1 , Y˜ j ) =
Nr,n
∑
j=1
ε( n2ν (a−Y j,1) , nν Y˜ j ).
According to Proposition 3.17 in Resnick (2008), Mp
(
η̂ ·P(H`)
)
and Mp
(
η̂ ·P(Hr)
)
are separable. By Appendix M10 in
Billingsley (1999) we know that Mp
(
η̂ ·P(H`)
)×Mp(η̂ ·P(Hr)) is separable, too, and invoking Theorem 2.8 of Billingsley
(1999) (27) implies Xn×Yn D−→ X×Y. Define now
Ĝ :
{
Mp
(
η̂ ·P(H`)
)×Mp(η̂ ·P(Hr))→Mp(R+),
µ 7→ µ ◦G−1.
By construction, we have the representations
Ĝ(Xn×Yn) =
N`,n
∑
i=1
Nr,n
∑
j=1
εG( n2ν (a+Xi,1) , nν X˜i , n2ν (a−Y j,1) , nν Y˜ j ) and Ĝ(X×Y) = ∑
i, j≥1
εG(Xi,Y j).
Since the mapping Ĝ is continuous (see Lemma 6), the continuous mapping theorem gives
Ĝ(Xn×Yn) D−→ Ĝ(X×Y). (28)
For a point process ξ on R+ we define t1(ξ ) :=min
{
t ≥ 0 : ξ([0, t])≥ 1} . The reason for introducing t1 is the very useful
relation
min
(i, j)∈In
{
n2ν G˜(Xi,Yj)
}
= t1
(
Ĝ(Xn×Yn)
)
.
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Lemma 7 says that t1
(
Ĝ(Xn×Yn)
) D−→ t1(Ĝ(X×Y)) and, because of
t1
(
Ĝ(X×Y))= min
i, j≥1
{
G(Xi,Y j)
}
= min
i, j≥1
{
Xi,1+Y j,1− 14a
∣∣X˜i− Y˜ j∣∣2} ,
the convergence stated in (8) follows from (25) as ε → 0. Applying Theorem 3.2 in Mayer and Molchanov (2007) to the
functionalΨ(Zn) = 2−diam(Zn) shows that the same result holds true if we replace diam(Zn) with Mn. uunionsq
Remark 5 An explanation for the definition of the rescaling function Tn(z) = (n2νz1,nν z˜) with ν = 1/(d+1) can be found
in the proof of Lemma 5: The d powers of n have to be chosen in such a way that their sum is 1. This requirement implies
∆Tn(z) = n in the proof of Lemma 4, whence P(Tn(V ) ∈ B) = κn(B)/n. As seen in the proof of Lemma 5, the factors
1/n and n cancel out, and only cκn(B) remains. The reason why the first power is twice the other d− 1 identical powers
is due to the Taylor series expansion of |x− y| in (20). This fact fits exactly to the shape of E near the poles, so that
Pn(Hi) = Tn
(
P1(Hi)∩{z1 ≤ δ ∗}
)
can converge to the set P(Hi), i ∈ {`,r} (see the proof of Lemma 4). Finally, from (26)
it is clear that n2ν is the correct scaling factor.
We still have to verify the continuity of the function Ĝ:
Lemma 6 The function Ĝ is continuous.
Proof This assertion may be proved in the same way as Proposition 3.18 in Resnick (2008). We thus only have to demon-
strate that G−1(K) ⊂ η̂ ·P(H`)× η̂ ·P(Hr) is compact if K ⊂ R is compact. For this purpose, let K ⊂ R be compact.
Since G is continuous, G−1(K) is closed, and it remains to show that G−1(K) is bounded. From the specific form of
η̂ ·P(H`)× η̂ ·P(Hr), G−1(K) can only be unbounded if it is unbounded in x1- or y1-direction (at this point it is im-
portant that our state spaces for the point processes are not Rd , but only the subsets η̂ ·P(H`) and η̂ ·P(Hr)). For fixed
(x,y) ∈ η̂ ·P(H`)× η̂ ·P(Hr), let α,β ∈ Rd−1, so that x˜ =U`α and y˜ =Urβ . Applying the same transformations as seen
for G˜(x,y) in the proof of Lemma 3 to G(x,y) yields
G(x,y)≥ x1+ y1−η
(
1
2
x˜>H`x˜+
1
2
y˜>Hr y˜
)
,
and using the representation of η̂ ·P(Hi) given in Remark 3 shows that
G(x,y)≥ x1+ y1−η (η̂x1+ η̂y1) = (1−ηη̂)(x1+ y1) = 1−η2 (x1+ y1).
Since η ∈ (0,1), we have 1−η2 > 0 and the assumption (x,y)∈ η̂ ·P(H`)× η̂ ·P(Hr) implies (x1,y1)∈R2+, so that G(x,y)≥
0 for each (x,y) ∈ η̂ ·P(H`)× η̂ ·P(Hr). If x1→ ∞ and/or y1→ ∞, the lower bound 1−η2 (x1+ y1) for G(x,y) also tends to
infinity. From the boundedness of K it follows that G−1(K) has to be bounded in x1- and y1-direction, too. This argument
finishes the proof. uunionsq
Finally, we have to prove the last lemma, used in the proof of Theorem 1:
Lemma 7 We have t1
(
Ĝ(Xn×Yn)
) D−→ t1(Ĝ(X×Y)).
Proof In a first step we will show that Ĝ(X×Y)({t})= 0 almost surely for each t ≥ 0. For this purpose, we consider the
set
G−1
({t})={(x,y) ∈ η̂ ·P(H`)× η̂ ·P(Hr) : x1+ y1− 14a |x˜− y˜|2 = t
}
.
For some fixed y∗ ∈ η̂ ·P(Hr) we define A(y∗) :=
{
x ∈ η̂ ·P(H`) : (x,y∗) ∈ G−1({t})
}
and obtain
A(y∗) =
{
x ∈ η̂ ·P(H`) : x1+ y∗1−
1
4a
|x˜− y˜∗|2 = t
}
=
{
x ∈ η̂ ·P(H`) :
√
4a
(
x1− (t− y∗1)
)
= |x˜− y˜∗|
}
.
Since the set A(y∗) has Lebesgue-measure 0, we can conclude that X
(
A(y∗)
)
= 0 almost surely for each y∗ ∈ η̂ ·P(Hr).
This result implies Ĝ(X×Y)({t}) = 0 almost surely for each t ≥ 0. In the following, we will write ξ := Ĝ(X×Y)
and ξn := Ĝ(Xn×Yn) for n ∈ N. In view of (28), the first part of this proof and Theorem 16.16 in Kallenberg (2002),
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the convergence ξn
(
[0, t]
) D−→ ξ([0, t]) holds true for each t > 0. Since ξn and ξ are point processes, 1/2 is a point of
continuity of the distribution functions of both ξn
(
[0, t]
)
and ξ
(
[0, t]
)
, and we obtain
P
(
ξn
(
[0, t]
)
= 0
)
= P
(
ξn
(
[0, t]
)≤ 1
2
)
→ P
(
ξ
(
[0, t]
)≤ 1
2
)
= P
(
ξ
(
[0, t]
)
= 0
)
for each t > 0. Thus, we have
P
(
t1(ξn)≤ t
)
= 1−P(t1(ξn)> t)
= 1−P
(
ξn
(
[0, t]
)
= 0
)
→ 1−P
(
ξ
(
[0, t]
)
= 0
)
= 1−P(t1(ξ )> t)
= P
(
t1(ξ )≤ t
)
.
uunionsq
5 Generalizations 1 - Sets with unique diameter
This section deals with some obvious generalizations of Theorem 1. Subsection 5.1 is devoted to more general densities
than those covered by Condition 4 in Section 3. Being more precise, we will investigate densities supported by ellipsoids
that are allowed to tend to 0 or ∞ close to the poles. It will turn out that the so-called Pearson Type II distributions are
special distributions covered by this setting. Subsection 5.2 establishes a limit theorem for the joint convergence of the k
largest distances among the random points in the settings of both Section 3 and Subsection 5.1. Moreover, Subsection 5.3
deals with p-superellipsoids and p-norms, where 1≤ p<∞. If the underlying p-superellipsoid has a unique diameter with
respect to the p-norm and we use this norm to define the largest distance among the random points, we obtain very similar
results as seen in Section 3.
5.1 More general densities supported by ellipsoids
In this section we consider closed ellipsoids
E :=
{
z ∈ Rd :
d
∑
k=1
(
zk
ak
)2
≤ 1
}
, (29)
with half axes a1 > a2 ≥ . . . ≥ ad > 0, seen before in Corollary 1, and we define Σ := diag(a21, . . . ,a2d) ∈ Rd×d . Inside of
these ellipsoids we consider densities that satisfy the following condition:
Condition 5 We assume f : E → R+,
∫
E f (z)dz = 1 and that there are constants α`,αr > 0 and β`,βr > −1 so that the
function
z 7→ f (z)
αi (1− z>Σ−1z)βi
,
that maps from int(E) into R+, can be extended continuously at the poles (−a,0) and (a,0) with value 1. Thereby, α`,β`
correspond to the left pole (−a,0) and αr,βr to the right pole (−a,0), respectively.
Notice that Condition 4 was a special case of this condition, namely for βi = 0 and with αi = pi, i ∈ {`,r} (observe
that we can use E instead of int(E) in this case). The crucial difference to the setting of Theorem 1 occurs in Lemma 4.
Before we state the main result of this section, which is Theorem 2, we will point out this essential difference. As already
seen in Corollary 1, we have
H` = Hr = diag
(
a1
a22
, . . . ,
a1
a2d
)
,
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and because of this symmetry, we briefly write H := H` = Hr. Remember now the construction of P1(H) given at the
beginning of Subsection 4.1. In this section, we use the same construction for int(E) instead of E to avoid divisions by 0
for β < 0, and we conclude that
P1(H) =
{
z ∈ Rd :
(
z1−a1
a1
)2
+
d
∑
k=2
(
zk
ak
)2
< 1,z1 < a1
}
=
{
z ∈ Rd :
d
∑
k=2
(
zk
ak
)2
<
2z1
a1
−
(
z1
a1
)2
,z1 < a1
}
.
Since we only consider distributions of Z that are absolutely continuous with respect to Lebesgue measure, this is no
restriction at all. To show an adjusted version of Lemma 4, we have, in generalization of (23), to define the constant
ν :=
1
d+1+2β
,
β >−1, the rescaling function
Tn(z) :=
(
n2νz1 , nν z˜
)
for n ∈ N, z = (z1, z˜) ∈ Rd and the (now open) limiting set
P(H) :=
{
z ∈ Rd :
d
∑
k=2
(
zk
ak
)2
<
2z1
a1
}
.
Now we can state an adapted version of Lemma 4.
Lemma 8 Suppose the random vector V = (V1, . . . ,Vd) has a density g on P1(H) satisfying
g(z) = (1+o(1)) ·α ·
(
1−
(
z1−a1
a1
)2
−
d
∑
k=2
(
zk
ak
)2)β
,
uniformly on P1(H)∩{z1 ≤ δ} as δ → 0, for some α > 0 and β >−1. Then, for every bounded Borel set B⊂Rd , we have
P
(
Tn(V ) ∈ B
)
=
α
n
·κn(B)
with κn(B)→Λβ (B) and
Λβ (B) :=
∫
B
(
2z1
a1
−
d
∑
k=2
(
zk
ak
)2)β
1{z ∈ P(H)} dz.
The proof of this lemma is very technical since we can (in general) neither apply the dominated convergence theorem, nor
the monotone convergence theorem to show κn(B)→Λβ (B). Instead, an application of Scheffe´’s Lemma is necessary, see
Schrempp (2017) for more details and for the connection between this lemma and the following result.
Theorem 2 Let the density f be supported by the ellipsoid E with half-axes a1 > a2 ≥ . . .≥ ad > 0 and satisfy Condition 5
with β` = βr =: β . We then have
n
2
d+1+2β
(
2a1−diam(Zn)
) D−→ min
i, j≥1
{
Xi,1+Y j,1− 14a1
∣∣X˜i− Y˜ j∣∣2} ,
where {Xi, i≥ 1} D= PRM
(
α` ·Λβ
)
and
{
Y j, j ≥ 1
} D
= PRM
(
αr ·Λβ
)
are independent Poisson processes. If Condition 5
and – without loss of generality – the inequality β` > βr hold true, we obtain
n
2
d+1+2β`
(
2a1−diam(Zn)
) D−→min
i≥1
{
Xi,1− 14a1
∣∣X˜i∣∣2} ,
with {Xi, i≥ 1} D= PRM
(
α` ·Λβ`
)
. The same results hold true if we replace diam(Zn) with Mn.
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Proof Under Condition 5 we have f (z) > 0 for each z arbitrarily close to one of the poles. In the case β` = βr, this
inequality allows us to copy the proof of Theorem 1 almost completely. The only difference is that we have to apply
Lemma 8 instead of Lemma 4 to show an adapted version of Lemma 5. In the case β` > βr we will observe a higher
magnitude of points lying close to the right pole than to the left. This higher magnitude has far-reaching implications for
the proof to follow. First of all, we define
ν` :=
1
d+1+2β`
, T `n (z) :=
(
n2ν`z1 , nν` z˜
)
and P`n(H) := T
`
n
(
P1(H)
)
.
The beginning of the main part of the proof of Theorem 1 in Subsection 4.3 can be copied in this case, too. We will only
point out the main difference. Let Nr,n and Y1,Y2, . . . be defined as in the proof of Theorem 1 and write V r := (a−Y1,1,Y˜1).
Then,
Y˜n :=
Nr,n
∑
j=1
ε(a−Y j,1,Y˜ j)
is a Poisson process with intensity measure ncr,δ ·PV r , and Y`n := Y˜n ◦ (T `n )−1 – taking the part of Yn in the proof of
Theorem 1 – is a Poisson process with intensity measure µ̂n := ncr,δ ·PV r ◦(T `n )−1. The density f fulfills Condition 5 at the
right pole with power βr, but the shifted process Y˜n is scaled via T `n , which depends on β`, not on βr. Broadly speaking, this
‘wrong’ (too slow) scaling has the effect, that Y`n will generate more and more points arbitrarily close to 0, see Schrempp
(2017) for technical details. uunionsq
Example 1 We now consider the so-called d-dimensional symmetric multivariate Pearson Type II distributions supported
by an ellipsoid with half-axes a1 > a2 ≥ . . .≥ ad > 0, where d ≥ 2. According to equation (2.43) in Fang et al (1990) and
Example 2.11 in the same reference, we know that the corresponding densities are given by
fβ (z) =
Γ
( d
2 +β +1
)
Γ (β +1)pi
d
2 ∏di=1 ai
(
1− z>Σ−1z
)β ·1{z ∈ int(E)} .
Hence, Condition 5 holds true with β` = βr = β and α := α` = αr =
Γ ( d2+β+1)
Γ (β+1)pi
d
2 ∏di=1 ai
, so that we can apply Theorem 2.
Figures 3 and 4 illustrate the densities fβ and the corresponding densities of the intensity measures α ·Λβ in the setting
of Example 1 for d = 2, a1 = 1,a2 = 1/2 and β ∈ {−1/2,2}. See Schrempp (2017) for the illustration of some more
Pearson Type II densities in two dimensions and the results of a simulation study.
Fig. 3 The density fβ (left) and that of the intensity measure α ·Λβ (right) in the setting of Example 1 for d = 2 with a1 = 1,a2 = 1/2 and β =−1/2.
5.2 Joint convergence of the k largest distances
To state a result on the joint asymptotical behavior of the k largest distances of the Poisson process Zn = ∑Nni=1 εZi , intro-
duced in Section 2, we need some additional definitions. For n∈N, let D(1)n ≥D(2)n ≥ . . .≥D(k)n be the k largest distances in
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Fig. 4 The density fβ (left) and that of the intensity measure α ·Λβ (right) in the setting of Example 1 for d = 2 with a1 = 1,a2 = 1/2 and β = 2.
descending order between Zi and Z j for 1≤ i< j ≤ Nn. So, we especially have D(1)n = diam(Zn). For a point process ξ on
R+ and i ∈ N we define ti(ξ ) := inf
{
t : ξ
(
[0, t]
)≥ i} . According to Proposition 9.1.XII in Daley and Vere-Jones (2008),
each ti(ξ ) is a well-defined random variable if ξ is a simple point process. Since the point processes Ĝ(Xn×Yn) and
Ĝ(X×Y) onR+ (introduced in the proof of Theorem 1) are simple, we conclude that the random variables ti
(
Ĝ(Xn×Yn)
)
and ti
(
Ĝ(X×Y)) are well-defined for each fixed i∈N. Now we can state our result on the joint convergence of the k largest
distances in the setting of Section 3:
Theorem 3 If Conditions 1 to 4 hold true, we have for each k ∈ N the joint convergence
n
2
d+1
(
2a−D(1)n , . . . , 2a−D(k)n
)
D−→
(
t1
(
Ĝ(X×Y)) , . . . , tk(Ĝ(X×Y))),
where X D= PRM
(
p` ·md
∣∣
P(H`)
)
and Y D= PRM
(
pr ·md
∣∣
P(Hr)
)
are independent Poisson processes.
The proof of this theorem is a simple generalization of that of Theorem 1, see Section 5.3 in Schrempp (2017) for more
details. We can immediately generalize the results of Subsection 5.1, too:
Theorem 4 Let the density f be supported by the ellipsoid E defined in (29) with half-axes a1 > a2 ≥ . . . ≥ ad > 0, and
put a := a1. If f satisfies Condition 5 with β` = βr =: β then, for each fixed k ≥ 1, we have
n
2
d+1+2β
(
2a−D(1)n , . . . , 2a−D(k)n
)
D−→
(
t1
(
Ĝ(X×Y)) , . . . , tk(Ĝ(X×Y))),
where X D= PRM
(
α` ·Λβ
)
and Y D= PRM
(
αr ·Λβ
)
are independent Poisson processes.
Notice that the definition a := a1 in the theorem above is necessary, since the function Ĝ has been defined in Subsection 4.3
in terms of a, not of a1. See Schrempp (2017) for the results of a simulation study.
5.3 p-superellipsoids and p-norms
For 1≤ p< ∞ and a1 > a2 ≥ a3 ≥ . . .≥ ad > 0 we define the so-called p-superellipsoid
E p :=
{
z ∈ Rd :
d
∑
k=1
( |zk|
ak
)p
≤ 1
}
and the corresponding p-norm
|z|p :=
(
d
∑
k=1
|zk|p
) 1
p
, z ∈ Rd .
Moreover, based on this norm, let
diamp(A) := sup
x,y∈A
|x− y|p
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be the so-called p-diameter of a set A⊂ Rd . The definitions of E p and | · |p yield
∣∣(−a1,0)− (a1,0)∣∣p = 2a1, and in view
of a1 > a2 ≥ a3 ≥ . . .≥ ad > 0 we have |z|p ≤ a1 for each z ∈ E p, with equality only for z ∈
{
(−a1,0),(a1,0)
}
. Together
with |x− y|p ≤ |x|p+ |y|p for all x,y ∈ Rd we can infer that the set E p has a unique diameter of length 2a1 with respect to
the p-norm between the points (−a1,0) and (a1,0).
We assume that the random variables Z1,Z2, . . . are i.i.d. with a common density f , supported by the superellipsoid
E p. As in Section 3, we consider densities that are continuous and bounded away from 0 at the poles. In this subsection
we will investigate the largest distance between these random points with respect to the corresponding p-norm, not with
respect to the Euclidean norm, i.e. we consider
Mpn := max1≤i, j≤n
|Zi−Z j|p.
Using the Poisson process Zn with intensity measure nPZ , defined in Section 2, we get
diamp(Zn) = max
1≤i, j≤Nn
∣∣Zi−Z j∣∣p.
Defining the new limiting set
Pp :=
{
z ∈ Rd :
d
∑
k=2
( |zk|
ak
)p
≤ pz1
a1
}
and using very similar techniques as seen before in Section 4, we can prove the following result:
Theorem 5 Under the standing assumptions of this section and if Condition 4 holds true for E replaced with E p and
a = a1, then
n
p
d+p−1
(
2a1−diamp(Zn)
) D−→ min
i, j≥1
{
Xi,1+Y j,1− 1p(2a1)p−1
∣∣X˜i− Y˜ j|pp} ,
where {Xi, i≥ 1} D= PRM
(
p` ·md
∣∣
Pp
)
and
{
Y j, j ≥ 1
} D
= PRM
(
pr ·md
∣∣
Pp
)
are independent Poisson processes. The same
holds true if we replace diamp(Zn) with Mpn .
The proof of this theorem can be found in Section 5.5 in Schrempp (2017).
Corollary 3 Given the uniform distribution on E p, Condition 4 holds true for E replaced with E p, a = a1 and
p` = pr =
1
md
(
E p
) =

(
2Γ
(
1+ 1p
))d
∏di=1 ai
Γ
(
1+ dp
)

−1
> 0,
see Wang (2005). We can thus apply Theorem 5. Notice that Corollary 2 is a special case of this corollary, namely for
p = 2.
Some more generalizations can be found in Schrempp (2017): Section 5.2 in that reference takes a look at more general
densities supported by any set (not only ellipsoids), fulfilling the Conditions 1 to 3. Furthermore, a different shape of E
close to the poles is considered in Section 5.4, and Section 5.6 illustrates that the smoothness of the boundary of E at the
poles, as demanded in Condition 2, is by no means necessary to prove results similar to that of Theorem 1.
6 Generalizations 2 - Sets with no unique diameter
In this section we consider sets with no unique diameter, i.e. we no longer assume that Condition 1 holds true. Basically,
there are two different ways to modify this condition. The first is given by sets, having k pairs of poles, where 1< k < ∞,
see Condition 6 below for a formal definition. Such sets will be studied in Subsection 6.1. An alternative modification of
Condition 1 is – heuristically spoken in three dimensions – given by sets with an equator, for example a three-dimensional
ellipsoid with half-axes 1,1 and 1/2. For Pearson Type II distributed points in d-dimensional ellipsoids with at least two
but less than d major half-axes, we still do not know whether a limit distribution for Mn exists, or not. However, at least
for each of these Pearson Type II distributions, Subsection 6.2 exhibits bounds for the limit distribution of Mn, provided
that such a limit law exists.
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6.1 Several major axes
In this subsection we consider closed sets with more than one, but finitely many pairs of poles. To this end, we formulate
a more general version of Condition 1:
Condition 6 Let E ⊂ Rd be closed, a> 0 , k ≥ 2 and x(1), . . . ,x(k),y(1), . . . ,y(k) ∈ E so that
diam(E) =
∣∣x(1)− y(1)∣∣= . . .= ∣∣x(k)− y(k)∣∣= 2a
and (
x(i),y(i)
)
6=
(
x( j),y( j)
)
6=
(
y(i),x(i)
)
(30)
for i 6= j. Furthermore, we assume
|x− y|< 2a for each (x,y) ∈ (E\{x(1), . . . ,x(k),y(1), . . . ,y(k)})×E.
Observe that (30) makes sure that no pair of poles (points with distance 2a) is considered twice. We want to emphasize
the assumption k < ∞ in Condition 6. Sets with an equator – like an ellipsoid in R3 with half-axes a1 = a2 > a3 – are
explicitly excluded by this condition, see Subsection 6.2 for some considerations in this setting.
For m ∈ {1, . . . ,k}, let φ (m) be a rigid motion of Rd with φ (m)(x(m))= (−a,0) and φ (m)(y(m))= (a,0). If f is a density
with support E, we write f (m) := f ◦ (φ (m))−1 for the transformed density supported by φ (m)(E). Our basic assumption
in this section will be that, for each m ∈ {1, . . . ,k}, the set φ (m)(E) and the density f (m) fulfill all the requirements of
Theorem 1, formally:
Condition 7 For each m ∈ {1, . . . ,k}, we assume that φ (m)(E) satisfies Conditions 2 and 3, and that the density f (m)
fulfills Condition 4 with respect to some constants p(m)` , p
(m)
r > 0.
Appel et al (2002) investigated a similar setting in two dimensions for sets with boundary functions that – in contrast
to Condition 7 – decay faster to zero at the poles than a square-root. In that setting, it was necessary to demand that any
two different major axes have no vertex in common. Under Condition 7, this requirement is given by definition: None of
the points x(1), . . . ,x(k),y(1), . . . ,y(k) can be part of more than one pair of points with distance 2a, or, in other words, the
set E has exactly 2k poles, see Lemma 6.1 in Schrempp (2017) for some more details. Writing Bε(z) for the closed ball
with center z ∈Rd , we can infer that there exists an ε > 0 so that the balls Bε
(
x(1)
)
, . . . ,Bε
(
x(k)
)
,Bε
(
y(1)
)
, . . . ,Bε
(
y(k)
)
are
pairwise disjoint. For m ∈ {1, . . . ,k} we define the set
E(m) := E ∩
(
Bε
(
x(m)
)∪Bε(y(m))) .
After moving E(m) via φ (m) into the suitable position, Theorem 1 is applicable for each m ∈ {1, . . . ,k}. We consider again
the Poisson process Zn = ∑Nni=1 εZi , defined in Section 2. Since the sets E
(1), . . . ,E(k) are pairwise disjoint, the restrictions
Zn
( ·∩E(1)), . . . ,Zn( ·∩E(k)) are independent Poisson processes. Consequently, for m∈ {1, . . . ,k}, the maximum distances
of points lying in E(m) are independent random variables. With
I(m)n :=
{
(i, j) : 1≤ i, j ≤ Nn,(Zi,Z j) ∈ E(m)×E(m)
}
for m ∈ {1, . . . ,k}, we obtain I(m)n 6= /0 for sufficiently large n for each m ∈ {1, . . . ,k} almost surely and hence
2a− max
1≤i, j≤Nn
|Zi−Z j|= 2a− max
1≤m≤k
{
max
(i, j)∈I(m)n
|Zi−Z j|
}
= min
1≤m≤k
{
2a− max
(i, j)∈I(m)n
|Zi−Z j|
}
.
As mentioned before, we can apply Theorem 1 to each of the random variables max
(i, j)∈I(m)n |Zi−Z j|, and since these k
random variables are independent for each n ∈ N, the k limiting random variables inherit this property. Hence, we obtain
as limiting distribution of the maximum distance of points within E a minimum of k independent random variables, each
of which can be described as seen in Theorem 1. After stating one last definition we can formulate a generalized version
of our main result Theorem 1. Instead of H` and Hr we write H
(m)
` and H
(m)
r for the Hessian matrices of the corresponding
boundary functions of E(m) at the poles, m ∈ {1, . . . ,k}.
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Theorem 6 Under Condition 6 and Condition 7 we have
n
2
d+1
(
2a−diam(Zn)
) D−→ min
1≤m≤k
Z(m),
with independent random variables Z(1), . . . ,Z(k), fulfilling
Z(m) D= min
i, j≥1
{
X
(m)
i,1 +Y
(m)
j,1 −
1
4a
∣∣X˜ (m)i − Y˜ (m)j ∣∣2} ,
where all the Poisson processes
{
X
(m)
i , i≥ 1
}
D
= PRM
(
p(m)` ·md
∣∣
P
(
H(m)`
)), {Y (m)j , j ≥ 1} D= PRM(p(m)r ·md∣∣P(H(m)r )),
m ∈ {1, . . . ,k}, are independent. The same result holds true if we replace diam(Zn) with Mn.
See Schrempp (2017) for an application of this theorem to the ball of radius r> 0 with respect to the p-norm for p> 2.
6.2 Ellipsoids with no unique major half-axis
In this subsection, we fix d ≥ 3 and e ∈ {2, . . . ,d−1} and consider the d-dimensional ellipsoid E with half-axes a1 =
. . .= ae = 1 and 1> ae+1 ≥ . . .≥ ad , formally:
E =
{
z ∈ Rd : z21+ . . .+ z2e +
(
ze+1
ae+1
)2
+ . . .+
(
zd
ad
)2
≤ 1
}
.
There is no loss of generality in assuming that the e major half-axes have length 1. Otherwise, one would only have to scale
E and Mn in a suitable way. We assume that the points Z1,Z2, . . . are independent and identically distributed according to
a Pearson Type II distribution with parameter β >−1 on int(E). This means that the density of Z1 is given by
f (z) = c1 ·
(
1− z>Σ−1z
)β ·1{z ∈ int(E)} ,
where Σ := diag(1, . . . ,1,a2e+1, . . . ,a
2
d) ∈ Rd×d and
c1 :=
Γ
( d
2 +β +1
)
Γ (β +1)pi
d
2 ∏di=e+1 ai
,
see Example 1 and recall a1 = . . .= ae = 1. Notice that we could use E itself instead of int(E) as support of f for β ≥ 0.
But, since ∂E has no influence at all on the limiting behavior of Mn in our setting, the consideration of int(E) instead of E
means no loss of generality. In this setting, we cannot state an exact limit theorem for
Mn = max
1≤i, j≤n
|Zi−Z j|.
However, by considering the projections Z1,Z2, . . . of Z1,Z2, . . . onto the first e components and investigating
Mn := max
1≤i, j≤n
|Zi−Z j|,
we can establish bounds for the unknown limit distribution, if it exists. To this end, we consider Rd as Re×Rd−e and write
z := (z1, . . . ,ze) for z= (z1, . . . ,zd) ∈Rd . In the same way, we put Zn := (Zn,1, . . . ,Zn,e) for Zn = (Zn,1, . . . ,Zn,d) and n ∈N.
Obviously, the random variables Z1,Z2, . . . are independent and identically distributed. Taking some orthogonal matrix
Qe ∈ Re×e and putting Q := diag(Qe, Id−e), the special form of Σ yields
f (Qz) = c1 ·
(
1− z>Q>Σ−1Qz
)β
= c1 ·
(
1− z>Σ−1z
)β
= f (z)
for each z ∈ int(E), and we can conclude that the distribution of Z1,Z2, . . . is spherically symmetric on the unit ball Be. In
addition to that, the proof of Lemma 9 (given in Schrempp (2017)) reveals that this distribution solely depends on d,e and
β , not on ae+1, . . . ,ad .
The great advantage of assuming a1 = . . . = ae = 1 is that we can directly apply Corollary 3.7 in Lao (2010) for the
maximum distance of the random points Z1,Z2, . . . lying in the e-dimensional unit ball Be. For this purpose we write ωe
for its volume and obtain the following result:
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Lemma 9 With
a :=
Γ
( d
2 +β +1
)
Γ
( d−e
2 +β +2
) ·pi− e2 · e ·ωe ·2 d−e2 +β and α := d− e2 +β +1,
we have
P
(
1−|Z1| ≤ s
)∼ asα
as s ↓ 0
The proof of this lemma can be found in Subsection 6.2.2 of Schrempp (2017). In view of Corollary 3.7 in Lao (2010) we
define
σ :=
2e−2Γ
( e
2
)
a2Γ (α+1)2√
piΓ
( e+1
2 +2α
)
with a and α given by Lemma 9, and we put
bn :=
(σ
2
) 2
2d−e+4β+3 ·n 42d−e+4β+3 , n≥ 1. (31)
Furthermore, we let
G(t) := 1− exp
(
−t 2d−e+4β+32
)
(32)
for t ≥ 0. With Corollary 3.7 in Lao (2010) and Lemma 9 we get
P
(
bn(2−Mn)≤ t
)→ G(t). (33)
But, since our focus lies on the asymptotic behavior of of max1≤i, j≤n |Zi−Z j|, not on that of max1≤i, j≤n |Zi−Z j|, we
have to find some useful relation between these two random variables. The key to success will be the following lemma,
which provides bounds for |x− y|, x,y ∈ E, that depend merely on x, y and the half-axis ae+1.
Lemma 10 Putting
g(x,y) :=
√(|x|+ |y|)2+2a2e+1(2−|x|2−|y|2),
we have
|x− y| ≤ |x− y| ≤ g(x,y)
for all x,y ∈ E.
The proof of this lemma can be found in Subsection 6.2.2 of Schrempp (2017). Using the convergence given in (33) and
Lemma 10, we can now state the main result of this section:
Theorem 7 Under the standing assumptions of this section we have
G(t) ≤ liminf
n→∞ P
(
bn(2−Mn)≤ t
) ≤ limsup
n→∞
P
(
bn(2−Mn)≤ t
) ≤ G( t
1−a2e+1
)
, t ≥ 0, (34)
where bn and G are given in (31) and (32), respectively.
See Schrempp (2017) for the results of a simulation study. Before we give the proof of Theorem 7, we want to state an
important corollary:
Corollary 4 From Theorem 7 we immediately know that the sequence(
n
4
2d−e+4β+3 (2−Mn)
)
n∈N
is tight. So, if there are a positive sequence (an)n∈N and a non-degenerate distribution function F with P
(
an(2−Mn) ≤
t
)→ F(t), t ≥ 0, we can conclude that an ∼ c ·n 42d−e+4β+3 for some fixed c ∈ R.
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Proof (of Theorem 7) From Lemma 10 we have
|Zi−Z j| ≤ |Zi−Z j| ≤ g(Zi,Z j)
for all i, j ∈ N. These inequalities imply
max
1≤i, j≤n
|Zi−Z j| ≤ max
1≤i, j≤n
|Zi−Z j| ≤ max
1≤i, j≤n
g(Zi,Z j)
and thus
min
1≤i, j≤n
{
2−g(Zi,Z j)
}≤ min
1≤i, j≤n
{
2−|Zi−Z j|
}≤ min
1≤i, j≤n
{
2−|Zi−Z j|
}
. (35)
Using (33) and the upper inequality figuring in (35) yields
P
(
bn
(
2− max
1≤i, j≤n
|Zi−Z j|
)
≤ t
)
= P
(
2− max
1≤i, j≤n
|Zi−Z j| ≤ tbn
)
= P
(
min
1≤i, j≤n
{
2−|Zi−Z j|
}≤ t
bn
)
≥ P
(
min
1≤i, j≤n
{
2−|Zi−Z j|
}≤ t
bn
)
= P
(
bn
(
2− max
1≤i, j≤n
|Zi−Z j|
)
≤ t
)
→ G(t).
Hence, the lower bound stated in (34) has already been obtained. To establish the upper bound in (34), we considerRe×Re.
For (x,y) ∈ Be×Be close to a := (−1,0,1,0) ∈ R2e we have, putting
c := 1−a2e+1,
the multivariate Taylor series expansions
2−g(x,y) = c · (2+ x1− y1)+o
(|(x,y)−a|),
2−|x− y|= (2+ x1− y1)+o
(|(x,y)−a|),
and
2−g(x,y)
2−|x− y| = c+o
(|(x,y)−a|).
By symmetry, we can conclude that
2−g(x,y)
2−|x− y| → c
for (x,y) ∈ Be×Be with (x,y)→ (a∗,−a∗) and a∗ ∈ ∂Be. Furthermore, the symmetry guarantees that, for each δ ∈ (0,c),
we can find a positive ε so that
c−δ ≤ 2−g(x,y)
2−|x− y|
for all (x,y) ∈ Be×Be with |x− y| ≥ 2− ε . For n ∈ N, we write Z1n and Z2n for those elements of
{
Z1, . . . ,Zn
}
with
max
1≤i, j≤n
|Zi−Z j|=
∣∣Z1n−Z2n∣∣.
Based on these two random variables, we define for ε given above the set
An,ε :=
{∣∣Z1n−Z2n∣∣> 2− ε} .
Obviously, P(Acn,ε)→ 0, and the event An,ε entails
c−δ ≤ 2−g
(
Z1n,Z
2
n
)
2− ∣∣Z1n−Z2n∣∣ .
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Together with the lower inequality given in (35) we obtain
P
(
bn
(
2− max
1≤i, j≤n
|Zi−Z j|
)
≤ t
)
≤ P
(
bn min
1≤i, j≤n
{
2−|Zi−Z j|
}≤ t,An,ε)+P(Acn,ε)
≤ P
(
bn min
1≤i, j≤n
{
2−g(Zi,Z j)
}≤ t,An,ε)+P(Acn,ε)
= P
(
bn min
1≤i, j≤n
{(
2−|Zi−Z j|
) · 2−g(Zi,Z j)
2−|Zi−Z j|
}
≤ t,An,ε
)
+P(Acn,ε)
≤ P
(
bn min
1≤i, j≤n
{(
2−|Zi−Z j|
) · (c−δ )}≤ t,An,ε)+P(Acn,ε)
≤ P
(
bn
(
2− max
1≤i, j≤n
|Zi−Z j|
)
≤ t
c−δ
)
+P(Acn,ε)
→ G
(
t
c−δ
)
.
Since δ can be chosen arbitrarily close to 0, the continuity of G implies
limsup
n→∞
P
(
bn
(
2− max
1≤i, j≤n
|Zi−Z j|
)
≤ t
)
≤ G
( t
c
)
,
and the proof is finished. uunionsq
7 Appendix
Proof (of Lemma 1) We only consider i = `. It is clear that H` is symmetric, since s` is a twice continuously differentiable
function. From Condition 1 we know that
E ⊂ B2a
(
(a,0)
)
and E ∩∂B2a
(
(a,0)
)
= {(−a,0)} . (36)
Writing Ot :=
{
z˜ ∈ Rd−1 : |z˜|< 2a} and defining the mapping t : Ot → R, z˜ 7→ a−√4a2− z22− . . .− z2d , the boundary of
B2a
(
(a,0)
)
in {z1 < a} can be parameterized as a hypersurface via
t :
{
Ot → Rd ,
z˜ 7→ ( t(z˜) , z˜ ).
For j,k ∈ {2, . . . ,d}, we obtain
t j(z˜) = (4a2− z22− . . .− z2d)−
1
2 · z j,
t jk(z˜) = (4a2− z22− . . .− z2d)−
3
2 · z jzk +(4a2− z22− . . .− z2d)−
1
2 ·δ jk.
Hence, ∇t(0) = 0, and the Hessian of t at 0 is given by Ht := 12a Id−1. So, the second-order Taylor series expansion of t at
this point has the form
t(z˜) =−a+0>z˜+ 1
2
z˜>Ht z˜+Rt(z˜), (37)
where Rt(z˜) = o
(|z˜|2). Furthermore, we have
s`(z˜) =−a+∇s`(0)>z˜+ 1
2
z˜>H`z˜+R`(z˜), (38)
where R`(z˜) = o
(|z˜|2). In view of (36) and Condition 2, we have t(z˜)<−a+ s`(z˜) for each z˜ ∈O`\{0} (observe that (36)
ensures O` ⊂ Ot ). Using (37) and(38), this inequality can be rewritten as
−a+ 1
2
z˜>Ht z˜+Rt(z˜)<−a+∇s`(0)>z˜+ 12 z˜
>H`z˜+R`(z˜),
26 Michael Schrempp
and hence
0< ∇s`(0)>z˜+
1
2
z˜>(H`−Ht)z˜+
(
R`(z˜)−Rt(z˜)
)
for each z˜∈O`\{0}. Since R`(z˜)−Rt(z˜) = o
(|z˜|2), this inequality shows ∇s`(0) = 0 and that the matrix H`−Ht is positive
definite. Remembering Ht = 12a Id−1, H` has to be positive definite, too, and all eigenvalues of H` have to be larger than
1/2a. uunionsq
Now we will show that Condition 3 really ensures the unique diameter of E ‘close to the poles’:
Lemma 11 Under Conditions 2 and 3, (2) holds true for E replaced with E ∩{|z1|> a−δ} and δ > 0 sufficiently small.
Proof Since the diameter of E cannot be determined by interior points, it suffices to investigate points on the boundaries
M` and Mr of the pole-caps of E. To this end, let (x˜, y˜) ∈ O`×Or\{0}. Invoking (12) and (13) and putting
Ξ :=
1
2
(
x˜>H`x˜+ y˜>Hr y˜
)
+R`(x˜)+Rr(y˜),
we get ∣∣(−a+ s`(x˜), x˜)− (a− sr(y˜), y˜)∣∣2 = ∣∣∣(−a+ 1
2
x˜>H`x˜+R`(x˜), x˜
)
−
(
a− 1
2
y˜>Hr y˜−Rr(y˜), y˜
)∣∣∣2
= (−2a+Ξ)2+ |x˜− y˜|2
= 4a2−4aΞ +Ξ 2+ |x˜− y˜|2
= 4a2− (4aΞ −Ξ 2)+ |x˜|2+ |y˜|2−2x˜>y˜.
Lemma 12 will show that
4aΞ −Ξ 2 > 2aη
(
x˜>H`x˜+ y˜>Hr y˜
)
(39)
for every (x˜, y˜) 6= 0 sufficiently close to 0. Representing the points x˜ and y˜ in terms of the bases {u`2, . . . ,u`d} and{
ur2, . . . ,u
r
d
}
, namely x˜ =U`α and y˜ =Urβ , (10) gives∣∣(−a+ s`(x˜), x˜)− (a− sr(y˜), y˜)∣∣2 < 4a2−2aη (x˜>H`x˜+ y˜>Hr y˜)+ |x˜|2+ |y˜|2−2x˜>y˜
= 4a2−2aη
(
α>U>` H`U`α+β
>U>r HrUrβ
)
+ |U`α|2+ |Urβ |2−2α>U>` Urβ
= 4a2−2aη
(
α>D`α+β>Drβ
)
−2α>U>` Urβ + |α|2+ |β |2
≤ 4a2.
Thus, for δ > 0 sufficiently small, the only pair of points in E ∩{|z1|> a−δ} with distance 2a is given by (−a,0) and
(a,0), and the proof is finished. uunionsq
It remains to prove the validity of (39).
Lemma 12 For η ∈ (0,1) and (x˜, y˜) 6= 0 sufficiently close to 0 we have
4aΞ −Ξ 2 > 2aη
(
x˜>H`x˜+ y˜>Hr y˜
)
.
Proof Let ε := 1−η2 > 0. Without loss of generality we assume x˜ 6= 0. For x˜ sufficiently close to 0, (11) and R`(x˜) = o
(|x˜|2)
lead to ∣∣R`(x˜)∣∣< ε2κ`2|x˜|2 ≤ ε2 x˜>H`x˜,
whence
1
2
x˜>H`x˜+R`(x˜)>
1
2
x˜>H`x˜− ε2 x˜
>H`x˜ =
1− ε
2
x˜>H`x˜.
By the same reasoning for y˜ we get
1
2
y˜>Hr y˜+Rr(y˜)≥ 1− ε2 y˜
>Hr y˜.
Limit laws for the diameter of a set of random points from a distribution supported by a smoothly bounded set 27
Observe that, in the line above, equality holds if y˜ = 0. Putting both inequalities together yields
Ξ >
1− ε
2
(
x˜>H`x˜+ y˜>Hr y˜
)
and thus
4aΞ > 2a(1− ε)
(
x˜>H`x˜+ y˜>Hr y˜
)
. (40)
Since close to 0 both
∣∣R`(x˜)∣∣≤ κ`d2 |x˜|2 and ∣∣Rr(y˜)∣∣≤ κrd2 |y˜|2 hold true, (11) gives
Ξ 2 =
(
1
2
(
x˜>H`x˜+ y˜>Hr y˜
)
+R`(x˜)+Rr(y˜)
)2
≤
(
1
2
(
κ`d |x˜|2+κrd |y˜|2
)
+
κ`d
2
|x˜|2+ κ
r
d
2
|y˜|2
)2
=
(
κ`d |x˜|2+κrd |y˜|2
)2
≤max
{
κ`d ,κ
r
d
}2 (|x˜|2+ |y˜|2)2 .
Using (11) again yields
0≤
(|x˜|2+ |y˜|2)2
x˜>H`x˜+ y˜>Hr y˜
≤
(|x˜|2+ |y˜|2)2
κ`2|x˜|2+κr2|y˜|2
.
Since the fraction on the right-hand side tends to 0 as (x˜, y˜)→ 0 we infer
Ξ 2 ≤ 2aε
(
x˜>H`x˜+ y˜>Hr y˜
)
(41)
for all (x˜, y˜) sufficiently close to 0. From (40) and (41) we deduce that
4aΞ −Ξ 2 > 2a(1− ε)
(
x˜>H`x˜+ y˜>Hr y˜
)
−2aε
(
x˜>H`x˜+ y˜>Hr y˜
)
= 2a(1−2ε)
(
x˜>H`x˜+ y˜>Hr y˜
)
,
and since 1−2ε = 1−2 1−η2 = η , the proof is finished. uunionsq
Now we want to show that the matrix A(1) is necessarily positive semi-definite. Otherwise, we would obtain a contra-
diction to Condition 1.
Lemma 13 Under Conditions 1 and 2 we have A(1)≥ 0.
Proof Assuming A(1) 0, there exists z ∈ R2(d−1) with z>A(1)z< 0. Then, we can also find an η∗ > 1 with
z>A(η∗)z = z>
(
A(1)+2a(η∗−1)diag(D`,Dr)
)
z
= z>A(1)z+(η∗−1)2az>diag(D`,Dr)z
< 0,
which entails A(η∗) 0. Notice that (η∗−1)2az>diag(D`,Dr)z > 0 can be made arbitrarily small by choosing η∗ suffi-
ciently close to 1. In a similar way as in the proof of Lemma 12, one can show
4aΞ −Ξ 2 < 2aη∗
(
x˜>H`x˜+ y˜>Hr y˜
)
for all (x˜, y˜) 6= 0 sufficiently close to 0. As in the proof of Lemma 11 we obtain∣∣(−a+ s`(x˜), x˜)− (a− sr(y˜), y˜)∣∣2 > 4a2−2aη∗(x˜>H`x˜+ y˜>Hr y˜)+ |x˜|2+ |y˜|2−2x˜>y˜. (42)
Because of A(η∗) 0 we can find α,β ∈ Rd−1 arbitrarily close to 0 with(
α> , β>
)
A(η∗)
(
α
β
)
< 0.
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This inequality can be rewritten to
−2aη∗
(
α>D`α+β>Drβ
)
−2α>U>` Urβ + |α|2+ |β |2 > 0. (43)
If we choose |α| and |β | small enough, we have x˜ :=U`α ∈ O` and y˜ :=Urβ ∈ Or. Putting (42) and (43) together yields∣∣(−a+ s`(x˜), x˜)− (a− sr(y˜), y˜)∣∣2 > 4a2−2aη∗(x˜>H`x˜+ y˜>Hr y˜)+ |x˜|2+ |y˜|2−2x˜>y˜
= 4a2−2aη∗
(
α>U>` H`U`α+β
>U>r HrUrβ
)
−2α>U>` Urβ + |U`α|2+ |Urβ |2
= 4a2−2aη∗
(
α>D`α+β>Drβ
)
−2α>U>` Urβ + |α|2+ |β |2
> 4a2.
This inequality contradicts Condition 1, and the proof is finished. uunionsq
The following lemma shows that inequality (5) is sufficient for Condition 3:
Lemma 14 If (5) holds true, then Condition 3 is fulfilled.
Proof Inequality (5) ensures the existence of an η∗ ∈ (0,1) with
1
κ`2
+
1
κr2
= 2aη∗. (44)
Applying (11) (with H` and Hr replaced with the matrices D` and Dr, respectively), using (44) and some obvious transfor-
mations yield
2aη∗
(
α>D`α+β>Drβ
)
+2α>U>` Urβ −|α|2−|β |2 ≥
∣∣∣∣∣
√
κ`2
κr2
U`α+
√
κr2
κ`2
Urβ
∣∣∣∣∣
2
≥ 0.
Consequently, Condition 3 holds with η = η∗, see (10). uunionsq
As mentioned before, (5) is only sufficient for the unique diameter close to the poles, not necessary. See Example 3.13
in Schrempp (2017) for an illustration of a set with unique diameter between (−a,0) and (a,0) for which inequality (5) is
not fulfilled.
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