





ПРОСТРАНСТВЕННЫЙ ГРАФ СИНХРОННЫХ ПОТОКОВ ДАННЫХ 
В статье рассмотрена модель пространственного графа синхронных протоков данных, предложен-
ная для задания периодических алгоритмов и их отображения в вычислительные средства. Модель 
позволяет одновременно выполнять как составление расписания выполнения операций, так и поиск 
структуры вычислительного устройства, что улучшает процесc оптимизации решения. 
A space synchronous dataflow graph computational model is considered, which is useful for periodical 
algorithm composition and mapping into computers. This model provides to implement simultaneously both 
operator scheduling and structure deriving, which improves the optimization process.  
 
Введение 
Персональные компьютеры, средства ци-
фровой обработки сигналов (ЦОС) и другие 
вычислительные системы (ВС) реального 
времени выполняют периодические алгори-
тмы, обрабатывающие потоки данных и/или 
команд. Для реализации ЦОС чаще всего ис-
пользуются заказные СБИС, сигнальные ми-
кропроцессоры и программируемые логичес-
кие интегральные схемы (ПЛИС).  
Сейчас для программирования многопро-
цессорных параллельных ВС применяется 
парадигма многопотоковой обработки 
(multithreading), которая поддерживается как 
на уровне матобеспечения, так и на аппа-
ратном уровне современных компьютеров. 
Но многопотоковая модель не гарантирована 
от блокировок. Поэтому вместо нее в работе 
[1] предложено использовать модель графа 
синхронных потоков данных (ГСПД) и его 
модификации, гарантирующие безопасность 
реализации алгоритма.  
Современные задачи ЦОС не могут быть 
решены без разработки методов и средств 
отображения алгоритмов в СБИС и ПЛИС, 
программирования многопроцессорных ВС. 
В статье предлагается модель пространст-
венного ГСПД, которая позволяет проекти-
ровать эффективные аппаратные устройства 
для реализации периодических алгоритмов.  
  
Модели потоков данных 
По определению Поста и Тьюринга, алго-
ритм – это вычислительный процесс, кото-
рый выполняется моделью вычислителя, 
сконструированной в рамках точных матема-
тических понятий [2]. Модель вычислителя, 
которая реализует функциональный алго-
ритм, принято представлять в виде графа. В 
такой модели вершины графа означают опе-
раторы или локальные процессы алгоритма, 
а дуги – каналы передачи данных, зависимо-
сти по данным и управлению. Реализация ал-
горитма на такой модели представляет собой 
передачу данных в направлении дуг и обход 
вершин в сответствии с их инцидентностью, 
наличием данных на их входах или по дру-
гим правилам.  
На рис.1 показан граф классификации на-
иболее известных графовых вычислительных 
моделей. Анализ различных графовых моде-
лей с точки зрения детерминизма алгоритма, 
возможностей и удобства задания алгоритма 
для обработки потоков данных и отображе-
ния его в аппаратные средства приведен в 
[3,4]. Далее будет рассмотрена модель 
ГСПД, как модель, наиболее приближенная к 
заданию аппаратно реализованных алгорит-
мов. 
Вершины – акторы графа потоков данных 
(ГПД), как и производного от него ГСПД, 
представляют операции, а дуги – потоки пе-
редачи данных. Акторы потребляют со своих 
входов данные, называемые метками или то-
кенами и выдают метки на свои выходы.  
Корректность задания алгоритма на моде-
ли вычислителя может быть проверена или 
аналитически (если это возможно), или пу-
тем составления расписания выполнения вы-
числительного процесса на ней. Расписание 
также составляется при выполнении алгори-
тма в конкретной ВС.  
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Рис.1. Классификация графов потоков данных 
Если структура ВС отвечает графу моде-
ли, то составление расписания состоит в 
определении порядка выполнения операто-
ров (акторов, процессов). Если структура ВС 
произвольная, то дополнительно выполняют 
назначение операторов на процессоры этой 
ВС. 
Статическое расписание составляется до 
выполнения алгоритма в ВС, т.е. во время 
компиляции, а динамическое расписание 
можно определить только при исполнении 
алгоритма в ВС при обработке конкретных 
данных. Согласно виду расписания, различа-
ют статические и динамические модели. Ес-
ли поведение и параметры модели можно 
предвидеть на стадии компиляции (максима-
льный период вычислений, размер буферов 
потоков и т.п.), то такую модель называют 
моделью с квазистатическим расписанием. 
Следует отметить, что при отображении ал-
горитма в аппаратуру СБИС и ПЛИС допус-
каются алгоритмы только со статическим ра-
списанием.  
Таким образом, ГПД представляе собой 
естественную модель для задания алгорит-
мов обработки потоков данных. Она имеет 
широкие возможности выразительного зада-
ния большого множества алгоритмов на вы-
соком уровне абстракции. Платой за это яв-
ляется необходимость динамического соста-
вления расписания, и в результате − недете-
рминированность поведения, которая угро-
жает наличием блокировок [1,3]. Из-за этого 
они используются, в основном, в ВС с дина-
мическим расписанием и не приспособлены 
для синтеза аппаратных средств вычислите-
льной техники. 
Поток данных – это средство передачи 
упорядоченных данных между компонен-
тами модели. Данные в потоке, упорядочен-
ные по номерам ассоциированных с ними те-
гов, например, временных меток, называют 
сигналом. Сигналы и соответствующие им 
потоки считаются синхронными, если теги 
пар сигналов имеют взаимно-однозначное 
соответствие. Модель считается синхронной, 
если все сигналы в ней – синхронные, иначе 
– это асинхронная модель.  
Синхронный сигнал производится регуля-
рным актором, т.е. актором, который испо-
льзует и производит некоторое количество 
меток, которое стабильно при выполнении 
алгоритма и может быть определено во вре-
мя компиляции. В отличие от него, динами-
ческий актор выдает различное число меток 
в зависимости от данных в его входных по-
токах, т.е. генерирует асинхронный сигнал.  
Граф Карпа и Миллера, в котором все ак-
торы – регулярные – это граф синхронных 
потоков данных (ГСПД, synchronous data 
flow, SDF). Если количество меток, исполь-
зованных каждым входом и сгенерирован-
ных каждой вершиной в одном цикле, оди-
наково и равно константе, то такой граф на-
142                                                                                    Пространственный граф синхронных потоков данных 
 
зывают однородным ГСПД (homogeneous 
SDF). А если оно различно, то это неодноро-
дный (многоскоростной) ГСПД (multirate 
SDF). 
Неоднородный ГСПД – это удачная мо-
дель для компактного задания перио-
дических алгоритмов. Но его сложнее анали-
зировать в сравнении с однородным ГСПД. 
Кроме того, его моделирование усложняется 
из-за возможности блокировок. Поэтому для 
анализа и синтеза на его основе ВС неодно-
родный ГСПД часто преобразуют в эквива-
лентный однородный ГСПД. Модель неод-
нородного ГСПД получила большое распро-
странение, например, в пакете Matlab-
Simulink.  
ГСПД – это статическая модель. Для не-
однородного ГСПД отсутствие блокировок  
несложно определяется при решении систе-
мы уравнений баланса Гr = 0, где Г – топо-
логическая матрица графа, r – вектор повто-
рений срабатывания акторов. Однородный 
ГСПД никогда не блокируется при наличии 
меток начального состояния в буферах, вхо-
дящих в циклы графа. Таким образом, среди 
большого разнообразия потоковых моделей 
алгоритмов, ГСПД является наиболее подхо-
дящей моделью для задания алгоритмов, 
отображаемых в аппаратные средства. 
 
Применение ГСПД для проектирования 
аппаратных средств 
Однородный ГСПД взаимно однозначно 
отвечает сигнальному графу алгоритма ЦОС 
или вычислительной схеме с периодом вы-
числений один такт. Существуют такие его 
разновидности, как  масштабированный 
ГСПД (scalable SDF), многомерный ГСПД, 
цикло-статический ГСПД (cyclo-static 
dataflow), параметрический ГСПД, блоко-
вый ГПД (Blocked Data Flow), предназна-
ченные для задания алгоритмов решения со-
временных задач ЦОС. В [3] дан обзор мето-
дов отображения ГСПД в многопроцессорные 
ВС на основе программной реализации акто-
ров.  
Согласно общепринятой методологии, 
отображение ГСПД в ВС выполняют в три 
этапа. На первом этапе выбирают множество 
аппаратных ресурсов вичислителя, ассорти-
мент и количество которых отвечают набору 
операторов алгоритма и требуемой произво-
дительности. На втором – составляется рас-
писание исполнения акторов на выбранных 
ресурсах. И на третьем этапе – этапе назна-
чения − акторы распределяются среди ресур-
сов, данным назначаются элементы памяти, 
определяется структура ВС, планируются 
пересылки данных, синтезируется управля-
ющий автомат. Оптимизация ВС состоит в 
формировании множества альтернативных 
решений и выборе наиболее пред-
почтительной ВС по заданному критерию 
качества. 
Этапы отображения преследуют противо-
речивые цели − выбор ресурсов миними-
зирует аппаратные затраты, а составление 
расписания – минимизирует время вычи-
слений за счет увеличения аппаратных ресу-
рсов. Поэтому такое отображение ГСПД час-
то приводит к решениям, далеким от опти-
мальных. Окончательная оценка аппаратных 
затрат выполняется на последнем этапе, ког-
да уже готово расписание. И для оптимиза-
ции необходимо многократно повторять эта-
пы отображения.  
Составление расписания сводится к пост-
роению на основе ГСПД графа зависимости 
по данным (ГЗД) и отображению его топо-
логической сортировки в пространство собы-
тий. При этом точное решение этой задачи 
(целочисленное линейное программи-
рование, метод ветвей и границ) возможно 
только для числа вершин не более двух-трех 
десятков. Такой эффективный эвристический 
метод, как силовое планирование, также не 
учитывает факторы, возникающие на этапе 
размещения.  
Таким образом, модель ГСПД, обладая 
выразительностью, отсутствием блокировок, 
имеет некоторые трудности отображения в 
аппаратные ресурсы. Во многом, это связано 
с тем, что в ВС отображается не сам ГСПД, а 
соответствующий ему ГЗД (составление рас-
писания) и множество его вершин (назна-
чение на ресурсы), а межпроцессорные связи 
ВС, внутренняя структура процессорных 
плементов (ПЭ), управляющий автомат фор-
мируются искусственно на последнем этапе.  
В статье предлагается вершинам и дугам 
ГСПД назначить теги с многомерными век-
торами, благодаря которым ГСПД отобра-
жается непосредственно и одновременно как 
в структуру ВС, так и ее расписание. 
Важно отметить, что известный граф сис-
толического процесора, по существу, являет-
ся однородным ГСПД. Причем его вершины 
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и дуги уже имеют теги из многомерных век-
торов. Однако, в отличие от отображения 
ГСПД, систолические процессоры синтези-
руются путем отображения ГЗД  [5].  
 
Пространственный ГСПД 
Любой граф алгортима GA, в том числе 
ГСПД и соответствующий ему ГЗД, задается 
матрицей инцидентности  
 A = ||аi,j||N∗M, 
где ai,j = 1, если дуга j графа GA концом ин-
цидентна i-й вершине или ai,j = −1, если на-
чалом инцидентна i-й  вершине  оператора, и 
ai,j  = 0 − при отсутствии инцидентности, N и 
M − число вершин и дуг графа GA.  
Данная матрица инцидентности − нетра-
диционная − она имеет инверсные знаки ai,j. 
Это связано с тем, что здесь разность коор-
динат дуг, умноженных на ai,j, указывает на 
положительные задержки операндов.  
В общем случае, ГСПД представим в n-
мерном пространстве  Z
n
. Векторы Ki ∈ Z
n
 
отождествляются с вершинами графа GA, т.е. 
играют роль тегов. Координаты векторов Ki, 
могут иметь разную интерпретацию. Часть 
координат векторов Ki – это координаты KSi 
ПЭ, в котором выполняется i-й оператор, а 
другая часть KТi – кодирует момент времени 
выполнения оператора Ki = ( )ТТT , TiSi KK . При 
отображении алгоритма в виде гнезда циклов 
вектор Ki является набором индексов пере-
менных.  
По другим координатам Ki может вестись 
отсчет, например, уровней иерархии алгори-
тма и структуры, типа оператора и ПЭ, заде-
ржки выполнения оператора, кодироваться 
информация об особенностях операторов и 
ПЭ, таких, как необходимость конвейерной  
реализации, заданный момент выполнения и 
т.п. Для простоты изложения далее будет ра-
ссматриваться размерность пространства n = 
3. При изображении ГСПД алгоритма в 3-
мерном целочисленном пространстве Z
3  i-й 
оператор отождествляется с радиусом-
вектором   Ki = (s, p, t)T, (i = 1...N), где p – 
тип операции, s − пространственная коорди-
ната,  t – временная координата. Более под-
робно о семантике координат векторов будет 
изложено при рассмотрении отображения 
ГСПД. 
Обычно вершины ГСПД генерируют мет-
ки, отвечащие одиночным переменным xj. В 
других случаях, когда вершина выдает раз-
личные переменные в разные дуги, следует 
расщепить оператор вершины на несколько 
операторов, которые генерируют одиночные 
результаты xj.   
Аналогично, каждая переменная xj из M 
переменных алгоритма отождествляется с n-
мерным вектором Dj; (j = 1...M) ∈  Z
3
, причем  
D j  = Kl – Ki,                        (1) 
где Ki соответствует оператору с результатом 
xj, а Kl − оператор, у которого  xj – исходный 
операнд, т.е. Ki непосредственно предшест-
вует Kl. 
Множество векторов  К = {Ki} и D = {Dj} 
взаимосвязаны точно так же, как множества 
вершин и дуг алгоритма. Таким образом, 
представление алгоритма в виде простран-
ственного ГСПД означает его кодирование в 
виде матриц векторов Ki, Dj, а также матрицы 
инцидентности алгоритма. Для того, чтобы 
задать ГСПД с помощью этих множеств век-
торов, необходимы следующие определения: 
Конфигурацией алгоритма (КА)  является  
тройка    СА =  (K,D,A),    где   K = (K1 ,..., KN)   
– матрица      координат     векторов-вершин  
Ki = (si, pi, ti)Т∈ Z
3
;   D = (D1,..., DM+1) – мат-
рица координат векторов-дуг Dj = (sj, pj, tj)Т∈ 
Z
3
; A = ||аi,j||N∗(M+1) – матрица инцидентности 
графа GA, которая дополнена M+1-м столб-
цом с элементом ар,M+1 = 1, которому отвеча-
ет базисный вектор DM+1 = DВ, соединяющий 




вершиной DВ = Kр ∈ K [6]. 
Название „конфигурация” происходит от 
понятия комбинаторной конфигурации, т.е. 
одного из элементов множества, состав-
леного из групп элементов другого множес-
тва. Так же, как и комбинаторная конфигу-
рация, КА представляет собой элемент мно-
жества возможных представлений алгоритма 
в многомерном пространстве, т.е. элементом 
множества решений задачи отображения ал-
горитма.  
Векторы Ki КА занимают в пространстве 
ресурсы − время (с координатами s,t) пло-
щадь некоторой фигуры, покрываемой пря-
моугольником со сторонами Sm и Tm. При 
максимальной загруженности ПЭ структуры, 
площадь прямоугольника Q = SmTm принима-
ет минимальное значение. При различных 
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вариантах отображения можно получить ра-
зное время выполнения алгоритма Tm и ко-
личество ПЭ Sm. Причем, при условии мак-
симальной загруженности ПЭ площадь пря-
моугольника Q остается приблизительно по-
стоянной, т.е. получается масштабируемая  
структура ВС. 
Применение пространственного ГСПД 
для синтеза конвейерных ВС 
Конвейерная ВС – это многоступенчатый 
аппаратный вычислитель, который обраба-
тывает потоки данных. Пространственный 
ГСПД дает возможность формального пост-
роения конвейерных вычислителей на осно-
ве метода его отображения, описанного ни-
же. 
Если ГСПД представлен в пространстве 
Z
n
, то в соответствии с условием инъектив-
ности отображения алгоритма, граф структу-
ры ВС и моменты выполнения операторов 
должны быть представлены в подпро-
странствах ZS и ZT, прямая сумма которых 
равна исходному пространству Z
n
 = ZS ⊕ ZT. 
Для того, чтобы упростить процесс выделе-
ния этих подпространств, целесообразно вы-
бирать их с ортонормированными базисами, 
которые совпадают с осями ординат, т.е. ZS = 
Z
m
  и ZT = Z
n-m
. 
Конфигурацией структуры (КС) является 
тройка CS =  (KS, DS, A), где KS = (KS1,...,КSN), 
и DS = (DS1, ..., DS(M+1)) − матрицы координат 
векторов-вершин KSi = (kSi,1,...,kSi,m)Т ∈ Z
m
 и 
векторов-дуг DSj = (dSj,1,...,dSj,m)∈ Z
m
, которые 
равняются координатам ПЭ, в которых вы-
полняется i-й оператор и относительным ко-
ординатам линий связи структуры, по кото-
рой передается j-я переменная, соответ-
ственно; A − матрица инцидентности ГСПД.  
В простом случае, KSi = (si, pi)Т ∈ Z
2
. 
Конфигурацией   предшествования (КП) 
является тройка CТ = (KТ,DТ,A), где KT = 




DТj =(dTj,1,...,dTj,(n-m))T ∈ Z
n−m
, которые отве-
чают моментам срабатывания i-го оператора 
и относительной задержке передачи j-й пере-
менной, A  − матрица инцидентности ГСПД 
или ГЗД.  
В простейшем случае, KТi = (ti) ∈ Z  . Тогда 
матрице KT отвечает вектор временной раз-
вертки Т = (t1,...,tN)Т, который указывает, в 
какие моменты времени срабатывают опре-
деленные операторные вершины. 
На рис.2 показаны пример КА (а) и соот-
ветствующих ей КС (б) и КП (в). 
 
 
Рис.2. Пример КА и соответствующих  
ей КС и КП 
КА является корректной, если в матрице 
К нет двух одинаковых векторов, т.е.  
∀ Ki,Kj (Ki≠ Kj, i≠ j ) .                     (2) 
Если в ГСПД есть циклы, то должна быть 
равна нулю сумма векторов-дуг Dj, входя-
щих в любой из циклов графа, т.е. для i-го 
цикла   
∑ bi,j Dj = 0,                            (3) 
где bi,j – элемент i-й  строки циклома-
тической матрицы ГСПД.  
КП CT для ГСПД – (строго) корректна 






i,r = 1,...,N; j  = 1,...,M+1; 
(для строгой корректности − неравенство 
строгое), т.е. если вершины связаны дугой, 
то момент срабатывания оператора пред-
шествующей вершины всегда меньше мо-
мента срабатывания следующей. На рис.2 
дуга D5 нагружена двумя задержками, что 
означает что в ней операнд задерживается на 
2 итерации. 
Расписание для КА CA, выполняемое с пе-
риодом L тактов − корректно, если операто-
ры, отображаемые в один и тот же ПЭ, вы-
полняются в различных тактах, т.е.  
KTr − KTi =  DTj  ∈ DT ⇒  
 
R (KTr) ≥ R (KTi); − для ненагруженных дуг     (4) 
R(KTr) < R(KTi). − для дуг, нагруженных задержками  
 
 
                                                                                                              
 









КА линейным отображением своих ком-
понентов может быть  преобразованная в КС 























D ,                             (6) 
если КА, КП и расписание являются коррек-
тными, т.е. удовлетворяют условиям (2) − 
(5), причем полученная модель ВС будет вы-
полнять заданный алгоритм в конвейерном 
режиме с периодом L тактов. 
Однотипные операторы следует отобра-
жать в ПЭ того же типа, т.е.  
Ki,Kj∈Kp,q(ki=kj=p, si =sj =q), | Kp,q| ≤ L, 
где Kp,q – множество векторов-вершин опера-
торов p-го типа, отображаемых в q-й ПЭ p-го 
типа (q=1,2,… qpmax).  
Эффективную КА ищут в два этапа. На 
первом этапе вершины ГСПД вместе с дуга-
ми размещаются в трехмерном пространстве 
как множества векторов Ki и Dj с учетом 
условий, приведенных выше, т.е. формиру-
ется начальная КА. Минимизируется число 
ПЭ в искомой структуре путем выполнения 
требования |Kp,q|→L, т.е. число вершин, ото-
бражаемых в один ПЭ, стремится к L. Также 
возможна перестановка вершин относитель-
но оси времени оt, которая отвечает ресинх-
ронизации ГСПД.   
На втором этапе КА уравновешивается. 
При этом рассматривается ациклический по-
дграф ГСПД без обратных дуг DВj. Во все 
его дуги включаются промежуточные вер-
шины операторов задержки (регистров). В 
уравновешенной КА все векторы-дуги, кро-
ме нагруженных дуг, равны Dj = <aj,bj,1> или 
Dj = <aj,bj,0>. При этом вершины-операторы 
образуют ярусы, расстояние между которы-
ми по координате времени оt равно 1 такт. 
Уравновешенная КА оптимизируется путем 
взаимных перестановок векторов-вершин, 
принадлежащих одному ярусу с минимиза-
цией числа регистров и входов мультиплек-
соров. Применяются и другие стратегии, на-
пример, алгоритм левого края. 
Структуру ВС и расписание выполнения 
алгоритма можно получить, расщепив КА KG 
на КС KS и КП, которые имеют ту же матри-
цу А, а векторы матрицы КS  координат ПЭ и 
матрицы моментов срабатывания КT равны 
координатам векторов матрицы К, т.е. <ki,si> 
и <ti>, т.е. согласно (6). КС и КП представ-
ляют собой отображение КА в подпро-
странства структур и времени, которое вы-
полняется элементарным образом. 
Данный метод позволяет целенаправленно 
выполнять поиск как структуры ВС, так и 
расписания выполнения алгоритма в ней. В 
[7] метод усовершенствован с целью мини-
мизации аппаратных затрат ПЛИС, в кото-
рой реализуется конвейерная ВС. При этом 
благодаря тому, что результатом отобра-
жения выступает описание ВС на языке 
VHDL, метод дает возможность не строить 
собственно структуру ВС и расписание вы-
полнения алгоритма, а переложить это зада-
ние на компилятор-синтезатор проекта для 
ПЛИС.  
Генетический метод оптимизации систем 
характеризуется высокой эффективностью и 
независимостью от предметной области. Од-
нако его использование ограничено выбором 
кодирования генома варианта решения. Так 
как в КА в компактной форме закодирован 
некоторый корректный вариант реализации 
ВС, она может эффективно использоваться 
как геном при синтезе структур генетичес-
ким методом.  
Пространственный динамический ГПД с 
эффективным поведением отображается в 
конвейерную ВС методом, предложенным в 
[8]. Этот метод позволяет формально отобра-
жать алгоритмы с операторами управления в 
структуру конвейерных ВС с заданным пе-
риодом вычислений, которые имеют мини-
мизированные аппаратные затраты и высо-
кую тактовую частоту. Методы проверены 
при синтезе ряда конвейерных устройств 
ЦОС, таких как цифровые фильтры, процес-
соры быстрого преобразования Фурье, дис-
кретного косинусного преобразования и 
многих других, которые имеют оптимизиро-
ванное отношение производительность − ап-
паратные затраты.  
Методы также эффективно использо-
вались для программирования многопро-
цессорных ВС [9], а также такой SIMD-
архитектуры, как Intel MMX [10]. 
∀Ki, Kj ∈ K0(ki,r  =kj,r; r=1,...,n−1) ⇒ 
 
ki,n ≡ kj,n mod L −  (Ki,Kj) −                                    (5)                                                                                                   
дуга, нагруженная задержками 
ki,n   kj,n mod L  − в остальных случаях                     
 




Граф потоков данных (ГПД) − это естест-
венная модель для задания алгоритмов обра-
ботки таких потоков. Динамические ГПД 
имеют широкие возможности для задания 
алгоритмов, но их анализ усложнен и они 
могут иметь блокировки. Из-за этого они ис-
пользуются, в основном, в системах с дина-
мическим расписанием и не приспособлены 
для синтеза конвейерных вычислительных 
систем. 
Конвейерные ВС следует проектировать 
путем отображения графов синхронных по-
токов данных (ГСПД) или ГПД с эффектив-
ным поведением и квазистатических ГПД, 
которые имеют ряд свойств, таких же, как у 
ГСПД.  
Меньшая выразительность и большая 
трудоемкость представления алгоритма на 
модели однородного ГСПД компенсируется 
тем, что при представлении такого ГСПД в 
многомерном пространстве в виде простран-
ственного ГСПД его отображение в конвейе-
рную структуру выполняется формально с 
получением минимизированных аппаратных 
затрат при заданной производительности.  
Пространственный ГСПД позволяет при-
менять различные известные методы комби-
наторной оптимизации ВС, начиная с метода 
ветвей и гнаниц и кончая генетическими ал-
горитмами. При этом оптимизация становит-
ся направленной как на минимизацию аппа-
ратных затрат, так и на повышение отноше-
ния производительность – стоимость.  
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