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asks to compute a directed spanning tree with as many leaves as possible. By designing a
branching algorithm analyzed with Measure&Conquer, we show that the problem can be
solved in time O∗(1.9044n) using polynomial space. Allowing exponential space, this run
time upper bound can be lowered to O∗(1.8139n). We also provide an example showing a
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1. Introduction
Domination-type problems have been in the focus of quite some papers dealing with moderately exponential-time algo-
rithms for NP-hard problems on undirected graphs, as can be also seen in the recent monograph on the topic [12]. Actually,
the study of domination in graphs was at the starting point of the development of an algorithm design and analysis tech-
nique called Measure&Conquer, as testiﬁed, for instance, by the paper [14]. Most of the modern approaches for solving
Minimum Dominating Set rely on a translation of this problem to a Minimum Set Cover instance with the speciﬁc property
that the number of sets involved equals the number of elements of the universe; then, a branching algorithm for Mini-
mum Set Cover is analyzed, where its complexity is measured both in the number of sets and in the number of universe
elements. This approach would easily carry over to Minimum Dominating Set on directed graphs.
However, this strategy seems to fail if the dominating set in question has to satisfy further properties like connectedness.
Here, it is beneﬁcial to look at the problem from another side, namely from the viewpoint of constructing a spanning tree
with the minimum number of internal nodes, or, equivalently, the maximum number of leaves. This idea has led to new
algorithms in the undirected case [11], beating earlier ones based on more direct applications of the deﬁnition of Minimum
Conncted Dominating Set [13].
We take this reformulation as Maximum Leaf Spanning Tree (MLST) problem as the starting point of our investigation
into natural counterparts of the Minimum Conncted Dominating Set problem on directed graphs. Hence, we investigate the
Directed Maximum Leaf Spanning Tree (DMLST) problem, where we are given a directed graph G = (V , A), and we are
asked to ﬁnd a directed spanning tree (with the arcs directed from the root towards the leaves) for G with a maximum
number of leaves. Such a directed spanning tree is sometimes called an out-branching or a spanning arborescence.
✩ An extended abstract appeared in Binkele-Raible and Fernau (2010) [1].
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Records for producing leafy trees; the notation O∗( ) suppresses polynomial factors.
Directed graphs Undirected graphs
Parameterized O∗(3.72k) [8] O∗(3.4575k) [23]
Exact O∗(1.9973n) [8] (*) O∗(1.8962n) [11,23]
1.1. Known results
The undirected version of the problem has been widely studied with regard to its approximability. R. Solis-Oba [27]
developed a polynomial-time 2-approximation algorithm. In almost linear time, H.-I. Lu and R. Ravi [18] could provide a
3-approximation. P.S. Bonsma and F. Zickfeld [5] could show that the problem is 32 -approximable when the input is restricted
to cubic graphs. M. Drescher and A. Vetta [9] described a
√
OPT-approximation algorithm for the Directed Maximum Leaf
Spanning Tree problem. This was further improved to a constant-factor approximation by J. Daligault and S. Thomassé [7].
Subsequent improvements on the constant factor were reported at WAOA 2011 in Saabrücken very recently; we also refer
to [26].
This problem has also drawn notable attention in the ﬁeld of parameterized algorithms. Here the problem is known
as directed k-leaf spanning tree where k is a lower bound on the number of leaves in the directed spanning tree. For
kernelization results, we refer to [7,10]. Branching algorithms both for directed and undirected graphs have been developed,
leading to the run times summarized in Table 1. All these algorithms are based on an idea of J. Kneis, A. Langer and
P. Rossmanith [16]; they solved this problem in time O∗(4k). Predecessors like [4] produced much worse running times.
The given running times marked with (*) follow from the row above using an observation of V. Raman and S. Saurabh [24],
as explained in [8] for this problem. There is a natural interplay between the ﬁgures for the parameterized and moderately
exponential problem variants:
• As k  n, any O∗(ck) algorithm trivially results in an O∗(cn) algorithm, but this bound is not very interesting for our
problems, as (still) we ﬁnd c > 2, and there are (trivial) O∗(2n) algorithm for our problems.
• If there is a small linear kernel, say n ak, then any O∗(dn) algorithm yields an O∗(dak) parameterized algorithm.
• By the remarks from [8,24], an O∗(ck) algorithm for the parameterized version, with c < 4, leads to an O∗(dn) algo-
rithm, with d = ca for some a ∈ (0,1) satisfying c−a = (aa(1− a)1−a) > 1/2.
Several exact exponential-time algorithms have been reported in the undirected case, where the problem is also known
as Connected Dominating Set, see [11,13,23]. The best run times make again use of variants of the algorithm of J. Kneis,
A. Langer and P. Rossmanith [16]. For the directed case, no genuine exact exponential-time algorithm has been yet described
and analyzed in the literature. We are ﬁlling this gap with the present paper.
Applications of connected dominating set problems have been reported in network design (see, e.g., [22]) and in com-
putational biology (refer to [19]). In these applications, the undirected graph scenario is considered, although for instance
protein–protein interaction networks (as considered in [19]) seem to be directed graphs from the very nature. Hence, our
approach might be useful in such contexts. A further biology-inspired application scenario is described in more detail at the
end of this paper.
1.2. Our results
The main result in this paper improves the currently best upper bound (published in some journal) of O∗(1.9973n) due
to [8]. As indicated in Table 1, this result was a direct consequence of the obtained parameterized algorithm. As exempliﬁed
by [2,3], it is not necessarily the case that a direct analysis (not using the parameterized detour) always produces better
running time upper-bounds. However, this is the case with our problem: Our algorithm (inspired by the one of [11]) achieves
a running time of O∗(1.9044n). Notice that the algorithm of [11] is not trivially transferrable to the directed version.
Starting from an initial root the algorithm grows a tree T . The branching process takes place by deciding whether the
vertices neighbored to the tree will ﬁnally become leaves or internal vertices. A crucial ingredient of the algorithm was
also to create ﬂoating leaves, i.e., vertices which are ﬁnal leaves in the future solution but yet not attached to T , the tree
which is grown. This concept has been already used in [11] and partly by [8]. In the undirected case we guarantee that in
the bottleneck case we can generate at least two such leaves. In the directed version there is a situation where only one
can be created. For this particular issue, we had to ﬁnd a workaround. In our analysis, we will use the Measure&Conquer
methodology [14] that has become standard for the analysis of exact exponential-time algorithms for hard problems on
undirected graphs. Nonetheless, to the best of our knowledge, this is one of the few papers that applies that methodology
to ﬁnd and analyze exact exponential-time algorithms for hard problems on directed graphs; another example we know of
is provided by [25]. By allowing exponential space, we also show that Directed Maximum Leaf Spanning Tree can be solved
in O∗(1.8139n) time.
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We consider directed graphs G = (V , A) in the course of our algorithm, where V is the vertex set and A the arc set.
The in-neighborhood of a vertex v ∈ V (with respect to V ′ ⊆ V ) is N−V ′(v) = {u ∈ V ′ | (u, v) ∈ A} and, analogously, its out-
neighborhood (with respect to V ′) is N+V ′(v) := {u ∈ V ′ | (v,u) ∈ A}. The in- and out-degrees of v are d−V ′(v) := |N−V ′(v)| and
d+V ′(v) := |N+V ′(v)| and its degree is dV ′ (v) = d−V ′ (v) + d+V ′ (v). If V ′ = V , then we might suppress the subscript. For V ′ ⊆ V
we let N+(V ′) :=⋃v∈V ′ N+(v) and N−(V ′) is deﬁned analogously.
Let A(V ′) := {(u, v) ∈ A | u, v ∈ V ′}, N+A (v) := {(v,u) ∈ A | u ∈ N+V (v)} and N−A (v) := {(u, v) ∈ A | u ∈ N−V (v)}. Given a
graph G = (V , A) and a graph G ′ = (V ′, A′), G ′ is a subgraph of G if V ′ ⊆ V and A′ ⊆ A. The subgraph of G induced by a
vertex set X ⊆ V is denoted by G(X) and is deﬁned by G(X) = (X, A′) where A′ = A(X). The subgraph of G induced by an
arc set Y ⊆ A is denoted by G(Y ) and is deﬁned by G(Y ) = (V (Y ), Y ) where V (Y ) = {u ∈ V | ∃(u, v) ∈ Y ∨ ∃(v,u) ∈ Y }.
A directed path (of length  − 1) in G is a sequence of pairwise different vertices v1, . . . , v (that will be sometimes
interpreted as a set of vertices for convenience) such that (vi, vi+1) ∈ A for 1  i < . A subgraph H = (VH , AH ) of G is
called a directed tree if there is a unique root r ∈ VH such that there is a unique directed path P from r to every v ∈ VH \ {r}
under the restriction that its arc set obeys A(P ) ⊆ AH . Speaking ﬁguratively, in a directed tree the arcs are directed from
the parent to the child. If for a directed tree H = (VH , AH ) that is a subgraph of G = (V , A) we have V = VH , we call it a
spanning directed tree of G . The terms out-tree and out-branching are sometimes used for directed tree and spanning directed
tree, respectively. The leaves of a directed tree H = (VH , AH ) are the vertices u such that d−VH (u) = dVH (u) = 1. In leaves(H)
all leaves of a tree H are comprised and internal(H) := V (H) \ leaves(H). The unique vertex v such that N−VH (u) = {v}
for a tree-vertex u 	= r will be called the parent of u. A vertex v ∈ VH such that dVH (v)  2 will be called internal. Let
T = (VT , AT ) and T ′ = (VT ′ , AT ′) be two trees. T ′ extends T , written T ′  T , iff VT ⊆ VT ′ and AT ⊆ AT ′ . Simplistically, we
will consider a tree T also as a set of arcs T ⊆ A such that G(T ) is a directed tree. The notions of  and leaves(T ) carry
over canonically.
An arc-cut set is a set of arcs B ⊆ A such that G(A \ B) is a digraph which is not weakly connected. We suppose that
|V | 2. The characteristic function χ() returns 1 if its argument evaluates to true and 0 otherwise.
We now formally deﬁne the rooted version of our problem:
Rooted Directed Maximum Leaf Spanning Tree (RDMLST) Given: A directed graph G = (V , A)
and a vertex r ∈ V . Task: Find a spanning directed tree T ′ ⊆ A such that |leaves(T ′)| is maxi-
mum and d−T ′ (r) = 0.
1.4. Basic idea of the algorithm
Once we have an algorithm for RDMLST, this can be used to solve DMLST. As an initial step, we simply consider every
vertex as a possible root r of the ﬁnal solution. This yields a total of n cases.
Then in the course of the algorithm for RDMLST, we will gradually extend an out-tree T ⊆ A, which is predetermined to
be a subgraph in the ﬁnal out-branching. Let V T := V (T ) and V T := V \ VT . We will also maintain a mapping lab : V → D ,
where D := {FREE, IN, LN,BN, FL}, which assigns different roles to the vertices. If lab(v) = IN, then v is already ﬁxed to be
internal. If lab(v) = LN, then v is a leaf in the current tree T and will be a leaf in any future extension. Vertices in IN or
LN will also be called internal nodes or leaf nodes, respectively. If lab(v) = BN (designating a branching node), then v already
has a parent in T , but can be leaf or internal in the ﬁnal solution. In general, we will decide this by branching on such
BN-nodes. The case distinctions that might look complicated at ﬁrst glance are only incorporated to prevent the algorithm
from pursuing unnecessary branches. If lab(v) = FL, then v is constrained to be a leaf but has not yet been attached to the
tree T . Such vertices are called ﬂoating leaves. If lab(v) = FREE, then v /∈ V T and nothing has been ﬁxed for v yet. For a
label Z ∈ D and v ∈ V we will often write v ∈ Z when we mean lab(v) = Z . A given tree T ′ deﬁnes a labeling V T ′ → D
to which we refer by labT ′ . Let INT ′ := {v ∈ VT ′ | d+T ′(v) 1}, LNT ′ := {v ∈ VT ′ | d+G (v) = 0} and BNT ′ = VT ′ \ (INT ′ ∪ LNT ′) =
{v ∈ VT ′ | d+T ′ (v) = 0 < d+G (v)}. Hence, internal nodes in a tree are characterized by having out-neighbors in the tree, while
leaf nodes have no out-neighbors at all in the whole graph. The remaining vertices in a tree are branching nodes, which are
alternatively characterized as those nodes that do not have (yet) any out-neighbors in the tree, although they do have some
out-neighbors in the graph. Then for any ID ∈ D \ {FL, FREE} we have IDT ′ = lab−1(ID). We always assure that labT and lab
are the same on V T . The subscript might be hence suppressed if T ′ = T . If T ′  T , then we assume that INT ⊆ INT ′ and
LNT ⊆ LNT ′ . So, the labels IN and LN remain once they are ﬁxed. For the remaining labels we have the following possible role
transitions: FL → LN, BN → {LN, IN} and FREE → D \ {FREE}. Let BNi = {v ∈ BN | d+G (v) = i}, FREEi = {v ∈ FREE | d−G (v) = i}
for i  1, BN :=⋃nj= BN j and FREE :=⋃nj= FREE j .
The overall strategy of the algorithm falls into the category of Branch&Reduce: We have a number of reduction rules
(described in Section 2) that can be exhaustively executed in polynomial time. If no reduction rule applies, we let the
algorithm branch (on the branching nodes as described above); this leads to an exponential-time running time in the worst
case that seems to be inevitable, given the NP-hardness of the problem. The branching is described in details in Section 3.
That section contains the main technical parts of this paper, which ensure the correctness and the proof of the upper bound
on the running time.
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We state a set of seven reduction & halting rules in the following. Similar reduction rules for the undirected version can
be found in [11,23].
(H) Halt if BN= ∅. If FREE∪ FL = ∅ then return |LN|. Otherwise, answer NO.
(R1) If there exists a vertex v ∈ FL, then remove N+A (v). If there exists a vertex v ∈ BN, then remove N−A (v) \ T .
(R2) If there exists a vertex v ∈ BN with d+(v) = 0, then set lab(v) := LN.
(R3) If there exists a vertex v ∈ FREE with d(v) = 1, then set lab(v) := FL.
(R4) If there exists a vertex v ∈ LN, then remove NA(v) \ T .
(R5) If there exists some u ∈ BN such that N+A (u) is a an arc-cut set, then lab(u) := IN and, for all x ∈ N+(u) ∩ FL, set
lab(x) := LN, and, for all x ∈ N+(u) ∩ FREE, set lab(x) := BN.
(R6) If there is an arc (a,b) ∈ A with a,b ∈ FREE and G(A \ {a,b}) consists of two strongly connected components with
more than one vertex each, then contract (a,b) and label the resulting vertex as FREE.
We mention that we defer the correctness proof for (H) to Section 3.3.
Proposition 1. The reduction rules (R1)–(R6) are sound.
Proof.
(R1) A ﬂoating leaf v cannot be a parent anymore. Thus, it is valid to remove N+A (v). If v ∈ BN, then v already has a parent
in T . Thus, no arc in N−A (v) \ T will ever be part of a tree T ′  T .
(R2) The vertex v cannot be a parent anymore. Thus, setting lab(v) := LN is sound.
(R3) The vertex v must be a leaf in any tree T ′  T .
(R4) The only arcs present in any tree T ′  T will be NA(v) ∩ T . Thus, NA(v) \ T can be removed.
(R5) As N+A (v) is an arc-cut set, setting v ∈ LN would cut off a component which cannot be reached from the root r. Thus,
v ∈ IN is constrained.
(R6) Let G∗ be the graph after contracting (a,b). If G∗ has a spanning tree with k leaves, then so does G . On the other
hand, note that in every spanning tree T ′  T for G we have that a,b ∈ IN and (a,b) ∈ T ′ . Hence, the tree T # that
evolved by contracting (a,b) in T ′ is a spanning tree with k leaves in G∗ . 
We point out that heuristically it would also make sense to have an early-abort-rule of the following kind: If we ever
isolate a vertex such that it cannot be reached from the root, then return NO.
3. The exponential part
3.1. Branching rules
If N+(internal(T )) ⊆ internal(T ) ∪ leaves(T ), we call T an inner-maximal directed tree. We make use of the following fact
that is crucial to all algorithms based on the ideas from [16]:
Lemma 2. (See [16] Lemma 4.2.) If there is a tree T ′ with leaves(T ′) k such that T ′  T and x ∈ internal(T ′), then there is a tree T ′′
with leaves(T ′′) k such that T ′′  T , x ∈ internal(T ′′) and N+A (x) ⊆ T ′′ .
The branching rules are described in Algorithm 1. As mentioned before, the search tree evolves by branching on BN-
vertices. For some v ∈ BN we will set either lab(v) = LN or lab(v) = IN. In the second case we adjoin the vertices N+A (v) \ T
as BN-nodes to the partial spanning tree T . This is justiﬁed by Lemma 2. Thus, during the whole algorithm we only consider
inner-maximal trees. Right in the beginning we therefore have N+A (r) as an initial tree where r is the vertex chosen as the
root. The ﬁrst basic distinction in the branching is whether the vertex v chosen for branching belongs to BN1 or not (this
can also be seen in the simpliﬁed version of the algorithm, Algorithm 2, that is used below when admitting exponential
space). If v ∈ BN1, a path of internal nodes is grown when setting v to be internal. This is justiﬁed in Section 3.3.1. The
further case distinctions when v /∈ BN1 allow for better running times compared to Algorithm 2.
We also introduce an abbreviation for the different cases generated by branching: 〈v ∈ LN; v ∈ IN〉 means that the al-
gorithm recursively solves the two cases were v becomes a leaf node and an internal node. The semicolon works as a
delimiter between the different cases. More complicated expressions like 〈v ∈ BN, x ∈ BN; v ∈ IN, x ∈ LN; v ∈ LN〉 describe
more complicated branchings, where in this example case, in the ﬁrst recursive branch, v and x become branching nodes,
in the second recursive branch, v becomes internal and x becomes a leaf node, and in the third branch, v becomes a leaf
node. So, commas separate conditions that are satisﬁed at the same time in a speciﬁc branch.
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Result: A spanning tree T ′ with the maximum number of leaves s.t. T ′  T .
Check if the halting rule (H) applies.
Apply the reduction rules exhaustively.
if BN1 	= ∅ then
Choose some v ∈ BN1.
Let P = {v0, v1, . . . , vk} be a path of maximum length such that (1) v0 = v , (2) for all 1 i k − 1, d+V \Pi−1 (vi) = 1 (where
Pi−1 = {v0, . . . , vi−1}) and (3) P \ FREE ⊆ {v0, vk}.
if d+V \Pk−1 (vk) = 0 then
Put v ∈ LN. (B1)
else
〈v ∈ IN, v1, . . . , vk ∈ IN; v ∈ LN〉. (B2)
else
Choose a vertex v ∈ BN with maximum out-degree.
if a) d+(v) 3 or b) (N+(v) = {x1, x2} and N+(v) ⊆ FL) then
〈v ∈ IN; v ∈ LN〉 and in case b) apply makeleaves(v, x1, x2) in the 1st branch. (B3)
else if N+(v) = {x1, x2} then
if for z ∈ ({x1, x2} ∩ FREE) we have
|N+(z) \ N+(v)| = 0 or (B4.1)
N+A (z) is an arc-cut set or (B4.2)
N+(z) \ N+(v) = {v1} (B4.3)
then
〈v ∈ IN; v ∈ LN〉. (B4)
else if N+(v) = {x1, x2}, x1 ∈ FREE, x2 ∈ FL then〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN; v ∈ LN〉
and apply makeleaves(v, x1, x2) in the 2nd branch. (B5)
else if N+(v) = {x1, x2}, x1, x2 ∈ FREE and ∃z ∈ (N−(x1) ∩ N−(x2)) \ {v} then〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ IN; v ∈ LN〉. (B6)
else if N+(v) = {x1, x2}, x1, x2 ∈ FREE and |(N−(x1) ∪ N−(x2)) \ {v, x1, x2}| 2 then〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ LN; v ∈ LN〉 and apply makeleaves(v, x1, x2) in the 3rd branch. (B7)
else
〈v ∈ IN; v ∈ LN〉. (B8)
Algorithm 1: An algorithm for solving RDMLST.
begin
∀u ∈ [(N−(x1) ∪ N−(x2)) \ {x1, x2, v}] ∩ FREE set u ∈ FL;
∀u ∈ [(N−(x1) ∪ N−(x2)) \ {x1, x2, v}] ∩ BN set u ∈ LN;
end
Procedure makeleaves(v, x1, x2).
Fig. 1. A worst-case example for our algorithm.
3.2. A small example
Before we are further going into any proof details, let us familiarize ourselves with the proposed algorithm by working
through one small example. This example will also build the basis of our argument for a lower bound on the running time
of our algorithm.
In fact, we will consider a whole family of graphs Gt , where Gt has 3t + 2 vertices, as sketched in Fig. 1. The formal
setup of this family should be clear from the ﬁgure. Let us assume that r is chosen as the root of the tree that is grown, i.e.,
x1, y1 and z1 become branching nodes. Moreover, Rule (R3) will render f a ﬂoating leaf. All branching nodes have now out-
degree three. In particular, BN1 = ∅. Assume now that x1 is chosen for branching. This choice is without loss of generality
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applies. If x1 becomes an internal node, then x2, y2, z2 will become branching nodes. In the recursion, ﬁrst reduction rules
will be examined. The second part of (R1) removes the arcs (y1, x2), (y1, y2), (y1, z2), (z1, x2), (z1, y2) and (z1, z2). Then,
(R2) will turn y1 and z1 into leaf nodes. If x1 becomes a leaf node, then Rule (R2) will remove the arcs (x1, x2), (x1, y2) and
(x1, z2) in the recursive call. Now, y1 and z1 will be branching nodes. Again, the situation is completely symmetric. If we
then branch at vertex y1, we are in case (B3), subcase a) again. If y1 becomes an internal node, then x2, y2, z2 will become
branching nodes. As seen before, (R1) and (R2) will be triggered in the recursion, yielding a situation that is completely
symmetric to the case when x1 becomes an internal node, apart from the fact that now x1 and y1 changed their roles. If
y1 becomes a leaf node, then Rule (R2) will remove the arcs (y1, x2), (y1, y2) and (y1, z2) in the recursive call. Now, z1 is
the only branching node. Then, Rule (R5) applies and therefore z1 becomes an internal node, then x2, y2, z2 will become
branching nodes. Thus, a situation arises that is completely symmetric to the case when x1 becomes an internal node, apart
from the fact that now x1 and z1 changed their roles.
All in all, we have now arrived at a situation (formally at three different situations) where the tree has grown to cover all
vertices r, x1, y1, z1 and has turned x2, y2, z2 into branching nodes. The argument continues completely analogously, so that
we can describe the next layer of the search tree as follows: We arrived at a situation (formally at nine different situations)
where the tree has grown to cover all vertices r, x1, y1, z1, x2, y2, z2 and has turned x3, y3, z3 into branching nodes.
At the very end, when the tree has grown to cover all vertices r, x1, y1, z1, . . . , xt−1, yt−1, zt−1 (notice that, by induction,
the search tree has 3t−1 nodes in the corresponding layer) and has turned xt , yt, zt into branching nodes, the argument is
slightly different. Assuming that we choose to ﬁrst branch at xt−1 and then branch on yt−1, the branching rule (B1) will
now turn xt−1 and yt−1 into leaf nodes, so that ﬁnally (R5) and then (R2) triggers and turns zt−1 into an internal node and
f into a leaf node, respectively.
3.3. Correctness of the algorithm
In the following we are going to prove two lemmas which are crucial for the correctness and for the running time.
Lemma 3 (Correctness of (H)). If BN = ∅ and FREE∪ FL 	= ∅, then no spanning tree T ′  T exists.
Proof. Let x ∈ FREE ∪ FL and assume there is a spanning tree T ′  T . Then there is a directed path P = r . . . x in G(T ′). By
FREE ∪ FL 	= ∅ and T ′ ⊇ T , there must be an arc (a,b) ∈ A(P ) such that we can assume that a ∈ V (T ) and b /∈ V (T ). By
the fact that BN = ∅ and due to (R4), it follows that a ∈ INT . But this is a contradiction to Lemma 2, i.e., T would not be
inner-maximal. 
Lemma 4. Let T ⊆ A be a given tree such that v ∈ BN and N+(v) = {x1, x2}. Let T ′, T ∗ ⊆ A be optimal solutions with T ′, T ∗  T
under the restriction that labT ′(v) = LN, and labT ∗(v) = IN and labT ∗(x1) = labT ∗(x2) = LN.
1. If there is a vertex u 	= v with N+(u) = {x1, x2}, then |leaves(T ′)| |leaves(T ∗)|.
2. Assume that d−(xi) 2 (i = 1,2). Assume that there exists some u ∈ (N−(x1) ∪ N−(x2)) \ {v, x1, x2} with labT ∗(u) = IN. Then,
|leaves(T ′)| |leaves(T ∗)|.
Proof.
1. Let T+ := (T ∗ \ {(v, x1), (v, x2)}) ∪ {(u, x1), (u, x2)}. We have labT+(v) = LN and u is the only vertex besides v where
labT ∗(u) 	= labT+ (u) is possible. Hence, u is the only vertex where we could have labT ∗(u) = LN such that labT+(u) = IN.
Thus, we can conclude that |leaves(T+)| |leaves(T ∗)|. As T ′ is optimal under the restriction that v ∈ LN, |leaves(T ′)|
|leaves(T+)| |leaves(T ∗)| follows.
2. W.l.o.g., we have u ∈ N−(x1) \ {v, x2}. Let q ∈ N−(x2) \ {v} and T+ := (T ∗ \ {(v, x1), (v, x2)}) ∪ {(u, x1), (q, x2)}. We have
labT+ (v) = LN, labT+(u) = labT ∗(u) = IN and q is the only vertex besides v where we could have labT ∗(q) 	= labT+(q)
(i.e., possibly labT ∗ (q) = LN and labT+(q) = IN). Therefore, |leaves(T ′)| |leaves(T+)| |leaves(T ∗)|. 
3.3.1. Correctness of the different branching cases
First note that by Lemma 3, (H) takes care of the case that indeed an out-branching has been built. If so, the number of
its leaves is returned. Below we will argue that each branching case of Algorithm 1 is correct in a way that it preserves at
least one optimal solution. Cases (B3)a), (B4) and (B8) do not have to be considered in detail, being simple binary, exhaustive
branchings.
(B1) Suppose there is an optimal extension T ′  T such that labT ′(v) = labT ′(v0) = IN. Due to the structure of P , there
must be an i, 0 < i  k, such that (v j−1, v j) ∈ T ′ for 0 < j  i, i.e., v, v1, . . . , vi−1 ∈ IN and vi ∈ LN. W.l.o.g., we
choose T ′ in a way that i is minimum but T ′ is still optimal (✛). By (R5) there must be a vertex vz , 0 < z  i, such
that there is an arc (q, vz) with q ∈ VT ′ \ P . Now consider T ′′ = (T ′ \ {(vz−1, vz)}) ∪ {q, vz}. In T ′′ the vertex vz−1
is a leaf and therefore |leaves(T ′′)| |leaves(T ′)|. Additionally, we have that z − 1 < i which is a contradiction to the
choice of T ′ (✛).
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we can exclude the case that v, v1, . . . , vi−1 ∈ IN and vi ∈ LN (i  k). Thus, under the restriction that we set v ∈ IN,
the only remaining possibility is to set v1, . . . , vk ∈ IN.
(B3)b) When we set v ∈ IN, then the two vertices in N+(v) will become leaf nodes (i.e., become part of LN). Thus,
Lemma 4.2 applies. Note that (R5) does not apply and therefore (N−(x1) ∪ N−(x2)) \ {v, x1, x2} 	= ∅, as well as
d(xi)  2 (i = 1,2). This means that every vertex in (N−(x1) ∪ N−(x2)) \ {v, x1, x2} can be assumed a to be leaf
node in the ﬁnal solution. This justiﬁes to apply makeleaves(v, x1, x2).
(B5) The branching is exhaustive with respect to v and x1. Nevertheless, in the second branch, makeleaves(v, x1, x2) is
carried out. This is justiﬁed by Lemma 4.2 (similar to (B3)b)), as by setting v ∈ IN and x1 ∈ LN, x2 will be attached
to v as an LN-node and (R5) does not apply.
(B6) In this case, we neglect the possibility that v ∈ IN, x1, x2 ∈ LN. But due to Lemma 4.1, a no worse solution can be
found in the recursively considered case where we set v ∈ LN. This shows that the considered cases are suﬃcient.
(B7) Similar to (B3), Lemma 4.2 justiﬁes applying makeleaves(v, x1, x2) in the third branch.
Further branching cases will not be considered as their correctness is clear due to exhaustive branching.
3.4. Analysis of the run time
This section can be seen as the technical core part of the paper. Unfortunately, the analysis is pretty involved, since many
cases have to be considered.
3.4.1. The measure
To analyze the running time we follow the it Measure&Conquer-approach (see [14]) and use the following measure:
μ(G) =
n∑
i=1
BNi |BNi| +
n∑
i=1
FREEi |FREEi| + FL|FL|.
The concrete values are FL = 0.2251, BN1 = 0.6668, BNi = 0.7749 for i  2, FREE1 = 0.9762 and FREE2 = 0.9935. Also
let FREEj = 1 for j  3 and η = min{FL, (1 − BN1 ), (1 − BN2 ), (FREE2 − BN1 ), (FREE2 − BN2 ), (FREE1 − BN1 ), (FREE1 − BN2 )} =
FREE1 − BN2 = 0.2013.
For i  2 let FREEi = FREEi − FREEi−1 and FREE1 = FREE1 . Thus, FREEi+1 FREEi with FREEs = 0 for s 4.
In the very beginning, all vertices are free and potentially of high degree. Hence, the original measure obeys μ(G) n =
|V |. As explained above, during the run of the algorithm, vertices may become branching nodes or ﬂoating leaves before
being determined to be internal or leaf nodes of the spanning tree that is constructed. The last two possible states are
ﬁnal, which means that such vertices do not contribute to the measure at all. As usual with Measure&Conquer-approaches,
we further differentiate between degrees for the free vertices, branching nodes and ﬂoating leaves. The intuition behind
this approach is that vertices with small degrees tend to trigger reduction rules, which is taken care in the analysis with
Measure&Conquer. Within our algorithm also the branching is sometimes different for the small-degree cases in order to
proﬁt best from the reduction rules. For the branching nodes, obviously only their outdegree matters, and for the ﬂoating
leaves, only their indegree. The values for the different -variants have been chosen in order to optimize the outcome of
the following analysis. As it turned out, a further differentiation between different indegrees of ﬂoating leaves does not pay
off; therefore, this kind of complication is omitted from the chosen measure. Also note that if μ(G) = 0, then (H) correctly
returns the number of leaf nodes.
3.4.2. Run time analysis of the different branching cases
In the following, we state for every branching case by how much μ will be reduced. Especially, i states the amount by
which the i-th branch decreases μ. Each branching case may create several subcases in this analysis, depending on the sizes
of the sets BNi , FREEi and FL before and after the branching. We solved each of the resulting recurrences by computing the
largest positive roots (also known as branching numbers) of the associated characteristic polynomials. The largest of all these
branching numbers is used in the formulation of Theorem 5 that summarizes our ﬁndings.
If v is the vertex chosen by Algorithm 1, then it is true that, for all x ∈ N+(v), we have d−(x) 2 by (R5) (✜).
(B2) 〈v ∈ IN, v1, . . . , vk ∈ IN, v ∈ LN〉
Recall that d+V \Pk−1 (vk) 2 and vk ∈ FREE by (R1). Then v1 ∈ FREE2 by (R5).
1. v becomes IN-node; v1, . . . , vk become IN-nodes;
the free vertices in N+(vk) become BN-nodes, the FL-nodes in N+(vk) become LN-nodes (yielding a measure
reduction of 2 · η):
1  BN1 + χ(v1 ∈ FREE2) · FREE2 + χ(v1 ∈ FREE3) · FREE3 +
k∑
i=2
FREE1 + 2 · η.
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2  BN1 +
∑3
i=2 χ(v1 ∈ FREEi) · FREEi .
(B3)a) Branching: 〈v ∈ IN; v ∈ LN〉.
1. v becomes IN-node; the FREE out-neighbors of v become BN-nodes; the FL out-neighbors of v becomes LN-nodes:
1  BN2 +
∑
x∈N+(v)∩FREE3
(
1− BN2
)+ ∑
x∈N+(v)∩FREE2
(
FREE2 − BN2
)+ ∑
y∈N+(v)∩FL
FL.
2. v becomes LN-node; the in-degree of the free out-neighbors of v is decreased: 2  BN2 +
∑3
i=2 |N+(v)∩ FREEi | ·
FREEi .
(B3)b) Recall that v is a BN-node of maximum out-degree, thus d+(z)  d+(v) = 2 for all z ∈ BN. On the other hand
BN1 = ∅ which implies BN = BN2 from this point on. Hence, we have N+(v) = {x1, x2}, d−(xi)  2 (i = 1,2), and
|(N−(x1) ∪ N−(x2)) \ {v, x1, x2}|  1 by (✜) in the following branching cases. Therefore, the additional amount of
min{FREE1 − FL, BN2 } in the ﬁrst branch is justiﬁed by the application of makeleaves(v, x1, x2). Note that by (✜)
at least one FREE-node becomes a FL-node, or one BN-node becomes a LN-node. Due to (R1), we ﬁnd that N+(xi) ∩
BN = ∅.
1. v becomes IN-node; the FL out-neighbors of v become LN-nodes;
the vertices in [(N−(x1) ∪ N−(x2)) \ {v, x1, x2}] ∩ BN become LN-nodes;
the vertices in [(N−(x1) ∪ N−(x2)) \ {v, x1, x2}] ∩ FREE become FL-nodes:
1  BN2 + 2 · FL +min{FREE1 − FL, BN2 }.
2. v becomes LN-node: 2  BN2 .
(B4) The branching is binary: 〈v ∈ IN; v ∈ LN〉.
(B4.1) 1. v becomes IN-node; z becomes LN-node by (R1), (R2) or both by (R4). The vertex q ∈ {x1, x2} \ {z} becomes
LN-node or BN-node (depending on q ∈ FL or q ∈ FREE):
1  BN2 + FREE2 +min{FL, (FREE2 − BN2 )}.
2. v becomes LN-node: 2  BN2 .
(B4.2) 1. v becomes IN-node; N+A (z) is an arc-cut set. Thus, z becomes IN-node as (R5) applies. The vertex q ∈{x1, x2} \ {z} becomes LN-node or BN-node (depending on q ∈ FL or q ∈ FREE):
1  BN2 + FREE2 +min{FL, (FREE2 − BN2 )}.
2. v becomes LN-node: 2  BN2 .
Note that in all the following branching cases we have N+(xi) ∩ FREE1 = ∅ (i = 1,2) due to the present case.
(B4.3) We have |N+(z) \ N+(v)| = 1. Thus, in the next recursive call after the ﬁrst branch (i.e., v ∈ IN is set) and
the exhaustive application of (R1), either (R6), case (B2) or (B1) applies. (R5) does not apply due to (B4.2)
being ranked higher. Note that the application of any other reduction rule does not change the local situation
concerning the neighborhood of z. If (B2) or (B1) or (R6) applies, we analyze the current case together with
its succeeding one.
(B2) applies after we set v ∈ IN: we deduce that v0, v1, . . . , vk ∈ FREE where z = v0 = x1 (w.l.o.g., we assumed
z = x1). Observe that v1 ∈ FREE2, as (B4.2) does not apply.
1. v becomes IN-node, v0, v1 ∈ IN, . . . , vk become IN-nodes; the free vertices in N+(vk) become BN-nodes,
the FL-nodes in N+(vk) LN-nodes:
11  BN2 + χ(x2 ∈ FREE3) ·
(
FREE3 − BN2
)+ χ(x2 ∈ FREE2) · (FREE2 − BN2 )
+ χ(x2 ∈ FL) · FL +(B2.1)1 , where

(B2.1)
1 = χ(v0 ∈ FREE3) · FREE3 + χ(v0 ∈ FREE2) · FREE2 + χ(v1 ∈ FREE2) · FREE2
+ χ(v1 ∈ FREE3) · FREE3 +
k∑
i=2
FREE1 + 2η.
The amount (B2.1)1 has been obtained similar to 1 in case (B2) (with v0 corresponding to v).
2. v becomes IN-node; v0 becomes LN-node; x2 becomes LN- or BN-node (depending on whether x2 ∈ FREE
or x2 ∈ FL); the degree of v1 drops. Hence, our analysis gives:
12  BN2 + χ(x2 ∈ FREE3) ·
(
FREE3 − BN2
)+ χ(x2 ∈ FREE2) · (FREE2 − BN2 )
+ χ(x2 ∈ FL) · FL +(B2.2)2 , where

(B2.2)
1 = χ(v0 ∈ FREE3) · FREE3 + χ(v0 ∈ FREE2) · FREE2 +
3∑
i=2
χ(v1 ∈ FREEi) · FREEi .
The amount (B2.2) has been obtained similar to 2 in case (B2) (with v0 corresponding to v).2
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2  BN2 +
∑max{d−(x1),d−(x2)}
=2
∑2
j=1 χ(x j ∈ FREE) · FREE .
The worst case branching number from above is 1.897, created by two cases with k = 1:
1. x2 ∈ FREE4, d−(v1) 4, d+(v1) = 2, d−(x1) 4 and
2. x2 ∈ FL, d−(v1) 4, d+(v1) = 2, d−(x1) 4.
(B1) applies after we set v ∈ IN: If case (B1) applies to v1, the reduction in both branches is as least as big as
in (B4.1)/(B4.2).
(R6) applies after we set v ∈ IN: If (R6) applies after the ﬁrst branch (anywhere in the graph), we get 1 
BN2 + (FREE2 − BN1 )+ FREE1 +min{FL, (FREE2 − BN2 )} and 2  BN2 . Here the amount of FREE1 in 1 originates
from an (R6) application. The corresponding branching number is 1.644.
(B5) A more complicated branching arises, described as follows:
〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN; v ∈ LN〉.
1. v and x1 become IN-nodes; x2 is now a LN-node; the vertices in N+(x1) ∩ FREE become BN-nodes and those in
N+(x1) ∩ FL become LN-nodes:
1  BN2 + FREE2 + FL +
∑
x∈N+(x1)∩FREE(
FREE
2 − BN2 ) +
∑
x∈N+(x1)∩FL 
FL.
2. v becomes IN-node; x1 and x2 become LN-nodes; after the application of makeleaves(v, x1, x2), the vertices
in [(N−(x1) ∪ N−(x2)) \ {v, x1, x2}] ∩ BN become LN-nodes and those in [(N−(x1) ∪ N−(x2)) \ {v, x1, x2}] ∩ FREE
become FL-nodes:
2  BN2 + FREE2 + FL +min{FREE1 − FL, BN2 }.
3. v becomes LN: 3  BN2 .
The amount of min{FREE1 − FL, BN2 } in the second branch is due to (✜) and to the application of make-
leaves(v, x1, x2).
(B6) 〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ IN; v ∈ LN〉: The branching vector can be derived by considering items 1, 2 and
4 of (B7) below and the reductions 1, 2 and 4 in μ obtained in each item. Recall that we could skip the
case corresponding to the third item of (B7) due to the previous correctness analysis. Hence, (B6) can never yield a
branching number worse than (B7).
(B7) 〈v ∈ IN, x1 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ IN; v ∈ IN, x1 ∈ LN, x2 ∈ LN; v ∈ LN〉: Note that if N+A (x1) or N+A (x2) is an arc-cut
set, then (B4.2) applies. Thus, all the branching cases must be applicable. Moreover, due to the previous branching
case (B4.3) we have |N+(x1) \ N+(v)| = |N+(x1) \ {x2}| 2 and |N+(x2) \ N+(v)| = |N+(x2) \ {x1}| 2 (✱). Note that
N−(x1) ∩ N−(x2) = {v} due to (B6). This fact is used only in one place of the analysis, namely in the third item
below.
For i ∈ {1,2}, deﬁne the following numbers:
f li =
∣∣{x ∈ N+(xi) \ N+(v) ∣∣ x ∈ FL}∣∣,
f r3i =
∣∣{u ∈ N+(xi) \ N+(v) ∣∣ u ∈ FREE3}∣∣, and
f r2i =
∣∣{u ∈ N+(xi) \ N+(v) ∣∣ u ∈ FREE2}∣∣.
Observe that for i ∈ {1,2}, we have ( f li + f r3i + f r2i ) 2 due to (✱).
1. v and x1 become IN; x2 becomes BN; the FREE out-neighbors of x1 become BN; the FL out-neighbors of x1
become LN:
1  BN2 + χ(x1 ∈ FREE3) + χ(x1 ∈ FREE2) · FREE2 + χ(x2 ∈ FREE3) ·
(
FREE3 − BN2
)
+ χ(x2 ∈ FREE2) ·
(
FREE2 − BN2
)+ ( f l1 · FL + f r31 · (FREE3 − BN2 )+ f r21 · (FREE2 − BN2 )).
2. v becomes IN; x1 becomes LN; x2 becomes IN; the FREE out-neighbors of x2 becomes BN; the FL out-neighbors
of x2 become LN:
2  BN2 +
(
2∑
i=1
[
χ(xi ∈ FREE3) · FREE3 + χ(xi ∈ FREE2) · FREE2
])
+ ( f l2 · FL + f r32 · (FREE3 − BN2 )+ f r22 · (FREE2 − BN2 )).
3. v becomes IN; x1 and x2 become LN; the FREE in-neighbors of x1 become FL; the BN in-neighbors of x1 become
LN; the FREE in-neighbors of x2 become FL; the BN in-neighbors of x2 become LN:
3  BN2 +
[
2∑
i=1
(
χ(xi ∈ FREE3) · FREE3 + χ(xi ∈ FREE2) · FREE2
)]
+max{2, (d−(x1) + d−(x2) − 4)} ·min{FREE − FL, BN}.1 2
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Table 2
Summarizing worst case branching numbers ci per branching case (Bi).
(B2): k = 1, d−(v1) 4, d+(v1) = 2, for all u ∈ N+(v1) we have u ∈ FREE1 c2 < 1.8.
(B3)a): d+(v) = 3 and |N+(v) ∩ FL| + |N+(v) ∩ FREE4| = 3 c3a)  1.9044.
(B3)b): c3b) < 1.8.
(B4.1/2): c4.1/2 < 1.8.
(B4.3): c4.3  1.897 (see main text).
(B5): N+(x1) ⊆ FREE, d+(x1) = 2, d−(x1) = 2 and N+(x1) \ {v} ⊆ FREE1 c5 < 1.888.
(B7) (and similarly, (B6)): The next cases determine branching numbers 1.9043 c7  1.9044.
1. d−(x1) = d+(x1) = 2, d−(x2) = 4, d+(x2) = 2, f r21 = f r22 = 2.
2. d−(x1) = d−(x2) = 3, d+(x1) = d+(x2) = 2, f r21 = f r22 = 2.
3. d−(x2) = d+(x2) = 2, d−(x1) = 4, d+(x1) = 2, f r21 = f r22 = 2.
(B8): If q ∈ FREE, then c8 < 1.7.
Note that the additional amount of max{2, (d−(x1)+d−(x2)− 4)} · {FREE2 − FL, BN2 } is justiﬁed by Lemma 4.4 and
by the fact that d−(xi) 2 and N−(x1)∩N−(x2) = {v} due to (B6). Thus, we have |(N−(x1)∪N−(x2))\{x1, x2, v}|
max{2, (d−(x1) + d−(x2) − 4)}.
4. v becomes LN; the degrees of x1 and x2 drop:
4  BN2 +
∑ max∈{1,2}{d−(x)}
j=2
∑2
i=1(χ(d−(xi) = j) · FREEj )
(B8) Observe that in the second branch we can apply (R6). Due to the non-applicability of (R5) and the fact that (B7) is
ranked higher in priority we have |(N−(x1) ∪ N−(x2)) \ {v, x1, x2}| = 1. Especially, (B6) cannot be applied, yielding
N−(x1) ∩ N−(x2) = {v}. Thus, have the situation in Fig. 2.
So, w.l.o.g., there are arcs (q, x1), (x1, x2) ∈ A (and possibly also (x2, x1) ∈ A), where {q} = (N−(x1) ∪ N−(x2)) \
{v, x1, x2}, because we can rely on d−(xi) 2 (i = 1,2) by (✜).
1. Firstly, assume that q ∈ FREE.
(a) v becomes IN; x1 and x2 becomes BN:
1  BN2 + 2 · (FREE2 − BN2 ).
(b) The arc (q, x1) will be contracted by (R6) when v becomes LN, as x1 and x2 only can be reached by using
(q, x1):
2  BN2 + FREE1 .
The branching number here is  1.606.
2. Secondly, assume q ∈ BN. Then q ∈ BN2 due to the branching priorities.
(a) v becomes IN; x1 and x2 become BN:
1  BN2 + 2 · (FREE2 − BN2 ).
(b) Then after setting v ∈ LN, rule (R5) will make q internal and subsequently also x1:
2  BN2 + FREE2 + BN2 .
This amount is justiﬁed by the changing roles of the vertices in N+(q) ∪ {q}.
1.499 upper-bounds the corresponding branching number.
By the case analysis above we are able to conclude:
Theorem 5. Directed Maximum Leaf Spanning Tree can be solved inO∗(1.9044n) time, using polynomial space only.
Notice that the claimed running time can be read off from Table 2 by computing c = max ci as the basis. The proven
running time bound admits only a small gap to the bound of O∗(1.8962n) for the undirected version. It seems that we can
beneﬁt from degree two vertices only on a small scale in contrast to the undirected problem version. Speaking loosely, if
v ∈ BN2 and x ∈ N(v) we can follow a WIN/WIN approach in the undirected version. (1) If d(x) is quite big, then we will
add many vertices to BN or FL when v and subsequently x become internal. (2) If d(x) is small, say two, then by setting
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directed case the in- and out-degree of a vertex generally is not related. Thus, the approach described for the undirected
problem remains barred for the directed version. This explains the main technical differences between the directed and the
undirected case.
Data: A directed graph G = (V , A) and a tree T ⊆ A.
Result: A spanning tree T ′ with the maximum number of leaves s.t. T ′  T .
Check if the halting rule (H) applies.
Apply the reduction rules exhaustively.
if BN1 	= ∅ then
Choose some v ∈ BN1.
Let P = {v0, v1, . . . , vk} be a path of maximum length such that (1) v0 = v , (2) for all 1 i k − 1, d+V \Pi−1 (vi) = 1 (where
Pi−1 = {v0, . . . , vi−1}) and (3) P \ FREE ⊆ {v0, vk}.
if d+V \Pk−1 (vk) = 0 then
Put v ∈ LN. (B1)
else
〈v ∈ IN, v1, . . . , vk ∈ IN; v ∈ LN〉. (B2)
else
Choose a vertex v ∈ BN with maximum out-degree.
Branch as follows: 〈v ∈ IN; v ∈ LN〉. (B3)
In the ﬁrst branch, the (at least two) out-neighbors of v become branching nodes.
Algorithm 2: A simple algorithm for solving RDMLST.
4. Further results and conclusions
4.1. An approach using exponential space
The algorithm of J. Kneis et al. [16] can also be read in an exact non-parameterized way. It is not hard to see that it
yields a running time of O∗(2n). Alternatively, keep the cases (B1) and (B2) of Algorithm 1 and substitute all following cases
by a simple branch on some BN-node. This yields Algorithm 2. Clearly, if no branching nodes can be found, i.e., if BN = ∅,
either a spanning tree has been constructed, or no such tree exists on the current branch of the search tree. Using n as a
measure, we see that O∗(2n) is an upper bound.
We are going to use the technique of memoization to obtain an improved running time. This means that, for small
annotated graphs, solutions are precomputed and stored in some table. When the branching algorithm has reached a point
where only such a small graph remains, the new algorithm would stop branching and look up the stored optimum value in
the table. Let SGα := {G(V ′) | V ′ ⊆ V , |V ′| α ·n} where α = 0.141. Then we aim to create the following table L indexed by
some G ′ ∈ SGα and some VBN ⊆ V (G ′):
L[G ′, VBN] = T ′ such that |leaves(T ′)| =maxT˜∈L |leaves(T˜ )| where
L= {T˜ | T˜ is directed spanning tree for G ′BNwith root r′} and
G ′BN = (V (G ′) ∪ {r′}, A(G ′) ∪ {(r′,u) | u ∈ VBN}), with r′ being a new vertex.
The graph G ′BN is necessary, as we want to use previously developed algorithms to compute optimum solutions therein.
However, we cannot simply take the subgraph G ′ induced by V ′ , as we have to keep track of the branching nodes deter-
mined so far. As these branching nodes are (in general) not connected, we have to create a new graph by adding an artiﬁcial
new root r′ that preserves this annotation. Notice that, as r′ has indegree zero, it cannot become a leaf node but rather must
play the role of the root in G ′BN.
Entries where such a directed spanning tree T˜ does not exists (e.g., if VBN = ∅) get the value ∅. This table can be ﬁlled
up in time O∗(( nα·n) · 2αn · 1.9044αn) ⊆O∗(1.8139n). This running time is composed of enumerating SGα , then by cycling
through all possibilities for VBN and ﬁnally solving the problem on instance G ′BN with Algorithm 1.
Theorem 6. Directed Maximum Leaf Spanning Tree can be solved inO∗(1.8139n) time, consumingO∗(1.6563n) space.
Proof. Run the above-mentioned O∗(2n)-algorithm until |Gr | α ·n with Gr := V \ internal(T ). Then let T e = L[Gr, V (Gr)∩
BNT ]. Note that the vertex r ∈ V (T e) must be internal and y ∈ leaves(T e). By Lemma 2 we can assume that A({r} ∪
N+(r)) ⊆ T e . Now identify the vertices BNT ∩ V (T e) with V (Gr) ∩ BNT and delete r and y to obtain a directed spanning
tree Tˆ for the original graph G . More formally let Tˆ := T ∪ (T e \ A({r}∪N+(r))). Observe that Tˆ extends T to optimality. 
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generates graphs which are not vertex-induced subgraphs of G . Moreover, reﬁned measures necessitate more care when
applying the idea of memoization.
4.2. A lower bound example
Let us ﬁnally mention that we produced in [11] also a lower-bound example for the algorithm that was presented there
for the undirected case. By this, we mean a class of graphs with n nodes such that the suggested algorithm would actually
take Ω(cn) time. The particular sample graph family from [11] can be adapted to the directed case, proving:
Theorem 7.We can give a lower-bound example of Ω(3n/3) = Ω(1.4422n) for the worst case running time of our algorithm.
Proof. Reconsider the Example presented in Fig. 1. As argued in Section 3.2, for the graph Gt of the sketched graph family,
our algorithm produces a search tree with 3t−1 many leaves. Since Gt has nt = 3t + 2 many vertices, the result follows. 
4.3. Conclusions and future work
The paper at hand presented an algorithm which solves the Directed Maximum Leaf Spanning Tree problem in time
O∗(1.9044n). Although this algorithm follows the same line of attack as the one of [11], the algorithm itself differs notably.
The approach of [11] does not simply carry over. To achieve our running time bound we had to develop new algorithmic
ideas. This is reﬂected by the greater number of branching cases for the directed graph problem.
Speaking more generally, it remains a lot of future work to solve hard problems on directed graphs in less than O(2n)
time (or any other trivial time barrier that applies). This can be expected to be technically more demanding than the
solutions to the corresponding problems on undirected graphs. A natural starting point would be the consideration of
domination-type problems in directed graphs, not only because this type of problem (on undirected graphs) was one of
the main driving forces behind the development of Measure&Conquer, but also because there has been quite some recent
interest in the database community on this type of problems on directed graphs, as can be seen in [21] and the literature
quoted therein. The most common deﬁnition of a dominating set D in a directed graph G = (V , A) seems to be to require
that for each vertex w /∈ D , there is some v ∈ D such that (v,w) ∈ A; see [15]. Finally, observe that while Maximum Leaf
Spanning Tree is just another name for Minimum Connected Dominating Set on undirected graphs, this is no longer true for
directed graphs. More speciﬁcally, a spanning tree T with a maximum number of leaves in a directed graph G corresponds
to a minimum dominating set D in G with the property that G[D] possesses a spanning tree. This does not correspond to
classical notions of (weak/strong) connectivity in directed graphs. More speciﬁcally, any digraph that possesses a spanning
tree is weakly connected but not necessarily strongly connected, but there are easy examples of digraphs that are weakly
connected but do not possess a spanning tree. Hence, Directed Maximum Leaf Spanning Tree cannot be easily interpreted
as some Minimum Connected Dominating Set problem. The variant of the Minimum Connected Dominating Set question
on directed graphs where the dominating set is required to be strongly connected is in particular interesting, as it was
discussed in network application papers like [28].
Let us brieﬂy return to another area of applications where connected dominating set problems play some role, namely
that of wireless area networks. The scientiﬁc work in that area is focused on practical algorithms for that problem and vari-
ants thereof. Interestingly enough, these algorithms are based on ideas that are completely different from the approaches
that led to algorithms with provably good running times (which work along the lines of the algorithms presented in this pa-
per). For instance, one of the approaches used in practice is to ﬁrst compute an independent (or just any) small dominating
set and then connect it by a Steiner tree algorithm. This is interesting for at least two reasons also for the more theory-
minded algorithmic community: First, both subproblems used in this approach are themselves NP-complete in general, and
second, this approach may offer beneﬁts from a theoretical angle after a substantially new analysis. The main question
to answer here would be why the sketched approach works out in practice, nonewithstanding the mentioned theoretical
diﬃculties. More about this kind of approaches can be found in the survey paper [17].
Let us conclude our discussion of possible future work with the introduction of another tree problem in directed graphs,
motivated by (and actually delivering an alternative formalization to) the Inverse Scope With a Forbidden Set problem
introduced in [20]. Here, we are given two sets of vertices S and T with S ∩ T = ∅ in a directed graph, and the question
is to ﬁnd a forest with roots in S , such that T is a subset of the leaves, and the number of internal nodes is minimized.
Actually, with the biological motivation from [20] in mind, vertices of the graph correspond to sets of metabolites (elements
of biochemical reactions) and an arc between vertices describes a possible reaction. The formalization in [20] is different
insofar as it considers a directed bipartite graph as input graph, where the vertices are either single metabolites or describe
reactions. The original biological question can be paraphrased as follows: ﬁnd a smallest set of elements that can be used as
a starting set of ingredients to ﬁnally produce the desired target set of metabolites. However, it seems to be also interesting
to minimize the substances (metabolites) involved in reactions. Apart from this, the main difference to our formulation is
that the original formulation can be much more succinct, or, put in other words, the directed graph where we look into to
ﬁnd a forest with few inner nodes is given only in an implicit way. Notice that we could easily “simplify” this problem by
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an artiﬁcial root node into the graph where we are asked to ﬁnd a forest and connect this new root to the vertices in S .
As we have stated the problem, we could actually use our algorithm to solve this problem variant by simply marking all
vertices in T as ﬂoating leaves. However, it is not so clear if this is really helpful to biologists, as the implicitly given graph
(deﬁned via possible reactions) could be comparatively huge compared to the actually given sets S and T . Further variants
are discussed in [6], where also the interesting question of enumerating minimal solutions is raised. Similar questions can
be put forward for the concrete graph-theoretic problem considered in this paper.
References
[1] D. Binkele-Raible, H. Fernau, A faster exact algorithm for the directed maximum leaf spanning tree problem, in: F. Ablayev, E.W. Mayr (Eds.), Computer
Science in Russia CSR, in: LNCS, vol. 6072, Springer, 2010, pp. 328–339.
[2] D. Binkele-Raible, L. Brankovic, H. Fernau, J. Kneis, D. Kratsch, A. Langer, M. Liedloff, P. Rossmanith, A parameterized route to exact puzzles: Breaking
the 2n-barrier for irredundance, in: T. Calamoneri, J. Díaz (Eds.), Algorithms and Complexity CIAC, in: LNCS, vol. 6078, Springer, 2010, pp. 311–322.
[3] D. Binkele-Raible, L. Brankovic, M. Cygan, H. Fernau, J. Kneis, D. Kratsch, A. Langer, M. Liedloff, M. Pilipczuk, P. Rossmanith, J.O. Wojtaszczyk, Breaking
the 2n-barrier for Irredundance: Two lines of attack, Journal of Discrete Algorithms 9 (2011) 214–230.
[4] P.S. Bonsma, F. Dorn, Tight bounds and a fast FPT algorithm for Directed Max-Leaf Spanning Tree, ACM Transactions on Algorithms 7 (4) (2011) 44.
[5] P.S. Bonsma, F. Zickfeld, A 3/2-approximation algorithm for ﬁnding spanning trees with many leaves in cubic graphs, in: H. Broersma, T. Erlebach,
T. Friedetzky, D. Paulusma (Eds.), Graph-Theoretic Concepts in Computer Science, 34th International Workshop, WG 2008, in: LNCS, vol. 5344, Springer,
2008, pp. 66–77.
[6] L. Cottret, P.V. Milreu, V. Acuña, A. Marchetti-Spaccamela, F.V. Martinez, M.-F. Sagot, L. Stougie, Enumerating precursor sets of target metabolites in a
metabolic network, in: K.A. Crandall, J. Lagergren (Eds.), Algorithms in Bioinformatics, 8th International Workshop, WABI, in: LNCS, vol. 5251, 2008,
pp. 233–244.
[7] J. Daligault, S. Thomassé, On ﬁnding directed trees with many leaves, in: J. Chen, F.V. Fomin (Eds.), Parameterized and Exact Computation, 4th Interna-
tional Workshop, IWPEC, in: LNCS, vol. 5917, Springer, 2009, pp. 86–97.
[8] J. Daligault, G. Gutin, E.J. Kim, A. Yeo, FPT algorithms and kernels for the directed k-leaf problem, Journal of Computer and System Sciences 76 (2)
(2010) 144–152.
[9] M. Drescher, A. Vetta, An approximation algorithm for the maximum leaf spanning arborescence problem, ACM Trans. Algorithms 6 (3) (2010) 1–18.
[10] H. Fernau, F.V. Fomin, D. Lokshtanov, D. Raible, S. Saurabh, Y. Villanger, Kernel(s) for problems with no kernel: on out-trees with many leaves, in: S. Al-
bers, J.-Y. Marion (Eds.), Symposium on Theoretical Aspects of Computer Science STACS, Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Germany,
2009, pp. 421–432. Full version: ACM Transactions on Algorithms (in press).
[11] H. Fernau, J. Kneis, D. Kratsch, A. Langer, M. Liedloff, D. Raible, P. Rossmanith, An exact algorithm for the Maximum Leaf Spanning Tree problem,
Theoretical Computer Science 412 (45) (2011) 6290–6302.
[12] F.V. Fomin, D. Kratsch, Exact Exponential Algorithms, Texts in Theoretical Computer Science, Springer, 2010.
[13] F.V. Fomin, F. Grandoni, D. Kratsch, Solving connected dominating set faster than 2n , Algorithmica 52 (2008) 153–166.
[14] F.V. Fomin, F. Grandoni, D. Kratsch, A measure & conquer approach for the analysis of exact algorithms, Journal of the ACM 56 (5) (2009), article
number 25.
[15] Y. Fu, Dominating set and converse dominating set of a directed graph, The American Mathematical Monthly 75 (8) (1968) 861–863.
[16] J. Kneis, A. Langer, P. Rossmanith, A new algorithm for ﬁnding trees with many leaves, Algorithmica 61 (2011) 882–897.
[17] Z. Liu, B. Wang, L. Guo, A survey on Connected Dominating Set construction algorithm for wireless sensor networks, Information Technology Journal 9
(2010) 1081–1092.
[18] H.-I. Lu, R. Ravi, Approximating maximum leaf spanning trees in almost linear time, Journal of Algorithms 29 (1998) 132–141.
[19] T. Milenkovic´, V. Memiševic´, A. Bonato, N. Pržulj, Dominating biological networks, PLOSone 6 (8) (2011).
[20] Z. Nikoloski, S. Grimbs, J. Selbig, O. Ebenhöh, Hardness and approximability of the inverse scope problem, in: K.A. Crandall, J. Lagergren (Eds.), Algo-
rithms in Bioinformatics, 8th International Workshop, WABI, in: LNCS, vol. 5251, Springer, 2008, pp. 99–112.
[21] C. Pang, R. Zhang, Q. Zhang, J. Wang, Dominating sets in directed graphs, Information Sciences 180 (19) (2010) 3647–3652.
[22] M. Rai, S. Verma, S. Tapaswi, A power aware minimum connected dominating set for wireless sensor networks, Journal of Networks 4 (6) (2009).
[23] D. Raible, H. Fernau, An amortized search tree analysis for k-Leaf Spanning Tree, in: J. van Leeuwen, A. Muscholl, D. Peleg, J. Pokorný, B. Rumpe (Eds.),
SOFSEM 2010: Theory and Practice of Computer Science, in: LNCS, vol. 5901, Springer, 2010, pp. 672–684.
[24] V. Raman, S. Saurabh, Parameterized algorithms for feedback set problems and their duals in tournaments, Theoretical Computer Science 351 (3)
(2006) 446–458.
[25] I. Razgon, Computing minimum directed feedback vertex set in O (1.9977n), in: G.F. Italiano, E. Moggi, L. Laura (Eds.), Theoretical Computer Science,
10th Italian Conference, ICTCS, World Scientiﬁc, 2007, pp. 70–81.
[26] N. Schwartges, Approximationsalgorithmen für das gerichtete Maximum-Leaf-Spanning-Tree-Problem, Master’s Thesis, Universität Würzburg, Germany,
2011.
[27] R. Solis-Oba, 2-approximation algorithm for ﬁnding a spanning tree with maximum number of leaves, in: G. Bilardi, G.F. Italiano, A. Pietracaprina,
G. Pucci (Eds.), Algorithms—ESA ’98, 6th Annual European Symposium, in: LNCS, vol. 1461, Springer, 1998, pp. 441–452.
[28] M.T. Thai, F. Wang, D. Liu, S. Zhu, D.-Z. Du, Connected dominating sets in wireless networks different transmission ranges, IEEE Trans. Mobile Comput-
ing 6 (2007) 721–730.
