Abstract. Lie superbialgebra structures on the twisted N = 1 Schrödinger-Neveu-Schwarz algebra tsns are described. The corresponding necessary and sufficient conditions for such superbialgebra to be coboundary triangular are given. Meanwhile, the first cohomology group of tsns with coefficients in the tensor product of its adjoint module is completely determined. The notion of Lie bialgebras was introduced in 1983 by Drinfeld during the process of investigating quantum groups. Then there appeared several papers on Lie bialgebras and Lie superbialgebras (e.g., [15, 16, 17, 20, 21, 24, 25] ). In [15, 16, 17] , the Lie bialgebra structures on Witt and Virasoro algebras were investigated, which are shown to be triangular coboundary and the Lie bialgebra structures on the one-sided Witt algebra were completely classified.
§1 Preliminaries
The notion of Lie bialgebras was introduced in 1983 by Drinfeld during the process of investigating quantum groups. Then there appeared several papers on Lie bialgebras and Lie superbialgebras (e.g., [15, 16, 17, 20, 21, 24, 25] ). In [15, 16, 17] , the Lie bialgebra structures on Witt and Virasoro algebras were investigated, which are shown to be triangular coboundary and the Lie bialgebra structures on the one-sided Witt algebra were completely classified.
In [24, 25] , the Lie superbialgebra structures on the generalized super-Virasoro algebra and Ramond N = 2 superconformal algebra were investigated. In this paper, we shall study the Lie superbialgebra structures on the twisted N = 1 Schrödinger-Neveu-Schwarz algebra, which is proved to be coboundary triangular. Both symmetries and super-symmetries act important roles in mathematics and physics. It is known that the Schrödinger algebra was realized from the set of dynamic symmetries of the corresponding scalar free Schrödinger equation. An N = 2 super-symmetric extension of the scalar free Schrödinger equation leads to a super-Schrödinger model. The Schrödinger-Neveu-Schwarz algebras were constructed in Poisson algebra settings in [8] , which can be regarded as super-symmetric extensions of the Schrödinger algebra.
Firstly, we recall some related definitions. Let L = L0 ⊕ L1 be a vector space over the complex number field C. If x ∈ L [x] , then we say that x is homogeneous of degree [x] and we write degx = [x] . Denote by τ the super-twist map of L ⊗ L: τ (x ⊗ y) = (−1) [x] [y] y ⊗ x, ∀ x, y ∈ L. For any n ∈ N, denote by L ⊗n the tensor product of n copies of L (L ⊗2 shall be simplified as L ⊗ for convenience) and ξ the super-cyclic map cyclically permuting the coordinates of L ⊗3 : ξ = (1 ⊗ τ ) · (τ ⊗ 1 ) :
∀ x i ∈ L, i = 1, 2, 3, where 1 is the identity map of L. Then a Lie superalgebra is a pair (L, ϕ) consisting of a vector space L = L0 ⊕ L1 and a bilinear map ϕ : L ⊗ L → L satisfying:
A Lie supercoalgebra is a pair (L, ∆) consisting of a vector space L = L0 ⊕ L1 and a linear map ∆ : L → L ⊗ L satisfying:
A Lie superbialgebra is a triple (L, ϕ, ∆) satisfying ∆ϕ(x ⊗ y) = x * ∆y − (−1) [x] [y] y * ∆x, ∀ x, y ∈ L, where (L, ϕ) is a Lie superalgebra and (L, ∆) is a Lie super-coalgebra. The symbol " * " means the adjoint diagonal action:
Denote by U(L) the universal enveloping algebra of L, 1 the identity element of U(L) and A\B = {x | x ∈ A, x / ∈ B} for any two sets A and
is a Lie superbialgebra and r ∈ Im(
Denote by Derī(L, V ) ( i = 0, 1) the set of all homogenous derivations of degreeī. Then
Denote by Innī(L, V ) ( i = 0, 1) the set of homogenous inner derivations of degreeī, consisting of a inn , a ∈ Vī, defined by
Then the set of inner derivations Inn(
Denote by H 1 (L, V ) the first cohomology group of L with coefficients in V . Then
An element r in a superalgebra L is said to satisfy the modified Yang-Baxter equation if
The twisted N = 1 Schrödinger-Neveu-Schwarz algebra tsns is an infinite-dimensional Lie superalgebra over the complex field C with the basis
Z} and the following non-vanishing super brackets:
It is easy to see that tsns is Z 2 -graded with tsns = tsns0 ⊕ tsns1, where
The Cartan subalgebra (exactly the maximal toral subalgebra) of tsns is h = CL 0 ⊕C, where C = CM 0 is the center of tsns. For convenience, we denote by
be noted that tsns0 is precisely the well-known twisted Schrödinger-Virasoro Lie algebra tsv and the subalgebra ns spanned by {L n , G r | n ∈ Z, r ∈ + Z} is the N = 1 Neveu-Schwarz algebra. For convenience, we denote ns = span C {L n , G r | n ∈ Z, r ∈ + Z}. It is easy to
Z} is an ideal of tsns and tsns = ns ⋉ I.
The following lemma has been obtained in [1, Theorem 4.2.1]:
where the elements of D are of the following forms:
The main results of this paper can be formulated as the following theorem. The following result for the non-super case can be found in [17] , while its super case can be found in [25] .
is a Lie superbialgebra if and only if r satisfies (1.2).
The following lemma can be found in [11, Lemma 2.2].
Lemma 2.2 Suppose that g = ⊕ n∈Z g n is a Z-graded Lie algebra with a finite-dimensional center C g , and g 0 is generated by {g n , n = 0}. Then
It is not difficult for us to obtain the corresponding result on tsns.
The following lemma has been proved by [23] .
Lemma 2.4 Every Lie superbialgebra structure on the N = 1 Neveu-Schwarz algebra ns is triangular coboundary and
It is known that tsns ⊗n can be regarded as a tsns-module under the adjoint diagonal action of tsns:
for all x, v i ∈ tsns with i = 1, 2, · · · , n. Lemma 2.5 If x * r = 0 for any x ∈ tsns and some r ∈ tsns ⊗n , then r ∈ C ⊗n .
As a conclusion of Lemma 2.5, one immediately obtains the following corollary.
Corollary 2.6 An element r ∈ Im(1 ⊗ 1 − τ ) ⊂ tsns ⊗ tsns satisfies (1.1) if and only if it satisfies (1.2).
In order to prove Theorem 1.4 (i), we need to make more preparations.
Note that tsns
Z-graded with tsns
Z.
For any d ∈ Der(tsns, tsns
which holds in the sense that for every u ∈ tsns only finitely many d i (u) = 0, and
(we call such a sum in (2.2) summable). Denote H = tsns ⊗ I + I ⊗ tsns. Then H is a tsns-submodule of tsns ⊗ , since I is an ideal of tsns and denote the quotient tsns-module tsns ⊗ /H as Q, on which I acts trivially and Q I = Q. The exact sequence 0 → H → tsns ⊗ → tsns ⊗ /H → 0 induces the following long exact sequence
Z-graded vector spaces, where all coefficients of the tensor products are in C. It is easy to see that H 0 (tsns, Q) = Q tsns = {x ∈ Q |tsns * x = 0 } = 0. Then
Denote tsns C = tsns ⊗ C + C ⊗ tsns. Then tsns C is an tsns-submodule of H. The exact sequence 0 → tsns C → H → H/tsns C → 0 induces the following long exact sequence
It is easy to see that
In the following, the notation " ≡ · · · " always means " = · · · modulo (C ⊗ ) ".
We shall initiate the proof of Theorem 1.4 from the first assertion.
Proof of Theorem 1.4 (i) It shall follows from a series of claims.
and the action of L 0 on V p+q is the scalar p + q, one has
i.e., d p (x q ) = u inn (x q ), which implies d p is inner. Then this claim follows.
For any x ∈ tsns, taking p = 0 in (2.5), we obtain x * d 0 (L 0 ) = 0, which together with
The exact sequence 0 → I → tsns → tsns/I → 0 induces an exact sequence of low degree in the Hochschild-Serre spectral sequence
According to tsns/I ∼ = ns, Q I = Q and Q ∼ = ns ⊗ , Lemma 2.5 forces H 1 (tsns/I, Q I ) = 0.
tsns/I can be embedded into Hom U (ns) (I, ns ⊗ ), which can be easily proved to be zero. Then this claim follows from (2.3).
Claim 4 H 1 (tsns, H/tsns C ) = 0.
For any d 0 ∈ Der(tsns, H/tsns C ), we can write d 0 (L 1 ) as follows:
where the coefficients are all in C and the sums are all finite.
Convention 1
The coefficients of x ⊗ M 0 and M 0 ⊗ x for all x ∈ tsns should be zero, although we permit them to appear sometimes purely for convenience.
Z with x p , y −p ∈ tsns, the following identity holds:
}. Then we can rewrite d 0 (L 1 ) as follows (just for convenience, we still use the original notations although they have changed):
It
where the coefficients are all in C and the sums are all finite. The identity
) = 0, which further yields the following identities:
According to the identities given in (2.8) and finiteness of the relative sums, we can deduce the following results:
for all i 1 ∈ Z\{0, 1}, i 2 ∈ Z\{0, −1},
Z and p 1 ∈ , 0, 1}. Combining (2.6), (2.7) and (2.8), we also obtain the following identities: ) given in (2.6), (2.7), (2.9) and (2.10), we can simplify d 0 (M − 1 2 ) as follows:
According to Convention 1, the following identities hold:
) can be further simplified as follows:
(2.11)
Furthermore, we can deduce the following identities:
Using (2.11) and (2.7), we can obtain the following identities: + Z.
For the given d 0 ∈ Der(tsns, H/tsns C ), we can write d 0 (G ±
) as follows:
where the coefficients are all in C and the sums are all finite. The identity [G 1
gives. Using (2.13) and comparing the relative coefficients, we can obtain the following identities:
Recalling (2.7) and (2.11), we know that α . Furthermore, according to Convention 1, we also know that
Using (2.13), (2.14) and (2.15), we can rewrite d 0 (G 1 2 ) as follows:
Combining (2.13), (2.14) and (2.15), we can also deduce the following identities:
). Using (2.16), and comparing the relative coefficients, we can deduce the following identities:
}.
During the process of comparing the relative coefficients of G 1
we also can obtain the following identities (together with (2.18) and (2.21)):
Then using (2.17) and (2.20), one has the following identities:
Then the following result follows from (2.12) and (2.21):
Combining (2.7), (2.8) and (2.22), we can deduce
= 2a
, according to which, we can simplified
) referred in (2.11) as follows:
) referred in (2.16) can be simplified as follows:
, together with (2.22) and (2.24), gives
Comparing the relative coefficients, we can obtain the following identities:
which together with (2.21) and (2.20), force
Then the following result follows from (2.18), (2.21), (2.20) and (2.25):
The identity [G − Comparing the relative coefficients, we can deduce the following identities:
Comparing the relative coefficients,
we can obtain the following identities:
The identity [M1 Comparing the relative coefficients, we can obtain the following identities:
Combining (2.27) and (2.28), we can deduce the following identities:
+ Z. Then the following result follows from (2.27) and (2.29):
where the coefficients are all in C and the sums are all finite. The identity [L 1 , G − ) as follows:
,−1
The identity [G 3 2 , G − Comparing the relative coefficients, we can deduce the following identities: ) as follows:
). Using (2.33) and (2.36) and comparing the relative coefficients, we can obtain the following identities:
,i+3
which together with (2.33) and (2.36), force
) referred in (2.33) and (2.36) can be simplified as follows:
For the given d 0 ∈ Der(tsns, H/tsns C ), we can write
) as follows: 
Comparing the relative coefficients, we can obtain the following identities: 
