This work considers computationally efficient privacy-preserving data release. We study the task of analyzing a database containing sensitive information about individual participants. Given a set of statistical queries on the data, we want to release approximate answers to the queries while also guaranteeing differential privacy-protecting each participant's sensitive data.
Introduction
Before giving more details on our reduction in Section 1.1, we briefly discuss its context and some of the ways that we apply/instantiate it. While the search for efficient differentially private data release algorithms is relatively new, there are decades of work in learning theory aimed at developing techniques and algorithms for computationally efficient learning, going back to the early work of Valiant [Val84] . Given the high-level similarity between the two fields, leveraging the existing body of work and insights from learning theory for data release is a promising direction for future research; we view our reduction as a step in this direction. We note that our work is by no means the first to draw a connection between privacy-preserving data release and learning theory; as discussed in the "Related Work" section below, several prior works used learning techniques in the data release setting. A novelty in our work is that it gives an explicit and modular reduction from data release to natural learning problems. Conceptually, our reduction overcomes two main hurdles:
-bridging the gap between the noisy oracle access arising in private data release and the noise-free oracle access required by many learning algorithms (including the ones we use).
-avoiding any dependence on the database size in the complexity of the learning algorithm being used.
We use this reduction to construct new data release algorithms. In this work we explore two main applications of our reduction. The first aims to answer boolean conjunction queries (also known as contingency tables or marginal queries), one of the most well-motivated and widely-studied classes of statistical queries in the differential privacy literature. Taking the data universe U to be {0, 1} d , the k-way boolean conjunction corresponding to a subset S of k attributes in [d] counts what fraction of items in the database have all the attributes in S set to 1. Approximating the answers for k-way conjunctions (or all conjunctions) has been the focus of several past works (see, e.g. [BCD + 07, KRSU10, UV11, GHRU11]). Applying our reduction with a new learning algorithm tailored for this class, we obtain a data release algorithm that, for databases of size d O √ k log(k log d) , releases accurate answers to all k-way conjunctions simultaneously (we ignore for now the dependence of the database size on other parameters such as the error). The running time is poly(d k ). Previous algorithms either had running time 2 Ω(d) (e.g. [DNR + 09]) or required a database of size d k/2 (adding independent noise [DMNS06] ). We also obtain better bounds for the task of approximating the answers to a large fraction of all (i.e. d-way) conjunctions under arbitrary distributions. These results follow from algorithms for learning thresholds of sums of the relevant predicates; we base these algorithms on learning theory techniques for representing such functions as low-degree polynomial threshold functions, following works such as [KS04, KOS04] . We give an overview of these results in Section 1.2 below.
Our second application uses Fourier analysis of the database (viewed, again, as a real-valued function on the queries in Q). We obtain new polynomial and quasi-polynomial data release algorithms for parity counting queries and low-depth (AC 0 ) counting queries respectively. The learning algorithms we use for this are (respectively) Jackson's Harmonic Sieve algorithm [Jac97] , and an algorithm for learning Majorityof-AC 0 circuits due to Jackson et al. [JKS02] . We elaborate on these results in Section 1.3 below.
Private Data Release Reduces to Learning Thresholds
In this section we give more details on the reduction from privacy-preserving data release to learning thresholds. The full details are in Sections 3 and 4. We begin with loose definitions of the data release and learning tasks we consider, and then proceed with (a simple case of) our reduction.
Counting Queries, Data Release and Learning Thresholds. We begin with preliminaries and an informal specification of the data release and learning tasks we consider in our reduction (see Sections 2 and 3.1 for full definitions). We refer to an element u in data domain U as an item. A database is a collection of n items from U. A counting query is specified by a predicate p : U → {0, 1}, and the query q p on database D outputs the fraction of items in D that satisfy p, i.e.
1 n n i=1 p(D i ). A class of counting queries is specified by a set Q of query descriptions and a predicate P : Q × U → {0, 1}. For a query q ∈ Q, its corresponding predicate is P(q, ·) : U → {0, 1}. We will sometimes fix a data item u ∈ U and consider the predicate p u (·) P(·, u) : Q → {0, 1}.
Fix a data domain U and query class Q (specified by a predicate P). A data release algorithm A gets as input a database D, and outputs a synopsis S : Q → [0, 1] that provides approximate answers to queries in Q. We say that A is an (α, β, γ) distribution-free data release algorithm for (U, Q, P) if, for any distribution G over the query set Q, with probability 1 − β over the algorithm's coins, the synopsis S satisfies that with probability 1 − γ over q ∼ G, the (additive) error of S on q is bounded by α. Later we will also consider data release algorithms that only work for a specific distribution or class of distributions (in this case we will not call the algorithm distribution-free). Finally, we assume for now that the data release algorithm only accesses the distribution G by sampling queries from it, but later we will also consider more general types of access (see below). A differentially private data release algorithm is one whose output distribution (on synopses) is differentially private as per Definition 2.1. See Definition 3.3 for full and formal details.
Fix a class Q of examples and a set F of predicates on Q. Let F n,t be the set of thresholded sums from F , i.e., the set of functions of the form f = 1 n n i=1 f i t , where f i ∈ F for all 1 i n. We refer to functions in F n,t as n-thresholds. An algorithm for learning thresholds gets access to a function in F n,t and outputs a hypothesis h : Q → {0, 1} that labels examples in Q. We say that it is a (γ, β) distribution-free learning algorithm for learning thresholds over (Q, F ) if, for any distribution G over the set Q, with probability 1 − β over the algorithm's coins the output hypothesis h satisfies that with probability 1 − γ over q ∼ G, h labels q correctly. As above, later we will also consider learning algorithms that are not distribution free, and only work for a specific distribution or class or distributions. For now, we assume that the learning algorithm only accesses the distribution G by drawing examples from it. These examples are labeled using the target function that the algorithm is trying to learn. See Definition 3.5 for full and formal details.
The Reduction. We can now describe (a simple case of) our reduction from differentially private data release to learning thresholds. For any data domain U, set Q of query descriptions, and predicate P : Q × U → {0, 1}, the reduction shows how to construct a (distribution free) data release algorithm given a (distribution free) algorithm for learning thresholds over (Q, {p u : u ∈ U}), i.e., any algorithm for learning thresholds where Q is the example set and the set F of predicates (over Q) is obtained by the possible ways of fixing the u-input to P. The resulting data release algorithm is (α, β, γ)-accurate as long as the database is not too small; the size bound depends on the desired accuracy parameters and on the learning algorithm's sample complexity. The efficiency of the learning algorithm is preserved (up to mild polynomial factors). Theorem 1.1 (Reduction from Data Release to Learning Thresholds, Simplified). Let U be a data universe, Q a set of query descriptions, and P : Q × U → {0, 1} a predicate. There is an ε-differentially private (α, β, γ)-accurate distribution free data-release algorithm for (U, Q, P), provided that:
using b(n, γ, β) labeled examples and running time t(n, γ, β) for learning n-thresholds.
n
Moreover, the data release algorithm only accesses the query distribution by sampling. The number of samples taken is O(b(n ′ , γ ′ , β ′ ) · log(1/β)/γ) and the running time is poly(t(n ′ , γ ′ , β ′ ), n, 1/α, log(1/β), 1/γ). Section 3.2 gives a formal (and more general) statement in Theorem 3.9. Section 3.3 gives a proof overview, and Section 4 gives the full proof. Note that, since the data release algorithm we obtain from this reduction is distribution free (i.e. works for any distribution on the query set) and only accesses the query distribution by sampling, it can be boosted to yield accurate answers on all the queries [DRV10] .
A More General Reduction. For clarity of exposition, we gave above a simplified form of the reduction. This assumed that the learning algorithm is distribution-free (i.e. works for any distribution over examples) and only requires sampling access to labeled examples. These strong assumptions enable us to get a distribution-free data release algorithm that only accesses the query distribution by sampling.
We also give a reduction that applies even to distribution-specific learning algorithms that require (a certain kind of) oracle access to the function being learned. In addition to sampling labeled examples, the learning algorithm can: (i) estimate the distribution G on any example q by querying q and receiving a (multiplicative) approximation to the probability G [q] ; and (ii) query an oracle for the function f being learned on any q such that G[q] 0. We refer to this as approximate distribution restricted oracle access, see Definition 3.6. Note that several natural learning algorithms in the literature use oracle queries in this way; in particular, we show that this is true for Jackson's Harmonic Sieve Algorithm [Jac97] , see Section 6.
Our general reduction gives a data release algorithm for a class GQ of distributions on the query set, provided we have a learning algorithm which can also use approximate distribution restricted oracle access, and which works for a slightly richer class of distributions GQ ′ (a smooth extension, see Definition 3.8).
Again, several such algorithms (based on Fourier analysis) are known in the literature; our general reduction allows us to use them and obtain the new data release results outlined in Section 1.3.
Related Work: Privacy and Learning. Our new reduction adds to the fruitful and growing interaction between the fields of differentially private data release and learning theory. Prior works also explored this connection. In our work, we "import" learning theory techniques by drawing a correspondence between the database (in the data release setting), for which we want to approximate query answers, and the target function (in the learning setting) which labels examples. Several other works have used this correspondence (implicitly or explicitly), e.g. [DNR + 09, DRV10, GHRU11] . A different view, in which queries in the data release setting correspond to concepts in learning theory, was used in [BLR08] and also in [GHRU11] . There is also work on differentially private learning algorithms in which the goal is to give differentially private variants of various learning algorithms [BDMN05, KLN + 08].
Applications (Part I): Releasing Conjunctions
We use the reduction of Theorem 1.1 to obtain new data release algorithms "automatically" from learning algorithms that satisfy the theorem's requirements. Here we describe the distribution-free data release algorithms we obtain for approximating conjunction counting queries. These use learning algorithms (which are themselves distribution-free and require only random examples) based on polynomial threshold functions.
Throughout this section we fix the query class under consideration to be conjunctions. We take U = {0, 1} d , and a (monotone) conjunction q ∈ Q = {0, 1} d is satisfied by u iff ∀i s.t. q i = 1 it is also the case that u i = 1. (Our monotone conjunction results extend easily to general non-monotone conjunctions with parameters unchanged. 1 ) Our first result is an algorithm for releasing k-way conjunctions: Theorem 1.2 (Distribution-Free Data Release for k-way conjunctions). There is an ε-differentially private (α, β, γ)-accurate distribution-free data release algorithm, which accesses the query distribution only by sampling, for the class of k-way monotone Boolean conjunction queries. The algorithm has runtime poly(n) on databases of size n provided that
Since this is a distribution-free data release algorithm that only accesses the query distribution by sampling, we can use the boosting results of [DRV10] and obtain a data release algorithm that generates (w.h.p.) a synopsis that is accurate for all queries. This increases the running time to d k · poly(n) (because the boosting algorithm needs to enumerate over all the k-way conjunctions). The required bound on the database size increases slightly but our big-Oh notation hides this small increase. The corollary is stated formally below: Corollary 1.3 (Boosted Data Release for k-way Conjunctions). There is an ε-differentially private (α, β, γ = 0)-accurate distribution-free data release algorithm for the class of k-way monotone Boolean conjunction queries with runtime d k · poly(n) on databases of size n, provided that
We also obtain a new data release algorithm for releasing the answers to all conjunctions: 
Again, we can apply boosting to this result; this gives improvements over previous work for a certain range of parameters (roughly k ∈ [d 1/3 , d 2/3 ]). We omit the details.
Related Work on Releasing Conjunctions. Several past works have considered differentially private data release for conjunctions and k-way conjunctions (also known as marginals and contingency tables). As a corollary of their more general Laplace and Gaussian mechanisms, the work of Dwork et al. [DMNS06] showed how to release all k-way conjunctions in running time d O(k) provided that the database size is at least d O(k) . Barak et al. [BCD + 07] showed how to release consistent contingency tables with similar database size bounds. The running time, however, was increased to exp(d). We note that our data-release algorithms do not guarantee consistency. Gupta et al. gave distribution-specific data release algorithm for k-way and for all conjunctions. These algorithms work for the uniform distribution over (k-way or general) conjunctions. The database size bound and running time were (roughly) dÕ (1/α 2 ) . For distribution-specific data release on the uniform distribution, the dependence on d in their work is better than our algorithms but the dependence on α is worse. Finally, we note that the general information-theoretic algorithms for differentially private data release also yield algorithms for the specific case of conjunctions. These algorithms are (significantly) more computationally expensive, but they have better database size bounds. For example, the algorithm of [HR10] has running time exp(d) but database size bound is (roughly)Õ(d/α 2 ) (for the relaxed notion of (ε, δ)-differential privacy). In terms of negative results, Ullman and Vadhan [UV11] showed that, under mild cryptographic assumptions, no data release algorithm for conjunctions (even 2-way) can output a synthetic database in running time less than exp(d) (this holds even for distribution-specific data release on the uniform distribution). Our results side-step this negative result because the algorithms do not release a synthetic database.
Kasiviswanathan et al. [KRSU10] showed a lower bound ofΩ min d k/2 /α, 1/α 2 on the database size needed for releasing k-way conjunctions. To see that this is consistent with our bounds, note that our bound on n is always larger than f (α) = 2 √ k log( 1 /α) /α. We have f (α) < 1/α 2 only if k < log(1/α). But in the range where k < log(1/α) our theorem needs n to be larger than d k /α which is consistent with the lower bound.
Applications (Part II): Fourier-Based Approach
We also use Theorem 1.1 (in its more general formulation given in Section 3.2) to obtain new data release algorithms for answering parity counting queries (in polynomial time) and general AC 0 counting queries (in quasi-polynomial time). For both of these we fix the data universe to be U = {0, 1} d , and take the set of query descriptions to also be Q = {0, 1} d (with different semantics for queries in the two cases). Both algorithms are distribution-specific, working for the uniform distribution over query descriptions, 2 and both instantiate the reduction with learning algorithms that use Fourier analysis of the target function. Thus the full data release algorithms use Fourier analysis of the database (viewed as a function on queries).
Parity Counting Queries.
Here we consider counting queries that, for a fixed q ∈ {0, 1} d , output how many items in the database have inner product 1 with q (inner products are taken over GF [2] ). I.e., we use the parity predicate P(q, u) = i q i · u i (mod 2). We obtain a polynomial-time data release algorithm for this class (w.r.t. the uniform distribution over queries). This uses our reduction, instantiated with Jackson's Harmonic Sieve learning algorithm [Jac97] . In Section 6 we prove: Theorem 1.5 (Uniform Distribution Data Release for Parity Counting Queries.). There is an ε-differentially private algorithm for releasing the class of parity queries over the uniform distribution on Q. For databases of size n, the algorithm has runtime poly(n) and is (α, β, γ)-accurate, provided that
AC 0 Counting Queries. We also consider a quite general class of counting queries, namely, any query family whose predicate is computed by a constant depth (AC 0 ) circuit. For any family of this type, in Section 6 we obtain a data release algorithm over the uniform distribution that requires a database of quasipolynomial (in d) size (and has running time polynomial in the database size, or quasi-polynomial in d). There is an ε-differentially private data release algorithm for this query class over the uniform distribution on Q. For databases of size n, the algorithm has runtime poly(n) and is (α, β, γ)-accurate, provided that:
This result uses our reduction instantiated with an algorithm of Jackson et al. [JKS02] for learning Majority-of-AC 0 circuits. To the best of our knowledge, this is the first positive result for private data release that uses the (circuit) structure of the query class in a "non black-box" way to approximate the query answer. We note that the class of AC 0 predicates is quite rich. For example, it includes conjunctions, approximate counting [Ajt83] , and GF[2] polynomials with polylog(d) many terms. While our result is specific to the uniform distribution over Q, we note that some query sets (and query descriptions) may be amenable to random self-reducibility, where an algorithm providing accurate answers to uniformly random q ∈ Q can be used to get (w.h.p.) accurate answers to any q ∈ Q. We also note that Theorem 1.6 leaves a large degree of freedom in how a class of counting queries is to be represented. Many different sets of query descriptions Q and predicates P(q, u) can correspond to the same set of counting queries over the same U, and it may well be the case that some representations are more amenable to computations in AC 0 and/or random selfreducibility. Finally, we note that the hardness results of Dwork et al. [DNR + 09] actually considered (and ruled out) efficient data-release algorithms for AC 0 counting queries (even for the uniform distribution case), but only when the algorithm's output is a synthetic database. Theorem 1.6 side-steps these negative results because the output is not a synthetic database.
Preliminaries
Data sets and differential privacy. We consider a data universe U, where throughout this work we take U = {0, 1} d . We typically refer to an element u ∈ U as an item. A data set (or database) D of size n over the universe U is an ordered multiset consisting of n items from U. We will sometimes think of D as a tuple in U n . We use the notation |D| to denote the size of D (here, n). Two data sets D, D ′ are called adjacent if they are both of size n and they agree in at least n − 1 items (i.e., their edit distance is at most 1).
We will be interested in randomized algorithms that map data sets into some abstract range R and satisfy the notion of differential privacy.
Definition 2.1 (Differential Privacy [DMNS06]).
A randomized algorithm M mapping data sets over U to outcomes in R satisfies (ε, δ)-differential privacy if for all S ⊂ R and every pair of two adjacent databases
Counting queries. A class of counting queries is specified by a predicate P : Q × U → {0, 1} where Q is a set of query descriptions. Each q ∈ Q specifies a query and the answer for a query q ∈ Q on a single data item u ∈ U is given by P(q, u). The answer of a counting query q ∈ Q on a data set D is defined as 1 n u∈D P(q, u) .
We will often fix a data item u and database D ∈ U n of n data items, and use the following notation:
The predicate on a fixed data item u.
For an input query description and fixed database, counts the fraction of database items that satisfy that query.
For an input query description and fixed database and threshold t ∈ [0, 1], indicates whether the fraction of database items that satisfy that query is at least t. Here and in the following denotes the 0/1-indicator function.
We close this section with some concrete examples of query classes that we will consider. Fix U = {0, 1} d and Q = {0, 1} d . The query class of monotone boolean conjunctions is defined by the predicate P(q, u) = i: q i =1 u i . Note that we may equivalently write P(q, u) = 1 − i: u i =0 q i . The query class of parities over {0, 1} d is defined by the predicate P(q, u) = i:u i =1 q i (mod 2) .
Private Data Release via Learning Thresholds
In this section we describe our reduction from private data release to a related computational learning task of learning thresholded sums. Section 3.1 sets the stage, first introducing definitions for handling distributions and access to an oracle, and then proceeds with notation and formal definitions of (non-interactive) data release and of learning threshold functions. Section 3.2 formally states our main theorem giving the reduction, and Section 3.3 gives an intuitive overview of the proof. The formal proof is then given in Section 4.
Distribution access, data release, learning thresholds
Definition 3.1 (Sampling or Evaluation Access to a Distribution). Let G be a distribution over a set Q. When we give an algorithm A sampling access to G, we mean that A is allowed to sample items distributed by G. When we give an algorithm A evaluation access to G, we mean that A is both allowed to sample items distributed by G and also to make oracle queries: in such a query A specifies any q ∈ Q and receives back the probability G[q] ∈ [0, 1] of q under G. For both types of access we will often measure A's sample complexity or number of queries (for the case of evaluation access). 3 Definition 3.2 (Sampling Access to Labeled Examples). Let G be a distribution over a set Q of potential examples, and let f be a function whose domain is Q. When we give an algorithm A sampling access to labeled examples by (G, f ), we mean that A has sampling access to the distribution (q, f (q)) q∼G . Definition 3.3 (Data Release Algorithm). Fix U to be a data universe, Q to be a set of query descriptions, GQ to be a set of distributions on Q, and P(q, u) : Q × U → {0, 1} to be a predicate. A (U, Q, GQ, P) data release algorithm A is a (probabilistic) algorithm that gets sampling access to a distribution G ∈ GQ and takes as input accuracy parameters α, β, γ > 0, a database size n, and a database D ∈ U n . A outputs a synopsis S :
We say that A is (α, β, γ)-accurate for databases of size n, if for every database D ∈ U n and query distribution G ∈ GQ:
We also consider data release algorithms that get evaluation access to G. In this case, we say that A is a data release algorithm using evaluation access. The definition is unchanged, except that A gets this additional form of access to G.
When P and U are understood from the context, we sometimes refer to a (U, Q, GQ, P) data release algorithm as an algorithm for releasing the class of queries Q over GQ.
This work focuses on differentially private data release algorithms, i.e. data release algorithms which are ε-differentially private as per Definition 2.1 (note that such algorithms must be randomized). In such data release algorithms, the probability of any output synopsis S differs by at most an e ε multiplicative factor between any two adjacent databases.
We note two cases of particular interest. The first is when GQ is the set of all distributions over Q. In this case, we say that A is a distribution-free data release algorithm. For such algorithms it is possible to apply the "boosting for queries" results of [DRV10] and obtain a data release algorithm whose synopsis is (w.h.p.) accurate on all queries (i.e. with γ = 0). We note that those boosting results apply only to data release algorithms that access their distribution by sampling (i.e. they need not hold for data release algorithms that use evaluation access).
A second case of interest is when GQ contains only a single distribution, the uniform distribution over all queries Q. In this case both sampling and evaluation access are easy to simulate. 3.5 (Learning Thresholds). Let Q be a set (which we now view as a domain of potential unlabeled examples) and let GQ be a set of distributions on Q. Let F be a set of predicates on Q, i.e. functions Q → {0, 1}. Given t ∈ [0, 1], let F n,t be the set of all threshold functions of the form f = 1 n n i=1 f i t where f i ∈ F for all 1 i n. We refer to functions in F n,t as n-thresholds over F . Let L be a (probabilistic) algorithm that gets sampling access to labeled examples by a distribution G ∈ GQ and a target function f ∈ F n,t . L takes as input accuracy parameters γ, β > 0, an integer n > 0, and a threshold t ∈ [0, 1]. L outputs a boolean hypothesis h : Q → {0, 1}.
We say that L is an (γ, β)-learning algorithm for thresholds over (Q, GQ, F ) if for every γ, β > 0, every n, every t ∈ [0, 1], every f ∈ F n,t and every G ∈ GQ, we have
The definition is analogous for all other notions of oracle access (see e.g. Definition 3.6 below).
Statement of the main theorem
In this section we formally state our main theorem, which establishes a general reduction from private data release to learning certain threshold functions. The next definition captures a notion of oracle access for learning algorithms which arises in the reduction. The definition combines sampling access to labeled examples with a limited kind of evaluation access to the underlying distribution and black-box oracle access to the target function f.
Definition 3.6 (approximate distribution-restricted oracle access). Let G be a distribution over a domain Q, and let f be a function whose domain is Q. When we say that an algorithm A has approximate G-restricted evaluation access to f , we mean that One might initially hope that privately releasing a class of queries Q over some set of distributions GQ reduces to learning corresponding threshold functions over the same set of distributions. However, our reduction will need a learning algorithm that works for a potentially larger set of distributions GQ ′ ⊇ GQ.
(We will see in Theorem 3.9 that this poses a stronger requirement on the learning algorithm.) Specifically, GQ ′ will be a smooth extension of GQ as defined next.
Definition 3.8 (smooth extensions). Given a distribution G over a set Q and a value µ 1, the µ-smooth extension of G is the set of all distributions G ′ which are such that
Given a set of distributions GQ and µ 1, the µ-smooth extension of GQ, denoted GQ ′ , is defined as the set of all distributions that are a µ-smooth extension of some G ∈ GQ.
With these two definitions at hand, we can state our reduction in its most general form. We will combine this general reduction with specific learning results to obtain concrete new data release algorithms in Sections 5 and 6. 
where n ′ = Θ(log |Q|/α 2 ), β ′ = Θ(βα), γ ′ = Θ(γα) and C > 0 is a sufficiently large constant.
The running time of the data release algorithm is poly(t(n ′ , γ ′ , β ′ ), n, 1/α, log(1/β), 1/γ).
The next remark points out two simple modifications of this theorem.
Remark 3.10. 
Informal proof overview
Our goal in the data release setting is approximating the query answers { f D (q)} q∈Q . This is exactly the task of approximating or learning a sum of n predicates from the set F = {p u : u ∈ U}. Indeed, each item u in the database specifies a predicate p u , and for a fixed query q ∈ Q we are trying to approximate the sum of the predicates f D (q) = 1 |D| · u∈D p u (q). We want to approximate such a sum in a privacy-preserving manner, and so we will only permit limited access to the function f D that we try to approximate. In particular, we will only allow a bounded number of noisy oracle queries to this function. Using standard techniques (i.e. adding appropriately scaled Laplace noise [DMNS06] ), an approximation obtained from a bounded number of noisy oracle queries will be differentially private. It remains, then, to tackle the task of (i) learning a sum of n predicates from F using an oracle to the sum, and (ii) doing so using only a bounded (smaller than n) number of oracle queries when we are provided noisy answers.
From Sums to Thresholds. Ignoring privacy concerns, it is straightforward to reduce the task of learning a sum f D of predicates (given an oracle for f D ) to the task of learning thresholded sums of predicates (again given an oracle for f D ). Indeed, set k = ⌈3/α⌉ and consider the thresholds t 1 , . . . . We can produce an aggregated hypothesis h for approximating f D as follows: given a query/example q, let h(q) equal t i where t i is the smallest i such that h i (q) = 0 and h i+1 (q) = 1. For random q ∼ G, we will then have |h(q) − f D (q)| α/3 with probability 1 − γ (over the choice of q).
Thus, we have reduced learning a sum to learning thresholded sums (where in both cases the learning is done with an oracle for the sum). But because of privacy considerations, we must address the challenges mentioned above: (i) learning a thresholded sum of n predicates using few (less than n) oracle queries to the sum, and (ii) learning when the oracle for the sum can return noisy answers. In particular, the noisy sum answers can induce errors on threshold oracle queries (when the sum is close to the threshold).
Restricting to Large
The reason is that for every q ∈ Q, there can only be one threshold i * ∈ {1, . . . , k} such that | f D (q) − t i * | α/7 (since any two thresholds are α/3-apart from each other). While the threshold hypothesis h i * might err on q (because q has low margin w.r.t. t i * ), the hypotheses h i * −1 and h i * +1 should still be accurate (w.h.p. over q ∼ G), and thus the aggregated hypothesis h will still output a value between t i * −1 and t i * +1 .
Threshold Access to The Data Set. We will use the above observation to our advantage. Specifically, we restrict all access to the function f D to what we call a threshold oracle. Roughly speaking, the threshold oracle (which we denote T O and define formally in Section 4.1) works as follows: when given a query q and a threshold t, it draws a suitably scaled Laplacian variable N (used to ensure differential privacy) and returns 1 if f D (q)+N t+α/20; returns 0 if f D (q)+N t−α/20; and returns "⊥" if t−α/20 < f D (q)+N < t+α/20. If D is large enough then we can ensure that |N| α/40 with high probability, and thus whenever the oracle outputs ⊥ on a query q we know that q has low margin with respect to f D and t (since α/20 + |N| < α/7).
We will run the learning algorithm L on examples generated using the oracle T O after removing all examples for which the oracle returned ⊥. Since we are conditioning on the T O oracle not returning ⊥, this transforms the distribution G into a conditional distribution which we denote G ′ . Since we have only conditioned on removing low-margin q's, the argument sketched above applies. That is, the hypothesis that has high accuracy with respect to this conditional distribution G ′ is still useful for us.
So the threshold oracle lets us use noisy sum answers (allowing the addition of noise and differential privacy), but in fact it also addresses the second challenge of reducing the query complexity of the learning algorithm. This is described next.
Savings in Query Complexity via Subsampling.
The remaining challenge is that the threshold oracle can be invoked only (at most) n times before we exceed our "privacy budget". This is problematic, because the query complexity of the underlying learning algorithm may well depend on n, since f D is a sum of n predicates. To reduce the number of oracle queries that need to be made, we observe that the sum of n predicates that we are trying to learn can actually be approximated by a sum of fewer predicates. In fact, there exists a sum f D ′ of n ′ = O(log |Q|/α 2 ) predicates from F that is α/100-close to f D on all inputs in Q,
(The proof is by a subsampling argument, as in [BLR08] ; see Section 4.1.) We will aim to learn this "smaller" sum. The hope is that the query complexity for learning f D ′ may be considerably smaller, namely scaling with n ′ rather than n. Notice, however, that learning a threshold of f D ′ requires a threshold oracle to f D ′ , rather than the threshold oracle we have, which is to f D .
Our goal, then, is to use the threshold oracle to f D to simulate a threshold oracle to f D ′ . This will give us "the best of both worlds": we can make (roughly) O(n) oracle queries thus preserving differential privacy, while using a learning algorithm that is allowed to have query complexity superlinear in n ′ . The key observation showing that this is indeed possible is that the threshold oracle T O already "avoids" low-margin queries where f D t and f D ′ t might disagree! Whenever the threshold oracle T O (w.r.t. D) answers l ⊥ on a query q,, we must have | f D (q) − t| α/20 − N > α/100, and thus f D t (q) = f D ′ t (q). Moreover, it is still the case that T O only answers ⊥ on queries q that have low margins w.r.t f D ′ t . This means that, as above, we can run L using T O (w.r.t. D) in order to learn f D ′ . The query complexity depends on n ′ and is therefore independent of n. At the same time, we continue to answer all queries using the threshold oracle with respect to f D so that our privacy budget remains on the order |D| = n. Denoting the query complexity of the learning algorithm by b(n ′ ) we only need that n ≫ b(n ′ ). This allows us to use learning algorithms that have b(n ′ ) ≫ n ′ as is usually the case.
Sampling from the conditional distribution. In the exposition above we glossed over one technical detail, which is that the learning algorithm requires sampling (or distribution restricted) access to the distribution G ′ over queries q on which T O does not return ⊥, whereas the data release algorithm we are trying to build only has access to the original distribution G. We reconcile this disparity as follows.
For a threshold t, let ζ t denote the probability that the oracle T O does not return ⊥ when given a random q ∼ G and the threshold t. There are two cases depending on ζ t : ζ t < γ: This means that the threshold t is such that with probability 1 − γ a random sample q ∼ G has low margin with respect to f D and t. In this case, by simply outputting the constant-t function as our approximation for f D , we get a hypothesis that has accuracy α/3 with probability 1 − γ over random q ∼ G.
In this case, the conditional distribution G ′ induced by the threshold oracle is 1/γ-smooth w.r.t. G. In particular, G ′ is contained in the smooth extension GQ ′ for which the learning algorithm is guaranteed to work (by the conditions of Theorem 3.9). This means that it we can sample from G ′ using rejection sampling to G. It suffices to oversample by a factor of O(1/γ) to make sure that we receive enough examples that are not rejected by the threshold oracle.
Finally using a reasonably accurate estimate of ζ, we can also implement the distribution restricted approximate oracle access that may be required by the learning algorithm. We omit the details from this informal overview.
Proof of Theorem 3.9
In this section, we give a formal proof of Theorem 3.9. We formalize and analyze the threshold oracle first. Then we proceed to our main reduction.
Threshold access and subsampling
We begin by describing the threshold oracle that we use to access the function f D throughout our reduction; it is presented in Figure 1 . The oracle has two purposes. One is to ensure differential privacy by adding noise every time we access f D . The other purpose is to "filter out" queries that are too close to the given threshold. This will enable us to argue that the threshold oracle for f D t agrees with the function f D ′ t where D ′ is a small subsample of D.
Throughout the remainder of this section we fix all input parameters to our oracle, i.e. the data set D and the values b, α > 0. We let β > 0 denote the desired error probability of our algorithm.
Input: data set D of size n, tolerance α > 0, query bound b ∈ .
Threshold Oracle T O(D, α, b):
-When invoked on the j-th query (q, t) ∈ Q × [0, 1), do the following:
-If j > b, output ⊥ and terminate.
-If (q, t ′ ) has not been asked before for any threshold t ′ , sample a fresh Laplacian variable N q ∼ Lap(b/εn) and put A q = f D (q) + N q . Otherwise reuse the previously created value A q . Proof. This follows directly from the guarantees of the Laplacian mechanism as shown in [DMNS06] .
Our goal is to use the threshold oracle for f D t to correctly answer queries to the function f D ′ t where D ′ is a smaller (sub-sampled) database that gives "close" answers to D on all queries q ∈ Q. The next lemma shows that there always exists such a smaller database. 
Proof. The existence of D ′ follows from a subsampling argument as shown in [BLR08] .
The next lemma states the two main properties of the threshold oracle that we need. To state them more succinctly, let us denote by
the set of elements in Q that are α-far from the threshold t. 
Lemma 4.3 (Agreement). Suppose D satisfies
|D| 30b · log( b /β) εα ,(5)1. if l ⊥ then l = f D ′ t (q) = f D t (q) , and
if l = ⊥ then q Q(t, α) .
Proof. Let D ′ be the data set given by Lemma 4.2 with its "α" value set to α/3 so that
for every input q ∈ Q. The event Γ is defined as the event that every Laplacian variable N q sampled by the oracle has magnitude |N q | < α /3. Under the given assumption on |D| in 5 and using basic tail bounds for the Laplacian distribution, this happens with probability 1 − β.
Assuming Γ occurs, the following two statements hold:
1. Whenever the oracle outputs l ⊥ on a query (q, t), then we must have either f D (q) + N q − t 2α/3 (and thus both f D (q) > t + α /3 and f D ′ (q) > t) or else f D (q) + N q − t −2α/3 (and thus both f D (q) < t − α /3 and f D ′ (q) < t). This proves the first claim of the lemma.
2. Whenever q ∈ Q(t, α), then | f D (q) + N q − t| 2α/3, and therefore the oracle does not output ⊥. This proves the second claim of the lemma.
Privacy-preserving reduction
In this section we describe how to convert a non-private learning algorithm for threshold functions of the form f D t to a privacy-preserving learning algorithm for functions of the form f D . The reduction is presented in Figure 2 . We call the algorithm PrivLearn.
Setting of parameters.
In the description of PrivLearn we use the following setting of parameters:
Analysis of the reduction. Throughout the analysis of the algorithm we keep all input parameters fixed so as to satisfy the assumptions of Theorem 3.9. Specifically we will need
We have made no attempt to optimize various constants throughout.
Lemma 4.4 (Privacy).
Algorithm PrivLearn satisfies ε-differential privacy.
Proof. In each iteration of the loop in Step 3 the algorithm makes at most 2b iter queries to T O (there are b iter calls made on the samples and at most b base b iter evaluation queries). But note that T O is instantiated with a query bound of b total = 2kb iter . Hence, it follows from Lemma 4.1 that T O satisfies ε-differential privacy. Since T O is the only way in which PrivLearn ever interacts with the data set, PrivLearn satisfies ε-differential privacy.
We now prove that the hypothesis produced by the algorithm is indeed accurate, as formalized by the following lemma. -Given a query q posed by L, let l be the answer of T O on (q, t i ). Lemma 4.5 (Accuracy). With overall probability 1 − β, the hypothesis h returned by PrivLearn satisfies
Proof. We consider three possible cases:
1. The first case is that there exists a t ∈ {t 1 , . . . , t k } such that distribution G has at least 1 − γ/10 of its mass on points that are α-close to t. In this case a Chernoff bound and the choice of b iter ≫ b base imply that with probability 1 − β the algorithm terminates prematurely and the resulting hypothesis satisfies (9).
2. In the second case, there exists a t ∈ {t 1 , . . . , t k } such that the probability mass G puts on points that are α-close to t is between 1 − γ and 1 − γ/10. In this case if the algorithm terminates prematurely then (9) is satisfied; below we analyze what happens assuming the algorithm does not terminate prematurely.
3. In the third case every t ∈ {t 1 , . . . , t k } is such that G puts less than 1 − γ of its mass on points α-close to t. In this third case if the algorithm terminates prematurely then (9) will not hold; however, our choice of b iter implies that in this third case the algorithm terminates prematurely with probability at most 1 − β. As in the second case, below we will analyze what happens assuming the algorithm does not terminate prematurely.
Thus in the remainder of the argument we may assume without loss of generality that the algorithm does not terminate prematurely, i.e. it produces a full sequence of hypotheses h 1 , . . . , h k . Furthermore, we can assume that the distribution G places at most 1 − γ/10 fraction of its weight near any particular threshold t i . This leads to the following claim, showing that in all iterations, the number of labeled examples in B i is large enough to run the learning algorithm.
Claim 4.6. {∀i :
Proof. By our assumption, the probability that a sample q ∼ G is rejected at step t of PrivLearn is at most γ /10. By the choice of b iter it follows that |B i | b base with probability 1 − β/k. Taking a union bound over all thresholds t completes the proof.
The proof strategy from here on is to first analyze the algorithm on the conditional distribution that is induced by the threshold oracle. We will then pass from this conditional distribution to the actual distribution that we are interested in, namely, G.
We chose |D| large enough so that we can apply Lemma 4.3 to T O with the "α"-setting of Lemma 4.3 set to α /7. Let D ′ be the data set and Γ be the event given in the conclusion of Lemma 4.3 applied to T O. (Note that n ′ = |D ′ | 7 2 · 90α −2 log |Q| as stated above.)
By the choice of our parameters, we have
Here the probability is computed only over the internal randomness of the threshold oracle T O which we denote by R. Fix the randomness R of T O such that R ∈ Γ. For the sake of analysis, we can think of the randomness of the oracle as a collection of independent random variables (N q ) q∈Q (where N q is used to answer all queries of the form (q, t ′ )). In particular, the behavior of the oracle would not change if we were to sample all variables (N q ) q∈Q up front. When we fix R we thus mean that we fix N q for all q ∈ Q. We may therefore assume for the remainder of the analysis that T O satisfies properties (1) and (2) of Lemma 4.3.
Let us denote by Q i ⊆ Q the set of examples for which T O would not answer ⊥ in Step 3 at the i-th iteration of the algorithm. Note that this is a well-defined set since we fixed the randomness of the oracle. Denote by G i the distribution G conditioned on Q i . Further, let Z i = q∼G {q ∈ Q i } . Observe that
The next lemma shows that PrivLearn answers evaluation queries with the desired multiplicative precision.
Lemma 4.7. With probability 1 − β /6k (over the randomness of PrivLearn), we have
Proof. The lemma follows from a Chernoff bound with the fact that we chose b iter ≫ b base .
Assuming that (12) holds, we can argue that the learning algorithm in step t produces a "good" hypothesis as expressed in the next lemma.
Lemma 4.8. Let t ∈ {t 1 , . . . , t k }. Conditioned on (12), we have that with probability 1− β /6k (over the internal randomness of the learning algorithm invoked at step i) the hypothesis h i satisfies
Proof. This follows directly from the guarantee of the learning algorithm L once we argue that (with the claimed probability):
1. Each example q is sampled from G i and labeled correctly by
2. All evaluation queries asked by the learning algorithm are answered with the multiplicative error allowed in Definition 3.6.
3. The algorithm received sufficiently many, i.e., b base , labeled examples.
The first claim follows from the definition of G i , since we can sample from G i by sampling from G and rejecting if the oracle T O returns ⊥. Since Γ is assumed to hold, we can invoke property (1) of Lemma 4.3 to conclude that whenever the oracle does not return ⊥, then its answer agrees with f D ′ t i (q) and moreover
To see the second claim, consider an evaluation query q. We consider two cases. The first case is where the threshold oracle returns ⊥ and PrivLearn outputs (0, ⊥). Note that in this case indeed G i puts 0 weight on the query q. In the second case PrivLearn outputs (G[q] · b iter /|B i |, l). By (11) and since we assumed Γ holds, the output satisfies the desired multiplicative bound.
The third claim is a direct consequence of Claim 4.6.
We conclude from the above that with probability 1 − β/3 (over the combined randomness of PrivLearn and of the learning algorithm), simultaneously for all i ∈ [k] we have
This follows from a union bound over all k applications of Lemma 4.7 and Lemma 4.8. We can now complete the proof of Lemma 4.5. That is, we will show that assuming (13) the hypothesis h satisfies
Note that 1. (13) occurs with probability 1 − β /3, 2. our assumption on the threshold oracle, i.e., R ∈ Γ also occurs with probability 1 − β /3 (over the randomness of the oracle)
3. the event in Claim 4.6 holds with probability 1 − β /3.
Hence all three events occur simultaneously with probability 1 − β which is what we claimed. We proceed by assuming that all three events occurred. In the following, let
denote the set of points on which h i errs. We will need the following claim.
Claim 4.9. Let q ∈ Q. Then,
Proof. Arguing in the contrapositive, suppose q i∈ [k] Err i ∩ Q i . This means that for all i ∈ [k] we have that either q Err i or q Q i .
However, we claim that there can be at most one i ∈ [k] such that q Q i meaning that q is rejected at step i. This follows from property (2) of Lemma 4.3 which asserts that if q Q i , then we must have | f D (q) − t i | < α/7, and the fact that any two thresholds differ by at least α/3.
Hence, under the assumption above it must be the case that q Err i for all but at most one i ∈ [k]. This means that all but one hypothesis h i correctly classify q. Since the thresholds are spaced α/3 apart, this means the hypothesis h has error at most 2α/3 α on q.
With the previous claim, we can finish the proof. Indeed,
This concludes the proof of Lemma 4.5
Lemma 4.4 (Privacy) together with Lemma 4.5 (Accuracy) conclude the proof of out main theorem, Theorem 3.9.
Quantitative Improvements without Membership Queries
Here we show how to shave off a factor of 1/α in the requirement on the data set size n in Theorem 3.9. This is possible if the learning algorithm uses only sampling access to labeled examples. Theorem 4.10. Let U be a data universe, Q a set of query descriptions, GQ a set of distributions over Q, and P : Q × U → {0, 1} a predicate.
Then, there is an ε-differentially private (α, β, γ)-accurate data-release algorithm provided that there is an algorithm L that (γ,β)-learns thresholds over (Q, GQ ′ , {p u : u ∈ U}) using b(n, γ, β) random examples;
and we have
where n ′ = Θ(log |Q|/α 2 ), β ′ = Θ(βα), γ ′ = Θ(γα) and C > 0 is a sufficiently large constant. If L runs in time t(n, γ, β) then the data release algorithm runs in time poly(t(n ′ , γ ′ , β ′ ), n, 1/α, log(1/β), 1/γ).
Proof. The proof of this theorem is identical to that of Theorem 3.9 except that we put b total = 2b iter rather than 2kb iter . It is easy to check that the algorithm indeed makes only b total distinct queries (in the sense of Lemma 4.1) to the threshold oracle so that privacy remains ensured. The correctness argument is identical.
First Application: Data Release for Conjunctions
With Theorems 3.9 and 4.10 in hand, we can obtain new data release algorithms "automatically" from learning algorithms that satisfy the properties required by the theorem. In this section we present such data release algorithms for conjunction counting queries using learning algorithms (which require only random examples and work under any distribution) based on polynomial threshold functions. Throughout this section we fix the query class under consideration to be monotone conjunctions, i.e. we take U = Q = {0, 1} d and P(q, u) = 1 − i: u i =0 q i .
The learning results given later in this section, together with Theorem 4.10, immediately yield:
Theorem 5.1 (Releasing conjunction counting queries).
1. There is an ε-differentially private algorithm for releasing the class of monotone Boolean conjunction queries over GQ = {all probability distributions over Q} which is (α, β, γ)-accurate and has runtime poly(n) for databases of size n provided that
2. There is an ε-differentially private algorithm for releasing the class of monotone Boolean conjunction queries over GQ k = {all probability distributions over Q supported on B k = {q ∈ Q : q 1 +· · ·+q d k}} which is (α, β, γ)-accurate and has runtime poly(n) for databases of size n provided that
These algorithms are distribution-free, and so we can apply the boosting machinery of [DRV10] to get accurate answers to all of the k-way conjunctions with similar database size bounds. See the discussion and Corollary 1.3 in the introduction.
In Section 5.1 we establish structural results showing that certain types of thresholded real-valued functions can be expressed as low-degree polynomial threshold functions. In Section 5.2 we state some learning results (for learning under arbitrary distributions) that follow from these representational results. Theorem 5.1 above follows immediately from combining the learning results of Section 5.2 with Theorem 4.10. Note that the polynomial A may be assumed without loss of generality to be multilinear since X is a subset of {0, 1} d . Proof. This claim was proved by Buhrman et al. [BCdWZ99] , who gave a quantum algorithm which implies the existence of the claimed polynomial (see also Section 1.2 of [She09] ). Here we give a self-contained construction of a polynomial s with the claimed properties that satisfies the slightly weaker degree bound deg(s) = O( √ k log(1/ε)). We will use the univariate Chebyshev polynomial C r of degree r = ⌈ √ k⌉. Consider the polynomial
Polynomial threshold function representations

Low-degree PTFs over sparse inputs
It is clear that if j = k then s( j) = 1 as desired, so suppose that j is an integer 0 j k − 1. This implies that ( j/k)(1 + 1/k) < 1. Now well-known properties of the Chebychev polynomial (see e.g. [Che66] ) imply that |C r (( j/k)(1 + 1/k))| 1 and C r (1 + 1/k) 2. This gives the O( √ k log(1/ε)) degree bound.
Recall that the predicate function for a data item u ∈ {0, 1} d is denoted by
As an easy corollary of Claim 5.4 we get: Proof of Lemma 5.3. Consider the polynomial
where for each data item u, r u is the polynomial from Corollary 5.5 with its "ε" parameter set to ε = 1/(3n). We will show that A(q) − (⌈tn⌉ − 1/2) is the desired polynomial which gives a PTF for f D t over B k . First, consider any fixed q ∈ B k for which f D t (q) = 1. Such a q must satisfy f D (q) = j/n t for some integer j, and hence j ⌈tn⌉. Corollary 5.5 now gives that A(q) ⌈tn⌉ − 1/3.
Next, consider any fixed q ∈ B k for which f D t (q) = 0. Such a q must satisfy f D (q) = j/n < t for some integer j, and hence j ⌈tn⌉ − 1. Corollary 5.5 now gives that A(q) ⌈tn⌉ − 2/3. This proves the lemma.
Low-degree PTFs over the entire hypercube
Taking k = d in the previous subsection, the results there imply that f D t can be represented by a polynomial threshold function of degree O d log n over the entire Boolean hypercube {0, 1} d . In this section we improve the degree to O d 1 /3 (log n) 2/3 . This result is very similar to Theorem 8 of [KOS04] (which is closely based on the main construction and result of [KS04] ) but with a few differences: first, we use Claim 5.4 to obtain slightly improved bounds. Second, we need to use the following notion in place of the notion of the "size of a conjunction" that was used in the earlier results: 
(Learning thresholds of conjunction queries over sparse inputs) There is an algorithm
L that (γ, β) learns thresholds over (Q, GQ k , {p u : u ∈ U}) using b(n, γ, β) = d O((k log n) 1/2 ) ·Õ(1/γ)·log(1/β) queries to
an approximate distribution-restricted evaluation oracle for the target n-threshold function (in fact L only uses sampling access to labeled examples). The running time of L is poly(b(n, γ, β)).
Recall from the discussion at the beginning of Section 5 that these learning results, together with our reduction, give the private data release results stated at the beginning of the section.
Second Application: Data Release via Fourier-Based Learning
In this section we present data release algorithms for parity counting queries and AC 0 counting queries that instantiate our reduction Theorem 3.9 with Fourier-based algorithms from the computational learning theory literature. We stress that these algorithms require the more general reduction Theorem 3.9 rather than the simpler version of Theorem 1.1 because the underlying learning algorithms are not distribution free. We first give our results for parity counting queries in Section 6.1 and then our results for AC 0 counting queries in Section 6.2.
Parity counting queries using the Harmonic Sieve [Jac97]
In this subsection we fix the query class under consideration to be the class of parity queries, i.e. we take U = {0, 1} d and Q = {0, 1} d and we take P(q, u) = i:u i =1 q i (mod 2) to be the parity predicate. Our main result for releasing parity counting queries is: Theorem 6.1 (Releasing parity counting queries). There is an ε-differentially private algorithm for releasing the class of parity queries over the uniform distribution on Q which is (α, β, γ)-accurate and has runtime poly(n) for databases of size n, provided that
This theorem is an immediate consequence of our main reduction, Theorem 3.9, and the following learning result: , γ, β) ).
Proof. The claimed algorithm L is essentially Jackson's Harmonic Sieve algorithm [Jac97] for learning Majority of Parities; however, a bit of additional analysis of the algorithm is needed as we now explain. When Jackson's results on the Harmonic Sieve are expressed in our terminology, they give Theorem 6.2 exactly as stated above except for one issue which we now describe. Let G ′ be any distribution in the (2/γ)-smooth extension GQ ′ of the uniform distribution. In Jackson's analysis, when it is learning a target function f under distribution G ′ , the Harmonic Sieve is given black-box oracle access to f , sampling access to the distribution G ′ , and access to a c-approximation to an evaluation oracle for G ′ , in the following sense: there is some fixed constant c ∈ [1/3, 3] such that when the oracle is queried on q ∈ Q, it outputs c·G ′ [q]. This is a formally more powerful type of access to the underlying distribution G ′ than is allowed in Theorem 6.2 since Theorem 6.2 only gives L access to an approximate G ′ -restricted evaluation oracle for the target function (recall Definition 3.6).
To be more precise, the only difference is that with the Sieve's black-box oracle access to the target function f it is a priori possible for a learning algorithm to query f even on points where the distribution G ′ puts zero probability mass, whereas such queries are not allowed for L. Thus to prove Theorem 6.2 it suffices to argue that the Harmonic Sieve algorithm, when it is run under distribution G ′ , never needs to make queries on points q ∈ Q that have G ′ [q] = 0. Fortunately, this is an easy consequence of the way the Harmonic Sieve algorithm works. Instead of actually using black-box oracle queries for f , the algorithm actually only ever makes oracle queries to the function g(q) = q), and otherwise the oracle provides precisely the information that would be available for the Sieve in Jackson's original formulation.
AC 0 queries using [JKS02]
Fix U = {0, 1} d and Q = {0, 1} d . In this subsection we show that our reduction enables us to do efficient private data release for quite a broad class of queries, namely any query computed by a constant-depth circuit.
In more detail, let P(q, u) : {0, 1} d × {0, 1} d → {0, 1} be any predicate that is computed by a circuit of depth ℓ = O(1) and size poly(d). Our data release result for such queries is the following: Theorem 6.3 (Releasing AC 0 queries). Let GQ be the set containing the uniform distribution and let U, Q, P be as described above. There is an ε-differentially (U, Q, GQ, P) data release algorithm that is (α, β, γ)-accurate and has runtime poly(n) for databases of size n, provided that
See the introduction for a discussion of this result. We observe that given any fixed P as described above, for any given u ∈ U = {0, 1} d the function p u (q) is computed by a circuit of depth ℓ and size poly(d) over the input bits q 1 , . . . , q d . Hence Theorem 6.3 is an immediate consequence of Theorem 3.9 and the following learning result, which describes the performance guarantee of the quasipolynomial-time algorithm of Jackson et al. [JKS02] for learning Majority-of-Parity in our language: We note that Theorem 9 of [JKS02] , as stated in that paper, only deals with learning majority-of-AC 0 circuits under the uniform distribution: it says that an n-way Majority of depth-ℓ, size-poly(d) circuits over {0, 1} d can be learned to accuracy γ and confidence β under the uniform distribution, using random examples only, in time d O(log ℓ (nd/γ)) · log(1/β). However, the boosting-based algorithm of [JKS02] is identical in its high-level structure to Jackson's Harmonic Sieve; the only difference is that the [JKS02] weak learner simply performs an exhaustive search over all low-weight parity functions to find a weak hypothesis that has non-negligible correlation with the target, whereas the Harmonic Sieve uses a more sophisticated membership-query algorithm (that is an extension of the algorithm of Kushilevitz and Mansour [KM93] ). Arguments identical to the ones Jackson gives for the Harmonic Sieve (in Section 7.1 of [Jac97] ) can be applied unchanged to the [JKS02] algorithm, to show that it extends, just like the Harmonic Sieve, to learning under smooth distributions if it is provided with an approximate evaluation oracle for the smooth distribution. In more detail, these arguments show that for any C-smooth distribution G ′ , given sampling access to labeled examples by (G ′ , f ) (where f is the target n-way Majority of depth-ℓ, size-poly(d) circuits) and approximate evaluation access to G ′ , the [JKS02] algorithm learns f to accuracy γ and confidence β under G ′ in time d O(log ℓ (Cnd/γ)) · log(1/β) This is the result that is restated in our data privacy language above (note that the smoothness parameter there is C = 2/γ).
Conclusion and open problems
This work put forward a new reduction from privacy-preserving data analysis to learning thresholds. Instantiating this reduction with various different learning algorithms, we obtained new data release algorithms for a variety of query classes. One notable improvement was for the database size (or error) in distribution-free release of conjunctions and k-way conjunctions. Given these new results, we see no known obstacles for even more dramatic improvements on this central question. In particular, we conclude with the following open question.
Open Question 7.1. Is there a differentially private distribution-free data release algorithm (with constant error, e.g., α = 1/100) for conjunctions or k-way conjunctions that works for databases of size poly(d) and runs in time poly(n) (or poly(n, d k ) for the case of k-way conjunctions)?
Note that such an algorithm for k-way conjunctions would also imply, via boosting [DRV10] , that we can privately release all k-way conjunctions in time poly(n, d k ), provided that |D| poly(d).
