I will present a new method for thinking about and for computing loop integrals based on differential equations. All required information is obtained by algebraic means and is encoded in a small set of simple quantities that I will describe. I will present various applications, including results for all planar master integrals that are needed for the computation of NNLO QCD corrections to the production of two off-shell vector bosons in hadron collisions.
Introduction
The theoretical description of particle collisions at the LHC relies on precise calculations of the underlying microscopic scattering processes. As D. Kosower has reviewed 1 , computing scattering amplitudes and cross sections at NLO (next-to-leading order) is by now completely standard and largely automated. There are various ingredients that make this possible, in particular efficient techniques for generating and organizing integrands, knowledge of one-loop Feynman integrals, and subtraction methods. Several talks at this conference reported on results that were obtained using automated NLO programs.
It is clear from the experimental results presented at this conference 2 that we have entered an era of precision measurements. Increasing experimental accuracy needs to be matched by theory predictions, and as a consequence, going beyond the NLO level is often necessary.
For select processes, a full NNLO analysis is already available, see e.g. M. Grazzini's talk 3 . Often, however, the theoretical bottleneck is missing analytic results for the virtual loop integrals. In this talk I will report on a breakthrough in understanding and computing loop integrals that will help to close this gap.
This talk is based on ref. 4 , where the main ideas where presented, and several papers with applications 5, 6, 7, 8 . These advances are largely based on a better understanding of Feynman integrands, before integration, and the connection to the integrated functions. An important aspect of our analysis is that the class of special functions required for each type of Feynman integral is readily identified, and the analytic answer is then computed in terms of those functions. The calculation itself is algebraic, and the answer can be presented in a pleasingly simple form. In fact, the integrals are essentially specified by their singularity structure, which as a consequence is made very transparent. Physical limits, such as Regge or threshold limits are very easy to discuss. Also, the method is especially useful for integrals that depend on several scales, which are hard to tackle in traditional approaches. As we will see, it has been applied successfully to non-trivial integrals that can be massless, massive, planar or non-planar. The method uses differential equations, whose application to Feynman integrals has a long and successful history, see 9, 10, 11, 12 . This work is a refinement of this method.
Sample applications
Before continuing to talk about the method itself, let me show you some examples of loop integrals that have been computed using it. I hope that this will convince you that the method can be used for nontrivial calculations. Each of the cases has its own interesting physics motivation, which unfortunately I can only hint at here due to time limitations.
The examples are naturally organized by the number of scales involved. Let us start with two-scale problems, i.e. problems that depend on one dimensionless variable. In a first nontrivial example, three-loop planar massless four-point integrals were evaluated 5 . These integrals depend on two scales, the Mandelstam variables s and t. See Fig. 1 (a) and 1(b). It should be noted that these figures represent whole families of integrals, in the sense that a basis for all integrals of this type was computed. For example, the basis for the family shown in Fig. 1 (a) consists of 26 integrals that include integrals with missing propagators, or with numerator factors inserted. The knowledge of this basis allows to write down an analytic formula for any integral of this family.
Further results 7 showed that the method applies equally to non-planar integrals, and work towards computing all non-planar three-loop integrals is in progress. Possible applications include the study of non-planar scattering amplitudes in Yang-Mills and (super)gravity theories.
As a second example, in work in progress 13 the planar three-loop cusp integrals in heavy quark effective theory (HQET) were computed. See Fig. 1(c) for a sample integral. Here the physical motivation is the study of the structure infrared divergences of massive scattering amplitudes in QCD.
Let us now move on to multi-scale problems. This is probably where the advantages of the new method can be best seen.
A first example is a family of integrals appearing in Bhabha scattering 6 , which depend on s, t, and the mass m. See Fig. 2(a) . Staying with 3 scales, but moving up in the loop order, to three loops, we have a class of integrals that appear in light-by-light scattering 14 , cf. Fig. 2(b) . Finally, coming back to integrals directly relevant for current LHC physics, in 8 all planar integral families for the description of the production of two off-shell vector bosons in hadron collisions at NNLO were computed. This is a four-scale problem, depending on s, t, M 2 a , M 2 b . A sample class of integrals is shown in Fig. 2(c) . Our results generalize the equal mass case of ref. 15 .
Main features of the method
Let me describe the main features of the method. A given scattering process is described by a set of master, or basis integrals f . The first step consists in deriving differential equations (DE) in the kinematic variables. The crucial new idea is to choose a convenient basis, in which the differential equations take a simple, standard form. Criteria for finding such a basis that can be systematically applied were given in ref. 4 , and examples given in ref. 5 . As we will see, once a good basis is chosen, the solution for f can be immediately read off from the DE.
For example, for integrals depending on one dimensionless variable x (and on the dimension D = 4 − 2 ), the standard form proposed in 4 is
From this we see that the data defining f is elegantly described by a set of letters α = {x − x k }, related to the singularities x k , and a corresponding set of constant N × N matrices A k . Here N is the size of the basis. This data specifies the class of functions that the answer can be expressed in. In fact, expanding the solution for f = k k f (k) to any order in amounts to linear algebra, and the term at order k is given in terms of multiple polylogarithms of uniform weight (colloquially referred to as 'transcendentality') k. These iterated integrals are generalizations of logarithms and dilogarithms and have very nice mathematical properties. Thanks to the uniform weight property results are much more compact compared to other approaches.
Moreover, the analytic behavior of the answer is very transparent from the DE 7 . For example, the asymptotic behavior can be easily read off, e.g. f (x; ) ∼ (x − x k ) A k f 0 ( ), which is helpful e.g. when fixing the boundary conditions.
The method has a natural extension to the multi-variable case, which we discuss next, using the−→ V 1 V 2 integrals mentioned earlier as an example.
Example: vector boson production at NNLO
The planar master integrals can be organized into three classes, one of which is shown in Fig. 2(c) . There are of the order of N ≈ 30 integrals for each case. The integrals depend on three dimensionless variables x, y, z related to
The DE w.r.t. those variables can be compactly written in differential form,
Here the basis choice for f was straightforwardly made using the criteria of ref. 4 . The alphabet appearing in the DE is given by a set of rational functions of x, y, z. Specifically, we find α ={x, y, z, 1 + x, 1 − y, 1 − z, 1 + xy, z − y, 1 + y(1 + x) − z, xy + z,
This alphabet tells us which class of iterated integrals appear in the answer. It reflects the rich singularity structure of this many-scale scattering process. As before, the answer is written in terms of multiple polylogarithms, at any order in . Dedicated computer codes for their efficient numeric evaluation are available 16, 17 . For convenience, the result up to weight four, which is the order needed for NNLO calculations, is provided in electronic form in 8 . Finally we wish to mention that, in addition to making the singularity structure of these functions completely manifest, eq. (3) also makes it trivial to obtain series expansions in kinematical limits.
Conclusion
In this talk I have presented results for a number of non-trivial families of Feynman integrals that are described by iterated integrals. The method used to compute them uses only minimal data to specify the analytic answer, namely (a) an alphabet α for iterated integrals, see eq. (4).
(b) rules for forming words in this alphabet. These rules are provided by a set of constant matricesÃ α i , see eq. (3). They determine which linear combinations of integrals precisely constitute the answer, at any order in the expansion.
This reminds me of a short story by Borges 18 , La biblioteca de Babel, where the author imagines an infinite library, whose books are composed from infinite random sequences of letters. Similarly, for Feynman integrals the expansion can be driven to any desired order, generating longer and longer expressions, which are words in the alphabet α. However, the latter derive from the simple data described above. In particular, the constant matrices provide the 'grammar' for forming words, as opposed to the random generator in Borges' imaginary library. Returning from magical libraries to real (or digital) ones, as I have described, this method of analyzing and computing loop integrals has already been applied successfully to cases relevant to current LHC physics. I think as an outlook one can envisage a library for NNLO Feynman integrals for phenomenology. In this spirit, do not hesitate to contact me if there are new integrals that you are interested in.
Although not the main focus at this conference, I wish to mention that there are interesting connections to several fields of mathematics and mathematical physics, and I think this is worth exploring further. Also, there are interesting open question for integrals containing elliptic functions.
Finally, I cannot resist making an advertisement: If you are curious about the method I have described, I invite you to look at sections 3.8 and 3.9 of the recent volume of lecture notes 19 , which include a pedagogical introduction, using the gluon fusion process as an example.
